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1Optimal distributed convex optimization on slowly
time-varying graphs
Alexander Rogozin, Ce´sar A. Uribe, Alexander Gasnikov Nikolay Malkovsky Angelia Nedic´
Abstract—We study the convergence rate of first-order op-
timization algorithms when the objective function can change
from one iteration to another, but its minimizer and optimal
value remain the same. This problem is motivated by recent
developments in optimal distributed optimization algorithms over
networks where computational nodes or agents can experience
network malfunctions such as a loss of connection between
two nodes. We show an explicit and non-asymptotic linear
convergence of the distributed versions of the gradient descent
and Nesterov’s fast gradient method on strongly convex and
smooth objective functions when the network of nodes has a finite
number of changes (we will call this network slowly time-varying).
Moreover, we show that Nesterov method reaches the optimal
iteration complexity of Ω(
√︀
𝜅 · 𝜒(𝑊 ) log 1
𝜀
) for decentralized
algorithms, where 𝜅 and 𝜒(𝑊 ) are condition numbers from the
objective function and communication graphs respectively.
Index Terms—distributed optimization, time-varying graph,
accelerated method.
I. INTRODUCTION
INCREASING amounts of data and privacy constraints indistributed storage systems, as well as the distributed nature
of data sources, has driven the development of distributed
optimization algorithms that can be executed over networks.
For example, suppose one is given a machine learning problem
with a vector of parameters 𝑦 ∈ R𝑑 and a loss function
𝐿(A, 𝑦), where A is a training set of 𝑙 samples, and each
sample is a vector of R𝑚. Moreover, assume the dataset A
is not available in the memory of a single computer due
to its size and communication costs, and is divided into
𝑛 parts {Ai}𝑛𝑖=1 and placed on 𝑛 different machines. The
corresponding empirical loss minimization problem can be
written as
𝐿(A, 𝑦) =
𝑛∑︁
𝑖=1
𝐿(Ai, 𝑦) −→ min
𝑦∈R𝑑
. (1)
Therefore, one seeks to solve (1) while taking into account
the information constraints induced by the distributed nature
of the data available.
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Recently, there has been particular interest in the study of
the fundamental performance limits of distributed optimization
that can be executed over a network and are capable of solving
convex optimization problems such as (1) [1], [2], [3], [4],
[5], [6], [7], [8], [9], [10]. Notably, one primary objective is
to understand whether one can achieve the same convergence
rates of centralized algorithms by using distributed methods to
be executed over a network. In [11], the authors first showed
that distributed algorithms could achieve linear convergence
rates when optimizing sums of strongly convex and smooth
functions, in comparison with previous algorithms such as the
distributed sub-gradient [12]. In [13], [14], the authors show
that one can accelerate distributed algorithms and achieve
convergence rate close to centralized methods. However, it was
not clear that whether these rates were optimal. In [15], the au-
thors proposed a dual-based approach [16], [17] and provided
the first result on complexity lower bounds for distributed
optimization over networks for sums of strongly convex and
smooth functions. Later in [18], [5], the authors extended
these results to non-smooth problems or non-strongly convex
problems. Mainly, it was shown that distributed optimization
algorithms could achieve the same convergence rates as their
centralized counterparts with an additional multiplicative cost
related to the communication network. Although we will
focus on convex optimization problems, there has been some
recent work on complexity lower bounds for distributed non-
convex optimization problems [9]. One main limitation of
existing approaches for distributed optimization algorithms is
that the optimal convergence rates where only shown for fixed
communication graphs. In contrast with recent approaches for
optimal algorithms in distributed optimization [15], [19], [20],
[21], [18], we will focus on the case where the network
over which the agents are interacting is allowed to change
with time. These changes occur, for example, due to technical
malfunctions and loss of connectivity between nodes [19]. As
a result, the change in topology induces a change in the dis-
tributed problem formulation. There are distributed algorithms
that can be executed over time-varying networks and achieve
linear convergence rates, such as DIGing [11], [22], Push-
Pull Gradient Method [23], PANDA [24]. Nevertheless, their
iteration complexity lower bounds are not yet fully understood.
In this paper, we study the convex optimization problem
𝜙(𝑦) =
𝑛∑︁
𝑖=1
𝜙𝑖(𝑦) −→ min
𝑦∈R𝑑
, (2)
where 𝜙𝑖 : R𝑑 → R is a convex function for each 𝑖 =
1, · · · , 𝑛. We particularly focus on the distributed problem
where each of the functions 𝜙𝑖 is privately held by a compu-
tational entity in a network. That is, each node or agent 𝑖 on
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2a network has access to 𝜙𝑖 only, and yet, the group of agents
seek to solve the optimization problem in Eq. (2) by repeated
interactions with other agents following the communication
constraints imposed by the network. The interactions between
the agents are driven by a sequence of graphs {𝒢𝑘}∞𝑘=1,
where 𝒢𝑘 = (𝑉,𝐸𝑘) is a connected undirected graph with
𝑉 = {1, . . . , 𝑛} and 𝐸𝑘 is a set of edges such that (𝑗, 𝑖) ∈ 𝐸𝑘
if a pair of nodes 𝑖, 𝑗 ∈ 𝑉 can communicate at time instant 𝑘.
Figure 1 shows an example of a sequence of graphs with 10
nodes each, but with different edge set at each time instant.
⇒ ⇒ ⇒
Fig. 1. A sequence of graphs with 10 nodes each.
Our main interest is to study how first-order methods behave
when the objective function changes from time to time (under
some restrictions to be specified later), with a special interest
in distributed optimal accelerated methods [19], [18].
This paper is organized as follows. Problem statement
and dual formulation are described in Section II. Section III
presents the general analysis for first-order methods with
changing functions; we include the convergence rates of the
gradient descent and Nesterov’s fast gradient method. In
Section IV we build upon the results of Section III to propose
an algorithm for distributed optimization over time-varying
graphs and we provide its convergence rate. We compare
our results with other distributed algorithms in Section V.
In Section VI, we provide numerical experiments to illustrate
and numerically evaluate our theoretical results. Finally, some
conclusive notes and future work are described in Section VII.
II. PROBLEM STATEMENT
In this section, initially we recall some basic definitions,
then we present a formulation of the distributed optimiza-
tion problem that incorporates the communication constraints
induced by the network. The use of the network constraints
allows for the formulation of a dual problem with a suitable
structure for distributed computation. Finally, we formally
pose the problem of distributed optimization over time-varying
networks.
A. Preliminaries
This paper is focused on 𝜇-strongly convex 𝐿-smooth
functions.
Definition II.1. Let 𝑓 be a differentiable function on X, where
X = R𝑛 or X = R𝑑×𝑛. We say that 𝑓 𝜇-strongly convex
(𝜇 > 0) w.r.t. ‖ · ‖ if
∀𝑥, 𝑦 ∈ X : 𝑓(𝑦) > 𝑓(𝑥) + ⟨∇𝑓(𝑥), 𝑦 − 𝑥⟩+ 𝜇
2
‖𝑦 − 𝑥‖2.
Moreover, we say that 𝑓 𝐿-smooth w.r.t. ‖ · ‖ if ∇𝑓(𝑥) is
𝐿-Lipschitz continuous w.r.t. to the dual norm ‖ · ‖*, i.e.,
∀𝑥, 𝑦 ∈ X : ‖∇𝑓(𝑦)−∇𝑓(𝑥)‖* 6 𝐿‖𝑦 − 𝑥‖,
or, equivalently,
∀𝑥, 𝑦 ∈ X : 𝑓(𝑦) 6 𝑓(𝑥) + ⟨∇𝑓(𝑥), 𝑦 − 𝑥⟩+ 𝐿
2
‖𝑦 − 𝑥‖2.
For simplicity of exposition we will present our results
mainly on the 2-norm ‖ · ‖2 in R𝑛 and Frobenius norm ‖ · ‖𝐹
in R𝑑×𝑛. Note that ‖ · ‖2* = ‖ · ‖2 and ‖ · ‖𝐹* = ‖ · ‖𝐹 . We
also denote ‖ · ‖𝑜𝑝 the operator norm in R𝑛×𝑛 generated by
‖ · ‖2, which is define as
‖𝐴‖𝑜𝑝 = sup
𝑥∈R𝑛
‖𝐴𝑥‖2/‖𝑥‖2.
Definition II.2. The scalar product for 𝑋,𝑌 ∈ R𝑑×𝑛 is given
by ⟨𝑋,𝑌 ⟩ = ∑︀𝑑𝑖=1∑︀𝑛𝑗=1𝑋𝑖𝑗𝑌𝑖𝑗 . The Frobenius norm is
given by ‖𝑋‖𝐹 =
√︀⟨𝑋,𝑋⟩.
Definition II.3. Let X be a Euclidean space with a scalar
product ⟨·, ·⟩ and 𝑓 : X→ R. Then the conjugate function to
𝑓 , denoted by 𝑓*, is given by 𝑓*(𝑌 ) = sup
𝑋∈X
(︀⟨𝑋,𝑌 ⟩−𝑓(𝑋))︀,
and the dual norm ‖𝑌 ‖* is defined as
‖𝑌 ‖* = sup
𝑋∈X
{⟨𝑋,𝑌 ⟩ : ‖𝑋‖ 6 1}.
B. Dual problem formulation for static graphs
Problem (2) can be equivalently rewritten as
𝑛∑︁
𝑖=1
𝜙𝑖(𝑦𝑖) −→ min 𝑠.𝑡. 𝑦1 = · · · = 𝑦𝑛, 𝑦𝑖 ∈ R𝑑 ∀𝑖 ∈ 𝑉. (3)
Additionally, the consensus constrains in Problem (3) can
be equivalently represented by the communication constraints
imposed by the network topology. Particularly, we can define
the Laplacian of the graph 𝒢 as
[𝑊 ]𝑖𝑗 =
⎧⎪⎨⎪⎩
−1, if (𝑖, 𝑗) ∈ 𝐸,
deg(𝑖), if 𝑖 = 𝑗,
0, otherwise,
where deg(𝑖) is the degree of the node 𝑖, i.e., the number of
neighbors of the node.
Remark II.4. It is not necessary to restrict our attention to the
Laplacian of the graph as communication matrix. We may use
arbitrary positive weights and weighted degrees that follow the
same sparsity structure. This is equivalent to using constraints
of form 𝜔𝑖𝑗𝑦𝑖 = 𝜔𝑗𝑖𝑦𝑗 with 𝜔𝑖𝑗 > 0 instead of 𝑦𝑖 = 𝑦𝑗 . All the
required properties are induced, and the rest of the analysis
stays the same. On the other hand, it gives more flexibility
for practical purposes, e.g., proper weight choice can induce
better conditioning. However, choosing specific weights is a
separate question and therefore stays beyond our scope.
If the graph 𝒢 is undirected and connected. Then, the
Laplacian matrix 𝑊 is symmetric and positive semidefinite.
Furthermore, the vector 1 is the unique (up to a scaling factor)
eigenvector associated with the eigenvalue 𝜆 = 0. Moreover,
by Perron-Frobenius theorem [25] the following holds
𝑌𝑊 = 0⇔ 𝑌
√
𝑊 = 0⇔ 𝑦1 = · · · = 𝑦𝑛.
Therefore, for a problem with static graphs one can equiva-
lently rewrite problem (3) as
Φ(𝑌 ) =
𝑛∑︁
𝑖=1
𝜙𝑖(𝑦𝑖) −→ min
𝑌
√
𝑊=0
, (4)
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where 𝑌 = [𝑦1, . . . , 𝑦𝑛] ∈ R𝑑×𝑛. Note that 𝑌 is a matrix in
R𝑑×𝑛 consisting of local copies 𝑦𝑖 of the decision vector 𝑦 in
the original problem (2).
Using this equivalent constraint leads us to the dual function
which will induce some benefits to be described bellow. First,
this new representation of the consensus set generates the dual
function
𝑓(𝑋) = max
𝑌 ∈R𝑑×𝑛
[︁
−⟨𝑋,𝑌
√
𝑊 ⟩ − Φ(𝑌 )
]︁
. (5)
Now that we have related the optimization problem with
the network structure and the communication constraints it
imposes, in this subsection, we show the connection between
properties of function Φ(𝑌 ) in (4) and the dual function 𝑓(𝑋)
given in (5).
In [26], the authors showed the connection between the
strong convexity and smoothness of the function and its
conjugate.
Lemma II.5. Let 𝑓 be a closed convex function. Then 𝑓 is
𝜇-strongly convex w.r.t. ‖·‖ if and only if 𝑓* is 1𝜇 -smooth w.r.t.
‖ · ‖*.
Lemma II.5 allows us to establish the relationship between
strong convexity and smoothness of functions Φ(𝑌 ) in (4) and
𝑓(𝑋) in (5). This relationship is formally stated in the next
theorem, which extends the results of [26] on matrices.
Theorem II.6. Let 𝜎max(𝑊 ) be the largest eigenvalue and
?˜?min(𝑊 ) be the least nonzero eigenvalue of 𝑊𝑇𝑊 = 𝑊 2,
where 𝑊 is the Laplacian of the communication graph
𝒢 = (𝑉,𝐸). Let Φ(𝑌 ) be 𝐿Φ-smooth and 𝜇Φ-strongly con-
vex w.r.t. ‖ · ‖𝐹 . Then 𝑓(𝑋) = max
𝑌 ∈R𝑑×𝑛
(−⟨𝑋√𝑊,𝑌 ⟩ − 𝜙(𝑦))
is strongly convex with constant 𝜇𝑓 =
√︀
?˜?min(𝑊 )/𝐿Φ
on the subspace (Ker𝑊 )⊥ and smooth with constant
𝐿𝑓 =
√︀
𝜎max(𝑊 )/𝜇Φ on R𝑑×𝑛.
The proof of Theorem II.6 is presented in Appendix A.
C. Dual problem over time-varying networks
We are now ready to discuss the distributed optimization
problem when the communication network changes with time.
Particularly, we explicitly define this time-varying setting as
the case where the communication graph changes with time,
and this is reflected as a change in the edge set. Thus, we con-
sider a sequence of graphs {𝒢𝑘}∞𝑘=1, such that 𝒢 = (𝑉,𝐸𝑘),
i.e., the set of nodes remain the same but the edges might
change with time. Therefore, the Laplacian matrix of the graph
changes as well, which defines a sequence of graph Laplacians
{𝑊𝑘}∞𝑘=1. As a result, contrary to the fixed network setup, we
work with a sequence of dual functions 𝑓𝑘(𝑥), such that
𝑓𝑘(𝑋) = Φ
*(−𝑋√𝑊𝑘) = max
𝑌 ∈R𝑑×𝑛
(︁
−⟨︀𝑋,𝑌√𝑊𝑘⟩︀− Φ(𝑌 ))︁ .
(6)
We assume that the network is connected for all 𝑘 ≥ 0.
Then, all 𝑊𝑘 have the same nullspace: Ker(𝑊𝑘) = {𝑦1 =
... = 𝑦𝑛} = Ker(
√
𝑊𝑘). Consequently, the description of the
constraint set changes from time to time, while the constraint
set itself remains the same. Moreover, we define
𝜃max = sup
𝑘≥0
{𝜎max(𝑊𝑘)} <∞, and 𝜃min = inf
𝑘≥0
{?˜?min(𝑊𝑘)} > 0.
(7a)
Then, by Theorem II.6, every 𝑓𝑘(𝑋) is 𝜇-strongly convex on(︀
Ker 𝑊
)︀⊥
and 𝐿-smooth on R𝑛, where 𝜇 =
√
𝜃min
𝐿Φ
, 𝐿 =√
𝜃max
𝜇Φ
. Note that Φ(𝑌 ) does not change, and consequently all
𝑓𝑘(𝑋) have a common point of minimum and the same value
of minimum.
Following the specific properties induced by the time-
varying function in Eq. (6), we will study the problem of
minimizing a sequence of time-varying functions {𝑓𝑘(𝑥)}∞𝑘=0,
with the following properties.
Assumption II.7. Consider a sequence of convex functions
{𝑓𝑘(𝑥)}∞𝑘=0 such that
∙ There is a point 𝑥* which is a common minimum for all
the functions 𝑓𝑘.
∙ Every function 𝑓𝑘(𝑥) is 𝜇-strongly convex and 𝐿-smooth.
Note that we require 𝑓𝑘 to be strongly convex not only on
(Ker 𝑊 )
⊥, but on the whole R𝑑. This assumption is discussed
in Section IV.
Our main objective is to show the convergence of two
first-order methods, namely gradient descent and fast gradient
method, for the solution of the optimization problem in Eq. (6)
in a distributed manner when the communication network
changes with time.
III. ANALYSIS OF FIRST-ORDER METHODS ON
TIME-VARYING FUNCTIONS
In this section, we start by studying the convergence of the
gradient descent and Nesterov’s fast gradient method for the
general case where the objective function changes with time
but remains 𝐿-smooth and 𝜇-strongly convex on R𝑛. Later in
Section IV, we will show that the trajectories of both methods
are situated in 𝑥0 + (Ker 𝑊 )
⊥, where 𝑥0 is the initial point,
and thus even if the functions are 𝜇-strongly convex only on
(Ker 𝑊 )
⊥ and not on R𝑛 (which is the case for the dual of
the distributed optimization problem) the studied methods still
maintain the same convergence rates. Until now, we have been
working with matrix argument 𝑋 ∈ R𝑑×𝑛. For simplicity of
exposition and without loss of generality, the following results
are derived for the vector argument 𝑥 ∈ R𝑛.
The aim of this section is to explore whether ‖𝑥𝑘 − 𝑥*‖22
or 𝑓𝑘(𝑥𝑘)− 𝑓* converge to zero for an iterate sequence {𝑥𝑘}
produced by some first-order method. Also, we are interested
in the convergence rate.
A. Gradient descent
Consider gradient descent with a fixed step length for a
𝐿-smooth function 𝑓 :
𝑥𝑘+1 = 𝑥𝑘 − 1
𝐿
∇𝑓(𝑥𝑘). (8)
The classical proof [27] is based on the estimate
𝑓(𝑥𝑘+1) 6 𝑓(𝑥𝑘)− 1
2𝐿
‖∇𝑓(𝑥𝑘)‖22. (9)
4However, in our case, this estimate cannot be directly used,
because the function 𝑓 is changing from step to step. Instead,
we work with ‖𝑥𝑘 − 𝑥*‖2 to prove convergence by following
the arguments in [28]. Next, we will state our result on the
convergence of the Gradient Descent method on time-varying
functions for which Assumption II.7 hold.
Theorem III.1. Let {𝑓𝑘(𝑥𝑘)}∞𝑘=0 be a sequence of functions
for which Assumption II.7 hold. Then, the sequence {𝑥𝑘}∞𝑘=0
generated by the gradient descent method, i.e.,
𝑥𝑘+1 = 𝑥𝑘 − 1
𝐿
∇𝑓𝑘(𝑥𝑘), (10)
has the following property:
‖𝑥𝑘 − 𝑥*‖2 6
(︂
𝐿− 𝜇
𝐿+ 𝜇
)︂𝑘
‖𝑥0 − 𝑥*‖2 for all 𝑘 > 0.
Proof. We will use a result given in Theorem 2.5.11 in [27],
which states that
⟨∇𝑓(𝑥)−∇𝑓(𝑦), 𝑥− 𝑦⟩ > 𝜇𝐿
𝜇+ 𝐿
‖𝑥− 𝑦‖22
+
1
𝜇+ 𝐿
‖∇𝑓(𝑥)−∇𝑓(𝑦)‖22, (11)
for every 𝐿-smooth 𝜇-strongly convex function 𝑓 and for any
𝑥, 𝑦 ∈ R𝑛.
Following the iteration defined in Eq. (10) it holds that
‖𝑥𝑘+1 − 𝑥*‖22 = ‖𝑥𝑘 − 𝑥* − 1
𝐿
∇𝑓𝑘(𝑥𝑘)‖22
= ‖𝑥𝑘 − 𝑥*‖22 − 2
𝐿
⟨𝑥𝑘 − 𝑥*,∇𝑓𝑘(𝑥𝑘)−∇𝑓𝑘(𝑥*)⟩
+
1
𝐿2
‖∇𝑓𝑘(𝑥𝑘)‖22
6 ‖𝑥𝑘 − 𝑥*‖22 − 2
𝐿
· 𝜇𝐿
𝜇+ 𝐿
‖𝑥𝑘 − 𝑥*‖22
− 2
𝐿
· 1
𝜇+ 𝐿
‖∇𝑓𝑘(𝑥)−∇𝑓𝑘(𝑥*)‖22 + 1
𝐿2
‖∇𝑓𝑘(𝑥𝑘)‖22
6
(︂
1− 2𝜇
𝜇+ 𝐿
)︂
‖𝑥𝑘 − 𝑥*‖22 − ‖∇𝑓𝑘(𝑥)‖22 1
𝐿
(︂
2
𝜇+ 𝐿
− 1
𝐿
)︂
⏟  ⏞  
>0
6 𝐿− 𝜇
𝐿+ 𝜇
‖𝑥𝑘 − 𝑥*‖22
and the desired result follows.
Next, we provide a Corollary that relates the convergence
rate estimate in Theorem III.1 and the minimum number of
iterations required to obtain an arbitrarily close approximation
of the optimal solution of the optimization problem.
Corollary III.1.1. Let {𝑓𝑘(𝑥𝑘)}∞𝑘=0 be a sequence of func-
tions for which Assumption II.7 hold. Then, for any 𝜀 > 0,
the sequence generated by the iterations in Eq. (10) has
the following property: for any 𝑘 ≥ 𝑁 + 1 it holds that
‖𝑥𝑘 − 𝑥*‖ 6 𝜀, where 𝑁 ≥
⌈︂(︁
log 𝐿+𝜇𝐿−𝜇
)︁−1
log ‖𝑥0−𝑥
*‖
𝜀
⌉︂
.
B. Nesterov fast gradient method
In this subsection, we provide a potential-based proof for
the convergence of the Nesterov’s fast gradient method [27]
for time-varying functions, i.e.,
𝑦𝑘+1 = 𝑥𝑘 − 1
𝐿
∇𝑓𝑘(𝑥𝑘), (12a)
𝑥𝑘+1 =
(︂
1 +
√
𝜅− 1√
𝜅+ 1
)︂
𝑦𝑘+1 −
√
𝜅− 1√
𝜅+ 1
𝑦𝑘, (12b)
with initial points 𝑦0 = 𝑥0 and 𝜅 = 𝐿/𝜇.
We will follow the potential function proof methods pre-
sented in [29]. The general idea of such proof is the use of
auxiliary potential function of the following form:
Ψ𝑘 = 𝑎𝑘 · (𝑓𝑘(𝑥𝑘)− 𝑓(𝑥*)) + 𝑏𝑘 · ‖𝑥𝑘 − 𝑥*‖22,
with 𝑎𝑘, 𝑏𝑘 > 0. If we denote
ΔΨ𝑘 = Ψ𝑘+1 −Ψ𝑘. (13)
Then Ψ𝑁 = Ψ0 +
∑︀𝑁−1
𝑘=1 ΔΨ𝑘 and
𝑓𝑁 (𝑦𝑁 )− 𝑓(𝑥*) 6
(︃
Ψ0 +
𝑁−1∑︁
𝑘=1
ΔΨ𝑘
)︃
/𝑎𝑁 . (14)
If an upper bound on ΔΨ𝑘 is obtained, then Eq. (14) shows
the convergence rate for the method.
Unlike gradient descent, Nesterov method is not guaranteed
to make progress towards the optimal solution with every
step. Instead, it has better convergence bounds if it makes
many steps in a row, i.e., it is not a strict descent method.
This becomes an obstacle in the time-varying case, because
sudden changes of the function may happen too often so that
the Nesterov method is run for too short periods of time and
thus does not manage to make enough progress. However, this
method’s convergence can be proved if the number of function
changes is finite.
Next, we formally introduce the definition of a change in a
sequence of functions.
Definition III.2. Consider a sequence {𝑓𝑘(𝑥)}∞𝑘=0 of func-
tions and let 𝑓𝑛 ̸≡ 𝑓𝑛+1. Then we say that the sequence
{𝑓𝑘(𝑥)}∞𝑘=0 of functions has a change at the moment 𝑛.
Theorem III.3. Let {𝑓𝑘(𝑥)}∞𝑘=0 be sequence functions for
which Assumption II.7 hold. Moreover, assume the function
sequence has changes at the moments 𝑛1 < ... < 𝑛𝑚. Then,
the sequence {𝑦𝑘}∞𝑘=1 generated by the iterations in Eq. (12),
has the following property: for 𝑁 > 𝑛𝑚, it holds that
𝑓𝑁 (𝑦𝑁 )− 𝑓* 6 𝜅𝑚𝐿+ 𝜇
2
𝑅2
(︂
1− 1√
𝜅
)︂𝑁
,
where 𝜅 = 𝐿𝜇 and ‖𝑥0 − 𝑥*‖2 ≤ 𝑅.
Before proceeding to the proof of Theorem III.3, we provide
a sequence of technical lemmas that will facilitate the anal-
ysis. Lemma III.4 is providing some auxiliary results, while
Lemmas III.5 and III.6 are the most important ones and will
be directly used in the proof of Theorem III.3.
Following the technique for strongly convex functions de-
scribed in [29], we introduce the following potential:
Ψ𝑘 = (1 + 𝛾)
𝑘 ·
(︁
𝑓𝑘(𝑦𝑘)− 𝑓* + 𝜇
2
‖𝑧𝑘 − 𝑥*‖22
)︁
, (15)
where 𝛾 = 1√
𝜅−1 and 𝑧𝑘 will be defined shortly.
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The next lemma provides an intermediate result regarding
an auxiliary sequence {𝑧𝑘} that will come handy later in the
proofs.
Lemma III.4. Consider updates in (12) and define
𝜏 =
1√
𝜅+ 1
, and 𝑧𝑘+1 =
1
𝜏
𝑥𝑘+1 − 1− 𝜏
𝜏
𝑦𝑘+1.
Then, 𝑧𝑘+1 = 11+𝛾 𝑧𝑘 +
𝛾
1+𝛾𝑥𝑘 − 𝛾𝜇(1+𝛾)∇𝑓𝑘(𝑥𝑘), where
𝛾 = 1√
𝜅−1 .
Proof. By the update rule for 𝑥𝑘+1 given in (12) and the
definition of 𝜏 , we have that
𝑥𝑘+1 =
(︂
1 +
√
𝜅− 1√
𝜅+ 1
)︂
𝑦𝑘+1 −
√
𝜅− 1√
𝜅+ 1
𝑦𝑘
= (2− 2𝜏)𝑦𝑘+1 − (1− 2𝜏)𝑦𝑘.
Moreover, by the definition of 𝑧𝑘+1, it follows that
𝑧𝑘+1 =
1
𝜏
𝑥𝑘+1 − 1− 𝜏
𝜏
𝑦𝑘+1
=
1
𝜏
((2− 2𝜏)𝑦𝑘+1 − (1− 2𝜏)𝑦𝑘)− 1− 𝜏
𝜏
𝑦𝑘+1
=
1
𝜏
((1− 𝜏)𝑦𝑘+1 − (1− 2𝜏)𝑦𝑘) .
Now we use the update rule for 𝑦𝑘+1 given in (12) and also
note that 𝑥𝑘 = (1− 𝜏)𝑦𝑘 + 𝜏𝑧𝑘:
𝑧𝑘+1 =
1
𝜏
[︁
(1− 𝜏)(𝑥𝑘 − 1
𝐿
∇𝑓𝑘(𝑥𝑘))− 1− 2𝜏
1− 𝜏 (𝑥𝑘 − 𝜏𝑧𝑘)
]︁
=
1− 2𝜏
1− 𝜏 𝑧𝑘 +
𝜏
1− 𝜏 𝑥𝑘 −
1− 𝜏
𝐿𝜏
∇𝑓𝑘(𝑥𝑘)
¬
=
√
𝜅− 1√
𝜅
𝑧𝑘 +
1√
𝜅
𝑥𝑘 − 1
𝜇
√
𝜅
­
=
1
1 + 𝛾
𝑧𝑘 +
𝛾
1 + 𝛾
𝑥𝑘 − 𝛾
𝜇(1 + 𝛾)
∇𝑓𝑘(𝑥𝑘),
where ¬ is obtained by using the definitions of 𝜏 and 𝜅, and
­ is obtained by using the definition of 𝛾.
The next lemma provides a bound on the difference of
values for two consecutive functions in a sequence, for the
same point. This bound will help us towards quantification of
the maximum function value change in the sequence of time-
varying functions.
Lemma III.5. Define 𝛿𝑘(𝑥) = 𝑓𝑘+1(𝑥)− 𝑓𝑘(𝑥), and let both
𝑓𝑘(𝑥) and 𝑓𝑘+1(𝑥) be 𝜇-strongly convex and 𝐿-smooth, and
have the same minimizer 𝑥*. Then
𝛿𝑘(𝑥) 6
𝐿− 𝜇
𝜇
(𝑓𝑘(𝑥)− 𝑓*),
where 𝑓* is the common value of minimum for {𝑓𝑘}∞𝑘=1.
Proof. By strong convexity and smoothness obtain
𝜇
2
‖𝑥− 𝑥*‖22 6 𝑓𝑘(𝑥)− 𝑓* 6
𝐿
2
‖𝑥− 𝑥*‖22.
The same holds for 𝑓𝑘+1.
𝑓𝑘+1(𝑥)− 𝑓𝑘(𝑥) 6 𝐿− 𝜇
2
‖𝑥− 𝑥*‖22 6
𝐿− 𝜇
𝜇
(𝑓𝑘(𝑥)− 𝑓*).
Finally, the next lemma relates the upper bounds on the
function values of the sequence of functions with the changes
of a specific potential function.
Lemma III.6. Let {𝑓𝑘(𝑥)}∞𝑘=0 be a sequence of functions
for which Assumption II.7 hold, and let Ψ𝑘 be the potential
function given in (15). Then, it holds that
ΔΨ𝑘 6 (1 + 𝛾)𝑘+1𝛿𝑘(𝑦𝑘+1). (16)
Proof. The proof is analogous to the proof in Section 5.4 in
[29]. We use the definitions of 𝜏, 𝑧𝑘 given in Lemma III.4. We
have
ΔΨ𝑘 · (1 + 𝛾)−𝑘 = (1 + 𝛾)
(︀
𝑓(𝑦𝑘+1)− 𝑓* + 𝜇
2
‖𝑧𝑘+1 − 𝑥*‖22
)︀
− (︀𝑓(𝑦𝑘)− 𝑓* + 𝜇
2
‖𝑧𝑘 − 𝑥*‖22
)︀
= (1 + 𝛾)
(︀
𝑓𝑘+1(𝑦𝑘+1)− 𝑓𝑘+1(𝑥*)
)︀− (︀𝑓𝑘(𝑦𝑘)− 𝑓𝑘(𝑥*))︀
+
𝜇
2
[︁
(1 + 𝛾)‖𝑧𝑘+1 − 𝑥*‖22 − ‖𝑧𝑘 − 𝑥*‖22
]︁
. (17)
Note that from basic gradient step inequality given in (9),
it follows that
𝑓𝑘(𝑦𝑘+1) 6 𝑓𝑘(𝑥𝑘)− 1
2𝐿
‖∇𝑓𝑘(𝑥𝑘)‖22,
and by using the definition of 𝛿𝑘 in Lemma III.5, we have
𝑓𝑘+1(𝑦𝑘+1) 6 𝑓𝑘(𝑥𝑘)− 1
2𝐿
‖∇𝑓𝑘(𝑥𝑘)‖22 + 𝛿𝑘(𝑦𝑘+1).
Therefore the first term in (17) can be bounded as follows:
(1 + 𝛾)
(︀
𝑓𝑘+1(𝑦𝑘+1)− 𝑓𝑘+1(𝑥*)
)︀− (︀𝑓𝑘(𝑦𝑘)− 𝑓𝑘(𝑥*))︀
6 (1 + 𝛾)
(︀
𝑓𝑘(𝑥𝑘)− 1
2𝐿
‖∇𝑓𝑘(𝑥𝑘)‖22 + 𝛿𝑘(𝑦𝑘+1)− 𝑓*
)︀
− (︀𝑓𝑘(𝑦𝑘)− 𝑓*)︀
= 𝑓𝑘(𝑥𝑘)− 𝑓𝑘(𝑦𝑘) + 𝛾(𝑓𝑘(𝑥𝑘)− 𝑓*)
− (1 + 𝛾)‖∇𝑓𝑘(𝑥𝑘)‖
2
2
2𝐿
+ (1 + 𝛾)𝛿𝑘(𝑦𝑘+1)
6 ⟨∇𝑓𝑘(𝑥𝑘), 𝑥𝑘 − 𝑦𝑘⟩+ 𝛾
(︀⟨∇𝑓𝑘(𝑥𝑘), 𝑥𝑘 − 𝑥*⟩
− 𝜇
2
‖𝑥𝑘 − 𝑥*‖22
)︀− 1 + 𝛾
2𝐿
‖∇𝑓𝑘(𝑥𝑘)‖22 + (1 + 𝛾)𝛿𝑘(𝑦𝑘+1).
(18)
It is convenient to rewrite the above expression without
references to 𝑦𝑘, by using Lemma III.4. Thus, by Lemma III.4,
by using the definitions of 𝑧𝑘, 𝛾, 𝜏 and 𝜅, we deduce
𝑧𝑘 =
(︀1
𝜏
− 1)︀(𝑥𝑘 − 𝑦𝑘) + 𝑥𝑘 = √𝜅(𝑥𝑘 − 𝑦𝑘) + 𝑥𝑘
𝛾(𝑧𝑘 − 𝑥*) =
√
𝜅𝛾(𝑥𝑘 − 𝑦𝑘) + 𝛾(𝑥𝑘 − 𝑥*).
Keeping in mind that
√
𝜅𝛾 = 1 + 𝛾, we obtain
(𝑥𝑘−𝑦𝑘)+𝛾(𝑥𝑘−𝑥*) = 1
1 + 𝛾
·
[︁
𝛾(𝑧𝑘−𝑥*)+𝛾2(𝑥𝑘−𝑥*)
]︁
.
The expression on the right hand side of (18) can be written
as follows:
1
1 + 𝛾
⟨∇𝑓𝑘(𝑥𝑘), 𝛾(𝑧𝑘 − 𝑥*) + 𝛾2(𝑥𝑘 − 𝑥*)⟩
− 𝜇𝛾
2
‖𝑥𝑘 − 𝑥*‖22 −
1 + 𝛾
2𝐿
‖∇𝑓𝑘(𝑥𝑘)‖22
+ (1 + 𝛾)𝛿𝑘(𝑦𝑘+1). (19)
The obtained bound (19) is almost the same as (5.62)
in [29]. The only difference is the additional term
(1 + 𝛾)𝛿𝑘(𝑦𝑘+1).
6The second term in (17) is bounded in the same way as in
[29]. By Lemma III.4:
𝜇
2
[︁
(1 + 𝛾)‖𝑧𝑘+1 − 𝑥*‖22 − ‖𝑧𝑘 − 𝑥*‖22
]︁
=
𝜇
2
(1 + 𝛾)
⃦⃦⃦
1
1 + 𝛾
(𝑧𝑘 − 𝑥*) + 𝛾
1 + 𝛾
(𝑥𝑘 − 𝑥*)
− 𝛾
𝜇(1 + 𝛾)
∇𝑓𝑘(𝑥𝑘)
⃦⃦⃦2
2
− 𝜇
2
‖𝑧𝑘 − 𝑥*‖22
=
𝜇
2
1
1 + 𝛾
[︁
‖𝑧𝑘 − 𝑥*‖22 + 𝛾2‖𝑥𝑘 − 𝑥*‖22 + 𝛾
2
𝜇2
‖∇𝑓𝑘(𝑥𝑘)‖22
+ 2𝛾⟨𝑧𝑘 − 𝑥*, 𝑥𝑘 − 𝑥*⟩ − 2𝛾
𝜇
⟨𝑧𝑘 − 𝑥*,∇𝑓𝑘(𝑥𝑘)⟩
− 2𝛾
2
𝜇
⟨𝑥𝑘 − 𝑥*,∇𝑓𝑘(𝑥𝑘)⟩
]︁
− 𝜇
2
‖𝑧𝑘 − 𝑥*‖22. (20)
Now by adding (19) and (20), we obtain a final bound on
ΔΨ𝑘. Moreover, note that terms involving ⟨∇𝑓𝑘(𝑥𝑘), 𝑥𝑘−𝑥*⟩
and ⟨∇𝑓𝑘(𝑥𝑘), 𝑧𝑘 − 𝑥*⟩ cancel.
ΔΨ𝑘(1 + 𝛾)
−𝑘 6
(︂
−1 + 𝛾
2𝐿
+
𝛾2
2𝜇(1 + 𝛾)
)︂
‖∇𝑓𝑘(𝑥𝑘)‖22
+
𝜇𝛾
2
(︂
𝛾
1 + 𝛾
− 1
)︂
‖𝑥𝑘 − 𝑥*‖22 + 𝜇
2
(︂
1
1 + 𝛾
− 1
)︂
‖𝑧𝑘 − 𝑥*‖22
+
𝜇𝛾
1 + 𝛾
⟨𝑧𝑘 − 𝑥*, 𝑥𝑘 − 𝑥*⟩+ (1 + 𝛾)𝛿𝑘(𝑦𝑘+1)
6 − 𝜇𝛾
2(1 + 𝛾)
(︀‖𝑥𝑘 − 𝑥*‖22 + ‖𝑧𝑘 − 𝑥*‖22
− 2⟨𝑧𝑘 − 𝑥*, 𝑥𝑘 − 𝑥*⟩
)︀
+ (1 + 𝛾)𝛿𝑘(𝑦𝑘+1)
= − 𝜇𝛾
2(1 + 𝛾)
‖(𝑥𝑘 − 𝑥*)− (𝑧𝑘 − 𝑥*)‖22 + (1 + 𝛾)𝛿𝑘(𝑦𝑘+1)
6 (1 + 𝛾)𝛿𝑘(𝑦𝑘+1),
and the proof is complete.
Now all the auxiliary lemmas are proved, and we pass to
the proof of Theorem III.3.
Proof of Theorem III.3. Lemmas III.5 and III.6 establish the
connection between a potential change and the function resid-
ual, which enables to perform the proof by induction on the
number of changes 𝑚.
Induction base for 𝑚 = 0 holds due to smoothness of
{𝑓𝑘(𝑥)}∞𝑘=0 and to the fact 𝑥0 = 𝑦0 = 𝑧0:
Ψ0 = 𝑓0(𝑦0)− 𝑓* + 𝜇
2
‖𝑧0 − 𝑥*‖22
6 𝐿
2
‖𝑦0 − 𝑥*‖22 +
𝜇
2
‖𝑧0 − 𝑥*‖22 =
𝐿+ 𝜇
2
𝑅2
𝑓𝑁 (𝑦𝑁 )− 𝑓* 6 Ψ0
𝑎𝑁
6 𝐿+ 𝜇
2
𝑅2
(1 + 𝛾)𝑁
.
Let the induction hypothesis hold for 0, 1, ...,𝑚. By Lemma
III.5 and using the fact that (16) implies ΔΨ𝑘 ≤ 0 unless
𝑘 = 𝑛𝑖 for some 𝑖 we get
𝑓𝑁 (𝑦𝑁 )− 𝑓* 6
(︃
Ψ0 +
𝑚∑︁
𝑘=1
ΔΨ𝑛𝑘
)︃
/𝑎𝑁
6
(︃
Ψ0 +
𝑚∑︁
𝑘=1
(1 + 𝛾)𝑛𝑘+1𝛿𝑛𝑘(𝑦𝑛𝑘+1)
)︃
/(1 + 𝛾)𝑁
6
Ψ0 +
𝑚∑︁
𝑘=1
(1 + 𝛾)𝑛𝑘+1 · 𝐿− 𝜇
𝜇
(𝑓𝑛𝑘(𝑦𝑛𝑘+1)− 𝑓*)
(1 + 𝛾)𝑁
.
Since the function changes take place at the moments
𝑛1, ..., 𝑛𝑚, the bound is true for 𝑓𝑛1 , ..., 𝑓𝑛𝑚 .
(1 + 𝛾)𝑁 (𝑓𝑁 (𝑦𝑘)− 𝑓*)
6 Ψ0 +
𝑚∑︁
𝑘=1
(1 + 𝛾)𝑛𝑘+1 · 𝐿− 𝜇
𝜇
(︁𝐿
𝜇
)︁𝑘−1𝐿+ 𝜇
2
𝑅2
(1 + 𝛾)𝑛𝑘+1
6 𝐿+ 𝜇
2
𝑅2
(︁
1 +
𝑚∑︁
𝑘=1
𝐿− 𝜇
𝜇
(︁𝐿
𝜇
)︁𝑘−1)︁
6 𝐿+ 𝜇
2
𝑅2
(︁
1 +
𝐿− 𝜇
𝜇
·
(︁
𝐿
𝜇
)︁𝑚
− 1
𝐿
𝜇 − 1
)︁
=
(︁𝐿
𝜇
)︁𝑚𝐿+ 𝜇
2
𝑅2. (21)
Dividing (21) by (1 + 𝛾)𝑁 finishes the proof.
IV. AN ACCELERATED METHOD FOR DISTRIBUTED
OPTIMIZATION OVER TIME-VARYING FUNCTIONS
In this section, we present the main result regarding the
convergence rate of the distributed Nesterov fast gradient
method for time-varying functions. It states that this method
is linearly convergent on a slowly time-varying network. More
specifically, we require a finite number of changes in the
communication graph. Moreover, we assume that the nonzero
part of the spectrum of communication matrix 𝑊 remains
bounded from both sides.
Theorems III.1 and III.3 hold for time-varying functions
which are 𝐿-smooth and 𝜇-strongly convex on R𝑛. However,
our initial aim was to find a common minimum of the sequence
of functions defined in Eq. (6). In Eq. (6), every function 𝑓𝑘(𝑥)
is 𝜇-strongly convex only on the subspace
(︀
Ker 𝑊𝑘
)︀⊥
and 𝐿-
smooth on R𝑛. Therefore, we need to show that the Theorems
III.1 and III.3 can be generalized on strong convexity on a
subspace. To do so, we show that the iterates generated by the
studied algorithms are always in the space where the functions
are strongly convex.
In the next lemma, we show that the gradients of the dual
function are always in
(︀
Ker 𝑊
)︀⊥
.
Lemma IV.1. Consider the function
𝑓(𝑥) = max
𝑦∈R𝑛
(︁
− ⟨︀𝑥,√𝑊𝑦⟩︀− 𝜙(𝑦))︁.
Then, it holds that ∇𝑓(𝑥) ∈ (︀Ker 𝑊 )︀⊥.
Proof. Initially, denote the optimal point of the inner maxi-
mization problem of the dual function as
𝑦(𝑥) = arg max
𝑦∈R𝑛
(︁
− ⟨︀𝑥,√𝑊𝑦⟩︀− 𝜙(𝑦))︁.
Thus, by the Demianov-Danskin formula [30], [31], [32] it
follows that ∇𝑓(𝑥) = −√𝑊𝑦(𝑥). Therefore, it is sufficient
to show ⟨∇𝑓(𝑥), 𝑧⟩ = 0 ∀𝑧 ∈ (︀Ker 𝑊 )︀⊥, which follows
from
⟨∇𝑓(𝑥), 𝑧⟩ = ⟨−
√
𝑊𝑦(𝑥), 𝑧⟩ = ⟨−
√
𝑊𝑧, 𝑦(𝑥)⟩ = 0.
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In the next lemma, we show that the iterates generated
by the gradient descent method and the fast gradient method
are always in the space where the strong convexity of the
dual function holds. This will allow us to use the results in
Section III for the specific problem of distributed optimization
over time-varying graphs.
Lemma IV.2. The gradient descent algorithm in Eq. (10) with
initial point 𝑥0 and the fast gradient method in Eq. (12) with
initial point 𝑦0 = 𝑥0 generate sequences that are always in
𝑥0 +
(︀
Ker 𝑊
)︀⊥
.
Proof. 1) Gradient descent.
By Lemma IV.1 and update rule (8) we immediately obtain
𝑥𝑘+1 − 𝑥𝑘 = − 1
𝐿
∇𝑓𝑘(𝑥𝑘) ∈
(︀
Ker 𝑊
)︀⊥
𝑥𝑇 − 𝑥0 =
𝑇−1∑︁
𝑘=0
(𝑥𝑘+1 − 𝑥𝑘) ∈
(︀
Ker 𝑊
)︀⊥
.
2) Nesterov accelerated method.
The proof follows by induction. Let
𝑥𝑘 − 𝑥0 ∈ (Ker 𝑊 )⊥ , 𝑦𝑘 − 𝑦0 = 𝑦𝑘 − 𝑥0 ∈
(︀
Ker 𝑊
)︀⊥
(note that it holds for 𝑡 = 0). Then by update rule in Eq. (12):
𝑦𝑘+1 − 𝑥0 = (𝑥𝑘 − 𝑥0)− 1
𝜇
∇𝑓𝑘(𝑥𝑘) ∈ (Ker 𝑊 )⊥
𝑥𝑘+1 − 𝑥0 =
(︁
1 +
√
𝜅− 1√
𝜅+ 1
)︁
(𝑦𝑘+1 − 𝑦0)−
√
𝜅− 1√
𝜅+ 1
(𝑦𝑘 − 𝑦0)
𝑥𝑘+1 − 𝑥0 ∈
(︀
Ker 𝑊
)︀⊥
.
A. Algorithm and main result
Now that we have shown that the general analysis in
Section III hold for the iterates generated by the studied
methods in (8) and (12), we proceed to explicitly write the
proposed accelerated distributed optimization algorithm for
each of the agents in the network. Moreover, we provide their
convergence rate analysis.
Algorithm 1 Distributed Nesterov Method
Require: Each agent 𝑖 ∈ 𝑉 locally holds 𝜙𝑖 and some
iteration number 𝑁 .
1: Choose 𝑧𝑖0 = 𝑧
𝑖
0 for all 𝑖 ∈ 𝑉
2: for 𝑘 = 0, 1, 2, · · · , 𝑁 − 1 do
3: 𝑦𝑖(𝑧
𝑘
𝑖 ) = argmax
𝑦∈R𝑑
[︁
⟨𝑧𝑘𝑖 , 𝑦⟩ − 𝜙𝑖(𝑦𝑖)
]︁
4: Send 𝑦𝑖(𝑧𝑘𝑖 ) to every neighbor and receive 𝑦𝑗(𝑧
𝑘
𝑗 ) from
every neighbor.
5: 𝑧𝑘+1𝑖 = 𝑧
𝑘
𝑖 − 1𝐿
𝑛∑︀
𝑗=1
[𝑊𝑘]𝑖𝑗𝑦𝑗(𝑧
𝑘
𝑗 )
6: 𝑧𝑘+1𝑖 =
(︁
1 +
√
𝜅−1√
𝜅+1
)︁
𝑧𝑘+1𝑖 −
√
𝜅−1√
𝜅+1
𝑧𝑘𝑖
7: end for
We are now ready to state the main result of this paper, that
provides the convergence rate of the distributed Nesterov fast
gradient method over slowly time-varying networks.
Theorem IV.3. Let Φ be a 𝜇Φ-strongly convex 𝐿Φ-smooth
function and assume that there is a sequence of undirected
connected graphs {𝒢𝑘} with no more than 𝑚 changes. Then,
the sequence {𝑧𝑘𝑖 } generated by the Algorithm 1 has the
following property: for any 𝑁 > 0 it holds that
𝑓𝑁 (𝑍𝑁 )− 𝑓* 6 𝜅𝑚 · 𝐿+ 𝜇
2
𝑅2
(︂
1− 1√
𝜅
)︂𝑁
,
where 𝑓 is defined in Eq. (6), 𝜃max and 𝜃𝑚𝑖𝑛 are defined in
(7), 𝐿 =
√
𝜃max
𝜇Φ
, 𝜇 =
√
𝜃min
𝐿Φ
, 𝑍𝑁 = [𝑧𝑁1 , · · · , 𝑧𝑁𝑛 ],
𝑅 = ‖𝑋0 −𝑋*‖2 and 𝜅 = 𝐿𝜇 .
Proof. The proof follows immediately from Lemma IV.2 and
Theorem III.3.
In the next corollary, we present the iteration complexity
of Algorithm 1. That is, we show the minimum number of
iterations required to obtain a solution that is arbitrarily close
to the optimal solution.
Corollary IV.3.1. Let Φ be a 𝜇Φ-strongly convex 𝐿Φ-smooth
function. Denote 𝐿 =
√
𝜃max
𝜇Φ
, 𝜇 =
√
𝜃min
𝐿Φ
, where 𝜃max, 𝜃𝑚𝑖𝑛
are defined in (7). Assume that there is a sequence of graphs
{𝒢𝑘} with no more than 𝑚 changes. Then, for any 𝜀 > 0, the
sequence {𝑧𝑘𝑖 } generated by the Algorithm 1 has the following
property: for any 𝑘 > 𝑁 + 1, it holds that
𝑓𝑁 (𝑍𝑘)− 𝑓* 6 𝜀,
where
𝑁 ≥ √𝜅 · log
(︂
𝜅𝑚
𝐿+ 𝜇
2
𝑅2
𝜀
)︂
=
√︀
𝜅Φ · 𝜒(𝑊 ) ·
(︂
𝑚 log 𝜅+ log
(︂
𝐿+ 𝜇
2
𝑅2
𝜀
)︂)︂
,
and 𝜒(𝑊 ) =
√︁
𝜃max
𝜃min
is the condition number of the sequence
of graphs 𝒢𝑘 = (𝑉,𝐸𝑘).
Proof. Recall that 𝐿𝜇 =
𝐿Φ
𝜇Φ
√
𝜃max√
𝜃min
= 𝜅Φ ·𝜒(𝑊 ). One can make
sure that
1/log
(︀
1 + 1/(
√
𝜅− 1))︀ 6 √𝜅,
and thus 𝑁 > 1
log
(︁ √
𝜅√
𝜅−1
)︁ log (︁𝜅𝑚𝐿+𝜇2 𝑅2𝜀 )︁,
𝑓𝑁 (𝑃𝑁 )− 𝑓* 6 𝜅𝑚𝐿+ 𝜇
2
𝑅2
(︂
1− 1√
𝜅
)︂𝑁
6 𝜀,
and the desired result follows
Note that the number of steps in Corollary IV.3.1 reaches the
lower bound for decentralized methods in [15], which means
that the Algorithm 1 is optimal for time-varying graphs with
a finite number of changes. Moreover, since
𝜅 =
𝐿
𝜇
=
√︃
𝜎max(𝑊 )
?˜?min(𝑊 )
· 𝐿Φ
𝜇Φ
= 𝜒(𝑊 ) · 𝜅Φ,
it follows that the factor 𝜅 is proportional to 𝜒(𝑊 ), which is
the communication graph condition number. The lower the
graph condition number is, the better convergence rate we
obtain. Note that if we used restriction 𝑌𝑊 = 0 instead of
8𝑌
√
𝑊 = 0, then it would be 𝜅 ∼ 𝜒(𝑊 )2, which would result
in slower convergence.
It follows from Theorem IV.3 that the Algorithm 1 will be
linearly convergent if the number of changes in the network
is finite and does not depend on 𝑁 . However, every time
the network changes a multiplicative cost of 𝐿𝜇 is incurred,
which makes the residual grow exponentially upon the number
of function changes. Consequently, the number of iterations
grows linearly with the number of function changes. Partic-
ularly, if we assume that 𝑚 = 𝑁 − 1, i.e. network changes
every step except the last one. Then, it holds that
𝑓𝑁 (𝑃𝑁 )− 𝑓* 6 𝐿+ 𝜇
2
(︂
1− 1√
𝜅
)︂
𝑅2
(︂
𝜅
(︂
1− 1√
𝜅
)︂)︂𝑁−1
.
(22)
The bound in Eq. (22) implies that the convergence rate
for the case, where the number of changes in the network is
the same as the number if iterations, is 𝑂
(︁
(
√
𝜅(
√
𝜅− 1))𝑁
)︁
.
Since
√
𝜅(
√
𝜅− 1) can be greater than 1, the obtained bound
does not imply convergence.
Now, assume that the number of changes in the graph is
some proportion 𝛼 ∈ (0, 1) of the total number of iterations 𝑁 .
Then, in order to obtain a bound that shows convergence we
require that 𝜅𝛼 (1− 1/√𝜅) < 1. Thus, the maximum allowed
number of changes in the network, in order to guarantee the
convergence of the proposed algorithm is
𝛼 ≤
⌊︂
log
(︂ √
𝜅√
𝜅− 1
)︂
/log 𝜅
⌋︂
.
V. DISCUSSION AND COMPARISON TO OTHER METHODS
In this section, we compare the performance of the ac-
celerated gradient method to several distributed algorithms
presented in other works. Particularly, we consider PANDA
[24] and DIGing [22].
Both of these algorithms are designed to solve problem (2)
and are based on a mixing matrix sequence {𝑉 (𝑘)}∞𝑘=1, which
has the following properties:
Assumption V.1. 1) (Decentralized property) If 𝑖 ̸= 𝑗 and
edge (𝑖, 𝑗) ̸∈ 𝐸𝑘, then 𝑉 (𝑘)𝑖𝑗 = 0;
2) (Double stochasticity) 𝑉 (𝑘)1𝑛 = 1𝑛, 1𝑇𝑛𝑉 (𝑘) = 1
𝑇
𝑛 ;
3) (Joint spectrum property) There exists 𝐵 ∈ Z, 𝐵 > 0,
such that
𝛿 = sup
𝑘>𝐵−1
𝜎max
{︂
𝑉𝐵(𝑘)− 1
𝑛
1𝑛1
𝑇
𝑛
}︂
< 1. (23)
Here 1𝑛 = [1 1... 1]𝑇 ∈ R𝑛 and 𝑉𝐵(𝑘) = 𝑉 (𝑘)𝑉 (𝑘 −
1)...𝑉 (𝑘 −𝐵 + 1).
Note that the sequence of communication matrices 𝑊 (𝑘)
we use at this paper does not satisfy property 2, because
𝑊 (𝑘)1𝑛 = 0. Following the arguments in [22], one can estab-
lish that matrices (𝐼𝑛 − 1𝑛𝑊 (𝑘)) meets all the requirements
in Assumption V.1 with 𝐵 = 1.
A. Relation to DIGing
Let us give a lower bound on the theoretical convergence
rate of the DIGing algorithm, which is linearly convergent and
originally presented in [22], and compare it with the rate of
accelerated gradient method obtained in Theorem III.3.
Assumption V.2. Every 𝜙𝑖 in problem (2) is 𝜇𝑖-strongly
convex and 𝐿𝑖-smooth w.r.t. ‖ · ‖2.
Proposition V.3. Under Assumptions V.1 and V.2 the theo-
retical result for DIGing algorithm given in [22] does not
guarantee a convergence rate faster than 𝑂(𝜆𝑁0 ), where 𝜆0 is
defined as
𝜆0 = 1− 1/(12𝜅3/2
√
𝑛).
Here 𝜅 =
1
𝑛
𝑛∑︁
𝑖=1
𝐿𝑖
𝜇𝑖
and 𝑛 is the number of vertices in the
network graph.
The proof of Proposition V.3 is presented in Appendix B.
The convergence rate of Nesterov gradient method obtained
in Theorem III.3 is 𝑂(𝜆𝑁1 ) where
𝜆1 = 1− 1/𝜅1/2
(︂
𝜃max
𝜃min
)︂1/4
. (24)
Note that 𝜅 is the condition number of 𝑓 in (2), while 𝜅 is
an average condition number of summands 𝜙𝑖.
Accelerated gradient method has several advantages as well
as disadvantages in comparison with the DIGing algorithm.
∙ Typically, the objective function condition number 𝜅 is
rather large, and the graph condition number
(︁
𝜃max
𝜃min
)︁1/2
corresponds to the diameter of network graph [18], [33],
[34] and therefore is not larger than 𝑛. Moreover, if we
are working with a machine learning problem and the
dataset is uniformly distributed between the computers
in the network, then the summands 𝜙𝑖 in (2) have
approximately the same condition number, i.e. 𝜅 ≈ 𝜅.
In this case, Nesterov accelerated method outperforms
DIGing, since 𝜅1/2 ≪ 𝜅3/2 and
(︁
𝜃max
𝜃min
)︁1/4
6 √𝑛.
∙ In this paper, the convergence of the accelerated gradient
method is derived from tighter assumptions. More specif-
ically, we assume that the network has a finite number of
changes and the communication graph remains connected
at every moment of time. The DIGing algorithm is
capable of working with an arbitrary number of changes
and with graphs which do not stay connected all the time.
∙ Nesterov accelerated method’s number of iterations grows
linearly with the number of changes in the network, while
the number of iterations of the DIGing algorithm does not
depend on the number of changes.
B. Relation to PANDA
PANDA is a linearly-convergent dual-based algorithm pre-
sented in [24].
Assumption V.4. Let 𝜙 in (2) be 𝐿-smooth and 𝜇-strongly
convex w.r.t. ‖ · ‖2.
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Proposition V.5. Let Assumptions V.1 and V.4 hold. Then the
theoretical result for PANDA in [24] does not guarantee a
convergence rate better then 𝑂(𝜆𝑁0 ) where 𝜆0 is given by
𝜆0 = 1− 9
64
1
𝜅3/2
,
if PANDA step-size 𝑐 ∈ (0, 𝛼], where 𝛼 is defined as
𝛼 = 2
√
𝜅𝜇
(︃√︀
(1− 𝛿2)𝜅−2/3 + 8− 8𝛿
𝜅−3/2 + 8
)︃2
.
The proof of Proposition V.5 is provided in Appendix C.
One can make sure that the PANDA algorithm can work
with step size 𝑐 > 𝛼. Although it is interesting to compare
Nesterov accelerated method and PANDA with a bigger step
size, the analysis, in this case, seems to be complicated and
therefore is left for future work.
Analogously to Section V-A, let us discuss advantages and
disadvantages of the results of this paper in comparison with
PANDA (i.e. compare 𝜆0 in (V.5) to 𝜆1 in (24)).
∙ If the objective function is badly conditioned, i.e. 𝜅≫ 1,
and the communication graph is well-conditioned, then
Nesterov method outperforms PANDA. On the other
hand, if 𝜅≪
(︁
𝜃max
𝜃min
)︁1/4
, PANDA converges faster.
∙ Analogously to DIGing, PANDA works under weaker
assumptions and does not depend on the number of
changes in the network.
VI. NUMERICAL EXPERIMENTS
In this section, we present simulation results for the Al-
gorithm 1 for the rigde regression (strongly convex and
smooth) problem. Moreover, we compare its performance with
the centralized fast gradient method [27], DIGing [22] and
PANDA [24].
The synthetic rigde regression problem is defined as
min
𝑧∈R𝑚
1
2𝑛𝑙
‖𝑏−𝐻𝑧‖22 +
1
2
𝑐‖𝑧‖22. (25)
Moreover, we seek to solve (25) distributedly over a network.
Each entry of the data matrix 𝐻 ∈ R𝑛𝑙×𝑚 is generated as
an independent identically distributed random variable 𝐻𝑖𝑗 ∼
𝒩 (0, 1), the vector of associated values 𝑏 ∈ R𝑛𝑙 is generated
as a vector of random variables where 𝑏 = 𝐻𝑥* + 𝜖 for some
predefined 𝑥* ∈ R𝑚 and 𝜖 ∼ 𝒩 (0, 0.1). The columns of the
data matrix 𝐻 and the output vector 𝑏 are evenly distributed
among the agents with a total of 𝑙 data points per agent. The
regularization constant is set to 𝑐 = 0.1. Thus, each agent has
access to a subset of points such that
𝑏𝑇 = [ 𝑏𝑇1⏟ ⏞ 
Agent 1
| · · · | 𝑏𝑇𝑛⏟ ⏞ 
Agent 𝑛
] and 𝐻𝑇 = [ 𝐻𝑇1⏟ ⏞ 
Agent 1
| · · · | 𝐻𝑇𝑛⏟ ⏞ 
Agent 𝑛
],
where 𝑏𝑖 ∈ R𝑙 and 𝐻𝑖 ∈ R𝑙×𝑚 for each agent 𝑖 ∈ 𝑉 .
Therefore, in this setup each agent 𝑖 ∈ 𝑉 has a private local
function
𝑓𝑖(𝑥𝑖) ,
1
2𝑛𝑙
‖𝑏𝑖 −𝐻𝑖𝑥𝑖‖22 +
1
2
𝑐
𝑛
‖𝑥𝑖‖22.
Moreover, the optimization problem 25 is equivalent to
min√
𝑊𝑥=0
𝑛∑︁
𝑖=1
(︂
1
2
1
𝑛𝑙
‖𝑏𝑖 −𝐻𝑖𝑥𝑖‖22 +
1
2
𝑐
𝑛
‖𝑥𝑖‖22
)︂
,
where 𝑊 = ?¯? ⊗ 𝐼𝑚.
Figure 2 shows the numerical results when the sequence
of graphs is a sequence Erdo˝s-Re´nyi random graphs (c.f. 1)
with 100 agents when the graph changes at: every step, every
10 steps, and every 100 steps. Particularly, given that Erdo˝s-
Re´nyi random graphs are well connected, i.e., their condition
number scales logarithmically with the number of agents,
Alg. 1 convergences and the changes do not affect the rate
of convergence. In the next examples we will see how abrupt
changes can lead to the instability of the algorithm.
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Fig. 2. Distance to optimality and distance to consensus for a sequence of
Erdo˝s-Re´nyi random graphs with 100 agents. Top row shows the results for
graphs that change at every step, middle row shows the results for changes
every 10 steps, and bottom row shows the results for changes every 100 steps.
Figure 3 shows the numerical results for a sequence of
graphs that changes between a complete graph and a path
graph every 50, 100 or 500 iterations. Even if the graph
changes every 50 iterations, the convergence is maintained,
due to the connectivity of the complete graph. The DIGing
algorithm reaches consensus faster, but not on the optimal
point, which is slower than other methods. Every time there is
a change in the topology there is an increase in the distance to
consensus due the the changes in the neighbor sets. When the
graph changes every 500 steps, one can see that after the initial
steps as a line graph, the algorithm converges fast once the
graph switches to the complete graph. For fast changing graphs
PANDA has comparable performance as Alg. 1, however,
performance improves as the changes happen less frequently.
Figure 4 shows the numerical results for a sequence of
graphs that changes between a complete graph and a path
graph every 50, 100 and 500 iterations. If the graph changes
quickly, every 100 for this case, Alg. 1 diverges, i.e., the
10
proposed accelerated method is not able to keep up with the
network changes. This is evident in this case since we are
switching between two graphs with relatively large condition
number. It is only when the graph changes happen slow
enough, i.e., every 500 steps, than the proposed method
convergences.
⇒
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Fig. 3. Distance to optimality and distance to consensus for a network of
100 Agents on a sequence of graphs that shuffles between a complete graph
and a path graph every 50 iterations, 100 iterations, and 500 iterations.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have studied the convergence of gradient
descent, and Nesterov accelerated method on time-varying
networks. It has been theoretically proved and empirically
illustrated that these methods are linearly convergent under
strong convexity and smoothness of the objective function
and specific assumptions on the network structure. Moreover,
to the best of the author’s knowledge, Nesterov fast method
performs better in terms of the objective condition number
than other methods in the literature. On the other hand, the
number of iterations of this method is linearly growing with
the number of changes in the network, while other algorithms’
performance does not depend on how often the network
changes.
It is possible that the rate 1/(1 + 𝛾)𝑁 can be improved to∏︀𝑇
𝑖=1(1 + 𝛾𝑖)
−1, where 𝛾𝑖 = 1/(
√
𝜅𝑖 − 1). This would be a
better bound, because not all of the functions 𝑓𝑘(𝑥) may be
⇒
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⇒
𝑘 = 1000, · · · , 1499
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Fig. 4. Distance to optimality and distance to consensus for a network of
100 Agents on a sequence of graphs that shuffles between a star graph and a
cycle graph every 50 iterations, 100 iterations, and 500 iterations.
badly conditioned with 𝜅 = 𝐿𝜇 . This approach requires further
work.
Finally, the convergence rate of the accelerated gradient
method may be improved by using restarts, which is left for
future work.
APPENDIX A
PROOF OF THEOREM II.6
Proof. The proof bases on the connection of strong convexity
and smoothness of a function and its conjugate (Lemma II.5).
1) First, we show that the dual norm to ‖·‖𝐹 is ‖·‖𝐹 itself.
‖𝑌 ‖𝐹* = sup
𝑋∈R𝑑×𝑛
(︁
⟨𝑋,𝑌 ⟩ : ‖𝑋‖𝐹 6 1
)︁
Note that ⟨𝑋,𝑌 ⟩ 6 ‖𝑋‖𝐹 ‖𝑌 ‖𝐹 6 1 · ‖𝑌 ‖𝐹 by Cauchy-
Schwarz and ⟨ 𝑌‖𝑌 ‖𝐹 , 𝑌 ⟩ = ‖𝑌 ‖𝐹 . Thus, ‖𝑌 ‖𝐹* = ‖𝑌 ‖𝐹 .
2) Second, let 𝑋 ∈ R𝑑×𝑛, 𝐴 ∈ R𝑛×𝑘, 𝐵 ∈ R𝑚×𝑑 and
denote ‖𝑋‖𝑜𝑝 the operator norm of 𝑋 generated by ‖ · ‖2
in R𝑛, i.e. ‖𝑋‖𝑜𝑝 = sup𝑦∈R𝑛∖{0} ‖𝑋𝑦‖2‖𝑦‖2 , where ‖ · ‖2 is the
euclidean norm in R𝑑. Then ‖𝑋𝐴‖𝐹 6 ‖𝑋‖𝑜𝑝 · ‖𝐴‖𝐹 , and
‖𝐵𝑋‖𝐹 6 ‖𝑋‖𝑜𝑝 · ‖𝐵‖𝐹 .
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Denote 𝑎1, ..., 𝑎𝑘 the columns of 𝐴.
‖𝑋𝐴‖2𝐹 = ‖𝑋(𝑎1...𝑎𝑘)‖2𝐹 = ‖(𝑋𝑎1 𝑋𝑎2...𝑋𝑎𝑘)‖2𝐹
= ‖𝑋𝑎1‖2𝐹 + ...+ ‖𝑋𝑎𝑘‖2𝐹
6 ‖𝑋‖2𝑜𝑝 · ‖𝑎1‖22 + ...+ ‖𝑋‖2𝑜𝑝 · ‖𝑎𝑘‖22
= ‖𝑋𝑜𝑝‖2 · ‖𝐴‖2𝐹
The inequality ‖𝐵𝑋‖𝐹 6 ‖𝑋‖𝑜𝑝 · ‖𝐵‖𝐹 is proved analog-
ically.
3) Third, we show the smoothness of 𝑓(𝑋).
𝑓(𝑋) = max
𝑌 ∈R𝑑×𝑛
[︁
−Ψ(𝑌 )− ⟨𝑌,𝑋
√
𝑊 ⟩
]︁
= max
𝑌 ∈R𝑑×𝑛
[︁
⟨𝑌,−𝑋
√
𝑊 ⟩ −Ψ(𝑌 )
]︁
= Ψ*(−𝑋
√
𝑊 )
Ψ(𝑌 ) is 𝜇Ψ-strongly convex w.r.t. ‖ · ‖𝐹 , and thus Ψ*(𝑍)
is 1𝜇Ψ -smooth w.r.t. ‖ · ‖𝐹 by Lemma II.5. It remains to show
that 𝑓(𝑋) = Ψ*(−𝑋√𝑊 ) is 𝐿𝑓 =
√
𝜎max(𝑊 )
𝜇Ψ
-smooth, or
equivalently that ∇𝑓(𝑋) is Lipschitz with constant 𝐿𝑓 .
𝑑𝑓(𝑋) = ⟨∇Ψ*(−𝑋
√
𝑊 ),−𝑑𝑋
√
𝑊 ⟩
= ⟨−∇Ψ*(−𝑋
√
𝑊 )
√
𝑊,𝑑𝑥⟩
∇𝑓(𝑋) = −∇Ψ*(−𝑋
√
𝑊 )
√
𝑊 (26)
Now when the gradient is computed, we explicitly show
that it is Lipschitz with constant 𝐿𝑓 .
‖∇𝑓(𝑋2)−∇𝑓(𝑋1)‖𝐹
6 ‖
√
𝑊‖𝑜𝑝 · ‖∇Ψ*(−𝑋1
√
𝑊 )−∇Ψ*(−𝑋2
√
𝑊 )‖𝐹
6 ‖
√
𝑊‖𝑜𝑝 · 1
𝜇Ψ
‖(𝑋1 −𝑋2)
√
𝑊‖𝐹
‖√𝑊‖2𝑜𝑝
𝜇Ψ
· ‖𝑋1 −𝑋2‖𝐹
=
√︀
𝜎max(𝑊 )
𝜇Ψ
‖𝑋1 −𝑋2‖𝐹 .
4) Finally, we prove the strong convexity of 𝑓(𝑋). It is
sufficient to show
𝑓(𝑋 + 𝑑𝑋)− 𝑓(𝑋) > ⟨∇𝑓(𝑋), 𝑑𝑋⟩+ 𝜇𝑓
2
‖𝑑𝑋‖2𝐹
Keeping in mind that 𝑓(𝑋) = Ψ*(−𝑋√𝑊 ) and ∇𝑓(𝑋) =
−∇Ψ*(−𝑋√𝑊 )√𝑊 , we obtain
𝑓(𝑋 + 𝑑𝑋)− 𝑓(𝑋)
= Ψ*(−(𝑋 + 𝑑𝑋)
√
𝑊 )−Ψ*(−𝑋
√
𝑊 )
> ⟨∇Ψ*(−𝑋
√
𝑊 ),−𝑑𝑋
√
𝑊 ⟩+ 1
2𝐿Ψ
‖𝑑𝑋
√
𝑊‖2𝐹
= ⟨−∇Ψ*(−𝑋
√
𝑊 )
√
𝑊,𝑑𝑋⟩+ 1
2𝐿Ψ
‖𝑑𝑋
√
𝑊‖2𝐹
= ⟨∇𝑓(𝑋), 𝑑𝑋⟩+ 1
2𝐿Ψ
‖𝑑𝑋
√
𝑊‖2𝐹
It remains to show that ‖𝑑𝑋√𝑊‖2𝐹 > ‖𝑑𝑋‖2𝐹 ·
√︀
?˜?min(𝑊 ).
Since
√
𝑊 is symmetric, it has an orthonormal basis of
eigenvectors.
√
𝑊 = 𝑆𝐷𝑆𝑇 , 𝑆 = ‖𝑠1...𝑠𝑟...𝑠𝑛‖,
𝐷 = 𝑑𝑖𝑎𝑔(𝜆1, ..., 𝜆𝑟, 0, ..., 0), 𝜆1 > ... > 𝜆𝑟
Note that 𝑠1, ..., 𝑠𝑟 constitute a basis in (Ker
√
𝑊 )⊥ =
(Ker 𝑊 )⊥ and 𝜆2𝑟 = ?˜?min(
√
𝑊 ) =
√︀
?˜?min(𝑊 ). Let
𝑥1, ..., 𝑥𝑑 ∈ R𝑛 be the columns of 𝑑𝑋𝑇 . Then
𝑥𝑖 = 𝑎1𝑠1 + ...+ 𝑎𝑟𝑠𝑟,
‖𝑥𝑇𝑖
√
𝑊‖22 = ‖
√
𝑊𝑥𝑖‖22 = ‖𝑎1𝜆1𝑠1 + ...+ 𝑎𝑟𝜆𝑟𝑠𝑟‖22,
= (𝑎1𝜆1)
2 + ...+ (𝑎𝑟𝜆𝑟)
2
> (𝑎21 + ...+ 𝑎2𝑟)𝜆2𝑟 =
√︀
?˜?min(𝑊 )‖𝑥𝑖‖22,
‖𝑑𝑋
√
𝑊‖2𝐹 >
√︀
?˜?min(𝑊 )‖𝑑𝑋‖2𝐹 ,
and the proof is now finished.
APPENDIX B
PROOF OF PROPOSITION V.3
We will need the original result for DIGing obtained in [22]:
Proposition B.1. Let assumptions V.1 and V.2 hold. Denote
𝜇 = 1𝑛
𝑛∑︁
𝑖=1
𝜇𝑖, 𝜅 =
1
𝑛
𝑛∑︁
𝑖=1
𝐿𝑖
𝜇𝑖
and 𝐽 = 3
√
𝜅𝐵2(1+4
√
𝑛
√
𝜅).
Then the DIGing algorithm [22] generates a sequence {𝑥𝑘}
such that ‖𝑥𝑁 − 𝑥*‖ = 𝑂(𝜆𝑁 ), where 𝜆 is defined as
𝜆 =
⎧⎪⎨⎪⎩
2𝐵
√︁
1− 𝛼𝜇1.5 𝑖𝑓 𝛼 ∈ (0, 𝛼0]
𝐵
√︂√︁
𝛼𝜇𝐽
1.5 + 𝛿 𝑖𝑓 𝛼 ∈
(︁
𝛼0,
1.5(1−𝛿)2
𝜇𝐽
]︁ (27)
where 𝛼0 =
1.5
(︁√
𝐽2+(1−𝛿2)𝐽−𝛿𝐽
)︁2
𝜇𝐽(𝐽+1)2 .
Proof of Proposition V.3. Let us consider the two cases: 𝛼 ∈
(0, 𝛼0] and 𝛼 ∈ (𝛼0, 1.5(1−𝛿)
2
𝜇𝐽 ].
1) 𝛼 ∈ (0, 𝛼0].
𝛼 6 1.5(
√
𝐽2 + 𝐽)2
𝜇𝐽(𝐽 + 1)2
=
1.5
𝜇(𝐽 + 1)
𝜆 =
√︂
1− 𝛼𝜇
1.5
6
√︃
1− 𝜇
1.5
1.5
𝜇(𝐽 + 1)
>
√︃
1− 1
3𝜅(1 + 4
√
𝑛
√
𝜅) + 1
>
√︃
1− 1
12𝜅3/2
√
𝑛
> 1− 1
12𝜅3/2
√
𝑛
2) 𝛼 ∈ (𝛼0, 1.5(1−𝛿)
2
𝜇𝐽 ].
𝜆 > 𝛿 +
⎯⎸⎸⎷𝜇𝐽
1.5
· 1.5
(︁√︀
𝐽2 + (1− 𝛿2)𝐽 − 𝛿𝐽
)︁2
𝜇𝐽(𝐽 + 1)2
= 𝛿 +
√︀
𝐽2 + (1− 𝛿2)𝐽 − 𝛿𝐽
𝐽 + 1
=
√︀
𝐽2 + (1− 𝛿2)𝐽 + 𝛿
𝐽 + 1
>
>
⧸︁
0 6 𝛿 6 1
⧸︁
>
√
𝐽2
𝐽 + 1
= 1− 1
𝐽 + 1
> 1− 1
𝐽
> 1− 1
12𝜅3/2
√
𝑛
In both cases, 𝜆 > 𝜆0.
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APPENDIX C
PROOF OF PROPOSITION V.5
The original result for PANDA in [24] states that
Proposition C.1. Under assumptions V.1 and V.4 the conver-
gence rate of PANDA with step size 𝑐 is 𝑂(𝜆𝑘), where
𝜆 = 2𝐵
√︂
1− 𝑐
2𝐿
, 𝑐 ∈ (0, 𝛼], and
𝛼 = 2
√
𝜅−1𝜇
(︃√︀
(1− 𝛿2)𝜅−2/3 + 8− 8𝛿
𝜅−3/2 + 8
)︃2
Proof of Proposition V.5. It suffices to show that 𝜆 > 𝜆0.
𝛼
¬
6 2
√
𝜅−1𝜇
(︃√
𝜅−2/3 + 8
𝜅−3/2 + 8
)︃2
6 2
√
𝜅−1𝜇 ·
(︂√
8 + 1
8 + 0
)︂2
=
9
32
√
𝜅−1𝜇
𝜆 >
√︂
1− 𝛼
2𝐿
>
√︂
1− 9
32
√
𝜅−1𝜇 · 1
2𝐿
=
√︂
1− 9
64
𝜅−3/2
­
> 1− 9
64
1
𝜅3/2
= 𝜆0.
Here ¬ is because 𝛿 > 0 due to its definition in Assumption
V.1 and ­ is since
√
𝑧 > 𝑧 for all 𝑧 ∈ [0, 1].
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