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Аннотация. В данной работе мы исследуем регуляризующие свойства дискретизации 
в пространстве выходных сигналов для линейных некорректных операторных уравнений 
с зашумлеными данными. Суть нового метода заключается в том, чтобы выбирать уровень 
дискретизации, который выступает в качестве параметра регуляризации в этом контексте, по 
принципу равенства случайной и детерминистической составляющих погрешностей 
восстановления входного сигнала. Показано, что данный метод, т.е.  решение, дискретное по 
выходному сигналу, устойчив к малым погрешностям в выходном сигнале, и при этом ошибка 
восстановления входного сигнала однозначно связана (при заданном уровне погрешности 
измерения выходного сигнала) с шагом дискретизации выходного сигнала, что позволяет 
корректно и обоснованно выбирать параметр регуляризации для заданного определенного 
критерия, например - для заданной наперед желаемой погрешности измерения. Конкретные 
рассчеты и примеры приведены в явном виде для одномерного случая, что не ограничивает 
общности предлагаемого метода. 
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1. Введение 
Математической моделью стационарных измерительных систем является интегральное 
уравнение первого рода с разностным ядром [1,2]:  
∫ 𝑔(𝑟1)ℎ(𝑟 − 𝑟1)𝑑𝑟1 = 𝑓(𝑟) ,       (1) 
где ℎ(𝑟 − 𝑟1) - импульсный отклик системы (функция рассеяния точки). Хорошо известны 
возникающие принципиальные и практические трудности при анализе уравнения (1). Ядро 
преобразования (1), ℎ(𝑟 − 𝑟1), отражает сглаживающие свойства прибора или метода 
измерений в целом. Для реальной измерительной системы возникает задача поиска 
соответствия между выходным сигналом 𝑓(𝑟) и искомым входным сигналом 𝑔(𝑟1), что 
требует решения интегрального уравнения (1). С математической точки зрения необходимо 
найти решение интегрального уравнения первого рода (1), что является некорректно 
поставленной задачей [1-3] в смысле определения, что решение такой задачи чрезвычайно 
чувствительно к малым изменениям  данных имерения (т.е. функции f(r)). Таким образом, 
особенностью процесса восстановления входного сигнала является некорректность (1), 
вытекающая из наличия правой части уравнения и чувствительности решения задачи к 
поведению сигнала f(r) [1]. Причина отсутствия непрерывной зависимости решения от правой 
части уравнения состоит в том, что для всех физически реализуемых систем частотный спектр 
импульсного отклика убывает в области высоких пространственных частот. Поэтому при 
обратном преобразовании от выходного сигнала к входному сигналу высокочастотные 
составляющие даже очень малой амплитуды будут усиливаться, приводя к разрушению 
информации о входном сигнале. Отметим, что не смотря на то, что интерес к решению 
некорретных задач начал возникать более 50 лет назад, подобные задачи и методы их решения 
и регуляризации не потеряли свою актуальность и в настоящее время [4], имея важные 
применения в задачах теплопроводности [5,6], медицине [7,8], и других многочисленных 
областях. Новые применения включают разработку систем оптоволоконной связи основанных 
на методах обработки сигнала с помощью обратной задачи рассеяния (нелинейного 
преобразования Фурье) [9]. В последнее время для решения некорректных задач предлагаются 
методы машинного обучения и искуственных нейронных сетей [10]. 
Существует множество методов нахождения приближенного решения уравнения (1), 
устойчивых к погрешностям при измерении выходного сигнала [1-3]. Большинство этих 
методов основано на замене оператора задачи (1) приближенным, регуляризированным 
оператором, спектр которого (собственные значения) не обращается в нуль и не стремится к 
нулю для высокочастотных составляющих. Очевидно, что  приближенное решение, 
полученное с таким оператором, будет устойчивым. Существенным вопросом этих методов, 
представляющим априорную трудность, является выбор конкретного вида регуляризатора и 
численного значения параметра регуляризации [1]. В настоящей работе некорректность 
исходной задачи (1) преодолевается посредством дискретизации выходного сигнала. Как 
будет показано в нашей работе, решение, дискретное по выходному сигналу уравнения (1), 
устойчиво к малым погрешностям в выходном сигнале даже при точном операторе задачи (1). 
При таком подходе ошибка восстановления входного сигнала оказывается однозначно 
связанной (при заданном уровне погрешности измерения выходного сигнала) с шагом 
дискретизации выходного сигнала, и шаг дискретизации играет роль параметра 
регуляризации, что позволяет обоснованно подойти к выбору этого параметра. Отметим, что 
дискретизация выходного сигнала нужна в целях выполнения расчетной схемы измерений. С 
другой стороны, дискретизация выходного сигнала выступает в качестве регуляризации 
задачи решения уравнения (1) [11-19]. 
2. Метод решения задачи 
 Рассмотрим для простоты одномерный случай [14]. Предположим, что выходной сигнал 
𝑓(𝑟) измеряется только в конечном числе N точек, так что уравнение (1) заменяется системой 
линейных уравнений: 
𝑓(𝑟𝑖) = ∫ ℎ(𝑟𝑖 − 𝑟1)𝑔(𝑟1)𝑑𝑟1,                       i=1… N.            (2) 
Обозначим 𝑓(𝑟𝑖) = 𝑓𝑖 , ℎ(𝑟𝑖 − 𝑟1) = ℎ𝑖(𝑟1), и будем считать функции {ℎ𝑖(𝑟1)} линейно 
независимыми. Тогда система функций {ℎ𝑖(𝑟1)} образует базис (в общем случае  -
неортогональный). Как будет показано ниже, уравнение (2), в отличие от уравнения (1), имеет 
устойчивое решение даже при точном операторе ℎ̂  из (1). Более того, погрешность 
восстановления входного сигнала однозначно связана с интервалом дискретизации выходного 
сигнала, так что погрешность восстановления входного сигнала растет при уменьшении 
интервала дискретизации. Другими словами, интервал дискретизации играет роль параметра 
регуляризации, его величина прямо определяет составляющую погрешности восстановления 
входного сигнала, обусловленную помехами в выходном сигнале. Можно определить шаг 
дискретизации, например, по критерию минимума суммарной погрешности, либо критерий 
минимума одной составляющей погрешности при заданном уровне другой составляющей, 
либо, наконец, информационный критерий [20,21]. 
 Перейдем теперь к решению задачи восстановления входного сигнала и на этой основе 
определим составляющие компоненты погрешности: детерминированную составляющую и 
стохастическую составляющую. Подчеркнем, что даже в том случае, когда по каким либо 
причинам восстановление входного сигнала по дискретизированному выходному сигналу не 
производится, решение указанной задачи определяет потенциально содержащуюся в 
дискретном выходном сигнале информацию о входном сигнале в зависимости от интервала 
дискретизации и, следовательно, позволяет обоснованно определить интервал дискретизации. 
Рассмотрим уравнение (2), связывающее входной сигнал и дискретный сигнал на выходе. 
Величины 𝑓(𝑟𝑖) = 𝑓𝑖 можно рассматривать как проекции входного сигнала 𝑔(𝑟1) на 
подпространство H, натянутое на систему функций {ℎ𝑖(𝑟1)}:  
(𝑔, ℎ𝑛) = 𝑓𝑛 .         (3) 
Величина (𝑔, ℎ𝑛) = ∫ ℎ𝑛(𝑟1)𝑔(𝑟1)𝑑𝑟1 есть скалярное произведение входного сигнала 𝑔(𝑟1) и 
функции ℎ𝑛(𝑟1) в подпространстве H. Система функций {ℎ𝑛(𝑟1)} не является в общем случае 
полной и образует  подпространство в пространстве входных сигналов 𝑔(𝑟1). Тогда 
регуляризированное решение 𝑔𝐻(𝑟1) можно представить в виде:  
𝑔𝐻(𝑟1) = ∑ 𝑞𝑛ℎ𝑛(𝑟1)𝑛 .         (4) 
Коэффициенты {𝑞𝑛} не равны одновременно нулю. Подставляя соотношение (4) в (3), получим 
систему уравнений для определения коэффициентов {𝑞𝑛}:  
∑ 𝐾𝑛𝑚𝑚 𝑞𝑚 = 𝑓𝑛 ,         (5) 
где матрица 𝐾𝑛𝑚 определяется следующим выражением: 
𝐾𝑛𝑚 = ∫ ℎ𝑛(𝑟1)ℎ𝑚(𝑟1) 𝑑𝑟1 = (ℎ𝑛 , ℎ𝑚).      (6) 
Детерминант матрицы 𝐾𝑛𝑚 есть определитель Грама системы функций {ℎ𝑛(𝑟1)} и для 
независимых функций не имеет нулевых собственных значений. Поэтому решение системы 
уравнений (5) для величин 𝑞𝑛 единственно [22].  
Теперь мы рассмотрим случай безграничного интервала и равномерной дискретизации с 
интервалом 𝛥𝑥. Случай ограниченных входных и выходных сигналов был рассмотрен в работе 
[13]. В рассматриваемом здесь случае решение системы уравнений (5), то есть {𝑞𝑛}, и, 
следовательно, регуляризованное решение для входного сигнала 𝑔𝐻(𝑟1) из (4) могут быть 
найдены в явной форме. Матрица 𝐾𝑛𝑚 – бесконечномерная Теплицева матрица, то есть ее 
элементы зависят только от разности индексов:  
  𝐾𝑛𝑚 = ∫ ℎ(𝑛Δ𝑥 − 𝑦)ℎ(𝑚Δ𝑥 − 𝑦)𝑑𝑦 = ∫ ℎ((𝑛 − 𝑚)Δ𝑥 + 𝑧)ℎ(𝑧)𝑑𝑧 = 𝐾(𝑛 − 𝑚)
∞
−∞
∞
−∞
.        (7) 
Далее решение системы уравнений (5) и регуляризированный входной сигнал (4) могут быть 
найдены в явной форме с помощью преобразования Фурье. Введем преобразования Фурье 
дискретного выходного сигнала {𝑓𝑛} и системы коэффициентов {𝑞𝑛}:  
𝐹(𝜔) = ∑ 𝑓𝑛exp(−𝑗𝜔𝑛Δ𝑥)𝑛 ,         𝑄(𝜔) = ∑ 𝑞𝑛exp(−𝑗𝜔𝑛Δ𝑥).𝑛                         (8) 
Величины 𝐹(𝜔) и 𝑄(𝜔)  периодичны с периодом 2𝜋 𝛥𝑥⁄ , поэтому значения частоты ω 
ограничены интервалом: − 𝜋 𝛥𝑥 ≤ 𝜔 ≤ 𝜋 𝛥𝑥⁄⁄ . Обратные преобразования Фурье имеют вид:  
𝑓𝑛 =
𝛥𝑥
2𝜋
∫ 𝐹(𝜔)exp(𝑗𝜔𝑛Δ𝑥)𝑑𝜔
𝜋 𝛥𝑥⁄
−𝜋 𝛥𝑥⁄
,        𝑞𝑛 =
𝛥𝑥
2𝜋
∫ 𝑄(𝜔)exp(𝑗𝜔𝑛Δ𝑥)𝑑𝜔.
𝜋 𝛥𝑥⁄
−𝜋 𝛥𝑥⁄
          (9) 
Выполняя преобразование Фурье уравнения (5), приходим к следующему соотношению: 
𝑄(𝜔) = 𝐹(𝜔) 𝜆(𝜔)⁄ , где 𝜆(𝜔) - собственные значения (спектр) матрицы 𝐾𝑛𝑚 с матричными 
элементами 𝐾𝑛𝑚 = 𝐾(𝑛 − 𝑚): 
 𝜆(𝜔) = ∑ 𝐾(𝑛)exp(−𝑗𝑛𝜔Δ𝑥) = 𝐾(0) + 2 ∑ 𝐾(𝑛)cos(𝑛𝜔Δ𝑥)∞𝑛=1
∞
𝑛=−∞ .   (10) 
Используя соотношения (9) и (4), найдем регуляризованное решение:  
𝑔𝐻(𝑟1) =
𝛥𝑥
2𝜋
∫
𝐹(𝜔)𝜓(𝑟1;𝜔)
𝜆(𝜔)
𝜋 𝛥𝑥⁄
−𝜋 𝛥𝑥⁄
𝑑𝜔,        (11) 
где введена функция 𝜓(𝑟1; 𝜔):  
𝜓(𝑟1; 𝜔) = ∑ ℎ(𝑛Δ𝑥 − 𝑟1)exp(𝑗𝑛𝜔Δ𝑥)𝑛 .       (12) 
Система функций {𝜓(𝑟1; 𝜔)} образует ортогональный (но ненормированный) базис в 
пространстве H. Действительно, используя соотношение (7) и равенство 
 ∑ exp [𝑗(𝜔1 − 𝜔)𝑛Δ𝑥] =
2𝜋
𝛥𝑥
𝛿(𝜔1 − 𝜔) ,           − 𝜋 Δ𝑥 ≤ 𝜔, 𝜔1 ≤ 𝜋 Δ𝑥⁄⁄  ∞𝑛=−∞ ,  
(в общем случае сумма экспонент в левой части равна периодической δ-функции [23], однако 
учитывая интервал изменения ω и ω1, мы отсавляем лишь одно нулевое слагаемое), получим: 
∫ 𝜓(𝑟1; 𝜔)𝜓(𝑟1; 𝜔1)𝑑𝑟1 =
2𝜋
𝛥𝑥
𝜆(𝜔)𝛿(𝜔1 − 𝜔),   − 𝜋 Δ𝑥⁄ ≤ 𝜔, 𝜔` ≤ 𝜋 Δ𝑥⁄ .
∞
−∞
  (13) 
Свяжем теперь функции 𝜓(𝑟1; 𝜔) и собственные значения 𝜆(𝜔) с преобразованием Фурье 
передаточной функции системы. Обозначим через 𝑛 = [
𝑟1
Δ𝑥
] - целую часть, а через 𝛾 = {
𝑟1
Δ𝑥
} - 
дробную часть величины 
𝑟1
Δ𝑥
 , то есть начальную фазу дискретизации, так что 𝑟1 = (𝑛 + 𝛾)Δ𝑥. 
Сдвинув начало отсчета в формуле (12), получим: 
 𝜓(𝑟1; 𝜔) = exp(𝑗𝑛𝜔Δ𝑥)𝐻∗(𝜔, 𝛾).        (14) 
Здесь 𝐻(𝜔, 𝛾) - преобразование Фурье передаточной функции: 
𝐻(𝜔, 𝛾) = ∑ ℎ[(𝑘 − 𝛾)Δ𝑥]exp(−𝑗𝑘𝜔Δ𝑥)𝑘 .       (15) 
Поскольку 𝛾 = {
𝑟1
Δ𝑥
} периодично по 𝑟1 с периодом Δ𝑥, то и функция 𝐻(𝜔, 𝛾) периодична по 
величине γ с периодом Δ𝑥. Обратное преобразование Фурье дает: 
ℎ[(𝑘 − 𝛾)Δ𝑥] =
Δ𝑥
2𝜋
∫ 𝐻(𝜔, 𝛾)exp(𝑗𝑘Δ𝑥)𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
.      (16) 
Выразим 𝜆(𝜔) через частотную характеристику 𝐻(𝜔, 𝛾). Для этого воспользуемся вначале 
соотношением (7) (заменив z на –z) и разделим интервал интегрирования на участки 𝛥𝑥:  
𝐾(𝑛) = ∫ ℎ(𝑛Δ𝑥 − 𝑧)ℎ(−𝑧)𝑑𝑧 = ∑ ∫ ℎ(𝑛Δ𝑥 − 𝑧)ℎ(−𝑧)𝑑𝑧
(𝑘+1)Δ𝑥
𝑘Δ𝑥
∞
𝑘=−∞
∞
−∞
.  
В каждом интервале сделаем замену переменных 𝑧 = (𝑘 + 𝛾)Δ𝑥, так что предыдущее 
выражение приводится к виду: 
 𝐾(𝑛) = Δ𝑥 ∑ ∫ ℎ[(𝑛 − 𝑘 − 𝛾)Δ𝑥]ℎ[−(𝑘 + 𝛾)Δ𝑥]𝑑𝛾
1
0
∞
𝑘=−∞ .  
Теперь подставим в это выражение в соотношение (16), заменив для удобства вычислений 
ℎ[−(𝑘 + 𝛾)Δ𝑥] на комплексно сопряженный (равный ему в силу вещественности) член. 
Используя соотношение 
 ∑ exp [𝑗(𝜔 − 𝜔1)𝑘Δ𝑥]∞𝑘=−∞ =
2𝜋
Δ𝑥
𝛿(𝜔1 − 𝜔),                        ⌊𝜔⌋, ⌊𝜔1⌋ ≤
𝜋
Δ𝑥
,  
получим: 
 𝐾(𝑛)=Δx(
Δ𝑥
2𝜋
) ∫ 𝑑𝛾
1
0
∫ ⌊𝐻(𝜔, 𝛾)⌋2exp(𝑗𝑛𝜔Δ𝑥)𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
.  
Подставив на последнем этапе это выражение в формулу (10), найдем окончательно: 
𝜆(𝜔) = Δ𝑥 ∫ ⌊𝐻(𝜔, 𝛾)⌋2𝑑𝛾
1
0
.         (17) 
Физический смысл формулы (17) можно объяснить достаточно просто. Спектр оператора 
(матрицы 𝐾𝑛𝑚) получается усреднением квадрата модуля частотной характеристики по 
начальной фазе дискретной выборки выходного сигнала. Одним из следствий такого 
усреднения является то, что даже если частотная характеристика 𝐻(𝜔, 𝛾) имеет 
изолированные нули (что имеет меcто, например, для частотной характеристики текущего 
среднего), то в спектре 𝜆(𝜔) эти нули устраняются, так что решение и в таком случае остается 
регулярным. Подставив в формулу (11) значения 𝜓(𝑟1; 𝜔) (14) и 𝜆(𝜔) (17), окончательно 
получим регулярное решение в виде:  
𝑔𝐻(𝑟1) =
1
2𝜋
∫
𝐹(𝜔)exp(𝑗𝑛𝜔Δ𝑥)𝐻∗(𝜔,𝛾)
∫ ⌊𝐻(𝜔,𝛾)⌋2𝑑𝛾
1
0
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
𝑑𝜔.      (18) 
Здесь: 𝑛 = [𝑟1 Δ𝑥⁄ ],   𝛾 = {𝑟1 Δ𝑥⁄ }.  
Соотношение (18) позволяет установить вид решения не только в точках дискретизации 
𝑟1 = 𝑛Δ𝑥, но и в промежуточных точках, определяя зависимость от выходного сигнала g(r1). 
Для этого заменим F(ω) соотношением (8), и воспользуемся формулами (2) и (14). В 
результаты получаем выражение для 𝑔𝐻(𝑟1) в следующем виде:  
𝑔𝐻(𝑟1′) = ∫ 𝐿(𝑟1, 𝑟1′)𝑔(𝑟1)𝑑𝑟1,       (21) 
где  
𝐿(𝑟1, 𝑟1′) =
1
2𝜋
∫
𝐻(𝜔,𝛾)𝐻∗(𝜔,𝛾)exp(𝑗(𝑛,−𝑛)𝜔Δ𝑥)
∫ ⌊𝐻(𝜔,𝛾)⌋2𝑑𝛾
1
0
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
 dω.               (22)  
В данном выражении:  𝑛 = [𝑟1 Δ𝑥⁄ ],  𝑛, = [𝑟1′ Δ𝑥⁄ ], 𝛾 = {𝑟1 Δ𝑥⁄ }, 𝛾 , = {𝑟1′ Δ𝑥⁄ }. Оператор ?̂? 
есть оператор проектирования на подпространство H. Можно легко убедиться в том, что ?̂?2 =
?̂?. Чтобы представить себе вид регуляризированного сигнала 𝑔𝐻(𝑟1) в зависимости от 
исходного входного сигнала g(r1), рассмотрим вначале случай, когда передаточная функция 
h(r1) мало меняется в пределах интервала дискретизации Δx. В этом случае частотная 
характеристика H(ω,γ) практически не зависит от начальной фазы дискретизации γ, и поэтому 
из (22) получаем:  
𝐿(𝑟1, 𝑟1′) ≅
1
2𝜋
∫ exp [𝑗(𝑛, − 𝑛)𝜔Δ𝑥]
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
dω = 
1
Δ𝑥
𝛿𝑛,,𝑛 =
1
Δ𝑥
{
1, 𝑛, = 𝑛
0, 𝑛, ≠ 𝑛.
  (23) 
Окончательно, функция 𝑔𝐻(𝑟1) на интервале nΔx<r1<(n+1)Δx будет равна: 
𝑔𝐻(𝑟1)  ≅
1
Δ𝑥
∫ 𝑔(𝑟1′)𝑑𝑟1′;         𝑛Δ𝑥 < 𝑟1 < (𝑛 + 1)Δ𝑥
(𝑛+1)Δ𝑥
𝑛Δ𝑥
.    (24) 
Таким образом, восстановленный входной сигнал 𝑔𝐻(𝑟1) есть ступенчатая аппроксимация 
исходного входного сигнала g(r1), причем значение 𝑔𝐻(𝑟1) на каждом интервале Δx есть 
среднее значение исходного входного сигнала g(r1) на этом интервале. В общем случае, когда 
передаточная функция h(r1) заметно меняется в пределах интервала дискретизации Δx, то 
значения восстановленного сигнала 𝑔𝐻(𝑟1) определяются взвешенным средним исходного 
входного сигнала g(r1) не только по данному интервалу, но и по соседним интервалам. Вид 
взвешивающей функции определяется передаточной функцией h(r1).  
3. Погрешность восстановления входного сигнала 
Полученное решение задачи позволяет определить одну из составляющих погрешности – 
детерминированную составляющую ε1:  
𝜀1
2 =
‖𝑔−𝑔𝐻‖
2
‖𝑔‖2
 .         (25) 
Если частота дискретизации достаточно велика, так что передаточная функция h(r1) мало 
меняется на интервале дискретизации Δx, то 𝑔𝐻(𝑟1) определяется формулой (24), и 
детерминированная составляющая погрешности ε1 есть попросту погрешность ступенчатой 
аппроксимации. Если в пределах интервала Δx входной сигнал меняется плавно, без резких 
всплесков и скачков, то его можно разложить на интервалах Δx в ряд Тейлора и ограничиться 
линейным членом: 𝑔𝐻(𝑟1) ≅ 𝑔(𝑛Δ𝑥) + 𝑔′(𝑛Δ𝑥)(𝑟1 − 𝑛Δ𝑥);  𝑛Δ𝑥 < 𝑟1 < (𝑛 + 1)Δ𝑥. Значение 
𝑔𝐻(𝑟1) на каждом интервале будет равно, в соответствии с формулой (24): 
𝑔𝐻(𝑟1) ≅g(𝑛Δ𝑥)+g´(𝑛Δ𝑥)
𝛥𝑥
2
. Полученные соотношения позволяют выразить 
детерминированную составляющую погрешности ε1 через величину интервала дискретизации 
Δx. Вычислим вначале величину 
‖𝑔 − 𝑔𝐻‖
2 = ∑ ∫ (𝑔(𝑟1) − 𝑔𝐻(𝑟1))
2
𝑑𝑟1
(𝑛+1)Δ𝑥
𝑛Δ𝑥
=
1
12
(Δ𝑥)2 ∑ (𝑔′(𝑛Δ𝑥))
2
Δ𝑥𝑛 ≅𝑛
                             ≅
1
12
Δ𝑥2 ∫ 𝑔′(𝑟1)2𝑑𝑟1.  
Из занного выражения, для детерминированной составляющей погрешности ε1 находим:  
𝜀1 ≅
Δ𝑥
Θ
 ,        (26) 
где параметр Θ равен: 
 𝛩 = (∫(𝑔′(𝑟1))2d𝑟1 12 ∫(𝑔(𝑟1))2d𝑟1⁄ )−1 2⁄ .                                (27). 
Величина Θ, определяемая (27), в рассматриваемом приближении не зависит от интервала 
дискретизации Δx и является параметром, характеризующим свойства входного сигнала: чем 
меньше параметр Θ, тем быстрее и резче меняется входной сигнал. Формула (26) получена 
разложением в ряд Тейлора с учетом первого члена разложения. Поэтому она тем точнее, чем 
меньше величина погрешности ε1.  
Рассмотрим случайную составляющую погрешности восстановления входного сигнала. В 
реальных условиях на выходной дискретный сигнал накладываются погрешности и помехи, 
например, шум квантования. Эти шумы делают невозможным точное восстановление даже 
регуляризированного решения 𝑔𝐻(𝑟1). Обозначим через nl случайную погрешность в 
дискретном выходном сигнале. Тогда, в соответствии с формулой (8), Δ𝐹(𝜔) =
∑ 𝑛𝑙𝑒𝑥𝑝(−𝑗𝜔𝑙Δ𝑥)𝑙  будет случайной погрешностью спектра выходного сигнала. Случайная 
составляющая погрешности регулярного решения задачи Δ𝑔𝐻, как вытекает из (11), будет 
равна: Δ𝑔𝐻(𝑟1) =
Δ𝑥
2𝜋
∫
Δ𝐹(𝜔)𝜓(𝑟1;𝜔)
𝜆(𝜔)
𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
. Пользуясь ортогональностью функций ψ(r1;ω) из 
(13), найдем относительную случайную составляющую погрешности восстановления 
входного сигнала 𝜀2
2, то есть отношение мощности помехи к мощности сигнала, ‖Δ𝑔𝐻(𝑟1)‖
2/
‖𝑔𝐻(𝑟1)‖
2: 
𝜀2
2 = ∫
𝐺(𝜔)
𝜆(𝜔)
𝑑𝜔/ ∫
𝐺0(𝜔)
𝜆(𝜔)
𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
,     (28) 
где G(ω) – спектральная плотность мощности помехи в выходном сигнале, а G0(ω) – 
спектральная плотность выходного сигнала. В наиболее неблагоприятном случае, когда 
спектр помехи сосредоточен вблизи наименьшего значения λ(ω), равного λmin, а спектр сигнала 
сосредоточен вблизи наибольшего значения λ(ω), равного λmax, из формулы (28) получаем 
(Задача A): 
𝜀2
´ =√
λmax
𝜆min
√
𝑃
𝑃0
,        (29) 
где 𝑃 = ∫ 𝐺(𝜔)𝑑𝜔
𝜋 𝛥𝑋⁄
−𝜋 𝛥𝑋⁄
 – мощность помехи, а 𝑃0 = ∫ 𝐺0(𝜔)𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
 – мощность сигнала. Если 
помеха равномерно распределена по спектру в пределах диапазона (-π/Δx, π/Δx), получается 
меньшее значение погрешности (Задача B): 
𝜀2
′′ = √𝜆max (
1
𝜆
)
av
√
𝑃
𝑃0
 ,      (30) 
где (
1
𝜆
)
av
=
Δ𝑥
2𝜋
∫
𝑑𝜔
𝜆(𝜔)
.
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
 Величина P0/P – есть отношение сигнал/шум на выходе, для 
выходного сигнала, а величина 𝜀2
−2 – отношение сигнал/шум на входе, для входного сигнала. 
Поэтому коэффициент генерации шума k, равный отношению сигнал/шум на входе деленному 
на отношение сигнал/шум на выходе дается, в наиболее неблагоприятном случае, как вытекает 
из (29), следующим выражением:  
𝑘′=𝜆max 𝜆min⁄ ,        (31) 
а при равномерном распределении помехи по спектру, как следует из (30):  
𝑘′′=𝜆max (
1
𝜆
)
av
        (32) 
Погрешности 𝜀2
´ и 𝜀2
′′ связаны с коэффициентами генерации шума k´ и k” соотношениями: 
𝜀2
′ = √𝑘´𝜎,            𝜀2
′′ = √𝑘′′𝜎,                (33) 
где 𝜎2 = 𝑃 𝑃0⁄  - относительная мощность помехи, то есть отношение шум/сигнал на выходе. 
Поскольку  величины λmax, λmin, (1/λ)av определяются видом передаточной функции и 
величиной интервала дискретизации, то полученные соотношения (28)–(32) и соотношения 
для детерминированной составляющей погрешности ε1, (25) и (26), позволяют обоснованно 
подойти к определению оптимального интервала дискретизации. Поскольку величина ε1 с 
ростом Δx увеличивается, а величина ε2 – уменьшается, то такой оптимум существует. В 
простейшем случае оптимальное значение интервала дискретизации Δx можно найти из 
условия ε1=ε2 или из условия минимума суммы составляющих погрешностей ε1+ε2. 
4. Пример расчета 
В качестве примера рассмотрим систему в виде простого апериодического звена с 
передаточной функцией: 
ℎ(𝑟1) = {
𝛼 exp(−𝛼 𝑟1),     𝑟1 > 0,
0,                          𝑟1 < 0.
       (34) 
Величина α-1 – постоянная времени звена. Вычислим величину H(ω;γ) (15). Подставляя в (15) 
формулу (34), получим: 
𝐻(𝜔; 𝛾) = 𝛼 ∑ exp [−((𝑘 − 𝛾)Δ𝑥 − 𝑗𝑘𝜔Δ𝑥)] = 𝐻(𝜔)exp(𝛼𝛾Δ𝑥),
∞
𝑘=1
  
где 𝐻(𝜔) = 𝛼 ∑ exp [−(𝛼 + 𝑗𝜔)Δ𝑥𝑘]∞𝑘=1 = 𝛼(exp [(𝛼 + 𝑗𝜔)Δ𝑥] − 1)
−1. Величина H(ω) не 
зависит от дробной части γ, поэтому: 
∫ |𝐻(𝜔; 𝛾)|2𝑑𝛾 = 𝑞(𝛼)|𝐻(𝜔)|2, где 𝑞(𝛼) = ∫ exp(2𝛼𝛾Δ𝑥)
1
0
𝑑𝛾 = (exp(2𝛼Δ𝑥) − 1)/(2𝛼Δ𝑥)
1
0
. 
Из формулы (18) для gH(r1) будем иметь: 
𝑔𝐻(𝑟1) =
exp(𝛼𝛾Δ𝑥)
2𝜋𝛼𝑞(𝛼)
∫ 𝐹(𝜔)exp(𝑗𝑛𝜔Δ𝑥)[exp [(𝛼 + 𝑗𝜔)Δ𝑥] − 1]𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
.  
Подставляя сюда формулу (8), окончательно получим регулярное решение:  
𝑔𝐻(𝑟1) =
2exp(𝛼𝛾Δ𝑥)
exp(2𝛼Δ𝑥)−1
[𝑓𝑛+1exp(𝛼Δ𝑥) − 𝑓𝑛],    (35) 
где n=[r1/Δx];γ={r1/Δx}. Решение есть ступенчатая кривая, модулированная множителем 
exp[α{r1/Δx}Δx]. Если αΔx<<1, то модуляция исчезает и решение приближается к ступенчатой 
кривой: 
𝑔𝐻(𝑟1) ≅
1
2𝛼Δ𝑥
[𝑓𝑛+1 − 𝑓𝑛].   
Величину λ(ω) находим из выражения (17): 
𝜆(𝜔) = 𝑞(𝛼)Δ𝑥|𝐻(𝜔)|2 = 𝛼Δ𝑥𝑞(𝛼)[exp(2𝛼Δ𝑥) + 1 − 2exp(𝛼Δ𝑥)cos(𝜔Δ𝑥)]−1.  (36)  
В результате мы получаем следующие соотнонения: 
𝜆max = 𝛼
2Δ𝑥𝑞(𝛼)(exp(𝛼Δ𝑥) − 1)−2,            𝜆min = 𝛼
2Δ𝑥𝑞(𝛼)(exp(𝛼Δ𝑥) + 1)−2,     
  (
1
𝜆
)
av
=
1
𝛼2Δ𝑥𝑞(𝛼)
(exp(2𝛼Δ𝑥) + 1) .  
Коэффициенты генерации шума (31) и (32) будут равны 
𝑘´= 
(exp(𝛼Δ𝑥)+1)2
(exp(𝛼Δ𝑥)−1)2
,                𝑘′′ = 
 (exp(2𝛼Δ𝑥)+1)
(exp(𝛼Δ𝑥)−1)2
 .  
Определение оптимального интервала дискретизации из простейшего уравнения ε1=ε2  при 
наиболее неблагоприятной помехе приводит к уравнению (Задача А): 
 Δ𝑥 =
(exp(𝛼Δ𝑥)+1)
(exp(𝛼Δ𝑥)−1)
𝜎𝛩.                        (37) 
Аналогично, при равномерном распределении помехи по спектру для оптимального интервала 
дискретизации получается уравнение (Задача B): 
Δ𝑥 =
√exp(2𝛼Δ𝑥)+1
(exp(𝛼Δ𝑥)−1)
𝜎𝛩                               (38)  
На рис.1 показаны графики зависимости решений yopt=αΔxopt от величины параметра 
b=αΘσ. Решение в предельных случаях легко находим аналитически. При αΔx≪ 1 решение 
уравнения (36) будет: Δ𝑥opt ≅ √2𝜎𝛩 𝛼⁄ , а решение уравнения (37) будет: Δ𝑥opt ≅ √√2𝜎𝛩 𝛼⁄ ; 
σΘα≪ 1. Величины составляющих погрешности будут равны: 𝜀1 = 𝜀2
′ = √2𝜎 𝛼𝛩⁄ =
2𝜎 𝛼Δ𝑥opt⁄ . Поскольку αΔ𝑥opt ≪ 1, то при восстановлении происходит усиление помехи и 
восстановление оказывается возможным только при достаточно малой величине помехи σ в 
выходном сигнале. (В оптике и радиодиапазоне этому случаю соответствует так называемое 
сверхразрешение [24], поскольку входной сигнал восстанавливается на интервале Δx 
значительно меньшем интервала усреднения 𝛼−1 передаточной функции). В задачах 
обработки изображений в оптическом и радиодиапазоне такая ситуация хорошо известна. При 
αΔx ≫ 1 как для уравнения (36), так и для уравнения (37): Δxopt≅ 𝜎𝛩; σΘα≫ 1. В этом случае 
𝜀1 = 𝜀2
′ = 𝜎, и усиление шума при восстановлении входного сигнала не происходит. Легко 
также установить зависимость случайной составляющей погрешности ε2 от величины 
детерминированной составляющей погрешности ε1:  
𝜀2
′ = 𝜎
exp(𝛼𝛩𝜀1)+1
exp(𝛼𝛩𝜀1)−1
;                   𝜀2
′′ = 𝜎
√exp(2𝛼𝛩𝜀1)+1
exp(𝛼𝛩𝜀1)−1
.    (39) 
Из формулы (39) ясно, что стремление уменьшить одну из составляющих погрешности 
приводит к увеличению другой составляющей. Так, в области сверхразрешения αΘε1<<1 
имеем:  𝜀2
′ ≅ 2𝜎 𝛼𝛩𝜀1⁄ ; 𝜀2
′′ ≅ √2𝜎 𝛼𝛩𝜀1⁄ .  
Рис. 1. Зависимости оптимальных решений yopt=αΔxopt от величины параметра b=αΘσ. 
Сплошная кривая отвечает случаю Задачи A, пунктирная кривая соответствует случаю 
Задачи B. Из приведенного рисунка видно, что при увеличении величины параметра b 
увеличивается оптимальный шаг дискретизации выходного сигнала. При уменьшении 
параметра b шаг дискретизации выходного сигнала для задач A и B практически совпадает. 
Формула (39) дает решение задачи о нахождении оптимального интервала дискретизации 
в другой постановке: минимальное значение случайной составляющей погрешности 𝜀2
′  при 
заданной детерминированной составляющей погрешности 𝜀1. Действительно, уменьшение 
интервала Δx приводит к увеличению случайной составляющей погрешности 𝜀2. Таким 
образом появляется возможность регулировать величину случайной составляющей 
погрешности при восстановлении входного сигнала путем выбора шага дисретизации при 
заданной детерминестической составляющей погрешности. На рис. 2 показаны зависимости 
величины случайной составляющей погрешности 𝜀2 от детерминированной составляющей 
погрешности 𝜀1. 
5. Обсуждение результатов 
Интересно сопоставить полученное регуляризированное решение с известными 
регуляризированными решениями. Так, в методе А.Н. Тихонова [1] регуляризированное 
решение gR(r1) получается в виде: 
𝑔𝑅(𝑟1) =
1
2𝜋
∫
𝐹(𝜔)exp(𝑗𝜔𝑟1)𝐻∗(𝜔)
|𝐻(𝜔)|2+𝛼2
∞
−∞
𝑑𝜔,  
где H(ω) – преобразование Фурье передаточной функции, α – параметр регуляризации, 
демпфирующий малые значения частотной характеристики H(ω) в области высоких частот. 
Регуляризирующим параметром в соотношении (18) является интервал дискретизации Δx. 
Демпфирование малых значений частотной характеристики в области высоких частот 
достигается за счет сворачивания спектра в интервале периодичности –π/Δx<ω<π/Δx, а 
устранение изолированных нулей частотной характеристики – за счет усреднения частотной 
характеристики по интервалу дискретизации Δx. Сравним решение gH(r1) (18) с тем, которое 
получается при замене интеграла в исходном соотношении (1) на сумму, то есть когда 
дискретизации подвергается не только выходной сигнал, но также входной сигнал и 
передаточная функция. При этом уравнение (1) заменяется на систему линейных уравнений: 
∑ ℎ((𝑛 − 𝑚)Δ𝑥)𝑔𝑚 = 𝑓𝑛𝑚 , где gm=g(mΔx) – дискретный входной сигнал. Решение этой 
системы уравнений имеет вид:  
Рис. 2. Зависимости величины случайной составляющей погрешности 𝜀2 от 
детерминированной составляющей погрешности 𝜀1, рассчитаные при величине параметра 
b=αΘσ=0.5. Сплошная линия представляет зависимость 𝜀2
′  от 𝜀1  (Задача A), а пунктирная 
линия – это зависимость 𝜀2
′′ от 𝜀1 (Задача B). Из рисунка ясно, что стремление уменьшить 
одну из составляющих погрешности приводит к увеличению другой составляющей. 
𝑔(𝑛Δ𝑥) = 𝑔𝑛 =
1
2𝜋
∫
𝐹(𝜔)exp(𝑗𝑛𝜔Δ𝑥)
𝐻(𝜔)
𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
,   (40)  
где H(ω)=H(ω,0). В тех же дискретных точках r1=nΔx регулярное решение (18) дает: 
𝑔𝐻(𝑛Δ𝑥) =
1
2𝜋
∫
𝐹(𝜔)exp(𝑗𝑛𝜔Δ𝑥)𝐻∗(𝜔;𝛾)
∫ |𝐻(𝜔;𝛾)|2𝑑𝛾
1
0
𝑑𝜔
𝜋 Δ𝑥⁄
−𝜋 Δ𝑥⁄
.  
Уравнения (40) и (18) показывают, что в решении gH(nΔx) по сравнению с g(nΔx) устранены 
изолированные нули частотной характеристики. Поэтому, например, если в помехе имеются 
составляющие, частота которых попадает на изолированные нули функции H(ω), то решение 
(40) будет неустойчивым, в то время как решение (18) остается устойчивым, то есть резкого 
нарастания помехи в решении gH(nΔx) не происходит. Отметим, что при полной 
дискретизации (40) шаг дискретизации не связывается с видом ядра уравнения, и решение (40) 
зависит от начальной фазы дискретизации. Иными словами, в решении (40) не используется 
вся информация, содержащаяся в промежуточных (между отсчетами) значениях ядра.  
6. Заключение 
 В предлагаемом методе регулярного восстановления входного сигнала естественным 
параметром регуляризации является шаг дискретизации выходного сигнала. Поэтому 
возникает задача о выборе шага дискретизации. Подчеркнем, что по дискретным отсчетам 
выхода нужно восстановить не выходной сигнал, а входной сигнал. Поэтому теорема 
Котельникова [1] в данной постановке неприменима: например, по теореме Котельникова 
частота дискретизации должна превышать частоту среза частотной характеристики вдвое, но 
если взять ядра с крутым частотным срезом и частоту дискретизации больше двойной частоты 
среза, то вклад помехи неограничен. Погрешность восстановления состоит из двух 
составляющих: погрешность от замены непрерывного выходного сигнала с бесконечным 
числом степеней свободы его дискретным аналогом с конечным числом степеней свободы 
(детерминированная составляющая погрешности), и погрешность, обусловленную шумом в 
выходном сигнале (случайная составляющая погрешности). С уменьшением шага 
дискретизации детерминистическая погрешность уменьшается, но случайная составляющая 
погрешности растет. Таким образом, компромисс между этими составляющими (минимум 
суммарной погрешности) определяет шаг дискретизации в задаче оптимизации. Если интервал 
корреляции помехи меньше шага дискретизации, то возможна фильтрация помехи. Отметим, 
что такая фильтрация (наложение совокупности изображений, полученных от сдвинутых 
гребенок) не повышает ранг матрицы Knm, то есть несущественно усложняет вычисления. 
Поскольку при фильтрации уменьшается случайная составляющая погрешности, то это 
позволяет уменьшить шаг дискретизации Δx, то есть снизить и детерминированную 
составляющую. При этом возникает задача оптимизации, которую, окончательно, можно 
сформулировать так: определение новой величины шага регуляризации и, таким образом, 
получение новой величины параметра регуляризации и соответсвующего ему улучшенного 
рещения задачи восстановления входного сигнала.  
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