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C1,α-REGULARITY FOR VARIATIONAL PROBLEMS IN THE
HEISENBERG GROUP
SHIRSHO MUKHERJEE AND XIAO ZHONG
Abstract. We study the regularity of minima of scalar variational integrals of
p-growth, 1 < p <∞, in the Heisenberg group and prove the Ho¨lder continuity of
horizontal gradient of minima.
1. Introduction
Following [40], we continue to study in this paper the regularity of minima of
scalar variational integrals in the Heisenberg group Hn, n ≥ 1. Let Ω be a domain
in Hn and u : Ω → R a function. We denote by Xu = (X1u,X2u, . . . , X2nu) the
horizontal gradient of u. We study the following variational problem
(1.1) I(u) =
∫
Ω
f(Xu) dx,
where the convex integrand function f ∈ C2(R2n;R) is of p-growth, 1 < p < ∞. It
satisfies the following growth and ellipticity conditions
(1.2)
(δ + |z|2) p−22 |ξ|2 ≤ 〈D2f(z)ξ, ξ〉 ≤ L(δ + |z|2) p−22 |ξ|2;
|Df(z)| ≤ L(δ + |z|2) p−22 |z|
for all z, ξ ∈ R2n, where δ ≥ 0, L ≥ 1 are constants.
It is easy to prove that a function in the horizontal Sobolev space HW 1,p(Ω)
is a local minimizer of functional (1.1) if and only if it is a weak solution of the
corresponding Euler-Lagrange equation of (1.1)
(1.3) divH
(
Df(Xu)
)
=
2n∑
i=1
Xi
(
Dif(Xu)
)
= 0.
where Df = (D1f,D2f, . . . , D2nf) is the Euclidean gradient of f . See Section 2
for the definitions of horizontal Sobolev space HW 1,p(Ω), weak solutions and local
minimizers.
A prototype example of integrand functions satisfying conditions (1.2) is
f(z) =
(
δ + |z|2)p2
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for a constant δ ≥ 0. Then the Euler-Lagrange equation (1.3) is reduced to the
non-degenerate p-Laplacian equation
(1.4) divH
((
δ + |Xu|2) p−22 Xu) = 0,
when δ > 0, and the p-Laplacian equation
(1.5) divH
(|Xu|p−2Xu) = 0,
when δ = 0. The weak solutions of equation (1.5) are called p-harmonic functions.
For the regularity of weak solutions of equation (1.3), the second author proved
in [40] the following theorem, Theorem 1.1 of [40], from which follows the Lipschitz
continuity of weak solutions for all 1 < p < ∞. We remark that this result holds
both for the non-degenerate case (δ > 0) and for the degenerate one (δ = 0). We
also remark that it holds under a bit more general growth condition on the integrand
function f than (1.2). Precisely, in [40] the integrand function f is assumed to satisfy
(1.6)
(δ + |z|2) p−22 |ξ|2 ≤ 〈D2f(z)ξ, ξ〉 ≤ L(δ + |z|2) p−22 |ξ|2;
|Df(z)| ≤ L(δ + |z|2) p−12
for all z, ξ ∈ R2n, where δ ≥ 0, L ≥ 1 are constants.
Theorem 1.1. Let 1 < p < ∞, δ ≥ 0 and u ∈ HW 1,p(Ω) be a weak solution
of equation (1.3) satisfying the structure condition (1.6). Then Xu ∈ L∞loc(Ω;R2n).
Moreover, for any ball B2r ⊂ Ω, we have that
(1.7) sup
Br
|Xu| ≤ c
(
−
∫
B2r
(
δ + |Xu|2) p2 dx) 1p ,
where c > 0 depends only on n, p, L.
Here and in the following, the ball Br is defined with respect to the Carnot-
Carathe`odory metric (CC-metric) d; B2r is the double size ball with the same center,
see Section 2 for the definitions.
The second author also proved in [40] that the horizontal gradient of weak solutions
of equation (1.3) is Ho¨lder continuous when p ≥ 2. We remark again that this result
holds under the condition (1.6), and that it holds both for the non-degenerate case
(δ > 0) and for the degenerate one (δ = 0).
Theorem 1.2. Let 2 ≤ p < ∞, δ ≥ 0 and u ∈ HW 1,p(Ω) be a weak solution of
equation (1.3) satisfying the structure condition (1.6). Then the horizontal gradient
Xu is Ho¨lder continuous. Moreover, there is a positive exponent α = α(n, p, L) ≤ 1
such that for any ball Br0 ⊂ Ω and any 0 < r ≤ r0, we have
(1.8) max
1≤l≤2n
oscBrXlu ≤ c
( r
r0
)α(
−
∫
Br0
(
δ + |Xu|2) p2 dx) 1p ,
where c > 0 depends only on n, p, L.
We refer to the paper [40] and the references therein, e.g. [24, 19, 18, 26, 2, 3, 4, 8,
10, 17, 14, 15, 13, 33, 34, 32] for the earlier work on the regularity of weak solutions
of equation (1.3).
The result in Theorem 1.2 leaves open the Ho¨lder continuity of horizontal gradient
of weak solutions for equation (1.3) in the case 1 < p < 2. In this paper, we prove
that the same result holds for this case, under the structure condition (1.2). This is
the main result of this paper.
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Theorem 1.3. Let 1 < p < ∞, δ ≥ 0 and u ∈ HW 1,p(Ω) be a weak solution of
equation (1.3) satisfying the structure condition (1.2). Then the horizontal gradient
Xu is Ho¨lder continuous. Moreover, there is a positive exponent α = α(n, p, L) ≤ 1
such that for any ball Br0 ⊂ Ω and any 0 < r ≤ r0, we have
(1.9) max
1≤l≤2n
oscBrXlu ≤ c
( r
r0
)α(
−
∫
Br0
(
δ + |Xu|2) p2 dx) 1p ,
where c > 0 depends only on n, p, L.
For p 6= 2, it is well known that weak solutions of equations of type (1.3) in
the Euclidean spaces are of the class C1,α, that is, they have Ho¨lder continuous
derivatives, see [39, 29, 16, 12, 30, 37]. The C1,α-regularity is optimal when p > 2.
This can been seen by examples. Theorem 1.3 shows that the regularity theory for
equation (1.3) in the setting of Heisenberg group is similar to that in the setting of
Euclidean spaces.
The proof of Theorem 1.3 is based on De Giorgi’s method [11] and it works for all
1 < p < ∞. The approach is similar to that of Tolksdorff [37] and Lieberman [31]
in the setting of Euclidean spaces. The idea is to consider the double truncation
of the horizontal derivative Xlu, l = 1, 2, ..., 2n, of the weak solution u to equation
(1.3) satisfying the structure condition (1.2) with δ > 0
v = min
(
µ(r)/8,max(µ(r)/4−Xlu, 0)
)
,
where
µ(r) = max
1≤i≤2n
sup
Br
|Xiu|,
and Br ⊂ Ω is a ball. The whole difficulties of this work lie in proving the following
Caccioppoli type inequality for v. In the following lemma, η ∈ C∞0 (Br) is a non-
negative cut-off function such that 0 ≤ η ≤ 1 in Br, η = 1 in Br/2 and that
|Xη| ≤ 4/r, |XXη| ≤ 16n/r2, |Tη| ≤ 32n/r2 in Br.
Lemma 1.1. Let γ > 1 be a number. We have the following Caccioppoli type
inequality∫
Br
ηβ+4vβ+2|Xv|2 dx ≤ c(β + 2)2 |Br|
1−1/γ
r2
µ(r)4
(∫
Br
ηγβvγβ dx
)1/γ
for all β ≥ 0, where c = c(n, p, L, γ) > 0.
The proof of Lemma 1.1 is based on the integrability estimate for Tu, the vertical
derivative of u, established in [40], see Lemma 2.4 and Lemma 2.5. To prove Lemma
1.1, we consider the equation for Xlu, see equations (2.3) and (2.4) of Lemma 2.1 in
Section 2. We take the usual testing function
ϕ = ηβ+4vβ+3
for equations (2.3) and (2.4), where β ≥ 0. In the case p ≥ 2, when equation
(1.3) is degenerate, the proof of Lemma 1.1 is not difficult. On the contrary, in
the case 1 < p < 2, when equation (1.3) is singular, it is dedicated to prove the
desired Caccioppoli inequality in Lemma 1.1. In order to prove Lemma 1.1, we
prove two auxiliary lemmas, Lemma 3.1 and Lemma 3.2, where we establish the
Caccioppoli type inequalities for Xu and Tu involving v. The essential feature of
these inequalities is that we add weights such as the powers of |Xu|, in order to deal
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with the singularity of equation (1.3) in the case 1 < p < 2. The proof of Lemma
1.1 is given in Section 3.
Once Lemma 1.1 is established, the proof of Theorem 1.3 is similar to that in the
setting of Euclidean spaces. We may follow the same line as that in [40]. The proof
of Theorem 1.3 is given in Section 4. The proof of the auxiliary lemma, Lemma 3.1,
is given in the Appendix.
2. Preliminaries
In this section, we fix our notation and introduce the Heisenberg group Hn and
the known results on the sub-elliptic equation (1.3).
Throughout this paper, c is a positive constant, which may vary from line to
line. Except explicitly being specified, it depends only on the dimension n of the
Heisenberg group, and on the constants p and L in the structure condition (1.2).
But, it does not depend on δ in (1.2).
2.1. Heisenberg group Hn. The Heisenberg group Hn is identified with the Eu-
clidean space R2n+1, n ≥ 1. The group multiplication is given by
xy = (x1 + y1, . . . , x2n + y2n, t+ s+
1
2
n∑
i=1
(xiyn+i − xn+iyi))
for points x = (x1, . . . , x2n, t), y = (y1, . . . , y2n, s) ∈ Hn. The left invariant vector
fields corresponding to the canonical basis of the Lie algebra are
Xi = ∂xi −
xn+i
2
∂t, Xn+i = ∂xn+i +
xi
2
∂t,
and the only non-trivial commutator
T = ∂t = [Xi, Xn+i] = XiXn+i −Xn+iXi
for 1 ≤ i ≤ n. We denote by X = (X1, X2, . . . , X2n) the horizontal gradient. The
second horizontal derivatives are given by the horizontal Hessian XXu of a function u,
with entries Xi(Xju), i, j = 1, . . . , 2n. Note that it is not symmetric, in general. The
standard Euclidean gradient of a function v in Rk is denoted byDv = (D1v, . . . , Dkv)
and the Hessian matrix by D2v.
The Haar measure in Hn is the Lebesgue measure of R2n+1. We denote by |E| the
Lebesgue measure of a measurable set E ⊂ Hn and by
−
∫
E
f dx =
1
|E|
∫
E
f dx
the average of an integrable function f over set E.
A ball Bρ(x) = {y ∈ Hn : d(y, x) < ρ} is defined with respect to the Carnot-
Carathe`odory metric (CC-metric) d. The CC-distance of two points in Hn is the
length of the shortest horizontal curve joining them.
Let 1 ≤ p < ∞ and Ω ⊂ Hn be an open set. The horizontal Sobolev space
HW 1,p(Ω) consists of functions u ∈ Lp(Ω) such that the horizontal weak gradient
Xu is also in Lp(Ω). HW 1,p(Ω), equipped with the norm
|| u || HW 1,p(Ω) = || u || Lp(Ω) + ||Xu || Lp(Ω),
is a Banach space. HW 1,p0 (Ω) is the closure of C
∞
0 (Ω) in HW
1,p(Ω) with this norm.
We denote the local space by HW 1,ploc (Ω).
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The following Sobolev inequality hold for functions u ∈ HW 1,q0 (Br), 1 ≤ q < Q =
2n+ 2,
(2.1)
(
−
∫
Br
|u| QqQ−q dx
)Q−q
Qq ≤ cr
(
−
∫
Br
|Xu|q dx
) 1
q
,
where Br ⊂ Hn is a ball and c = c(n, q) > 0.
2.2. Known results on sub-elliptic equation (1.3). A function u ∈ HW 1,p(Ω)
is a local minimizer of functional (1.1), that is,∫
Ω
f(Xu) dx ≤
∫
Ω
f(Xu+ Xϕ) dx
for all ϕ ∈ C∞0 (Ω), if and only if it is a weak solution of equation (1.3), that is,∫
Ω
〈Df(Xu),Xϕ〉 dx = 0
for all ϕ ∈ C∞0 (Ω).
In the rest of this subsection, u ∈ HW 1,p(Ω) is a weak solution of equation (1.3)
satisfying the structure condition (1.2) with δ > 0. By Theorem 1.1, we have that
Xu ∈ L∞loc(Ω;R2n).
Thanks to this and to the fact that we assume δ > 0, equation (1.3) is uniformly
elliptic. Then we can apply Capogna’s results in [3]. Theorem 1.1 and Theorem 3.1
of [3] show that Xu and Tu are Ho¨lder continuous in Ω, and that
(2.2) Xu ∈ HW 1,2loc (Ω;R2n), Tu ∈ HW 1,2loc (Ω) ∩ L∞loc(Ω).
With the above regularity, we can easily prove the following three lemmas. They
are Lemma 3.1, Lemma 3.2 and Lemma 3.3 of [40], respectively. We refer to [40] for
the proofs.
Lemma 2.1. Let vl = Xlu, l = 1, 2, . . . , n. Then vl is a weak solution of
(2.3)
2n∑
i,j=1
Xi
(
DjDif(Xu)Xjvl
)
+
2n∑
i=1
Xi
(
Dn+lDif(Xu)Tu
)
+ T
(
Dn+lf(Xu)
)
= 0;
Let vn+l = Xn+lu, l = 1, 2, . . . , n. Then vn+l is a weak solution of
(2.4)
2n∑
i,j=1
Xi
(
DjDif(Xu)Xjvn+l
)− 2n∑
i=1
Xi
(
DlDif(Xu)Tu
)− T (Dlf(Xu)) = 0;
Lemma 2.2. Tu is a weak solution of
(2.5)
2n∑
i,j=1
Xi
(
DjDif(Xu)Xj(Tu)
)
= 0.
Lemma 2.3. For any β ≥ 0 and all η ∈ C∞0 (Ω), we have∫
Ω
η2
(
δ + |Xu|2) p−22 |Tu|β|X(Tu)|2 dx ≤ c
(β + 1)2
∫
Ω
|Xη|2(δ + |Xu|2) p−22 |Tu|β+2 dx.
where c = c(n, p, L) > 0.
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The following lemma is Corollary 3.2 of [40]. It shows the integrability of Tu. It is
critical for the proof of the Ho¨lder continuity of the horizontal gradient of solutions
u in [40].
Lemma 2.4. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have that∫
Ω
ηβ+2
(
δ + |Xu|2)p−22 |Tu|β+2 dx ≤ c(β)K β+22 ∫
spt(η)
(
δ + |Xu|2) p+β2 dx,
where K = ‖Xη‖2L∞ + ‖ηTη‖L∞ and c(β) > 0 depends on n, p, L and β.
In this paper, we need the following version of Lemma 2.4, which is a bit stronger.
The reason that this stronger version holds is that we have a stronger structure
condition (1.2) than that one (1.6) in [40].
Lemma 2.5. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have that∫
Ω
ηβ+2
(
δ + |Xu|2)p−22 |Tu|β+2 dx ≤ c(β)K β+22 ∫
spt(η)
(
δ + |Xu|2) p−22 |Xu|β+2 dx,
where K = ‖Xη‖2L∞ + ‖ηTη‖L∞ and c(β) > 0 depends on n, p, L and β.
The following corollary follows easily from Lemma 2.3 and Lemma 2.5.
Corollary 2.1. For any q ≥ 4 and all non-negative η ∈ C∞0 (Ω), we have∫
Ω
ηq+2
(
δ + |Xu|2)p−22 |Tu|q−2|X(Tu)|2 dx ≤ c(q)K q+22 ∫
spt(η)
(
δ + |Xu|2)p−22 |Xu|q dx,
where K = ‖Xη‖2L∞ + ‖ηTη‖L∞ and c(q) = c(n, p, L, q) > 0.
In the rest of this subsection, we comment on the proof of Lemma 2.5. The proof
of Lemma 2.5 is almost the same as that of Lemma 2.4 in [40]; it requires only minor
modifications. Lemma 2.4 follows from two lemmas, that is, Lemma 3.4, Lemma 3.5
in [40]. To prove Lemma 2.5, we need stronger versions of Lemma 3.4 and Lemma
3.5 of [40], which we state here. The following lemma is a stronger version of Lemma
3.4 of [40].
Lemma 2.6. For any β ≥ 0 and all η ∈ C∞0 (Ω), we have∫
Ω
η2
(
δ + |Xu|2) p−22 |Xu|β|XXu|2 dx ≤c ∫
Ω
(|Xη|2 + η|Tη|)(δ + |Xu|2)p−22 |Xu|β+2 dx
+c(β + 1)4
∫
Ω
η2
(
δ + |Xu|2)p−22 |Xu|β|Tu|2 dx,
where c = c(n, p, L) > 0.
The proof of Lemma 2.6 follows the same line as that of Lemma 3.4 of [40] with
minor modifications. To prove Lemma 3.4 of [40], one uses ϕ = η2
(
δ+ |Xu|2)β/2Xlu
as a testing function for equations (2.3) when l = 1, 2, ..., n and for equation (2.4)
when l = n + 1, n+ 2, ..., 2n. Now, to prove Lemma 2.6, we use instead the testing
function ϕ = η2|Xu|βXlu. The proof then is the same as that of Lemma 3.4 of
[40] with obvious changes. To get through the proof, we remark that the structure
condition (1.2) is essential. We omit the details of the proof of Lemma 2.6.
The following lemma is a stronger version of Lemma 3.5 of [40].
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Lemma 2.7. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have∫
Ω
ηβ+2
(
δ + |Xu|2) p−22 |Tu|β|XXu|2 dx
≤ c(β + 1)2‖Xη‖2L∞
∫
Ω
ηβ
(
δ + |Xu|2)p−22 |Xu|2|Tu|β−2|XXu|2 dx,
where c = c(n, p, L) > 0.
The proof of Lemma 2.7 is almost the same as that of Lemma 3.5, with obvious
minor changes. The only difference is that we use the structure condition (1.2)
whenever the structure condition (1.6) is used in the proof of Lemma 3.5 in [40]. We
omit the details.
Once Lemma 2.6 and Lemma 2.7 are established, the proof of Lemma 2.5 is exactly
the same as that of Lemma 2.4 in [40].
3. Proof of the main lemma, Lemma 1.1
Throughout this section, u ∈ HW 1,p(Ω) is a weak solution of equation (1.3)
satisfying the structure condition (1.2) with δ > 0. For any ball Br ⊂ Ω, we denote
for i = 1, 2, ..., 2n,
(3.1) µi(r) = sup
Br
|Xiu|, µ(r) = max
1≤i≤2n
µi(r).
Now fix l ∈ {1, 2, .., 2n}. We consider the following double truncation of Xlu
(3.2) v = min
(
µ(r)/8,max(µ(r)/4−Xlu, 0)
)
.
We denote
(3.3) E = {x ∈ Ω : µ(r)/8 < Xlu < µ(r)/4}.
We note the following trivial inequality, which we use several times in this section
(3.4) µ(r)/8 ≤ |Xu| ≤ (2n)1/2µ(r) in E ∩Br.
It follows from the regularity results (2.2) that
(3.5) Xv ∈ L2loc(Ω;R2n), T v ∈ L2loc(Ω)
and moreover
(3.6) Xv =
{
−XXlu a.e. in E;
0 a.e. in Ω \ E, Tv =
{
−TXlu a.e. in E;
0 a.e. in Ω \ E.
We note that the function
h(t) =
(
δ + t2
) p−2
2 tq
is non-decreasing on [0,∞) if δ ≥ 0 and q ≥ 0 such that p + q − 2 ≥ 0. Thus we
have the following inequality, which is used several times in this section
(3.7)
(
δ + |Xu|2) p−22 |Xu|q ≤ c(n, p, q)(δ + µ(r)2)p−22 µ(r)q in Br,
where c(n, p, q) = (2n)(q+p−2)/2 if p ≥ 2 and c(n, p, q) = (2n)q/2 if 1 < p < 2.
To prove Lemma 1.1, we need the following two lemmas. The first lemma is similar
to Lemma 3.3 of [40]. In this lemma, we prove a weighted Caccioppoli inequality
for Xu involving v. It has an extra weight |Xu|2, comparing to that in Lemma 3.3
of [40]. This is essential for us to deal with the case 1 < p < 2 when equation (1.3)
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is singular. The proof is also similar to that of Lemma 3.3 of [40]. It is standard,
but lengthy. We give a detailed proof in the Appendix.
Lemma 3.1. Let 1 < p < ∞. For any β ≥ 0 and all non-negative η ∈ C∞0 (Ω), we
have that
(3.8)
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2)p−22 |Xu|2|XXu|2 dx
≤ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2(δ + |Xu|2) p−22 |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2) p−22 |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2)p−22 |Xu|2|Tu|2 dx,
where c = c(n, p, L) > 0.
In the following is the second lemma that we need for the proof of Lemma 1.1,
where we prove a weighted Caccioppoli inequality for Tu involving v. It has a weight
|Xu|4, which is needed for us to deal with the case 1 < p < 2. To state the lemma,
we fix, throughout the rest of this section, a ball Br ⊂ Ω and a cut-off function
η ∈ C∞0 (Br) that satisfies
(3.9) 0 ≤ η ≤ 1 in Br, η = 1 in Br/2
and
(3.10) |Xη| ≤ 4/r, |XXη| ≤ 16n/r2, |Tη| ≤ 32n/r2 in Br.
Lemma 3.2. Let Br ⊂ Ω be a ball and η ∈ C∞0 (Br) be a cut-off function satisfying
(3.9) and (3.10). Let τ ∈ (1/2, 1) and γ ∈ (1, 2) be two fixed numbers. Then, for
any β ≥ 0, we have
(3.11)
∫
Ω
ητ(β+2)+4 vτ(β+4)
(
δ + |Xu|2) p−22 |Xu|4|X(Tu)|2 dx
≤ c(β + 2)2τ |Br|
1−τ
r2(2−τ)
(
δ + µ(r)2
) p−2
2 µ(r)6 Jτ ,
where c = c(n, p, L, τ, γ) > 0 and
(3.12) J =
∫
Br
ηβ+4vβ+2|Xv|2 dx + µ(r)4 |Br|
1− 1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
.
Proof. We denote by M the left hand side of (3.11)
(3.13) M =
∫
Ω
ητ(β+2)+4 vτ(β+4)
(
δ + |Xu|2)p−22 |Xu|4|X(Tu)|2 dx,
where 1/2 < τ < 1. We use the following function
ϕ = ητ(β+2)+4 vτ(β+4)|Xu|4 Tu
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as a testing function for equation (2.5). We obtain that
(3.14)
∫
Ω
2n∑
i,j=1
ητ(β+2)+4 vτ(β+4)|Xu|4DjDif(Xu)XjTuXiTu dx
=− (τ(β + 2) + 4)
∫
Ω
2n∑
i,j=1
ητ(β+2)+3 vτ(β+4)|Xu|4TuDjDif(Xu)XjTuXiη dx
− τ(β + 4)
∫
Ω
2n∑
i,j=1
ητ(β+2)+4 vτ(β+4)−1|Xu|4TuDjDif(Xu)XjTuXiv dx
− 4
∫
Ω
2n∑
i,j,k=1
ητ(β+2)+4 vτ(β+4)|Xu|2XkuTuDjDif(Xu)XjTuXiXku dx
=K1 +K2 +K3,
where the integrals in the right hand side of (3.14) are denoted by K1, K2, K3 in
order, respectively. We estimate both sides of (3.14) as follows. For the left hand
side, we have by the structure condition (1.2) that
(3.15) left of (3.14) ≥
∫
Ω
ητ(β+2)+4 vτ(β+4)
(
δ + |Xu|2) p−22 |Xu|4|X(Tu)|2 dx = M.
For the right hand side of (3.14), we estimate each item Ki, i = 1, 2, 3, one by one.
To this end, we denote
(3.16) K˜ =
∫
Ω
η(2τ−1)(β+2)+6 v(2τ−1)(β+4)
(
δ + |Xu|2)p−22 |Xu|4|Tu|2|X(Tu)|2 dx.
First, we estimate K1 by the structure condition (1.2) and Ho¨lder’s inequality. We
have
(3.17)
|K1| ≤c(β + 2)
∫
Ω
ητ(β+2)+3 vτ(β+4)
(
δ + |Xu|2) p−22 |Xu|4|Tu||X(Tu)||Xη| dx
≤c(β + 2)K˜ 12
(∫
Ω
ηβ+2vβ+4
(
δ + |Xu|2)p−22 |Xu|4|Xη|2 dx) 12 ,
where c = c(n, p, L, τ) > 0.
Second, we estimate K2 also by the structure condition (1.2) and Ho¨lder’s inequal-
ity. We have
(3.18)
|K2| ≤c(β + 2)
∫
Ω
ητ(β+2)+4 vτ(β+4)−1
(
δ + |Xu|2) p−22 |Xu|4|Tu||X(Tu)||Xv|dx
≤c(β + 2)K˜ 12
( ∫
Ω
ηβ+4vβ+2
(
δ + |Xu|2) p−22 |Xu|4|Xv|2 dx) 12 .
Finally, we estimate K3. In the following, the first inequality follows from the
structure condition (1.2), the second from Ho¨lder’s inequality and the third from
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Lemma 3.1. We have
(3.19)
|K3| ≤ c
∫
Ω
ητ(β+2)+4 vτ(β+4)
(
δ + |Xu|2) p−22 |Xu|3|Tu||X(Tu)||XXu| dx
≤ cK˜ 12
(∫
Ω
ηβ+4vβ+4
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx) 12
≤ c K˜ 12 I 12 ,
where I is the right hand side of (3.8) in Lemma 3.1
(3.20)
I =c(β + 2)2
∫
Ω
ηβ+2vβ+4
(
δ + |Xu|2) p−22 |Xu|4(|Xη|2 + η|Tη|) dx
+ c(β + 2)2
∫
Ω
ηβ+4vβ+2
(
δ + |Xu|2) p−22 |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+4vβ+4
(
δ + |Xu|2)p−22 |Xu|2|Tu|2 dx.
and c = c(n, p, L) > 0. Notice that the integrals on the right hand side of (3.17) and
(3.18) are both controlled from above by I. Hence, we can combine (3.17), (3.18)
and (3.19) to obtain that
|K1|+ |K2|+ |K3| ≤ cK˜ 12 I 12 ,
from which, together with the estimate (3.15) for the left hand side of (3.14), it
follows that
(3.21) M ≤ cK˜ 12 I 12 ,
where c = c(n, p, L, τ) > 0. Now, we estimate K˜ by Ho¨lder’s inequality as follows.
(3.22)
K˜ ≤
(∫
Ω
ητ(β+2)+4 vτ(β+4)
(
δ + |Xu|2) p−22 |Xu|4|X(Tu)|2 dx) 2τ−1τ
×
(∫
Ω
η
2τ
1−τ
+4
(
δ + |Xu|2)p−22 |Xu|4|Tu| 2τ1−τ |X(Tu)|2 dx) 1−ττ
=M
2τ−1
τ G
1−τ
τ ,
where M is as in (3.13) and we denote by G the second integral on the right hand
side of (3.22)
(3.23) G =
∫
Ω
η
2τ
1−τ
+4
(
δ + |Xu|2)p−22 |Xu|4|Tu| 2τ1−τ |X(Tu)|2 dx.
Now (3.22) and (3.21) yield that
(3.24) M ≤ cG1−τIτ ,
where c = c(n, p, L, τ) > 0. To estimate K, we estimate G and I from above. We
estimate G by Corollary 2.1 with q = 2/(1− τ), and we obtain that
(3.25)
G ≤cµ(r)4
∫
Ω
ηq+2
(
δ + |Xu|2) p−22 |Tu|q−2|X(Tu)|2 dx
≤ c
rq+2
µ(r)4
∫
Br
(
δ + |Xu|2) p−22 |Xu|q dx
≤ c
rq+2
|Br|
(
δ + µ(r)2
)p−2
2 µ(r)q+4,
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where c = c(n, p, L, τ) > 0 and in the last inequality we used (3.7).
Now, we fix 1 < γ < 2 and estimate each term of I in (3.20) as follows. For the
first term of I, we have by Ho¨lder’s inequality and (3.7) that
(3.26)
∫
Ω
ηβ+2vβ+4
(
δ + |Xu|2) p−22 |Xu|4(|Xη|2 + η|Tη|) dx
≤ c
r2
(
δ + µ(r)2
) p−2
2 µ(r)8|Br|1−
1
γ
(∫
Br
ηγβvγβ dx
) 1
γ
.
For the second term of I, we have by (3.7) that
(3.27)
∫
Ω
ηβ+4vβ+2
(
δ + |Xu|2)p−22 |Xu|4|Xv|2 dx
≤ c(δ + µ(r)2) p−22 µ(r)4 ∫
Br
ηβ+4vβ+2|Xv|2 dx
For the third term of I, we have that
(3.28)
∫
Ω
ηβ+4vβ+4
(
δ + |Xu|2)p−22 |Xu|2|Tu|2 dx
≤
(∫
Ω
η
2γ
γ−1
(
δ + |Xu|2)p−22 |Xu|2|Tu| 2γγ−1 dx)1− 1γ
×
(∫
Ω
ηγ(β+2)vγ(β+4)
(
δ + |Xu|2) p−22 |Xu|2 dx) 1γ
≤ c
r2
(
δ + µ(r)2
) p−2
2 µ(r)8|Br|1−
1
γ
(∫
Br
ηγβvγβ dx
) 1
γ
where c = c(n, p, L, γ) > 0. Here in the above inequalities, the first one follows
from Ho¨lder’s inequality and the second from Lemma 2.5 and (3.7). Therefore, the
estimates for three items of I above (3.26), (3.27) and (3.28) give us the following
one for I
(3.29) I ≤ c(β + 2)2(δ + µ(r)2) p−22 µ(r)4J,
where J is defined as in (3.12)
J =
∫
Br
ηβ+4vβ+2|Xv|2 dx + µ(r)4 |Br|
1− 1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
.
Now from the estimates (3.25) for G and (3.29) for I, we obtain the desired estimate
for M by (3.24). Combing (3.25), (3.29) and (3.24), we end up with
(3.30) M ≤ c(β + 2)2τ |Br|
1−τ
r2(2−τ)
(
δ + µ(r)2
)p−2
2 µ(r)6Jτ ,
where c = c(n, p, L, τ, γ) > 0. This completes the proof. 
Now we prove the main lemma, Lemma 1.1. We restate Lemma 1.1 here.
Lemma 3.3. Let γ > 1 be a number and for Br ⊂ Ω, η ∈ C∞0 (Br), be a cut-
off function satisfying (3.9) and (3.10). We have the following Caccioppoli type
inequality
(3.31)
∫
Br
ηβ+4vβ+2|Xv|2 dx ≤ c(β + 2)2µ(r)4 |Br|
1−1/γ
r2
(∫
Br
ηγβvγβ dx
)1/γ
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for all β ≥ 0, where c = c(n, p, L, γ) > 0.
Proof. We note that we may assume that γ < 3/2, since otherwise we can apply
Ho¨lder’s inequality to the integral in the right hand side of the claimed inequality
(3.31). So, we fix 1 < γ < 3/2. Recall that
v = min
(
µ(r)/8,max(µ(r)/4−Xlu, 0)
)
,
where l ∈ {1, 2, ..., 2n}. We only prove the lemma for l ∈ {1, 2, ..., n}; we can prove
the lemma similarly for l ∈ {n+1, n+2, ..., 2n}. Now fix l ∈ {1, 2, ..., n}. Let β ≥ 0
and η ∈ C∞0 (Br) be a cut-off function satisfying (3.9) and (3.10). We use
ϕ = ηβ+4vβ+3
as a test function for equation (2.3) to obtain that
(3.32)
−
∫
Ω
2n∑
i,j=1
DjDif(Xu)XjXluXiϕdx =
∫
Ω
2n∑
i=1
Dn+lDif(Xu)TuXiϕdx
−
∫
Ω
T
(
Dn+lf(Xu)
)
ϕdx.
Note that
Xiϕ = (β + 3)η
β+4vβ+2Xiv + (β + 4)η
β+3vβ+3Xiη.
Thus (3.32) becomes
(3.33)
−(β + 3)
∫
Ω
2n∑
i,j=1
ηβ+4vβ+2DjDif(Xu)XjXluXiv dx
= (β + 4)
∫
Ω
2n∑
i,j=1
ηβ+3vβ+3DjDif(Xu)XjXluXiη dx
+ (β + 4)
∫
Ω
2n∑
i=1
ηβ+3vβ+3Dn+lDif(Xu)TuXiη dx
+ (β + 3)
∫
Ω
2n∑
i=1
ηβ+4vβ+2Dn+lDif(Xu)Xiv Tu dx
−
∫
Ω
ηβ+4vβ+3 T
(
Dn+lf(Xu)
)
dx.
Note that
XjXl −XlXj = 0, if j 6= n+ l,
and that
Xn+lXl −XlXn+l = −T.
Therefore we have
2n∑
i,j=1
DjDif(Xu)XjXluXiη +
2n∑
i=1
Dn+lDif(Xu)TuXiη
=
2n∑
i,j=1
DjDif(Xu)XlXjuXiη =
2n∑
i=1
Xl
(
Dif(Xu)
)
Xiη.
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Now we can combine the first two integrals in the right hand side of (3.33) by the
above equality. Then (3.33) becomes
(3.34)
−(β + 3)
∫
Ω
2n∑
i,j=1
ηβ+4vβ+2DjDif(Xu)XjXluXiv dx
= (β + 4)
∫
Ω
2n∑
i=1
ηβ+3vβ+3Xl
(
Dif(Xu)
)
Xiη dx
+ (β + 3)
∫
Ω
2n∑
i=1
ηβ+4vβ+2Dn+lDif(Xu)XivTu dx
−
∫
Ω
ηβ+4vβ+3T
(
Dn+lf(Xu)
)
dx
= I1 + I2 + I3.
Here we denote the terms in the right hand side of (3.34) by I1, I2, I3, respectively.
We will estimate both sides of (3.34) as follows. For the left hand side, we have
by the structure condition (1.2) that
(3.35)
left of (3.34) ≥ (β + 3)
∫
Ω
ηβ+4vβ+2
(
δ + |Xu|2)p−22 |Xv|2 dx
≥ c0(β + 2)
(
δ + µ(r)2
) p−2
2
∫
Br
ηβ+4vβ+2|Xv|2 dx,
where c0 = c0(n, p, L) > 0. Here we used (3.6) and (3.4).
For the right hand side of (3.34), we claim that each item I1, I2, I3 satisfies the
following estimate
(3.36)
|Im| ≤ c0
6
(β + 2)
(
δ + µ(r)2
) p−2
2
∫
Br
ηβ+4vβ+2|Xv|2 dx
+ c(β + 2)3
|Br|1−1/γ
r2
(
δ + µ(r)2
)p−2
2 µ(r)4
(∫
Br
ηγβvγβ dx
)1/γ
,
where m = 1, 2, 3, 1 < γ < 3/2 and c is a constant depending only on n, p, L and
γ. Then the lemma follows from the estimate (3.35) for the left hand side of (3.34)
and the above claim (3.36) for each item in the right. This completes the proof of
the lemma, modulo the proof of the claim (3.36).
In the rest of the proof, we estimate I1, I2, I3 one by one. First, for I1, we have
by integration by parts that
I1 = −(β + 4)
∫
Ω
2n∑
i=1
Dif(Xu)Xl
(
ηβ+3vβ+3Xiη
)
dx,
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from which it follows by the structure condition (1.2) that
(3.37)
|I1| ≤ c(β + 2)2
∫
Ω
ηβ+2vβ+3
(
δ + |Xu|2) p−22 |Xu|(|Xη|2 + η|XXη|)dx
+ c(β + 2)2
∫
Ω
ηβ+3vβ+2
(
δ + |Xu|2)p−22 |Xu||Xv‖Xη| dx
≤ c
r2
(β + 2)2
(
δ + µ(r)2
) p−2
2 µ(r)4
∫
Br
ηβvβ dx
+
c
r
(β + 2)2
(
δ + µ(r)2
) p−2
2 µ(r)2
∫
Br
ηβ+2vβ+1|Xv| dx,
where c = c(n, p, L) > 0. Here the second inequality follows from (3.7), from the
definitions of µ(r) and v, and from the factor that the support of η lies in Br. Now
we apply Young’s inequality to the last term of inequality (3.37) to end up with the
following estimate for I1.
(3.38)
|I1| ≤ c0
6
(β + 2)
(
δ + µ(r)2
) p−2
2
∫
Br
ηβ+4vβ+2|Xv|2 dx
+
c
r2
(β + 2)3
(
δ + µ(r)2
) p−2
2 µ(r)4
∫
Br
ηβvβ dx,
where c = c(n, p, L) > 0 and c0 is the same constant as in (3.35). Now the claimed
estimate (3.36) for I1 follows from the above estimate (3.38) and Ho¨lder’s inequality.
Second, to estimate I2, we have by the structure condition (1.2) that
|I2| ≤ c(β + 2)
∫
Ω
ηβ+4vβ+2
(
δ + |Xu|2) p−22 |Xv||Tu| dx,
from which it follows by Ho¨lder’s inequality that
(3.39)
|I2| ≤ c(β + 2)
(∫
E
ηβ+4vβ+2
(
δ + |Xu|2)p−22 |Xv|2 dx) 12
×
(∫
E
ηγ(β+2)vγ(β+2)
(
δ + |Xu|2) p−22 dx) 12γ
×
(∫
Ω
ηq
(
δ + |Xu|2) p−22 |Tu|q dx) 1q ,
where q = 2γ/(γ − 1). Here we used (3.6) so that in the second integral we can put
the integration domain to be the set E, defined as in (3.3). This is critical, otherwise
we would not have estimate for this integral and for the first integral in the case
1 < p < 2. But now in set E we have (3.4), and we have the following estimates for
these two integrals for the full range 1 < p <∞.∫
E
ηβ+4vβ+2
(
δ + |Xu|2)p−22 |Xv|2 dx ≤ c(δ + µ(r)2) p−22 ∫
Br
ηβ+4vβ+2|Xv|2 dx,(3.40)
and ∫
E
ηγ(β+2)vγ(β+2)
(
δ + |Xu|2) p−22 dx ≤ c(δ + µ(r)2)p−22 µ(r)2γ ∫
Br
ηγβvγβ dx,(3.41)
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where c = c(n, p) > 0. We estimate the last integral in the right hand side of (3.39)
by Lemma 2.5. We have
(3.42)
∫
Ω
ηq
(
δ + |Xu|2) p−22 |Tu|q dx ≤ c
rq
∫
Br
(
δ + |Xu|2)p−22 |Xu|q dx
≤ c|Br|
rq
(
δ + µ(r)2
)p−2
2 µ(r)q,
where c = c(n, p, L, γ) > 0. Here we used (3.7) again. Now combining the above
three estimates (3.40), (3.41) and (3.42) for the three integrals in (3.39) respectively,
we end up with the following estimate for I2
|I2| ≤ c(β+2) |Br|
1
q
r
(
δ+µ(r)2
)p−2
2 µ(r)2
(∫
Br
ηβ+4vβ+2|Xv|2 dx
) 1
2
( ∫
Br
ηγβvγβ dx
) 1
2γ
,
from which, together with Young’s inequality, the claim (3.36) for I2 follows.
Finally, we prove (3.36) for I3. Recall that
I3 = −
∫
Ω
ηβ+4vβ+3T
(
Dn+lf(Xu)
)
dx.
Due to the regularity (3.5) for v, integration by parts yields
(3.43)
I3 =
∫
Ω
Dn+lf(Xu)T
(
ηβ+4vβ+3
)
dx
= (β + 4)
∫
Ω
ηβ+3vβ+3Dn+lf(Xu)Tη dx
+ (β + 3)
∫
Ω
ηβ+4vβ+2Dn+lf(Xu)Tv dx = I
1
3 + I
2
3 ,
where we denote the last two integrals in the above equality by I13 and I
2
3 , respec-
tively. The estimate for I13 is easy. By the structure condition (1.2) and by (3.7),
we have
(3.44)
|I13 | ≤ c(β + 2)
∫
Ω
ηβ+3vβ+3
(
δ + |Xu|2) p−22 |Xu||Tη| dx
≤ c
r2
(
δ + µ(r)2
)p−2
2 µ(r)4
∫
Br
ηβvβ dx.
Thus by Ho¨lder’s inequality, I13 satisfies estimate (3.36). Now we estimate I
2
3 . We
note that by (3.6) and the structure condition (1.2) we have
(3.45) |I23 | ≤ c(β + 2)
∫
E
ηβ+4vβ+2
(
δ + |Xu|2) p−22 |Xu||X(Tu)| dx,
where the set E is
E = {x ∈ Ω : µ(r)/8 < Xlu < µ(r)/4},
defined as in (3.3). We continue to estimate I23 by Ho¨lder’s inequality
|I23 | ≤ c(β + 2)
(∫
E
η(2−γ)(β+2)+4v(2−γ)(β+4)
(
δ + |Xu|2)p−22 |Xu|2|X(Tu)|2 dx) 12
×
(∫
E
ηγ(β+2)vγβ+4(γ−1)
(
δ + |Xu|2)p−22 dx) 12 .
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We remark that in set E we have (3.4). Thus
(3.46) |I23 | ≤ c(β + 2)
(
δ + µ(r)2
)p−2
4 µ(r)2(γ−1)−1M
1
2
(∫
Br
ηγβvγβ dx
) 1
2
,
where
(3.47) M =
∫
Ω
η(2−γ)(β+2)+4 v(2−γ)(β+4)
(
δ + |Xu|2) p−22 |Xu|4|X(Tu)|2 dx.
Now we are in a position to apply Lemma 3.2 to estimate M from above. Lemma
3.2 with τ = 2− γ gives us that
(3.48) M ≤ c(β + 2)2(2−γ) |Br|
γ−1
r2γ
(
δ + µ(r)2
)p−2
2 µ(r)6 J2−γ
where c = c(n, p, L, γ) > 0 and J is defined as in (3.12)
(3.49) J =
∫
Br
ηβ+4vβ+2|Xv|2 dx+ µ(r)4 |Br|
1− 1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
.
Now, it follows from (3.48) and (3.46) that
|I23 | ≤ c(β + 2)3−γ
(
δ + µ(r)2
)p−2
2 µ(r)2γ
|Br| γ−12
rγ
J
2−γ
2
(∫
Br
ηγβvγβ dx
) 1
2
.
By Young’s inequality, we end up with
|I23 | ≤
c0
12
(β + 2)
(
δ + µ(r)2
)p−2
2 J
+ c (β + 2)
4
γ
−1
(
δ + µ(r)2
) p−2
2 µ(r)4
|Br|1−
1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
,
where c0 > 0 is the same constant as in (3.36). Note that J is defined in (3.49).
Thus I23 satisfies a similar estimate to (3.36). Now the desired claim (3.36) for I3
follows, since both I13 and I
2
3 satisfy similar estimates. This concludes the proof of
the claim (3.36), and hence the proof of the lemma. 
Remark 3.1. We can prove in the same way as that of Lemma 1.1 that the conclusion
(3.31) holds for
v′ = min
(
µ(r)/8,max(µ(r)/4 +Xlu, 0)
)
.
The following corollary follows from Lemma 1.1 by Moser’s iteration. It is proved
for the case p ≥ 2 in [40], see Lemma 4.4 of [40]. Its proof is standard and is the
same as in the Euclidean setting, see Proposition 4.1 of [12] or Lemma 2 of [37]. We
include the proof here.
Corollary 3.1. There exists a constant θ = θ(n, p, L) > 0 such that the following
statements hold. If we have
(3.50) |{x ∈ Br : Xlu < µ(r)/4}| ≤ θ|Br|
for an index l ∈ {1, . . . , 2n} and for a ball Br ⊂ Ω, then
inf
Br/2
Xlu ≥ 3µ(r)/16;
Analogously, if we have
(3.51) |{x ∈ Br : Xlu > −µ(r)/4}| ≤ θ|Br|,
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for an index l ∈ {1, . . . , 2n} and for a ball Br ⊂ Ω, then
sup
Br/2
Xlu ≤ −3µ(r)/16.
Proof. Suppose that (3.50) holds for an index l ∈ {1, 2, ..., 2n}. We will apply Lemma
3.3 to prove Corollary 3.1. The case that (3.51) holds can be handled similarly by
Lemma 3.3 for the function v′, see Remark 3.1.
Let β ≥ 0 and
w = ηβ/2+2vβ/2+2,
where η ∈ C∞0 (Br) is a cut-off function satisfying (3.9) and (3.10) and v is defined
as in (3.2). Then for any γ > 1, we have that
(3.52)
∫
Br
|Xw|2 dx ≤c(β + 2)2
( ∫
Br
ηβ+2vβ+4|Xη|2 dx+
∫
Br
ηβ+4vβ+2|Xv|2 dx
)
≤c(β + 2)4µ(r)4 |Br|
1− 1
γ
r2
( ∫
Br
ηγβvγβ dx
) 1
γ
,
where c = c(n, p, L, γ) > 0. Here the second inequality follows from Ho¨lder’s in-
equality and Lemma 3.3. By the Sobolev inequality (2.1), we also have that
(3.53)
(
−
∫
Br
|w|2χ dx
) 1
χ ≤ c(n) r2 −
∫
Br
|Xw|2 dx,
where χ = Q/(Q− 2) = (n+ 1)/n. Combining (3.52) and (3.53), we obtain that
(3.54)
(
−
∫
Br
(ηv)χ(β+4) dx
) 1
χ ≤ c(β + 2)4 µ(r)4
(
−
∫
Br
(ηv)γβ dx
) 1
γ
,
where c = c(n, p, L, γ) > 0. Now, we choose γ = (n + 2)/(n + 1). Thus 1 < γ < χ.
We will iterate inequality (3.54). Let
βi =
4χ
χ− γ
((χ
γ
)i+1 − 1), i = 0, 1, 2, . . . .
Note that γβi+1 = χ(βi + 4). Thus (3.54) with β = βi becomes
(3.55) Mi+1 ≤ ciM
χ
γ
βi
βi+1
i
for every i = 0, 1, 2, . . ., where
ci = c
χ
γ
1
βi+1 β
4χ
γ
1
βi+1
i+1 ,
and
Mi =
(
−
∫
Br
(
ηv/µ(r)
)γβi dx) 1γβi .
Iterating (3.55), we obtain that
(3.56) Mi ≤ cM
(
χ
γ
)i
β0
βi
0 ,
where c = c(n, p, L) > 0. Let i→∞, we end up with
lim sup
i→∞
Mi ≤ cM1−γ/χ0 ,
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that is,
(3.57) sup
Br
ηv/µ(r) ≤ c
(
−
∫
Br
(
ηv/µ(r)
)4χ
dx
) 1
4χ
(1−γ/χ)
,
where c = c(n, p, L) > 0. Now, since η satisfies (3.9) and (3.10), we derive from
(3.57) by our assumption (3.50) that
sup
Br/2
v ≤ cµ(r) θ 14χ (1−γ/χ) ≤ µ(r)/16,
provided that θ is small enough. This implies that Xlu ≥ 3µ(r)/16 in Br/2. The
proof is finished. 
4. Ho¨lder continuity of the horizontal gradient
In this section, we prove Theorem 1.3. This proof is divided into two cases, δ > 0
and δ = 0, in subsection 4.1 and subsection 4.2, respectively. The proof for the case
δ > 0 is the same as that of Theorem 1.2 of [40], with minor modifications. The
proof for the case δ = 0 follows from an approximation arguments, see [40]. We
include the proof here.
4.1. Proof of Theorem 1.3 for the case δ > 0. Let u ∈ HW 1,p(Ω) be a weak
solution of equation (1.3) satisfying the structure condition (1.2) with δ > 0. We fix
a ball Br0 ⊂ Ω. For all balls Br, 0 < r < r0, with the same center as Br0 , we denote
for l = 1, 2, ..., 2n,
µl(r) = sup
Br
|Xlu|, µ(r) = max
1≤l≤2n
µl(r),
and
ωl(r) = oscBrXlu, ω(r) = max
1≤l≤2n
ωl(r).
Clearly, we have ω(r) ≤ 2µ(r).
We define for any function w
A+k,ρ(w) = {x ∈ Bρ : (w(x)− k)+ = max(w(x)− k, 0) > 0};
and we define A−k,ρ(w) similarly. To prove Theorem 1.3, we need the following lemma.
Lemma 4.1. Let Br0 ⊂ Ω be a ball and 0 < r < r0/2. Suppose that there is τ > 0
such that
(4.1) |Xu| ≥ τµ(r) in A+k,r(Xlu)
for an index l ∈ {1, 2, ..., 2n} and for a constant k ∈ R. Then for any q ≥ 4 and
any 0 < r′′ < r′ ≤ r, we have
(4.2)
∫
Br′′
(
δ + |Xu|2)p−22 |X(Xlu− k)+|2 dx
≤ c
(r′ − r′′)2
∫
Br′
(
δ + |Xu|2) p−22 |(Xlu− k)+|2 dx+ cK|A+k,r′(Xlu)|1− 2q
where K = r−20 |Br0 |2/q
(
δ + µ(r0)
2
)p/2
and c = c(n, p, L, q, τ) > 0.
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Lemma 4.1 is similar to Lemma 4.3 of [40], which is valid for p ≥ 2. Under our
extra assumption (4.1), the proof of Lemma 4.1 is exactly the same as that of Lemma
4.3 of [40]. All of the steps go through in the same way. We remark here that there
are two places in the proof of Lemma 4.3 of [40] where the assumption p ≥ 2 is used.
Now due to our assumption (4.1), we may get through the proof for 1 < p <∞. We
omit the details of the proof of Lemma 4.1.
Remark 4.1. Similarly, we can obtain an inequality, corresponding to (4.2), with
(Xlu− k)+ replaced by (Xlu− k)− and A+k,r(Xlu) replaced by A−k,r(Xlu).
Theorem 1.3 follows easily from the following theorem by an interation argument.
Theorem 4.1. There exists a constant s = s(n, p, L) ≥ 1 such that for every 0 <
r ≤ r0/16, we have
(4.3) ω(r) ≤ (1− 2−s)ω(8r) + 2s(δ + µ(r0)2) 12
(
r
r0
)α
,
where α = 1/2 when 1 < p < 2 and α = 1/p when p ≥ 2.
Proof. To prove Theorem 4.1, we fix a ball Br, with the same center as Br0, such
that 0 < r < r0/16. We may assume that
(4.4) ω(r) ≥ (δ + µ(r0)2) 12
(
r
r0
)α
,
since, otherwise, (4.3) is true with s = 1. In the following, we assume that (4.4) is
true, and we prove Theorem 4.1. We divide the proof of Theorem 4.1 into two cases.
Case 1. For at least one index l ∈ {1, . . . , 2n}, we have either
(4.5) |{x ∈ B4r : Xlu < µ(4r)/4}| ≤ θ|B4r|
or
(4.6) |{x ∈ B4r : Xlu > −µ(4r)/4}| ≤ θ|B4r|,
where θ = θ(n, p, L) > 0 is the constant in Corollary 3.1. Assume that (4.5) is true;
the case (4.6) can be treated in the same way. We apply Corollary 3.1 and we obtain
that
|Xlu| ≥ 3µ(4r)/16 in B2r.
Thus we have
(4.7) |Xu| ≥ 3µ(2r)/16 in B2r.
Due to (4.7), we can apply Lemma 4.1 with q = 2Q to obtain that
(4.8)
∫
Br′′
|X(Xiu− k)+|2 dx ≤ c
(r′ − r′′)2
∫
Br′
|(Xiu− k)+|2 dx
+ cK
(
δ + µ(2r)2
) 2−p
2 |A±k,r′(Xiu)|1−
1
Q
where K = r−20 |Br0|1/Q
(
δ + µ(r0)
2
)p/2
. The above inequality holds for all 0 < r′′ <
r′ ≤ 2r, i ∈ {1, . . . , 2n} and all k ∈ R. This means that for each i, Xiu belongs
to the De Giorgi class DG+(B2r), see Section 4.1 of [40] for the definition. The
corresponding version of Lemma 4.1 for (Xiu − k)−, see Remark 4.1, shows that
Xiu also belong to DG
−(B2r). So, Xiu belongs to DG(B2r). Now we can apply
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Theorem 4.1 of [40] to conclude that there is s0 = s0(n, p, L) > 0 such that for each
i ∈ {1, 2, ..., 2n}
(4.9) oscBrXiu ≤ (1− 2−s0)oscB2rXiu+ cK
1
2
(
δ + µ(2r)2
) 2−p
4 r
1
2 .
Now notice that when 1 < p < 2, we have that(
δ + µ(2r)2
) 2−p
4 ≤ (δ + µ(r0)2) 2−p4 .
When p ≥ 2, our assumption (4.4) with α = 1/p gives
(
δ + µ(2r)2
) 2−p
4 ≤ 2 p−22 ω(r) 2−p2 ≤ 2 p−22 (δ + µ(r0)2) 2−p4
(
r
r0
) 2−p
2p
,
where in the first inequality we used that µ(2r) ≥ ω(2r)/2 ≥ ω(r)/2. In both cases,
(4.9) becomes
(4.10) oscBrXiu ≤ (1− 2−s0)oscB2rXiu+ c
(
δ + µ(r0)
2
) 1
2
(
r
r0
)α
,
where c = c(n, p, L) > 0, α = 1/2 when 1 < p < 2 and α = 1/p when p ≥ 2. This
shows that in this case Theorem 4.1 is true.
Case 2. If Case 1 does not happen, then for every i ∈ {1, . . . , 2n}, we have
(4.11) |{x ∈ B4r : Xiu < µ(4r)/4}| > θ|B4r|,
and
(4.12) |{x ∈ B4r : Xiu > −µ(4r)/4}| > θ|B4r|,
where θ = θ(n, p, L) > 0 is the constant in Corollary 3.1. Note that on the set
{x ∈ B8r : Xiu > µ(8r)/4}, we have trivially
(4.13) |Xu| ≥ µ(8r)/4 in A+k,8r(Xiu)
for all k ≥ µ(8r)/4. Thus, we can apply Lemma 4.1 with q = 2Q to conclude that
(4.14)
∫
Br′′
|X(Xiu− k)+|2 dx ≤ c
(r′ − r′′)2
∫
Br′
|(Xiu− k)+|2 dx
+ cK
(
δ + µ(8r)2
) 2−p
2 |A+k,r′(Xiu)|1−
1
Q
where K = r−20 |Br0|1/Q
(
δ + µ(r0)
2
)p/2
, whenever k ≥ k0 = µ(8r)/4 and 0 < r′′ <
r′ ≤ 8r. The above inequality is true all i ∈ {1, 2, ..., 2n}. We note that (4.11)
implies trivially that
|{x ∈ B4r : Xiu < µ(8r)/4}| > θ|B4r|.
Now we can apply Lemma 4.2 of [40] to conclude that there exists s1 = s1(n, p, L) > 0
such that
(4.15) sup
B2r
Xiu ≤ sup
B8r
Xiu− 2−s1
(
sup
B8r
Xiu− µ(8r)/4
)
+ cK
1
2
(
δ + µ(8r)2
) 2−p
4 r
1
2 .
From (4.12), we can derive similarly, see Remark 4.1, that
(4.16) inf
B2r
Xiu ≥ inf
B8r
Xiu+ 2
−s1
(− inf
B8r
Xiu− µ(8r)/4
)− cK 12(δ + µ(8r)2) 2−p4 r 12 .
Note that the above two inequalities (4.15) and (4.16) yield
oscB2rXiu ≤ (1− 2−s1)oscB8rXiu+ 2−s1−1µ(8r) + cK
1
2
(
δ + µ(8r)2
) 2−p
4 r
1
2 ,
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and hence
(4.17) ω(2r) ≤ (1− 2−s1)ω(8r) + 2−s1−1µ(8r) + cK 12 (δ + µ(8r)2) 2−p4 r 12 .
Now notice that when 1 < p < 2, we have that(
δ + µ(8r)2
) 2−p
4 ≤ (δ + µ(r0)2) 2−p4
When p ≥ 2, our assumption (4.4) with α = 1/p gives
(
δ + µ(8r)2
) 2−p
4 ≤ 2 p−22 µ(r) 2−p2 ≤ 2 p−22 (δ + µ(r0)2) 2−p4
(
r
r0
) 2−p
2p
,
where in the first inequality we used the fact that µ(8r) ≥ ω(8r)/2 ≥ ω(r)/2. In
both cases, (4.17) becomes
ω(2r) ≤ (1− 2−s1)ω(8r) + 2−s1−1µ(8r) + c(δ + µ(r0)2) 12
(
r
r0
)α
.
Now we notice from the conditions (4.11) and (4.12) that
ω(8r) ≥ µ(8r)− µ(4r)/4 ≥ 3µ(8r)/4.
Then from the above two inequalities we arrive at
ω(2r) ≤ (1− 2−s1−2)ω(8r) + c(δ + µ(r0)2) 12
(
r
r0
)α
,
where c = c(n, p, L) > 0, α = 1/2 when 1 < p < 2 and α = 1/p when p ≥ 2. This
shows that also in this case Theorem 4.1 is true. Thus, Theorem 4.1 is true with
the choice of s = max(1, s0, s1+2, log2 c). The proof of Theorem 4.1 is finished. 
4.2. Proof of Theorem 1.3 for the case δ = 0. The proof of Theorem 1.3 for
this case follows from an approximation argument, exactly in the same way as that
in Section 5.3 of [40]. Suppose that the integrand f of functional (1.1) satisfies the
structure condition
(4.18)
|z|p−2|ξ|2 ≤ 〈D2f(z)ξ, ξ〉 ≤ L|z|p−2|ξ|2;
|Df(z)| ≤ L|z|p−1
for all z, ξ ∈ R2n, where L ≥ 1 is a constant. We may assume that f(0) = 0. For
δ > 0, we define
(4.19) fδ(z) =
{(
δ + f(z)
2
p
)p
2 , if 1 < p < 2;
δ
p−2
2 |z|2 + f(z), if p ≥ 2.
Then, it is easy to see that fδ satisfies a structure condition similar to (1.2) for all
δ > 0, that is,
(4.20)
1
L˜
(δ + |z|2) p−22 |ξ|2 ≤ 〈D2fδ(z)ξ, ξ〉 ≤ L˜(δ + |z|2)
p−2
2 |ξ|2;
|Dfδ(z)| ≤ L˜(δ + |z|2)
p−2
2 |z|,
where L˜ = L˜(p, L) ≥ 1. Now let u ∈ HW 1,p(Ω) be a solution of (1.3) satisfying
the structure condition (4.18). We denote by uδ the unique weak solution of the
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following Dirichlet problem
(4.21)
{
divH
(
Dfδ(Xw)
)
= 0 in Ω;
w − u ∈ HW 1,p0 (Ω).
Then we may apply Theorem 1.3 for the case δ > 0 to solution uδ. We obtain the
uniform estimate (1.9) for uδ. Letting δ → 0, we conclude the proof of Theorem 1.3
for the case δ = 0. The proof is finished.
5. Appendix
Proof of Lemma 3.1. Fix l ∈ {1, 2, ..., n} and β ≥ 0. Let η ∈ C∞0 (Ω) be a non-
negative cut-off function. Set
(5.1) ϕ = ηβ+2vβ+2|Xu|2Xlu.
We use ϕ as a test-function in equation (2.3) to obtain that
(5.2)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+2DjDif(Xu)XjXiuXi
(|Xu|2Xlu) dx
=− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+1vβ+2|Xu|2XluDjDif(Xu)XjXluXiη dx
− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+1|Xu|2XluDjDif(Xu)XiXluXiv dx
−
∫
Ω
2n∑
i=1
Dn+lDif(Xu)TuXi
(
ηβ+2vβ+2|Xu|2Xlu
)
dx
+
∫
Ω
T
(
Dn+lf(Xu)
)
ηβ+2vβ+2|Xu|2Xlu dx
= I l1 + I
l
2 + I
l
3 + I
l
4.
Here we denote the integrals in the right hand side of (5.2) by I l1, I
l
2, I
l
3 and I
l
4 in
order respectively. Similarly, by equation (2.4) we have for all l ∈ {n+1, n+2, ..., 2n}
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that
(5.3)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+2DjDif(Xu)XjXiuXi
(|Xu|2Xlu) dx
=− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+1vβ+2|Xu|2XluDjDif(Xu)XjXluXiη dx
− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+1|Xu|2XluDjDif(Xu)XiXluXiv dx
+
∫
Ω
2n∑
i=1
Dl−nDif(Xu)TuXi
(
ηβ+2vβ+2|Xu|2Xlu
)
dx
−
∫
Ω
T
(
Dl−nf(Xu)
)
ηβ+2vβ+2|Xu|2Xlu dx
= I l1 + I
l
2 + I
l
3 + I
l
4.
Again we denote the integrals in the right hand side of (5.3) by I l1, I
l
2, I
l
3 and I
l
4 in
order respectively. Summing up the above equation (5.2) and (5.3) for all l from 1
to 2n, we end up with
(5.4)
∫
Ω
∑
i,j,l
ηβ+2vβ+2DjDif(Xu)XjXiuXi
(|Xu|2Xlu) dx =∑
l
4∑
m=1
I lm.
Here all sums for i, j, l are from 1 to 2n.
In the following, we estimate both sides of (5.4). For the left hand of (5.4), note
that
Xi
(|Xu|2Xlu) = |Xu|2XiXlu+Xi(|Xu|2)Xlu.
Then by the structure condition (1.2), we have that∑
i,j,l
DjDif(Xu)XjXluXi
(|Xu|2Xlu) ≥ (δ + |Xu|2) p−22 |Xu|2|XXu|2,
which gives us the following estimate for the left hand side of (5.4)
(5.5) left of (5.4) ≥
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx.
Then we estimate the right hand side of (5.4). We will show that I lm satisfies the
following estimate for each l = 1, 2, ..., 2n and each m = 1, 2, 3, 4
(5.6)
|I lm| ≤
1
36n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2(δ + |Xu|2) p−22 |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2)p−22 |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|Tu|2 dx,
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where c = c(n, p, L) > 0. Then the lemma follows from the above estimates (5.5)
and (5.6) for both sides of (5.4). The proof of the lemma is finished, modulo the
proof of (5.6). In the rest, we prove (5.6) in the order of m = 1, 2, 3, 4.
First, when m = 1, we have for I l1, l = 1, 2, ..., 2n, by the structure condition (1.2)
that
|I l1| ≤ c(β + 2)
∫
Ω
ηβ+1|Xη|vβ+2(δ + |Xu|2) p−22 |Xu|3|XXu| dx,
from which it follows by Young’s inequality that
(5.7)
|I l1| ≤
1
36n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ|Xη|2vβ+2(δ + |Xu|2) p−22 |Xu|4 dx.
Thus (5.6) holds for I l1, l = 1, 2, ..., 2n.
Second, when m = 2, we have for I l1, l = 1, 2, ..., 2n, by the structure condition
(1.2) that
|I l2| ≤ c(β + 2)
∫
Ω
ηβ+2vβ+1
(
δ + |Xu|2) p−22 |Xu|3|XXu‖Xv| dx,
from which it follows by Young’s inequality that
(5.8)
|I l2| ≤
1
36n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2)p−22 |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2) p−22 |Xu|4|Xv|2 dx.
This proves (5.6) for I l2, l = 1, 2, ..., 2n.
Third, when m = 3, we note that∣∣Xi(ηβ+2vβ+2|Xu|2Xlu)∣∣ ≤ 3ηβ+2vβ+2|Xu|2|XXu|
+ (β + 2)ηβ+1vβ+2|Xu|3|Xη|+ (β + 2)ηβ+2vβ+1|Xu|3|Xv|.
Thus by the structure condition (1.2), we have
|I l3| ≤ c
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu||Tu| dx
+ c(β + 2)
∫
Ω
ηβ+1|Xη|vβ+2(δ + |Xu|2) p−22 |Xu|3|Tu| dx
+ c(β + 2)
∫
Ω
ηβ+2vβ+1
(
δ + |Xu|2) p−22 |Xu|3|Xv‖Tu| dx,
from which it follows by Young’s inequality that
(5.9)
|I l3| ≤
1
36n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2)p−22 |Xu|2|XXu|2 dx
+ c
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2)p−22 |Xu|2|Tu|2 dx
+ c(β + 2)2
∫
Ω
ηβ|Xη|2vβ+2(δ + |Xu|2) p−22 |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2) p−22 |Xu|4|Xv|2 dx.
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This proves (5.6) for I l3, l = 1, 2, ..., 2n.
Finally, whenm = 4, we prove (5.6) for I l4. We consider only the case l = 1, 2, ..., n.
The case l = n + 1, n+ 2, ..., 2n can be treated similarly. Let
(5.10) w = ηβ+2|Xu|2Xlu.
Then we can write test-function ϕ defined as in (5.1) as ϕ = vβ+2w. We rewrite T
as T = X1Xn+1 −Xn+1X1. Then integration by parts yields
(5.11)
I l4 =
∫
Ω
T
(
Dn+lf(Xu)
)
ϕdx
=
∫
Ω
X1
(
Dn+lf(Xu)
)
Xn+1ϕ−Xn+1
(
Dn+lf(Xu)
)
X1ϕdx.
Note that
Xϕ = (β + 2)vβ+1wXv + vβ+2Xw.
Thus (5.11) becomes
(5.12)
I l4 = (β + 2)
∫
Ω
vβ+1w
(
X1
(
Dn+lf(Xu)
)
Xn+1v −Xn+1
(
Dn+lf(Xu)
)
X1v
)
dx
+
∫
Ω
vβ+2
(
X1
(
Dn+lf(Xu)
)
Xn+1w −Xn+1
(
Dn+lf(Xu)
)
X1w
)
dx
= J l +K l.
Here we denote the first and the second integral in the right hand side of (5.11) by
J l and K l, respectively. We estimate J l as follows. By the structure condition (1.2)
and the definition of w as in (5.10),
|J l| ≤ c(β + 2)
∫
Ω
ηβ+2vβ+1
(
δ + |Xu|2) p−22 |Xu|3|XXu‖Xv| dx,
from which it follows by Young’s inequality, that
(5.13)
|J l| ≤ 1
72n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2)p−22 |Xu|4|Xv|2 dx.
The above inequality shows that J l satisfies similar estimate as (5.6) for all l =
1, 2, ..., n. Then we estimate K l. Integration by parts again, yields
(5.14)
K l =(β + 2)
∫
Ω
vβ+1Dn+lf(Xu)
(
Xn+1vX1w −X1vXn+1w
)
dx
−
∫
Ω
vβ+2Dn+lf(Xu)Tw dx
=K l1 +K
l
2.
For K l1, we have by the structure condition (1.2) that
|K l1| ≤ c(β + 2)
∫
Ω
ηβ+2vβ+1
(
δ + |Xu|2) p−22 |Xu|3|XXu‖Xv| dx
+ c(β + 2)2
∫
Ω
ηβ+1vβ+1
(
δ + |Xu|2) p−22 |Xu|4|Xv‖Xη| dx
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from which it follows by Young’s inequality that
(5.15)
|K l1| ≤
1
144n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2)p−22 |Xu|4|Xv|2 dx
+ c(β + 2)2
∫
Ω
ηβ|Xη|2vβ+2(δ + |Xu|2) p−22 |Xu|4 dx.
The above inequality shows that K l1 also satisfies similar estimate as (5.6) for all
l = 1, 2, ..., n. We continue to estimate K l2 in (5.14). Note that
Tw = (β + 2)ηβ+1|Xu|2XluTη + ηβ+2|Xu|2XlTu+
2n∑
i=1
2ηβ+2XluXiuXiTu.
Therefore we write K l2 as
K l2 = − (β + 2)
∫
Ω
ηβ+1vβ+2Dn+lf(Xu)|Xu|2XluTη dx
−
∫
Ω
ηβ+2vβ+2Dn+lf(Xu)|Xu|2XlTu dx
− 2
∫
Ω
ηβ+2vβ+2Dn+lf(Xu)XluXiuXiTu dx.
For the last two integrals in the above equality, we apply integration by parts. We
obtain that
K l2 = − (β + 2)
∫
Ω
ηβ+1vβ+2Dn+lf(Xu)|Xu|2XluTη dx
+
∫
Ω
Xl
(
ηβ+2vβ+2Dn+lf(Xu)|Xu|2
)
Tu dx
+ 2
∫
Ω
Xi
(
ηβ+2vβ+2Dn+lf(Xu)XluXiu
)
Tu dx.
Now we may estimate the integrals in the above equality by the structure condition
(1.2). We obtain the following estimate for K l2.
|K l2| ≤ c(β + 2)
∫
Ω
ηβ+1vβ+2
(
δ + |Xu|2) p−22 |Xu|4|Tη| dx
+ c
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2)p−22 |Xu|2|XXu‖Tu| dx
+ c(β + 2)
∫
Ω
ηβ+2vβ+1
(
δ + |Xu|2) p−22 |Xu|3|Xv‖Tu| dx
+ c(β + 2)
∫
Ω
ηβ+1vβ+2
(
δ + |Xu|2) p−22 |Xu|3|Xη‖Tu| dx.
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By Young’s inequality, we end up with the following estimate for K l2
(5.16)
|K l2| ≤
1
144n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2(δ + |Xu|2)p−22 |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2)p−22 |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|Tu|2 dx.
This shows that K l2 also satisfies similar estimate as (5.6). Now we combine the
estimates (5.15) for K l1 and (5.16) for K
l
2. Recall that K
l is the sum of K l1 and K
l
2
as denoted in (5.14). We obtain that the following estimate for K l.
(5.17)
|K l| ≤ 1
72n
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2(δ + |Xu|2)p−22 |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβ
(
δ + |Xu|2)p−22 |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2
(
δ + |Xu|2) p−22 |Xu|2|Tu|2 dx.
Recall that I l4 is the sum of J
l and K l. We combine the estimates (5.13) for J l and
(5.17) for K l, and we can see that the claimed estimate (5.6) holds for I l4 for all
l = 1, 2, ..., n. We can prove (5.6) similarly for I l4 for all l = n+1, n+2, ..., 2n. This
finishes the proof of the claim (5.6) for I lm for all l = 1, 2, ..., 2n and all m = 1, 2, 3, 4,
and hence also the proof of the lemma. 
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