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Abstract
For gauge groups SO(n+1), SU(m+1) and Sp(ℓ+1), we construct equivariant Yang–Mills so-
lutions on de Sitter space in n+1, 2(m+1) and 4(ℓ+1) spacetime dimensions. The latter is
conformally mapped to a finite cylinder over a coset space realizing an appropriate unit sphere.
The equivariance condition reduces the Yang–Mills system to an analog Newtonian particle in
one or two dimensions subject to a time-dependent friction and a particular potential. We an-
alyze some properties of the solutions such as their action and energy and display all analytic
ones. Beyond dS4 all such configurations have finite energy but infinite action.
1 Introduction and summary
Analytic solutions of the Yang–Mills equations are not easy to come by in any spacetime manifold of
dimension larger than two. Yet, they play a central role in the analysis of semiclassical behavior, vacuum
structure and admissible string backgrounds, to name a few. Imposing a sufficient amount of symmetry
on Yang–Mills solutions, however, reduces the coupled system of nonlinear partial differential equations to
ordinary (albeit cubic) matrix differential equations, which is amenable to solving explicitly. The simplest
situation is that of maximally symmetric spacetimes and the gauge group being equal to its maximal
compact symmetry subgroup G. Restricting attention to G-equivariant Yang–Mills configurations then
further simplifies the matrix equations of motion to scalar equations, which can be interpreted as Newtonian
dynamics of a particle in some Euclidean space with a particular quartic potential. The latter system
sometimes allows for consistent one-dimensional double-well subsystems, yielding special explicit solutions.
A lot is known about analytic Yang–Mills solutions in Minkowski space R1,n [1]. Typically, however,
these are singular or have infinite energy, unless a Higgs field is added. The situation is better on de Sitter
space in various spacetime dimensions n+1, because equal-time slices may be chosen compact and the
metric regulates the action integral at early and late times. The closed slicing of dSn+1 describes it as a
cosh-cylinder over the n-sphere Sn, with a G-action on Sn. Representing the unit sphere as a coset space
G/H via
Sn = SO(n+1)SO(n) or S
2m+1 = SU(m+1)SU(m) or S
4ℓ+3 = Sp(ℓ+1)Sp(ℓ) (1.1)
suggests to look for Yang–Mills solutions with gauge groups SO(n+1), SU(m+1) or Sp(ℓ+1) on the spaces
dSn+1, dS2m+2 or dS4ℓ+4, respectively. Indeed, classical finite-energy and finite-action SU(2) pure Yang–
Mills fields have been found on dS4 [2, 3], employing the isomorphy of S
3 to SU(2) and a conformal map
from dS4 to I × S3, where I is a finite time interval of length π.
It is thus natural to extend this analysis to higher-dimensional de Sitter spaces in the orthogonal, unitary
and symplectic incarnation based on (1.1). This is the subject of the paper. After a geometric description
of de Sitter space and the various spherical cosets in the following section, we perform the equivariant
reduction of the Yang–Mills equations on the orthogonal, unitary and symplectic cosets, arriving at a one-
or two-dimensional Newtonian system with a particular quartic potential and a peculiar friction term. The
latter arises away from four spacetime dimensions due to the non-invariance of the Yang–Mills equations
under the conformal map
dSn+1 → I × Sn with I =
(−π2 , π2 ) . (1.2)
For all three cases, we compute the equations of motion, Newtonian potential, action and energy of the
analog-particle system and write down the Yang–Mills fields in terms of the particle trajectory. The final
section discusses properties of generic and special solutions. As expected, above four spacetime dimensions
all solutions have infinite action but finite energy. The friction is detrimental below four dimensions as it
renders the field strengths singular at the temporal boundary. However, purely color-magnetic solutions
avoid the friction, and there exists an analytic one in every dimension. Corresponding to the unique local
maximum of the Newtonian potential, it is unstable and given by the canonical H-connection.
In the critical spacetime dimension four, one may use either SU(2) or SO(4)SO(3) to describe the three-sphere.
The absence of the friction term leads to a family of Abelian and of non-Abelian solutions, where the latter
are given in terms of elliptic functions which solve the mechanical double-well problem. We reproduce the
known SU(2) results (where the color-magnetic solution is half the canonical SU(2) connection) [4, 5, 6]
and complement them with corresponding SO(4) solutions, which however turn out to be equivalent.
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We have this constructed new explicit finite-energy (but infinite-action) Yang–Mills configurations on de
Sitter space of any dimension. The story may be repeated for other coset representations, such as S6 = G2SU(3) .
Finally, our spacetime background is non-dynamical; we do not consider its gravitational backreaction. The
result of this effect is known for the four-dimensional Yang–Mills solutions (see e.g. Section 8 of [7] and
references therein) and may be generalized to higher dimensions.
2 Description of de Sitter space
2.1. de Sitter space dSn+1 as a cylinder over S
n
It is well-known that (n+ 1)-dimensional de Sitter space dSn+1 can be embedded into (n+ 2)-dimensional
Minkowski space Rn+1,1 as
δαβy
αyβ − (yn+2)2 = R2 where α, β = 1, . . . , n+1 , (2.1)
with the metric
ds2 = dyαdyβ − dyn+2dyn+2 . (2.2)
Topologically de Sitter space dSn+1 is a cylinder over S
n, which is easily seen from the parametrization
{τ, ωα},
yα = Rωα cosh τ and yn+2 = R sinh τ with ωαωα = 1 , (2.3)
where −∞<τ<∞ and ωα embed the unit n-sphere into Rn+1. An explicit form of the ωα can be found in
terms of the global coordinates {ϕ, θ1, . . . , θn−1} as
ω1 = ρn−1 sinϕ , ω2 = ρn−1 cosϕ , ωk = ρn−k+1 cos θk−2 for 3 ≤ k ≤ n+ 1 (2.4)
where
ρℓ =
ℓ∏
m=1
sin θn−m , ρ0 = 1 , 0 ≤ ϕ ≤ 2π , 0 ≤ θ1, . . . , θn−1 < π . (2.5)
With the help of this parametrization, the flat metric (2.2) induces on de Sitter space the metric
ds2 = R2
(−dτ2 + cosh2τ dΩ2n) (2.6)
where dΩ2n is the metric on the unit n-sphere. From the coordinates {τ, ϕ, θ1, . . . , θn−1} we pass to conformal
coordinates {t, ϕ, θa} by the time reparametrization [8]
t = arctan(sinh τ) = 2 arctan
(
tanh τ2
)
with
dτ
dt
= cosh τ =
1
cos t
, (2.7)
so that
t ∈ (−π2 , π2 ) = I (2.8)
ranges over the finite interval I, and the metric becomes
ds2 =
R2
cos2t
(−dt2 + dΩ2n) . (2.9)
We see that de Sitter space dSn+1 is conformally equivalent to a cylinder I × Sn over the n-sphere, with a
conformal factor of R
2
cos2t
.
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2.2. Sn as coset SO(n+1)/SO(n)
In this subsection, we briefly summarize the well-known geometric properties of Sn realized as the coset
space SO(n+1)SO(n) . We denote by {IA} with A = 1, . . . ,
n(n+1)
2 the SO(n+1) generators satisfying
[IA, IB ] = fAB
CIC . (2.10)
The structure constants fAB
C give rise to the Cartan–Killing metric g on the Lie algebra so(n+1),
gAB = fAD
CfCB
D = −tradj
(
IAIB
)
= κn δAB , (2.11)
where the generators are taken in the adjoint representation and κn is some constant depending on their
normalization.
Let us decompose
so(n+1) = so(n)⊕m (2.12)
so that m is the orthogonal complement of the Lie subalgebra so(n) inside so(n+1). Then, the set of
SO(n+1) generators splits into two subsets,
{IA} = {Ia} ∪ {Ii} where Ia ∈ m and Ii ∈ so(n) (2.13)
with the index ranges a = 1, . . . , n and i = n+1, . . . , n(n+1)2 . Since this coset is a symmetric space, fab
c = 0,
and the commutation relations (2.10) decompose as
[Ii, Ij ] = fij
kIk , [Ii, Ia] = fia
bIb , [Ia, Ib] = fab
iIi (2.14)
and the components of the Cartan–Killing metric (2.11) read
gij = fik
lflj
k + fia
bfbj
a = κn δij , gab = 2fad
ifib
d = κn δab , gia = 0 . (2.15)
We note that S1 = SO(2) is special since the index i takes no values, hence most terms are absent.
2.3. S2m+1 as coset SU(m+1)/SU(m)
Odd-dimensional spheres S2m+1 can also be realized as (non-symmetric) coset spaces SU(m+1)SU(m) . Let {I˜A}
with A = 1, . . . ,m(m+2) be the generators of SU(m+1) subject to
[I˜A, I˜B ] = f˜
C
AB I˜C . (2.16)
Analogous to the previous subsection, we decompose
su(m+1) = su(m)⊕ m˜ (2.17)
and divide
{I˜A} = {I˜a} ∪ {I˜i} where I˜a ∈ m˜ and I˜i ∈ su(m) (2.18)
with a = 1, . . . , 2m+1 and i = 2m+2, . . . ,m(m+2). In this case, the commutation relations (2.16) read
[I˜i, I˜j ] = f˜
k
ij I˜k , [I˜i, I˜a] = f˜
b
ia I˜b , [I˜a, I˜b] = f˜
i
ab I˜i + f˜
c
ab I˜c . (2.19)
The normalization of the Cartan–Killing metric
g˜AB = f˜
C
AD f˜
D
CB = −tradj
(
I˜AI˜B
)
= κ˜m δAB (2.20)
implies that
g˜ij = f˜
l
ik f˜
k
lj + f˜
b
ia f˜
a
bj = κ˜m δij , g˜ab = 2f˜
i
ad f˜
d
ib + f˜
c
ad f˜
d
cb = κ˜m δab , g˜ia = 0 . (2.21)
We remark that S3 = SU(2) is particular since the index i takes no values, so that many terms are vanishing.
3
2.4. S4ℓ+3 as coset Sp(ℓ+1)/Sp(ℓ)
Finally, there exists a symplectic coset realization of S4ℓ+3 as Sp(ℓ+1)Sp(ℓ) . The Sp(ℓ+1) generators IˆA with
A = 1, . . . , (ℓ+1)(2ℓ+3) obey
[IˆA, IˆB ] = fˆ
C
AB IˆC . (2.22)
Splitting
sp(ℓ+1) = sp(ℓ)⊕ mˆ and {Iˆa} = {Iˆa} ∪ {Iˆi} where Iˆa ∈ mˆ and Iˆi ∈ sp(ℓ) (2.23)
with a = 1, . . . , 4ℓ+3 and i = 4ℓ+4, . . . , (ℓ+1)(2ℓ+3), the commutation relations (2.22) decompose as
in (2.19). Analogously, relations (2.20) and (2.21) hold, with tildes replaced by hats and a normalization
constant κˆℓ.
2.5. Connections on spheres
To define a connection on Sn, we introduce orthonormal frames as follows: Let {EˆA} be the left-invariant
vector fields on SO(n+1) satisfying the same commutation relations as the generators IA, and let {eˆA} be
the left-invariant one-forms on SO(n+1) dual to the vector fields Eˆa. The SO(n+1) group multiplication
induces a natural map
α : SO(n+1) → Sn ≡ SO(n+1)SO(n) with g 7→ g · SO(n) . (2.24)
On any open subset U ⊂ Sn, one can invert this map by β : U → SO(n+1) with α ◦ β = id. In other
words, β is a local section of a principal bundle SO(n+1)→ Sn. This allows us to pull back the one-forms
eˆA to left-invariant one-forms eA = β∗eˆA on Sn. Splitting {eA} = {ea}∪ {ei}, the set {ea} forms a basis on
Sn, and the remaining one-forms ei are dependent, i.e. ei = eiae
a with real functions eia. Using the group
action, we can extend ea from U to everywhere on Sn.
The normalization of the eA is related to that of the structure constants via the Maurer–Cartan equations
deA + 12fBC
A eB ∧ eC = 0 , (2.25)
and we choose it in such a way that
δab e
aeb = dΩ2n (2.26)
is the metric on the unit sphere, i.e. on Sn with radius one. This fixes the proportionality constant κn
in (2.11), as is derived in the Appendix. The metric (2.9) on the cylinder then takes the conformally flat
form
ds2 =
R2
cos2t
(−dt2 + δabeaeb) . (2.27)
The connection one-forms ωab on S
n may be found from Cartan’s structure equations
dea + ωab ∧ eb = 0 (2.28)
by comparing with the Maurer–Cartan equations:
0 = dea + fbi
a eb ∧ ei = dea + fbiaeic eb ∧ ec ⇒ ωab = ωacb ec = fibaeic ec . (2.29)
The connection on the non-symmetric coset for the odd-dimensional sphere S2m+1 can be obtained
analogously. Left-invariant one-forms e˜A on SU(m+1) give rise to left-invariant one-forms e˜a on S2m+1,
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which we normalize (fixing κ˜m) in such a way that the metric on the unit sphere reads in terms of which
the metric reads
dΩ22m+1 = δab e˜
ae˜b ⇒ ds2 = R
2
cos2t
(−dt2 + δabe˜ae˜b) . (2.30)
From the Maurer–Cartan equations and e˜i = e˜iae˜
a we read off the connection one-forms ω˜ab on S
2m+1:
0 = de˜a + f˜ abi e˜
b ∧ e˜i + 12 f˜ abc e˜b ∧ e˜c ⇒ ω˜ab = ω˜acb e˜c =
(
f˜ aib e˜
i
c +
1
2 f˜
a
cb
)
e˜c . (2.31)
The connection on the symplectic coset for S4ℓ+3 takes the same form, with left-invariant one-forms eˆA
on Sp(ℓ+1) descending to eˆa on S4ℓ+3. Again we normalize by fixing κˆℓ so that
dΩ24ℓ+3 = δab eˆ
aeˆb ⇒ ds2 = R
2
cos2t
(−dt2 + δabeˆaeˆb) . (2.32)
The connection one-forms ωˆab on S
4ℓ+3 are obtained as in (2.29).
3 Equivariant reduction of the Yang–Mills equations
3.1. Yang–Mills equations on dSn+1
Since the Yang–Mills equations transform in a simple fashion under a conformal rescaling of the metric,
solutions on de Sitter space may be obtained from transformed Yang–Mills equations on the cylinder I×Sn
with the flat metric
ds¯2 = −dt2 + δab e¯ae¯b = −e0e0 + δab e¯ae¯b with e0 = dt and e¯a =
{ ea
e˜a
eˆa
, (3.1)
depending on the case (2.27) or (2.30) or (2.32), respectively. Therefore, we may raise and lower spacetime
indices µ ∈ {0, a} with the Minkowski metric (ηµν) = diag(−1, 1, . . . , 1). Structure constants with all indices
down are completely antisymmetric. In this subsection, we treat the three cases in parallel, denoting the
connection coefficients by ω¯···.
We expand the gauge potential A and gauge field F in terms of the one-form basis {e¯0, e¯a},
A = A0 e¯0 +Aa e¯a and F = F0a e¯0 ∧ e¯a + 12Fab e¯a ∧ e¯b , (3.2)
and take the temporal gauge A0 = At = 0. Then, the Yang–Mills equations on I × Sn read
EaFa0 + ω¯aacFc0 + ω¯0a0Fa0 + ω¯0abFab + [Aa,Fa0] = 0 and
E0F0b + EaFab + ω¯000F0b + ω¯aa0F0b + ω¯00aFab + ω¯ccaFab + ω¯bcaFca + [Aa,Fab] = 0 ,
(3.3)
where E0 =
d
dt and Ea are the vector fields satisfying Eae¯
b = δba. We employ the flat metric ds¯
2 on the
cylinder, so Latin indices may be raised and lowered freely. The only effect of passing from ds¯2 to ds2 is
the occurrence of additional connection coefficients
ω¯000 = tan t , ω¯
0
aa = ω¯
a
0a = n tan t (sum over a) , ω¯
0
0b = ω¯
a
0b = ω¯
0
ab = 0 (3.4)
due to the conformal factor R
2
cos2t
. Inserting these into (3.3), the Yang-Mills equations take the form
EaFa0 + ω¯aacFc0 + [Aa,Fa0] = 0 ,
E0F0b + EaFab + (n+1) tan tF0b + ω¯ccaFab + ω¯bcaFca + [Aa,Fab] = 0 .
(3.5)
Our aim is to find SO(n+1), SU(m+1) or Sp(ℓ+1) equivariant solutions to these equations.
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3.2. Equivariant reduction on
SO(n+1)
SO(n)
At this point we restrict ourselves to the canonical choice of SO(n+1) for the gauge group, so the gauge
potential A and the field strength F live in the adjoint representation of so(n+1). Expanding in the
generators {Ia, Ii} and the one-forms {eb},
A = IiXib eb + IaXab eb , (3.6)
introduces a set {Xib,Xab} of functions on I ×Sn. In order to find explicit solutions to the equations (3.5),
we impose SO(n+1) equivariance on the gauge potential A, which enforces
Xib = e
i
b and X
a
b = X
a
b(t) with fia
cXab = fib
aXca . (3.7)
The first equation turns the first term in (3.6) into the canonical SO(n) connection Ii e
i, while the last
equation is more succinctly written in terms of n matrix functions Xa(t) ∈ m,
[Ii,Xa] = fia
bXb for Xb := IaX
a
b . (3.8)
Hence, the equivariant gauge potential takes the form [9, 10, 11, 12]
A = Ii ei +Xa(t) ea ⇔ Aa = Ii eia +Xa(t) . (3.9)
The curvature of this connection is readily computed with the help of (3.8), and the equivariant gauge field
reads
F = dA+A ∧A = X˙b e0 ∧ eb − 12
(
fbc
iIi − [Xb,Xc]
)
eb ∧ ec (3.10)
with the components
F0b = X˙b and Fab = −fabiIi + [Xa,Xb] . (3.11)
Here, overdot denotes a derivative with respect to t, i.e. X˙a :=
dXa
dt .
Making use of (3.9) and (2.29), the first Yang–Mills equation in (3.5) reduces to
[Xa, X˙
a] = 0 (3.12)
while the second equation becomes
− X¨a − (n−3) tan t X˙a + 12κnXa +
[
Xb, [Xb,Xa]
]
= 0 , (3.13)
where we have exploited the Jacobi identity and the normalization fba
jfjb
c = 12κn δa
c of the Killing met-
ric (2.15). We still have to solve the equivariance condition (3.8). Due to the decomposition
adj(so(n+1)) −→ adj(so(n))⊕ n (3.14)
with n denoting the so(n) vector representation, there is only one free parameter in the general solution
Xa(t) = φ(t) Ia , (3.15)
where φ(t) is a real function of t. With this, (3.12) is automatically satisfied, and the ordinary matrix
differential equation (3.13) reduces to
φ¨+ (n−3) tan t φ˙− 12κn(1−φ2)φ = 0 . (3.16)
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Any solution φ(t) gives rise to a Yang–Mills field
F0b = φ˙ Ib and Fab =
(
φ2−1)fabi Ii . (3.17)
Alternatively, one may evaluate the action functional on dSn+1,
S = 14
∫
dSn+1
tr(F ∧ ∗F) = 18
∫
I×Sn
tr(FµνFµν)
(
R
cos t
)n+1
e0 ∧ e1 ∧ · · · ∧ en , (3.18)
where the factor
(
R
cos t
)n+1
arises from the square root of the determinant of the metric (2.27). The trace is
taken in the adjoint representation. Substituting the components (3.11) of the equivariant gauge field with
Fµν= ( R2cos2t)−2Fµν , we obtain (tr = tradj)
S = 18
∫ (
R
cos t
)n−3
tr
(−2F0aF0a + FabFab) e0 ∧ e1 ∧ · · · ∧ en
= 18
∫
dt dnΩn
(
R
cos t
)n−3 (−2 φ˙2 tr(IaIa) + (φ2−1)2fbcifbcj tr(IiIj))
= 18κnvol(S
n)
∫ π/2
−π/2
dt
(
R
cos t
)n−3 (
2n φ˙2 − (φ2−1)2fbcifbci
)
= 12nκnvol(S
n)
∫ π/2
−π/2
dt
(
R
cos t
)n−3 (1
2 φ˙
2 − 18κn(φ2−1)2
)
,
(3.19)
where we have used fbc
ifbc
i = 12κnδbb =
1
2κnn from (2.15). It is straightforward to see that the variation
with respect to φ reproduces the equation of motion (3.16). To summarize, SO(n+1) equivariance turns
the Yang–Mills equations to the Newtonian dynamics of a particle on R with time-dependent friction
∼ (n−3) tan t and subject to the double-well potential
V (φ) = 18κn(φ
2 − 1)2 . (3.20)
Finally, we compute the energy E of our classical Yang–Mills configurations on dSn+1, dual to de Sitter
time τ . Mapping again to I × Sn and fixing t(τ), the result is
E = −14
(
R
cos t
)n−4 ∫
Sn
dnΩn tr
(F0aF0a + 12FabFab)
= 12nκnvol(S
n) (R cosh τ)n−4
(
1
2 φ˙
2 + 18κn(1−φ2)2
)∣∣
t=t(τ)
.
(3.21)
For the Abelian case of n=1 the potential vanishes because κ1 = 0. The general solution to (3.16) is
φ(t) = c tan t+ d ⇒ F01 = c
cos2t
I1 , (3.22)
which yields a singular action integral except for the trivial constant solution.
3.3. Equivariant reduction on
SU(m+1)
SU(m)
In this subsection, we turn our attention to SU(m+1)-equivariant gauge fields on odd-dimensional spheres
and fix the gauge group to be SU(m+1). We pass from the orthogonal to the unitary coset by putting tildes
over most symbols. The SU(m+1) equivariant connection takes the form
A = I˜i e˜i + X˜a(t) e˜a ⇔ Aa = I˜i e˜ia + X˜a(t) , (3.23)
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where the 2m+1 matrix functions X˜a(t) are subject to the equivariance constraint
[I˜i, X˜a] = f˜
b
ia X˜b . (3.24)
The connection (3.23) gives rise to the curvature
F = ˙˜Xb e˜0 ∧ e˜b − 12
(
f˜ ibc I˜i + f˜
a
bc X˜a − [X˜b, X˜c]
)
e˜b ∧ e˜c (3.25)
with the components
F0b = ˙˜Xb and Fab = −f˜ iab I˜i − f˜ cab X˜c + [X˜a, X˜b] . (3.26)
While the first Yang–Mills equation in (3.5) yields
[X˜a,
˙˜Xa] = 0 (3.27)
the second equation descends to
− ¨˜Xa − 2(m−1) tan t ˙˜Xa +
(
f˜ ida f˜
b
id − 12 f˜ adc f˜ bdc
)
X˜b +
3
2 f˜
a
bc [X˜b, X˜c] +
[
X˜b, [X˜b, X˜a]
]
= 0 , (3.28)
again with the help of the Jacobi identity on the structure constants. In contrast to the previous subsection,
our coset is no longer symmetric, which is manifested by f˜ cab 6= 0. So to evaluate the coefficient of X˜b
in (3.28), we need more information on the SU(m+1) structure constants. Since the coset SU(m+1)SU(m) is
an α-Sasakian manifold (with α=−12 κ˜m in our normalization), the contact one-form defines a preferred
direction which we associate with a=1, and we may single out the corresponding m˜ generator as special,
thus subdividing
{I˜a} = {I˜1} ∪ {I˜a′} with a′ = 2, . . . , 2m+1 . (3.29)
The structure constants can be chosen such that
f˜ ia′b′ 6= 0 and f˜ 1a′b′ 6= 0 but f˜ 1i b′ = f˜ c
′
a′b′ = 0 . (3.30)
The middle equation in (2.21) then splits into three parts,
f˜ 1c′d′ f˜
1
c′d′ = κ˜m ⇒ f˜ a
′
c′1 f˜
b′
c′1 =
1
2m κ˜m δ
a′b′ and f˜ a
′
c′i f˜
b′
c′i =
m−1
2m κ˜mδ
a′b′ . (3.31)
As a consequence, (3.28) simplifies to two different forms,
− ¨˜Xa′ − 2(m−1) tan t ˙˜Xa′ + m−22m κ˜mX˜a′ + 3f˜ a
′
1 b′ [X˜1, X˜b′ ] +
[
X˜b′ , [X˜b′ , X˜a′ ]
]
+
[
X˜1, [X˜1, X˜a′ ]
]
= 0 ,
− ¨˜X1 − 2(m−1) tan t ˙˜X1 − 12 κ˜mX˜1 + 32 f˜ 1b′c′ [X˜b′ , X˜c′ ] +
[
X˜b′ , [X˜b′ , X˜1]
]
= 0 .
(3.32)
This is consistent with the decomposition
adj(su(m+1)) −→ adj(su(m)) ⊕m⊕ m¯⊕ 1 , (3.33)
which implies that the general solution to the equivariance constraint (3.24) contains two free parameters,
one for the fundamental su(m) representation m and its complex conjugate m¯ (A is anti-Hermitian),
indexed by a′, and one for the singlet 1, indexed by 1. Hence, the matrix functions Xa(t) take the form 1
X˜a′(t) = ϕ(t) I˜a′ and X˜1(t) =
√
2mψ(t) I˜1 (3.34)
1 The prefactor
√
2m is chosen for later convenience.
8
where ϕ(t) and ψ(t) are real functions of t. This form automatically fulfills (3.12), and the two ordinary
matrix differential equations (3.32) become
−ϕ¨− 2(m−1) tan t ϕ˙+ m−22m κ˜m ϕ+ 3√2m κ˜m ϕψ −
1
2 κ˜m ϕ
3 − κ˜m ϕψ2 = 0 ,
−ψ¨ − 2(m−1) tan t ψ˙ − 12 κ˜m ψ + 3/2√2m κ˜m ϕ
2 − κ˜m ψ ϕ2 = 0 .
(3.35)
For any solution
(
ϕ(t), ψ(t)
)
we gain a Yang–Mills configuration
F0 b′ = ϕ˙ I˜b′ and Fa′b′ =
(
ϕ2−1)f˜ ia′b′ I˜i + (ϕ2−√2mψ)f˜ 1a′b′ I˜1 ,
F0 1 =
√
2mψ˙ I˜1 and Fa′1 = ϕ
(√
2mψ−1)f˜ b′a′1 I˜b′ .
(3.36)
Alternatively, the Yang–Mills action on dS2m+2 with the input (3.34) can be computed as (tr = tradj)
S = 14
∫
I×S2m+1
tr(F ∧ ∗F )
= 18
∫
dt d2m+1Ω2m+1
(
R
cos t
)2m−2{
(−2 ϕ˙2 tr(I˜a′ I˜a′)− 4mψ˙2 tr(I˜1I˜1) + (1−ϕ2)2f˜ ib′c′ f˜ jb′c′ tr(I˜iI˜j)
+ (
√
2mψ−ϕ2)2f˜ 1b′c′ f˜ 1b′c′ tr(I˜1I˜1) + 2ϕ2(1−
√
2mψ)2f˜ a
′
1 c′ f˜
d′
1 c′ tr(I˜a′ I˜d′)
}
∝
∫
dt
(
R
cos t
)2m−2 {
4mϕ˙2 + 4mψ˙2 − (m−1)κ˜m(1−ϕ2)2 − κ˜m(
√
2mψ−ϕ2)2 − 2κ˜mϕ2(1−
√
2mψ)2
}
.
(3.37)
Variation with respect to ϕ and ψ properly yields the equations of motion (3.35). This time, we find a
two-dimensional Newtonian dynamics with time-dependent friction. Dividing by 8m, the external potential
is extracted as
κ˜
−1
m V (ϕ,ψ) =
m−1
8m
(
1− ϕ2)2 + 14m ϕ2(1−
√
2mψ
)2
+ 18m
(√
2mψ − ϕ2)2
= m−18m − m−24m ϕ2 + 14 ψ2 − 3/2√2m ϕ
2ψ + 18 ϕ
4 + 12 ϕ
2ψ2 .
(3.38)
Contours plot for m=1 and m=2 are displayed in Fig. 1 at the end. Finally, the de Sitter energy read
E = mκ˜mvol(S2m+1) (R cosh τ)2m−3
(
1
2 ϕ˙
2 + 12 ψ˙
2 + V (ϕ,ψ)
)∣∣
t=t(τ)
. (3.39)
3.4. Equivariant reduction on
Sp(ℓ+1)
Sp(ℓ)
Finally, we look at equivariant solutions for the symplectic gauge group Sp(ℓ+1). Equations (3.23)–(3.27)
of the previous subsection carry over with tildes exchanged for hats, and the matrix differential equations
read
− ¨ˆXa − 4ℓ tan t ˙ˆXa +
(
fˆ ida fˆ
b
id − 12 fˆ adc fˆ bdc
)
Xˆb +
3
2 fˆ
a
bc [Xˆb, Xˆc] +
[
Xˆb, [Xˆb, Xˆa]
]
= 0 . (3.40)
At this stage we exploit the fact that Sp(ℓ+1)Sp(ℓ) is α-tri-Sasakian, which defines a special subalgebra in mˆ that
we span with the generators Iˆ1, Iˆ2 and Iˆ3, thus splitting
{Iˆa} = {Iˆa′′} ∪ {Iˆa′} with a′′ = 1, 2, 3 and a′ = 4, . . . , 4ℓ+3 . (3.41)
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The structure constants can be arranged such that
fˆ ia′b′ 6= 0 and fˆ c
′′
a′b′ 6= 0 and fˆ 31 2 6= 0 but fˆ c
′′
i b′ = fˆ
c′′
i b′′ = fˆ
c′′
a′b′′ = fˆ
c′
a′b′ = 0 . (3.42)
We normalize to unit radius the S3 ≃ Sp(1) generated by {Iˆa′′} by taking
dΩ23 = δa′′b′′ eˆ
a′′ eˆb
′′ ⇔ fˆ c′′a′′d′′ fˆ d
′′
c′′b′′ = κˆ0 δa′′b′′ with κˆ0 = 8 ⇔ fˆ c
′′
a′′b′′ = 2 ǫ
c′′
a′′b′′ . (3.43)
The middle equation in (2.21) with hats instead of tildes then determines the following partial sums:
fˆ a
′′
c′′d′′ fˆ
b′′
c′′d′′ =
2 κˆℓ
(ℓ+2)
δa
′′b′′ , fˆ a
′′
c′d′ fˆ
b′′
c′d′ =
ℓ κˆℓ
(ℓ+2)
δa
′′b′′ ,
fˆ a
′
c′d′′ fˆ
b′
c′d′′ =
3 κˆℓ
4(ℓ+2)
δa
′b′ , fˆ a
′
c′i fˆ
b′
c′i =
(2ℓ+1)κˆℓ
4(ℓ+2)
δa
′b′ .
(3.44)
After this splitting, the matrix differential equations (3.40) read
− ¨ˆXa′ − 4ℓ tan t ˙ˆXa′ + (ℓ−1)2(ℓ+2) κˆℓXˆa′ + 3fˆ a
′
b′c′′ [Xˆb′ , Xˆc′′ ] +
[
Xˆb′ , [Xˆb′ , Xˆa′ ]
]
+
[
Xˆb′′ , [Xˆb′′ , Xˆa′ ]
]
= 0 ,
− ¨ˆXa′′ − 4ℓ tan t ˙ˆXa′′ − 12 κˆℓXˆa′′ + 32 fˆ a
′′
b c [Xˆb, Xˆc] +
[
Xˆb, [Xˆb, Xˆa′′ ]
]
= 0 ,
(3.45)
where in the last two terms {b, c} = {b′, c′} ∪ {b′′, c′′}, of course. When we consider the decomposition
adj
(
sp(ℓ+1)
) −→ (adj(sp(ℓ)),1)⊕ (2ℓ,2) ⊕ (1, adj(sp(1))) , (3.46)
of sp(ℓ+1) irreps into sp(ℓ)⊗sp(1) ones, we see that again there are two free parameters in the equivariance
condition (3.24), one for 4ℓ-dimensional fundamental representation indexed by a′, and one for three-
dimensional adjoint representation of sp(1), indexed by a′′. Bearing this in mind, the equivariant form of
Xˆa(t) is
2
Xˆa′(t) =
√
3ϕ(t) Iˆa′ and Xˆa′′(t) =
√
4ℓ ψ(t) Iˆa′′ . (3.47)
It automatically satisfies the condition (3.27) and reduces the matrix differential equations (3.45) to two
coupled differential equations,
−ϕ¨− 4ℓ tan t ϕ˙+ ℓ−12(ℓ+2) κˆℓ ϕ+ 9
√
ℓ
2(ℓ+2) κˆℓ ϕψ − 32 κˆℓ ϕ3 − 3ℓℓ+2 κˆℓ ϕψ2 = 0 ,
−ψ¨ − 4ℓ tan t ψ˙ − 12 κˆℓ ψ + 6
√
ℓ
ℓ+2 κˆℓ ψ
2 + 9
√
ℓ
4(ℓ+2) κˆℓ ϕ
2 − 8ℓℓ+2 κˆℓ ψ3 − 3ℓℓ+2 κˆℓ ψ ϕ2 = 0 .
(3.48)
For any solution (ϕ,ψ) to these equations, we obtain a Yang–Mills configuration
F0 b′ =
√
3ϕ˙ Iˆb′ and Fa′b′ =
(
3ϕ2−1)fˆ ia′b′ Iˆi + (3ϕ2−√4ℓψ)fˆ a′′a′b′ Iˆa′′ ,
F0 a′′ =
√
4ℓψ˙ Iˆa′′ , Fa′b′′ =
√
3ϕ
(√
4ℓψ−1)fˆ c′a′b′′ Iˆc′ , Fa′′b′′ = √4ℓψ(√4ℓψ−1)fˆ c′′a′′b′′ Iˆc′′ .
(3.49)
2 The functions ϕ(t) and ψ(t) in this subsection are different from those in the previous one. We choose the prefactors for
later convenience.
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The action functional on de Sitter space dS4ℓ+4 with the ansatz (3.47) can be computed as
S = 14
∫
I×S4ℓ+3
tr(F ∧ ∗F )
= 18
∫
dt d4ℓ+3Ω4ℓ+3
(
R
cos t
)4ℓ{
(−6 ϕ˙2 tr(Iˆa′ Iˆa′)− 8ℓ ψ˙2 tr(Iˆa′′ Iˆa′′) + (1−3ϕ2)2fˆ ib′c′ fˆ jb′c′ tr(IˆiIˆj)
+ (
√
4ℓψ−3ϕ2)2fˆ a′′b′c′ fˆ b
′′
b′c′ tr(Iˆa′′ Iˆb′′) + 6ϕ
2(1−
√
4ℓψ)2fˆ a
′
b′′c′ fˆ
d′
b′′c′ tr(Iˆa′ Iˆd′)
+ 4ℓψ2(1−
√
4ℓψ)2fˆ a
′′
b′′c′′ fˆ
d′′
b′′c′′ tr(Iˆa′′ Iˆd′′)
}
∝
∫
dt
(
R
cos t
)4ℓ{
24ℓ ϕ˙2 + 24ℓ ψ˙2 − ℓ(2ℓ+1)ℓ+2 κˆℓ(1−3ϕ2)2 − 3ℓℓ+2 κˆℓ(
√
4ℓψ−3ϕ2)2 − 6ℓℓ+2 κˆℓ (3ϕ2+4ψ2)(1−
√
4ℓψ)2
}
(3.50)
where again tr = tradj. It is possible to verify the equations of motions (3.48) by varying this action with
respect to ϕ and ψ. Dividing by 48ℓ, the corresponding external potential is read off as
1
κˆℓ
V (ϕ,ψ) = 2ℓ+148(ℓ+2) (1− 3ϕ2)2 + 116(ℓ+2)(
√
4ℓψ − 3ϕ2)2 + 18(ℓ+2) (3ϕ2 + 4ψ2)(1−
√
4ℓψ)2
= 2ℓ+148(ℓ+2) − ℓ−14(ℓ+2)ϕ2 + 14ψ2 − 9
√
ℓ
4(ℓ+2)ϕ
2ψ − 2
√
ℓ
ℓ+2ψ
3 + 38ϕ
4 + 3ℓ2(ℓ+2)ϕ
2ψ2 + 2ℓℓ+2ψ
4 .
(3.51)
Fig. 2 at the end of the paper shows contour plots for ℓ=1 and ℓ=2. The energy of these Yang–Mills
configurations on de Sitter space dS4ℓ+4 computes as
E = 6ℓκˆℓvol(S4ℓ+3) (R cosh τ)4ℓ−1
(
1
2 ϕ˙
2 + 12 ψ˙
2 + V (ϕ,ψ)
)∣∣
t=t(τ)
. (3.52)
4 Finite-action Yang–Mills solutions on dSn+1
4.1. The conformal factor and the friction
In the previous section, we have shown that equivariance with respect to the isometry group of the coset
reduces the Yang–Mills equations on dSn+1 to Newtonian mechanics of a particle in a particular potential
in one or two space dimensions with an additional friction term ∼ tan t φ˙ or ∼ tan t (ϕ˙, ψ˙), respectively.
Away from n=3, the general solution to the nonlinear differential equations (3.16), (3.35) or (3.48) is not
known, and the only analytic solutions there are the constant ones, with the analog particle sitting at a
local extremum of the potential. For nonconstant solutions, it is possible to figure out the behavior of φ (or
(ϕ,ψ)) and of the action numerically and asymptotically near the boundary t = ±π2 . One finds that
φ(π2−ǫ)
ǫ→0∼


ǫ−1 for n = 1
log ǫ for n = 2
constant + ǫn−2 for n ≥ 3
, (4.1)
and likewise for (ϕ,ψ). Hence, the friction term leads to a blowing-up for n < 3 (negative friction) and to a
freezing for n > 3 (positive friction). For n > 3, the friction is harmless but the action (3.19) is infinite due
to the conformal factor ( Rcos t)
n−3, unless we deal just with the vacuum solution. For n < 3 the conformal
factor is benign but the blowing-up at the boundary t=±π2 renders the action (3.19) divergent, unless φ or
(ϕ,ψ) is constant. The n=3 case is very special because the friction term always vanishes, and the particle
solutions in a double-well potential are known explicitly in terms of elliptic functions. Here, both action
and energy are finite.
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4.2. Vacuum and purely magnetic solutions
As is exemplified in Figs. 1 and 2 below, the vacuum solutions (V=0) in the three cases are given by
φvac = ±1 or
(
ϕ,ψ
)
vac
=
(±1, 1√
2m
)
or
(
ϕ,ψ
)
vac
=
(± 1√
3
, 1√
4ℓ
)
, (4.2)
and we shall not consider them further because they correspond to the pure-gauge configuration
A = I¯A e¯A ⇒ F ≡ 0 . (4.3)
The only nontrivial analytic solution to (3.16), (3.35) or (3.48) in any dimension is the constant solution
φmag = 0 or (ϕ,ψ)mag = (0, 0) , (4.4)
respectively. It corresponds to the analog particle sitting on a local maximum or on a saddle point (for
m≥2) of the potential, respectively (see Figs. 1 and 2). Since F0b = 0 the ensuing gauge field is purely
magnetic, with
Aa = Ii eia ⇒ Fab = −fabi Ii ,
Aa = I˜i e˜ia ⇒ Fa′b′ = −f˜ ia′b′ I˜i and Fa′′1 = 0 ,
Aa = Iˆi eˆia ⇒ Fa′b′ = −fˆ ia′b′ Iˆi and Fa′′b′ = 0 = Fa′′b′′ .
(4.5)
Note that F is valued in the stabilizer subgroup. Its action (3.19), (3.37) or (3.50) becomes
S = −18 n2κ2n vol(Sn)
π/2
∫
−π/2
dt
(
R
cos t
)n−3
,
S = −18(m−1)κ˜2m vol(S2m+1)
π/2
∫
−π/2
dt
(
R
cos t
)2m−2
,
S = −18 ℓ(2ℓ+1)ℓ+2 κˆ2ℓ vol(S4ℓ+3)
π/2
∫
−π/2
dt
(
R
cos t
)4ℓ
,
(4.6)
respectively, which is finite only for n≤3 or m≤1. Finally, the de Sitter energy is given by
E = 18 n2κ2n vol(Sn) (R cosh τ)n−4 ,
E = 18(m−1)κ˜2m vol(S2m+1) (R cosh τ)2m−3 ,
E = 18 ℓ(2ℓ+1)ℓ+2 κˆ2ℓ vol(S4ℓ+3) (R cosh τ)4ℓ−1 .
(4.7)
The exception is S3 = SU(2) (the case m=1), where (ϕ,ψ) = (0, 0) is again a vacuum solution. Since for
m=1 the index i takes no values, the field strength completely vanishes, as do action and energy. However,
as can be seen in the top half of Fig. 1 below, in this case potential admits two saddle points half-way
between the vacuum solutions,
(ϕ,ψ)m=1mag =
(±12 , 12√2
)
, (4.8)
which yield the configurations
Aa′ = ±12 I˜a′ and A1 = 12 I˜1 ⇒ A = 12 I˜a e˜a ⇒ F = −18 f˜ cab I˜c e˜a ∧ e˜b , (4.9)
i.e. just one-half of the canonical SU(2) connection. For comparison, the orthogonal coset representation of
the same space (the case n=3) yields precisely the canonical SO(3) connection inside SO(4) as in (4.5).
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With the values
κ2 = 2 ⇔ fab3 = ǫab , κ3 = 4 ⇔ fabi = ǫabi−3 , κ˜1 = 8 ⇔ f˜ cab = 2 ǫabc , (4.10)
the values for the action and the energy of the magnetic Yang–Mills solutions on dS3 and dS4 (the orthogonal
and the unitary coset) are displayed in the table below.
space value of the action S value of the energy E
dS3 −2·2216 vol(S2) 2R = −4π/R 2π (R cosh τ)−2
dSorth4 −3·4
2
16 vol(S
3)π = −6π3 6π2(R cosh τ)−1
dSunit4 −3·8
2
128 vol(S
3)π = −3π3 3π2(R cosh τ)−1
4.3. General equivariant dS4 solutions
As already mentioned, for dS4 all equivariant Yang–Mills solutions enjoy finite action and energy, for gauge
group SO(4) (case n=3) as well as for gauge group SU(2) (case m=1). We have the SO(4)- and SU(2)-
equivariant connections
A = Ii ei + φ Ia ea and A = ϕ I˜a′ e˜a′ +
√
2ψ I˜1 e˜
1 (4.11)
which with (4.10) produce the fields
F = φ˙ Ia e0∧ea + 12
(
φ2−1) ǫabi−3 Ii ea∧eb and
F = ϕ˙ I˜a′ e0∧e˜a′ +
√
2ψ˙ I˜1 e
0∧e˜1 + (ϕ2−√2ψ) ǫa′b′1 I˜1 e˜a′∧e˜b′ + 2ϕ(1−√2ψ) ǫ1 a′b′ I˜b′ e˜a′∧e˜1 ,
(4.12)
respectively. The Yang–Mills equations boil down to
φ¨ = 2φ− 2φ3 = −∂V∂φ with V = 12(φ2−1) and
{
ϕ¨ = −4ϕ+ 12√2ϕψ − 4ϕ3 − 8ϕψ2 = −∂V∂ϕ
ψ¨ = −4ψ + 6√2ϕ2 − 8ψ ϕ2 = −∂V∂ψ
}
with V = 2ϕ2(
√
2ψ−1)2 + (
√
2ψ−ϕ2)2 ,
(4.13)
respectively.
Let us first look at the unitary case. Besides the constant solutions discussed above, one finds two types
of non-constant analytic solutions easily visible in the top contour plot of Fig. 1,
Abelian:
(
ϕ,ψ
)
=
(
0 , c cos 2(t−t0)
)
with c, t0 ∈ R ,
Non-Abelian:
(
ϕ,ψ
)
=
(
1
2 (1+φ) ,
1
2
√
2
(1+φ)
)
with φ¨ = 2φ− 2φ3 .
(4.14)
Both types of solutions and the related Yang–Mills fields have been discussed in [2, 3]. Interestingly, the
“Newton equation” for φ(t) above is the same as in the orthogonal case, presented in the first line of (4.13).
Its general solution is given in terms of elliptic functions, except for the bounce solution
φ(t) =
√
2 sech
(√
2(t−t0)
)
, (4.15)
which approaches the purely magnetic solution φ=0 for t → ±∞. For any solution φ(t), the su(2) Yang–
Mills potential and field take the form
A = 12 (1+φ) I˜a e˜a and F = 12 φ˙ I˜a e0∧e˜a + 14(φ2−1) ǫabc I˜c e˜a∧e˜b (4.16)
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Let us compare this to the orthogonal case. The so(4)-valued configurations
A = (Ii eia + φ Ia)ea and F = φ˙ Ia e0∧ea + 12(φ2−1) ǫabi−3 Ii ea∧eb (4.17)
merely embed the su(2) Yang–Mills solution into so(4) and represent nothing new.
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A Appendix: Structure constant normalization for unit spheres
How are the structure constants to be normalized so that the corresponding coset manifold is a sphere of
radius one? To answer this question, we embed the unit spheres as
Sn →֒ Rn+1 , S2m+1 →֒ Cm+1 , S4ℓ+3 →֒ Hℓ+1 (A.1)
where H denotes the quaternionic number field. The three spaces Rn+1, Cm+1 and Hℓ+1 carry the defining
unitary representation of SO(n+1), SU(m+1) and Sp(ℓ+1), respectively, With elementary matrices Eαβ
defined by matrix elements(
Eαβ
)
γδ
= δαγδβδ with α, β, γ, δ = 1, 2, . . . , n+1 or m+1 or ℓ+1 , (A.2)
some of the one-parameter subgroups in all three cases have the form
Uαβ(t) =
(
Eαα+Eββ
)
cos t+
(
Eαβ−Eβα
)
sin t = exp
{
t (Eαβ−Eβα)
}
with t ∈ [0, 2π) . (A.3)
For a suitable choice of the subgroup SO(n), SU(m) or Sp(ℓ), the circle Uαβ(t) realizes a great circle in
the coset space, i.e. the unit sphere, with an obvious circumference of 2π. In other words, we may identify
Eαβ−Eβα with a generator I¯a of m in the defining representation.
To connect this to the structure constants, we compute the trace of the square of this generator in the
defining as well as in the adjoint representation of SO(n+1), SU(m+1) or Sp(ℓ+1):
trdef
(
I¯2a
)
= tr
(
(Eαβ−Eβα)2
)
= −2 and tradj(I¯aI¯b) = f¯ DaC f¯ CbD = −g¯ab = −κ¯ δab . (A.4)
On the other hand, the two traces are related by the dual Coxeter number h∨,
tradj(XY ) =


h∨ trdef(XY ) for X,Y ∈ so(n+1) with h∨ = n−1
2h∨ trdef(XY ) for X,Y ∈ su(m+1) with h∨ = m+1
h∨ trdef(XY +Y X) for X,Y ∈ sp(ℓ+1) with h∨ = ℓ+2
, (A.5)
We conclude that (including even n = 2)
κn = 2(n−1) , κ˜m = 4(m+1) , κˆℓ = 4(ℓ+2) (A.6)
for the orthogonal, unitary and symplectic case, respectively.
A rescaling of the structure constants effects the following changes,
f¯ ··· 7→ 1ρ f¯ ··· , I¯· 7→ 1ρ I¯· , e¯· 7→ ρ e¯· , dΩ2· 7→ ρ2 dΩ2· , g¯·· 7→ ρ2 g¯·· , κ 7→ ρ2 κ , (A.7)
leading to a sphere of radius ρ.
14
References
[1] A. Actor,
“Classical solutions of SU(2) Yang-Mills theories,”
Rev. Mod. Phys. 51 (1979) 461.
[2] T.A. Ivanova, O. Lechtenfeld and A.D. Popov,
“Solutions to Yang-Mills equations on four-dimensional de Sitter space,”
Phys. Rev. Lett. 119 (2017) 061601, arXiv:1704.07456 [hep-th].
[3] T.A. Ivanova, O. Lechtenfeld and A.D. Popov,
“Finite-action solutions of Yang-Mills equations on de Sitter dS4 and anti-de Sitter AdS4 spaces,”
JHEP 11 (2017) 017, arXiv:1708.06361 [hep-th].
[4] V. De Alfaro, S. Fubini and G. Furlan,
“A new classical solution of the Yang-Mills field equations,”
Phys. Lett. B 65 (1976) 163.
[5] M. Lu¨scher,
“SO(4) symmetric solutions of Minkowskian Yang-Mills field equations,”
Phys. Lett. B 70 (1977) 321.
[6] G.W. Gibbons and A.R. Steif,
“Sphalerons and conformally compactified Minkowski spacetime,”
Phys. Lett. B 346 (1995) 255, arXiv:hep-ph/9412210.
[7] M.S. Volkov and D.V. Gal’tsov,
“Gravitating non-Abelian solitons and black holes with Yang-Mills fields,”
Phys. Rept. 319 (1999) 1, arXiv:hep-th/9810070.
[8] S.W. Hawking and G.F.R. Ellis,
The large scale structure of space-time,
Cambridge University Press, Cambridge, 1975.
[9] D. Kapetanakis and G. Zoupanos,
“Coset space dimensional reduction of gauge theories,”
Phys. Rept. 219 (1992) 1.
[10] T.A. Ivanova and O. Lechtenfeld,
“Yang-Mills instantons and dyons on group manifolds,”
Phys. Lett. B 670 (2008) 91, arXiv:0806.0394 [hep-th].
[11] T.A. Ivanova, O. Lechtenfeld, A.D. Popov and T. Rahn,
“Instantons and Yang-Mills flows on coset spaces,”
Lett. Math. Phys. 89 (2009) 231, arXiv:0904.0654 [hep-th].
[12] I. Bauer, T.A. Ivanova, O. Lechtenfeld and F. Lubbe,
“Yang-Mills instantons and dyons on homogeneous G2-manifolds,”
JHEP 10 (2010) 044, arXiv:1006.2388 [hep-th].
15
Figure 1: Newtonian potential contours for SU(2) (top) and SU(3)SU(2) (below).
16
Figure 2: Newtonian potential contours for Sp(2)Sp(1) (top) and
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Sp(2) (below).
17
