A matching M in a graph G is uniquely restricted if there is no matching M ′ in G that is distinct from M but covers the same vertices as M . Solving a problem posed by Golumbic, Hirst, and Lewenstein, we characterize the graphs in which some maximum matching is uniquely restricted. Solving a problem posed by Levit and Mandrescu, we characterize the graphs in which every maximum matching is uniquely restricted. Both our characterizations lead to efficient recognition algorithms for the corresponding graphs.
Introduction
We consider finite and simple graphs as well as digraphs, and use standard terminology and notation.
A matching in a graph G is a set of disjoint edges of G. A matching in G of maximum cardinality is maximum. A matching M in G is perfect if each vertex of G is incident with an edge in M , and nearperfect if each but exactly one vertex of G is incident with an edge in M . A graph G is factor-critical if G − u has a perfect matching for every vertex u of G. An independent set of maximum cardinality is maximum. Classical results of Kőnig [4] and Gallai [2] imply that |I| + |M | = n for a bipartite graph G of order n, a maximum matching M in G, and a maximum independent set I in G.
Golumbic, Hirst, and Lewenstein [3] define a matching M in a graph G to be uniquely restricted if there is no matching M ′ in G with M ′ = M and V G (M ′ ) = V G (M ), that is, M is the unique perfect matching in the subgraph G[V G (M )] of G induced by V G (M ). In [3] they show that it is NP-hard to determine a uniquely restricted matching of maximum size in a given bipartite graph that has a perfect matching. Furthermore, they ask for which graphs the maximum size of a uniquely restricted matching equals the size of a maximum matching, that is, for which graphs some maximum matching is uniquely restricted. In [5] Levit and Mandrescu ask how to recognize the graphs for which every maximum matching is uniquely restricted. We answer both these questions completely giving structural characterizations of both these classes of graphs that lead to efficient recognition algorithms.
Some maximum matching is uniquely restricted
Let I be an independent set in a bipartite graph G, and let σ : x 1 , . . . , x k be a linear ordering of the elements of I.
Note that in the graph (V (G), M σ ), every vertex in N G (I) has degree exactly one. If E is a subset of the set
The linear ordering σ is an accessibility ordering for I [5] if
Note that the definitions immediately imply that σ is an accessibility ordering if and only if M σ is a matching in G.
A partial accessibility ordering for I is an accessibility ordering σ ′ for a subset I ′ of I.
We summarize some results from [3] that will be used.
Theorem 1 (Golumbic, Hirst, and Lewenstein [3] ) A matching M in a bipartite graph G is uniquely restricted if and only if G contains no M -alternating cycle.
The following result slightly extends Theorem 3.2 in [5] .
Lemma 2 Let G be a bipartite graph, and let E be a set of edges of G.
The following statements are equivalent.
(i) There is a maximum independent set I in G that has an E-good accessibility ordering σ.
(ii) There is a maximum matching M in G such that M is uniquely restricted and M ⊆ E.
(iii) Every maximum independent set I in G has an E-good accessibility ordering σ.
Proof: (i) ⇒ (ii). Let I and σ : x 1 , . . . , x k be as in (i). As noted above, M σ is a matching. Since σ is E-good, we have M σ ⊆ E. By construction, |M σ | = |N G (I)|, and, since I is a maximum independent set in G, we have
. . , x ′ ℓ be the subordering of σ formed by those x j where
For a contradiction, we assume that M σ is not uniquely restricted. By Theorem 1, there is an M σ -alternating cycle C. Since every edge of C is incident with a vertex in I, and I is independent, C alternates between I and N G (I), that is, C has the form y
, where we identify indices modulo t, the definition of p(·) implies the contradiction r 1 > r 2 > r 3 > . . . > r t > r 1 . Hence, M σ is uniquely restricted, and G satisfies (ii).
(ii) ⇒ (iii). Let M = {x 1 y 1 , . . . , x ℓ y ℓ } be a maximum matching in G such that M is uniquely restricted and M ⊆ E. Let I be a maximum independent set in G. As noted in the introduction, we have |I| + |M | = |V (G)|. Since I contains at most one vertex from each edge in M , this implies that I contains all vertices in V (G) \ V G (M ), and exactly one vertex from each edge in M . We
Note that the vertices x 1 , . . . , x ℓ not necessarily belong to the same partite set of the bipartite graph G. If there is some set J ⊆ [ℓ] such that |N G (x j ) ∩ {y i : i ∈ J}| ≥ 2 for every j ∈ J, then, since I is independent, G contains an M -alternating cycle, which is a contradiction. Hence, for every set J ⊆ [ℓ], there is some j ∈ J with N G (x j ) ∩ {y i : i ∈ J} = {y j }. Therefore, we may assume that x 1 , . . . , x ℓ are ordered in such a way that i ≥ j for every i, j ∈ [ℓ] with x i y j ∈ E(G). This implies that σ :
Lemma 3 Let G be a bipartite graph, let E be a set of edges of G, and let I be a maximum independent set in G.
I has an E-good accessibility ordering σ : x 1 , . . . , x k if and only if for every E-good partial accessibility ordering σ ′ : x ′ 1 , . . . , x ′ ℓ−1 for I with 0 ≤ ℓ − 1 < |I|, there is an E-good partial accessibility ordering σ ′′ : x ′ 1 , . . . , x ′ ℓ−1 , x ′ ℓ for I, that is, every E-good partial accessibility ordering that does not contain all of I can be extended.
Proof: Since the sufficiency is trivial, we only prove the necessity. Let σ and σ ′ be as in the statement.
, and hence, since σ is E-good, we have x j y ∈ E. Therefore, σ ′′ :
is an E-good partial accessibility ordering for I.
Corollary 4 For a given bipartite graph G, and a given set E of edges of G, it is possible to check in polynomial time whether G has a maximum matching M such that M is uniquely restricted and
Proof: Since G is bipartite, one can determine a maximum independent set I in G in polynomial time.
By Lemma 2, G has the desired matching if and only if I has an E-good accessibility ordering. By Lemma 3, this can be checked by starting with the empty partial accessibility ordering for I, which is trivially E-good, and iteratively extending E-good partial accessibility orderings for I in a greedy way.
We now invoke the famous Gallai-Edmonds Structure Theorem [6] , which will be of central importance for this and the next section.
For a graph G,
• let D(G) be the set of all vertices of G that are not covered by some maximum matching in G,
• let A(G) be the set of vertices in V (G) \ D(G) that have a neighbor in D(G), and
Let G B be the bipartite graph obtained from G by deleting all vertices in C(G) and all edges between vertices in A(G), and by contracting each component H of G[D(G)] to a single vertex also denoted
H.
Note that for a given graph G, the set D(G), and hence also A(G) as well as C(G), can be determined in polynomial time [6] .
, and G B are as above, then the following statements hold.
(ii) Every component of G[C(G)] has a perfect matching.
(iii) A matching in G is maximum if and only if it is the union of We proceed to the main result in this section.
, and G B be as above. Let E be the set of edges aH of G B , where a ∈ A(G) and H is a component of G[D(G)], such that the vertex a has a unique neighbor, say h, in V (H), and H − h has a unique perfect matching.
Some maximum matching in G is uniquely restricted if and only if the following conditions hold.
] has a unique perfect matching.
(ii) G B has a maximum matching M B such that (a) M B is uniquely restricted and
has a vertex h such that H − h has a unique perfect matching.
Proof: We first prove the necessity. Therefore, let M be a maximum matching in G that is uniquely imply that G has a maximum matching
is defined analogously to M B . This implies M ′ = M , which is a contradiction. Hence, (ii)(a) holds.
If some edge aH in M B does not belong to E, then either a has at least two distinct neighbors in V (H) or a has a unique neighbor h in V (H) but H − h does not have a unique perfect matching. In both cases, Theorem 5(i) and (iii) imply that G has a maximum matching edge ah with h ∈ V (H), (iii) implies that H has a vertex h such that H − h has a unique perfect matching M H . Let
By Theorem 5(iii), M is a maximum matching in G. We will show that
M is uniquely restricted. For a contradiction, we assume that M ′ is a maximum matching in G with Corollary 7 For a given graph G, it is possible to check in polynomial time whether some maximum matching in G is uniquely restricted.
Proof: If some graph H has a perfect matching M , then M is uniquely restricted if and only if H − e
has no perfect matching for every e ∈ M . Therefore, the conditions (i) and (iii) from Theorem 6 can be checked in polynomial time. By Corollary 4, condition (ii) from Theorem 6 can be checked in polynomial time. Now, Theorem 6 implies the desired statement.
Note that the constructive proofs of Lemma 2, Corollary 4, and Theorem 6 also lead to an efficient algorithm that determines a maximum matching in a given graph G that is uniquely restricted, if such a matching exists.
Every maximum matching is uniquely restricted
It is convenient to split this section into two subsections, one about bipartite graphs, and one about not necessarily bipartite graphs.
Bipartite graphs
Throughout this subsection, let G be a bipartite graph with partite sets A and B.
For a matching M in G, let D(M ) be the digraph with vertex set V (G) and arc set {(a, b) : a ∈ A, b ∈ B, and ab ∈ E(G) \ M } ∪ {(b, a) : a ∈ A, b ∈ B, and ab ∈ M }.
Note that M -alternating paths and cycles in G correspond to directed paths and cycles in D.
Note that The rest of this subsection is devoted to the proof of Theorem 10.
Lemma 11 Let M be a maximum matching in a bipartite graph G.
Proof: Since the non-trivial components of (V (G), M ∆M ′ ) are M -M ′ -alternating cycles and M -M ′ -alternating paths of even length, it suffices, by an inductive argument, to show that
, where C is an M -alternating cycle, or 
, where P is as above. D(M ) contains a directed path P from a to a ′ such that P is the underlying undirected path of P . Furthermore, D(M ′ ) arises by inverting the orientation of the arcs of P . Since M = M ′ ∆E(P ), a ′ ∈ A 0 (M ′ ), and a ∈ A \ A 0 (M ′ ), in order to complete the proof, it suffices, by symmetry, to show Lemma 12 Let M be a maximum matching in a bipartite graph G.
If every maximum matching in G is uniquely restricted, then the two subgraphs G[V + (M )] and
, respectively, are forests.
Proof: For a contradiction, we may assume, by symmetry, that G[V + (M )] is not a forest. For a cycle
C is the underlying undirected graph of C(M ′ ). Since M ′ is uniquely restricted, Theorem 9 implies that C(M ′ ) is not a directed cycle in D(M ′ ). Therefore, the set
is not empty. Note that x ∈ V (C) : d
many sink vertices as source vertices.
We assume that C and M ′ are chosen such that |S(C, M ′ )| is minimum.
x. First, we assume that P and C(M ′ ) only share the vertex x. Let Q be a directed path in C(M ′ ) from x to some vertex y ∈ V (C) with d
(y) = 2, we have y ∈ B. Since
. This implies that there is some vertex a ′ such that a ′ y ∈ M ′ . If R is the concatenation of P , Q, and the arc (y, a ′ ), and M ′′ = M ′ ∆E(R), then |S(C, M ′′ )| is strictly smaller than |S(C, M ′ )|, which is a contradiction. Hence, P and C(M ′ ) share a vertex different from x. This implies that P contains a directed subpath P ′ from a vertex y in V (C) \ {x} to x such that P ′ is internally disjoint from C(M ′ ). If z is such that (z, y) is an arc of C(M ′ ), and Q is the path in C between x and y that contains z, then C ′ = P ′ ∪ Q is a cycle in (y) = 0. Now, if R is one of the two paths in C between x and y, then
If M is a maximum matching in G, and a ∈ A 0 (M ) and a ′ b ′ ∈ M are such that b ′ is a neighbor of a, then M ′ = (M \ {a ′ b ′ }) ∪ {ab ′ } is a maximum matching in G, and we say that M ′ arises from M by an edge exchange. Similarly, if b ∈ B 0 (M ) and a ′ b ′ ∈ M are such that a ′ is a neighbor of b, then M ′′ = (M \ {a ′ b ′ }) ∪ {a ′ b} is a maximum matching in G, and also in this case, we say that M ′′ arises from M by an edge exchange.
Lemma 13 Let M be a maximum matching in a bipartite graph G.
If D(M ) is acyclic, then every maximum matching in G arises from M by a sequence of edge exchanges.
Proof: If M ′ is any maximum matching in G, then, since D is acyclic, the non-trivial components of (V (G), M ∆M ′ ) are M -M ′ -alternating paths P 1 , . . . , P k , each starting with an edge in M and ending
Since the maximum matching M ∆E(P 1 ) arises from M by a sequence of edge exchanges, the statement follows easily by an inductive argument. Proof: By symmetry, we may assume that a ∈ A 0 (M ) and a ′ b ′ ∈ M are such that b ′ is a neighbor of a, and that We are now in a position to prove Theorem 10.
Proof of Theorem 10: The necessity follows from Theorem 9 and Lemma 12. For the sufficiency, let M ′ be any maximum matching of G. By Lemma 13, M ′ arises from M by a sequence of edge exchanges.
By Lemma 11 and Lemma 14, it follows by induction on the number of these edge exchanges that D(M ′ ) is acyclic. Therefore, by Theorem 9, M ′ is uniquely restricted.
Not necessarily bipartite graphs
In order to extend Theorem 10 to graphs that are not necessarily bipartite, we again rely on the Gallai-Edmonds Structure Theorem.
Theorem 15 Let G be a graph. Let D(G), A(G), C(G), and G B be as above.
Every maximum matching in G is uniquely restricted if and only if the following conditions hold. Note that the factor-critical graphs in which every near-perfect matching is uniquely restricted (cf.
Theorem 15(ii)) are exactly the factor-critical graphs G with the minimum possible number |V (G)| of distinct near-perfect matchings. In [1] it is shown that these are exactly the connected graphs whose blocks are odd cycles.
Corollary 16
The graphs G with the property that every maximum matching in G is uniquely restricted can be recognized in polynomial time.
Proof: Theorem 10 obviously implies the statement if G is bipartite. As noted above the sets D(G),
A(G), and C(G) can be determined in polynomial time for a given graph G. If G has a perfect matching M , then M is uniquely restricted if and only if G − e has no perfect matching for every e ∈ M . If G has a near-perfect matching M that does not cover the vertex u of G, then M is uniquely restricted if and only if M is a uniquely restricted perfect matching of G − u. Since it is easy to check in polynomial time whether some edge of a bipartite graph belongs to some maximum matching, and also whether some vertex of a bipartite graph is not covered by some maximum matching, the four conditions in Theorem 15 can be checked in polynomial time, which completes the proof.
