On the Contribution of a τ-simulation in the Incremental Modeling of Timed Systems  by Bellegarde, Françoise et al.
On the Contribution of a τ-simulation in the
Incremental Modeling of Timed Systems
Franc¸oise Bellegarde1
LIFC - Lab. d’Informatique de l’Universite´ de Franche-Comte´, FRE CNRS 2661
16, route de Gray, 25030 Besanc¸on Cedex, France
Jacques Julliand2
LIFC - Lab. d’Informatique de l’Universite´ de Franche-Comte´, FRE CNRS 2661
16, route de Gray, 25030 Besanc¸on Cedex, France
Hassan Mountassir3
LIFC - Lab. d’Informatique de l’Universite´ de Franche-Comte´, FRE CNRS 2661
16, route de Gray, 25030 Besanc¸on Cedex, France
Emilie Oudot4
LIFC - Lab. d’Informatique de l’Universite´ de Franche-Comte´, FRE CNRS 2661
16, route de Gray, 25030 Besanc¸on Cedex, France
Abstract
We are interested in the preservation of linear-time properties during incremental modeling of timed systems.
We consider timed systems modeled by timed automata in a compositional framework. Their requirements
are expressed by the logical formalism MITL (Metric Interval Temporal Logic).
We propose to use τ -simulations as a way to preserve such properties during an incremental modeling, i.e.,
either integration of components or reﬁnement. We deﬁne τ -simulation relations on the semantics of timed
automata in order to handle the preservation of liveness properties. Moreover, we implemented a tool to
verify such τ -simulations, based on Open-Kronos libraries and using the tool Profounder.
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1 Motivations
Although quite attractive, model-checking is known to be a veriﬁcation method
diﬃcult to apply on large-sized systems. This is due to the so-called state space
explosion problem arising when using this method. This problem is largely ac-
centuated in timed systems, because of the presence of clocks, which are variables
modeling the time elapsing. A widely used way to model timed systems is to use
components. That is, each element of the system is modeled as a component, and
the complete system is obtained by making the parallel composition of all the com-
ponents, thanks to some parallel composition operator. The requirements that must
hold on the system are then veriﬁed on the assembly system, which has generally a
large number of states, and thus, on which model-checking can be diﬃcult to apply.
A way out is to take advantage of the modeling process of the system. Indeed,
some of the requirements may only concern a few components of the system, if not
only one. Therefore, it seems attractive to verify these requirements only on these
components instead of on the whole system. Incremental modeling, achieved by
integration of components or by reﬁnement, can be an issue for this kind of rea-
soning. Veriﬁcation could be performed at each step of the modeling, where the
size of the system is small enough for model-checking to be applied. However, this
framework is applicable if the properties veriﬁed during the construction still hold
on the complete system.
We propose to use τ -simulation as a way to guarantee the preservation of linear-time
properties. Simulations are well-adapted to the incremental modeling of systems
since they preserve safety properties. To handle liveness properties, and partic-
ularly bounded-response properties, it is necessary to use a divergence-sensitive
τ -simulation [7]. Such simulations have already been used for incremental modeling
in the case of untimed systems. For instance, we can cite the case of B event systems
[1] where the reﬁnement is seen as a τ -simulation.
We present in this paper a timed τ -simulation, adapted to timed systems and show
that, as in the untimed case, this simulation is appropriate to the use of the classic
parallel composition operator ||. That is, if A and B are two components, then
A||B τ -simulates A. Moreover, the τ -simulation is a congruence w.r.t. ||, that is, if
A, B and C are components and A τ -simulates B, then A||C τ -simulates B||C. We
also deﬁne a divergence-sensitive timed τ -simulation, and prove that it preserves all
requirements expressed in the logic MITL (Metric Interval Temporal Logic) [4].
The structure of the paper is the following: in Section 2, we recall some background
on the model we use for timed systems, that is timed automata, and on the incre-
mental modeling for timed systems. We also present the logical formalism we use
to specify the timed requirements of the systems, i.e., MITL. Then, in Section 3,
we present the τ -simulation relations we propose for timed systems, a classic one
to preserve safety properties, and a divergence-sensitive one to deal with liveness
properties. In Section 4, we prove that the latter preserves all properties expressed
in MITL. Section 5 recalls some issues for the implementation of timed automata,
in particular the symbolic representation we use, and treats of the way to verify the
simulations. Finally, Section 6 contains the conlusions and plan the future works.
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2 Background
2.1 Timed Automata
Since their introduction by Alur and Dill [3], timed automata are one of the most
studied model for continuous-time systems. These are ﬁnite automata extended
by real-valued variables called clocks, modeling the time elapsing. We consider as
time domain the set of non-negative reals R+.
Clock valuations. Let X be a set of clocks. A clock valuation is a mapping
v : X → R+, assigning a real value to each clock in X. We note v(x) the valuation
of a clock x, and 0 the valuation assigning 0 to each clock in X.
Operations on valuations. Let δ ∈ R+, the valuation v + δ is the valuation v
to which δ is added to the value of each clock. We also use the operation of
dimension-restricting projection as deﬁned in [11]. Given a subset of clocks Y of X,
and a valuation v over X, the dimension-restricting projection of v on Y , written
vY , is a new valuation containing only the values in v concerning the clocks in
Y . The valuation [Y := 0]v (reset operation) is the valuation obtained from v by
setting to zero all clocks in Y , and leaving the values of other clocks (∈ X\Y )
unchanged.
Clock constraints and polyhedra. The set C(X) of clock constraints is deﬁned
by the grammar:
g ::= x ∼ c | g ∧ g | true where x ∈ X, c ∈ N, and ∼ ∈ {<,≤,=,≥, >}.
A constraint of the form x ∼ c is called an atomic constraint. We say that a
valuation v satisﬁes such a constraint x ∼ c, written v |= x ∼ c or v ∈ x ∼ c if
v(x) ∼ c (the satisfaction of non atomic constraints is deﬁned as usual).
Note that a clock constraint over a set of clocks X deﬁnes a convex X-polyhedron.
In the rest of the paper, we write zero for the X-polyhedron deﬁned by
∧
x∈X x = 0
and true for the X-polyhedron deﬁned by
∧
x∈X x ≥ 0.
Operations on polyhedra. The reset operation and dimension-restricting projection
deﬁned on valuations can be extended straightforwardly to polyhedra. The backward
diagonal projection of an X-polyhedron deﬁnes an X-polyhedron ↙ ζ such that
v′ ∈↙ ζ if ∃δ ∈ R+ ·v′+δ ∈ ζ. All these operations on polyhedra preserve convexity.
Timed automata (TA). Let Props be a set of atomic propositions. A timed
automaton over Props is a tuple A = 〈Q, q0,Σ,X,T, Invar,L〉 where Q is a ﬁnite
set of locations, q0 ∈ Q is the initial location, Σ is a ﬁnite alphabet of actions, X is
a ﬁnite set of clocks, T ⊆ Q×C(X)×Σ×2X ×Q is a ﬁnite set of transitions, Invar
is a function associating to each location a clock constraint called its invariant and
L is a labelling function associating to each location a set of atomic propositions
over Props.
Each transition is written as a tuple e = (q, g, a, λ, q′) where q and q′ are the source
and target locations, g is a clock constraint deﬁning the guard of the transition, a
is the label of the transition and λ is the set of clocks to be reset by the transition.
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For more readability, such a transition can also be written q
e
→ q′. Note that we
refer to a transition by its name e, not simply by its label a. We use respectively
source(e), guard(e), label(e), reset(e) and target(e) for q, g, a, λ and q′.
Semantics. The states of a TA A = 〈Q, q0,Σ,X,T, Invar,L〉 are pairs (q, v) where
q ∈ Q and v is a clock valuation over X such that v ∈ Invar(q). Its initial state is
the pair (q0,0). For a state s = (q, v), we call disc(s) the discrete part of s, i.e., q.
The semantic transitions of A can be either discrete transitions or time transitions.
Given a transition e = (q, g, a, λ, q′) of A, (q, v)
e
→ (q′, v′) is a discrete transition
in the semantics of A if v ∈ g and v′ ∈ Invar(q′) is the valuation obtained by
resetting in v all clocks in λ. We call (q′, v′) a discrete successor of (q, v). Time
transitions have the form (q, v)
δ
→ (q, v + δ) where δ ∈ R+ and v + δ ∈ Invar(q).
We say that (q, v + δ) is a time successor of (q, v). Then, the semantic graph of
A is a graph where states are the states of A and transitions are either discrete
transitions or time transitions of A.
Runs. A run of a TA A is a ﬁnite or inﬁnite sequence ρ = (q0, v0)
δ0→ (q0, v1)
e0→
(q1, v2)
δ1→ (q1, v3)
δ2→ (q1, v4)
e1→ (q2, v5) · · ·. Note that we do not concatene
successive time transitions in a run. In the rest of the paper, we use (ρ, k) for the
kth state of ρ. The notation Γ(A) represents the set of runs of A.
With the deﬁnition of runs, we can now deﬁne what a reachable state is – a state
(qi, vi) of a TA A is said reachable if there exists some run of A visiting it, i.e.
∃ρ · (ρ ∈ Γ(A) ∧ ρ = (q0, v0)
δ0→ (q0, v1)
e0→ (q1, v2)
δ1→ · · · (qi, vi) · · ·). We call
Reach(A) the set of reachable states of A.
Non-zeno runs. A run is called non-zeno if time can diverge along the run. We
write time(ρ, k) to denote the time elapsed since the initial state of the run ρ until
its kth state, time(ρ, s) for the time elapsed since the initial state of ρ until the
state s and time(ρ) for the total time elapsed in the run [11]. Given a run ρ, if
time(ρ) = ∞, then ρ is non-zeno.
Remark 2.1 (Timed state sequences (TSS)) [4] The executions of a timed
automaton could also be expressed in terms of so-called timed state sequences,
instead of runs. A timed state sequence is an alternating sequence of pairs and
discrete transitions. Pairs are composed of a location and a closed interval repre-
senting the time elapsing before some discrete transition is taken. We say that a
run ρ = (q1, v1)
δ1→ (q1, v
′
1)
e1→ (q2, v2)
δ2→ (q2, v
′
2)
δ′2→ (q2, v
′′
2 )
e2→ · · · is inscribed in a
TSS σ = (q1, I1)
e1→ (q2, I2)
e2→ · · · if ∀i = 1, 2, ..., time(ρ, (qi, )) ∈ Ii.
Note that a run is inscribed in a unique TSS, and also that there exists an inﬁnity of
runs inscribed in a TSS, since successive time transitions are not concatenated. By
concatenating such transitions in these runs, we would obtain a same and unique
run. In the following, we write σ(ρ) for the TSS in which the run ρ is inscribed and
(σ, i) for the state at the ith point of σ(ρ).
Suﬃx of a TSS. Consider the TSS σ = (q0, I0)
e0→ (q1, I1)
e1→ (q2, I2) · · ·. Given t ∈
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Ii, the suﬃx σ
t at time t is the TSS (qi, Ii−t)
ei→ (qi+1, Ii+1−t)
ei+1
→ (qi+2, Ii+2−t) · · ·
Example. As a running example, we use the well-known timed system of the
railroad crossing, taken from [2]. This system consists in at least three components,
namely one or several trains, a gate and a controller in charge of the opening and
closing of the gate. Each component is equiped of its own clock. The expected
global behaviour of the system with one train (called the TGC) is the following.
Before arriving on the railroad crossing, the train sends a signal approach to the
controller. One time unit (t.u.) later, the controller commands the closing of the
gate which goes down within one t.u. Then, the train enters the crossing. The
passage of the train lasts for at most three t.u. When it is outside the crossing, it
sends a signal exit to the controller which commands the opening of the gate within
one t.u. The gate is up at most one t.u. later. The timed automata modeling
each component are shown in Fig. 1. Each state is designated by a name and the
clock constraint inside the state represents the invariant of the state. For more
readability, the invariants and guards true are omitted, as well as the empty reset
on the transitions.
approach, {x}
x > 2,
x ≤ 5
x ≤ 5
exit
enter
far near
in
exit, {z}z ≤ 1
approach, {z} z ≤ 1
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z = 1
raise
c0 c1
c2c3
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1 ≤ y,
raise, {y}
lower, {y}
y ≤ 2
down
up
is down
coming downis up
going up
Train Controller Gate
Fig. 1. Timed automata for the train, the controller and the gate
2.2 Modeling requirements of timed systems
MITL (Metric Interval Temporal Logic) [4] is a way to specify linear-time properties
of a timed system. It can be viewed as an extension of PLTL [9] (Propositional
Linear Temporal Logic) for timed systems, without Next operator and where all
other temporal operators are constrained by a non singular interval I with integer
bounds (a singular interval is of the form [a, a], i.e., it is closed and the left and
right bounds are equal).
Syntax. MITL formulas are deﬁned inductively by the following grammar:
ϕ ::= ap | ¬ϕ | φ ∨ ψ | φ UI ψ where ap is an atomic proposition.
Semantics. MITL formulas are interpreted on a TSS σ as follows:
• σ |= ap iﬀ (σ, 0) |= ap (i.e., ap ∈ L(disc(σ(0)))),
• σ |= ¬ϕ iﬀ it is not true that σ |= ϕ,
• σ |= φ ∨ ψ iﬀ σ |= φ or σ |= ψ,
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• σ |= φ UI ψ iﬀ for some t ∈ I, σ
t |= ψ, and ∀t′ ∈ (0, t), σt
′
|= φ.
Other classical temporal operators can be deﬁned: Iϕ = true UI ϕ (eventu-
ally), Iϕ = ¬I¬ϕ (always) and ϕ1RIϕ2 = ¬((¬ϕ1)UI(¬ϕ2)) (release).
Validity of a MITL formula on a TA. We say that a MITL formula ϕ is valid
on a TA A, written A |= ϕ, if ∀ρ · (ρ ∈ Γ(A) ⇒ σ(ρ) |= ϕ).
Example. The two following requirements must hold for the railroad crossing: the
gate is never open between the moment when the controller commands its lowering
and the moment when the train exits (R1) and the gate is closed within the two
t.u. after the controller reveived the signal “approach” (R2). In MITL syntax, R1
is written (c2 ⇒ ¬is up) and R2 is expressed by (is up ∧ c1 ⇒ <2is down),
where the expression < 2 represents the interval [0..2[. Temporal operators without
interval are implicitly constrained by [0..∞[.
Remark 2.2 These two requirements represent two kinds of properties, namely
safety and liveness properties. Intuitively, a safety property expresses the fact that
something bad never happens: in R1, this would be the fact that the gate is open
whereas it should not. A liveness property expresses that something good will even-
tually happen: for instance, in R2, the fact that the gate is closed at most two t.u.
after the train sent the signal “approach”.
2.3 Incremental modeling of timed systems
We consider timed systems designed in a compositional framework. Modeling such
systems incrementally can be achieved either by integration of components, or by
reﬁnement.
Integration of components. Consider a timed system composed of n components
A0, A1, · · ·, An, each one modeled by a TA. This kind of modeling consists in ﬁrst
considering A0, and second successively adding components A1, · · ·, An to A0. This
integration is achieved by composing A0 with other components. We use here the
classic parallel composition operator ||. We deﬁne it as a synchronized product
where the synchronizations are done on the actions with the same label.
Formally, let Ai =〈Qi, q0i ,Σi,Xi,Ti, Invari,Li〉, for i = 1,2, s.t. X1 ∩X2 = ∅. The
parallel composition of A1 and A2, written A1||A2, is a TA which locations are
pairs (q1, q2) composed of the location of each Ai. Its initial location is the pair
(q01 , q02). The invariant of a location (q1, q2) is Invar(q1)∧ Invar(q2), and its label
is L(q1) ∪ L(q2). Two types of transition exist:
• Synchronous transitions: consider e1 = (q1, g1, a, λ1, q
′
1) in A1 and e2 =
(q2, g2, a, λ2, q
′
2) in A2 s.t. label(e1) = label(e2). Then, there is a transition
((q1, q2), g1 ∧ g2, a, λ1 ∪ λ2, (q
′
1, q
′
2)) in A1||A2.
• Asynchronous transitions: let (q1, g1, a, λ1, q
′
1) be a transition of A1 s.t. a ∈ Σ2,
then ((q1, q2), g1, a, λ1, (q
′
1, q2)) is a transition of A1||A2. In the same way, if
(q2, g2, a, λ2, q
′
2) is a transition in A2 s.t. a ∈ Σ1, then ((q1, q2), g2, a, λ2, (q1, q
′
2))
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is also a transition of A1||A2.
Note that each Ai can already be a composite timed automata.
Reﬁnement. Components can sometimes be too large to be modeled entirely. A way
to face this problem is to ﬁrst give an abstract description of the component, and
then to reﬁne it. Several notions of reﬁnement have been proposed in the litterature.
We can cite for instance the reﬁnement of B event systems, where the details appear
as new actions and/or new variables. The reﬁnement of timed automata is achieved
in the same way, that is, by introducing new actions and new clocks.
Remark 2.3 Composite timed automata obtained by integration of components
have the two following properties, following straight from the parallel composition
used. Consider a TA A, and a composite TA A||B. Then, in A||B: (1) asynchronous
actions from B only reset clocks of B, and (2) the actions of A reset exactly the
same clocks of A than they did in A. In the rest of the paper, we consider that
reﬁnement also respects these two properties.
Incremental modeling allows to verify properties step by step, i.e., at each new
integration of components or each reﬁnement, instead of verifying the requirements
directly on the complete system. However, to use this method, it is necessary that
properties are preserved during the incremental process, so that they are still valid
on the complete system.
3 Simulation
Let us go back to the railroad crossing example. Suppose we want to prove that
the requirement R1 holds on the TGC. As this safety property only concerns the
gate and the controller components (GC), we would like to verify it only on these
components, instead of verifying it on the whole system.
Now, suppose that we want to integrate the GC in its environment, only consisting
of the train component. This integration leads to a system (the TGC) where the
actions and clocks of the environment, i.e., the train, are added to the GC. We want
to ensure that if the safety property R1 holds on the GC, then it also holds on the
system obtained after integration of GC in its environment, without performing the
veriﬁcation again.
3.1 Timed τ -simulation / safety properties
Formally, let A1 be a component to be integrated in an environment E. Let A2
be the timed automata modeling the result of the integration. Then, we have
ΣA1 ⊆ ΣA2. Let us rename all actions in ΣA2\ΣA1 by a same label τ , and call them
τ -actions. Thus, τ -actions are actions of the environment E that do not exist in
A1.
To guarantee the preservation of the safety properties of A1 on A2, we deﬁne a
simulation S between A2 and A1 where τ -actions stutter and delays between other
actions are not extended in comparison with A1. We call this relation a timed τ -
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simulation (Deﬁnitions 3.1 and 3.2). If A1 simulates A2 w.r.t. S then the safety
properties that holds on A1 are preserved on A2.
Deﬁnition 3.1 (Timed τ-simulation) Let A1 =〈Q1, q01 ,Σ1,X1,T1, Invar1,
L1〉 and A2 =〈Q2, q02 ,Σ1 ∪ {τ},X2,T2, Invar2,L2〉 be two TA such that X1 ⊆ X2.
S1 and S2 are the respective set of states of A1 and A2. The relation S is included
in S2 × S1. We say that (q2, v2)S(q1, v1) if v2X1 = v1 and
(i) Strict simulation:
(q2, v2)
e2→ (q′2, v
′
2) ∧ label(e2) ∈ Σ1 ⇒
∃(q′1, v
′
1) · ((q1, v1)
e1→ (q′1, v
′
1) ∧ label(e1) = label(e2) ∧ (q
′
2, v
′
2) S (q
′
1, v
′
1)).
(ii) Stuttering:
(q2, v2)
e2→ (q′2, v
′
2) ∧ label(e2) = τ ⇒ (q
′
2, v
′
2) S (q1, v1).
(iii) Time transitions:
(q2, v2)
δ
→ (q2, v′2) ⇒ ∃(q1, v
′
1) · ((q1, v1)
δ
→ (q1, v′1) ∧ (q2, v
′
2) S (q
′
1, v
′
1)).
Deﬁnition 3.2 (Timed τ-simulation between timed automata) Let A1 and
A2 be two TA, such that s01 and s02 are their respective initial state. We say that
A1 τ -simulates A2, written A2  A1 if s02 S s01.
Remark 3.3 Note that, in the case of reﬁnement, the above result about preser-
vation also holds. That is, if the abstract description of a system simulates the
reﬁned one w.r.t. S, then the safety properties veriﬁed for the abstract description
are preserved during the reﬁnement.
3.2 Timed τ -simulation / incremental modeling
We give here the two main propositions showing that timed τ -simulation is well-
adapted to incremental modeling. Proposition 3.4 states that a TA A simulates a
composite TA composed from A. Proposition 3.5 shows that the timed τ -simulation
is a congruence w.r.t. the parallel composition ||. Note that these propositions
implies that the timed τ -simulation has the compositionality property w.r.t. ||, i.e.,
if A  B and C  D then A||B  C||D.
Proposition 3.4 Consider two TA A and B, we have : A||B  A.
Proposition 3.5 Let A, B and C be TA. If A  B then A||C  B||C.
Proof (sketch). It has been proved that both propositions (with τ -simulations
and such a parallel composition) hold in the untimed case. The extension to timed
systems is straightforward since clock constraints are strengthened by this compo-
sition and that the timed τ -simulation does not accept extension of delays between
abstract actions.
3.3 Divergence-sensitive timed τ -simulation / liveness properties
It is well known that the timed τ -simulation presented previously only preserves
safety properties. In order to preserve also liveness properties, we extend S so that
it is divergence-sensitive. A τ -simulation is called divergence-sensitive if it forbids
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τ -divergence and introduction of new deadlocks [7].
Thus, we deﬁne a timed τ -simulation, called Sds, having these two properties. To
deﬁne the condition on the non-introduction of deadlocks, we use the predicate free
deﬁned in [11].
The predicate free. Informally, given a location q, free(q) is the set of all
valuations (of states with q as discrete part) from which a discrete transition can
be taken after some time elapsed. The formal deﬁnition is:
free(q) =
[
e∈out(q)
↙ (guard(e) ∩ ([reset(e) := 0]Invar(target(e))))
where out(q) is the set of discrete transitions leaving from q.
To detect τ -divergence, it is suﬃcient to detect non-zeno τ -cycles. If a timed system
does not contain non-zeno τ -cycles, then it is not τ -divergent.
Non-zeno τ-cycles. Let A be a TA where some labels of actions are renamed by
τ . We say that A does not contain any non-zeno τ -cycles if:
∀ρ, k · (ρ ∈ Γ(A) ∧ time(ρ) = ∞∧ k ≥ 0 ⇒
∃k′, e · (k′ ≥ k ∧ (ρ, k′)
e
→ (ρ, k′ + 1) ∧ label(e) = τ)).
Now, we give formal deﬁnitions for the divergence-sensitive timed τ -simulation.
Deﬁnition 3.6 (Divergence-sensitive (DS) timed τ-simulation) Consider
two TA, respectively A1 = 〈Q1, q01 ,Σ1,X1,T1, Invar1,L1〉 and A2 = 〈Q2, q02 ,
Σ1 ∪ {τ},X2,T2, Invar2,L2〉, such that X1 ⊆ X2 and A2 does not contain any
non-zeno τ -cycles. S1 and S2 are the respective set of states of A1 and A2. The
relation Sds is included in S2 × S1. We say that (q2, v2)Sds(q1, v1) if
(q2, v2)S(q1, v1) and v2 ∈ free(q2) ⇒ v1 ∈ free(q1)
Deﬁnition 3.7 (DS timed τ-simulation between TA) Let A1 and A2 be two
TA, with respective initial state s01 and s02 . We say that A2 DS-τ -simulates A1,
written A2 ds A1 if s02 Sds s01 .
We also say that a run ρ2 DS-τ -simulates a run ρ1, written ρ2 ds ρ1 if
(ρ2, 0) Sds (ρ1, 0). Now, the following lemma states that each reachable state of
A2 is in relation with at least one reachable state of A1.
Lemma 3.8 Let A1 and A2 be two TA s.t. A2 ds A1. We have
∀s2 · (s2 ∈ Reach(A2)⇒ ∃s1 · (s1 ∈ Reach(A1) ∧ s2 Sds s1))
Proof. As s02 Sds s01 , the proof is immediate by deﬁnition.
4 Preservation of MITL properties
We show in this section that MITL properties are preserved by the DS timed τ -
simulation Sds. That is, we show that if A DS-τ -simulates B and a property ϕ holds
on A then B also satisﬁes ϕ, where the property ϕ is a requirement of A. First, as
MITL semantics is deﬁned on TSS and that our simulations take into account runs,
it is necessary to prove the following lemma.
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Lemma 4.1 Let ρ2 and ρ1 be two runs s.t. ρ2 ds ρ1. Let σ2 and σ1 be the TSS
obtained respectively from ρ2 and ρ1 (i.e. σ1 = σ(ρ1) and σ2 = σ(ρ1)). Consider
t ∈ R+ and the suﬃxes σt1 and σ
t
2 of σ1 and σ2 at time t. We have:
∀ρ′2 inscribed in σ
t
2, ∃ρ
′
1 inscribed in σ
t
1 such that ρ
′
2 ds ρ
′
1.
Proof. Let us consider ρ′2 as the suﬃx of ρ2 at time t. Consider the state
(q2, v2) in ρ2 s.t. time((q2, v2)) = t. As ρ2 ds ρ1, there exists (q1, v1) in ρ1 s.t.
(q2, v2)Sds(q1, v1). By clause 2 of Def. 3.1, we can deduce that time((q1, v1)) = t.
Let ρ′1 be the suﬃx of ρ1 from the state (q1, v1). We have ρ
′
2 ds ρ
′
1. If (q2, v2) does
not exist in ρ2, it means that this time value occurs during a time transition. Then,
it is enough to split the time transition and create an intermediary state (q2, v2)
s.t. time((q2, v2)) = t. Then, if we also split the corresponding time transition in
ρ1 (this transition exists since ρ2 ds ρ1), the previous case applies.
The lemma is true for the particular case of the suﬃx ρt2 of run ρ2 at time t built
from σt2. Without loss of generality, we can aﬃrm that the lemma is also true
for each run inscribed in σt2 (as each run can be written as ρ
t
2 by splitting or
concatenating time transitions). 
Now, we prove that the DS timed τ -simulation preserves all MITL properties.
Lemma 4.2 (Preservation of a MITL formula on a run) Consider two TA
A1 and A2 s.t. A2 ds A1. Let ρ1 be a run of A1, ρ2 be a run of A2 and ϕ be
a MITL formula expressing a requirement of A1. We have:
ρ2 ds ρ1 ∧ σ(ρ1) |= ϕ ⇒ σ(ρ2) |= ϕ
Proof. The proof is done by induction on the structure of the formula, and therefore
we prove that the lemma is true for each kind of MITL formula.
Theorem 4.3 (Preservation of MITL properties) Let ϕ be a MITL property,
and A1 and A2 two TA. If A1 |= ϕ and A2 ds A1 then A2 |= ϕ.
Proof. The proof is immediate. As A2 ds A1, then ∀ρ2 · (ρ2 ∈ Γ(A2)⇒ ∃ρ1 · (ρ1 ∈
Γ(A1)∧ ρ2 ds ρ1)). As A1 |= ϕ, then ∀ρ1 · (ρ1 ∈ Γ(A1) ⇒ σ(ρ1) |= ϕ). We deduce,
by lemma 4.2, that ϕ holds (by preservation) for all the runs in A2 and so, that
A2 |= ϕ. 
Remark 4.4 Note that in practice, to perform MITL model-checking, a timed
Bu¨chi automaton (TBA) [3] is constructed from the MITL formula. Deciding the
satisfaction of the formula is then reduced to the TBA emptiness problem [4]. As
in the untimed case (PLTL and Bu¨chi automata), TBA are more expressive than
MITL. They are not preserved by our τ -simulation relations.
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5 Veriﬁcation of the simulation
5.1 Symbolic representation of TA
The semantic graph of a timed automaton has an inﬁnite number of states. In order
to check the (DS) timed τ -simulation, we have to use a symbolic representation
of this inﬁnite graph. Zones are the most commonly used symbolic representation
in this case. Particularly, we use an abstraction of the semantic graph based on
zones, called the simulation graph, deﬁned in [11].
Zones. A zone is a set of semantic states which all have the same discrete part. It
is a pair (q, ζ) composed of a location q and a convex polyhedron ζ representing the
set of valuations of the semantic states grouped together in the zone. Given a zone
z, we write poly(z) for the polyhedron of z, and we re-use the notation disc(z) to
denote the discrete part of z.
Operations on zones. The operations time− succ(z) and time− pred(z) deﬁne
respectively the set of time successor and predecessor states of some state in z. The
expressions disc− succ(e, z) and disc− pred(e, z) represent respectively the set
of discrete successor and predecessor of some state in z by the transition e. Formally
[11]:
time − succ(z)
def
= {s | ∃s′ ∈ z, δ ∈ R+ · s′
δ
→ s}
time − pred(z)
def
= {s | ∃s′ ∈ z, δ ∈ R+ · s
δ
→ s′}
disc − succ(e, z)
def
= {s | ∃s′ ∈ z · s′
e
→ s}
disc − pred(e, z)
def
= {s | ∃s′ ∈ z · s
e
→ s′}
The operation post(e, z, c) deﬁnes the successor zone of z by the discrete transition
e, i.e., all states that can be reached from some state in z after taking the discrete
transition e and letting some time pass (w.r.t a constant c). pre(e, z) deﬁnes the
predecessor zone of z by the transition e.
post(e, z, c)
def
= close(time − succ(disc − succ(e, z)), c)
pre(e, z)
def
= disc − pred(e, time − pred(z))
Used in post(e, z, c), the operation close(ζ, c) operates on a polyhedron ζ and
deﬁnes a new one ζ ′ (to simplify the notations, in the deﬁnition of post, close
operates on a zone). Intuitively, the constraint deﬁning ζ ′ is obtained from the
constraint of ζ by setting to c all lower bounds greater than c and setting to ∞ all
upper bounds greater than c. A formal deﬁnition is given in [11].
Simulation graph. The simulation graph of a timed automaton A is a ﬁnite
graph where each node is a zone and the transitions are discrete transitions
(time elapses implicitly inside zones). Formally, let c be a natural constant
greater or equal to cmax (the greatest constant appearing in a clock constraint
of A). The simulation graph of A w.r.t. c, written SG(A, c), is a tuple 〈Z,
z0,Σ,−→〉 where the initial zone z0 ∈ Z is the pair (q0, time− succ(zero)),
and given a zone z and a transition e of A, if z′ = post(e, z, c) = ∅, then z′
is a node of the graph and z
e
→ z′ is a transition of the graph (the use of the
operation close in the deﬁnition of post ensures that the simulation graph is ﬁnite).
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Paths of the simulation graph. A path of the simulation graph is a ﬁnite or
inﬁnite sequence π = z0
e0→ z1
e1→ z2 · · ·. The path is called non-zeno if for each
clock x ∈ X, either x is reset inﬁnitely often in π, or x remains unbounded from
one point in the path. We write Π(SG) for the set of paths of a simulation graph
SG.
5.2 (DS) timed τ -simulation on simulation graphs
In order to perform the veriﬁcation of the simulations, we give a new deﬁnition for
these relations when they apply on simulation graphs. We prove that, given two
simulation graphs SG2 and SG1, and the timed automata A2 and A1 from which
they are respectively built, if SG2 (DS-)τ -simulates SG1, then A2 (DS-)τ -simulates
A1. Now, we deﬁne what it means that a simulation graph (DS-)τ -simulates another
one.
We ﬁrst focus on the expression of the timed τ -simulation on simulation graphs.
Recall that, at the semantic level, the relation is deﬁned by three conditions: strict
simulation for abstract actions, stuttering of τ -actions and, concerning time, non
extension of the delays between abstract actions. The relation on simulation graphs
is deﬁned as follows: the clauses for strict simulation and stuttering are deﬁned in
the same way than at the semantic level. Concerning the clause about time, as time
elapses inside zones, the condition is incorporated in the clause on strict simulation
(the inclusion in clause 1 of Deﬁnition 5.1). Informally, it states that time can not
elapse more before each abstract action in SG2 than it does in SG1.
Deﬁnition 5.1 (Timed τ-simulation Z) Let SG1 = 〈Z1, z01 ,Σ1,−→1〉 and
SG2 = 〈Z2, z02 ,Σ2,−→2〉 be two simulation graphs, built respectively from two
TA A1 and A2. Let c be the greatest constant appearing in a constraint of A1. The
timed τ -simulation Z, on simulation graphs, is included in Z2 × Z1. We say that
z2 Z z1 if poly(z2)X1 ⊆ poly(z1) and :
(i) Strict simulation :
z2
e2→ z′2 ∧ label(e2) ∈ Σ1 ⇒
∃z′1 · (z1
e1→ z′1 ∧ label(e1) = label(e2) ∧
poly(pre(e2, z′2) ∩ z2)X1 ⊆ poly(pre(e1, z
′
1) ∩ z1) ∧ z
′
2 Z z
′
1).
(ii) Stuttering:
z2
e2→ z′2 ∧ label(e2) = τ ⇒ z
′
2 Z z1.
Deﬁnition 5.2 (Timed τ-simulation on simulation graphs) Let SG1 and SG2
be two simulation graphs. We say that SG1 τ -simulates SG2, written SG2 z SG1,
if z02 Z z01 .
Now, we focus on the DS timed τ -simulation, that we call Zds. As the relation
on TA, this relation on simulation graphs extends Z with two additional clauses
concerning the absence of τ -cycles in SG2, and the non-introduction of deadlocks.
Deﬁnition 5.3 presents the relation Zds. We ﬁrst give a deﬁnition for the absence
of non-zeno τ -cycles in a simulation graph.
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Non-zeno τ-cycles in a simulation graph. The deﬁnition given for runs of
a timed automaton can be extended to paths of a simulation graph. Consider a
simulation graph SG where some labels of actions are renamed by τ . Then we say
that SG does not contain any non-zeno τ -cycles if:
∀π, k · (π ∈ Π(SG) ∧ π non-zeno ∧ k ≥ 0 ⇒
∃k′, e · (k′ ≥ k ∧ (π, k′)
e
→ (π, k′ + 1) ∧ label(e) = τ)).
Deﬁnition 5.3 (DS timed τ-simulation Zds) Consider two simulation graphs
SG2 and SG1 such that SG2 does not contain any non-zeno τ -cycles. The DS timed
τ -simulation Zds is a binary relation included in Z2 ×Z1. We say that z2 Zds z1 iﬀ
z2 Z z1 and (poly(z2)\free(disc(z2))X1 ⊆ poly(z1)\free(disc(q1))
Deﬁnition 5.4 (DS timed τ-simulation between simulation graphs) Let
SG1 and SG2 be two simulation graphs. We say that SG1 DS τ -simulates SG2,
written SG2 zds SG1 if z02 Zds z01 .
We proved previously that the DS timed τ -simulation Sds preserves MITL prop-
erties. As we want to verify this simulation on simulation graphs, we deﬁned a new
DS timed τ -simulation Zds on these graphs. Now, to beneﬁt of the properties of
Sds (i.e. MITL preservation), we must prove that if two simulation graphs are in
relation w.r.t. Zds then the two associated TA are in relation w.r.t. Sds. This is
expressed by the following theorems.
Theorem 5.5 Let A be a timed automata and SG the simulation graph obtained
from A. If there are no non-zeno τ -cycles in A, then there are no non-zeno τ -cycles
in SG, and conversely.
Proof. It follows directly from lemma 5.9 of [11], stating in particular that each
non-zeno run of A is inscribed in a unique non-zeno path of SG, and that, for each
non-zeno path π, there exists a non-zeno run inscribed in π. 
Theorem 5.6 Let SG1 and SG2 be two simulation graphs, (q1, ζ1) and (q2, ζ2)
are two respective zones of SG1 and SG2. We have the following statement: for
each state (q2, v2) in (q2, ζ2), there exists a unique state (q1, v1) in (q1, ζ1) s.t.
(q2, v2) Sds(q1, v1). Formally:
(q2, ζ2) Zds (q1, ζ1)⇒ ∀v2 · (v2 ∈ ζ2 ⇒ ∃v1 · (v1 ∈ ζ1 ∧ (q2, v2) Sds (q1, v1))).
Proof. Theorem 5.5 proves the part concerning the τ -cycles. Concerning the other
clauses, the proof is done by ﬁxed-point induction.
Theorem 5.7 Consider two TA A1 and A2, and their respective simulation graphs
SG1 and SG2. We have: if SG2 zds SG1 then A2 ds A1.
Proof. As SG2 zds SG1 then z02 Zds z01 . Consider the respective initial states
s02 and s01 of A2 and A1. By deﬁnition, s02 ∈ z02 and s01 ∈ z01 . We know that
s02 is in relation (w.r.t. Sds) with one state in z01 s.t. their valuations over X1 are
equal (theorem 5.6). Thus, s01 is this state and s02Sdss01 . 
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6 Conclusion and future works
In this paper, we proposed to use τ -simulations as a way to guarantee the preserva-
tion of linear-time properties, expressed in MITL, during the incremental modeling
of timed systems. We deﬁned two relations: a timed τ -simulation preserving safety
properties, and a divergence-sensitive timed τ -simulation to handle all MITL
properties, particularly liveness properties. We implanted the veriﬁcation of these
τ -simulations on simulation graphs in a tool, using Open-Kronos libraries[11]
and the tool Profounder [12].
Our purpose is to propose a methodology to model timed systems incrementally,
while preserving a wide range of properties. We have shown that the timed
τ -simulation is well-adapted to integration of components using the classic parallel
composition. In particular, given timed automata A, B and C, A||B τ -simulates
A, and if A τ -simulates B, then A||C τ -simulates B||C. However, these results are
not often useful in practice with the divergence-sensitive timed τ -simulation since
the classic parallel composition often introduces deadlocks, as we have seen on the
examples that we treated.
Indeed, with our tool, we applied our method to model incrementally some
systems, by integration of components. Concerning the railroad crossing and
a manufacturing plant example [6], it turns out that both safety and liveness
properties are preserved during the modeling. We also applied the method to
the example of a gear controller [8]. For this system, the preservation of safety
properties is not a problem. However, the preservation of liveness properties could
not be ensured since deadlocks were introduced by the parallel composition used
for the integration of components.
Then, we currently work towards ﬁnding suﬃcient conditions on components
ensuring that, when composing these components, the composite system is not
τ -divergent and does not contain more deadlocks. In the case of integration of com-
ponents, these conditions could allow to ﬁnd the good order in which components
must be introduced so that MITL properties are preserved.
For this purpose, a direction to explore is the use of other synchronized composi-
tions. Indeed, the classic composition operator has the drawback to often introduce
deadlocks. In [10,5], diﬀerent kinds of composition operators are studied, for their
non-blocking abilities. They are studied on a subclass of timed automata, namely
timed automata with deadlines. In this model, time progress conditions are not ex-
pressed as invariants in locations since, according to the authors they clearly lead to
deadlocks, but as deadlines on each transition. While guards express when a tran-
sition can be enabled, deadlines express when a transition must be enabled. Then,
it should be interesting to study what this model and other composition operators
can bring to handle the problem of deadlocks.
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