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де, І - щільність сумарного трансмембранного 
струму (зовнішній струм - позитивний), Ii - щільність 
іонного струму, Isyn - щільність синаптичного стру-
му, V- зсув трансмембранного потенціалу від рівно-
важного (деполяризація позитивна), СM - питома 
ємність мембрани, t - час. 
Наступний поділ мембранного струму можна про-
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Вступ. Вивчення процесів електростимуляції 
вимагає створення адекватних моделей, що опи-
сують закономірності передачі стимулюючого 
впливу від вихідних каскадів апаратури до збуд -
ливих нервових структур, генерації і проведення 
порушення в нервових тканинах. Характерним 
об'єктом впливу при електронейростимуляції є 
нервове волокно, у якому під дією стимулів утво-
рюються нервові імпульси - потенціали дії, що по-
ширюються від тіла клітини її пресинаптичними 
закінченнями. 
Мета роботи - здійснити опис моделі Ходжкіна-
Хакслі, для якої в подальшому здійснити програмну 
реалізацію. 
Основна частина. Мембранний струм. 
Перший крок в аналізі мембранного струму поля-
гає в поділі його на ємнісний, іонний і синаптичний: 
(1) 
калієвий (ІK), і інші (ІL): 




Іонна проникність мембрани може бути задовіль-
но виражена в термінах іонної провідності (gNa,g, g1) 
Тоді індивідуальний іонний струм може бути вира-




де Еr - абсолютна величина рівноважного потенці-
алу, V, VNa, VK, VL - зміна трансмембранного потен-
ціалу щодо рівноважного. 
Іонна провідність 
Основне ускладнення при описі іонної провідності 
викликає той факт, що натрієва і калієва провідність 
зростає з затримкою при деполяризації мембрани, але 
знижується без відчутних затримок при реполяри-
зації. Якщо розглядати змінну g, то вона повинна опи-
суватися рівнянням четвертого порядку при 
збільшенні провідності і рівнянням першого порядку 
при її зменшенні. Корисне спрощення можна одер-
жати припустивши, що g пропорційне змінним чет-
вертого ступеня, що описується рівнянням першого 
порядку. У цьому випадку збільшення калієвої про-
відності від нуля до скінченної величини пропорційно 
Формальний вираз, використаний для опису каліє-
вої провідності: 
(7) 
що залежать від трансмембранного потенціалу і не за-
лежать від часу і мають розмірність, обернену часу, п -
змінна проникності, що змінюється в межах від 0 до 1. 
З фізичної точки зору формальну інтерпретацію цих 
виразів можна провести, якщо представити, що калієві 
іони можуть перетинати мембрану тільки у випадку, 
якщо чотири іони калію займуть визначену область 
поблизу мембрани. п представляє пропорцію іонів у 
визначеному положенні (наприклад, усередині мем-
брани) і 1-п - пропорцію в іншому положенні (на-
приклад, поза мембраною). 






розмірність мв, розмірність постійних коефіцієнтів 
вибирається на підставі дотримання розмірності в 
рівнянні. 
Натрієва провідність 
52 Медична інформатика та інженерія, № 2, 2009 
(6) 
де g K - константа, що описує проникність і має 
- параметри, розмірність питомої провідності, і 
початковий стан коефіцієнта де 
проникності (при V=0). 
Коефіцієнти і визначаються шляхом роз-і 
в'язку системи: 
і де визначаються з оптимізації рівняння 
(8) по експериментальних кривих для набору значень 
У у межах від 0 до 110 мв. Таким чином одержують 
в залежності від У, набір значень параметрів і 
по ньому підбирають оптимальну функціональну за-
лежність, що має вигляд: 
де мають розмірність мс-1, У має і 
де 
тоді зменшення буде пропорційним ехр 
(-4t). У результаті цього наближення одержимо, що 
збільшення калієвої провідності матиме характерну 
затримку, а зменшення буде експонентним. Для опи-
су збільшення натрієвої провідності, була запропоно-
вана заміна четвертого ступеня на третій, але для 
опису зменшення натрієвої провідності необхідно 
включати змінну, що є більш тривалою зміною про-
відності. 
Калієва провідність 
де ЕNa і Ек - рівноважний потенціал для іонів на-
трію і калію, ЕL - потенціал, при якому струм витоку 
(хлор і ін.) дорівнює нулеві. Для практичного викори-
стання можна застосувати ці рівняння у формі: 
МЕДИЧНА ІНФОРМАТИКА 
ТА ІНЖЕНЕРІЯ 
Існує два підходи для опису натрієвої провідності. 
Перший полягає в описі провідності за допомогою 
однієї змінної, зміна якої описується диференціаль-
ним рівнянням другого порядку. За допомогою дру-
гого методу можна описати провідність у термінах 
двох змінних, що змінюються відповідно до рівнянь 
першого порядку. Другий метод більш прийнятний, 
оскільки є простим в математичному описі й експе-
риментальному визначенні параметрів. 









мв, розмірність постійних коефіцієнтів вибирається 
на підставі дотримання розмірності в рівнянні. 
Синаптична провідність 
Опис синаптичної провідності займає окреме місце 
в даній моделі, оскільки необхідність у її розгляді ви-
являється при вивченні сукупності нейронів. Нейро-
ни зв'язані один з одним за допомогою синапсів, про-
синаптичний час (час дифузії нейромедіатора в си-
наптичній щілині від пресинаптичної до постсинап-
тичної мембрани), gsyni - максимальна синаптична 
провідність i-го синаптичного контакту, ti - час ак-
тивації останнього потенціалу дії в i-му пресинаптич-
Рис. 1. Залежність синаптичної провідності Gsyn від 
часу. 
Завдяки а-функції зв'язування потенціал дії одно-
го нейрона передається іншому з деякою затримкою 
і цей вплив не зникає миттєво (рис. 1). 
Вплив шумових перешкод 
Для створення найбільш точної і повної моделі не-
обхідно врахувати вплив різного роду шумів, що ви-
являються при реєстрації клітинної активності [10]. 
Як сигнал, так і перешкоди, що його спотворюють, є 
випадковими процесами, причому наші судження про 
ці процеси грунтуються на вибірках кінцевого роз-
міру, що представляють у конкретному випадку кінце-
ву безліч чисел, тобто якусь дискретну вибірку. Тому 
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або в розгорнутому вигляді: 
де -функція - характерний 
(23) 
(22) 
ному нейроні, - затримка, що характеризується 
часом поширення імпульсу уздовж аксона, Vsyn - ха-
рактерний синаптичний потенціал. Звичайно синап-
тичний контакт називають збудливістю при Vsyn > Еr 
і інгібуючим або гальмовим при Vsyn < Еr Звичайно 
величині х присвоюють постійне значення, рівне 2 мс. 
тікання струму по яких звичайно моделюється за 
допомогою а-функції зв'язування, яке характеризує 
швидке збільшення і повільне загасання постсинап-
тичного потенціалу після генерації потенціалу дії 
[9,14]. Таким чином, синаптичний струм можна за-
писати у формі: 
де т0 і h0 визначаються аналогічно n0, 
і Коефіцієнти визначаються в такий спосіб: 
(16) 
(17) 
де мають розмірність мс-1, У має розмірність і 
жать від t. 
Аналітичний розв'язок рівнянь (14-15) має такий 
вигляд: 
де gNA - константа, а і - функції У, але не зале-
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для обліку впливу шуму можна використовувати 
якусь випадкову функцію розподілу амплітуд, що має 
вигляд: 
(24) 
де Rseal - опір ізоляції (характеристика з'єднання 
нейрона з мікроелектродом), Re - реальна частина 
мікроелектродного імпедансу, k - стала Больцмана, 
T - температура, B - ширина смуги пропущення в 
Гц (характеристика смуги частот, що фіксуються 
апаратно). Необхідно зазначити, що при фільтрації 
сигналу можливо відбудуться значні втрати корисної 
складової сигналу. Тобто сумарна помилка при де-
текції сигналу складається із суми помилок у випад-
ку, коли шум робить значний внесок у сигнал (при 
малих співвідношеннях сигнал/шум) і детектор не 
виявляє сигналу серед шуму, а також у випадку по-
милкових спрацювань детектора, тобто коли серед 
чистого шуму детектор виявляє сигнал. Тому дуже 
важливо мати фільтр високої вибірковості, що реагує 
на сигнал визначеної форми. 
Приклад програмної реалізації моделі Ходж-
кіна-Хакслі 
У цій версії моделі Ходжкіна-Хакслі для гігантсь-
кого аксона кальмара трансмембранний потенціал v 
зміщений відносно потенціалу спокою клітини так, що 
v=0 є потенціалом спокою (для зручності). Одиниця-
ми вимірювання є а) [час] = мсек (мілісекунди), 
b) [напруга] = mV (мілівольти) с) [сила струму]= mA 
(міліампери). 
Перший запуск моделі. У моделі, яку отримаємо, 
виберемо силу прикладеного струму ia(t) та міру 
відповідної напруги v(t). Прикладений струм у цьо-
му випадку є сумою двох "пульсових " функцій, що 
визначаються за допомогою функції Хевісайда 
"heav". Одиничний "імпульс" задається формулою: 
i(amp,t0,dt)=amp*(heav(t-t0)-heav(t-t0-dt)). 
Він має амплітуду "amp" лише для проміжку часу 
між t0 та t0+dt. В іншому випадку струм дорівнює 
нулю. Задаючи прикладений струм у вигляді 
ia=i(ia1,t1,dt1)+i(ia2,t2,dt2) 
нам слід вибирати значення параметрів (ial, t1, dtl) 
для першого "імпульсу " та (ia2,t2,dt2) для другого 
"імпульсу" 
Ми можемо використати параметри моделі за при-
пущенням та отримати відповідні графіки (рис. 2). 
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Рис. 2. Вигляд програмної реалізації моделі Ходжкіна-Хакслі. 
Зауважимо, що напруга збільщується (деполяри-
зує), далі зменшується (гіперполяризує), опускаєть-
ся нижче потенціалу спокою і тоді має тривалий пе-
ріод одужання перед тим, як повернутися до спокою. 
Ця форма є притаманною для більшості нейронів і 
називається "потенціалом дії". Стимул у цьому ви-
падку походить від синаптичного входу від інших 
клітин. 
Далі отримуємо графіки: INA, IK та IA. Викорис-
товуючи меню "Mode" виводимо одночасно ці гра-
фіки на екран. 
Бачимо, що незабаром після імпульсу прикладено-
го струму, активується натрієвий струм. Це спричи-
няє деполяризацію (збільшення напруги). Калієвий 
струм трішки затримується, тобто активується після 
натрієвого струму. Натрієвий струм має додатній знак, 
він протилежний за знаком до від'ємного натрієвого 
струму Тобто один є струмом назовні, а інший - стру-
мом всередину. 
Продемонструємо неточне поняття "збудливості". 
Це поняття, пов'язане з відповіддю V(t) на стимул 
Ia(t). Систему вважають "збудливою" якщо вона 
відповідає на стимули. За допомогою моделювання 
покажемо, що 
(I) потенціал дії із великим значенням V(t) отри-
муємо лише тоді, коли амплітуда "ial" прикладеного 
імпульсу є досить великою. 
(II) подальше збільшення амплітуди стимулу не 
суттєво змінює форму потенціалу дії. 
Для того, щоб це показати змоделюємо систему 
для значень параметра ia1=0,1000,2000, 3000,4000, 
5000. Отримуємо графіки. При цьому, при значенні 
амплітуди імпульсу між ia1=1000 та ia1=2000 існує 
значна "якісна" відмінність в результуючій відповіді 
V(t). Це ілюструє положення (I). В свою чергу, при 
ia1 >3000 усі потенціали дії подібні. Це ілюструє по-
ложення (II). Така поведінка системи називається 
"збудливістю" 
Припустимо, що на клітину подіяли препаратом 
TTX (нейротоксин, що перекриває усі натрієві кана-
ли). Для того, щоб перекрити натрієві канали, потрібно 
прикласти провідність gna=0. 
Опірність є наступним неточним поняттям. " Пері-
од опірності" вважають довжиною проміжку часу, 
який повинен минути, поки такий же самий надпоро-
говий стимул зможе спричинити "такий же" потен-
ціал дії у відповідь. 
Зауважимо що другий імпульс не спричиняє дру-
гого потенціалу дії, навіть при тому, що він має таку 
ж амплітуду. Якщо ж ми почекаємо досить довго 
(наприклад t2 близько 30), то " клітина" одужує і може 
боротися знову. Змінюючи t2 ми можемо зробити 
висновок про вплив, який це має на напругу відповіді. 
Якщо змінити параметри моделі, щоб побудувати 
графік прикладеного струму, потрібного для експери-
менту із "затисненою" напругою, коли і натрієві стру-
ми, і струми втрат заблоковані, можна розглянути зміну 
ємності клітини і відповідних провідностей. 
Висновок. В роботі здійснено опис моделі Ходж-
кіна-Хакслі, для якої розроблено програмну реаліза-
цію. Програма дозволяє розв'язати клас задач, по-
в'язаних з біоелектричною активністю. 
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