The planning and scheduling activities are viewed profoundly important to generate successful plans and to maximize the utilization of scarce resources. Moreover, real life planning problems often involve several objectives that should be simultaneously optimized and real world environment is usually characterized by uncertain and incontrollable information. Thus, finding feasible and efficient plans is a considerable challenge. In this respect, the Multi-Objective Resource-Constrained Project-Scheduling problem (MRCPSP) tries to schedule activities and allocate resources in order to find an efficient course of actions to help the project manager and to optimize several optimization criteria. In this research, A Potts mean field feedback artificial neural network algorithm is developed and explored for the multiobjective resource constrained project scheduling problem. A convenient encoding of inequality constraints is achieved by means of multi-linear penalty function. An approximate energy minimum is obtained by iterating a set of Potts means field equation, is combination with annealing. Priority rulebased heuristics are the most widely used scheduling methods though their performance depends on the characteristics of the projects. To overcome this deficiency, a Potts mean field feedback artificial neural network is designed and integrated into the scheduling scheme so as to automatically select the suitable activity for each stage of project scheduling. Testing on Paterson's classic test problems and comparison with other exact method how that the proposed Potts mean field annealing neural network based heuristic is able to improve the performance of project scheduling.
Introduction
The planning and scheduling of activities are important to generate good plans and to maximize the utilization of scarce resources. The planning process consists in generating feasible Course of Actions (COA), the so-called 'plan', that its execution would allow the accomplishment of the tasks or activities.
( ), -

229
In this respect, the Multi-Objective RCPSP tries to find suitable resources allocation and optimize these objectives. This problem can be stated as a set of jobs or tasks, related by successor and predecessor constraints and where each task requires for its realization a various combination of resources/mode. The RCPSP has various features as multi-mode, single mode, with non preemptive or pre-emptive resources, renewable or non-renewable resources. This problem was been widely studied in the single objective case, however, the multi-objective version of the RCPSP is scant. Several approaches were developed to solve uni-objective RCPSPs as Merkle et al. who applied an Ant System methods to solve the RCPS problem. Demeulemeester et al. applied a Branch-and-Bound procedure for the RCPSP. A Genetic Algorithm has also been applied to solve the RCPSP. For the multi-objective RCPSP, Belfares et al. developed a progressive resource allocation method based on the Tabu Search meta-heuristic. AlFawzan and Haouari developed a method based on Tabu Search to solve the RCPSP with two objectives: the makespan and robustness.
In this paper, we develop a multi-objective RCPSP with a multi-mode feature and renewable resources. The objectives of the MRCPSP are namely: the minimization of the makespan Cmax, the minimization of the total cost and the maximization of the probability of success The exact methods often adopt mathematical models such as integer programming, Talbot (1982) , and dynamic programming, Gavish and Pirkul (1991) , or are based on implic enumeration with branch and bound by considering the RCPSP as NP-hard problem. But the exact methods may be computationally infeasible or face combinatorial explosion problem if the practical projects under study are larger or more complicated, Leu and Yang (1999) , Chan ,Chua and Kannan (1996) The general heuristic methods adopt priority rules reflecting one or multiple factors such as activity's critical index, duration, and minimum late finish time in generation of schedules, such as the ones used by Boctor (1990) , Padilla and Carr (1991) , Bell and Han (1991) and Sampson and Weiss (1993) ). However, there is little basis for choosing one among different heuristic rules, and no priority rule dominates all other or performs consistently better than others, Davis and Patterson (1975) . Moreover, the general heuristic methods may be trapped within local optima, Lee and Kim (1996) . The metaheuristic methods or the new generation of heuristic algorithms normally include simulated annealing (SA), tabu search (TS) and genetic algorithm (GA). SA searches for better solutions through repetitive improvement (or local alternation) on current solutions. Boctor (1990) , Lee and Kim (1996) and Bouleimen and Lecocq (1998) have applied SA for the MRCPSP. TS start with a feasible solution and keep improving it in the successive iterations so that a local optimum may be escaped in pursuit of a global optimum. Its application to the MRCPSP includes the works of Pinson et al. (1994) , Lee and Kim (1996) and Baar et al. (1998) . GA is based on the mechanisms of evolution and natural genetics and has been applied to solve the MRCPSP Lee and Kim (1996) . The three metaheuristic methods have some common features such as starting with initial solutions and updating (or improvement) them from iteration to iteration. Comparisons of the solution-solving schemes for the MRCPSP show that GA and SA have better performance than TS in addition that the metaheuristic methods generally outperform the exact or heuristic methods. Feedback artificial neural network have turned out to be powerful in finding good approximentive solution to difficult combinatorial optimization problem, Hopfield and Tank (1985) , Peterson and soderberg (1989) , and Gislen, Peterson and Soderberg (1992) . The idea it to map the problem onto binary or M-state neurons (spin variables) with an appropriate energy function. The system is relaxed using mean field theory (MFT) techniques in order to avoid local minima. This procedure, sometimes called mean field annealing (MFA) give an approximate global minimum of the energy. In This paper we extend integrate priority rule based heuristics into Potts-MFA to multi-objective resource-constrained project scheduling.
Problem Description (MRCPSP formulation)
The RCPSP is normally characterized by objective functions, features of resources, and preemption conditions, Lee and Kim (1996) . Minimization of project duration is often used as an objective of the RCPSP, while other objectives such as minimization of total project cost and leveling of resource usage are also considered. Resources involved in a construction project can be renewable (i.e., recoverable after serving an activity, such as equipment or crew) or nonrenewable (i.e., limited in amount over project process and not recoverable, such as cement or sand). Preemption means the activities (e.g., frame installing) in progress can be interrupted, while nonpreemption means the activities (e.g., concreting) are not allowed to stop once in progress. The MRCPSP that considers the renewable resources, nonpreemption and minimizing of project duration can be formulated as follows, Talbot (1982) :
Subject to :
The multi-objective RCPSP consists in optimizing three objectives simultaneously: -Minimize the makespan Cmax equation (1); -Minimize the COA cost equation (2); -Maximize the probability of success of the COA equation (3). Under a set of constraints denoted by equations (4-7), the resources availability constraint (4), means that each task i is performed by r ik quantity of resource k that can't exceed the available quantity R k . Equation (5) is the predecessor constraint. It guarantees that each task i starts if all their predecessors P Ri have been finished. Constraint (6) enures that each task i is required exactly by one combination of resources. Constraint (7) represents the decision variables, where A Multi-objective ResourceConstrained Project-Scheduling Problem x ij = 1 if resource j contributes to the realization of task i. 0 otherwise. A solution to this problem can viewed as sequences of synchronization tasks and resources, where each sequence corresponds to the realization of a given task t i by a combination of resources c, thus a sequence is an elementary action = (t i , c).
Priority Rule-based Heuristics
Priority rule-based heuristics consist of at least two components, including a schedule generation scheme (SGS) and priority rules. An SGS determines how a schedule is constructed gradually, building a feasible full schedule for all activities by augmenting a partial schedule covering only a subset of activities in a stage-wise manner. Two schemes are usually distinguished. In the serial SGS, a schedule is built by selecting the eligible activities in order and scheduling them one at a stage as soon as possible without violating the constraints. In the parallel SGS, a schedule proceeds by considering the time periods in chronological order and in each period all eligible activities are attempted to start at that time if resource availability allows. For each feasible MRCPSP instance, a serial SGS searches among the set of active schedules which always contains at least one optimal schedule for project duration minimization, Kolisch (1996) .Therefore, the serial SGS is adopted in this paper. The serial SGS divides the set of activities into three disjoint subsets: scheduled, eligible, and ineligible. An activity that is already in the partial schedule is considered as scheduled. Priority rules serve to resolve conflicts between activities competing for the allocation of scarce resources. In situations where the decision set contains more than one candidate, priority values are calculated from numerical measures which are related to properties of the activities, the complete project, or the incumbent partial schedule.
Some well-known priority rules are listed in Table 1 
Optimization with Mean Filed Annealing
Recurrent networks appear in the context of associative memories and difficult optimization problems, Hopfield and Tank, (1985) . Simple models for magnetic systems (spin glasses) have a lot in common with recurrent networks-with an atomic spin seen as analogous to the firing state of a neuron -and have therefore been the source of much inspiration for neural network studies. The Hopfield model is based on the energy function: 
Optimization with Ising Neural Networks
The archetype of an ANN for optimization is based on a Hopfield-type energy function, adapted to a specific problem by a dedicated choice of weights. With a slightly modified, softer, MF dynamics, with sgn (0) replaced by tanh   0 T , combined with annealing, the resulting MF neurons will relax to a stable configuration representing a tentative solution to the problem. The key problem here is to reach he global minimum or at least a very low-lying local minimum. If one attempts to minimize E according to a local optimization rule, the system will very likely end up in some local minimum close starting point, which is not desired. A better strategy is to employ a stochastic algorithm that allows for uphill moves. One such method is Simulated Annealing (SA), in which configurations are generated according to the Boltzmann distribution, Kirkpatrik, , Gelatt, and Vecchi (1983): 
And T is a temperature representing the noise level of system.
T 
The Boltzmann distributed becomes concentrated to the configuration minimizing E . If configuration are generated with a slowly decreasing T (annealing), they are less likely to get stuck in local minima than if T is set to 0 from the start. Needless to say, such a procedure can be very CPU consuming. The MF approach aims at approximating the stochastic SA method with a set of deterministic equations. T . This yields a deterministic dynamics, characteristic of a recurrent ANN. High temperatures correspond to very smooth sigmoid tanh   0 T , while in the low-temperature limit the step function of Equation (9) is recovered, Bahreininejad and Topping (1997).
Optimization with Potts Neural Network
For many optimization problems, an encoding in terms of binary elementary variables in natural. However, there are many problems where the natural elementary decisions are of the type one-of-
Early attempts to approach such problems by neural network methods used neuron multiplexing, where for each elementary k-fold decision, a set of k binary 0/1-neurons was used, with the additional constraint that precisely one of them be on (=1). These syntax constraints were implemented in a soft way as penalty terms. this approach dose not yields high-quality solutions in a parameter-robust way. An alternative encoding is to use Potts neurons with the syntax constraint built in. In this way the dynamics is confined to relevant parts of the solution space (Figure1), leading to dramatically improved performance Peterson and soderberg (1989. 
Refinements and Generalizations
In this section, we will discuss possible complications that arise in optimization applications and require special care in one way or another.
None-Quadratic Energy Functions
Not all optimization problems can be encoded in terms of a quadratic energy function, even though the state-space can be encoded in terms of set Potts neurons. This presents no principal difficulty, and one can still use Equation 8. However, a possible practical problem arises from the induced self-coupling in the energy function (terms with nonlinearities in a single spin), that might affect performance. With a quadratic E self-couplings can be avoided by removing all diagonal terms, An efficient and general method for avoiding self-couplings altogether is to replace the derivative in Equation (16) by a difference:
Inequality Constraints
In the problem mentioned in the previous sections, the constraints considered were all the equality 
With  the Heaviside step function:
0 x  and 0 otherwise. Of course, such a nonpolynomial term in the energy function must be handled using Equation (19) .
Potts-Mean Field approach to MRCPSP
Multi-objective Resource-Constrained Project Scheduling Problems are NP-Complete and one is stuck to approximate solutions for large N problems. We will use the Potts Mean Field Theory equations to construct a polynomial-time algorithm. Multi-objective Resource-Constrained Project Scheduling Problem is mapped onto generic energy function 
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Testing and Comparison
In this section we present the result of the computational tests and comparisons with the best published algorithms. The approach is coded in Visual C# and run on an Intel Core 2 Dou CPU T7500 2.2 GHz personal computer. The Paterson's test problems are adopted to test the proposed heuristic, see Patterson (1984) .The problem set includes 110 scheduling problems, each with 3-50 activities and 1-4 renewable resources. The proposed heuristic is applied to solve each test problem and the priority rule-based heuristics listed in Table 1 are also applied for comparison. The computation results are shown in Table 2 . 74.5% of schedules generated by the proposed Potts-MFA are optimal. And the average error to optimal solutions is 1.1%, which is much smaller than the errors of other tested heuristics. The descriptive statistics verified sufficiently that the method proposed in this paper is able to improve the performance of multiobjective resource constrained project scheduling. It is also noticed that for some instances the proposed ANN-based heuristic failed to generate near optimal schedules. The maximum error is 18.2%, for which the test problem has an optimal project duration of 11 time units and the proposed heuristic generates a schedule of 13. Besides, 23.6% schedules have errors within 10.0%, which indicates the necessity of further improvement. 
Conclusions
We proposed, developed and tested a priority rule based heuristics into Potts-MFA to Multi-Objective resource-constrained project scheduling. Potts-MFA neural network used for serial schedule generation scheme. To the best of our knowledge, this is the first time that neural networks based heuristics have been applied to the MRCPSP. So, research in this approach is still in its infancy. We tested this approach on some well-known MRCPSP benchmark problem instances in the literature. The computational results are very encouraging as they compare very well with some of the best results in the literature from techniques such as priority rule-based heuristics. The approach, in spite of being relatively new, gave very good results, and therefore appears to be very promising and worthy of further exploration. Future research may focus on developing some hybrid approaches involving the Potts-MFA approach and some of the other successful approach such genetic algorithms, to further improve the results.
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