Production, Characterization, and Acceleration of Optical Microbunches by Sears, Christopher M.S. & /SLAC, /Stanford U.
SLAC-R-902 
 
 
 
 
 
 
 
Production, Characterization, and Acceleration  
of Optical Microbunches 
 
 
Christopher M.S. Sears 
 
 
 
 
 
 
 
SLAC-R-902 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Prepared for the Department of Energy 
under contract number DE-AC02-76SF00515 
Printed in the United States of America. Available from the National Technical Information 
Service, U.S. Department of Commerce, 5285 Port Royal Road, Springfield, VA  22161. 
  
 
 
 
 
This document, and the material and data contained therein, was developed under sponsorship of the United States 
Government.  Neither the United States nor the Department of Energy, nor the Leland Stanford Junior University, 
nor their employees, nor their respective contractors, subcontractors, or their employees, makes an warranty, 
express or implied, or assumes any liability of responsibility for accuracy, completeness or usefulness of any 
information, apparatus, product or process disclosed, or represents that its use will not infringe privately owned 
rights.  Mention of any product, its manufacturer, or suppliers shall not, nor is it intended to, imply approval, 
disapproval, or fitness of any particular use.  A royalty-free, nonexclusive right to use and disseminate same of 
whatsoever, is expressly reserved to the United States and the University. 
PRODUCTION, CHARACTERIZATION, AND ACCELERATION
OF OPTICAL MICROBUNCHES
A DISSERTATION
SUBMITTED TO THE DEPARTMENT OF APPLIED PHYSICS
AND THE COMMITTEE ON GRADUATE STUDIES
OF STANFORD UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
Christopher M.S. Sears
June 2008
© Copyright by Christopher M.S. Sears 2008
All Rights Reserved
ii
I certify that I have read this dissertation and that, in my opinion, it
is fully adequate in scope and quality as a dissertation for the degree
of Doctor of Philosophy.
(Robert H. Siemann) Principal Adviser
I certify that I have read this dissertation and that, in my opinion, it
is fully adequate in scope and quality as a dissertation for the degree
of Doctor of Philosophy.
(Sami Tantawi)
I certify that I have read this dissertation and that, in my opinion, it
is fully adequate in scope and quality as a dissertation for the degree
of Doctor of Philosophy.
(Todd Smith)
Approved for the University Committee on Graduate Studies.
iii
iv
Production, Characterization,
and Acceleration
of Optical Microbunches
Christopher M.S. Sears, Ph.D.
Stanford University, 2008
Abstract
Optical microbunches with a spacing of 800 nm have been produced for laser
acceleration research. The microbunches are produced using a inverse Free-Electron-
Laser (IFEL) followed by a dispersive chicane. The microbunched electron beam is
characterized by coherent optical transition radiation (COTR) with good agreement
to the analytic theory for bunch formation. In a second experiment the bunches are
accelerated in a second stage to achieve for the first time direct net acceleration of
electrons traveling in a vacuum with visible light.
This dissertation presents the theory of microbunch formation and characteriza-
tion of the microbunches. It also presents the design of the experimental hardware
from magnetostatic and particle tracking simulations, to fabrication and measure-
ment of the undulator and chicane magnets. Finally, the dissertation discusses three
experiments aimed at demonstrating the IFEL interaction, microbunch production,
and the net acceleration of the microbunched beam.
At the close of the dissertation, a separate but related research effort on the tight
focusing of electrons for coupling into optical scale, Photonic Bandgap, structures is
presented. This includes the design and fabrication of a strong focusing permanent
magnet quadrupole triplet and an outline of an initial experiment using the triplet
to observe wakefields generated by an electron beam passing through an optical scale
accelerator.
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Chapter 1
Introduction
1.1 A Case for Laser Acceleration
Like many devices, the history and development of particle accelerators have been
marked by the introduction of new technologies that advance the field in leaps rather
than by a gradual improvement of pre-established technologies over time. The first
particle accelerators[2] relied on electrostatic fields much like the Van der Graff gen-
erator producing beams of a few MeV limited by dielectric breakdown of isolating
insulator components. The introduction of alternating gradient technology[3] allowed
beam energies beyond this limit. A progression of new technologies has eventually led
to modern day RF electron accelerators that have acceleration gradients of a few tens
of megavolts per meter producing beam energies of tens of GeV in several kilometer
long accelerators. These accelerators have been used to great success in increasing
humanity’s understanding of fundamental physics at the subatomic scale. Future
plans from the high energy physics community seek to probe among other things
the nature of gravity and matter by going to still higher center-of-mass energies, up-
wards of 1 TeV. With the current state of the art technology in order to reach this
desired center-of-mass energy the accelerator would need to be tens of kilometers in
length[4]. Increasing the energy still further would likely be prevented by excessive
civil construction costs and power requirements, and potentially even shortages of
raw materials needed to construct the accelerator cells. To avoid this, the machine
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must be made smaller by increasing the accelerating gradient. Unfortunately current
technologies are already at their limit in sustaining high electric fields. However, at
optical frequencies the ability to create and confine strong electromagnetic fields is
much better. With the development of chirped pulse amplification (CPA)[5] in the
mid 1980s lasers are readily capable of producing electric fields in excess of 100 GV/m
in pulses less than 1 ps duration. Even more recently, development of diode pumping
and low quantum defect materials has led to dramatic increases in total efficiency of
laser systems. These laser sources and their continued development make attractive
the prospect of accelerating electrons using lasers.
The current mainstream accelerator technology is the disc-loaded RF waveguide.
The waveguide is formed from a set of individual copper discs each with a central
aperture that are stacked together to form a waveguide. The space between two
adjoining discs forms a cavity which resonates at radio or microwave frequencies.
The input coupling and cavity geometry are arranged such that the resonant mode
has a longitudinal accelerating electric field. The irises serve both as the aperture
for the electron beam and as a means for RF field to couple from one cavity to the
other. At each end of a stack is attached a modified resonator cell with an additional
aperture transverse to the disc that allows input/output coupling of the RF fields.
Since the accelerator is in effect a set of resonators with a Q-factor much greater
than 1, a long RF pulse is needed to build up the necessary field intensity (typically
∼ 1µs).
Current accelerator field strengths are limited by two processes due to the strong
RF fields inside the structures: pulsed heating and RF breakdown [6]. The pulsed
heating from high power RF causes mechanical stresses in the accelerator structure
leading to micro-crack formation, or cavity deformation and de-tuning. RF break-
down on the other hand is a single shot failure in which electrons are emitted from a
surface within the accelerator, accelerated by the RF fields, and impact upon another
surface within the accelerator. The number of electrons and ions can build up much
like in a photomultiplier eventually damaging the accelerator. The physics of pulsed
heating and RF breakdown remain an area of active research, though these effects
currently limit accelerators to unloaded gradients of ∼90 MV/m with a maximum of
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140 MV/m demonstrated in a single test structure[7]. For most linear accelerators
currently in operation, the gradient is typically ∼30 MV/m.
Optical accelerators manage the damage issue in a couple of different ways. Some
acceleration schemes studied so far accelerate using a free-space laser mode, eliminat-
ing a electromagnetic guiding structure and thus any issue with its damage. However,
in a purely free space interaction between a laser and an electron, to first order in
the fields the net energy gain is zero because of the inevitable phase slip between
the laser with phase velocity vph = c and the electron with v = β ∗ c. This was
first noted by J.G. Woodward and J.D. Lawson[8], and is often referred to as the
Lawson-Woodward theorem. Acceleration can still be achieved from free space trav-
eling lasers by instead matching the optical and electron phase velocity either via an
undulator in the inverse free electron laser (IFEL) experiments [9, 10, 11] or with a
low pressure gas in inverse Cherenkov acceleration [12, 13] or by relying on a higher
order interaction between the laser and electron (ponderomotive acceleration) which
requires very high laser intensity[14]. These experiments however all have the sig-
nificant disadvantage that the coupling efficiency between laser and electron is very
low with the vast majority of the laser pulse energy wasted. To achieve reasonable
efficiency, a guiding structure is still necessary. Early proposals simply scaled down
existing metallic structures to laser wavelengths[15]. However, at optical frequencies
absorption in metals becomes significant. Optical structures would therefore be made
of dielectric materials. Dielectric materials also have a much higher damage threshold
than metals. For example a 1 ps, 800 nm pulse the multi-shot damage threshold of
fused silica has been measured to be an incident fluence of 2-4 J/cm2[16] compared to
0.1-0.2 J/cm2 for gold[17]. This translates to a maximum surface field of 3.9 GV/m
giving over an order of magnitude improvement compared to RF. Less well known
is the limit due to pulsed heating; however given the very short pulses (∼ 1ps) and
low pulse energies (< 100µJ) heating should not be a factor in low repetition rate
accelerators. For high repetition rates discussed in [18] average heating may become
an issue.
Besides the considerable benefit of increased allowable peak surface field, opti-
cal accelerators have additional benefits in sharing technology and discovery with
4 CHAPTER 1. INTRODUCTION
a large and active research field driven in large part by the telecommunications in-
dustry. Photonic bandgap fibers are being pursued for their long-haul, low loss as
well as customizable dispersion characteristics, but they may also have applications
to laser acceleration as optical vacuum waveguides. Similarly, lithographically made
photonic bandgap devices are being studied for all-optical switches and couplers, re-
search which could be adapted to create an accelerator-on-a-chip. Meanwhile, rapid
progress is being made in high power, high efficiency mode locked lasers which have
reached optical-to-optical efficiencies of ∼ 50%[19], competitive with the most efficient
klystrons used in standard accelerators.
The wealth of research and application of optical devices, both for efficiently pro-
ducing light and guiding in optical scale structures, could potentially lead to compact,
inexpensive electron sources. By applying the manufacturing processes involved in
making semiconductor computer chips to accelerator research, one might one-day
produce a monolithic accelerator-on-a-chip, complete with power source[20], electron
emitter, and accelerator structure.
With these benefits in mind, we seek to demonstrate as a first step optical acceler-
ation of electrons traveling in a vacuum. As with many research endeavors, achieving
the final goal of an accelerator-on-a-chip in a single step would be effectively impos-
sible in a single project. Besides the optical accelerator, a full system will require the
power source, electron emitter, waveguides, magnets, and a host of other components.
Several of these are being actively studied by other researchers. It is the goal of this
work to first demonstrate optical acceleration.
1.2 Prior Experiments in Laser Acceleration
The idea of using lasers to accelerate particles was first proposed by Shimoda [21] and
others in the 1960’s, while lasers themselves were still in their infancy. It was not until
much later that the first experiments demonstrating acceleration of electrons with
light appeared. The first experiment to interact electrons directly with a laser used the
inverse of the Cherenkov radiation process[12] (ICA). The initial energy modulation
was small, just 37 keV over a 100 cm helium filled gas cell, due largely to the laser’s
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small peak fluence. Later experiments [13] replaced the Q-switched Nd:YAG laser
with a sliced CO2 laser to obtain a much higher peak fluence and therefore a stronger
interaction. A radial polarizer was also used to better match the incoming laser to
the Cherenkov radiation pattern. The acceleration mechanism in ICA is a direct
interaction between the laser field and the electrons using the gas to phase match.
However, the gas scatters the electron beam and leads to emittance growth, limiting
the usefulness of ICA for longer accelerators. This cannot be circumvented with
stronger laser fluences as the gas would breakdown under large laser fields leading to
strong absorption and electron-plasma interactions.
Later experiments aimed to achieve direct laser acceleration of electrons in a vac-
uum. Two separate experiments used the inverse of the Free Electron Laser process
(IFEL) to both bunch and accelerate electrons [9, 10, 11]. Both the experiments used
large, complex CO2 lasers for the driver. In the STELLA experiment[9], the laser
pulse was split between two undulators. In the first undulator, a relatively small
interaction sinusoidally modulated the electron energy as a function of electron lon-
gitudinal position with the bunch. A chicane after the first stage was used to convert
the energy modulation into a density modulation forming a train of microbunches.
In the second undulator, the microbunches were then accelerated. Although these
experiments together represent a significant contribution to advanced accelerator re-
search, demonstrating significant acceleration gradient over a long (∼1m) distance in
vacuum, they did not achieve much reproducibility due in large part to significant
spatial and energy jitter of the driving lasers. CO2 lasers are a mature technology
having reached wall plug efficiencies of around 20% which, though good, does not
reach the efficiency of current conventional accelerator drivers nor the efficiency of
solid state and fiber lasers. There is also relatively little interest in CO2 lasers in the
broader academic and technical community making the chance for collaboration or
technology sharing less likely. In addition, while the IFEL process has many advan-
tages including relatively easy optical coupling and alignment compared to optical
scale structures, the IFEL process is not scalable to high energies due to roll-off in
interaction strength and the scaling of the undulator needed to maintain resonance.
In parallel to the efforts to accelerate electrons directly with a laser field, other
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research projects proposed and performed acceleration indirectly by using a wakefield
in a plasma[22]. In such experiments, a tightly focused intense laser pulse (fluence
> 1018W/cm2) propagates through a plasma expelling plasma electrons due to a
ponderomotive force. After the laser pulse the plasma electrons rush back setting up
a wakefield in which an electron beam can be trapped and accelerated. This line of
research has grown into a large and successful field, recently demonstrating trapping
and acceleration of a mono-energetic electron beam[23]. Other experiments used a
similar physical mechanism by shining a laser onto a thin foil to ablatively accelerate
particles, both electrons and ions, from the surface[24]. Further discussion of these
acceleration schemes is outside the scope of this thesis.
1.3 The Laser Electron Acceleration Project at
Stanford
The Laser Electron Acceleration Project (LEAP experiment) began almost a decade
ago at Stanford University as an effort to achieve a first order laser-electron interaction
in vacuum. In its beginnings LEAP sought to accelerate electrons in vacuum using
a laser field confined by a dielectric structure surrounding the beam. Thus it had
a modest laser system ( 1 mJ/pulse) since larger pulse energies would damage the
dielectric. The project initially used a geometry with two crossed laser beams[25]
with the electrons traveling in a semi-open space between a pair of reflectors (figure
1.1). Each beam was at an angle providing partial electric field in the longitudinal
direction while the transverse components of the fields canceled on-axis providing net
acceleration with no transverse kick. Since the laser travels at an angle α relative to
the electron trajectory, the electrons see phase fronts traveling at:
vph =
c
cosα
(1.1)
For a crossing angle of α = 34mrad the electrons will therefore slip relative to the
laser by λ/2 after about 1mm. This slippage distance sets the gap between the two
pairs of mirrors. The upstream set of mirrors are also angled by 45°to bring the laser
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beams in and out of the interaction region.
Figure 1.1: The LEAP cell.
1.3.1 The ITR Accelerator
Unfortunately LEAP ran into difficulties in its early years owing to considerable
experimental challenges and a lack of accelerator time. However, in August of 2004 the
experiment succeeded in its goal of interacting 800nm light via an inverse transition
radiation (ITR) process[26]. The same experimental run also allowed for testing of an
IFEL process at higher harmonics[27]. The IFEL harmonics experiment is described
in detail in chapter 4.
The ITR experiment started as a simplification of the initial LEAP structure[25].
The first simplification eliminated the upstream boundary and brought the laser es-
sentially from infinity terminating on a single metallic surface. The second simplifi-
cation did away with a second laser beam. In the original LEAP structure two beams
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Figure 1.2: Results of the Inverse Transition Radiation Experiment. Left: Plot of
electron energy modulation versus laser pulse energy. The interaction is shown to be
linear in the electric field. Right: electron energy modulation versus laser polarization
angle. Both scans show excellent agreement with theory. Figure reproduced from [26].
are combined such that the transverse fields cancel while the longitudinal accelerat-
ing fields add. This simplification would seem to introduce a small transverse kick,
however as noted in [28], for an ultra-relativistic beam and a crossing angle α = 1/γ
there is no kick due to a cancellation between the electric and magnetic Lorentz
forces. A third modification that led to the ultimate success of the experiment was
the introduction of a tape system to advance the metal foil to a new section between
shots. This allowed the laser power to be increased beyond the damage threshold
of the boundary allowing for greater laser-electron interaction. Although the surface
ultimately damages, during the short time the electrons and laser are present at the
tape surface, the tape remains an optically flat surface. This was verified before the
experiment by standard pump-probe measurements.
The ITR experiment succeeded in showing, for the first time, a direct, linear
acceleration of electrons using visible light. The overall interaction strength was quite
modest, just 30-40 keV fwhm. To show that the interaction was due to the inverse
transition process, a couple of different scans were done varying the laser intensity
and polarization (figure 1.2). The interaction was proven to be linear in the electric
field and polarization dependent. The polarization dependence eliminated a possible
indirect mechanism due to plasma formation at the boundary. The data agree very
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well with theory.
One can define an acceleration gradient as the coherence length of the ITR in-
teraction Lc divided by the acceleration energy. The maximum accelerated particles
changed energy by ∼20keV (half the fwhm). The coherence length is the distance
over which a single electron remains within a single half-cycle of the laser field. This
is given by Lc = 0.5λlγ
2=1.4mm. Then the average gradient G is G=20 keV/Lc=14
MeV/m. Thus, for the range of parameters used in this experiment, the acceleration
gradient is quite similar to a traditional accelerator.
1.4 The Need for Optical Microbunching and the
E163 Program
In these initial demonstration experiments at LEAP, both the laser and electron
beams were 1 ps in duration. By comparison, the optical period of the laser was
just 2.67 fs. As a result, there are electron-laser interactions at all phases resulting
in an increase in energy spread rather than net acceleration. Indeed, the results
of the initial LEAP experiments are all expressed as the increase in energy spread.
However, an important stated goal of LEAP was to obtain net acceleration. This
could in theory be obtained by starting with sub-fs electron pulses. However this is
currently well beyond the abilities of conventional particle accelerators and all-optical
injectors do not yet exist. Instead, the picosecond long electron bunch available must
be sub-divided, or microbunched, to match the accelerating wavelength.
Shortly after completing the initial demonstration of optical acceleration the re-
search project was moved to a new facility at SLAC. The project was assigned a
SLAC experiment number: E163. One of the first goals of the research program at
its new locale was the production and characterization of optical microbunches for
use in laser acceleration research. This research is the focus of this dissertation.
Optical microbunching is not a new technique. Optical microbunches were first
created as a necessary step in Free Electron Laser[29] and Optical Klystron[30] devel-
opment and operation in the 1970s. These devices used the microbunching process
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to achieve high-gain coherent emission at optical frequencies from electron motion
in undulating magnetic fields. In some sense these devices could be considered as
an extension of klystrons[31] to relativistic beam energies. One significant difference
in the optical devices compared to the klystron though was the lack of a small seed
source for the electromagnetic field. Instead, both FELs and optical klystrons start
from Schottky noise in the beam itself.
Much like the optical klystrons created for synchrotrons, the E163 program will
use a short undulator magnet followed by a dispersive chicane magnet to create optical
microbunches. Instead of building up from noise though, the undulator is seeded by
a strong laser field with the same wavelength as the acceleration section to follow.
This allows for phase synchronicity between the microbunches and the accelerator. It
also makes the modulator section much shorter than in an optical klystron. Although
the physics remains the same, because of the strong optical field at the start of the
undulator and the key interest being the microbunching rather than the radiation,
this process is termed an Inverse Free Electron Laser interaction.
Chapter 2 goes over basic FEL theory needed for understanding the IFEL process
and resulting energy modulation. The chapter also discusses production of optical
microbunches and the characteristics of those bunches. Chapter 3 discusses the design
of the undulator and the dispersive chicane including constraints from the experiment,
magnetostatic & CAD designs, and measurement after assembly. Chapter 4 discusses
the first experiment using the IFEL alone which explored harmonics of the IFEL
interaction. This experiment was done ahead of completion of the E163 facility for
laser acceleration research. Chapter 5 gives an overview of the newly completed E163
facility for laser acceleration research. Chapters 6 and 7 present the main experimental
effort of this thesis in first producing and characterizing optical microbunches (chap.
6) and then obtaining net acceleration in a staged experiment (chap. 7).
The eighth chapter of this thesis presents an entirely different challenge presented
by direct laser acceleration. Laser acceleration schemes presented thus far involve
largely free space propagation of the laser with transverse dimensions much larger
than the accelerating wavelength. The eighth chapter introduces laser accelerators
with dimensions at the optical scale, and discusses the steps necessary to focus the
1.4. THE NEED FOROPTICALMICROBUNCHING AND THE E163 PROGRAM11
electron beam to such small transverse dimensions. This includes an explanation of
tight focusing of electrons, as well as the design and fabrication of a strong quadrupole
triplet needed to produce the focus. Finally, the chapter ends with an outline of
the initial experiments planned using the tight focus which will explore wakefields
produced from optical scale accelerators.
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Chapter 2
FEL Theory & Microbunching
Free Electron Lasers (FEL) are at this point well developed and understood devices.
An FEL relies on radiation from a ’free’ electron as opposed to electrons bound in
atomic states. Typically, the term FEL refers to the production of radiation from an
electron passing through an undulating magnetic field, though strictly speaking the
radiating process can be one of a number of processes including Cherenkov radiation
or the Smith-Purcell effect. For the purposes of this thesis, the term FEL will refer
to undulator radiation based devices. The first FEL produced was a device called the
’ubitron’ which used a non-relativistic high current beam to produce microwave power
with 10% efficiency [32]. However, cavity based klystrons and gyrotrons were already
producing similar wavelength power at much greater efficiency, and the technology
was not pursued further until the mid 70’s when an FEL was installed with a 24
MeV beam to produce mid-infrared radiation [33]. FEL development then progressed
quickly, and FELs are now found throughout the world.
The theory of FELs is well developed. A good reference used for much of the
theoretical backing of this thesis is Charles Brau’s book [34]. The section below goes
over only the small portion of theory needed to understand the inverse FEL interac-
tion. Section 2.3 goes into further detail to describe coupling of electrons to higher
harmonics in an undulator. Section 2.4 describes microbunching formation within
the chicane and discusses sources of microbunch washout. Section 2.5 introduces the
simulation methods used throughout the thesis.
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Although the E163 program and the magnetic hardware are described in thorough
detail in later chapters, it is useful to have a few important parameters listed in this
chapter for reference. Table 2.1 gives some of the experimental parameters.
Parameter Value
The Beam
Energy 60 MeV
Energy Spread 0.1%
Charge 50 pC
The Undulator
Period 1.8 cm
Number of Periods 3
Kw 0.7-1.2
Table 2.1: E163 Experimental Parameters.
Figure 2.1 shows a diagram of an FEL. The alternating vertical magnetic field
causes the electron beam to oscillate in the horizontal plane. The electrons radiate due
to the transverse acceleration. The radiation cone overlaps with that of prior periods
leading to coherence at certain frequencies as subsequent lasing. In the inverse case,
the process begins with a strong radiation field in the form of a laser pulse already
present at the start of the undulator. The laser polarization is in the same direction
as the electron motion in the undulator. The laser propagates at the speed of light
while the electrons are slowed due to their transverse motion in the undulator. The
undulator period is chosen such that for each oscillation in the undulator field, the
electron slips relative to the laser phase by one optical cycle. This condition, known
as the FEL resonance condition, is the same criteria that leads to coherence at a
single frequency in the forward, FEL, case.
2.1 IFEL Physics
The physics necessary to describe and understand an IFEL are much simpler than
the forward, FEL, case. Given the large initial field, any changes to the field from
the electrons are very small, and emission/absorption can be ignored. Also, the
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Figure 2.1: Diagram of a Free Electron Laser showing the electron oscillation and
subsequent radiation.
short length of the undulator means that very little phase slippage within the bunch
can occur; all the bunching occurs within a downstream chicane. The energy gain
and motion of the electrons can be understood purely from examining the Lorentz
equations of the electron in the combined undulator and laser fields. To illustrate, we
approximate the laser by a plane wave polarized in the direction of oscillation of the
electrons, and ignore roll-off and gap variation of the undulator field. Under these
simplifications we have the following field components:
~Elaser = Elxˆ sin[kl(z − ct)] (2.1)
~Blaser =
(
El
c
)
yˆ sin[kl(z − ct)] (2.2)
~Bwig = Bwyˆ cos(kwz) (2.3)
Here, kl = 2pi/λl is the laser wavenumber and kw = 2pi/λw is the undulator
wavenumber; λw is the undulator period. Putting these into the Lorentz force equa-
tions gives the motion of the electron in the IFEL. Assuming the electron initially
has v˙x = v˙y = 0 we have:
dvx
dt
=
q
γme
(
El sin[kl(z − ct)]− vz
{
Bw cos(kwz) +
El
c
sin[kl(z − ct)]
})
(2.4)
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dγ
dt
=
q
mec2
vxEl sin[kl(z − ct)] (2.5)
To find the energy gain in the FEL we must first solve for vx. To do this we note
that El << vzBw for FEL interactions. The transverse motion is dominated by the
undulator field. We also take the approximation vz ' c. We then have:
vx = −cKw
γ
sin (kwz) (2.6)
where Kw =
qBwλw
2pimec
is the normalized undulator strength. We substitute this into
equation 2.5 and similarly define the normalized laser field strength (also known as
the normalized vector potential) Kr =
qElλr
2pimec2
. We then have:
dγ
dt
= −KrKwckl
γ
sin (kwz) sin [kl (z − ct)] (2.7)
The electron motion satisfies z(t) = vzt + z0 and vz = c
√
1− 1
γ2
− (vx
c
)2
. Noting
that γ À 1 and vx ¿ c we can write:
z − ct ∼= z0 − z
2
[
1
γ2
+
(vx
c
)2]
(2.8)
Equation 2.7 becomes:
dγ
dz
=
KrKwkl
γ
sin (kwz) sin
(
klz
2
[
1
γ2
+
(vx
c
)2])
cos(klz0) (2.9)
Here, we have taken d/dt ≈ cd/dz. Notice in equation 2.9 we have a product of
two sinusoidal oscillations. Integrated over many oscillations, this will average to zero
unless:
kw =
kl
2
[
1
γ2
+
(vx
c
)2]
(2.10)
We thus have a resonance condition for FELs and IFELs between the particle and
laser field. Physically, this resonance occurs when the particle slips with respect to
the laser field one optical cycle for every oscillation in the undulator field. When
this occurs, for a particle in phase (z0 = 2pin/kl), the particle’s transverse motion is
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always in the same direction as the laser electric field and thus significant acceleration
occurs.
To find the energy gain over one period of the undulator we take the average
value of v2x. From equation 2.6 we see that v
2
x = (cKw/γ)
2/2 where the factor of 2 is
to account for averaging the sine squared over one period1. The resonance equation
becomes:
kw =
kl
2γ2
(
1 +
K2w
2
)
(2.11)
Substituting this resonant condition into 2.9 and integrating over one period gives
us the energy gain.
∆γ =
2piKrKw
γ
kl
kw
cos (klz0) (2.12)
Alternatively an effective gradient can be defined as:
Geff = 0.511MV/m ∗ ∆γ
λw
= 0.511
klKrKw
γ
[MV/m] (2.13)
Equations 2.11 and 2.12 combine to set the undulator strength, period, and number
of periods for a given beam energy, desired modulation strength, and laser power
available.
2.2 IFEL Interaction Bandwidth
In the prior sections we assumed a simple sinusoidally varying undulator field. In
reality the magnetic field is more complex, having variations due to its finite length,
differing periodicity in the end sections, and variations across the gap. In addition,
the electron beam itself may have departures from the resonance condition, either due
to the finite energy spread of the beam, shifting of the energy centroid, or position
jitter that will sample different parts of the undulator field shot-to-shot. It therefore
1We will show in section 2.3 that removing this approximation yields coupling to higher harmon-
ics.
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becomes important to consider the tolerances of the IFEL interaction due to field
variations and off-energy particles.
First, let us consider an undulator having an N period sinusoidal field with a hard
cut-off. To obtain equation 2.12 we assumed the particle is on-resonance. If we drop
this assumption we have the energy gain defined by the integral:
∆γ =
qE0
mc2
Kw
γ
Nλw∫
0
cos
[
klz
2γ2
(
1 +
K2w
2
)]
cos (kwz)dz (2.14)
The product of the two cosines is decomposed into a rapidly varying part that
integrates to zero and a slow oscillating term:
∆γ =
KrKw
γ
kl
Nλw∫
0
cos
[
klz
2γ2
(
1 +
K2w
2
)
− kwz
]
dz (2.15)
∆γ =
2piNKrKw
γ
kl
kw
sinc
{
2piN
[
kl
2kwγ2
(
1 +
K2w
2
)
− 1
]}
(2.16)
We see then that we have a sinc function about the resonance with a width
determined by the number of oscillations. For a short undulator used for energy
modulation, the energy acceptance is quite large. Using this simple argument, we
can estimate that the three period E163 undulator resonant at 60 MeV will mod-
ulate electrons within 3 MeV of resonance. In actual fact, the resonance is further
broadened by the undulator’s departures from a simple sinusoid at the ends of the
undulator.
In addition to the finite length, the undulator field varies in strength across the
gap. It can be shown[34] that this variation goes as:
By(y, z) = B0 sin(kwz) cosh(kwy) (2.17)
We can now estimate our tolerance to mis-steering away from the center of the
gap. By substituting Kw = Kw0 cosh(kwy) into 2.16 we see that for our three period
undulator, the interaction will fall off by ∼ 10% when the beam is off center by
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1.2 mm. This is also much greater than the nominal beam transverse size, typically
< 200µm. Therefore, all electrons will experience roughly the same undulator field.
2.3 Higher Harmonic Interactions
To get the resonance equation 2.11 we period-averaged the transverse motion. This
was then substituted into eqn. 2.9 to find the energy modulation at resonance, eqn.
2.12. If instead we keep the z dependent transverse velocity we can find a more
precise expression for the laser interaction. Recall that the horizontal and longitudinal
particle velocities are given by:
vx = −cKw
γ
sin (kwz) and (2.18)
vz = c
√
1− 1
γ2
−
(vx
c
)2
. (2.19)
We combine these together, noting that γ À 1 and vx ¿ c, to obtain:
vz = c
√
1− 1
γ2
−
(
Kw
γ
)2
sin2 (kwz) (2.20)
vz = c
√
1− 1
γ2
(
1 +
K2w
2
)
+
K2w
2γ2
cos (2klz) (2.21)
vz u c
[
1− 1
2γ2
(
1 +
K2w
2
)]
+
K2w
4γ2
cos (2klz) (2.22)
Here, we have used the double angle formula. The next integration to get the
particle position produces elliptic integrals in z(t)[35]. However, since K/γ ¿ 1 we
can simplify this to:
z − ct u z0 − ct
[
1
2γ2
(
1 +
K2w
2
)]
+
K2w
4kwγ2
cos (2kwct) (2.23)
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We can then substitute this and Eqn. 2.6 into equation 2.5 to obtain:
dγ
dt
= −KwKrklc
γ
sin(kwct)Im
{
exp
[
i
klct
2γ2
(
1 +
K2w
2
)
− iK
2
w
4γ2
kl
kw
cos (2kwct) + iφ
]}
(2.24)
In Eqn. 2.6 we have taken the approximation z(t) u ct. Equation 2.24 can be
solved with a Bessel function expansion[36] to obtain the period averaged energy gain:
∆γ = −2piKwKr
γ
kl
kw
[Jn+1 ((2n+ 1)ξ0) + Jn ((2n+ 1)ξ0)] cos (φ+ npi) , (2.25)
where n satisfies:
2n+ 1 =
kl
2γ2kw
(
1 +
K2w
2
)
(2.26)
and,
ξ0 =
K2w
2(1 +K2w/2)
. (2.27)
Thus there are multiple arrangements of kl, kw, γ, and Kw that give significant
energy modulation, however only in odd multiples of the fundamental resonance con-
dition. This is well known from free electron lasers where radiation is observed at the
odd harmonics of the fundamental lasing wavenumber kl. This effect can be thought
of physically as coming from the symmetric figure-eight motion of the electrons in
the undulator field.
FELs (and conversely IFELs) can also couple to even harmonics when the sym-
metry of the figure-eight motion is broken. This is done simply by adding a net
transverse motion to the electrons through the undulator. The theory for the even
coupling was first derived by Colson, Dattoli, and Ciocci[35] for FELs and later ap-
plied to IFELs by P. Musumeci[37]. The derivation follows similar steps used for the
symmetric, odd harmonics only case. It will not be re-derived here, but the equation
for the energy gain per period is given as it will be used in later sections.
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∆γ =
2piKrKw
γ
kl
kw
cosφ
∞∑
m=−∞
Jm (nξ) [J2m+n+1 (nZ) + J2m+n−1 (nZ)] (2.28)
where ξ = K2w/2 (1 +K
2
w/2 + γ
2θ2) and Z = 2Kwγθ/(1 +K
2
w/2 + γ
2θ2). Here, θ is
the additional angle of the electrons. Note for θ = 0 we regain equation 2.25. The
resonance equation now includes all harmonics:
kw =
kl
2nγ2
(
1 +
K2w
2
)
(2.29)
2.4 Microbunching in a Chicane
After the IFEL the electrons pass through a dispersive chicane to transform the en-
ergy modulation into a longitudinal density modulation. The equations for bunching
of electron beams were first formulated for non-relativistic beams in klystrons[38].
In klystrons, bunching is from velocity modulation and time-of-flight. Here, the chi-
cane replaces the velocity modulation and instead varies the path-length of electrons
based on their modulated energy. Since both processes are linear, however, the same
equations apply. The longitudinal density modulation ρ can be written as a cosine
expansion with Bessel function coefficients.
ρ (z) = ρ0
[
1 + 2
∞∑
n=1
Jn (nβ) cos (nklz)
]
(2.30)
Here β = klR56η/γ0 describes the degree of bunching where η is the normalized
amplitude of IFEL modulation, γ0 is the normalized average beam energy, and ρ0 is
the initial density of the beam. R56 is the dispersion of the chicane, which can be
defined through magnetic measurements and is described in greater detail in §3.1.
Equation 2.30 can be further refined[39, 40] to include an initial energy spread, σγ.
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ρ (z) = ρ0
[
1 + 2
∞∑
n=1
bncos (nklz)
]
(2.31)
bn = Jn
(
nklR56
η/
γ0
)
exp
[
−1
2
(
nklR56σγ
γ0
)2]
(2.32)
Here, we have separated out the Fourier series coefficients, bn. These are termed
the ’bunching coefficients’, and are often quoted as a figure-of-merit for bunching
in FELs and IFELs. Optimal bunching occurs when the bunching coefficients are
maximized, which in turn occurs for β=1-1.5 depending on the harmonic number.
For β=1, we can write the expression in the exponent as: nklR56/γ0 = n/η. We
then see that when the IFEL modulation η is less than initial energy spread σγ the
microbunching begins to wash out. Further attenuation terms can be included to
account for electron beam divergence and laser wavefront curvature. These, however,
tend to be much smaller corrections compared to the initial energy spread term.
Figure 2.2 shows a plot of the longitudinal distribution for maximum bunching and
η/σγ = 2.5.
0 1 2 3 4 5
0.5
1
1.5
2
2.5
Longitudinal Density Modulation for η/σγ=2.5
Longitudinal Phase
D
en
si
ty
Figure 2.2: Plot of 2.31 with η/σγ = 2.5 and β = 1. Density is relative to the initial
density (ρ0 = 1).
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2.4.1 Microbunch Washout
To make use of the microbunches for acceleration they must survive a drift section
between the chicane and accelerator sections. There is the possibility that in this
drift the microbunches may washout.
There are two effects that can contribute to microbunch washout. The first is
space charge forces that drive a density oscillation at the plasma frequency [41].
Longitudinal space charge becomes a concern when the drift distance L approaches a
quarter of the plasma oscillation period c/ωp. Equation 2.33 gives the relativistically
corrected plasma frequency ωp where e, me, and n are the electron charge, mass, and
density and ²0 is the free-space permittivity.
ωp =
√
e2n
me²0γ3
(2.33)
For a 50 pC, 1 ps long electron pulse with a spot size of ∼ 100µm we obtain a
plasma wavelength of 67 cm. This compares to a drift distance used in the experiment
of ≤ 10cm. In the actual experiments charge was actually decreased due to energy
collimation 5.2 to ∼ 5 pC making space charge in the experiment even less of an issue.
The second cause of microbunch washout is a second order phase slippage due
to beam divergence (T522 and T544). The electron pulse is focused through the mi-
crobunching hardware before reaching the imaging point of a spectrometer. A particle
that has some divergence angle relative to the nominal beam trajectory, either due
to the beam emittance or an explicit focusing, will slip relative to the nominal beam
trajectory (figure 2.3).
The effect of this slippage can quantified by deriving an attenuation term analo-
gous to washout term due to the initial energy spread (equation 2.31). We consider
the beam as a set of i beamlets, each propagating at an angle θi. Each beamlet prop-
agates a distance L from the undulator, through the chicane forming microbunches
with the longitudinal density given by:
ρi = ρ0,i
{
1 + 2
∞∑
n=1
Jn (nβ) cos
[
nkl
(
z − 1/2Lθ2i
)]}
(2.34)
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Figure 2.3: Microbunch washout due to divergence. A particle traveling at some
angle θ relative to the nominal beam direction will slip behind relative to the nominal
trajectory.
Here, z is the longitudinal position within the bunch. Each beamlet is delayed
relative to the nominal beam center due to its angle θi. To find the total longitudinal
charge density we convert the finite sum into an integral. The charge of each beamlet
ρi is defined by the rms spread of divergence angles within the beam, σθ. Thus,
ρi ⇒ ρ0dθ/(
√
2piσθ) exp[−θ2/2σ2θ ]. We can now write the total longitudinal charge
density.
ρ = ρ0
{
1 + 2
∞∑
n=1
Jn (nβ) cos (nklz)
∫ ∞
−∞
dθ√
2piσθ
e
− θ2
2σ2
θ cos
(
nkl
Lθ2
2
)}
(2.35)
ρ = ρ0
{
1 + 2
∞∑
n=1
Jn (nβ) cos (nklz)
√
1 + bn
2b2n
}
(2.36)
bn =
√
1 + nklLσ2θ (2.37)
From equation 2.34 the cos term is split via the difference rule with the resulting
sin term integrating to zero yielding equation 2.35. We therefore see that much like
the initial energy spread, beam divergence causes a washing-out of the microbunch
2.5. SIMULATION OF MICROBUNCHING EXPERIMENT 25
structure and more strongly effects higher harmonics of the longitudinal bunch den-
sity.
In the experiment, the beam is focused ahead of the undulator and reaches a
focus of ∼ 100µm some 30 cm after the undulator. The rms angle spread to attain
this focus is ∼ 2× 10−4 radians assuming an emittance of 2 mm-mrad. Defining the
divergence washout attenuation term as:
δθ,n =
√
1 + bn
2b2n
. (2.38)
we have b1 = 1.046 and δθ,1 = 0.97 at the first harmonic. Thus, the washout due
to beam divergence is negligible for this focusing. As we shall see in chapter 8, when
stronger focusing is introduced, the washout due to divergence becomes important.
2.5 Simulation of Microbunching Experiment
The analytic results of §2.1 and §2.3 are useful in setting the initial design parameters
and calculating approximately the expected results of experiments. However, for true
comparison to experiment, it is necessary to include the true Gaussian laser profile
and fringe fields of the undulator. For these, an analytic result is unachievable, and
we instead turn to particle tracking simulations for finding predictions of experiment.
A simple particle tracking code integrating the Lorentz equations was written for
the purpose. The code uses the analytic form for a TEM00 mode laser, and a field
map of the undulator exported from the magnetic codes (these will be described in
further detail in the next chapter). It does not include absorption of laser by the
electrons (negligible in the case of a short undulator for microbunching) or space
charge effects. Separate simulations were performed using Genesis[42] which self-
consistently tracks the optical field to verify that the effect on the optical field is
negligible. Other simulations using Elegant’s[43] LSCDRIFT were done to find the
effect of space charge on the resulting microbunches. These simulations showed that
microbunches begin to degrade after around 0.5 m, consistent with the discussion of
§2.4.1. The primary difference found in using a full 3d simulation over the analytic
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equations comes from the roll-off in laser intensity transversely. To obtain sufficiently
high peak fields, the laser spot size is roughly the same size as the electron beam,
meaning that electrons near the edge of the beam will obtain less modulation in the
IFEL and therefore less bunching in the chicane. Actual results of simulation will be
shown along side the experimental data for comparison.
Chapter 3
Hardware Design and Fabrication
3.1 Field Integrals of Magnets
In addition to the constraints imposed on the magnet design by the physics of the
laser electron interaction given in chapter 2, the microbunching hardware should fol-
low other sensible requirements that keep the beam trajectory well confined. Ideally,
the outgoing trajectory should match the incoming with no net kick horizontally or
vertically. In addition, offsets, overall shifts in horizontal or vertical position, should
be minimized. This is particularly important in the undulator where the electrons
must remain overlapped transversely with the laser to maintain the interaction. These
two values, net kick and transverse offset, are quantified by the integrals of the mag-
netic field of the microbunching hardware and follow directly from consideration of
the Lorentz force equation. The first integral (3.2) is proportional to the transverse
angle of the electron beam. Integrating a second time gives the second integral (3.4)
proportional to the offset. The magnets are designed in such a way as to zero these
two field integrals after the exit of the magnets, as z →∞.
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e
γmc
1st (z) (3.1)
1st (z) =
∫ z
−∞
By (z
′)dz′ (3.2)
x (z) =
∫ z
−∞
x′ (z′)dz′ (3.3)
2nd (z) =
∫ z
−∞
dz′
∫ z′
−∞
By (z
′′)dz′′ (3.4)
For the chicane there is an additional field integral that can be defined that helps
quantify the creation of microbunches from the energy modulation imparted by the
IFEL. In particular, we want to know the longitudinal (z) position shift of an electron
within the bunch based on its energy. This quantity is known as the R56 where R is the
transfer matrix giving the mapping to first order of the six dimensional phase space
before and after a beamline element. The distance traversed L over a longitudinal
distance z is given by
L =
z∫
0
[
1 +
(
dx(z′)
dz′
)2] 12
dz′ (3.5)
=
∫ z
0
[
1 +
(
e
γmc
1st (z′)
)2] 12
dz′ (3.6)
If we now take the difference of an off energy particle compared to a nominal
trajectory we find for small angular deflections (x′ ¿ 1):
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∆γ
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) z∫
0
[
1st (z′)
]2
dz′ (3.9)
In the last step we have taken γ1 ≡ γ0 + ∆γ. Notice that the slippage ∆L
is negative for particles with energy higher than the beam. That is, those particles
travel a shorter total distance through the magnet compared to the mean particle and
will therefore arrive ahead of the nominal trajectory. The particle position within the
bunch will then change by ∆z = −∆L.
In addition to the differing particle paths through the chicane, particles at different
energies also travel at slightly different velocities. This velocity difference leads to an
additional time-of-flight induced path length difference, ∆zTOF given by:
∆zTOF = (v1 − v0)t0 = (v1 − v0) L
v0
, (3.10)
A relativistic particle’s velocity is related to γ by v = c
√
1− 1/γ2 u c(1− 1
2γ2
).
We then have:
∆zTOF = L
∆γ
γ3
, (3.11)
where L is the total distance traveled. The R56 is then defined as ∆z/(∆γ/γ),
giving us eq 3.12.
R56 =
L
γ2
+
(
e
γmc
)2 ∞∫
−∞
[
1st (z)
]2
dz (3.12)
We therefore have three expressions that further constrain the designs of the un-
dulator and chicane based on the electron trajectories. With these and the design
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criteria set by the physics of the IFEL and bunch formation processes we can begin
the design the hardware.
3.2 Design Considerations for LEAP/E-163
The design process for the microbunching hardware began by considering the available
beam parameters from the NLCTA and driving laser for the experiment. In particular,
the 60 MeV beam energy combined with the 800nm wavelength of the Ti:Sapphire
sets the undulator period at around 2cm from the FEL resonance equation (eq 2.29).
Furthermore, current permanent magnet materials have Br ' 1.25T limiting the
undulator parameter Kw to ≈ 0.5 − 1.2 depending on the gap of the undulator. A
second criteria set for the microbunching hardware is that the IFEL interaction should
not be so strong as to obscure any interaction from the downstream accelerating cells.
For the initial, small interaction experiments like the ITR setup[26] this limit is around
60-100 keV. From the FEL gain equation (2.5) this sets the number of periods to just
three given a reasonable laser energy of 0.5 mJ/pulse in a 1 ps pulse.
The field integrals through the undulator set additional constraints on the design.
As mentioned in the previous section, optimally both field integrals should be zero to
maintain overlap between the laser and electrons and to keep the electron trajectory
the same before and after the undulator. The first integral can be zeroed easily by
keeping the undulator antisymmetric in z. Of course, non-uniformities in the magnet
block strengths or other manufacturing flaws can lead to small kicks. This can be
accounted for by adding a tuning mechanism into the design. This will be discussed
in more detail in §3.5.
The second integral is much harder to deal with, and must be tuned to zero
iteratively during the simulation phase by adjusting the thickness of the first few and
final few blocks of the undulator. For a hybrid-Halbach undulator[44] used in this
design there are three generally prescribed means of getting a zeroed second integral.
In the first option, the first and last half period are reduced in thickness to about
½ the original thickness giving effectively a half kick at the first and last poles. A
somewhat more refined design varies both the first and second half periods to ¼ and
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¾ thickness. Figure 3.1 shows a comparison of these two options.
−100 −50 0 50 100
−0.5
0
0.5
z (mm)
Fi
el
d 
(T
)
Field Comparison of Two Undulator Ending Designs
−100 −50 0 50 100
−15
−10
−5
0
5
10
15
z (mm)
In
te
ga
l (T
/m
m2
)
2nd Integral
 
 
1/2 Thickness Ending
3/4−1/4 Ending
Figure 3.1: The 2nd Field Integral.
The ¼-¾ ending does a better job of minimizing the electron displacement and
maintaining overlap with the laser field. However this is at the expense of additional
fabrication complexity that requires slicing a very thin block of magnetic material.
An additional problem with both these options is that neither can be tuned to adjust
for strength errors. A way to add tuning is to make the final magnet block larger and
then remove field flux using an iron shorting plate. The undulator is then tuned by
adjusting the distance of the shorting plate from the final pole face with shims.
After the undulator is specified, a few important design parameters for the chicane
can also be determined. The key number in describing the chicane is the dispersion
R56, the correlation between the initial energy and final temporal offset of a particle
in the bunch. The IFEL will impart a modest energy modulation of about 60 keV or
0.1% peak-to-peak. For this modulation we want a shift in longitudinal position of
one half the optical wavelength (800nm) in order to microbunch. Therefore the R56
should be ∼0.4 mm. Using equation 3.12 we can evaluate chicane designs to get the
needed dispersion.
A few further design criteria come up when considering the nature of the ex-
periment arrangement. The experiment requires lenses near the electron beam for
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introducing the laser, diagnostics for overlapping the two beams, and compactness
in the longitudinal direction to keep spot sizes small and limit wash-out of the mi-
crobunches. These all push for placing everything in a single, large vacuum chamber
rather than having the magnets in air with small vacuum chambers in their gaps as
is usually done. The undulator and chicane must therefore be vacuum compatible.
Furthermore, to cover a range of possible beam energies, both electron and laser, both
components are designed to be tunable. The undulator is tuned by adjusting the gap
while the chicane is adjusted by including electromagnetic coils as well as permanent
magnets.
3.3 Simulation Software: Radia and Mafia
Design efforts began using the magnetostatic solver included in the package Mafia[45].
The package includes a GUI for defining the geometry and materials. Since the
problem is static, it can be reduced to solving for a potential at each point on the
grid. The fields are then expressed as a gradient of the potential. Mafia also includes
a PIC code for tracking particles through the static field. This was used initially
for emittance studies. However, since the PIC calculation includes many unnecessary
steps - calculating wakes, scattering of the particle field, and space charge for example
- it proved far quicker to export a field map of the magnetostatic fields to a second
code that did solely particle tracking without including those other steps.
Simulation tolerance studies to check for effects on the on-axis undulating field
included random variations of the polarization angle of each magnet block, small
variations in iron block gaps and thickness, and magnet strengths. It was found that
the on-axis field was relatively tolerant to magnet block variations. This is due in
large part to the fact that the undulator is ’iron dominant’, meaning that the field
shape is dictated mainly by the iron pieces. The primary error by the variations was
a non-zero first integral which could corrected by adjusting the end plates.
Each run of Mafia took 1-2 hours depending on the resolution settings. This
made an iterative process like tuning the end magnet thicknesses a time consuming
process. Instead of dealing with this time penalty, design efforts switched to using
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the code Radia[46], an add-on package that uses Mathematica as an interface. Radia
is solely a magnetostatic solver intended for designing beamline insertion devices like
the undulator. The code uses the Boundary Element Method1. BEM is applicable to
problems where a set of partial differential equations can be recast as a mathematically
equivalent set of integral equations on a boundary, as is the case in magnetostatics.
Radia therefore only needs to discretize the surfaces rather than an entire 3D grid.
This yields a significant speed up compared to Mafia. The advantage is even more
striking when calculating fields on the outside of a magnetic device where the volume
is effectively infinite.
Radia was used to complete the undulator design by finding the correct thicknesses
of the end magnets and the spacing of the end plate needed to zero the second integral.
Radia was also used to design the chicane. The CAD images shown later in figures
3.2 and 3.3 are from Radia. The surface discretization can be made out as thin black
lines in the images. Typically, a greater discretization is needed for the iron blocks
since the field strength and orientation can change rapidly near the surface of the
iron.
3.3.1 Particle Tracking through Fields
To study the effects of the magnets on the beam beyond the simple analytic treatment
described in chapter 2, a particle tracking code was written to push particles through
magnetostatic fields exported from the magnet simulation software Mafia & Radia.
Although Mafia and Radia both have their own particle tracking routines built-in,
these were found to be too slow to be of much use. The custom particle tracking
code performed step-wise Euler integration of the Lorentz force equations. With
this code, both the undulator and chicane were checked for aberrant focusing effects
and emittance degradation to the beam. Results from these studies are presented in
subsequent sections, but were found to largely negligible.
This code was later extended to include the laser field in order to simulate the
IFEL interaction and subsequent bunching in the chicane.
1Also known as the Boundary Integral Method
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3.4 Design Results
3.4.1 The Undulator
The undulator is composed of blocks of Neodymium-Iron-Boride (NdFeB) with a
residual field of Br = 1.25T
2 and vanadium permendur as the ’iron’ pole pieces3.
Vanadium Permendur is an alloy of ∼ 50/50 iron and cobalt with a small ( 2%)
amount of vanadium. This alloy has a higher magnetic flux saturation than low
carbon steel. A greater flux concentration at the pole tips can be achieved by making
the pole height lower than that of the magnets. It can be further increased by making
the pole width smaller too, however, this was not done for this design in order to
simplify the holder assembly. The end plates are made from low carbon steel and
include an aperture for the beam. A CAD image from Radia is shown in figure 3.2.
Table 3.1 gives the undulator geometry resulting from simulation.
Parameter Value
Period 1.8 cm
Number of Periods 3
Width 40 mm
Magnet Height 32 mm
Pole Height 30 mm
Magnet Thickness 5 mm
Pole Thickness 4 mm
Gap Height 4-15 mm
End Plate Offset 4 mm*
End Plate Aperture 8 mm
Table 3.1: List of undulator design specifications. (*Before correction. After correc-
tion the offset became ∼ 15mm.)
The discretization in Radia is fairly coarse throughout most of the geometry. The
magnet blocks are subdivided 3 × 3 × 3 sub-blocks and the poles 2 × 3 × 5 in x, y,
and z (see figure 3.2). Greater discretization was studied and found unnecessary with
one exception. Unfortunately, an initial check of the end plate aperture discretization
2Sumitomo 38H
3Magnetic blocks and pole material provided by Roger Carr of SSRL
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The E163 IFEL Undulator
Figure 3.2: The undulator as initially designed in Radia. Blue is magnetic material,
magenta the iron. The smaller insets (right) show the side view and aperture in the
shorting plate. Black lines indicate discretization of the surfaces.
was neglected. This in fact led to a significant error in the end fields. Luckily, this
was corrected by using a larger end plate offset. The undulator measurement and
correction is described in more detail in §3.5.1.
The end plate beam aperture was initially an 8 mm circular hole that was later in-
creased to an 8 mm × 20 mm rectangular aperture in order to afford greater clearance
for the laser going to the ITR tape in the case of the net acceleration experiment. The
laser for the ITR accelerator must pass through the undulator as well since the first
turning mirror must be located sufficiently far away from the tape to avoid damage
due to a small laser spot size near the focus. Simulation with Radia prior to modifi-
cation showed no change to end plate spacing for the enlarged aperture. Essentially,
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since the flux through the end plate is so small, even with the enlarged aperture, the
iron is able to contain and direct the flux around the aperture with little field leaking
into the gap.
Undulators are naturally focusing in the vertical direction[34]. This is due to the
fringing of the fields near the poles providing a Bz component off-axis coupling to
the horizontal motion of the electrons. For long undulators this sets up a betatron
oscillation in the vertical direction with a period λB =
√
2γ
Kwkw
. For typical values of
Kw = 0.75, γ = 100, and λw = 2 cm this gives a betatron period of 4 m. However, this
undulator is only 10 cm in length, so instead the undulator acts as a weak thin lens.
Integration of the fields from Radia give an effective focal length of 6.5 m, negligible
compared to strength of upstream focusing quadrupole triplet.
3.4.2 The Chicane
The chicane is made up of 3 H-magnets (named for the ’H’ shaped air space created by
the iron pole shape). The inner H-magnet is roughly twice the thickness as the outer
two to give a triangular offset trajectory to the electron beam. H-magnets were chosen
over ’D’ shaped dipoles in order to gain greater field uniformity across the pole width
and in turn limit emittance growth to the beam. The measured field uniformity is
better than 0.02% over ±10mm transversely. The H magnets have permanent magnet
in the back legs and four coils located in the top and bottom arms. With no current
the field in the gap is ∼ 0.31T . The coils provide up to 300 Amp-turns. The coils
are capable of providing a ±15% variation in R56 which can cover a 15% error in
the IFEL energy modulation or 10% in the mean energy of the bunch (less due to
the square dependence). The current adjustment was also used in the microbunching
experiment (chapter 6) to maximize the bunching density. The permanent magnets
are the same NdFeB material that is used in the undulator having a residual field
Br = 1.25T . The center-to-center separation between each dipole is 50 mm giving an
effective length of the chicane of 12 cm. Figure 3.4 shows the dipole field profile for
a single H-magnet.
The gap for the chicane is fixed at 7 mm, all poles have a width of 40 mm and
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E163 Hybrid H magnet
Figure 3.3: Radia CAD image of a single H-magnet. Blue is the iron, magenta
the magnet, and red the coils. Black lines indicate discretization of surfaces in the
simulation.
share a single axis even though the electrons will pass 2 mm off center through the
center H-magnet. Particle tracking simulations show this will cause no problems.
From the particle tracking we estimate for the normalized emittance growth through
the chicane of 0.05 mm-mrad in the vertical and 0.1 mm-mrad in the horizontal, well
below the estimated initial emittance ²N ∼= 4−mm−mrad. The focusing strength of
the chicane is 3 meters in the vertical and -50 meters in the horizontal, also negligible
compared to the focusing imposed by upstream quads.
Chicane Thermal Issues
Since the chicane will go into the vacuum rather than having a small aperture beam
pipe, one of the chief concerns for the chicane becomes heat removal from the coils.
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Figure 3.4: Measured field profiles of the chicane. Left: field on-axis along z. Right:
field seen transversely parallel to the gap in the center H-magnet. For the region ±10
mm about the central axis the field variation is less than 0.0002 T, the sensitivity
limit of the Hall probe.
Parameter Value
Gap 7 mm
Outer H-mag Thickness 19.5 mm
Inner H-mag Thickness 38 mm
Pole Width 40 mm
Back leg width 32 mm
Coil turns 160
Table 3.2: List of chicane design specifications.
At a maximum current of 2 Amps to each coil, the heat generated will be about 22
Watts. Left with no heat removal system this would heat the chicane to around 110
in vacuum, causing the magnets to demagnetize. To prevent this, a water cooling
system is built into the magnet assembly. A single ¼ inch copper tube attached to
the underside of the base plate circulates water. The base, side, and top plates are
made of copper to aid in heat transfer from the coils to the water cooling tube. Tests
in vacuum have found that while the coils themselves do still warm some 25, the
heating of the permanent magnet is just 2 at 2 Amps of current.
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3.5 CAD Design, Fabrication, and Testing
After finding suitable magnetic layouts from simulation, designs were drawn up in
SolidEdge[47] that could support the magnets while including the additional con-
straints laid out in §3.2. The undulator design includes shimmable end plates and an
adjustable gap. The chicane design must incorporate thermal management to avoid
demagnetization of the permanent magnets. At the same time the support structure
parts have to have sufficiently tight tolerances to maintain alignment of the magnets.
The fabrication tolerances were generally specified as 25µm and 2°. In addition, the
hardware has to be vacuum compatible to ∼ 10−6torr. Unlike ultra-high vacuum
(UHV) requirements achieving this mid-level range of vacuum (HV) was not too dif-
ficult, for instance, holes were left blind tapped without vented hardware. The parts
were cleaned and care was taken during assembly to avoid contaminating the sur-
faces. The assemblies were all fabricated in house at SLAC with the exception of the
magnet blocks which were provided by an outside vendor.
The undulator was the first component designed and fabricated. It underwent
several iterations to include first the motorization of the gap adjustment and later to
add scintillator screens to a common base with the undulator. The holder assembly
consists of several steel blocks and plates screwed together. The initial design had ¼-80
screws for gap adjustment, later replaced with stepper motors for the high harmonic
scan experiment (chapter 4) and Linear Variable Differential Transformers (LVDTs)
for position read back. Figure 3.5 shows the evolution of the undulator from the
initial design, the motorized gap scan design, and the final configuration that adds
the screens. All three designs also include screw adjustment of the height of the entire
undulator assembly relative to the experiment table.
The chicane support structure was fabricated in copper instead of steel to aid heat
flow from the coils to the water coiling in the base plate. The base plate also features
screws for height adjustment. Figure 3.6 shows the chicane after fabrication.
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Figure 3.5: Progression of the undulator design. Left: Initial undulator design after
fabrication. Center: CAD image of assembly used in the Harmonic IFEL experiment.
The stepper motors are marked in red and the LVDTs in blue. Right: Final incarna-
tion of the assembly used in the microbunching and net acceleration experiments.
3.5.1 The Undulator Error and Correction
After fabrication and assembly the undulator field was measured by a standard Hall
probe scan. Scans revealed a design error in the tailoring of the end fields. The error
produced a non-zeroed second field integral resulting in a potential beam side step
of 340µm, larger than the laser and electron spot sizes. It was eventually found that
poor meshing of the shorting plate apertures led to a simulation error that showed
a greater amount of field inside the apertures than in reality. In order to correct for
the error, additional spacers were added that pushed the end plates out an additional
14 mm. Figure 3.7 shows a plot of the 2nd field integral before and after correction of
the end plate separation. Additional smaller spacers of 0.2, 0.5, and 1mm were used
to fine tune the field integrals to zero.
The design error was actually turned into an advantage for the higher harmonics
experiment (see chapter 4). The large spacers were removed to allow the beam side
step. This enhanced coupling to even harmonics and also simplified alignment of the
laser into vacuum since now the laser could travel through the undulator at an angle
allowing an off-axis turning mirror to be used.
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Figure 3.6: The chicane after fabrication. The coils are temporally held in place by
tape (later removed).
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Figure 3.7: The 2nd field integral through the undulator before (blue) and after (red)
correction of the end plate spacings. For a 60 MeV, the initial side step due to the
error corresponds to 340µm.
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Chapter 4
The Higher Harmonics Experiment
4.1 Motivation for and description of the experi-
ment
Prior to the start of experiments at the new E163 facility at SLAC, the decision was
made to do one last research run using the original LEAP setup at the Hansen Ex-
perimental Physics Labs’s Superconducting Accelerator (HEPL-SCA). The primary
purpose of this research run was to attempt the ITR experiment and its improvements
described in §1.2. At the same time, however, we realized this would also serve as an
opportunity to test the first component of the microbunching hardware: the IFEL.
The HEPL-SCA facility has a beam energy of 30 MeV, half that of the NLCTA for
which the IFEL was originally designed. Although the undulator has an adjustable
gap, that adjustment cannot accommodate halving the beam energy while maintain-
ing resonance at the fundamental. However, the interaction can still occur at higher
harmonics. Recall from §2.3, rewriting the resonance equation in terms to find the
harmonic number we have:
n =
λw
2λlγ2
(
1 +
K2w
2
)
(4.1)
where Kw is the normalized magnetic field of the undulator, λw the undulator period,
λL the laser wavelength, and n the harmonic number. Since the beam energy is half
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the undulator design value, for this experiment we have a starting harmonic number
of 4. The gap adjustment allows a range of Kw from 0.63 to 1.7, thus we should
observe resonance from n = 4 to n = 8. An estimate for the relative strength of each
of the resonances can be found using equation 2.28. We can define the normalized
coupling coefficients JJn, as:
JJn =
∞∑
m=−∞
Jm (nξ) [J2m+n+1 (nZ) + J2m+n−1 (nZ)] . (4.2)
For the higher harmonic experiment the electron and laser beams propagate at an
angle in order to couple to even harmonics. This angle is chosen to be ∼15 mrad for
reasons described in the next section. The resulting coupling coefficients are plotted
in figure 4.1.
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Figure 4.1: Coupling coefficients to each harmonic for the LEAP-IFEL experiment
given by 2.28.
We see from figure 4.1 that contrary to intuition, the higher harmonics are not
necessarily weaker. To observe these higher harmonics, between data runs the gap
height of the undulator is varied, thus changing Kw. It is expected that when Kw
satisfies equation 4.1 the laser-electron interaction will be strongest. Unfortunately,
for comparing to experiment, equation 2.28 is of little use. In the real experiment
the electron motion is much more complicated owing to the end fields of the short
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undulator. Both beams are also tightly focused in the middle of the undulator to
maximize the interaction strength. Additionally, to avoid constant realignment, the
laser is kept at the same trajectory between data runs. Meanwhile, as the gap is
adjusted the electron trajectory changes due to changing field strength. As a result
the overlap between laser and electron beam is optimal for only a small range of the
scan and falls elsewhere. The net effect of all the complications is that it becomes
best to compare the experimental data to simulation. A simple particle tracking code,
described in section 2.5 is used for this purpose. Simulation results are shown in the
plots along side the data.
Table 4.1 summarizes the parameters for the IFEL higher harmonic experiment.
Several values were measured using the laser interaction itself, including the transverse
and temporal sizes deduced from scanning the laser across the electron beam. The
laser parameters were all measured prior to the experiment. The laser power was
also monitored on a per shot basis and jittered by 5%. The laser is synchronized
to the accelerator with an additional phase shifter to allow scanning the laser past
the e-beam in time. The shifter has a range of >100 ps, and can be set between
successive shots allowing for a randomly sampled correlation between the electron
and laser beams to be generated. Both beams come to a focus in the middle of the
undulator (figure 4.2). This increases the peak field of the laser necessary to obtain
an appreciable interaction while maintaining good overlap. The beams are aligned
using two phosphor (YAG) screens located at either end of the undulator.
The laser is introduced into the interaction chamber at an angle of ∼15 mrad.
This eliminates the need for a small chicane to pass the electrons around the last
mirror inside the vacuum chamber or a pellicle which would need to be placed far
from the focus to avoid laser damage. To maintain overlap of the electrons and laser
inside the undulator along the full electron trajectory, the undulator end fields are
de-tuned so that the electrons move with an angle similar to that of the laser (fig
4.2).
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Parameter Value
E-beam energy 30 MeV
E-beam initial energy spread (FWHM) 30 keV (typ.)
E-beam charge 2 pC
E-beam pulse length* (FWHM) ≤ 1 ps
E-beam normalized emittance 2 pi-mm-mrad
E-beam focused vertical width* (FWHM) 40 µm (typ.)
E-beam focused horizontal width* (FWHM) 210 µm (typ.)
Laser pulse length (FWHM) 2 ps
Laser wavelength 800 nm
Laser energy 0.5 mJ
Laser focused spot size (FWHM) 110 µm
Undulator Period 1.8 cm
Number of Periods 3
Strength Kw (adjustable) 0.63-1.7
Table 4.1: IFEL experimental parameters and parameters used in simulation. * De-
notes values measured from the data itself. The emittance and absolute charge were
not measured during the experiment, but are nominal values for the HEPL accelera-
tor.
4.2 Experiment Results
The data runs consist of several hundred laser-electron interactions taken at a rate
of 10 Hz. Energy spectra are recorded for each interaction. For each interaction the
offset time between the electron beam and laser is randomly varied over a range of
20-30 picoseconds. In post-analysis, the widths of the energy profiles are calculated to
determine the energy spread of the electron beam at each shot. Figure 4.3 shows an
example scatter plot of the electron energy spread after the IFEL with the offset time
between the two beams. The cross-correlation signal is clear. The width of the cross-
correlation compared to the known laser pulse length gives an e-beam length of ∼1 ps.
A least squares fit (solid curve) gives a mean interaction for ideal temporal overlap.
A number of factors cause spreading of the data under the peak of the interaction;
including temporal jitter and electron beam pulse length jitter. To factor out this
additional spreading, the maximum interaction (dashed curve) is estimated from the
strongest interactions of the peak. The amplitude of the maximum interaction is
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Figure 4.2: Calculated trajectory of beam from the measured fields of the undulator.
The horizontal oscillation is ∼175µm peak-to-peak.
defined as the median of the top 10% of the data when the laser and electron are in
time. Comparison between data runs with the same parameters has found that this
peak interaction figure-of-merit has a factor of two better repeatability between runs
compared to the least squares fit amplitude.
In addition to the time offset scan that occurs within every run, between runs
other experimental parameters are varied to further explore the IFEL interaction.
In particular, the transverse overlap is scanned using a mirror located far from the
undulator. Also, to observe multiple resonances of the interaction, the gap of the
undulator is varied from 4-11 mm.
Results for the horizontal and vertical scans are shown in figure 4.4. While there
are just a few runs for each scan, the data does shown good agreement with simulation.
For each point corresponding to a single data run the maximal estimate is plotted
against the laser transverse position. The laser waist is known from a knife edge
measurement to be 110 µm FWHM. The vertical overlap, which is a cross-correlation
of the two waists, gives an estimate of the vertical electron beam size of 40 µm
FWHM. The horizontal overlap is wider than the vertical overlap due to the transverse
oscillations of the electrons through the undulator. At 30 MeV this oscillation is
∼175 µm peak to peak (fig. 4.2). Comparison to simulation gives a horizontal spot
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Figure 4.3: Example data run with 1500 laser on events. The solid curve is a least
squares fit to all data points, and gives a mean interaction of 18 keV. The dashed
curve is an estimate of the maximum interaction at ideal overlap, and gives peak
interaction of 25 keV. The width of cross-correlation is 2.2 ps rms.
size of 210 µm FWHM. The asymmetric spot shape is confirmed qualitatively from
observations of the spot shape noted at the time of the scan.
It is important to note that neither the data nor simulation in figure 4.4 has been
rescaled in energy or offset, the simulation and experiment agree very well for these
scans. Within the uncertainty of the runs, we find that 50 keV is the maximum
modulation seen for the IFEL interaction. If a chicane were included, this would give
a bunching coefficient of b1 = 0.402 where b1 is the ratio of the first Fourier component
of the longitudinal density to the average density (eqn. 2.32). The transverse overlap
scans were done with the gap set to 6.3 mm which corresponds to the strongest
resonance peak accessible by the experiment.
Compared to the transverse scans the gap scan interaction amplitudes (figure 4.5)
are smaller by 50%. The transverse overlap procedure is accurate to 25 µm limited
by the resolution of the camera observing the YAG screens, leaving ∼10% uncertainty
in the interaction amplitude. Also, there are a number of other parameters that can
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Figure 4.4: Vertical and horizontal overlap scans of the IFEL interaction. The solid
curve is from simulation. The horizontal overlap is wider than the vertical due to the
horizontal oscillation of the electrons within the undulator.
decrease the interaction amplitude including a larger transverse spot size, or longer
electron pulse length. Clearly present in the data are two resonances, identified by
comparison to equation 4.1 as the 5th, and 6th resonances. The 4th order resonance is
also clear once it is presented alongside the simulation. While there are a number of
data runs around the 4th order peak with small or zero interaction seen, the mean of
the data in the range 0.65-0.75 is still well above zero and even slightly above the data
from 0.75 to 0.9 indicating a peak. The 4th order peak is also expected from equation
4.1. The simulation also shows additional resonances at larger Kw values; the 7
th
through 9th, however the data are too noisy to confirm their presence. While one
might expect the 4th resonance to have a stronger interaction due to the lower order,
there are two effects that change this. First, the coupling methods for even and odd
harmonics are different, and with large crossing angles higher harmonics can actually
have larger coupling strengths [40]. Second, since the alignment is not changed during
the gap scan, as the gap increases the laser-electron overlap diminishes. The increase
in gap decreases the magnetic field strength and therefore the electron horizontal
motion decreases. This leads to a further roll-off of interaction intensity at large gaps
and to a lesser extent as the gap becomes very small (the alignment was done at a
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gap of 6.3 mm; Kw=1).
Comparison to simulation is complicated by the fact that the overlap diagnostics
do not give the absolute position of either beam with respect to the undulator. There-
fore, the distance of the electron beam from the bottom pole tips is not well known.
Since the field of an undulator varies as the hyperbolic cosine of the vertical position
(eqn. 2.17), the field strength is in turn not well known. However, using the height of
the beams as a free parameter in simulation, a best match can be found. Figure 4.5
gives the best match of simulation to the data where the height of the electrons off
of the bottom pole tips is 2.5 mm. The overall amplitude of the simulation is some
50% greater than the raw data, reaching a peak of 50 keV on the 5th harmonic in
agreement with the interactions seen during the transverse scans.
With the inclusion of higher harmonics the IFEL can interact over a broad range
of parameters. It is worth noting that the 5th and 6th harmonics are comparable in
intensity; the IFEL interaction does not necessarily decrease with harmonic number.
Both are in fact substantially stronger than the 4th harmonic interaction. With an
adjustment of the laser-electron angle the 4th harmonic intensity could also be made
stronger. This flexibility extends the utility of undulators or, more simply, aids the
experimenter in changing other parameters such as choice of laser wavelength or beam
energy.
4.3 Implications for Advanced Accelerator Research
This experiment has successfully observed harmonic interaction at the 4th through
6th order resonances from in IFEL with an operating wavelength suitable for efficient
dielectric laser accelerators. The relative interaction peak amplitudes and spacing
agree quite well with simulation. The harmonic interaction could be used in the
future to improve bunching via a multicolor IFEL.
4.3. IMPLICATIONS FOR ADVANCED ACCELERATOR RESEARCH 51
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6
0
5
10
15
20
25
30
35
40
Normalized Peak Field Strength (K
w
)
IF
EL
 M
od
ul
at
io
n 
(ke
V;
 FW
HM
)
Gap Scan Data
4 6 8 10
0.5
1
1.5
2
Gap (mm)
K w
4th 
5th 
6th 
Simulation x0.67	
Data
χ˜
2
= 2.9
Figure 4.5: IFEL gap scan data, 164 runs total. Comparison to simulation (solid
line) shows very good agreement to the shape and spacing of resonance peaks. The
harmonic numbers are given next to each peak. Simulation has been rescaled verti-
cally by 0.67 to better visualize overlap. The inset shows the normalized peak field
strength as a function of the undulator gap.
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Chapter 5
The E163/NLCTA Facility
The E163 research program is hosted at the Next Linear Collider Test Accelerator
(NLCTA) facility at SLAC. The NLCTA was originally built as a test platform for
X-band RF accelerator components for the Next Linear Collider project, a large scale
research facility for high energy physics at the energy frontier. The test accelerator
consisted of a DC gun with a thermionic cathode producing µC macropulse trains,
a 2-meter 60 MeV X-band accelerator followed by a magnetic chicane, and several
additional test stands which when installed with X-band accelerator structures could
deliver beams up to 350MeV. Starting in 2002, the facility was upgraded for laser
acceleration research under the E163 program. The front end DC gun was replaced
with an S-band RF photoinjector to produce single sub-ps electron pulses. A second
concrete shielded hall was constructed adjacent to the NLCTA beamline to house
the E163 experiments. A dogleg beam extraction line was installed after the NCLTA
chicane to bring the beam to the experimental area.
This chapter gives an overview of the NLCTA/E163 research facility. It begins
with a section on the laser room. Section 5.2 describes the upgraded NLCTA beam-
line including the UV optics for photo-electron production in the injector and relevant
beam parameters. Section 5.3 describes the E163 experimental hall including diag-
nostics common to all planned experiments at E163.
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Figure 5.1: Layout of E163 laser system.
5.1 The Laser Room
The E163 laser room is a 500 sq. ft clean room located adjacent to both the NLCTA
beamline and the new E163 experimental hall. It houses the lasers for driving both
the photoinjector and the experiment, electronics for timing and communication with
the main control program, a streak camera used in the experiments (described in
further detail in §5.3), and space for laser only experiments.
A layout of the laser system is shown in figure 5.1. The laser system consists
of two Ti:sapphire regenerative amplifiers (regens) driven by a common mode-locked
Ti:sapphire oscillator. The oscillator is phase locked to a down-converted RF signal
from the accelerator. This provides the necessary timing stability necessary to control
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the electron phase relative to the RF. The two amplifiers and oscillator each have
their own pump laser. Table 5.1 lists the specifications of each of the lasers in the
laser room. One regen (the Spitfire HPR, hereafter referred to as Regen1) is used
to produce UV light by conversion to the third harmonic of the primary laser beam
(266 nm). This is needed for efficient photoemission from the cathode surface. The
UV laser light is combined with a CW IR beam and a portion of the light from
the oscillator and is sent through an optical transport line to the RF gun optical
table (see §5.2). The second regen (hereafter referred to as Regen2) is used for the
experiment. The current setup sends the IR directly to the experimental hall along
with a CW alignment beam. However, in future experiments the Regen2 will power an
optical parametric amplifier (OPA), a tunable laser capable of producing picosecond
IR pulses with a center wavelength from 1.1 to 3.0 µm.
The oscillator light is split three ways between the two regens and light sent to the
gun optical table. The pockel cells for Regen2 are delayed by ∼ 200ns with respect
to Regen1 to account for the shorter path length to the experiment for the laser
compared to the electron beam. The delay can be varied in steps of the oscillator
period of 12.5 ns, but can also vary by steps of regen round-trip time of 10ns. However
the round-trip time is not a free parameter, instead being optimized on total laser
power output. To adjust the delay below the 12.5 ns steps of the oscillator there is a
trombone delay just before the transport pipe to the experimental hall. In addition,
there is a fast delay stage in the path from the oscillator to the input of Regen2 with
a range of 100ps and a settling time of ∼50ms. The delay stage is voice coil actuated
and has an optical encoder for read-back. This is used during experiments to scan
the laser past the electron beam in time forming a cross-correlation signal.
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During experiments Regen2 is also randomly turned ’on’ and ’off’ during scanning
to help distinguish true interaction signals from noise. The laser off data also aids
in later analysis to study electron beam variations and drifts. The laser is turned on
and off by manipulating the second pockel cell timing. In the ’on’ state, the pockel
cell timing is optimal and a single high power pulse is produced from the regenerative
amplifier. In the ’off’ state, the second pockel cell is delayed ∼64ns with the result
that most of the energy in the amplifier is lost before the pockel cell is triggered. There
is also a small amount of leakage through the pockel cell even when not triggered,
producing a string of low intensity IR pulses that go to the experiment. This leakage
light is useful for alignment to the electron beam, but will not damage any of the
in-vacuum screens when they are inserted. The laser on/off system is also used to
step Regen2 down to 10Hz by only gating the laser on/off command signal with a
10Hz trigger synchronized with the accelerator. Thus, although the regen is pumped
at 600Hz, 590 of the shots will be in the ’off’ state regardless of the on/off status.
This is done to limit potential damage to in-vacuum experimental hardware.
The lasers are followed by focusing and combining optics. Each of the beams to the
gun table are separately focused and then combined using a polarizing beamsplitter
cube to combine the two IR beams and a cold mirror to combine the UV with the IR.
For the lasers to the experimental hall, the beams are combined via a polarization
beamsplitting cube.
To diagnose the lasers there is a fiber coupled spectrometer and numerous power
meters. There is also a commercially made autocorrelator which is good for analyzing
the oscillator as well as an in house assembled autocorrelator used for the two regens
and the OPA. In the beam path of the UV to the gun is a fast steering mirror used
for position feedback. This helps remove the effects of air currents and vibrations
from the jitter of the laser spot at the cathode.
5.2 The NLCTA beamline
As mentioned in the prior section, UV light for the photocathode along with IR
diagnostic light is brought to a 4′×6′ optical table adjacent to the RF photocathode.
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The table includes diagnostics and matching optics to illuminate the cathode.
The gun optical diagnostics include a fast photodiode monitoring the 79MHz oscil-
lator light and a quadrant detector for position stabilization of the optical transport.
The 79MHz monitor helps diagnose potential timing jitter of the laser relative to the
S-band RF system[48]. The laser position monitor is part of a feedback system that
is located in the laser room. On the gun optical table there are also several cameras
for aiding in optical alignment of the laser through the transport and also a ’virtual
cathode’ monitor that duplicates the laser spot that hits the cathode.
A key element in the gun table laser optics is the pulse front tilt of the laser
beam[49]. The laser enters the RF gun through a side port that is 72° from normal
incidence. The transverse spot size of the laser on the cathode is ∼ 1 millimeter.
Without tilting the pulse front of the laser beam, this would result in a delay between
one side of the laser hitting the cathode versus the opposite side of several picoseconds,
much longer than is desired for the experiment. Furthermore, such a long electron
pulse would pick-up a large energy spread in the following X-band accelerator where
1ps equals 4° of X-band phase. A 5ps long electron pulse centered on the crest of the
acceleration would therefore gain an energy spread of 1− cos (5 ∗ 4◦/2) ∼= 1.5%.
A layout of the optics to produce the pulse front tilt is shown in figure 5.2. A
pair of prisms is used to give the UV laser its an initial tilt[50]. A pulse front tilt will
occur in any system with angular dispersion such as the prisms[50]. For the pair of
fused silica equilateral prisms used here, the tilt produced is 12°. A 6-to-1 horizontal
compression using cylindrical lenses is used to increase the tilt to 72° to match the
incidence angle of the RF gun viewing port. The laser spot is incident on an iris that
can be used to adjust the transverse spot size on the cathode. The distances from
the prisms, through the 6-to-1 telescope, to the iris are arranged so that the prisms
are imaged on the iris. The imaging is needed to prevent chromatic dispersion from
enlarging the spot size transversely. Without the imaging, the angular dispersion
of the prisms combined with the laser bandwidth of 1nm would induce a horizontal
spread of 1.3mm, comparable to the spot size after telescoping and enough to wash
out the pulse front tilt. The iris is then again relay imaged 1-to-1 to the cathode
surface. A pick-off just before the cathode sends a small amount of light to the
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Figure 5.2: Layout of the pulse front tilt. The red lines indicate the progression of
the pulse front tilt.
A block diagram of the NLCTA is shown in figure 5.3. The RF gun is a one and half
cell accelerator with a gradient of ∼ 100 MeV/m[51, 52, 53]. This strong acceleration
gradient helps combat space charge growth of the beam right after emission from
the cathode. The cathode is poly-crystalline copper. The laser is timed such that
electrons are emitted 60° off of crest, but slip in phase during acceleration such that
they reach peak phase at the end of the gun. At the exit of the gun the beam has an
energy of 5 MeV. The gun is surrounded by a strong solenoid that refocuses the beam
into the X-band accelerator negating the space charge expansion force[54]. Between
the gun and the X-band accelerator there is a ∼ 1m drift that houses diagnostics
for the gun. This includes two combined function scintillator screens - Faraday cups.
There is also an adjustable 70° dispersive bend with its own scintillator/Faraday cup
for viewing the beam energy from the gun. This allows optimizing the phase of the
laser to S-band.
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Figure 5.3: Block diagram of the NLCTA/E163 accelerator beamline. Shown are all
quadrupoles and steerers, along with diagnostics (toroids, profile screens). NLCTA
Layout diagram by Chris McGuinness ©.
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The X-band accelerator consists of two 1-meter sections each delivering up to
30 MeV energy gain. These accelerator sections are powered from a single X-band
klystron. The RF pulse out of the klystron is compressed by the SLED-II system[55]
which uses a ∼ 50m long delay line to store energy until released by a phase flip in
the incoming RF. The delay line is highly sensitive to thermal drifts making neces-
sary a feedback system to maintain a good quality RF output pulse from the SLED
system. There are also feedback systems on both the X-band klystron amplitude and
phase[48]. Table 5.2 lists nominal beam parameters for the NLCTA accelerator.
Parameter Nominal
Charge 50 pC*
Energy after photoinjector 5 MeV
Final Energy 60 MeV
Energy Spread 0.1%
Emittance 1 mm-mrad
Pulse Length 1 ps
Table 5.2: List of nominal beam parameters for the E-163/NLCTA beamline. *A
maximum of 450 pC has been produced from the photoinjector with optimum UV
tuning, however administrative controls limit charge to the experiment at 50 pC.
The accelerator is followed by a matching section with four quadrupoles and two
profile monitors. The beam then goes into a dispersive chicane. Quadrupoles along
the chicane are set to give a focus in the middle of chicane while still leaving the
beam dispersed in energy. A profile screen in the center of the chicane allows setting
of the X-band amplitude and phase. There is also a collimator close to the center of
the chicane just before the screen to allow filtering of the beam energy.
The extractor bend and dogleg are located after another matching section follow-
ing the chicane. The bend angle is 25°. The dogleg has two sets of three quadrupoles
placed symmetrically about the midpoint of the dogleg. A set of three quadrupoles
(called a triplet) allows full control of focus of the beam in both dimensions. Unlike
the chicane, the dogleg quadrupoles are adjusted to give zero dispersion in the experi-
mental hall. In the experimental hall the beamline consists of a short straight section
with a doublet quadrupole pair and a final triplet used to focusing the beam into the
experimental chamber. There are also a few more diagnostic cameras and toroids.
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All of the quadrupoles within the original NLCTA have installed dipole corrector
steerers and beam position monitors (BPMs). Within the newer beamline including
the dogleg and the line in the experimental hall there are only four BPMs installed
at key locations between quadrupoles. Two are located symmetrically about the
midpoint of the dogleg. The other two are on the straight section: one between the
doublet and triplet, and the other just before the experimental chamber. In total
there are 35 quadrupoles, 46 X/Y corrector pairs, 28 BPMs, and 12 profile screens
along the beam line before the experiment. This makes for a highly versatile, easily
adjustable, and well diagnosed beamline. At the same time, it presents a challenge
in determining which magnets to adjust when needed. The initial commissioning of
the E163 program was proceeded by a longer than expected learning period in tuning
the beamline while at same time uncovering and removing bugs in the new hardware.
Efforts were made to match beam observations and measurements to modeling of
the beamline, and they remain on-going. Nevertheless, the experiments were able to
proceed in parallel with learning how to correctly tune and run the beamline.
5.2.1 Beam Characterization
Characterization of the beam produced by the upgraded NLCTA facility remains an
on-going process. The optimum transport and running methodology continues to be
refined. As a result, the electron beam properties used during experiments change
almost day to day. The electron beam also inherits many of the properties of the UV
laser spot illuminating the cathode which is also not a constant. Nevertheless, there
are a few measurements of the beam properties that are worth noting. In particular
some quadrupole scans[56] for emittance have been done using quadrupoles 480 and
530 and a profile screen 585 just after the X-band accelerator sections (see figure 5.3).
Figure 5.4 shows a pair of quadrupole scans for the nominal beam tuning out of the X-
band linac. From the scans we see that the NLCTA accelerator is capable of producing
beams with quite small transverse emittances, around 1mm−mrad normalized. Less
well known is the emittance further down the transport and into the experiment.
Synchrotron radiation and focusing aberrations could enlarge the emittance prior to
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the experiment. Additional quadrupole scans of the beam entering the experimental
chamber are needed to quantify this.
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Figure 5.4: Quadrupole scans of the beam after the X-band accelerators.
As mentioned, one important design aspect of the transport lattice is control of the
dispersion. In the middle of the NLCTA chicane, the dispersion should be large while
at the same time the beam betatron envelope is minimized. This allows the collimator
to effectively select a narrow energy spread. In the dogleg the dispersion must go
through a minimum in the middle of the dogleg such that by straight section in the
experimental hall, the dispersion is again zero. Elegant[43] based simulations were
used to find an initial magnet configuration to accomplish this. However, inevitably
there are uncertainties in the simulation versus real-world conditions. In particular, it
is known that the coupler sections of the accelerators have some focusing that is not
accounted for in the simulations. It was therefore important to measure the dispersion
of the beam along the transport. This was done by adjusting the X-band gradient
and recording the position shift of the beam on the BPMs along the transport. If the
dispersion is zero at a given BPM, there will be no centroid motion. Figure 5.5 shows
an example of a dispersion scan of the NLCTA-E163 beamline. Each point on the
figure represents a linear fit to a correlation of BPM position to X-band amplitude.
The X-band amplitude is typically varied 1− 2% during a scan with 30 samplings of
the amplitude and 5 BPM samples per amplitude setting.
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Figure 5.5: A typical scan of the dispersion of the NLCTA-E163 beamline. Each
point represents a linear fit to a correlation of BPM position to X-band amplitude.
5.3 The E163 Experimental Hall
The E163 Experimental hall is a 20′ × 35′ shielded room adjacent to the NLCTA
accelerator. The beam transport brings the electron beam to a 3′ × 1.5′ × 2′ vacuum
chamber which houses the experiments. The chamber has numerous vacuum ports
for diagnostics, laser input, spy cameras, and electrical feedthroughs. The chamber
sits atop a 4′×6′ optical table. On the table are cameras for viewing into the chamber
and optics for steering and focusing the laser into the experiment. There is also a
smaller 1′× 3′ optical table next to the second dogleg bend for introducing laser light
into a viewport at the dipole bend.
Two pipes come from the laser room next door. One brings in the laser from the
Regen2 for the experiments. The second pipe is used to send diagnostic light back
to the laser room for analysis using the streak camera[48]. This diagnostic light is
a combination of Cherenkov light produced from the electron beam passing through
a 1cm Aerogel sample located inside the experimental chamber and laser light that
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is sent into the experimental chamber roughly parallel with the electron beam and
scatters off the aerogel. The aerogel is contained in a vacuum tight cell that is inserted
and removed by a pneumatic actuator. Collecting optics transport the light out of
vacuum and along the diagnostic line. The Cherenkov cell is re-imaged at the streak
camera entrance slit. Optical attenuators are used to limit the laser power and avoid
damaging the streak camera. The streak camera allows timing overlap to within
about 50ps limited by jitter of the streak camera trigger. This level of accuracy is
sufficient since the scan range of the fast delay is 100ps.
In addition to the aerogel cell there are a number of other diagnostics in the ex-
perimental hall that are common to all experimental setups. Diagnosing the laser are
two photodiodes and a quadrant detector. The quadrant detector monitors transverse
jitter of the laser. Even without active feedback on the laser position, measurements
with the quadrant detector have found the jitter to be less than one quarter of the
laser spot size. One photodiode is a large area diode directly illuminated by a ∼ 1%
leak through of the IR light from the first mirror on the experimental table. The
second diode is a faster, smaller area diode with a 1ns rise time that monitors stray
light off of a mirror. Both diode signals are sent to SRS boxcar integrators. The slow
diode is used to monitor total laser power going to the experiment. The fast diode
is setup with a small, 10ns, integrating window and is used to look for a common
timing jitter of the laser system where, due to trigger jitters, the regen passes and
amplifies an oscillator pulse that is one pulse earlier or later than the nominal one.
Such a pulse will still have high pulse power but will fall outside the fast photodiode
integration window.
The primary electron beam diagnostic is the 90° energy spectrometer magnet. The
spectrometer magnet disperses the beam in energy while at the same time in the hor-
izontal dimension images the interaction point inside the chamber to a 1” scintillator
crystal after the bend. This crystal is then viewed by a camera to measure the energy
profile of the beam. The resolution of the energy spectrometer is about 5 keV assum-
ing an electron spot size of 50µm. It has a field of view of 1.5 MeV, though typical
beam energy spreads are only 30 keV. Future experiments could modulate the beam
to several hundred keV. The scintillator crystal is viewed by a Princeton Instruments
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PIMAX camera[57]; a 16-bit gated intensified camera that is linked directly to the
main data acquisition computer.
A toroid located just upstream of the experimental chamber is also used during
experiments to monitor the electron beam. This monitor serves as a charge mea-
surement. Like the fast photodiode, the toroid has a fast response time which allows
for a narrow time integration window on the boxcar integrator. This allows for a
’bucket-hopping’ diagnostic on Regen1. Bucket-hopping is when trigger jitter causes
the Regen’s pockel cells to fire slightly later or earlier producing a laser pulse that is
one round-trip time later or earlier. The round trip time of both lasers is ∼10 ns.
5.3.1 Laser/Electron Alignment
An important step common to all the laser-electron acceleration experiments is the
alignment of the laser to the electron beam. This alignment is done using screens
inside the experiment chamber that are inserted into the beam path by pneumatic
actuators. There are currently three such screens in use for the experiments: two are
located immediately upstream and downstream of the undulator and a third is located
just downstream of the image point of the spectrometer. The screens are made of
Cerium doped YAG scintillator to show the electron beam. The Ce:YAG crystals are
also roughened using a coarse polishing grit so that the screens will uniformly scatter
the laser light. Since both beams are focused to small spots (typically < 100µm)
a small field of view with good optical resolution is needed for alignment. For this
purpose, the cameras are installed with long-work distance microscope objectives that
have a working distance of 0.3-0.5m, and magnification of ∼ 1 allowing the camera
and optics to sit outside of vacuum while achieving the necessary image resolution.
Since the experiment uses a high peak power laser focused to a small spot size,
the screens would be damaged if inserted while the laser was at full power. To avoid
this, an interlock system is installed that monitors the screen position and prevents
full power when a screen is insert. The interlock system is included in the laser on/off
system described in §5.1 and sets the state to ’off’ when a screen is in.
Even with the attenuation provided by the laser ’on/off’ system, the laser light is
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still far too bright to produce useful image on the overlap monitors. There is therefore
an additional ND5 attenuator that can be inserted by motorized optical flip mount
(aka ’flipper’).
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Chapter 6
Microbunch Formation and
Characterization
The first experiment upon commissioning of the E163 facility was the production
and characterization of optical microbunches. The experiment took place in parallel
with the continued refinement of beam tuning and running methodology and often
more time was spent debugging new beamline components or repairing failures than
collecting data. Nevertheless, after several months of effort a good, stable beam
running condition was found and a complete set of data characterizing microbunching
was obtained.
This chapter gives the results of the microbunching formation and characterization
experiment. The chapter begins with a theoretical explanation for Coherent Optical
Transition Radiation (COTR), necessary for characterizing the microbunches. Section
6.2 discusses the experimental layout and analysis methods. The remainder of the
chapter discusses various aspects of the data itself.
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6.1 Microbunch Characterization using Transition
Radiation
If the radiation pattern produced by a particle in some physical process is not a func-
tion of the particle position, as is the case for transition radiation from an infinitely
wide foil, the total radiation from a collection of particles takes the form[58]:
dItot
dΩdω
= N
[
1 +N |f
(
~k, ω
)
|2
] dI0
dΩdω
(6.1)
f
(
~k, ω
)
=
1
ρ0
∫
d~xdtρ (~x, t) ei(k·~x−ωt) (6.2)
Here, I0 is the radiation pattern for a single particle, N is the number of par-
ticles, f is called the form factor equal to the normalized Fourier transform of the
bunch density, and ρ is the bunch charge distribution. Thus we have two terms:
the first term, linear in the charge, gives the incoherent radiation contribution while
the second, proportional to the square of the charge, is the coherent term. Studying
the amount of coherent transition radiation therefore informs on the structure of the
beam through f . For our microbunched beam, the charge distribution is given by:
ρ (~x, t) =
ρ0
pi
3/2σzσ2r
e
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(6.4)
Note that ρ is the combination of a term describing the transverse Gaussian dis-
tribution and the longitudinal density modulation given in chapter 2, equation 2.31,
describing the microbunching modulation. bn is known as the bunching factor at
harmonic n of the laser wavelength = 2pi/kL. We have also added the term z − βct
to denote the temporal dependence of the bunch traveling at a speed βc. Finally, we
have also included a term describing the longitudinal bunch envelope. To obtain f we
must take the Fourier transform of eqn. 6.3. This is best done by taking advantage
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of the Convolution Theorem, z(fg) = z(f)⊗z(g) where ⊗ denotes convolution and
z the Fourier transform. Using this fact we obtain:
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σ2z
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(6.5)
Here k = ω/c is the wavenumber and kr = ksinθ is the transverse component of
the wavenumber with θ the polar angle of emission. We can see from equation 6.5
that the microbunch train produces coherent radiation not only at the fundamental
laser wavelength used to produce the microbunches but also at harmonics. The
DC portion of the microbunching density convolved with the finite pulse envelope
produces a long wavelength terahertz pulse. At the bunching harmonics the COTR
amplitude is directly related to the bunching factor at that harmonic. The COTR can
therefore be used to measure properties of the bunches. The COTR at each harmonic
also has a narrow bandwidth due to the finite pulse length of the beam. For the
parameters of this experiment, σz = 0.3 mm and λL=.8 µm so that the bandwidth is
0.3% or 2 nm.
In order to estimate the total energy radiated coherently into each harmonic we
must know I0. At relativistic energies, transition radiation for a single particle is
given by the Frank-Ginsburg formula[59]. This forms a cone with a characteristic
opening angle of θ = 1/γ.
dITR
dΩdω
∼= e
2
4pi3ε0c
θ2(
1
γ2
+ θ2
)2 (6.6)
Equation 6.6 assumes an ideal conductor which at optical frequencies is a valid
approximation. Notice that equation 6.6 has no frequency dependence, thus the
frequency dependence of COTR is entirely determined by the bunch form factor f .
Combining equations 6.6, 6.5, and 6.1 and integrating over frequency we can obtain
an expression for the total COTR yield at each harmonic n.
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2piε0σz
θ3(
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Where now k = kLn, kL is the wavenumber of the laser. We have also taken
dΩ = sinθdθdφ and integrated over φ. For relativistic beams 1/γ ¿ 1 meaning that
the radiation is strongly peaked at a small angle θ. This allows the additional ap-
proximation sinθ u θ. Equation 6.7 shows that the transverse profile of the radiation
pattern is modified from the single particle pattern by the transverse form factor. We
can see this more explicitly by plotting eq. 6.7 for two values of kσr (figure 6.1). For
small values of kσr the pattern is the same as the pattern from a single particle. How-
ever, when kσr ' γ the transverse term suppresses the radiation pattern for larger θ,
making the outgoing radiation pattern sharper, but more importantly decreasing the
total yield.
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Figure 6.1: The COTR angular distribution for two values of kσr and γ = 100.
To calculate the total yield we must integrate equation 6.7. We can obtain two
analytic solutions for asymptotic behavior. For small spot sizes we can ignore the
transverse form factor and use the solution for a single particle. In the limit kσr À γ
we obtain a second limit derived in [60].
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ICOTR,n ∝ 4 ln γ − 1 kσr ¿ γ (6.8)
ICOTR,n ∝
(
γ
kσr
)4
kσr À γ (6.9)
For small spot sizes where the pattern is that of a single particle the total yield
depends only weakly on the beam energy γ. When the spot size is large the total
COTR yield falls off rapidly. For intermediate values of kσr we must rely on numerical
integration to obtain a yield number. Figure 6.2 shows a yield calculation as a function
of spot size. Shown in the plot are the asymptotic solutions for very small and very
large spot sizes.
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Figure 6.2: Total COTR yield as a function of beam transverse spot size (blue). Also
shown are the asymptotic limits for small (green) and large (red) spot sizes.
In the experiment described in this chapter the spot size at the radiator was
typically ∼ 50µm rms with ∼1pC of charge. Evaluating the numerical integral of
equation 6.7 gives expected yields of 76 fJ of COTR photon energy at the fundamental
and 5 fJ at the second harmonic. Of course, actual experimental values could vary
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greatly from this with changes in charge or spot size or shape.
To study the microbunching, the most important dependencies of the COTR yield
are those that enter through the bunching factors, bn. Less interesting is the total
yield which can vary greatly with small changes in the charge or transverse spot size,
both of which are known to change with small linac tuning changes or day-to-day
variation in the UV laser to the gun. Furthermore, as can be noted from equation
6.7, the total amplitude of each harmonic varies differently as a function of spot size
for each harmonic n. This makes comparing amplitudes between different harmonic
difficult without precise knowledge of the transverse beam profile. Therefore, for
comparison to the experiment, we rely solely on the relative shape of each harmonic
as a function of the bunching factor variables: R56 and η. We write a simpler equation
stressing this dependence:
ICOTR,n ∝
[
Jn
(
nkLR56
η
γ0
)]2
exp
[
−
(
nklR56
σγ
γ0
)2]
. (6.10)
6.2 Experiment Layout and Methodology
The transport of the electron beam into the experimental chamber has been described
in chapter 5. The laser is brought to the experiment optical table containing the main
experiment chamber, diagnostic optics, and optics for the laser. Here, a quadrant
detector and a pair of diodes monitor the laser. In early attempts at the experiment,
the laser was sent into the chamber via a 8” cube immediately in front of the chamber.
The 8” cube housed a dielectric coated pellicle mirror with a thickness of ∼ 10 µm.
The electron beam passed through the mirror while the laser reflected through 45°
toward the undulator. However, it was soon found that the mirror caused excessive
scatter to the electron beam. Later calculations based on [61] showed that the mirror
increased the transverse emittance to ∼ 20 mm-mrad compared to an initial emittance
of 2 mm-mrad. The experiment was therefore modified to send the laser to a viewport
at the second dogleg bend (see chapter 5, figure 5.3, ’BEND 4400’). A smaller optical
table was installed at this location for focusing and steering optics, as well as an
alignment laser used during experiment installation.
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Figure 6.3: A schematic layout of the microbunching experiment.
The layout for the experiment is shown in figure 6.3. Both beams are focused
going into the experimental chamber housing the undulator, chicane, and the COTR
radiator as well as several diagnostic screens mentioned in §5.3.1. Two of these screens,
called ’IFELYGUP’ and IFELYGDN’, are attached fore and aft of the undulator for
overlapping the laser and electron beam while a third screen (called ’ITRYAG’) is used
to minimize the electron beam spot size at the radiator. The Cherenkov radiator sits
just behind the COTR radiator and ITRYAG screen. After the COTR radiator the
beam exits the experimental chamber to the energy spectrometer.
The chamber, spectrometer screen, and spectrometer dipole are arranged such
that the spectrometer images the electron beam at the ITRYAG screen and COTR
radiator onto the spectrometer screen. The electron beam is focused at the plane of
the radiator and ITRYAG screen in order to maximize COTR output. This also gives
maximum resolution at the energy spectrometer.
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To avoid damaging the COTR radiator and to reduce background due to the laser,
a tungsten beam stop is inserted in the middle of the chicane to intercept the laser after
it is used for the IFEL. The radiator consists of two pellicle mirrors, one normal to the
beam and a second at 45° to send the light to a pair of photomultiplier tubes (PMTs).
As one would expect, the COTR pellicles introduce additional scatter to the beam.
However, since the pellicles are located at the object plane of the spectrometer, the
horizontal scatter is refocused and does not contribute to apparent energy broadening
at the spectrometer YAG screen. In the vertical dimension, however, the spectrometer
does not refocus and the image at the spectrometer becomes a vertical stripe when
the COTR radiator is inserted.
The light from the COTR pellicles is sent up toward a standard F-mount camera
lens that images the back of the first pellicle onto an iris just in front of the PMTs.
This allows the PMT to collect the maximum amount of COTR light and also helps
in the initial alignment. The iris is closed down to select only the pellicle from the
lens’s field of view. This helps reduce background at the fundamental from laser
light scattered inside the vacuum chamber. Just after the iris, the COTR light is
split using a dichroic mirror to reflect the second harmonic to one PMT and transmit
the fundamental to the second. Each PMT also has a bandpass filter attached to
select only the given harmonic and also help protect against ambient light. Finally,
a polarizing filter is placed in front of the 800nm PMT to further reduce background
due to the laser.
Table (6.1) gives a list of experimental parameters including beam, laser, and
magnet values. The beam values for the initial energy spread and temporal pulse
length were obtained from the data itself. Data are taken in runs of 500-4000 beam
shots at the 10 Hz repetition rate of the accelerator. Just as with the IFEL harmonics
experiment (chapter 4), data are taken as a cross-correlation between the laser and
electron beam. A random delay is set using the fast delay stage mentioned in §5.1.
For each event an image of the beam at the energy spectrometer is acquired along
with numerous diagnostics including the COTR PMTs and diodes for the laser. From
the energy profiles a beam energy spread is extracted and plotted against the delay
forming a cross-correlation scatter plot. When the electron beam and laser are in time
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Parameter Value
Electron Energy 60 MeV
Energy Spread 30 keV (typ.)
Electron Pulse length 0.8ps* (typ.)
Electron Spot Size 100 µm (nom.)
Bunch Charge 1pC (nom)
Laser Wavelength 785 nm
Laser Energy 0.65 mJ/pls
Laser Pulse length 0.8ps (nom.)
Laser Spot Size 200 µm
Undulator Period 1.8 cm
Number of Periods 3
Undulator Strength (aw) 0.46
Chicane R56 0.04-0.16 mm
Table 6.1: Experimental Parameters for attosecond bunch train production. All
widths are given as fwhm. *Estimated from the data.
the IFEL modulates the electron beam energy and the COTR signal is strongest.
The cross-correlation is an important technique for this experiment, especially for
the COTR signal. The fact that the signals from the PMTs are strongest when the
laser and electron beam are in-time excludes other processes as background includ-
ing harmonic generation from the laser hitting surfaces in the chamber, incoherent
transition radiation, bremsstrahlung, or undulator radiation, all of which would occur
regardless of relative timing between the two beams.
Figure (6.4) depicts an example data set showing the cross-correlation scatter plots
of the energy spread as well as the fundamental and second harmonic COTR signals.
Notice that when the delay is set for laser-electron temporal overlap, all events show
interaction. This indicates that the timing jitter is less than the electron and laser
pulse widths. The temporal width of the slopes on the cross-correlation give an upper
bound on the jitter of 0.2 ps. In this particular electron beam configuration there is
a smaller electron pulse behind the main pulse. The COTR signals show the same
characteristic structure to the electron beam. The fundamental COTR signal has a
large offset between laser-on and laser-off events indicating there is still significant
bleed-through of laser light to the detector. This bleed-through also contributes
78 CHAPTER 6. MICROBUNCH FORMATION AND CHARACTERIZATION
−4 −2 0 2
0
50
100
150
Delay (ps)
En
er
gy
 S
pr
ea
d 
(ke
V;
 fw
hm
)
−4 −2 0 2
−6
−4
−2
0
Delay (ps)
2n
d  
H
ar
m
on
ic
 C
O
TR
  (V
)
−4 −2 0 2
0
2
4
6
8
10
Delay (ps)
Ch
ar
ge
 (a
rb.
 un
its
)
 
 
Charge
Laser
 E−field
−4 −2 0 2
−2
−1.5
−1
−0.5
0
Fu
nd
am
en
ta
l C
O
TR
 (V
)
Figure 6.4: Example data run of the IFEL microbunching experiment containing
2130 events. Top left is the electron energy spread as a function of delay with laser-
on events in red (circles), laser-off in blue (crosses). Also shown are the COTR
raw signals at the fundamental (top right) and second harmonic (bottom left). The
bottom right figure shows the current profile calculated by deconvolving the laser
pulse from the cross-correlation data.
significantly to the noise on the signal.
Deconvolution of the laser temporal profile from the electron energy modulation
(fig. (6.4) bottom right) estimates the main electron pulse temporal length of 0.8 ps
fwhm. The laser temporal profile, obtained from autocorrelation, is 0.55ps. The
IFEL modulation is given by the difference in quadrature of the total energy spread
and the initial energy spread (σIFEL =
√
σ2TOT − σ2init). The energy modulation cross-
correlation is binned as a function of delay and deconvolved from the laser field profile
using a genetic algorithm. The deconvolution is performed several times, re-seeding
with an energy modulation spectrum that is varied using the variances of the binned
data.
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6.3 Results from the Experiment
To explore further the dependence of COTR output on the IFEL modulation we plot
the COTR signals versus the IFEL modulation strength. This is shown in figure
(6.5). Here, the raw COTR signals have been inverted, rescaled, and the baseline
signal (with no IFEL interaction) subtracted. The IFEL modulation is given by
the difference in quadrature of the total energy spread and the initial energy spread
(σIFEL =
√
σ2TOT − σ2init). The only cut applied to the data here is on the delay
timing to select events near the interaction overlap.
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Figure 6.5: Scatter plot of COTR signals versus IFEL modulation for a single run.
Each point is a single interaction of the laser and electron beam. The amplitude of
the IFEL interaction varies due to the delay scan. The solid lines give the analytic
form (eqn. (6.10)).
Shown with the data for each harmonic is the analytic form (eqn (6.10)) using
the known value of R56 = 0.2mm and taking η = 0.5 ∗ M/E0 ∗ 1.3 where M is
the measured IFEL modulation fwhm and E0=60 MeV is the beam energy. For a
constant modulation across the entire beam, we would have η = 0.5 ∗M/E0 (recall
η is the amplitude of a sinusoidal modulation). However, since the measured M is
an average across the entire beam including electrons not modulated (either out-of-
time or off-axis transversely), we expect the radiating portion of the beam to have
a larger modulation η. Allowing η as a fit parameter and minimizing χ2 we obtain
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η = 0.65 ∗M/E0. This is also consistent with an extended analytic theory taking
into account laser and electron beam form factors. The fit of the analytic form to
the data shows very good agreement with χ2 = 1.02 for the fundamental data and
χ2 = 1.03 for the second harmonic. For this fit the variance for each data point is
calculated from the deviation of the nearest neighbors, binned in steps of 10 keV in
the IFEL modulation.
With the COTR signals plotted in this way the difference in the two harmonics
is clear. As the total IFEL modulation decreases the amount of second harmonic
COTR falls off more rapidly than the fundamental. This is due both to the differing
Bessel function dependence as well as to the greater sensitivity to energy-spread-based
washout from the exponential term in equation (6.10).
In addition to the modulation strength, η, the COTR output varies strongly with
the chicane R56. The chicane design includes coils to give adjustment of the mag-
netic field by up to ±20% in order to optimize microbunch formation. To study the
dependence of COTR output versus chicane strength, a number of short data runs
were taken with the chicane strength varied between each run. A fit was done to
each cross-correlation, an amplitude extracted and an error deduced using Bootstrap
method[62]. A longer description of the Bootstrap method used is given in appendix
B. This involves using the data itself to infer a confidence interval by taking subsets
of the data set and repeating the analysis, in this case a Gaussian fit through the
correlation plot. The deviation in the resulting collection of fit parameters gives the
confidence interval. The results are shown in figure (6.6).
The main difference between the two curves in the chicane scan comes at low
values of R56 where the second harmonic again rolls off faster than the fundamental.
At higher values both signals show a roll-off indicating that optimum bunching is
being reached for R56 = 0.13 − 0.16mm. The inset shows the analytic form over a
larger range of R56 taking η = 0.65 ∗M/E0 as before where for these runs the mean
interaction M =100 keV fwhm. These runs were taken over a period of ∼1 hour
during which both the mean interaction strength M and the total charge drifted (see
figure 6.7). As a result, the fit to the analytic form is relatively poor compared to the
COTR versus modulation data shown in figure (6.5). Nevertheless, the data agrees
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Figure 6.6: A scan of the chicane R56. The first and second harmonics are shown
together with the analytic form overlaid. Each data point represents a run of 500
events, fitted with errors found by the Bootstrap technique. The inset shows the
analytic function for the COTR output (eqn. (6.10)).
well qualitatively with the analytic form. The analytic solutions reach a maximum at
R56 = 0.22mm for the fundamental and 0.18mm for the second harmonic. The actual
COTR signals peak for lower R56 due to the mean being pulled down by more strongly
interacting events that are overbunched. Figure 6.4 shows events with modulation up
to 140keV. For these events, optimal bunching would occur at R56 = 0.12mm. This
demonstrates the importance of independently measuring the bunching through the
COTR to optimize the R56.
A number often quoted as a figure of merit for bunching is the bunch parameter
bn, equal to the Fourier coefficient for longitudinal charge density. In our case: bn =
Jn(nR56kLη)exp[−1
2
(nσγ/η)
2] as defined earlier. For the maximum R56=0.16mm, an
initial energy spread σγ=3.3e-4 (corresponding to 33 keV fwhm), and the modulation
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Figure 6.7: Drifts during the chicane scan. Both the charge (left) and IFEL modula-
tion strength (right) drifted significantly while taking the chicane scan data leading
to a larger spread in the data.
M = 100keV (η = 1.1e − 3) we obtain b1 = .52 and b2 = 0.39. At this level of
bunching the individual microbunches have a temporal pulse width of ∼ 410as.
This experiment has succeeded in producing stable, optically spaced attosecond
bunch trains. With the laser to electron beam delay held constant, a microbunched
beam is produced on every shot with a jitter corresponding to ≤ 20% on the bunch-
ing factor. This stability will be important in future experiments looking to measure
net acceleration of optical microbunches. The first such experiment uses the ITR
accelerator (§1.3.1) as the second stage and is presented in the next chapter. Future
experiments will also explore using these microbunches in optical scale accelerators
where the net energy gain will significantly separate the microbunches from the un-
bunched portion of the beam. Prior to laser powered acceleration experiments, the
microbunched beam will also be used to probe candidate accelerator structures by
studying the wakes produced by the passage of a microbunched beam through a
near-field optical structure[63]. This research effort might one day lead to novel de-
vices producing energetic beams at very high repetition rates. With the application of
lithographic processing techniques and commercially mass produced laser components
these devices could be made cheap, compact, and reliable.
Chapter 7
Net Acceleration of Electrons with
Light
With the success of the microbunching experiment in producing a reliable, microbunched
electron beam the natural next step is to accelerate this beam in a second stage. Ob-
taining direct net acceleration from a near infrared laser would mark a significant
milestone in the research program. By combining the microbunching hardware with
a second stage accelerator, additional challenges are introduced. Most notably, the
phase of the microbunches relative to the second stage accelerating field must be
well controlled or at least measured with sufficient accuracy to make meaningful cor-
relations between the acceleration phase and the resulting electron energy spectra.
Ultimately, to be useful as an accelerator, the phase will need to be controlled to
probably within less than a degree of an optical cycle to minimize energy jitter and
spread. However, for initial experiments exploring the feasibility of laser acceleration,
we can accept less stringent control of the phase.
In addition to the phase control, the additional hardware of a net acceleration
experiment makes for an ever-increasing challenge. Several different systems must
work simultaneously to achieve the goal of net acceleration. The experiment requires
additional laser focusing and steering for the second stage, and a system to scan
the laser timing. Successful net acceleration at optical frequencies is therefore a
considerable technical achievement. With the lessons learned from this first effort, the
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techniques, methods, and hardware development can be applied to future experiments
in direct laser acceleration research.
7.1 The Second Stage of the Net Acceleration Ex-
periment
The ITR accelerator structure (§1.3.1) will serve as the second stage for the net
acceleration experiment. This mechanism is capable of producing ∼50-70 keV fwhm
laser-electron interactions with 0.5 mJ, 1 ps laser pulses focused to a ∼ 100 µm
spot size. The ITR accelerator isn’t likely to be useful as an accelerator long-term
owing to the scatter of the electron beam passing through the foil and the very poor
energy efficiency. However, for an initial experiment it has several advantages. Most
notably, the mechanism has been used and debugged in prior experiments[28]. Thus,
electronics and software for controlling the mechanism already existed well prior to
the net acceleration experiment and did not need to be designed. Also, like the IFEL
process, the ITR acceleration process can be done with electron and laser spots much
larger than the laser wavelength, greatly simplifying the focusing and steering of both
beams.
Unfortunately, besides the long-term ineligibility of the ITR mechanism, the use
of the ITR setup for this experiment has other disadvantages. The small interaction
makes it difficult to observe the net energy shift from background noise. The total
energy shift of the microbunched beam is given by the integral of the longitudinal
bunch density (equation 2.31) times the sinusoidal energy shift imparted at the second
stage.
∆E =
1
λlρ0
∫ λl
0
ρ0
[
1 + 2
∞∑
n=1
bn cos (nklz)
]
A cos (klz + φ) dz (7.1)
∆E =
2Ab1
λl
∫ λl
0
cos (klz) cos (klz + φ) dz (7.2)
∆E = Ab1 cosφ (7.3)
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Here, λl = 2pi/kl is the laser wavelength, bn are the bunch coefficients, A is the
amplitude of the ITR interaction, and φ is the phase difference between the IFEL
and ITR drive lasers. We notice first that for the total net acceleration only the
first harmonic of the bunching matters. Of course, to minimize the energy spread of
an accelerated bunch, the microbunches must also be narrow in time necessitating
stronger higher harmonics to the bunch density. Since A is the amplitude of the
sinusoidal modulation, we have A ∼ 0.5 × σE,fwhm. The maximum value of b1 is
max(J1)=0.6. Therefore the strongest net acceleration signal we can hope to see
from a 50 keV fwhm ITR interaction is 25× 0.6 = 15 keV energy shift. Several other
factors including phase jitter and wash-out of the microbunching due to the initial
energy spread shrink this further. The small interaction signal therefore makes this
a very challenging experiment.
Another issue with using the ITR setup as the accelerator comes from the 1/γ
interaction angle. Because the laser crosses the beam at an angle, for a given longitu-
dinal slice within the beam, electrons at different transverse positions see a different
phase of the laser field (see figure 7.1).
laser
tape boundary
electron beam
Figure 7.1: An illustration of the ITR-microbunch horizontal phase problem. Due
to the laser coming in at an angle relative to the electron beam, portions of a single
microbunch will witness different phases of acceleration in the ITR interaction.
The transverse phase oscillates at the wavelength times the angle: λl(1/γ)=80µm.
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To observe acceleration, we must limit the electrons to one half cycle, or 40µm. The
measured spot size at the focal point in the experimental chamber is ∼ 150µm fwhm.
We would therefore be unable to observe any net acceleration without limiting the
beam. To do this, a narrow vertical slit is placed just after the ITR accelerator to
select a horizontally narrow portion of the beam.
7.2 Expected Signals and Monte Carlo Simulations
Although the main interest in the experiment is observing the shift of the total energy
of the beam, the net acceleration also affects the total energy spread and asymmetry
of the beam energy distribution. Figure 7.2 shows the progression of the electron
phase space and energy spectrum for a single cycle of optical phase. An inset gives
the parameters used for this plot. As can be seen from the energy spectra, the
spectral asymmetry changes as a function of phase along with the mean energy. For
this experiment, due to the relatively small ITR interaction, the energy shift is much
smaller than the energy spread induced by the IFEL and ITR interactions. This
makes identifying a ’captured fraction’ from the energy spectrum very difficult.
In the prior experiments (ch 4 and ch 6), a particle tracking code (§2.5) was
used to simulate the experiment before hand and obtain estimates of the interaction
strength. However, to simulate many different laser-electron interactions, each re-
quiring thousands of particles to build up a simulated energy spectra, would require
excessive computing power. Therefore, in order to simulate a data run of several
hundred laser-electron interactions, a different method is used employing a Monte
Carlo code. This code does not explicitly track particles through the magnet and
laser fields. Instead, the code divides a beam with a starting energy spectrum into
several sub-spectra with separate charge, laser phase, and laser amplitude. Each en-
ergy spectra is modified analytically with the interaction amplitude estimated from
previous particle tracking simulations. The energy spectra are then added back up to
form the energy spectrum for a single event. For each energy spectrum, the IFEL to
ITR laser phase can be changed, along with other jitter parameters such as transverse
position, centroid energy, etc.
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Figure 7.2: Evolution of a microbunch in the net acceleration experiment. Shown
are the longitudinal phase space (left column) and energy spectrum (right column)
starting before the IFEL and finishing with accelerating and decelerating cases for
the ITR interaction. Notice that in the bottom two plots the peaked portion of the
energy spectrum actually corresponds to an unbunched portion of the beam in the
phase space plot. A separate figure to the right shows the longitudinal density after
the chicane.
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Figure 7.3 shows a Monte Carlo simulation of the experiment. In this case, the
phase is adjusted as a saw-tooth function in time such that the acceleration signal
varies sinusoidally in time. The bottom right plot shows an fft of the various signals
showing clear content at the phase drive frequency of 0.1 Hz. The other three plots are
the phase-signal correlation plots. Notice that the energy centroid shift and asymme-
try are pi out of phase with respect to one another, while the energy spread oscillation
is pi/2 out of phase. The asymmetry is defined as the lower-width half-maximum mi-
nus the upper-width half-maximum, divided by the full-width half-maximum.
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Figure 7.3: A Monte Carlo simulation of the net acceleration experiment with 500
laser-electron interactions.
The Monte Carlo includes reasonable estimates for the jitter of 25° of phase, 5
keV on the energy centroid and energy spread jitter, and 30 µm of position jitter.
The Monte Carlo simulation indicates that even with these sources of jitter, a clear
signal should be measurable. The saw-tooth scan of the phase should also be helpful
in finding signals from the noise.
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7.3 Experiment Layout
The net acceleration experiment builds on the hardware for the microbunching ex-
periment (§6.2). In addition to the hardware and software of the ITR stage[25], the
experiment adds a new optical path to drive the ITR process. Figure (7.4) shows the
layout for the net acceleration experiment.
steering mirror
IFEL laser path
ITR laser path
piezo optical
delay mirror
coarse delay
IFELChicaneITR
vertical slit
CMOS camera
polarizing
beamsplitter
halfwave
plate
Figure 7.4: Layout of the net acceleration experiment. The laser is split at a polarizing
beamsplitting cube (PBS) to drive both the ITR acceleration and the IFEL. The ITR
path includes a piezo driven mirror for varying the optical phase. Each arm is ∼5m in
path length. Interferometric noise measurements indicate the optical paths are stable
to within ∼20nm or 2 parts per billion of the total path.
The laser is split in order to power the additional second stage. This is done using
a polarization beamsplitting cube near the experiment chamber and a half-waveplate
(HWP) (located in the laser room) that rotates the initially horizontally polarized
laser out of the regen. This waveplate is remote controllable to allow adjustment
of the splitting ratio during the experiment. The beamsplitter is positioned such
that the horizontal component of the laser light is transmitted to the IFEL while the
vertical component is reflected and sent to the ITR optical path. In the ITR arm,
a second waveplate rotates the polarization back to horizontal as needed to drive
the ITR process. The ITR path includes additional telescoping and steering mirrors
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needed to get the appropriate spot size and positioning in the experiment. The ITR
laser enters the vacuum through a 4.5” cube just upstream of the main experimental
chamber. Inside the cube is a 1” dielectric mirror positioned off-axis with respect
to the nominal electron beam trajectory. This can be done since the ITR process
requires the laser at an angle of 1/γ =0.8 mrad with respect to the electron beam.
The 4.5” cube sits ∼1 m upstream of the ITR assembly, thus the laser spot is centered
8 mm apart from the electron beam allowing the mirror to reflect the laser out while
avoiding the electron beam.
The beamsplitter and the first mirror in the ITR path rest on a common stage
that can be moved to allow a coarse timing adjustment of the IFEL and ITR optical
paths. This is used to achieve both ITR and IFEL interactions at the same timing
delay of the fast delay mirror in the laser room (§5.1). Prior to the experiment, the
coarse timing overlap can largely be achieved by searching for an interference pattern
when the two laser spots are overlapped in the experimental chamber. However, any
steering of the laser during the experiment can introduce few picosecond timing shifts.
Also, the chicane causes a delay of the electron beam of ∼1 ps, that varies depending
on the chicane strength. Because of these issues, a remote controllable, few ps range
delay is needed between the IFEL and ITR lasers.
In addition to the long travel delay used for picosecond scale adjustment of the
ITR-IFEL delay, the optical path of the ITR laser also includes an adjustment for the
optical phase of the ITR to IFEL delay. This phase adjustment is done using a mirror
mounted on a piezo driven mount. The three piezos are driven by a single source,
producing a longitudinal shift of the mirror of up to 8 microns. This changes the ITR
laser path by a small amount. With this mirror, the phase of the ITR relative to
the IFEL laser can be varied in a controlled, repeatable manor. Moving the mirror
also shifts the ITR laser spot transversely, however this shift is much less than the
transverse spot of the laser and gets further demagnified by the downstream lenses
used to focus the laser onto the tape.
The distance between the beamsplitter and the interaction point in the chamber
for each laser path is ∼5 m. The two path lengths were set equal using the slow
delay stage and looking for fringes to appear in a CCD image of the overlapped,
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1 ps long, laser spots. The experiment effectively constitutes a large interferometer,
where the electron beam takes the place of the IFEL laser before recombining with
the ITR laser. A key piece of information in performing the experiment is knowing
the relative phase between the electron microbunches and the ITR laser in the second
stage ITR accelerator. Unfortunately, there is no easy way to obtain this information
directly from the electron beam and lasers inside the experimental chamber. Potential
electron radiation schemes such as COTR are too weak for interferometry based phase
information. Meanwhile, the ITR and IFEL lasers are too strongly focused to allow
pick-off mirrors inside the chamber. Such mirrors would quickly damage. They would
also likely disturb the electron beam.
In order to obtain the phase between the IFEL and ITR paths a second optical
path that closely follows the 800 nm laser for the experiment is installed in the
experimental tables. Figure 7.5 shows the layout of the phase monitor. The additional
optics are setup as a Michelson interferometer with one path entering the vacuum at
the dogleg port along with the portion of the 800 nm used to drive the IFEL. The
second arm of the phase monitor interferometer is arranged such that the piezo driven
delay mirror for the ITR is also sampled. Just upstream of the experimental chamber,
inside the 4.5” cube, a mirror located below the nominal beam height is used to bring
the phase monitor laser back out of the vacuum where it is then recombined with
the other arm of the interferometer. The lasers are overlapped on a CCD (charged
coupled device) and the resulting fringe pattern in used to interpret the phase of the
laser in the interferometer. The phase monitor is driven by a TEM00 1064 nm NPRO
laser[64].
Images from the phase monitor CCD are acquired by a frame grabber. A region-
of-interest (ROI) is defined to select a portion of the fringe pattern. The image is
summed and the resulting lineout is Fourier transformed. The phase of the fringes
is obtained from the phase of the fft element corresponding to the fringe modulation
in the image. This phase information is transferred to the main data acquisition
computer for writing to the data files.
92 CHAPTER 7. NET ACCELERATION OF ELECTRONS WITH LIGHT
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delay mirror
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Figure 7.5: Layout of the phase monitor interferometer along side the 800 nm optical
path. In the section of the ITR steering and focusing optics, the phase monitor optical
path is positioned ∼1” below the 800 nm optical path. Two pick-off mirrors, one after
the piezo delay mirror and the other inside the 4.5” cube, separate the monitor laser
from the 800 nm laser path so that the two arms can be recombined and interfered
on the monitor CCD.
7.3.1 IFEL-ITR Phase Stability
Prior to beam experiments, another CCD was temporarily placed inside the experi-
ment chamber to observe interference fringes from the IFEL and ITR lasers in order to
determine the phase stability of the optical arrangement. Comparisons were made be-
tween the phase of the 800 nm light to that of the phase monitor in order to determine
potential differences. In particular, although the paths of the two interferometers are
similar, several of the actual optical elements are different. These optics would not
likely vibrate with the same frequency and phase and thus the two interferometers
observe different fast jitter.
While the first measurements did observe fringes, the fringes jittered significantly.
Several efforts were made to reduce noise in the interferometer paths. All optical
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mounts were converted to 1” pedestals, the dogleg breadboard was redesigned, and
the vacuum roughing pumps isolated on pads. A secondary pumping cart was left off
and during experiments the ventilation fan switched off. Finally, covers were installed
around the optical tables and a duct installed between the two tables to eliminate
turbulence from air currents in the experimental hall.
All of the efforts dramatically reduced the noise observed in phase measurements.
The fast jitter which was initially found to be > 100° of phase at 800 nm was reduced
to 13° rms and only 6° rms for the phase monitor. Meanwhile the slow drift, which
often could be a full 2pi of phase shift over a 5 minute period was reduced also to
40°. More importantly, the phase monitor was found to track quite well with the
800 nm phase for few minute time scales. Eventually, the phase of the experiment
laser would drift away with respect to the monitor, but this occurred on time scales
long enough that the experimental data itself could be used to track the drift. This
will be described later in more detail. Figure 7.6 shows an example phase stability
measurement comparing the phase monitor and phase of the laser to the experiment.
Shown on the left is the correlation plot between the phase monitor interferometer
and the primary laser for the experiment during an active sweep of the phase using
the optical delay mirror. The phase of the primary laser at 800 nm changes over
a greater range than the monitor laser at 1064 nm. The slope of the correlation is
simply the ratio of the wavelengths: 1064/800=1.35. The phase offset is arbitrary,
and will change with small tweaks of laser alignment or coarse delay, or from choice
of ROI on the monitor CCDs.
During a measurement of net acceleration this jitter will cause a smearing out of
the signal. From averaging over several samples, we can write an attenuation factor
due to phase jitter as:
δp.j. =
1√
2piσθ
∫ ∞
−∞
exp
[
− θ
2
2σ2θ
]
cos θdθ (7.4)
δp.j. = exp
[−1
2
σ2θ
]
(7.5)
As mentioned, the residual fast phase jitter is σθ ∼ 13°. We then have δp.j.=0.97.
Thus, the fast phase jitter does not cause significant degradation to the measured
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Figure 7.6: Phase Stability of the Net Acceleration Experiment. The figure on the
left shows the linearity of the phase monitor to the experiment laser phase while the
phase is actively scanned using the piezo delay mirror. When the phase is fixed the
slow drift of the phase can be observed. Over time the experiment laser phase can
wander away from the phase of the monitor system. The fast jitter is 13° rms.
interaction.
7.4 Results
Attempts at the experiment were performed in two, three-week runs of the accelerator.
During the first run, a few hints of net acceleration were observed, though nothing
conclusive. The experience gained lead to two improvements for the second attempt.
A CMOS camera sensor (without a lens) was installed directly in the path of the
lasers inside the experimental chamber in order to observe fringes due to interference
between the IFEL and ITR lasers. This allowed adjustment of the ITR laser steering
to obtain vertically aligned fringes. Failure to obtain this alignment precisely can lead
to electrons of different acceleration phase passing through the vertical slit after the
ITR tape, reaching the energy spectrometer, and diluting the measured energy shift.
The second improvement was implemented in the data gathering methodology.
Instead of scanning the optical delay randomly, as is typically done in the laser-
electron cross correlation scans using the voice coil driven fast delay mirror, the
optical delay was scanned as a sawtooth function in time with a frequency of 0.1 Hz.
Since the acceleration is sinusoidal in the optical delay, the expected signal would
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therefore roughly be sinusoidal in time. A Fourier transform of the electron beam
energy would then show strong content at the drive frequency of the optical delay
mirror: 0.1 Hz. This data gathering technique proved invaluable in first observing
the small net acceleration signal from the noise. Many of the data runs gathered only
showed convincing net acceleration through the frequency analysis.
As mentioned earlier, evidence of net acceleration shows up not only as a shift in
the centroid energy of the beam as a function of phase, but also in the beam energy
spread and spectral asymmetry. For each electron energy spectrum acquired, a linear
baseline subtraction is performed and the full-width half-maximum (fwhm) is calcu-
lated. This includes linear interpolation between points about the half-maximum of
each side of the spectrum. At the same time as the fwhm calculation, the asymmetry
is defined from the two half widths as: (lwhm-uwhm)/fwhm where lwhm is the low
energy width at half-maximum and uwhm is the high energy width at half-maximum.
The centroid of the energy distribution is then calculated as the mean of the spec-
trum ignoring portions of the spectrum with amplitude < 5% of the peak value. This
cut-off reduces the influence of noise in the CCD image on the centroid calculation.
Analysis of uninteracted, ‘laser off’ data show that the cut-off in the energy spectrum
reduces the rms spread in the centroid jitter by a factor of 2.
Although the phase monitor tracks well with the actual experiment phase in the
short term, there remains the potential for slow drifts over the course of a run, es-
pecially if the run is longer than a few hundred events. Although this drift could
wash-out the correlation plot between phase and the net acceleration signals, the fre-
quency domain signals would only experience a small broadening of the peaks due to
the drift. The frequency domain is therefore the best place to start in looking for net
acceleration.
Figure 7.7 shows the frequency domain analysis of one of the net acceleration
data runs. The transform used on the data is a brute-force discrete Fourier transform
(DFT) as opposed to an FFT because of non-uniformities in the time spacing of the
data. Although the electron beam and laser both arrive at a steady 10 Hz repetition
rate, the rate of interacted events is irregular due to several factors including bucket
hopping of either laser, intentional laser off data acquired for baseline analysis, or low
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charge thresholding of the data gathering.
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Figure 7.7: Net acceleration signal in the frequency domain. The phase (top left) is
driven by a saw-tooth waveform with a 0.1 Hz period. The energy spectrum quantities
- centroid, width, and asymmetry - sinusoidal in the phase, each show response at
the drive frequency.
The top left plot in figure 7.7 shows the DFT of the phase monitor signal. Since the
phase is adjusted as a saw-tooth function, the transform shows many harmonics of the
0.1 Hz drive frequency. The energy spectra quantities - centroid, energy width, and
asymmetry - show primarily a single peak at the 0.1 Hz drive frequency. Because of the
phase reset inherent in the saw-tooth waveform, the variation of the net acceleration
is not strictly sinusoidal in time. As a result, occasionally a second harmonic can be
seen in the net acceleration DFT data. More often though, this effect is hidden in
the noise of the DFT.
Although the DFT plots are direct evidence that net acceleration is occurring,
observing the correlation between phase and the centroid energy directly would be a
more fitting demonstration. As mentioned earlier, during long runs, the phase offset
between the experiment and the phase monitor can slowly drift. Fortunately, the data
itself can used to correct for this slow drift. During data analysis, it was found that
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the energy spread oscillation as a function of phase had the best signal-to-noise ratio.
In hindsight, this is not a surprise since the interacted energy spread is easily 3 times
larger than the initial energy spread and more than 10 times larger than the energy
spread jitter (typ. ∼5 keV). The net acceleration data for each run is subdivided into
sets of 500 events and the offset of the energy spread versus optical phase calculated
from an FFT. The top left plot in figure 7.8 shows the wander of this phase offset as
a function of time. For this particular run the wander is almost a full 2pi of shift over
the entire 14 minute long run. This drift data is then used to correct the phase for
the entire data set before plotting the energy centroid, spread, and asymmetry versus
optical phase.
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Figure 7.8: Correlation of phase with the net acceleration signals (Run 3661). The
top left panel shows the slow drift of the experiment phase offset relative to the phase
monitor interpreted from the phase versus energy spread data. The remaining three
plots are the binned data after correcting for the slow drift. The error bars are the
deviations of the means for the binned data.
The data for the three correlation plots shown in figure 7.8 are binned and plot-
ted along with a fit to a cos function. Cuts are applied to remove laser off and
’bucket-hop’ events where no laser-electron interaction occurs. The error bars are the
standard deviations of the means for each bin. Notice, as predicted by the Monte
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Carlo simulations, the asymmetry is pi out of phase with respect to the centroid while
the energy width is pi/2 out of phase. What do not agree are the amplitudes of the fits.
For all three the amplitude is less than expected, especially the centroid energy shift.
Prior to this run, the IFEL and ITR interactions were established separately with
modulation strengths of 80 keV and 35 keV respectively and an initial energy spread
of 47 keV fwhm without laser interactions. This gives an average bunching factor for
the beam of b1 =0.35 (eqn. 2.31) and an expected centroid shift of b1× 35/2 =6 keV.
This compares to a measured amplitude of just 1.2 keV.
All-told, 58 data samples showing net acceleration signal were obtained over two
weeks of run time. The ITR laser alignment was changed several times and the phase
fringe alignment checked with the in-vacuum CMOS camera. Some runs obtained
somewhat stronger ITR interactions, up to 50 keV fwhm modulation. However, the
measured signal never got much above 2 keV in amplitude, well short of the expected
signal. It is possible this may indicate a fundamental problem in the experiment
setup, though without further study it will remain unclear.
7.5 Conclusion
Despite the total measured centroid shift failing short of the expected signal, the ex-
periment showed great success simply by measuring net acceleration. This is the first
demonstration of direct optical acceleration at visible wavelengths. The experiment
explored many of the important aspects of direct laser acceleration including staging
of two optical accelerators. A key aspect of this experiment was the optical phase
monitoring and control. Great effort was needed to reduce phase noise and drift.
Future experiments with a stronger second stage interaction will be needed to
further explore issues such as charge capture. The small centroid shift compared
to the induced energy spread makes defining the captured charge from the energy
spectrum very difficult.
Chapter 8
Tight Focusing of Electron
Microbunches
This chapter presents work begun during the graduate term in producing tight elec-
tron focuses for injection into optical scale accelerator structures. Few micron scale
spot sizes are produced using a permanent magnet quadrupole (PMQ) triplet. Al-
though a separate goal from the production and acceleration of optical microbunches,
the tight focusing will nevertheless be a vital step in demonstrating efficient acceler-
ation at optical wavelengths. Hardware design and fabrication as well as significant
simulation work were done and are presented. Unfortunately, due to delayed com-
missioning of the E163 facility, time was not available to begin experiments using the
PMQ triplet for inclusion in this thesis.
8.1 Optical Scale Structures And Tight Focusing
To date all laser acceleration experiments have utilized largely free space interactions
where the laser propagates free of any guiding structures besides mirrors for bringing
the laser in and out of the beam path. The ITR experiment did introduce a single
boundary to terminate the laser and provide net acceleration, however the laser still
propagated as a free space Gaussian mode. Keeping the laser in free space has ob-
vious advantages. The optical components are macroscopic objects, easily designed
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and installed. Alignment can be done with standard scientific cameras and imaging
techniques. However, there is a significant drawback in that the electric field of a
free space laser is primarily transverse and not useful for acceleration. The electrons
must be coupled to this electric field. The IFEL does this by introducing a trans-
verse motion to the electrons, the ICA and ITR schemes both bring the laser in at
a small angle compared to the electrons. In any case, either the amount of electric
field accelerating the electrons is small compared to the total peak field or the overall
interaction length is short. This leads to a weakly coupled acceleration mechanism, or
a small interaction impedance. The interaction impedance is defined as the acceler-
ating field (or gradient) divided by the total power in the accelerating field (equation
8.1).
Zint [Ω] ≡ |λE0|2
/
P (8.1)
For a simple comparison consider a 1 mJ/pulse picosecond laser (=1 GW power)
focused to a few hundred microns (Epeak ≈ 400MV/m). For an IFEL interaction
(see §2.1) Zint is typically O(10−8)Ω. For ICA and ITR the effective gradient is given
by Epeak over the angle between electron and laser which is optimally 1/γ giving
an interaction impedance of Zint ∼ 10−7Ω. By comparison optical scale structures
have much higher interaction impedances, ranging from a few ohms to hundreds of
ohms[65, 66, 67]. This means that the energy efficiency is far greater for optical
scale structures. The challenge of course with optical scale structures is their size.
Fabrication, system integration, and beam coupling, both electrons and optical, are
all much more difficult than in previous experiments.
The challenge of coupling the electron beam into such small structures can be
addressed by using a very strong focusing element close to the optical scale structure.
Such a focus element has been designed and fabricated for the E163 program. The
device uses three magnetic quadrupoles made with permanent magnets. It can be used
in conjunction with the microbunching hardware to deliver optically spaced electrons
to laser accelerators or on its own in laser modulation or beam wakefield experiments.
Section 8.2 explains in further detail the focusing characteristics needed in order to
couple to optical scale structures, deriving a few simple equations describing focusing.
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Section 8.3 shows the simulation and design work and subsequent measurement of the
PMQ triplet. Field measurements found the PMQ triplet to have some surprising field
errors, though particle tracking shows these errors to be manageable and allow the
necessary focusing. The final section of this chapter discusses the first optical scale
accelerator experiment. Using the PMQ triplet, the beam will be focused into an
optical scale structure and the induced wakefields observed spectroscopically.
8.2 Beam Transport and Focusing
Conventional electron optics prove insufficient to obtain the small spot necessary for
transmission through an optical structure. The chromatic aberrations for a long focal
length triplet prevent reaching spot sizes much below ∼ 100µm in the E163 beamline
where as the structures under investigation for optical acceleration typically have
apertures of only a few microns. Without tighter focusing, the transmitted electrons
would be too few to reasonably detect with currently installed diagnostics.
In order to quantify the focusing characteristics necessary for this coupling prob-
lem we turn to the well used language of Twiss parameters to describe the electron
beam[68, 69]. Of interest here are β, describing the transverse envelope of a beam
such that σ =
√
β² where σ is the spot size and ² is the emittance of the beam. The
beam emittance ² will often vary depending on, for instance, the electron source. The
Twiss parameter β however is a property only of the transport lattice (i.e. magnets).
When a beam is focused there occurs a non-zero minimum in β at the focal location,
termed β∗. β∗ is analogous to the Raleigh range for a focused laser. For optimal
transmission through a fiber β∗ must equal half the length of the fiber. For struc-
tures being considered for the E163 experiment this means β∗ in the range of 0.5 to
2.5 mm. Equation 8.2 gives the relation for β∗ as a function of the focal length of
the triplet f , the energy spread σp/p and the initial β0 [70]. Figure 8.1 shows the
focusing characteristics of two triplets.
β∗
β0
=
1 + (β0/f)
2 (σp/p)
2
1 + (β0/f)
2 [1 + (σp/p)2] (8.2)
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Figure 8.1: plot of equation 8.2 with two focal lengths, and 0.2% energy spread.
From figure 8.1 we see that for a standard triplet chromatic effects take over be-
fore a sufficiently tight focus is reached. A short focal length permanent magnet
quadrupole however can obtain the necessary focusing. The total transmission can
then be determined by comparing the transmitted emittance, or acceptance, of the
structure to the initial emittance. The acceptance is determined by the allowable
range of position and angles that can pass through the structure, as illustrated in
figure 8.2. For a 1mm long fiber with a 5µm aperture the transmitted emittance
is 0.03 mm-mrad (geometric). This compares quite favorably to the expected inci-
dent emittance of 0.03 mm-mrad RMS at E163. Given clipping in both transverse
dimensions this gives an acceptance of ∼ 50%.
8.2.1 Washout of a Tightly Focused Microbunched Beam
Though initial experiments using the PMQ triplet will use an unbunched beam, in
future experiments investigating acceleration from powered optical scale structures
it may be of interest to use a microbunched beam produced by the microbunching
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Figure 8.2: Transmission phase space of a one dimensional structure. The initial and
final aperture of the structure limit the total phase space area of the beam. The plot
on the right shows the phase space halfway through the structure.
hardware. However, first we must know whether the microbunch structure will survive
the strong focusing imparted by the PMQ triplet. As described in section 2.4.1,
path length differences due to particle divergence angles can washout the microbunch
structure. In the case of the PMQ triplet, each particle attains a focusing angle given
by θ ≈ r/f where r is particle distance from the beam center and f is the focal length
of the triplet. For a beam with σr = 100µm the rms angular spread of the beam is
then σθ ≈ 5× 10−3 radians. Using equation 2.38 we have δθ,1 = 0.57 and δθ,2 = 0.47.
Thus, we see that the focusing causes significant degradation of the microbunches.
Of course, this simple picture treats the PMQ as a thin lens, which is in reality far
from the true case.
The degradation is worse when we take into account the path length differences
of particle trajectories within the PMQ triplet itself. For this we turn to a numerical
approach that integrates the trajectories through the triplet to find the slippage δz
relative to the centroid trajectory as a function of transverse offset: X0, Y0. Figure
8.3 illustrates the effect of the particle transverse position on the final longitudinal
position. Since the PMQ triplet is initially defocusing horizontally, the slippage is
worse for particles with large horizontal offsets.
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Figure 8.3: Slippage of particle trajectories relative to the initial particle position
entering the triplet. Left are two particle trajectories for a horizontally (blue) and
a vertically (red) offset particle. The triplet is initially defocusing horizontally. The
figure on the right shows the slippage δz relative to the beam centroid as a function
of transverse position.
For a microbunched beam, the portion of the beam with an initial transverse posi-
tion < X0, Y0 > entering the triplet will form at each harmonic of the microbunching
a phase shift of δθ,n = cos[nklδz(X0, Y0)]. We can average this over a beam with an
rms spot size σx = σy to obtain attenuation terms for each harmonic analogous to
equation 2.38. We find for σx = σy = 100µm, we have δθ,1 = 0.26 and δθ,2 = 0.08. As
expected, this is even worse than the initial guess assuming a thin lens. Figure 8.4
shows the degradation of the microbunching from focusing in the PMQ triplet as a
function of the initial transverse spot size.
8.3 Designing the Permanent Magnet Quadrupole
Triplet
The triplet design began by using Elegant[43] simulations to find the strength of
quadrupoles necessary to obtain sufficient focusing of the beam. Initial Radia de-
signs began with a simple quadrupole consisting of four magnet blocks and four iron
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Figure 8.4: Microbunch attenuation factors due to focusing in the PMQ triplet.
pole pieces (see figure 8.5). This was compared to another recently designed PMQ
triplet[71] that used the Halbach geometry with 16 magnet pieces of varying polariza-
tion and no iron[44]. It was found that the hybrid magnet/iron pole arrangement had
several advantages. For the same aperture, the hybrid arrangement has a quadrupole
strength ∼ 25% greater than the Halbach design. This is due to the greater saturation
field sustainable in the iron compared to the residual field of the NdFeB material. In
addition, the Halbach arrangement uses 16 magnet blocks with 5 different polariza-
tions compared to just 4 blocks with only one polarization in the hybrid geometry.
This helps simplify fabrication. The use of a saturated iron pole tip also helps reduce
the influence of magnet block errors on the final field quality.
Much like the undulator, the peak field can be increased by shortening the pole
tips relative to the magnet blocks. Other designs[72] have further increased the field
by adding magnets radially above the iron pole tips, however this was found to be an
unnecessary complexity for this project. Additional refinements could include shaping
the poles to minimize higher order components1 However, since this triplet will act
only as a single pass device, and the higher order components are very small even
for a flat pole tip, the poles were kept flat to simplify fabrication. Table 8.1 lists the
1An interesting side note, during simulation it was observed that the next order field component
in the quadrupole design, the dodecapole, can actually help cancel chromatic aberration and reduce
emittance growth. However, as noted in the above text, this was not strongly pursued since tayloring
the pole tips would add significant complexity to the fabrication.
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Figure 8.5: Left: Radia CAD image of Permanent Magnet Quadrupole
(Blue=Magnet, Magenta=Iron). The arrows show the magnet polarization. Right:
Halbach arrangement for a PMQ.
design specifications for the triplet. The quadrupole widths are chosen such that the
integrated field strengths follow a 1-2-2 design ratio for triplets. The triplet can be
adjusted by changing the spacing between each PMQ. For focusing a 60 MeV beam
the spacings are about 15 mm each.
Parameter Value
Gap 3 mm (center to corner)
Magnet Thickness 20 mm
Magnet Material NdFeB, Br=1.25T
Pole Thickness 16 mm
Pole Material 1010 Steel
1st quad width 7 mm
2nd & 3rd quad width 13 mm
Quadrupole spacings adjustable 4-20mm
Table 8.1: List of PMQ design specifications.
The assembly for the triplet proved far more complicated than for the undulator or
chicane (§3.5). Not only does the triplet require separate motion for all three quads,
the alignment tolerances are also more stringent, especially the alignment of the quads
relative to one another. Rotation, or skew, errors can lead to emittance growth while
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translational offsets cause strong kicks to the beam. To fix the alignment, each quad
moves on a pair of steel guide rods. The 3rd quad is fixed to a common optical
stage that can move all three quads in union. The first two quads are also movable
independently by stepper motors. 5mm stoppers prevent the quads from coming
completely together, at which point the magnetic forces would prevent separating
them. Springs are also positioned around the guide rails to assist separating the
quads when the gap is small. Figure 8.6 shows the fully assembled PMQ triplet.
Figure 8.6: The Permanent Magnet Quadrupole Triplet. Not shown is a third motor
needed to drive the optical stage.
8.3.1 PMQ Measurement
Unlike the undulator and chicane which could easily be measured using a standard
Hall probe and linear motion stages(§3), the small aperture of the PMQ made mea-
surement difficult. The Hall probe or its supporting arm often collided with the PMQ
assembly. There was even less room to move the probe transversely, a necessary step
in measuring the quadrupole gradient. It is also very difficult to obtain information on
higher order field content from a Hall probe. Despite this, an initial attempt to mea-
sure the PMQ fields was done with a Hall probe. Two sets of scans were performed
using an axial and a transverse probe. The axial probe scans near the pole tips show
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surprising non-zero axial field in the mid-plane of the quadrupoles (see figure 8.7).
This implies that the transverse field under the pole is not longitudinally symmetric.
Figure 8.7: Hall probe data of triplet. Notice the non-zero axial field at the center
of each quad. Each color represents different set of pole tips. Due to alignment
difficulties, the separation of the probe off of the pole tips for each scan was not
consistent. Thus, only the relative shapes are of interest in these figures and not the
total scale.
A later check with a transverse probe did find this to be the case. However, because
of the limitations found with the Hall probe, further measurements relied on different
techniques.
The Pulsed Wire Scan
The pulsed wire scan[73] involves stringing a small (0.0015”) diameter wire through
the aperture of the PMQ triplet. A short, high voltage pulse is sent along the wire.
The current interacts with the magnetic field and causes a force on the wire. This in
short order causes a displacement which then travels down the length of the wire. The
wire displacement is read out to determine the profile of the magnetic field. The wire
displacement is actually proportional to the first integral of the field. Many pulsed
wire measurements look only at the total integral, however by sending the signal to
a scope one can get the first field integral as a function of position along the magnet.
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Furthermore, since the wire can be pulsed several times a second, it is easy to average
over many shots to remove noise. The derivative can then be taken to get back the
initial field. Since derivatives of scope traces are often noisy, an improvement to the
setup was to add an RC differentiator prior to the input to the scope. The time
constant of the RC circuit is chosen such that the maximum frequency of interest in
the scan was much less than one over the time constant of the differentiator circuit.
The pulsed wire technique has many advantages of the Hall probe most notably
in speed since an entire longitudinal scan is done simultaneously. Additionally, by
setting up two orthogonal detectors monitoring the wire the horizontal and vertical
fields are detected at the same time.
Figure 8.8: Schematic of pulse wire setup. Entire length is 1 meter. Wire diameter
is 0.0015”.
The almost instantaneous readout of both transverse field components for the
entire length make alignment very quick and easy. By aligning the PMQ assembly
to zero the signal from the first and last quads, we find a displacement error on the
middle quad of −43µm horizontally and 93µm vertically. Previous beam simulations
showed emittance growth is negligible for these displacements. To first order, the only
change to the beam is a steering kick, −1.5mrad horizontally and +3.6mrad vertically.
This can be corrected for using steering magnets upstream and downstream of the
experiment.
Another check easily performed with the wire scan is a rotation error of a quadrupole
about the nominal axis of the PMQ triplet. Such an error produces a skew field that
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cross-couples the transverse phase spaces and leads to an increase in both projected
emittances. The tolerance for the rotation error is very tight; an error of 10mrad will
cause a 33% increase in emittance. To check for rotation error, we compare two scans
of By at transverse positions (1, 1)mm and (1,−1)mm. For no error, By should be
constant for changing y, any change in By therefore denotes a skew term from a quad
being rotated. Comparing two such traces we find there is no error to within 2mrad
limited by the trace calibration.
There are however, several drawbacks that hinder the effectiveness of the pulsed
wire scan. One is dispersion of waves on the wire. After the initial impulse from the
current excitation, the acoustic wave on the wire propagates several centimeters to
the detector. High frequency components travel slower with the result that ripples
are seen on the trace at regions of quick field transition. The dispersion can be
partially alleviated by choosing a smaller wire, though this only works to an extent
and eventually smaller wires become impractical. To remove remaining dispersion, the
traces can be corrected mathematically by appropriately phase shifting the transforms
2. In practice, the correct amount of shift is judged qualitatively by minimizing the
ripple on a single trace and applying to the remaining data. Figure 8.9 shows the
results of the dispersion compensation.
Another pitfall is the detector non-linearity. The detectors work by illuminating
the wire with a laser and projecting a shadow onto a slit with a photodiode behind
it. As the wire vibrates the shadow moves across the slit producing the signal which
is then amplified and sent to the oscilloscope. The shadow, however, is a diffraction
pattern produced by the wire, and thus the signal is a convolution of a square pulse
2The dispersion relation for a non-ideal string can be understood by first considering, a ’lumpy’
string. Recall for modes on a beaded string we have: ω = 2
√
T
ma sin
(
1
2
ak
)
where T is the tension
of the string, m the mass of each bead, and a is the separation between beads. So, to first order
ω
k = v0 =
√
T
m/l
- the well - known velocity of modes on a string. However, to next order: ωk =
v (k) = v0
(
1− a2k26
)
. For a non-ideal string or wire, there exist non-uniformities much like the
beads used in this derivation. We therefore expect an additional phase shift (skipping the math):
φ(k) = c′k3L where L is the distance from magnet to the detector and c′ some constant determined
by minimizing ripple in the traces in a sample field profile. So to compensate we take an FFT and
multiply by exp[ic′k3L] then transform back.
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Figure 8.9: Compensation of acoustic dispersion in magnet wire scan. Above, full
trace through PMQ triplet before (blue) and after (red) an fft compensation of acous-
tic dispersion. Below: a zoom in of the center quad. Note the ripples to the left of
the peak in the blue trace.
from the slit and a sinc function rather than a trapezoid response as desired. The
setup could be improved by imaging the wire onto the slit, thus eliminating the non-
linearity. This solution, however, was not pursued since by that point it became clear
to best determine field quality a coil scan would work best.
The Rotating Coil
When it comes to determining the field quality of a quadrupole the best technique
to use is a rotating coil. A coil is made to rotate such that one side is on the axis
of rotation while the other sweeps through the magnetic field transversely. The field
then induces current inside the coil related to the harmonic content of the field. A
lock-in amplifier or an oscilloscope with an FFT function is then used to analyze the
induced signal for the multipole content of the magnet (for a short description on the
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multipole expansion of a 2D magnet field see appendix A). Since the PMQs have
such small apertures, the coil is very small, just 1mm square with 10 turns. A motor
turns the coil at 30 Hz. One trouble found in the setup related to the contacts for
the rotating coil. Originally, the rotating shaft had 3 pairs of contacts near the motor
spaced 120° apart. This turned out to introduce an intermittent sextupole term in
the signal. Removing two of the contact pairs alleviated this problem.
Figure 8.10: Coil tip in front of the PMQ triplet. The coil tip measures 1mm by
1.5mm. The quadrupole aperture is 5mm.
An example spectrum of a PMQ is presented in figure 8.11. Misalignment of the
rotating axis with respect to the quadrupole axis causes the appearance of a dipole
term. This scan was taken prior to the realization of the cause and correction of
the sextupole term. The most notable multipole is a decapole term that appears
in all three quadrupoles. Radia simulations showed no decapole term. In fact the
only significant multipole from Radia was a dodecapole term that was some 5 orders
of magnitude smaller than the quadrupole term. By comparison the decapole term
measured is about 5% of the quadrupole term (decapole strengths are given in table
8.2). This then presents a significant field error in the design. The source of the
error remains uncertain, attempts to duplicate the error in magnetostatic simulations
required unrealistic dimensional or magnetic errors. At the same time though, particle
tracking simulations with the measured errors show that for spot sizes going through
the triplet the focusing properties will not be too adversely affected (see figure 8.12).
The coil was also made short so that scans could be made to check for changing
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Figure 8.11: Signal from rotating coil with multipoles labeled.
a4/a1(mm
−3) b4/a1(mm−3)(skew)
PMQ 1 -0.022 0.038
PMQ 2 0.060 -0.0033
PMQ 3 0.022 0.022
Table 8.2: Decapole coefficients for each PMQ. For a description of multipole coeffi-
cients see appendix A.
multipole content longitudinally. In actual fact though, the multipole content is
constant relative to the quadrupole amplitude to within the noise of the measurement.
An attempt was also made to track the phase of the multipoles, though this proved
a noisy measurement, with an error of ∼15°. This could probably be improved by
using a lock-in amplifier rather than an oscilloscope to measure the harmonics.
114 CHAPTER 8. TIGHT FOCUSING OF ELECTRON MICROBUNCHES
0 0.2 0.4 0.6 0.8 1
x 10−3
10−6
10−5
10−4
10−3
Initial Spot Size Entering PMQT
Fi
na
l F
oc
us
ed
 S
po
t S
ize
 (m
)
Effect of Decapole Fabrication Error
β*=1mm 
+ 
sigxideal
sigyideal
sigx
werr
sigy
werr
Figure 8.12: Elegant[43] simulations of the effect of the decapole term on focusing
characteristics assuming a normalized emittance of 2 mm-mrad and an energy spread
of 0.2%. The plot shows the focused transverse spot sizes as a function of the initial
spot size before the triplet for the ideal focusing with only chromatic aberration
(equation 8.2, solid lines) and for the focusing produced by the real PMQ triplet
fields (dashed lines). For the region of operation around β∗ = 1mm the degradation
is negligible.
8.4 Optical Wakefields From a Photonic Bandgap
Fiber
Closed metallic accelerating structures confine electromagnetic waves by definition.
The design criteria for metallic structures used at RF involve obtaining speed-of-
light synchronicity, and a mode with uniform longitudinal electric field at a frequency
matching that provided by powering klystrons. Confining the field within the struc-
ture is never an issue. Unfortunately, at optical frequencies, absorption in metals
becomes significant, far greater than dielectric materials. In addition, metals damage
at much lower peak electric fields. This makes the use of dielectrics for acceleration
at optical frequencies much more appealing.
In order to confine electromagnetic waves in dielectrics, the structure must rely
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on interference of waves scattered off of boundaries in the structure. The simpliest
example is a dielectric mirror, a series of alternating layers of two different dielectrics.
Wavelengths of light that match the Bragg condition set by the layer thicknesses are
reflected away from the mirror. Such a structure is known as a photonic crystal. The
range of wavelengths that are forbidden by the structure is known as the photonic
bandgap. A thorough overview of photonic crystals is given in reference [74].
Using these photonic crystals, accelerating waveguides can be designed that trap
light in the bandgap of the crystal inside the guide. The light then becomes a propa-
gating mode down the waveguide. Furthermore, as with metallic accelerating struc-
tures, by further tailoring the dielectric waveguide, a speed-of-light mode with a
longitudinal electric field can be created that will accelerate electrons[75]. Figure
8.13 shows an example accelerating mode in a photonic crystal with a uniform lon-
gitudinal structure; called a photonic bandgap fiber (PBF)[66, 67]. This plot was
produced with the finite-difference time-domain (FDTD) method [76], using a freely
available software package with subpixel smoothing for increased accuracy[77].
The potential use of hollow-core dielectric fibers as particle accelerators bring
up many unique challenges that differ from typical telecommunications applications.
Accelerating modes differ significantly from fundamental core modes in their field
profiles, having the greatest field strengths just inside the inner most surface rather
than in the center of the core. As a consequence, the accelerating modes are more
easily perturbed by fabrication errors in the fiber than the core modes. Also, whereas
telecomm applications are primarily concerned only in the transmission loss of a fiber,
the application as an accelerator has stricter demands on the mode. In particular the
mode must have a phase velocity within ∼ 0.01% of speed-of-light. This restriction
is due to the large distance traveled by the beam during acceleration compared to
the wavelength of the accelerating field. Typically, the accelerating modes in these
structures have a group velocity of 0.3-0.5c. Thus, for a 1ps long laser pulse, the
electron beam will outrun the laser over a distance of ∼1mm. Over this distance, to
maintain acceleration the phase velocity must precisely match the electron velocity
such that the electrons slip relative to the laser field by only a small fraction of
a wavelength, say 10% of λ. So the phase velocity must be controlled to within
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Figure 8.13: A cross-section showing an accelerating mode in a photonic band gap
fiber. The mode propogates into the page; the color scale denotes the longitudinal
electric field. The small holes have a radius of 0.35µm, the large central hole 1.3µm,
and the accelerating freespace wavelength equal to 0.77µm.
0.1× λ/1mm or 0.01%.
Unlike RF waveguides which can be diagnosed directly by bead pulls for ex-
ample, direct examination of fiber fields is much more difficult. It therefore be-
comes interesting to consider probing candidate structures using the electron beam
itself. The electron beam will excite modes of the structure that have a speed-of-
light phase velocity and reasonable overlap with the beam’s Cherenkov wake in the
structure[78, 79, 80, 81]. Spectroscopy on the resulting excited modes will inform
more precisely of the resonant frequencies of potential accelerating modes. Once po-
tential SOL accelerating modes are identified, the fiber can later be excited from light
generated by an optical parametric amplifier.
Before attempting such an experiment, we simulate the structure using the particle-
in-cell code Magic[82]. A short section of fiber is excited by a short electron pulse
whose duration is less than the wavelengths of interest. In the simulations to fol-
low, a pulse is emitted off of a conducting boundary and propogates down the fiber.
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Perfectly matched layer (PML) boundaries at the perimeter of the simulation absorb
outgoing radiation. Various monitors within the simulation monitor Ez(t) and the
flux generated by the beam. Although the emission from the beam in the simula-
tion is coherent, we can also use the results to calculate the amount of incoherently
generated wake from a longer electron pulse in the actual experiment.
8.4.1 Resonant Cherenkov Wakefield from a Bragg Fiber
The first fiber examined is an azimuthally symmetric Bragg structure. The fiber con-
sists of a multilayer dielectric with varying index of refraction. The layer thicknesses
are chosen to determine the confined wavelength. The innermost layer has a unique
thickness to give the confined mode a SOL phase velocity. A full prescription for
choosing the layer thicknesses can be found in reference [65]. For the simulation the
fiber was designed to have a 1.5 µm accelerating mode and an inner hole radius of
also 1.5 µm. It is worth noting that while fibers with this specific design do not
yet exist, Bragg fibers have been fabricated for other purposes, both with a silica-air
layering[83] and two types of dielectric[84].
Figure 8.14: 2D simulation of the wake generated in a Bragg fiber. Left: Snapshot
of Er in the fiber. Note the Cherenkov angle within the bulk dielectric and the wake
generated. The inset shows the cross-section of the fiber. Right: Fourier transform
of the on-axis Ez field showing the resonance at the expected wavelength of 1.5µm.
A simulation (figure 8.14) of a fiber Bragg structure shows the formation of a wake.
The inset shows a cross-section of the fiber. On the right of figure 8.14 is an FFT of
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the on-axis Ez field near the end of the fiber to give a sense of the resulting spectrum.
The resonance is clear in both the simulation snap shot and resulting spectrum. The
FFT also shows a simulation artifact resulting from an excitation at the grid spacing
of 0.25 µm. Visible in the simulation snap-shot is both the formation of the resonant
mode behind the bunch as well as a trailing field flux that radiates out of the sides
of the simulation. This trailing edge is the Cherenkov wake that follows the electron
beam and provides an additional loss mechanism to the beam energy besides the
resonant mode excitation. Flux calculations in the simulation indicate a 50 pC bunch
traveling through a 1 mm fiber will produce ∼2 nJ of incoherent Cherenkov radiation.
We can calculate the energy radiated into the accelerating mode using the inter-
action impedance Zint (eqn. 8.1) of the structure. An electron passing through a
structure will excite the accelerating mode, in the process losing energy. The energy
loss per unit length, dW/dz, is given by[85]:
dW
dz
=
q2
4
cβg
1− βg
Zint
λ2
, (8.3)
where βg is the group velocity of the mode and λ is the wavelength of the mode.
The interaction impedance Zint and group velocity must be calculated for a partic-
ular structure. In this case for the cylindrical Bragg waveguide, it can be found
analytically[80, 81]. For the parameters used in the simulation, we have Zint=19 Ω
and βg=0.45.
Although the simulation uses a short electron pulse to excite a coherent wake,
an initial experiment will rely on an incoherent excitation of the accelerating mode
(a.k.a. Schottky noise) from a long electron pulse. Coherent effects between particles
average to zero. The total loss is then simply W times the number of particles in
the bunch. So, for a 50 pC bunch and a 1 mm long fiber we expect an energy loss of
4.3 pJ. Although a small amount, this is still much greater than the coherent opti-
cal transition radiation yield in the microbunching experiment (§6) which produced
<100 fJ at the fundamental.
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8.4.2 The 3-D case: Crystal Fibre HC-1550-02 Fiber[1]
While a custom fiber designed specifically for laser acceleration is being pursued, the
appeal of using a commercially available fiber is obvious. The design and development
as well as many of the diagnostic measurements are already done. Crystal Fibre cur-
rently has available a range of air core photonic bandgap fibers that may potentially
be suitable as accelerator structures. For instance, the HC-1550-02 fiber designed to
support an HE11 fundamental mode at 1.55 µm has also been found to support a
SOL accelerating mode at 1.89 µm[86].
The HC-1550 has an inner core of 10.9µm, much larger than the wavelengths of
the modes themselves. As a result, the waveguide is both highly overmoded and also
less strongly coupled to the electron beam. The induced wakefield is less obvious in
snap shots of the simulation (figure 8.15). The simulation approximates the HC-1550-
02 as a set of perfect cylinders. As with the Bragg fiber, an examination of the Ez
field on axis shows excitation of modes in the near IR. For example we see excitation
at 1.89µm where previous simulation with the code CUDOS found a SOL mode[86].
The simulation of the HC-1550 fiber remains an on-going effort in preparation for
plans to test a real fiber with an electron beam.
As with the cylindrical Bragg fiber, we can calculate an expected yield in a Schot-
tky noise wakefield experiment from the interaction impedance Zint. Unlike the Bragg
fiber, however, Zint cannot be calculated analytically, but can be estimated from field
maps produced by eigenmode solvers for the fibers[86]. From these simulations, we
obtain interaction impedance of Zint=0.2 Ω and βg=0.7 for the mode with wavelength
λ=1.89 µm. For the same 50 pC beam in a 1 mm fiber we therefore expect a yield of
0.078 pJ. The much smaller yield is a direct result of the fiber having a much larger
core diameter which in turn drops the interaction impedance.
8.4.3 Potential Experimental Arrangement
Although an experiment studying optical wakefields in a photonic bandgap fiber was
unfortunately not possible within the time frame of the thesis, plans for the exper-
iment have begun to take shape and can be tentatively described here. The key
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Figure 8.15: Left: Approximated cross-section of HC-1550 used in simulation. Center:
Snap-shot of Ez field produced by beam traversing fiber. Right: Resulting spectrum
excited by the electron beam.
challenge in an experiment will be aligning the focused electron beam from the PMQ
triplet into the fiber. The beam and fiber must be aligned to within fractions of a
micron transversely, and the beam longitudinal focus located with a few hundred mi-
crons (recall from §8.2 that the electron focal depth is β∗ =0.5mm). In addition, the
beam to fiber angle must be controlled to keep the electron beam within the narrow
fiber core over an appreciable distance of 1mm. The aperture of 2.5µm3. requires
angular precision of 2.5µm/1mm = 2.5 mrad in each transverse dimension.
Figure 8.16 shows the layout of the fiber wakefield experiment. The PMQ triplet
produces a focus ∼2cm after the final quadropole face. An assembly including the
fiber is positioned at the focus. The assembly will feature horizontal and vertical po-
sition control, and potentially tip/tilt control also. Along with the fiber, the assembly
will include several diagnostics. A mirror will be used to generate incoherent tran-
sition radiation from the electron beam for observing the beam profile. A Ce:YAG
crystal will also be present to use in the event that OTR yield is insufficient to ob-
serve the beam. The Ce:YAG spot will likely be dominated by blooming effects in the
crystal, but could still be useful in extrapolating the centroid position of the electron
beam or the aspect ratio. Finally, mounted on the assembly will be a ∼ 200µm thick
tungsten rectangle with one corner exposed unsupported which will be used for knife
3The experiment will likely use a fiber with smaller dimensions. The reason for this is described
further on in this section
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Figure 8.16: Schematic of the fiber wakefield experiment layout.
edge measurements of the beam transverse envelope.
The fiber is held straight for 1mm, the focal depth of the electron beam. For a first
experiment the fiber is then bent quickly away from the beam with a bend radius of
4mm. This will mean that electrons will scatter through the glass of the fiber as the
beam diverges from the focus. However, this will also greatly simplify directing the
light generated in the first millimeter to diagnostics. The fiber will exit the vacuum
through a fiber vacuum feedthrough and couple directly to a spectrograph. The
spectrograph and its detectors are optimized for the visible, which makes studying
the HC-1550-02 fiber difficult since simulations indicate the accelerating mode is out
at 1.89µm. The experiment will therefore use a smaller version of the PBG fiber made
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by Crystal Fibre called the HC-633-01 which simulations indicate has an accelerating
mode in the near-IR, within range of the spectrograph. This brings with it the
drawback of a smaller core diameter of only 5.1µm.
Chapter 9
Conclusion
This dissertation has presented several of the first steps in a research program look-
ing to accelerate electrons directly with light. Magnetic hardware has been designed,
fabricated, and used to produce an optically microbunched electron beam. This
hardware, including a three period Hybrid-Halbach undulator and an electromag-
netic chicane, was designed, fabricated, and measured in-house at SLAC. The designs
included tunability and vacuum compatibility as the hardware was placed entirely in
vacuum.
A series of experiments were performed using the microbunching hardware. The
first experiments were aimed primarily at establishing an interaction between electron
and laser with visible light. This first experiment (ch. 4), performed at the HEPL-
SCA facility, explored harmonics of the IFEL interaction. The experiment used only
the undulator, and scanned the undulator gap to satisfy the FEL resonance condition
for multiple harmonics. This experiment, together with the ITR experiment[25], was
the first successful demonstration of a laser-electron interaction at 800 nm where the
electrons traveled in vacuum.
The later experiments, performed at the newly commissioned E163 facility at
SLAC (ch 5), produced and accelerated an optically microbunched beam. The first of
these experiments characterized the microbunches using coherent optical transition
radiation (COTR). The data showed good agreement with the analytic theory for
bunch formation. In the second experiment the microbunch hardware was combined
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with the ITR accelerator serving as a second stage in a net acceleration experiment.
The experiment succeeded in demonstrating net acceleration of electrons directly with
visible light. Although the total acceleration was very modest, the insight gained will
prove invaluable to future efforts which should demonstrate significant acceleration.
Most notably, successful demonstration of net acceleration required precise measure-
ment and control of the optical phase between the microbunches and the accelerating
field.
In addition to the microbunching hardware, efforts were begun to tackle a sec-
ond issue with optical acceleration: coupling the electron beam to small structures.
Although the ITR and IFEL processes use large electron and laser spots, future accel-
eration schemes will pass the electron and laser through structures with optical scale
dimensions. These small structures will have far superior acceleration gradients and
efficiencies compared to the IFEL and ITR process, but present a unique challenge in
passing the electron beam through the structure. The conventional focusing elements
available in the experiment fall far short in producing the necessary focused electron
spots to efficiently pass electron through the structures. Instead, a permanent mag-
net quadrupole (PMQ) triplet has been designed and fabricated. This device can
produce much smaller electron spots than the conventional magnets. Although time
for testing this device was not available within the time frame of the thesis, the PMQ
triplet will soon be used in upcoming experiments.
9.1 Future of the E163 Program
The first experiment planned after the net acceleration experiment was outlined in
section 8.4. This experiment will be the first use of the PMQ triplet and will both
serve to characterize the performance of the triplet as well as be the first pass at
observing the wakefield of an electron beam passing through an optical structure.
Efforts are currently underway to design the experiment layout, select hardware, and
simulate the expected response in the wakes.
During the first year after completing this thesis work, several experiments are
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planned as the first of the optical scale structures. If the wakefield experiment is suc-
cessful in identifying an accelerating mode in an off-the-shelf fiber, an experiment will
be designed to couple in laser power and show acceleration in the photonic bandgap
fiber.
Other structures proposed include two planar structures. The first is a grating
structure that illuminates the structure from the side with a free-space propagating
laser mode. Instead of coupling power into an optical waveguide, the structure is
designed to excite an evanescent field above the grating such that the electrons are
accelerated. Remaining laser power continues to propagate transversely through the
structure re-emerging as a free space mode on the other side.
The second planar structure is a Bragg waveguide[89] that confines the light in
a speed-of-light accelerating mode that travels with the electrons. The structure
includes a coupling mechanism for the laser light. As in the prior planar structure,
light is incident transverse to the waveguide. In the first part of the waveguide a
grating is placed on the inside of the waveguide such that power is sent into the
guide[89]. Efforts to fabricate this structure are currently on-going.
A final structure currently under investigation is the woodpile structure. The
structure consists (Fig. 9.1,c) of layers of rods with rectangular cross-sections, with
each layer rotated through 90° with respect to the prior layer. In addition, alternate
layers are offset with respect to one another. This structure has been investigated
as an accelerating structure by forming a waveguide region within the woodpile[88].
Work is now underway to fabricate the structure.
All of these structures have potential advantages and disadvantages. The photonic
crystal fibers like the HC-1550-02 already exist and are in-hand. However, efficiently
coupling light into an accelerating type mode has not yet been demonstrated. Even
worse, despite extensive simulation efforts, it is still not clear whether any of these
fibers actually support accelerating modes. The woodpile structure has the potential
advantage in that due to its lithographic fabrication process, it might most readily
couple to other lithographically produced structures including power sources, dis-
tribution, and phase control. However, fabricating an entire woodpile accelerator
including the waveguide has not been completed and could potentially take several
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Figure 9.1: Optical scale accelerating structures currently being investigated. a) An
SEM image of the Crystal Fibre HC-1550-02 fiber[1]. b) The grating evanescent field
accelerator[87]. c) the ’woodpile’ 3D photonic bandgap structure with waveguide
defect. The inset shows the accelerating field in the waveguide[88]. d) The planar
Bragg waveguide accelerator with a grating coupler region (figure reproduced from
[89]).
years.
The two planar structures offer the best near-term chance of seeing electron beam
tests. Both structures feature coupling to a free-space propagating laser beam. For
the evanescent structure the key challenge will be alignment of the two halves. This
step can be done ahead of electron experiments by passing a laser transversely through
the structure and observing the interference pattern due to the gratings.
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9.2 Potential Impact on the Broader Research Com-
munity
Beyond the immediate scope of direct laser acceleration and the E163 program, the
research presented in this dissertation could find uses in many other applications in
accelerator physics. Optical microbunching has been discussed and experimentally
demonstrated for radiation production via High-Gain Harmonic Generation (HGHG)
Free-Electron-Lasers[90]. In these devices, an IFEL is used to bunch an electron beam.
This microbunched beam is then passed through another undulator whose period
is chosen such that the resonance condition is satisfied at a higher harmonic of the
original bunching wavelength. Some have proposed staging a series of such undulators
in a cascade to reach a very high harmonic of the original bunching wavelength[91].
An HGHG FEL has the significant advantage of SASE FELs in that the final output
inherits the coherence of the seed laser.
Several of the experimental techniques demonstrated in the IFEL microbunching
may find use in SASE FELs in the form of atto-slicing of an electron beam. In this
arrangement, an IFEL is used in conjunction with a few optical cycle laser pulse to
form one or a few microbunches within an longer electron pulse. The microbunch
has a higher peak current than the surrounding charge in the beam, and therefore
reaches saturation in a second FEL sooner allowing for a shorter undulator. This has
been termed, enhanced SASE, or ESASE[92]. With the parameters chosen correctly
a single X-ray pulse can be generated with a pulse length <1 fs.
Besides light sources, microbunched electron beams could be used in more exotic
accelerator schemes. For instance, a recent experiment used a microbunched beam
to drive a wakefield in a plasma[93]. In this experiment, the microbunched beam was
formed by passing an energy-chirped, energy-dispersed beam through a grating. This
formed a pair of bunches that were both energy and time separated. The spacing
was ∼0.5 ps. An IFEL based microbuncher could produce microbunches with much
closer spacing.
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The research presented in this dissertation marks the beginning of a very ambitious
research program hoping to design novel accelerator structures operating in a regime
unlike anything done before. There are many challenges to be overcome in designing
optical scale accelerators, and many more likely to be uncovered. Several of the
proposed structures lack a clear way to couple light into the structure. Wakefields
and non-accelerating modes of the structure may perturb the beam and undermine the
acceleration. Fabrication errors of the structure may scatter laser power away from
the accelerating mode, shift the phase velocity of the mode away from synchronicity
with the electron beam, or cause increased peak fields in the structure that will limit
the maximum accelerating gradient before damage.
Even if an optical accelerating structure is demonstrated, the reality of an all
optical accelerator would still be a far off promise. Steering and focusing magnets,
beam monitors, power sources and phase control would all need to be reinvented on
the optical scale in order to build an accelerator-on-a-chip. Although these challenges
are outside the scope of a single research group, there are nevertheless issues to keep
in mind in this product oriented research field.
Despite the challenges faced, the potential benefits of optical scale laser acceler-
ators make for an intriguing research pursuit. The low per pulse energy needed to
power an optical accelerator immediately lends itself to high repetition rate oscilla-
tors. Although wakefields limit the per pulse charge to just a few fC[94], the average
current could be made up with the high repetition power source. The electron beam
from an optical accelerator would have, by necessity of traveling down a very small
micron scale tunnel, a very small emittance, orders of magnitude smaller than the
current state-of-the art. This could allow for operation of novel light sources despite
the low charge[95].
The next few years of the E163 program will hopefully see great success in the
pursuit of all-optical accelerators. It is a promising research project with many diverse
challenges to pursue. The small, initial steps taking in this dissertation should lay a
useful groundwork upon which this future work may progress.
Appendix A
Multipole Expansion of
Magnetostatic Fields
For the field inside a magnet far from the edges such that we can ignore any small
longitudinal field, we can write the two transverse field components as a single complex
quantity with the real component being the x-component of the magnetic field and
the imaginary component being the y-component of the field. The complex field
Bx + iBy can then be written as an expansion over the complex position x+ iy with
complex coefficients.
Bx + iBy ≡
∞∑
n=1
D˜n (x+ iy)
n−1 (A.1)
To determine the values of the complex coefficients D˜n we consider N samples on
a circle of radius R. We can the write:
x+ iy = ξj = Re
2pi(j−1)i
N = Reiθj (A.2)
Bx (ξj) + iBy (ξj) =
∞∑
n=1
D˜nR
n−1e
−2pii
N
(n−1) (A.3)
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We can now note that:
N∑
j=1
[Bx (ξj) + iBy (ξj)]e
−iθj(n′−1) =
N∑
j=1
∞∑
n=1
D˜nR
n−1e
2pii
N
(j−1)(n−n′) (A.4)
The right-hand-side equals zero unless n = n′; therefore:
D˜n =
N∑
j=1
[Bx (ξj) + iBy (ξj)]
Rn−1N
e−iθj(n−1) (A.5)
Finally, we separate the real and imaginary parts of D˜n; D˜n = bn + ian where bn
is termed the ”normal” component of the field and an is called the ”skew” term.
Appendix B
Bootstrap Error Analysis
This appendix contains an extended description of the Bootstrap error analysis tech-
nique used in this dissertation. A full description of the Bootstrap technique can be
found in an number of mathematical analysis textbooks, for instance: Davison, A.C.
and Hinkley, D., ”Bootstrap methods and their Application”[62].
The boot-strap technique is used for obtaining error estimates on a data analysis
when the per point variance is unknown. In the case in chapter 6, the analysis was a
curve fit of a Gaussian to the IFEL cross-correlation data. The bootstrap technique
takes several random subsets of the data set and performs the same analysis on each
subset of the data. Error estimates are drawn from the spread in values of the results
from each analysis.
For the analysis contained here-in, the simplest form of the Bootstrap technique
is used. Each subset is a random selection of roughly 50% of the original dataset.
There is no resampling or fake data generation using added noise. Thus, the subsets
are smaller than the initial set, likely leading to an overestimate of the error.
For the data presented in figure 6.6, each data set was sub-sampled 100 times.
The initial guess for each subset was also varied by 10% on each guess parameter.
The error estimate was then set equal to ± 1 standard deviation of the parameter
distribution. This is equivalent to a confidence interval of 68%.
Although the technique used herein may fall short of the methods described in
more rigorous Bootstrap method texts, the error estimates generated do seem to
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give a reliable estimate when compared to the raw data; if anything overestimating.
Perhaps more importantly, as mentioned in the text of chapter 6, the run-to-run
variation turned out to be dominated more by systematic drifts than the individual
run variations quantized by the Bootstrap error analysis.
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