Hardness results and approximation algorithms for (weighted) paired-domination in graphs  by Chen, Lei et al.
Theoretical Computer Science 410 (2009) 5063–5071
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Hardness results and approximation algorithms for (weighted)
paired-domination in graphsI
Lei Chen a, Changhong Lu b,∗, Zhenbing Zeng a
a Shanghai Key Laboratory of Trustworthy Computing, East China Normal University, Shanghai, 200062, China
b Department of Mathematics, East China Normal University, Shanghai, 200241, China
a r t i c l e i n f o
Article history:
Received 10 April 2009
Received in revised form 22 July 2009
Accepted 6 August 2009
Communicated by D.-Z. Du
Keywords:
Approximation algorithms
APX-complete
Combinatorial problems
Domination problems
Paired-domination
a b s t r a c t
Let G = (V , E) be a simple graph without isolated vertices. A vertex set S ⊆ V is a paired-
dominating set if every vertex in V − S has a neighbor in S and the induced subgraph G[S]
has a perfectmatching. In this paper, we investigate the approximation hardness of paired-
domination in graphs. For weighted paired-domination, an approximation algorithm in
general graphs and an exact dynamic programming style algorithm in trees are also given.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a simple graph without isolated vertices. For a vertex v ∈ V , the neighborhood of v in G is defined as
NG(v) = {u ∈ V | uv ∈ E}. The degree of v in G, denoted by dG(v), is defined as |NG(v)|. We use N(v) for NG(v) and d(v)
for dG(v) if there is no ambiguity. For a subset S of V , the subgraph of G induced by the vertices in S is denoted by G[S]. A
matching in a graph G is a set of pairwise nonadjacent edges in G. A perfect matching M in G is a matching such that every
vertex of G is incident to an edge ofM . Some other notation and terminology not introduced here can be found in [1].
Domination and its variations in graphs have been extensively studied [2–4]. A set S ⊆ V is a paired-dominating set of
G if every vertex in V − S has at least one neighbor in S and the induced subgraph G[S] has a perfect matching M . Two
vertices joined by an edge ofM are said to be paired in S. The paired-domination number, denoted by γpr(G), is the minimum
cardinality of a paired-dominating set. The paired-domination problem is to determine the paired-domination number of any
graph without isolated vertices. The paired-domination problem was proposed by Haynes and Slater in 1998 [5].
An natural extension of paired-domination isweighted paired-domination. LetG = (V , E, w) be aweighted graphwithout
isolated vertices, where w is a function from V to positive real numbers. Let w(S) =∑v∈S w(v) be the weight of S for any
subset S of V . The weighted paired-domination number, denoted by γ wpr (G), is defined as γ
w
pr (G) = min{w(S) | S is a paired-
dominating set ofG}. The paired-dominating set S ofGwithw(S) = γ wpr (G) is called theminimumweighted paired-dominating
set of G. The weighted paired-domination problem is to determine the weighted paired-domination number of any weighted
graph without isolated vertices.
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It was proved that the paired-domination problem is NP-complete, even restricted to split graphs and bipartite graphs
[6]. In terms of the complexity of paired-domination problem in graphs, linear time algorithms have been found for paired-
domination problems in trees [7], interval graphs [6], block graphs [6] and inflated graphs [8]. In addition, polynomial
time algorithms for paired-domination problems in circular-arc graphs and permutation graphs are given in [9] and [10],
respectively.
In this paper, we extend these studies by investigating the approximation hardness of paired-domination in graphs. Note
that an approximation algorithm is a polynomial time algorithm that outputs a solution whose cost can be compared to the
optimal one. The ratio (more precisely, the worst-case ratio over all input instances) between these two costs is called the
approximation ratio. General references on approximation algorithms can be found in [11,12].
The paper is organized as follows. In Section 2, we give a lower bound and a upper bound on the approximation ratio
for paired-domination in general graphs. In Section 3, we prove that the paired-domination problem is APX-complete for
bounded-degree graphs. In Section 4, an approximation algorithm for weighted paired-domination in general graphs is
given. In Section 5, we give an exact dynamic programming style algorithm for weighted paired-domination in trees.
2. Paired-domination in general graphs
In this section, we investigate the approximation hardness of paired-domination in general graphs. In Section 2.1, we
give a lower bound on the ratio of any approximation algorithm for paired-domination. In Section 2.2, we present an
approximation algorithm and prove its approximation ratio.
2.1. Lower bounds on approximation ratio
In order to obtain the lower bounds, we need another problem, say that of the set cover. We formalize the problems
considered in this section as follows.
MIN SET COVER
Instance: Set system G = (U, S), whereU is a universe and S is a collection of (nonempty) subsets ofU such that∪S = U.
Solution: A set cover of G, i.e., a subcollection S′ ⊆ S such that ∪S′ = U.
Measure: Cardinality of the set cover, i.e., |S′|.
MIN PAIRED-DOM SET
Instance: Graph G = (V , E)without isolated vertices.
Solution: A paired-dominating set of G, i.e., a subset V ′ ⊆ V such that every vertex in V − V ′ has a neighbor in V ′ and the
induced subgraph G[V ′] has a perfect matching.
Measure: Cardinality of the paired-dominating set, i.e., |V ′|.
The approximation hardness of MIN SET COVER has been investigated in [13].
Theorem 1. [13] If there is some  > 0 such that a polynomial time algorithm can approximate MIN SET COVER within
(1− ) ln n, then NP ⊆ DTIME(nO(log log n)).
Theorem 2. If there is some  > 0 such that a polynomial time algorithm can approximate MIN PAIRED-DOM SET within
(1− ) ln n, then NP ⊆ DTIME(nO(log log n)).
Proof. We define the approximation preserving reduction fromMIN SET COVER to MIN PAIRED-DOM SET as follows. Given
an instance of MIN SET COVER G = (U, S), whereU = {u1, u2, . . . , un} and S = {S1, S2, . . . , Sm}, we construct an instance
of MIN PAIRED-DOM SET G = (V , E), where V = {u11, . . . , u1n, u21, . . . , u2n, S11 , . . . , S1m, S21 , . . . , S2m} and E = {uki Skj | ui ∈
Sj, k = 1, 2} ∪ {Ski S lj | 1 ≤ i, j ≤ m, 1 ≤ k, l ≤ 2}. It is obvious that the subgraph induced by {S11 , . . . , S1m, S21 , . . . , S2m} is a
complete graph.
Let S ′ = {Si1 , Si2 , . . . , Sil} be a set cover of G; then D = {S1i1 , S1i2 , . . . , S1il , S2i1 , S2i2 , . . . , S2il } is a paired-dominating set in G of
size |D| ≤ 2|S ′|. For the converse, let D be a paired-dominating set of G. Dk = D∩ {Sk1, Sk2, . . . , Skm} for k = 1, 2. Without loss
of generality, we may assume that |D1| ≤ |D2|. Let S ′ = {Sj | S1j ∈ D1}. Then |S ′| ≤ |D|/2. Note that {u11, . . . , u1n, u21, . . . , u2n}
is an independent set of G. Hence, S ′ is a set cover of G.
Assume that MIN PAIRED-DOM SET can be approximated with the ratio α by using a polynomial time algorithm A. We
construct the following algorithm:
Algorithm A′.
Input: An instance of MIN SET COVER G = (U, S)withU = {u1, u2, . . . , un} and S = {S1, S2, . . . , Sm}.
1. Construct a graph G = (V , E) with V = {u11, . . . , u1n, u21, . . . , u2n, S11 , . . . , S1m, S21 , . . . , S2m} and E = {uki Skj | ui ∈ Sj, k =
1, 2} ∪ {Ski S lj | 1 ≤ i, j ≤ m, 1 ≤ k, l ≤ 2}.
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2. Compute a paired-dominating set D in G using algorithm A.
3. Compute Dk := D ∩ {Sk1, Sk2, . . . , Skm} for k = 1, 2. Take the smaller set in D1 and D2, say D1.
4. Compute S ′ := {Sj | S1j ∈ D1}.
5. Output S ′.
It is obvious that algorithm A′ runs in polynomial time since A is a polynomial time algorithm. Let D∗ and S∗ be the
optimal paired-dominating set of G and the optimal set cover of G, respectively. Algorithm A′ can compute a set cover of
size |S ′| ≤ |D|/2 ≤ α|D∗|/2 ≤ 2α|S∗|/2 = α|S∗|. Hence, algorithm A′ approximates MIN SET COVER within ratio α. If
α = (1− ε) ln n, then NP ⊆ DTIME(nO(log log n)) according to Theorem 1. 
We would like to point out that the graph G constructed in Theorem 2 is a split graph. Thus if the MIN PAIRED-DOM
SET is restricted to split graphs, then Theorem 2 still holds. Furthermore, when MIN PAIRED-DOM SET is restricted to
bipartite graphs, then Theorem 2 can also be proved if we construct the graph G = (V , E) as follows: V = {u11, . . . , u1n,
u21, . . . , u
2
n, S
1
1 , . . . , S
1
m, S
2
1 , . . . , S
2
m} and E = {uki Skj | ui ∈ Sj, k = 1, 2} ∪ {S1i S2j | 1 ≤ i, j ≤ m, }.
2.2. Upper bounds on the approximation ratio
In this section, we present a greedy algorithm for finding a paired-dominating set in general graph and prove the upper
bound on the approximation ratio of this algorithm. We first give the algorithm as follows.
Algorithm GREEDY-PAIRED-DOM
Input: A graph G = (V , E)without isolated vertices
1. PD := ∅;
2. i := 0, S ′i := ∅;
3.While (V − (S ′0 ∪ · · · ∪ S ′i ) 6= ∅) do
4. i := i+ 1;
5. Choose two vertices u, v ∈ V − PD such that
uv ∈ E and |(N(u) ∪ N(v))− (S ′0 ∪ S ′1 ∪ · · · ∪ S ′i−1)| is maximized;
6. Si := N(u) ∪ N(v);
7. S ′i := Si − (S ′0 ∪ · · · ∪ S ′i−1);
8. PD := PD ∪ {u, v};
9. Output PD.
Lemma 3. Algorithm GREEDY-PAIRED-DOM gives a paired-dominating set in polynomial time.
Proof. At each step, two adjacent vertices are added into PD. Every graph without isolated vertices must have a paired-
dominating set; thus the algorithmwill terminate with a paired-dominating set, i.e., PD is a paired-dominating set of G. The
number of steps is bounded by |V |/2, that is polynomial. Each step is also polynomial. Therefore, the lemma follows. 
Lemma 4. For each vertex u ∈ V , there exists exactly one set S ′i which contains u.
Proof. By Lemma 3, every vertex is dominated by at least one vertex in PD. Thus u is contained in at least one set Si. When
u is first contained in set Si0 , then u ∈ S ′i0 . For any l > i0, u 6∈ S ′l due to u ∈ S ′0 ∪ · · · ∪ S ′l−1. 
By Lemma 4, there exists only one index i ∈ {1, 2, . . . , |PD|/2} such that u ∈ S ′i for each u ∈ V . Let du = 1/|S ′i |.
Theorem 5. The MIN PAIRED-DOM SET in any graph G = (V , E) of maximum degree∆without isolated vertices can be approx-
imated with an approximation ratio of ln(2∆)+ 1.
Proof. For any set Y 6= ∅, we have∑x∈Y 1|Y | = 1. Hence, we have
|PD| = 2
|PD|/2∑
i=1
∑
w∈S′i
1
|S ′i |
= 2
∑
w∈V
dw.
The second equality is obtained by Lemma 4.
Let PD∗ be a minimum paired-dominating set of G andM be a perfect matching in G[PD∗]. Thus, each vertex w ∈ V has
at least one neighbor in PD∗, i.e., there is at least one paired vertex u, v ∈ PD∗ such that w ∈ N(u) ∪ N(v). Thus we obtain
the following inequality:∑
w∈V
dw ≤
∑
uv∈M
∑
w∈N(u)∪N(v)
dw.
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Let uv ∈ M and zi = |(N(u) ∪ N(v)) − (S ′0 ∪ · · · ∪ S ′i )| for i = 0, 1, 2, . . . , |PD|/2. It is obvious that zi−1 ≥ zi for
i = 1, . . . , |PD|/2. Suppose l is the smallest index such that zl = 0. At the i-th step of the algorithm, S ′i contains zi−1 − zi
vertices in N(u) ∪ N(v). Hence,∑
w∈N(u)∪N(v)
dw =
l∑
i=1
(zi−1 − zi) 1|S ′i |
.
We choose the set Si such that |S ′i | = |Si − (S ′0 ∪ · · · ∪ S ′i−1)| is maximum at each step; thus |S ′i | ≥ |N(u) ∪ N(v)− (S ′0 ∪· · · ∪ S ′i−1)| = zi−1. It follows that∑
w∈N(u)∪N(v)
dw ≤
l∑
i=1
(zi−1 − zi) 1zi−1 .
For all integer a < bwe know that H(b)− H(a) ≥ b−ab , where H(p) =
∑p
i=1
1
i and H(0) = 0. Thus∑
w∈N(u)∪N(v)
dw ≤
l∑
i=1
(H(zi−1)− H(zi)) = H(|N(u) ∪ N(v)|).
The maximum degree of G is∆; thus |N(u) ∪ N(v)| ≤ 2∆ for each uv ∈ M . It follows that
|PD| = 2
∑
w∈V
dw ≤ 2
∑
uv∈M
∑
w∈N(u)∪N(v)
dw ≤ 2
∑
uv∈M
H(|N(u) ∪ N(v)|)
≤ 2
∑
uv∈M
H(2∆) = |PD∗|H(2∆) ≤ |PD∗|(ln(2∆)+ 1).
The last inequality is obtained from the fact that H(p) ≤ ln(p)+ 1 for any positive integer p. 
3. Paired-domination in bounded-degree graphs
In this section, we investigate the paired-domination in bounded-degree graphs. By Theorem 5, we know that paired-
domination can be approximated within a constant ratio if the degree of the graph is bounded by a constant. Thus paired-
domination in a bounded-degree graph is in APX. Furthermore, we will show that paired-domination is APX-complete, i.e.,
there is no PATS, even if the degree of the graph is bounded by 3. We have that 3 is a critical number for the degree, because
several NP-hard problems become polynomial time solvable for graphs of maximum degree 2 [14,15], but they are still
NP-hard even if restricted to the graphs with degree at most 3.
We first recall the notation of L-reduction [11,16]. Given two NP optimization problems F and G and a polynomial time
transformation f from instances of F to instances of G, we say that f is an L-reduction if there are positive constants α and β
such that for every instance x of F :
1. optG(f (x)) ≤ α · optF (x);
2. for every feasible solution y of f (x)with objective valuemG(f (x), y) = c2 we can in polynomial time find a solution y′ of
xwithmF (x, y′) = c1 such that |optF (x)− c1| ≤ β · |optG(f (x))− c2|.
To show the APX-completeness of a problem P ∈ APX , it is enough to show that there is an L-reduction from some
APX-complete problem to P . There are many problems which are APX-complete even if the degree of graph is bounded by
3; see [17]. We formalize the problems considered in this section as follows.
MIN VERTEX COVER-B
Instance: Graph G = (V , E) of degree bounded by B.
Solution: A vertex cover of G, i.e., a subset V ′ ⊂ V such that for all uv ∈ E at least one of u and v is in V ′
Measure: Cardinality of the vertex cover, i.e., |V ′|.
MIN PAIRED-DOM SET-B
Instance: Graph G = (V , E)without isolated vertices of degree bounded by B.
Solution: A paired-dominating set of G, i.e., a subset V ′ ⊂ V such that every vertex in V − V ′ has a neighbor in V ′ and the
induced subgraph G[V ′] has a perfect matching.
Measure: Cardinality of the paired-dominating set, i.e., |V ′|.
Theorem 6. [17] MIN VERTEX COVER-3 is APX-complete.
Lemma 7. MIN PAIRED-DOM SET-7 is APX-complete.
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Fig. 1. The transformation of a vertex with degree 5 in reduction from MIN PAIRED-DOM SET-7 to MIN PAIRED-DOM SET-4.
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Fig. 2. The transformation of a vertex with degree 6 in reduction from MIN PAIRED-DOM SET-7 to MIN PAIRED-DOM SET-4.
Proof. By Theorem 6, MIN VERTEX COVER-3 is known to be APX-complete. We only need to describe an L-reduction f
from MIN VERTEX COVER-3 to MIN PAIRED-DOM SET-7. Given a graph G = (V , E), where V = {u1, u2, . . . , un} and E =
{e1, e2, . . . , em}, of bounded degree 3, construct a graph G′ = (V ′, E ′) such that V ′ = {u11, . . . , u1n, u21, . . . , u2n} ∪ {e11 . . . , e1m,
e21, . . . , e
2
m} and E ′ = {uki ukj | uiuj ∈ E and k = 1, 2} ∪ {uki ekj | ui ∈ ej and k = 1, 2} ∪ {u1i u2i | 1 ≤ i ≤ n}. It is easy to check
that G′ is a graph of bounded degree 7.
Let C = {ui1 , ui2 , . . . , uil} be a vertex cover of G; then D = {u1i1 , u1i2 , . . . , u1il , u2i1 , u2i2 , . . . , u2il} is a paired-dominating set
of G′. Thus |D| ≤ 2|C |. In particular, |D∗| ≤ 2|C∗|, where C∗ and D∗ are the optimal vertex cover of G and optimal paired-
dominating set of G′, respectively. For the converse, let D be a paired-dominating set of G′. Let D1 = D ∩ {u11, . . . , u1n} and
D2 = D∩{u21, . . . , u2n}. Take the small set of D1 and D2, say D1. Then C = {ui | u1i ∈ D1} is a vertex cover of G and |C | ≤ |D|/2.
In particular, |C∗| ≤ |D∗|/2. Thus |D∗| = 2|C∗|. In addition, |C | − |C∗| ≤ |D|/2− |D∗|/2 = (|D| − |D∗|)/2. Therefore, f is an
L-reduction from MIN VERTEX COVER-3 to MIN PAIRED-DOM SET-7 with α = 2 and β = 1/2. 
Theorem 8. MIN PAIRED-DOM SET-3 is APX-complete.
Proof. We will use the fact of L-reduction composition [16], and first give an L-reduction f1 from MIN PAIRED-DOM SET-7,
which is APX-complete by Lemma 7, to MIN PAIRED-DOM SET-4 and then give L-reduction f2 fromMIN PAIRED-DOM SET-4
to MIN PAIRED-DOM SET-3.
First, we describe the L-reduction f1 fromMIN PAIRED-DOM SET-7 to MIN PAIRED-DOM SET-4. Given a graph G = (V , E)
with bounded degree 7, construct a graph G′ = (V ′, E ′)with bounded degree 4 in the following manner. Each vertex v ∈ V
of degree greater than 4 is split and transformed as shown in the Figs. 1–3.
Let D be a paired-dominating set of G. We construct a subset D′ of V (G′) using the following rules:
(1) For v ∈ V with dG(v) ≤ 4, v ∈ D′ if and only if v ∈ D.
(2) For v ∈ V with dG(v) = 5 and v 6∈ D, if α or β is in D, then we include v3, v4 in D′ (see Fig. 1).
(3) For v ∈ V with dG(v) = 5 and v 6∈ D, if γ ,  or δ is in D, then we include v2, v3 in D′ (see Fig. 1).
(4) For v ∈ V with dG(v) = 5 and v ∈ D, if v is paired with α or β in D, then we include v1, v4, v5 in D′ (see Fig. 1).
(5) For v ∈ V with dG(v) = 5 and v ∈ D, if v is paired with γ ,  or δ in D, then we include v1, v2, v5 in D′ (see Fig. 1).
(6) For v ∈ V with dG(v) = 6 and v 6∈ D, if α, β or ζ is in D, then we include v3, v4 in D′ (see Fig. 2).
(7) For v ∈ V with dG(v) = 6 and v 6∈ D, if γ ,  or δ is in D, then we include v2, v3 in D′ (see Fig. 2).
(8) For v ∈ V with dG(v) = 6 and v ∈ D, if v is paired with α, β or ζ in D, then we include v1, v4, v5 in D′ (see Fig. 2).
(9) For v ∈ V with dG(v) = 6 and v ∈ D, if v is paired with γ ,  or δ in D, then we include v1, v2, v5 in D′ (see Fig. 2).
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Fig. 3. The transformation of a vertex with degree 7 in reduction from MIN PAIRED-DOM SET-7 to MIN PAIRED-DOM SET-4.
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Fig. 4. The transformation of a vertex with degree 4 in reduction from MIN PAIRED-DOM SET-4 to MIN PAIRED-DOM SET-3.
(10) For v ∈ V with dG(v) = 7 and v 6∈ D, if α or ζ is in D, then we include v3, v4, v7, v8 in D′ (see Fig. 3).
(11) For v ∈ V with dG(v) = 7 and v 6∈ D, if η or γ is in D, then we include v2, v3, v7, v8 in D′ (see Fig. 3).
(12) For v ∈ V with dG(v) = 7 and v 6∈ D, if , δ or β is in D, then we include v2, v3, v6, v7 in D′ (see Fig. 3).
(13) For v ∈ V with dG(v) = 7 and v ∈ D, if v is paired with α or ζ in D, then we include v1, v4, v5, v8, v9 in D′ (see Fig. 3).
(14) For v ∈ V with dG(v) = 7 and v ∈ D, if v is paired with η or γ in D, then we include v1, v2, v5, v8, v9 in D′ (see Fig. 3).
(15) For v ∈ V with dG(v) = 7 and v ∈ D, if v is paired with , δ or β in D, then we include v1, v2, v5, v6, v9 in D′ (see Fig. 3).
It is easy to check that D′ is a paired-dominating set of G′ and |D′| = |D|+2 · s1+4 · s2, where s1 is the number of vertices
in Gwith degree 5 or 6 and s2 is the number of vertices in Gwith degree 7. In particular, |D′∗| ≤ |D∗| + 2 · s1 + 4 · s2, where
D∗ and D′∗ are the optimal paired-dominating set of G and G′, respectively. Since G is a graph with maximum degree 7, we
have |D∗| ≥ |V |/7 (see [5]). Thus |D′∗| ≤ |D∗| + 4 · (s1 + s2) ≤ |D∗| + 28 · |D∗| ≤ 29 · |D∗|.
Let D′ be a paired-dominating set of G′, we construct a paired-dominating set D of G as follows. For each vertex v ∈ V
of degree at most 4, we include v in D if and only if v ∈ D′. Let T (v) be the set of vertices that v was transformed into,
and let k(v) = |T (v) ∩ D′|. If dG(v) = 5 or 6, we include v in D if and only if k(v) ≥ 3. If dG(v) = 7, we include v in D if
and only if k(v) ≥ 5. It is possible that the above vertices may not construct a paired-dominating set of G. Thus finally, we
include a neighbor of some vertex which is already in D. However, in any way, |D| ≤ |D′| − 2 · s1 − 4 · s2. In particular,
|D∗| ≤ |D′∗| − 2 · s1 − 4 · s2. Therefore, |D∗| = |D′∗| − 2 · s1 − 4 · s2. In addition, |D| − |D∗| ≤ |D′| − |D′∗|. As a result, f1 is an
L-reduction with α = 29 and β = 1.
Now, we describe the L-reduction f2 fromMIN PAIRED-DOM SET-4 toMIN PAIRED-DOM SET-3. Given a graph G = (V , E)
of degree bounded by 4, construct a graph G′ = (V ′, E ′) of degree bounded by 3 in the following manner. Each vertex v ∈ V
of degree 4 is split and transformed as shown in Fig. 4.
Let D be a paired-dominating set of G. Similarly, we can construct a paired-dominating set D′ of G′ such that |D′| =
|D|+2 · s, where s is the number of vertex in Gwith degree 4. In particular, |D′∗| ≤ |D∗|+2 · s, where D′∗ and D∗ are optimal
paired-dominating sets of G′ and G, respectively. Since G is a graph with maximum degree 4, we have |D∗| ≥ |V |/4 (see [5]).
Thus |D′∗| ≤ |D∗| + 2|V | ≤ 9|D∗|.
Let D′ be a paired-dominating set of G′. We construct a paired-dominating set D of G as follows. For each vertex v ∈ V of
degree less than 4 we include v in D if and only if v ∈ D′. If dG(v) = 4, we include v in D if and only if k(v) ≥ 3. It is possible
that the above vertices may not construct a paired-dominating set of G. Thus finally, we include a neighbor of some vertex
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which is already in D. However, in any way, |D| ≤ |D′|−2 · s. In particular, |D∗| ≤ |D∗′ |−2 · s. Therefore, |D∗| = |D∗′ |−2 · s.
In addition, |D| − |D∗| ≤ |D′| − |D′∗|. As a result, f2 is an L-reduction with α = 9 and β = 1. 
4. Weighted paired-domination in general graphs
In this section, we give an approximation algorithm for finding a paired-dominating set in a weighted graph without
isolated vertices. Furthermore, we prove the upper bound on the approximation ratio of this algorithm. First, we formalize
the weighted paired-domination as follows.
MINWEIGHTED PAIRED-DOM SET
Instance: Graph G = (V , E, w)without isolated vertices, wherew is a function from V to positive real numbers.
Solution: A paired-dominating set of G, i.e., a subset V ′ ⊆ V such that every vertex in V − V ′ has a neighbor in V ′ and the
induced subgraph G[V ′] has a perfect matching.
Measure:Weight of V ′, i.e.,w(V ′).
Next, we give an approximation algorithm for MIN WEIGHTED PAIRED-DOM SET in general weighted graphs without
isolated vertices.
Algorithm GREEDY-WEIGHTED-PAIRED-DOM
Input: A weighted graph G = (V , E, w)without isolated vertices.
1. PD := ∅;
2. i := 0, S ′i := ∅;
3.While (V − (S ′0 ∪ · · · ∪ S ′i ) 6= ∅) do
4. i := i+ 1;
5. Choose two vertices u, v ∈ V − PD such that
uv ∈ E and |(N(u) ∪ N(v))− (S ′0 ∪ S ′1 ∪ · · · ∪ S ′i−1)|/(w(u)+ w(v)) is maximized;
6. Si := {u, v};
7. S ′i := (N(u) ∪ N(v))− (S ′0 ∪ · · · ∪ S ′i−1);
8. PD := PD ∪ Si;
9. Output PD.
It is obvious that algorithm GREEDY-WEIGHTED-PAIRED-DOM is an extension of algorithm GREEDY-PAIRED-DOM in
Section 2. Like for algorithm GREEDY-PAIRED-DOM, it is easy to obtain that algorithm GREEDY-WEIGHTED-PAIRED-DOM
can finish in polynomial time and for each vertex v ∈ V , there is exactly one set S ′i containing it. For any vertex v ∈ V , let
v ∈ S ′i and cv = w(Si)/|S ′i |. The following theorem gives an upper bound on the approximation ratio of algorithm GREEDY-
WEIGHTED-PAIRED-DOM. The proof is similar to that of Theorem 5, and thus it is omitted.
Theorem 9. TheMINWEIGHTED PAIRED-DOM SET in anyweighted graph G = (V , E, w) of maximumdegree∆without isolated
vertices can be approximated with an approximation ratio of ln(2∆)+ 1.
5. Weighted paired-domination in trees
In this section, a linear time dynamic programming style algorithm is given for computing the exact value of theweighted
paired-domination number in any tree with order at least 2. This algorithm is constructed using the methodology of Wimer
[18].
We make use of the fact that the class of rooted tree can be constructed recursively from copies of the single vertex K1,
using only one rule of composition, which combines two trees (T1, r1) and (T2, r2) by adding an edge between r1 and r2 and
calling r1 the root of the resulting larger tree T . We denote this as follows: (T , r1) = (T1, r1) ◦ (T2, r2).
In particular, if S is a paired-dominating set of T , then S splits two subsets S1 and S2 according to this decomposition.
However, S1 (resp., S2)may not be a paired-dominating set of T1 (resp., T2). We express this as follows: (T , S) = (T1, S1) ◦
(T2, S2).
In order to construct an algorithm for computing weighted paired-domination numbers, we must characterize the
possible tree–subset pairs (T , S). For this problem there are four classes:
[a] = {(T , S) | S is a paired-dominating set of T and r ∈ S};
[b] = {(T , S) | S is a paired-dominating set of T and r 6∈ S};
[c] = {(T , S) | S is a paired-dominating set of T − r and r is not dominated by S};
[d] = {(T , S) | S is a dominating set of T , r ∈ S and G[S − {r}] has a perfect matching }.
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◦ [a] [b] [c] [d]
[a] [a] [a] [a] ×
[b] [b] [b] × ×
[c] [b] [c] × ×
[d] [d] [d] [d] [a]
Next, we must consider the expression (T1, S1) ◦ (T2, S2) with (T1, S1) of class [i] and (T2, S2) of class [j], where i, j ∈
{a, b, c, d}. The above table shows the results for (T1, S1) ◦ (T2, S2) in every possible case. From this table, we obtain
[a] = [a] ◦ [a] ∪ [a] ◦ [b] ∪ [a] ◦ [c] ∪ [d] ◦ [d];
[b] = [b] ◦ [a] ∪ [b] ◦ [b] ∪ [c] ◦ [a];
[c] = [c] ◦ [b];
[d] = [d] ◦ [a] ∪ [d] ◦ [b] ∪ [d] ◦ [c].
The above formulation means that, for example, (T , S) of class [a] can be obtained from (T1, S1) of class [a] and (T2, S2) of
class [a], or (T1, S1) of class [a] and (T2, S2) of class [b], or (T1, S1) of class [a] and (T2, S2) of class [c], or (T1, S1) of class [d]
and (T2, S2) of class [d]. It is easy to check that the above formulation is correct by inspection. The final step is to define the
initial vector. In this case, for trees, the only basis graph is the tree with single vertex v. It is easy to obtain that the initial
vector is (∞,∞, 0, w(v)), where ′∞′ means undefined.
In order to execute the algorithm, we need a vertex ordering. Let T be a tree with order at least 2. We can obtain a vertex
ordering v1, v2, . . . , vn of T such that for each 1 ≤ i ≤ n− 1, there is exactly one neighbor in {vi+1, . . . , vn} in linear time.
Define the only neighbor of vi (1 ≤ i ≤ n− 1) in {vi+1, . . . , vn} as the father of vi, i.e., F(vi) = vj if j > i and vivj ∈ E. Now,
we are ready to present the algorithm.
AlgorithmWEIGHTED-PAIRED-DOM-IN-TREES
Input: A tree T = (V , E, w)with order at least 2 and a vertex ordering v1, v2, . . . , vn of T such that for each 1 ≤ i ≤ n− 1,
there is exactly one neighbor in {vi+1, . . . , vn}.
1. for i := 1 to n do
2. initialize vector [i, 1..4] to [∞,∞, 0, w(vi)];
3. for j := 1 to n− 1 do
4. vk = F(vj);
5. vector[k, 1] := min{vector[k, 1]+vector[j, 1], vector[k, 1]+vector[j, 2], vector[k, 1]+vector[j, 3],
vector[k, 4]+vector[j, 4]};
6. vector[k, 2] := min{vector[k, 2]+vector[j, 1], vector[k, 2]+vector[j, 2], vector[k, 3]+vector[j, 1]};
7. vector[k, 3] :=vector[k, 3]+vector[j, 2];
8. vector[k, 4] := min{vector[k, 4]+vector[j, 1], vector[k, 4]+vector[j, 2], vector[k, 4]+vector[j, 3]};
9. Output min{vector[n, 1], vector[n, 2]};
From the above argument, we can obtain the following theorem.
Theorem 10. Algorithm WEIGHTED-PAIRED-DOM-IN-TREES can output the minimum weighted paired-domination number of
any weighted tree T = (V , E, w) with order at least 2 in linear time O(m+ n), where n = |V | and m = |E|.
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