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Chapter 1  
Introduction 
1. Introduction 
Nonresponse bias of the unadjusted respondent mean is a function of two 
elements – the response rate and the differences between responders and nonresponders. 
However, the response rate continues to be the most widely used measure of quality 
(Biemer and Lyberg, 2003). The response rate is just one component of this bias. On its 
own, it cannot really tell us much about the potential nonresponse bias. At best, it can 
provide a boundary for the maximum nonresponse bias. Considering the standard 




− , where m/n is the nonresponse rate, it is possible that we may increase the 
response rate and at the same time increase the difference between the respondents and 
nonrespondents thereby worsening the nonresponse bias. This would occur when the 
distribution of converted nonrespondents on the y variable changes over different 
response rates. The risk inherent in this situation is that surveys are working to produce 
higher response rates while, in fact, not addressing nonresponse bias at all. 
Thus, the field needs a better indicator for nonresponse bias which will allow us 
to change current practices. Unfortunately, we rarely have a direct measure of the bias. 
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However, there are indirect measures available. This dissertation proposes an alternative 
measure – the fraction of missing information, developed for assessing the impact of 
missing data – and assesses its potential impact on current practices. This measure is a 
model-based assessment of the nonresponse bias and our uncertainty about that 
assessment. I then propose methods for identifying protocols tailored to the 
characteristics of the sampled case. There are three goals for this dissertation: 
1. Establish the need for alternative measures of nonresponse bias and motivate the 
fraction of missing information as a useful indicator. 
2. Identify the need for tailoring survey methods in order to reduce nonresponse bias 
and suggest statistical approaches for identifying efficient tailored methods. 
3. Suggest methods for integrating measures of nonresponse bias with tailored 
protocols in order to develop stopping rules for surveys. 
The “rules of the game” for surveys have created an environment which 
effectively stifles research aimed at reducing nonresponse bias through data collection. 
The response rate is a key indicator for the risk of nonresponse bias. The use of the 
indicator has created a climate that overemphasizes the importance of the response 
indicator in analyses of nonresponse bias. Another indicator which involves more of the 
available data might lead to a climate in which concerns over who is responding could 
also be emphasized. In such a climate, survey designs that are tailored to the 




2. Chapter 2: Fraction of Missing Information 
2.1 Need for Alternative Measures of Nonresponse Bias 
Despite the fact that the response rate is not a direct measure of nonresponse bias, 
it has become the standard measure of quality (Biemer and Lyberg, 2003). Babbie, in a 
widely used textbook on social research, suggests that “a review of the published social 
research literature suggests that a response rate of at least 50 percent is considered 
adequate for analysis and reporting. A response rate of 60 percent is good; a response rate 
of 70 percent is very good” (2007, p. 262). In addition, the Office of Management and 
Budget (OMB) sets standards for statistical agencies and data collections sponsored by 
the Federal government. They set as a standard that organizations “plan for a nonresponse 
bias analysis if the expected unit response rate is below 80 percent” (OMB, 2006, p.8). 
Other statistical agencies set their own policy in this regard. For instance, The National 
Center for Educational Statistics (NCES) specifies in its statistical standards that “any 
survey stage of data collection with a unit or item response rate less than 85 percent must 
be evaluated for the potential magnitude of nonresponse bias before the data or any 
analysis using the data may be released” (NCES, 2002, p. 88). Beyond Federal 
government-sponsored surveys, it is common practice for groups that contract the 
services of survey organizations to specify target response rates in addition to target 
sample sizes. 
However, nonresponse bias is a more important outcome than merely 
nonresponse rates. In a reformulation of the expression above, this bias is a function of 
the correlations between the propensity to respond and the survey variable. The 
“stochastic” formulation of nonresponse (Bethlehem, 2002) bias shows this most clearly: 
 
4 




where Ry  is the unadjusted estimate of a mean from the responding units, yρσ  is the 
correlation between the response propensities and the survey variable, and ρ  is the 
average response propensity. It should be clear from this formulation that a higher 
response rate does not imply a reduction in bias as the correlation term, yρσ , can change 
in a nonlinear fashion as response rates change. If, for example, a higher response rate 
also had higher correlations between the response propensities and the y variable, then the 
bias will be higher. Empirically, there have been special studies of nonresponse bias 
where a reduction in response rate does not have much impact on the bias (Curtin and 
Singer, 2000; Keeter et al., 2000; Merkle and Edelman, 2002; Groves, 2006; Keeter, et 
al., 2006). There have also been examples where an increased response rate leads to 
greater bias (Merkle and Edelman, 1998). 
2.2 Fraction of Missing Information 
The response rate, as an indicator of nonresponse bias, implies a particular model 
of the nonresponse bias. This simple model suggests that as the response rate increases, 
the nonresponse bias decreases. If this model is wrong and this measure is not producing 
the result for which we had hoped, is there an alternative measure that allows us to do so? 
The answer is no, unless we utilize a model of the relation between known characteristics 
of all sampled units and the survey variables that allows us to “fill-in” the nonresponding 
values. If we assume that the model was correctly specified, then we would have a more 
direct assessment of the quantity of interest. 
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There are many methods for dealing with missing data (see Little and Rubin, 
2002). Imputation is one such method. Any method for dealing with missing data relies 
on the assumption that conditional on the model the missingness does not depend on the 
survey variable. In other words, the method assumes that the missing data are Missing at 
Random (MAR). Under the specified model, the estimate from the fully-imputed dataset 
is the estimate of the population mean while the complete case estimate is the estimate of 
the respondent mean. The difference is the estimate of the nonresponse bias, given the 
imputation model. In addition to the variability of the survey variable, there is an 
additional uncertainty introduced into estimates developed using imputation due to the 
variance associated with the model used to impute the values. The fraction of missing 
information captures the ratio of the latter variance to the total variance. Conditional on 
the model, it is a measure of the precision with which we are able to “fill-in” the missing 
data.  
2.3 Chapter 2 Overview 
In chapter 2, I will discuss problems with the response rate as an indicator for 
nonresponse bias. I will define the fraction of missing information and describe why it is 
a useful alternative to the response rate. I will then provide two applications where I have 
implemented this indicator with real surveys.  
3. Chapter 3: Adaptive Survey Design 
3.1 Survey Methods Largely Not Tailored 
The reliance on the response rate as a key metric has created a climate to which 
survey organizations have adapted themselves. Response rate targets have become a key 
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measure of success. Therefore, maximizing the response rate is the goal of these 
organizations. This is not necessarily the same thing as minimizing the nonresponse bias. 
Since nonresponse bias is also a function of the differences between responders and 
nonresponders, the question of which units respond is also important. However, in the 
pursuit of the highest response rate, survey organizations have largely ignored this 
question and are instead looking for the next easiest case to interview. These 
organizations have become expert at finding the portions of the sample that have the 
highest probability of responding. From the logic of the situation, this makes sense. But is 
this the outcome we really want? 
I will suggest that this imbalance has led survey organizations to focus on 
methods that have the largest impact on overall response rates. These methods may 
increase response rates for the majority – or even just many of the sampled cases. 
However, there may still be significant subgroups for which these methods are less than 
optimal. Many experiments have been done that compare two methods – for example, a 
five dollar incentive compared to a ten dollar incentive. The outcome of the experiment is 
a difference in response rates between the two conditions. There is very little 
understanding of who is responding to each level of the incentive. Of course, there are 
exceptions. Groves et al. (2004), for example, consider for whom an incentive is more 
important and for whom the saliency of the topic is more important. Roose et al. (2007) 
find that a follow-up procedure is more effective for those who are less interested in the 
survey topic. However, in general, much of current methodological research is designed 
as if it does not matter who responds as long as the largest proportion possible responds. 
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This raises the question, do current methods simply bring in more of the same 
kind of respondents? Curtin, Presser, and Singer (2005) show that late and early 
respondents to the Survey of Consumer Attitudes are not significantly different on the 
key measures collected by this survey.  Heerwegh, Abts, and Loosveldt (2007) consider 
this question using data from the Flemish Housing study. This survey had the unusual 
condition where the survey variable (type of housing) was also on the frame, so that 
nonresponse biases were known. They show that after about 30% of the final response 
had been achieved, the estimates of a key survey statistic had achieved the same level of 
bias that was achieved when 100% of the interviews had been completed. In their words, 
“the nonresponse error and its components remain relatively stable throughout the entire 
fieldwork period. This indicates that simply collecting more data (increasing the sample 
size) does not decrease the nonresponse error” (p. 9).  
Of course, these are only case studies. It is always possible that there are only 
“more of the same” types of respondents to collect. In which case, low response rates and 
high response rates should produce similar nonresponse biases. On the other hand, if 
there are differences between those who have responded (or are likely to respond) and 
those who are less likely to respond, and our methods bring in only those who are likely 
to respond, then increasing the response rate by interviewing mainly those who are more 
likely to respond will only perpetuate or – if the response rate differences between the 
two groups become greater -- even exacerbate the bias. Merkle and Edelman (1998) 
provide an example from an incentive study done for exit polling where an incentive 
increased response rates among Democrats but not Republicans. The groups had 
relatively equal response rates before the incentive. The result of the incentive was to 
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create differential response rates that led to increased bias. In this type of situation, 
researchers may want to be aware of who is being brought in and what methods are 
bringing them into the survey, and conversely who is not being brought in and what 
method (obviously not yet used) would lead them to respond. 
3.2 Need for Tailored Methods 
When achieving the highest possible response rate is the goal, going after the 
easiest to interview cases is a natural approach. Would we go after the easiest cases if we 
were instead monitoring the estimated bias and our uncertainty about this estimate under 
an assumed model? We could begin to approach it as an optimal allocation problem. Or, 
we could incorporate our uncertainty about the values we would impute for the missing 
cases, and attempt to interview the cases with the most variation in their imputed values. 
Certainly, data collection would be opened up to the possibility of attempting to interview 
cases other than the “lowest hanging fruit.” 
In the Flemish Housing survey example cited above, if refusals were cheaper to 
be interviewed than those who were very difficult to contact, current strategies would go 
after the refusal conversions. This approach would have the largest impact on the 
response rate, but it would not reduce the bias of the unweighted estimates since the bias 
was associated with the noncontacts. Another approach might allow us to pursue the 
noncontacts at the expense of doing refusal conversions. 
The question is, what methods will we need if we allow the possibility of not 
going after the easiest case at each step? In these examples, our original design is no 
longer working. The next step should be something different. What is that next step? 
More of the same, or a design tailored to the case? 
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Under an approach governed by a model-based metric, the goal would be to 
reduce our uncertainty about the nonresponse bias. The survey would be monitoring both 
the model estimate of the bias and our uncertainty about that estimate. These measures of 
data quality might lead to the development of many more methods. The new methods 
would be linked not to the ability to increase the response rate, but to the ability to bring 
in specific respondents. For example, in general, incentives increase response rates. 
However, they may do so by increasing response probabilities for many persons while 
decreasing them for some. Under a response rate metric, the use of incentives is generally 
recommended. However, if we are interested in bringing in specific persons then we 
would want to identify the methods most successful at bringing those persons into the 
survey. 
In some cases, this might mean always interviewing the next easiest case; for 
instance, when the model predicts that current responders and nonresponders are very 
similar. In other cases, this might mean something other than interviewing the easiest 
case; for instance, when the model suggests that an important subset of nonresponders 
have values different from estimates of key survey statistics based on current responders. 
If you want specific cases, how do you interview them? The current strategy might be 
seen as an iterative approach where we try a protocol on all cases, and then switch to 
something else if the previous method does not succeed. In some cases, this might be the 
best approach. However, it seems likely that a better approach would match the protocol 
to the person. It might be that initial strategy, which failed, reduces the probability that 
someone will respond relative to another sequence of protocols. At the very least, the 
strategy that learns what is effective most quickly would be preferred. 
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3.3 Chapter 3 Overview 
In Chapter 3, I will provide justification for tailored methods of data collection. I 
will point to methods developed in the field of clinical trials – specifically, research into 
dynamic treatment regimes – as useful tools for the development of new survey methods. 
I will then demonstrate two applications of this approach with data from real surveys. I 
will also suggest how “learning” algorithms might be used to increase the efficiency of 
data collection. Finally, I will recommend a “computerized decision support system” 
approach for the implementation of adaptive protocols to field surveys. 
4. Chapter 4: Stopping Rules for Surveys 
4.1 Need for Stopping Rules 
If the response rate is no longer the target, then the question is when should we 
stop collecting data? Traditional sample size calculations start from the sample size 
needed to estimate a quantity with a specified precision. These sample sizes are then 
adjusted to account for nonresponse. This approach usually does not account for the 
uncertainty created when we use weighting or other adjustments to account for known 
differences between responders and nonresponders. Nor does this approach address the 
risk of nonresponse bias. 
Another approach would be to use the imputation uncertainty as a metric for 
stopping rules. When a prespecified level of uncertainty about values imputed for 
nonresponders has been met that is sufficient to meet the analytical purpose of the survey, 




4.2 Chapter 4 Overview 
In Chapter 4, I will propose that new methods for dynamically determining when 
to stop data collection are needed. I will present a derivation for a stopping rule that 
attempts to account for uncertainty due to nonresponse. I will demonstrate this rule using 
simulations. I will then apply the method to real survey data. 
5. Conclusion 
Survey methods have become adapted to the “rules of the game.” Those rules 
have been molded by an environment where the response rate is a key indicator for the 
risk of nonresponse bias. The advantage of this indicator is that it can be calculated 
without assumptions about missing data. The limitation of this indicator is that it is only a 
component of the nonresponse bias. The empirical demonstration of cases where it is in 
fact a poor indicator has further called this measure into question.  
New indicators are needed. A useful indicator will allow us to assess and reduce 
the risk of nonresponse bias. The fraction of missing information may fill this gap. It has 
the disadvantage of involving a model. In order for this measure to be accepted, model-
based indicators will have to be accepted. It has the advantage of using all of the 
available data. These data will likely be used in adjustment strategies. By examining the 
relationship among the complete data on the frame and the incomplete survey data during 
data collection, we may alter the priorities of that data collection.  
In order to implement these new priorities, new methods will be required. If we 
can evaluate the information that each case might contribute, then we could prioritize 
particular cases. An effective way to implement these priorities will be to tailor our 
survey design to the characteristics of this case. “Tailoring” can also include the decision 
 
12 
about when to stop collecting data. Current “stopping rules” are based on the response 
rate. A more effective stopping rule would also consider the characteristics of 
nonresponders and their potential for changing current estimates. 
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Chapter 2  
The Fraction of Missing Information as a Monitoring Tool for Survey Data Quality 
1. Introduction 
Quality survey data collected on each member of a representative sample from a 
well-defined population are essential for empirical social science research. However, 
response rates have been steadily declining (de Leeuw and de Heer, 2002; Atrostic et al., 
2001; Petroni et al., 2004; Curtin, Presser, and Singer, 2005), calling into question the 
validity of inferences drawn from these data. Survey methodologists have responded by 
seeking new ways to reduce nonresponse. There have been many experiments, for 
example, on the impact of incentives on response rates (see Singer et al., 1999, for a 
review). The outcome of the experiment is expressed as a difference in response rates 
between the two conditions. Many other design features of surveys – including 
prenotification letters, call scheduling, and wording of introductions (Link and Mokdad, 
2005; de Leeuw et al., 2005; Greenberg and Stokes, 1990; Weeks et al., 1980; Weeks et 
al., 1987; Kulka and Weeks, 1988; Houtkoup-Steenstra and van den Bergh, 2000) – have 
been tested experimentally as means to improve response rates. These studies rarely 




In this sense, the focus of survey methodology has been on reducing nonresponse 
rates – as opposed to minimizing nonresponse bias. Theoretically, it has always been 
known that nonresponse bias is the product not only of nonresponse rates, but also 
differences between responders and nonresponders. It is understandable why surveys 
have focused on response rates as an indicator of data quality. First, the response rate is a 
feature of a survey while nonresponse bias is specific to a statistic. Second, it is nearly 
always the case that the survey values for nonresponders are unknown. 
This focus, however, has led to a set of decision rules that may be harmful to the 
data that are collected and, hence, the estimates that are produced. When the response 
rate is the key metric by which a survey is judged, then the data collection strategy aims 
to collect data on the easiest cases to interview among the current set of nonresponders. 
This rule has the potential to drive survey organizations to collect more data from persons 
like those they have already interviewed. A more rational strategy would attempt to track 
the risk of nonresponse bias for the data being collected. If such a metric existed, it would 
lead survey organizations to search for data collection strategies that produce data with 
the lowest risk of nonresponse bias – as opposed to the highest response rate. 
Unfortunately, since we do not know how nonresponders would respond if 
interviewed, we must employ statistical models in order to say anything about the quality 
of the data that we do have compared to the quality of the data that we could have (with 
“quality” referring to the nonresponse bias property). Under an assumed statistical model 
relating the data on our frame to the survey variables, we could track the quality of the 
data that we are collecting. In addition, we could identify nonrespondents who would add 
the most information to the current set of respondents. 
 
15 
In this chapter, I argue that alternatives to the response rate as a measure of data 
quality are needed. I will review some alternative measures. I will then propose a new 
measure drawn from research on methods for dealing with missing data — the fraction of 
missing information — and demonstrate applications of this measure in real survey 
settings. 
1.1 Response Rate as a Measure of Data Quality 
Response rates have become a near universal measure of data quality (Biemer and 
Lyberg, 2003). Their ubiquitous nature can be seen in the fact that contracts for 
conducting surveys often specify target response rates. In addition, while leading journals 
no longer specify response rate requirements for publishing papers that report survey 
data, they do often have unstated response rate targets below which they are unlikely to 
consider articles for publication (Johnson and Owens, 2003).  
However, there is not necessarily a direct link between nonresponse rates and 
nonresponse bias. This should be readily apparent since the nonresponse rate is the 
property of a survey, and yet we know that nonresponse bias is the property of a statistic. 
Assuming that the population consists of two strata – responders and nonresponders — 
there are two components of the bias of the mean: the nonresponse rate and the difference 
in the population means between responders and nonresponders:  
( ) ( )( )r r m
MB Y Y Y
N
= − , 
where rY  is the mean of the respondent population, mY  is the mean of the nonrespondents 
population, M is the number of nonrespondents in the population, N is the population 
size, and ( )RB Y  is the bias of the respondent mean. 
 
16 
Even in this simple formulation, it should be clear that a lower nonresponse rate 
does not necessarily lead to lower nonresponse bias. If the second component (the 
difference in means) is greater when the first component (the response rate) is larger, then 
nonresponse bias could be higher with a higher response rate.  
Several recent empirical studies have shown instances where lower response rates 
do not lead to increased nonresponse bias (Keeter et al., 2000; Curtin et al., 2000; Merkle 
and Edelman, 2002; Keeter et al., 2006). In these cases, for the range of response rates 
considered, there does not seem to be a correlation between the overall response rate and 
nonresponse bias. Groves (2006) review of studies of nonresponse bias shows that there 
is very little correlation between the response rate and the nonresponse bias. Of course, 
this may not be true for every survey and every survey statistic, but when this is true the 
response rate is a poor indicator of data quality. In addition, if subgroup response rates 
are not correlated with the survey variables, then nonresponse adjustments based on these 
subgroups may not lead to much bias reduction, but they will inflate variance estimates 
(Little and Vartivarian, 2005). 
In the worst case, it is possible that lower nonresponse rates might lead to higher 
nonresponse bias. A well-known example is provided by Merkle, Edelman, Dykeman, 
and Brogan (1998) from the exit poll setting. Without an incentive, Democrats and 
Republicans responded at similar rates. They provided a pen as an incentive in one 
experimental treatment group. The incentive, however, worked more effectively among 
Democratic Party voters than among Republicans. The impact of the incentive, in this 
case, was to increase the bias. Again, in this case, the response rate is a poor or even 
misleading indicator of data quality. 
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The obvious problem is that while the nonresponse rate is known, the difference 
between responders and nonresponders on a statistic of interest is not usually known. 
However, to the extent that nonresponse rates are not a good indicator for the 
nonresponse bias, actions or post-survey adjustments based on the response rate will be 
either inefficient, biasing, or both. Something is needed to fill this gap between 
nonresponse rates – which are known – and nonresponse biases, which are unknown but 
are the thing about which we care. 
1.2 Alternatives to the Response Rate 
The growing recognition that response rates are an incomplete diagnostic when it 
comes to nonresponse bias is spurring research into alternatives to the response rate. 
Groves et al. (2008) consider a range of alternatives. They consider two types of 
indicators: those that are calculated at the survey level and those that are estimated at the 
statistic level. Those estimated at the survey level include variance functions of 
nonresponse weights, poststratification weights, response rates of subgroups, goodness of 
fit statistics on propensity models, and R-Indexes. These indicators, since they are 
calculated at the survey level, depend on the characteristics on the frame or from control 
totals (in the case of poststratification weights) and not on the actual survey data. As 
such, there is an implicit model relating these variables to the survey data. For example, 
the variables used to define the nonresponse weighting cells are assumed to be predictive 
of the survey variables.  
One of these alternatives, R-Indexes, has been proposed by van der Grijn, 
Schouten, and Cobben (2006, also Cobben and Schouten, 2007; and Schouten and 
Cobben, 2007). These R-Indexes are meant to measure “the similarity between the 
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response to a survey and the sample or the population under investigation” (van der 
Grijn, et al., p.1). They propose four indices. These indices measure the variability of 
subgroup response propensities. A survey with less variability in these response 
propensities has a better match between the characteristics of the respondents and the 
population they are meant to represent along the dimensions of the variables used in the 
model to estimate the propensities. The authors also suggest that these indices can be 
monitored during data collection in order to direct effort to cases with lower response 
propensities, thereby reducing the variability among subgroup response rates. 
The strength of the approach is that these indices can be calculated in the presence 
of partially missing survey data. These response propensities are calculated with 
complete information available on the frame. In order for the R-Indices to be comparable 
across surveys, they need to be estimated with the same variables. This would suggest 
that all surveys should have a common set of frame data. In some European countries that 
sample from registries of the population, this approach may be feasible. However, in the 
US, where much less is known about sampled units (particularly in RDD surveys), setting 
such a standard may be difficult. In addition, if these frame variables became involved in 
the sample design – for example, through oversampling an important subgroup – how 
would this impact the estimation of R-Indices? Nevertheless, the R-Indices would 
encourage survey organizations to build better (and more uniform) sets of frame data. 
This particular strength of the approach is also its weakness. The indices do not 
involve any information from the partially missing survey data. Although these data are 
incomplete, it is still a loss of information to ignore them. Since the R-Indices measure 
the “representativeness” of the sample with respect to variables on the frame, the user is 
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left to presume that these variables have some, unspecified relationship to the survey 
variables. If they did not, then it would not make sense to use them as indicators of 
potential nonresponse bias. They may predict nonresponse over many surveys, but if they 
do not predict the survey variables, then these frame variables will not be useful for 
adjustment strategies. In fact, they may only inflate variance estimates if used in 
statistical adjustment (Little and Vartivarian, 2005). Models relating frame information to 
the survey variables are more direct in giving us what we want and make explicit the 
underlying assumptions.  
The authors also note that since these indices are based on the variances of the 
response propensities, they are affected by the size of the sample. Since these variances 
are related to the sample size, the indices will also be a function of sample sizes. 
Rancourt (2002) discusses the use of variance components for monitoring the 
quality of the data. He analytically decomposes the variance into components due to 
sampling error, nonresponse, edits and imputation. He suggests that the data collection 
funds ought to be directed at reducing the largest component of the variance. For 
example, if the sampling variance is the largest component of the variance, then 
additional cases should be added. If the editing and imputation variance is the largest 
component, then the procedures used to develop these edits and imputations should be 
modified. 
This approach assumes that the variance is the only component of the error. While 
it certainly is useful to strategically reduce the variance, ignoring potential bias is a 
shortcoming of this approach. The recommendation for a problem with edit and 
imputation variance is to improve the data collection procedures or reduce the amount of 
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editing. It may be that this uncertainty reflects a potential nonresponse bias. If the 
nonresponse were ignorable, but a full range of data had not been collected, then a more 
satisfying approach might be to collect data from a subset of nonresponders to improve 
the range in the data. 
A second set of indicators suggested by Groves et al. (2008) includes those 
estimated at the level of individual survey estimates. The correlation between survey 
nonresponse weights and the survey variable is one such measure. This correlation 
estimates the bias prior to adjustment. If there is a high correlation, then the weights are 
more likely to change the estimate relative to one estimated without the nonresponse 
weighting factor. There is an implicit model underlying the weighting adjustment. 
Another closely related measure they suggest is the variation in survey means across 
deciles of the survey weights. 
In the preceding paragraphs, I have reviewed other potential measures of the 
quality of survey data. Each of these measures has strengths and weaknesses. None of the 
indicators at the level of the survey involve the survey data in their estimates. Even 
though we may have data on a large proportion of the cases, these data are ignored in 
favor of complete data on the frame and the response indicator. Involving the survey data 
in the estimate of a quality indicator is a difficult task because in order to evaluate 
missing data, we need to assume some sort of model. These sorts of models are used in 
nearly every survey for statistical adjustment after the data has been collected. Methods 
involving the correlation of the weights and the survey variable have an implicit model. I 
propose to bring these models into the data collection process in order to improve the 
quality of the data that feeds into these adjustment models. 
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1.3 The Fraction of Missing Information 
One measure of the uncertainty about unknown or missing values has been 
developed in the framework of missing data analysis and multiple imputation (Rubin, 
1987; Dempster, Laird, and Rubin, 1977). Creating multiple imputations under an 
assumed model allows us to assess our certainty about those imputed values. A higher 
quality dataset would have less uncertainty about the imputed values. In other words, the 
quality of the data we do have improves to the extent that it allows us to fill in the data 
we do not have. In addition, the use of imputations allows us to assess the potential 
nonresponse bias of an estimate as the difference between the estimate based on the fully-
imputed dataset and the complete cases only. Thus, the approach is also informative of 
the potential impact of nonresponse on survey estimates. 
1.4 Chapter Preview 
In the rest of this chapter, I will define the fraction of missing information and 
discuss how it could be used as a measure of data quality. I will then present two 
applications of this measure to actual survey data. 
2. The Fraction of Missing Information as a Measure of Data Quality 
The concept of the information in data dates back to Fisher (Fisher, 1925). In 
Fisher’s definition, the information can be written in the following manner: 
2
( ) ( ) ,I X E Xδθ θ θ
δθ
⎫⎧⎪ ⎪⎡ ⎤= ⎨ ⎬⎢ ⎥⎣ ⎦⎪ ⎪⎩ ⎭
l  
where X is a data value assumed to be generated by a function ( )f X θ , where θ  is a 
vector of parameters that index the function. The likelihood ( ( )L Xθ ) is proportional to 
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this function and ( )Xθl  is the natural logarithm of this likelihood. The inverse of 
( )I Xθ  is a measure of precision of the estimates. In maximum likelihood estimation, the 
inverse of the observed information is often used as a variance estimate. The problem is 
that this variance is understated in the presence of missing observations of X.  
In the early 1970s, Orchard and Woodbury (1971) formalized the problem with a 
“missing information principle” that argued for a method of incorporating uncertainty 
due to missing values in variance estimates. Dempster, Laird and Rubin (1977) then 
developed the fraction of missing information as a tool for predicting the speed with 
which the Expectation-Maximization (EM) algorithm will converge. It was a natural step 
from the EM algorithm to imputation. Rubin (1987) suggested the fraction of missing 
information could be used to judge the efficiency of multiple imputation. He also noted 
that the fraction of missing information is “equal to the expected fraction of observations 
missing in the simple case of scalar Yi with no covariates, and commonly is less than the 
fraction of observations missing when there are covariates that predict Yi” (Rubin, 1987, 
p. 114). 
Rubin (1987) shows that the uncertainty about imputed values can be 
characterized by two components — between-imputation variance and average within-
imputation variance. The latter is the variance component due to sampling error. It 
assumes that the missing values are known. The former is the variance component that 
results from creating an approximate distribution of imputed values. Little and Rubin 
(2002) denote these components as follows. With D multiple imputations, the estimate of 
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component is a measure of the uncertainty about the value we would impute for a case.  
The quantity used to assess the impact of nonresponse is the fraction of missing 
information ˆ (1 1/ ) /D D DD B Tγ = + , defined as the ratio of the between-imputation 
variability to the total variance of the survey estimates.  
If we conceptualize the sample as a data matrix, with current nonresponders as 
missing values, then monitoring between-imputation variance seems a natural choice for 
monitoring our uncertainty about nonresponse. Others have suggested using this measure 
as a diagnostic tool for latent class analysis (Harel, 2007). In the context of survey 
nonresponse, the fraction of missing information is a measure of the proportion of 
variance due to uncertainty about the values we have imputed for the current 
nonresponders. The imputations can be done by conditioning on the complete data on the 
sampling frame and the paradata (Couper, 1998; Couper, 2000) developed from the data 
collection process – for example, call records, interviewer observations, and key-stroke 
data generated by Computer-Assisted Personal Interviewing (CAPI) software. To the 
extent that these data are correlated with the survey variables, the fraction of missing 
information will be reduced below the nonresponse rate. In this case, we will have a 
better sense of the quality of our data after any nonresponse adjustments based on the 
frame data have been made. 
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Using this metric can be thought of as conditioning the response rate on the 
quality of frame data and paradata. For example, in the absurd case, if the survey variable 
was on the frame, a 0% response rate provides the same data quality as a 100% response 
rate. On the other hand, if there are no variables on the frame that correlate with the 
survey variable, then the response rate is the best information about the quality of the data 
(Rubin, 1987, p. 114). It is likely that most surveys fall somewhere on the continuum 
between these two extremes. Figure 2-1 shows simulation results meant to demonstrate 
the impact of the level of correlation between the frame data and the survey variable on 
the fraction of missing information. In the simulation, 200 normally distributed random 
draws were created to simulate the survey variable (y). Each random draw had a 
propensity to respond drawn from a beta distribution with a mean of 0.4. Using these 
probabilities, missing data on the survey variable (y) were created over a set of simulated 
“calls” by comparing a random draw from a uniform distribution to each case’s 
propensity to respond. A frame variable (z) was generated with different correlations with 
y ranging from 0.1 to 0.9. This variable (z) was complete. I then did 1,000 simulations 
with this setup and calculated the nonresponse rate and fraction of missing information 
after each “call.” 
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Figure 2-1: FMI by Call Number 
 
While the nonresponse rate is invariant to the correlation between z and y, the fraction of 
missing information is not. With a very strong correlation (0.9) between z and y, much of 
the lost information on y has been recovered due to the correlation between z and y. 
In addition, creating imputations allows us to assess the potential bias of our 
estimates of a parameter θ  by comparing the complete case estimate ĈCθ  (i.e. an estimate 









=∑ . The difference ˆD CCθ θ−  is the nonresponse bias – under the 
assumption that our imputation model is correct. 
An obvious weakness of this approach is that it is model dependent. If the model 
is incorrectly specified, then the estimate of the fraction of missing information can be 
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biased. This could be a problem if the data collection agency is basing its actions on the 
estimate of the fraction of missing information. Even worse, a bad model can lead to a 
biased estimate. The fully imputed mean can be wrong. To the extent that the models 
used to develop the imputations are used in the adjustment strategy employed after data 
collection has been completed, these biased estimates can be propagated into the final 
results.  
Given the importance of model choice, model diagnostics are a crucial step in 
preparing estimates of the fraction of missing information. There are multiple methods 
for developing imputations – regression, predictive mean matching, hot deck, and others 
(Little and Rubin, 2002). The model diagnostics appropriate for regression model 
building are also appropriate in the context of imputation methods based on regression. 
More general approaches compare the distribution of imputed values to the distribution of 
observed values. Graphical displays often can be used to determine if the regression 
methods are producing implausible or highly skewed values relative to the observed data.  
Monitoring the fraction of missing information over the course of a survey data 
collection field period creates a unique environment for model checking. In this 
environment, the set of cases with missing data is constantly being reduced. Each day or 
call, there are new complete cases. The observed values for these new completes can be 
compared to the most recent imputed value. Graphical displays of these imputed and 
observed values offer a unique opportunity to evaluate the utility of the imputation model 
for preparing a distribution of plausible imputations. In general, this sequential 




We have implemented this measure with two surveys. One survey, an area 
probability survey, has a rich set of frame data and paradata. The other survey, an RDD 
survey, has relatively limited frame data and paradata.  
3.1 Application One: An Area Probability Sample 
3.1.1 The Survey: NSFG 
We implemented the fraction of missing information monitoring approach with a 
large area probability sample – the National Survey of Family Growth (NSFG). The 
NSFG collects data about pregnancies, births, and families. This survey screens 
households for persons aged 15-44. About 57% of households have an eligible person, so 
a large proportion of cases are not eligible.  
The NSFG operates on a continuous basis with a new sample released every 
quarter. The sample is worked to completion in twelve weeks. The first ten weeks are 
phase one. In phase two, a subsample of nonresponding cases is selected and worked to 
finalization. Each quarter, approximately 1200-1500 interviews are taken with response 
rates ranging from 70-77%. 
3.1.2 Data 
The goal is to evaluate the uncertainty about the values for the survey variables 
collected by the NSFG. This survey has a set of “key statistics” that are closely monitored 
while in production. The data can be divided into four main components:  
• Data on the sampling frame 
• Paradata regarding effort, including interviewer observations 
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• Household and respondent demographics, including eligibility, from a 
screening interview 
• Questionnaire data supplied by respondents 
These data are not always complete. The frame data and paradata are complete. The 
screening data are complete for a subset of the sample. The survey data are complete for 
a subset of the screened cases. The missing data are mainly the selected respondents who 
refuse or are unable to participate, and the unscreened housing units who may or may not 
be eligible. If there are eligible persons in the unscreened housing units, then we are also 
missing their survey data. This data structure is pictured in Figure 2-2. The proportion of 
cases that are unknown at the end of the survey period is generally small (5-7%), and the 
response rates are generally high (75-79%).  
















Eligibility Flag Complete, 
Survey Data Missing








Missing Data  
 
29 
The sampling frame data that I have include Census data characterizing the local 
area of the selected housing unit, such as the proportion of persons in the Census Tract 
who have never been married. I have also included the proportion of the population in the 
Zip Code Tabulation Area (ZCTA – a unit of Census geography that closely corresponds 
to US Postal Service ZIP codes) who are age eligible for the NSFG. We also have 
paradata – that is, the history of attempts to interview the case including number of calls, 
contacts, and indications of respondent reluctance.  
Interviewers also make observations on sampled units. The NSFG tailored the 
observations hoping that they would be predictive of the survey variables. For example, 
the interviewer is asked to predict whether the selected respondent is involved in a sexual 
relationship. These predictions have been accurate enough to produce fairly strong 
correlations (some in the range of 0.2-0.3) with several key variables in the NSFG 
(Groves, Peytcheva, Wagner, 2007). Similar methods have been employed on other 
surveys (Copas and Farewell, 1998; Couper, 1997). Finally, for cases that are screened, 
we also have a set of demographic variables (age, sex, race, ethnicity, and household 
size) for the selected respondent. The data used in the imputation model are summarized 




Table 2-1: Variables Used in NSFG Imputation Models 
Eligibility Imputation Model 
ZIP code-level Census data: % aged 15-44 
Urbanicity 
Census Block-level occupancy rate 
Interviewer Observations 
Access problems 
Residential/Commercial neighborhood composition 
Evidence of non-English speakers in neighborhood 
Safety concerns in neighborhood 
Housing unit in a multi-unit structure 
All household members over age 45 (interviewer estimate) 
Children under age 15 present in household (interviewer estimate) 
 
Survey Variable Imputation Model 
Variables from Eligibility Model 
Census Region 
ZIP code-level Census data: % in eligible age group never married 
Selected respondent sex 
Selected respondent age 
Selected respondent lives in single person household 
Selected respondent Hispanic status 
Selected respondent in an active sexual relationship (interviewer estimate) 
Selected respondent cohabiting (interviewer estimate) 
 
In the imputation context, it is generally better to condition the imputations on all 
the observed data. This is the more conservative approach, as analyses based on the 
imputed data will tend to be more efficient than anticipated (Rubin and Schenker, 1987; 
Rubin, 1996). Collins, Schafer, and Kam (2001) consider the problem from a 
practitioner’s standpoint. They simulated results from “restrictive” and “inclusive” 
strategies. Their simulations confirm the theoretical result from Rubin and Schenker – the 
inclusive strategy that includes more variables in the imputation than are planned for use 
in any given analysis is much preferred.  
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3.1.3 Methods and Results 
The NSFG monitors the fraction of missing information on a daily basis. The 
survey has been monitoring several key variables. One of the key statistics is the 
proportion of persons who have never been married. Figure 2-3 shows the complete case 
estimate and the estimate for the fully imputed dataset by quarter and day. 
For cases with unknown eligibility status, this variable was imputed. Then, 
conditional on the imputed eligibility status, the survey variables were imputed. This was 
done for the dataset as it stood after each day of the field period.  
The imputations were created using IVEware, a software package which 
implements Sequential Regression Multiple Imputations (Raghunathan et al., 2001). 
There were 100 imputations done for each call attempt. Graham et al. (2007) note that 
when the fraction of missing information is high, a large number of imputations are 
needed in order to reliably estimate this quantity.  
The models were fit using all available frame data and paradata (including 
interviewer observations). We subset variables until we found a set that worked well in 
producing imputations in the sequential regression setting. We found that different 
predictors were needed for the eligibility models than from the survey variables, so we 














1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 65 67 69 71 73 75 77 79 81 83
Day
Q1 Q2 Q3 Q4 CC-Q1 CC-Q2 CC-Q3 CC-Q4  
Figure 2-4 shows the fraction of missing information by day for the first four 
quarters (June 2006 to June 2007) of the NSFG data collection. 
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1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82
Day
Q1 Q2 Q3 Q4 Q1-NR Q2-NR Q3-NR Q4-NR  
The upper lines represent the nonresponse rate. These rates are calculated in a very 
conservative manner that make no assumptions about missing data. In particular, no 
adjustment is made for estimated eligibility among unscreened cases. This corresponds to 
the complement of the AAPOR Response Rate 2. This nonresponse rate was calculated in 






There are many cases where the eligibility status of the case is not known. Some response 
rate calculations assume that only a portion of these undetermined cases are eligible. In 
our analysis, however, we are involving this uncertainty about the status of the case. We 
impute the eligibility status of cases that are undetermined. As a result, this calculation of 
the response rate is the fairest comparison. In addition, we ignore the sampling (and 
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consequent weights) entailed by the two-phase subsampling procedure. Instead, we 
impute all the cases – including the phase one cases not sampled for interview in phase 
two. 
It is clear from this figure that the frame data are reducing the uncertainty about 
the nonresponding cases. In the case of this variable, the data on the frame are correlated 
with the variable and, hence, the fraction of missing information is below the 
nonresponse rate. 
In order to clearly demonstrate that the fraction of missing information is a 
variable-level statistic (as opposed to a survey-level), we will examine another key 
variable from NSFG. In this case, we find less reduction in our uncertainty. Figure 2-5 
shows the fraction of missing information by day for the variable “number of sexual 
partners in the last 12 months.” 
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Figure 2-5: Fraction of Missing Information by Day: Number of Sexual Partners in 
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In this case, from the same survey, it seems that the frame variables and paradata 
are less correlated with the survey item. This information is also useful. It may help 
survey designers focus on developing paradata tailored to this item. Perhaps new 
interviewer observations can be created that are better correlated with this variable. 
3.2 Application Two: An RDD Survey 
3.2.1 The Survey: SCA 
We implemented this monitoring approach with data from a completed monthly 
random-digit dial (RDD) survey – the Survey of Consumer Attitudes (SCA). The survey 
collects 300 RDD interviews each month. It typically attains an AAPOR Response Rate 2 
of between 42% and 45%. 
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SCA asks respondents for their views on the state of their personal finances and 
the economy in general. A key statistic produced by this survey is the Index of Consumer 
Sentiment (ICS). This Index is widely reported and has been found to be highly 
predictive of economic trends (Curtin, 2007). There are two other key indices reported by 
this survey. Both are based on subsets of the ICS variables: the Index of Current 
Economic Conditions (ICC) and the Index of Consumer Expectations (ICE). 
3.2.2 Data 
The objective is to evaluate our uncertainty about the values for the three indices 
(ICS, ICC, and ICE) for the nonresponders using imputation models and calculating the 
fraction of missing information. These data have a structure similar to that of the NSFG. 
As with the NSFG, the frame data and paradata are complete. Additionally, the screening 
data are complete for a subset of the sample. The survey data are complete for a subset of 
the screened cases. The missing data are mainly the selected respondents who refuse or 
are unable to participate, as well as the noncontacted telephone numbers who may or may 
not be households. If they are households with eligible persons, then we are also missing 
their survey data.  
In addition to the indices from the survey, there are a set of variables on the 
sampling frame. In an RDD survey, since the telephone numbers are randomly generated, 
we know nothing more than the telephone number. We can, however, estimate the 
geographic location (e.g. Census Tract, ZIP code, or county) for each telephone number. 
We can then attach data from the Census and other sources that describe the geographic 
context of the telephone number.  For example, we can describe the urbanicity of the 
estimated geographic area in which the telephone number is located. Table 2-2 lists the 
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context variables used in the imputation models. In addition to Census data, I added data 
from surveys conducted by the Bureau of Labor Statistics: monthly average wages, 
monthly unemployment rates, and quarterly Consumer Price Index (CPI) estimates. 
Curtin (2007) suggests that these variables, as well as measures of month-to-month or 
quarter-to-quarter change are predictive of consumer sentiment. Curtin also mentions 
interest rates as important predictors of consumer sentiment; however, these data are 
more difficult to obtain at a local level. The unemployment and average wage data are 
summarized at the county level and attached to the sample record via the expected county 
of the telephone number. In the case of the CPI, these are estimated at the Core Based 
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Paradata, i.e. information from the call records (e.g. number of calls, ever a 
refusal), were also used in the imputation models. Every call attempt is recorded 
electronically. These records include date and time of call, interviewer ID, and a result 
code. This information is coded into the variables presented in Table 2-3. 
Table 2-3: Variables Created from Call Records (Paradata) 
Number of calls 
Ever resistant 
Number of contacts 
First contact 




3.2.3 Methods and Results 
In an RDD survey, we are uncertain about which cases belong to the set of 
nonresponders. For some cases, we identify their eligibility early. For other cases, it may 
take several or even many calls to determine eligibility. For another substantial portion of 
each month’s sample (7-15%), no contact is ever made (even with an answering machine) 
and we cannot determine whether the number is even assigned to a household. In order to 
deal with this problem, I imputed the eligibility status of each case for which it was not 
known. The eligibility flag was imputed using the information that existed for the case 
prior to each call. The imputations were updated for each call number. These imputations 
led to the eligibility rates in Figure 2-6. 
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Conditional on the imputed eligibility flags, I imputed the survey variables that 
make up the components of the ICS. I did this for the dataset as it stood after each call. In 
other words, the imputations were made for the dataset as it stood after one call had been 
made on all cases, two calls on all cases, and so on. The imputations were created using 
IVEware. There were 100 imputations done for each call attempt.  
Figure 2-7 shows the fraction of missing information as it existed after each call 
for the January 2006 dataset.  The blue line with triangles represents the “proportion 
imputed,” or the nonresponse rate. This rate includes all the cases for which eligibility 
flag unknown. This nonresponse rate is, therefore, the complement to AAPOR Response 
Rate 1.  
We note, again, that our goal ought to be moving this fraction below the 
“proportion imputed” line through better paradata or by collecting cases that have a 
relatively larger impact on the information in the dataset. In this case, there appears to be 
some modest improvement over the response rate when we condition on the frame 
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From this chart, conditioning on the available data does not reduce the fraction of 
missing information very much below the proportion imputed. In this case, the approach 
does not provide us much more guidance than monitoring the response rate – at least at 
an overall level. It is possible that monitoring the fraction of missing information for 
subgroups might lead to a different result. 
4. Discussion 
A strength of this measure – relative to response rates – is that it allows us to look 
at the relationship between nonresponse and the survey estimates, albeit under an 
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assumed model. This, however, is the inherent nature of the nonresponse problem. Any 
analysis that deals with missing data must make some model assumption – either 
implicitly or explicitly. In fact, the use of models is already ubiquitous in the presence of 
nonresponse. For example, nonresponse weighting class adjustments are an implicit 
model about the relationship between the attributes of responders and nonresponders. 
Since these models are presumed reasonable for statistical adjustment purposes, why not 
bring them into the data collection process? This may improve the quality of the final 
data by reducing our uncertainty about the model fit for certain cases. In other words, we 
may want to identify the subsets of nonrespondents who contribute the most to the 
between imputation component of the variance. It would make sense to use relatively 
more resources, if needed, to include those cases. Thus, the monitoring of the fraction of 
missing information can lead to tailoring of the protocol to minimize the uncertainty 
associated with nonresponse. Cases associated with more uncertainty could be targeted 
for a more costly and more effective strategy. Conversely, we could stop collecting data 
on cases for which our uncertainty about the value we would impute for the case is within 
certain bounds.  
One simple approach would be to stratify all sampled cases using the propensity 
score. Then, calculate the fraction of missing information within propensity stratum. The 
stratum with the highest fraction of missing information could then be targeted for some 
special effort aimed at bringing in more cases from that stratum. Depending on the 
response rate and the quality of the frame information, this might not be the lowest 
propensity stratum. If the information does not allow us to discriminate between the 
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strata, then at least we can produce the salutary effect of equalizing response rates across 
subgroups. 
Another advantage of this measure is that it may redirect attention away from the 
response rate and toward improving the quality of the data. Monitoring the response rate 
leads survey methodologists to focus on approaches that bring in the most responsive 
case at each step. Research organizations focus on designs that bring in “low-hanging 
fruit.” Monitoring the fraction of missing information has the possibility of leading 
survey data collection organizations to focus on interviewing cases that maximize the 
information in the sample. This might result in a smaller data set (for a fixed cost) or a 
data set collected with a lower response rate than one which was collected by maximizing 
the response rate. But by maximizing the information, this approach should produce more 
efficient estimates. 
A secondary benefit of using these model measures to monitor surveys is that it 
should encourage the collection and testing of new types of frame data and paradata. 
These data should be related to the survey measures of interest – proxy survey measures 
are preferred. This is needed to build useful imputation models. These data should be 
more useful for adjustment as well (Little and Vartivarian, 2005) as they will be tailored 
in order to be correlated with the specific variables of a particular survey and not with 
nonresponse in general. 
A weakness of this approach is that it is item specific. Response rates are 
generally thought of as measures for the entire survey. Although it is true that item-level 
nonresponse can create different item-level response rates, it is also the case that the 
preponderance of nonresponse occurs at the unit level for most survey items. On the other 
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hand, the fraction of missing information, as we have seen, can vary a great deal across 
survey items. For some survey variables, the frame data may be highly predictive while 
for other survey variables the frame data may not be predictive at all. These differences 
will lead to relatively large differences in the fraction of missing information across 
items. 
On the other hand, this weakness can also be seen as a strength. In fact, 
adjustment strategies face this same issue. A particular adjustment strategy may be good 
for one survey item and bad for another item in the same survey. Monitoring data quality 
at the item level may help surveys face this issue more directly. In practice, surveys can 
choose “key” items for monitoring. These key items can then be used as the basis for 
developing a post-survey adjustment strategy. In general, methods developed for 
designing multi-purpose surveys should apply when designing an item-level monitoring 
strategy. 
Nonresponse has become a fact of life for surveys. Much research in survey 
methodology has been focused on methods for improving response rates, without 
evaluating the impact on nonresponse bias. Model-based methods offer a way to move 
forward in evaluating the risk of nonresponse bias. The fraction of missing information is 
one model-based method for evaluating data quality that uses all the data we have – not 
just the complete data on the frame. The use of this method for monitoring surveys 
should have a salutary effect on the design of surveys. First, more emphasis should be 
placed on identifying useful complete data – whether interviewer observations or new 
database sources of information – since better correlations between these data and the 
survey variable tend to lower the fraction of missing information. Second, monitoring the 
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fraction of missing information should lead to concern over which cases are interviewed 
– as opposed to being concerned with the proportion of cases interviewed (i.e. the 
response rate). The goal of data collection should become maximizing the information 
content of the produced datasets. In the presence of nonresponse, this should lead to more 
efficient datasets. Indicators such as the fraction of missing information are needed if we 
are to begin developing data collection strategies that are aimed at producing the highest 
quality data.  
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Chapter 3  
Adaptive Survey Design Protocols 
1. Introduction 
Survey research organizations have long been struggling against the decline of 
response rates. In an effort to maintain response rates, these organizations have increased 
the amount of effort applied to each sample – additional calls, higher incentives, and 
more refusal conversions (Curtin et al, 2000; Rogers, 2004; McCarty, 2006; Lynn, 2003; 
Kessler et al., 1995). Since survey organizations have long used the response rate as a 
performance target, this was the natural response. However, this increased effort has not 
been able to stop the decline in response rates (Curtin, et al., 2005; de Leeuw ad de Heer, 
2002; Atrostic et al., 2001; Petroni, et al., 2004). As a result, concerns over the risk of 
nonresponse bias have been growing. This has led to the situation where declining 
response rates are seen by some as a threat to the ability to conduct surveys of human 
populations. 
This threat has led survey methodologists to pursue research into methods that 
will improve response rates. All facets of survey design have been considered. For 
example, there is a large literature on the impact of incentives on response rates (see 
Singer et al., 1999 and Singer, 2002 for reviews). This research often is done using the 
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classic randomized, controlled design with at least two treatments randomly assigned to 
independent samples. The treatment effect is measured as a difference in response rates 
between these two groups. Although some studies have looked at the impact on survey 
statistics, the effect on response rates has been the major focus. As a result, there is much 
more emphasis on the proportion that respond rather than on who those respondents are.  
Unfortunately, these types of experiments are ill-suited to important features of 
the survey process. Surveys are by their nature multi-stage processes. First, we attempt to 
contact households. Once we have established contact, we attempt to screen households. 
We may need to convert households that refuse to be screened. Finally, we interview the 
sampled respondents. If we fail to establish contact after the first call, we try again. If the 
current design is failing to meet study objectives, then ad hoc changes are made in order 
to improve outcomes. The standard randomized controlled experiments typically focus on 
one design feature – incentives, for example. They do not consider what next step to take 
after this design feature fails. Nor do these experiments consider which combination of 
design features may work better than others. In addition, these experiments do not 
frequently enough consider how these design features may interact with the 
characteristics of the sampled persons to produce differing effects. 
If these methods are ill-suited to the problem at hand, what options do we have? 
In the field of clinical trials there has been consideration of other types of designs. There 
is emerging research into what have been called “dynamic treatment regimes” (Collins 
and Murphy, 2007). A dynamic treatment regime is a multi-course treatment. At each 
step, the patient is assigned a next treatment based on their characteristics, including the 
history of previous treatments and their response (or lack of response) to those 
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treatments. The sequencing of treatments is regulated by a set of decision rules for each 
step of treatment. These rules have been designed to maximize response – in this context, 
positive outcomes for the treatment such as remission in cancer treatments. This approach 
has been used most famously to develop a multi-course treatment for depression in the 
STAR*D clinical trials (Wisniewski et al., 2004).  
Survey methodology may find these methods useful for developing new 
“treatment regimes” aimed at inducing survey response. In this chapter, I will suggest 
that current survey practices can be improved by incorporating experimental and 
statistical methods developed under the rubric of dynamic treatment regimes. These 
methods can be used to identify strategies or protocols that are tailored to the 
characteristics of the sampled person and are aimed at increasing each sampled persons 
probability of response. These characteristics include the fixed characteristics of sampled 
persons, but also the history of previous attempts to interview those persons. Even though 
such an approach could be used simply to raise response rates, I will contend that this 
approach would be necessary if survey data collections are to have a goal of maximizing 
the information in the dataset (as opposed to maximizing the response rate). In other 
words, such an approach will be necessary if we care about who responds as much as we 
care about the response rate. The dynamic treatment regimes model will help us move 
forward with this agenda. In Section 2, I will review the relevant clinical trials and survey 
methods literature. In Section 3, I will introduce the notation and proposed methods. In 
Section 4, I will present two applications of the method. In section 5, I will propose the 
use of computerized decision support models for field surveys as a means to implement 
dynamic treatment regimes. Section 6 will offer a conclusion and discussion. 
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2. Background  
Dynamic treatment regimes consider sequences of treatments. At each step in 
these sequences, the treatments are adapted to the characteristics of the patient, including 
the history of previous treatments. In this section, I will contrast dynamic treatment 
regimes with much of the research being conducted in survey methodology. I will then 
propose Leverage-Saliency as a theoretical justification for applying the dynamic 
treatment regimes approach to surveys. Finally, I will provide examples from survey 
methodology of tailored designs.  
2.1 Dynamic Treatment Regimes 
In the field of clinical trials, there has been recognition of the need for new 
methods. In practice, when a treatment fails the caregiver does not give up. Instead, 
another treatment is tried. Although randomized controlled trials do not consider 
sequences of treatments, this is the practice. There are, however, a set of new techniques 
developing in this field that address this gap between research and practice. These new 
techniques have been called adaptive or dynamic treatment regimes (Murphy, 2003; 
Murphy, 2005; Thall, Millikan, Sung, 2000; Thall et al., 2002; Thall and Wathen, 2005; 
Lavori and Dawson, 2000; Lavori and Dawson, 2004; Lavori and Dawson, 2008; Collins 
et al., 2004; Collins et al., 2005; Collins and Murphy, 2007). Under this emerging model, 
treatments are considered to be multi-course and the object is to identify the optimal 
combination and sequence of treatments for inducing the desired response. These regimes 
are often tailored not only to the outcomes of previous treatments, but to the 
characteristics of the patient, as well. Outcomes are measured both by the efficacy of a 
treatment sequence and by potential adverse outcomes, such as toxicity. Such regimes 
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allow the dosage level and type of treatment to vary with time, using rules specified 
before the beginning of treatment; these rules are based on time-varying measurements of 
subject-specific need. 
A relevant example of this approach is provided by Thall, Millikan, and Sung 
(2000). They consider competing, multi-course treatments for prostate cancer. In order to 
determine the best sequence of treatments, they estimate the salvage probabilities that one 
treatment has when another treatment has already failed. They also estimate the cross-
resistance between consecutive treatments. Murphy (2003), in an investigation of 
interventions to improve reading skills, also considers how these optimal regimes might 
vary for demographic subgroups. 
These complicated, multi-course treatment protocols may require new 
experimental methods for development and testing. With even just a few components, 
these treatment regimes would require many arms in a standard randomized controlled 
trial. For example, with just three treatments, there are six possible sequences. Testing all 
of these sequences against a control seems impractical. Murphy, Lynch et al. (2007) 
propose an alternative experimental method for elucidating dynamic treatment regimes.  
Their approach, which they call Sequential Multiple Assignment Randomized Trials or 
SMART, involves multiple randomizations of patients to treatments. For example, 
nonresponders to an initial treatment may be re-randomized to a second treatment. A 
fractional factorial design may be used to allow efficient allocation of sample sizes. This 
experimental design may be implemented within a rubric suggested by Collins and 
Murphy (2007) – the Multiphase Optimization Strategy, or MOST. This approach 
attempts to identify effective treatments by using a three phase process. In the first phase 
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– called the screening phase – effective components of the potential treatment regimes 
are identified. A second phase is used to refine the list of components identified in the 
screening phase and their optimal dosages. The final stage is a confirming phase in which 
a standard randomized controlled trial is used to evaluate the proposed treatment regime 
against the current standard of care. 
The dynamic treatment regimes approach offers a model for considering optimal 
methods for treatments that require multiple stages. This allows the researcher to consider 
interactions between the components that may strengthen or weaken their separate 
effects. It also allows consideration of how the order of the treatments might matter.  
2.2 Current Practice in Survey Methodology 
There is a stark contrast between this emerging research into methods for dynamic 
treatment methods and the current practice in survey methodology. The standard model 
for research into survey methods has been the randomized controlled trial. Two or more 
treatments are compared to each other. The outcome is a difference in response rates. 
Some of this research will compare the estimates of the survey variable for the two 
groups. Very little research is aimed at identifying who responds to which methods (see 
Groves, 2005 for a review). In addition, very little of this research is focused on which 
sequence of treatments if most effective.  
Research into methods for dealing with nonresponse has been largely concerned 
with improving overall response rates. There is very little literature on methods for 
improving response rates among various subgroups. There are a large number of studies 
on various design features (incentives, calling strategies, advance notification, etc. -- see 
Singer et al., 1999; Link and Mokdad, 2005; de Leeuw et al., 2005; Greenberg and 
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Stokes, 1990; Weeks et al., 1987; Houtkoup-Steenstra and van den Bergh, 2000 for 
reviews) aimed at reducing nonresponse. In some of these studies, estimates of the survey 
variable are also compared. These studies sometimes produce contradictory results. Link 
and Mokdad (2005), for instance, review disparate results on the impact of prenotification 
letters in Random-Digit Dial (RDD) surveys. There are exceptions to this generalization 
(I will review these exceptions later in the chapter), but this has been the dominant 
approach. 
The virtue of this general protocol approach is that is avoids potential biases 
resulting from arbitrarily applying methods to some cases and not others. For example, 
Kennickell (2003, 2004) worries that allowing interviewers to decide when they will call 
each case will lead them to be selective in where they place their effort. He presents 
statistical models that successfully predict which cases will receive more calls when 
interviewers decide where to place their effort as evidence that this has happened on the 
Survey of Consumer Finances. The end result is a difference in response rates between 
groups that received more calls and those that did not. 
The problem with this approach is that using equal protocols with unequal 
sampled units does not necessarily produce equal response propensities. In other words, 
different respondents will react differently to the same protocol. Putting aside the 
question of whether we can really define what “equal effort” would mean, it should be 
clear that for some cases more calls will not lead to response. In the extreme, offering a 
sampled case an incentive might increase response probabilities while for another case 
this same offer might decrease response probabilities. In general, even if a design feature 
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works on average to increase response rates, it might actually decrease them for small 
subgroups.  
The general correlates of nonresponse across multiple surveys are well known 
(Groves and Couper, 1998). The inverse of this research is that characteristics of 
responders are also well known. Bickart and Schmittlein (1999), in a premonition of 
concerns over online panel surveys, go so far as to argue that a small proportion of the 
population is completing the majority of surveys. To the extent that these generalizations 
about the characteristics of nonrespondents are true, survey researchers should be 
concerned that they are good at bringing in certain kinds of people, but not others. New 
methods are needed that will allow us to increase the response propensities of persons 
who are in the class of persons who generally respond at lower rates. If we continue to 
focus on methods that produce the highest overall response rate, we run the risk of 
recruiting more of the “same kind” of person. Survey designs that are adapted to the 
characteristics of the sampled person are needed if we are to maximize the information in 
the sample. 
2.3 Leverage-Saliency 
Attempting to tailor the design to the specifics of the case, including the history of 
previous treatments, might be more effective than applying a single set of rules to all 
cases in producing the highest response propensity possible for each case. In fact, Groves, 
Singer, and Corning (2000) present a theory of survey participation they call “Leverage-
Saliency” which supports this viewpoint. They define the “leverage” of each survey 
design feature as the “importance the sample person assigns to the attribute in the 
decision to participate” (p. 300). Saliency is the emphasis which is placed on the attribute 
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by the interviewer or survey organization in the request to complete the survey. When an 
attribute — for example, an incentive — is important to a sampled person, then placing 
emphasis on that attribute will lead to increasing the probability that the sampled person 
will agree to do the interview. This model is appealing in that it emphasizes that the 
decision to participate is a function not only of the design features of the survey but also 
the characteristics of each individual respondent.  
The theory provides a useful heuristic for describing the decision to participate. 
From this viewpoint, it makes sense to search for survey design protocols that have the 
most leverage with each, specific respondent and make them salient. These protocols may 
be identified statistically using information available on the sampling frame and paradata, 
i.e. data about the data collection process such as call records and interviewer 
observations (Couper, 2000; see Couper, 1998 for a full discussion of the range of 
paradata). 
2.4 Tailored Design 
Research into tailored methods has faced at least two major impediments. First, 
tailored strategies would require that recommendations based on the current status of 
each case be made available to interviewers in real-time. In the past, paper and pencil 
materials would have made this impossible. Interviewers were asked to make their own 
judgments based on very general training and their experience. Computerization makes 
new methods possible. It is now possible for interviewers to deliver data about their work 
to a central server on a daily basis – or even more frequently. These data could be used to 
deliver recommendations to interviewers on the same timely basis. 
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Another impediment to such research may be the use of the response rate as the 
key metric for measuring data quality. Under this metric, a survey organization’s goal is 
to obtain the highest possible response rate. The least expensive way to do this is by 
interviewing the most responsive cases – the “low-hanging fruit.” Marginal groups, for 
whom special design features might be more effective, are not necessarily a priority when 
the response rate is the measure of success. 
In spite of these obstacles, there is a sparse literature on tailored methods for 
surveys. The research of Groves and Couper (1998) showed that allowing interviewers to 
tailor the introduction based on interactions with the respondents improved response rates 
relative to the procedure where interviewers are required to follow the same script for 
each introduction.  
Greenberg and Stokes’ (1990) article on call scheduling is another example of a 
tailored method. The timing of each call to a case was determined by the history of 
previous calls. They use a Markov decision process to minimize the expected number of 
calls required for making contact with households in an RDD sample. They used logistic 
regression to identify important predictors of contact. Their model differentiated day, 
evening and weekend calls. They also included the number of previous attempts, days 
between calls, and whether the last call was a busy signal or ring-no-answer. The result of 
their model is a proposed call scheduling algorithm that prescribes the timing of the call 
conditional on these characteristics of the case. Although the recommended strategy was 
never implemented, it remains an interesting piece of research into tailored methods. 
Brick et al. (1996) considered a similar approach that used logistic regression models to 
identify the best time of day, day of week and lag time between calls. Predictors in the 
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model included context data as well as information about the result from previous 
attempts. 
Another approach to minimizing effort aimed at contacting households was 
developed in the field of operations research. Bollapragada and Nair (2001) explore ways 
to improve contact rates for credit card collection call centers. In their model, they 
attempt to estimate household-level probabilities of contact for calls placed during 
various times of day and days of week (call windows). Their models start by assigning 
the overall average contact rate within any window to each new case. Then they modify 
that rate (upward or downward) by a fixed multiplicative factor depending on whether the 
previous attempt succeeds or fails to establish contact. They use simulation to determine 
the optimal multiplicative factor. Their results have been implemented and yielded a 10% 
reduction in effort to establish contact for a large credit card collection call center. 
Trussell and Lavrakas (2004) have considered methods for tailoring incentives. In 
their study, they analyzed data from telephone recruitment to a “high-burden” mailed 
survey. They found that the effort required to bring about response to the telephone 
recruitment was a very useful piece of information for effectively tailoring the optimal 
incentive amount. They found that incentives had a much higher impact on response rates 
to the mail survey for households that refused the initial telephone screening survey. The 
next largest impact was for households that were not contacted by telephone. The 
smallest impact resulted from an incentive to households that had agreed to do the mail 
survey. Their conclusion is that “the notion that one ‘optimal’ level of incentive should 




Finally, Groves and Heeringa (2006) define a conceptual approach to surveys that 
involves tailoring. They call the approach “responsive design.” The approach suggests 
that survey research staff identify design features that impact cost and error properties of 
key survey items, identify statistics related to these cost and error properties, monitor 
these statistics, and change the design based on the monitoring of these cost and error 
tradeoffs. Central to the approach is the notion of “phase capacity.” Surveys are 
implemented in phases. When a phase ceases to bring in sampled units whose responses 
change current estimates of key survey statistics, then it has reached its phase capacity. In 
their words, “ ‘[p]hase capacity’ is the minimum bias condition for an estimate in a 
specific design phase; that is, the best outcome for a statistic that a particular set of design 
features can produce” (Groves and Heeringa, p. 11). When the phase capacity has been 
reached, the survey needs a new design protocol. In this sense, the design is tailored – but 
tailored to the set of currently active cases. The tailoring is based on either the amount of 
time the case has been in the field or the number of calls made without response under 
the current protocol. If a sampled unit reaches the end of the phase without having 
responded, this is taken as evidence that this unit (aggregated with all other units at the 
end of this phase) needs a different protocol. 
In sum, the dynamic treatment regimes model offers a promising avenue for 
research into survey design methods. Surveys are inherently multi-stage processes and 
dynamic treatment regimes are designed for this situation. Leverage-Saliency provides 
theoretical justification for the approach. While there are some examples of research into 
“tailored” design, much more is needed. 
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3. Methods and Notation 
The statistical methods and design approaches developed for adaptive treatment 
regimes can be adapted to the survey realm. If we consider survey design features as 
treatments and completing the interview as the desired response, then the model 
translates directly into the conceptualizations of adaptive treatment regimes. Conditional 
on fixed covariates and previous treatments, the task is to find the most efficient next 
step. I will develop statistical models that allow us to identify efficient means for 
establishing contact with sampled persons. These models will be adaptive in that they 
incorporate information from each previous step as they seek the best next step. 
I will use the following notation to describe the approach. First, let Rij be the 
response indicator for the ith person at the jth call. The definition of “response” depends 
upon the context. It could mean completing a survey. In both of my applications, 
response signifies successfully contacting a household. Let Xij denote the vector of k 
covariates for the ith person at the jth call. These covariates can include information about 
the history of previous protocols used for case on the first (j-1)th calls. Let Sij be the 
vector of p variables defining the protocols available for the ith person at the jth call. The 
problem is to define a statistical model (logistic regression, for example) that allows us to 
estimate the values of Sij that maximize the Pr(Rij =1). The Xij can be used directly to 
match sampled persons to a protocol Sij, or they can be summarized in a propensity score 
pij, and then propensity strata can be matched to a protocol. 
The first application will hypothesize that there may be interactions between 
demographic characteristics of sample members and the design features used which 
impact the probability of contact. Greenberg and Stokes (1990) and Brick et al. (1996) 
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considered this hypothesis. I also hypothesize that the sequence and combination of 
protocols may lead to differing contact probabilities. Given the high dimensionality of 
this problem (matching cases based on all the details of previous protocols as well the 
fixed covariates on the frame), I will reduce these elements to a propensity score. 
Theoretically, it is possible to tailor the protocol to the specifics of each case, however, 
this is likely to be difficult with a large number of covariates. The propensity 
stratification approach is meant to balance the covariate distributions across the strata. 
This is a new approach to this problem. 
An alternative approach to this problem would be to develop a predictive mean 
model that predicts the survey outcome variable. One could then stratify the sample based 
on this predictive mean and then determine which protocol is most effective for each of 
these strata.  
In order to assess these interactions, I adopt the following two-stage strategy. In 
the first stage, I use the history prior to the call attempt j and the context data, to match 
those who were contacted with those who were not. I do so by creating strata based on 
propensity scores (Rosenbaum and Rubin, 1983). Let ijX denote a 1jk ×  vector of 
covariates for subject i prior to the call attempt j or at the end of the previous call attempt. 
Let ijR  denote the contact status (1: contact, 0: no contact) on the corresponding subject 
for the call attempt j. The propensity scores were estimated using a logistic regression 
model of the following form: (Pr( 1 | , ))ij ij ij j ij jp logit R= = =X α X α  where ijp  is the 
propensity score to match the respondents and nonrespondents prior to the next call 
attempt. The jα  are the kj coefficients in the logistic regression model. 
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In the second stage, I fit propensity models for contact at call attempt j conditional 
on the specific protocol used at this call attempt. Let ijS denote a vector of variables 
describing the protocol (treatment) used at call attempt j. Here I define protocols as the 
set of design features that are combined together for each attempt at contact. I then 
estimate the contact probabilities at call j, within each propensity stratum conditional on 
the specific protocol used during call j. Let ijR  be the outcome at call j for subject i, 
taking the value 1 if the attempt was successful and 0 otherwise. I estimate the probability 
of contact using logistic regression, (Pr( 1 | )ij ij jlogit R = = ijS ) S β , where the jβ  are the 
coefficients in the logistic regression model. 
I estimate these models for each of the propensity strata. Several months of 
previous surveys were used to estimate the posterior distribution of jβ . A normal prior on 
jβ  was assumed. This approach allows us to identify different highest probability 
strategies for cases with different fixed characteristics (including previous effort). In this 
approach, the previous effort is not incorporated in the ijS , but in the ijX  used for the 
propensity stratification models previously described. The task is to identify the set of ijS  
that maximize the probability of contact within each propensity stratum. This 
configuration is perhaps the most efficient protocol that would have maximized the 
propensity of contact. I use the posterior distribution of the coefficients from this second-
stage model to assess the probability that a given strategy is the contact propensity 
maximizing strategy. 
The second application will use data from a panel survey. Sampled household are 
interviewed at multiple points in time, or waves. The sample was developed from an area 
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probability sample of households. I will estimate the probability of contacting a 
household using a random intercept logistic model. This approach will allow me to 
develop household-specific estimates of the best times of day and days of week (i.e. “call 
windows”) for establishing contact with the household. The demographic variables 
denoted as the (1 x p) vector iX  for household i are used as predictors in the model. 
These are treated as fixed effects since there is almost no change in these variables within 
any household at any given wave. Let ilR  denote the contact status (1: contact, 0: no 
contact) on household i in window l. Each household is assumed to have its own intercept 
0iβ  which is from a 
2(0, )iN σ  distribution. The time and date of each call is used to 
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A separate model is estimated for each call window l. Table 3-1 shows how the each of 
the windows was defined. 
Table 3-1: Definition of Call Windows 
Window Definition 
1 Weekday Morning (Mon-Fri, 8am-12pm) 
2 Weekday Afternoon (Mon-Fri, 12pm-5pm) 
3 Weekday Evening (Sun-Thurs, 5pm-10pm) 
4 Weekend Evening (Fri-Sat, 5pm-10pm) 
5 Weekend Morning (Sat-Sun, 8am-12pm) 
6 Weekend Afternoon (Sat-Sun, 12pm-5pm) 
 
In the next section, I will implement these methods. The first application is 
implemented on a centralized, telephone survey and the second application uses data 
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from a panel survey with telephone and face-to-face interviewing. I will use 
observational data. Methods for observational data have been developed in other areas, 
including propensity score methods (Rosenbaum and Rubin, 1983). Winship and Morgan 
(1999) provide a detailed review of these methods. The problem is that these methods 
rely on a specified model to account for differences between those “assigned” to the 
treatment and control groups. If the model is misspecified, then biased estimates of 
treatment effects can still occur. Even with this limitation, these methods provide a sound 
starting place for research into tailored methods. There are vast amounts of data available 
to be analyzed. Eventually it will be desirable to implement experiments to verify that 
tailored protocols identified through analysis of observational data are, in fact, effective.  
In addition, I will be focusing on one phase (which nevertheless involves several 
steps) of the survey process. One goal, suggested by the dynamic treatment regimes 
model, is to extend these methods to multiple phases and – ultimately – seek to identify 
optimal dynamic treatment regimes over all phases.  
Finally, the methods proposed here are not “optimal dynamic treatment regimes” 
in the sense indicated by Murphy (2003). They are not shown to be the most efficient 
methods to establish contact or conduct an interview over multiple calls or multiple 
phases. To use the terminology of reinforcement learning (Sutton and Barto, 1998), the 
protocols that I identify as “best” in the two applications presented here are “greedy.” 
That is, at each step the protocol that is identified as best has the maximum immediate 
gain. They do not consider long-term consequences of the current action. An optimal 
regime might determine, for example, that a protocol with a lower probability of success 
for the current call is part of a multi-phase strategy with an overall higher probability of 
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success than a strategy that includes for the current call a protocol with a higher 
probability of success. However, if my applications are successful, this suggests that a 
research program aimed at identifying optimal dynamic protocols for surveys could also 
be successful. 
4. Applications 
4.1 Application One: An RDD Survey  
4.1.1 The Survey: Survey of Consumer Attitudes 
I have undertaken the examination of observational data from the Survey of 
Consumer Attitudes (SCA), an ongoing RDD survey conducted each month by the 
Survey Research Center at the University of Michigan. SCA collects approximately 300 
RDD interviews per month. The main statistic produced by the survey is the Index of 
Consumer Sentiment (ICS). This Index is widely reported and has been found to be 
highly predictive of economic trends (Curtin, 2007). 
One of the most difficult tasks in an RDD survey is establishing contact with 
prospective respondents. Using data from SCA, Curtin, Presser, and Singer (2005) note 
that the noncontact rate grew an average of .63 percent per year between 1979 and 2003. 
This trend has led us to the point where noncontacts are now as large a component of the 
nonresponse to this survey as refusals. While others have considered the timing of the 
call and the lag time between calls (Stokes and Greenberg, 1990; Weeks, et al., 1987; 
Kulka and Weeks, 1988; Dennis et al., 1999; Brick et al., 1996), no one has considered 
all of the design features taken together as a single “protocol” simultaneously. The goal 
of this analysis is to locate the next protocol with the highest probability of contact 
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conditional on the fixed covariates of cases as well as previous protocols administered to 
those cases. 
4.1.2 Data and Methods 
The data I analyze here include the history of all calls made, including the time, 
date, offer of incentives, and the result obtained for the combined months of 2003 
through 2005 (n=25,602 sampled telephone numbers). The sample was developed using 
the Genesys sampling system. Genesys links telephone exchanges to an estimated 
geography. Census data for these geographic areas provide “context” data for all sampled 
telephone numbers.  These data include information about the age, income, and race 
distributions of the population associated with the exchange of the sampled telephone 
number as well as information about urbanicity, housing, and other characteristics of the 
geographic area in which each telephone number is estimated to be. These types of data 
have been used by others to estimate contact, screening, and interview probabilities for 
use in weighting adjustments (Lu, Hall, and Williams, 2002; Johnson et al., 2006). 
One limitation of an analysis of observational data is that we can only consider 
the methods that were actually employed by the process that created these data. The 
variation in the data will be limited by the calling rules and design features that are the 
current practice. We cannot estimate outside the range of these data. Fortunately, very 
general rules have been employed for the collection of these data, and, hence, the 
variation in the data is quite large. An additional limitation is that the calling rules and 
design features employed may have been determined by variables that are not observed. 
The choice of when to leave an answering machine message could be influenced by 
characteristics of the household that are observed by the interviewer but not available in 
 
65 
the data – something about the outgoing message, for instance, that leads the interviewer 
to leave messages when they are more likely to be effective. Confounding factors such as 
these are possible in observational data. This seems less likely for the timing of the call -- 
particularly in the calls made before contact since there is very little information available 
to interviewers or the calling algorithm that could influence this decision. The data 
employed here, other than the history of previous calls, are not used by the algorithm nor 
revealed to the interviewers. 
The list of predictor variables ( ijX ) in the first-stage model are listed in Table 3-2. 
The context variables encompass most of the data available through the Genesys 
sampling system. Previous research in this area suggests that the urbanicity and median 
income of the estimated geographic area (Dennis, 1998; Brick et al. 1996) are predictive 
of differences in contact rates using a different definition of contact windows. As part of 
the modeling fitting exercise, I tried different transformations on some of these variables 
and found that the natural logarithm of the median income produced better fit. Brick et al. 
(1996) reported using a similar strategy. Other research has reported that the proportion 
of the population that is Black, the proportion Hispanic, and the median years of 
education of the estimated geography of the telephone number are predictive of contact 
rates as well (Brick et al., 1996).  
The history of previously applied protocols is also included in these propensity 
models. In this manner, the next step is conditioning on the previous protocols. The 
protocol used on a case for the first call is used to estimate the propensity of contact on 
the second call (and, hence, is used in the propensity stratification); the protocol used on 
a case for the second call is used to estimate the propensity of contact on the third call; 
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and so on. In theory, we could match protocols to each particular combination of history 
of protocols and context variables. Unfortunately, this would require enormous sample 
sizes. Instead, we are incorporating this information into the best scalar summary of these 
variables – the propensity score (Rosenbaum and Rubin, 1983). The predicted 
probabilities were divided into quintiles to create matched strata.  
Table 3-2: Contact Propensity Predictor Variables (Xij) 
CONTEXT VARIABLES HISTORY OF PREVIOUS 
PROTOCOLS 
Listed/Letter Sent Call 1: Weekday Day 
% Exchange Listed Call 1: Weekend 
Household Density (households per 
1000Sq ft.) 
Call 1: Answering Machine  
Median Yrs Education Call 1: Incentive Offered in Answering  
Machine Message 
Log(Median Income) Call 1: Left Message on Answering 
Machine 
Census Region  Call 2+: Weekday Day 
% 18-24 Call 2+: Weekend 
% 25-34 Call 2+: Answering Machine 
% 35-44 Call 2+: 1 Day after Previous Call 
% 45-54 Call 2+: 2 Days after Previous Call 
% 55-64 Call 2+: 3 Days after Previous Call 
% 65+ Call 2+: 4 Days after Previous Call 
% White Call 2+: 5+ Days after Previous Call 
% Black Call 2+: Incentive Offered in Answering  
Machine Message 
% Hispanic Call 2+: Left Message on Answering 
Machine 




In the second-stage model, the components of the protocol are used to predict the 
probability of contact. Table 3-3Error! Reference source not found. shows the 
predictor variables ijS  that were used in the second-stage model to define the protocols in 
these models.  
Table 3-3: Variables Defining the Protocols (Sij) 
VARIABLE DESCRIPTION 
Timing of Call  Day of week and time of day; 3 
different windows 
Time between calls  Same day, 1, 2, 3, 4, or 5 or more days 
Answering 
Machine/Incentive 
No Message, message, message with 
incentive offer 
 
There are three call windows, six lag times between calls, and three approaches to 
answering machines giving a total of 54 (3x6x3=54) possible protocols. Due to sample 
size limitations, I needed to limit the overall number of protocols. I did this by creating 
only three call windows. Other authors have considered more than three (Dennis et al., 
1997; Kulka and Weeks, 1988; Weeks et al., 1980). In an effort to define the most useful 
call windows, I broke down contact rates for each day of the week and each hour of the 
day using three years of data from the RDD survey. I then grouped these hours back into 
useful windows by “merging” hours with similar contact rates until I had three windows 
left. For the lagged number of days between calls, I applied a similar approach. I used the 
same three years of data to calculate contact rates by number of days after the previous 
call. These rates leveled off after five days, so I grouped all calls that were lagged five or 
more days after the previous call together. I decided to include answering machine 
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messages as part of the protocol as there is contradictory evidence on the utility of these 
messages. Xu et al. (1993) conclude that these messages help increase participation rates, 
while Link et al. (2003) conclude that these messages are not helpful. A message left on a 
previous call is considered to be part of the strategy for the next call since that is the call 
most likely to be affected by a message. For example, a message left on the first call is a 
part of the protocol for the second call. 
4.1.3 Results 
The posterior distribution of the coefficients in the logistic model was simulated 
using the Metropolis algorithm (Gelfand and Smith, 1990; Tierney, 1994). Three chains 
of 10,000 iterations were run with 1,000 burn-in iterations. I used the Gelman-Rubin 
statistic to judge the convergence of these chains (Gelman and Rubin, 1992). 
Convergence is generally considered to have been achieved if this statistic is close to 1.0. 
In this analysis, the Gelman-Rubin statistic was 1.05 at its highest and was generally less 
than or equal to 1.01. 
Figure 3-1 display the results for the analysis of the second call attempt. The 
light-colored bars to the right of the axis show the average posterior probability of contact 
for each of these protocols. The protocols are defined in the columns on the left. The first 
column with a graph shows the average posterior probability of contact for the lowest 
propensity stratum (stratum 1). In this stratum, there is a great deal of variation in the 
probabilities, suggesting that the choice of protocol does have an impact on the 
probability of contact. The second column with a graph shows the average posterior 
probability of contact for the middle propensity stratum (stratum 3). The third column 
with a graph shows the results for the highest propensity stratum (stratum 5). In the 
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highest propensity stratum, there is very little variation in the success of the various 
protocols. This result implies that in this stratum, the choice of protocol has less impact 
on the probability of contact.
 
Figure 3-1: Average Posterior Probability of Contact for Each Second Call Protocol 
by Propensity Stratum 
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The dark blue bars to the left of the axis show the proportion of cases that actually 
received each protocol. The actual protocols do not vary much across the strata. Most of 
the calls were placed on weekday evenings and weekends; no answering machine 
messages were left; and this call (the second call) was placed 1 to 2 days after the first 
call. In the medium and highest propensity strata (strata 3 and 5), these protocols are 
about as effective as any protocol that does not include the offer of an incentive. In other 
words, the answering machine message or time between calls seems to have little impact 
on contact rates. In the highest propensity stratum, even the choice of call window seems 
to have little impact on the probability of contact. In sum, it seems that the protocols that 
were actually used are tailored to the average or highest propensity cases. For these cases, 
an answering machine message or longer lag time between calls seems to have little 
impact on the probability of contact. However, these protocols are less effective in the 
lowest propensity stratum. For instance, less frequent calling and leaving messages on 
answering machines would do better in the lowest propensity stratum. This finding 
provides some confirmation of the Leverage-Saliency theory. In practice, a strategy that 
is equally effective for the high and medium strata is applied to the lowest propensity 
stratum. Thus, a tailored approach should improve the efficiency of the effort to contact 
sampled units. 
In order to assess the increased efficiency of these strategies tailored to each of 
the propensity strata, I compared the empirical contact rates to the estimated contact rate 
of the protocol with the highest probability of contact. The protocol with the highest 
probability of contact varied across the propensity strata. However, the protocol with the 
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highest probability of contact often included an offer of an incentive or a long lag time (5 
or more days) between the first call and the second call. The incentive may not be cost 
effective for establishing contact. Therefore, we may want to consider the impact of not 
offering it. In addition, waiting five days between calls is operationally difficult as it 
requires a long field period with low staffing levels. Therefore, Table 3-4 includes the 
estimated probability of contact under the protocol with the highest probability of 
contact, and also the same protocol with no incentive offer, the same protocol with a 
shorter lag between calls (the length of the lag is in parentheses), and the same protocol 
with no incentive and a shorter lag time between calls. Each of these protocols is 
estimated to achieve a higher contact rate than was achieved empirically. 
Table 3-4: Achieved and Estimated Maximum Contact Rates by Propensity Stratum 












5+ Day Lags 
(Best lag) 
1 Low 0.05 0.17 0.16 0.06 (1) 0.06 (1)
2 0.08 0.28 0.26 0.12 (2) 0.10 (2)
3 0.16 0.48 0.40 0.25 (1) 0.22 (1)
4 0.24 0.47 0.43 0.35 (2) 0.32 (2)
5 High 0.28 0.49 0.47 0.40 (4) 0.38 (4)
TOTAL 0.20 0.47 0.43 0.30 0.27
 
It is encouraging to note that there are simple changes that could be made to 
produce efficiencies in establishing contact. These changes involve changing the timing 
of calls, the delays between calls, and whether a message is left on an answering 
machine. Since these changes sometimes go in the opposite direction for cases in 
different propensity strata, there is hope that they would not require impossible staffing 
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plans in order to be implemented. A rule that said call every case on the first day and then 
call all nonfinal cases back on the second day, for example, would be difficult to 
implement for just this reason. 
Figure 3-1 does not clearly illustrate whether the best strategies for achieving 
contact differ across the strata. Figure 3-2 does show the differences in strategy by 
stratum. In this figure, a dotted line indicates where zero is. Coefficients greater than zero 
represent protocols that tend to increase the probability of contact; those less than zero 
decrease the probability of contact. Each box-and-whisker plot represents the coefficient 
for a stratum. Stratum 1 is the lowest propensity stratum while stratum 5 is the highest 
propensity stratum. Looking at the posterior distribution of the coefficients for a weekend 
call (bottom right graph), it appears that for strata 1, 3, 4, and 5 most of the posterior 
distribution of the coefficients is less than zero, indicating that for these strata, a weekend 
call may be less effective than a call at other times. On the other hand, in stratum 2, most 
of the posterior distribution of the coefficient is positive, indicating that a call in this 
window may increase the probability of contact for cases in this stratum. 
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Figure 3-2: Posterior Distribution of Coefficients for Selected Components of the 
Second Call Protocols by Propensity Stratum 
 
It seems that leaving a message has a positive impact on the probability of contact 
in the lowest propensity stratum (the stratum 1 posterior distribution of this coefficient is 
largely positive) and a negative or no impact in the other strata. The posterior probability 
that a message left on an answering machine will increase the probability of contact for a 
case in stratum 1 – the lowest probability stratum – (i.e., 1,Pr( 0)Str AMβ > ) on the next call 
is 0.76 in stratum 1. The posterior probability for this protocol is 0.41 in stratum 5, the 
highest probability stratum. A similar result can be seen for placing a weekend call. This 
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is a better strategy for lower propensity cases (propensity stratum 2). We might speculate 
that persons in this stratum are at home more on the weekends than during the week, or 
that they screen their calls less on the weekend than during the week. 
Table 3-5 summarizes the posterior probabilities that a coefficient is positive for 
the second call protocols. The table shows the probability that the impact of this protocol 
in this stratum will be to increase the probability of contact. For example, there is a 3% 
chance that if the second call to a stratum 1 case (lowest propensity stratum) is placed on 
a weekday day that this will increase the probability of contact relative to placing the call 
in a weekday evening window. For some protocols, we do not see as marked a 
differentiation in best strategies across the strata. In general, waiting longer between calls 
seems to have a higher probability of contact. 
Table 3-5: Posterior Probability that a Coefficient for a Component of  the Second 
Call Protocol is Positive 
1 2 3 4 5+
1 0.03 0.02 0.76 0.99 1.00 0.54 0.42 0.90 1.00
2 0.14 0.78 0.66 0.99 0.94 0.99 0.59 0.95 1.00
3 0.00 0.02 0.99 0.88 1.00 1.00 0.90 0.58 1.00
4 0.00 0.00 0.42 0.83 1.00 1.00 0.94 0.93 1.00
5 0.00 0.04 0.41 0.61 0.60 0.52 0.08 0.90 1.00
Incentive
Days Between Calls
Stratum Weekday Weekend Message
 
These results may be refined by matching strategies to specific covariates rather 
than the propensity score, which is a scalar summarization of all the covariates. Such 
refinements may help reduce the variability in the estimated coefficients seen in Figure 
3-2. Unfortunately, even with our relatively large sample size, I was not able to do this. It 
is the case that some protocols are rarely used. 
These analyses indicate that there are efficiencies to be gained. My hypothesis 
that different protocols will interact with demographic characteristics of potential 
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respondents as well as with previous treatments were at least partially confirmed. In 
addition, given the variety of best treatments and the nearness (in terms of probability) of 
next best treatments, these data suggest that a partial set of rules based on the results of 
these analyses would be operationally feasible.  
This is all based on the relatively “thin” data available about RDD telephone 
numbers before contact. It seems likely that the data available after contact has been 
established, or in face-to-face surveys, would be even more powerfully applied under this 
approach. 
This application has been limited to the sequence of protocols applied as we 
attempt to gain contact with sampled households. However, contact is only one stage in 
the survey process. There are also screening, refusal conversion, and interviewing steps 
to be completed. My approach has been myopic in that I only attempt to maximize 
contact without regard for how this might impact later stages of interviewing. For 
example, we can surmise that calling at 3am might be very successful at gaining contact, 
but that this protocol would greatly decrease the probability of interview. Carton and 
Loosveldt (1999) consider how the quality of the initial contact influences final response 
rates. I have considered the sequence of steps aimed at achieving contact. Further 
research is needed into the whole sequence of the survey process and how the protocols 
at each stage (e.g. screening) interact with those applied on other stages (e.g. refusal 
conversion or interviewing) of the process. The dynamic treatment regimes approach 
offers a roadmap for this research might be conducted. The results developed here 
suggest that such a research program could be successful. 
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4.1.4 A Proposed Learning Algorithm 
My analyses are based on observational data. These analyses do, however, 
suggest a useful experimental strategy. I propose using the posterior densities of the 
model coefficients to randomly assign strategies to cases. Strategies would be assigned 
with probability proportional to the probability that the strategy is the one with the 
highest probability of achieving contact. Sutton and Barto (1998) term this a “softmax” 
strategy. For example, if in propensity stratum 2, there is a 78% chance that a weekend 
call would do better than a call placed at another time, then 78% of the cases in this 
stratum would be randomized to a weekend call. If the results are confirmed by the 
experiment, then when the posterior distributions are updated with the new data, the 
proportion of sample assigned to this protocol in the next iteration of the survey will 
grow. 
This approach could be used even when very little or no data are available prior to 
fielding a survey. Weak priors could be used in order to give higher probability to 
strategies that are assumed to be better (e.g., weekend and evening calling). A weak prior 
would allow the experiment to explore strategies. As data accrue, successful strategies 
would have larger proportions of cases assigned to them.  
This approach implies learning or adaptation at two levels. First, in the short term, 
it could be used to experimentally identify strategies that are tailored to the specifics of 
the case. The strategy would hone in on the best strategies as data accumulate. Second, in 
the long term – and assuming that some exploration is always allowed to happen – the 
strategy could adapt to a changing social environment in which the best strategy of today 




4.2 Application Two: Mixed-Mode Panel Survey  
4.2.1 The Survey: The Health and Retirement Survey 
A second application of this approach is considered for a mixed-mode panel 
survey. The Health and Retirement Survey (HRS) is a national sample of adults who have 
retired or are approaching retirement. The survey collects a large amount of financial and 
health information on each respondent. HRS attempts to interview panel members every 
two years. In 2006, the year I will be looking at, a random half of all panel members were 
selected for a face-to-face interview. Interviewing in this mode was necessary in order to 
allow the collection of physical measures on respondents – for example, height, weight 
and blood spots. For cases that are scheduled to be interviewed face-to-face, interviewers 
are encouraged to call by telephone and set an appointment for the interview in order to 
save travel costs. The panel is updated with new cohorts as they approach retirement age.  
The goal of the following analysis is to evaluate strategies for establishing contact 
with households. However, in this case, I will only consider the timing of the call. Most 
previous research has focused on the average best time to call (Weeks, 1980), the best 
three-call sequence (Weeks, 1987), or the best nine-call sequence (Cunningham et al., 
2003). The articles by Greenberg and Stokes (1990) and Brick et al. (1996) are important 
exceptions. Greenberg and Stokes consider the best time to call, conditional on the timing 
and outcome of previous calls. Brick et al. (1996) consider the best timing of a call 
conditional on the outcome of previous call as well as Census data from the estimated 
geography of the telephone number. Several studies have considered interviewer 
behavior in the context of face-to-face surveys (Snijkers, 1999; Purdon, 1999; Bates, 
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2003; Wang et al., 2005) where the timing of the call is determined by the interviewer. 
These studies note that the timing of the call is important in establishing contact. They 
also note that interviewers have different levels of ability in terms of determining when 
the best time to call is. Potthoff et al. (1993) attempt to model contactibility, but for the 
purpose of developing a weighting scheme that corrects for bias due to noncontact. 
In fact, we are not interested in the average best time to call. When faced with the 
decision about when to time the next call for a case, the average is simply an estimate that 
does not use any information about the specific household. What we really want to know 
is the household-specific probability that someone will be at home (and answer the door 
or telephone) at different times of the day and days of the week.  
In the area of marketing research, Rossi, McCulloch, and Allenby (1996) consider 
a similar problem. Their goal is to customize or tailor the face value of a coupon to a 
specific household. They attempt to estimate household-level parameters using 
demographic and purchase history data. Other researchers in the area of marketing are 
considering a similar problem in the context of advertising on the internet (Gooley and 
Lattin, 2000; Simester, Sun, and Tsitsiklis, 2006; Bertsimas and Mersereau, 2007). Bult 
et al. (1997) consider a method for estimating interactions between the target population 
and the characteristics of a fund-raising mailing that can be used to optimize these 
mailings. 
Bollapragada and Nair (2001) consider the problem of improving “right party 
contact” rates at credit card collection calling centers. They conceive of the problem in a 
manner similar to that of Rossi and his colleagues. In other words, their goal is to 
estimate contact probabilities for each household the call center is attempting to reach. 
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They develop an algorithm that begins from the average contact rates and adjusts these 
starting values upward for each household when a call attempt is successful and 
downward when the attempt fails. 
4.2.2 Data and Methods 
In contrast with the situation with an RDD survey, this survey has a rich set of 
data on panel members. These data include both the survey items and the paradata 
collected from previous waves. HRS attempts to collect an interview every two years 
with panel members. These interviews include demographic data, health and financial 
measures. In addition, a record for every call is kept. This record includes the time and 
date of the call as well as a result code indicating the outcome of the call. I used data 
from the HRS (persons born between 1931 and 1941), CODA (Children of the 
Depression, persons born 1923-1930), and War Baby (1942-1947) panels (Leacock, 
2006). There were 12,368 households included in the analysis. Table 3-6 shows the 
variables selected for use in the models. These variables are available on the “Tracker” 
file provided by the HRS. This file summarizes these demographic variables for each 
panel member for each wave of the survey. Of course, many more variables would be 
available if additional data from the survey itself were included. However, the variables 
in Table 3-6 are predictive of our ability to contact households (Groves and Couper, 
1998; Brick et al., 1996; Dennis et al., 1998; Nicolleti and Peracchi, 2005). In particular, 
in the panel survey setting, information from previous waves of the panel is highly 
predictive of outcomes in subsequent waves (Nicolleti and Peracchi, 2005; Lynn et al., 
2002). The call records are used to determine the timing of the call and whether contact 
was made.  
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Table 3-6: Variables Used in Models Predicting Contact in 2006 
Demographic Variables ( iX ) Call Record 
Variables 
Age Date of Call 
Race Time of Call 
Ethnicity Result Code 
Marital Status Mode of Call 
Living in Nursing Home  
Interview in 2004  
Final Refusal in 2004  
Education  
Total Calls in 2004  
Couple Present in Household  
Sex of Panel Member  
 
The goal is to determine the best timing of the next call. Therefore, I am 
simulating the estimates we would have had after each call of the 2006 survey. I estimate 
the probability of contact in each of six windows using multi-level logistic regression 
models. These models were estimated using the call records and demographic data 
described above. The models were first estimated using just the call records from 2004. 
In some households, not all of the six windows were called. For those cases, the estimate 
of the probability of contact was based on the average intercept and covariates.  
We have call records dating back to 1992 for many of these households. I could 
have used these data, but would either have had to assume that the contact probabilities 
were stable over that time period or would have assumed some time series model. 
Instead, I assumed that the most recent wave (2004) would be the most informative and 
used only those data. I also ignored the mode of the call. To include it in the models 
would have led me to be prescriptive regarding the mode. I estimated the models with the 
mode variable and got similar results. Therefore, I decided to leave it out. 
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In addition, I assumed that the calls were independent, random draws from a 
Bernoulli distribution of the probability that the household could be contacted. In order to 
make this assumption more plausible, I deleted any calls that were set as appointments. 
Since I am assuming that these were independent trials, I did not enter the call number as 
a predictor into these models. This assumption enables me to estimate the probability of 
being at home for any call in that window. I did not want to estimate, for example, the 
probability of being at home after eight calls of a particular sequence.  
After estimating the models using the 2004 data, I added the first call from 2006 
and re-estimated the models. I continued this iterative process through the first ten calls 
of the 2006 survey. Many cases are finalized before the first ten calls have been placed. 
For cases with multiple calls, the successful or unsuccessful call attempts add data that 
can change our estimate of the probability of contact for each household and window 
combination. 
The method proposed here extends and develops the approaches of Rossi et al. 
(1996) and Bollapragada and Nair (2001). First, rather than adjust estimated probabilities 
after each call by a fixed amount, I model the contact probability using a multi-level 
model patterned after Rossi et al. This approach allows us to assess our uncertainty about 
these estimates. This measure of uncertainty may be useful as we develop policies for 
timing of the call. Second, I involve demographic covariates in the model. Third, I 
propose learning algorithms that may help prevent getting stuck in a “dead end.” Finally, 
in Section 5 I suggest how the policies might be implemented in a decentralized situation 
where interviewers make decisions about the timing of the call as opposed to having 




The estimated and actual contact rates are presented in Table 3-7. The models 
(updated after each call placed in 2006) estimated that 52.6% of the calls would lead to 
contact. In reality, 53.8% of calls did lead to contact. However, if we pose the 
hypothetical, what would the contact rate have been had the interviewer always called the 
window with the estimated maximum probability of contact, the estimate is 69.8%. This 
indicates that there is room for increased efficiency in this survey. 
 










0.526 0.538 0.698 
 
Unless our estimates change from call to call, this method has very little chance of 
improving contact rates over a strategy that always called the window with the highest 
probability of contact estimated from a previous wave. If the same window is always 
estimated to be the window with the maximum probability of contact, then the added 
information is not leading us to adaptively change our strategy. Therefore, we hope to see 
changes in the estimate of the window with the highest probability. Table 3-8 shows the 
percentage of cases having the highest probability of contact after each call. The first 
column, labeled “Pre-Call 1” is the percentage of cases that were estimated to have each 
window as the window with the highest probability of contact. For example, 10.7% of 
cases prior to the first call had the maximum probability of contact for a call placed in 
Window one (Weekday Morning). However, after the first call placed in 2006, the 
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percentage of cases that have the maximum probability of contact in this window has 
grown to 16.6%. This indicates that our estimates are “adapting” to the new information.  
Table 3-8: Estimated Percentages of Households that have the Maximum 
Probability of Contact in Each Window after Each Call 


























10.7 16.6 16.1 15.9 16.4 16.5 16.4 16.5 16.5 16.4 16.5 
2: Weekday 
Afternoon 
13.7 24.3 23.5 23.8 24.2 24.5 24.5 24.6 24.5 24.6 24.8 
3: Weekday 
Evening 
64.0 41.2 43.4 43.8 43.3 43.1 43.1 42.9 42.9 42.9 42.6 
4: Weekend 
Evening 
6.7 7.9 7.8 7.7 7.4 7.3 7.3 7.3 7.6 7.5 7.4 
5: Weekend 
Morning 
2.2 4.6 4.5 4.4 4.4 4.4 4.4 4.3 4.3 4.3 4.4 
6: Weekend 
Afternoon 
2.7 5.4 4.7 4.4 4.3 4.2 4.3 4.3 4.3 4.3 4.3 
 
Although Table 3-8 presents the net changes, it is clear that as we update the data, 
our estimate of the window with the maximum probability is changing. The most 
dramatic change occurs after the first call. More than 20% fewer cases have window 
three (weekday evening) as the maximum probability window. Windows one (weekday 
morning) and two (weekday afternoon), on the other hand, have experienced large jumps. 
Again, the models that estimate these probabilities condition on the fixed characteristics 
described in Table 3-6. However, after each call, they add the success or failure of that 
call to the set of information included in the estimates for the next call. In this way, this 
method is somewhat akin to the method of Bollapragada and Nair (2001). They increase 
or decrease the probability of contact in each window for each household by a fixed 
multiplicative factor after each successful or failed contact attempt. In my method, the 
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hierarchical models re-estimate this “multiplicative” quantity after each call over the 
entire dataset. 
In order to assess these changes at a household level, I looked at the proportion of 
cases that had changes in the estimate of the window with the maximum probability of 
contact.  Table 3-9 shows the proportion of cases that had at least one change over the 
course of the first 10 calls. About half the cases never experienced a change in the 
estimated maximum probability window. The next largest proportion, about 41%, had 
one change over the course of 10 calls. The remaining 10% had more than one change. In 
sum, a slight majority of cases have a changed estimate of the maximum probability 
window that results from the accrual of data. This means that there is adaptation 
occurring. This adaptation will allow the search for contacts to be more efficient.  

















Most of these changes are occurring quickly in the data collection process. Table 
3-10 shows the proportion of cases that change the estimate of the maximum probability 
window after each call. 








1 to 2 0.471 
2 to 3 0.057 
3 to 4 0.038 
4 to 5 0.029 
5 to 6 0.021 
6 to 7 0.025 
7 to 8 0.017 
8 to 9 0.018 
9 to 10 0.015 
10 to 11 0.013 
 
This rapid change might be explained by several factors. First, there is an 
indicator variable in the model so that different waves will be allowed to have different 
effects. The impact of this fixed effect is averaged over all the cases. Second, life changes 
might result in changed at-home patterns that are picked up as attempts occur. Finally, the 
first call attempt is received by all sample members and quite often is successful (in terms 
of contact and interview). This may lead to a shift in estimate of the maximum 




The model did not include call number. The assumption of the model is that each 
call is an independent trial of a Bernoulli process. Under this assumption, the contact 
probability should be the same at each attempt. If we look at the distribution of contact 
rates and estimated contact rates by call number shown in Table 3-11, we notice that the 
actual contact rates are decreasing. In fact, those households that require more attempts 
are generally more difficult to contact regardless of the timing of the call.  













1 0.524 0.593 0.805 
2 0.572 0.511 0.677 
3 0.545 0.518 0.671 
4 0.528 0.524 0.665 
5 0.525 0.524 0.661 
6 0.505 0.528 0.657 
7 0.506 0.526 0.653 
8 0.496 0.527 0.650 
9 0.460 0.515 0.645 
10 0.440 0.522 0.643 
11 0.439 0.522 0.641 
 
It seems clear that the model fits the data well since the model estimates 
correspond well to the empirically observed contact rates. In practice, this procedure 
provides household-level estimates of contact probabilities that can be used to guide data 
collection strategies. The evidence indicates that contact rates can be improved if the 
model estimates are used to guide data collection. This should improve the efficiency of 
 
88 
the survey since fewer calls that do not result in contact will be made. These decisions are 
currently left in the hands of interviewers. They must use their best judgment and 
experience when deciding which window is the best time to call for each household. 
Interviewers also see each housing unit and have, in this way, more “data” on each 
household with which to shape their judgments. However, interviewers only have data on 
the cases that are part of their workload. They do not see the full sample. A statistical rule 
such as the one proposed here has the benefit of being able to use data from the entire 
sample. These data are not available to the interviewers. The statistical model can 
average over all the cases in estimating the parameters. These reasons may explain why 
the statistical model does better at estimating the best time to call compare the 
interviewer decisions. 
However, these data were gathered by interviewers who used their own judgment 
about when to place the call. If those decisions had been guided by a statistical rule, then 
a different set of calls would have been made. Would these decisions have led to the 
relatively quick estimation of the best time to call that we see in this analysis of 
observational data? It is possible that the interviewers are using a learning algorithm that 
is somewhat less efficient at first, but gives us the data we need in order to more quickly 
identify the best time to call. This raises the question about how to make these decisions 
adaptively such that over time the optimal strategy (in this case, timing of call) is 
identified quickly. The next section deals with this question. 
4.2.4 Potential Learning Algorithms 
The challenge that interviewers face is achieving contact in as few calls as 
possible. They are not trying to determine each household’s probability of contact for 
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each of the different windows. If they establish contact on the first call, they will not need 
to attempt the other windows to see if they have a higher probability of contact. In the 
context of a learning algorithm, this is an important distinction. Given that we generally 
are not certain of when people will be home, establishing contact is a process of trial and 
error. The question is which process achieves our goal of minimizing the number of calls 
required to achieve contact. 
Several algorithms for learning have been proposed (see Sutton and Barto, 1998 
for a review). The tension is between the competing goals of exploitation and 
exploration. “Exploitation” strategies seek to maximize short-term gains without regard 
for long-term consequences. “Exploration” strategies will sacrifice short-term gains in the 
interest of gaining information which may increase long-term gains.  
I did simulations of two algorithms to see how they performed in terms of 
learning to establish contact. The first algorithm is to always call the window with the 
estimated maximum probability of contact. This is an “exploitation” algorithm which 
may, in the end, explore very few options. The second algorithm uses the 95% 
confidence limits around the estimate of the probability of contact. The second algorithm 
always calls the window with the highest upper confidence limit on the estimate of the 
probability of contact. Although this is a deterministic strategy (i.e. there is no 
randomization in the selection of a next strategy) it is still an “exploration” algorithm 
since it encourages the use of protocols about which we are uncertain but which have 
some chance of being the best action. In this case, the latter algorithm will call windows 
that have relatively high estimated probabilities of contact (but not necessarily the 
highest) and relatively high variance. In other words, our uncertainty about these cases is 
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greater and prevents us from ruling out the hypothesis that this window has the highest 
probability of contact. This strategy will call a window until our uncertainty about its 
estimated probability of contact is reduced to the point where other strategies have higher 
upper confidence limits.  
The second algorithm has shown to be optimal in long-run situations (Lai, 1987). 
The shortest run that Lai considers is 100 trials. However, our situation is generally a 
much shorter run. The average number of calls to completion in HRS is 7.0. Table 3-12 
shows the percentage of cases completed at each call number in the 2006 survey. The 
median number of calls to finalization is four calls. About 83% of cases are finalized in 
10 or fewer calls. For most cases, the number of calls required to finalize the case is a 
very short run relative to the “short-runs” considered by most learning approaches. In the 
extreme, if we only planned to make one call, we should always choose an exploitation 








Frequency Percent Cumulative 
Percent 
1 438 1.95 1.95 
2 4100 18.26 20.21 
3 3913 17.43 37.64 
4 2901 12.92 50.56 
5 2115 9.42 59.98 
6 1630 7.26 67.24 
7 1221 5.44 72.68 
8 1049 4.67 77.36 
9 743 3.31 80.66 
10 620 2.76 83.43 
11 497 2.21 85.64 
12 423 1.88 87.52 
13 318 1.42 88.94 
14 294 1.31 90.25 
15 229 1.02 91.27 
16 184 0.82 92.09 
17 182 0.81 92.90 
18 151 0.67 93.57 
19 130 0.58 94.15 
20-29 766 3.41 97.56 
30-39 308 1.37 98.94 
40-49 116 0.52 99.45 
50+ 123 0.55 100.00 
  
In order to compare learning methods, I have developed Monte Carlo simulations 
for three approaches. Two of the approaches were described above: the exploitation 
approach of always calling in the window with maximum estimated probability, and the 
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exploration approach of always calling the window with the highest upper confidence 
limit. The third approach is to always randomly choose a window for the next call.  
The Monte Carlo simulations were set up in the following manner. First, “true” 
contact probabilities were generated for each of six call windows for 1,000 simulated 
households (these probabilities are denoted ijπ  for the i
th window and jth household) 
using a beta distribution. This led to 6,000 independent draws. Second, the average 
probabilities for each window ( iπ ) were calculated across the 1,000 households. These 
averages were used as starting values for our estimate of the contact probability of each 
household. In other words, each household had the same starting estimate. This value was 
the true population average. These starting values were used to specify the parameters of 
a beta distribution. The average was used as the estimate of the mean of the distribution. 
Since the beta distribution variance is a function of the “sample size,” I tried different 
prior sample sizes for the beta distribution. In the end, the initial α and β parameters for 










where iπ  is the population average contact probability in window i. 
These prior assumptions were then updated with data by simulating the first call 
following the three algorithms specified above and updating the α and β parameters 
depending upon the success or failure of the call. The result of the call was determined by 
comparing a draw from a uniform distribution to the “true” value ( ijπ ) for the household 
and window combination. The beta distribution was updated with the result of the call. 









The process was iterated through ten calls. The simulation was repeated 1,000 times with 
the same setup. 
The first simulation used the contact probabilities from HRS 2006 as parameters 
for the beta distribution from which the true values ( ijπ ) were drawn. These contact 
probabilities are displayed in Table 3-13. The average probabilities across the six 
windows do not vary much.  
Table 3-13: HRS 2006 Empirical Contact Rates by Window 








The results of the simulation are displayed in Figure 3-3. The random strategy 
shows the average probability of contact. A strategy informed with knowledge of the true 
probabilities should do better than this line.  
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Figure 3-3: Simulation of Learning Algorithms Using HRS 2006 Empirical Contact 
Rates 
 
Table 3-14 shows the distribution of calls by window for each call number. From 
this table, it seems that the maximum estimate strategy moves quickly from the starting 
strategy of Window 2 (weekday afternoon), which is the maximum average strategy, into 
other strategies. The maximum upper confidence bound strategy, on the other hand, 
moves relatively slowly from Window 6 (weekend afternoon) into other windows. It 
stabilizes more quickly and has less movement between windows. It seems that the 
maximum estimate strategy quits trying an option too quickly and takes longer to settle 
on a particular window. This can be seen in Table 3-14. The “maximum probability” 
algorithm is very quickly spreading its effort over all the windows. Since it is relying on 
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overall averages for the starting point, it may start moving away from a window in a 
household that has a lower than average probability for that window too soon. The 
“maximum upper confidence bound” algorithm, on the other hand, stays with the current 
estimate longer. This reflects that it is not selecting another window to try until it has 
more certainty that the current window is not the best window. 
Table 3-14: Percentage of Calls Placed in Each Window by Call Number and 
Algorithm 
“Maximum Estimate” Algorithm Maximum Upper Confidence Bound” 
Algorithm 
 
Call Windows Call Windows 
Call 1 2 3 4 5 6 1 2 3 4 5 6 
1 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0%
2 12.3% 12.4% 67.1% 4.0% 4.2% 0.0% 0.0% 0.0% 0.0% 3.3% 3.4% 93.4% 
3 17.0% 17.1% 52.3% 6.3% 6.5% 0.9% 0.0% 0.0% 0.0% 16.9% 16.4% 66.6% 
4 18.8% 19.0% 44.3% 8.0% 8.1% 1.8% 0.0% 0.0% 0.0% 17.3% 17.3% 65.3% 
5 19.6% 19.8% 39.5% 9.2% 9.3% 2.7% 0.0% 0.0% 0.0% 13.4% 13.3% 73.3% 
6 20.0% 20.1% 36.2% 10.1% 10.2% 3.4% 0.5% 0.5% 0.0% 15.5% 15.3% 68.2% 
7 20.1% 20.2% 33.7% 10.8% 10.9% 4.2% 1.0% 0.8% 0.0% 17.6% 17.4% 63.1% 
8 20.2% 20.3% 31.7% 11.5% 11.6% 4.8% 1.1% 1.1% 0.0% 17.5% 17.3% 63.1% 
9 20.2% 20.3% 29.9% 12.0% 12.1% 5.5% 1.2% 1.1% 0.0% 16.5% 16.4% 64.8% 
10 20.2% 20.2% 28.5% 12.5% 12.6% 6.1% 1.1% 1.0% 0.0% 16.7% 16.5% 64.7% 
 
The question remains, over a short run, what calling strategy should we use to 
minimize total effort? In fact, in the panel survey example, we have prior information that 
may put us into the long-run situation. So, a long-term strategy may be appropriate. 
Otherwise, a combined strategy, of trying the maximum probability window early and 
then, once the “easy” cases have been contacted, moving into an exploratory strategy 
may work better for this type of problem. Figure 3-3 suggests a combined strategy that 
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goes from the maximum estimate strategy to the maximum upper confidence bound 
strategy at about the third call might work better. 
In this section, I have shown two applications where conditioning the choice of 
the next treatment on the fixed characteristics of the case, as well as the history of 
previous treatments can increase efficiency. In addition, for each application I have 
suggested learning or adaptive models that may improve our ability to identify strategies 
matched to the characteristics of each case. These learning models go beyond the analysis 
of observational data conducted here. Although both of these applications are focused on 
contact, they deal with the process of establishing contact as a multiple step procedure. 
Future research could expand on this by treating additional steps or phases in the survey 
process. 
While a statistical model may be useful for predicting the best time to attempt 
contact for each household, the decision about when to call the household is in the hands 
of a field interviewer. Interviewers are provided a general training that includes 
discussion of “best times” for contacting households. After training, interviewers are left 
to summarize their own experience and determine when to call each household. My 
analysis indicates that a statistical summary may be more efficient than this decentralized 
procedure. However, how will centralized “recommendations” of when to call be 
delivered to field interviewers? In the next section, I will propose a model for how 




5. Decision Support Model 
In a telephone survey conducted using a centralized sample management system, 
it should be fairly simple to implement the learning approaches outlined above. The 
algorithm can be developed and updated in statistical software outside of the sample 
management system. The selected strategies can then be loaded into the sample 
management system either daily or continuously. 
In a face-to-face survey, it is less clear how these statistically generated rules can 
be implemented. In the clinical trial realm, there is an analogous problem. Dynamic 
treatment regimes are often implemented as a complicated set of rules. Trivedi and Daly 
(2007) propose the use of “computerized decision support” to aid the implementation of 
these algorithms by physicians. The physician enters information about the patients 
current status and treatments into a computer using an interface to an electronic medical 
records database. This information is updated at each visit so that a history of treatments 
is developed over time. Based on this history and the patients fixed characteristics, a 
treatment recommendation is delivered to the physician. 
There is a well-developed literature on decision support, particularly in medical 
applications (see Hersh and Hickam, 1998; Trivedi and Daly, 2007; Kawamoto et al., 
2005; Sim et al., 2001; and Trivedi et al., 2002 for reviews). There have been numerous 
qualitative and quantitative evaluations of this approach. Kawamoto et al. (2005), in 
particular, identify traits of computerized decision support systems that are associated 
with implementations that improve health outcomes for patients. These factors include 
that the support system is part of the workflow, the users are involved in the design of the 
system, and that recommendations are delivered rather than just information. In addition, 
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Trivedi et al. (2002) note that it is useful to record whether the recommendation was 
followed and, if the recommendation was not followed, why not. They report that the 
recommendations were followed 85% of the time in the STAR*D trial for which they 
implemented their web-based decision support system. They also note that based on the 
notes recorded by the physicians that these deviations were often justified (Trivedi et al., 
2007).  
The computerized decision support model may provide a model for aiding 
interviewers in face-to-face surveys. Traditionally, interviewers in the field have been 
given very general recommendations in training. The decisions about timing of call, etc. 
are left to their discretion. A decision support model would offer treatment prescriptions 
to the interviewer as a recommendation. These recommendations should be delivered as 
part of the workflow in order to be used. The HRS currently uses “profiles” of 
respondents. These profiles are web pages accessed by interviewers on demand (as 
opposed to being part of the workflow). In addition, they only provide information, not 
recommendations. Only about 65% of cases ever have their profiles accessed and no 
impact on response rates or effort is discernible (Guyer, Wagner, Cheung, 2007). On the 
other hand, a flag indicating that a case should be prioritized that is part of the workflow 
and is a sort of recommendation does show improved response rates for the flagged cases 
(Groves, et al. 2008) as compared to an emailed recommendation of which cases should 
receive a higher priority. These results parallel those from a clinical trial comparing the 




Further work needs to be done testing a computerized decision support system, 
but such a system would help survey organizations direct interviewer effort in field 
surveys. Linked with adaptive survey design protocols, this might lead to improved 
efficiency, response rates, and reduction in the fraction of missing information. But even 
without such adaptive regimes, the decision support model could help survey 
organizations standardize interviewer behaviors. 
6. Discussion 
Tailoring is a widely accepted strategy for convincing sampled persons to respond 
to the survey request. Most frequently, this tailoring is done on the introduction, but 
survey organizations frequently tailor effort in other ways (e.g., increasing or decreasing 
incentives at different points) on an ad hoc basis. Unfortunately, the randomized 
controlled trial most often employed for exploring new methods does not fit well with the 
fact that surveys are inherently multi-stage processes. This research model does not easily 
allow the development of methods that involve sequences or combinations of treatments. 
I have suggested that the dynamic treatment regimes approach developed in the 
framework of clinical trials may be useful for evaluating survey design protocols. The 
dynamic treatment regimes model allows us to consider the problem as a multi-stage 
problem. Further, this model gives us experimental and statistical means to explore 
“tailored” designs. 
The two applications developed here suggest that these approaches can be 
successful. I have shown that tailoring the design to the characteristics of the case, 
including previous treatments can improve efficiency. In the case of an RDD survey, I 
matched protocols – sets of design features – to the characteristics of the cases, including 
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the history of previous treatments. These characteristics were summarized using the 
propensity score. The results showed that persons with different sets of characteristic 
respond differently to various protocols. The contact maximizing protocol was defined 
for each of the first few steps of the screening process.  
In the second application, I showed that we can successfully tailor our protocol to 
the household. The data we had from previous waves of a panel survey, when combined 
with the accumulating data on treatments from the current wave, was able to learn which 
call window had the highest probability of contact for each household. This technique 
adapted the proposed policy (i.e. timing of the call) to the incoming data as well as the 
fixed demographic characteristics of each household.  
These results are suggestive. Future research will need experimental validation of 
the results for each of these applications. In addition, I have considered only parts of the 
survey process. This approach can also be extended to all stages of the survey process. 
For example, there may be interactions between the protocol used for screening a case 
and the protocol used for interviewing a case. A thoroughgoing analysis of how the 
various protocols used for establishing contact impact the probability of an interview is 
needed. The dynamic treatment regimes approach gives a method for approaching these 
questions.  
Finally, the question remains, how do we use these techniques to address 
nonresponse bias? In Chapter 2, I argued against using the response rate as a key metric. 
It is probably true that these tailored strategies could be used for the purpose of simply 
raising response rates. However, they become necessary if we want to do something 
beyond that. If we wanted to pursue cases other than the easiest-to-respond, then we 
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would need methods that allowed us to alter our protocol such that those cases were more 
likely to respond. Such a shift offers the possibility of survey research becoming much 




Chapter 4  
Stopping Rules for Surveys 
1. Introduction 
Current sampling designs are conceived of as being fixed. After the sample size 
and (usually) the target response rate are set by the design, then the data collection takes 
these as targets. Short of a cost overrun, these targets remain fixed. The target response 
rate may be more difficult to achieve than expected and then a slightly lower response 
rate might be expected, but the number of completed interviews is usually considered to 
be a contractual obligation. There might be some plans for altering the size of the final 
released sample if the eligibility or response rates are lower than expected, but 
information from the accumulating data is rarely used to modify these sample designs. 
This information includes the survey data, the relationship between the survey data and 
the complete data on the frame, and characteristics of the nonresponders using the frame 
variables. In effect, this approach assumes that the risk of nonresponse bias is low at the 
specified response rate and that sound adjustment strategies will be available using the 
complete data on the frame. However, these assumptions are often not checked until after 
all the interviews are completed.  
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If we were monitoring these data as they accumulate, then we might use them to 
help answer the question, when should we stop collecting data? These data could be used 
to modify our original assumptions about the variances of key survey statistics. Further, 
these data could also be used to explore the possibility that it does matter which set of 
respondents we get. The current “stopping rule” is to stop data collection at a specified 
number of interviews and response rate.  This rule creates a situation in which it makes 
sense to collect data from those easiest to interview, without regard to whether they 
contribute anything new to our estimates. As we have become more concerned with the 
possibility of nonresponse bias, new stopping rules are needed that rely on information 
about the current set of responders and nonresponders. In this chapter, I will suggest a 
rule for stopping that attempts to account for the risk of nonresponse bias. The decision to 
stop will be based on the data we are collecting as well as the complete data on the frame. 
The rule will suggest stopping when the probability that further data will change our 
adjusted estimates is very low. Such a rule would provide a new context for survey data 
collections. Instead of seeking to add the easiest cases, such a rule would encourage data 
collection agencies to interview cases that reduce the risk of nonresponse bias most 
quickly. In this chapter, I will propose a stopping rule for surveys that attempts to account 
for the risk of nonresponse bias. 
1.1 Current Sampling Practice 
Much of sampling theory was developed as if nonresponse were a tangential 
problem. Sampling theory in its early development assumed 100% response rates. This 
was a very reasonable approach. It is certainly much simpler to design samples under this 
assumption. Dealing with nonresponse requires some sort of model assumption. Early 
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sampling statisticians were very wary of using models (Hansen et al., 1983). They were 
mainly concerned with establishing the principle that probability sampling should form 
the basis for inference. An additional barrier was that data about empirical response rates, 
eligibility rates, and the survey variables themselves were not generally available until 
after the survey was completed. As a result there was no possibility of incorporating this 
information into an adaptive design. 
Today, we confront a new situation. First, nonresponse is an ubiquitous problem. 
Although sample designs are typically built using an assumed response rate and are often 
adjusted in size when the empirical rates differ from the expectation, the sample design 
does not usually account for the characteristics of the empirically achieved set of 
responders. In other words, the data collection process is not guided by the characteristics 
of the nonrespondents. The data collection occurs as if it does not matter who responds. 
Designs adapted to information about the current set of nonresponders are now needed. 
Second, the computerization of survey data collection allows that information about the 
current set of responders and nonresponders is available to survey designers on a real-
time basis. This information can be used to adapt the sample design – not just to achieve 
the targeted sample size, but to achieve specified goals for the precision of estimates in 
the presence of nonresponse. 
Of course, sample designs need to make some prior assumptions about key 
parameters in order to create an initial sample design. However, these assumptions can be 
compared to incoming data during the field period. The design assumptions can then be 
updated as the data accumulate. In addition, we can involve variables from the sampling 
frame to estimate the impact of statistical adjustments. For example, given the data from 
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the current set of responders, does our model well predict the values of nonresponders? If 
not, then perhaps we should continue collecting data. This would be an adaptive approach 
to sample design. 
1.2 Chapter Preview 
In this chapter, I will propose stopping rules for surveys that rely on imputation of 
missing data. These rules will be adaptive to the survey data — including the response 
status of each case — as they are collected and will produce a decision to stop collecting 
data once the survey objectives have been achieved. In Section 2, I will provide some 
background on stopping rules from the clinical trials context and discuss a recent article 
(Rao, Glickman, and Glynn, 2007) that proposes stopping rules for surveys. In Section 3, 
I will propose a new stopping rule and compare it to the rule of Rao, Glickman and Glynn 
(RGG). In Section 4, I will present the results of a simulation study comparing my new 
rule to that of RGG. Finally, In Section 5, I will implement the proposed stopping rule 
using data from an actual survey. 
2. Background 
Stopping rules have long been a key feature of monitoring clinical trials. The 
National Institutes of Health “Policy for Data and Safety Monitoring” (1998) suggests 
that every clinical trial has the responsibility to “recommend conclusion of the trial when 
significant benefits or risks have developed or the trial is unlikely to be concluded 
successfully” (p. 2). Ethical concerns have led researchers to propose clinical trials only 
when there is a state of equipoise between two treatments. That is, a trial should only be 
conducted when there is no clear preference between two treatments. As soon as a 
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treatment is determined to be clearly better, then the ethical requirement is that the trial 
should be stopped and all patients be given the preferred treatment. Statisticians have 
responded to this ethical demand by developing efficient rules for determining when this 
requirement has been met. Although there is no consensus on which methods are 
preferred, there are several viable alternatives. 
2.1 Stopping Rules for Clinical Trials 
An early stopping rule was developed by Pocock (1977, 1983). This rule was 
developed from a frequentist perspective. Under the frequentist perspective, the type 1 
error rate (false positive) can increase above the nominal rate of a test if multiple tests are 
performed. That is, the more often a test is repeated, the higher the probability that a false 
positive will result. In a clinical trial, several analysis points are usually planned. The 
Pocock approach adjusts the type 1 error rate at each planned test such that the overall 
probability of a false positive is equal to or less than a specified value. The adjusted type 
1 error rate is equivalent at each analysis under this approach.  
Another approach was developed by O’Brien and Fleming (1979). This approach 
is similar to Pocock’s method. The O’Brien and Fleming rule adjusts the type 1 error rate 
at each analysis to achieve the specified overall probability of a type 1 error. It does so, 
however, by being more conservative in early analyses and less conservative in later 
analyses. As a result, the probability of an early stopping is lower than under Pocock’s 
approach. 
Bayesian approaches to the problem of stopping rules have been discussed by 
Spiegelhalter, Abrams, and Myles (2004). They suggest stopping rules based on careful 
elicitation of priors and monitoring of posterior probabilities. Evidence for stopping a 
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trial with the conclusion that the new treatment is better than the current standard of care 
should be strong enough to overcome a “sceptical” prior – that is, a prior distribution that 
prefers the current treatment. On the other hand, evidence for stopping a trial with the 
conclusion that the current standard of care is as good or better than the new treatment 
should be strong enough to overcome an “enthusiastic” prior (Spiegelhalter et al., 2004, 
p. 205). They also recommend the use of predictions to monitor the probability that a 
significant result will be found, conditional on the current data. All of these methods have 
been employed on clinical trials. There is still a great deal of controversy in this area; 
however, there is also a great deal of experience that may be useful for surveys.  
2.2 Rao, Glickman, and Glynn’s Stopping Rules for Surveys 
A recent article has suggested the use of stopping rules with survey data 
collections (Rao, Glickman, and Glynn, 2007). It is not surprising that this article 
originates from the context of survey data collection for a clinical trial. The authors 
propose four rules to be used in determining when data collection should be stopped. The 
type of survey for which they have designed their rules is a mailed survey. They consider 
“waves” of data collection; that is, each wave is a new mailing to nonresponders from the 
previous waves. The problem, as they define it, is to determine after which wave to stop 
collecting data. 
The first two rules they propose are quite simple and take no account of 
nonresponse. The first rule is based on a likelihood ratio statistic that is meant to 
determine whether the survey statistic of interest is associated with the wave of response 
(i.e. the propensity to respond). If the wave of response is an important predictor of the 
survey variable, after controlling for the frame data, then continue data collection. Their 
 
108 
rules are defined for binary survey outcomes, iY . Therefore, they define two logistic 
models for predicting the survey variable. The first model involves only covariates on the 
frame predicting the survey outcome variable. In their notation, ( 1)i iP Yπ = =  where i is 
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where iX ′  is a vector of m covariates available on all cases. The second model involves 
the covariates, the wave of response, and the interaction of the two. 
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where iU  is a vector with k elements. The element of this vector uiw takes on the value 1 
if response occurred for subject i in wave w and 0 otherwise. Γ  is a k x m matrix of 
interaction terms for wave and the frame covariates. Rao, Glickman and Glynn’s first 
stopping rule (Rule 1) tests the significance of the ratio of the likelihood of the second 
model to that of the first model. If this ratio is larger than a percentile of a 2χ  
distribution, then data collection is continued. 
The second rule (Rule 2) is based on a comparison of proportions from two 













where uik is an indicator for whether subject i responded at wave k and nk is the sum of 























where N(k-1) is the number of respondents through wave k-1. In other words, the first 
proportion is the proportion estimated from respondents from wave k and the second 
proportion is estimated from respondents from wave 1 to k-1.  
 If the most recent responders change the estimate of the proportion, then continue 
collecting data. In this case, the first sample is respondents in waves 1 to k-1. The second 
sample is respondents to the current wave, k. They compute the standardized difference 
of the proportions estimated from these two samples and continue to follow 
nonrespondents if this standardized difference is larger than a percentile of the standard 
normal distribution. 
Rule 2 ignores any covariates and does not attempt to adjust for nonresponse 
when estimating the proportions with Yi=1. RGG also propose two rules that attempt to 
account for nonresponse. The two rules are similar. For both rules, they use a logistic 
regression model to develop imputations for the missing data. In the first rule, which they 
call Rule 3.1, one set of imputations is prepared using the data from all waves prior to the 
current wave (1 to k-1). The estimate of the proportion with 1iY =  based on these 
imputed datasets they call 1k̂P − . A second set of imputations is prepared using the data 
from all waves including the current wave (waves 1 to k). The proportion estimated using 
these imputed datasets they call k̂P . The rule (Rule 3.1) is that if the two sets of 
imputations provide different estimates of the proportion, then data collection should 
continue. RGG propose two different tests to see if there is a difference between these 
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two sets of imputations. Rule 3.1a is the first test. For Rule 3.1a, the difference in the 
estimated proportions ( )1ˆ ˆk kP P −−  is standardized and data collection is continued if the 
standardized difference is larger than a percentile of the standard normal distribution. 
They also suggest another test of this rule (Rule 3.1b) which would stop data collection if 
the difference in the estimated proportions ( )1ˆ ˆk kP P −−  is less than a specified proportion 
(.01, for example). A second rule (Rule 3.2) of this type is proposed in which the first set 
of imputations is based on the previous wave only (wave k-1), and not all previous 
waves. The second set of imputations is based only on the current wave (wave k). In their 
simulations, the last two rules performed equally well with relatively low root mean 
squared error.  
Rao, Glickman and Glynn’s rules are flexible enough to be applied to surveys 
other than mailed ones. Although the rules were developed for a mailed survey conducted 
in waves, it could easily be applied to either a telephone or a face-to-face survey. Instead 
of comparing waves of response, the rule could be implemented after each call or other 
specified points in production. The rules can also easily be generalized to situations other 
than binary variables.  
A weakness of the approach is that it requires at least two waves of data 
collection. For the estimate from prior waves, we only include part of the data (waves 1 
to k-1). This may lead to some loss of efficiency. In this sense, the method is 
retrospective. The rule stops data collection only after the latest “wave” fails to contribute 
anything new to the estimate. In other words, we would have had the same estimate had 
we stopped at least one wave earlier.  
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Another weakness is that the rule assumes that a similar relationship among 
covariates and the survey variable obtains for waves beyond the current wave. Of course, 
this might not be the case and stopping might leave us with biased estimates. However, 
such an argument can be used against any stopping point short of a 100% response rate. 
Very few surveys have any possibility of achieving 100% response. The current approach 
is to specify a response rates at which to stop. This approach ignores all data except for 
the response indicator. It is also vulnerable to the same criticism – that the relationship 
between the covariates and the survey variable is different for nonresponders. The model 
for nonresponse offered by RGG’s rules 3.1 and 3.2 at least attempts to place the decision 
to stop on a reasoned and statistical basis that uses all the available data by modeling the 
impact of nonresponse and creating a statistical rule for when to stop. A response rate, 
when used as a stopping rule, does neither. 
In the next section, I will propose an alternative stopping rule. My rule will make 
use of all the data. I will conduct simulations to understand how this rule works, compare 
the results to rules suggested by RGG, and then implement a real-world application. 
3. A Proposed Stopping Rule for Surveys 
3.1 The “Stop and Impute” Rule 
The rule that I will propose is based on imputation methods. It involves the 
comparison of two estimates. The first estimate is the one we would have if we were to 
stop collecting data right now and impute the missing values. The second estimate is the 
one we would have if we were to continue collecting data until we had achieved a 
specified number of additional interviews and then we were to impute the missing data. If 
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these two estimates are likely to produce the same results, then we should stop collecting 
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where yi is the observed survey variable for case i, ˆiy  is the predicted value derived from 
the model ˆˆi iy zβ= , zi is a covariate available for all sampled cases, β̂  is an estimated 
coefficient for a regression-through-the-origin model with y regressed on z, n1 is the 
current set of responders, n (n= n1+ n2) is the total sample, and p is the proportion of the 
remaining n2 interviews that is expected to be collected with continued data collection 
(e.g. interviews expected on the next call or next few calls). The error term iε  in the 
model i i iy zβ ε= +  is distributed 
2(0, )eN σ . 
We then evaluate the probability that these two estimates are the same. The 
investigator must specify a value δ that is acceptably small such that a difference between 
e1 and e2 that is less than this value is not meaningful. If the probability  
1 2Pr(| | | , , , )ee e z pδ β σ− <  
is sufficiently large, then option e1 – where we stop data collection now and impute the 
remaining missing values – is preferred.  
In order to determine this probability, the variance of e1 – e2 is needed. The 
difference between e1 and e2 can be expressed as  
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This is the difference between the imputed and observed values for the n2p cases we are 
considering adding to our data. If we substitute the regression equation for the predictions 
and the mean value for the cases that would be interviewed, then we have the following 
















The next step is to note that the expected value of this quantity is 0. If we can derive the 
variance of this quantity, then we can estimate the probability that this quantity is close to 
zero. If we denote the cases that would respond (i.e. the n2p cases) with further effort 
using the subscript wr, then this can be shown to be equivalent to the following: 
( )2 ˆR wr wrn p z yn β − . 
The variance of this difference is: 
2 ˆ( )r wr wr





Using the subscript r to indicate the cases that have already responded, this can be 
rewritten as: 
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This variance estimate for the difference between e1 and e2 can be used to standardize the 
results for comparison with the standard normal distribution. If the probability  
1 2Pr(| | | , , , )ee e z pδ β σ− <  
is large enough, then data collection can be stopped. In other words, if the probability that 
additional data (n2p cases) will not substantially change our current estimate – conditional 
on our model, the covariates, and the residual variance – is very high, we should stop 
collecting data.  
A multivariate extension of this very simple case (univariate z) is needed. In order 
to do this extension, we can rewrite the variance of e1-e2 in the same manner as used 
above: 
1 2 1 2
1 11 1
ˆ
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where ˆi iy ′= z β , where z is a (1 x m+1) matrix of m covariates and a vector of 1’s for the 
ith sampled unit. This can be rewritten using the regression model used to predict ˆiy  and 






















If we denote the vector of means of the covariates z (m+1 covariates) for the n2p cases 
that would respond as wrz  and the matrix of observed covariates (respondents) as Zr, then 
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z Z Z z . 
This can be described as the prediction variance for the cases that would be collected plus 
the conditional variance of the mean of y. 
This rule is cost efficient since it allows us to stop data collection when the 
imputation model is precise enough that we can have nearly the same certainty in our 
estimate as we would if we were to collect a specified number of additional cases. The 
rule does, however, assume a model that relates the covariate z to y. If this model is 
incorrect, or if the estimated coefficient β̂  is different among responders than among 
nonresponders, then it is possible that we will stop too early. 
One practical issue is determining which n2p cases you believe will be collected. 
This can be done by taking a random sample of the remaining n2 cases, or by sampling 
using an estimated probability of response to select a sample of cases likely to respond 
given a specified protocol (this protocol could be tailored to the case). Another practical 
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issue is how to set p. This can be set either by empirical observation from other surveys 
about the expected number of interviews to be completed with additional effort, or as a 
number that is meaningful for continued data collection.  
This rule is certainly more focused on the risk of bias than on meeting targets for 
sampling error. While it is true that the rule requires some minimum size in order to 
decide when to stop, this minimum can vary quite a lot depending on the specific 
interrelationships among y, z, and the propensity to respond (this will be seen in the 
simulations in the next section). 
One simple solution is to have a second rule that the sampling error (estimated 
using multiple imputation-appropriate methods) must be within a specified limit before 
stopping. Then both this rule about sampling error and the “Stop and Impute” rule must 
be met before stopping. 
It is also possible to build in protection against early stopping using rules 
developed for stopping in clinical trials. For instance, an approach similar to the O’Brien-
Fleming rule can be used to require stronger evidence to justify stopping early. Another 
approach is suggested by Spiegelhalter et al. (2004). They suggest a specifically Bayesian 
approach where a “sceptical” prior is specified that might represent the prior opinion of 
someone who believes that the current standard of care is as good or better than the 
proposed new treatment. Such a skeptic would require stronger evidence before 
concluding that the new treatment was superior. As a result, early stopping is less likely 
and a larger sample size is required. In the application proposed here for surveys, a 
sceptic would be one who believes that the risk of nonresponse is higher than what the 
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optimist believes. As a result, a prior specified in this manner would require additional 
evidence (i.e. interviews) before stopping would be justified. 
Working out the required sample size before collecting any data is surely more 
difficult in this circumstance. Simulations may be helpful in this regard. Simulations 
could be used to determine what sample sizes might result under various assumptions 
about the interrelationships of y, z, and the propensity to respond. These simulations 
could help project a range of outcomes. Then the investigators can vary the value of the 
parameters (δ and the cutoff probability for defining a “high probability” that e1- e2 is 
small). These parameters can be set to help tune the expected sampling error.  
4. Simulations 
There are two key conditions that impact our estimates of the survey variable (y). 
The first is the relationship between the propensity to respond (here denoted r) and y. If 
the two are correlated, this can lead to bias. Data collected at different waves are likely to 
lead to different estimates of y . The second condition is the relationship of covariates (z) 
on the frame to the survey variable y. If the propensity to respond (r) and y are correlated, 
but we still have a frame variable (z) that predicts well the survey variable, then we may 
still be able to adjust our estimates (either through imputation or weighting) with this 
variable and still produce unbiased estimates. If, however, the correlation of z and y is 
confounded with r, then we are back in the difficult situation where z is not useful for 
adjustment purposes. 
Following Rao, Glickman and Glynn (2007), I developed a simulation study to 
test the performance of this rule while varying these two relationships — the correlation 
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between the z and y variable and the relationship between z and the propensity to respond 
r. I generated 1,000 data sets under the cross-classification of the following conditions:  
• correlations of z and y either does not or does depend on r,  
• wave of response (r) either does not or does depends on z.  
Crossing these two conditions produces the four simulations detailed in Table 4-1.  
Table 4-1: Parameters of Simulations 
SIMULATION WAVE OF 
RESPONSE (R) 
CORRELATION Z,Y 
1 Does not depend on Z Does not depend on R 
2 Depends on Z Does not depend on R 
3 Does not depend on Z Depends on R 
4 Depends on Z Depends on R 
 
I have attempted to follow the key features of the simulation study of Rao, 
Glickman, and Glynn (2007) in order to be able to compare the results of their stopping 
rules to those of the rule proposed here. I also generalized RGG’s rules to the normally 
distributed variable to which the “Stop and Impute” rule applies. In these simulations, z is 
normally distributed with a mean of 10 and a standard deviation of 1. The wave of 
response r is modeled as a Poisson distribution with a mean of 1 when r does not depend 
on z. In the condition where r does depend on z, r has a mean of 1 when z<10 and a mean 
of 5 when z>=10. When the z-y correlation does not depend on r, it is fixed at a single 
value for all waves. When the correlation does depend on r, the correlations increase with 
the wave of response. In addition, in order to demonstrate the impact of the correlation, I 
also simulate z with different standard deviations to see what impact this has. Since the 
“Stop and Impute” rule depends on the choice of a suitably small δ, I chose δ to be 1% of 
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the mean. In addition, if the probability that the difference between e1 and e2 is less than δ 
is greater than .95, I stopped collecting data. 
In the first simulation, r does not depend on z, and the correlation of z and y is 
independent of r. This corresponds to the Missing Completely at Random assumption 
described by Little and Rubin (2002). Under these conditions, the responders are 
effectively a random sample of the total sample (including nonresponders). This is shown 
by Figure 4-1, which plots the observed y , the fully imputed y , and the true y  by wave. 
The three points are virtually identical at each wave. The wave two respondents are 
equivalent to the wave one respondents, and so on. 




Table 4-2 presents the results of 1,000 simulations of these conditions (y depends 
only on z, r does not depend on z). I created 1,000 datasets at each of nine different 
correlations between z and y. The column “Mean Stopping Wave” reports the mean 
number of waves completed before stopping. The next column is the standard deviation 
of the stopping wave. The next column is the variance of ŷ . This variance is calculated 
using methods for combining multiple imputations (Little and Rubin, 2002). The bias of 
the estimate is multiplied by 100, as is the root mean squared error (RMSE). The final 
column is the proportion of the time that the 95% confidence intervals attain the nominal 




Table 4-2: Simulation 1 Results 












0.1 2.10 0.29 0.007 0.28 8.39 1.00 
0.2 2.10 0.31 0.007 -0.02 8.37 1.00 
0.3 2.10 0.30 0.007 -0.03 8.29 1.00 
0.4 2.09 0.30 0.007 -0.10 8.22 1.00 
0.5 2.12 0.33 0.006 0.02 8.05 1.00 
0.6 2.10 0.32 0.006 -0.05 8.00 1.00 
0.7 2.10 0.31 0.006 -0.11 7.78 1.00 
0.8 2.08 0.28 0.006 -0.14 7.55 1.00 
0.9 2.10 0.30 0.005 0.09 7.33 1.00 












0.1 2.28 0.45 0.007 0.21 8.17 1.00 
0.2 2.22 0.42 0.007 -0.06 8.22 1.00 
0.3 2.18 0.38 0.007 0.00 8.19 1.00 
0.4 2.12 0.33 0.007 -0.12 8.19 1.00 
0.5 2.11 0.31 0.006 0.03 8.06 1.00 
0.6 2.07 0.25 0.006 -0.05 8.02 1.00 
0.7 2.03 0.18 0.006 -0.10 7.82 1.00 
0.8 2.02 0.12 0.006 -0.11 7.57 1.00 
0.9 2.00 0.04 0.005 0.08 7.35 1.00 












0.1 1.85 0.36 0.008 0.29 8.93 0.99 
0.2 1.82 0.38 0.008 -0.03 9.03 0.99 
0.3 1.73 0.44 0.008 0.05 9.17 0.99 
0.4 1.59 0.49 0.009 -0.13 9.50 0.99 
0.5 1.37 0.48 0.010 0.19 9.87 0.99 
0.6 1.15 0.36 0.011 0.02 10.45 0.99 
0.7 1.01 0.11 0.010 0.14 10.18 0.98 
0.8 1.00 0.00 0.009 -0.10 9.48 0.99 
0.9 1.00 0.00 0.007 0.15 8.40 1.00 
 
In this situation, it should be clear that stopping earlier is preferred since the 
outcome variable is uncorrelated with the response propensity and the z variable is 
uncorrelated with the wave. Under these conditions, the “Stop and Impute” rule performs 
better than either rule of RGG. Mainly, this is because RGG’s rules require at least two 
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waves of data collection, whereas the “Stop and Impute” rule can stop after the first 
wave. As the correlation between z and y increases, this early stopping after the first wave 
is more likely to happen. 
In the second simulation, the wave of response (r) is a function of z. In the 
simulations, this effect was implemented by having r drawn from a Poisson distribution 
with mean 1 when z<10. When z>=10, then r was drawn from a Poisson distribution with 
mean 5. In this case, there is a risk of bias. This can be seen from Figure 4-2. The 
observed y  are different than the true y . Fortunately, the z variable allows us to correct 
for this bias through the imputation model that correctly relates z and y even at wave 1. 
This is why the actual and impute lines are nearly identical. These conditions correspond 
to the Missing at Random assumption described by Little and Rubin (2002). 




I created 1,000 datasets under these conditions (r depends on z, the correlation of z and y 
does not depend on r). The results are presented in Table 4-3. 
Table 4-3: Simulation 2 Results 
 
 
In this situation, RGG’s rules are more conservative. They generally result in a 
smaller bias of the survey statistic than the “Stop and Impute” rule, but the bias is still 
relatively small for the “Stop and Impute” rule, but it is large enough that the nominal 












0.1 2.54 0.70 0.026 -0.06 16.04 0.94 
0.2 2.52 0.71 0.025 0.18 15.93 0.95 
0.3 2.55 0.74 0.024 0.08 15.57 0.95 
0.4 2.56 0.74 0.023 -0.12 15.12 0.96 
0.5 2.58 0.73 0.020 0.00 14.16 0.96 
0.6 2.58 0.73 0.018 -0.05 13.39 0.97 
0.7 2.60 0.73 0.015 -0.27 12.26 0.97 
0.8 2.53 0.70 0.013 -0.08 11.22 0.98 
0.9 2.53 0.72 0.009 -0.07 9.52 1.00 












0.1 2.93 0.89 0.022 -0.11 14.74 0.95 
0.2 2.86 0.86 0.021 0.71 14.55 0.96 
0.3 2.82 0.83 0.021 -0.04 14.55 0.95 
0.4 2.72 0.77 0.021 0.19 14.56 0.96 
0.5 2.66 0.73 0.019 -0.08 13.73 0.95 
0.6 2.59 0.68 0.018 0.05 13.24 0.97 
0.7 2.51 0.63 0.015 -0.34 12.35 0.97 
0.8 2.37 0.55 0.013 -0.11 11.51 0.98 
0.9 2.20 0.41 0.010 -0.13 9.87 0.99 












0.1 1.88 0.52 0.036 0.60 19.01 0.92 
0.2 1.84 0.51 0.036 -0.12 18.89 0.92 
0.3 1.79 0.50 0.037 0.04 19.14 0.93 
0.4 1.66 0.51 0.040 -0.26 19.98 0.92 
0.5 1.53 0.51 0.037 -0.21 19.33 0.92 
0.6 1.34 0.47 0.042 -0.60 20.44 0.92 
0.7 1.10 0.30 0.041 0.28 20.13 0.92 
0.8 1.01 0.08 0.035 0.16 18.59 0.93 
0.9 1.00 0.00 0.021 -0.76 14.35 0.94 
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coverage for the 95% confidence interval is not quite attained. Again, the “Stop and 
Impute” rule stops much earlier than either of RGG’s rules. 
Since the “Stop and Impute” rule is more directly dependent on the variance of z, 
this parameter setting can make a large difference in when stopping will occur. Figure 
4-3 shows the impact of different standard deviations of z on the mean wave of stopping. 
With a mean of 10, a standard deviation of 1 still represents a large variation relative to 
the mean. 
Figure 4-3: Mean Stopping Wave by SD(Z) 
 
It is clear from the figure that the “Stop and Impute” rule is much more susceptible to 
variation in z. This should be expected as the rule directly incorporates this variation. 
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RGG Rule 3.1a involves the difference in the imputed means between two waves. This 
difference is very insensitive to variation in z. RGG Rule 3.1b, on the other hand, is 
somewhat sensitive to variation in z. In sum, high variances on the covariate may reduce 
its utility for the “Stop and Impute” rule. 
Simulation 3 is the situation where r does not depend on z, but the correlation of z 
and y is a function of r. This simulation was implemented by specifying the correlation 
for each value of r (0.01, 0.01, 0.04, 0.1, 0.1, 0.2, 0.2, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 
0.3, 0.3, 0.3, 0.3, 0.3). The correlation of z and y is an increasing function of r. Figure 4-4 
depicts this situation. The imputed and observed y  depart from the true value until the 
response rate becomes relatively high. This is the Not Missing at Random assumption (at 
least for the first 4 waves) described by Little and Rubin (2002). 




The results of this simulation are presented in Table 4-4. Since the correlation of z 
and y varies with r, I did not try different correlations (0.1 to 0.9) as I did with 
simulations 1 and 2. 
Table 4-4: Simulation 3 Results 
 RGG 3.1a RGG 3.1b “Stop and 
Impute” Rule 
Stopping Wave Mean 2.10 3.14 3.90 
Stopping Wave Std Dev 0.31 0.90 0.32 
Bias( ŷ )*100 -11.60 -6.37 -2.07 
RMSE( ŷ )*100 27.67 23.74 21.64 
Coverage 99.6 99.9 100.0 
 
In this situation, it appears that the “Stop and Impute” rule and RGG 3.1b are 
more conservative and produce less biased estimates of y . The RMSE of the estimate 
using the “Stop and Impute” rule is lower than either of the other rules. If limiting bias is 
more important than the overall RMSE, the more conservative rule might be preferred for 
this situation. However, it is also much more costly, requiring on average 1.8 more calls 
than RGG rule 3.1a.  
In the final simulation, the wave of response (r) depends on z and the correlation 
of z and y is a function of r. Figure 4-5 shows the observed, imputed, and true y  by wave 
for this simulation. Again, these conditions produce the Not Missing at Random situation. 
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Figure 4-5: Observed, Imputed, and Actual Mean Y for Simulation 4 
 
The bias is a function of the wave. Figure 4-6 shows the average proportionate 
bias over the 1,000 simulations at each wave for the imputed mean (as opposed to the 
mean derived from the observed data alone).  
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Figure 4-6: Simulation 4 Proportion Bias By Wave 
 
From Figure 4-6 it can be seen that the bias is still relatively high until after the 6th wave 
(wave 5). The results for the three stopping rules under simulation 4 are presented in 
Table 4-5. 
Table 4-5: Simulation 4 Results 
 RGG 3.1a RGG 3.1b ”Stop and 
Impute” Rule 
Stopping Wave Mean 1.58 3.95 7.22 
Stopping Wave Std Dev 0.77 2.03 0.75 
Bias( ŷ )*100 -77.56 -47.43 -8.51 
RMSE( ŷ )*100 90.94 57.84 24.23 




In this situation, the bias begins to dominate the RMSE for RGG rule 3.1a. The 
“Stop and Impute” rule does much better in terms of the bias and is the only rule to attain 
anything close to the nominal coverage. Of course, much greater effort is required. 
In general, in comparing the “Stop and Impute” rule to RGG Rules 3.1a and 3.1b, 
the rule proposed here is more efficient in the situations that are MCAR. In the MCAR 
situation, the “Stop and Impute” rule can be very efficient and truncate effort earlier than 
either of RGG’s rules considered here. When the situation is not MCAR, the “Stop and 
Impute” rule appears to be conservative. It may be overly conservative, depending on the 
relative importance of the bias and variance components of the mean squared error. The 
“Stop and Impute” rule is more protective against potential bias, but generally requires 
more effort when bias is a risk.  
5. Implementation 
This approach was implemented with data from the Survey of Consumers (SCA). 
The survey collects 300 random-digit dial (RDD) interviews each month. It typically 
attains an AAPOR Response Rate 2 of between 42% and 45%. SCA asks respondents for 
their views on the state of their personal finances and the economy in general. A key 
statistic produced by this survey is the Index of Consumer Sentiment (ICS). This Index is 
widely reported and has been found to be highly predictive of economic trends (Curtin, 
2007).  
The Index of Consumer Sentiment is the survey variable (y). The mean ICS for 
the month analyzed here is 91.46. The frame variable (z) is the change in the CPI for the 
associated Core Based Statistical Area (CBSA) or MSA Status and Region from the prior 
quarter to the current quarter (see below for a complete description of frame data). This 
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variable was chosen since it had the largest correlation with the ICS of any of the 
available variables. The correlation between z and y is -0.15. The r variable in this case is 
the call number of the completion. The correlation between the ICS and the call number 
is practically zero (-0.01). 
An important difference between these data and the simulation data has to do with 
the frame quality. Since the SCA uses an RDD frame, there are numerous blanks (non-
household, non-working numbers) on the frame. Some of these nonsample cases will 
never be identified. This is because telephone companies often allow unassigned numbers 
to ring through as if they were working. These numbers will ring instead of playing a 
message indicating that the number is not working. Other numbers will be identified as 
nonworking or nonhousehold only after repeated attempts. Therefore, the total sample 
size changes at each call. 
The survey designer has two important choices to make when implementing this 
stopping rule. The first decision is the probability at which e1 and e2 are judged to 
produce the same estimate. For these analyses, I have stopped if the probability that the 
difference between e1 and e2 is less than δ is greater than 0.95. The second decision 
involves δ. A value needs to be chosen that is small enough such that as long as the 
difference between e1 and e2 is smaller than this value it can be considered to be 
unimportant. Table 4-6 shows the results for different choices of δ. For comparison, a 1% 




Table 4-6: Stopping Rule Results Using Various Delta Values 
DELTA STOPPING 
CALL 
EST. ICS VAR(ICS) NONRESPONSE 
RATE 
COMPLETES 
1 78 90.93 4.95 0.51 297 
2 78 91.64 4.74 0.51 297 
3 78 91.87 4.90 0.51 297 
4 78 90.77 4.13 0.51 297 
5 78 91.07 4.78 0.51 297 
6 21 92.28 6.24 0.57 266 
7 21 90.47 7.21 0.57 266 
8 18 91.12 6.00 0.59 256 
9 12 90.65 3.87 0.64 228 
10 10 91.88 6.43 0.65 220 
 
With these data, the stopping rule does not stop before the point where the survey 
actually stopped (i.e. n=297) until δ reaches 6. This is 6.7% of the estimate and is 
probably too large of a difference to be considered “reasonably small.” It would seem 
that in this situation, with a reasonably small δ, the rule would not lead us to stop before 
the current rule. In order to demonstrate the functioning of the rule, Table 4-7 includes — 
for each call number of the survey — the probability that 1 2e e− < δ, the estimated ICS, 









Est. ICS Nonresponse Rate Completes 
1 0.33 87.20 0.90 74 
2 0.47 89.92 0.83 112 
3 0.41 90.38 0.80 130 
4 0.44 91.22 0.77 153 
5 0.56 91.36 0.73 173 
6 0.48 91.92 0.71 183 
7 0.62 92.10 0.69 198 
8 0.59 92.61 0.68 206 
9 0.73 91.94 0.66 215 
10 0.77 88.94 0.65 220 
11 0.77 92.99 0.64 224 
12 0.83 92.01 0.64 228 
13 0.55 90.31 0.63 231 
14 0.76 90.88 0.62 241 
15 0.82 89.94 0.61 245 
16 0.76 90.60 0.60 248 
17 0.75 91.78 0.60 252 
18 0.90 92.56 0.59 256 
19 0.82 91.12 0.59 258 
20 0.70 91.13 0.58 261 
21 0.98 90.28 0.57 266 
 
If an investigator were more willing to tolerate the risk of bias, then stopping 
earlier under this rule might be effective. It is also important to note that additional effort 
is not producing nearly the results of earlier effort in this case. While the first call yielded 
74 completes, the last call (in this table) only yielded 5 completes. This makes it difficult 
for the stopping rule to be implemented. In this case, grouping calls to create larger 
sample sizes at each “grouped” call does not significantly change the results. For 
example, grouping calls 23-78 creates a group with 30 completed interviews. However, 
this does not change the result of the stopping rules. It is not until δ becomes relatively 
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large that stopping occurs, and this stopping occurs at the “grouped” call that includes the 
call number identified above (i.e. call 21). 
The multivariate model proves to be more useful in this example. There are 
several variables on the frame that are related to the ICS. The RDD sample for SCA is 
generated using the Genesys sampling system. This system associates every telephone 
exchange with a geographic location using telephone listings. Then Census data of the 
associated geographic location can then be attached to the telephone number. Of course, 
with the portability of telephone numbers, this estimate of the geographic location of the 
number may be wrong. However, only a small proportion of numbers have been ported 
and these estimates of geography continue to be fairly accurate (Johnson, et al., 2006). In 
addition to the variables supplied by Genesys from Census data, I added data from the 
Bureau of Labor Statistics on employment, wages, and prices. These data included 
monthly unemployment rates at the county level, quarterly reports of average weekly 
wages at the county level, and the monthly reports of the Consumer Price Index (CPI) at 
the Core Based Statistical Area (CBSA) for larger areas or region and MSA status for 
smaller areas. Since the ICS is a measure of consumers’ views on the economy, these 
economic measures were expected to be related to the ICS. Curtin (2007) presents 
evidence that this is the case. Curtin suggests that interest rates are also important 
predictors. These are not included in these models as it is more difficult to obtain these 
data at a local level. In addition, Curtin notes that the change from one time period to the 
next in these rates is also predictive of consumer sentiment. Therefore, changes in 
unemployment rates, average weekly wages, and the CPI from the quarter or month prior 
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to the month of the interview to the current month or quarter were also included. These 
variables are listed in Table 4-8.  
Table 4-8: Available Frame Data 
VARIABLE SOURCE 
Listed/Letter Sent 
Percent Exchange Listed 
Genesys 
Percent Age 18-24 
Percent Age 25-34 
Percent Age 35-44 
Percent Age 45-54 
Percent Age 55-64 
Percent Age 65+ 
Percent Income <$10,000 
Percent Income $10-15,000 
Percent Income $15-25,000 
Percent Income $25-35,000 
Percent Income $35-50,000 
Percent Income $50-75,000 
Percent Income $75-100,000 
Percent Income $100,000+ 




Percent Asian/Pacific Islander 
Log(Median HH Income) 
Household Density (Households per 1000 sq ft)
Genesys (Census) 
Unemployment Rate (County) 
Change in Unemployment Rate (County) 
CPI (CBSA/MSA Status by Region) 
Change in CPI (CBSA/MSA Status by Region) 
Average Weekly Wages (County) 
Change in Avg. Weekly Wages (County) 
BLS 
 
A subset of these variables (Table 4-9) was selected using a stepwise regression 
modeling approach. Variables were allowed to enter the model if they had a p-value less 
than 0.3. The model had an R-squared value of 0.105. I wanted to find a parsimonious 
model since it would need to be used with continually updated datasets. 
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Table 4-9: Variables Used in Impute Model 
VARIABLE 
Percent Exchange Listed 
Percent Age 18-24 
Percent Age 65+ 
Percent Income $100,000+ 
Percent Owner Occupied 
Percent Black 
Percent Hispanic 
Log(Median HH Income) 
Household Density (Households per 1000 sq ft)
Unemployment Rate (County) 
CPI (CBSA/MSA Status by Region) 
Change in CPI (CBSA/MSA Status by Region) 
Average Weekly Wages (County) 
 
The results are reported in Table 4-10. With δ=1, the rule would stop data 
collection after 33 calls and collects 286 interviews. The estimate of the ICS would be 
90.82 – very close to the estimate from all 297 interviews (91.46). The difference 
between the two estimates is within δ (91.46-90.82=0.64, which is less than 0.91). 
Table 4-10: Stopping Rule Results Using Various Delta Values 
DELTA STOPPING 
CALL 
EST. ICS VAR(ICS) NONRESPONSE 
RATE 
COMPLETES
1 33 90.82 7.0 0.54 286 
2 15 90.17 10.5 0.61 245 
3 10 88.77 17.7 0.65 220 
4 9 89.05 10.2 0.66 215 
5 8 90.84 4.5 0.68 206 
6 5 91.36 22.8 0.73 173 
7 5 94.21 26.2 0.73 173 
8 5 92.65 15.3 0.73 173 
9 5 93.37 15.2 0.73 173 
10 5 91.80 18.1 0.73 173 
 
Although these savings are moderate, the important result is that in this 
application the stopping rule identified a stopping point that was not arbitrary. It was 
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based on the data. In fact, it was based on the data from all the interviews and the 
complete data on the frame. 
6. Conclusion 
Stopping rules have long been used in clinical trials where there is an ethical 
demand that a trial be stopped when one treatment is clearly better than another. Data 
monitoring committees are charged with analyzing the accumulating data to determine 
when this happens. Surveys, on the other hand, have relied on fixed sample designs built 
on assumptions about the variance of the statistics of interest. These assumptions are 
infrequently tested once the survey is in the field. Surveys almost never analyze their 
accumulating data in order to assess their ability to achieve targeted levels of precision. 
These estimates are complicated by the problem of nonresponse. This nonresponse can 
potentially bias survey estimates.  
If we are to build adaptive designs for surveys, we will need some means for 
determining when to stop collecting data. Current practice stops at a pre-specified 
response rate or sample size. This current rule does not consider the data available on the 
frame and their relationships to the accumulating survey data. These data may help 
inform us about the risk of nonresponse bias. A stopping rule that monitors these frame 
data and the accumulating survey data is preferred. A rule that attempts to account for 
risk of bias due to nonresponse would perform better across a variety of situations.  
In this chapter, I have proposed such a rule. This rule is based on imputation 
methods for dealing with nonresponse bias. In the presence of variables which are 
correlated with the survey variable, it is possible for this rule to be protective against bias. 
In contrast to rules proposed by other authors, the “Stop and Impute” rule makes use of 
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all the available data to determine whether to stop. This increases the efficiency of the 
rule. In simulations, this rule proves to be quite robust. In the most favorable situations 
(i.e. when data are missing completely at random), it also tends to be efficient compared 
to other rules proposed for surveys. An application to a real survey shows that this rule is 
feasible. This rule if focused on the risk of bias. However, I have also suggested simple 
modifications that will accommodate setting targets for sampling error as well. 
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Chapter 5  
Conclusion 
1. Introduction 
Nonresponse is a growing problem. While this phenomenon has been examined in 
specialized studies conducted for the sole purpose of studying nonresponse bias (for 
example, Keeter et al. 2000), much of the research into methods for dealing with this bias 
have focused on ways to increase response rates. Although the response rate may 
establish an upper limit on the potential nonresponse bias, this is not very informative as 
this limiting condition is often very from the estimated mean, even at a relatively high 
response rate. Given that the relationship between nonresponse rates and nonresponse 
bias is not necessarily linear, it makes sense to be concerned about the composition of the 
final set of respondents. In the field of survey methodology, there has been very little 
research in this direction. 
In order to address this gap, I have proposed a new measure of the risk of 
nonresponse bias that includes more data than just the response indicator. This measure is 
the fraction of missing information. Under such a measure, new methods would be 
needed in order to maximize the information in the sample. I have suggested that 
methods tailored to the characteristics of the case are needed and that the experimental 
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and statistical methods developed for dynamic treatment regimes may be helpful in this 
regard. Surveys are inherently sequential and the dynamic treatment regimes approach is 
designed for identifying optimal solutions in just this sort of environment. I have 
demonstrated that this approach can be effective at identifying more efficient means for 
establishing contact with sampled households. Future research can extend these methods 
to the whole survey process. 
2. Summary 
It seems natural to turn to methods developed for analysis in the presence of 
missing data when looking for indicators for nonresponse bias. The fraction of missing 
information is a measure long used with imputation methods to judge the quality and 
efficiency of these imputations. As opposed to the response rate, this measure involves all 
the data that we have – the response indicator, the frame data, and the incomplete survey 
data. Since it uses more data than the response rate, it should allow us to make more 
informed decisions about the risk of nonresponse bias. 
The fraction of missing information does involve a model assumption. The 
imputation model is specified by the user. An incorrect model can lead to further errors. 
If the fraction of missing information was being used to help target cases, then incorrect 
model specification could increase the nonresponse bias. However, every approach to 
survey data collection in the presence of nonresponse relies upon some modeling 
assumption. The response rate as a monitoring tool implies that the nonresponse bias is a 
linear function of the nonresponse rate. In fact, there is evidence that this is not always 
true. Groves (2006) indicates that for the specialized studies reviewed there is very little 
correlation between response rate and nonresponse bias. Perhaps, we can model the risk 
 
140 
of nonresponse bias better if we involve more data and make explicit our model 
assumptions. In addition, a model that relies on more of the data is likely to be more 
robust. In this way, the fraction of missing information is a better indicator than the 
response rate of the risk of nonresponse bias. 
If the response rate is the key metric, then the rational approach is to prioritize 
cases by their propensity to respond. Cases with the highest propensity are targeted for 
interview first. Unfortunately, this approach may not create data with the lowest risk of 
nonresponse bias. A new metric, such as the fraction of missing information, might create 
an environment in which other approaches could flourish. The FMI, as a metric, might 
lead to the development of data collection strategies aimed at maximizing the information 
content of the incomplete survey data. More “information” would be recovered under 
data collection guided by this strategy than one guided by the response rate. 
Under this measure, new methods would be needed. We may want to target 
specific cases based on something other than the propensity. This creates the need to 
tailor our methods, and to continue this tailoring throughout the data collection process. 
For example, suppose that leaving an answering machine message may be beneficial for 
establishing contact in most cases. However, for an important subgroup a message left on 
an answering machine is a “warning” that we are calling that may lead to call screening – 
increasing the difficulty of the case. Or worse, the answering machine message gives the 
potential respondent time to prepare a “script” with reasons why they cannot do the 
survey. In this case, a method tailored to the specifics of the case is needed. No message 
would be left for those cases for whom the answering machine message is actually 
harmful. This sort of tailoring can be generalized over many design features.  
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Unfortunately, standard randomized controlled trials are not amenable to 
investigating these sorts of questions. The dynamic treatment regimes approach, as a set 
of experimental and statistical tools, may offer a way forward. In fact, the survey process 
is inherently sequential. We move from attempting contact, to screening, to possible 
refusal conversion, to interviewing. The dynamic treatment regimes approach allows us 
to expand our focus from one stage (or even one feature of a stage) to the whole sequence 
of stages. The approach allows us to more broadly consider interactions between the 
sampled person’s characteristics (including their history of previous “treatments”) and the 
proposed set of design features, or protocols. These interactions can include how early 
treatments may change the effect of later treatments (for example, the answering machine 
message impact – positive or negative – on later ability to contact or interview a case). I 
have presented two case studies that show efficient methods can be identified using this 
approach. 
Finally, if the response rate is not the goal, then how do we know when to stop 
collecting data? The current rule is often to stop collecting data when a target response 
rate has been reached. Again, a rule that is based on all the data should perform better 
than one that uses only the response indicator to determine when to stop. In addition, a 
rule that conditions on all the data is truly adaptive to the data that are being collected. 
Several stopping rules have been proposed for surveys. Rao, Glickman and Glynn (2007) 
have proposed a set of rules. In Chapter 4, I proposed a new rule – the “Stop and Impute” 
rule. This rule would allow the decision about when to stop collecting data to be based on 
the data as they are collected. Such a rule attempts to account for the risk of nonresponse 
bias when determining whether to stop. 
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Taken together, these methods may allow the field to develop methods for dealing 
with nonresponse bias during data collection. Working to maximize the information in 
our data should produce higher quality data. Designing “dynamic treatment regimes” for 
surveys may help us meet this goal. 
3. Future Work 
3.1 Using FMI to Guide Effort 
I have suggested that we might want to target cases based on something other than 
the propensity to respond. The fraction of missing information is a viable candidate. The 
problem is that this is not a case-level statistic. It is a feature of the dataset. However, 
there are at least two possible approaches. The first involves creating propensity strata 
and then estimating the fraction of missing information within each stratum. There are 
several issues to work through with this approach. The estimation of the propensity strata 
could be updated daily. This would allow information about previous treatments to be 
included in the model. We would then target cases within the stratum with the highest 
fraction of missing information. I have been monitoring FMI by propensity stratum (re-
estimated daily) for NSFG. 
 We could also estimate the impact on the fraction of missing information that 
each case has using a sort of bootstrap approach. Denote ˆimy  as the m
th imputed value for 
ith case. Suppose that sampled units y1 to yi-1 are complete and yi to yn are missing. Denote 
the FMI for the current set of data (and model) as FMIi-1. Then we want to estimate the 
FMI if we were able to collect data for case i. This is dentoted FMIi. It is estimated using 
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where M is the number of imputations. In this case, *V  and B* are estimated assuming 
that each of the M imputations for case i is actually known. Then the M estimates of the 
FMI are averaged to produce an FMI estimate for the situation where case i is added to 
the dataset. I might also consider using the range or the minimum (similar to my 
proposed learning model) of the M estimates of the FMI as an indicator. The cases that 
have the smallest predicted FMI will be targeted for interview. 
3.2 Experiments in Adaptive Strategies 
I proposed a learning model for surveys. The ideal situation would be to conduct 
an experiment using this approach on a sample while a sample that was given the 
standard approach was run simultaneously. The results could be compared over time. 
Ideally, the survey variable would be known for all cases to facilitate the assessment of 
nonresponse bias.  
I would also like to explore the impact of answering machines. It appears that 
leaving message has a differential impact on potential respondents. SCA recently implied 
a standardized protocol for answering machines. This could provide a useful contrast for 
an experiment that used targeted answering machine messages that were matched to the 
respondent. After experimenting with targeting tailored to the fixed characteristics of the 
case, I would like to experiment with the placement of these messages in the sequence. 
Our preliminary analysis found that we most frequently left messages on the first attempt 
and that the frequency of messages declined with subsequent attempts. Does it make a 
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difference at what point in the sequence these messages are left? In particular, the rule 
currently in place leaves messages after the first contact. Could these be harmful? 
3.3 Cost-Error Tradeoffs 
I have ignored this problem in this dissertation. This is a very important problem. 
The results from the analysis of SCA data suggested that higher contact rates could be 
achieved if answering machine messages with an offer of an incentive were left. 
However, these incentives are expensive to implement. The question becomes, given a 
fixed budget, where should we allocate resources? It might be the case that those 
incentives are essential if we are to have any hope for some particular cases to be 
interviewed. The analysis problem is the question of whether a cheaper protocol might 
obtain nearly the same results. 
One interesting subquestion is whether we can determine more quickly than 
current methods whether to change strategies. This might offer the possibility of saving 
money. However, my hypothesis would be that for a fixed budget, you might consider 
differentially allocating resources to cases to produce the highest information content. 
The problem then is to somehow maximize information content. This problem has to be 
handled sequentially. This makes it more difficult. 
3.4 Computerized Decision Support Model 
The implementation of adaptive designs in field surveys will require more 
centralized control of protocols that are administered by field interviewers. This is akin to 
the situation for adaptive treatment regimes in the medical field. These complex regimes 
are often implemented by physicians. There is some research in this field indicating that 
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training and information are not very effective means for disseminating new treatment 
recommendations (Lin et al., 1997; Garg et al., 2005). The previously cited literature on 
Computerized Decision Support Systems indicates that these methods can improve 
physicians’ ability to adopt evidence-based treatment recommendations (Kawamoto, 
2005, Garg et al., 2005; Hersh and Hickam, 1998; Hunt et al., 1998). There is also 
research into the features that make these software applications effective (Kawamoto, 
2005; Trivedi et al., 2007; Sim et al., 2001). This research may help us design new 
software systems for field staff. Properly designed systems have been effective in the 
medical realm. I expect they will be helpful for field surveys as well. 
The most obvious candidate for experimental testing is to deliver a 
recommendation to each interviewer about the best time to attempt contacting any given 
household. I would expect a period of time in which interviewers would need to learn the 
effectiveness of these recommendations before they would begin to follow them. They 
would need to be convinced that the recommendations are sound and learn when they are 
not. Currently, we notice that even with training, it takes some time for interviewers to 
learn which times are generally best for calling attempts. 
3.5 Stopping Rules 
The “stop and impute” rule appears to be useful. The model developed in this 
dissertation is for normally distributed variables. I would like to extend this rule to other 
types of variables as well – poisson, binomial, etc. This should be quite easily done. 
In the current climate, surveys may be reluctant to implement such a rule. Most 
surveys have specified targets for response rate and sample size. I would propose running 
the stopping rule analysis with an ongoing survey. Determine each month when data 
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collection would have stopped under the “stop and impute” rule as well key survey 
estimates (adjusted) and their variances at that point. These could be compared to the 
actual stopping point and the final achieved key survey estimates and variances at that 
point. The problem would arise in those cases when the “stop and impute” rule did not 
recommend stopping before the current rule (sample size or response rate). Over time, 
this approach could help develop confidence in the method until it might be accepted for 
use. At that point, the interesting problem would be to see what happens when data 
collection continues beyond what would have been carried out under the response 
rate/sample size rule. No observational data exist for this scenario. 
4. Conclusion 
Certainly, nonresponse bias is a risk that surveys must face. As with all missing 
data problems, the best strategy is to get complete data. Unfortunately, for most surveys, 
this is simply not possible. The next best thing is to use some reasonable model to 
account for the missing data. While the response rate may be based on complete data (the 
response indicator), the nonresponse bias is a function of the response rate and data that 
are usually missing (the nonresponders survey values). The response rate as an indicator 
of data quality is important only insofar as it affects the behavior of survey organizations. 
Unfortunately, the use of the response rate has led to behaviors that may be unhealthy for 
surveys. The focus is on the status of the response indicator, and not on the total set of 
data – complete frame data with a response indicator and incomplete survey data. Survey 
methods have largely been focused on increasing the number of respondents without 
much regard for who is responding.  If the field of survey methodology is to develop 
 
147 
methods for dealing with nonresponse bias, then new indicators of nonresponse bias are 
needed. These indicators should perform better than the response rate.  
The fraction of missing information is the indicator that I have proposed. This 
measure is model-based. However, the model assumption allows us to use more of the 
data – it uses the incomplete survey data. If our models are reasonable, then this measure 
should be informative of the risk of nonresponse bias. The assumption that our models 
are reasonable will be used again in the post-survey adjustment procedures. If we make 
this assumption during data collection, then the proposed indicator may guide effort 
toward collecting data that is more information relative to data collected under another 
guiding indicator.  
I have also proposed that surveys may benefit from using techniques developed in 
the field of clinical trials. These techniques have been called “dynamic treatment 
regimes.” The goal of these regimes is to identify treatment courses that adapt to the fixed 
characteristics and history of previous treatments for each case in order to identify 
optimal methods. This approach allows us to consider interactions not only between the 
characteristics of potential respondents and the proposed protocols, but also interactions 
between the different protocols used at different phases of the survey process. Placing the 
various design features under consideration in their context may help us produce more 
robust results and develop more controlled experiments.  
This is an exciting time for the field of survey methods. The specter of 
nonresponse bias has created an opportunity for research that delves into the dual 
components of this bias – the nonresponse rate and the difference between responders 
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and nonresponders on the survey value. New indicators for this risk are needed. Armed 
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