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Abstract
The Boltzmann equation is studied without the cutoff assumption. Under a
perturbative setting, a unique global solution of the Cauchy problem of the
equation is established in a critical Chemin-Lerner space. In order to analyse
the collisional term of the equation, a Chemin-Lerner norm is combined with a
non-isotropic norm with respect to a velocity variable, which yields an apriori
estimate for an energy estimate. Together with local existence following from
commutator estimates and the Hahn-Banach extension theorem, the desired
solution is obtained. Also, the non-negativity of the solution is rigorously shown.
Keywords: Boltzmann equation, without angular cutoff, critical Besov space,
global solution
1. Introduction
We consider the Boltzmann equation in R3,{
∂tf(x, v, t) + v · ∇xf(x, v, t) = Q(f, f)(x, v, t),
f(x, v, 0) = f0(x, v),
(1.1)
where f = f(x, v, t) is a density distribution of particles in a rarefied gas with
position x ∈ R3 and velocity v ∈ R3 at time t ≥ 0, and f0 is an initial datum.
The aim of this paper is to show the global existence and uniqueness of so-
lution to (1.1) in an appropriate Besov space under a perturbative framework.
There are many references concerning well-posedness of solutions to the Boltz-
mann equation around the global Maxwellian equilibrium in different spaces.
Recently, Duan, Liu, and Xu [13] proved that the Boltzmann equation has
a unique global strong solution near Maxwellian in the Chemin-Lerner space
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v(B
3/2
2,1 ) (defined later: this space is a space-velocity-time Besov space)
under the Grad’s angular cutoff assumption. This was the first result which
applied Besov spaces to the Cauchy problem of the Boltzmann equation around
the equilibrium. In this paper, we consider (1.1) without angular cutoff by us-
ing the triple norm, introduced by Alexandre, Morimoto, Ukai, Xu, and Yang
(AMUXY in what follows) [4, 7]. The triple norm was originally adopted to
discuss the equation in L∞t (0,∞;Hkl (R6x,v)) for suitable l, k ∈ N. We combine
both ideas [13] and [7](see also [5, 6, 8]) to discuss the Cauchy problem without
angular cutoff. For this purpose, we later introduce a Chemin-Lerner type triple
norm, which enables us to take full advantage of the two ideas.
We discuss (1.1) in greater detail. The bilinear operator Q(f, g) is called the
Boltzmann collision operator and is defined by
Q(f, g)(v) =
∫
R3
∫
S2
B(v − v∗, σ)(f ′∗g′ − f∗g)dσdv∗,
where f ′∗ = f(v
′
∗), g
′ = g(v′), f∗ = f(v∗), g = g(v), and
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ (σ ∈ S2).
The operator Q acts only on v and Q(f, g)(x, v, t) := Q(f(x, ·, t), g(x, ·, t))(v).
A collision kernel B is correspondently defined to reflect various physical phe-
nomena. The first assumption is
B(v − v∗, σ) = b
(
v − v∗
|v − v∗| · σ
)
Φγ(|v − v∗|) ≥ 0,
where Φγ(|v−v∗|) = |v−v∗|γ for γ > −3. This model is physically derived when
the particle interaction obeys the inverse power law φ(r) = r−(p−1) (2 < p <∞),
where r is a distance between two interacting particles. Before mentioning to
the second assumption, we should recall that b is a function of the deviation
angle θ ∈ [0, π], defined by cos θ = v−v∗|v−v∗| ·σ, so we write b
(
v−v∗
|v−v∗| · σ
)
= b(cos θ).
As an usual convention, b(cos θ) (θ ∈ [0, π]) is replaced by
[b(cos θ) + b(cos(π − θ))] 1{0≤θ≤π/2}
so that a domain of b is [0, π/2]. The second one is called the non-cutoff as-
sumption: for some ν ∈ (0, 2) and K > 0,
b
(
v − v∗
|v − v∗| · σ
)
= b(cos θ) ∼ Kθ−2−ν (θ ↓ 0),
which implies that b is not integrable near θ = 0. In the physical model of
the inverse power law potential, relations among γ, ν, and p are given by γ =
(p − 5)/(p − 1) and ν = 2/(p− 1). In this paper, we particularly consider the
case when
γ > max{−3,−3/2− ν}.
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The latter component of this below estimate is due to a technical reason which
will appear when we derive various estimates for the collision operator and a
nonlinear term derived from Q. However, it is easily verified that −1 < γ+ν < 1
as long as γ = (p−5)/(p−1) and ν = 2/(p−1), that is, all the physically possible
combinations of γ and ν are contained in our restriction.
We consider the Boltzmann equation around the normalized Maxwellian
µ = µ(v) = (2π)−3/2e−|v|
2/2,
thus we set f = µ+ µ1/2g, so that (1.1) is equivalent to the equation
∂tg + v · ∇xg + Lg = Γ(g, g), (1.2)
with initial datum g0 defined from f0 = µ+ µ
1/2g0, where
Γ(g, h) = µ−1/2Q(µ1/2g, µ1/2h), Lg = L1g + L2g := −Γ(µ1/2, g)− Γ(g, µ1/2).
These are the nonlinear and the linear term of the Boltzmann equation, respec-
tively. It is known that L is nonnegative-definite on L2v(R3) and
kerL = span{µ1/2, µ1/2vi (i = 1, 2, 3), µ1/2|v|}.
The projection operator on kerL is denoted by P, therefore for each g,
Pg(x, v, t) =
[
a(x, t) + v · b(x, t) + |v|2c(x, t)]µ1/2(v).
The decomposition g = Pg+(I−P)g is called the macro-micro decomposition,
where I is the identity map.
The energy term and the dissipation term are respectively defined by
ET (g) ∼ ‖g‖L˜∞T L˜2v(B3/2x )
and
DT (g) = ‖∇x(a, b, c)‖L˜2T (B1/2x ) + ‖(I−P)g‖T 3/2T,2,2 .
Here and hereafter, Bsx := B
s
2,1(R
3
x). We have just showed hidden indices, and
the above norms will be rigorously defined in Section 2.
The main theorem of this paper is the following.
Theorem 1.1. Let 0 < ν < 2 and γ > max{−3,−ν−3/2}. There are constants
ε0 > 0 and C > 0 such that if
‖g0‖L˜2v(B3/2x ) ≤ ε0,
then there exists a unique global solution g(x, v, t) of (1.2) with initial datum
g0(x, v). This solution satisfies
ET (g) +DT (g) ≤ C‖g0‖L˜2v(B3/2x ) (1.3)
for any T > 0. Moreover if f0(x, v) = µ +
√
µg0(x, v) ≥ 0 then f(x, v, t) =
µ+
√
µg(x, v, t) ≥ 0.
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Let us make some comments on the theorem. We note that Besov embedding
B
3/2
2,1 (R
3) →֒ L∞(R3) ensures that B3/22,1 (R3) is a Banach algebra, that is, if f
and g are elements of B
3/2
2,1 (R
3), then so is the product fg (see Corollary 2.86 of
[11] for instance). This is the reason why we employed this space with respect
to x, combined with L∞T L
2
v. In this sense, we used the word critical in the title;
compare with the well-known fact that we need s > 3/2 for Hs(R3) →֒ L∞(R3).
We also remark that the Chemin-Lerner space L˜∞T L˜
2
v(B
3/2
2,1 ) defines stronger
topology than L∞T L
2
v(B
3/2
2,1 ). Thus we shall adopt the Chemin-Lerner norm to
the problem.
We review some known results, confining ourselves to research on the Cauchy
problem around the global Maxwellian. The first fruitful work was done by
Ukai [22], [23], based on spectral analysis of the collision operator and the
bootstrap argument. This is the first result obtaining a global mild solution
to the equation. Notable works following this perspective are, for example,
Nishida and Imai [19], and Ukai and Asano [24]. Most of these results were
secured in the 70’s and the 80’s. They adopted L∞-norm to estimate a solution
with respect to v. Recent study based on L2v-framework has started from similar
but independent results by both Guo[15] and Liu and Yu[18], Liu, Yang, and
Yu[17]. They applied the macro-micro decomposition, which clarifies dissipative
and equlibrating effects of the equation. This allowed us to utilize the energy
method. They succeeded in constructing a classical solution in a x- and v-
Sobolev space.
There are two independent results concerning global existence around the
equilibrium for the non-cutoff Boltzmann equation. To establish a global solu-
tion to the non cut-off Boltzmann equation in the whole space, AMUXY [4, 5, 7]
followed Guo’s framework with intensive pseudo-differential calculus on the col-
lisional term, in both general hard potential case γ + ν > 0 and general soft
potential case γ + ν ≤ 0. More precisely, when γ + ν > 0, [5] constructed
global solutions in L∞t (0,∞;Hkl (R6x,v)) with k ≥ 6 and l > 3/2 + γ + ν. Here,
Hkl (R
6
x,v) = {f ∈ S ′(R6x,v); 〈v〉lf ∈ Hk(R6x,v)}. For the general soft potential
case under an additional condition γ > max{−3,−ν− 3/2}, AMUXY [7] found
a solution in L∞t (0,∞;L2v(R3;HNx (R3))) with N ∋ N ≥ 4 and another solution
in L∞t (0,∞; H˜kℓ (R6x,v)) with 4 ≤ k ∈ N, ℓ ≥ k, where
H˜kℓ (R6x,v) = {f ∈ S ′(R6x,v); sup
|α+β|≤k
‖〈v〉(ℓ−|β|)|γ+ν|∂αx ∂βv f‖2L2(R6) <∞}.
AMUXY [6] also studied for qualitative properties including smoothing effect,
uniqueness, non-negativity, and convergence rate towards the equlibrium. When
the space variable moves in a torus, the global existence was shown by Gressman
and Strain [14] with convergence rates. They employed an anisotropic metric
on the “lifted” paraboloid d(v, v′) =
√|v − v′|2 + (|v|2 − |v′|2)2/4 to capture
changes in the power of the weight. For the general hard potential case, their
result is sharper than [5] and covers the global well-posedness in non-weighted
and non-velocity derivative energy functional spaces L∞t (0,∞;LNv (R3;H2x(T3)))
with N ≥ 2. It should be mentioned that the soft potential case was also studied
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by [14] in the space L∞t (0,∞; H˜kℓ (T3x × R3v)) with 4 ≤ k ∈ N, ℓ ≥ 0, without
additional condition γ > max{−3,−ν− 3/2}. The main theorem of the present
paper improves the results in non-weighted and non-velocity derivative energy
functional spaces, given in [7] for the general soft potential case and in [14] for
the general hard potentical case, respectively.
Our work is motivated by Duan, Liu, and Xu [13]. Under the cut-off as-
sumption, they studied the hard potential case γ > 0 by using the Chemin-
Lerner space L˜∞T L˜
2
v(B
3/2
x ), which was originally invented in [12] to investigate
the existence of the flow for solutions of the Navier-Stokes equations. One ad-
vantage of this time-velocity-space Besov space over a usual space L∞T L
2
vB
3/2
x
can be explained as follows: in general, it is easier to bound dyadic blocks of the
Littlewood-Paley decomposition in L∞T L
2
vL
2
x rather than to estimate directly
the solution for the equation in L∞T L
2
vB
3/2
x . Since the global well-posed the-
ory in L˜∞T L˜
2
v(B
3/2
x ) was established by [13] for the cutoff case, we extend their
methods to the non cut-off case by using upper bound estimates of the non-
linear term and calculation of commutators which were devised in a series of
AMUXY’s works.
There are some other papers applying the Besov space to analysis of the
Boltzmann equation. We will simply introduce some of them concerning the
Cauchy problem. Recently, Tang and Liu [21] followed [13] under the cut-off
assumption and improved the result by replacing B
3/2
2,1 with narrower spaces
Bs2,r ((s, r) ∈ (3/2,∞)× [1, 2] or = (3/2, 1)). For other research, see Alexandre
[1], Arse´nio and Masmoudi [10], Sohinger and Strain [20].
This paper is organized as follows. In Section 2, we review definitions of
the Littlewood-Paley decomposition, Besov spaces, and Chemin-Lerner spaces.
Taking into account the triple norm defined in [4, 7], we also define a Chemin-
Lerner type triple norm. In Section 3, we deduce Besov-type trilinear estimates.
We have to derive three different estimates of Besov-type for the nonlinear
term Γ, which lead us to the global and local existence of solutions. Since σ-
integration on the unit sphere is significant in the non cutoff case, the nonlinear
term can not be estimated by separating the so-called gain and loss terms,
different from the cut-off case in [13]. To get estimates analogous to those in
Lemma 3.1 of [13], the σ-integration should be dealt with by the triple norm,
involving two velocity variables v, v′. Section 4 is devoted to deduce an a priori
estimate for the global existence. The microscopic part (I − P)g is handled
by the estimates established in Section 3, however, we cannot adopt them for
the macroscopic part Pg. To overcome this difficulty, we will bring in a fluid-
type system of (a, b, c). Applying the energy method to it, we will acquire an
estimate of the macroscopic dissipation term. Local existence of a solution will
be shown in Section 5. We want to establish a solution by the duality argument
and the Hahn-Banach extension theorem, but a problem arises since, as far
as we know, the dual space of L˜∞T L˜
2
v(B
3/2
x ) is unknown. Therefore, we first
find a solution to a linearized equation in a wider space L∞(0, T ;L2(R6x,v)) and
construct a approximate sequence. Then we show that a limit of the sequence
is a solution to the equation, and it belongs to a suitable solution space indeed.
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This is our strategy, however, we have to employ very delicate commutator
estimates involving the nonlinear term Γ and cut-off functions with respect to
both x and v. Proofs of these estimates are fairly technical, so in this section
we postpone proving them and focus on solving the equation assuming that
the necessary lemmas are evidenced. Such lemmas are collected in Appendix
with proofs. Non-negativity of the solution obtained will be given in Section 6.
Known inequalities of Besov spaces and the triple norm used in this paper are
also collected in Appendix.
2. Preliminaries
In this section, we define some function spaces for later use. Readers may
consult [11] for this topic. First, we introduce a dyadic partition of unity, also
known as the Littlewood-Paley decomposition. Let C be the annulus {ξ ∈
R3 | 3/4 ≤ |ξ| ≤ 8/3} and B be the ball B(0, 4/3). Then there exist radial
functions χ ∈ C∞0 (B) and φ ∈ C∞0 (C) satisfying the following conditions:
0 ≤ χ(ξ), φ(ξ) ≤ 1 for any ξ ∈ R3,
χ(ξ) +
∑
q≥0
φ(2−qξ) = 1 for any ξ ∈ R3,
∑
q∈Z
φ(2−qξ) = 1 for any ξ ∈ R3 \ {0},
|q − q′| ≥ 2⇒ supp φ(2−q·) ∩ supp φ(2−q′ ·) = ∅,
q ≥ 1⇒ supp χ ∩ supp φ(2−q·) = ∅,
|q − q′| ≥ 5⇒ 2q′ C˜ ∩ 2qC = ∅,
where C˜ := B(0, 2/3) + C. We fix these functions and write h := F−1φ and
h˜ := F−1χ. For each f ∈ S ′(R3x), the nonhomogeneous dyadic blocks ∆q are
defined by
∆−1f := χ(D)f =
∫
R3
h˜(y)f(x− y)dy,
∆qf := φ(2
−qD)f = 23q
∫
R3
h(2qy)f(x− y)dy (q ∈ N ∪ {0})
and ∆qf := 0 if q ≤ −2. The nonhomogeneous low-frequency cutoff operator
Sq is defined by
Sqf =
∑
q′≤q−1
∆q′f.
We denote the set of all polynomials on R3 by P . Regarding any polynomial
P as a distribution, we notice that ∆˙qP = 0. Therefore, the homogeneous
dyadic blocks ∆˙q are defined by
∆˙qf := φ(2
−qD)f := 23q
∫
R3
h(2qy)f(x− y)dy
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for any f ∈ S ′(R3x)/P and q ∈ Z.
We now give the definition of nonhomogeneous Besov spaces as follows.
Definition 2.1. Let 1 ≤ p, r ≤ ∞ and s ∈ R. The nonhomogeneous Besov
space Bspr is defined by
Bspr :=
{
f ∈ S ′(R3x) | ‖f‖Bspr :=
∥∥(2qs‖∆qf‖Lpx)q≥−1∥∥ℓr <∞} .
When r =∞, we set ‖f‖Bsp∞ := sup
q≥−1
2qs‖∆qf‖Lpx.
Here Lpx := L
p(R3x) and this kind of abuse of notation will be used throughout
the paper.
The definition of homogeneous Besov spaces is as follows:
Definition 2.2. Let 1 ≤ p, r ≤ ∞ and s ∈ R. The homogeneous Besov space
B˙spr is defined by
B˙spr :=
{
f ∈ S ′(R3x)/P | ‖f‖B˙spr :=
∥∥∥(2qs‖∆˙qf‖Lpx)q∈Z∥∥∥
ℓr
<∞
}
.
When r =∞, we set ‖f‖B˙spr := supq∈Z 2
qs‖∆˙qf‖Lpx.
For simplicity of notations, we will write Bs2,1 =: B
s
x and B˙
s
2,1 =: B˙
s
x, as
stated in the introduction.
Next, we define Chemin-Lerner spaces, which is a generalization of the Besov
space.
Definition 2.3. Let 1 ≤ p, r, α, β ≤ ∞ and s ∈ R. For T ∈ [0,∞), the
Chemin-Lerner space L˜αT L˜
β
v (B
s
pr) is defined by
L˜αT L˜
β
v (B
s
pr) :=
{
f(·, v, t) ∈ S ′ | ‖f‖L˜αT L˜βv (Bspr) <∞
}
,
where
‖f‖L˜αT L˜βv (Bspr) :=
∥∥∥(2qs‖∆qf‖LαTLβvLpx)q≥−1∥∥∥ℓr ,
‖∆qf‖LαTLβvLpx :=
∫ T
0
(∫
R3
(∫
R3
|∆qf(x, v, t)|pdx
)β/p
dv
)α/β
dt
1/α
with the usual convention when at least one of p, r, α, β is equal to ∞. We also
define L˜αT L˜
β
v (B˙
s
pr) similarly.
We denote L˜αT L˜
β
v (B
s
2,1) by L˜
α
T L˜
β
v (B
s
x), and L˜
α
T L˜
β
v (B˙
s
2,1) by L˜
α
T L˜
β
v (B˙
s
x). Fi-
nally, we give the definition of the non-isotropic norm ||| · ||| and the space T sTpr
and T˙ sTpr , which are endowed with the “Chemin-Lerner type triple norm”.
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Definition 2.4. Let 1 ≤ p, r ≤ ∞, T > 0 and s ∈ R. |||f ||| is defined by
|||f |||2 :=
∫∫∫
B(v − v∗, σ)µ∗(f ′ − f)2dvdv∗dσ
+
∫∫∫
B(v − v∗, σ)f2∗ (
√
µ′ −√µ)2dvdv∗dσ
=J
Φγ
1 (g) + J
Φγ
2 (g) ,
and the space T sTpr is defined by
T sTpr :=
{
f | ‖f‖T sTpr =
∥∥∥(2qs‖|||∆qf |||‖LpTLrx)q≥−1∥∥∥ℓ1 <∞} .
T˙ sTpr is defined in the same manner.
|||·||| is called the triple norm, and it is known that this norm is estimated from
both above and below by weighted Sobolev norms (see [7, Proposition 2.2]):
‖f‖2
H
ν/2
γ/2
+ ‖f‖2L2
(ν+γ)/2
. |||f |||2 . ‖f‖2
H
ν/2
(ν+γ)/2
. (2.1)
If p or r is an explicit number, T sTpr is denoted by T sT,p,r to avoid ambiguity.
In order to deduce Chemin-Lerner estimates in the following sections, we
will use some properties of the above spaces. See Appendix for these properties.
It must be emphasized again that ‖ · ‖L˜αT L˜βv (Bspr) is usually easier to handle than
‖ · ‖LαTLβv (Bspr).
3. Chemin-Lerner type trilinear estimates
We will show an imporatnt estimate of the nonlinear term Γ in the suitable
Chemin-Lerner space. This estimate will be used many times throughout the
paper. We denote the usual L2(R3x × R3v) and L2(R3v) inner product by (·, ·)x,v
and (·, ·)v, respectively.
Lemma 3.1. Let 0 < s ≤ 32 and 0 < T ≤ ∞. Define
AT (f, g, h) :=
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ(f, g),∆qh)x,v|dt
)1/2
.
Then the following trilenear estimates hold:
AT (f, g, h) . ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖g‖1/2T 3/2T,2,2‖h‖
1/2
T sT,2,2, (3.1)
AT (f, g, h) .
(
‖f‖1/2
L2TL
2
v(B˙
3/2
x )
‖g‖1/2T sT,∞,2 + ‖f‖
1/2
L˜∞T L˜
2
v(B
s
x)
‖g‖1/2T˙ 3/2T,2,2
)
‖h‖1/2T sT,2,2.
(3.2)
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Moreover, if γ + ν ≤ 0, we have
AT (f, g, h) .
(
‖µ1/10f‖1/2
L2TL
2
v(B˙
3/2
x )
‖g‖1/2T sT,∞,2
+ ‖µ1/10f‖1/2
L˜∞T L˜
2
v(B
s
x)
‖g‖1/2T˙ 3/2T,2,2
)
‖h‖1/2T sT,2,2
+
(
‖f‖1/2
L2TL
2
v,(ν+γ)/2
(B˙
3/2
x )
‖g‖1/2
L˜∞T L˜
2
v(B
s
x)
+ ‖f‖1/2
L˜∞T L˜
2
v,(ν+γ)/2
(Bsx)
‖g‖1/2
L2TL
2
v(B˙
3/2
x )
)
‖h‖1/2T sT,2,2. (3.3)
Proof. Before starting the proof of this lemma, we recall the Bony decompo-
sition. Since
∑
j ∆j = Id, we have, at least formally, fg =
∑
j,j′ ∆jf∆j′g.
Dividing this summation according to the frequencies, we obtain the following
Bony decomposition:
fg = Tfg + Tgf +R(f, g),
where
Tfg :=
∑
j
Sj−1f∆jg, Tgf :=
∑
j
∆jfSj−1g,
R(f, g) :=
∑
j
 ∑
|j−j′|≤1
∆j′f∆jg
 .
Using this decomposition, we divide the inner product into three parts:
(∆qΓ(f, g),∆qh) = (∆q(Γ
1(f, g) + Γ2(f, g) + Γ3(f, g)),∆qh),
where Γ1(f, g) :=
∑
j Γ(Sj−1f,∆jg) =
∑
j Γ
1
j(f, g), and Γ
2(f, g) and Γ3(f, g)
are similarly defined.
First, we treat Γ1(f, g). From shapes of supports of χ and φ(2−j ·), we notice
∆q
∑
j
(Sj−1f∆jg) = ∆q
∑
|j−q|≤4
(Sj−1f∆jg),
that is, when ∆q is applied to, the above summation with respect to j becomes
finite. Hence we have∆q∑
j
Γ1j(f, g),∆qh

x,v
=
∑
|j−q|≤4
(∆qΓ
1
j(f, g),∆qh)x,v
=
∑
|j−q|≤4
(Γ1j(f, g),∆
2
qh)x,v
.
∑
|j−q|≤4
∫
R3
‖Sj−1f‖L2v |||∆jg||||||∆2qh|||dx
.
∑
|j−q|≤4
‖f‖L2vL∞x ‖|||∆jg|||‖L2x‖|||∆qh|||‖L2x ,
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where we used Corollary 7.2 and Lemma 7.5. We also used the inequlaity
‖|||∆2qh|||‖L2x . ‖|||∆qh|||‖L2x ,
which is verified by direct calculation. Hence, we have so far
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ1(f, g),∆qh)x,v|dt
)1/2
.
∑
q≥−1
2qs
∫ T
0
∑
|j−q|≤4
‖f‖L2vL∞x ‖|||∆jg|||‖L2x‖|||∆qh|||‖L2xdt
1/2 . (3.4)
Starting from (3.4), we shall estimates
∑
q 2
qs
(∫ T
0 |(∆qΓ1(f, g),∆qh)x,v|dt
)1/2
in two different ways. Since appearing terms will be lengthy, we set
Xj =
(∫ T
0
‖|||∆jg|||‖2L2xdt
)1/2
, Yq =
(∫ T
0
‖|||∆qh|||‖2L2xdt
)1/2
.
Using the Cauchy-Schwarz inequality, embedding B
3/2
x →֒ L∞x and Lemma
7.8, we have
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ1(f, g),∆qh)x,v|dt
)1/2
.
∑
q≥−1
2qs‖f‖1/2L∞T L2vL∞x
 ∑
|j−q|≤4
(Xj)
2
1/4 (Yq)1/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
∑
q≥−1
2qs
 ∑
|j−q|≤4
Xj
1/2

1/2∑
q≥−1
2qsYq
1/2
≤ ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖h‖1/2T sT,2,2
∑
q≥−1
2qs
∑
|j−q|≤4
2−jscj
1/2 ‖g‖1/2T sT,2,2. (3.5)
Here, we defined a ℓ1-sequence {cj} by cj := 2jsXj/‖g‖T sT,2,2. We will use
abuse of notation cj in the sequal to express similar sequences, defined by other
appropriate T sTpr-norms in each inequality. Note that all of them are in ℓ1.
Now, the double summation is finite because by Fubini’s theorem and Young’s
inequality, we have∑
q≥−1
2qs
∑
|j−q|≤4
2−jscj =
∑
q≥−1
[(1|j|≤42js) ∗ cj ](q)
≤
∑
j
1|j|≤42
js ·
∑
j
cj <∞.
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Therefore, we have
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ1(f, g),∆qh)x,v|dt
)1/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖g‖1/2T sT,2,2‖h‖
1/2
T sT,2,2.
The Γ1 part of the second estimate (3.2) is as follows. In this case, we apply
embedding B˙
3/2
x →֒ L∞x to (3.4).
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ1(f, g),∆qh)x,v|dt
)1/2
. ‖f‖1/2
L2TL
2
v(B˙
3/2
x )
∑
q≥−1
2qs
 ∑
|j−q|≤4
‖|||∆jg|||‖L∞T L2x
1/2(∫ T
0
‖|||∆qh|||‖2L2xdt
)1/4
≤ ‖f‖1/2
L2TL
2
v(B˙
3/2
x )
‖g‖1/2T sT,∞,2‖h‖
1/2
T sT,2,2
∑
q≥−1
2qs
∑
|j−q|≤4
2−jscj
1/2
. ‖f‖1/2
L2TL
2
v(B˙
3/2
x )
‖g‖1/2T sT,∞,2‖h‖
1/2
T sT,2,2 .
Next, we estimate
∑
q 2
qs
(∫ T
0 |(∆qΓ2(f, g),∆qh)x,v|dt
)1/2
. Since Γ1 and Γ2
have symmetry, we can similarly calculate it and obtain
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ2(f, g),∆qh)x,v|dt
)1/2
.
∑
q≥−1
2qs
 ∑
|j−q|≤4
∫ T
0
‖|||Sj−1g|||‖L∞x ‖∆jf‖L2x,v‖|||∆qh|||‖L2xdt
1/2
≤
∑
q≥−1
2qs
 ∑
|j−q|≤4
‖∆jf‖L∞T L2x,v‖|||Sj−1g|||‖L2TL∞x ‖|||∆qh|||‖L2TL2x
1/2
.
∑
q≥−1
2qs
 ∑
|j−q|≤4
‖∆jf‖L∞T L2x,v‖g‖T˙ 3/2T,2,2
1/2 ‖|||∆qh|||‖1/2L2TL2x
≤ ‖g‖1/2T˙ 3/2T,2,2
∑
q≥−1
2qs
∑
|j−q|≤4
‖∆jf‖L∞T L2x,v
1/2∑
q≥−1
2qs‖|||∆qh|||‖L2TL2x
1/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
s
x)
‖g‖1/2T˙ 3/2T,2,2‖h‖
1/2
T sT,2,2,
where we used Lemma 7.9. Since ‖g‖T˙ 3/2T,2,2 . ‖g‖T 3/2T,2,2 and B
s1
pr →֒ Bs2pr when
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s2 ≤ s1, we can deduce that
∑
q
2qs
(∫ T
0
|(∆qΓ2(f, g),∆qh)x,v|dt
)1/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖g‖1/2T 3/2T,2,2‖h‖
1/2
T sT,2,2.
Therefore the estimates of the second part Γ2 for (3.2) and (3.1) are completed.
Finally, we calculate the third part Γ3. Recalling the size of supports of
F [∆j′f ] and F [∆jg], first we have
∆q
∑
j
∑
|j−j′|≤1
(∆j′f,∆jg)
 = ∆q
 ∑
max{j,j′}≥q−2
∑
|j−j′|≤1
(∆j′f,∆jg)
 .
We notice that the summation concerning j is not finite at this time. How-
ever, double summation appearing later can be shown finite. Similar to Γ1, an
estimate of Γ3 with respect to x and v is
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ3(f, g),∆qh)x,v|dt
)1/2
.
∑
q≥−1
2qs
 ∑
j≥q−3
∫ T
0
‖f‖L2vL∞x ‖|||∆jg|||‖L2x‖|||∆qh|||‖L2xdt
1/2 . (3.6)
Using the Cauchy-Schwarz inequality with respect to t-integration, we have
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ3(f, g),∆qh)x,v|dt
)1/2
.
∑
q≥−1
2qs‖f‖1/2
L∞T L
2
v(B
3/2
x )
 ∑
j≥q−3
‖|||∆jg|||‖L2T,x
1/2 (‖|||∆qh|||‖L2T,x)1/2
≤ ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
( ∑
q≥−1
∑
j≥q−3
2qs‖|||∆jg|||‖L2T,x
)1/2( ∑
q≥−1
2qs‖|||∆qh|||‖L2T,x
)1/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖g‖1/2T sT,2,2‖h‖
1/2
T sT,2,2
∑
q≥−1
2qs
∑
j≥q−3
2−jscj
1/2 .
The last factor of the previous line is finite because∑
q≥−1
2qs
∑
j≥q−3
2−jscj =
∑
j≥−4
cj
∑
j−q≥−3
2−(j−q)s <∞.
Here we applied Fubini’s theorem and Young’s inequality again. This is an
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estimate corresponding to (3.1). Moreover, we calculate that
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ3(f, g),∆qh)x,v|dt
)1/2
.
∑
q≥−1
2qs‖f‖1/2
L2TL
2
vL
∞
x
 ∑
j≥q−3
‖|||∆jg|||‖L∞T L2x
1/2 ‖|||∆qh|||‖1/2L2T,x
. ‖f‖1/2
L2TL
2
v(B˙
3/2
x )
∑
q≥−1
∑
j≥q−3
2qs‖|||∆jg|||‖L∞T L2x
1/2 ‖h‖1/2T sT,2,2
. ‖f‖1/2
L2TL
2
v(B˙
3/2
x )
‖g‖1/2T sT,∞,2‖h‖
1/2
T sT,2,2.
Combining the above estimates properly, we obtain the second estimate (3.2).
For the third estimate (3.3), we apply Corollary 7.3 instead of Corollary 7.2.
Then the completely same argument of (3.2) yields (3.3). Notice that all we have
to do is to replace f with µ1/10f in the first term on the right hand side of (3.3),
and to replace T sT,∞,2 and T˙ 3/2T,2,2 with L˜∞T L˜2v(Bsx) and L2TL2v(B˙3/2x ) respectively
in the second term.
4. Estimate on nonlinear term and a priori estimate
Inserting certain functions into the inequalities of Lemma 3.1, we first es-
timate some nonlinear terms by the energy and the dissipation term. After
that, we will derive an apriori estimate. In this section, we decompose f into
µ+ µ1/2g, and all Lemmas are statements on this g.
Lemma 4.1. Assume 0 < s ≤ 32 . Then we have
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ(g, g),∆q(I−P)g)|dt
)1/2
.
√
ET (g)DT (g).
Proof. We devide Γ(g, g) into Γ(g,Pg) and Γ(g, (I − P)g), and estimate the
respective terms. Using (3.1) of Lemma 3.1, we obtain
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ(g, (I−P)g),∆q(I−P)g)|dt
)1/2
. ‖g‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖(I−P)g‖T s
T,2,2
.
√
ET (g)DT (g).
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When γ + ν > 0, (3.2) of Lemma 3.1 yields
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ(g,Pg),∆q(I−P)g)|dt
)1/2
. ‖(I−P)g‖1/2T sT,2,2
(
‖g‖1/2
L2TL
2
v(B˙
3/2
x )
‖Pg‖1/2T sT,∞,2 + ‖g‖
1/2
L˜∞T L˜
2
v(B
s
x)
‖Pg‖1/2T˙ 3/2T,2,2
)
.
√
ET (g)DT (g),
where we used the following inequalities:
‖g‖
L2TL
2
v(B˙
3/2
x )
. ‖g‖T˙ 3/2T,2,2 . ‖Pg‖T˙ 3/2T,2,2 + ‖(I−P)g‖T 3/2T,2,2 ∼ DT (g),
‖Pg‖T sT,∞,2 . ‖g‖L˜∞T L˜2v(Bsx).
The first inequality is deduced by Lemmas 7.7-7.8, and the fact that ‖ · ‖L2v ≤‖ · ‖L2
v,(γ+ν)/2
. ||| · ||| when γ + ν > 0. We recall |||Pf ||| . ‖f‖L2v and Lemma 7.8
for the second one.
When γ + ν ≤ 0, (3.3) of Lemma 3.1 similarly yields
∑
q≥−1
2qs
(∫ T
0
|(∆qΓ(g,Pg),∆q(I−P)g)|dt
)1/2
. ‖µ1/10g‖1/2
L2TL
2
v(B˙
3/2
x )
‖Pg‖1/2T sT,∞,2‖(I−P)g‖
1/2
T sT,2,2
+ ‖µ1/10g‖1/2
L˜∞T L˜
2
v(B
s
x)
‖Pg‖1/2T˙ 3/2T,2,2‖(I−P)g‖
1/2
T sT,2,2
+ ‖g‖1/2
L2TL
2
v,(ν+γ)/2
(B˙
3/2
x )
‖Pg‖1/2
L˜∞T L˜
2
v(B
s
x)
‖(I−P)g‖1/2T sT,2,2
+ ‖g‖1/2
L˜∞T L˜
2
v,(ν+γ)/2
(Bsx)
‖Pg‖1/2
L2TL
2
v(B˙
3/2
x )
‖(I−P)g‖1/2T sT,2,2
.
√
ET (g)DT (g).
Owing to the fact |||Pg||| . ‖g‖L2v , ‖Pg‖L˜∞T L˜2v(Bsx) and ‖Pg‖T sT,∞,2 are similarly
estimated. So are ‖Pg‖T˙ 3/2T,2,2 and ‖Pg‖L2TL2v(B˙3/2x ).
Lemma 4.2. Let φ ∈ S(R3v) and 0 < s ≤ 32 . Then we have
∑
q≥−1
2qs
(∫ T
0
‖∆q(Γ(g, g), φ)‖2L2xdt
)1/2
. ET (g)DT (g).
Proof. First, we consider the case γ + ν > 0. Together with the decomposition
Γ(g, g) = Γ1(g, g) + Γ2(g, g) + Γ3(g, g), the generalized Minkowski inequality
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gives(∫ T
0
‖∆q(Γ(g, g), φ)‖2L2xdt
)1/2
≤
3∑
i=1
(∫ T
0
‖∆q(Γi(g, g), φ)‖2L2xdt
)1/2
≤
∑
|j−q|≤4
(∫ T
0
‖∆q(Γ(Sj−1g,∆jg), φ)‖2L2xdt
)1/2
+
∑
|j−q|≤4
(∫ T
0
‖∆q(Γ(∆jg, Sj−1g), φ)‖2L2xdt
)1/2
+
∑
max{j,j′}≥q−2
∑
|j−j′|≤1
(∫ T
0
‖∆q(Γ(∆j′g,∆jg), φ)‖2L2xdt
)1/2
=: I1q + I
2
q + I
3
q .
By using Corollary 7.2 and Lemma 7.5, each term is calculated as follows: We
use the macro-micro decomposition g = Pg+(I−P)g to estimate the first and
third term properly. Then we have
∑
q≥−1
2qsI1q ≤
∑
q≥−1
2qs
∑
|j−q|≤4
(∫ T
0
∫
‖Sj−1g‖2L2v |||∆jPg|||
2dxdt
)1/2
+
∑
q≥−1
2qs
∑
|j−q|≤4
(∫ T
0
∫
‖Sj−1g‖2L2v |||∆j(I−P)g|||
2dxdt
)1/2
≤
∑
q≥−1
2qs
∑
|j−q|≤4
(∫ T
0
‖g‖2L2vL∞x dt
)1/2
‖∆jPg‖L∞T L2vL2x
+
∑
q≥−1
2qs
∑
|j−q|≤4
‖g‖L∞T L2vL∞x
(∫ T
0
‖|||∆j(I−P)g|||‖2L2xdt
)1/2
. ‖g‖
L2TL
2
v(B˙
3/2
x )
‖Pg‖L˜∞T L˜2v(Bsx) + ‖g‖L˜∞T L˜2v(B3/2x )‖(I−P)g‖T sT,2,2
. ET (g)DT (g),
∑
q≥−1
2qsI2q ≤
∑
q≥−1
2qs
∑
|j−q|≤4
‖∆jg‖L∞T L2x,v
(∫ T
0
‖|||Sj−1g|||‖2L∞x dt
)1/2
. ‖g‖L˜∞T L˜2v(Bsx)‖g‖T˙ 3/2T,2,2 . ET (g)DT (g),
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∑
q≥−1
2qsI3q ≤
∑
q≥−1
∑
j≥q−3
2qs‖∆jg‖L∞T L2x,v
(∫ T
0
‖|||Pg|||‖2L∞x dt
)1/2
+
∑
q≥−1
∑
j′≥q−3
2qs‖g‖L∞T L2vL∞x
(∫ T
0
‖|||∆j′ (I−P)g|||‖2L2xdt
)1/2
. ‖g‖L˜∞T L˜2v(Bsx)‖Pg‖T˙ 3/2T,2,2 + ‖g‖L∞T L2v(B3/2x )‖(I−P)g‖T sT,2,2
. ET (g)DT (g).
When γ+ν ≤ 0, apply Corollary 7.3 instead of Corollary 7.2 for the estimate
of I1q . Then we have
∑
q≥−1
2qsI1q ≤
∑
q≥−1
2qs
∑
|j−q|≤4
(∫ T
0
∫
‖〈v〉(γ+ν)/2Sj−1g‖2L2v |||∆jPg|||
2dxdt
)1/2
+
∑
q≥−1
2qs
∑
|j−q|≤4
(∫ T
0
∫
‖Sj−1g‖2L2v |||∆j(I−P)g|||
2dxdt
)1/2
. ‖〈v〉(γ+ν)/2g‖
L2TL
2
v(B˙
3/2
x )
‖Pg‖L˜∞T L˜2v(Bsx)
+ ‖g‖
L˜∞T L˜
2
v(B
3/2
x )
‖(I−P)g‖T sT,2,2
. ET (g)DT (g).
Other parts follow in the same manner.
As for the upper bound of the linear term L we have
Lemma 4.3. Let φ ∈ S(R3v) and s > 0. Then we have
∑
q≥−1
2qs
(∫ T
0
‖∆q(L(I −P)g, φ)‖2L2xdt
)1/2
. ‖(I−P)g‖T sT,2,2 .
Proof. Since it follows from Corollaries 7.2 and 7.3 that∣∣∆q(L(I−P)g, φ)L2v ∣∣
≤
∣∣∣(Γ(µ1/2,∆q(I−P)g), φ)L2v ∣∣∣+ ∣∣∣(Γ(∆q(I−P)g, µ1/2), φ)L2v ∣∣∣
. |||∆q(I−P)g|||+ ‖∆q(I−P)g‖L2
(γ+ν)/2
(R3v)
,
we obtain the desired estimate.
We next estimate derivative of the macroscopic part.
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Lemma 4.4. It holds that
‖∇x(a, b, c)‖L˜2T (B1/2x )
. ‖g0‖L˜2v(B3/2x ) + ET (g) + ‖(I−P)g‖T 3/2T,2,2 + ET (g)DT (g). (4.1)
Proof. We start from (1.1). Multiplying the equation by 1, v, and |v|2 and
taking v-integration, we have the following local macroscopic balance laws:
∂t
∫
R3v
fdv +∇x ·
∫
R3v
vfdv = 0,
∂t
∫
R3v
vfdv +∇x ·
∫
R3v
v ⊗ vfdv = 0,
∂t
∫
R3v
|v|2fdv +∇x ·
∫
R3v
|v|2vfdv = 0.
We decompose f into f = µ + µ1/2g and further decompose g into g = Pg +
(I−P)g = g1+ g2. In order to express the above balance laws with the macro-
scopic functions (a, b, c), we need to calculate some moments of Maxwellian
µ.
(1, µ) = 1, (|vi|2, µ) = 1, (|v|2, µ) = 3,
(|vi|2|vj |2, µ) = 1 (i 6= j), (|vi|4, µ) = 3,
(|v|2|vi|2, µ) = 5, (|v|4, µ) = 15, (|v|4|vi|2µ) = 35.
Keeping these values in mind, we compute that∫
R3v
fdv = 1 + (a+ 3c),∫
R3v
vfdv = b,∫
R3v
|v|2fdv = 3 + 3(a+ 5c),∫
R3v
vivjfdv = δij + (a+ 5c)δij + (vivjµ
1/2, g2),∫
R3v
|v|2vfdv = 5b+ (|v|2vµ1/2, g2).
Here, δij is Kronecker’s delta. Inserting these identities into the balance laws,
we have
∂t(a+ 3c) +∇x · b = 0,
∂tb+∇x(a+ 5c) +∇x · (v ⊗ vµ1/2, g2) = 0,
3∂t(a+ 5c) + 5∇x · b +∇x · (|v|2vµ1/2g2) = 0.
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This is equivalent to the system
∂ta− 1
2
∇x · (|v|2vµ1/2, g2) = 0,
∂tb+∇x(a+ 5c) +∇x · (v ⊗ vµ1/2, g2) = 0,
∂tc+
1
3
∇x · b + 1
6
∇x · (|v|2vµ1/2, g2) = 0.
Next, we rewrite (1.2) as
∂tg1 + v · ∇xg1 = −∂tg2 +R1 +R2,
where R1 = −v · ∇xg2 and R2 = −Lg2+Γ(g, g). We rewrite this equation once
again so that we express the equation in terms of (a, b, c).
∂taµ
1/2 + (∂tb+∇xa) · vµ1/2 +
∑
i
(∂tc+ ∂ibi)|vi|2µ1/2
+
∑
i<j
(∂jbi + ∂ibj)vivjµ
1/2 +∇xc · |v|2vµ1/2 = −∂tg2 +R1 +R2. (4.2)
Here, ∂i = ∂xi . We define the high-order moment functions A(g) = (Aij(g))3×3
and B(g) = (Bi(g))1×3 by
Aij(g) = ((vivj − δij)µ1/2, g), Bi(g) = 1
10
((|v|2 − 5)viµ1/2, g).
Notice that these functions operate only on v and
|Aij(g)|, |Bi(g)| ≤ C‖g‖L2
v,(γ+ν)/2
since we take inner products of g and rapidly decreasing functions. Applying
Aij and Bi to both sides of (4.2), we have
∂t(Aij(g2) + 2cδij) + ∂jbi + ∂ibj = Aij(R1 +R2),
∂tBi(g2) + ∂ic = Bi(R1 +R2).
Thus, we obtained the following system:
∂ta− 12∇x · (|v|2vµ1/2, g2) = 0,
∂tb+∇x(a+ 5c) +∇x · (v ⊗ vµ1/2, g2) = 0,
∂tc+
1
3∇x · b + 16∇x · (|v|2vµ1/2, g2) = 0,
∂t(Aij(g2) + 2cδij) + ∂jbi + ∂ibj = Aij(R1 +R2),
∂tBi(g2) + ∂ic = Bi(R1 +R2).
(4.3)
We derive the desired estimate from this system. For later use, we define the
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energy functional
Eq(g) = E
1
q (g) + δ2E
2
q (g) + δ3E
3
q (g),
E1q (g) =
∑
i
(Bi(∆qg2), ∂i∆qc),
E2q (g) =
∑
i,j
(Aij(∆qg2) + 2∆qcδij , ∂j∆qbi + ∂i∆qbj),
E3q (g) = (∆qb,∇x∆qa).
δ2 and δ3 are two small positive numbers, which will be chosen later. First, we
apply ∆q with q ≥ −1 to (4.3). We have
∂t∆qa− 12∇x · (|v|2vµ1/2,∆qg2) = 0,
∂t∆qb+∇x∆q(a+ 5c) +∇x · (v ⊗ vµ1/2,∆qg2) = 0,
∂t∆qc+
1
3∇x ·∆qb+ 16∇x · (|v|2vµ1/2,∆qg2) = 0,
∂t(Aij(∆qg2) + 2∆qcδij) + ∂j∆qbi + ∂i∆qbj = Aij(∆qR1 +∆qR2),
∂tBi(∆qg2) + ∂i∆qc = Bi(∆qR1 +∆qR2).
(4.4)
In what follows, by (4.4)n we denote the n-th equation of (4.4). Multiplying
(4.4)5 by ∂i∆qc, we have
d
dt
(Bi(∆qg2), ∂i∆qc)− (Bi(∆qg2), ∂i∆q∂tc) + ‖∂i∆qc‖2L2x
= (Bi(∆qR1 +∆qR2), ∂i∆qc).
By Young’s inequality it is obvious that
(Bi(∆qR1), ∂i∆qc) ≤ ε‖∂i∆qc‖2L2x +
C
ε
‖∇x∆qg2‖2L2
v,(γ+ν)/2
L2x
for small positive ε. We note that if ‖g‖
L˜∞T L˜
2
v(B
3/2
x )
< ∞, the Cauchy-Schwarz
inequality gives (g(x, ·, t), φ) ∈ L˜∞T (B3/2x ) for any φ ∈ S(R3v). Also, that
‖g‖T 3/2T,2,2 < ∞ implies
∑
q 2
3/2
(∫ T
0
∫ |(∆qg(x, ·, t), φ)|2dx)1/2 < ∞ for any
φ ∈ S(R3v). In order to estimate (Bi(∆qg2), ∂i∆q∂tc), we use (4.4)3 and par-
tial integral. As long as f , g ∈ B3/22,1 , (∂i∆qf,∆qg) = −(∆qf, ∂i∆qg). Indeed, if
f ∈ B3/22,1 , ∆qf is also in B3/22,1 ⊂ H1. Moreover, that f ∈ L∞ implies ∆qf ∈ C∞b .
So both (∂i∆qf,∆qg) and −(∆qf, ∂i∆q!g) exist and the same.
|(Bi(∆qg2), ∂i∆q∂tc)| =
∣∣∣∣(∂iBi(∆qg2), 13∇x ·∆qb+ 16∇x · (|v|2vµ1/2,∆qg2)
)∣∣∣∣
≤ ε‖∇x∆qb‖2L2x +
C
ε
‖∇x∆qg2‖2L2
v,(γ+ν)/2
L2x
.
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Here we set ‖∇x∆qb‖L2x := ‖∇x ⊗∆qb‖L2x for brevity. From this inequality,
we have for small λ′ > 0 and ε1 > 0,
d
dt
E1q (g)+λ
′‖∇x∆qc‖2L2x ≤ ε1‖∇x∆qb‖
2
L2x
+
C
ε1
‖∇x∆qg2‖2L2
v,(γ+ν)/2
L2x
+
C
ε1
∑
i
‖Bi(∆qR2)‖2L2x . (4.5)
Next, we multiply (4.4)4 by ∂j∆qbi+ ∂i∆qbj and take summation with i and j.
We remark that
‖∂j∆qbi + ∂i∆qbj‖2L2x = ‖∂j∆qbi‖
2
L2x
+ ‖∂i∆qbj‖2L2x + 2(∂j∆qbi, ∂i∆qbj)
= ‖∂j∆qbi‖2L2x + ‖∂i∆qbj‖
2
L2x
+ 2(∂i∆qbi, ∂j∆qbj).
Thus, ∑
i,j
‖∂j∆qbi + ∂i∆qbj‖2L2x = 2‖∇x∆qb‖
2
L2x
+ 2‖∇x ·∆qb‖2L2x ,
and this implies
d
dt
E2q (g)−
∑
i,j
(Aij(∆qg2) + 2∆qcδij , ∂j∆q∂tbi + ∂i∆q∂tbj)
+ 2‖∇x∆qb‖2L2x + 2‖∇x ·∆qb‖
2
L2x
= (Aij(∆qR1 +∆qR2), ∂j∆qbi + ∂i∆qbj).
Substituting (4.4)2 to eliminate ∂t∆qb, we have
|(Aij(∆qg2) + 2∆qcδij , ∂j∆q∂tbi)|
=
∣∣∣∣∣
(
∂jAij(∆qg2) + 2∂j∆qcδij , ∂i∆q(a+ 5c) + ∂i · (
∑
l
vivlµ
1/2,∆qg2)
)∣∣∣∣∣
≤ ε‖∇x∆qa‖2L2x +
C
ε
‖∇x∆qc‖2L2x +
C
ε
‖∇x∆qg2‖2L2
v,(γ+ν)/2
L2x
and other terms on the left hand side are similarly estimated. Hence, for small
ε2 > 0 we have
d
dt
∑
i,j
E2q (g)+λ
′‖∇x∆qb‖2L2x ≤ ε2‖∇x∆qa‖
2
L2x
+
C
ε2
‖∇x∆qc‖2L2x
+
C
ε2
‖∇x∆qg2‖2L2
v,(γ+ν)/2
L2x
+
∑
i,j
‖Aij(∆qR2)‖2L2x . (4.6)
Lastly, from (4.4)2 we have
d
dt
E3q (g)−
∑
i
(∆qbi, ∂i∆q∂ta) + ‖∇x∆qa‖2L2x = −5
∑
i
(∂i∆qc, ∂i∆qa)
−
∑
i,j
(∂j(vivjµ
1/2,∆qg2), ∂i∆qa).
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Eliminating ∂t∆qa by (4.4)1, we have
d
dt
E3q (g) + λ
′‖∇x∆qa‖2L2x ≤ C‖∇x∆q(b, c)‖
2
L2x
+ C‖∇x∆qg2‖2L2
v,(γ+ν)/2
L2x
. (4.7)
For sufficiently small δ2 and δ3 with 0 < δ3 ≪ δ2 ≪ 1, taking summation
(4.5) + δ2(4.6) + δ3(4.7) and then choosing small ε1 and ε2, we obtain for small
λ > 0,
d
dt
Eq(g(t)) + λ‖∇x∆q(a, b, c)‖2L2x . ‖∇x∆qg2‖
2
L2
v,(γ+ν)/2
L2x
+
∑
i,j
‖Aij(∆qR2)‖2L2x +
∑
i
‖Bi(∆qR2)‖2L2x . (4.8)
Integrating (4.8) on [0, T ] and taking the square root of the resultant in-
equality, we have
‖∇x∆q(a, b, c)‖L2TL2x .
√
|Eq(g(0))|+
√
|Eq(g(T ))|
+ ‖∇x∆qg2‖L2TL2v,(γ+ν)/2L2x +
∑
i,j
‖Aij(∆qR2)‖L2TL2x
+
∑
i
‖Bi(∆qR2)‖L2TL2x . (4.9)
Multiplying this inequality by 2q/2 and taking summation over q ≥ −1 yield
‖∇x(a, b, c)‖L˜2T (B1/2x ) .
∑
q≥−1
2q/2
√
|Eq(g(0))|+
∑
q≥−1
2q/2
√
|Eq(g(T ))|
+ ‖g2‖L˜2T L˜2v,(γ+ν)/2(B3/2x ) +
∑
i,j
∑
q≥−1
2q/2‖Aij(∆qR2)‖L2TL2x
+
∑
i
∑
q≥−1
2q/2‖Bi(∆qR2)‖L2TL2x . (4.10)
Here we used Lemma 7.7 to estimate the sum corresponding to the third term
of the right hand side of (4.9) by ‖g2‖L˜2T L˜2v,(γ+ν)/2(B3/2x ). This term is governed
by ‖g2‖T 3/2T,2,2 since ‖ · ‖L2v,(γ+ν)/2 . ||| · |||. The other four terms on the right hand
side are estimated as follows. The Cauchy-Schwarz inequality yields∑
q≥−1
2q/2
√
|Eq(g(t))| .
∑
q≥−1
2q/2
[‖∇x∆q(a, b, c)(t)‖L2x + ‖∆q(b, c)(t)‖L2x
+‖∇x∆qg2(t)‖L2vL2x
]
.
Using Lemma 7.7 once again, we have∑
q≥−1
2q/2
√
|Eq(g(0))| . ‖g0‖L˜2v(B3/2x ),
∑
q≥−1
2q/2
√
|Eq(g(t))| . ET (g).
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Applying Lemmas 4.2 and 4.3 with φ(v) = (vivj − δij)µ1/2(v) and φ(v) =
1
10 (|v|2 − 5)viµ1/2(v) implies∑
i,j
∑
q≥−1
2q/2‖Aij(∆qR2)‖L2TL2x +
∑
i
∑
q≥−1
2q/2‖Bi(∆qR2)‖L2TL2x
. ‖g2‖T 3/2T,2,2 + ET (g)DT (g).
Therefore, substituting the above four inequalities into (4.10), we finally ob-
tained the desired estimate.
At the end of this section, we derive an a priori estimate of the energy and
the dissipation terms.
Lemma 4.5. It holds that
ET (g) +DT (g) . ‖g0‖L˜2v(B3/2x ) +
(
ET (g) +
√
ET (g)
)
DT (g).
Proof. Applying ∆q to (1.2) and taking the inner product with ∆qg overR
3
x×R3v,
we have
(∂t∆qg,∆qg) + (v ·∆q∇xg,∆qg) + (L(∆qg),∆qg) = (∆qΓ(g, g),∆qg).
Since ∆q∇xg = ∇x∆qg, we have (v ·∆q∇xg,∆qg)L2x = 0. Moreover,
(∆qΓ(g, g),∆qPg)L2v
=
∫
R3v×R3v∗×S2
Bµ
1/2
∗ (∆q(g′∗g
′)−∆q(g∗g))∆qPgdvdv∗dσ
=
1
2
∫
R3v×R3v∗×S2
B∆q(g∗g)∆q((Pg)′µ
′1/2
∗ + (Pg)′∗µ
′1/2
−Pgµ1/2∗ − (Pg)∗µ1/2)dvdv∗dσ
= 0.
Therefore, we have
1
2
d
dt
‖∆qg‖2L2vL2x + 2λ0‖|||∆q(I−P)g)|||‖
2
L2x
≤ |(∆qΓ(g, g),∆q(I−P)g))|,
where λ0 is taken in Lemma 7.4.
Integrate this inequality over [0, t] with 0 ≤ t ≤ T , take the square root of
the resultant inequality and multiply it by 23q/2. Then we have
23q/2‖∆qg(t)‖L2vL2x +
√
λ02
3q/2
(∫ t
0
‖|||(I−P)∆qg(τ)|||‖2L2xdτ
)1/2
≤ 23q/2‖∆qg0‖L2vL2x + 23q/2
(∫ t
0
|(∆qΓ(g, g),∆q(I−P)g))|dτ
)1/2
.
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We take supremum over 0 ≤ t ≤ T on the left hand side and take the summation
over q ≥ −1. Together with Lemma 4.1, we have
‖g‖
L˜∞T L˜
2
v(B
3/2
x )
+
√
λ0‖(I−P)g‖T 3/2T,2,2 ≤ ‖g0‖L˜2v(B3/2x ) +
√
ET (g)DT (g). (4.11)
We now use Lemma 4.4. Taking summation δ(4.1) + (4.11) with small positive
δ, we have
(1− δ)Et(g) + (
√
λ0 − δ)‖(I−P)g‖T 3/2T,2,2 + δ‖∇x(a, b, c)‖L˜2T (B1/2x )
. ‖g0‖L˜2v(B3/2x ) + (
√
ET (g) + ET (g))DT (g).
The proof is complete by choosing sufficiently small δ.
Since (1.3) follows from Lemma 4.5, the existence of a unique global solution
in Theorem 1.1 is a direct consequence of Theorem 5.2 in the next section,
concerning the existence of a local solution. The non-negativity of solutions to
the Cauchy problem (1.1) is sent to Section 6.
5. Local existence
5.1. Local existence of linear and nonlinear equations
Lemma 5.1 (Local existence for a linear equation). There exist some C0 > 1,
ǫ0 > 0, T0 > 0 such that for all 0 < T ≤ T0, g0 ∈ L˜2v(B3/2x ), f ∈ L˜∞T L˜2v(B3/2x )
satisfying
‖f‖
L˜∞T L˜
2
v(B
3/2
x )
≤ ǫ0,
the Cauchy problem{
∂tg + v · ∇xg + L1g = Γ(f, g)− L2f,
g|t=0 = g0,
(5.1)
admits a weak solution g ∈ L∞([0, T ];L2(R6x,v)) satisfying
‖g‖
L˜∞T L˜
2
v(B
3/2
x )
+ ‖g‖T 3/2T,2,2 ≤ C0
(
‖g0‖L˜2v(B3/2x ) +
√
T‖f‖
L˜∞T L˜
2
v(B
3/2
x )
)
(5.2)
Proof. Consider
Q = −∂t + (v · ∇x + L1 − Γ(f, ·))∗,
where the adjoint operator (·)∗ is taken with respect to the scalar product in
L2(R6x,v). Then, for all h ∈ C∞([0, T ],S(R6x,v)), with h(T ) = 0 and 0 ≤ t ≤ T ,
Re
(
h(t),Qh(t))
x,v
= −1
2
d
dt
(‖h‖2L2x,v)
+ Re(v · ∇xh, h)x,v +Re(L1h, h)x,v − Re(Γ(f, h), h)x,v
≥ − 1
2
d
dt
(‖h(t)‖2L2x,v)+ 1C ‖|||h(t)|||‖2L2x − C‖h(t)‖2L2x,v
− C‖f‖L∞([0,T ]×R3x;L2(R2v))‖|||h(t)|||‖2L2x ,
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because L1 is a selfadjoint operator and Re(v · ∇xh, h)L2x,v = 0.
Since L˜∞T L˜
2
v(B
3/2
x ) ⊂ L∞([0, T ]× R3x;L2(R3v)), we have
− d
dt
(
e2Ct‖h(t)‖2L2x,v
)
+
1
C
e2Ct‖|||h(t)|||‖2L2x
≤ 2e2Ct‖h(t)‖L2x,v‖Qh(t)‖L2x,v ,
if ε0 is sufficiently small. Since h(T ) = 0, for all t ∈ [0, T ] we have
‖h(t)‖2L2x,v +
1
C
‖|||h|||‖2L2([t,T ]×R3x)
≤ 2
∫ T
t
e2C(τ−t)‖h(τ)‖L2x,v‖Qh(τ)‖L2x,vdτ
≤ 2e2CT‖h‖L∞([0,T ];L2(R6x,v))‖Qh‖L1([0,T ],L2(R6x,v)), so that
‖h‖L∞([0,T ];L2(R6x,v)) ≤ 2e2CT‖Qh‖L1([0,T ],L2(R6x,v)). (5.3)
Consider the vector subspace
W = {w = Qh : h ∈ C∞([0, T ],S(R6x,v)), h(T ) = 0}
⊂ L1([0, T ], L2(R6x,v)).
This inclusion holds because it follows from Proposition 7.10 that for g ∈ L2x,v
|(Γ(f, ·)∗h, g)L2x,v | = |(h,Γ(f, g))L2x,v | . ‖f‖L∞x (L2v)‖g‖L2x,v‖h‖L2x(Hνγ+ν) ,
and hence, for all t ∈ [0, T ],
‖Γ(f, ·)∗h‖L2x,v . ‖f‖L∞x (L2v)‖h‖L2x(Hνγ+ν).
Since g0 ∈ L2(R6x,v) we define the linear functional
G : W −→ C
w =Qh 7→ (g0, h(0))L2x,v − (L2f , h)L2([0,T ];L2x,v) ,
where h ∈ C∞([0, T ],S(R6x,v)), with h(T ) = 0. According to (5.3), the operator
Q is injective. The linear functional G is therefore well-defined. It follows from
(5.3) that G is a continuous linear form on (W, ‖ · ‖L1([0,T ];L2(R6x,v))),
|G(w)| ≤ ‖g0‖L2x,v‖h(0)‖L2x,v + CT ‖f‖L∞([0,T ];L2x,v)‖h‖L1([0,T ];L2(R6x,v))
≤ C′T
(
‖g0‖L2x,v + ‖f‖L∞([0,T ];L2x,v)
)
‖Qh‖L1([0,T ];L2(R2x,v))
= C′T
(
‖g0‖L2x,v + ‖f‖L∞([0,T ];L2x,v)
)
‖w‖L1([0,T ];L2(R2x,v)) .
By using the Hahn-Banach theorem, G may be extended as a continuous linear
form on
L1([0, T ];L2(R6x,v)),
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with a norm smaller than C′T
(
‖g0‖L2x,v+‖f‖L∞([0,T ];L2x,v)
)
. It follows that there
exists g ∈ L∞([0, T ];L2(R6x,v)) satisfying
‖g‖L∞([0,T ],L2(R6x,v)) ≤ C′T
(
‖g0‖L2x,v + ‖f‖L∞([0,T ];L2x,v)
)
,
such that
∀w ∈ L1([0, T ];L2(R6x,v)), G(w) =
∫ T
0
(g(t), w(t))L2x,vdt.
This implies that for all h ∈ C∞0 ((−∞, T ),S(R6x,v)),
G(Qh) =
∫ T
0
(g(t),Qh(t))L2x,vdt
= (g0, h(0))L2x,v −
∫ T
0
(L2f(t) , h(t))L2x,vdt .
This shows that g ∈ L∞([0, T ];L2(R6x,v)) is a weak solution of the Cauchy
problem {
∂tg + v · ∇xg + L1g = Γ(f, g)− L2f,
g|t=0 = g0.
(5.4)
It remains to prove that g satisfies (5.2). Here we only give a formal proof,
temporarily assuming g ∈ L˜∞T L˜2v(B3/2) ∩ T 3/2T,2,2, because too many ingredients
are required for its rigorous proof, which will be given at the end of this section.
Formal proof of (5.2): Applying ∆q(q ≥ −1) to (5.4) and taking the inner
product 23q∆qg over R
6
x,v, we obtain
d
dt
23q‖∆qg‖2x,v +
23q
C
‖|||∆qg|||‖2L2x
≤ 23q+1 (∆qΓ(f, g),∆qg)x,v + 23q‖∆qf‖2x,v + C23q‖∆qg‖2x,v.
Integrate this with respect to the time variable over [0, t] with 0 ≤ t ≤ T , take
the square root of both sides of the resulting inequality and sum up over q ≥ −1.
Then it follows from (3.1) of Lemma 3.1 that
‖g‖L˜∞T L˜2v(B3/2) +
1√
C
‖g‖T 3/2T,2,2 ≤ C
′‖f‖1/2
L˜∞T L˜
2
v(B
3/2)
‖g‖T 3/2T,2,2
+ 2
(
‖g0‖L˜2v(B3/2) +
√
T‖f‖L˜∞T L˜2v(B3/2) +
√
CT ‖g‖L˜∞T L˜2v(B3/2)
)
. (5.5)
Theorem 5.2 (Local Existence). There exist ε1, T > 0 such that if g0 ∈
L˜2v(B
3/2
x ) and
‖g0‖L˜2v(B3/2x ) ≤ ε1,
then the Cauchy problem (5.4) admits a unique solution
g(x, v, t) ∈ L˜∞T L˜2v(B3/2) ∩ T 3/2T,2,2 .
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Proof. Consider the sequence of approximate solutions defined by{
∂tg
n+1 + v · ∇xgn+1 + L1gn+1 = Γ(gn, gn+1)− L2gn,
gn+1|t=0 = g0, (n = 0, 1, 2, · · · , g0 = 0) .
(5.6)
Use Lemma 5.1 with g = gn+1, f = gn and T = min{T0, 1/(4C20)}. Then we
have
‖gn‖L˜∞T L˜2(B3/2) + ‖g
n‖T 3/2T,2,2 ≤ ε0, (5.7)
inductively, if ε1 is taken such that 2C0ε1 ≤ ε0. It remains to prove the conver-
gence of the sequence
{gn , n ∈ N} ⊂ L˜∞T L˜2v(B3/2) ∩ T 3/2T,2,2 .
Setting wn = gn+1 − gn, from (5.6) we have
∂tw
n + v · ∇xwn + L1wn = Γ(gn, wn) + Γ(wn−1, gn)− L2wn−1 ,
with wn|t=0 = 0. Similar to the computation for (5.5), we obtain
‖wn‖L˜∞T L˜2v(B3/2) +
1√
C
‖wn‖T 3/2T,2,2 ≤ C
(
‖gn‖1/2
L˜∞T L˜
2
v(B
3/2)
‖wn‖T 3/2T,2,2
+ ‖wn−1‖1/2
L˜∞T L˜
2
v(B
3/2)
‖gn‖1/2T 3/2T,2,2‖w
n‖1/2T 3/2T,2,2
+
√
T‖wn−1‖1/2
L˜∞T L˜
2
v(B
3/2)
‖wn‖1/2
L˜∞T L˜
2
v(B
3/2)
)
.
If ε0 and T are sufficiently small then we have
‖wn‖L˜∞T L˜2v(B3/2) +
1√
C
‖wn‖T 3/2T,2,2 ≤ λ ‖w
n−1‖L˜∞T L˜2v(B3/2)
≤ λn−1 ‖w1‖L˜∞T L˜2v(B3/2)
for some 0 < λ < 1, which concludes that
{gn} is a Cauchy sequence in L˜∞T L˜2v(B3/2) ∩ T 3/2T,2,2,
and the limit function g is a desired solution to the Cauchy problem
∂tg + v · ∇xg + Lg = Γ(g, g), g|t=0 = g0 .
5.2. Rigorous proof of (5.2)
The preceding proof of (5.2) is formal since we a priori assumed the left hand
side of (5.5) is finite. The rigorous proof requires more involved procedure. We
start by the following lemma.
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Lemma 5.3. Let 0 < s ≤ 32 and 0 < T ≤ ∞. For M ∈ N put fM = SMf =
M−1∑
q≥−1
∆qf . If g satisfies
‖|||g|||‖2L2TL2x =
∫ T
0
∫
R3x
|||g|||2dxdt <∞ , (5.8)
then there exists a C > 0 independent of M such that for any κ > 0
∑
q≥−1
2qs
1 + κ22qs
(∫ T
0
|(∆qΓ(fM , g),∆qg)x,v|dt
)1/2
≤ C‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖g‖T s,κT,2,2
+ CM‖fM‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖|||g|||‖L2TL2x , (5.9)
where CM > 0 is a constant depending only on M and
‖g‖T s,κT,2,2 =
∞∑
q≥−1
2qs
1 + κ22qs
‖ |||∆qg||| ‖L2TL2x .
Proof. We notice that ‖g‖T s,κT,2,2 < ∞ for each κ > 0 follows from (5.8). The
proof of the lemma is the almost same procedure as the one for (3.1) of Lemma
3.1. Indeed, recalling the Bony decomposition, for Γ1(fM , g) we obtain
∑
q≥−1
2qs
1 + κ22qs
(∫ T
0
|(∆qΓ1(fM , g),∆qg)x,v|dt
)1/2
.
∑
q≥−1
2qs
1 + κ22qs
∫ T
0
∑
|j−q|≤4
‖f‖L2vL∞x ‖|||∆jg|||‖L2x‖|||∆qg|||‖L2xdt
1/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
∑
q≥−1
2qs
1 + κ22qs
 ∑
|j−q|≤4
∫ T
0
‖|||∆jg|||‖2L2xdt
1/2

1/2
×
∑
q≥−1
2qs
1 + κ22qs
(∫ T
0
‖|||∆qg|||‖2L2xdt
)1/21/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖g‖T s,κT,2,2,
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similar as (3.5). As for Γ2(fM , g), we have
∑
q≥−1
2qs
1 + κ22qs
(∫ T
0
|(∆qΓ2(fM , g),∆qg)x,v|dt
)1/2
.
∑
q≥−1
2qs
1 + κ22qs
 ∑
|j−q|≤4
j≤M
∫ T
0
‖|||Sj−1g|||‖L∞x ‖∆jfM‖L2x,v‖|||∆qg|||‖L2xdt

1/2
.
M+4∑
q≥−1
2qs
1 + κ22qs
(
‖fM‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖|||SM+4g|||‖L2TL2x‖|||∆qg|||‖L2TL2x
)1/2
≤ CM‖fM‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖|||g|||‖L2TL2x .
Since
∆q
∑
j
∑
|j−j′|≤1
(∆j′fM ,∆jg)
 = ∆q
 ∑
max{j,j′}≥q−2
∑
|j−j′|≤1
(∆j′fM ,∆jg)

= 0 if q ≥M + 3,
the term corresponding to Γ3 is estimated as follows:
M+2∑
q≥−1
2qs
1 + κ22qs
(∫ T
0
|(∆qΓ3(fM , g),∆qg)x,v|dt
)1/2
.
M+2∑
q≥−1
2qs
1 + κ22qs
 ∑
j≤M+1
∫ T
0
‖fM‖L2vL∞x ‖|||∆jg|||‖L2x‖|||∆qg|||‖L2xdt
1/2
≤ CM‖fM‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖|||g|||‖L2T,x .
Thus the proof is completed.
For each fM (M ∈ N) we consider a weak solution gM ∈ L∞([0, T ];L2(R6x,v))
to the Cauchy problem (5.1) with f replaced by fM . If gM satisfies (5.8), then
by the same procedure as in the formal proof of (5.2) we obtain∑
q≥−1
23q/2
1 + κ23q
sup
0≤t≤T
‖∆qgM (t)‖x,v + 1√
C
‖gM‖T 3/2,κT,2,2
≤ C′‖f‖1/2
L˜∞T L˜
2
v(B
3/2)
‖gM‖T 3/2,κT,2,2
+ 2
( ∑
q≥−1
23q/2
1 + κ23q
‖∆qg0‖x,v +
√
T‖f‖L˜∞T L˜2v(B3/2) +
√
CT
×
∑
q≥−1
23q/2
1 + κ23q
sup
0≤t≤T
‖∆qgM (t)‖x,v
)
+ CM‖fM‖1/2
L˜∞T L˜
2
v(B
3/2
x )
‖|||gM |||‖L2TL2x .
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Choose a small T > 0 independent of M and κ. Then letting κ→ 0, we get
‖gM‖L˜∞T L˜2v(B3/2) + ‖gM‖T 3/2T,2,2 <∞ ,
which permits the preceding formal proof and we obtain the energy estimate
(5.5) for each gM . Set wM,M ′ = gM − gM ′ , M,M ′ ∈ N. Then it follows from
(5.1) that
∂twM,M ′ + v · ∇xwM,M ′ + L1wM,M ′
= Γ(fM − fM ′ , gM ) + Γ(fM ′ , wM,M ′)− L2(fM − fM ′) .
Since {fM} is a Cauchy sequence in L˜∞T L˜2v(B3/2x ), it is easy to see that {gM} is
a Cauchy sequence in L˜∞T L˜
2
v(B
3/2) ∩ T 3/2T,2,2, by the similar manipulation as in
the proof of Theorem 5.2. Since g = lim
M→∞
gM belongs to L˜
∞
T L˜
2
v(B
3/2) ∩ T 3/2T,2,2,
the preceding formal proof is justified.
It remains to show (5.8) for a weak solution gM ∈ L∞([0, T ];L2(R6x,v)), under
the assumption that ‖fM‖L∞([0,T ]×R3x;L2(R3v)) is sufficiently small, independent
of M , and moreover ‖∇xfM‖L∞([0,T ]×R3x;L2(R3v)) <∞. For the brevity, we write
g and f instead of gM and fM , respectively.
Let us take different 1 > δ, δ′ > 0. We use a weight function Wδ′(v) =
〈δ′v〉−N forN ≥ 1 and mollifiersM δ(Dv), Sδ(Dx) defined in subsections 7.4, 7.6,
respectively. Multiply Wδ′(v)Sδ(Dx)
(
M δ(Dv)
)2
Sδ(Dx)Wδ′ (v)g by the equa-
tion (5.1), and integrate with respect to t ∈ [0, T ] and (x, v) ∈ R6. Notice
that(
Γ(f, g),Wδ′Sδ
(
M δ
)2
SδWδ′g
)
x,v
−
(
Γ(f,M δSδWδ′g),M
δSδWδ′g
)
x,v
=
(
Wδ′Γ(f, g)− Γ(f,Wδ′g), Sδ
(
M δ
)2
SδWδ′g
)
x,v
+
(
SδΓ(f,Wδ′g)− Γ(f, SδWδ′g),
(
M δ
)2
SδWδ′g
)
x,v
+
(
Γ(f, SδWδ′g)−Q(µ1/2f, SδWδ′g),
(
M δ
)2
SδWδ′g
)
x,v
+
(
M δQ(µ1/2f, SδWδ′g)−Q(µ1/2f,M δSδWδ′g),M δSδWδ′g
)
x,v
+
(
Q(µ1/2f,M δSδWδ′g)− Γ(f,M δSδWδ′g),M δSδWδ′g
)
x,v
= (1) + (2) + (3) + (4) + (5) .
It follows from Proposition 7.19 and Lemma 7.23 that∫ T
0
(1)dt . δ′ν/2‖f‖L∞([0,T ]×R3x;L2v)‖〈v〉
(γ+ν)/2
Wδ′g‖L2([0,T ]×R6x,v)
× ‖|||M δSδWδ′g|||‖L2(([0,T ]×R3x) (5.10)
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By means of (7.29), we have∫ T
0
(2)dt . δ1−ν/2‖∇f‖L∞T,x(L2v)‖〈v〉
|γ|/2+ν
Wδ′g‖L2([0,T ]×R6x,v)
× ‖M δSδWδ′g‖L2([0,T ]×R3x;Hν/2γ/2(R3v)) (5.11)
because
δ〈ξ〉ν
(1 + δ〈ξ〉)N0 ≤ δ
1−ν/2〈ξ〉ν/2.
It follows from (7.11) and Lemma 7.23 that∫ T
0
(3) + (5)dt . ‖f‖L∞([0,T ]×R3x;L2v)‖〈v〉
(γ+ν)/2
Wδ′g‖L2([0,T ]×R6x,v)
× ‖|||M δSδWδ′g|||‖L2(([0,T ]×R3x) (5.12)
Thanks to Proposition 7.21 and Proposition 7.22, for a 0 < ν′ < ν we have∫ T
0
(4)dt . ‖f‖L∞([0,T ]×R3x;L2v)
(
‖M δSδWδ′g‖2
L2([0,T ]×R3x;Hν
′/2
(ν+γ)+
(R3v))
+ ‖〈v〉(γ+ν)+Wδ′g‖2L2([0,T ]×R6x,v)
)
.
Note that for any ε, κ, ℓ > 0 there exist Cκ,ε,ℓ > 0 and Nℓ,ε > 0 such that
‖h‖
H
ν/2−ε
ℓ
≤ κ‖h‖Hν/2 + Cκ,ε,ℓ‖h‖L2Nℓ,ε ,
(see for example Lemma 2.4 of [16]). Therefore we obtain∫ T
0
(4)dt . ‖f‖L∞([0,T ]×R3x;L2v)
(
κ‖M δSδWδ′g‖2L2([0,T ]×R3x;Hν/2γ/2(R3v))
+ Cκ‖〈v〉NWδ′g‖2L2([0,T ]×R6x,v)
)
. (5.13)
for a sufficiently large N > 0. Summing up (5.10)-(5.13), for any κ > 0 we
obtain∫ T
0
(
Γ(f, g),Wδ′Sδ
(
M δ
)2
SδWδ′g
)
x,v
dt ≤ (C1‖f‖L∞T,x(L2v) + κ)
× ‖|||M δSδWδ′g|||‖2L2(([0,T ]×R3x) + Cκ,f‖〈v〉
N
Wδ′g‖2L2([0,T ]×R6x,v), (5.14)
by means of (7.2). Similarly we obtain∫ T
0
(
L1g,Wδ′Sδ
(
M δ
)2
SδWδ′g
)
x,v
dt
≥
∫ T
0
(
L1M δSδWδ′g,M δSδWδ′g
)
x,v
dt
− λ0
2
‖|||M δSδWδ′g|||‖2L2(([0,T ]×R3x) + C‖〈v〉
NWδ′g‖2L2([0,T ]×R6x,v). (5.15)
To handle v · ∇x term, we use the similar device as in (3.2.4) of [3]. Indeed,(
v · ∇xg,Wδ′Sδ
(
M δ
)2
SδWδ′g
)
x,v
=
(
[M δ, v] · ∇xSδWδ′g,M δSδWδ′g
)
x,v
≤ 2‖M δSδWδ′g‖2L2(R6x,v), (5.16)
because |(∇ξM δ(ξ)) ·(ηSδ(η))| ≤ N0M δ(ξ)|δη|S(δη) ≤ 2M δ(ξ)Sδ(η). It follows
from Lemma 7.4 and (5.14)-(5.16) that we obtain
‖|||M δSδWδ′g|||‖2L2(([0,T ]×R3x) ≤ CT
(
‖〈v〉NWδ′g‖2L2([0,T ]×R6x,v) + ‖g0‖
2
L2(R6x,v)
)
,
if C1‖f‖L∞T,x(L2v) ≤ λ0/8. For arbitrary but fixed δ′ > 0, we get
‖|||Wδ′g|||‖2L2(([0,T ]×R3x) < Cδ′
by letting δ → 0.
We repeat the same procedure without the factor
(
M δ(Dv)
)2
, that is, mul-
tiply
(
Wδ′ (v)Sδ(Dx)
)2
g by the equation, and integrate with respect to t ∈ [0, T ]
and (x, v) ∈ R6. By the same way as (5.10), we get∫ T
0
∣∣∣∣(Γ(f, g),(Wδ′Sδ)2g)x,v − (Γ(f,Wδ′g), (Sδ)2Wδ′g)x,v
∣∣∣∣ dt
. δ′ν/2‖f‖L∞([0,T ]×R3x;L2v)‖|||Wδ′g|||‖2L2(([0,T ]×R3x) .
By using (7.2) for
(
Γ(f,Wδ′g),
(
Sδ
)2
Wδ′g
)
x,v
, we obtain
∫ T
0
∣∣∣∣(Γ(f, g),(Wδ′Sδ)2g)x,v
∣∣∣∣ dt . ‖f‖L∞([0,T ]×R3x;L2v)‖|||Wδ′g|||‖2L2(([0,T ]×R3x) .
Since
(
v · ∇xg,
(
Wδ′Sδ
)2
g
)
x,v
= 0, by letting δ → 0 we obtain
(λ0 − C1‖f‖L∞([0,T ]×R3x;L2v))‖|||Wδ′g|||‖2L2(([0,T ]×R3x)
. δ′ν‖|||Wδ′g|||‖2L2(([0,T ]×R3x) + ‖g‖
2
L2([0,T ]×R6x,v) + ‖g0‖
2
L2(R6x,v)
,
because of Lemma 7.4 and (7.18). Finally we obtain (5.8) by letting δ′ → 0.
6. Non-negativity of solutions
The method of the proof is the almost same as the one of Proposition 5.2
in [6]. For the self-containedness, we reproduce it. If {gn} is the sequence of
approximate solutions in the proof of Theorem 5.2, and if fn = µ+µ1/2gn, then
{fn} is constructed successively by the following linear Cauchy problem{
∂tf
n+1 + v · ∇xfn+1 = Q(fn, fn+1),
fn+1|t=0 = f0 = µ+ µ1/2g0 ≥ 0 , (n = 0, 1, 2, · · · , f0 = µ). (6.1)
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Hence the non-negativity of the solution to the original Cauchy problem (1.1)
comes from the following induction argument: Suppose that
fn = µ+ µ1/2gn ≥ 0 , (6.2)
for some n ∈ N. Then (6.2) is true for n+ 1.
If we put f˜n = µ−1/2fn = µ1/2 + gn then f˜n satisfies{
∂tf˜
n+1 + v · ∇xf˜n+1 = Γ(f˜n, f˜n+1),
f˜n+1|t=0 = f˜0 = µ1/2 + g0 ≥ 0 , (n = 0, 1, 2, · · · , f˜0 = µ1/2). (6.3)
It follows from (5.7) and Lemma 7.9 that
∫ T
0 ‖|||f˜n|||‖2L∞x dt < ∞, and hence, if
f˜n± = ±max(±f˜n, 0) then we have∫ T
0
‖|||f˜n+|||‖2L∞x dt+
∫ T
0
‖|||f˜n−|||‖2L∞x dt <∞
by means of the same argument as in the proof of Theorem 5.2 in [6]. Take the
convex function β(s) = 12 (s
−)2 = 12s (s
−) with s− = min{s, 0}. Let ϕ(v, x) =
(1 + |v|2 + |x|2)α/2 with α > 3/2, and notice that
βs(f˜
n+1)ϕ(v, x)−1 :=
(
d
ds
β
)
(f˜n+1)ϕ(v, x)−1
= f˜n+1− ϕ(v, x)
−1 ∈ L∞([0, T ];L2(R6x,v).
Multiply the first equation of (6.3) by βs(f˜
n+1)ϕ(v, x)−2 = f˜n+1− ϕ(v, x)
−2 and
integrate over [0, t]×R6x,v, (t ∈ (0, T ]). Then, in view of β(fn+1(0)) = f˜20,−/2 =
0, we have∫
R6
β(f˜n+1(t))ϕ(v, x)−2dxdv
=
∫ t
0
∫
R6
Γ(f˜n(τ), f˜n+1(τ)) βs(f˜
n+1(τ))ϕ(v, x)−2 dxdvdτ
−
∫ t
0
∫
R6
v · ∇x (β(f˜n+1(τ))ϕ(v, x)−2)dxdvdτ
+
∫ t
0
∫
R6
(
ϕ(v, x)2 v · ∇x ϕ(v, x)−2
)
β(f˜n+1(τ))ϕ(v, x)−2dxdvdτ,
where the first term on the right hand side is well defined because∫ T
0
‖|||f˜n+1|||‖2L∞x dt+
∫ T
0
‖|||f˜n+1− |||‖2L∞x dt <∞.
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Since the second term vanishes and |v · ∇x ϕ(v, x)−2| ≤ Cϕ(v, x)−2, we obtain∫
R6
β(f˜n+1(t))ϕ(v, x)−2dxdv
≤
∫ t
0
( ∫
R6
Γ(f˜n(τ), f˜n+1(τ)) βs(f˜
n+1(τ))ϕ(v, x)−2 dxdv
)
dτ
+ C
∫ t
0
∫
R6
β(f˜n+1(τ))ϕ(v, x)−2dxdvdτ .
The integrand (·) of the first term on the right hand side is equal to∫
R6
Γ(f˜n, f˜n+1− )f˜
n+1
− ϕ(v, x)
−2dxdv
+
∫
B µ
1/2
∗ (f˜n∗ )
′(f˜n+1+ )
′f˜n+1− ϕ(v, x)
−2dvdv∗dσdx
= A1 +A2 .
¿From the induction hypothesis, the second term A2 is non-positive.
On the other hand, we have
A1 =
∫
(Γ(f˜n, ϕ(v, x)−1f˜n+1− ), ϕ(v, x)
−1f˜n+1− )L2(R3v)dx+R
= −
∫
(L1(ϕ(v, x)−1f˜n+1− ), ϕ(v, x)−1f˜n+1− )L2(R3v)dx
+
∫
(Γ(gn, ϕ(v, x)−1f˜n+1− ), ϕ(v, x)
−1f˜n+1− )L2(R3v)dx+R,
where R is a remainder term. It follows from Corollary 7.20 with f = f˜n that
for any κ > 0∫ t
0
|R|dτ ≤κ
∫ t
0
∫
R3x
|||ϕ(v, x)−1f˜n+1− (τ)|||2dxdτ
+ Cκ
∫ t
0
∫
R6
β(f˜n+1(τ))ϕ(v, x)−2dxdvdτ .
By means of Lemma 7.4 and Corollary 7.2 with (5.7), we obtain∫ t
0
A1dτ ≤ −(λ0 − C(κ+ ε0))
∫ t
0
∫
R3x
|||ϕ(v, x)−1 f˜n+1− (τ)|||2dxdτ
+ Cκ
∫ t
0
∫
R6
β(f˜n+1(τ))ϕ(v, x)−2dxdvdτ .
Finally we get∫
R6
β(f˜n+1(t))ϕ(v, x)−2dxdv .
∫ t
0
∫
R6
β(f˜n+1(τ))ϕ(v, x)−2dxdvdτ,
which implies that f˜n+1(t, x, v) ≥ 0 for (t, x, v) ∈ [0, T ]× R6.
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7. Appendix
7.1. Fundamental inequalities and Besov embedding theorems
First of all, the following lemma plays the central role in this paper.
Lemma 7.1. Let ν ∈ (0, 2) and γ > max{−3,−3/2− ν}. For any α ≥ 0 and
any β ∈ R there exists a C = Cα,β > 0 such that∣∣(Γ(f, g), h)L2v ∣∣ ≤ C(‖µ1/10f‖L2v |||g||||||h|||
+ ‖f‖L2−α‖g‖L2(γ+ν)/2+α−β‖h‖L2(γ+ν)/2+β
)
. (7.1)
This lemma will be proved in the next subsection together with another
upper bound estimate. If we put α = β = 0 then we obtain [8, Theorem 1.2],
namely,
Corollary 7.2. Let ν ∈ (0, 2) and γ > max{−3,−3/2− ν}. Then it holds∣∣(Γ(f, g), h)L2v ∣∣ . ‖f‖L2v |||g||||||h|||. (7.2)
In the case γ + ν ≤ 0, we employ the following, by setting α = −(γ + ν)/2
and β = (γ + ν)/2 or 0.
Corollary 7.3. When γ + ν ≤ 0 we have∣∣∣(Γ(f, g) , h)
L2v
∣∣∣ . ‖µ1/10f‖L2 |||g||||||h|||
+ ‖f‖L2
(γ+ν)/2
min
{‖g‖L2
(γ+ν)/2
‖h‖L2, ‖g‖L2‖h‖L2
(γ+ν)/2
}
. (7.3)
We also need the lower estimate of (L1f, f) and the upper estimate of
(L2f, f), respectively.
Lemma 7.4. Let ν ∈ (0, 2) and γ > −3. Then there exists a constant λ0 >
such that
(L1f, f)L2v ≥
1
2
(Lf, f)L2v ≥ λ0|||(I −P)f |||2,∣∣(L2f, g)L2v ∣∣ . ‖µ10−3f‖L2v‖µ10−3g‖L2v .
The first and second inequalities of the above lemma are from [7, Proposition
2.1] and [7, Lemma 2.15], respectively.
We catalogue a couple of lemmas which are frequently used in this paper.
Lemma 7.5. Let 1 ≤ p ≤ ∞ and f ∈ Lpx, then there exists a constant C > 0
independent of p, q and f such that
‖∆qf‖Lpx ≤ C‖f‖Lpx , ‖Sqf‖Lpx ≤ C‖f‖Lpx .
In short, ∆q and Sq are bounded operators on L
p
x.
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Lemma 7.6. Let 1 ≤ p, r ≤ ∞. Then
1. Bs1pr →֒ Bs2pr when s2 ≤ s1. This inclusion does not hold for the homoge-
neous Besov space.
2. B
3/p
p,1 →֒ L∞ and B˙3/pp,1 →֒ L∞ when 1 ≤ p <∞.
Lemma 7.7. Let 1 ≤ p, q, r ≤ ∞ and s > 0. Then we have
‖∇x · ‖L˜qT (B˙spr) ∼ ‖ · ‖L˜qT (B˙s+1pr ), ‖ · ‖L˜qT (B˙spr) . ‖ · ‖L˜qT (Bspr).
Lemma 7.8. Let 1 ≤ p, α, β, r ≤ ∞ and s > 0. If r ≤ min{α, β} then
‖f‖LαTLβv (Bspr) ≤ ‖f‖L˜αT L˜βv (Bspr) and ‖f‖LαTLβv (B˙spr) ≤ ‖f‖L˜αT L˜βv (B˙spr).
For the proof of Lemma 7.5, Lemma 7.6 - Lemma 7.7 and Lemma 7.8, readers
may refer to [11], [26] and [13], respectively.
We prove a useful lemma to deal with terms consisting of ‖|||f |||‖L∞x .
Lemma 7.9. For each T > 0, we have(∫ T
0
‖|||f |||‖2L∞x dt
)1/2
. ‖f‖T˙ 3/2T,2,2.
Proof. By defition of |||f ||| and using both generalized Minkowski’s inequality
and Besov embedding B˙
3/2
x →֒ L∞x , we calculate that(∫ T
0
‖|||f |||‖2L∞x dt
)1/2
≤
[∫ T
0
∫
B
{
µ∗ sup
x
(f ′ − f)2 + (µ1/2 − µ′1/2) sup
x
f2∗
}
dvdv∗dσdt
]1/2
.
∫ T
0
∫
B
µ∗
(∑
l
2
3
2 l
(∫
|∆˙l(f ′ − f)|2dx
)1/2)2
+(µ1/2 − µ′1/2)
(∑
l
2
3
2 l
(∫
|∆˙lf∗|2dx
)1/2)2 dvdv∗dσdt
1/2
≤
∑
l
[∫ T
0
∫
B
{
µ∗23l|∆˙l(f ′ − f)|2
+(µ1/2 − µ′1/2)23l|∆˙lf∗|2
}
dxdvdv∗dσdt
]1/2
= ‖f‖T˙ 3/2T,2,2.
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7.2. Proof of Lemma 7.1
In this subsection we also give another upper bound for Γ, which is a sup-
plementary variant of [6, Lemma 4.7] concerning the range of the index of the
Sobolev space.
Proposition 7.10. Let 0 < ν < 2, γ > max{−3,−ν − 3/2}. For any ℓ ∈ R
and m ∈ [−ν/2, ν/2] we have∣∣∣(Γ(f, g), h)
L2
∣∣∣ . ‖f‖L2‖g‖Hν/2+m
(ℓ+γ+ν)+
‖h‖
H
ν/2−m
−ℓ
. (7.4)
We decompose the kinetic factor of the cross-section into two parts,
Φ(|z|) = |z|γ = |z|γϕ0(|z|) + |z|γ
(
1− ϕ0(|z|)
)
= Φc(|z|) + Φc¯(|z|),
where ϕ0 ∈ C∞0 (R), Supp ϕ0 ⊂ [−1, 1];ϕ(t) = 1 for |t| ≤ 1/2, and put
Bc = Φc(|v − v∗|)b
( v − v∗
|v − v∗| · σ
)
, Bc¯ = Φc¯(|v − v∗|)b
( v − v∗
|v − v∗| · σ
)
.
Accordingly, we write
Q(f, g) = Qc(f, g) +Qc¯(f, g) ,
and
Γ(f, g) = Γc(f, g) + Γc¯(f, g) .
Proposition 7.11. Let 0 < ν < 2, γ > max{−3,−ν−3/2}. If m ∈ [−ν/2, ν/2]
then we have
|(Qc(f, g), h)| . ‖f‖L2‖g‖Hν/2+m‖h‖Hν/2−m .
Remark 7.12. For any q ∈ [1, 2), let γ > max{−3,−ν− 3+ 3/q} and −ν/2 ≤
m ≤ min{ν/2, 3/2− ν/2}. Then we have
|(Qc(f, g), h)| . ‖f‖Lq‖g‖Hν/2+m‖h‖Hν/2−m .
This proposition is an improvement of [6, Proposition 2.1], concerning the
lower bound ofm, where it was assumedm ≥ ν/2−1. For the self-containedness
and the convenience of readers, we repeat the detail proof, including the general
case pointed out at the above remark.
For the proof of Proposition 7.11, we shall follow some of the arguments
from [6]. First of all, by using the formula from the Appendix of [2], and as in
[6], one has
(Qc(f, g), h) =
∫
b
( ξ
|ξ| · σ
)
[Φˆc(ξ∗ − ξ−)− Φˆc(ξ∗)]fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dξdξ∗dσ.
=
∫
|ξ−|≤ 12 〈ξ∗〉
· · · dξdξ∗dσ +
∫
|ξ−|≥ 12 〈ξ∗〉
· · · dξdξ∗dσ
=A1(f, g, h) +A2(f, g, h) ,
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where fˆ(ξ) is the Fourier transform of f with respect to v ∈ R3 and ξ− =
1
2 (ξ − |ξ|σ).
Then, we write A2(f, g, h) as
A2 =
∫
b
( ξ
|ξ| · σ
)
1|ξ−|≥ 12 〈ξ∗〉Φˆc(ξ∗ − ξ
−)fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dξdξ∗dσ.
−
∫
b
( ξ
|ξ| · σ
)
1|ξ−|≥ 12 〈ξ∗〉Φˆc(ξ∗)fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dξdξ∗dσ
= A2,1(f, g, h)−A2,2(f, g, h) .
While for A1, we use the Taylor expansion of Φˆc at order 2 to have
A1 = A1,1(f, g, h) +A1,2(f, g, h)
where
A1,1 =
∫
b ξ− · (∇Φˆc)(ξ∗)1|ξ−|≤ 12 〈ξ∗〉fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dξdξ∗dσ,
and A1,2(f, g, h) is the remaining term corresponding to the second order term
in the Taylor expansion of Φˆc. The Ai,j with i, j = 1, 2 are estimated by the
following lemmas.
Lemma 7.13. For any q ∈ [1, 2], let γ > max{−3,−ν−3+3/q}. Furthermore,
assume that m ≤ 3/2− ν/2 if q < 2. Then we have
|A1,1|+ |A1,2| . ‖f‖Lq‖f‖Hν/2+m‖h‖Hν/2−m .
Proof. Considering firstly A1,1, by writing
ξ− =
|ξ|
2
(( ξ
|ξ| · σ
) ξ
|ξ| − σ
)
+
(
1−
( ξ
|ξ| · σ
)) ξ
2
,
we see that the integral corresponding to the first term on the right hand side
vanishes because of the symmetry on S2. Hence, we have
A1,1 =
∫
R6
K(ξ, ξ∗)fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dξdξ∗ ,
where
K(ξ, ξ∗) =
∫
S2
b
( ξ
|ξ| · σ
)(
1−
( ξ
|ξ| · σ
)) ξ
2
· (∇Φˆc)(ξ∗)1|ξ−|≤ 12 〈ξ∗〉dσ .
Note that |∇Φˆc(ξ∗)| . 1〈ξ∗〉3+γ+1 , from the Appendix of [7]. If
√
2|ξ| ≤ 〈ξ∗〉,
then |ξ−| ≤ 〈ξ∗〉/2 and this implies the fact that 0 ≤ θ ≤ π/2, and we have
|K(ξ, ξ∗)| .
∫ π/2
0
θ1−νdθ
〈ξ〉
〈ξ∗〉3+γ+1
.
1
〈ξ∗〉3+γ
( 〈ξ〉
〈ξ∗〉
)
.
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On the other hand, if
√
2|ξ| ≥ 〈ξ∗〉, then
|K(ξ, ξ∗)| .
∫ π〈ξ∗〉/(2|ξ|)
0
θ1−νdθ
〈ξ〉
〈ξ∗〉3+γ+1
.
1
〈ξ∗〉3+γ
( 〈ξ〉
〈ξ∗〉
)ν−1
.
Hence we obtain
|K(ξ, ξ∗)| . 1〈ξ∗〉3+γ
{ 〈ξ〉
〈ξ∗〉1
√
2|ξ|≤〈ξ∗〉
+1√2|ξ|≥〈ξ∗〉≥|ξ|/2 +
( 〈ξ〉
〈ξ∗〉
)ν
1〈ξ∗〉≤|ξ|/2
}
. (7.5)
Notice that 
〈ξ〉 . 〈ξ∗〉 ∼ 〈ξ − ξ∗〉 on supp 1〈ξ∗〉≥√2|ξ|
〈ξ〉 ∼ 〈ξ − ξ∗〉 on supp 1〈ξ∗〉≤|ξ|/2
〈ξ〉 ∼ 〈ξ∗〉 & 〈ξ − ξ∗〉 on supp 1√2|ξ|≥〈ξ∗〉≥|ξ|/2 .
(7.6)
Take an ε > 0 such that 3 + γ + ν > 3/q + ε. Then we have
1
〈ξ∗〉3+γ
〈ξ〉
〈ξ∗〉1
√
2|ξ|≤〈ξ∗〉 .
〈ξ − ξ∗〉ν/2+m〈ξ〉ν/2−m〈ξ〉−3/2−ε
〈ξ∗〉3/2+γ+ν−ε
in view of ν/2−m− 3/2− ε < 1. Replacing the factor (〈ξ〉/〈ξ∗〉)ν1〈ξ∗〉≤|ξ|/2 on
the right hand side of (7.5) by
〈ξ〉ν/2−m〈ξ − ξ∗〉ν/2+m
〈ξ∗〉ν ,
we obtain
|K(ξ, ξ∗)| . 〈ξ − ξ∗〉
ν/2+m〈ξ〉ν/2−m〈ξ〉−3/2−ε
〈ξ∗〉3/2+γ+ν−ε
+
〈ξ〉ν/2−m〈ξ − ξ∗〉ν/2+m
〈ξ∗〉3+γ+ν
+
1〈ξ−ξ∗〉.〈ξ∗〉
〈ξ∗〉3+γ+ν/2−m〈ξ − ξ∗〉ν/2+m
〈ξ〉ν/2−m〈ξ − ξ∗〉ν/2+m . (7.7)
Putting ˜ˆg(ξ) = 〈ξ〉ν/2+mgˆ(ξ), ˜ˆh(ξ) = 〈ξ〉ν/2−mhˆ(ξ), we have
|A1,1|2 .
(∫
R3
|˜ˆh(ξ)|
〈ξ〉3/2+ε
(∫
R3
|fˆ(ξ∗)|
〈ξ∗〉3/2+γ+ν−ε
|˜ˆg(ξ − ξ∗)|dξ∗
)
dξ
)2
+
∫
R6
|fˆ(ξ∗)|
〈ξ∗〉3+γ+ν
|˜ˆg(ξ − ξ∗)|2dξdξ∗
∫
R6
|fˆ(ξ∗)|
〈ξ∗〉3+γ+ν
|˜ˆh(ξ)|2dξdξ∗
+
∫
R6
|fˆ(ξ∗)|2
〈ξ∗〉6+2γ+ν−2m
1〈ξ−ξ∗〉.〈ξ∗〉
〈ξ − ξ∗〉ν+2m
dξdξ∗
∫
R6
|˜ˆg(ξ − ξ∗)|2|˜ˆh(ξ)|2dξdξ∗
= K2 +AB +DE ,
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by the Cauchy-Schwarz inequality. It follows from Ho¨lder inequality that
K . ‖g‖Hν/2+m‖h‖Hν/2−m
(∫
R3
|fˆ(ξ∗)|2
〈ξ∗〉3+2(γ+ν−ε)
dξ∗
)1/2
. ‖f‖Lq‖g‖Hν/2+m‖h‖Hν/2−m ,
where we have used the fact that∫
R3
|fˆ(ξ∗)|2
〈ξ∗〉ℓ
dξ∗ . ‖f‖2Lq
if ℓ > −3 + 6/q for q ∈ [1, 2) and ℓ ≥ 0 for q = 2 (7.8)
by means of ‖fˆ‖Lq′ ≤ ‖f‖Lq with 1/q + 1/q′ = 1 for q ∈ [1, 2] .
Since it follows from 3 + γ + ν > 3/q that 〈ξ∗〉−(3+γ+ν) ∈ Lq, the Ho¨lder
inequality again shows
A .
∫
R3
|fˆ(ξ∗)|
〈ξ∗〉3+γ+ν
dξ∗‖g‖2Hν/2+m . ‖f‖Lq‖g‖2Hν/2+m , B . ‖f‖Lq‖h‖2Hν/2−m .
Note that∫
1〈ξ−ξ∗〉.〈ξ∗〉
〈ξ − ξ∗〉ν+2m
dξ .

1
〈ξ∗〉−3+ν+2m
if ν/2 +m < 3/2
log 〈ξ∗〉 if ν/2 +m ≥ 3/2 .
Since 3 + 2(γ + ν) > 0 when q = 2, together with 6 + 2γ + ν − 2m > 0, we get
D ≤ ‖f‖2L2, which concludes the desired bound for A1,1 when q = 2. In the case
where q ∈ [1, 2), it follows from (7.8) that D . ‖f‖2Lq because of ν/2+m ≤ 3/2.
Now we consider A1,2(f, g, h), which comes from the second order term of
the Taylor expansion. Note that
A1,2 =
∫
b
( ξ
|ξ| · σ
) ∫ 1
0
dτ(∇2Φˆc)(ξ∗ − τξ−)(ξ−)2fˆ(ξ∗)gˆ(ξ − ξ∗)¯ˆh(ξ)dσdξdξ∗ .
Again from the Appendix of [7], we have
|(∇2Φˆc)(ξ∗ − τξ−)| . 1〈ξ∗ − τξ−〉3+γ+2
.
1
〈ξ∗〉3+γ+2
,
because |ξ−| ≤ 〈ξ∗〉/2. Similar to A1,1, we can obtain
|A1,2| .
∫
R6
K˜(ξ, ξ∗)fˆ(ξ∗)gˆ(ξ − ξ∗)¯ˆh(ξ)dξdξ∗ ,
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where K˜(ξ, ξ∗) has the following upper bound
K˜(ξ, ξ∗) .
∫ min(π/2, π〈ξ∗〉/(2|ξ|))
0
θ1−νdθ
〈ξ〉2
〈ξ∗〉3+γ+2
.
1
〈ξ∗〉3+γ
{( 〈ξ〉
〈ξ∗〉
)2
1√2|ξ|≤〈ξ∗〉 + 1
√
2|ξ|≥〈ξ∗〉≥|ξ|/2
+
( 〈ξ〉
〈ξ∗〉
)ν
1〈ξ∗〉≤|ξ|/2
}
, (7.9)
from which we obtain the same inequality as (7.7) for K˜(ξ, ξ∗). Hence we obtain
the desired bound for A1,2. And this completes the proof of the lemma.
Lemma 7.14. For any q ∈ [1, 2], let γ > max{−3,−ν−3+3/q}. Furthermore,
assume that m ≤ 3/2− ν/2 if q < 2. Then
|A2,1|+ |A2,2| . ‖f‖Lq‖f‖Hν/2+m‖h‖Hν/2−m .
Proof. In view of the definition of A2,2, the fact that |ξ| sin(θ/2) = |ξ−| ≥ 〈ξ∗〉/2
and θ ∈ [0, π/2] imply √2|ξ| ≥ 〈ξ∗〉. We can then directly compute the spherical
integral appearing inside A2,2 together with Φˆc as follows:∣∣∣∣∫ b( ξ|ξ| · σ)Φˆc(ξ∗)1|ξ−|≥ 12 〈ξ∗〉dσ
∣∣∣∣ . 1〈ξ∗〉3+γ 〈ξ〉
ν
〈ξ∗〉ν 1
√
2|ξ|≥〈ξ∗〉
.
〈ξ〉ν/2−m〈ξ − ξ∗〉ν/2+m
〈ξ∗〉3+γ+ν
+
1〈ξ−ξ∗〉.〈ξ∗〉
〈ξ∗〉3+γ+ν/2−m〈ξ − ξ∗〉ν/2+m
〈ξ〉ν/2−m〈ξ − ξ∗〉ν/2+m , (7.10)
which yields the desired estimate for A2,2.
We now turn to
A2,1 =
∫
b 1|ξ−|≥ 12 〈ξ∗〉Φˆc(ξ∗ − ξ
−)fˆ(ξ∗)gˆ(ξ − ξ∗)¯ˆh(ξ)dσdξdξ∗.
Firstly, note that we can work on the set |ξ∗ · ξ−| ≥ 12 |ξ−|2. In fact, on the
complementary of this set, we have |ξ∗ · ξ−| ≤ 12 |ξ−|2 so that |ξ∗ − ξ−| & |ξ∗|,
and in this case, we can proceed in the same way as for A2,2. Therefore, it
suffices to estimate
A2,1,p =
∫
b 1|ξ−|≥ 12 〈ξ∗〉1|ξ∗ · ξ−|≥ 12 |ξ−|2Φˆc(ξ∗ − ξ
−)fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dσdξdξ∗ .
By
1 = 1〈ξ∗〉≥|ξ|/21〈ξ−ξ∗〉≤〈ξ∗−ξ−〉 + 1〈ξ∗〉≥|ξ|/21〈ξ−ξ∗〉>〈ξ∗−ξ−〉 + 1〈ξ∗〉<|ξ|/2
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we decompose
A2,1,p = A
(1)
2,1,p +A
(2)
2,1,p +A
(3)
2,1,p .
On the sets for above integrals, we have 〈ξ∗−ξ−〉 . 〈ξ∗〉, because |ξ−| . |ξ∗| that
follows from |ξ−|2 ≤ 2|ξ∗ ·ξ−| . |ξ−| |ξ∗|. Furthermore, on the sets for A(1)2,1,p and
A
(2)
2,1,p we have 〈ξ〉 ∼ 〈ξ∗〉, so that sup
(
b 1|ξ−|≥ 12 〈ξ∗〉1〈ξ∗〉≥|ξ|/2
)
. 1|ξ−|≤|ξ|/√2
and 〈ξ∗ − ξ−〉 . 〈ξ〉. Hence we have, in view of ν/2−m ≥ 0,
|A(1)2,1,p|2 .
∫ |Φˆc(ξ∗ − ξ−)|2|fˆ(ξ∗)|2
〈ξ∗ − ξ−〉ν−2m
1〈ξ−ξ∗〉≤〈ξ∗−ξ−〉
〈ξ − ξ∗〉ν+2m
dξdξ∗dσ
×
∫
|〈ξ − ξ∗〉ν/2+mgˆ(ξ − ξ∗)|2|〈ξ〉ν/2−mhˆ(ξ)|2dσdξdξ∗ .
Note that 3 + 2(γ + ν) > 0 when q = 2, together with 6 + 2γ + ν − 2m > 0.
Then, with u = ξ∗ − ξ− we have
|A(1)2,1,p|2 .
∫
|fˆ(ξ∗)|2
{
sup
u
〈u〉−(6+2γ+ν−2m)
∫
1〈ξ+−u〉≤〈u〉
〈ξ+ − u〉ν+2m dξ
+
}
dξ∗
× ‖g‖2Hν/2+m‖h‖2Hν/2−m
.‖f‖2L2‖g‖2Hν/2+m‖h‖2Hν/2−m ,
because dξ ∼ dξ+ on the support of 1|ξ−|≤|ξ|/√2 . In the case where q < 2, we
use the condition ν/2 +m ≤ 3/2. If q = 1 then γ + ν > 0, and by the change
of variables ξ∗ − ξ− → u we have
|A(1)2,1,p|2 .‖fˆ‖2L∞‖g‖2Hν/2+m‖h‖2Hν/2−m
∫
〈u〉−(6+2γ+ν−2m)
∫
1〈w〉≤〈u〉
〈w〉ν+2m dwdu
.‖f‖2L1‖g‖2Hν/2+m‖h‖2Hν/2−m .
If 1 < q < 2, then 3+ γ + ν > 3/q and by the Ho¨lder inequality and the change
of variables u = ξ∗ − ξ− we have
|A(1)2,1,p|2 .‖g‖2Hν/2+m‖h‖2Hν/2−m
(∫
|fˆ(ξ∗)|q/(q−1)dξ∗
)2(q−1)/q
×
∫ (〈u〉−(6+2γ+ν−2m) ∫ 1〈ξ+−u〉≤〈u〉〈ξ+ − u〉ν+2m dξ+
)q/(2−q)
du
2/q−1
.‖f‖2Lq‖g‖2Hν/2+m‖h‖2Hν/2−m .
As for A
(2)
2,1,p we have by the Cauchy-Schwarz inequality
|A(2)2,1,p|2 .
∫ |Φˆc(ξ∗ − ξ−)||fˆ(ξ∗)|
〈ξ∗ − ξ−〉ν |〈ξ − ξ∗〉
ν/2+m
gˆ(ξ − ξ∗)|2dσdξdξ∗
×
∫ |Φˆc(ξ∗ − ξ−)||fˆ(ξ∗)|
〈ξ∗ − ξ−〉ν |〈ξ〉
ν/2−m
hˆ(ξ)|2dσdξdξ∗ .
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Since it follows from 3 + γ + ν < 3/q and Ho¨lder inequality that∫ |Φˆc(ξ∗ − ξ−)||fˆ(ξ∗)|
〈ξ∗ − ξ−〉ν dξ∗dσ . ‖f‖L
q ,
we have the desired estimates for A
(2)
2,1,p.
On the set A
(3)
2,1,p we have 〈ξ〉 ∼ 〈ξ − ξ∗〉. Hence
|A(3)2,1,p|2 .
∫
b 1|ξ−|≥ 12 〈ξ∗〉
|Φˆc(ξ∗ − ξ−)||fˆ(ξ∗)|
〈ξ〉ν |〈ξ − ξ∗〉
ν/2+m
gˆ(ξ − ξ∗)|2dσdξdξ∗
×
∫
b 1|ξ−|≥ 12 〈ξ∗〉
|Φˆc(ξ∗ − ξ−)||fˆ(ξ∗)|
〈ξ〉ν |〈ξ〉
ν/2−m
hˆ(ξ)|2dσdξdξ∗ .
We use the change of variables in ξ∗, u = ξ∗ − ξ−. Note that |ξ−| ≥ 12 〈u+ ξ−〉
implies |ξ−| ≥ 〈u〉/√10. If q = 1 then γ + ν > 0 and we have∫
b 1|ξ−|≥ 12 〈ξ∗〉
|Φˆc(ξ∗ − ξ−)||fˆ(ξ∗)|
〈ξ〉ν dσdξ∗
. ‖fˆ‖L∞
∫ ( |ξ|
〈u〉
)ν
〈u〉−(3+γ)〈ξ〉−νdu . ‖f‖L1 .
On the other hand, if q > 1 then this integral is upper bounded by∫
b 1|ξ−|≥ 12 〈ξ∗〉
|Φˆc(ξ∗ − ξ−)|
〈ξ〉ν/q〈ξ∗ − ξ−〉ν/q′
〈ξ∗〉ν/q
′ |fˆ(ξ∗)|
〈ξ〉ν/q′
dσdξ∗
≤
(∫
b 1|ξ−|≥ 12 〈ξ∗〉
|Φˆc(ξ∗ − ξ−)|q
〈ξ〉ν〈ξ∗ − ξ−〉νq/q′
dσdξ∗
)1/q
×
(∫
b 1|ξ−|≥ 12 〈ξ∗〉
〈ξ∗〉ν |fˆ(ξ∗)|q′
〈ξ〉ν dσdξ∗
)1/q′
≤
(∫
b 1|ξ−|&〈u〉
|Φˆc(u)|q
〈ξ〉ν〈u〉νq/q′
dσdu
)1/q
‖fˆ‖Lq′
.
∫
du
〈u〉q(3+γ+ν)
‖f‖Lq ,
where 1/q + 1/q′ = 1. Hence we also obtain the desired estimates for A(3)2,1,p.
The proof of the lemma is complete.
Proposition 7.11 is then a direct consequence of Lemmas 7.13 and 7.14.
The following lemma is a variant of [6, Lemma 4.5], where the roles of g and
h are exchanged.
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Lemma 7.15. Let 0 < ν < 2 and γ > max{−3,−ν−3/2}. Then for any α ≥ 0
and any β, β′ ∈ R we have∣∣∣(Γ(f, g) , h)
L2
−
(
Q(µ1/2f, g), h
)
L2
∣∣∣
. ‖µ1/10f‖1/2L2 ‖g‖L2(ν+γ)/2−β
(
D(µ1/4 |f |, 〈v〉βh)
)1/2
+ ‖f‖L2−α‖g‖L2(ν+γ)/2+α−β′‖h‖L2(ν+γ)/2+β′
+ ‖µ1/10f‖L2‖µ1/10g‖L2‖µ1/10h‖Hν/2 , (7.11)
where
D(f, g) =
∫∫∫
R3v×R3v∗×S2
B(v − v∗, σ)f∗(g − g′)2dvdv∗dσ.
Remark 7.16. If γ > −5/2 then the last term of the right hand side of (7.11)
disappears.
Since it follows from Lemma 2.12 of [6] and its proof that
D(µ1/4 |f |, 〈v〉βh) . ‖µ1/10f‖L2|||〈v〉βh|||2 . ‖µ1/10f‖L2‖h‖2Hν/2
(ν+γ)/2+β
,
we have the following;
Corollary 7.17. Let 0 < ν < 2 and γ > max{−3,−ν − 3/2}. Then for any
α ≥ 0 and any β, β′ ∈ R we have∣∣∣(Γ(f, g) , h)
L2
−
(
Q(µ1/2f, g), h
)
L2
∣∣∣
. ‖µ1/10f‖L2‖g‖L2
(γ+ν)/2−β
‖h‖
H
ν/2
(γ+ν)/2+β
+ ‖f‖L2−α‖g‖L2(ν+γ)/2+α−β′‖h‖L2(ν+γ)/2+β′ . (7.12)
Proof of Lemma 7.15. We write(
Γ(f, g) , h
)
L2
−
(
Q(µ1/2f, g), h
)
L2
=
∫
B
(
µ′∗
1/2 − µ1/2∗
)(
f∗
)
gh′dσdv∗dv
= 2
∫
B
(
(µ′∗)
1/4 − µ1/4∗
)(
µ
1/4
∗ f∗
)
ghdσdv∗dv
+
∫
B
(
(µ′∗)
1/4 − µ1/4∗
)2
f∗gh′dσdv∗dv
+ 2
∫
B
(
(µ′∗)
1/4 − µ1/4∗
)(
µ
1/4
∗ f∗
)
g(h′ − h)dσdv∗dv
= D1 +D2 +D3 .
Note that(
(µ′∗)
1/4 − µ1/4∗
)2
≤ 2
(
(µ′∗)
1/8 − µ1/8∗
)2(
(µ′∗)
1/4 + µ
1/4
∗
)
. min(|v − v∗|θ, 1)min(|v′ − v′∗|θ, 1)(µ′∗)1/4 +
(
min(|v′ − v∗|θ, 1)
)2
µ
1/4
∗ .
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By this decomposition we estimate
|D2| . D(1)2 +D(2)2
Since |v − v∗| ∼ |v − v′∗| on supp b, we have
〈v∗〉 . 〈v − v∗〉+ 〈v〉 . 〈v − v′∗〉
(
1 +
〈v〉
〈v − v′∗〉
)
. 〈v − v′∗〉〈v′∗〉 . 〈v − v∗〉〈v′∗〉 on supp b ,
and hence
(µ′∗)
1/4|f∗| . 〈v′∗〉α(µ′∗)1/4|〈v∗〉−αf∗|〈v − v∗〉α for any α ≥ 0.
Noting 〈v〉β′ . 〈v′ − v′∗〉β
′〈v′∗〉|β
′|
on supp b for any β′ ∈ R, by the Cauchy-
Schwarz inequality we have
(D
(1)
2 )
2 .
∫
B|v − v∗|2α1|v−v∗|≥1min(|v − v∗|2θ2, 1)
( f∗g
〈v∗〉α〈v〉β′
)2
dσdv∗dv
×
∫
B|v − v∗|2β′1|v−v∗|≥1min(|v − v∗|2θ2, 1)(µ1/8∗ h)2dσdv∗dv
+
∫
B|v − v∗|21|v−v∗|<1θ2(µ1/100∗ µ1/100h)2dσdv∗dv
×
∫
B|v − v∗|21|v−v∗|<1θ2(µ1/100∗ f∗µ1/100g)2dσdv∗dv
. ‖f‖2L2−α‖g‖
2
L2
(ν+γ)/2+α−β′
‖h‖2L2
(ν+γ)/2+β′
,
where we used the fact that 〈v′∗〉 ∼ 〈v′〉 ∼ 〈v〉 ∼ 〈v∗〉 on supp b∩ 1|v−v∗|<1, and
2γ + 4 > −3. As for D(2)2 , we have
(D
(2)
2 )
2 . ‖µ1/10f‖2L2‖g‖2L2
(ν+γ)/2−β′
‖h‖2L2
(ν+γ)/2+β′
,
thanks to the factor µ
1/4
∗ instead of µ′∗
1/4
.
By the Cauchy-Schwarz inequality we have for any β ∈ R
|D3| .
( ∫
B
(
(µ′∗)
1/4 − µ1/4∗
)2
|µ1/4∗ f∗|
(〈v〉−βg)2dσdv∗dv)1/2
×
(∫
B µ
1/4
∗ |f∗|〈v〉2β
(
h′ − h
)2
dσdv∗dv
)1/2
=
(
D˜3(f, 〈v〉βg)
)1/2(
Dβ(µ1/4f, h)
)1/2
.
We have
Dβ(µ1/4f, h) ≤ 2
(
D( |µ1/4f |, 〈v〉βh) +
∫
B |µ1/4∗ f∗|
(
〈v〉β − 〈v′〉β
)2
h2dvdv∗dσ
)
. D( |µ1/4f |, 〈v〉βh) + ‖µ1/8f‖L2‖h‖2L2
β+γ/2
,
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because it follows from the same arguments in the proof of Lemma 2.12 in [6]
that∣∣∣〈v〉β−〈v′〉β∣∣∣ . sin θ
2
(
〈v〉β〈v∗〉2|β|+11|v−v∗|>1+〈v〉β−1|v−v∗|1|v−v∗|≤1
)
. (7.13)
The similar method as for D
(2)
2 shows
D˜3 . ‖µ1/10f‖L2‖g‖2L2
(ν+γ)/2−β
.
To estimate D1 we use the Taylor formula
(µ′∗)
1/4 − µ1/4∗ =
(∇µ1/4)(v∗) · (v′∗ − v∗)
+
∫ 1
0
(1− τ)(∇2µ1/4)(v∗ + τ(v′∗ − v∗))(v′∗ − v∗)2dτ .
By writing
v′∗ − v∗ =
|v − v∗|
2
{(σ · k)k− σ}+ v − v∗
2
(1 − k · σ), k = v − v∗|v − v∗| ,
we see that the integral corresponding the first term on the integral of D1
vanishes becasue of the symmetry on S2. Therefore, we have
|D1| .
∫
Bmin(|v − v∗|θ2, 1)µ1/4∗ f∗ghdσdv∗dv
+
∫
Bmin(|v − v∗|2θ2, 1)µ1/4∗ f∗ghdσdv∗dv
.
∫
B1|v−v∗|≥1min(|v − v∗|2θ2, 1)µ1/4∗ f∗ghdσdv∗dv
+
∫
1|v−v∗|<1|v − v∗|γ+1+ν/2µ1/10∗ f∗(µ1/10g)
µ1/10h
|v − v∗|ν/2 dv∗dv
. ‖µ1/10f‖L2‖g‖L2
(ν+γ)/2−β′
‖h‖L2
(ν+γ)/2+β′
+ ‖µ1/10f‖L2‖µ1/10g‖L2‖µ1/10h‖Hν/2
in view of 2γ + ν + 2 > −3.
Since we may replace B1|v−v∗|≥1 by Bc¯ in the proof of Lemma 7.15, under
the condition γ > −3, it follows that for any β, β′ ∈ R and for any α ≥ 0 we
have ∣∣∣(Γc¯(f, g) , h)
L2
−
(
Qc¯(µ
1/2f, g), h
)
L2
∣∣∣
. ‖µ1/10f‖L2‖〈v〉−βg‖L2
(ν+γ)/2
|||〈v〉βh|||
+ ‖f‖L2−α‖g‖L2(ν+γ)/2+α−β′‖h‖L2(ν+γ)/2+β′ . (7.14)
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By means of Lemma 3.2 of [8], we get, for any α ≥ 0 and any β′ ∈ R,∣∣∣(Γc¯(f, g) , h)
L2
∣∣∣ . ‖µ1/10f‖L2 |||g||||||h|||
+ ‖f‖L2−α‖g‖L2(ν+γ)/2+α−β′‖h‖L2(ν+γ)/2+β′ . (7.15)
Now we write(
Γc(f, g) , h
)
L2
=
∫
Bcµ
1/2
∗ (f ′∗g
′ − f∗g)hdvdv∗dσ
=
∫
Bc
(
µ′1/4∗ − µ∗1/4
)
(µ1/4f)∗ghdvdv∗dσ
+
∫
Bc
(
µ
1/4
∗ − µ′∗1/4
)2
f∗gh′dvdv∗dσ
+
∫
Bc
(
µ′1/4∗ − µ∗1/4
)
(µ1/4f)∗g(h
′ − h)dvdv∗dσ
+
∫
Bcµ
1/4
∗
(
(µ1/4f)′∗g
′ − (µ1/4f)∗g
)
hdvdv∗dσ
= I1 + I2 + I3 + I4 .
The estimation for I4 is just the same as in the arguments starting from the
line 14 at the page 1021 of [8], by replacing f by µ1/4f . Then we have |I4| .
‖µ1/10f‖L2|||g||||||h|||. On the other hand, the estimations for I1, I2, I3 are quite
the same as those for D1, D2, D3, respectively, in the proof of Lemma 7.15.
Therefore,
(
Γc(f, g) , h
)
L2
has the same bound as the right hand side of (7.15).
Thus the proof of Lemma 7.1 is complete.
It remains to prove Proposition 7.10. To this end we state a variant of [6,
Proposition 2.5] where the roles of g, h are exchanged.
Proposition 7.18. Let 0 < ν < 2 and γ > max{−3,−ν − 3/2}. For any
ℓ, β, δ ∈ R and any small ε > 0∣∣∣(〈v〉ℓQc(f, g)−Qc(f, 〈v〉ℓg), h)∣∣∣ . ‖f‖L2ℓ−1−β−δ‖g‖L2β‖h‖H(ν−1+ǫ)+δ .
Proof. It suffices to write(
〈v〉ℓQc(f, g)−Qc(f, 〈v〉ℓg), h
)
=
∫
Bc
(
〈v′〉ℓ − 〈v〉ℓ
)
f∗ghdvdv∗dσ
+
∫
Bc
(
〈v′〉ℓ − 〈v〉ℓ
)
f∗g
(
h′ − h
)
dvdv∗dσ
= J1 + J2 .
The estimation for J2 is quite the same as in the proof of [6, Proposition 2.5]
As for J1, we use the Taylor expansion, with v
′
τ = v + τ(v
′ − v),
〈v′〉ℓ − 〈v〉ℓ = ∇
(
〈v〉ℓ
)
· (v′ − v) +
∫ 1
0
(1− τ)∇2
(
〈v′τ 〉ℓ
)
dτ(v′ − v)2 . (7.16)
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Since we have
v′ − v = |v − v∗|
2
(σ − (k · σ)k) + v − v∗
2
(1− k · σ)
and the integral corresponding to the first term vanishes because of the symme-
try on S2, it follows that∣∣∣J1∣∣∣ . ∣∣∣∣∫ b(cos θ)Φc sin2(θ/2)|v − v∗|(|∇(〈v〉ℓ)|
+
∫ 1
0
|∇2
(
〈v′τ 〉ℓ
)
|dτ
)
|f∗gh|dvdv∗dσ
∣∣∣∣
.
∫
|v−v∗|.1
|v − v∗|γ+1+(ν−1+ε)+ |〈v∗〉ℓ−1−β−δf∗|
× |(〈v〉βg)| |(〈v〉
δh)|
|v − v∗|(ν−1+ε)+ dvdv∗
. ‖f‖L2ℓ−1−β−δ‖g‖
2
L2β
‖h‖2
H
(ν−1+ε)+
δ
,
which, together with the estimate for J2, gives the desired estimate.
Proof of Proposition 7.10. Here we only prove the case m ∈ [−ν/2, 0] because
the other case was essentially given in [6, Lemma 4.7]. Note(
Qc(f, g), h
)
=
(
Qc(f, 〈v〉ℓg), 〈v〉−ℓh
)
+
(
〈v〉ℓQc(f, 〈v〉ℓg)−Qc(f, 〈v〉ℓg), 〈v〉−ℓh
)
.
It follows from Propositions 7.11 and 7.18 with β = ℓ, δ = 0 that∣∣∣(Qc(f, g), h)∣∣∣ . ‖f‖L2‖g‖Hν/2+mℓ ‖h‖Hν/2−m−ℓ ,
where we have used m ≤ 0. By means of [3, Theorem 2.1] (see also (2.1) of [6])
we have for any m, ℓ ∈ R,∣∣∣(Qc¯(f, g), h)∣∣∣ . ‖f‖L1
ℓ++(γ+ν)+
‖g‖
H
ν/2+m
(ℓ+γ+ν)+
‖h‖
H
ν/2−m
−ℓ
.
Above two estimates and Corollary 7.17 concludes (7.4) when −ν/2 ≤ m ≤
0.
7.3. Commutator estimates with moments
Let Wδ(v) = 〈δv〉−N for 0 < δ < 1 and N ≥ 1.
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(
L1(g),W 2δ g
)
L2(R3v)
−
(
L1(Wδg),Wδg
)
L2(R3v)
=
∫
Bµ
1/2
∗ µ′
1/2
∗ (Wδ −W ′δ)g′Wδgdvdv∗dσ
=
1
2
∫
Bµ
1/2
∗ µ′
1/2
∗ (Wδ −W ′δ)2g′gdvdv∗dσ
≤ 1
2
∫
Bµ∗(W ′δ −Wδ)2g2dvdv∗dσ ,
where we used the change of variables (v′, v′∗, σ) → (v, v∗,k) and the Cauchy-
Schwarz inequality. Note that we have
|Wδ(v′)−Wδ(v)| ≤
∫ 1
0
|∇Wδ(v′τ )|dτ |v′ − v|, v′τ = v + τ(v′ − v)
. δ
∫ 1
0
Wδ(v
′
τ )〈δv′τ 〉−1dτ |v − v∗| sin
θ
2
. δν/2|v − v∗|ν/2θWδ(v)〈v∗〉N+2−ν/2
. δν/2〈v〉ν/2θWδ(v)〈v∗〉N+2 , (7.17)
because 〈δv′τ 〉−1 . 〈δv〉−1〈v∗〉 and δ|v − v∗| ≤ 〈δv〉〈v∗〉. Since it follows from
Lemma 2.5 of [7] that ∫
|v − v∗|γ+νµ1/2∗ dv∗ . 〈v〉γ+ν,
we have∣∣∣∣(L1(g),W 2δ g)L2(R3v) −
(
L1(Wδg),Wδg
)
L2(R3v)
∣∣∣∣ . δν‖g‖2L2(ν+γ)/2 . (7.18)
Proposition 7.19. Let γ > max{−3,−ν − 3/2}. Then we have∣∣∣(Γ(f, g), Wδh)
L2(R3)
−
(
Γ(f,Wδg), h
)
L2(R3)
∣∣∣∣
. δν/2‖f‖L2‖Wδg‖L2
(ν+γ)/2
(
‖h‖L2
(ν+γ)/2
+ ‖h‖
H
ν′/2
−N1
)
+ δν/2‖f‖1/2L2 ‖Wδg‖L2(ν+γ)/2D(µ
1/2f, h)1/2 ,
for any N1 > 0 and any 0 ≤ ν′ ≤ ν satisfying γ + ν′ > −3/2.
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Proof. Note that(
Γ(f, g),Wδh
)
L2(R3)
−
(
Γ(f,Wδg), h
)
L2(R3)
=
∫
Bµ′1/2∗ (W
′
δ −Wδ)f∗gh′dvdv∗dσ
=
∫
Bµ
1/2
∗ (W ′δ −Wδ)f∗ghdvdv∗dσ
+
∫
B
(
µ′1/2∗ − µ1/2∗
)
f∗(W ′δ −Wδ)gh′dvdv∗dσ
+
∫
Bµ
1/2
∗ f∗(W ′δ −Wδ)g(h′ − h)dvdv∗dσ
= A1 +A2 +A3.
Note that
|v − v∗|γ . 〈v〉γ〈v∗〉|γ| or 〈v〉γ〈v′∗〉|γ| if |v − v∗| ≥ 1 ,
〈v〉 ∼ 〈v∗〉 ∼ 〈v′〉 ∼ 〈v′∗〉 if |v − v∗| < 1 .
We divide
A2 =
∫
|v−v∗|<1
· · · dvdv∗dσ +
∫
|v−v∗|≥1
· · · dvdv∗dσ = A2,1 +A2,2.
Using that
|µ′∗1/2 − µ1/2∗ | . min(|v − v∗|θ, 1)µ1/4∗ +min(|v − v′∗|θ, 1)µ′1/4∗
we estimate as follows: |A2,1| . |A∗2,1|+ |A∗
′
2,1|. Then for any N1 > 0 we have
|A∗′2,1| . δν/2
∫
|v−v∗|<1
|v − v∗|γ+1+ν/2bθ2
∣∣∣∣∣f∗ Wδg〈v〉N1 h
′
〈v′〉N1
∣∣∣∣∣ dvdv∗dσ
. δν/2
∫ (∫
|v−v∗|<1
|v − v∗|2γ+2+νdv∗
) ∣∣∣∣∣ Wδg〈v〉N1
∣∣∣∣∣
2
dv
1/2
×
∫ bθ2|f∗|2
∣∣∣∣∣ h′〈v′〉N1
∣∣∣∣∣
2
dvdv∗dσ
1/2
. δν/2‖f‖L2‖Wδg‖L2−N1‖h‖L2−N1 .
Similarly we have the same upper bound for A∗2,1. As for A2,2, it follows from
49
the Cauchy -Schwarz inequality that
A22,2 ≤ 2
∫
|v−v∗|≥1
Bf2∗ (Wδ −W ′δ)2g2(µ′∗1/2 + µ1/2∗ )dvdv∗dσ
×
∫
Bh2
(
µ∗1/4 − µ′1/4∗
)2
dvdv∗dσ
. δν
∫
〈v〉γ+νbθ2|f∗Wδg|2dvdv∗dσ‖h‖2L2
(ν+γ)/2
. δν‖f‖2L2‖Wδg‖2L2
(ν+γ)/2
‖h‖2L2
(ν+γ)/2
,
where we have used the fact that, if |v − v∗| ≥ 1,
|v − v∗|γ(Wδ −W ′δ)2 . δν〈v〉γ+νθ2W 2δ min{〈v∗〉|γ|+2N+4 , 〈v′∗〉|γ|+2N+4},
because of (7.17) and it with v∗ replaced by v′∗. By means of the Cauchy-Schwarz
inequality, we have
A23 ≤
∫
Bµ
1/2
∗ f∗(W ′δ −Wδ)2g2dvdv∗dσ ×D(µ1/2|f |, h).
The first factor on the right hand side is estimated above from Cδν times
‖µ1/4f‖L1‖Wδg‖2L2
(ν+γ)/2
+
∫ (∫
|v−v∗|<1
|v − v∗|2(γ+ν)dv∗
)1/2
‖µ1/4f‖L2‖Wδg‖2L2−N1
because it follows again from (7.17) that
|v − v∗|γ(Wδ −W ′δ)2µ1/4∗ . δνθ2W 2δ
{
〈v〉γ+ν1|v−v∗|≥1 +
|v − v∗|γ+ν
〈v〉N1
1|v−v∗|<1
}
.
Therefore we also have the desired bound for A3.
In order to estimate A1, we use the following Taylor expansion of the second
order; with v′τ = v + τ(v
′ − v),
Wδ(v
′)−Wδ(v) = ∇Wδ(v) · (v′ − v)
+
∫ 1
0
(1− τ)∇2Wδ(v′τ )dτ(v′ − v)2. (7.19)
Similar as in (7.16), we can estimate the factor W ′δ −Wδ by
|∇Wδ(v)||v − v∗|θ2 + |∇2Wδ(v′τ )||v − v∗|2θ2
. δWδ(v)〈δv〉−1|v − v∗|θ2 + δ2Wδ(v′τ )〈δv′τ 〉−2|v − v∗|2θ2
. δν/2Wδ(v)|v − v∗|νθ2〈v∗〉1−ν/2 + δνWδ(v)|v − v∗|νθ2〈v∗〉N+4−ν . (7.20)
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Consequently, for any 0 ≤ ν′ ≤ ν satisfying γ + ν′ > −3/2, we have
|A1| . δν/2
∫∫
〈v〉γ+ν1|v−v∗|≥1µ1/4∗ |f∗Wδgh|dvdv∗
+ δν/2
∫∫
|v − v∗|γ+(ν+ν
′)/21|v−v∗|<1
∣∣∣∣∣f∗ Wδg〈v〉N1 h|v − v∗|ν′/2〈v〉N1
∣∣∣∣∣ dvdv∗
. δν/2‖µ1/4f‖L1‖Wδg‖L2
(ν+γ)/2
‖h‖L2
(ν+γ)/2
+ δν/2
( ∫
|f∗|2
∫ ∣∣∣∣∣ h|v − v∗|ν′/2〈v〉N1
∣∣∣∣∣
2
dv
)
dv∗
)1/2
×
(∫ ∣∣∣∣∣ Wδg〈v〉N1
∣∣∣∣∣
2 ∫
|v−v∗|<1
|v − v∗|2γ+ν+ν′dv∗
)
dv
)1/2
. δν/2‖f‖L2
(
‖Wδg‖L2
(ν+γ)/2
‖h‖L2
(ν+γ)/2
+ ‖Wδg‖L2−N1‖h‖Hν′/2−N1
)
.
The following corollary is a variant of Lemma 4.9 in [6], which is used to
prove the non-negativity of solutions.
Corollary 7.20. Let γ > max{−3,−ν − 3/2} and let ϕ(v, x) = (1 + |v|2 +
|x|2)α/2 for α > 3/2. If we put Wϕ = ϕ(v, x)−1, then we have∣∣∣(Γ(f, g), Wϕh)
L2(R3)
−
(
Γ(f,Wϕg), h
)
L2(R3)
∣∣∣∣
. ‖f‖L2‖Wϕg‖L2
γ/2
(
‖h‖L2
(ν+γ)/2
+ ‖h‖
H
ν′/2
−N1
)
+ ‖f‖1/2L2 ‖Wϕg‖L2γ/2D(µ
1/2f, h)1/2 ,
for any N1 > 0 and any 0 ≤ ν′ ≤ ν satisfying γ + ν′ > −3/2.
Proof. Instead of (7.17) and (7.20), respectively, it suffices to use
|Wϕ(v′)−Wϕ(v)| ≤
∫ 1
0
|∇Wϕ(v′τ )|dτ |v′ − v|, v′τ = v + τ(v′ − v)
.
∫ 1
0
Wϕ(v
′
τ )〈v′τ 〉−1dτ |v − v∗| sin
θ
2
. θWϕ(v)〈v∗〉α+2
(
1|v−v∗|≥1 + |v − v∗|1|v−v∗|<1
)
and
|∇Wϕ(v)||v − v∗|θ2 + |∇2Wϕ(v′τ )||v − v∗|2θ2
. Wϕ(v)〈v〉−1|v − v∗|θ2 +Wϕ(v′τ )〈v′τ 〉−2|v − v∗|2θ2
. θ2Wϕ(v)〈v∗〉α+4
(
1|v−v∗|≥1 + |v − v∗|1|v−v∗|<1
)
.
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7.4. Commutator with v derivative mollifier
Since the kinetic factor of the collision cross section is singular, we must
confine ourselves to a special order of the mollifier. Let 1 ≥ N0 ≥ ν/2 and let
M δ(ξ) =
1
(1 + δ〈ξ〉)N0 for 0 < δ ≤ 1.
Proposition 7.21. Assume that 0 < ν < 2 and γ > max{−3,− 32 − ν}. Then
for any ν′ > 0 satisfying ν − 1 ≤ ν′ < ν and γ + ν′ > −3/2 we have∣∣∣(M δ(Dv)Qc(f, g)−Qc(f,M δ(Dv) g), h)∣∣∣
. ‖f‖L2‖M δ(Dv)g‖Hν′/2 ‖h‖Hν′/2 .
Proof. We shall follow similar arguments of Proposition 3.4 from [9]. By using
the formula from the Appendix of [2], we have
(Qc(f, g), h) =
∫∫∫
R3×R3×S2
b
( ξ
|ξ| · σ
)
[Φˆc(ξ∗ − ξ−)− Φˆc(ξ∗)]
× fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dξdξ∗dσ ,
where ξ− = 12 (ξ − |ξ|σ). Therefore(
M δ(D)Qc(f, g)−Qc(f,M δ(D) g), h
)
=
∫∫∫
b
( ξ
|ξ| · σ
)
[Φˆc(ξ∗ − ξ−)− Φˆc(ξ∗)]
×
(
M δ(ξ)−M δ(ξ − ξ∗)
)
fˆ(ξ∗)gˆ(ξ − ξ∗)hˆ(ξ)dξdξ∗dσ
=
∫∫∫
|ξ−|≤ 12 〈ξ∗〉
· · · dξdξ∗dσ +
∫∫∫
|ξ−|≥ 12 〈ξ∗〉
· · · dξdξ∗dσ
=A1(f, g, h) +A2(f, g, h) .
Then, we write A2(f, g, h) as
A2 =
∫∫∫
b
( ξ
|ξ| · σ
)
1|ξ−|≥ 12 〈ξ∗〉Φˆc(ξ∗ − ξ
−) · · · dξdξ∗dσ
−
∫∫∫
b
( ξ
|ξ| · σ
)
1|ξ−|≥ 12 〈ξ∗〉Φˆc(ξ∗) · · · dξdξ∗dσ
= A2,1(f, g, h)−A2,2(f, g, h) .
On the other hand, for A1 we use the Taylor expansion of Φˆc of order 2 to have
A1 = A1,1(f, g, h) +A1,2(f, g, h),
where
A1,1 =
∫∫∫
b ξ− · (∇Φˆc)(ξ∗)1|ξ−|≤ 12 〈ξ∗〉
(
M δ(ξ) −M δ(ξ − ξ∗)
)
× fˆ(ξ∗)gˆ(ξ − ξ∗)¯ˆh(ξ)dξdξ∗dσ,
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and A1,2(f, g, h) is the remaining term corresponding to the second order term
in the Taylor expansion of Φˆc.
We first consider A1,1. By writing
ξ− =
|ξ|
2
(( ξ
|ξ| · σ
) ξ
|ξ| − σ
)
+
(
1−
( ξ
|ξ| · σ
)) ξ
2
,
we see that the integral corresponding to the first term on the right hand side
vanishes because of the symmetry on S2. Hence, we have
A1,1 =
∫∫
R6
K(ξ, ξ∗)
(
M δ(ξ)−M δ(ξ − ξ∗)
)
fˆ(ξ∗)gˆ(ξ − ξ∗)¯ˆh(ξ)dξdξ∗ ,
where
K(ξ, ξ∗) =
∫
S2
b
( ξ
|ξ| · σ
)(
1−
( ξ
|ξ| · σ
)) ξ
2
· (∇Φˆc)(ξ∗)1|ξ−|≤ 12 〈ξ∗〉dσ .
Note that |∇Φˆc(ξ∗)| . 1〈ξ∗〉3+γ+1 , from the Appendix of [7]. If
√
2|ξ| ≤ 〈ξ∗〉,
then sin(θ/2) |ξ| = |ξ−| ≤ 〈ξ∗〉/2 because 0 ≤ θ ≤ π/2, and we have
|K(ξ, ξ∗)| .
∫ π/2
0
θ1−νdθ
〈ξ〉
〈ξ∗〉3+γ+1
.
1
〈ξ∗〉3+γ
( 〈ξ〉
〈ξ∗〉
)
.
On the other hand, if
√
2|ξ| ≥ 〈ξ∗〉, then
|K(ξ, ξ∗)| .
∫ π〈ξ∗〉/(2|ξ|)
0
θ1−νdθ
〈ξ〉
〈ξ∗〉3+γ+1
.
1
〈ξ∗〉3+γ
( 〈ξ〉
〈ξ∗〉
)ν−1
.
Hence we obtain
|K(ξ, ξ∗)| . 1〈ξ∗〉3+γ
{( 〈ξ〉
〈ξ∗〉
)
1〈ξ∗〉≥
√
2|ξ|
+1√2|ξ|≥〈ξ∗〉≥|ξ|/2 +
( 〈ξ〉
〈ξ∗〉
)ν−1
1|ξ|/2≥〈ξ∗〉
}
. (7.21)
Similarly to A1,1, we can also write
A1,2 =
∫∫
R6
K˜(ξ, ξ∗)
(
M δ(ξ)−M δ(ξ − ξ∗)
)
fˆ(ξ∗)gˆ(ξ − ξ∗)¯ˆh(ξ)dξdξ∗ ,
where
K˜(ξ, ξ∗) =
∫
S2
b
( ξ
|ξ| · σ
) ∫ 1
0
(1− τ)(∇2Φˆc)(ξ∗ − τξ−) · ξ− · ξ−1|ξ−|≤ 12 〈ξ∗〉dτdσ .
Again from the Appendix of [7], we have
|(∇2Φˆc)(ξ∗ − τξ−)| . 1〈ξ∗ − τξ−〉3+γ+2
.
1
〈ξ∗〉3+γ+2
,
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because |ξ−| ≤ 〈ξ∗〉/2, which leads to
|K˜(ξ, ξ∗)| . 1〈ξ∗〉3+γ
{( 〈ξ〉
〈ξ∗〉
)2
1〈ξ∗〉≥
√
2|ξ|
+1√2|ξ|≥〈ξ∗〉≥|ξ|/2 +
( 〈ξ〉
〈ξ∗〉
)ν
1|ξ|/2≥〈ξ∗〉
}
. (7.22)
We employ (3.4) of Lemma 3.1 in [9] with p = 1 and λ = 0, that is,∣∣M δ(ξ)−M δ(ξ − ξ∗)∣∣ ≤ CM δ(ξ − ξ∗){( 〈ξ∗〉〈ξ〉 )1〈ξ∗〉≥√2|ξ|
+
(
M δ(ξ∗)
(
1 + δ〈ξ − ξ∗〉
)N0
+ 1
)
1√2|ξ|>〈ξ∗〉≥|ξ|/2 +
〈ξ∗〉
〈ξ〉 1|ξ|/2>〈ξ∗〉
}
. (7.23)
It follows from (7.21) and (7.22) that we have
|A1| . |A1,1|+ |A1,2| . A1 +A2 +A3,
with
A1 =
∫∫
R6
∣∣∣∣∣ fˆ(ξ∗)〈ξ∗〉3+γ
∣∣∣∣∣ ∣∣M δ(ξ − ξ∗)gˆ(ξ − ξ∗)∣∣ |hˆ(ξ)|1〈ξ∗〉≥√2|ξ|dξ∗dξ , (7.24)
and
A2 =
∫∫
R6
∣∣∣∣∣ fˆ(ξ∗)〈ξ∗〉3+γ
∣∣∣∣∣ ∣∣M δ(ξ − ξ∗)gˆ(ξ − ξ∗)∣∣ |hˆ(ξ)|
× (M δ(ξ∗)(1 + (δ〈ξ − ξ∗〉)N0)+ 1)1√2|ξ|>〈ξ∗〉≥|ξ|/2dξ∗dξ ;
A3 =
∫∫
R6
∣∣∣∣∣ fˆ(ξ∗)〈ξ∗〉3+γ
∣∣∣∣∣ ∣∣M δ(ξ − ξ∗)gˆ(ξ − ξ∗)∣∣ |hˆ(ξ)|
( 〈ξ〉
〈ξ∗〉
)ν−1
1|ξ|/2>〈ξ∗〉dξ∗dξ .
Setting Gˆ(ξ) = 〈ξ〉ν′/2M δ(ξ)gˆ(ξ) and Hˆ(ξ) = 〈ξ〉ν′/2hˆ(ξ), we get
A1 ≤
∫
R3
|Hˆ(ξ)|
〈ξ〉3/2+ε
(∫
R3
( 〈ξ〉
〈ξ∗〉
)3/2+ε−ν′/2
1〈ξ∗〉≥
√
2|ξ|
|fˆ(ξ∗)| |Gˆ(ξ − ξ∗)|
〈ξ∗〉3/2+γ+ν′−ε
dξ∗
)
dξ
. ‖h‖Hν′/2‖f‖L2‖M δg‖Hν′/2 ,
because 3/2+ε−ν′/2 ≥ 0 and 3/2+γ+ν′−ε ≥ 0 for a sufficiently small ε > 0.
Here we have used the fact that 〈ξ∗〉 ∼ 〈ξ − ξ∗〉 if 〈ξ∗〉 ≥
√
2|ξ|. Noticing the
third formula of (7.6), we get
|A2|2 .
{∫
R3
|fˆ(ξ∗)|2dξ∗
〈ξ∗〉6+2γ+ν′
∫
〈ξ−ξ∗〉.〈ξ∗〉
(
〈ξ∗〉−2N0
〈ξ − ξ∗〉ν′−2N0
+
1
〈ξ − ξ∗〉ν′
)
dξ
}
×
(∫∫
R6
|Gˆ(ξ − ξ∗)|2|Hˆ(ξ)|2dξdξ∗
)
.
.
∫
R3
|fˆ(ξ∗)|2
〈ξ∗〉3+2(γ+ν′)
dξ∗‖M δλg‖2Hν′/2‖h‖2Hν′/2 . ‖f‖2L2‖M δλg‖2Hν′/2‖h‖2Hν′/2 ,
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because 3 + 2(γ + ν′) > 0. Since ν′ ≥ ν − 1 and 6 + 2(γ + ν′) > 3, we have
|A3|2 .
(∫
R3
|fˆ(ξ)|2dξ∗
∫
R3
|Hˆ(ξ)|2dξ
)
×
(∫
R3
dξ∗
〈ξ∗〉6+2(γ+ν′)
∫
R3
( 〈ξ∗〉
〈ξ〉
)2{2s′−(ν−1)}
1|ξ|/2≥〈ξ∗〉|Gˆ(ξ − ξ∗)|2dξ
)
. ‖f‖2L2‖M δλg‖2Hν′/2‖h‖2Hν′/2 .
The above three estimates yield the desired estimate for A1(f, g, h).
Next consider A2(f, g, h) = A2,1(f, g, h) − A2,2(f, g, h). Since θ ∈ [0, π/2]
and |ξ−| = |ξ| sin(θ/2) ≥ 〈ξ∗〉/2, we have
√
2|ξ| ≥ 〈ξ∗〉. Write
A2,j =
∫∫
R6
Kj(ξ, ξ∗)
(
M δλ(ξ) −M δλ(ξ − ξ∗)
)
fˆ(ξ∗)gˆ(ξ − ξ∗)¯ˆh(ξ)dξdξ∗ .
Then we have
|K2(ξ, ξ∗)| =
∣∣∣∣∫ b( ξ|ξ| · σ)Φˆc(ξ∗)1|ξ−|≥ 12 〈ξ∗〉dσ
∣∣∣∣
.
1
〈ξ∗〉3+γ
〈ξ〉ν
〈ξ∗〉ν 1
√
2|ξ|≥〈ξ∗〉
.
1
〈ξ∗〉3+γ
{
1√2|ξ|≥〈ξ∗〉≥|ξ|/2 +
( 〈ξ〉
〈ξ∗〉
)ν
1|ξ|/2≥〈ξ∗〉
}
,
which shows the desired estimate for A2,2, by exactly the same way as the
estimation on A2 and A3.
As for A2,1, it suffices to work under the condition |ξ∗ · ξ−| ≥ 12 |ξ−|2. In
fact, on the complement of this set, we have |ξ∗− ξ−| > |ξ∗|, and Φˆc(ξ∗− ξ−) is
the same as Φˆc(ξ∗). Therefore, we consider A2,1,p which is defined by replacing
K1(ξ, ξ∗) by
K1,p(ξ, ξ∗) =
∫
S2
b
( ξ
|ξ| · σ
)
Φˆc(ξ∗ − ξ−)1|ξ−|≥ 12 〈ξ∗〉1|ξ∗ · ξ−|≥ 12 |ξ−|2dσ .
By writing
1 = 1〈ξ∗〉≥|ξ|/21〈ξ−ξ∗〉≤2〈ξ∗−ξ−〉 + 1〈ξ∗〉≥|ξ|/21〈ξ−ξ∗〉>2〈ξ∗−ξ−〉 + 1〈ξ∗〉<|ξ|/2,
we decompose respectively
A2,1,p = B1 +B2 +B3 .
On the sets corresponding to the above integrals, we have 〈ξ∗ − ξ−〉 . 〈ξ∗〉,
because |ξ−| . |ξ∗| that follows from |ξ−|2 ≤ 2|ξ∗ · ξ−| . |ξ−| |ξ∗|. Furthermore,
on the sets for B1 and B2 we have 〈ξ〉 ∼ 〈ξ∗〉, so that 〈ξ∗ − ξ−〉 . 〈ξ〉 and
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b 1|ξ−|≥ 12 〈ξ∗〉1〈ξ∗〉≥|ξ|/2 is bounded. Putting again Gˆ(ξ) = 〈ξ〉
ν′/2
M δ(ξ)gˆ(ξ) and
Hˆ(ξ) = 〈ξ〉ν′/2hˆ(ξ), by means of (7.23) we have
|B1|2 .
∫∫∫ ∣∣∣∣∣ Φˆc(ξ∗ − ξ−)〈ξ∗ − ξ−〉s′
∣∣∣∣∣
2
|fˆ(ξ∗)|2b 1|ξ−|≥ 12 〈ξ∗〉1〈ξ∗〉≥|ξ|/2
×
{
M δ(ξ∗)2
(
1〈ξ−ξ∗〉.〈ξ∗−ξ−〉
〈ξ − ξ∗〉ν′
+
δ2N01〈ξ−ξ∗〉.〈ξ∗−ξ−〉
〈ξ − ξ∗〉ν′−2N0
)
+
1〈ξ−ξ∗〉.〈ξ∗−ξ−〉
〈ξ − ξ∗〉ν′
}
dξdξ∗dσ
](∫∫∫
|Gˆ(ξ − ξ∗)|2|Hˆ(ξ)|2dσdξdξ∗
)
.
Putting u = ξ∗ − ξ−, we have 〈u〉 . 〈ξ∗〉, and M δ(ξ∗)2 . (1 + δ〈u〉)−2N0 .
Therefore,
|B1|2 .
∫
|fˆ(ξ∗)|2
{
sup
u
〈u〉−(6+2γ+ν′)
∫
〈ξ+−u〉≤〈u〉
(δ2N0(1 + δ〈u〉)−2N0
〈ξ+ − u〉ν′−2N0
+
+
1
〈ξ+ − u〉ν′
)
dξ+
}
dξ∗ ‖M δ(D)g‖2Hν′/2‖h‖2Hν′/2
. ‖f‖2L2‖M δ(D)g‖2Hν′/2‖h‖2Hν′/2 sup
u
1
〈u〉3+2(γ+ν′)
.
Here we have used the change of variables ξ → ξ+ whose Jacobian is
∣∣∣∂ξ+
∂ξ
∣∣∣ =
∣∣∣I + ξ|ξ| ⊗ σ∣∣∣
8
=
|1 + ξ|ξ| · σ|
8
=
cos2(θ/2)
4
≥ 1
8
, θ ∈ [0, π
2
].
As for B2, we first note that, on the set of the integration, ξ
+ = ξ − ξ∗ + u
implies
〈ξ − ξ∗〉
2
≤ 〈ξ − ξ∗〉 − |u| ≤ 〈ξ+〉 ≤ 〈ξ − ξ∗〉+ |u| . 〈ξ − ξ∗〉 ,
so that
( M δ(ξ) ∼ ) M δ(ξ+) ∼M δ(ξ − ξ∗) ,
and hence we have by the Cauchy-Schwarz inequality
|B2|2 .
∫∫∫
|fˆ(ξ∗)|2 |Gˆ(ξ − ξ∗)|2dσdξdξ∗
×
∫∫∫ |Φˆc(ξ∗ − ξ−)|2
〈ξ∗ − ξ−〉2ν′
|Hˆ(ξ)|2dσdξdξ∗
.‖f‖2L2‖M δ(D)g‖2Hν′/2‖h‖2Hν′/2 ,
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because 6 + 2(γ + ν′) > 3. On the set of the integration for B3 we recall
〈ξ〉 ∼ 〈ξ − ξ∗〉 and
|M δ(ξ)−M δ(ξ − ξ∗)| . 〈ξ∗〉〈ξ〉 M
δ(ξ − ξ∗) ,
so that
|B3|2 .
∫∫∫
b 1|ξ−|≥ 12 〈ξ∗〉
( 〈ξ∗〉
〈ξ〉
)ν
|fˆ(ξ∗)|2|Gˆ(ξ − ξ∗)|2dσdξdξ∗
×
∫∫∫
b 1|ξ−|≥ 12 〈ξ∗〉
( 〈ξ∗〉
〈ξ〉
)2−ν |Φˆc(ξ∗ − ξ−)|2
〈ξ〉2ν′
|Hˆ(ξ)|2dσdξdξ∗ .
We use the change of variables ξ∗ → u = ξ∗ − ξ−. Note that |ξ−| ≥ 12 〈u + ξ−〉
implies |ξ−| ≥ 〈u〉/√10, and that
〈ξ∗〉 . 〈ξ∗ − ξ−〉+ |ξ| sin θ/2 ,
which yields ( 〈ξ∗〉
〈ξ〉
)2−ν
.
( 〈u〉
〈ξ〉
)2−ν
+ θ2−ν .
Then we have∫∫
b 1|ξ−|≥ 12 〈ξ∗〉
( 〈ξ∗〉
〈ξ〉
)2−ν |Φˆc(ξ∗ − ξ−)|2
〈ξ〉2ν′
dσdξ∗ .
∫
1〈u〉.|ξ|
〈u〉6+2(γ+ν′)
( 〈u〉
〈ξ〉
)2ν′
×
(∫
b 1|ξ−|&〈u〉
( 〈u〉
〈ξ〉
)2−ν
dσ +
∫
bθ2−ν1|ξ−|&〈u〉dσ
)
du
.
∫
du
〈u〉6+2(γ+ν′)
<∞ ,
because
∫
bθ2−ν1|ξ−|&〈u〉dσ

.
(
〈u〉
〈ξ〉
)2−2ν
if ν > 1
. log 〈ξ〉〈u〉 if ν = 1
<∞ if ν < 1.
Thus we have the same bound for B3. The proof of the proposition is then
completed.
Let us recall Proposition 2.9 from [3].
Proposition 7.22. Let M(ξ) be a positive symbol in S01,0 in the form of M(ξ) =
M˜(|ξ|2). Assume that there exist constants c, C > 0 such that for any s, τ > 0
c−1 ≤ s
τ
≤ c implies C−1 ≤ M˜(s)
M˜(τ)
≤ C,
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and M(ξ) satisfies
|M (α)(ξ)| = |∂αξ M(ξ)| ≤ CαM(ξ)〈ξ〉−|α| ,
for any α ∈ N3. Then, if 0 < ν < 1, for any N > 0 there exists a CN > 0 such
that
|(M(Dv)Qc¯(f, g)−Qc¯(f, M(Dv)g), h)L2 |
≤ CN‖f‖L1
γ+
(
‖M(Dv) g‖L2
γ+
+ ‖g‖H−N
γ+
)
‖h‖L2. (7.25)
Furthermore, if 1 < ν < 2, for any N > 0 and any ε > 0 , there exists a
CN,ε > 0 such that
|(M(Dv)Qc¯(f, g)−Qc¯(f, M(Dv)g), h)L2 |
≤ CN,ε‖f‖L1
(ν+γ−1)+
(
‖M(Dv)g‖Hν−1+ε
(ν+γ−1)+
+ ‖g‖H−N
γ+
)
‖h‖L2 . (7.26)
When ν = 1 we have the same estimate as (7.26) with (ν + γ − 1) replaced by
(γ + κ) for any small κ > 0.
7.5. Boundedness of M δ(Dv) on the triple norm
Instead of M δ(ξ), we consider a little more general symbol M(ξ) ∈ S01,0
satisfying conditions in Proposition 7.22.
Lemma 7.23. Let γ > −3 and 0 < ν < 2. Then we have
|||M(Dv)g|||2 . |||g|||2.
Proof. The proof is based on arguments in the subsection 2.3 of [7]. Since
J
Φγ
2 (g) ∼ ‖g‖2L2
(ν+γ)/2
it suffices to show
J
Φγ
1 (Mg) . J
Φγ
1 (g) + ‖g‖2L2
(ν+γ)/2
+ ‖g‖2Hs
γ/2
, (7.27)
in view of Proposition 2.2 of [7], that is, there exist two generic constants
C1, C2 > 0 such that
C1
{
‖g‖2Hs
γ/2
(R3v)
+ ‖g‖2L2
(ν+γ)/2
(R3v)
}
≤ |||g|||2 ≤ C2 ‖g‖2Hs
(ν+γ)/2
(R3v)
.
Since J
Φγ
1 (g) ∼ JΦ01 (〈v〉γ/2g) modulo ‖g‖2L2
(ν+γ)/2
, and we have
JΦ01 (〈v〉γ/2Mg) ≤ 2
(
JΦ01 (M〈v〉γ/2g) + JΦ01 ([〈v〉γ/2,M ]g)
)
. JΦ01 (M〈v〉γ/2g) + ‖([〈v〉γ/2,M ]g‖2Hss ,
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it suffices to show (7.27) with γ = 0. We recall (2.21) of [7];
JΦ01 (g) =
∫∫∫
b(cos θ)µ∗(g′ − g)2dv∗dσdv
=
1
(2π)3
∫∫
b
( ξ
|ξ| · σ
)(
µ̂(0)|ĝ(ξ)− ĝ(ξ+)|2 (7.28)
+ 2Re
(
µ̂(0)− µ̂(ξ−)
)
ĝ(ξ+)ĝ(ξ)
)
dξdσ.
Since µ̂(ξ) is real-valued, it follows that
Re
(
µ̂(0)− µ̂(ξ−)
)
ĝ(ξ+)ĝ(ξ) =
(∫ (
1− cos(v · ξ−))µ(v)dv)Re ĝ(ξ+)ĝ(ξ)
. min{〈ξ〉2θ2 , 1}|ĝ(ξ+)ĝ(ξ)|.
Therefore the second term of the right hand side of (7.28) is estimated by
‖g‖2
Hν/2
with a constant factor. Similarly we have
JΦ01 (Mg) =
∫∫∫
b(cos θ)µ∗((Mg)′ −Mg)2dv∗dσdv
.
∫∫
b
( ξ
|ξ| · σ
)
µ̂(0)|M(ξ)ĝ(ξ)−M(ξ+)ĝ(ξ+)|2dξdσ + ‖g‖2Hν/2
. JΦ01 (g) +
∫∫
b
( ξ
|ξ| · σ
)
|M(ξ)−M(ξ+)|2|ĝ(ξ)|2dξdσ + ‖g‖2Hν/2
. JΦ01 (g) + ‖g‖2Hν/2 ,
because |M(ξ)−M(ξ+)| . M(ξ)θ2 ( see (2.3.5) of [3], for example).
7.6. Mollifier with respect to x variable
Lemma 7.24. Let S ∈ C∞0 (R) satisfy 0 ≤ S ≤ 1 and
S(τ) = 1, |τ | ≤ 1; S(τ) = 0, |τ | ≥ 2.
Put Sδ(Dx) = S(δDx) for δ > 0. Then∣∣∣∣∣
∫ T
0
(
Sδ(Dx) Γ(f, g)− Γ(f, Sδ(Dx)g), h
)
L2(R6x,v)
dt
∣∣∣∣
. ‖∇f‖L∞([0,T ]×R3x;L2v)‖〈v〉
|γ|/2+νg‖L2([0,T ]×R6x,v)
× ‖δh‖L2([0,T ]×R3x;Hνγ/2(R3v)). (7.29)
Proof. The proof is similar as the one of Lemma 3.4 in [3]. If
Kδ(z) = − z
δ4
F−1(S)
(z
δ
)
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then we have∣∣∣∣∣
∫ T
0
(
Sδ(Dx)Γ(f, g)− Γ(f, Sδ(Dx)g), h
)
L2(R6)
dt
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
{∫
R3x×R3y
Kδ(x − y)
×
∫ T
0
(
Γ
(∇f(t, x+ τ(y − x)), ·), δg(t, y, ·)), h(t, x, ·))
L2(R3v)
dtdxdy
}
dτ
∣∣∣∣∣
. δ‖∇f‖L∞([0,T ]×R3x;L2v)
∫ T
0
∫
R3x
(
|Kδ| ∗ ‖g(t, ·)‖L2
|γ|/2+ν
)
(x) ‖h(t, x)‖Hν
γ/2
dxdt
where we have used (7.4). We get (7.29) since ‖Kδ‖L1x = ‖K1‖L1x .
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