INTRODUCTION
The Hermite semigroup e-zH has recently been the object of extensive study. Nelson [5] showed that if eezt < ( p -l)/(q -I), then emtH: D'(p) --+Lq(p) is a contraction. (p is Gauss measure on R.) Gross [4] simplified the proof of these "hypercontractive"
estimates by showing them to be equivalent to a logarithmic Sobolev inequality. Beckner [l] then showed that Nelson's estimates followed from the sharp form of Young's convolution inequality. Brascamp and Lieb [2] derived the sharp convolution inequality and Nelson's estimates from the same general result. In the same paper where he proves the sharp convolution inequality,
Beckner also shows that if 1 < p < 2 and e-z = 4( p -l)r/', then e-zH: D'(p) + D'(p) is a contraction. ( p' is the exponent conjugate to p). This result is equivalent to the sharp form of the Hausdorff-Young inequality for the Fourier transform on R.
In this paper we give necessary and sufficient conditions for e-zH to be a bounded map from D(p) into D(p), where Re z > 0 and 1 < p, 4 < CO. We then investigate when, under these conditions, e-ZH:Lp(p) ---f D(p) is in fact a contraction.
Finally, we show that these results can be used to calculate the exact norm of ezd: D(dx) -D(dx) for 1 < p < q < cc and Re z > 0. (A is Lebesgue measure on R.) I would like to mention that Coifman and Sagher [3] , using interpolation techniques, have determined when e-ZH:Lr'(p) -LB'(~) is a contraction for all Re z > 0, i.e. the special case q = p'. Although the present paper is independent of their result, knowledge of it was helpful in my investigations. I would like to thank R. Coifman for discussing their work with me in advance of publication. (Also, the interpolation argument at the end of Section 5 below stems from those discussions.) In addition, I would like to thank J. Gilbert, B. Palka and especially J. Vaaler for helpful remarks concerning this research.
STATEMENT OF RESULTS
The Hermite semigroup on R is given by (eczHf)(x) = [rr(l -0~~)l-l'~ JR exp[-bx -r)"/U -w")lf(r) dy, (1.1) where Re z > 0 and w = e-". (Thus 1 w j < 1.) Square roots always have positive real part. If w = 1 or w = -1, then e-zH is respectively the identity or reflection about 0. In what follows we will always assume U? # 1.
The Gauss-Weierstrass semigroup on R is given by (e?f)(x) = (h~)-~" jR exp[-(x -~)~/423.f( y) dy, (1.2) where Re z >, 0 (and z # 0). The classical Young's convolution inequality ( [7] p. 178) implies that for Re .z > 0 and 1 < p < q < co, ezd is a bounded map from D(dx) into L*(dx). Also, it follows from the classical HausdorffYoung Fourier transform inequality ( [7] , p. 178) that for Re z = 0 (z # 0) and 1 < p < 2, ezd is a bounded map fromLP(dx) intoD'(dx). In order to state the first theorem a few definitions are needed. Let p be the Gauss probability measure on R given by dp(x) = v1j2 exp(-x2) dx. For 1 <p<co,let
Then I, is an isometric isomorphism of D'(p) onto .P(dx). For non-zero real y, let T, be the dilation operator (TYf)(x) = f(rx). Then T,, maps D(dx) onto itself and 11 T,,fl/, = 1 y jmllP ilflj, . Al so , f or all complex 01, let M, be the multiplication operator (M,f)(x) = era=?(x).
Finally, we denote by 11 e-zH IJD,,n the norm of e-zH as a map from D(p) into L*(p). More precisely, e-zH is a contraction on L2(p) whenever Re z 3 0. If, for a particular value of z, e-zH extends or restricts to a bounded map from D(p) into D'(p), II e-zH l)9,9 denotes the norm of that map. Otherwise, II e-zH 119,9 is taken to be infinity. Note that since e-** takes the constant function 1 into itself, we always have I/ eFzH 1&Q > 1. THEOREM 1. Let 1 < p, q < co and Re z > 0 (with w = e+ # *I). Then for any non-zero real y such that Re(y/w) 3 0, where ecrH = (y/w) l/2 ,ll2~-ll2a~-1~~~~~[v~l-w=~l4o]A~ I * a P'
Furthermore, in the case 1 < p < q < CO, I( e-zH I/P,P < CO if and only if
Re l/(1 -w") 3 l/P,
In the case 1 < q < p < CD, if Re w/( 1 -w") = 0, then (1.4) is necessary and suficimt for I/ eczH jjD,q to be finite. If Re w/(1 -w") # 0, the necessary and sufident conditions are (1.4) and
Moreover, if p, q < co, conditions (1.4) and (1.5) are together equivalent to IP-----2(q-2)l <P-Iw124.
(1.7)
The proof of Theorem 1 is elementary. (See Section 2.) The deepest facts used are the mapping properties of e zA described above, and these are consequences of the classical convolution and Fourier transform inequalities. Note that the values of x = l/p and y = l/q' allowed by (1.4) and (1 S) make up the area in the first quadrant bounded by the lower branch of a hyperbola (or two perpendicular rays if Re w/( 1 -w") = 0). This area is always contained in the square (0 < x < 1,O < y < l}.
One can easily check that in special cases Theorem 1 reduces to known results. For example, if 1 < q < 2 < p < 00, Theorem 1 says that 1) e-zH l]P,p is always finite. Indeed, in this case it is known that II e-rH /19,4 = 1 (since 11 e-rH ]12,2 = 1 for all Re x 3 0). Also, if z = t > 0, (1.4) is automatic and (1.5) becomes Nelson's criterion for hypercontractivity. And if w is pure imaginary and q' = p, we recover Beckner's condition. In both of these cases we also know that II e-zHll,,, = 1.
It is natural to ask if e-ZH:
is always a contraction whenever it is bounded. This is definitely not the case if 1 < q < p < 2 or 2 < q < p < co. Indeed, fix w with Re w/(1 -wz) # 0 and suppose that ]I e-zHf[lp < Ijfl], for all such p and q satisfying (1.4) and (1.6). Then ]I e-zHfIlp < /lfll, for all such p and q satisfying (1.4) and (1.5), contradicting Theorem 1.
On the other hand, it is reasonable to expect that if 1 < p < q < co, then e-*H: D(p) + D(p) is a contraction whenever it is bounded. The next theorem establishes this for a slightly smaller range of p and q. 
W-9
Moreover, for some Gaussian function g(x) = e-02' with Re o > 0, II esAg llQ = II eSA IL II g lb .
In the special case p = q', 1 c p < 2, (1. Moreover, in the range 0 < cos 4 < ( p -2)/p, the nom given by (1.10) is achieved for some Gaussian function g(x) = e-OS2 with Re o > 0.
As the proof will show, w and y in part (a) can be computed explicitly. Furthermore, if Theorem 2 is true for the excluded values of p and q, the same is true for Theorem 3.
PROOF OF THEOREM 1
It is straightforward to verify that formula (1.3) is correct. We will show that formula implies that /I e-sH l/p,n is finite under the conditions stated in Theorem 1.
Suppose first that Re w/(1 -w2) = 0. Then I w / = 1 or Re w = 0, and so + < Re I/( 1 -w") < 1. Thus, if we let Re l/( 1 -w") = l/p = l/q', then 1 < p < 2; and it follows from the Hausdorff-Young inequality, as noted above, that e[~(l--w2~/401A is a bounded map from L"(dx) into Lg(dx). Since Re a~ = Re /3 = 0, it follows from (1.3) that e-aH is bounded from L+) into La(p). Certainly then if Y > p and s < q, e-zH is bounded from L'(p) to L@). Thus for 1 < p, q < 00, condition (1.4) implies that Ij e-zH l)P,g < 00.
Now suppose that Re w/(1 -w2) # 0. Then Re r/w > 0, and so Re ~(1 -w2)/4w > 0. Consequently, for 1 < p < q < co, e[~(1-w2)/4~l~ is a bounded map from Lp(dx) into Lg(dx). If p and q satisfy (1.4) and (1 S), then y can be chosen so that Re 01 3 0 and Re /I > 0. It follows from (1.3) that eezH is bounded from L+) into L$).If 1 < q < p < co and (1.4) and (1.6) are satisfied, then y can be chosen so that Re 01 > 0 and Re /3 > 0. Thus Ma is a bounded map from Lp(dx) into Lq(dx); and since e[?'(1-we)/4wlA is bounded onLP(dx), (1.3) again implies that eezH is bounded from L*(p) into L*(p).
For the converse suppose that /j e-=H j/D,p < co. We will prove that (1.4) and (1.5) must hold, and that (1.6) holds if q < p and Re w/(1 -w2) # 0. To do this we need to calculate the action of e-zH on an arbitrary Gaussian function gy(x) = es%'. If Re s < Re l/(1 -w2), then e-zHgs can be computed formally (1. l), yielding intoD(dx), which is false. Thus we have shown that the conditions in Theorem 1 are necessary and sufficient for 11 e-Z" //9,Q to be finite.
To complete the proof of Theorem 1, it remains to show that for p, q < co, conditions (1.4) and (1.5) are together equivalent to (1.7). If one squares (1.7) and divides by pq, the result is (l/pq') I w I* -&(l -2/p)(l -2/q') Re(w2) + (1 -l/p)(l -I/q') 3 i I w 1'; and this is easily seen to be equivalent to (1.5). Furthermore, p -/ w I2 q > 0 is the same as l/q' + 1 w 12/p < 1. So if both l/p and l/q' are bigger than Re l/( 1 -w2), (1.7) implies that (1 + 1 w 1") Re l/(1 -w2) < 1, which is false. Thus, if (1.7) holds, one of l/p and l/q' is less than or equal to Re l/(1 -w2); and by (1.5) so is the other. On the other hand, it is straightforward to show that (1.4) and (1.5) imply l/q' + j w ]"/p < 1. Thus (1.7) is equivalent to (1.4) and (1.5). Note that if (1.4) and (1.5) are satisfied with either p = 1 or q = co, then w is real; and in this case statement (b) of Theorem 2 is already known. Thus, it suffices to restrict attention to the case 1 < p < q < co. We will therefore prove statement (b) of Theorem 2 by establishing the following result. (4 If p < q, then f (x, 0~) P) > f (x9 0~) q). In pmtialm ;f P < 2 < q, then
(e) f(x, 01, P) = f(x, -01, P> = f(x, a+ ry P). The proposition follows since g = f. This last limit can be evaluated by two applications of l'H8pital's rule, thereby confirming (3.5). -(3.8)
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It follows that (1.7) is a necessary condition for e+s: D(V) -+L*(Y) to be a contraction, for all p and q with 1 < p, q < co. Moreover, if for a specific p, q and 8, equality holds in (3. 
VERIFICATION OF (3.9)
In this section we verify inequality (3.9) for the appropriate values of p and q, thereby completing the proof of Theorem 2'. The following proposition accomplishes this in the case 1 < p < 2 < q < CD. PROPOSITION 5, Let 1 < p < 2 < q < 00. Then f ;x-;;)2 3 1 + (p 2) cosa OL. It remains now to consider the case 2 < p ,( q < co. (Theorem 2' in the case 1 < p < q < 2 will then follow by duality.) In the previous proposition we were aided by the fact that f (x, a, q) < (1 -x2)1/2 < f (x, 01 + 0, p). If 2 -c p < q -=c ~0, then f (x, a, q)/f ( x, CL + 8, p) can be both greater and less than 1, and so this case is fundamentally different.
Let 2 < p < q < co. To prove (3.9) it su$ices to cokfer B E [0, w/2]. Also, the in$mum over a E [0, ?r] on the left hand side of (3.9) need onlybetakntoererO~ff~&+B,(rr/2.
Proof. Proposition l(e) implies that the left hand side of (3.9) is invariant under fI i--t 0 + r and 0 H -0. The same is clearly true for the right hand side. Thus 0 E [0,42] is sufficient.
Next we claim that it is sufficient to take the infimum on the left hand side of (3.9) over those 01 for which cos2(a + 0) < COG 0~. (1 + (4 -2) cm2 +'2f(X, a, q) = xg(s, k).
Consequently, we need to show that aSg(s, K) > 0 for s E 10, 1] and k > +; and this is the same as showing a,G( y, s, k) < 0 for all s E [0, 11, k 2 9, andy > 0.
A straightforward calculation shows that a,G( y, s, Iz) < 0 precisely when 1 1 (4 1o) and this must be shown whenever 0 < u < s < 1. We remark that the choice of signs in front of (1 -(u/s) 2 l/a corresponds to v < 1. Reversing those signs, ) and thus allowing v > 1, decreases the right hand side of (4. IO). Thus it suffices to consider (4.10) with the signs as they are. obtains its maximum over the interval [u2, l] at t = u2. We will do this by showing g'(t) < 0 for u2 < t < 1.
A tedious but straightforward calculation shows that g'(t) < 0 precisely when We will verify (4.11) for the following values: t E (u2, l), /I > 0, k > 4. This will certainly guarantee that g'(t) < 0 in the specified interval. Note that since 1 -t/2 > (1 -t)'12, r is always positive. Although (4.11) is similar to (4.7), its proof requires a more intricate argument. If j3~ > 1, (4.11) is trivial; and thus we may assume that j3 E (0, l/r). Moreover, if /3 = 1 /r, strict inequality holds in (4.11); and so (4.11) holds for all /3 sufficiently close to and less than l/r. Now, raising both sides of (4.11), to the l/K power, expanding (1 f /3r)'lk with the binomial theorem, collecting powers of /3 together, and dividing by /I, we get rZ(1 + (1 -t)l's) -2u where 1 = l/k and we assume 1 is not an integer. One can readily check that rZ(1 + (t -t)lls) -2u > 0. If 0 < I < 1, all the coefficients in the above power series are positive and so (4.12) holds for all fl E (0, l/y). If 1 < 1 < 2, all the coefficients for n > 4 are negative. Thus if we divide the left hand side of (4.12) by /12, the result is a decreasing function of /I on the interval (0, l/r). Moreover, we have already noted that (4.12) holds for fl close enough to I/Y. Thus (4.12) holds for all /3 E (0, l/r). We have therefore verified (4.11) for all k > 4 except k = 1. Clearly then (4.11) must hold at k = 4 and k = 1.
This completes the proof thatg'(t) < 0 for u2 < t < 1 and thereby completes the proof of the proposition.
Remarks. The proof of Theorem 2, although somewhat tedious, is fairly natural. Formula (3.8) presents itself as a necessary condition for 11 e-+* &,,p. = 1 without too much work, and so (1.7) arises in a natural way. The hard work is concentrated in verifying (3.9). It is in that verification that the two-point analogue of Nelson's theorem was invoked, in the proofs of Propositions 5 and 8.
One can not help but ask why the condition q > 3 was needed. In the proof of Proposition 7 it was noted that (4.7) is not always true if q < 3. Thus, for every q strictly between 2 and 3, inequality (4.5) fails for some a! and fl in the appropriate range. A power series argument similar to the one used in the proot of Proposition 8 can be used to show that (4.7) holds for all w > 0 if and only if 4s2(1 -k2) < 3. It follows that for all q > 2, (4.5) holds whenever 7r/6 < 01 < a + e < 42.
Even though Proposition 7 is false without the condition q > 3, one should not give up hope for (3.9). Observe that Propositions 7 and 8 prove something stronger than (3.9), namely that f(% 019 !l) [
f(% a+ 4P) a 1 + (q -2) cd a 1 for all OL and B with 0 < (Y < LX + 0 Q ~r/2. Conceivably, (3.9) could be true even though the above inequality fails for some values of (Y and 8.
THE GAUSS--WEIERSTRASS

SEMIGROUP
In this section we prove Theorem 3. For the moment we let 1 < p < q < a, and will later distinguish the cases p < q and p = q.
Note that for 6 > 0 and Re s > 0, ea"sA = TIlaesATa , 
Furthermore, in order that I] e-zH j19,Q = 1, we need (1.4) and (1.5) to hold; and if we wish to choose y so that Re a! = Re fi = 0, we need equality in (1.5). In other words, we need equality in (1. The two expressions are equal since equality holds in (1.5).
In the special case q' = p, 1 < p < 2, (1.4) and equality in (1. in [6] and conformally map the sector onto the strip), it follows that (5.11) holds on the interior of the sector. This completes the proof of Theorem 3.
