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THETA HYPERGEOMETRIC INTEGRALS
V.P. SPIRIDONOV
Abstract. A general class of (multiple) hypergeometric type integrals asso-
ciated with the Jacobi theta functions is defined. These integrals are related
to theta hypergeometric series via the residue calculus. In the one variable
case, theta function extensions of the Meijer function are obtained. A number
of multiple generalizations of the elliptic beta integral [S2] associated with the
root systems An and Cn is described. Some of the Cn-examples were proposed
earlier by van Diejen and the author, but other integrals are new. An example
of the biorthogonality relations associated with the elliptic beta integrals is
considered in detail.
Dedicated to Mizan Rahman
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1. Introduction
Exact integration formulas and integral representations of functions are impor-
tant from various points of view. Such representations serve sometimes as defini-
tions of functions, but more often they are needed for the better understanding
of properties of functions defined beforehand. Due to numerous applications (see
[AAR]), the Euler beta integral∫ 1
0
xα−1(1− x)β−1dx =
Γ(α)Γ(β)
Γ(α+ β)
, Re α, Re β > 0, (1.1)
where Γ(z) is the standard gamma function, plays a fundamental role in classical
analysis. Various q-generalizations of (1.1) involving q-gamma functions have been
proposed within the theory of basic hypergeometric series [GR]. Recently, a “third
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floor” of the hierarchy of beta-type integrals, which is related to the elliptic gamma
function, has been discovered in [S2] (in the one variable case) and in [DS1, DS2]
(multiple extensions). For a brief review of results in this direction, see [DS4].
In this paper, we discuss a general class of hypergeometric type integrals associ-
ated with the Jacobi theta functions and propose several new multiple elliptic beta
integrals admitting exact evaluations.
An infinite hierarchy of multiple gamma functions was proposed by Barnes long
time ago [Ba1]:
Γ−1r (u;ω) = e
∑ r
i=0
γri
ui
i! u
∞∏
n1,...,nr=0
′
(
1 +
u
Ω
)
e
∑r
i=1
(−1)i u
i
iΩi , (1.2)
where γri are some constants analogous to the Euler constant and Ω = n1ω1 +
. . .+ nrωr (if some of the ratios ωi/ωk are real, then they must be positive). The
prime in the product sign means that the point n1 = . . . = nr = 0 is skipped. The
function (1.2) satisfies a collection of r first order difference equations
Γr(u + ωj;ω)
Γr(u;ω)
=
1
Γr−1(u;ω(j))
, j = 1, . . . , r,
where ω(j) = (ω1, . . . , ωj−1, ωj+1, . . . , ωr) and Γ1(u;ω) = ρ(ω)ω
u/ωΓ(u/ω) for some
constant ρ(ω) (for a brief account of this function, see also appendix A in [JM]).
Following Barnes’ analysis, in [J] Jackson has considered the generalized gamma
functions in a slightly different way and proposed the q-gamma function and the
elliptic gamma function. We recall the definition of the latter. Taking two complex
variables q and p such that |q|, |p| < 1, we compose the following (convergent)
Jackson double infinite product:
(z; q, p)∞ =
∞∏
j,k=0
(1 − zqjpk). (1.3)
Two first order q- and p-difference equations for this product
(z; q, p)∞
(qz; q, p)∞
= (z; p)∞,
(z; q, p)∞
(pz; q, p)∞
= (z; q)∞, (1.4)
where (z; p)∞ =
∏∞
k=0(1− zp
k), are of major importance. Replacing z by pz−1 in
the first equation and by qz−1 in the second, we get
(qp(qz)−1; q, p)∞
(qpz−1; q, p)∞
= (pz−1; p)∞,
(qp(pz)−1; q, p)∞
(qpz−1; q, p)∞
= (qz−1; q)∞. (1.5)
We define a theta function as follows:
θ(z; p) = (z; p)∞(pz
−1; p)∞. (1.6)
It is related to the standard Jacobi θ1-function [WW] in a simple way
θ1(u;σ, τ) = −i
∞∑
n=−∞
(−1)np(2n+1)
2/8q(n+1/2)u
= p1/8iq−u/2 (p; p)∞ θ(q
u; p), u ∈ C,
where we assume that q = e2πiσ, p = e2πiτ . Sometimes, for brevity, it is convenient
to drop q and p or the modular parameters σ and τ in the notations for theta
functions and elliptic gamma functions, as well as for the elliptic analogs of shifted
factorials to be defined below.
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The function θ1(u) is entire, odd, θ1(−u) = −θ1(u), and doubly quasiperiodic
θ1(u+ σ
−1) = −θ1(u), θ1(u+ τσ
−1) = −e−πiτ−2πiσuθ1(u). (1.7)
These transformation properties of the θ1-function are extensively used in our for-
malism. For the θ(z; p) function, they take the form
θ(pz; p) = θ(z−1; p) = −z−1θ(z; p). (1.8)
Now we multiply the left-hand sides and right-hand sides of the first identities
in (1.4) and (1.5), respectively, and do the same with the second identities. This
yields the difference equations
Γ(qz; q, p) = θ(z; p)Γ(z; q, p), Γ(pz; q, p) = θ(z; q)Γ(z; q, p), (1.9)
for the elliptic gamma function Γ(z; q, p); in the explicit form, we have
Γ(z; q, p) =
∞∏
j,k=0
1− z−1qj+1pk+1
1− zqjpk
. (1.10)
Despite of the fact that the general idea of associating a generalized gamma function
with the elliptic theta function was formulated in the well-known paper [J], it did not
get much attention. However, Jackson’s double infinite product was used explicitly
in the mathematical physics literature on integrable models of statistical mechanics
starting with the Baxter’s work on the eight vertex model; see [Bax]. The name
“elliptic gamma function” for the product (1.10) was proposed by Ruijsenaars in
the recent paper [Ru1], where he reintroduced the function Γ(z; q, p) anew and
started a systematic investigation of its properties. A further detailed analysis of
this function was performed by Felder and Varchenko in [FV].
In order to compare the elliptic gamma function with the Barnes multiple gamma
function, in (1.10) we put
z = e
2πi u
ω2 , q = e
2πi
ω1
ω2 , p = e
2πi
ω3
ω2 ,
where ωi are some constants satisfying the same constraints for the quasiperiods as
in (1.2). Then it is not difficult to see that the set of zeros and poles of Γ(z; q, p),
viewed as a meromorphic function of the variable u, coincides with the set of zeros
and poles of the following combination of Barnes Γ3-functions:
Γ3(u;ω1, ω2, ω3)Γ3(u− ω2;ω1,−ω2, ω3)
Γ3(ω1 + ω3 − u;ω1, ω2, ω3)Γ3(ω1 + ω3 − ω2 − u;ω1,−ω2, ω3)
. (1.11)
This means that the ratio of Γ(z; q, p) and (1.11) is an entire function of u, and this
function is seen to be given by an exponential of some polynomial of u of the third
degree.
For arbitrary complex s, the elliptic shifted factorials are defined as ratios of
elliptic gamma functions
θ(z; p; q)s =
Γ(zqs; q, p)
Γ(z; q, p)
.
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We use also the following shorthand notation:
Γ(t1, . . . , tk; q, p) ≡
k∏
j=1
Γ(tj ; q, p),
θ(t1, . . . , tk; p; q)n ≡
k∏
j=1
n−1∏
ℓ=0
θ(tjq
ℓ; p), n ∈ N.
The elliptic beta integral [S2] is the first exact integration formula involving the
elliptic gamma function. We conclude this section by an explicit description of it.
Theorem 1. Let five complex parameters tm,m = 0, . . . , 4, satisfy the inequalities
|tm| < 1, |pq| < |A|, where A ≡
∏4
r=0 tr. Define the elliptic beta integral as the
following contour integral:
NE(t) =
∫
T
∆E(z, t)
dz
z
, (1.12)
where T is the positively oriented unit circle, and
∆E(z, t) =
1
2πi
∏4
m=0 Γ(ztm, z
−1tm; q, p)
Γ(z2, z−2, zA, z−1A; q, p)
. (1.13)
Then
NE(t) =
2
∏
0≤m<s≤4 Γ(tmts; q, p)
(q; q)∞(p; p)∞
∏4
m=0 Γ(At
−1
m ; q, p)
. (1.14)
Relation (1.12) determines a new Askey-Wilson type integral representing an
elliptic extension of the Nassrallah-Rahman integral. Indeed, if we set p = 0, then
the integral (1.12) is reduced to the Nassrallah-Rahman q-beta integral [NR, R1]
which, in turn, is a one parameter extension of the celebrated Askey-Wilson q-beta
integral [AW]. Theorem 1 was proved by the author with the help of an elliptic
generalization of the method used by Askey in [As] for proving the Nassrallah-
Rahman integral. A large list of known plain and q-hypergeometric beta integrals
was given in [RS2].
As shown in [DS1], a special finite-dimensional reduction of (1.12) associated
with the residue calculus results in the elliptic generalization of the Jackson sum
for a terminating 8Φ7 basic hypergeometric series, which was discovered by Frenkel
and Turaev in [FT]. In [S4], the integral (1.12) was applied to the construction of a
large family of continuous biorthogonal functions generalizing the Rahman’s 10Φ9
biorthogonal rational functions [R1, R2]. These functions are expressed through
products of two 12E11 elliptic hypergeometric series with different modular param-
eters (for the definition of an appropriate system of notations for such series, see
[S5]). It is believed that in the theory of biorthogonal functions they play a role
similar to that played by the Askey-Wilson polynomials [AW] in the theory of or-
thogonal polynomials. We describe these biorthogonal functions in the last section
and in Appendix A of the present paper and give complete proofs of some results
announced in [S4]. An elliptic extension of Wilson’s discrete (finite-dimensional)
set of biorthogonal rational functions [Wi] was constructed earlier by Zhedanov and
the author in [SZ1, SZ2]. The corresponding three terms recurrence relation gener-
ates the most general example in the pool of known terminating continued fractions
expressed in terms of the series of hypergeometric type, namely, it is expressed via
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the 12E11 series as well [SZ3, SZ4]. The integral (1.12) leads to integral representa-
tions for a terminating 12E11 series and its particular bilinear form [S4] (the proofs
are given in Appendix B). All these results open new ways of exploration of the
world of elliptic functions and modular forms, which complement recent progress
reached in the classical setting by Milne [Mi2].
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2. A general definition of theta hypergeometric integrals
The right-hand side of (1.12) belongs to a general class of integrals related to
the series of hypergeometric type built from Jacobi theta functions. In accordance
with the theory of general theta hypergeometric series developed in [S5], we give
the following definition.
Definition. Let C denote a smooth Jordan curve on the complex plane. Let
∆(y1, . . . , yn) be a meromorphic function of its arguments y1, . . . , yn. Consider the
(multiple) integrals
In =
∫
C
dy1 . . .
∫
C
dyn ∆(y1, . . . , yn) (2.1)
and the ratios
hℓ(y) =
∆(y1, . . . , yℓ + 1, . . . , yn)
∆(y1, . . . , yℓ, . . . , yn)
. (2.2)
Then the integrals In are called:
1) the plain hypergeometric integrals if
hℓ(y) = Rℓ(y), (2.3)
are rational functions of y1, . . . , yn for all ℓ = 1, . . . , n;
2) the q-hypergeometric integrals if
hℓ(y) = Rℓ(q
y), (2.4)
are rational functions of qy1 , . . . , qyn , q ∈ C, for all ℓ = 1, . . . , n;
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3) the elliptic hypergeometric integrals if for all ℓ = 1, . . . , n the ratios hℓ(y) are
elliptic functions of the variables y1, . . . , yn with periods σ
−1 and τσ−1, Im(τ) > 0;
4) the general theta hypergeometric integrals if hℓ(y) and 1/hℓ(y) are meromor-
phic functions obeying the double quasiperiodicity conditions
hℓ(y1, . . . , yk + σ
−1, . . . , yn) = e
∑n
j=1
aℓk(j)yj+bℓkhℓ(y),
hℓ(y1, . . . , yk + τσ
−1, . . . , yn) = e
∑n
j=1
cℓk(j)yj+dℓkhℓ(y), (2.5)
with the quasiperiodicity factors similar to those for the Weierstrass sigma function
(which is related to θ1(u) in a simple way, see [WW]).
If we assume that the variables y1, . . . , yn are discrete, y ∈ N
n, and replace inte-
grals by sums
∑
y∈Nn , then we get the definitions of the plain and q-hypergeometric
series, which go back to Horn [GGR], and the definition of the elliptic hypergeo-
metric series suggested in [S5], respectively. The theta hypergeometric series were
defined in [S5] in a less general form because of the less general choice of quasiperi-
odicity factors. Evidently, if aℓk(j) = bℓk = cℓk(j) = dℓk = 0, then the theta
hypergeometric functions are reduced to the elliptic ones. The integrals (or series)
defined in this way do not form an algebra because, in general, sums of hypergeo-
metric integrals do not fit the taken definition.
The shifts yℓ → yℓ + 1 in (2.2) may be replaced by translations by an arbitrary
constant yℓ → yℓ + ω1, ω1 = const. However, we can replace ω1 by 1 after an
appropriate rescaling of yℓ, which results in a simple deformation of the contour C
in (2.1).
Consider the case of n = 1 in detail. The general rational function of y can be
represented in the form
R(y) =
∏n
j=1(1− aj + y)
∏r
j=n+1(aj − 1− y)∏m
j=1(bj − 1− y)
∏s
j=m+1(1 − bj + y)
x,
where n, r,m, s are arbitrary integers, x is an arbitrary complex constant, and aj , bj
describe the positions of the zeros and poles of R(y). The equation ∆(y + 1) =
R(y)∆(y) has the following general solution:
∆(y) =
∏m
j=1 Γ(bj − y)
∏n
j=1 Γ(1− aj + y)∏s
j=m+1 Γ(1− bj + y)
∏r
j=n+1 Γ(aj − y)
xyϕ(y), (2.6)
where Γ(y) is the standard gamma function and ϕ(y) is an arbitrary periodic func-
tion, ϕ(y + 1) = ϕ(y). If we set ϕ(y) = 1, then for an appropriate choice of the
contour C the integral I1 (see (2.1)) is none other than the Meijer function [EMOT].
In this case we have no natural additional tools for fixing an infinite dimensional
(functional) freedom contained in the solution ∆(y).
In the q-case, in a similar way we can write
R(qy) =
∏n
j=1(1− tjq
y)
∏r
j=n+1(1− t
−1
j q
−y)∏m
j=1(1 − w
−1
j q
−y)
∏s
j=m+1(1− wjq
y)
x.
For 0 < |q| < 1, the general meromorphic solution of the equation ∆(y + 1) =
R(qy)∆(y) is
∆(y) =
∏r
j=n+1(t
−1
j q
1−y; q)∞
∏s
j=m+1(wjq
y; q)∞∏n
j=1(tjq
y; q)∞
∏m
j=1(w
−1
j q
1−y; q)∞
xyϕ(y), (2.7)
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where, again, ϕ(y) is an arbitrary periodic function, ϕ(y + 1) = ϕ(y). In this case,
for ϕ(y) = 1 the integral I1 describes a q-Meijer function, which was investigated
by Slater in [Sl].
For |q| > 1, the equation ∆(y+1) = R(qy)∆(y) has the following general solution
∆(y) =
∏n
j=1(tjq
y−1; q−1)∞
∏m
j=1(w
−1
j q
−y; q−1)∞∏r
j=n+1(t
−1
j q
−y; q−1)∞
∏s
j=m+1(wjq
y−1; q−1)∞
xyϕ(y),
that is we have an effective q → q−1 replacement and a reshuffling of parameters
in (2.7).
We remind the reader that q = e2πiσ. The parameter σ gives a second scale,
which may be used for generating a natural additional restriction upon ∆(y). The
function qy is periodic under the shift y → y+σ−1, and (2.7) satisfies the equation
∆(y + σ−1)/∆(y) = x1/σϕ(y + σ−1)/ϕ(y). We can fix ϕ(y) by demanding that
ϕ(y + σ−1) = R˜(e2πiy)ϕ(y),
where R˜ is another rational function of its argument. In accordance with the
periodicity condition ϕ(y + 1) = ϕ(y), we have
R˜(e2πiy) =
∏n′
j=1(1− t˜je
−2πiy)
∏r′
j=n′+1(1 − t˜
−1
j e
2πiy)∏m′
j=1(1− w˜
−1
j e
2πiy)
∏s′
j=m′+1(1− w˜je
−2πiy)
,
where t˜j and w˜j are arbitrary new parameters. Note that we cannot multiply the
function R˜ by terms like ρe2πiky , k ∈ Z, ρ ∈ C, if they are different from 1, because
then the periodicity condition for ϕ(y) will be broken. For |q| < 1, the general
meromorphic solution of the difference equation for ϕ(y) is as follows:
ϕ(y) =
∏s′
j=m′+1(w˜je
−2πiy; q˜)∞
∏r′
j=n′+1(q˜t˜
−1
j e
2πiy; q˜)∞∏m′
j=1(q˜w˜
−1
j e
2πiy; q˜)∞
∏n′
j=1(t˜je
−2πiy; q˜)∞
ϕ˜(y), (2.8)
where q˜ = e−2πi/σ is the modular partner of q. Indeed, for Im(σ) > 0 we have
Im(σ−1) < 0, and (2.8) is well defined. The function ϕ˜(y) in (2.8) is an arbitrary
elliptic function with periods 1 and σ−1. It is characterized uniquely by the position
of its poles and zeros in the fundamental parallelogram of periods containing 2k−1
free parameters, where k is the order of ϕ˜(y). Thus, the space of solutions is not too
large: it becomes finite-dimensional (in the sense of the number of free parameters).
Consider the regime |q| = 1. Denoting σ = ω1/ω2 and assuming that Re(σ) > 0,
we introduce the variable u = yω1. Now it is possible to choose the parameters
tj , t˜j, etc in a special way, so that the infinite products (tjq
y; q)∞, (t˜je
−2πiy; q˜)∞,
etc in (2.7) and (2.8) combine into the double sine functions S(u + gj ;ω1, ω2) for
some gj, where
S(u;ω1, ω2) =
(e2πiu/ω2 ; q)∞
(e2πiu/ω1 q˜; q˜)∞
, (2.9)
is a well defined function for |q| → 1. Indeed, it can be checked that the zeros
and poles of (2.9) coincide with the zeros and poles of the function Γ2(ω1 + ω2 −
u;ω)/Γ2(u;ω), which is a well-defined meromorphic function of u for ω1/ω2 > 0.
In this case σ is real, and if it is incommensurate with 1, then ϕ˜(y) = 1 (i.e., the
function ∆(y) is determined quite uniquely). For a description of the properties of
the double sine function and some of its applications, see [JM, KLS, NU, Ru2]. In
particular, the integrals introduced by Jimbo and Miwa in [JM] as solutions of some
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q-difference equations at |q| = 1 provided the first examples of q-hypergeometric
integrals for q on the unit circle. Faddeev’s concept of the modular double for
quantum groups (see [F]) is also related to the function (2.9).
Thus, the world of q-Meijer functions appears to be reacher than in the plain
hypergeometric case. The introduction of the additional equation involving shifts
by σ−1 brought some new non-trivial structures in the integrals and reduced the
functional freedom in the definition of meromorphic function ∆(y) to an elliptic
function ϕ˜(y) containing a finite number of free parameters.
Now, we turn to the single variable elliptic hypergeometric integrals. The general
elliptic function of order r + 1 can be factorized as follows [WW]:
h(y) = eγ
r∏
j=0
θ1(uj + y;σ, τ)
θ1(vj + y;σ, τ)
= eγ
θ(t0q
y, . . . , trq
y; p)
θ(w0qy, . . . , wrqy; p)
, (2.10)
θ(t0, . . . , tk; p) =
k∏
i=0
θ(ti; p),
where p = e2πiτ , Im(τ) > 0, q = e2πiσ. The parameter γ is an arbitrary complex
number, but ti ≡ qui , wi ≡ qvi satisfy the balancing constraint
r∑
i=0
(ui − vi) = 0, or
r∏
i=0
ti =
r∏
i=0
wi, (2.11)
which guarantees that the meromorphic function h(y) is doubly periodic:
h(y + σ−1) = h(y), h(y + τσ−1) = h(y).
For τ = σ (which requires that Im(σ) > 0), the function h(y) gives an explicit form
of ϕ˜(y) in (2.8).
In order to find the integrand ∆(y), it is necessary to solve the first order differ-
ence equation
∆(y + 1) = h(y)∆(y) (2.12)
in the class of meromorphic functions. The theory of such equations was developed
long ago (see, e.g., [Ba2]). Obviously, since h(y) is factorized into the ratio of
products of theta functions, it suffices to find a meromorphic solution of the equation
f(y + 1) = θ(qy ; p)f(y), (2.13)
which leads to various elliptic gamma functions [J]. The simplest such function
(1.10) is defined from equation (2.13) only up to a periodic function ϕ(y+1) = ϕ(y)
and, moreover, it requires that Im(σ) > 0 (or |q| < 1), which was not assumed in
(2.10).
We introduce the variable z = qy, so that the shift y → y+1 becomes equivalent
to the multiplication z → qz. Then the general solution of (2.12) looks like this:
∆(y) =
r∏
j=0
Γ(tjz; q, p)
Γ(wjz; q, p)
eγy+δϕ(y), (2.14)
where the balancing condition (2.11) is assumed and ϕ(y+1) = ϕ(y) is an arbitrary
periodic function. Using the reflection formulas
Γ(pz, qz−1; q, p) = Γ(qz, pz−1; q, p)
= Γ(pqz, z−1; q, p) = Γ(z, pqz−1; q, p) = 1, (2.15)
THETA HYPERGEOMETRIC INTEGRALS 9
in (2.14) we can replace several elliptic gamma functions containing in the argu-
ments z by those with arguments containing z−1. After that, ∆(y) would look
closer to the integrands for the plain or q-Meijer functions, but in the elliptic case
this does not increase generality because of the right-hand side of (2.15) is trivial.
In the region Im(σ) < 0, that is, for |q| > 1, the general solution of (2.12) can
be written in the form
∆(y) =
r∏
j=0
Γ(wjq
y−1; q−1, p)
Γ(tjqy−1; q−1, p)
eγy+δϕ(y). (2.16)
Effectively, we have a permutation of parameters and a simple q → q−1 substitution
in the elliptic gamma functions in (2.14) (cf. the definition of this function for |q| > 1
given in [FV]).
Let us take ϕ(y) = 1. Then the function (2.14) satisfies two simple difference
equations of the first order:
∆(y + σ−1) = eγ/σ∆(y), (2.17)
∆(y + τσ−1) = eγτ/σ
r∏
j=0
θ(tjq
y; q)
θ(wjqy; q)
∆(y). (2.18)
Suppose that 1, σ−1, τσ−1 are pairwise incommensurate. Then the system of three
equations (2.12), (2.17), and (2.18) determines ∆(y) uniquely up to a factor. As in
the q-hypergeometric case, we can generalize equations (2.17) and (2.18), use them
as natural tools for fixing the functional freedom in ∆(y), and get qualitatively
different elliptic hypergeometric integrals in this way.
The ratio ∆(y + τσ−1)/∆(y) in (2.18) is an elliptic function with periods 1 and
σ−1. Therefore, it is natural to demand that ∆(y + σ−1)/∆(y) be also an elliptic
function with periods that, by symmetry, are equal to 1 and τσ−1.
Theorem 2. Suppose that ∆(y) satisfies equation (2.12) and that 1, σ−1, τσ−1 are
pairwise incommensurate. Denote q˜ = e−2πi/σ, p˜ = e2πiτ/σ. For simplicity, assume
that Im(σ) > 0 (i.e., |q| < 1). If ∆(y + τσ−1)/∆(y) is an elliptic function with
periods 1 and τσ−1, then for Im(τ/σ) > 0 the most general form of the meromorphic
function ∆(y) is as follows:
∆(y) =
r∏
j=0
Γ(tjq
y; q, p)
Γ(wjqy; q, p)
n∏
j=0
Γ(t˜je
−2πiy; q˜, p˜)
Γ(w˜je−2πiy; q˜, p˜)
eγy+δ, (2.19)
where
∏r
j=0 tjw
−1
j =
∏n
j=0 t˜jw˜
−1
j = 1. For Im(τ/σ) < 0, we have
∆(y) =
r∏
j=0
Γ(tjq
y; q, p)
Γ(wjqy; q, p)
n∏
j=0
Γ(w˜je
−2πiy p˜−1; q˜, p˜−1)
Γ(t˜je−2πiy p˜−1; q˜, p˜−1)
eγy+δ. (2.20)
Proof. First, observe that for Im(σ) > 0 we have Im(σ−1) < 0, automatically, that
is |q˜| < 1. Therefore, for Im(τ/σ) > 0 the function Γ(z; q˜, p˜) is well defined.
The function ∆(y) in (2.14) gives the general solution of equation (2.12). Suppose
that ∆(y + σ−1)/∆(y) is an elliptic function of order n + 1 with periods 1, τσ−1.
For Im(τ/σ) > 0, this demand is equivalent to the following equation for ϕ(y):
ϕ(y + σ−1)
ϕ(y)
=
n∏
j=0
θ(t˜je
−2πiy; p˜)
θ(w˜je−2πiy; p˜)
, (2.21)
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where
∏n
j=0 t˜jw˜
−1
j = 1. Note that we cannot multiply the right-hand side of this
equation by any constant different from 1, since this would violate the condition
ϕ(y + 1) = ϕ(y).
The meromorphic solution of (2.21) is
ϕ(y) =
n∏
j=0
Γ(t˜je
−2πiy; q˜, p˜)
Γ(w˜je−2πiy; q˜, p˜)
ϕ˜(y), (2.22)
where ϕ˜(y) is an elliptic function with periods 1 and σ−1. We can write
ϕ˜(y) =
m∏
j=1
θ(aje
−2πiy; q˜)
θ(bje−2πiy; q˜)
=
m∏
j=1
Γ(aje
−2πiy p˜, bje
−2πiy; q˜, p˜)
Γ(aje−2πiy, bje−2πiy p˜; q˜, p˜)
,
where
∏m
j=1 ajb
−1
j = 1. Therefore, we can absorb the function ϕ˜(y) into the ratio
of elliptic gamma functions in (2.22) by changing n → n + 2m and identifying
t˜k = p˜ak, w˜k = ak for k = n + 1, . . . , n + m and t˜k = b˜k, w˜k = p˜b˜k for k =
n+m+ 1, . . . , n+ 2m. Since n, t˜j , w˜j are arbitrary, without loss of generality we
can set ϕ˜(y) = 1, which yields the desired expression (2.19).
The function (2.19) satisfies the following equations:
∆(y + σ−1) = eγ/σ
n∏
j=0
θ(t˜je
−2πiy; p˜)
θ(w˜je−2πiy; p˜)
∆(y), (2.23)
∆(y + τσ−1) = eγτ/σ
r∏
j=0
θ(tjq
y; q)
θ(wjqy; q)
n∏
j=0
θ(w˜je
−2πiy p˜−1; q˜)
θ(t˜je−2πiy p˜−1; q˜)
∆(y). (2.24)
The elliptic functions defined by the products
∏r
j=0 and
∏n
j=0 in (2.24) have dif-
ferent forms though both have periods 1 and σ−1. They are related to each other
by the modular transformation σ → −1/σ for the corresponding theta functions.
Now, we consider the region Im(τ/σ) < 0. Equations (2.12) and (2.24) are well
defined in this case. They can be used for the determination of ∆(y), and it can be
checked that, indeed, the function (2.20) provides their general solution. Equation
(2.23) is replaced now by the following one:
∆(y + σ−1)
∆(y)
= eγ/σ
n∏
j=0
θ(w˜je
−2πiy; p˜−1)
θ(t˜je−2πiy; p˜−1)
, (2.25)
that is, p˜ in (2.21) is changed to p˜−1, and the parameters t˜j , w˜j are replaced by
p˜−1w˜j and p˜
−1t˜j , respectively. Using (2.16), it is easy to construct ∆(y) satisfying
(2.12), (2.23), and (2.24) in the |q| > 1 region as well. 
In order to be able to work with q on the unit circle |q| = 1, we need another
elliptic gamma function: a kind of the elliptic analog of the double sine function
(2.9). Denote
q = e2πi
ω1
ω2 , q˜ = e−2πi
ω2
ω1 ,
p = e
2πi
ω3
ω2 , p˜ = e
2πi
ω3
ω1 , (2.26)
where ωi are some complex numbers.
Suppose that ω1/ω2 > 0 and Im(ω3/ω2) > 0 (i.e., |p| < 1). Then we have
Im(ω3/ω1) = (ω2/ω1)Im(ω3/ω2) > 0, that is, |p˜| < 1 automatically. Therefore, in
the analysis of equation (2.12) for |q| = 1 it is necessary to assume that |p|, |p˜| < 1.
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Definition. Let |q|, |p|, |p˜| < 1. Then we define a new elliptic gamma function by
the formula
G(u;ω) =
∞∏
j,k=0
(1 − e−2πi
u
ω2 qj+1pk+1)(1− e2πi
u
ω1 q˜j+1p˜k)
(1 − e2πi
u
ω2 qjpk)(1− e−2πi
u
ω1 q˜j p˜k+1)
. (2.27)
In the limit p → 0 taken in such a way that, simultaneously, p˜ → 0, we get
G(u;ω1, ω2, ω3) → S
−1(u;ω1, ω2), where the double sine function S(u;ω) is fixed
in (2.9).
The function G(u;ω) satisfies the following three difference equations:
G(u+ ω1;ω) = θ(e
2πi u
ω2 ; p)G(u;ω), (2.28)
G(u+ ω2;ω) = θ(e
2πi u
ω1 ; p˜)G(u;ω), (2.29)
G(u+ ω3;ω) =
θ(e2πi
u
ω2 ; q)
θ(e2πi
u
ω1 q˜; q˜)
G(u;ω)
= S(u;ω1, ω2)S(ω1 + ω2 − u;ω1, ω2)G(u;ω). (2.30)
For pairwise incommensurate ω1, ω2, ω3, these equations determine the meromor-
phic function G(u;ω) uniquely up to multiplication by a constant, which follows
from the nonexistence of triply periodic functions.
The first equation requires that |p| < 1, the second one requires |p˜| < 1, and
both of them do not impose any constraint upon q. The third equation (2.30)
involves only the function S(u;ω1, ω2), which is well defined for ω1/ω2 > 0, that
is, |q| = |q˜| = 1. This means that the function G(u;ω) may be well defined in this
unit circle region as well.
In essence, the original elliptic gamma function (1.10) has the same properties
as the function (1.11). In a similar way, the function (2.27) can be expressed as
the following combination of the Barnes Γ3-functions up to an exponential of some
polynomial in u of the third degree:
Γ3(u;ω1, ω2, ω3)Γ3(ω3 − ω1 − u;−ω1,−ω2, ω3)
Γ3(ω1 + ω3 − u;ω1, ω2, ω3)Γ3(u− ω1 − ω2;−ω1,−ω2, ω3)
× Γ2(ω3 − ω2 − u;−ω2, ω3)Γ2(ω3 − u;ω1, ω3). (2.31)
From this representation it follows that, indeed, (2.27) is well defined for real ω1, ω2
with ω1/ω2 > 0 (and any complex ω3), like in the double sine function case. A more
detailed analysis of this correspondence and an investigation of other properties
of the function G(u;ω) will be given elsewhere. In particular, it is expected that
G(u;ω) is the key function for an elliptic extension of the modular doubling principle
for q-deformed algebras [F, KLS].
As a result, for |q| = 1 we get a solution ∆(y) of equation (2.12) by the mere
replacement of Γ(qy; q, p) in (2.14) by G(yω1;ω). In the rest of this paper we limit
ourselves to the case where |q| < 1. Note that the region |p| = 1 is not well defined
in the elliptic functions setting. In a sense, the region of real ω3/ω2 is reachable
only at the level of the original Barnes multiple gamma functions.
3. A theta analog of the Meijer function
The integral corresponding to (2.14) may be considered as a kind of an elliptic
extension of a particular Meijer function. The general Jacobi theta functions analog
of the Meijer function appears in the case where h(y) is a quasiperiodic function
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corresponding to the fourth case of the definition given at the beginning of the
previous section, see (2.5).
Let P3(y) =
∑3
i=1 αiy
i be an arbitrary polynomial of the third degree obeying
the property P3(0) = 0. The function defined by the integral
Gsr
(
t
w
;α; q, p
)
=
∫
C
∏s
j=0 Γ(tjq
y; q, p)∏r
k=0 Γ(wkq
y; q, p)
eP3(y)dy, (3.1)
where C is some contour on the complex plane, may be called a theta analog of the
Meijer function whenever the integral is well defined. Note that no constraints are
imposed in (3.1) upon the integers r, s and the complex parameters tj , wk
We have the following equation for the integrand ∆(y) of (3.1):
∆(y + 1)
∆(y)
= h(y) = eP2(y)
θ(t0q
y, . . . , tsq
y; p)
θ(w0qy, . . . , wrqy; p)
, (3.2)
where P2(y) = P3(y + 1)− P3(y) is a polynomial in y of the second degree. From
the considerations of [S5] it follows that this h(y) is the most general function
such that h is meromorphic in y (together with its inverse 1/h(y)) and satisfies the
quasiperiodicity conditions
h(y + σ−1) = eay+bh(y), h(y + τσ−1) = ecy+dh(y) (3.3)
for some constants a, b, c, d. The function h(y) may also be interpreted as a general
meromorphic modular Jacobi form in the sense of Eichler and Zagier [EZ].
However, the integral (3.1) is not the most general integral leading to (3.2).
Using appropriate modifications of the integrands (2.19) and (2.20) and replacing
y by y/ω1, we arrive at the general theta analog of the Meijer function.
Definition. In the definitions (2.26) of the bases, assume that |q|, |p| < 1. Then,
for |p˜| < 1, the integral
Gsnrm
(
t, t˜
w, w˜
;α;ω
)
=
∫
C
∏s
k=0 Γ(tke
2πiy
ω2 ; q, p)
∏n
j=0 Γ(t˜je
− 2πiy
ω1 ; q˜, p˜)∏r
k=0 Γ(wke
2πiy
ω2 ; q, p)
∏m
j=0 Γ(w˜je
− 2πiy
ω1 ; q˜, p˜)
eP3(y)dy (3.4)
is called the general theta hypergeometric integral of one variable whenever it is
well defined. For |p˜| > 1, we set
Gsnrm
(
t, t˜
w, w˜
;α;ω
)
=
∫
C
∏s
k=0 Γ(tke
2πiy
ω2 ; q, p)
∏m
j=0 Γ(w˜je
− 2πiy
ω1 p˜−1; q˜, p˜−1)∏r
k=0 Γ(wke
2πiy
ω2 ; q, p)
∏n
j=0 Γ(t˜je
− 2πiy
ω1 p˜−1; q˜, p˜−1)
eP3(y)dy. (3.5)
There are no constraints upon the integers r, s, n,m ∈ N and the complex parame-
ters tj , t˜j , wk, w˜k.
Both integrands of (3.4) and (3.5) satisfy the equations ∆(y+ωi)/∆(y) = hi(y),
i = 1, 2, 3, where hi are some quasiperiodic functions: hi(y + ωk) = e
aiky+bikh(y),
i 6= k, with aik, bik being some constants related to the parameters t, t˜,w, w˜, α
and ω. The integral (3.5) was determined by the condition that it has the same
functions h1(y), h3(y) as (3.4). For a special choice of parameters t, t˜,w, w˜, α, in
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the limits |p|, |p˜| → 0 or |p|, |p˜|−1 → 0 the function Gsnrm
(
t,˜t
w,w˜ ;α;ω
)
is reduced to
the general q-hypergeometric integral considered in the previous section, see (2.7)
and (2.8).
The general single variable theta hypergeometric series is defined by the following
formula [S5]:
s+1Er
(
t0, . . . , ts
w1, . . . , wr
;α; q, p
)
=
∞∑
n=0
θ(t0, t1, . . . , ts; p; q)n
θ(q, w1, . . . , wr; p; q)n
eP3(n). (3.6)
Actually, these series are slightly more general than those introduced in [S5], be-
cause in that paper we considered only the case where α3 = 0, but the generalization
to (3.6) is straightforward. We note that the presence of cubics of the independent
variable y in (3.1) or n in (3.6) is natural since we are working at the level of the
Barnes multiple gamma function (1.2) of the third order.
Writing (3.6) in the form of the sum
∑∞
n=0 cn with c0 = 1, we easily see that
cn+1/cn = h(n), where h(n) is given by (3.2) with w0 = q and y = n. This
coincidence is not artificial. Consider the sequence of poles of the integrand in (3.1)
located at y = y0 + n, n ∈ N, for some y0. We denote by κcn, c0 = 1, the residues
of these poles. As y → y0 + n, we have ∆(y)→ κcn/(y− y0 − n) +O(1). Now it is
not difficult to see that
lim
y→y0+n
∆(y + 1)
∆(y)
=
cn+1
cn
= lim
y→y0+n
h(y) = h(y0 + n).
In particular, this means that the sums of the residues in the integral (3.1) that
appear from appropriate deformations of the contour C, form the theta hypergeo-
metric series (3.6) for some choices of the parameters.
In accordance with the classification introduced in [S5], the elliptic hypergeomet-
ric series correspond, by definition, to h(n) equal to an elliptic function of n. Such
series are called also the balanced theta hypergeometric series. They are defined
by the following constraints imposed upon (3.6):
s = r, α3 = α2 = 0,
r∏
j=0
tj =
r∏
j=0
wj . (3.7)
Similarly, the integral (3.1) will be called the elliptic (or balanced theta) hypergeo-
metric integral if the conditions (3.7) are satisfied. Evidently, in this case h(y) in
(3.2) becomes an elliptic function of y.
When h(y) is an elliptic function of y and of all parameters uj, vj (we remind
the reader that tj = q
uj , wj = q
vj ), we call (3.6) and (3.1) the totally elliptic
hypergeometric series and integrals, respectively. As was shown in [S5], in addition
to the balancing requirement, such a property imposes the following constraints on
the parameters
tjwj = ρ = const, j = 0, . . . , r, (3.8)
which are known as the well-poisedness conditions in the theory of basic hypergeo-
metric series [GR]. The explicit form of the integrand ∆(y) for well-poised balanced
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theta hypergeometric integrals is
∆(y) =
m−1∏
j=0
Γ(tjz; q, p)
Γ(ρt−1j z; q, p)
Γ(ρ
m+1
2
∏m−1
j=0 t
−1
j z; q, p)
Γ(ρ
1−m
2
∏m−1
j=0 tj z; q, p)
eγy, (3.9)
where we have denoted z = qy and γ = α1. The parameter ρ is redundant, it can
be eliminated by the rescalings ti → ρ1/2ti, z → ρ−1/2z, but we keep it for further
needs. Observe that without loss of generality one of the parameters in (3.1) can
be set equal to one by a shift of y.
Without the balancing condition, a theta hypergeometric series r+1Er is said to
be well-poised if the constraints (3.8) are valid with w0 = q, and very-well-poised if,
in addition to (3.8), we have
tr−3 = t
1/2
0 q, tr−2 = −t
1/2
0 q,
tr−1 = t
1/2
0 qp
−1/2, tr = −t
1/2
0 qp
1/2. (3.10)
Such series take a simpler form
r+1Er
(
t0, t1, . . . , tr−4, qt
1/2
0 ,−qt
1/2
0 , qp
−1/2t
1/2
0 ,−qp
1/2t
1/2
0
qt0/t1, . . . , qt0/tr−4, t
1/2
0 ,−t
1/2
0 , p
1/2t
1/2
0 ,−p
−1/2t
1/2
0
;α; q, p
)
=
∞∑
n=0
θ(t0q
2n; p)
θ(t0; p)
r−4∏
m=0
θ(tm; p; q)n
θ(qt0/tm; p; q)n
(−q)neP3(n). (3.11)
The essence of (3.10) consists in the replacement of the product of four θ(tiz; p) by
one theta function ∝ θ(t0q2z2; p) (this corresponds to doubling the argument of the
θ1-function). Very-well-poised series play a distinguished role in applications, in
particular, they admit an appropriate generalization of the Bailey chains technique
of generating infinite sequences of summation or transformation formulae [S6].
In the case of integrals, we call (3.1) the very-well-poised theta hypergeometric
integral if, in addition to conditions (3.8), eight parameters ti are fixed in the
following way:
(tm−8, . . . , tm−1) = (±(pq)
1/2,±q1/2p,±p1/2q,±pq). (3.12)
These constraints lead to squaring the argument of the elliptic gamma function
m−1∏
j=m−8
Γ(tjz; q, p) = Γ(pqz
2; q, p) =
1
Γ(z−2; q, p)
(3.13)
(such a relation was used already in [S2] in the derivation of the elliptic beta in-
tegral (1.12)). As a result, the integrand of the very-well-poised balanced theta
hypergeometric integral takes the form
∆(y) =
m−9∏
j=0
Γ(tjz; q, p)
Γ(ρt−1j z; q, p)
Γ(ρ
m+1
2 p−6q−6
∏m−9
j=0 t
−1
j z; q, p) e
γy
Γ(z−2, (ρ/pq)2z2, ρ
1−m
2 p6q6
∏m−9
j=0 tj z; q, p)
. (3.14)
After imposing conditions (3.12), the parameter ρ is no longer redundant, and its
choice plays an important role. If we fix it as ρ = pq, then ∆(y) takes a particularly
symmetric form
∆(y) =
∏m−9
j=0 Γ(tjz, tjz
−1; q, p)
Γ(z2, z−2, Az,Az−1; q, p)
eγy, (3.15)
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where A = (pq)
13−m
2
∏m−9
j=0 tj . Clearly, the cases where m is odd or even differ from
each other in a qualitative way. The choicem = 13 gives the simplest expression for
∆(y) and plays a distinguished role. Other simple choices, m = 9 or 11, correspond
to particular subcases of the situation with m = 13. For m = 13 and γ = 0 we get
the integrand ∆E of the elliptic beta integral (1.13), that is the simplest very-well-
poised elliptic hypergeometric integral turns out to be exactly calculable when C
is taken to be a special cycle corresponding to the unit circle on the z-plane.
The sums of the residues of the function (3.15) for m = 13 are expected to form
a 14E13 theta hypergeometric series. However, the very-well-poisedness condition
(3.12) results in the cancellation of theta functions in the corresponding ratios of
the series coefficients h(n). As a result, we get only a 10E9 very-well-poised elliptic
hypergeometric series which, for γ = 0, corresponds to the left-hand side of (A.11)
or (6.8) at n = 1 (for more details, see [DS1, S5]). This shift of indices m→ m− 4
brings in one more intriguing point related to the origins of the very-well-poisedness
condition. It is necessary to find some deeper algebraic geometry explanations of
the fact that in the single variable case “the nice things” (summation or integration
formulae) are related to the number 14, the order of the initial elliptic function h(y).
As was shown in [S5, S7], in the multiple case this order raises to higher numbers,
but in quite an intriguing way as well.
Since Γ((pq)1/2z, (pq)1/2z−1; q, p) = 1, we may drop two parameters ±(pq)1/2 in
the condition (3.12). For ρ = pq, γ = 0, this yields
∆(y) =
∏m−7
j=0 Γ(tjz, tjz
−1; q, p)
Γ(z2, z−2,−Az,−Az−1; q, p)
, (3.16)
where A = (pq)
11−m
2
∏m−7
j=0 tj . For m = 11 this expression looks similar to (1.13),
but the different sign in front of A changes the things drastically, and it is not
known whether the corresponding integral gets any closed form expression.
In a more general setting, we can impose balancing and very-well-poisedness
conditions upon general theta hypergeometric integrals (3.4) and (3.5). However,
at the moment it is not known whether the simplest integrals appearing in this way
admit exact evaluation.
As far as the multivariable integrals of hypergeometric type are concerned, the
general form of ∆(y) in the plain and q-hypergeometric cases can be deduced from
the Ore-Sato theorem for Horn’s series (see, e.g., [GGR] for a detailed discussion).
The general form of the multiple elliptic hypergeometric series or integrals is not
established yet. We formulate it as an open problem—to find an elliptic or general
theta functions analog of the Ore-Sato characterization theorem. In the following
sections we give a series of examples of multivariable extensions of the very-well-
poised balanced theta hypergeometric integrals associated with the root systems
An and Cn.
As to the further possible generalizations, it is natural to consider integrals of
hypergeometric type for arbitrary algebraic curves or general Abelian varieties.
Both would involve Riemann theta functions of many variables, appropriate gener-
alizations of gamma functions and theta hypergeometric series. Some preliminary
discussion of ideas in this direction can be found in [S7], in particular, a special
subcase of the 8Φ7 Jackson summation formula was generalized there to Riemann
surfaces of arbitrary genus.
16 V.P. SPIRIDONOV
4. Known Cn elliptic beta integrals
The following multivariable generalization of the Euler beta integral (1.1) has
been introduced by Selberg [AAR]:∫ 1
0
· · ·
∫ 1
0
∏
1≤j≤n
xα−1j (1− xj)
β−1
∏
1≤j<k≤n
|xj − xk|
2γ dx1 · · · dxn
=
∏
1≤j≤n
Γ(α+ (j − 1)γ)Γ(β + (j − 1)γ)Γ(1 + jγ)
Γ(α+ β + (n+ j − 2)γ)Γ(1 + γ)
, (4.1)
where Re(α), Re(β) > 0, and Re(γ) > −min(1/n,Re(α)/(n − 1),Re(β)/(n − 1)).
This integral has found many important applications in mathematical physics.
At the first glance, the integrand of (4.1) does not fit the definition of the hyper-
geometric integrals introduced in the preceding section. However, we can rescale
yi → yiǫ in (2.1), and choose rational functions Ri(y) appropriately so that the
limit ǫ→ 0 becomes well defined and yields a system of linear differential equations
of the first order. As a result, we get ∂∆(y)/∂yi = Ri(y)∆(y) and, apparently,
(4.1) satisfies these conditions.
Two types of multidimensional generalizations of the elliptic beta integral (1.12)
to the root system Cn were proposed by van Diejen and the author in [DS1, DS2].
One of them reduces in a special limit to the Selberg integral (4.1). Here we
describe these elliptic Selberg integrals explicitly. For brevity, we drop the bases
p, q in the notation for elliptic gamma functions from now on. We introduce the
Type I integrand as
∆I(z;Cn) =
1
(2πi)n
∏
1≤j<k≤n
Γ−1(zjzk, zjz
−1
k , z
−1
j zk, z
−1
j z
−1
k )
×
n∏
j=1
∏2n+2
r=0 Γ(trzj, trz
−1
j )
Γ(z2j , z
−2
j , Azj, Az
−1
j )
, (4.2)
where tr ∈ C, r = 0, . . . , 2n+ 2, are free parameters and A ≡
∏2n+2
r=0 tr. The Type
II integrand has the form
∆II(z;Cn) =
1
(2πi)n
∏
1≤j<k≤n
Γ(tzjzk, tzjz
−1
k , tz
−1
j zk, tz
−1
j z
−1
k )
Γ(zjzk, zjz
−1
k , z
−1
j zk, z
−1
j z
−1
k )
×
n∏
j=1
∏4
r=0 Γ(trzj, trz
−1
j )
Γ(z2j , z
−2
j , Bzj , Bz
−1
j )
, (4.3)
where t, tr ∈ C, r = 0, . . . , 4, are free parameters and B ≡ t2n−2
∏4
s=0 ts. By T we
denote the unit circle with positive orientation.
Consider the first type of the Cn multivariable elliptic beta integral. We take
|p|, |q| < 1 and |tr| < 1, r = 0, . . . , 2n+ 2, and assume that |pq| < |A|. Then∫
Tn
∆I(z;Cn)
dz1
z1
· · ·
dzn
zn
=
2nn!
(p; p)n∞(q; q)
n
∞
∏
0≤r<s≤2n+2 Γ(trts)∏2n+2
r=0 Γ(t
−1
r A)
. (4.4)
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The second type of the multiple elliptic beta integral has the following form. We
take |p|, |q|, |t| < 1 and |tr| < 1, r = 0, . . . , 4, and assume that |pq| < |B|. Then∫
Tn
∆II(z;Cn)
dz1
z1
· · ·
dzn
zn
=
2nn!
(p; p)n∞(q; q)
n
∞
n∏
j=1
Γ(tj)
Γ(t)
∏
0≤r<s≤4 Γ(t
j−1trts)∏4
r=0 Γ(t
1−jt−1r B)
. (4.5)
The elliptic Selberg integral of Type II (4.5) can be deduced from the Type I
integral with the help of some interesting trick [DS2]. The type I integral (4.2)
was proved in [DS2] under a vanishing hypothesis, namely, that its left-hand side
vanishes on the hypersurface of parameters A = t2n+2 after an appropriate de-
formation of T to an integration contour C that separates the sequences of poles
in z converging to zero from those diverging to infinity. As p → 0, both Type I
and II integrals are reduced to Gustafson’s well-known q-Selberg integrals [G1, G2],
which are related (for particular choices of parameters) to the Macdonald-Morris
constant term identities and the Macdonald polynomials for various root systems
[M], including the Koornwinder polynomials [K].
As was shown in [DS1, DS3], the sums of residues of the functions (4.2) and (4.3)
form some multiple elliptic hypergeometric series. In particular, the multivariable
10E9 sum conjectured by Warnaar in [Wa] can be deduced from (4.5). The residue
calculus for (4.4) yields an elliptic extension of the basic hypergeometric series sum-
mation formula proved in [DG] and [ML]. Recursive proofs of these multivariable
Frenkel-Turaev sums were given by Rosengren in [Ro1, Ro2]. The property of well-
poisedness (or total ellipticity, in the case of elliptic hypergeometric series) plays an
important role in such summation formulas. First examples of (plain) multiple hy-
pergeometric series well-poised on classical groups were introduced by Biedenharn,
Holman, and Louck in [HBL].
5. A new Cn integration formula
We define
∆III(z;Cn) =
1
(2πi)n
∏
1≤i<j≤n
zjθ(ziz
−1
j , z
−1
i z
−1
j ; p)
×
n∏
i=1
∏
ν=±1
Γ(zνi xi, z
ν
i t1, z
ν
i t2, z
ν
i t3, z
ν
i t/xi)
Γ(z2νi , z
ν
i A)
, (5.1)
where A = tt1t2t3q
n−1.
Theorem 3. Impose the following restrictions upon parameters: |xi|, |tk| < 1,
|t| < |xi|, where i = 1, . . . , n, k = 1, 2, 3, and |pq| < |A|. Then∫
Tn
∆III(z;Cn)
dz1
z1
· · ·
dzn
zn
=
2n
(p; p)n∞(q; q)
n
∞
∏
1≤i<j≤n
xjθ (xi/xj , t/xixj ; p)
× Γn(t)
n∏
i=1
(∏
1≤r<s≤3 Γ(trtsq
i−1)
Γ(A/xi, Axi/t)
3∏
k=1
Γ(xitk, ttk/xi)
Γ(Aq1−i/tk)
)
. (5.2)
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Proof. Consider the determinant
det
1≤i,j≤n
(∫
T
∆E(z, xi, t1q
n−j , t2q
j−1, t3, tx
−1
i )
dz
z
)
=
1
(2πi)n
∫
Tn
dz1
z1
· · ·
dzn
zn
n∏
i=1
Gi(zi)Gi(z
−1
i ) D(z), (5.3)
where ∆E is the integrand of the elliptic beta integral (1.13) with an appropriate
choice of the parameters. The expression standing on the right-hand side of (5.3)
appears after taking the integral signs outside of the determinant symbol, so that
we get a multiple integral with
Gi(zi) =
Γ(zixi, zit1, zit2, zit3, zit/xi)
Γ(z2i , ziA)
,
D(z) = det
1≤i,j≤n
(
θ(zit1, z
−1
i t1; p; q)n−jθ(zit2, z
−1
i t2; p; q)j−1
)
.
The determinant D(z) can be rewritten as follows
D(z) =
∏n
i=1 θ(zit2, z
−1
i t2; p; q)n−1
t
2(n2)
2 q
4(n3)
× det
1≤i,j≤n
(
θ(zit1, z
−1
i t1; p; q)n−j
θ(q2−n/zit2, q2−nzi/t2; p; q)n−j
)
.
In [Wa], Warnaar computed the following elliptic generalization of a Krattenthaler
determinant [Kr]:
det
1≤i,j≤n
(
θ(aXi, ac/Xi; p; q)n−j
θ(bXi, bc/Xi; p; q)n−j
)
= a(
n
2)q(
n
3)
∏
1≤i<j≤n
Xjθ(XiX
−1
j , cX
−1
i X
−1
j ; p)
×
n∏
i=1
θ(b/a, abcq2n−2i; p; q)i−1
θ(bXi, bc/Xi; p; q)n−1
. (5.4)
Using this identity for Xi = zi, a = t1, b = q
2−n/t2, and c = 1, we find
D(z) = (t1t
2
2)
(n2)q3(
n
3)
∏
1≤i<j≤n
zjθ(ziz
−1
j , z
−1
i z
−1
j ; p)
×
n∏
i=1
θ(q2−n/t1t2, t1q
n+2−2i/t2; p; q)i−1. (5.5)
As a result, the determinant (5.3) yields an expression proportional to the left-hand
side of the Cn multiple integral in question (5.2).
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Now we substitute the result of computation of the elliptic beta integral (1.12)
into the determinant (5.3). This yields
l.h.s. of (5.3) =
2n
(q; q)n∞(p; p)
n
∞
×
n∏
i=1
Γ(xit1, t1t/xi, xit2, t2t/xi, xit3, t, t1t2q
n−1, t1t3q
n−i, t2t3q
i−1, t3t/xi)
Γ(A/xi, A/t3, xiA/t,Aq1−i/t2, Aqi−n/t1)
× det
1≤i,j≤n
(θ(xit1, t1t/xi; p; q)n−jθ(xit2, t2t/xi; p; q)j−1) . (5.6)
By (5.4), the determinant in the last line takes the form
(t1t
2
2t)
(n2)q3(
n
3)
∏
1≤i<j≤n
xjθ (xi/xj , t/xixj ; p)
×
n∏
i=1
θ(q2−n/t1t2t, t1q
n+2−2i/t2; p; q)i−1.
Equating the resulting expression in (5.6) with the right-hand side of (5.3), we get
the desired integral evaluation (5.2). 
This is the first nontrivial multiple elliptic beta integral with a complete proof.
It is not symmetric in p and q, unlike all other cases considered in the present
paper. This fact suggests that there should exist yet another integral of similar
nature that would be symmetric in p, q.
The above method of computation of the taken Cn integral represents a next
step in the logical development of applications of determinant formulas to multiple
basic hypergeometric series; see, e.g., the paper [GK] of Gustafson and Kratten-
thaler, which was followed by Schlosser [Sc1, Sc2] and Warnaar [Wa]. Similar
considerations for computing some multiple q-hypergeometric integrals were given
by Tarasov and Varchenko in [TV].
6. An elliptic beta integral for the An root system
In this section we conjecture a multiple elliptic beta integral for the An root
system, which will be used in the next section for derivation of other nontrivial An
integrals.
Conjecture. Let zi, i = 1, . . . , n, tk, k = 1, . . . , n + 1, and fj, j = 1, . . . , n + 2,
be independent complex variables (n is an arbitrary positive integer). We denote
A ≡
∏n+1
k=1 tk, B ≡
∏n+2
j=1 fj , and
∆I(z;An) =
1
(2πi)n
∏n+1
k=1
(∏n+1
i=1 Γ(tiz
−1
k )
∏n+2
j=1 Γ(fjzk)
)
∏n+1
i,j=1; i6=j Γ(ziz
−1
j )
∏n+1
k=1 Γ(ABzk)
, (6.1)
where z1z2 · · · zn+1 = 1.
Suppose that the parameters tk, fj satisfy the constraints |tk|, |fj| < 1, |pq| <
|AB|. Then the following integration formula is conjectured to hold true:∫
Tn
∆I(z;An)
dz1
z1
· · ·
dzn
zn
=
(n+ 1)!
(q; q)n∞(p; p)
n
∞
×
Γ(A)
∏n+2
j=1 Γ(f
−1
j B)
∏n+1
k=1
∏n+2
j=1 Γ(tkfj)∏n+1
k=1 Γ(tkB)
∏n+2
j=1 Γ(f
−1
j AB)
. (6.2)
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For n = 1 this conjecture is reduced to the elliptic beta integral (1.12). For
arbitrary n and p = 0, we get a Gustafson integral proved in [G1]. Let us show
that the two sides of (6.2) satisfy one and the same difference equation.
Theorem 4. Let In(t, f) denote either side of (6.2). Then this function satisfies
the q-difference equation
n+1∑
r=1
θ(Btr; p)
θ(A; p)
n+1∏
j=1
j 6=r
θ(ABtj ; p)
θ(trt
−1
j ; p)
In(t1, . . . , qtr, . . . , tn+1, f) = In(t, f) (6.3)
and its partner obtained by the permutation of q and p.
Proof. Denote the function (6.1) by ∆I(z; t1, . . . , tn+1;An). It is not difficult to see
that
∆I(z; t1, . . . , qtr, . . . , tn+1;An)
∆I(z; t1, . . . , tn+1;An)
=
n+1∏
k=1
θ(trz
−1
k ; p)
θ(ABzk; p)
,
so that equation (6.3) for the left-hand side of (6.2) is satisfied if the following theta
functions identity is fulfilled:
n+1∑
r=1
θ(Btr; p)
θ(A; p)
n+1∏
j=1
j 6=r
θ(ABtj ; p)
θ(trt
−1
j ; p)
n+1∏
k=1
θ(trz
−1
k ; p)
θ(ABzk; p)
= 1. (6.4)
For n = 1 this identity is equivalent to the well-known relation for products of four
theta functions
θ(xw, x/w, yz, y/z; p)− θ(xz, x/z, yw, y/w; p)
= yw−1θ(xy, x/y, wz, w/z; p) (6.5)
and equation (6.3) coincides with that used in [S2] for proving the integral (1.12).
For n > 1, identity (6.4) can be established with the help of the Liouville theorem,
much as in the arguments presented in [DS2]. A simpler proof follows from the
general theta functions identity given in [WW]. As was shown by Rosengren in
[Ro2], that identity can be rewritten as the following generalized partial fractions
expansion of a ratio of theta functions:
n∏
k=1
θ(t/bk; p)
θ(t/ak; p)
=
n∑
r=1
θ(ta1 · · ·an/arb1 · · · bn; p)
θ(t/ar, a1 · · · an/b1 · · · bn; p)
∏n
j=1 θ(ar/bj; p)∏n
j=1
j 6=r
θ(ar/aj; p)
, (6.6)
where a1 · · · an 6= b1 · · · bn. Here we replace n by n + 1 and substitute ak = t
−1
k ,
bk = z
−1
k , and t = AB. As a result, we get an identity which is seen to coincide
with (6.4) due to the relation z1 · · · zn+1 = 1.
In a similar way, for the right-hand side of (6.2) we get
In(t1, . . . , qtr, . . . , tn+1, f)
In(t, f)
=
θ(A; p)
θ(trB; p)
n+2∏
j=1
θ(trfj ; p)
θ(ABf−1j ; p)
,
and in this case equation (6.3) becomes equivalent to the identity∏n+2
j=1 θ(ABf
−1
j ; p)∏n+1
j=1 θ(ABtj ; p)
=
n+1∑
r=1
∏n+2
j=1 θ(trfj; p)∏n+1
j=1
j 6=r
θ(trt
−1
j ; p)
1
θ(ABtr ; p)
. (6.7)
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If we substitute here fn+2 = B/f1 · · · fn+1 and divide both sides by θ(ABf
−1
n+2; p),
then we get (6.6) with n replaced by n+ 1 and with aj = t
−1
j , bj = fj , t = AB. 
The equation derived above works in the space of parameters tk, whereas in
[G1] Gustafson used an equation in the variables fj for proving the p = 0 case
of the integral (6.2). It is of interest that the latter equation does not admit a
straightforward elliptic generalization, namely, the corresponding partial fraction
expansion cannot be lifted to the theta functions level.
Another argument in favor of the validity of formula (6.2) consists in the fact
that, via the residue calculus, it generates a multivariable 10E9 elliptic hypergeo-
metric series sum for the An root system, which was proved by Rosengren in [Ro2]
and which was considered independently by the author in [S7].
Theorem 5. The residue calculus for the integral (6.2) yields the following sum-
mation formula:∑
0≤λj≤Nj
j=1,...,n
q
∑
n
j=1
jλj
n∏
j=1
θ(tjq
λj+|λ|; p)
θ(tj ; p)
∏
1≤i<j≤n
θ(tit
−1
j q
λi−λj ; p)
θ(tit
−1
j ; p)
×
n∏
i,j=1
θ(tit
−1
j q
−Nj ; p; q)λi
θ(qtit
−1
j ; p; q)λi
n∏
j=1
θ(tj ; p; q)|λ|
θ(tjq1+Nj ; p; q)|λ|
×
θ(b, c; p; q)|λ|
θ(q/d, q/e; p; q)|λ|
n∏
j=1
θ(dtj , etj; p; q)λj
θ(tjq/b, tjq/c; p; q)λj
=
θ(q/bd, q/cd; p; q)|N |
θ(q/d, q/bcd; p; q)|N |
n∏
j=1
θ(tjq, tjq/bc; p; q)Nj
θ(tjq/b, tjq/c; p; q)Nj
, (6.8)
where |λ| = λ1 + · · ·+ λn, |N | = N1 + · · ·+Nn, and bcde = q
1+|N |. For n = 1 this
is the Frenkel-Turaev sum [FT], and for p = 0 it is reduced to the Milne’s multiple
8Φ7 sum for the An root system [Mi1].
Proof. We scale ti for i = 1, . . . , n from the region |ti| < 1 to |ti| > 1, and keep
|tn+1|, |fj | < 1 together with the condition |pq| < |AB|. During this procedure,
some poles of the integrand ∆I(z;An) in (6.2) go out of the unit disk and, on the
contrary, some of them cross over T entering inside. The outgoing poles are located
at the following points: zk = {tiqλi , i = 1, . . . , n} for each k = 1, . . . , n, and the
number of such poles is determined by the conditions |tiq
λi | > 1. The ingoing poles
correspond to the points z1 · · · zn = {t
−1
i q
−λi , i = 1, . . . , n}.
We denote by C a deformed contour of integration such that none of the poles
mentioned above crosses over C during the change of parameters. By analyticity,
the value of the integral (6.2) is not changing when C replaces T, that is the right-
hand side of (6.2) remains the same. If we start to deform the contour C back to
T, we start to pick up residues from the poles by the Cauchy theorem. As a result,
the following formula arises:∫
Cn
∆I(z;An)
n∏
k=1
dzk
zk
=
n∑
j=0
∫
Tj
Rj(z1, . . . , zj)
j∏
k=1
dzk
zk
, (6.9)
where Rn = ∆
I(z;An), and Rj(z1, . . . , zj) for j < n are sums of the residues of
∆I(z;An) corresponding to the poles crossing C.
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We shall not derive explicit expressions for all coefficients Rj as it was done for
the Cn integrals in [DS1, DS3]. For our purposes, it suffices to pick up only the
residues that diverge in the limits fj → q−Nj t
−1
j , Nj ∈ N, for all j = 1, . . . , n
simultaneously. First, consider the residues appearing from the poles zj = tjq
λj ,
where λj are some integers such that |tjq
λj | > 1. Straightforward computations
yield
Rdiv0 (λ) ≡
n∏
j=1
lim
zj→tjq
λj
(1− tjq
λjz−1j ) ∆
I(z;An)
=
n∏
i,j=1
i6=j
Γ−1(tit
−1
j q
λi−λj )
∏n+1
i=1 Γ(tiDq
|λ|)
∏n+2
j=1 Γ(fjD
−1q−|λ|)∏n
k=1 Γ(tkq
λkDq|λ|, D−1q−|λ|t−1k q
−λk)
×
∏n
k=1
(∏n+1
i=1
i6=k
Γ(tit
−1
k q
−λk)
∏n+2
j=1 Γ(fjtkq
λk)
)
∏n
k=1 Γ(ABtkq
λk) Γ(ABD−1q−|λ|)
×
n∏
k=1
(−1)λkqλk(λk+1)/2
(q; q)∞(p; p)∞θ(q; p; q)λk
, (6.10)
where D = A/tn+1. The factors Γ(fjtjq
λj ) provide the required divergence in the
limits fj → q−Nj t
−1
j . We write R
div
0 (λ) = κn∆(λ;An), where
κn =
∏
1≤i<j≤n
Γ−1(tit
−1
j , t
−1
i tj)
∏n+1
i=1 Γ(tiD)
∏n+2
j=1 Γ(fjD
−1)∏n
k=1 Γ(tkD, t
−1
k D
−1)
×
∏n
k=1
(∏n+1
i=1
i6=k
Γ(tit
−1
k )
∏n+2
j=1 Γ(fjtk)
)
(q; q)n∞(p; p)
n
∞
∏n
k=1 Γ(ABtk) Γ(ABD
−1)
,
and after a chain of simplifying calculations, ∆(λ;An) takes the form
∆(λ;An) = q
∑
n
j=1 jλj
∏
1≤i<j≤n
θ(tit
−1
j q
λi−λj ; p)
θ(tit
−1
j ; p)
×
n∏
j=1
(
θ(tjD; p; q)|λ|
θ(qf−1j D; p; q)|λ|
θ(tjDq
|λ|+λj ; p)
θ(tjD; p)
n∏
k=1
θ(fjtk; p; q)λk
θ(qt−1j tk; p; q)λk
)
×
θ(cD, qD/AB; p; q)|λ|
θ(qD/d, qD/e; p; q)|λ|
n∏
k=1
θ(dtk, etk; p; q)λk
θ(qtk/c, ABtk; p; q)λk
,
where we have denoted c = tn+1, d = fn+1, e = fn+2. Now we substitute fj =
q−Nj t−1j (which assumes that AB = q
−|N |cde) in this expression and introduce the
parameter b ≡ q1+|N |/cde. As a result, the function ∆(λ;An) becomes equal to
the summand on the left-hand side of (6.8) after the transformations tj → tj/D,
b→ b/D, c→ c/D, d→ Dd, e→ De.
Now, we find the total number of residues of such type. There is permutational
symmetry between the variables z1, . . . , zn. Therefore, there are n! ways to satisfy
the equalities zk = tjq
λj using each tj only once. The residues of the other outgoing
poles located at zk = {tiqλi , i = 1, . . . , n}, where at least one ti enters twice, do not
diverge at fj → q−Nj t
−1
j for some j.
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We pass to the ingoing poles. It is not difficult to verify that the residues of
∆I(z;An) for the poles located at zn = t
−1
j q
−λj/z1 · · · zn−1 for some fixed j (or,
equivalently, for zn+1 = tjq
λj ) are equal to the residues for the poles at zn = tjq
λj .
Among the remaining poles in the variables z1, . . . , zn−1, we must consider only the
outgoing ones since only they may diverge as fk → q−Nkt
−1
k with k = 1, . . . , n, k 6=
j. There are n ways to fix the variable zk for which we shall consider ingoing poles,
there are n ways to fix the parameter tj in the equation zn+1 = tjq
λj , and there
are (n− 1)! appropriate outgoing poles with the required residue divergence. As a
result, the contribution of these combined ingoing and outgoing poles is equal to
n2(n − 1)!, and the total number of diverging residues (6.10) is equal to (n + 1)!.
Roughly speaking, the incoming poles imitate the (n + 1)st independent contour
of integration over zn+1, which enters symmetrically with z1, . . . , zn, and there are
(n+ 1)! ways to order these variables in the residue calculus.
As has already been mentioned, (6.9) is equal to the right-hand side of (6.2).
Now we divide both these expressions by (n + 1)!κn and take the limits as fj →
q−Nj t−1j , j = 1, . . . , n. Since κn → ∞ in this limit, only the residues considered
above survive in (6.9), and their sum is given by the elliptic Milne series (6.8). As
to the right-hand side, we get
lim
fj→q
−Nj t−1
j
r.h.s. of (6.2)
(n+ 1)!κn
=
θ(q/bd, q/cd; p; q)|N |
θ(qD/d, q/Dbcd; p; q)|N |
×
n∏
j=1
θ(qtjD, qtj/Dbc; p; q)Nj
θ(qtj/c, qtj/b; p; q)Nj
,
which coincides with the right-hand side of (6.8) after the appropriate changes of
parameters indicated above. The theorem is proved. 
Formula (6.2) generates the following symmetry transformation for integrals:
n+2∏
j=1
Γ(Bf−1j )
Γ(tn+1Bf−1j )
∫
Tn
∏n+1
k=1
∏n+2
j=1 Γ(tfjz
−1
k , sjzk)
∏n
j=1 dzj/zj∏n+1
i,j=1
i6=j
Γ(ziz
−1
j )
∏n+1
k=1 Γ(t
n+1Szk, tBz
−1
k )
=
n+2∏
j=1
Γ(Ss−1j )
Γ(tn+1Ss−1j )
∫
Tn
∏n+1
k=1
∏n+2
j=1 Γ(tsjz
−1
k , fjzk)
∏n
j=1 dzj/zj∏n+1
i,j=1
i6=j
Γ(ziz
−1
j )
∏n+1
k=1 Γ(t
n+1Bzk, tSz
−1
k )
. (6.11)
Here t, fj, sj , j = 1, . . . , n + 2, are free independent variables, B =
∏n+2
j=1 fj , S =∏n+2
j=1 sj , and it is assumed that |t|, |fj|, |sj | < 1, |pq| < |t
n+1B|, |tn+1S|. In order
to derive this identity, it is necessary to consider the 2n-tuple integral
1
(2πi)n
∫
T2n
∏n+1
k=1
∏n+2
j=1 Γ(fjzk, sjw
−1
k )
∏n+1
i,k=1 Γ(tz
−1
k wi)∏n+1
i,j=1
i6=j
Γ(ziz
−1
j , wiw
−1
j )
∏n+1
k=1 Γ(t
n+1Bzk, tn+1Sw
−1
k )
×
dz1
z1
· · ·
dzn
zn
dw1
w1
· · ·
dwn
wn
,
where z1 · · · zn+1 = w1 · · ·wn+1 = 1. Integration with respect to the variables
zk with the help of (6.2) makes this expression proportional to the left-hand side
of (6.11) (after the replacements wk → z
−1
k ). Changing the order of integration,
which is allowed because the integrand is bounded on T, we arrive at the integral
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standing on the right-hand side of (6.11), up to some coefficient. After cancelling
common factors, we get the required identity. For p = 0 this reduces to the Denis-
Gustafson transformation formula [DG], which describes a Bailey transformation
for a terminating multivariable 10Φ9 series. It is natural to expect that in our case
formula (6.11) yields a Bailey transformation for some terminating An multiple
12E11 series appearing from sums of residues of the corresponding integrals.
7. Some other An integrals
Now from conjecture (6.2) we derive a number of different multiple An-integrals.
Denote
∆II(z;An) =
1
(2πi)n
∏
1≤i<j≤n+1
Γ(tzizj, sz
−1
i z
−1
j )
Γ(ziz
−1
j , z
−1
i zj)
×
n+1∏
j=1
Γ(t1zj, t2zj, t3zj , t4z
−1
j , t5z
−1
j )
Γ(zj(ts)n−1
∏5
j=1 tj)
. (7.1)
Theorem 6. Suppose the validity of the conjectured An and Cn multiple elliptic
beta integrals (6.2) and (4.4), respectively. Then, the following two integration
formulae are true. For odd n = 2m− 1, we have∫
Tn
∆II(z;An)
dz1
z1
. . .
dzn
zn
=
(n+ 1)!
(q; q)n∞(p; p)
n
∞
×
Γ(tm, sm, sm−1t4t5)
∏
1≤i<j≤3 Γ(t
m−1titj)∏5
k=4 Γ(t
2m−2sm−1t1t2t3tk)
×
m∏
j=1
∏3
i=1
∏5
k=4 Γ((ts)
j−1titk)∏
1≤i<ℓ≤3 Γ((ts)
m+j−2titℓt4t5)
×
m−1∏
j=1
Γ((ts)j , tjsj−1t4t5)
∏
1≤i<ℓ≤3 Γ(t
j−1sjtitℓ)∏5
k=4 Γ(t
m+j−2sm+j−1t1t2t3tk)
. (7.2)
For even n = 2m, we have∫
Tn
∆II(z;An)
dz1
z1
. . .
dzn
zn
=
(n+ 1)!
(q; q)n∞(p; p)
n
∞
×
∏3
i=1 Γ(t
mti)
∏5
k=4 Γ(s
mtk) Γ(t
m−1t1t2t3)
Γ(t2m−1sm−1
∏5
i=1 ti, t
2m−1smt1t2t3)
×
m∏
j=1
Γ((ts)j , tjsj−1t4t5)
∏3
i=1
∏5
k=4 Γ((ts)
j−1titk)∏5
k=4 Γ(t
m+j−2sm+j−1t−1k
∏5
i=1 ti)
×
m∏
j=1
∏
1≤i<ℓ≤3
Γ(tj−1sjtitℓ)
Γ((ts)m+j−1titℓt4t5)
. (7.3)
Proof. The proofs follow the procedure used by Gustafson in [G2] for proving the
p = 0 cases of the integrals (7.2) and (7.3). We start with the case of odd n = 2m−1.
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Consider the following (4m− 1)-tuple integral:
∫
T4m−1
∏2m
i=1
∏m
j=1 Γ(t
1/2ziwj , t
1/2ziw
−1
j , s
1/2z−1i xj , s
1/2z−1i x
−1
j )∏2m
i,j=1; i6=j Γ(ziz
−1
j )
∏
ν=±1
∏
1≤i<j≤m Γ(w
ν
i w
ν
j , w
ν
i w
−ν
j , x
ν
i x
ν
j , x
ν
i x
−ν
j )
×
2m∏
i=1
Γ(zi(ts)
m−2
∏5
k=1 tk)
Γ(zi(ts)2m−2
∏5
k=1 tk)
2m−1∏
k=1
dzk
zk
m∏
j=1
(
dwj
wj
dxj
xj
(7.4)
×
∏
ν=±1
(∏3
k=1 Γ(t
−1/2tkw
ν
j )Γ(x
ν
j t
m−2s−1/2t1t2t3)
∏5
k=4 Γ(s
−1/2tkx
ν
j )
Γ(wνj t
m−3/2t1t2t3, xνj t
m−2sm−3/2
∏5
k=1 tk, w
2ν
j , x
2ν
j )
))
,
where
∏2m
i=1 zj = 1. Using the exact Cn integration formula of type I (see (4.4)),
first we take integrals in (7.4) with respect to the variables wj , j = 1, . . . ,m, and
after that with respect to xj , j = 1, . . . ,m. The resulting integral is equal to the
left-hand side of (7.2) up to the factor
(2πi)4m−1
22m(m!)2
(p; p)2m∞ (q; q)
2m
∞
Γ(s−1t4t5)
Γ(sm−1t4t5)
×
∏
1≤i<k≤3
Γ(t−1titk)
Γ(tm−1titk)
∏
k=4,5
Γ(tm−2s−1t−1k
∏5
i=1 tk)
Γ(tm−2sm−1t−1k
∏5
i=1 tk)
.
In this two step procedure, we need the following restrictions upon the parame-
ters:
|t| < 1, |t1,2,3| < |t|
1/2, |pq| < |tm−3/2t1t2t3|
and
|s| < 1, |t4,5| < |s|
1/2, |pq| < |tm−2sm−3/2
5∏
k=1
tk|,
respectively. However, the resulting expression can be extended analytically to
the region |tk| < 1, k = 1, . . . , 5, |pq| < |(ts)2m−2
∏5
k=1 tk| without changing the
integral value.
Since the integrand function in (7.4) is bounded on the unit circle, we can change
the order of integrations. First, we take the integrals over zi, i = 1, . . . , 2m−1, using
the An-formula (6.2). Then we apply formula (4.4) in order to take the integrals
over xj , j = 1, . . . ,m. Finally, we apply the intrinsic elliptic Selberg integral (4.5)
for taking the integrals over wj , j = 1, . . . ,m; this leads to the following expression:
(2πi)4m−1(2m)!(2mm!)2
((p; p)∞(q; q)∞)4m−1
Γ(tm, sm, t4t5s
−1)
Γ((ts)m, tmsm−1t4t5)
5∏
k=4
Γ(tm−2s−1t−1k
∏5
i=1 ti)
Γ(t2m−2sm−1t−1k
∏5
i=1 ti)
×
m∏
j=1
Γ((ts)j , tjsj−1t4t5)
∏
1≤i<k≤3 Γ(t
j−2sj−1titk)
∏5
k=4
∏3
i=1 Γ((ts)
j−1tkti)∏3
k=1 Γ((ts)
m+j−2t−1k
∏5
i=1 ti)
∏5
k=4 Γ(t
m+j−3sm+j−2t−1k
∏5
i=1 ti)
.
As a result, we get the needed integration formula for odd n = 2m− 1.
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In order to prove (7.3), we consider the 4m-tuple integral
∫
T4m
∏2m+1
i=1
∏m
j=1 Γ(t
1/2ziwj , t
1/2ziw
−1
j , s
1/2z−1i xj , s
1/2z−1i x
−1
j )∏2m+1
i,j=1; i6=j Γ(ziz
−1
j )
∏
ν=±1
∏
1≤i<j≤m Γ(w
ν
i w
ν
j , w
ν
i w
−ν
j , x
ν
i x
ν
j , x
ν
i x
−ν
j )
×
2m+1∏
i=1
Γ(t3zi, s
m−1t4t5zi, t
m−1t1t2z
−1
i )
Γ(zi(ts)2m−1
∏5
k=1 tk)
m∏
j=1
(
dwj
wj
dxj
xj
(7.5)
×
∏
ν=±1
( ∏2
k=1 Γ(t
−1/2tkw
ν
j , s
−1/2tk+3x
ν
j )
Γ(tm−1/2t1t2wνj , s
m−1/2t4t5xνj , w
2ν
j , x
2ν
j )
))
2m∏
k=1
dzk
zk
,
where
∏2m+1
i=1 zj = 1. Repeating the same trick as in the case of odd n (that is,
integrating successively with respect to the variables wj and xj and then changing
the order of integrations in this expression), we get (7.3). 
In a similar way, we can establish elliptic analogs of the An basic hypergeometric
integrals of Gustafson and Rakha [GuR].
Theorem 7. Suppose the validity of the An and Cn multiple elliptic beta integrals
(6.2) and (4.4), respectively. Denote
∆III(z;An) =
1
(2πi)n
∏
1≤i<j≤n+1
Γ(tzizj)
Γ(ziz
−1
j , z
−1
i zj)
×
∏n+1
i=1
(∏n+1
k=1 Γ(tkz
−1
i )
∏n+4
k=n+2 Γ(ttkzi)
)
∏n+1
j=1 Γ(Az
−1
j )
, (7.6)
where A = tn+2
∏n+4
i=1 ti and
∏n+1
j=1 zj = 1. Then the following two integration
formulae are true. For odd n = 2l− 1, we have
∫
Tn
∆III(z;An)
dz1
z1
. . .
dzn
zn
=
(n+ 1)!
(q; q)n∞(p; p)
n
∞
Γ(tl,
∏2l
k=1 tk)
Γ(tl
∏2l
k=1 tk)
(7.7)
×
∏2l
i=1
∏2l+3
j=2l+1 Γ(ttitj)
∏
1≤i<j≤2l Γ(ttitj)
∏
2l+1≤i<j≤2l+3 Γ(t
l+1titj)∏2l
i=1 Γ(t
2l+1t−1i
∏2l+3
k=1 tk)
∏2l+3
i=2l+1 Γ(t
l+1t−1i
∏2l+3
k=1 tk)
.
For even n = 2l, we have
∫
Tn
∆III(z;An)
dz1
z1
. . .
dzn
zn
=
(n+ 1)!
(q; q)n∞(p; p)
n
∞
Γ(
∏2l+1
k=1 tk, t
l+2
∏2l+4
k=2l+2 tk)
Γ(tl+2
∏2l+4
k=1 tk)
×
∏2l+1
i=1
∏2l+4
j=2l+2 Γ(ttitj)
∏
1≤i<j≤2l+1 Γ(ttitj)
∏2l+4
i=2l+2 Γ(t
l+1ti)∏2l+1
i=1 Γ(t
2l+2t−1i
∏2l+4
k=1 tk)
∏2l+4
i=2l+2 Γ(t
l+1ti
∏2l+1
k=1 tk)
. (7.8)
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Proof. In accordance with the procedure used in [GuR], we consider the (3l − 1)-
tuple integral∫
T3l−1
∏2l
i=1
∏l
j=1 Γ(t
1/2ziwj , t
1/2ziw
−1
j )
∏2l
i=0
∏2l
j=1 Γ(tiz
−1
j )∏2l
i,j=1;i6=j Γ(ziz
−1
j )
∏2l
j=1 Γ(t
l
∏2l
i=0 tiz
−1
j )
×
∏
ν=±1
∏
1≤i<j≤l
Γ−1(wνi w
ν
j , w
ν
i w
−ν
j )
l∏
j=1
∏2l+3
k=2l+1 Γ(t
1/2tkw
ν
j )
Γ(w2νj , t
l+3/2
∏2l+3
k=2l+1 tkw
ν
j )
×
dw1
w1
. . .
dwl
wl
dz1
z1
. . .
dz2l−1
z2l−1
,
where
∏2l
i=1 zi = 1 and t0 = t
l+1
∏2l+3
k=2l+1 tk. Integrating with respect to the vari-
ables wj with the help of formula (4.4), we get the left-hand side of (7.7) up to
some factor. Changing the order of integration, we can integrate over zi using (6.2)
(where it is necessary to change zk to z
−1
k ) and then over wj using (4.4). Equating
two expressions, we arrive at formula (7.7).
In a similar way, in the case of even n = 2l we consider the (3l+1)-tuple integral
∫
T3l+1
∏2l+1
i=1
(∏l+1
j=1 Γ(t
1/2ziwj , t
1/2ziw
−1
j )
∏2l+1
j=1 Γ(tiz
−1
j )
)
∏2l+1
i,j=1;i6=j Γ(ziz
−1
j )
∏2l+1
j=1 Γ(t
l+1
∏2l+1
i=1 tizj)
×
∏
ν=±1
∏
1≤i<j≤l+1
Γ−1(wνi w
ν
j , w
ν
i w
−ν
j )
l+1∏
j=1
∏2l+5
k=2l+1 Γ(t
1/2tkw
ν
j )
Γ(w2νj , t
l+5/2
∏2l+5
k=2l+1 tkw
ν
j )
×
dw1
w1
. . .
dwl+1
wl+1
dz1
z1
. . .
dz2l
z2l
,
where
∏2l+1
i=1 zi = 1 and t2l+5 = t
l
∏2l+1
k=1 tk. Repeating the same trick as in the
preceding case, we get the desired integration formula (7.8). 
Sums of residues for the derived integrals (7.2)-(7.8) form elliptic hypergeometric
series on the An root system that differ from the series (6.8) introduced in [Ro2, S7].
We skip their consideration and formulate only a conjecture concerning the elliptic
extension of Theorem 1.2 in [GuR].
Conjecture. Suppose that N is a positive integer and
∏n
k=1 tk = q
−N . Then
∑
λk=0,...,N
λ1+...+λn=N
∏
1≤i<j≤n θ(ttitj)λi+λj
∏n
i=1
∏n+3
j=n+1 θ(ttitj)λi
∏n
i,j=1 θ(tit
−1
j )−λj∏n
i,j=1;i6=j θ(tit
−1
j )λi−λj
∏n
j=1 θ(t
n+1t−1j
∏n+3
k=1 tk)−λj
=


θ(1)−N
θ(tn/2)−N
∏
n+1≤i<j≤n+3 θ(t
(n+2)/2titj)−N
, n is even,
θ(1)−N∏n+3
i=n+1 θ(t
(n+1)/2ti)−Nθ(t(n+3)/2
∏n+3
i=n+1 ti)−N
, n is odd,
(7.9)
where θ(a)λ ≡ θ(a; p; q)λ.
These summation formulas are expected to follow from the residue calculus for
the integrals (7.7) and (7.8). Some evidence in favor of conjecture (7.9) is provided
by the following theorem.
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Theorem 8. Denote t = qg, ti = q
gi , i = 1, . . . , n + 3 (so that
∑n
j=1 gj + N =
0). The series
∑
λ c(λ) standing on the left-hand side of (7.9) is a totally elliptic
hypergeometric series, that is, the ratios of successive series coefficients
hk(λ) =
c(λ1, . . . , λk + 1, . . . , λn)
c(λ1, . . . , λn)
are elliptic functions of all unconstrained variables in the set (λ1, . . . , λn, g, g1, . . . ,
gn+3). Moreover, the functions hk(λ) are SL(2,Z) modular invariant. The ratios
of the expressions standing on the two sides of (7.9) are elliptic functions of g
and n + 2 free parameters in the set (g1, . . . , gn+3), and these ratios are modular
invariant as well.
We skip the proof of this theorem, because it consists of quite long but straight-
forward computations whose structure was described in detail in [S5, S7] in the
process of similar considerations for different elliptic hypergeometric series summa-
tion formulas. Using the fact that there are no cusp forms of weights below 12, as
in [DS1, S7] from this theorem we deduce that relations (7.9) are valid in the small
σ expansion up to the terms of order of σ12. This gives also yet another example in
favor of the general conjecture of [S5] that all totally elliptic hypergeometric series
are automatically modular invariant.
The integrals (7.2) and (7.3) are expected to generate An summation formulas
similar to (7.9). It is also natural to expect that all multiple elliptic beta integrals
described above lead to integral representations for various multiple 12E11 elliptic
hypergeometric series generalizing the single variable formula announced in [S4]
(see Appendix B for the proof of it). We suppose that, sas in the An-case, there
exist several types of elliptic beta integrals and elliptic hypergeometric series sums
associated with the Dn root system (see, e.g., [Ro2, S7]), but their consideration
lies beyond the scope of the present paper.
8. Relations to the generalized eigenvalue problems
Consider the very-well-poised theta hypergeometric series (3.11) with the addi-
tional constraint (−q)neP3(n) = (qx)n for some x ∈ C. Special notation for such
series was introduced in [S6]:
r+1Vr(t0; t1, . . . , tr−4; q, p;x)
≡
∞∑
n=0
θ(t0q
2n; p)
θ(t0; p)
r−4∏
m=0
θ(tm; p; q)n
θ(qt0t
−1
m ; p; q)n
(qx)n. (8.1)
For (8.1), the balancing condition (3.7) is reduced to
r−4∏
m=1
tm = t
(r−5)/2
0 q
(r−7)/2.
As p→ 0, the r+1Vr series are reduced to r−1Wr−2 very-well-poised q-hypergeome-
tric series of the argument qx (in the notation of [GR]).
The balanced 12V11 series with x = 1 plays an important role in applications.
For instance, the elliptic solutions of the Yang-Baxter equation derived by Date et
al in [D-O1, D-O2] are expressed in terms of such series for a particular choice of
parameters [FT]. In all cases of the 12V11 function to be considered below, we have
x = 1; therefore, we omit dependence on this unit argument from now on.
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We denote E(t) ≡ 12V11(t0; t1, . . . , t7; q, p), where
∏7
m=1 tm = t
3
0q
2, and assume
that this series terminates due to the condition tm = q
−n, n ∈ N, for some m. In
[SZ1, SZ2], the following two contiguous relations for E(t) were derived:
E(t)− E(t0; t1, . . . , t5, q
−1t6, qt7) (8.2)
=
θ(qt0, q
2t0, qt7/t6, t6t7/qt0; p)
θ(qt0/t6, q2t0/t6, t0/t7, t7/qt0; p)
5∏
r=1
θ(tr ; p)
θ(qt0/tr; p)
E(q2t0; qt1, . . . , qt5, t6, qt7),
θ(t7; p)
θ(t6/qt0, t6/q2t0, t6/t7; p)
5∏
r=1
θ(trt6/qt0; p) E(q
2t0; qt1, . . . , qt5, t6, qt7)
+
θ(t6; p)
θ(t7/qt0, t7/q2t0, t7/t6; p)
5∏
r=1
θ(trt7/qt0; p) E(q
2t0; qt1, . . . , qt6, t7)
=
1
θ(qt0, q2t0; p)
5∏
r=1
θ(qt0/tr; p) E(t). (8.3)
Their combination yields
θ(t7, t0/t7, qt0/t7; p)
θ(qt7/t6, t7/t6; p)
5∏
r=1
θ(qt0/t6tr; p)
(
E(t0; t1, . . . , t5, q
−1t6, qt7)− E(t)
)
+
θ(t6, t0/t6, qt0/t6; p)
θ(qt6/t7, t6/t7; p)
5∏
r=1
θ(qt0/t7tr; p)
(
E(t0; t1, . . . , t5, qt6, q
−1t7)− E(t)
)
+ θ(qt0/t6t7; p)
5∏
r=1
θ(tr; p) E(t) = 0. (8.4)
As p→ 0, these three equalities are reduced to the contiguous relations for the ter-
minating very-well-poised balanced 10Φ9 series of Gupta and Masson [GM]. Similar
contiguous relations at the level of 8Φ7 functions were constructed earlier by Ismail
and Rahman [IR].
We change the parametrization of the E-function and consider relation (8.4) for
the following function:
Rn(z; q, p) ≡ 12V11
(
t3
t4
;
q
t0t4
,
q
t1t4
,
q
t2t4
, t3z,
t3
z
, q−n,
Aqn−1
t4
; q, p
)
, (8.5)
where A =
∏4
r=0 tr. We replace the parameter t0 in (8.4) by t3/t4; the variables
t1, t2, and t3 are replaced by q/t0t4, q/t1t4, and q/t2t4; the variables t4 and t5
by q−n and Aqn−1/t4; and the variables t6 and t7 by t3z and t3/z, respectively.
As a result, we see that Rn(z; q, p) provides a particular solution of the following
finite-difference equation:
Dµf(z) = 0, Dµ = Vµ(z)(T − 1) + Vµ(z
−1)(T−1 − 1) + κµ, (8.6)
where T is the q-shift operator, Tf(z) = f(qz), and
Vµ(z) = θ
(
t4
qµz
,
Aµ
q2z
,
t4z
q
; p
) ∏4
r=0 θ(trz; p)
θ(z2, qz2; p)
, (8.7)
κµ = θ
(
Aµ
qt4
, µ−1; p
) 3∏
r=0
θ
(
trt4
q
; p
)
. (8.8)
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The functions f(z) = Rn(z; q, p) solve (8.6) for µ = q
n, n ∈ N.
Equation (8.6) looks like a nonstandard eigenvalue problem with the “spectral
parameter” µ; indeed, it can be rewritten as the generalized eigenvalue problem
Dηf(z) = λDξf(z), (8.9)
where the spectral parameter λ is
λ =
θ
(
µAη
qt4
, µη ; p
)
θ
(
µAξ
qt4
, µξ ; p
) (8.10)
and the operators Dξ, Dη are obtained from Dµ after the replacements of µ by
arbitrary gauge parameters ξ, η ∈ C, ξ 6= ηpk, qt4p
k/Aη, k ∈ Z. Application of the
theta function identity (6.5) to equation (8.9) yields
Dη − λDξ =
θ(Aηξ/qt4, ξ/η; p)
θ(Aµξ/qt4, ξ/µ; p)
Dµ,
which shows that the gauge parameters ξ, η drop out completely from the equation
determining f(z), Dµf(z) = 0.
A three term recurrence relation for the functions Rn(z; q, p) was derived in
[SZ1, SZ2]. It appears from formula (8.4) if there we replace t6 by q
−n and t7
by Aqn−1/t4, and substitute t1 → q/t0t4, t2 → q/t1t4, t3 → q/t2t4, t4 → t3z,
t5 → t3/z. After some work, this foirmula can be represented in the form
(γ(z)− αn+1)B(Aq
n−1/t4) (Rn+1(z; q, p)−Rn(z; q, p))
+ (γ(z)− βn−1)B(q
−n) (Rn−1(z; q, p)−Rn(z; q, p))
+ δ (γ(z)− γ(t3))Rn(z; q, p) = 0, (8.11)
where
B(x) =
θ
(
x, t3t4x ,
qt3
t4x
, qxt0t1 ,
qx
t0t2
, qxt1t2 ,
q2ηx
A ,
q2x
Aη ; p
)
θ
(
qt4x2
A ,
q2t4x2
A ; p
) , (8.12)
δ = θ
(
q2t3
A
,
q
t0t4
,
q
t1t4
,
q
t2t4
, t3η,
t3
η
; p
)
, (8.13)
γ(z) =
θ(zξ, z/ξ; p)
θ(zη, z/η; p)
, (8.14)
αn = γ(q
n/t4), βn = γ(q
n−1A). (8.15)
Here ξ and η 6= ξpk, ξ−1pk, k ∈ Z, are arbitrary gauge parameters (they are not
related to ξ, η in the difference equation, but we use the same notation). Substi-
tuting (8.12)-(8.14) in (8.11) and applying identity (6.5), we see that the auxiliary
gauge parameters ξ, η drop out completely from the resulting recurrence relation.
Since B(q−n) = 0 for n = 0, the indeterminate R−1 is not involved in (8.11)
for n = 0. We can say that Rn(z; q, p) are generated by the three term recurrence
relation (8.11) for the initial conditions R−1 = 0, R0 = 1. All recurrence coeffi-
cients in (8.11) depend linearly on the variable γ(z), which absorbs z-dependence.
Therefore, Rn(z; q, p) are rational functions of γ(z) with n being the degree of poly-
nomials in γ(z) in the numerator and denominator of Rn. Moreover, the poles of
these functions are located at γ(z) = α1, . . . , αn.
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For a particular choice of one of the parameters and a discretization of the
values of z, the functions Rn(z; q, p) yield elliptic generalizations of Wilson’s finite-
dimensional 9F8 and 10Φ9 rational functions [Wi]. They were derived in [SZ1]
from the theory of self-similar solutions of nonlinear integrable discrete time chains
(for a brief review of the corresponding approach to special functions, see [S1,
S3]). Discrete analogs of equations (8.6), (8.9) valid for the latter finite-dimensional
system of functions were derived in [SZ3] with the help of self-duality. An equation
satisfied by 10Φ9 functions, appearing from Rn(z; q, p) in the p → 0 limit, was
investigated by Rahman and Suslov in [RS1]. The general three term recurrence
relations (8.11) were considered in [Zh] and, in a different form related to RII
continued fractions, in [IM].
The solutions of the generalized eigenvalue problems are known to be biorthogo-
nal to each other; see, e.g., [SZ1, SZ4, Zh] and the references therein. Here we would
like to demonstrate that the elliptic beta integral (1.12) serves as the biorthogonal-
ity measure for solutions of equation (8.9). Consider the scalar product∫
C
∆E(z; t)Ψ(z) (Dη − λDξ) Φ(z)
dz
z
, (8.16)
where ∆E(z; t) is the integrand of (1.12) and Φ(z),Ψ(z) are some complex functions.
The expression (8.16) can be rewritten as∫
C
∆E(z; t)(κη − Vη(z)− Vη(z
−1))Ψ(z)Φ(z)
dz
z
+
∫
C−
∆E(q
−1z; t)Vη(q
−1z)Ψ(q−1z)Φ(z)
dz
z
+
∫
C+
∆E(qz; t)Vη(q
−1z−1)Ψ(qz)Φ(z)
dz
z
− λ{η → ξ}, (8.17)
where {η → ξ} means the preceding expression with η replaced by ξ. The inte-
gration contours C± are obtained from C after the scaling transformations z →
q±1z. Suppose that the poles of ∆E(z; t) and the singularities of the functions
Φ(z),Ψ(q±1z) do not lie in the region swept by the contours C± during their de-
formations to C. Then (8.17) takes the form∫
C
∆E(z; t)Φ(z)
(
DTη − λD
T
ξ
)
Ψ(z)
dz
z
, (8.18)
where the adjoint (or transposed) operator DTξ has the form
DTξ =
∆E(qz; t)
∆E(z; t)
Vξ(q
−1z−1)T +
∆E(q
−1z; t)
∆E(z; t)
Vξ(q
−1z)T−1
− Vξ(z)− Vξ(z
−1) + κξ. (8.19)
Suppose that Φλ(z) is a solution of the equation (Dη − λDξ)Φ(z) = 0 and Ψλ′(z)
solves the conjugate equation
(
DTη − λ
′DTξ
)
Ψ(z) = 0 for some λ′. Both these
functions can be multiplied by arbitrary functions f(z) satisfying the condition of
periodicity on the logarithmic scale, f(qz) = f(z). After the replacement of Φ(z)
and Ψ(z) in (8.16) and (8.18) by Φλ(z) and Ψλ′(z), these expressions become equal
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to zero. In particular, (8.18) yields the relation∫
C
∆E(z; t)Φλ(z)
(
DTη − λD
T
ξ
)
Ψλ′(z)
dz
z
= (λ′ − λ)
∫
C
∆E(z; t)Φλ(z)D
T
ξ Ψλ′(z)
dz
z
= 0, (8.20)
which shows that for λ′ 6= λ the function Φλ(z) is orthogonal to DTξ Ψλ′(z).
We find a function g(z) such that
g−1(z)
(
DTη − λD
T
ξ
)
g(z) = Dη − λDξ.
After substitution of the known expressions for ∆E(qz; t)/∆E(z; t) and the spectral
parameter (see λ in (8.10)), we get the following equation for g(z):
g(qz) =
θ
(
q
t4z
, qµzt4 , Az,
Aµ
q2z ; p
)
θ
(
q2z
t4
, µt4z ,
A
qz ,
Aµz
q ; p
) g(z),
which is solved easily:
g(z) =
Γ( qµzt4 ,
µq
t4z
, Az, Az ; q, p)
Γ( q
2z
t4
, q
2
t4z
, Aµzq ,
Aµ
qz ; q, p)
. (8.21)
Here we have neglected the arbitrary factor f(qz) = f(z), which has already been
mentioned. As a result, we get a direct relation between Φλ(z) and Ψλ(z): Ψλ(z) =
g(z)Φλ(z), where g(z) depends on λ as well.
We denote λn ≡ λ|µ=qn and
gn(z) ≡ g(z)|µ=qn =
θ
(
q2z
t4
, q
2
t4z
; p; q
)
n−1
θ
(
Az, Az ; p; q
)
n−1
.
Substituting Φλn(z) = Rn(z; q, p) in the derived biorthogonality relations, we see
that the functions Rn(z; q, p) are formally orthogonal to DTξ gm(z)Rm(z; q, p) for
n 6= m.
The general considerations of [SZ4, Zh] show that Rn(z; q, p), which are rational
functions of γ(z) with the poles at γ(z) = α1, . . . , αn, are orthogonal to other
rational functions of γ(z), which we denote as Tm(z; q, p), with the poles at γ(z) =
β1, . . . , βn. The choice of αn, βn and the other recurrence coefficients in (8.11)
determine Rn and Tn uniquely, so that permutation of all αn with βn permutes Rn
and Tn. In our case, we see that parameters βn are obtained from αn = γ(q
n/t4)
after the replacement of t4 by pq/A. Equivalently, this replacement converts βn to
αn. An important point is that the weight function ∆E(z, t) is invariant under such
a transformation. Therefore, we can get Tn out of Rn simply by the t4 → pq/A
involution, which yields
Tn(z; q, p) = 12V11
(
At3
q
;
A
t0
,
A
t1
,
A
t2
, t3z,
t3
z
, q−n,
Aqn−1
t4
; q, p
)
, (8.22)
where the dependence on p in the parameters drops out due to the total ellipticity
of this 12V11 series. Comparing with the previous consideration, we see that
DTξ gn(z)Rn(z; q, p) = ρnTn(z; q, p)
for some proportionality constants ρn, which are of no importance for us here.
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Thus, the operator formalism developed above leads to the following formal
biorthogonality relation:∫
C
Tn(z; q, p)Rm(z; q, p)∆E(z, t)
dz
z
= h˜nδnm (8.23)
for some constants h˜n. Suppose that C = T and |tr| < 1, |qp| < |A|. Some poles of
the functions Rn, Tm cancel with zeros of ∆E(z; t). The remaining ones approach
T as the indices n,m increase. Starting with sufficiently high values of n and m,
the contour T stops to satisfy the conditions used in the derivation of (8.18) and
must be deformed. As is shown in Appendix A, (8.23) is true if C separates the
points z = t0,1,2,3p
aqb, t4p
aqb−m, and A−1pa+1qb+1−n, a, b ∈ N, from their partners
with the inverse z → z−1 coordinates.
Relation (8.23) seems to remain true even if we multiply Rn(z; q, p) or Tn(z; q, p)
by an arbitrary function f(z) with the property f(qz) = f(z). However, such
nontrivial f(z) must contain singularities which are crossed over when the contours
C± are deformed to C (otherwise f(z) = const). Therefore, the influence of such
additional factors should be considered more carefully. Moreover, only for very
special f(z) the normalization constants h˜n may admit exact evaluation.
The weight function ∆E(z, t) is symmetric in q and p, whereas neither Rn(z; q, p)
nor Tn(z; q, p) possess such a property. We can try to restore this symmetry using
the freedom in the factor f(z) = f(qz). Take f(z) = Rk(z; p, q), k ∈ N, that is, to
the functions Rn(z; q, p) themselves with the permuted bases q and p. Then, the
product
Rnk(z) ≡ Rn(z; q, p)Rk(z; p, q)
satisfies two generalized eigenvalue problems: (8.6) and the p-difference equation
obtained from it by the permutation of q and p. For (8.6) we should have µ = qn,
and for its partner µ = pk. The function (8.10) does not change under the sub-
stitution µ → pµ. Therefore, the choice µ = qnpk, n, k ∈ N, gives “the spectrum”
for both generalized eigenvalue problems. The first factor of Rnk(z) is a rational
function of γ(z; p) (we indicate the dependence on the base p explicitly), but the
second is rational in γ(z; q). Therefore, for generic q, p it is necessary to view the
functions Rnk(z) not as rational functions of some variable but as meromorphic
functions of z.
In the same way, the series termination condition t6 = q
−n in (8.5) may be
replaced by t6 = q
−np−k, which terminates simultaneously the 12V11 series for
Rk(z; p, q). The property of the total ellipticity of the balanced r+1Vr(t0; t1, . . . ,
tr−4; q, p) series plays a crucial role at this place: any parameter t1, . . . , tr−5 may
be multiplied by an arbitrary integer power of p without changes (note that the
parameter t0 plays a distinguished role and the series are invariant under the trans-
formation t0 → p
2t0).
As a result of the doubling of eigenvalue problems, the functions Rnk(z) turn out
to satisfy a quite unusual biorthogonality relation (A.13) characteristic of functions
of two independent variables, which was announced in [S4]. A rigorous consideration
of all these biorthogonalities associated with the function Rn(z; q, p) with complete
proofs is given in Appendix A.
In fact, there is a deeper relationship between the structure of the elliptic beta
integral (1.12) and the biorthogonal functions Rn(z; q, p), Tn(z; q, p) and the solu-
tions of equation (8.6) than it is indicated in this section. We hope to address this
34 V.P. SPIRIDONOV
later on. As far as the multivariable generalizations are concerned, there are some
multidimensional analogs of equation (8.6) for the solutions of which the multiple
elliptic beta integrals on root systems described in this paper may serve as biorthog-
onality measures. However, their consideration lies beyond the scope of the present
work.
Appendix A. Proof of a biorthogonality relation
We define a pair of functions of z ∈ C as products of two terminating 12V11
very-well-poised balanced theta hypergeometric series with the argument x = 1
and different modular parameters:
Rnm(z) = 12V11
(
t3
t4
;
q
t0t4
,
q
t1t4
,
q
t2t4
, t3z,
t3
z
, q−n,
Aqn−1
t4
; q, p
)
× 12V11
(
t3
t4
;
p
t0t4
,
p
t1t4
,
p
t2t4
, t3z,
t3
z
, p−m,
Apm−1
t4
; p, q
)
, (A.1)
Tnm(z) = 12V11
(
At3
q
;
A
t0
,
A
t1
,
A
t2
, t3z,
t3
z
, q−n,
Aqn−1
t4
; q, p
)
× 12V11
(
At3
p
;
A
t0
,
A
t1
,
A
t2
, t3z,
t3
z
, p−m,
Apm−1
t4
; p, q
)
, (A.2)
where n,m ∈ N. Obviously, these functions are symmetric with respect to the
permutation of p and q. The balancing conditions are used already in these series
in order to express one of the parameters in terms of the others.
For m 6= 0 and the fixed parameters q, tr, r = 0, . . . , 4, the limit as p → 0
is not well defined for Rnm(z) and Tnm(z). The reason for this comes from the
quasiperiodicity of θ(z; p) because the limits z → 0 or z → ∞ are not defined for
it.
Now, we consider the following integral:
Jmn,kl ≡
∫
Cmn,kl
Tnl(z)Rmk(z)∆E(z, t)
dz
z
, (A.3)
where ∆E(z, t) denotes the weight function (1.13) and Cmn,kl is some contour of
integration. We want to show that a particular choice of Cmn,kl (to be specified
below) leads to the formula
Jmn,kl = hnlδmnδkl, (A.4)
where hnl are some normalization constants.
An elliptic extension of the Bailey transformation for the 10Φ9 series, which was
derived by Frenkel and Turaev in [FT], has the following form (an alternative proof
of it was given in [S6]):
12V11(t0; t1, . . . , t7; q, p) =
θ(qt0, qs0/t4, qs0/t5, qt0/t4t5; p; q)N
θ(qs0, qt0/t4, qt0/t5, qs0/t4t5; p; q)N
×12V11(s0; s1, . . . , s7; q, p), (A.5)
where
∏7
m=1 tm = t
3
0q
2, t6 = q
−N , N ∈ N,
s0 =
qt20
t1t2t3
, s1 =
s0t1
t0
, s2 =
s0t2
t0
, s3 =
s0t3
t0
, (A.6)
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and s4, s5, s6, s7 form an arbitrary permutation of t4, t5, t6, t7. Using this identity,
we can rewrite the functions Rmk(z) as follows
Rmk(z) = κm(p; q)κk(q; p)
× 12V11
(
t0
t4
;
q
t1t4
,
q
t2t4
,
q
t3t4
, t0z,
t0
z
, q−m,
Aqm−1
t4
; q, p
)
× 12V11
(
t0
t4
;
p
t1t4
,
p
t2t4
,
p
t3t4
, t0z,
t0
z
, p−k,
Apk−1
t4
; p, q
)
, (A.7)
where
κm(p; q) =
θ(qt3/t4, t0t1, t0t2, A/qt0; p; q)m
θ(qt0/t4, t1t3, t2t3, A/qt3; p; q)m
.
Substituting the explicit series expressions (A.2) and (A.7) in the definition of
Jmn,kl (A.3) yields
Jmn,kl = κm(p; q)κk(q; p)
n∑
r=0
l∑
r′=0
m∑
s=0
k∑
s′=0
qr+spr
′+s′
×
θ(At3q
2r−1, t0q
2s/t4; p)
θ(At3/q, t0/t4; p)
θ(At3p
2r′−1, t0p
2s′/t4; q)
θ(At3/p, t0/t4; q)
×
θ(At3/q,A/t0, A/t1, A/t2, q
−n, Aqn−1/t4; p; q)r
θ(q, t0t3, t1t3, t2t3, At3qn, t3t4q1−n; p; q)r
×
θ(At3/p,A/t0, A/t1, A/t2, p
−l, Apl−1/t4; q; p)r′
θ(p, t0t3, t1t3, t2t3, At3pl, t3t4p1−l; q; p)r′
×
θ(t0/t4, q/t1t4, q/t2t4, q/t3t4, q
−m, Aqm−1/t4; p; q)s
θ(q, t0t1, t0t2, t0t3, t0qm+1/t4, t0q2−m/A; p; q)s
×
θ(t0/t4, p/t1t4, p/t2t4, p/t3t4, p
−k, Apk−1/t4; q; p)s′
θ(p, t0t1, t0t2, t0t3, t0pk+1/t4, t0p2−k/A; q; p)s′
Irs,r′s′ ,
where
Irs,r′s′ =
∫
Cmn,kl
∆E(z, t)
θ(zt3, z
−1t3; p; q)r
θ(zA, z−1A; p; q)r
θ(zt0, z
−1t0; p; q)s
θ(zqt−14 , z
−1qt−14 ; p; q)s
×
θ(zt3, z
−1t3; q; p)r′
θ(zA, z−1A; q; p)r′
θ(zt0, z
−1t0; q; p)s′
θ(zpt−14 , z
−1pt−14 ; q; p)s′
dz
z
. (A.8)
We introduce the notation
t˜0 = t0q
sps
′
, t˜1 = t1, t˜2 = t2, t˜3 = t3q
rpr
′
, t˜4 = t4q
−sp−s
′
,
so that
A˜ =
4∏
m=0
t˜m = Aq
rpr
′
.
Then, using the transformation property
θ(z; p; q)l = (−z)
lql(l−1)/2θ(z−1q−l+1; p; q)l =
(−z)lql(l−1)/2
θ(qz−1; p; q)−l
,
we can rewrite the integral (A.8) in the form
Irs,r′s′ =
(
t0t4
pq
)2ss′ (
t3
A
)2rr′
t
2(s+s′)
4
qs(s+1)ps′(s′+1)
∫
Cmn,kl
∆E(z, t˜)
dz
z
. (A.9)
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But the integral on the right-hand side of (A.9) coincides with the elliptic beta
integral (1.12), provided we identify Cmn,kl = T and impose the constraints |t˜m| <
1, |pq| < |A˜|. However, the values of the integers r, s, r′, s′ ∈ N are not limited;
starting with their sufficiently large values, we shall have either |A˜| = |qrpr
′
A| < |pq|
or |t˜4| = |q−sp−s
′
t4| > 1. Now is the moment to specify the contour Cmn,kl. We
choose it in such a way that formula (1.12) remains applicable. More precisely, let
Cmn,kl be a deformation of T such that it separates the poles at z = t0,1,2,3p
aqb,
t4p
a−kqb−m, and A−1pa+1−lqb+1−n, a, b ∈ N, that lie inside Cmn,kl and converge to
zero, from the poles diverging to infinity, which are obtained from the poles inside
Cmn,kl by the inversion transformation z → z−1. The subscripts m,n, k, l in the
notation for such a contour indicate that, evidently, the shape of Cnm,kl depends
on the indices of the functions Tnl(z), Rmk(z).
For such a contour Cmn,kl, we have
Irs,r′s′ =
(
t0t4
pq
)2ss′ (
t3
A
)2rr′
t
2(s+s′)
4
qs(s+1)ps′(s′+1)
NE (˜t)
= NE(t)
θ(t1t3, t2t3, t3t4; p; q)r
θ(A/t0, A/t1, A/t2; p; q)r
×
θ(t0t3; p; q)r+s
θ(A/t4; p; q)r+s
θ(t0t1, t0t2, q
1−rt0/A; p; q)s
θ(q/t1t4, q/t2t4, q1−r/t3t4; p; q)s
×
θ(t1t3, t2t3, t3t4; q; p)r′
θ(A/t0, A/t1, A/t2; q; p)r′
×
θ(t0t3; q; p)r′+s′
θ(A/t4; q; p)r′+s′
θ(t0t1, t0t2, p
1−r′t0/A; q; p)s′
θ(p/t1t4, p/t2t4, p1−r
′/t3t4; q; p)s′
,
where the function NE(t) is fixed in (1.14).
As a result of these manipulations, the quantity Jmn,kl splits into a product
of two double series each depending only on the indices m,n and k, l separately.
After an application of the relation (a; p; q)r+s = (aq
r; p; q)s(a; p; q)r and various
simplifications, we can write
Jmn,kl = NE(t)Jmn(p; q)Jkl(q; p),
where
Jmn(p; q) = κm(p; q)
n∑
r=0
qr
θ(At3q
2r−1; p)
θ(At3/q; p)
θ(At3/q, q
−n, Aqn−1/t4, t3t4; p; q)r
θ(q, At3qn, t3t4q1−n, A/t4; p; q)r
×10V9
(
t0
t4
;
q
t3t4
, t0t3q
r,
q1−rt0
A
,
Aqm−1
t4
, q−m; q, p
)
. (A.10)
The constraint t2t3 = qt0 imposed upon relation (A.5) converts the 12V11-series
on its left-hand side into a terminating 10V9 series, whereas on the right-hand side
only the first term of the corresponding 12V11-series survives. As a result, we get the
Frenkel-Turaev sum, or an elliptic generalization of the Jackson sum for terminating
very-well-poised balanced 8Φ7-series:
10V9(t0; t1, t4, t5, t6, t7; q, p)
=
θ(qt0, qt0/t1t4, qt0/t1t5, qt0/t4t5; p; q)N
θ(qt0/t1t4t5, qt0/t1, qt0/t4, qt0/t5; p; q)N
, (A.11)
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where t1t4t5t6t7 = qt
2
0 and t6 = q
−N , N ∈ N. Application of this sum to the 10V9
series in (A.10) yields
10V9(. . .) =
θ(qt0/t4, t1t2, At3q
r−1, q−r; p; q)m
θ(t0t3, A/qt0, Aqr/t4, q1−r/t3t4; p; q)m
.
Clearly, this expression vanishes for m > r. This means that Jmn = 0 for m > n.
For m ≤ n, we get
Jmn(p; q) = κm(p; q)
θ(At3; p; q)2m
θ(A/t4; p; q)2m
θ(Aqn−1/t4, qt0/t4, t1t2, q
−n; p; q)m
θ(t3t4q1−n, t0t3, A/qt0, At3qn; p; q)m
×(t3t4)
m
8V7(At3q
2m−1; t3t4, Aq
n+m−1/t4, q
m−n; q, p).
Applying the summation formula (A.11) to the latter 8V7 series, we get
8V7(. . .) =
θ(At3q
2m, qm−n+1, Aqm+n/t4, qt3t4; p; q)n−m
θ(q, Aq2m/t4, t3t4qm−n+1, At3qm+n; p; q)n−m
,
which is equal to zero for n > m due to the factor θ(qm−n+1; p; q)n−m. As a result,
Jmn(p; q) = hn(p; q)δmn, where the normalization constants have the form
hn(p; q) =
θ(A/qt4; p)θ(q, qt3/t4, t0t1, t0t2, t1t2, At3; p; q)nq
−n
θ(Aq2n−1/t4; p)θ(1/t3t4, t0t3, t1t3, t2t3, A/qt3, A/qt4; p; q)n
. (A.12)
The fact that Jmn = 0 for n 6= m provides the desired biorthogonality relation
(A.4). We summarize the result obtained in the form of the theorem that was
announced in [S4] (it is necessary to apply the series notation introduced in [S5, S6]
and permute the parameters t3 and t4 in [S4] in order to match with the current
presentation).
Theorem 9. Let tm, ∆E(z, t), NE(t) be the same as in Theorem 1. Let Cmn,kl de-
note a positively oriented contour separating the points z = {t0,1,2,3p
aqb, t4p
a−kqb−m,
A−1pa+1−lqb+1−n}a,b∈N from the points with the inverse (z → z−1) coordinates.
Then Rmk(z) and Tnl(z) satisfy the following biorthogonality relation∫
Cmn,kl
Tnl(z)Rmk(z)∆E(z, t)
dz
z
= hnlNE(t)δmnδkl, (A.13)
where hnl are the normalization constants,
hnl =
θ(A/qt4; p)θ(q, qt3/t4, t0t1, t0t2, t1t2, At3; p; q)nq
−n
θ(Aq2n/qt4; p)θ(1/t3t4, t0t3, t1t3, t2t3, A/qt3, A/qt4; p; q)n
×
θ(A/pt4; q)θ(p, pt3/t4, t0t1, t0t2, t1t2, At3; q; p)lp
−l
θ(Ap2l/pt4; q)θ(1/t3t4, t0t3, t1t3, t2t3, A/pt3, A/pt4; q; p)l
. (A.14)
As is clear from (8.5) and (8.22), we have Rm(z; q, p) = Rm0(z) and Tn(z; q, p) =
Tn0(z). These functions Rm, Tn are equal to 12V11 elliptic hypergeometric series
with particular choices of the parameters.
Corollary 10. The functions Rm(z; q, p) and Tn(z; q, p) satisfy the following bior-
thogonality condition∫
Cmn
Tn(z; q, p)Rm(z; q, p)∆E(z, t)
dz
z
= hnNE(t)δmn, (A.15)
where the constants hn are fixed in (A.12) and the contour Cmn encircles the poles
of the integrand located at z = {t0,1,2,3qapb, t4paqb−m, A−1pa+1qb+1−n}a,b∈N and
separates them from the poles with inverse z → z−1 coordinates.
38 V.P. SPIRIDONOV
The biorthogonal rational functions Rm(z; q, p) and Tn(z; q, p) describe elliptic
generalizations of the Rahman set of continuous 10Φ9 functions [R1] to which they
are reduced in the limit as p → 0. Accordingly, in this limit, formula (A.15) is
reduced to the Rahman biorthogonality condition.
Appendix B. Integral representations for 12E11 series
Here we derive an integral representation for the product of two terminating
12E11 (more precisely, 12V11) series with some particular choice of parameters. For
this, we apply an elliptic generalization of the technique used in [R1] for the deriva-
tion of the contour integral representation for a terminating 10Φ9 series.
Theorem 11. Suppose that five parameters tk, k = 0, . . . , 4, satisfy the condi-
tions of Theorem 1. Denote by m,n two positive integers and by Cmn a positively
oriented contour such that for all a, b ∈ N it separates the points z = {tkpaqb,
A−1qb+1−mpa+1−n} from their partners with the inverse coordinates (z → z−1).
Under these conditions, the following integral representation for the product of two
12V11 terminating very-well-poised balanced theta hypergeometric series at x = 1
holds true:
12V11
(
At0
q
;α, t0t1, t0t2, t0t3, t0t4, q
−m,
A2qm−1
α
; q, p
)
×12V11
(
At0
p
;β, t0t1, t0t2, t0t3, t0t4, p
−n,
A2pn−1
β
; p, q
)
=
1
NE(t)
θ(At0,
A
t0
; p; q)mθ(At0,
A
t0
; q; p)n
θ( Aαt0 ,
At0
α ; p; q)mθ(
A
βt0
, At0β ; q; p)n
×
∫
Cmn
∆E(z, t)
θ(Azα ,
A
αz ; p; q)mθ(
Az
β ,
A
βz ; q; p)n
θ(Az, Az ; p; q)mθ(Az,
A
z ; q; p)n
dz
z
, (B.1)
where α and β are arbitrary complex parameters.
Proof. Under the conditions imposed upon the parameters in the formulation of
this theorem, the following relations are true:∫
Cij
∆E(z, t)
θ(zt0, z
−1t0; p; q)iθ(zt0, z
−1t0; q; p)j
θ(zA, z−1A; p; q)iθ(zA, z−1A; q; p)j
dz
z
=
(
t0
A
)2ij
NE(t0q
ipj , t1, . . . , t4)
=
θ(t0t1, . . . , t0t4; p; q)iθ(t0t1, . . . , t0t4; q; p)j
θ(A/t1, . . . , A/t4; p; q)iθ(A/t1, . . . , A/t4; q; p)j
NE(t). (B.2)
We multiply (B.2) by the factor
qi
θ(At0q
2i−1; p)
θ(At0/q; p)
θ(At0/q, α, q
−m, A2qm−1/α; p; q)i
θ(q, At0/α,At0qm, αq1−mt0/A; p; q)i
×pj
θ(At0p
2j−1; q)
θ(At0/p; q)
θ(At0/p, β, p
−n, A2pn−1/β; q; p)j
θ(p,At0/β,At0pn, βp1−nt0/A; q; p)j
,
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where α and β are arbitrary complex parameters, and sum over i from 0 to m and
over j from 0 to n. As a result, we get the relation∫
Cmn
∆E(z, t) 10V9(At0/q; t0z, t0z
−1, α, q−m, A2qm−1/α; q, p)
× 10V9(At0/p; t0z, t0z
−1, β, p−n, A2pn−1/α; p, q)
dz
z
= 12V11(At0/q;α, q
−m, A2qm−1/α, t0t1, . . . , t0t4; q, p)
× 12V11(At0/p;β, p
−n, A2pn−1/β, t0t1, . . . , t0t4; p, q)NE(t).
Application of the Frenkel-Turaev sum to the 10V9 series standing under the integral
sign leads to (B.1). 
For n = 0 we get an integral representation of a single terminating 12V11 series,
which can be reduced further to the 10Φ9 q-series level [R1] by letting p → 0.
However, for n 6= 0 the limit as p→ 0 is not well defined, and formula (B.1) exists
only at the elliptic level.
References
AAR. G.E. Andrews, R. Askey, and R. Roy, Special Functions, Encyclopedia of Math. Appl.
71, Cambridge Univ. Press, Cambridge, 1999.
As. R. Askey, Beta integrals in Ramanujan’s papers, his unpublished work and further exam-
ples, Ramanujan Revisited, Academic Press, Boston, 1988, pp. 561–590.
AW. R. Askey and J. Wilson, Some basic hypergeometric orthogonal polynomials that gener-
alize Jacobi polynomials, Mem. Amer. Math. Soc. 54 (1985), no 319.
Ba1. E.W. Barnes, On the theory of the multiple gamma function, Trans. Cambridge Phil.
Soc. 19 (1904), 374–425.
Ba2. , The linear difference equation of the first order, Proc. London Math. Soc. (2),
2 (1905), 438–469.
Bax. R.J. Baxter, Partition function of the eight-vertex lattice model, Ann. Phys. (NY) 70
(1972), 193–228.
EMOT. A. Erde´lyi, W. Magnus, F. Oberhettinger, and F.G. Tricomi, Higher Transcendental
Functions, Vols. I, II, III, McGraw-Hill, New York, 1953.
D-O1. E. Date, M. Jimbo, A. Kuniba, T. Miwa, and M. Okado, Exactly solvable SOS models:
local height probabilities and theta function identities, Nucl. Phys. B 290 (1987), 231–273.
D-O2. , Exactly solvable SOS models, II: Proof of the star-triangle relation and com-
binatorial identities, Conformal Field Theory and Lattice Models, Advanced Studies in
Pure Math. 16 (1988), 17–122.
DG. R.Y. Denis and R.A. Gustafson, An SU(n) q-beta integral transformation and multiple
hypergeometric series identities, SIAM J. Math. Anal. 23 (1992), 552–561.
DS1. J.F. van Diejen and V.P. Spiridonov, An elliptic Macdonald-Morris conjecture and mul-
tiple modular hypergeometric sums, Math. Res. Letters 7 (2000), 729–746.
DS2. , Elliptic Selberg integrals, Internat. Math. Res. Notices, no. 20 (2001), 1083–1110.
DS3. , Modular hypergeometric residue sums of elliptic Selberg integrals, Lett. Math.
Phys. 58 (2001), 223–238.
DS4. , Elliptic beta integrals and modular hypergeometric sums: an overview, Rocky
Mountain J. Math. 32(2) (2002), 639–656.
EZ. M. Eichler and D. Zagier, The Theory of Jacobi Forms, Progress in Math. 55, Birkha¨user,
Boston, 1985.
F. L.D. Faddeev, Discrete Heisenberg-Weyl group and modular group, Lett. Math. Phys. 34
(1995), 249–254; Modular double of a quantum group, Conf. Moshe´ Flato 1999, vol. I,
Math. Phys. Stud. 21, Kluwer, Dordrecht, 2000, pp. 149-156.
FV. G. Felder and A. Varchenko, The elliptic gamma function and SL(3,Z)⋉Z3, Adv. Math.
156 (2000), 44–76.
40 V.P. SPIRIDONOV
FT. I.B. Frenkel and V.G. Turaev, Elliptic solutions of the Yang-Baxter equation and mod-
ular hypergeometric functions, The Arnold-Gelfand Mathematical Seminars, Birkha¨user,
Boston, 1997, pp. 171–204.
GR. G. Gasper and M. Rahman, Basic Hypergeometric Series, Encyclopedia of Math. Appl.
35, Cambridge Univ. Press, Cambridge, 1990.
GGR. I.M. Gelfand, M.I. Graev, and V.S. Retakh, General hypergeometric systems of equations
and series of hypergeometric type, Russ. Math. Surveys 47 (1992), 3–82 (in Russian).
GM. D.P. Gupta and D.R. Masson, Contiguous relations, continued fractions and orthogonal-
ity, Trans. Amer. Math. Soc. 350 (1998), 769–808.
G1. R.A. Gustafson, Some q-beta and Mellin-Barnes integrals with many parameters associ-
ated to the classical groups, SIAM J. Math. Anal. 23 (1992), 525–551.
G2. , Some q-beta integrals on SU(n) and Sp(n) that generalize the Askey-Wilson and
Nassrallah-Rahman integrals, SIAM J. Math. Anal. 25 (1994), 441–449.
GK. R.A. Gustafson and C. Krattenthaler, Determinant evaluations and U(n) extensions of
Heine’s 2Φ1-transformations, Special Functions, q-Series and Related Topics, Fields Inst.
Commun. 14, Amer. Math. Soc., RI, 1997, pp. 83–89.
GuR. R.A. Gustafson and M.A. Rakha, q-Beta integrals and multivariate basic hypergeometric
series associated to root systems of type Am, Ann. Comb. 4 (2000), 347–373.
HBL. W.J. Holman III, L.C. Biedenharn, and J.D. Louck, On hypergeometric series well-poised
in SU(n), SIAM J. Math. Anal. 7 (1976), 529–541.
IM. M.E.H. Ismail and D.R. Masson, Generalized orthogonality and continued fractions, J.
Approx. Theory 83 (1995), 1–40.
IR. M.E.H. Ismail and M. Rahman, The associated Askey-Wilson polynomials, Trans. Amer.
Math. Soc. 328 (1991), 201–237.
J. F.H. Jackson, The basic gamma-function and the elliptic functions, Proc. Roy. Soc. Lon-
don A76 (1905), 127–144.
JM. M. Jimbo and T. Miwa, Quantum KZ equation with |q| = 1 and correlation functions of
the XXZ model in the gapless regime, J. Phys. A: Math. Gen. 29 (1996), 2923–2958.
KLS. S. Kharchev, D. Lebedev, and M. Semenov-Tian-Shansky, Unitary representations of
Uq(sl(2,R)), the modular double and the multiparticle q-deformed Toda chains, Commun.
Math. Phys. 225 (2002), 573–609.
K. T.H. Koornwinder, Askey-Wilson polynomials for root systems of type BC, Contemp.
Math. 138 (1992), 189–204.
Kr. C. Krattenthaler, The major counting of nonintersecting lattice paths and generating
functions for tableaux, Mem. Amer. Math. Soc. 115 (1995), no. 552.
M. I.G. Macdonald, Constant term identities, orthogonal polynomials, and affine Hecke al-
gebras, Doc. Math. (1998), DMV Extra Volume ICM I, pp. 303–317.
Mi1. S.C. Milne, The multidimensional 1Ψ1 sum and Macdonald identities for A
(1)
l
, Theta
Functions Bowdoin 1987, Proc. Symp. Pure Math. 49 (part 2), Amer. Math. Soc., Prov-
idence, RI, 1989, pp. 323–359.
Mi2. , Infinite families of exact sums of squares formulas, Jacobi elliptic functions,
continued fractions, and Schur functions, Ramanujan J. 6 (2002), 7–149.
ML. S.C. Milne and G.M. Lilly, Consequences of the Al and Cl Bailey transform and Bailey
lemma, Discr. Math. 139 (1995), 319–346.
NR. B. Nassrallah and M. Rahman, Projection formulas, a reproducing kernel and a gener-
ating function for q-Wilson polynomials, SIAM J. Math. Anal. 16 (1985), 186–197.
NU. M. Nishizawa and K. Ueno, Integral solutions of hypergeometric q-difference systems with
|q| = 1, Physics and Combinatorics (Nagoya, 1999), World Scientific, River Edge, 2001,
pp. 273–286.
R1. M. Rahman, An integral representation of a 10φ9 and continuous bi-orthogonal 10φ9
rational functions, Can. J. Math. 38 (1986), 605–618.
R2. , Biorthogonality of a system of rational functions with respect to a positive mea-
sure on [−1, 1], SIAM J. Math. Anal. 22 (1991), 1430–1441.
RS1. M. Rahman and S.K. Suslov, Classical biorthogonal rational functions, Lecture Notes in
Math. 1550, Springer-Verlag, Berlin, 1993, pp. 131–146.
RS2. , The Pearson equation and the beta integrals, SIAM J. Math. Anal. 25 (1994),
646–693.
THETA HYPERGEOMETRIC INTEGRALS 41
Ro1. H. Rosengren, A proof of a multivariable elliptic summation formula conjectured by War-
naar, Contemp. Math. 291 (2001), 193–202.
Ro2. , Elliptic hypergeometric series on root systems, Adv. Math., to appear.
Ru1. S.N.M. Ruijsenaars, First order analytic difference equations and integrable quantum
systems, J. Math. Phys. 38 (1997), 1069–1146.
Ru2. , Generalized hypergeometric function satisfying four analytic difference equations
of Askey-Wilson type, Commun. Math. Phys. 206 (1999), 639–690.
Sc1. M. Schlosser, Summation theorems for multidimensional basic hypergeometric series by
determinant evaluations, Discrete Math. 210 (2000), 151–169.
Sc2. , A nonterminating 8φ7 summation for the root system Cr , J. Comput. Appl.
Math., to appear.
Sl. L.J. Slater, Generalized Hypergeometric Functions, Cambridge Univ. Press, Cambridge,
1966.
S1. V.P. Spiridonov, Solitons and Coulomb plasmas, similarity reductions and special func-
tions, Proc. International Workshop Special Functions (Hong Kong, China, June 21-25,
1999), World Scientific, 2000, pp. 324–338.
S2. , An elliptic beta integral, Proc. Fifth International Conference on Difference Equa-
tions and Applications (Temuco, Chile, January 3–7, 2000), Taylor and Francis, London,
2001, pp. 273–282; On the elliptic beta function, Russ. Math. Surveys 56 (1) (2001),
185–186.
S3. , The factorization method, self-similar potentials and quantum algebras, Proc.
NATO ASI Special Functions-2000: Current Perspective and Future Directions (Tempe,
USA, May 29-June 9, 2000), Kluwer, Dordrecht, 2001, pp. 335–364.
S4. , Elliptic beta integrals and special functions of hypergeometric type, Proc. NATO
ARW Integrable Structures of Exactly Solvable Two-Dimensional Models of Quantum
Field Theory (Kiev, Ukraine, September 25–30, 2000), Kluwer, Dordrecht, 2001, pp.
305–313.
S5. , Theta hypergeometric series, Proc. NATO ASI Asymptotic Combinatorics with
Applications to Mathematical Physics (St. Petersburg, Russia, July 9–23, 2001), Kluwer,
Dordrecht, 2002, pp. 307-327.
S6. , An elliptic incarnation of the Bailey chain, Internat. Math. Res. Notices, no. 37
(2002), 1945–1977.
S7. , Modularity and total ellipticity of some multiple series of hypergeometric type,
Theor. Math. Phys. 135 (2003), 462–477 (in Russian).
SZ1. V.P. Spiridonov and A.S. Zhedanov, Spectral transformation chains and some new
biorthogonal rational functions, Commun. Math. Phys. 210 (2000), 49–83.
SZ2. , Classical biorthogonal rational functions on elliptic grids, C. R. Math. Rep.
Acad. Sci. Canada 22 (2) (2000), 70–76.
SZ3. , Generalized eigenvalue problem and a new family of rational functions biorthog-
onal on elliptic grids, Proc. NATO ASI Special Functions-2000: Current Perspective and
Future Directions (Tempe, USA, May 29–June 9, 2000), Kluwer, Dordrecht, 2001, pp.
365–388.
SZ4. , To the theory of biorthogonal rational functions, RIMS Kokyuroku 1302 (2003),
172–192.
TV. V. Tarasov and A. Varchenko, Geometry of q-hypergeometric functions, quantum affine
algebras and elliptic quantum groups, Aste´risque 246 (1997), 1–135.
Wa. S.O. Warnaar, Summation and transformation formulas for elliptic hypergeometric se-
ries, Constr. Approx. 18 (2002), 479–502.
WW. E.T. Whittaker and G.N. Watson, A Course of Modern Analysis, Cambridge Univ. Press,
Cambridge, 1986.
Wi. J.A. Wilson, Hypergeometric Series, Recurrence Relations and Some New Orthogonal
Functions, Ph. D. thesis, Univ. of Wisconsin, Madison, WI, 1978; Orthogonal functions
from Gram determinants, SIAM J. Math. Anal. 22 (1991), 1147–1155.
Zh. A.S. Zhedanov, Biorthogonal rational functions and the generalized eigenvalue problem,
J. Approx. Theory 101 (1999), 303–329.
Bogoliubov Laboratory of Theoretical Physics, Joint Institute for Nuclear Re-
search, Dubna, Moscow Region 141980, Russia.
