A FAST FOURIER TRANSFORM TECHNIQUE AND ITS APPLICATION TO FOURIER SPECTROSCOPY (I)
The problem of computing Fourier transforms on digital computers is of great concern to many people, especially those involved in Fourier Spectroscopy [I- 31. An efficient method developed by J. W. Cooley and J. W. Tukey [4] for the computation of complex Fourier transforms on digital computers and its application to Fourier spectroscopy is discussed.
The time of computation is proportional to N log, N, N being the number of input and output points.
In 1958, 1. J. Good [5] developed a technique for computing Fourier transforms based on an interaction algorithm for tn factorial experiments ; however, this method remained obscured to the view of optical physicists, radio astronomers, et al, due to the choice of journal. Recently, Cooley and Tukey have presented an interpretation of Good's methods ; however, the frequency components come out in a jumbled (binary bit inverted) order. More recently, at a seminar given by T. G. Stockham, Jr., and C . M. Rader of M. I. T., this method was brought to my attention with a technique for obtaining frequency components in the correct order.
This letter is meant to bring these computational techniques to the attention of those working in Fourier optics. This technique can also be used in order to obtain more output points per spectral resolution element if one starts with less points than the maximum number allowed by the program. If Ax cm is the sampling interval of the points of the interferogram, the frequency interval between adjacent points in the spectrum will be which in the symmetric case is equivalent to the resolution of the unapodized record. When A x is near the sampling theory limit, all the output points will contain useful spectral information. However, in this case one obtains one output point per resolution element, and spectral interpolation techniques discussed by Filler [6] should be applied to obtain a better picture of the spectrum. If one oversamples the data, the efficiency of the technique is decreased as several frequency components will be outside of the optical region of interest.
The final transform will have a real and imaginary part. If one has a symmetric interferogram, or forces an asymmetric interferogram to be symmetric by the technique developed by Forman, Steel and Vanasse [7] , the real part of the transform is the desired spectrum, the imaginary part being the Hilbert transform. In this case, the zero retardation point should be divided by two. For the asymmetric case, one need only compute the magnitude spectrum ; however, the phase of the frequency components at the center of the interferogram cannot be computed if the interferogram is treated as a unit as the shift theorem will be invoked. The phase information is recoverable if the interferogram is split into two parts and placed in core storage as depicted in figure 1 (2) . This is due to the fact that for a specific harmonic o , , the first point is multiplied by the sine or cosine of zero degree, the second and N-th points are multiplied by the sine and cosine of plus and minus 2 za, Ax respectively, etc. programs capable of transforming 4 096 or 8 192 input points respectively, the latter being about 50 percent slower. This restriction on points is due to the fact that complex arithmetic requires twice as much storage as normal arithmetic and most computers have 32 777 storage registers of which 28 000 may be available for data storage. This poses a slight limitation on the method ; however, by using mathe- matical filtering techniques suggested by Connes and Nozal [8] , and suitably selecting the bandwidth of the filters, interferograms with more points than shown above can be reduced in spectral sections.
Results. - The fast transform was programmed for an IBM 7044 at AFCRL, Lexington, Massachusetts and the time of actual transformation was compared to a conventional transform program using Chebeshov Polynomial approximations for the sine and cosine terms. Provided one samples efficiently, the gains in computation time of the actual Fourier transform by the fast transform method increase as N increases. Table 1 gives the time of N input and N output points by both methods. Round-off error is less in the Cooley-Tukey method, as there are far less multiplications and additions. 
