To Alan Weinstein on his 70th birthday, with admiration.
Introduction and main results
In his work in celestial mechanics [Po93] Poincaré showed the study of the dynamics of certain cases of the restricted 3-Body Problem may be reduced to investigating area--preserving maps (see Le Calvez [Le91] and Mather [Ma86] for an introduction to area--preserving maps). He concluded that there is no reasonable way to solve the problem explicitly in the sense of finding formulae for the trajectories. New insights appear regularly (eg. Albers et al. [AFFHO12] , Bruno [Br94] , Galante et al. [GK11] , and Weinstein [We86] ). Instead of aiming at finding the trajectories, in dynamical systems one aims at describing their analytical and topological behavior. Of a particular interest are the constant ones, i.e., the fixed points.
The development of the modern field of dynamical systems was markedly influenced by Poincaré's work in mechanics, which led him to state (1912) the Poincaré-Birkhoff Theorem [Po12, Bi13] . It was proved in full by Birkhoff in 1925. The result says that an area-preserving periodic twist map F : S → S of S := R × [−1, 1] has two geometrically distinct fixed points. For the purpose of our article, its most useful proof follows Chaperon's viewpoint [Ch84, Ch84b, Ch89] and the so called theory of "generating functions". Generalizations including a number of new ideas have been obtained by several authors, eg. see Carter [Ca82] , Ding [Di83] , Franks [Fr88, Fr88b, Fr06] , Le Calvez-Wang [Le10] , Neumann [Ne77] , and Jacobowitz [Ja76, Ja77] . Arnol'd realized that its generalization to higher dimensions concerned symplectic maps and formulated the Arnol'd Conjecture [Ar78] (see also Hofer et. al [HZ94] and Zehnder [Ze86] ).
The theme of our article is randomness. We explore a parallel generalization of the Poincaré-Birkhoff Theorem to twist maps that are random with respect to a given probability measure. While random dynamics has been explored quite throughly, eg. Brownian motions [Ei56, Ne67] , the implications of the area-preservation assumption remain relatively unknown.
1.1. Set up. The natural setting to study area-preserving dynamics is a probability space, that is, a quadruple:Ω := (Ω, F, P, τ ).
(1.1)
Here Ω is a separable metric space, F is the Borel sigma-algebra on Ω, τ : R × Ω → Ω is a continuous R-action, and P is a τ -invariant ergodic probability measure on (Ω, F). Denote τ a := τ (a, ·) : Ω → Ω. In addition, we assume:
(i) P-positivity: if U ∈ F is a nonempty open set, then P(U ) > 0.
(ii) P-preservation by τ : P(τ a A) = P(A) for every a ∈ R, and every A ∈ F.
(iii) Ergodicity: for every A ∈ F, if τ a A = A for all a ∈ R, then P(A) = 1 or P(A) = 0. If (i), (ii), and (iii) hold we say that P is a τ -invariant ergodic probability measure. For instance, take a smooth manifold Ω which admits a smooth global flow φ : R × Ω → Ω with an ergodic invariant probability measure P that is positive on nonempty open subsets of Ω (it is non-trivial to find φ with these properties), F the Borel sigma-algebra of Ω, and τ a := φ(a, ·).
1.2.
Definitions. In what follows, letΩ be a probability space as in (1.1). LetF : Ω × [−1, 1] → S be a measurable map with respect to the product measure of P and the Lebesgue measure on [−1, 1]. WriteF (ω, p) = (Q(ω, p),P (ω, p)) and suppose that F : S × Ω → S is of the form F (q, p; ω) = (Q(q, p; ω), P (q, p; ω)) with Q(q, p; ω) = q +Q(τ q ω, p).
P (q, p; ω) =P (τ q ω, p) (1.2) Write E for the expected value with respect to the probability measure P. Definition 1.1. We say that F in (1.2) is an area-preserving random twist if the following hold for P-almost all ω:
(1) area-preservation: F (· , · ; ω) : S → S is an area-preserving diffeomorphism; (2) boundary invariance: P (q, ±1; ω) = ±1; (3) boundary twisting: q → Q(q, ±1; ω) is increasing, and ±Q(ω, ±1) > 0; (4) finite second moment: sup p E Q 2 (ω, p) +P 2 (ω, p) < ∞.
Definition 1.2. An area-preserving random twist F is positive monotone if f : [−1, 1] → R given by f (p) :=Q(ω, p) is increasing with probability one. A measurable mapḠ = (Q,P ) : Ω×[−1, 1] → S is a negative monotone area-preserving random twist if G(q, p; ω) := (q +Q(τ q ω, p),P (τ q ω, p)) is the inverse of a positive area-preserving random twist. 1 We say that F is monotone if F is either positive or negative monotone. Definition 1.3. F is regular if the derivatives of F and F −1 are uniformly bounded by a constant independent of ω with probability one.
Our theorems apply to twists connected to the identity. Definition 1.4. A regular area-preserving random twist F : S × Ω → S is isotopic to the identity if there is a path (F t | t ∈ [0, 1]) of diffeomorphisms F t : S × Ω → S connecting F to the identity such that for every t ∈ [0, 1]: (a) F t is a stationary lift, i.e. it is of the form (q +Q t (τ q ω, p),P t (τ q ω, p));
(b) we have the normalization condition:
−1 E det(dF t ) dp = 1; (c) F t is regular, i.e. dF t dt , F t and (F t ) −1 are almost surely bounded in C r for sufficiently large r.
1.3. Theorems. A fixed point (q, p) of F (·, ·; ω) : S → S is of positive (respectively negative) type if the eigenvalues of DF (q, p; ω) are positive (respectively negative). For a set B, #B denote its cardinality.
Theorem A. If a regular area-preserving random twist map F : S × Ω → S is isotopic to the identity, then the probability that F (·, ·; ω) has infinitely many fixed points is one, i.e. P #Fixed point set of F (·, ·, ; ω) = ∞ = 1.
Moreover, if F is monotone, the probability that F (·, ·; ω) has infinitely many fixed points of positive type is one, and the probability that F (·, ·; ω) has infinitely many of negative type is one.
For simplicity of notation, when it is clear from the context, sometimes we write F instead of F (·, ·; ω), even if ω is fixed.
Theorem B. Let F : S × Ω → S be a regular area-preserving random twist map. Suppose that F is isotopic to the identity. Then there exists an integer N 0 and regular areapreserving random twists F j , where 0 j N, such that for each fixed ω ∈ Ω, we have a decomposition:
where:
• F j is negative monotone if j is even;
• F j is positive monotone if j is odd. Theorem C. Let N 0 be an integer and let F j : S × Ω → S, where 0 j N , be regular area-preserving random monotone twists such that F j is negative monotone if j is even, and F j is positive monotone if j is odd. Then: (1) the probability that F i (·, ·; ω) has infinitely many fixed points of negative type is one, and the probability that it has infinitely many fixed points of positive type is one;
, is an area preserving random twist and the probability that F (·, ·; ω) : S → S has infinitely many fixed points is one.
Example 1.5 The following are quadruples (Ω, F, P, τ ) as in (1.1). In each case F is the Borel σ-algebra associated with the natural topology on Ω. (i) Let v ∈ R k such that v, n = 0 for n ∈ Z k implies n = 0. Let Ω = T k := (S 1 ) k and τ a ω := ω +av (mod 1), where S 1 is [0, 1] with 0 and 1 identified. Let P be the normalized Lebesgue (Haar) measure.
(ii) Let Ω be the set of discrete infinite subsets of R. Every ω ∈ Ω may be written as ω = {x i | i ∈ Z} ⊂ R, and we define τ a (ω) := {x i + a | i ∈ Z}. Let P be a Poisson random measure of intensity 1. Poincaré understood that preserving area has global implications for a dynamical system. We give instances when this connection persists in a random setting. We do it by using random generating functions to reduce the proofs to finding critical points of random maps. In Section 2 we define them, and explain how to use them to show the main results. Section 3 proves Theorem B. The sections which follow contain a case-by-case proof (N = 0, N = 1, N = 2, N 3) of Theorem C. For N = 0, 1 we have additional results. Section 8 reviews the classical theory. We recommend [AA68, KH95, Ko57, Mo73, Sm67] for modern accounts of dynamics, and [BH12, HZ94, MS98, Pol01] for treatments emphasizing symplectic techniques.
Calculus of random generating functions
We construct the principal novelty of the paper, random generating functions, and explain how to use them to find fixed points. Recall that Ω is as in (1.1).
Definition 2.1. We say that a measurable function G : Ω → R is ω-differentiable if the limit ∇G(ω) := lim t↓0 t −1 (G(τ t ω) − G(ω)) exists for P-almost all ω. For a measurable map K : Ω × [0, 1] → R we write K p = ∂K ∂p and K ω = ∂K ∂ω for the partial derivatives of K. We say that K is C 1 if the partial derivatives of K exist and are continuous for P-almost all ω.
Given an area-preserving random twist as in (1.2), consider the sets (see Figure 2 .1):
We write F −1 (P, Q) = (q(Q, P ), p(Q, P )). Definition 2.2. Given an area-preserving random twist map (1.2), we say that L :Ā × R N → R is a generalized generating function of complexity N if L is C 1 and the function G(q, Q; ξ) = G(q, Q; ξ, ω) := L(τ q ω, Q−q, ξ 1 −q, . . . , ξ N −q), with, ξ = (ξ 1 , . . . , ξ N ), satisfies:
Our interest in generalized generating functions is due to the following.
Proposition 2.3. Let L be a generalized generating function for F . Set
Proof. Observe that if (q,ξ) is a critical point of I, then by the definition of G, G Q (q,q;ξ) = −G q (q,q;ξ) and G ξ (q,q;ξ) = 0. Since L is a generating function,
The strategy to prove Theorem C is to show that fixed points of F are in correspondence with critical points of the associated random generating function G, and then prove existence of critical points of G. Viterbo has used generating functions with great success [Vi11] . Golé [Go01] describes several results in this direction.
Proof of Theorem B
We begin by introducing stationary lifts.
We say that such f is a q-stationary lift if f can be expressed as f (q, p, ω) = (q, 0) + f (τ q ω, p). Proof. The proof of (P.2) is trivial. We only prove (P.1) for a stationary lift f (q, p, ω) because the case of f (q, ω) is done in the same way. Assume that f (q, p, ω) is a q-stationary lift so that for every a ∈ R, f (q + a, p, ω) = (a, 0) + f (q, p, τ a ω), and write g(q, p, ω) for its inverse. To show that g(q, p, ω) is a q-stationary lift it suffices to check that g(q + a, p, ω) = (a, 0) + g(q, p, τ a ω). In order to do this, let us fix a and writeg(q, p, ω) for the right-hand side (a, 0)+g(q, p, τ a ω). Observe that since f is a q-stationary lift, f (g(q, p, ω), ω) = (a, 0)+ f (g(q, p, τ a ω), τ a ω) = (a, 0) + (q, p) = (q + a, p). By uniqueness,g(q, p, ω) = g(q + a, p, ω), which concludes the proof of (P.2). As for (P.3), write f (x, ω) =f (τ x ω) and observe that for any smooth J : R → R of compact support, with R J(x)dx = 1,
The proof of Theorem B draws on spectral theory for random processes. To this end, let us recall the statement of the Spectral Theorem for random processes. The Spectral Theorem allows us to represent a random process in terms of an auxiliary process with randomly orthogonal increments. Such a representation reduces to a Fourier series expansion if the stationary process is periodic. In order to apply the Spectral Theorem to a stationary process a(q) =ā(τ q ω), one follows the steps:
(i) Assume that a(q) is centered in the sense that Eā(ω) = 0. We define the correlation R(z) = Eā(ω)ā(τ z ω). The process Y has orthogonal increments in the following sense:
The relationship between the measure G(dξ) or its associated nondecreasing function G(ξ) is given by
The Spectral Theorem ( [Do53] ) says that for any stationary process a for which Eā 2 < ∞, we may find a process Y satisfying (3.1) such thatā(
, and the stationarity of a(q, ω) means Y (dξ, τ q ω) = e iqξ Y (dξ, ω). For our application below, we will have a family of random maps (a(q, t) | t ∈ [0, 1]) that varies smoothly with t. In this case we can guarantee that the associated measures Y (dξ, t) depend smoothly in t.
The main difficulties of the proof are due to the fact that the "random and areapreservation properties" do not integrate well, for instance when arguing about t-dependent deformations which must preserve both properties. The proof consists of four steps.
Proof of Theorem B. Write x = (q, p). Since F is random isotopic to the identity, there is a path F = (F t | t ∈ [0, 1]) of diffeomorphisms that connects F to the identity map, F t is a stationary lift for each t ∈ [0, 1], we have the normalization 1 2 1 −1 E det(dF t )dp = 1 for every t ∈ [0, 1], and F t is regular for a constant independent of t. There are four steps to the proof:
Step 1. (General strategy to turn F into a path of area-preserving random twists). Write ρ t (x) = ρ t (q, p) =ρ t (τ q ω, p) = det(dF t (x)), so that (F t ) * dx = ρ t dx, where dx = dq ∧ dp, and by assumption, 1 2 1 −1 Eρ t dp = 1 2 1 −1 Eρ t dp = 1, ρ 0 = ρ 1 = 1. Since F t is regular uniformly on t, the function ρ t is bounded and bounded away from 0 by a constant that is independent of t. That is, there exists a constant C 0 > 0 such that C −1 0 ρ t (x; ω) C 0 , almost surely. We now construct, out of F t , an area-preserving path Λ t which is a stationary lift for every t. We achieve this by using Moser's deformation trick, namely we construct a path G t such that Λ t = F t • G t is an area-preserving stationary lift for all t. As it will be clear from the construction of G t below, G 0 and G 1 are both the identity and, as a result, Λ t is a path of area-preserving maps that connects F to identity. We need (G t ) * (ρ t dx) = dx, and G t is constructed as a 1-flow map of a vector field X(x, θ) = X(x, θ; t). So we wish to find some vector field X such that G t = φ 1 where φ θ , θ ∈ [0, 1], denotes the flow of X. In fact, we also have to make sure that the vector field ±X is parallel to the q-axis at p = ±1. This guarantees that the strip S is invariant under the flow of X.
Let m(θ, x) := θρ t (x) + (1 − θ), so that m(θ, x) dx is connecting the area form dx to ρ t dx. We need to find a vector field X such that its flow φ θ satisfies (φ θ ) * dx = m(θ, x) dx. Equivalently, m must satisfies the Liouville's equation
The strategy to solve equation (3.3) for X is as follows. Search for a solution X such that mX = ∇ x u is a gradient. Of course we insist that u is q-stationary so that X is also q-stationary;
Since t is fixed, we drop t from our notations and write ρ t = ρ. The equation (3.3) in terms of u is an elliptic partial differential equation of the form
with η(q, p) =η(τ q ω, p) and 1 −1 Eη(ω, p)dp = 0. This concludes Step 1.
Step 2. (Applying Spectral Theorem to solve (3.4)). To apply the Spectral Theorem for each p, setη(ω, p) =η(ω, p) − k(p) for k(p) = Eη(ω, p), and write
Note that Eη(ω, p) = 0 for every p and 1 −1 k(p)dp = 0. We have the representation
We want to find a solution to the partial differential equation ∆u(q, p) = η(q, p), which is still stationary in the q variable. First choose h 0 (p) such that h ′′ 0 (p) = k(p) and satisfy the boundary conditions
We write u = h 0 + v and search for a random v satisfying ∆v(q, p) =η(q, p) :=η(τ q ω, p).
Since γ(q, p) = e (iq±p)z is harmonic for each z ∈ R, the function h given by
is harmonic for any measures Γ 1 and Γ 2 . We will find a solution of the form v = w + h where ∆w = η and h will be selected to satisfy the boundary conditions v p (q, ±1) = 0. Indeed w given by
satisfies all of the required properties. In order to verify this observe that
This clearly implies that ∆w = η.
On the other hand, the process w is q-stationary. In other words w(q, p) = w(q, p; ω) = w(τ q ω, p), for a processw. This can be verified by checking that w(q+b, p; ω) = w(q, p; τ b ω), which is an immediate consequence of (3.6):
This concludes Step 2.
Step 3. (Checking that Γ 1 and Γ 2 in (3.8) can be chosen to satisfy the boundary conditions (3.7)). At p = ±1, ±∇u should point in the direction of the q-axis, we need to have that
and the condition v p (q, −1) = 0, means
Since we need to verify the above conditions for all q, we must have that Γ 1 = e 2z Γ 2 , and ze
Since Y satisfies (3.6), the same property holds true for both Γ 1 and Γ 2 . From this it follows that the process h (and hence u) is q-stationary; this is proven in the same way we established the stationarity of w. The q-stationarity of u implies that X is q-stationary. This in turn implies that the flow φ θ is a q-stationary lift for each θ. To see this, observe that since both φ θ (q + a, p; ω) and (a, 0) + φ θ (q, p; τ a ω) satisfy the ordinary differential equation y ′ (θ) = X(y(θ), θ; ω) for the same initial data (q +a, p), we deduce φ θ (q +a, p; ω) = (a, 0) + φ θ (q, p; τ a ω), which concludes this step.
Step 4. (Producing a twist decomposition for F from the path Λ). We claim that there exists a q-stationary process H(q, p, t; ω) =H(τ q ω, p, t) such that
dt is q-stationary. Hence by Proposition 3.3, the composite
We need to express A as J ∇H. Observe that since Λ t is area preserving, A is divergence free. Write A(t, q, p; ω) = (a(τ q ω, p, t), b(τ q ω, p, t)). We have a ω + b p = 0. Set
Clearly H q = −b, H p = a, and H is stationary. Note that since dΛ t dt and (Λ t ) −1 are bounded in C 1 , A is bounded in C 1 . Let us write (Λ s,t | s ≤ t) for the flow of the vector field A so that Λ 0,t = Λ t and Λ s,s = id. On the other hand
Hence there are constants c 0 , c 1 such that DΛ s,t e c 0 (t−s) and DΛ s,t − id
The map ϕ 0 is a positive monotone twist map and we can readily show that ψ j • ϕ 0 is positive monotone twist if δ < 1. Hence ψ j = η j • (ϕ 0 ) −1 where η j is a positive monotone twist and (ϕ 0 ) −1 is a negative monotone twist. This concludes the proof of Theorem B.
Next we give an application to random generating functions of complexity N . For the following, recall the definition ofĀ in (2.1).
Lemma 3.4. Let F be a area-preserving random twist map of the form
where each F i is a monotone area-preserving random twist with generating function of the form
Proof. We write ξ 0 = q, ξ N +1 = Q. To verify (2.2), observe that G ξ = 0 means that
Area-preserving random monotone twists
This section proves a result which implies the N = 0 case in Theorem C (item (1)). We also provide complementary results on the density and spectral theoretic properties of the fixed points, and give a method to construct monotone twists from a given smooth map.
4.1. Existence of random generating functions. The map v →p(ω, v) is defined to be the inverse of the map p →Q(ω, p). This means that Q → p(q, Q) =p(τ q ω, Q − q) is the inverse of p → Q(q, p) = q +Q(τ q ω, p). Note that the mapp is defined on the setĀ so that v ∈ [Q(ω, −1),Q(ω, 1)]. The following explicit description is needed in upcoming proofs.
Proof. We prove it if F is positive monotone; the negative monotone case is similar. From (4.1) we deduce that the corresponding
For the second equality in (4.2), we used that F is area-preserving. Here F −1 (Q, P ) = (q(Q, P ), p(Q, P )) and q ± is defined by q(Q,
is the inverse of the map q → q +Q ± (τ q ω). Applying the Fundamental Theorem of Calculus to (4.2) we obtain that G Q (q, Q) = P (q, p) and −G q (q, Q) = p. Then (2.2) follows. Proof. We prove the last statement by contradiction. Suppose that ψ(a, ω) is monotone for large a. Then lim a→∞ ψ(a, ω) = ψ(∞, ω) is well-defined. By ergodicity ψ(∞, ω) = ψ(∞) is independent of ω. On the other hand, for any bounded continuous function J : R → R we have that E J(ψ(a, ω)) = E J(ψ(ω)) for every a, and therefore J(ψ(∞)) = E J(ψ(ω)). Thus ψ(ω) = ψ(∞) a.s. In other words, if ψ(a, ω) doesn't oscillate, then ψ(a, ω) is constant.
4.3. Construction of random monotone twists and spectral nature of fixed points.
As we argued in Proposition 4.1, a monotone twist map may be determined in terms of its generating function. We now explain how we can start from a scalar-valued function H(ω, v) and construct a monotone twist map from it. To explain this construction, let us derive a useful property of generating functions. Recall Q ± (ω) =Q(ω, ±1).
is constant and H(ω, a)da and
Theorem 4.4. Assume that H : Ω × R → R satisfies (4.4) and the condition G q < 0 with G defined as in (4.6). Then there exists a unique monotone twist map F such that F (q, −G q (q, Q)) = (Q, G Q (q, Q)), and F (q, ±1) = (q + Q ± (τ q ω), ±1) with Q ± defined by (4.5). Moreover, ifq is a local maximum (respectively minimum) for q → ψ(q) = G(q, q), then DF at the F -fixed point (q, −G q (q,q)) has negative (respectively positive) eigenvalues.
Proof. By the definition,
which implies
From (4.7) we learn that the map Q → G q (q, Q) is decreasing and, as a result, the equation
may be solved for Q, to yield a p-increasing function Q = Q(q, p). We set P (q, p) = G Q (q, Q(q, p)) = G(q, Q(q, p)) − 1, so that F (q, p) = (Q(q, p), P (q, p)). Note that the monotonicity condition is satisfied because Q is increasing in p. We need to show that the boundary conditions are satisfied and that F is area-preserving. For the latter, observe that by differentiating both sides of the relationship (4.8), we obtain G+ G Qq Q q = 0, For the boundary conditions, we first establish
For the second equality in (4.10), observe that L v =Ḡ−1, and by definitionḠ(ω,
As for the first equality in (4.10), observe that by the definition of σ, G and L,
As a result
, which is precisely the first equality in (4.10).
We are now ready to verify the boundary conditions. We wish to show that Q(q, ±1) = q + Q ± (τ q ω), or equivalently
This is an immediate consequence of (4.10). It remains to verify P (q, ±1) = ±1. We certainly have
This and (4.10) imply P (q, ±1) = ±1, becauseḠ − 1 = L v .
Remark 4.5. σ in (4.5) is motivated by (4.3). It is chosen so that L(ω, Q + (ω)) = Q + (ω).
Remark 4.6. The monotonicity condition G q = G Qq < 0 may be expressed as H ω (ω, a) < H a (ω, a)(1 − σ ′ (ω)). The derivative of σ may be calculated with the aid of (4.5):
4.4. The density of fixed points. When F is a positive twist map, it has a generating function G(q, Q, ω) = L(τ q ω, Q − q) and any fixed point of F is of the form (q 0 , L v (τ q 0 ω, 0)) where q 0 is a critical point of the random process ψ(q, ω) =ψ(τ q ω) (Propositions 2.3 and 4.1). We have also learned that any random process ψ has infinitely many local maximums and minimums. In this section we give sufficient conditions to ensure that such a random process has a positive density of critical points, which in turn yields a positive density for fixed points of a monotone twist map. Let ♯B be the cardinality of a set B.
Let us state a set of assumptions for the random process ψ(q, ω) =ψ(τ q ω) that would guarantee the existence of a density for the set Z(ω) := {q | ψ ′ (q, ω) = 0}.
Hypothesis 4.8.
(i) ψ(q, ω) is twice differentiable almost surely and if
The random pair (ψ ω (ω),ψ ωω (ω)) has a probability density ρ(x, y). In other words, for any bounded continuous function J(x, y),
(iii) There exists ε > 0 such that ρ(x, y) is jointly continuous for x satisfying |x| ε.
We defineZ(ω) := {q | ψ ′ (q, ω) = 0, ψ ′′ (q, ω) = 0} and N ℓ (ω) :=Z(ω) ∩ [−ℓ, ℓ]. It is well known that if we assume Hypothesis 4.8, then
This is the celebrated Rice Formula and its proof can be found in [Ad00, Az09]. Next we state a direct consequence of Rice Formula and the Ergodic Theorem. 
because by (4.16) and (4.17),
From (4.14) and (4.18) we deduce
Then (4.20) and (4.19) imply (4.13).
Complexity N = 1 area-preserving random twists
This section proves a result which implies the N = 1 case in Theorem C, 2. A result concerning the spectral nature of the fixed points is also proven.
5.1. Domain of random generating functions. We begin by describing the domain the random generating function of a complexity one twist. Proof. Note that G 1 (a, ±1) = (Q ± 1 (a), ±1) and F 0 (a, ±1) = (Q ± 0 (a), ±1), with ±(Q ± i (a)− a) < 0 and Q ± i increasing. Since F is an area-preserving random twist map, we may write F −1 (q, ±1) = (Q ± (q), ±1) withQ ± increasing and such that ±(Q ± (q) − q) < 0 for all q. 
5.2.
Gradients and geometry of domains. Let D 0 be defined by (5.1). q) is well defined. The corollary follows from Lemma 5.1.
Corollary 5.2. The map
Proof. If F 0 (q, p) = (ξ, η) and F 1 (ξ, η ′ ) = (q, P ), then I q (q, ξ) = P −p and I ξ (q, ξ) = η−η ′ hold. We express the domain D 0 of I given by (5.1) as
we have I ξ (q, ξ) > 0 and I q (q, ξ) < 0. On ∂ + D 0 we have η = p = −1 and η ′ , P < 1. So on ∂ + D 0 we have I ξ (q, ξ) < 0 and I q (q, ξ) > 0. The lower boundary ∂ − D 0 is the graph of an increasing function q → h(q), and of course h ′ (q) > 0. So, the tangent to ∂ − D 0 is (1, h ′ (q)) and the inward normal is (−h ′ (q), 1). On ∂ − D 0 we have I ξ (q, ξ) > 0 and I q (q, ξ) < 0. So we have that the dot product (I q (q, ξ), I ξ (q, ξ)), (−h ′ (q), 1) = −h ′ (q)I q (q, ξ)+I ξ (q, ξ) > 0. That is, on the lower boundary ∇I is inward.
The case of the upper boundary is analogous.
Fixed points.
If we setD := {(q, a) | (q, q + a) ∈ D 0 }, we have that, for a pair of random processes
We then use the notation of Lemma 3.4 to setĪ(τ q ω, a) := L 0 (τ q ω, a)+L 1 (τ a τ q ω, −a) = I(q, q + a). Define the mapK :
Hence there is a one-one correspondence between the critical points of K and I. From (5.5) and Lemma 5.3 we conclude the following. The following result implies the case N = 1 in Theorem C.
(a) K has infinitely many critical points; (b) Furthermore, the critical points of K occur as follows:
(1) Either K has a continuum of critical points; (2) Or K has both infinitely many local maximums, and infinitely many saddle points or local minimums.
Proof. We prove (b). IfK(ω) := max a∈[−1,1]K (ω, a), then eitherK is constant orK(τ q ω) oscillates almost surely. In the former case for almost all ω, there exists a(ω) such that K(ω, a(ω)) is a maximum and (of course) a(ω) / ∈ {−1, 1} by the assumption ∓K p (·, ±1) > 0. More concretely, we set a(ω) = max{p ∈ [−1, 1] |K(ω, p) =K(ω)}. Hence K has a continuum of critical points of the form {(q, a(τ q ω)) | q ∈ R}. In the latter case, there are infinitely many local maximums. Chooseq so thatK(τqω) is a local maximum. For such (q, ω) choose a(τqω) so thatK(τqω, a(τqω)) =K(τqω). Therefore K has infinitely many local maximums by Proposition 4.2.
Note that if
then P(Ω 0 ) = 1. This is true because the family {τ a : a ∈ R} is ergodic and by assumption P(U ) > 0 for every open set U . Given ω ∈ Ω 0 , consider the ordinary differential equation with initial value condition
(5.6) There are two possibilities; the first possibility is that for some a, we have that q(t) is unbounded as t → ∞, and in this case we claim that there is a continuum of critical points. The second possibility is that q(t) is always bounded as t → ∞, and in this case we claim that K has either infinitely many saddle points or local minimums. We proceed with case by case. Case 1 . (The map q(t) is unbounded as t → ∞ for some ω ∈ Ω 0 ). We want to prove that K has a continuum of critical points. Define ω(t) := τ q(t) ω, and let φ r be the flow of (5.6). Note that
Since q(t) is unbounded, ω(t) can approach almost any point in Ω. Moreover if τ q(tn) ω → ω and p(t n ) → p, then we claim that ∇K(ω, p) = 0. Indeed, if λ := sup t>t 0K (ω(t), p(t)), we have λ =K(ω, p), and since λ = sup (ω(t + r), p(t + r)), we have, for any r > 0, that λ =K(ω, p) =K(φ r (ω, p)). Hence ∇K(ω, p) = 0; otherwise d drK (φ r (ω, p))| r=0 > 0, which is impossible. Note that ω could be any point in Ω and therefore for such ω there exists p = p(ω) such that ∇K(ω, p(ω)) = 0, i.e. we have a continuum of critical points. This concludes Case 1.
Case 2 . (The map q(t) = q(t, ω) is bounded for every ω ∈ Ω 0 ). We claim that ifK does not have a continuum of fixed points, then K has infinitely many critical points which are local minimums or saddle points. Suppose that this is not the case, then we want to arrive at a contradiction. In order to do this letx = (q, p) be a local maximum, which we know it always exists by the paragraphs preceding Case 1. In fact we may take a δ > 0 such that K(x) K(x) for every x = (q, p) with q ∈ (q − δ,q + δ). Now take a closed curve γ such that (q, p) is inside γ and if a ∈ γ, then lim t→∞ φ t (a) = (q, p) = a. For example, we may take γ to be part of level set of the function (q, p) → K(q, p) with value c < K(x) very close to K(x). Since K does not have a continuum of critical points, we may choose such level set γ such that K has no critical point on γ. From this latter property we deduce that γ is homeomorphic to a circle. Let a ∈ γ. If there is no other type of critical points,
Note that a ∈ γ while a is enclosed by γ.
then the curve t → φ t (a), where t 0, must reach the boundary for some t a < 0, because
. We now argue that in fact Γ is continuous. To show the continuity of Γ at a ∈ γ, extend K continuously near Γ(a), choose ε > 0 and set
Choose ε sufficiently small so that φ θ (a) is inside γ for θ ∈ (0, ε], and φ t (a) is outside the strip for t ∈ (t a − ε, t a ). Chooseâ ∈ γ close to a so that
is uniformly close to η. Since φ ta (â) is near Γ(a), we can chooseâ close enough to a to guarantee that Γ(â) is close to Γ(a). Moreover, we can easily show that Γ(c) is between Γ(a) and Γ(â) for any c between a andâ on γ. Hence Γ is a homeomorphism from a neighborhood of a onto its image. Since γ is homeomorphic to S 1 , its homeomorphic image Γ(γ) cannot be fully contained inside of R × {−1} ∪ R × {+1}. Therefore there exists a ∈ γ such that any limit point z of φ t (a) as t → −∞ is a critical point inside the strip that is not a local maximum. Clearly z / ∈ (q − δ,q + δ). Let us assume for example that z = (q 1 , p 1 ) with q 1 >q + δ. Take another local maximumx = (q,p) to the right ofx and assume that K(x) K(x) for all x ∈ (q −δ,q +δ) × [−1, 1]. Since φ t (a) cannot enter (q −δ,q +δ) × [−1, 1] we deduce that q 1 ∈ (q + δ,q −d).
Repeating the above argument for other local maximums, we deduce that there exist infinitely critical points in between local maximums that are not local maximums. Proof. Recall that S(q, Q; ξ) = S 0 (q, ξ) + S 1 (ξ, Q) and:
Observe that if cI(q,ξ) = cG ξξ (q,q;ξ) = 0, then near (q,q,ξ), we can solve G ξ (q, Q; ξ) = 0 as ξ = ξ(q, Q). Write T(q, Q) = G(q, Q; ξ(q, Q)). Then T q = G q , T Q = G Q , and F (q, −T q (q, Q)) = (Q, T Q (q, Q)). As a result, we can show
in the same way we derived (4.9). Observe that Trace(DF ) =
we have that
On the other hand, by differentiating the relationship G ξ (q, Q; ξ(q, Q)) = 0, we have G ξq + G ξξ ξ q = 0 and G ξQ + G ξξ ξ Q = 0, or equivalently,
which in turn implies
Furthermore, if I(q, ξ) = G(q, q; ξ), then I q = G q + G Q , I ξ = G ξ , and
qξ > 0, and G 1 Qξ < 0 because F 0 is a negative monotone twist and F 1 is a positive monotone twist. Hence we obtain −G qξ G Qξ > 0. On the other hand G qQ = 0, which simplifies (5.7) to
This expression has the same sign as det(D 2 I). Finally DF has positive eigenvalues if and only if Trace(DF ) 2, if and only if det(D 2 I) ≥ 0, which concludes the proof.
6. Complexity N = 2 area-preserving random twists
In this section we settle the case N = 2 in Theorem C.
6.1. Domain of random generating functions. Next we describe the domain of a random generating function associated to a complexity N = 2 twist. and define
, where Q ± are defined by the relationship F (q, ±1) = (Q ± (q), ±1). On the set D, G 0 (q, ξ 1 ) and G 2 (ξ 2 , q) are well defined. It is sufficient to check that if (q,
. To see this observe that by (6.1),
as desired. Here for the first inequality we used the fact that Q ± andQ ± 2 are increasing and that in D, we haveQ
; for the second inequality we used ±Q ± (q) > ±q, which concludes the proof.
We define Proof.
It follows from (6.3) that there exists a one-to-one correspondence between the critical points of I and K because B ± i > 0 for i = 0, 2. This proves (i).
We now examine the behavior of K across the boundary. Observe that the functions K p 1 and I ξ 1 (respectively K p 2 and I ξ 2 ) have the same sign. Moreover,
It remains to verify
Let us write ξ 0 for q and ξ 3 for Q. We define functions p i (ξ i , ξ i+1 ) and
Finally we assert,
as desired. Here we are using the fact that if
6.2. Fixed points. The following result implies the complexity N = 2 statement in Theorem C. The proof of is sketched because it is similar to that of Theorem 5.5. (1) Either K has a continuum of critical points; (2) Or K has both infinitely many local maximums, and infinitely many saddle points or local minimums.
Proof. We prove (b). As in the proof of Theorem 5.5, we assume that K does not have a continuum of critical points and deduce that K has infinitely many isolated local maximums. The q component of the flow remains bounded almost surely. We take a local maximum a and a connected component γ of a level set of K associated with a regular value c of K, very close to the value K(a). The surface γ is an oriented closed manifold and if K has no other type of critical point, then Γ :
, is a homeomorphism from γ onto its image. Since the set R × ∂[−1, 1] 2 cannot contain a homeomorphic image of γ, we arrive at a contradiction. From this we deduce the conclusion of the theorem as in the proof of Theorem 5.5.
Complexity N 3 area-preserving random twists
We prove the N 3 case of Theorem C, item (2). The results in Sections 7.1 and 7.2 hold for general N 0. The other results use that N is at least 3. 7.1. Geometry of the domain of the generating function. Let F be an area-preserving random twist of complexity N . As in Theorem B, we assume that N is an odd number and that F decomposes as in (1.3) . Recall that G 0 , . . . , G N denote the generating functions, respectively, of the monotone twists F 0 , . . . , F N . Set
where G and L are defined by Lemma 3.4, and η + q = (η 1 + q, . . . , η N + q). Given a realization ω, we write D = D(ω) for the domain of the definition of I. We also set D ′ (ω) = {η ∈ R N | (0, η) ∈ D(ω)} so that the domain of the function I ′ is exactly
To simplify the notation, we write ξ 0 for q and ξ N +1 for Q. In this way, we can write
Here by G i q and G i Q we mean the partial derivatives of G i with respect to its first and second arguments respectively. As before, we write G i for the inverse of F i and define increasing functions
Then the set D consists of points (q, ξ) such that ξ N ) . Alternatively, we can write 
for i even and 1 < i < N.
We also write 
Proof. Evidently, I q (q, ξ) = P N − p 0 and I ξ i (q, ξ) = P i−1 − p i , for i = 1, . . . , N . We wish to study the behavior of the function I across the boundary of D. On ∂ ± 0 D, we have p 0 = P 0 = ∓1. Since I ξ 1 = P 0 − p 1 , we deduce 
Define ∂ in D := {x ∈ ∂D | ∇I(x) is inward}, and similarly define
We write D k for the k-dimensional unit ball.
With the same proof as Gole [Go01] , Proposition 7.1 implies the following lemma. Proof. (b) follows from (a). Consider the ordinary differential equation q ′ (t) = I q (q(t), ξ(t); ω) =Ī ω (τ q(t) ω, ξ(t)), ξ ′ (t) = I ξ (q(t), ξ(t); ω) =Ī ξ (τ q(t) ω, ξ(t)).
Now we distinguish two cases (in analogy with the proof of Theorem 5.5).
Case 1. (The map q(t) is unbounded either as t → ∞ or t → −∞). Analogously to Case 1 in Theorem 5.5, we are assuming that for a realization ω ∈ Ω 0 , either (x(t) = (q(t), ξ(t)) : t ≥ 0) or (x(t) = (q(t), ξ(t)) : t ≤ 0) remains inside the domain D(ω) and the q-component is unbounded. As in the proof of Case 1 in Theorem 5.5, we can show that for all ω ∈ Ω there exists ξ(ω) such that (ω, ξ(ω)) is a critical point forĪ. In particular I has a continuum of critical points. Case 2. (The map q(t) is always bounded as t → ±∞). We want to show that I has critical points strictly inside of D = D(ω). Let us first assume by contradiction that I has no critical point inside of D(ω) for a realization of ω. Consider the flow φ t (q, ξ) := (q(t), ξ(t)) = x(t), which starts at the point x = (q, ξ) ∈ ∂ in D. Since q(t) stays bounded and we are assuming that there is no critical point inside, the flow must exit at some positive time e(x). Writê φ(x) = φ e(x) (x). Note that the sets ∂ in D and ∂ out D are open relative to ∂D. We now argue that the functionφ(x) is continuous. For example,φ is continuous at x Simply because we may extend I nearφ(x) across the boundary so that for some small ε > 0, the flow φ t (x) is well-defined and lies outside D for t ∈ (e(x), e(x) + ε). We can then guarantee that φ t (y) is close to φ t (x) for t ∈ [0, e(x) + ε) and y sufficiently close to x. As a result, for y sufficiently close to x, the point φ e(y) (y) is close to φ e(x) (x), concluding the continuity of φ. In fact by interchanging ∂ out D with ∂ in D, we can show thatφ −1 is continuous. As a resultφ is a homeomorphism from ∂ in D onto ∂ out D. This is impossible because ∂ in D is not homeomorphic to ∂ out Dby Lemma 7.2. Hence I has at least one critical point in Int(D) and Z(ω) = ∅. It remains to show that the set Z(ω) is unbounded on both sides. We only verify the unboundedness from above as the boundedness from below can be established in the same way. Suppose to the contrary that Z(ω) is bounded above with positive probability. Since (7.3) Z(τ q ω) = τ −q Z(ω) = {(a − q, ξ) | (a, ξ) ∈ Z(ω)}, by stationarity, we learn that the set Z(ω) is bounded above almost surely. Definex(ω) = (q(ω),ξ(ω)) byq(ω) = max{q | (q, ξ) ∈ Z(ω)} andξ(ω) = max{ξ | (q(ω), ξ) ∈ Z(ω)}. Again by (7.3),q(τ a ω) + a =q(ω) andξ(τ a ω) =ξ(ω), for every a ∈ R. As a result, P q(ω) ℓ = P q(τ a ω) + a ℓ = P q(τ a ω) ℓ − a = P q(ω) ℓ − a , for every a and ℓ. Since this is impossible unlessq = ∞, we deduce that the set Z(ω) is unbounded from above.
Appendix: Poincaré-Birkhoff Theorem (1912)
A diffeomorphism F : S → S, F (q, p) = (Q(q, p), P (q, p)),
is an area-preserving periodic twist if:
(1) area preservation: it preserves area; (2) boundary invariance: it preserves ℓ ± := R × {±1}, i.e. P (q, ±1) := ±1; (3) periodicity: F (q + 1, p) = (1, 0) + F (q, p) for all p, q; (4) boundary twisting: F is orientation preserving and ±Q(q, ±1) > ±q for all q.
To emphasize the analogy with Section 1, we may alternatively replace (3) by (3'): F (q, p) = (q +Q(q, p),P (q, p)) for a mapF := (Q,P ) : S → S such thatF (q + 1, p) =F (q, p) for all (q, p), and (4) by (4'): q → Q(q, ±1) is increasing and ±Q(q, ±1) > ±q for all q. Theorem 8.1 (Poincaré-Birkhoff). An area-preserving periodic twist F : S → S has at least two geometrically distinct fixed points.
Theorem 8.1 was proved 2 in certain cases by Poincaré [Po12] . Later Birkhoff gave a full proof and presented generalizations [Bi13, Bi26] ; in [Bi66] he explored its applications to dynamics. See [BG97, Section 7.4] and [BN77] for an expository account.
Arnol'd formulated the higher dimensional analogue of Theorem 8.1: the Arnol'd Conjecture [Ar78] (see also [Au13] , [Ho12] for discussions in a historical context). The first breakthrough on the conjecture was by Conley and Zehnder [CZ83] , who proved it for the 2n-torus (a proof using generating functions was later given by Chaperon [Ch84] Dedication. The authors dedicate this article to Alan Weinstein, whose deep insights in so many areas of geometry are a continuous source of inspiration.
