In this paper, we present an algorithm for embedding an m-sequential k-ary tree into its optimal hypercube with dilation at most 2 and prove its correctness.
Introduction
Let G and H be finite graphs with n vertices.   V G and
 
V H denote the vertex sets of G and H, respectively.
  E G and  
E H denote the edge sets of G and H, respectively. An embedding f of G into H is defined [1] as follows: 1) f is a bijective map from    
V G V H 
2) f is a one-to-one map from   
where the minimum is taken over all embeddings f of G into H. Embedding G into H with minimum dilation is important for network design and for the simulation of one computer architecture by another [2] .
Embeddings as mathematical models of parallel computing have been discussed extensively in the literature [3, 4] . In these models, both the algorithm to be implemented and the interconnection network of the parallel computing system are represented by graphs. The implementation details are then studied through the embedding.
A tree is a connected graph that contains no cycles.
Trees are the most fundamental graph-theoretic models used in many fields: information theory, automatics classification, data structure and analysis, artificial intelligence, design of algorithms, operation research, combinatorial optimization, theory of electrical networks and design of network [5] . Trees are ubiquitous in computer science. A rooted tree represents a data structure with a hierarchical relationship among its various elements [6] .
The most common type of tree is the binary tree. It is so named because each node can have at most two descendents. Binary trees are widely used in data structures because they are easily stored, easily manipulated and easily retrieved [5] . A k-ary tree is a rooted tree in which each node has no more than k children. It is also known as a k-way tree.
From a computing perspective, trees form an important class of computational structures. Many operations such as searching and storing can be easily performed on tree data structures. Hence, there is a large literature on embeddings of various kinds of trees into the graphs of interconnection networks [3, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . In particular, embeddings of binary trees into hypercubes have received special attention since they naturally arise as the computational structures of algorithms that employ dvide-andconquer paradigm [12] .
Hypercubes are very popular models for paralled computation because of their regularity and the relatively small number of interprocessor connections. The hypercube embedding problem is the problem of mapping a communication graph into a hypercube multiprocessor. Hypercubes are known to be able to simulate other structures such as grids and binary trees [3, 26] . It has been shown that an arbitrary binary tree can be embed-ded into a hypercube with constant dilation [26] .
In 1984, Havel [9, 27] [7] conjectured that a binary tree can be embedded into its optimal hypercube with dilation at most two as well as into its next-to-optimal hypercube with dilation one. As observed in [13] , the conjecture of Havel is stronger than those of Bhatt and Ipsen. Though all these problems have been resolved in several special cases, they still remain open for the general case.
Monien and Sudborough [14] proved that every binary tree can be embedded into a hypercube with dilation 3 and   1 O expansion. Chen and Stallmann [26] proved that a simple linear-time heuristic embeds an arbitrary binary tree into a hypercube with expansion 1 and average dilation no more than 2. Dvořák [15] constructed the embedding of certain classes of binary trees into hypercubes based on an iterative embedding into their subgraphs induced by dense sets. Heun and Mayr [16] proved that arbitrary binary trees can be embedded into hypercubes with dialtion 8. Further, they constructed an embedding of double-rooted complete binary trees into hypercubes [17] . Sunitha [4] constructed an embedding of some hierarchical caterpillars into their optimal hypercube with dilation 2. Choudum et al. [28] proved that subclasses of height-balanced trees can be embedded into hypercubes. Further, they proved that the height-balanced trees and Fibonacci trees can be embedded into hypercubes [6] . Eğecioğlu and Ibel [18] proved that the dynamic k-ary tree can be embedded into its asymptotic hypercube.
Thus there is a vast literature on embedding trees into hypercubes. In this paper, we define an m-sequential k-ary tree and prove that it can be embedded into its optimal hypercube with dilation at most 2.
Preliminaries
In this section, we introduce the labeling hal to label the vertices of the hypercube architecture. We obtain results that enable us to prove the main result of this paper. 
Remark 2
The labeling hal is the decimal equivalent of the binary gray code sequence [26] . 
is a hamiltonian path in 
is a hamiltonian cycle in k Q . The following results are easy consequences of Theorem 1 and the hal labeling of vertices of the hypercube. 
Lemma 1 Let x and y be the hal labeling of vertices u and v in

Embedding Algorithm
Embeddings with dilation more than one become significant when trees with branch lengths representing time are considered. In this section, we obtain an embedding algorithm and prove its correctness. Theorem 2 An m-sequential k-ary tree can be embedded into its optimal hypercube with dilation at most 2.
Definition 5 A rooted tree T is said to be a step-up tree if for every internal node u of T, any two subtrees
Proof Consider an embedding f of T into r Q using the embedding algorithm, labeling the nodes of T using pre-order labeling and the vertices of the hypercube using hal labeling such that x x f = ) ( . Let v be an internal node of T with children 1 2 , , ,
, , , p T T T  be the subtrees rooted at 1 2 , , , ,
respectively. Since T is a step-up tree, we
Suppose that the root of T is u. Then the label of u is 1. 
Conclusions
In this paper, we have obtained an embedding algorithm to embed an m-sequential k-ary tree into its optimal hypercube with dilation at most 2. We have also proved its correctness. This study is important as the embedding of binary trees into hypercubes received special attention in the computational structures of algorithm such as searching and storing.
