ABSTRACT Infrared (IR) imaging systems are known to have a range of sensor and optical limitations that result in degraded imagery. Fixed pattern noise (FPN), resulting from pixel-to-pixel response nonuniformity, is a dominant source of error that manifests in collected imagery through the appearance of temporally and spatially correlated noise patterns that are mixed with each image. Furthermore, finite detector size coupled with imperfect system optics can introduce blurring effects and aliasing, ultimately reducing resolution in acquired images. Here, we propose a unified method to reduce FPN and recover high-frequency image content in IR microscopy images. The proposed method uses regularized nonlocal means to highlight spatial features in the scene while maintaining fine textural image details. We derive an iterative optimization method based upon a gradient descent minimization strategy that applies a Wiener deconvolution in each iteration to estimate the blur artifacts. The method is implemented within an embedded mid-wave IR imaging system for microscopy applications. We demonstrate a reduction in FPN and blurring artifacts, achieving improved image resolution in the reconstructed images that are apparent in recovered details on scene objects.
I. INTRODUCTION
The advances achieved in infrared (IR) focal plane array (FPA) sensors and read out integrated circuitry (ROIC) technologies have allowed for the manufacture of detector arrays of increasing sensitivity, greatly improving camera system performance. Moreover, optical magnification technology has been integrated into these systems, enabling reliable detection of micrometer scale thermal scenes; however, there are still degradations that result from the imperfect nature of the optoelectronic characteristics of these systems [1] , [2] .
Two significant artifacts that result in collected digital imagery are blurring and fixed pattern noise (FPN). Image blurring results from both imperfections in the system optics and the finite nature of FPA detectors. Blurring reduces high spatial frequency content of the scene and is attributed in part to spherical aberrations and the diffraction-limited optics
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Zhang. of the imaging system [2] . Blurring also results due to the finite size of FPA pixels that integrate over small spatial regions of the analog scene. Moreover, IR wavelengths are physically larger than those within the visible spectrum. This requires comparably larger photodetectors that imposes practical constraints on the size of IRFPA sensors [3] . As such, the resulting IR images are often of much lower resolution when compared with imagery from visible camera systems.
FPN results from nonuniformity (NU) in the pixel-to-pixel photoresponses of the FPA. Often, in the IR, the individual photoresponses are nonlinear in nature and tend to drift in time, further complicating the issue. Thus, each pixel will measure the same incoming radiation differently. NU is typically overcome using flat-field calibration procedures; however, the temporal drift in detector responsivities requires that calibration be repeated periodically in time. This results in some level of residual FPN being present in the imagery at all times, ultimately introducing error into the radiometry of the data [4] . These artifacts are even more evident in IR microscopy applications as shown in Fig. 1 . Many image restoration algorithms have been developed for blur reduction and the removal of FPN, but often these approaches treat each issue separately. Optical blurring is typically modeled as the convolution between the analog scene and the point spread function (PSF) of the optical system. A common approach to deblurring is to perform deconvolution of the PSF. Deconvolution methods are categorized as either blind or non-blind depending on whether the PSF is known a priori [5] . Initial approaches focused on visible image applications where the signal-to-noise ratio (SNR) is high and FPN is considered negligible. Later approaches have sought to extend these techniques for application to IR imagery. Chao Ni et al. [6] proposed an algorithm to preserve and restore edges in IR images based upon wavelet diffusion in the presence of noise. Velusamy et al. [7] developed a deconvolution algorithm for IR astronomy applications when the PSF in known. Wang et al. [8] used an iterative Wiener filter to estimate the PSF and then apply it to correct for camera motion blur. Lai et al. [9] combined Richardson-Lucy blind deconvolution and total-variation regularized deconvolution and demonstrated results that worked well for low-cost thermal cameras.
Due to the relatively low resolution of IR camera systems, digital super resolution (DSR) algorithms have been developed to estimate the high resolution (HR) scene from an ensemble of low resolution (LR) IR image frames. Often, these methods exploit inherent aliasing in the LR frames in conjunction with frame-to-frame motion to recover high frequency content lost through undersampling [10] , [11] . Note that DSR methods are distinguished from interpolation-based strategies in that the latter cannot effectively recover high frequency content [10] . DSR methods can be divided into two categories: learning-based and regularization-based methods. Learning-based methods are based upon machine learning to generate a LR-to-HR mapping that requires a large number of training images. The basis of these approaches is to extract and incorporate features from similar images (or subimages) [11] - [15] . Regularization-based methods require a priori information to constrain a minimization function and are also used as prior knowledge for the fidelity of the model [16] . Several authors have contributed to DSR methods in the field of IR imaging. Hardie et al. [17] developed a joint registration and reconstruction technique using maximum a posteriori (MAP) estimation, incorporating knowledge of a developed image formation model. Hardie [18] later proposed a DSR algorithm based upon an adaptive Wiener filter that combines nonuniform interpolation and restoration into a single weighted sum operation. This work was later extended for application to long-wave infrared (LWIR) microgrid polarimeter imagery [19] . Yu et al. [20] used a MAP-based algorithm for estimating the HR image by incorporating nonlocal means with steering kernel regression as the regularization term. Recently, Yang et al. [21] implemented a sparse representation-based method that combines information from images obtained from different multi-sensors to improve the resolution of the IR scene.
A large number of nonuniformity correction (NUC) techniques have been proposed in the literature to compensate for FPN in IR images. NUC strategies fall into two main categories: calibration-based techniques and scene-based NUC (SBNUC) algorithms. Calibration-based techniques rely on the camera imaging a known, radiometric reference, such as a blackbody source. Estimates of each pixel's responsivity can be performed to then ensure uniformity across each image. Often, linear approximations to the detector curve are assumed, such as in the case of a two-point calibration [22] . These approaches can be effective, but have the drawback that the calibration process is disruptive to the imaging process and may need to be repeated often depending upon the FPA material and operating temperature, in addition to the calibration sources being costly.
SBNUC methods do not have these constraints, but are only able to provide a relative calibration and thus are not radiometric in nature [23] . However, for many applications radiometric accuracy is not necessary. Narendra [24] proposed a statistical SBNUC algorithm that estimates a linear fit to each detector's responsivity using a constant statistics assumption. The disadvantage of this technique is that it requires a large number of frames for convergence. This weakness was improved upon by Redlich et al. [25] by assuming a statistically uniform distribution in the radiation that is collected by each detector. Ratliff et al. [26] proposed a non-statistical algebraic approach that exploits frame-to-frame global motion to effectively estimate the FPN through scene cancellation. Torres and Hayat [27] developed a Kalman-filtering approach that estimates and captures the temporal drift of the FPN. Pezoa et al. [28] later presented an adaptive extension to this work. Godoy et al. [29] presented an algorithm that relies on the assumption that a source of noise correlated to the FPN parameter is available. Also, Vera et al. [30] developed an adaptive NUC method based on the minimization of the total variation of the irradiance on the scene. Zuo et al. [31] proposed an interframeregistration-based correction for NUC in IRFPAs, using a phase-correlation method to estimate the motion between two VOLUME 7, 2019 adjacent images and a least mean square algorithm to calculate the gain and offset correction coefficient of the FPA. Jara and Torres [32] presented a method to reduce FPN and ghosting artifacts using an enhanced constant statistics method that incorporates a motion threshold. Sheng-Hui et al. [33] developed a neural network SBNUC method that combines a guided filter with an adaptive learning rate that demonstrated a decrease in observed ghosting artifacts. Recently, Kuang et al. [34] developed a deep learning approach where they used both image denoising and DSR to eliminate striping noise and recover image resolution.
While the literature is rich with deblurring, DSR, and SBNUC techniques, few have sought approaches that combine these topics for IR applications. Combining any of these problems on a single image, it increases the difficulty in order to restoration. When it is looking for an in cascade solution, due to the interdependence and overlapping in the spatial domain between the degradation variables, the dealing with each degradation variable by separate generates an error propagation in each estimation stage. However, the simultaneously solving of those issues aims to avoid the error propagation by minimizing the general error resulting in an enhancements the image restoration. Some examples of simultaneous solution methods are: Jara et al. [35] proposed a method to simultaneously reduce scene blur and FPN using a recursive approach that combines the constant range SBNUC algorithm with frame-to-frame deconvolution. Hardie and Droege [36] proposed a MAP estimator for reconstructing the HR scene using a set of LR frames corrupted by FPN. In their approach they attempt to minimize a cost function using gradient descent under zero-mean Normallydistributed FPN assumptions. Meza et al. [37] proposed a similar approach that uses two spatial regularization terms based upon nonlocal means (NLM) and the decorrelation between the scene and FPN.
In this article, we propose a DSR method that simultaneously reduces image blur in the presence of FPN for micrometer scale thermal images. Our approach jointly uses spatial regularization terms that exploit scene redundancy and the uncorrelated nature of the scene and FPN. This approach allows for the removal of FPN while retaining image texture and preserves high spatial frequency content. Furthermore, we derive the method based upon a gradient descent minimization strategy, performing an iterative Wiener deconvolution method. We demonstrate results from applying this algorithm on both synthetic and real IR microscopic imagery affected by blur and FPN.
The rest of this article is structured as follows. In Section II we develop the observation model and present the mathematical foundations of the proposed method. The metrics to evaluate the performance of the algorithms are introduced in Section III. Section IV contains the experimental results obtained from both synthetic IR images and data obtained from real IR microscopic images. Finally, conclusions and future research directions for this work are discussed in Section V.
II. OBSERVATION AND RECONSTRUCTION MODELS
In this section, we first define the observation model and then develop the proposed joint restoration method and its corresponding optimization.
A. OBSERVATION MODEL
The IR microscopic image degradation model of an incoming HR scene is illustrated in Fig. 2 . We assume that the HR scene x is static over the sequence of K observed image frames. Furthermore, we assume a linear detector response model for each pixel within the FPA. To simplify the mathematical development, we use a column vector notation. As such, the degraded IR image is denoted using lexicographical notation as an S × 1 vector y k for the kth LR observed frame, represented as:
FIGURE 2. Observation model for the acquisition process. The HR scene is degraded at each stage prior to sampling by the FPA sensor.
where L x and L y are the upsampling factors that relate the LR and HR image sizes. M k represents the geometric transformation applied to model the relative motion of the camera from frame to frame. Thus, it can be expressed as follows:
where i, j are the spatial coordinates, the θ k represents rotation angle and the horizontal and vertical translational shifts are h k and v k [17] , respectively. The PSF, which accounts for the effects of blurring, is captured by the operator H and can be model as:
where H dif is the diffraction-limited optics, H abr represents optical aberrations, and detector integration is represented by the H det operator. The optical transfer function (OTF) from diffraction-limited optics with a circular pupil function is given by [38] 
where u and ν are the horizontal and vertical spatial frequencies in cycles per millimeter, η( ) = / c , = √ u 2 + ν 2 , and c = 1/(ψη). The parameters ψ and η are the f-number of the optics and wavelength, respectively. Optical systems suffer aberration due to the spherical surfaces lens. The aberration OTF has the form [19] :
where W RMS is the root mean square wavefront error [39] . Each FPA detector element is limited by the geometry of the active area and results in spatial averaging of the irradiance values observed under this area of the scene [40] . Therefore, the detector OTF is
where a and e are the dimensions of the detector's active region. It is worth noting that the PSF model presented in Eq. (3) is depicted as the global blur degradation of the system that we estimate empirically in the lab [35] . The experimental method we employ assumes that the optical system PSF is isotropic and separable so that it is possible to estimate the PSF as the combination of two derivatives of a sharp transition step function from the scene. The IR microscopy system was calibrated using a two-point blackbody calibration method before prior to the collection of data. The experimentally estimated PSF and OTF can be seen in Fig. 3 . 
Finally, the additive FPN (assumed to be attributed only to bias NU) and readout noise are modeled by the S × 1 vectors b and n k , respectively.
B. PROPOSED RESTORATION METHOD
Due to the ill-posed nature of the DSR problem, Eq. (1) does not result in a unique solution for x. To make such a solution obtainable, we incorporate regularization terms to impose additional constraints on the optimization problem. We thus formulate the following four-term cost function that allows for the simultaneous estimation of the HR image and FPN:
The first term expresses the squared error between the kth LR image frame and the estimated version obtained by propagating the current estimate of the HR scene through the imaging model of Eq. (1). The second term corresponds to NLM regularization [42] , which exploits the nonlocal similarity constraint for preserving depth structures and is based upon the assumption that there is a reasonable probability of finding repeated content in the same image. According to this method, weights are assigned to each pixel i in the image by comparing its local neighborhood, or patch, with other patches centered at j across the image. Each weight is based on the probability that two patches under comparison are similar and collectively are used to form the elements of the W matrix according to
where U represents the fixed-size collection of pixels that define a patch centered about pixel in x. The term h 2 is a global filter parameter that controls the decay of the exponential expression, • 2 2,G represents the Euclidean distance of the Gaussian kernel with standard deviation G that is used to smooth the neighborhood prior to computing the weights.
The third term seeks to highlight the edges within the image. Note that the term C x x can be represented as a vector c 1 ,c 2 , . . . ,c N T where each valuec k is obtained as Finally, α, β and γ are the regularization parameters that are used to control the relative weighting between the regularization terms against the data fidelity term.
C. GRADIENT DESCENT OPTIMIZATION
The optimal estimate of the noise-compensated HR imagex is obtained from a sequence of K LR images by minimizing the cost function in Eq. (8) 
We use a gradient descent approach to determine these optimal estimates. To do so, we first determine the gradient of the cost function in Eq. (8) with respect to the HR image x and b, each given by
and
respectively. We begin the gradient descent updates using initial estimates of the HR imagex 1 and bias vectorb 1 . We createx 1 by first applying a lowpass filter to y 1 and then interpolate it to the HR image size. We then initialize the S × 1 vectorb 1 to constant values near zero. These estimates are then updated during each iteration according tõ
where m is the current iteration, λ is a regularization parameter that controls the convergence speed of the algorithm, and ξ is a balancing parameter that applies a weight to each filtered image. As such, we set λ ∈ [0.1 : 1] and ξ = (ι) m max −m with ι ∈ [0.1 : 0.5]. Notice that we incorporate a second term in the update forx m+1 . This term is meant to minimize the presence of blurring in the updated image by using the PSF to minimize the mean-squared error between the ideal and restored image. The variablex m W is filtered in the frequency domain using a classical Wiener filter calculated as follows:
Here, H andX m are the DFTs of the PSF and current HR image estimate. H * is the complex conjugate of H, and Sb and Sx are the power spectrums ofb andx, respectively. We assume thatb is uncorrelated and its power spectrum is Sb = σ 2
b
. A detailed explanation on how Sx is estimated can be found in [5] .
III. IMAGE QUALITY METRICS
Four metrics were selected to evaluate the performance of the reconstruction algorithms. These metrics are commonly used for performance evaluation of the different DSR methods. The peak signal-to-noise ratio (PSNR) is commonly defined as PSNR x,x = 10 log 10
where Pixel max is the maximum possible pixel value of an image, and 1 K K n=1 x(n) −x(n) is mean squared error (MSE) used to quantify the distortions between the ground-truth reference (x) and the estimated image (x).
The structural similarity index metric (SSIM) combines local image structure, luminance, and contrast into a single quality score and is defined as
where µ x , µx, σ x , σx, and σ xx are the local means, standard deviations, and cross-covariance for images x andx. The positive constants C 1 and C 2 are included to avoid instability in the denominator [43] . The gradient magnitude similarity deviation (GMSD) is a full-reference index that reflects the range of distortion severities in an image. The higher the GMSD score, the larger the image distortion range, and thus the lower the image perceptual quality [44] . This index can be computed as:
where GMS(n) is called gradient magnitude similarity, and is it computed as 2m x (n)mx(n) + c/m 2 x (n) + m 2 x (n) + c, where m x and mx are gradient magnitude of x andx, respectively, which were convolved with Prewitt filters in horizontal and vertical direction. Also, c equal to a positive constant, and GMSM is the mean of GMS(n).
Finally, the entropy to measure the information variability (texture) in a image, is also used
where p ij is the normalized histogram of thex, N is number of intensity levels, and when p ij 's is 0 the entropy is 0, and p ij 's are uniformly distributed the entropy is maximum [45] .
IV. EXPERIMENTAL RESULTS
In this section, the efficacy of the proposed method is demonstrated. This first set of results is obtained using simulated data for quantitative performance analysis. The second set uses real data from a built in mid-wave infrared (MWIR) microscopic imaging system.
A. EXPERIMENTAL ANALYSIS USING SIMULATED DATA
We analyze the relationship between the number of frames used to perform DSR and the quality of the restored image.
Moreover, we present a comparative analysis for the proposed method against single-frame bicubic interpolation, which is based on cubic convolution method [46] , and state-of-the-art methods including the MAP SR-NUC method [36] and the NLM SR-NUC method [37] . These methods focus on NUC and DSR, but do not correct for blurring artifacts. To generate simulated LR images, we use the 8-bit grayscale HR image of 836×526 pixels, resulting in four sets of LR images of 418 × 263 pixels, see Fig. 4 . The simulated sequences are degraded according to observation model steps of Fig. 2 . First, the HR image Fig. 4(a) is displaced with slight subpixel motions. In particular, we limit inter-frame motion to only known translational motions. The number of LR image frames in each set test are {4, 8, 16, 24}. Second, the PSF of Fig. 3 was applied to each LR image prior to sampling. Then, we down-subsampled each LR image by L x = L y = 2. Furthermore, we incorporated zero-mean bias NU noise with a variance equal to 300. Zero-mean Gaussian noise with standard deviation 0.1 was added to each LR image to simulate temporal noise.
A plot of the PSNR and SSIM for the HR image estimates versus the number of input frames is shown in Fig. 5 . The PSNR values are presented in Fig. 5(a) . In this case, the proposed method provides the highest overall PSNR values. The highest PSNR of 75.89 is achieved using twenty four LR images by the proposed technique. The highest PSNR values for the MAP and NLM methods were of 74.02 and 72.45, respectively. In Fig. 5(b) , the SSIM metric indicates that the proposed method produces a reduction in high-frequency noise components and its structures are similar in comparison to the truth images. The highest SSIM value of 0.84 was obtained by the proposed method, while that MAP and NLM methods resulted in values of 0.73 and 0.75, respectively. In addition, the proposed method does outperform bicubic interpolation (PSNR = 69.8 and SSIM = 0.103), as expected. The GMSD between the real image and the estimates HR images and their respective Entropies are shown in Fig. 6 . The GSMD metric indicates the range of distortion in an image considering the edge preservation it. On the whole, the proposed method shows better results compared to other methods. The method values for GSMD and Entropy are much lower than for single frame interpolation (GSMD = 0.17 and Entropy = 7.55). Specifically, in Fig. 6(a) it can be seen that the lowest GMSD values are obtained by the proposed method, only being surpassed by NLM method using 8 frames (GMSD = 0.145). In addition, the lowest GMSD of 0.144 is achieved using twenty four LR images by the proposed technique. On the other hand, the Entropy value of the reference image (Ground-truth) is 6.94. In Fig. 6(b) , the Entropy values of the proposed method tend to improve while increasing the frames, approaching the values of the reference image (the best values is 6.71). The best Entropy values for the MAP and NLM methods were of 7.48 and 7.46, respectively. To allow for subjective performance evaluation of the methods, several output images are shown in Fig. 7 with their corresponding subimages shown in Fig. 8 . The output obtained with single-frame bicubic interpolation is shown in the Fig. 7(a) . The outputs using the MAP VOLUME 7, 2019 FIGURE 7. Estimated SR images from various methods: (a) Single-frame bicubic interpolation, (b) MAP SR-NUC using twenty-four LR images, (c) NLM SR-NUC using twenty-four LR images, and (d) the proposed method using twenty-four LR images. Fig. 7(a) the level of degradation that the noise has over the structural content of the image can be observed. These artifacts are most pronounced on the letters of the starboard wing of the aircraft. In comparing these results, the proposed method shows further improvements such as reduced FPN and edge restoration of the structures due to the deconvolution of the system PSF. In the subimages of ( Fig. 8(a) ), note that the bicubic result is quite blurred and aliasing artifacts can be observed in addition to FPN. Examining the outputs of MAP and NLM methods in Figs. 8(b) and 8(c) , respectively, it is clear that both methods provide better resolution than Fig. 8(a) . However, the proposed method ( Fig. 8(d) ) appears to provide better noise suppression and edges restoration. For instance, the edges of the letters and wing are less defined in Figs. 8(b) and 8(c) .
B. EXPERIMENTAL ANALYSIS USING RAW IR IMAGERY MICROSCOPY 1) ACQUISITION EQUIPMENT AND EXPERIMENTAL SETUP
The experimental setup consists of three parts. The built-in MWIR microscope, the configuration for the experimental measurement of the radiometric response of the microscope, and the acquisition process sample. For this analysis, we present results obtained using real MWIR microscopy imagery that is naturally affected by blur and NU noise. The built-in IR microscope unit is composed of a MWIR camera (Sofradir model EC-IRE 320M) with a a Mercury Cadmium Telluride FPA transducer operating with a spectral response from 3.7 to 4.8 micrometers. The FPA's spatial resolution is 256×320 pixels with a 14 bit analog-to-digital converter. The noise-equivalent temperature difference (NeTD) was measured to be 10 mK. The camera can collect up to 320 frames per second. The second component of our microscope is 4 × magnification IR lens from Janos Technology (model Asio), which allows us to visualize MWIR exothermal processes representing a 1.49 × 1.99 mm scene size. The MWIR microscope can be seen in the Fig. 9 . The second part of the experimental setup is to measure the microscope radiometric response curve (temperature). The microscope was located directly in front of the blackbody source as can be seen in the Fig. 10(a) . The experiment was carried out by acquiring videos of 300 frames for a temperature range of 5 to 50 • C, with intervals of 5 • C. Each video was averaged over time and over the image's pixel recorded. In Fig. 10(b) the data obtained in a chart of digital counts versus temperature can be observed, noting that the response of the detector is linear according to the approach in our model.
The third part of the experimental setup is the imaging recording procedure. The acquired samples dataset are IR sequences from a resolution target, and two living organisms. The infrared datasets, which are raw dataset, are naturally affected by blur and NU noise. Also, subpixel motion is inherently introduced into the collected image sequences due to the vibrations produced by the cooling fan. We estimate the frame-to-frame subpixel motion using the registration algorithm presented in [47] . Finally, the raw dataset and the FIGURE 11. Estimated SR images using real IR microscopy data. The first column shows three different image scenes collected with the MWIR microscopy camera. These scenes include: (top) a resolution target, (middle) a human index finger pad, and (bottom) an insect abdomen. The second column displays zoomed regions (as indicated) of each respective image from the first column. The third and fourth columns show the same zoomed regions of the image from the estimated SR result from the MAP SR-NUC method and NLM SR-NUC method using a set of 25 IR images, respectively. The fifth column presents the same zoomed regions of the image from the estimated SR result from the proposed method using a set of 25 IR images.
estimated subpixel movements are introduced in the proposed method.
2) DSR RESULTS USING REAL IR MICROSCOPY DATA
Three LR MWIR microscopy image samples are shown in Fig. 11 . The image scene in the first row, from left to right, is a resolution target, a zoomed subimage of the target, and the estimated SR zoomed images obtained by the two comparative methods and the proposed method, respectively. As can be observed, the results obtained from the proposed method (fifth column) exhibit a reduction in FPN and blur when compared with the bicubic upsampled image in the second column. Note that the numbers that are progressively smaller, are easier to resolve with naked eyes when compared with the bicubic result. Besides, the outputs of the MAP SR-NUC method and NLM SR-NUC method show good high-frequency reconstruction but still has some noise components and a lack of sharpness when compared with the proposed method.
The first image in the second row represents an image of a human index finger pad. Previously, our group has investigated the human index finger thermal micro-structures [48] . In such work, we were able to identify ridge and furrow structures according to intensity level and found their relationship with skin thickness. In the image presented here, notice that such structures are observed in the raw image; however, in the estimated SR result from the proposed method, a significant improvement is observed (due to FPN and blur reduction) that allows for additional structures to be seen that could be used to identify unique patterns, such as finger pad scars. On the other hand, based on a naked-eye evaluation, we believe that the proposed method appears to produce the sharpest results with the least aliasing compared with the other two methods.
Finally, a raw LR MWIR microscopic image of an insect abdomen is shown in the first column of the third row. The abdomen of an insect is composed of a dorsal blood vessel and lateral blood vessels. The blood vessels, which are similar in structure to those of the index finger, carry thermal information about the insects body. In this case, the SR result from the proposed method shows a significant improvement over the bicubic result. Likewise, the two comparative methods present reasonable FPN compensation but it is difficult to appreciate an increase in details due to blurring observed. However, the proposed method output appears to provide the best reconstruction with sharp and good NUC. For example, the contrast along the edges of the blood vessel is improved and noise reduction is observed, including compensation for dead pixels in the raw image.
V. CONCLUSION
In this paper, a unified method to reduce FPN and recover high-frequency image content for IR microscopy images is presented. The proposed method jointly estimates a DSR image and compensate NU parameters and blurring artifacts using a sequence of observed frames. We use regularizations such as the NLM, a Laplacian operator, and the Pearson's correlation coefficient to maintain fine textural image details, highlight spatial features in the scene and estimate FPN. We employ a gradient descent optimization and apply a Wiener deconvolution in each iteration to compensated the blur artifacts.
The performance of the proposed method is stressed by applying it to a dataset with simulated degradation (FPN, blur, and LR), leading to higher metrics values (PSNR and SSIM) than comparative methods in all situations. Besides, the GMSD values (proposed method) show that there is edge preservation; the best result is obtained with twenty-four frames. Also, Entropy values of the proposed method are closest to reference Entropy when values of other methods. This is evidenced in the improved quality of the reconstructed images. Moreover, the method performance is also evaluated with real degradations on three sets of MWIR microscopy images. The improvement on the restoration and resolution of the MWIR microscopic images of a resolution target and of two different living organisms are qualitatively noticeable with naked eyes.
As future work, we are currently exploring to develop an observation model, incorporating set of images with subpixel displacements upon z-axis. Also, we search more sophisticated regulators models, and alternative optimization strategies to enhance performance. Finally, we wish to perform real-time implementations based on this method.
