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Learning by an exchange of knowledge and experiences enables humans to act eﬃciently
in a very dynamic environment. Thus, it would be highly desirable to enable intelligent
distributed systems to behave in a way which follows that biological archetype. We believe
that knowledge exchange will become increasingly important in many application areas
such as intrusion detection, driver assistance, or robotics. Constituents of a distributed
system such as software agents, cars equipped with smart sensors, or intelligent robots
may learn from each other by exchanging knowledge in form of classiﬁcation rules, for
instance. This article proposes techniques for the exchange of classiﬁcation rules that
represent uncertain knowledge. For that purpose, we introduce methods for knowledge
acquisition in dynamic environments, for gathering and using meta-knowledge about rules
(i.e., experience), and for rule exchange in distributed systems. The methods are based on
a probabilistic knowledge modeling approach. We describe the results of two case studies
where we show that knowledge exchange (exchange of learned rules) may be superior
to information exchange (exchange of raw observations, i.e. samples) and demonstrate
that the use of experiences (meta-knowledge concerning the rules) may improve that rule
exchange process further. Some possible real application scenarios are sketched brieﬂy and
an application in the ﬁeld of intrusion detection in computer networks is elaborated in
more detail.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Animals or humans interact in various ways:
• Individuals independently obey certain rules such that a whole swarm of individuals exhibits a certain behavior (such
as in the case of movement of bird ﬂocks or ﬁsh schools).
• Individuals exchange information in often simple or sometimes even complex ways in order to achieve a common goal
(examples are pheromone trails of ants or bee dance languages).
• Individuals learn from each other by observing each other (babies learn from their parents by mimicking, for instance).
• Individuals learn from each other by communicating their knowledge, e.g., in form of rules (such as children that learn
from their teachers in school).
• Individuals learn from each other by exchange of experiences, i.e., meta-knowledge about rules (for example, in a team
of more or less experienced engineers who develop a new product together).
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rience) can certainly be seen as a higher-level form of collective intelligence or symbiotic intelligence. The advantages of such
a collaboration of individuals may be manifold:
• Individuals may be enabled to react more timely on certain critical situations.
• Individuals may even behave pro-actively: Before they are confronted with certain situations, they already know how
to handle them.
• Teams of individuals may be enabled to solve problems that they cannot solve by their own.
In our work, we focus on basic technologies for knowledge exchange (in our case exchange of classiﬁcation rules) in dis-
tributed computer systems such as intelligent teams of cooperating robots, collaborative smart sensor systems, or software
agents in the Internet. In dynamic environments, the exchange of locally learned rules will become increasingly important.
The overall environment, e.g., the Internet, may be seen as a huge source of information from which knowledge in form of
classiﬁcation rules can be gathered by means of appropriate machine learning techniques. The exchange and utilization of
knowledge that is locally acquired but of global importance may lead to a certain kind of self-optimization of the overall
distributed system. This is of particular importance in steadily changing environments, where novel knowledge emerges and
obsolete knowledge must be discarded (cf. [1–3], for instance).
From a technical viewpoint there are two other important advantages of knowledge exchange: First, the communication
effort needed for an exchange of knowledge locally learned from samples (measured data) may be signiﬁcantly lower than
the effort needed for an exchange of that data, as knowledge is more abstract and often more valuable than the raw data.
Second, techniques for knowledge exchange are highly independent from a particular application domain (in contrast to an
exchange of samples).
In our work, the constituents of the distributed system (simply referred to as agents in the following) locally acquire and
apply classiﬁcation rule sets that represent uncertain knowledge such as the rule set
if x1 ismedium and x2 is high and x3 is very high then c1 is 0.1 and c2 is 0.9,
if x1 is high and x2 is low and x3 is low then c1 is 0.8 and c2 is 0.2.
In this example, we have a three-dimensional input space with attributes xi (i ∈ {1,2,3}) that might be numerical or
categorical and two output categories c1 and c2. The evaluation of a rule premise for a given input sample x = (x1, x2, x3)
leads to a value that describes the gradual assignment of x to a certain (yet not clearly delimited) region of the input space.
The evaluation of a rule then leads to a gradual assignment of x to certain classes. All rules of the rule set have to be
superimposed in an appropriate way to come to a ﬁnal conclusion about the class membership of x.
At ﬁrst glance, these rules seem to be fuzzy rules, but we will use a probabilistic framework here to model uncertainty.
Uncertainty is a term that plays an important role in machine learning, but in the literature it is utilized in various ways
[4–7]. Here, the meaning of the term uncertainty is adopted from [5], where uncertain is a kind of generic term for other
terms such as likely, plausible, imprecise, or vague. In our work, we assume that the input samples of a classiﬁer are produced
by a set of “data-generating” processes. We are uncertain that a sample is associated with a certain process and is covered
by a certain rule. This kind of uncertainty is due to random inﬂuences being inherent to the observed process, measurement
errors, etc.
Rules that are locally acquired by the agents should be potentially useful for other agents. That is, if those agents observe
the same processes in their environment, the rules can successfully be applied. As we will see, the same (good) classiﬁcation
results can be obtained with classiﬁers consisting of very different rule sets. We claim that the set of rule premises must
be generative to have the property of being potentially useful. We will show how this property can be achieved by means
of probabilistic knowledge acquisition techniques (see also [8]). Informally, we state that in our approach the rule premises
must model clusters of data in the input space of the classiﬁer for that purpose. A model or a classiﬁer based on a certain
model (e.g., a density model of the data) are called “generative” if they could basically be used to generate data that have
the same characteristics as the observed data used to ﬁnd the model parameters. In many cases probabilistic techniques are
used to obtain generative models.
Our work addresses classiﬁcation in dynamic environments. We assume that at certain points in time novel processes
emerge in the environment, i.e., start to produce data. Also, processes may stop to produce data. In the ﬁrst case, which we
call novelty, new rules must be found and added to the rule set. In the second case, which we call obsoleteness, rules must
be deleted from the rule set. In our case, novelty detection is based on probabilistic models of the observed processes. We
also need techniques for obsoleteness detection and for an appropriate reaction on stated novelty or obsoleteness, i.e., for
an adaptation of the classiﬁer. We will introduce techniques that have the following two properties:
1. The detection of novelty or obsoleteness is realized without utilizing any feedback from the local environment, i.e., only
by assessing the observed input samples. The agent refrains from asking a human application expert or from using
information about classiﬁcation performance which we assume to be unknown to the agent.
2. The reaction on stated novelty or obsoleteness is realized in a partly unsupervised way. The reason is that we want to
avoid interaction with a human expert in the case of obsoleteness and reduce it to a minimum in the case of novelty.
In the latter case, the premises of new rules are found autonomously by the agent, and humans are only be asked to
label them, i.e., to ﬁnd the conclusions of the new rules.
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samples, human application experts are involved in a very eﬃcient way. As we will see, the participation of humans can
even be avoided in some applications, e.g., if conclusions are implicitly deﬁned by the region of the input space which is
covered by a rule premise.
The acquired rules may then be exchanged between the agents in the distributed system. Agents may either accept or
discard newly received rules immediately or they may store them in a cache for later use. In this case, it necessary to assess
the usefulness of rules. If this measure is considered to be high enough, the rule is taken over from the rule cache into the
“active” classiﬁer. A rule or a classiﬁer are called “active” if they are currently applied by an agent. We claim that additional
meta-knowledge about these rules (i.e., experience) might help to improve this process. In this article, we will assess the
informativeness of rules.
In a nutshell: We focus on basic technologies for an exchange of classiﬁcation rules representing uncertain knowledge
within distributed environments including methods for an acquisition of knowledge (generative rule sets) in dynamic envi-
ronments, and methods for gathering and using meta-knowledge about rules (experience).
A typical application ﬁeld of such technologies is the ﬁeld of network intrusion detection. Intrusion detection agents
locally detect novel kinds of attacks, create rule premises for the classiﬁcation of these attacks by their own, ask system
administrators for corresponding rule conclusions, and send the rules to other agents that may proﬁt from that knowledge
(either by eventually integrating the rule in their own active classiﬁer or by fusing it with existing knowledge).
The remainder of the article is structured as follows: In Section 2 we make some comments on related work in the
ﬁeld of rule exchange in distributed environments. Work that is related to our methods is cited in Section 3, where we lay
all the theoretical and methodological foundations (rule representation, reasoning, novelty and obsoleteness detection, rule
acquisition, interestingness assessment). Section 4 presents the results of some case studies and in Section 5 we discuss the
lessons we have learned from our research in the ﬁeld of knowledge exchange. In Section 6 we ﬁrst sketch some possible
applications of the proposed techniques in the ﬁelds of driver assistance systems, robotics, and information security. Then,
an application in the ﬁeld of intrusion detection in computer networks is elaborated in some more detail. The major ﬁndings
are ﬁnally summarized in Section 7.
2. Related work
Distributed intelligent systems that work in a collaborative manner recently became an active research issue (for an
overview of techniques see, e.g., [9]). They are proposed for various application ﬁelds such as smart sensor networks (e.g.,
[10,11]), the semantic web (e.g., [12]), and distributed intrusion detection systems (e.g., [13,14]). In the majority of these
approaches, information is locally acquired and pre-processed by the intelligent systems and thereafter sent to special
processing units (which can be either centralized or distributed).
Less common, but closer related to our approach is work dealing with collaborating agents that learn from each other
by exchanging locally inferred rules. In [15], agents employ inductive logic programming to adapt to changes in their en-
vironment. Different information exchange strategies (low-level, i.e., samples, and high-level, i.e., learned Horn logic rules)
are compared and evaluated in a simulated logistic scenario, in which teams of trading agents learn the properties of the
environment in order to optimize their operation performance. Ref. [16] proposes collaborating logic-based agents that ad-
ditionally take the usefulness of exchanged rules into account. Two measures for rule assessment are described. The ﬁrst
one evaluates the beneﬁt of the agent reaching its objective using the received rule. The second one acquires rules from
various agents and compares the results. Depending on its usefulness value, a received rule is either integrated into the
agent’s rule base or discarded. The proposed techniques, however, are not evaluated. Ref. [17] investigates the exchange
of different kinds of knowledge (i.e., samples, sample–action–reward vectors, and learned state transitions) between agents
that are equipped with reinforcement learning techniques. The different exchange strategies are evaluated within a simu-
lated predator–prey environment. Ref. [18] also considers the exchange of sample–action–reward ratings. There, it is shown
that the learning rate of a group of obstacle-avoiding mobile robots can be signiﬁcantly increased. In [19], an extension of
learning classiﬁer systems to multi-agent systems is proposed. At ﬁxed points in time, agents exchange classiﬁcation rules.
Existing rules within an agent’s rule base are replaced by received rules if they exhibit a higher strength value. Again, this
approach is based on reinforcement learning and, thus, requires permanent feedback from the environment. This is also the
case in [20] where agents equipped with support vector machines (SVM) exchange newly learned support vectors. Correctly
classiﬁed samples yield a reward which is used by the agents to adapt their SVM to changes in the environment. A periodic
exchange of knowledge between agents with different learning paradigms (i.e., table based Q-learning and neural networks
trained with backpropagation) is presented in [21]. This approach, however, is based on an application- and learner-speciﬁc
intermediate knowledge representation that must be deﬁned in advance. Additionally, the choice of representation greatly
inﬂuences the performance of the overall agent system.
Altogether, we can state that our approach that addresses the exchange of classiﬁcation rules representing uncertain
knowledge without using feedback from the environment has not been investigated yet. Our novel approach also offers
dedicated techniques for rule acquisition and assessment in dynamic environments.
3. Theoretical and methodological foundations
In this section we describe the basic techniques for knowledge representation, acquisition, assessment, and exchange.
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3.1. Rules representing uncertain knowledge
The classiﬁers we are using here are probabilistic classiﬁers. For an input sample x in an I-dimensional input space we
want to compute the posterior distribution of the classes p(c|x), i.e., the probabilities for class membership given an input x.
To minimize the risk for classiﬁcation errors we then select the class with the highest posterior probability (cf. the principle
of winner-takes-all). According to our previous publications [8,22], p(c|x) can be decomposed as follows:
p(c|x) = p(x|c)p(c)
p(x)
= (
∑ J
j=1 p(x| j)p( j|c))p(c)
p(x)
=
J∑
j=1
p( j|c)p(c)
p( j)
· p(x| j)p( j)
p(x)
=
J∑
j=1
∫
x∈Rc p( j|x)dx · p(c)
p( j)︸ ︷︷ ︸
p(c| j)
· p(x| j)p( j)∑ J
j′=1 p(x| j′)p( j′)︸ ︷︷ ︸
p( j|x)
. (1)
In this classiﬁcation approach based on a so-called mixture density model p(x),
• the conditional densities p(x| j) ( j ∈ {1, . . . , J }) are the components of the model,
• p( j) is a multinomial distribution with parameters π j (the mixing coeﬃcients or rule weights),
• the p(c| j) are multinomial conditional distributions with parameters ξ j,c , and
• Rc is the (not necessarily connected) region of the input space associated with class c.
That is, we have a classiﬁer (rule set) consisting of J rules, where each rule j is described by a distribution p( j|x) (which
we call the rule premise) and a distribution p(c| j) (which we call the rule conclusion). We can state that the former could
be trained in an unsupervised way while class labels for samples are needed for the latter. For a particular sample x′ , the
values p( j|x′) are called responsibilities (i.e., of the component for the sample).
Which kind of density functions can we use for the components? Basically, we may have categorical as well as numerical
input dimensions. In the former case, multinomial distributions could be used whereas Gaussian distributions can often be
used in the latter. For many practical applications, the use of Gaussian models can be motivated by the generalized central
limit theorem which roughly states that the sum of independent samples from any distribution with ﬁnite mean and variance
converges to a normal distribution as the sample size goes to inﬁnity (cf., e.g., [23]). Although being possible, we do not
consider categorical input dimensions (i.e., multinomial distributions) in this article. Thus, we assume that the components
are multivariate Gaussian (i.e., normal) distributions with centers μ j and covariance matrices Σ j , i.e.,
N (x|μ j,Σ j) =
1
(2π)
I
2 |Σ j| 12
exp
(−0.5 (Σ j (x,μ j))2) (2)
with the distance measure (matrix norm) M deﬁned by
M(vA,vB) =
√
(vA − vB)TM−1(vA − vB). (3)
M deﬁnes the Mahalanobis distance of vectors vA,vB ∈RI based on an I × I covariance matrix M. Fig. 1 gives an example
for a Gaussian mixture model (GMM) for p(x) =∑3j=1 p(x| j)p( j) in a two-dimensional input space with three components.
The level curves correspond to the surfaces of constant density.
This classiﬁer is a so-called generative classiﬁer. In the following the classiﬁer is referred to as CMM (classiﬁer based on a
mixture model). Generative classiﬁers not only aim at achieving high classiﬁcation rates, they also try to model the processes
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from which the observed data originate. For that purpose, the components—which are here assumed to be Gaussian—must
model clusters in the data.
As stated in Section 1, knowledge must be potentially useful for other agents. As an important pre-requisite we need
training techniques that lead to a kind of “canonical” form of the classiﬁers. That is, if data originating from the same
underlying processes are observed, the rules learned from those data must be similar, i.e., exhibit a low variability (from
different sets of samples, very similar rules must be learned). The following illustrative example shows that this is the
case for our generative classiﬁer together with the training techniques to be described below but not, for example, for
discriminative classiﬁers whose only objective is to maximize classiﬁcation performance. Well-known examples for such
discriminative classiﬁers are radial basis function (RBF) neural networks trained with resilient propagation and support
vector machines (SVM). If these paradigms use Gaussian basis functions (i.e., as hidden neurons in RBF networks or as
kernel in SVM) they are functionally equivalent to our generative approach as we have shown in [22]. Their variability,
however, may be substantially higher such that knowledge exchange between RBF networks or between SVM does not
make sense.
Fig. 2 shows a probability distribution on the left (three components belong to class “blue”, two to class “green”). The
input space is two-dimensional. The big Xs describe the centers of the Gaussians, the ellipses are level curves of the Gaus-
sians (surfaces of constant density) with shapes deﬁned by the covariance matrices. The black solid line is an approximation
of the decision boundary. Then, we generate three training data sets from the same distribution, each with 500 data points.
We train RBF networks, SVM, and our generative classiﬁer CMM on these data sets. The results are depicted on the right of
Fig. 2. For RBF and CMM the ellipses represent the placement and the shape of the hidden neurons and the mixture model
components, respectively. For SVM, the samples selected as support vectors are indicated by circles. It can be seen that the
discriminative solutions (RBF, on the top, SVM in the middle), though having similar decision boundaries (at least in the area
between the data clusters), differ greatly in the placement and the form of the hidden neurons and the selected support
vectors. The generative approach (CMM, on the bottom) actually models the underlying sample-generating processes and,
thus, produces classiﬁers with low variability.
With regard to the exchange of knowledge in form of rules (i.e., not the whole classiﬁer but only parts of the knowledge
base) we can state that classiﬁers with a low variability are an important pre-requisite as rules are only potentially useful
for other agents if they inﬂuence the decision boundary of all agents in a similar way. Then, the agents can be enabled to
learn from each other. For a discussion of relations between our generative classiﬁer and various other classiﬁer paradigms
see [22].
Finally, we state that a rule is given by I + I·(I+1)2 + 1+ C values: the center, the elements on and above the diagonal of
the covariance matrix, the mixing coeﬃcient, and the number of classes (C ).
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3.1.1. Human-readable rules
As a side note we want to mention another interesting property of the described classiﬁer paradigm. In some applications
(cf. Section 6) it is desirable to extract human-readable rules from the trained classiﬁer. This is possible with our classiﬁer if
it is parametrized accordingly: Basically, there are no restrictions necessary concerning the covariance matrices Σ j . However,
if they are forced to be diagonal (i.e., assuming no dependencies between input dimensions), each multivariate Gaussian
p(x| j) can be split into a product consisting of I univariate Gaussians ψi, j . Then, the following human-readable rule set can
be extracted from a classiﬁer:
if x1 is ψ1,1 . . . and xi is ψi,1 . . . and xI is ψI,1 then c1 is ξ1,1 and c2 is ξ1,2 and . . .
...
if x1 is ψ1, J . . . and xi is ψi, J . . . and xI is ψI, J then c1 is ξ J ,1 and c2 is ξ J ,2 and . . .
The variables in this rule set are the input variables xi (components of the I-dimensional input variable x), and the
output variable c which represents the classes. The rule premises are realized by conjunctions of the univariate Gaussians
ψi, j (which are obtained from p(x| j)) whereas the conclusions are modeled by the ξ j,c (which essentially correspond to the
parameters of the p(c| j) as mentioned above; see [22] for more details). These rules enable reasoning based on uncertain
samples as shown in Eq. (1). They have a form which is very similar to that of fuzzy rules, but they have a different (i.e.,
probabilistic) interpretation.
Fig. 3 gives an example for such a classiﬁer. Again, the big Xs describe the centers of the rules, the ellipses are level
curves of the multivariate Gaussians (surfaces of constant density) with shapes deﬁned by the covariance matrices. In the
case of diagonal covariance matrices, these ellipses are axes-oriented; in the case of isotropic covariance matrices they
become circles. Of course, this readability is accomplished at the cost of a limited modeling capability of the classiﬁer and
should, thus, only be used if the application demands this kind of human-readable rules.
3.2. Knowledge acquisition in dynamic environments
In the following we distinguish two situations where a classiﬁer must be trained: An off-line training of the classiﬁer
with a labeled data set which is needed to build a classiﬁer for a static environment and an on-line technique that adapts
an existing classiﬁer whenever new rules become necessary (novelty) or existing rules are no longer needed (obsoleteness).
This approach, which is needed in a dynamic environment, is based on the technique needed for the static case.
3.2.1. Off-line knowledge acquisition
The basic technique to train the various parameters of the classiﬁer in an off-line manner is a maximum likelihood (ML)
technique. Given a training data set consisting of an input data set X with N input samples xn and a corresponding target
(classes) data set T it is assumed that the xn are independent and identically distributed (i.i.d.). Then, the parameters of the
density p(x) are computed in an unsupervised manner. With θ being the overall set of model parameters consisting of all
μ j , Σ j , and π j the log-likelihood function
ln p(X|θ) = ln
N∏
p(xn|θ) (4)
n=1
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optimization of the log-likelihood does not exist. Instead, an iterative method called expectation maximization (EM) can be
applied (cf. [24–26], for instance). EM iteratively maximizes the likelihood in two alternating steps, the E (expectation) step
and the M (maximization) step. Once the parameters of the mixture model μ j , Σ j , and π j have been computed this way,
the parameters ξ j,c can be obtained in a supervised approach using T.
We use a more sophisticated version of this EM technique called variational Bayesian inference (VI, for details see [8,24]).
The main difference is that VI is a Bayesian parameter estimation technique that considers prior knowledge in order to
make the training process more robust (i.e., to avoid singularities of the likelihood). Our version of VI is slightly modiﬁed to
optimize the number of components by its own.
It is assumed that for the “generation” of a sample xn one of the J components has actually been “responsible”. To de-
scribe the “assignment” of samples to components, an additional random variable zn (so-called latent variable) is introduced
for each sample. With Z denoting the set of all latent variables, the likelihood function p(X|θ) now becomes
p(X|θ) =
∑
Z
p(X,Z|θ). (5)
In a Bayesian parameter estimation approach such as VI (cf. [27,24]) prior distributions are introduced for the parame-
ters θ . The functional form of the prior distributions must be chosen in a way such that the posterior distributions have the
same type (so-called conjugate density functions) [24].
For a more detailed discussion on Bayesian inference and, particularly, VI see [24]. Here, we only give the resulting
formulas needed for the estimation of the parameters of the Gaussian mixture model.
For the parameters μ j and Λ j (note that Λ j = Σ−1j ), a Gaussian–Wishart distribution must be chosen as prior [24], i.e.,
q(μ j,Λ j) =N
(
μ j|m j, (β jΛ j)−1
)W(Λ j|W j, ν j), (6)
where m j , β j , W j and ν j are temporary variables that are determined during the iterative optimization process (see below).
A Dirichlet distribution is chosen as prior of the mixing coeﬃcients π j , i.e.,
q(π) = Dir(π |α). (7)
Here, α consists of J temporary variables α j .
Similar to EM, VI is composed of alternating E and M steps.
In the E step, the responsibilities γn, j (i.e., of component j for sample xn) are estimated:
γn, j = ρn, j∑ J
j′=1 ρn, j′
, (8)
with
lnρn, j = E[lnπ j] + 12E
[
ln |Λ j|
]− I
2
ln(2π) − 1
2
Eμ j ,Λ j
[
(xn − μ j)TΛk(xn − μ j)
]
(9)
where (ψ(·) is the Digamma function)
E[lnπ j] = ψ(α j) − ψ
( J∑
j′=1
α j′
)
, (10)
E
[
ln |Λ j|
]= I∑
i=1
ψ
(
ν j + 1− i
2
)
+ I ln2+ ln |W j|, (11)
Eμ j ,Λ j
[
(xn − μ j)TΛ j(xn − μ j)
]= Iβ−1j + ν j(xn −m j)TW j(xn −m j). (12)
The model parameters are estimated in the M step: With
N j =
N∑
n=1
γn, j, (13)
being the “effective” number of samples “generated” by component j the estimates are:
μ j =
1
N j
N∑
n=1
γn, jxn, (14)
Λ−1j =
1
N j
N∑
γn, j(xn − μ j)(xn − μ j)T, (15)n=1
D. Fisch et al. / Artiﬁcial Intelligence 187–188 (2012) 90–114 97π j = α0 + N j
Jα0 + N . (16)
It is also necessary to update the temporary variables that are needed again for the subsequent E step:
α j = α0 + N j, (17)
β j = β0 + N j, (18)
m j = 1
β j
(β0m0 + N jμ j), (19)
W−1j = W−10 + N jΛ−1j +
β0N j
β0 + N j (μ j −m0)(μ j −m0)
T, (20)
ν j = ν0 + N j . (21)
The parameters indexed with 0, namely α0, β0, m0, ν0, and W0 are the hyper-parameters of the VI which can be used
to inﬂuence the behavior of the algorithm in a desired way, e.g., to avoid singularities or to cope with sparse data.
The values of these hyper-parameters must be set depending on the data set (e.g., the overall mean of the data set,
the number of input dimensions I , or the overall variance of the data set) and the model properties (e.g., the number of
components J ).
E and M steps are iterated until a given stopping criterion is met (e.g., no or only slight improvements of the likelihood
for a ﬁxed number of steps). Then, it is possible to determine the output weights, i.e., the ML estimators of the parameters
ξ j,c of multinomial distributions p(c| j). For this supervised step we need the set of targets T. With Ic we denote the index
set of all samples from the overall training set X for which c is the assigned target class. Then, with p( j|c) = ∫x∈Rc p( j|x)dx
where Rc is the region of the input space associated with class c, we get the ML estimators
ξ j,c =
1
|Ic |
∑
n∈Ic γn, j · |Ic |N
N j
N
(22)
= 1
N j
∑
n∈Ic
γn, j. (23)
The optimization of the component number is done implicitly by the VI algorithm. The “effective” number of samples
N j for which a component is responsible (cf. Eq. (13)) can be used as a decision criterion. The higher this number, the
more “relevant” is the respective component. If a component is not relevant enough (a test criterion is realized with a
simple threshold), it is simply deleted from the model. That is, the VI training approach must be started with a number of
components that must be higher than the number that is expected to be required.
Algorithm 1: Off-line classiﬁer training.
1. The parameters of the Gaussian mixture model are found in an unsupervised approach:
(a) Initialize the parameters μ j , Σ j , and π j and the hyper-parameters α0, β0, m0, ν0 and W0 with appropriate, valid values.
(b) Compute the responsibilities γn, j of a component j for a sample xn in the expectation (E) step according to Eq. (8).
(c) Compute estimates of the model parameters μ j , Σ j , and π j in the maximization (M) step according to Eqs. (14), (15), and (16).
(d) If an appropriate stopping criterion (e.g., number of iterations) is not met, go to step 1(b).
2. The parameters of the output distributions are then found in a supervised approach with Eq. (23).
Algorithm 1 shows that the rule premises can be found in an unsupervised step whereas the rule conclusions are
determined in a second, supervised step. The two-step training procedure also allows to construct the classiﬁer in a slightly
different way if labeled data are not available: After the ﬁrst, unsupervised step, the components may also be labeled by a
human domain expert.
By deﬁning distributions over the parameters of the classiﬁer, VI explicitly models uncertainty regarding the parameter-
ization of the classiﬁer. This could be interpreted as a kind of conﬁdence in rules (cf. also [28]), a fact which is not fully
exploited up to now (cf. Section 7).
3.2.2. On-line knowledge acquisition
In a dynamic environment, an agent must be able to detect the need for either generating new rules or taking over rules
obtained from other agents. Also, the need for discarding obsolete rules must be detected. Then, both situations must be
handled appropriately.
In the literature exist a number of different approaches to realize novelty detection (for an overview see, e.g., [29–32];
techniques based on GMM are introduced in [33–37]). The key problem of on-line novelty or obsoleteness detection is
that in the case of uncertain information a single sample is not suﬃcient to make a deﬁnite decision. An example for this
98 D. Fisch et al. / Artiﬁcial Intelligence 187–188 (2012) 90–114Fig. 4. Example of the novelty detection challenge.
challenge is illustrated in Fig. 4. The question is here: Are the observations on the left-hand side outliers from the existing
processes or are they the ﬁrst observations generated by a newly emerging process?
In order to deal with this problem, our novel approaches for on-line detection of novelty and obsoleteness basically
realize the following idea:
• Each observed sample is assessed with respect to a certain property (e.g., a possible assignment to an existing rule).
• An appropriate penalty or reward value is determined.
• These values are accumulated in order to determine the “status” of single rules or the overall rule set.
• It is checked whether a “dissatisfaction” threshold is reached.
We sketch the algorithm for novelty detection here. This algorithm checks whether a new sample x can be associated
with one of the existing rules (i.e., components) in the active classiﬁer or not. As we use a GMM for p(x), we use a user-
deﬁned parameter α to deﬁne a hyper-ellipsoid around each center μ j such that we can expect that a 1− α percentage of
the labels produced by the process which is modeled by component j lies within that hyper-ellipsoid. Let E j ⊂ RI be the
hyper-ellipsoid of component j with size and shape deﬁned by Σ j .
Algorithm 2: Novelty detection.
1. For each rule j compute the squared Mahalanobis distance between the sample x and the center μ j (cf. Eq. (3)) and compare this distance to a
threshold γ to decide on the assignment of the sample to rule j:
z j(x) :=
{
1, if (Σ j (x,μ j))
2  γ ,
0, otherwise.
(24)
The threshold γ is determined by means of a 1 − α quantile of the χ2 distribution as the squared distances can be assumed to be distributed
this way (typically, α ∈ {0.05,0.1}).
2. Check whether the sample x can be assigned to at least one rule (note that z(x) ∈ {0,1}):
z(x) := 1−
∏
j
(
1− z j(x)
)
. (25)
3. Compute an update value for the overall novelty status of the classiﬁer (rule set):
(x) := η · (−ν · (1− z(x))︸ ︷︷ ︸
penalty
+ (1− ν) · z(x)︸ ︷︷ ︸
reward
)
, (26)
with ν being the sensitivity which is needed to correct inﬂuences of overlapping components (see below) and η being the step size which
controls the reaction time.
4. The new novelty status is then
snov := snov + (x) (27)
where snov, which must be initialized appropriately (e.g., with snov := 1), can be regarded as the degree of “satisfaction” with respect to the
currently used rules.
5. If snov sinks below a given threshold σ (e.g., σ := 0.2), there is a need to integrate one or several new rules into the classiﬁer.
How can the factor ν be determined? Basically, ν must be chosen in a way such that there is an equilibrium of penalties
and rewards as long as no changes of the underlying distribution p(x) occur. That is, the expectation of the updates must be
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E =⋃ Jj=1 E j . That is,
ν = p(z(x) = 1)= ∫
E
p(x)dx (28)
The integral can be approximatively evaluated by means of an appropriate Monte Carlo method. The factor ν must be re-
estimated after every adaption of the rule set, e.g., in case of novel or obsolete rules. The time complexity for processing
one sample with the novelty detection algorithm is O( J · I2) which is very eﬃcient and well suited for on-line applications.
Whenever novelty is stated, the rule set must be adapted accordingly by adding new rules. Basically, we may use the
VI technique on a sliding window of recent samples to ﬁnd new rule premises. To avoid changes of the already existing
premises, the centers and covariance matrices of existing components are ﬁxed and only those of new components and all
the mixture coeﬃcients are adapted. A rule conclusion, i.e., an estimate of the parameters of the distribution p(c| j) for a
new component j can then be obtained in various ways:
1. Application experts can be asked to label a set of recently observed samples (e.g., measured within a sliding window).
These labels are then used to determine values for the parameters ξ j,c .
2. Application experts can be asked to label a new rule j, i.e., to assign it uniquely to one of the classes.
3. In the case of rule exchange, certain rules, and in particular their conclusions, may be taken over from other agents.
This alternative is described in much more detail in Section 3.3.
4. Rule conclusions may also be given implicitly if, for instance, certain regions of the input space are known to be assigned
to certain classes. This includes the case that an agent stores discarded rules in a rule cache for later use.
In any case, the output distributions of all other rules must be adapted as well (see below).
In our case studies in Section 4 we combine the cases 2 and 3 (i.e., experts are asked if no rules received from other
agents are available in a cache) and show that this approach is in some aspects superior to a solution where samples are
exchanged between agents instead of rules.
As an example, we sketch the algorithm for novelty handling in case 2 here, which again leads to a probabilistic, gener-
ative classiﬁer.
Algorithm 3: Novelty handling with human experts.
1. Use a sliding window of N recently observed samples xn to ﬁnd the parameters of new components (rule premises) and to adapt the mixing
coeﬃcients of the already existing (i.e., “old”) components:
(a) Chose a number J temp that is signiﬁcantly higher than the number of new components that is expected to be needed (which is often only
one or two).
(b) Copy the parameters μ j , Σ j , and π j of the components in the old classiﬁer into a new GMM and initialize the parameters for a number
J temp of new components. To ﬁnd initial centers start with the sample xn from the sliding window with
xn := argmin
x′n
J∑
j=1
π jN
(
x′n
∣∣μ j,Σ j) (29)
computed for the old GMM. The other J temp − 1 new centers are then chosen with a large spread in the input space (cf. [38,39]).
(c) Run the unsupervised step of the VI algorithm using the samples in the sliding window while keeping the parameters μ j and Σ j of the
already existing rules ﬁxed. VI also determines the number of new rules Jnew that is actually needed (with Jnew  J temp).
2. Then, the parameters ξ j,c of the new classiﬁer (rule conclusions) are determined by means of an appropriate random sampling technique. For
that purpose, we assume a unique assignment of components to classes in the “true” world:
(a) For each component that already existed in the old GMM determine the class with the highest posterior probability (using the old classiﬁer):
κ j := argmax
c
(ξ j,c). (30)
(b) Ask a human application expert to label each new component uniquely and set the corresponding variables κ j . For that purpose, the rules
can be presented in a human-readable form as set out in Section 3.1.
(c) Take the new GMM as random generator model for a number of artiﬁcial input samples and label these samples using the κ j of the respective
rules.
(d) Run the supervised step of the VI algorithm (Eq. (23)) on these artiﬁcial data to determine values for all ξ j,c of the new classiﬁer.
If human experts are assumed to make errors, several experts may be asked and their statements may be superimposed
as we have shown in [40]. If the decision in Eq. (30) is not very clear, experts may be asked as well.
Obsoleteness detection is basically very similar to novelty detection. The main difference is that individual measures are
needed for every rule in the classiﬁer. Also, penalty and reward factors must be set individually for each rule. Whenever
obsoleteness is stated, the corresponding component is deleted and the parameters π j and ξ j,c of the remaining components
are determined anew in a way which is very similar to the “novelty handling” case.
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the agents themselves. For the rule conclusions we may need application experts in some cases, but their effort is kept as
low as possible as rules are taken over from other agents whenever possible and experts are asked to label rules instead of
a (often large number of) samples which can be done much more eﬃciently.
Finally, we emphasize that both training techniques (on-line and off-line) lead to generative classiﬁers.
3.3. Interestingness-based rule exchange in a distributed environment
In this article, we only use quite elementary communication techniques—a simple broadcasting of novel rules within
the distributed system—and focus on the use of meta-knowledge (knowledge about knowledge, i.e., experience) to improve
the rule exchange process. Here, this meta-knowledge is gathered by the recipient of a rule; but basically it could also be
transmitted together with a novel rule by the sender.
As mentioned in Section 1, we will assess and exploit the interestingness of rules. In the data mining ﬁeld, interestingness
measures are used to decide upon the importance of automatically discovered knowledge (e.g., in form of decision trees,
fuzzy rule sets, or association rules) in terms of coverage, support, accuracy, unexpectedness, usefulness, or novelty, for
instance. Interestingness measures can be divided into objective measures based, e.g., on statistical properties and subjective
measures that are derived from a user’s beliefs, expectation, or knowledge [41,42]. Here, we also consider several aspects of
interestingness. We may wish to answer the following questions, for instance:
• How useful is a rule at this moment, i.e., does it make sense to apply it to the current situation in the environment?
• How informative is a rule, i.e., how well-distinguishible is the underlying process from other processes?
• How unique is the conclusion of a rule, i.e., the assignment to a class?
• How important is the rule compared to other rules in a given rule set?
• How generative is the premise of a rule, i.e., how precise does it model an observed process?
• How comprehensible is a rule or a rule set for human application experts?
These properties must be measured numerically. In this article, we focus on usefulness and informativeness. We will brieﬂy
comment on uniqueness and importance and refer to measures we have described in [22,43] concerning generativity and
comprehensibility.
3.3.1. Assessment and exploitation of a rule’s usefulness
Whenever a novel rule is received by an agent, it can either be accepted immediately or its usefulness can be assessed
over time in order to accept the rule when it is regarded as useful to classify the currently observed samples. In the former
case it is taken over into the “active” classiﬁer of the agent as an additional rule or it is fused with an existing rule (cf. [3]).
In the latter case, which will be considered here, it is preliminarily stored in a cache and its usefulness is rated over time.
A rule is regarded as being useful if a suﬃcient amount of samples can be assigned to that rule. Therefore, the method
for usefulness assessment is very similar to the penalty/reward methods for the detection of novelty or obsoleteness (cf.
Section 3.2). We deﬁne a hyper-ellipsoid E j around the center of the new rule j, check whether a sample can be assigned
to that rule, and determine an update value for the usefulness status suse j of the rule. Compared to Algorithm 2, we have a
slightly different update formula (cf. Eq. (26)), namely
(x) = η j ·
(−ν j · (1− z j(x))︸ ︷︷ ︸
penalty
+ (1− ν j) · z j(x)︸ ︷︷ ︸
reward
)
, (31)
with a user-deﬁned step size η j and
ν j =
∫
E j
p(x)dx (32)
with integration over E j instead of E (cf. Eq. (28)). The z j(x) are determined as shown in Eq. (24). If the usefulness status
suse j of the rule exceeds a given threshold, the rule is accepted and added to the rule set of the active classiﬁer. Then, the
conclusions of all rules must be adapted such as in the case of novelty handling (cf. Algorithm 3).
Rules may be discarded (deleted from the cache) if they are not accepted within a certain time interval. To avoid a
situation where a rule is deleted due to penalization, a lower bound is set to the usefulness status. More concretely, suse j is
not allowed to sink below its initial value—which may be set individually for each rule as described below.
3.3.2. Assessment and exploitation of a rule’s informativeness
A novel rule is considered as being very informative by the recipient if it describes a really novel kind of process that
might produce data in the environment. To assess informativeness numerically we need a kind of distance measure for rule
premises. For this purpose, we use the Hellinger distance Hel(p,q) of two probability densities:
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where BC(p,q) denotes the Bhattacharyya coeﬃcient of two distributions deﬁned by
BC(p,q) =
∫ √
p(x)q(x)dx. (34)
If, however, p and q are multivariate Gaussians (as in our case the rule premises) then
BC(p,q) = exp
(
−1
8
(μp − μq)T
(
Σ p + Σq
2
)−1
(μp − μq)
)
·
4
√|Σ p||Σq|√
|Σ p+Σq2 |
, (35)
where |Σ | denotes the determinant of matrix Σ . The value of Hel(p,q) is always in the range between 0 and 1. It is 0 if p
and q describe the same distribution. The maximum value of 1 is achieved when p places all its probability mass in regions
where q assigns a probability of zero and vice versa. The informativeness status sinf j of a new rule j is determined by its
Hellinger distance calculated with respect to the “closest” rule within the currently used active classiﬁer. Rules with s j < ψ
are fused immediately if the conclusions do not contradict. The threshold ψ can be set easily; typically by choosing a rather
low value.
Here, we want to accelerate the process of rule acceptance depending on the degree of informativeness: Informative
rules should more quickly be transferred from the cache into the active classiﬁer. To achieve this, the step size η j of the
rule’s usefulness status suse j (see above) can be set to a certain fraction of sinf j . It is also possible to initialize suse j with sinf j .
3.3.3. Uniqueness, importance, and combination of interestingness measures
Certainly, various interestingness measures could be deﬁned, and they could be combined and employed in various ways
depending on the needs of a particular application.
The uniqueness of a rule’s conclusion, for instance, can be rated by the agent that receives a new rule. It measures how
distinct the conclusion of the new rule is. For that purpose, it is possible to evaluate the difference between the largest
value ξ j,c—the estimate of the class posterior probability given a certain component—and the second largest. Rules with
unique conclusions may also be accepted more easily.
The importance of a rule measures the relative weight of a rule in a rule set. A rule is regarded as very important, for
example, if its mixing coeﬃcient π j—the estimate of the component’s prior probability—is far above the average mixing
coeﬃcient of the sender. The sending agent must also provide information about the number of rules in the rule set in this
case. Important rules may be accepted more easily, too.
A linear combination of interestingness measures can be used to control a rule’s usefulness assessment, e.g., by initializ-
ing the usefulness status or setting the step size as mentioned above.
4. Case studies
In this section we will demonstrate the behavior of the proposed techniques and investigate the performance of different
kinds of rule exchange strategies. First, we compare the exchange of information (i.e., samples) to the exchange of knowledge
(i.e., learned rules) with respect to classiﬁcation rates, communication costs, and human expert query costs. The second case
study demonstrates the effects of employing interestingness measures in the rule exchange process.
4.1. Information and knowledge exchange
In a ﬁrst case study, we investigate the behavior of agents that use three different learning strategies. In a simple
dynamic scenario four agents classify observed samples. The observed scenario consists of three (initially two) processes that
generate normally distributed samples, two (initially one) generating “blue” samples (crosses) and one generating “green”
ones (circles). The agents are able to adapt to changes in their observed environment as described in the previous section.
All agents basically monitor the same scenario, however, agent 1 observes samples of newly emerging processes earlier than
the other agents. The agents’ behavior can be summarized as follows:
• Agent 1 is able to “share” its superior sensing and learning ability with other agents by sending all the observed samples
as well as the learned rules.
• Agent 2 does not make use of any messages sent by agent 1. The agent learns rules by its own using only the locally
observed samples. Like agent 1, it is able to detect novelty, create new rule premises, and query a human expert for rule
conclusions. This strategy has some characteristics of a “learning by doing” approach. “Learning by doing” turned out to
be an important concept in professional human education. Basically, it says that humans are able to improve their skills
and productivity through practice and self-perfection.
• Agent 3 learns from agent 1 by using all samples observed and sent by agent 1. All received samples are merged
with “own”, i.e., locally observed, samples and are stored in a sample cache. With this sample cache, agent 3 can also
perform any necessary actions such as detecting novelty, creating new rule premises, and querying a human expert for
rule conclusions. If a new rule is created, it stays in a rule cache until it proved itself being useful. Then, it is integrated
into the active classiﬁer.
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• Agent 4 learns from agent 1 by using the rules learned and sent by agent 1. Like agent 3, agent 4 integrates a rule into
its active classiﬁer once it is regarded as being useful. This strategy has some characteristics of a “learning by teaching”
approach. Essentially, it claims that peers, e.g., pupils or students, should improve their knowledge by teaching each
other.
In this case study, we outline communications costs, classiﬁcation errors, and expert invocation costs of the different learn-
ing strategies applied in the described dynamic scenario. The whole scenario (simulation over 1000 units) is illustrated
in Fig. 5. There, the 2-dimensional input space of the agents is depicted including observed samples (circles and crosses),
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Table 1
Case Study 1: Cost analysis.
Comm. costs Expert queries
No exchange Agent 1 0 1
Agent 2 0 1
Average 0 1
Information Agent 1 2000 1
Exchange Agent 3 0 1
Average 1000 1
Knowledge Agent 1 8 1
Exchange Agent 4 0 0
Average 4 0.5
premises of active rules (bold ellipses), and premises of cached rules (faint ellipses). The solid black line is an approximation
of decision boundary which is implicitly deﬁned by the rules. Only the locally observed samples are shown.
Initially (step 1), all four agents are equipped with the same classiﬁer conﬁguration, Fig. 5a. At step 2 (time 300), agent 1
observes novel samples in the lower right quadrant, Fig. 5b. As its classiﬁer does not yet cover this region in the input
space, each new sample therein decreases its novelty status snov (see Fig. 6, time range 300–500) and, thus, increases its
need for self-adaptation. Between steps 2 and 3, snov sinks below the novelty threshold σ = 0.2 (cf. Section 3.2) and novelty
handling is performed, Fig. 5c. As a consequence, snov of agent 1 returns to its initial value again (Fig. 6, time 500). Agents 2,
3, and 4 did not locally observe any novel samples yet. However, agent 1 broadcasts the learned rule and agent 4 puts it
into its rule cache to assess its usefulness, Fig. 5c. The decision boundary of agent 4 is not affected so far. As agent 3 not
only assesses its locally observed samples but additionally the samples sent by agent 1, its novelty status also sinks (Fig. 6,
time range 300–550). However, due to the merging of local and remote samples, the fraction of novel samples is lower
than that of agent 1 leading to a slower decay of snov for agent 3. At step 4, the novel samples sent by agent 1 cause the
novelty status of agent 3 to fall below the threshold σ = 0.2 and, thus, lead to a new rule, Fig. 5d. The slightly different rule
premise (ellipse) compared to the rule created by agent 1 is also due to the merging of samples. Now, agents 3 and 4 both
assess the usefulness of the new rules. Between steps 4 and 5 (time 600), the second “blue” process also becomes visible
to the remaining three agents and causes the usefulness of the cached rules to increase until they are integrated into the
active classiﬁer at step 5, Fig. 5e. For agent 2, these samples lead to a decrease of its novelty status snov (Fig. 6, time range
600–850) until it performs novelty handling at step 6, Fig. 5f.
The three exchange strategies yield different performance values with respect to communication costs, number of ex-
pert queries (cf. Table 1), and classiﬁcation error (cf. Fig. 7). Communication costs are calculated based on the amount
of data which is exchanged (cf. Section 3.1), i.e., one exchanged rule increases the communication costs of the sending
agent by 8 units as 8 parameter values have to be sent. Transmitting a single, 2-dimensional sample costs 2 units. An expert
query could be seen as being very expensive, because a human application expert is certainly a scarce resource in many
applications.
• Exchanging no knowledge naturally exhibits no communication costs. However, both agents 1 and 2 have to query a
human expert for a rule conclusion and both agents misclassify about the same amount of samples. The mean classiﬁ-
cation error of agent 1 is 0.07% and that of agent 2 is 0.08%.
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• With the information exchange strategy agent 1 sends 1000 observed samples to agent 3. Additionally, both agents 1
and 3 ask a human expert for a rule conclusion. As agent 3 receives the new rule prior to the emergence of the process
in its input space, its mean classiﬁcation error is signiﬁcantly lower (i.e., 0.03%).
• In the case of knowledge exchange agent 1 sends two rules to agent 4. As the rule already contains a conclusion agent 4
refrains from querying the human expert. This strategy also yields a low classiﬁcation error of 0.03% for agent 4.
Based on the results of this case study we can state that the collaboration strategies (i.e., the exchange of information
and knowledge) are beneﬁcial for the overall system performance if the agents have to cope with similar situations. The
high communication costs of exchanging raw samples can be avoided by exchanging knowledge in form of learned rules. In
this case, even the number of human expert invocations is reduced to a minimum.
4.2. Interestingness-based rule exchange
Humans not only gain and apply rules that they have learned by their own or acquired from other humans. They
also gain experience with that rules, which could be seen as a kind of meta-knowledge, and they may also proﬁt from
experience of other humans. This biological archetype motivates the second case study. Here, several agents utilize the
knowledge (rules) sent by another agent in various ways:
• Similar to the ﬁrst case study, agent 1 is able to “share” its superior sensing ability with other agents by sending learned
rules.
• Agent 2 has a “greedy” behavior by immediately integrating the received rules into the active classiﬁer without assessing
them.
• Agent 3 assesses the usefulness of a received rule, i.e., it measures how often the rule is covered by locally observed
samples in order to decide when to integrate it.
• Agent 4 acts even more carefully and considers the informativeness of a rule in the decision process. That is, the more
distant a new rule is with respect to existing rules, the faster it will be integrated.
The aim of the second case study is to investigate the effect of incorporating a certain kind of experience into the rule
integration process.
The scenario consists of ﬁve (initially three) processes that generate normally distributed samples. However, the ﬁfth
process is only seen by agent 1 and not by agents 2, 3, and 4. Initially, all four agents are equipped with the same classiﬁer
conﬁguration: One rule in the lower left quadrant of the input space representing a process that generates “green” samples
(i.e., circles), and two rules on the right half for two “blue” processes (i.e., crosses), cf. Fig. 8. Again, the solid black line
indicates the decision boundary of the rule set.
In the input space of agent 1 emerges a new process, generating “green” samples (i.e., circles) in the upper left quadrant.
As a consequence, its novelty status decreases (cf. Fig. 11) until it sinks below the threshold σ = 0.0 leading to self-
adaptation and, thus, to the creation of a new rule. Agent 1 immediately sends this new rule to agents 2, 3 and 4, Fig. 9a.
Following different rule integration strategies, however, the three agents perform different actions. The greedy agent 2
immediately integrates the received rule into its active classiﬁer. Agents 3 and 4 put the received rule under observation
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to assess their usefulness. Agent 3, relying only on the usefulness measure for rule integration, sets the initial usefulness
measure to a ﬁxed value of 0.7. Agent 4 additionally considers the informativeness of the rule and, thus, sets the initial
value of the rule to a higher value (because it is “quite distant” to existing rules), see Fig. 10a. It also chooses a higher step
size η which makes sure the usefulness of the rule will rise quickly even if only few samples emerge at the corresponding
region of the input space leading to a fast integration of the rule. Between steps 1 and 2, the second green process also
emerges for agents 2, 3 and 4 leading to an increase of the usefulness of the cached rule for agents 3 and 4 (Fig. 10a, from
time step 700 on). At step 2, Fig. 9b, both agents integrated the cached rule into their active classiﬁer. Note, however, that
agent 4 integrated the rule prior to agent 3 (Fig. 10a, time step 725) due to the higher initial usefulness value and larger
step size.
At step 3, a third green process emerges in the input space of agent 1 between the existing blue processes, Fig. 9c, that
decreases its novelty status until it performs self-adaptation and creates a new rule at step 4, Fig. 9d. Remember that this
ﬁfth process is only seen by agent 1 and will never be seen by agents 2, 3 and 4. This fact is, of course, unknown to agent 1
and, thus, it sends the new rule to the remaining agents. Again, the greedy agent 2 immediately integrates the rule into its
active classiﬁer whereas agents 3 and 4 put the rule under observation to assess its usefulness, Fig. 10b. Agent 3 initializes
the usefulness with its ﬁxed value of 0.7. Agent 4 considers the informativeness of the rule and as it is close to an existing
rule in the active classiﬁer it decreases the initial value. It also decreases the step size η for this rule requiring more samples
in a shorter time interval for it to be integrated.
As the new rule is close to rules for existing processes, some of their samples lead to an erroneous increase of the rule’s
usefulness for both agents, Fig. 10b. As a consequence, at step 5, agent 3 wrongly regards the rule as being useful enough
and integrates it into its active classiﬁer, Fig. 9e. The samples of the existing processes also lead to an increase of the rule’s
usefulness for agent 4, however, its adapted step size and initial usefulness value prevented the integration of the received
rule which is deleted from the cache after 1000 time units without being useful (pre-deﬁned time-out) at step 6, Fig. 9f.
The error agents 2 and 3 make by wrongly integrating the received rule can be assessed by looking at the classiﬁcation
error those agents make (cf. Fig. 12). Whereas agent 4 has a classiﬁcation error of 0.0 in the time interval 1500 to 2500
the agents 2 and 3 have a classiﬁcation error of about 0.05 from the point in time at which they integrate the received
rule. If evaluating the mean classiﬁcation error over the whole experiment agent 1 turns out to be the worst with an
average classiﬁcation error of 0.0878. It is followed by agent 2 with an average of 0.0143 and agent 3 with 0.0083. The best
agent with regard to the mean classiﬁcation error is agent 4 with 0.0006.
This case study shows that there is a trade-off concerning the rule integration strategy. An immediate integration of
exchanged rules (i.e., a “greedy” strategy) may allow for pro-active behavior. That is, before certain situations emerge in the
environment, agents are already enabled to deal with that situations. However, being too greedy may result in the integra-
tion of improper rules. It became clear that a combination of our proposed interestingness measures enables sophisticated
rule acceptance strategies with two important properties. First, the risk of integrating improper rules that are not helpful
can be reduced. Second, the integration of rules that are likely to be valuable can be accelerated.
5. Lessons learned
In our research in the ﬁeld of knowledge exchange we gained some experience concerning the characteristics and the
limitations of our proposed techniques that we want to summarize in this section.
In our earlier work focusing on knowledge exchange (cf. [1,2]) we did not address the importance of the generative
approach. There, we used a discriminative classiﬁer trained with penalty terms (i.e., regularization technique) to constrain
its form and, thus, facilitate the exchange of knowledge between agents that are equally trained. The generative classiﬁer
presented in this work, however, inherently offers this possibility while having additional advantages such as optimization
of the number of components and a faster training algorithm.
With regard to the generative properties we can state that if the distribution assumptions are—at least partially—met,
the VI training algorithm is able to model the data very well. In this case, the classiﬁcation performance is usually close to
that of discriminatively trained classiﬁers such as RBF networks (for more details see [8,22]) or support vector machines.
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other agents. Agent 2 directly integrates received rules into it’s classiﬁer. Agent 3 ﬁrst evaluates their usefulness and agent 4 additionally considers the
informativeness to initialize the usefulness evaluation with appropriate values.
The VI algorithm is not parameter-free but it reacts not very sensitive to their setting [8]. Actually, the impact of hyper-
parameters increases if the used training data set is small.
Our proposed techniques for novelty and obsoleteness detection are only suited for scenarios in which the underlying
processes can be regarded as being time-invariant for time intervals of a minimal length. That is, after changes of the
underlying processes (novelty or obsoleteness) we need a minimum of observed samples to detect that changes before any
further changes occur. Although this critical minimum amount of samples can be controlled by the step size parameter η
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received rule while agent 3 always uses the same values.
Fig. 11. Case Study 2: Novelty status of the four agents over time. The status value begins to decrease when novelty occurs in the environment of an agent.
When a new rule is integrated into the classiﬁer the novelty status is reset to an initial value.
Fig. 12. Case Study 2: Classiﬁcation error of the four agents over time. When novelty occurs in the environment of an agent the classiﬁcation error rises
until a new rule is integrated into the classiﬁer to deal with the novel samples (e.g. steps 1 and 2). At steps 4 and 5 the agents 2 and 3 mistakenly integrate
new rules that are not actually needed which causes an unnecessary rise in those agent’s classiﬁcation error.
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and reaction time. Novelty detection and reaction with different techniques and the mentioned trade-off are investigated in
some more detail in [44,45] (referred to as emergence detection and measurement there).
The knowledge exchange techniques presented here extend our work in [3] where we also discuss the properties of
different rule integration strategies.
We also want to mention that the techniques presented in this work are rather generic. Using them in a real scenario
(cf. Section 6) certainly requires application-speciﬁc modiﬁcations.
Finally, we want to make some comments on a very important aspect of knowledge exchange, the possible need of hu-
man domain experts for an assessment of rules. It should be emphasized that human integration is not needed to determine
the number of classes in the GMM in advance, to parameterize the VI algorithm (good heuristics exist for that purpose),
ﬁnd component parameters in the case of novelty detection, for the random sampling technique used to adapt existing rule
conclusions, etc. The only task for which in some cases—depending on the application—humans are integrated in the rule
exchange process is the labeling of rules, i.e., the assignment of rule premises (that are learned by the system in an unsu-
pervised way) to classes. There are, however, applications where even this task can be accomplished by the system itself.
This is the case, for example, if the assignment of rule premises to classes is implicitly given by the positioning of the rule
premise in the input space of the CMM. Examples for both cases will be given in the following section.
6. Application ﬁelds
Having introduced a novel methodology for the exchange of rules representing uncertain knowledge, we will now brieﬂy
sketch some possible real-world application scenarios in the ﬁelds of driver assistance systems, robotics, and information
security. The latter will then be elaborated in some more detail.
6.1. Overview
Driver assistance systems are a key technology to improve traﬃc safety and lower the number of deadly accidents.
Direct communication between cars will further enhance this ﬁeld of driver safety. In the context of foresighted driving,
the knowledge exchange techniques presented in this article could be used to build warning systems where cars do not
only rely on their locally observed samples but also on the knowledge of other cars (cf., e.g., our work on collaborative
intelligence of cars described in [46,47]).
Another potential application ﬁeld of rule exchange techniques is robotics. Our vision is that intelligent robots will
exchange knowledge concerning strategy detection, assessment, or selection, for instance. Basically, they may decide au-
tonomously when, with whom, and what kind of knowledge they exchange. The goal is to improve the collaboration of
robots by knowledge exchange.
Finally, distributed intrusion detection systems (DIDS, see [50]) may also beneﬁt from our proposed techniques. DIDS
consist of collaborating intrusion detection agents (IDA) that protect a computer network against attacks. Intrusion detection
is a multi-level process and, thus, IDA are typically based on an architecture similar to the one we have described in [48,49]
(cf., Fig. 13): The sensor layer provides the interface to the network and the host on which the agent resides. Sensors
acquire raw data from both the network and the host, ﬁlter incoming data, and extract interesting and potentially valuable
(e.g., statistical) information which is needed to construct an appropriate event. An even may, for example, summarize
relevant information contained in header data of TCP packets. At the detection layer, different detectors, e.g., classiﬁers
trained with machine learning techniques such as support vector machines or conventional rule-based systems assess these
events and search for known attack signatures (misuse detection) and suspicious behavior (anomaly detection). In case of
attack suspicion, they create alerts which are then forwarded to the alert processing layer. Alerts may also be produced by
ﬁrewalls (FW) or the like. At the alert processing layer, the alert aggregation module has to combine alerts that are assumed
to belong to a speciﬁc attack instance. Thus, so-called meta-alerts are generated. Meta-alerts are used or enhanced in various
ways, e.g., scenario detection or decentralized alert correlation. An important task of the reaction layer is reporting.
Our techniques for rule exchange may be employed at the detection layer, for instance. There, IDA could exchange rules
representing knowledge that is necessary to classify observed events as attacks or legitimate traﬃc. If they learn to cope
with a new attack type by autonomously learning the rule premise and querying a human expert for the rule conclusion
(i.e., what type of attack was detected), this knowledge may be distributed within the DIDS such that other IDA are enabled
to behave pro-actively. In this case, rule premises as well as rule conclusions must be exchanged.
IDA may also exchange rules on the alert processing layer. There, a number of alerts originating from a single attack
instance must be aggregated to a meta-alert. The goal is to get an estimate of the current attack situation. A meta-alert cor-
responds to an autonomously learned rule premise that describes a current attack instance. This could be sent to other IDA.
Detecting novelty then corresponds to the start of a new attack instance and obsoleteness to the termination of an existing
instance. Thus, the overall DIDS will be enabled to detect distributed attacks (decentralized alert correlation in Fig. 13). In
this application, conclusions are implicitly given by a local security strategy. We have shown in [49] that the aggregation
of intrusion alerts by means of probabilistic modeling with novelty and obsoleteness techniques is a very promising ap-
proach. The ﬁeld of intrusion detection typically requires support for continuous as well as categorical dimensions. Thus,
our approach must be extended accordingly.
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The intrusion detection scenario showed two conceptually different examples for knowledge exchange: In the ﬁrst one
(detection layer) humans are involved in this process. In the second one (alert processing layer), knowledge exchange is
effected in a completely autonomous way without the support of humans. The reason is that we focus on the exchange
of rule premises and conclusions are “added” locally by the different IDA themselves. Similar to this kind of knowledge
exchange are the applications in the ﬁeld of robotics and driver assistance systems that do not require the efforts of humans,
too.
6.2. Knowledge exchange in a distributed intrusion detection system
The concept of IDA that collaborate by exchanging locally acquired detection knowledge is outlined in Fig. 14. There,
three agents protect a computer network which is illustrated by a cloud symbol. In the ﬁrst step, an attacker launches an
attack against agent 1. Initially, this attack is unknown to all agents. Since agent 1 is situation-aware (with novelty detection
and reaction capabilities as described in the previous sections) it is able to learn new detection rules for this attack. Then,
it broadcasts this new knowledge to the two other agents. At some later point in time, agent 3, for instance, is targeted by
the same kind of attack. As the required knowledge is already available, it is able to detect this attack immediately.
To demonstrate this concept with real data from the ﬁeld of intrusion detection, we construct a scenario that is based on
parts of the KDD-Cup’99 network intrusion data set. This data set contains about 5 million connection records (each with 34
continuous and 7 categorical attributes) of captured network traﬃc (i.e., both legitimate background traﬃc and attacks) [51].
From 41 available attributes we select 6 basic ones: src_bytes and dst_bytes (number of transmitted bytes from source to
destination and vice versa), count and srv_count (number of connections in the last 2 seconds to the same host and the
same service, respectively), srv_serror_rate and dst_host_srv_diff_host_rate (percentage of erroneous connections in the last
2 seconds to the same host and the same service, respectively). All of these attributes are numerical with large value ranges
such that they can be handled as continuous variables.
As depicted in Fig. 14, in this scenario collaborate three agents. For every agent we create a data set that consists of
75000 samples (here referred to as connection records) that contain both, legitimate background traﬃc (i.e., normal traﬃc)
and attack traﬃc. We select four attack types: Back, Ipsweep, Neptune, and Smurf. Back is a Denial-of-Service (DoS) attack
that is launched against Apache web servers. An attacker sends requests to the web server that contain many leading
slashes. When the server processes these requests, it slows down signiﬁcantly and is, therefore, unable to process any
further requests. Ipsweep is a relatively simple tool for probing networks. It conducts network scans and is able to search
hosts listening on a speciﬁc network. Neptune and Smurf are also DoS attacks that exploit vulnerabilities of the network
protocol implementation of certain operating systems.
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Table 2
Attack schedule.
Agent 1 Agent 2 Agent 3
Time Traﬃc Time Traﬃc Time Traﬃc
0–10000 Normal 0–15000 Normal 0–20000 Normal
10001–22000 Neptune 15001–27000 Ipsweep 20001–32000 Ipsweep
22001–30000 Normal 27001–35000 Normal 32001–40000 Normal
30001–34400 Back 35001–47000 Neptune 40001–44421 Back
34401–55000 Normal 47001–60000 Normal 44422–50 000 Normal
55001–67000 Smurf 60001–72000 Smurf 50001–62000 Smurf
67 001–75000 Normal 72001–75000 Normal 62001–75000 Normal
The agents have to classify the connection records and at every time step, each agent gets a new connection record from
its data set as input. The structure of the data sets (i.e., the attack schedule) for this experiment is set out in Table 2. The
entries with the attack names represent a mixture of records of the corresponding attack and background traﬃc (ratio 1:3).
It can be seen that the Neptune attack is ﬁrst launched against agent 1 at time step 10001 and later against agent 2
at time step 35001. Thus, agent 2 could potentially beneﬁt from the knowledge gained by agent 1. The same potential
advantage exists for the other agents and different attack types. The attack schedule and the potential beneﬁt of knowledge
exchange is illustrated in Fig. 15. The ﬁrst instance of a certain attack type is printed in bold font. The dashed arrows
indicate beneﬁcial propagation of newly acquired detection knowledge.
All agents are equipped with novelty detection and novelty reaction capabilities as described in Algorithms 2 and 3. Their
active classiﬁers are initially trained with 5000 background traﬃc records. That is, when the experiment starts they can only
classify normal traﬃc and not attack traﬃc. If novelty is detected, the agent adapts its active classiﬁer based on a sliding
window of the last 500 samples. Class assignments of new rules are provided by a simulated human domain expert, e.g., a
system administrator. Here, the true sample labels are known from the data set. If a new rule is assigned to an attack, it is
immediately sent to the other agents where it is placed in a rule cache for further usefulness evaluation. In this example,
samples covered by the cached rule increase its usefulness (cf. Eq. (31)). Time has a decreasing inﬂuence on the usefulness
status. If the usefulness status of a rule exceeds a threshold it is transfered to the active classiﬁer (i.e., actually used) and
removed from the cache. The mixture coeﬃcient of the rule is set according to on the information of the sending agent.
The trajectories of the novelty status of all agents are depicted in Fig. 16. Agent 1 detects the start of the Neptune attack
roughly at time step 10300 and learns new rules which are sent immediately to the other two agents. This procedure
is repeated for the Back attack around time step 30400. The Smurf attack, in contrast, yields no signiﬁcant decrease of
the novelty status since agent 1 already possesses the required knowledge sent by agent 3 around time step 50250. Both
agents 2 and 3 only detect one time the need for new knowledge and, thus, beneﬁt twice from the collaboration with the
other agents.
The usefulness evaluation of received rules is demonstrated in Fig. 17 which shows the trajectories of the usefulness
status of two rules. The Neptune rule (represented by the blue trajectory) from agent 1 is received by agent 2 at time step
10298 and placed in its cache. During the course of the experiment some outlier samples are covered by that rule. These
samples result in small spikes of its usefulness status which, however, immediately returns to the initial value. With the
start of the Neptune attack at time step 35001, more and more samples are covered by the rule yielding a rapid increase
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Fig. 16. Novelty status of the three agents.
Fig. 17. Usefulness of cached rules.
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Agent 1: Classiﬁcation results.
Attack Without knowledge exchange With knowledge exchange
Cor FA MA Cor FA MA
Back 977 (88.8%) 10 (0.0%) 123 (11.2%) 977 (88.8%) 11 (0.0%) 123 (11.2%)
Neptune 2914 (97,1%) 5 (0.0%) 86 (2.9%) 2914 (97.1%) 6 (0.0%) 86 (2.9%)
Smurf 2923 (97,4%) 3 (0.0%) 77 (2.6%) 2986 (99.5%) 4 (0.0%) 14 (0.5%)
Table 4
Agent 2: Classiﬁcation results.
Attack Without knowledge exchange With knowledge exchange
Cor FA MA Cor FA MA
Ipsweep 2835 (94.5%) 56 (0.1%) 165 (5.5%) 2835 (94.5%) 77 (0.1%) 165 (5.5%)
Neptune 2916 (97.2%) 8 (0.0%) 84 (2.8%) 2979 (99.3%) 8 (0.0%) 21 (0.7%)
Smurf 2915 (97.2%) 2 (0.0%) 85 (2.8%) 2988 (99.6%) 4 (0.0%) 12 (0.4%)
Table 5
Agent 3: Classiﬁcation results.
Attack Without knowledge exchange With knowledge exchange
Cor FA MA Cor FA MA
Back 984 (89.2%) 3 (0.0%) 119 (10.8%) 1082 (98.1%) 9 (0.0%) 21 (1.9%)
Ipsweep 2633 (87.8%) 8 (0.0%) 367 (12.2%) 2894 (96.5%) 12 (0.0%) 106 (3.5%)
Smurf 2912 (97.1%) 0 (0.0%) 88 (2.9%) 2912 (97.1%) 0 (0.0%) 88 (2.9%)
of its usefulness status. Eventually, agent 1 integrates it in its active classiﬁer. The same behavior can be observed for the
Ipsweep rule that is received by agent 3 at time step 15391 and integrated in the active classiﬁer at time step 20052.
To assess the effect of the collaboration we evaluated the classiﬁcation performance of this experiment with and without
knowledge exchange. Table 3 shows the number of correctly classiﬁed attack samples (Cor), the number of false alarms (FA)
and the number of missing alarms (MA) of agent 1. In case of the attacks Back and Neptune, agent 1 is the ﬁrst target and,
thus, has to learn the corresponding detection knowledge in both scenarios on is own. Therefore, there is no signiﬁcant
difference in the classiﬁcation performance. For the Smurf attack, however, agent 1 can beneﬁt from the knowledge sent by
agent 3 which improves its classiﬁcation performance.
Similar results can be observed for the classiﬁcation performance of agent 2 (cf. Table 4) and agent 3 (cf. Table 5).
For both agents the exchange of knowledge improves the classiﬁcation rates of two attacks (agent 2: Neptune and Smurf,
agent 3: Back and Ipsweep).
Certainly, this particular example is not innovative from the viewpoint of intrusion detection as well-known rules for
the detection of Back and Portsweep attacks already exist. Moreover, the classiﬁcation performance could be further im-
proved by selecting more sophisticated attributes of the connection records. However, this experiment shows the potential
of collaborative learning as such and it demonstrates how agents can beneﬁt from knowledge exchange.
This example also underlines the claim that collaborating agents are able to solve problems that they cannot solve alone.
If intrusion detection agents are confronted with distributed attacks, they may exchange their locally gained knowledge in
order to fuse that knowledge and to detect attacks they cannot recognize alone.
7. Conclusion and outlook
In this article we presented basic technologies for an exchange of classiﬁcation rules that represent uncertain knowledge
within distributed, intelligent systems. We introduced novel methods for knowledge acquisition in dynamic environments
based on a probabilistic modeling approach. Our proposed techniques are able to detect the need for new rules and to
adapt accordingly in a self-optimizing manner. New rules are either learned in a Bayesian approach or taken over from
other intelligent systems. For the latter case we developed methods for gathering and using meta-knowledge about rules
(i.e., interestingness) to improve the rule exchange process. In two case studies we demonstrated the properties of the
proposed techniques and we also investigated a real application scenario. The proposed techniques lead to a collective
intelligence of the overall distributed system.
It became clear that our proposed approach for modeling knowledge allows for a kind of self-awareness, i.e., a system is
able to assess its own abilities and “knows what it knows”. These techniques can be used in the ﬁeld of organic computing
[52] to develop systems that interact and learn from each other.
A number of very interesting research issues, however, are still open:
• More sophisticated communication mechanisms than broadcasting should be investigated. Agents could actively query
other agents for new rules by means of peer-2-peer methods such as distributed hash tables.
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edge exchange. In this context, it would also be interesting to introduce trust and reputation mechanisms.
• Scenarios must be investigated where the input spaces of classiﬁers differ, e.g., because different subsets of sensor sets
are used (overlapping input spaces) or because physically different types of sensors are used to make basically the same
observations (e.g., distance measurement with laser or radar sensors).
• The advantages of our Bayesian parameter estimation approach must be fully exploited. A Bayesian approach for knowl-
edge fusion must be developed (cf. multimodal sensor interpretation and related approaches [53,54]). The fusion of
rules should be straightforward (similar to the integration of prior knowledge), if hyper-distributions are exchanged
between agents.
• Uncertainty regarding the parameterization of rules should be considered in the knowledge exchange process, too. In
our case, uncertainty is basically expressed by the variance of the hyper-distributions. This idea is similar to the concept
of conﬁdence as mentioned in [28].
Other important issues have been addressed meanwhile: The classiﬁer with its probabilistic model is extended by multi-
nomial distributions that allow for categorical input dimensions. Also, additional interestingness measures have been intro-
duced to consider even more aspects of meta-knowledge about exchanged rules. Our work in the ﬁeld of active learning
[55] is also inﬂuenced by the techniques presented here.
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