Various kinetic Monte Carlo algorithms become inefficient when some of the population sizes in a system are large, which gives rise to a large number of reaction events per unit time. Here, we present a new acceleration algorithm based on adaptive and heterogeneous scaling of reaction rates and stoichiometric coefficients. The algorithm is conceptually related to the commonly used idea of accelerating a stochastic simulation by considering a sub-volume λΩ (0 < λ < 1) within a system of interest, which reduces the number of reaction events per unit time occurring in a simulation by a factor 1/λ at the cost of greater error in unbiased estimates of first moments and biased overestimates of second moments. Our new approach offers two unique benefits. First, scaling is adaptive and heterogeneous, which eliminates the pitfall of overaggressive scaling. Second, there is no need for an a priori classification of populations as discrete or continuous (as in a hybrid method), which is problematic when discreteness of a chemical species changes during a simulation. The method requires specification of only a single algorithmic parameter, N c , a global critical population size above which populations are effectively scaled down to increase simulation efficiency. The method, which we term partial scaling, is implemented in the open-source BioNetGen software package. We demonstrate that partial scaling can significantly accelerate simulations without significant loss of accuracy for several published models of biological systems. These models characterize activation of the mitogen-activated protein kinase ERK, prion protein aggregation, and T-cell receptor signaling.
I. INTRODUCTION
Kinetic Monte Carlo (KMC) procedures 1 , such as the well-known direct and next-reaction methods of Gillespie 2 , are commonly used to study stochastic chemical kinetics, especially in biochemical systems. These procedures have been widely used to study systems in which population fluctuations arise from intrinsic molecular noise and the discreteness of the chemical species of interest 3 . Population fluctuations are characteristic of many genetic regulatory circuits, as populations in these systems tend to be discrete.
KMC procedures are also useful for studying systems, such as cell signaling networks, that have large state spaces 4 arising from the combinatorial number of chemical species that can be generated by biomolecular interactions of interest 5 . For such systems, it may be impracticable, even with the aid of a computer, to enumerate the chemical species that are potentially populated. Nonetheless, simulations can be performed by formulating rules to represent biomolecular interactions 5 and then using these rules as event generators in a so-called network-free simulation algorithm 4 , such as that implemented in the NFsim software package 6, 7 . In a networkfree simulation (of cell signaling dynamics), stochastic effects may be negligible 8 . Populations in cell signaling a) Electronic mail: Electronic mail: yentingl@lanl.gov. b) Electronic mail: Electronic mail: song.feng@outlook.com. c) Electronic mail: Electronic mail: wish@lanl.gov. networks tend to be large, such that population densities are nearly continuous variables.
In any exact KMC procedure, system state is updated (and time is advanced) only one reaction event at a time, which can be a severe limitation when the number of events per unit time is large. In many applications of KMC aimed at studying noisy system behavior, this difficulty is not encountered because populations of interest are small, which makes for efficient simulation. However, inefficiency may arise if some population sizes are large and/or some reactions are fast. Both of these features of a reaction system can introduce a large, unmanageable number of reaction events per unit time. A variety of approaches have therefore been developed for addressing this problem.
In the near-continuum limit where populations of chemical species are uniformly large (but not infinite, such that concentrations can be appropriately treated as continuous variables), the diffusive stochastic differential equation (SDE) obtained from the diffusion approximation 9,10 provides an efficient solution for simulating stochastic chemical kinetics. Gillespie's τ -leaping method 11 provides an efficient solution for another regime of behavior, where the discreteness of populations is still relevant. In this method, a time window τ is prescribed. Importantly, τ should be (1) large enough such that multiple events occur within this window and (2) small enough such that the system's configuration and state transition rates (also called reaction propensity functions) do not change significantly as a result of the events occurring within the window. Unfortunately, these opposing requirements limit applicability of the method. Finally, hybrid methods have been developed and applied to solve specific problems [12] [13] [14] [15] [16] [17] [18] [19] [20] . A characteristic feature of these methods is the division of state variables into two distinct sets, the discrete variables and the continuous variables. The continuous variables are evolved forward in time via numerical integration of ordinary differential equations (ODEs) while the discrete variables are simultaneously evolved forward in time via KMC. A general framework for hybrid simulation is provided by the formalism of discretely switching Langevin dynamics 21 .
All of the above-mentioned methods are designed to trade accuracy for efficiency. In other words, acceleration gains are obtained through simplifying assumptions that introduce approximations. The diffusive SDE approach is based on the assumption that only the first and second moments of distributions are important; higher order moments are ignored. The τ -leaping approach is based on the assumption of Poissonian statistics in the time window τ . Hybrid approaches are based on the assumption that fluctuations in certain populations can be ignored entirely over the full time window of simulation. For most, if not all, of these methods, there is no way to determine a priori if their approximations are tolerable, and unacceptable errors can arise unexpectedly during the course of a simulation. SDE and hybrid approaches become inappropriate if populations of all or a subset of chemical species, respectively, are not sufficiently large throughout a simulation. As we will see, for some systems, population sizes are distributed across multiple scales, and the size of a population can change qualitatively (e.g., from large to discrete to large again) during the course of a simulation, as when a system exhibits oscillatory behavior. The τ -leaping method is also problematic: for a given system, there is no guarantee that a time window τ having the necessary properties exists. For all of these methods, approximation accuracy depends in a non-obvious way on parameters (initial conditions and rate constants). Thus, their use in any analysis involving variation of parameter values, such as a curve fitting procedure, requires careful consideration.
An alternative, simpler idea for accelerating stochastic simulation is to consider only a sub-volume of the system of interest, taking this sub-volume to be representative of the whole system. Given a system with volume Ω, if we simulate reactions in only a sub-volume λΩ, where 0 < λ < 1, we can expect to reduce simulation costs by the factor 1/λ because the number of reaction events per unit time is reduced by this factor. As we will discuss later in detail, this homogeneous and static scaling approach can speed up estimation of first moments of the stochastic dynamics, and estimates are unbiased so long as populations are not scaled too aggressively to size of order 1 or below. A drawback of scaling is that, with achievement of any acceleration, there is an unavoidable bias in estimation of higher moments. Another drawback is that the acceleration attainable with reasonable accuracy may be limited by the small population size of one or more critical chemical species. If system behavior is influenced by a chemical species with a small population size, as in stochastic switching 22 , the setting for λ cannot be such that the population of the chemical species falls near or below 1, which would fundamentally change or eliminate its influence on behavior.
Scaling is commonly used as part of a (network-free) stochastic simulation approach when the dynamics of interest are nearly deterministic, as recommended, for example, by Faeder et al. 23 . In such cases, the goal of simulation is simply to calculate first moments. The inability of scaling to yield unbiased estimates of higher moments is of little concern. However, in these applications, there remains a need to avoid overaggressive scaling of critical populations. As we will see through examples, this constraint can severely limit the usefulness of scaling via the standard (homogeneous and static) approach.
Here, we present a new approach for accelerating stochastic simulation through scaling, which we term partial scaling. In partial scaling, for each enumerated individual reaction considered in a system, its reaction rate is scaled by a factor that effectively makes the smallest reactant or product population, if greater than a critical population size N c , equivalent or close to this critical population size. Stoichiometric coefficients are scaled by the inverse of the scaling factor for reaction rate. No scaling is applied if the smallest reactant or product population is already at or below N c . The scaling is heterogeneous (vs. homogeneous) because each reaction has its own scaling factor, which is determined by N c and the smallest population of the chemical species involved in the reaction. Furthermore, reaction rates are scaled on the fly as population sizes change over time, i.e., scaling is adaptive (vs. static). Because scaling is not performed for a reaction when the smallest population of the participating chemical species is smaller than N c , partial scaling permits not only unbiased estimation of first moments but also less biased estimation of second moments compared to the standard scaling method. Although partial scaling entails heterogeneous and adaptive scaling, whereas standard scaling entails homogeneous and static scaling, both methods involve only a single algorithmic parameter: λ in the case of standard scaling and N c in the case of partial scaling.
The remainder of this report is organized as follows. In Sec. II, we introduce notation. In Sec. III, we review how scaling is currently used to accelerate stochastic simulation. Through analysis of a simple reaction network, we explain why this approach yields unbiased estimates of first moments while improving simulation efficiency at the expense of biased estimates of higher moments (e.g., overestimates of variance). We also illustrate the consequences of overaggressive scaling. In Sec. IV, to address the limitations of standard scaling, we introduce partial scaling. To complement the description of the method, we provide pseudocode for a partial scaling algorithm. In Sec. V, using published models for three complex biochemical reaction networks [24] [25] [26] , we evaluate the perfor-mance of partial scaling relative to standard scaling. In Sec. VI, we call attention to our general-purpose implementation of partial scaling in the BioNetGen software package 27 . We conclude with a discussion of results and possible future directions in Sec. VII.
II. NOTATION
We consider a closed, well-mixed, and isothermal reaction system having constant volume 28 Ω. The system contains a (dilute) mixture of up to M chemical species, X i , . . . , X M , that react within a network of R reactions. We assume that each reaction r ∈ {1, . . . , R} obeys mass-action kinetics with rate constant κ r . We use N i to denote the non-negative and discrete population of X i . The discrete state of the system is defined by the vector N ≡ (N 1 , . . . , N M ). We use P N (t) to denote the probability that the system is in state N at time t. In the continuum limit, reached as Ω → ∞ and N i → ∞ while N i /Ω remains constant for all i, the concentration of each X i , defined as n i ≡ N i /Ω, is a continuous variable, and system state is defined by the vector n ≡ (n 1 , . . . , n M ). We use ρ (n, t) to denote the probability density of state n at time t.
III. STATIC AND HOMOGENEOUS SCALING
In this section, which can be bypassed by readers who are expert in stochastic modeling, we provide a brief review of scaling as a tool to accelerate stochastic simulation, mainly through the exercise of analyzing a simple reaction system. Our goal is to introduce background facts important for appreciating the benefits and limitations of scaling, which should strictly be considered only for a system with large populations, such that (all) concentrations are nearly continuous. As we will see later, many biochemical systems have concentrations that are nearly continuous. The background facts of concern here are as follows. First, the number of events generated per unit time in an exact stochastic simulation is an extensive quantity. Accordingly, the efficiency of an exact stochastic simulation algorithm (SSA) scales with system size. Second, if after scaling, the system of interest remains near the continuum limit, exact simulations of the scaled system yield unbiased estimates of the first moments of the random variables that are being sampled in the simulations. Third, scaling can introduce discreteness in populations that is inappropriate. In other words, overaggressive scaling can introduce systematic errors.
An exact SSA generates sample paths of the stochastic dynamics of a (well-mixed) reaction system by executing a series of reaction events (in a Monte Carlo fashion) that each brings about discrete changes of the populations of the reacting chemical species. State transition rates are characterized by propensity functions that, by construction, are extensive quantities 9, 29 . Thus, as we will see shortly for a specific example, the values of these functions scale linearly with system size Ω, and as Ω increases, an SSA generates more events per unit time. Events occur at an overall rate proportional to Ω and inversely proportional to the average waiting time between events. Consequently, as Ω increases, execution of an SSA eventually becomes too computationally expensive to be practical.
When system size is large, the joint probability distribution of the discrete-state random process sampled by an SSA can be approximated by various methods. Ordered by degree of granularity of approximation, these methods include (1) τ -leaping, which approximates the state-dependent transition kernel of an SSA by a constant (Poissonian) transition kernel, which is used over a small time window τ 11,30,31 ; (2) the diffusion approximation, which coarse-grains the discrete state space into a continuous state space via the Kramers-Moyal expansion, the end result of which is a Fokker-Planck equation describing the joint probability density of the system's state characterized in terms of intensive state variables, such as concentrations or population densities 9,32-38 ; and (3) the linear-noise approximation (LNA), which linearizes the multiplicative noise kernel of a Fokker-Planck equation, such that the resulting dynamics involves only Gaussian white noise 9, 39 .
Another approach for coping with large system size is to use an SSA to simulate the stochastic dynamics not in the whole system of interest but rather in a suitably small sub-volume λΩ, where 0 < λ < 1. The dynamics of the sub-volume are taken to represent the dynamics of the whole system. This approach, which we will refer to as static and homogeneous scaling or standard scaling, is seemingly justified for a well-mixed system, and from our discussion above, it can be expected to reduce the cost of simulation by the factor 1/λ: the smaller the value of λ, the greater the efficiency gain. However, the approach can produce erroneous and misleading results if scaling is overaggressive, as when scaling reduces the population of a critical chemical species (i.e., one that influences overall system behavior even if its population size is relatively small) to 0 or O(1). In these cases, the dynamics in the sub-volume will differ qualitatively from the dynamics in the whole system. For example, scaling to a population size ∼ 1 will introduce bursty behavior, which has unique statistical properties 16, 17, 20 . Thus, scaling should be limited, but it is not clear how to impose an appropriate lower bound on λ. A constraint such as λ ≥ min 1≤i≤M N i (t) requires a trial-and-error procedure to select λ because the bounding term is dependent on both time and parameters (initial conditions and rate constants). Another concern, even with an appropriate setting for λ, is how scaling affects the statistics of sample paths. As we will see, estimates for first moments are unbiased but scaling leads to biased overestimates of second moments. (1). In the six panels at left (a-f), we compare stochastic sample paths found using an SSA to the corresponding deterministic trajectories found by numerically integrating the ODEs in Eq. (2). We consider a range of system sizes (without changing intensive parameters): Ω = 10 4 (a and b), 10 2 (c and d), and 3 (e and f). The model parameters are κ1 = 3, κ2 = 300, and κ3 = 1.5. In the top panels (a, c and e), we compare the random variable N1/Ω to the deterministic quantity n1. Similarly, in the bottom panels (b, d and f), we compare N2/Ω to n2. For panels (a-f), as indicated by the legend of each panel, we plot a single stochastic sample path, the first moment estimated by averaging over 500 sample paths, and the corresponding deterministic trajectory. In panels (g and h), we plot the marginal stationary distributions for N1/Ω and N2/Ω, each measured from 10 5 sample paths. Note that, when Ω = 3, the probability distribution of N1/Ω is skewed to the right (g), leading to a first moment estimation that deviates noticeably from the continuum limit (e). Time and volume each have arbitrary units (a.u.).
A. A simple reaction network
To illustrate features of static and homogeneous scaling, we will consider the following reaction network, consisting of zeroth-, first-, and second-order elementary reactions:
Here, M = 2 and R = 3. The chemical species X 1 is injected via a zeroth-order reaction into the system (volume Ω) with rate constant κ 1 . In a second-order reaction, two copies of X 1 react irreversibly to form X 2 with rate constant κ 2 . The chemical species X 2 is removed from the system via a first-order reaction with rate constant κ 3 .
B. Deterministic and stochastic chemical kinetics
For the reaction network of Eqs. (1), we can write the following ODEs for mass-action kinetics:
where n 1 (t) is the time-dependent concentration of X 1 and n 2 (t) is the time-dependent concentration of X 2 . It should be noted that the 1/2 factor in Eq. 2b accounts for the symmetry of the left-hand side of Eq. (1b) 40 and that all terms on the right-hand side of Eqs. (2) incorporate the stoichiometric coefficients of the reactions in Eqs. (1). The terms κ 1 , κ 1 n 2 1 , (1/2)κ 2 n 2 1 , and κ 3 n 2 are the massaction rate laws that follow from reactions r = 1, 2, 3 in Eqs. (1); these terms give the rates of X 1 injection, X 1 consumption, X 2 generation, and X 2 removal, respectively. The ODEs of Eqs. (2) provide a deterministic description of the chemical kinetics, with each n i corresponding to N i /Ω in the continuum limit.
To obtain a stochastic description of the chemical kinetics 9,29 , let us enumerate the possible state transitions when the system is in state N = (N 1 , N 2 ). From Eqs. (1), the possible state transitions and their stochastic transition rates (given above the arrows) are as follows:
Here, we use h r (N) to denote the number of ways reaction r can take place andκ r to denote the transition rate for reaction r when this reaction can take place in one and only one way 41 . For reaction r = 1 (Eq. (1a)), there is only one way to inject a copy of X 1 into the system. Thus, h 1 = 1. For reaction r = 2 (Eq. (1b)), the number of ways that two copies of X 1 can react to form
Finally, for reaction r = 3 (Eq. (1c)), there are N 2 choose 1 ways to remove a copy of X 2 from the system. Thus,
The transition rates in Eqs. (3) are related to the massaction rate laws of Eq. (2). The relationships are revealed by considering the continuum limit, where Eqs. (3) must be consistent with Eqs. (2) . Eq. (3a) indicates that injection of X 1 increases the concentration of X 1 (i.e., N 1 /Ω), on average, byκ 1 /Ω per unit time, which is the rate characterized by the rate law κ 1 in Eq. (2a). Thus, we find thatκ 1 = κ 1 Ω. Eq. (3b) indicates that conversion of X 1 to X 2 decreases the concentration of X 1 (i.e., N 1 /Ω), on average, by 2 × (1/2)κ 2 N 1 (N 1 − 1)/Ω per unit time (noting that each firing of the reaction in Eq. (3b) consumes two copies of X 1 ), which is the rate characterized by the rate law κ 2 n 2 1 in Eq. (2a). Thus, taking N 1 N 2 1 , which is appropriate in the continuum limit, we find that κ 2 = κ 2 /Ω. Eq. (3c) indicates that removal of X 2 decreases the concentration of X 2 (i.e., N 2 /Ω), on average, byκ 3 N 2 /Ω per unit time, which is the rate characterized by the rate law κ 3 n 2 in Eq. (2b). Thus, we find that κ 3 = κ 3 . In general 9 , for a k th order reaction r,κ r is equal to κ r Ω 1−k .
C. Efficiency, accuracy and precision of standard scaling
The utility of scaling derives from the fact that transition rates (i.e., propensity functions) are extensive, meaning that they scale with system size. To verify this claim, consider the continuum limit, which is approached as Ω → ∞ and N i → ∞ for all i, but with each N i /Ω held constant. Thus, in the finite but large population limit, N i ∝ Ω ∀i. Accordingly, the stochastic transition rate of any k th order reaction r has magnitude given by the expressionκ r O(Ω k ). However, from the relationship discussed above,κ r ∝ κ r Ω 1−k , we can see that the expression simplifies to O(Ω), indicating that the number of reaction events per unit time is proportional to the system size. By reducing system size Ω → λΩ, a speed up by a factor of 1/λ can be obtained as events occur 1/λ times less frequently.
A key idea of scaling is to take the stochastic dynamics within in a sub-volume of a system, or scaled system, to be representative of the dynamics in the whole system, or unscaled system. What this means in practice is as follows. In simulation of a scaled system, when a reaction event causes a change in the population of species X i by ∆N i , we take this change to correspond to a change of ∆N i /λ in the unscaled state space. Thus, the method of static and homogeneous scaling can be seen as scaling down the values of all stochastic transition rates by a factor λ and scaling up the values of all stoichiometric coefficients by a factor 1/λ. As we will see later, this interpretation can be generalized to make the scaling of transition rates and stoichiometric coefficients adaptive and heterogeneous. However, let us first establish the accuracy and precision of static and homogeneous scaling, which we will pursue through an analysis of the reaction network of Eqs. (1) .
We start by considering the chemical master equation 9, 34 (CME) for the reaction network of Eqs. (1) . For arbitrary N 1 and N 2 , the CME includes an ODE of the following form:
Recall that P N (t), written here as P N1,N2 , denotes the probability of system state N = (N 1 , N 2 ) at time t.
If the system has large populations (i.e., the probability mass concentrates in regions where both N 1 and N 2 are large), we can perform the Kramers-Moyal expansion 9,32,33 to transform the CME into a partial differential equation describing a diffusive process. This procedure begins by replacing extensive variables (discrete populations) by intensive ones (concentrations/population densities). We introduce the intensive variables n 1 ≡ N 1 /Ω and n 2 ≡ N 2 /Ω. We also introduce dn ≡ dn 1 ≡ dn 2 ≡ 1/Ω, which is the size of the grid in the state space of n 1 and n 2 . Finally, we replace discrete probabilities with probability densities such that P N1,N2 (t) = ρ(n 1 , n 2 , t)dn 1 dn 2 = ρ(n 1 , n 2 , t)/Ω 2 . Thus,
The stochastic dynamics of models for (a) activation of the mitogen-activated protein kinase (MAPK) ERK 24 , (b) prion protein (PrP Sc ) aggregation 25 , and (c) T-cell receptor (TCR) signaling 26 . 500 independent sample paths were generated through continuous-time Markov chain simulation 29, 42 , and the first moments of all chemical species considered in each model were each estimated by averaging over the generated sample paths. Plots in each panel show these first moment estimates.
As can be seen, for each model, there is a broad spectrum of population scales, which spans several orders of magnitude. The models and simulations considered here are defined in BioNetGen input files (also called BNGL files) available online within the RuleHub repository [43] [44] [45] . The BNGL file for the ERK activation model 43 is an edited version of the BNGL file provided by Kochańczyk et al. 24 . The BNGL file for the prion protein aggregation model 44 is new; we confirmed that this formulation of the model is consistent with the simulation results reported by Rubenstein et al. 25 . The BNGL file for the TCR signaling model 45 is new. We rewrote the BNGL file originally provided by Lipniacki et al. 26 for compatibility with current BNGL conventions; we confirmed that the new formulation of the model is consistent with the original formulation.
after changing variables, we obtain
At this stage, Eq. (5) is simply a rewritten form of Eq. (4), obtained after changing from extensive to intensive variables. As such, ρ(n 1 , n 2 , t) can only be evaluated on a lattice (n 1 , n 2 ) ∈ {0, 1/Ω, 2/Ω, . . .} 2 .
The first key idea of the Kramers-Moyal expansion for the CME is to extend the domain of the function ρ from (n 1 , n 2 ) ∈ {0, 1/Ω, 2/Ω, . . .} 2 to R 2 ≥0 while assuming (5) holds true for any non-negative and real-valued n 1 and n 2 . This transforms Eq. (5) into a difference equation for ρ. The second key idea is that under the assumption that Ω 1, the difference equation can be approximated by local derivatives.
Under the assumption that Ω 1 and dn 1 in Eq. (5), which is viewed now as a difference equation, the Kramers-Moyal expansion procedure continues by Taylor expanding the terms ρ (n 1 ± dn, n 2 ± dn) in Eq. (5) . After all terms in each Taylor expansion higher than second order are dropped 46 , we obtain the following Fokker-Planck equation:
The solution to Eq. (6) approximates the stochastic dynamics of the system of interest (Eq. (1)) when Ω is large but finite (i.e., Ω 1). It is worth pointing out that in the continuum limit Ω → ∞, the Fokker-Planck equation (6) reduces to a Liouville equation,
It can be shown that when the initial condition of the probability density function is a Dirac δ-distribution, ρ (x, y, t = 0) = δ(x − x 0 )δ (y − y 0 ), the temporal evolution of the probability density ρ (x, y, t) remains as a δdistribution and the peak of the distribution corresponds to the solution of Eqs. (2) for any given time t > 0. Thus, Eq. (7) is a slightly generalized version of the equations for mass-action kinetics (Eqs. (2)). Eq. (7) captures the same information as Eqs. (2), but Eq. (7) permits a probabilistic distribution as an initial condition.
When Ω is large but finite, as is well-known, the dynamics described by a Fokker-Planck equation such as Eq. (6) are largely determined by the equation's advection or drift terms, i.e., the terms in Eq. (6) that are preserved in the Liouville equation (Eq. (7)). However, additional terms, i.e., the terms with the operators ∂ 2 n1 , ∂ 2 n2 and ∂ n1 ∂ n2 , are present in Eq. (6) and these terms introduce diffusion in the state space (n 1 , n 2 ). It is these terms that characterize density fluctuations that arise from stochastic and discrete reaction events. Because the scale of diffusion is of order O (1/Ω) (i.e., the variance), sample paths (n 1 (t) , n 2 (t)) exhibit fluctuations of order O 1/Ω 1/2 (i.e., the standard deviation). Now let us consider the scaled system, i.e., let us replace Ω with λΩ in the above analysis. If λΩ remains much larger than 1, and we perform the Kramers-Moyal expansion of the CME for the scaled system, we obtain
This equation is nearly the same as Eq. (6). The only difference is the factor multiplying the diffusive terms. The factor is 1/(2Ω) in Eq. (6) and 1/(2Ωλ) in Eq. (8). This result generalizes to any reaction system of the kind considered here.
The significance of our comparison of Eqs. (6), (7) , and (8) is threefold. First, it is known that first moments are dominated by drift (i.e., the terms with the operators ∂ n1 and ∂ n2 ) when Ω 1, and drift is identical in Eqs. (6), (7) , and (8) . Thus, we can expect simulations of scaled and unscaled systems to yield comparable estimates of first moments when Ω and λΩ are large enough such that effects of multiplicative noise can be ignored. Second, we can expect scaling to yield overestimates of second moments, because diffusivity (i.e., variance) is enhanced by a factor of 1/λ in the scaled system relative to that in the unscaled system. Third, given that standard error of the mean (SEM) is calculated as σ/ √ N , where σ is the sample standard deviation and N is the number of samples, and given that we can expect the sample variance σ 2 to be amplified by a factor of 1/λ in estimates of first moments based on scaled simulations, the SEM for each first moment estimate is amplified by a factor of 1/ √ λ when using the same number of sample paths from scaled simulations as for estimates based on unscaled simulations. This loss of precision can be overcome by increasing the number of sample paths used. However, the number of sample paths must be increased by a factor of 1/λ to match the precision of estimates from unscaled simulations. This factor exactly matches the efficiency gain of a single scaled simulation. Thus, scaling yields acceleration only when a loss of precision in first moment estimates is permitted.
D. Limitation by small but critical populations
The Kramers-Moyal expansion of the scaled system is only valid when O (λN i ) 1 for each i and dn 1. In the context of scaling, these conditions are satisfied only when λ 1/ min 1≤i≤M {N i }. When λ is too small, one or more populations become discrete. Discrete populations have distinct dynamics, which are not captured by a Fokker-Planck equation 16, 17, 20 . Thus, the analysis of the previous section eventually becomes invalid and errors are introduced as λ decreases and becomes too small. For example, for the system of Eq. (1), λ = 3 × 10 −4 is evidently too small, as indicated by the errors in the estimates of the first moments that can be seen in Fig. 1(e) and (g). These errors arise because the scaled system is no longer representative of the unscaled system.
Scaling a system so that the smallest population vanishes (i.e., becomes 0) or reduces to order 1 might be acceptable in practice but requires careful consideration. On one hand, the population of concern may be of little significance for system behavior, and the erroneous behavior predicted for it can be safely ignored. On the other hand, if the population is critical for system behavior, then scaling will produce seriously misleading results.
Specialized methods are available for coping with discrete populations that influence system dynamics so long as these populations are always discrete and wellseparated from other populations 13, 16, 17, 20 . However, for many systems, populations are not only distributed over a spectrum of scales but also dynamically changing scale, as illustrated in Fig. 2 . We suspect that this behavior is generic, at least for biochemical systems, which limits the applicability of static and homogeneous scaling. Below, we present a new scaling approach that overcomes this limitation.
IV. ADAPTIVE AND HETEROGENEOUS SCALING
There are two barriers to applying static and homogeneous scaling. First, population scales may be scattered across a broad spectrum (Fig. 2) . Second, populations may evolve dynamically across multiple scales (Fig. 2) . To address these problems, we propose a new scaling approach, which we term partial scaling, that, in contrast with standard scaling, is adaptive and heterogeneous, as we will see. Both of these features of partial scaling arise from tying scaling to population sizes, on the fly. Scaling is heterogeneous because population sizes are heterogeneous, and scaling is adaptive because populations are dynamic. A particular, intentionally simple implementation of partial scaling is outlined as pseudocode in Algorithm 1. We call this algorithm the partial scaling algorithm (PSA).
With partial scaling, there is no longer a global scaling factor λ, as in standard scaling. Instead, at any given time t, there is a scaling factor λ r (t) for each reaction r = 1, . . . , R. These scaling factors are not set in advance end while 31: end for Perform next step in CTMC until reports have been made for all specified report times a For simplicity, we assume µr, νr > 0, but the algorithm can be trivially generalized to account for µr = 0 (e.g., creation) or νr = 0 (e.g., annihilation).
of a simulation, nor statically. Rather, they are assigned values according to a dynamic update schedule (e.g., a schedule synchronized with time updates). This update schedule ensures that λ r (t) = 1 max 1,
where N c is a threshold or critical population-this quantity is the one parameter of the method-and N r min (t) is the smallest population among those of the reactants and products of reaction r at time t. It should be noted that the brackets around the ratio N r min /N c in Eq. (9) denote the floor function and, furthermore, that there is no scaling (i.e., λ r = 1) for reaction r if any reactant or product population is smaller than N c .
The scaling factors {λ r (t)} R r=1 defined by Eq. (9) are used to modify an SSA, such as Gillespie's direct method 29 , as follows. In the calculation of stochastic transition rates (e.g., as for Eqs. (3) as we have discussed), the rate for each reaction r is calculated as usual but then scaled (down) by a factor λ r . When reaction r with rate scaled by λ r < 1 is selected to fire, to compensate for its reduced rate of firing, its stoichiometric coefficients are each temporarily scaled (up) by the factor 1/λ r . The amplified stoichiometric coefficients are then used to update the system state N. In other words, N is modified in accordance with scaled popula-tion changes triggered by the selected reaction event. It should be noted that 1/λ r ∈ N by construction (Eq. (9)). Thus, scaled stoichiometric coefficients, like unscaled coefficients, are natural numbers. A specific example of how the scaling factors {λ r (t)} R r=1 are used to modify an SSA is provided in Algorithm 1. It should be noted that Algorithm 1 reduces to Gillespie's direct method if we statically assign each λ r a value of 1. Furthermore, standard scaling is achieved by replacing each reactionspecific adaptive scaling factor λ r in Algorithm 1 with a universal static scaling factor λ.
With partial scaling, population sizes are not directly scaled but the populations of reactants and products participating in any reaction r for which λ r < 1 are effectively O(N c ) or larger. Thus, a choice of N c 1 guarantees that stochastic dynamics do not become inappropriately bursty. Furthermore, any critical species X i with a small population N i < N c will never be scaled out of the system. In other words, N i is never effectively scaled such that the population vanishes because λ r = 1 for any reaction having a reactant or product population less than N c (Eq. (9)).
A. Accuracy and precision of partial scaling
As we will see in this section, provided that N c 1, partial scaling preserves means but not variances, similar to standard scaling.
Let us consider a time interval ∆t ( R r=1 h rκr ) −1 , i.e., an interval that is much shorter than the expected waiting time to the next reaction event. Furthermore, consider an arbitrary species X i , i ∈ {1, . . . , M }, which participates, as a reactant or product, in a set of reactions with indices I ⊆ {1, . . . , R}. We will use I ⊆ I to denote the subset of these indices corresponding to reactions associated with a scaling factor less than 1. Thus, for each r ∈ I , λ r < 1, and for each r ∈ I\I , λ r = 1. For an unscaled simulation, we will use δN i,r to denote the change of population N i brought about by a reaction r ∈ I occurring within the time interval ∆t. Given that multiple reaction events can occur within the time window ∆t (albeit with low probability, by construction), the total change in N i over this time window, which we will denote as δN i , is given by
Similarly, for a (partially) scaled simulation, the total population change is given by
This expression is the same as that given above except for the introduction of scaling factors for stoichiometric coefficients.
The population changes considered above (i.e., the δN i and δN i,r terms in Eqs. 10 and 11) are random variables. Because ∆t is small (relative to the expected waiting time to the next reaction), we can take each of these random variables to be drawn from a Poisson distribution. Thus,
where δN i,r ≡ δN i,r /λ r denotes a population change triggered by firing of a reaction r with a scaled rate λ r h rκr .
Recall that E [Poisson (µ)] = µ and var [Poisson (µ)] = µ. Thus, for chemical species X i and reaction r ∈ I ,
var
It should now be clear that partial scaling yields unbiased estimates of first moments and overestimates of second moments, as is also the case for standard scaling. However, the bias in estimates of second moments, overall, is less with partial scaling than with standard scaling, because the processes in a (partially) scaled simulation that are unaffected by scaling have the same statistics as the processes in an unscaled simulation.
V. COMPARISON OF SCALING METHODS
To facilitate benchmarking of partial scaling, we implemented a variation of Gillespie's direct method, an additional variation that incorporates standard scaling, and a variation of PSA (Algorithm 1). Importantly, we implemented these methods so as to eliminate all unnecessary implementation differences. We used our code to perform stochastic simulations based on three published models [24] [25] [26] with the goal of evaluating the relative efficiency of each of the three methods (no scaling, standard scaling and partial scaling) and the relative accuracy of standard and partial scaling. In simulations, we used a model-specific pre-generated dependency graph to aid in updates of propensity functions but we did not use sorting of the propensity functions to accelerate simulations as in the Gibson-Bruck method 47 . In our simulations, we considered different settings for the algorithmic parameters λ (the static scaling factor in standard scaling) and N c (the critical population size used in partial scaling).
The models that we considered, all for biological systems, were chosen because each was originally analyzed using exact stochastic simulation and each challenges the application of standard scaling. The first of the three models characterizes activation of ERK 24 . The dynamics of this model are oscillatory. Populations span multiple orders of magnitude and their scales change dynamically ( Fig. 2(a) ). The second of the three models characterizes prion protein aggregation 25 Results from standard scaling begin to deviate from those obtained for the unscaled system via exact simulation when the scaling factor is still fairly large (λ = 0.1). The partial scaling method yields reasonable estimates for both first and second moments, even with very aggressive scaling (Nc = 300). Compare 300 to the largest population size in Fig. 2(a) , which is on the order of 10 6 .
polymerization-like reactions and seeded nucleation of aggregates. As before, the populations considered in this model evolve over multiple scales, and the initial abundance of prion protein is discrete ( Fig. 2(b) ). The third of the three models characterizes TCR signaling 26 . The behavior characterized by this model includes stochastic bistable switching. In other words, for a particular regime of behavior, which we considered in our simulations (as is evident from inspection of individual sample paths), intrinsic noise is capable of driving the system from one stable fixed point to another (and back). This type of behavior has been intensely studied in the context of genetic regulatory circuits 13, 17, [48] [49] [50] [51] [52] [53] . For the TCR model, unlike for many models of gene regulation that have been considered, many of the populations are large (i.e., near the continuum limit) (Fig. 2(c) ). In Figs. 3 and 4 , we plot predicted time courses for selected chemical species considered in the ERK model 24 and the prion model 25 , respectively. Each point in each time course corresponds to the mean population for the indicated chemical species estimated on the basis of 500 sample paths. In each figure, the top row of panels shows results of calculations based on either exact simulation or standard scaling (for different values of λ), as indicated in the legend at right. Similarly, in each figure, the bottom row of panels shows results of calculations based on either exact simulation or partial scaling (for different values of N c ), as indicated in the legend at right. As can been, standard scaling yields estimates that deviate markedly from those based on exact simulation. In contrast, even with aggressive scaling (N c = 300), partial scaling yields first-moment estimates that are barely distinguishable from those based on exact simulation.
In Fig. 5 , we plot time-dependent marginal probability distributions (estimated on the basis of 10 4 sample paths) for two selected chemical species considered in the TCR model 26 . In this figure, we focus on the initial transient shown in Fig. 2(c) . The dynamics of this model are inherently stochastic and poorly represented by first moments. As can be seen, standard scaling yields marginalized probability distributions that differ markedly from those obtained from exact simulations (top row), whereas partial scaling yields approximate results that are very close to the exact results (bottom row).
Additional accuracy results, based on error measures introduced in the Appendix, and timing results for the three benchmark problems are summarized in Table I . At least for these problems, partial scaling allows for more significant speed ups than standard scaling with the introduction of much less error in the estimates of first and second moments.
In Fig. 6 , for one particular setting for N c , we have The standard scaling method produces results that deviate from those generated for the unscaled system via exact simulation even when the scaling factor is fairly large (λ = 0.3). This finding is explained by the discreteness of the species seeding prion protein aggregation. The partial scaling method produces reasonable estimates of both first and second moments even with aggressive scaling (Nc = 300). Compare 300 with the largest population size in Fig. 2(b) , which is on the order of 10 3 to 10 4 .
plotted λ r as a function of time t for every reaction included in each of the three models considered above. These plots show that partial scaling is highly dynamic and multiscale.
VI. IMPLEMENTATION
We added a partial scaling feature to the SSA implemented in BioNetGen 27 , an open-source, general-purpose simulation package used by biological modelers. The SSA implemented in BioNetGen is an efficient variation of Gillespie's direct method 2 , which incorporates various ideas for optimizing simulation efficiency, such as on-the-fly generation (vs. pre-generation) of the list of reactions in which (populated) chemical species can participate 54, 55 . BioNetGen is designed for compatibility with models defined using BNGL 23 , a language for specifying deterministic and stochastic models for well-mixed (bio)chemical reaction kinetics and for specifying simulations based on such models. BioNetGen also supports models defined using SBML 56 , such as those available in BioModels Database 57 . To invoke partial scaling using BioNetGen's simulate command, the method argument should be set to ssa and a new scalelevel argument, which is used only with partial scaling, should be assigned a non-negative integer value. For accuracy, care should be taken to assign a value much larger than 1. The setting for scalelevel determines the value of N c and thereby the aggressiveness of scaling. Examples of usage are provided in BNGL files that we have made available online [43] [44] [45] . These files define the ERK activation 24 , prion protein aggregation 25 , and TCR signaling 26 models considered in Figs. 3-5 . It should be noted that our implementation of partial scaling in BioNetGen (version 2.4 or higher) is a so-called generate-first method, meaning that it requires an enumeration of chemical species and the individual reactions in which these species are able to participate. In contrast, so-called network-free methods do not require an explicit enumeration of chemical species or reactions 4 .
VII. DISCUSSION AND CONCLUSION
The procedure that we have called standard scaling is commonly used for accelerating stochastic simulations of systems with large population sizes. However, this method has limited applicability and it may be challenging to provide an appropriate/optimal setting for the The standard scaling method produces results that deviate from those for the unscaled system even when the scaling factor is fairly large (λ = 0.3).
In contrast, the partial scaling method generates distributions that are comparable to those calculated on the basis of exact simulations even with very aggressive scaling (Nc = 100). Compare 100 with the largest population size in Fig. 2(c) , which is on the order of 10 5 to 10 6 .
method's one parameter, a universal static scaling factor λ. A simulation speed up can only be attained by sacrificing the ability to calculate unbiased estimates of moments higher than the first, and even first-moment information can be calculated incorrectly with overly aggressive scaling. Furthermore, the speed up that is attainable is constrained by the smallest population size measured over the entire time window of simulation. Thus, in practice, careful application of the method may require trial-and-error numerical experiments to find a suitable best setting for the scaling factor λ. For this reason, the method is especially problematic when one wishes to use it as part of a parameter identification procedure, or any procedure involving parameter variation, because the best λ setting depends in a non-obvious way on parameter values (initial conditions and rate constants).
As we have seen for three non-trivial benchmark problems (Figs. 3-5, Table I) , partial scaling significantly outperforms standard scaling in two important ways. First, partial scaling yields greater acceleration for the same or better accuracy (Table I) . Second, as illustrated in Fig. 5 , partial scaling better preserves second-moment information (Table I) . Another attractive feature of par-tial scaling is the better ability of the user to avoid overly aggressive scaling without any requirement for numerical experiments. With partial scaling, overly aggressive scaling is only possible if the setting for N c is near or below 1, which is not recommended. In contrast, with standard scaling, any setting for λ must be tested in numerical experiments. As noted earlier, a trial-and-error procedure may be required to find a suitable setting for λ and the suitability of a setting may change with a change of parameter values. Thus, standard scaling seems especially disadvantaged in comparison to partial scaling for simulations within the context of a parameter identification procedure (i.e., a fitting procedure).
We have not directly compared partial scaling against hybrid methods or τ -leaping methods. However, partial scaling has clear advantages over these methods. Partial scaling is far easier to implement than hybrid methods, and partial scaling is more broadly applicable than τleaping methods. Partial scaling is useful when population sizes are distributed smoothly across multiple scales (i.e., without clear separation of discrete and continuous populations), because there is no a priori requirement for classification of population sizes as either discrete or con- tinuous. Such a requirement can be highly problematic when the classification changes during the time window of simulation, as could be the case for a system that exhibits oscillatory behavior. The chief disadvantage of τleaping methods is the lack of guarantee of the existence of a time window τ having the necessary properties. In our experience, hybrid and τ -leaping methods are useful in restricted circumstances. We expect partial scaling to be useful for a wider array of circumstances. Although partial scaling is an approximate SSA (vs. an exact SSA), such methods have important applications. For example, in parameter identification procedures, which typically entail numerous simulation runs, success is highly dependent on simulation efficiency and inexactness is a lesser concern, especially when parameter estimation is based on noisy data. The approximations of partial scaling are very likely to be tolerable, even when statistical distribution data are being used in a fitting procedure. As the optimization algorithm in a fitting procedure converges, numerous samples around a local optimum are inevitably generated. By averaging over a moving window of trial parameter sets, for example, one can, in principle, compensate for the noisy (but unbiased) estimates of first moments when determining goodness of fit.
In a recent review 4 , we discussed how KMC procedures enable network-free simulation, a method for simulating a system represented in terms of formal rules for (bio)molecular interactions (and other processes). (As will become apparent, rules can be viewed as generalized reactions.) In a network-free simulation algorithm, the rules of a model, which are augmented with rate laws, are used as event generators, just as individually enumerated, rate law-augmented reactions are used as event generators in Gillespie's direct method or in the partial scaling algorithm (PSA) presented herein (Algorithm 1). A distinguishing feature of network-free simulation is the complexity of updating the rates associated with rules. Rules typically do not uniquely identify reactants and products. Rather, they identify the molecular features that qualify chemical species as reactants, and accordingly, a given rule typically defines an entire of class of reactions that are related by a shared rule-defined transformation. Thus, intricate procedures (e.g., graph traversals) are required to initially calculate and then, as a simulation proceeds, to incrementally update rule rates 4 . Updates of individual reaction rates, as in more conventional SSAs, are far easier.
A network-free approach to simulation is essential when it is impracticable to derive the chemical species and reactions implied by the rules of a model, which is a first step in so-called generate-first simulation methods. (PSA and the more elaborate partial scaling method that we have implemented in BioNetGen each falls into this class of methods.) In these methods, rules are interpreted to find the chemical species and reactions that they imply 55 . The rule-implied reaction network and the rule-associated rate laws are then used, for example, to formulate an appropriate stochastic simulation algorithm (SSA) or a system of coupled ordinary differential equations (ODEs). Thus, in a typical use case, a network-free approach to simulation may not be pursued to investigate fluctuations in population sizes but rather as a method of last resort, when generate-first simulation is impracticable.
With network-free simulation algorithms described in the literature (or any exact KMC procedure), system state is advanced only one reaction event at a time, which can be a severe limitation when the number of events per unit time is large. This limitation has repeatedly arisen for published rule-based models that have been analyzed using network-free simulation, such as the rulebased model of Chylek et al. 58 for early events in TCR signaling. This model has been parameterized for con-Model Scaling method CPU time First-moment error ε1 Second-moment error ε2 ERK None (λ = 1.0, Nc → ∞) 5.30 × 10 2 ± 1.17 × 10 1 0.00 × 10 0 2.98 × 10 −2 ERK Standard (λ = 0.3, Nc → ∞) 1.57 × 10 2 ± 6.10 × 10 0 1.10 × 10 −2 5.29 × 10 −2 ERK Standard (λ = 0.1, Nc → ∞) 5.21 × 10 1 ± 2.42 × 10 0 3.42 × 10 −2 9.08 × 10 −2 ERK Standard (λ = 0.03, Nc → ∞) 1.52 × 10 1 ± 1.10 × 10 0 9.44 × 10 −2 1.67 × 10 −1 ERK Standard (λ = 0.01, Nc → ∞) 4.63 × 10 0 ± 5.12 × 10 −1 2.27 × 10 −1 2.67 × 10 −1 ERK Partial (λ = 1, Nc = 1.0 × 10 5 ) 5.43 × 10 2 ± 6.79 × 10 0 3.08 × 10 −3 3.03 × 10 −2 ERK Partial (λ = 1, Nc = 3.0 × 10 4 ) 4.83 × 10 2 ± 1.01 × 10 1 6.73 × 10 −4 3.03 × 10 −2 ERK Partial (λ = 1, Nc = 1.0 × 10 4 ) 4.14 × 10 2 ± 9.25 × 10 0 6.62 × 10 24 , prion protein aggregation 25 , and TCR signaling 26 . CPU time was measured using the C++ clock() function. First-and second-moment errors were calculated as described in the Appendix. Highlighting is used to draw attention to cases where the first-moment error ε1 is greater than 5%. sistency with temporal phosphoproteomic data, via different methods, all of which, because of the reliance on network-free stochastic simulation, are computationally expensive 59 .
Thus, an attractive future use of the partial scaling concepts developed here is acceleration of network-free simulation, which is an important outstanding problem, as we have discussed elsewhere ? . Unfortunately, application of partial scaling requires system state to be tracked in terms of populations and no currently available, general-purpose implementation of a network-free simulation algorithm tracks system state in this way. Rather, state is followed in terms of the states of individual biomolecular sites 4 , which reflects an agent-based or particle-based approach to simulation. However, as discussed by Liu et al. 60 , it is feasible to develop a networkfree simulation algorithm in which system state is tracked in terms of populations, just those of the chemical species with non-zero population sizes. (An exhaustive enumeration of potentially populated chemical species is typically impracticable whenever network-free simulation is under consideration.) Liu et al. 60 presented a specialized algorithm that uses this approach to state tracking, which they termed the full-scale SSA method. However, this method is specialized for a subset of rule-based modelsit doesn't consider systems in which molecules interact to form assemblies (complexes). Thus, an interesting future research direction would be developing a more general version of the full-scale SSA method that is compatible with partial scaling.
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APPENDIX: ERROR MEASURES
The first-and second-moment errors reported in Table I were calculated as described here.
For simulations based on any of the three models of interest involving scaling (either standard scaling or partial scaling), the mean population of chemical species X i (for i = 1, . . . , M ) at report time t was calculated from 500 sample paths. Similarly, on the basis of 500 sample paths, we calculated the corresponding mean obtained via exact simulation. In this way, for any scaling scheme corresponding to a pair of valid settings for λ and N c (e.g., 0 < λ < 1 and N c → ∞ for standard scaling or λ = 1 and N c 1 for partial scaling), we obtain a deviation vector
where N (λ,Nc) (t) denotes the time-dependent Mdimensional vector of sample path means calculated from scaled simulations and N (0) (t) denotes the timedependent M -dimensional vector of sample path means calculated from exact simulations. We used the Euclidean norm to calculate the length of the deviation vector. This distance in M -dimensional space was then normalized by the distance from the origin to N (0) (t). Thus, we obtain a relative first-moment error at each report time given by ε 1 (t) ≡ ||∆N (λ,Nc) || (t)
To characterize the overall first-moment error, we calculated the temporal average of the time-dependent relative errors given by the formula above, considering all report times:
As this expression indicates, system state was reported at t = 0, ∆t, . . . , T , where ∆t is a fixed time step. Our choices for ∆t and T varied from model to model (see below). To characterize second-moment errors, we chose to quantify the variability of the M -dimensional vector N (λ,Nc) (t) by summing over the variances in each direction:
var N (λ,Nc) (t) ≡ 
Normalizing by ||N (0) || (t), as in the definition of coefficient of variation, we obtain a relative second-moment error at each report time given by ε 2 (t) ≡ var N (λ,Nc) (t)
To characterize the overall second-moment error, we calculated the temporal average of the relative secondmoment errors given by the formula above, considering all report times:
Values given in Table I for ε 1 and ε 2 are based on the following choices for ∆t and T . For the ERK activation model 24 , ∆t = 8.64 sec and T = 8, 640 sec. For the prion protein aggregation model 25 , ∆t = 0.01 day and T = 300 days. For the TCR signaling model 26 , ∆t = 10 sec and T = 10, 000 sec.
