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INTRODUCTION
A big challenge in algorithmic composition is to devise a model that is both
easily trainable and able to reproduce the long-range temporal dependen-
cies typical of music. Here we investigate how artificial neural networks
can be trained on a large corpus of melodies and turned into automated mu-
sic composers able to generate new melodies coherent with the style they
have been trained on.
We employ gated-recurrent unit (GRU) networks that have been shown to
be particularly efficient in learning complex sequential activations with ar-
bitrary long time lags [1]. Our model processes rhythm and melody in par-
allel while modeling the relation between these two properties. Using such
an approach, we were able to generate interesting complete melodies or
suggest possible continuations of a melody fragment that is coherent with
the characteristics of the fragment itself.
MUSIC REPRESENTATION
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duration
A2 0 0 0 0 | 0 0 0 0 | 0 0 0 | 0 0 0 | 0 1 0 0 0 0 | 0 1 0 0 0 0  | 0 0 0 | 0 0 0 | 0
G2 0 0 0 0 | 0 0 0 0 | 0 0 1 | 0 0 1 | 1 0 1 0 0 0 | 1 0 1 0 0 0  | 0 0 0 | 0 0 0 | 0
F2 0 0 0 0 | 0 0 0 0 | 0 1 0 | 0 1 0 | 0 0 0 1 0 0 | 0 0 0 1 0 0  | 0 0 0 | 0 0 0 | 0
E2 0 0 1 0 | 0 0 1 0 | 1 0 0 | 1 0 0 | 0 0 0 0 1 0 | 0 0 0 0 1 0  | 0 0 0 | 0 0 0 | 0
D2 0 1 0 0 | 0 1 0 0 | 0 0 0 | 0 0 0 | 0 0 0 0 0 0 | 0 0 0 0 0 0  | 0 0 0 | 0 0 0 | 0
C2 1 0 0 1 | 1 0 0 1 | 0 0 0 | 0 0 0 | 0 0 0 0 0 1 | 0 0 0 0 0 1  | 1 0 1 | 1 0 1 | 0
G1 0 0 0 0 | 0 0 0 0 | 0 0 0 | 0 0 0 | 0 0 0 0 0 0 | 0 0 0 0 0 0  | 0 1 0 | 0 1 0 | 0
|| 0 0 0 0 | 0 0 0 0 | 0 0 0 | 0 0 0 | 0 0 0 0 0 0 | 0 0 0 0 0 0  | 0 0 0 | 0 0 0 | 1
2 0 0 0 0 | 0 0 0 0 | 0 0 1 | 0 0 1 | 0 0 0 0 0 0 | 0 0 0 0 0 0  | 0 0 1 | 0 0 1 | 0
1 1 1 1 1 | 1 1 1 1 | 1 1 0 | 1 1 0 | 0 0 0 0 1 1 | 0 0 0 0 1 1  | 1 1 0 | 1 1 0 | 1
1/2 0 0 0 0 | 0 0 0 0 | 0 0 0 | 0 0 0 | 1 1 1 1 0 0 | 1 1 1 1 0 0  | 0 0 0 | 0 0 0 | 0
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The hidden layers are composed of 128 GRUs
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TRAINING & MELODY GENERATION
· Minimize the log likelihood with Adam optimizer [2]
L(θ | x1:S) =
S∑
s=1
Ns−1∑
n=1
log
(
Pr
(
xsj [n+ 1] = 1 | x[n],hi[n− 1], θ
))
· Datasets
– 2158 tunes from the Irish music corpus of Henrik Norbecka
– 1012 tunes from the Nottingham Music Databaseb
· Generate melodies x˜[n+ 1] ∼ Cat(o[n])
ahttp://www.norbeck.nu/abc/
bhttp://abc.sourceforge.net/NMD/
SONG CONTINUATION
Four possible continuations suggested by the model
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AUTONOMOUS SONG GENERATION
An Irish tune autonomously generated by the model
SUMMARY
· Symbolic music is represented by its melody and rhythm
components
· We trained GRU-RNNs to predict upcoming notes in large corpora
of music
· The intrinsic ability of GRU-RNNs to operate on multiple timescales
enables them to learn complex temporal dependencies in music
· Computer-aided algorithmic composition is obtained by
optimization of the model generalization ability but long-range
temporal dependencies are missing
· Solutions that optimize the likelihood given the training data allow
for autonomous composition of complete and new melodies
exhibiting temporal dependencies on long timescales
· We showed the ability of GRU-RNNs coupled with the
pitch/duration representation to compose interesting, complex and
novel melodies
FUTURE WORK
· Evaluation of generated melodies
· Hybridize GRU-RNN with other statistical models (e.g. Markov
chain, HMM)
· Introduce harmonization and counterpoint
· Explore other (bigger) datasets – automated music parser
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