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Abstract The notion of adequate function has been recently introduced in order to char-
acterize the essentially strictly functions on a reflexive Banach space among the weakly lower
semicontinuous ones. In this paper we reinforce this concept and show that a lower semicon-
tinuous function is essentially firmly subdifferentiable if and only if it is strongly adequate.
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1 Introduction
The notion of adequate function on a reflexive Banach space has been recently introduced
to obtain a characterization for the class of essentially strictly convex functions (in the sense
of [4]) among the weakly lower semicontinuous ones ([19, Th. 1]). In the present paper we
reinforce this concept (Definition 1) in order to treat lower semicontinuous (lsc) functions
on general Banach spaces instead of weakly lower semicontinuous ones. The corresponding
concept of convexity no longer produces the class of essentially strictly convex functions but
the class of essentially firmly subdifferentiable (convex) functions that we introduce for this
purpose (Definition 4); this notion benefits from nice properties in terms of optimization
problems (Proposition 5). We prove in Theorem 1 that any lsc strongly adequate mapping
on a Banach space X is essentially firmly subdifferentiable and that the converse holds for X
reflexive. In fact, Proposition 6 says that the concept of essentially firmly subdifferentiable
mapping is intermediate between the concept of essentially strongly convex function recently
introduced in [18] and the concept of totally convex mapping ([7], [8], [9], [16], ...). In the
reflexive case, the class of lsc strongly adequate functions coincides with the one of essentially
strongly convex functions (Proposition 7). In the finite dimensional case, the two classes
above coincide with the essentially strictly convex functions in the sense of [17] (Proposition
6). We provide an example of an essentially strictly convex function on R2 with convex
subdifferential domain which is not totally convex (Example 1). A case of essentially strictly
convex function on R2 which is not totally convex on the domain of its subdifferential is given
in Example 2.
An important tool we use is the natural notion of essential Fre´chet differentiability intro-
duced in [18], which strengthens the concept of essential smoothness of [4]. In this way, a
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dual characterization of lsc strongly adequate functions on general Banach spaces is given in
Proposition 3 in terms of essentially Fre´chet differentiability of the Legendre–Fenchel conju-
gate functions.
Section 3 is devoted to relative projections introduced in [9] which are natural general-
izations of the Bregman and Alber’s projections ([1], [6], ...). In this context, we define the
f -strongly Tchebychev sets with respect to a lsc function f , non necessarily convex (see also
[5]), and study the convexity of this kind of sets (Theorem 2). As an application, we get a
farthest point like result (Corollary 3, Remark 5). In Section 4, we characterize the so-called
E-spaces ([10], [11], [13], ...) by using our notion of strongly adequate function (Proposition
8) and the firm subdifferentiability of the square of the norm (Proposition 9). Finally, Propo-
sition 10 gives a variational characterization of the closed convex sets in an E-space including
the fact that a closed set in a Hilbert space is convex if and only if it is strongly Tchebychev.
2 Notation and preliminaries
In the sequel X is a Banach space whose topological dual and bidual we denote by X∗
and X∗∗, respectively; the dual norm on X∗ is denoted by ‖·‖∗, and x
∗(x) for x ∈ X and
x∗ ∈ X∗ is denoted by 〈x, x∗〉. We set F (X) for the class of extended real-valued functions
J : X → R ∪ {+∞} which are finite somewhere (i.e. dom J := {x ∈ X | J(x) <∞} 6= ∅). As
usual Γ(X) denotes the set of the lower semicontinuous (lsc) convex proper functions on X,
and J∗ denotes the Legendre–Fenchel conjugate of J ∈ F (X) :
J∗(x∗) := sup
x∈X
(〈x, x∗〉 − J(x)) , x∗ ∈ X∗.
The subdifferential of J ∈ F (X) (J not necessarily convex) at a point x ∈ X is the set
∂J(x) := {x∗ ∈ X∗ | J(u) ≥ J(x) + 〈u− x, x∗〉 ∀u ∈ X};
clearly, ∂J(x) = ∅ if J(x) /∈ R. One has
x∗ ∈ ∂J(x) ⇐⇒ J∗(x∗) + J(x) = 〈x, x∗〉 . (1)
Consider the inverse multimap
MJ := (∂J)−1 : X∗ ⇒ X;
of course, one has
MJ(x∗) = argmin(J − 〈·, x∗〉), x∗ ∈ X∗.
Taking into account (1) and the Fenchel–Young inequality one easily observes that
MJ(x∗) ⊂ ∂J∗(x∗) = {x∗∗ ∈ X∗∗ | J∗(u∗) ≥ J∗(x∗) + 〈u∗ − x∗, x∗∗〉 ∀u∗ ∈ X∗} ,
where x ∈ X is identified with ϕ ∈ X∗∗ defined by ϕ(x∗) := 〈x, x∗〉. Since J∗ is sub-
differentiable on int(dom J∗) we have
domMJ ∪ int(dom J∗) ⊂ dom ∂J∗ ⊂ dom J∗. (2)
A mapping J ∈ F (X) is said to be adequate ([19]) if{
domMJ = dom(∂J∗) is a nonempty open set, and
MJ is single-valued on its domain.
It has been proved in [19, Th. 1] that for X reflexive and J ∈ F (X), J weakly lsc, J is
adequate iff J is essentially strictly convex in the sense of [4].
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3 Strongly adequate functions
Given an adequate function J ∈ F (X) and x∗ ∈ domMJ , the map J − x∗ attains a single
minimum point over X. We are specially interested in the case when this minimum is a strong
minimum, that means every minimizing sequence norm-converges to this minimum. To this
end we recall below an important result (see [3, Cor. 6] and [14, Prop. 4]):
Lemma 1 Let J ∈ F (X) be lsc and x∗ ∈ int(dom J∗). Then J−x∗ attains a strong minimum
over X iff J∗ is Fre´chet differentiable at x∗.
Such a situation occurs for instance in the following case:
Proposition 1 Assume that X has the Radon–Nikodym property and let J ∈ F (X) be lsc.
Then the set of x∗ ∈ int(dom J∗) such that J − x∗ attains a strong minimum over X is a
dense Gδ in int(dom J
∗).
Proof. By [12, Th. 3.5.8], J∗ is Fre´chet differentiable on a denseGδ subset S of int(dom J
∗).
By Lemma 1 J − x∗ attains a strong minimum over X for every x∗ ∈ S. 
In the light of the previous considerations we introduce now the notion of a strongly
adequate function.
Definition 1 A mapping J ∈ F (X) is said to be strongly adequate if dom ∂J∗ is a nonempty
open set and J − x∗ attains a strong minimum over X for every x∗ ∈ dom ∂J∗.
According to (2) any strongly adequate J ∈ F (X) satisfies
domMJ = int(dom J∗) = dom ∂J∗ 6= ∅, (3)
and, of course, any strongly adequate function is adequate.
An important example of strongly adequate function is furnished by the lsc mappings
J ∈ F (X) whose conjugate J∗ is Fre´chet differentiable on X∗. In order to go further in our
investigation, let us quote the following concept (see [18, Def. 2]).
Definition 2 Given a Banach space Y , we say that the function G ∈ Γ(Y ) is essentially
Fre´chet differentiable if G is Fre´chet differentiable at each point of int(dom ∂G) 6= ∅ and
‖∇G(xn)‖∗ → ∞ whenever (xn) is a sequence in int(domG) converging to some boundary
point of domG.
Proposition 2 A mapping G ∈ Γ(Y ) is essentially Fre´chet differentiable iff G is Fre´chet
differentiable at each point of dom ∂G.
Proof. It is similar to that of the equivalence of (i) and (v) in [4, Th. 5.6]. We give the
proof for reader’s convenience.
Sufficiency: here dom ∂G is open, and so dom ∂G = int(domG). Hence G is Fre´chet
differentiable on int(domG). Let (xn) ⊂ int(domG) be convergent to x ∈ bd(domG), and
assume that ‖∇G(xn)‖∗ 6→ ∞. Passing to a subsequence if necessary, we may (and do) assume
that
(
‖∇G(xn)‖∗
)
is bounded. Therefore,
(
‖∇G(xn)‖∗
)
has a subnet
( ∥∥∇G(xϕ(i))∥∥∗ )i∈I
converging weakly-star to x∗ ∈ Y ∗. By [20, Th. 2.4.2(ix)] we obtain that (x, x∗) ∈ ∂G, and
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so we get the contradiction x ∈ dom ∂G = int(domG). Therefore, G is essentially Fre´chet
differentiable.
Necessity: since G is essentially Fre´chet differentiable on int(domG) 6= ∅, we have to
show that dom ∂G = int(domG). Assume that there exists x ∈ dom ∂G \ int(domG). Fix
x ∈ int(domG); clearly, ]x, x] ⊂ int(domG). Using [4, Lem. 4.4], we have that ∇G(]x, x]) is
bounded. Taking xn := (1 − n
−1)x + n−1x ∈ ]x, x], we have that xn → x and (∇G(xn)) is
bounded. This contradiction proves that dom ∂G ⊂ int(domG). 
An essentially Fre´chet differentiable function G ∈ Γ(Y ) satisfies dom ∂G = int(domG) 6= ∅
and ∂G is both single-valued and locally bounded on its domain (see e.g. [20, Cor. 2.4.13]).
Consequently, any essentially Fre´chet differentiable function G ∈ Γ(Y ) is essentially smooth
in the sense of [4, Def. 5.2].
It is worthwhile noting that if Y is finite dimensional the two notions above coincide with
the usual one introduced in [17, Section 2.6].
Remark 1 If G ∈ Γ(Y ) is finite-valued, then G is essentially Fre´chet differentiable iff G is
Fre´chet differentiable at each point of Y.
We now provide a dual characterization for a strongly adequate function.
Proposition 3 A lsc mapping J ∈ F (X) is strongly adequate iff its conjugate J∗ is essen-
tially Fre´chet differentiable.
Proof. In both cases dom ∂J∗ is open, nonempty and, according to (2) and (3), coincides
with int(dom J∗). It then suffices to apply Lemma 1. 
As in [2] (see also [20, p. 188] and [18]), let us introduce the set
Γ0 := {ψ : R+ → [0,∞] | ψ lsc convex, ψ(t) = 0 ⇐⇒ t = 0} .
Any ψ ∈ Γ0 is a forcing function in the sense of [10, p. 6]:
∀(tn) ⊂ R+ : ψ(tn)→ 0⇒ tn → 0.
Also, any ψ ∈ Γ0 satisfies limt→∞ ψ(t) =∞.
The following concept has been introduced in [18, Def. 2].
Definition 3 A mapping H ∈ Γ(X) is said to be essentially strongly convex if it is essentially
strictly convex in the sense of [4, Def. 5.2] and if for every x ∈ dom ∂H there exist x∗ ∈ ∂H(x)
and ψ ∈ Γ0 such that:
H(u) ≥ H(x) + 〈u− x, x∗〉+ ψ(‖u− x‖) ∀u ∈ X. (4)
By [18, Th. 3] we know that for any J ∈ F (X), one has:
J∗ essentially Fre´chet differentiable ⇒ J essentially strongly convex.
¿From our Proposition 3 above we thus have:
Corollary 1 Any lsc strongly adequate function J ∈ F (X) is essentially strongly convex.
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In fact, more can be said. To this end, let us introduce the following notion (which appears
in [18, Prop. 2] in the framework of essentially strictly convex functions on reflexive Banach
spaces):
Definition 4 A convex mapping H ∈ F (X) is said to be firmly subdifferentiable at x ∈
dom ∂H if for any x∗ ∈ ∂H(x) there exists ψ ∈ Γ0 such that (4) holds. If H is firmly sub-
differentiable at each point of dom ∂H we will say that H is essentially firmly subdifferentiable.
In order to illustrate Definition 4 let us recall that a convex mapping H ∈ F (X) is said to
be totally convex at a point x ∈ domH if, denoting by H ′(x, d) the right hand side derivative
of H at x in the direction d, one has ([7])
inf
{
H(u)−H(x)−H ′(x, u− x) | u ∈ domH, ‖u− x‖ = t
}
> 0 ∀t > 0.
Given x ∈ dom ∂H we know ([8, Lem. 3.3]) that H is totally convex at x iff there exists ξ ∈ Γ0
such that (int(dom ξ) 6= ∅ and)
H(u) ≥ H(x) +H ′(x, u− x) + ξ(‖u− x‖) ∀u ∈ X.
Since for any x∗ ∈ ∂H(x) and any direction d one has 〈d, x∗〉 ≤ H ′(x, d), it holds that if H is
totally convex at x ∈ dom∂H then H is firmly subdifferentiable at x.
It follows from [8, Prop. 3.5] that for the proper convex function H which is continuous at
x ∈ domH we have that H is totally convex at x iff H is uniformly firmly subdifferentiable
at x (that is the same ψ is valid for all x∗ ∈ ∂H(x)).
Proposition 4 Let X be finite dimensional, H ∈ F (X), H convex, and x ∈ rint(domH).
Then H is totally convex at x iff H is firmly subdifferentiable at x.
Proof. Clearly ∂H(x) 6= ∅. We may (and do) assume that H is lsc. The implication
⇒ was observed above. Replacing H by H(x + ·) − H(x) we may assume that x = 0 and
H(0) = 0. Moreover, taking X0 = aff(domH) = lin(domH), we have that domH
′(0, ·) = X0.
It follows that H ′(0, ·)|X0 is continuous on X0. Assume that H is firmly subdifferentiable at
x = 0 but H is not totally convex at x. Then there exists t > 0 such that
inf
{
H(x)−H ′(0, x) | x ∈ domH, ‖x‖ = t
}
= inf
{
H(x)−H ′(0, x) | x ∈ X0, ‖x‖ = t
}
= 0.
Because H|X0 − H
′(0, ·)|X0 is lsc on X0 and A :=
{
x ∈ X0 | ‖x‖ = t
}
is compact, there
exists u ∈ A such that H(u) − H ′(0, u) = 0. But H ′(0, u) = max{〈u, x∗〉 | x∗ ∈ ∂H(0)}
for every u ∈ X0, and so there exists x
∗ ∈ ∂H(0) with H ′(0, u) = 〈u, x∗〉. Therefore,
inf
{
H(x)− 〈x, x∗〉 | ‖x‖ = t
}
= 0, contradicting the fact that H is firmly subdifferentiable
at 0. 
In [16] it was posed the problem if, in finite dimensions, the converse of [16, Prop. 2.1]
is true, that is if an essentially strictly convex function H ∈ Γ(X) with dom∂H convex is
totally convex (in the case dimX < ∞). We provide an example of an essentially strictly
convex function H ∈ Γ(R2) with dom ∂H convex which is not totally convex.
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Example 1 Let H : R2 → R be defined by H(x, y) := − 4
√
(1− x2)(1 − y2) for (x, y) ∈
[−1, 1] × [−1, 1], H(x, y) :=∞ otherwise. Observe that H|domH is continuous and
∂2H(x, y)
∂x2
=
x2 + 2
4
4
√
1− y2
(1− x2)7
> 0,
∂2H(x, y)
∂x2
∂2H(x, y)
∂y2
−
(
∂2H(x, y)
∂x∂y
)2
=
x2 + y2 + 2
8[(1− x2) (1− y2)]3/2
> 0
on (−1, 1) × (−1, 1). It follows that H is convex, Fre´chet differentiable and strictly convex
on dom ∂H = (−1, 1) × (−1, 1), and domH∗ = R2. It follows that H is essentially strictly
convex. Since H is not strictly convex (H(x, 1) = 0 for every x ∈ [−1, 1]), we have that H is
not totally convex.
Let us provide some properties of essentially firmly subdifferentiable mappings in terms
of well-posedness and coercivity.
Proposition 5 Let H be firmly subdifferentiable at a point of argminH (supposed to be
nonempty). Then H is coercive and attains a strong minimum over X.
Proof. Let x ∈ argminH a point where H is firmly subdifferentiable. One has 0 ∈ ∂H(x)
and there exists ψ ∈ Γ0 such that
H(u) ≥ H(x) + ψ(‖u− x‖), ∀u ∈ X. (5)
Let (xn) be a minimizing sequence of H. By (5) we have that ψ (‖xn − x‖) → 0 and so
‖xn − x‖ → 0. One has also limt→∞ ψ(t) =∞ and by (5) lim‖u‖→∞H(u) =∞. 
We now appeal to a dual interpretation of relation (4):
Lemma 2 ([20], Cor. 3.4.4) Let H ∈ Γ(X) and (x, x∗) ∈ ∂H. The statements below are
equivalent:
(i) ∃ψ ∈ Γ0 such that (4) holds,
(ii) H∗ is Fre´chet differentiable at x∗.
We are now in a position to characterize the strongly adequate mappings among the lsc
ones:
Theorem 1 Let J ∈ F (X) be lsc. If J is strongly adequate then J is essentially firmly
subdifferentiable. The converse holds for X reflexive.
Proof. Assume J is strongly adequate. By Corollary 1 we have that J ∈ Γ(X). Let
(x, x∗) ∈ ∂J . Thus x∗ ∈ dom ∂J∗, and Proposition 3 says that J∗ is Fre´chet differentiable
at x∗. By Lemma 2 there exists ψ ∈ Γ0 such that (4) holds, meaning that J is firmly
subdifferentiable at any point x ∈ dom ∂J , thus essentially firmly subdifferentiable.
Assume J is essentially firmly subdifferentiable and X is reflexive. Let x∗ ∈ dom ∂J∗.
Since X is reflexive there is x ∈ X such that (x, x∗) ∈ ∂J . Since J is firmly subdifferentiable
at x, Lemma 2 says that J∗ is Fre´chet differentiable at x∗. Consequently, J∗ is essentially
Fre´chet differentiable and, by Proposition 3, J is strongly adequate. 
Let us establish some links among some of the convexity notions quoted above.
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Proposition 6 Let H ∈ Γ(X), and consider the following statements:
(i) H is totally convex at each point of dom ∂H,
(ii) H is essentially firmly subdifferentiable,
(iii) H is essentially strongly convex,
(iv) H is essentially strictly convex.
Then (i) ⇒ (ii) ⇒ (iii) ⇒ (iv). Moreover, if X is finite dimensional then (iv) ⇒ (ii).
Proof. (i) ⇒ (ii) was observed after Definition 4.
(ii) ⇒ (iv) Let x0, x1 ∈ X be such that [x0, x1] ⊂ dom ∂H. Assume that H is not
strictly convex on [x0, x1]; then x0 6= x1 and there exists λ ∈ (0, 1) such that H(xλ) =
(1 − λ)H(x0) + λH(x1), where xλ := (1 − λ)x0 + λx1. Take x
∗ ∈ ∂H(xλ) and ψ ∈ Γ0 for
which (4) holds. Then
H(xi) ≥ H(xλ) + 〈xi − xλ, x
∗〉+ ψ(‖xi − xλ‖) (i ∈ {0, 1}).
Multiplying both terms of this inequality by 1− λ > 0 for i = 0 and by λ > 0 for i = 1, then
adding side by side we get
H(xλ) = (1− λ)H(x0) + λH(x1) ≥ H(xλ) + (1− λ)ψ(‖x0 − xλ‖) + λψ(‖x1 − xλ‖).
It follows that ψ(‖x0 − xλ‖) = ψ(‖x1 − xλ‖) = 0, whence the contradiction x0 = x1 (= xλ).
Let now x∗ ∈ dom(∂H)−1. Then there exists x ∈ dom ∂H such that x∗ ∈ ∂H(x). By
(ii), there exists ψ ∈ Γ0 such that (4) holds. Using Lemma 2 we obtain that H
∗ is Fre´chet
differentiable at x∗, and so x∗ ∈ int(domH∗); hence ∂H∗ is bounded on a neighborhood V
of x∗. Because (∂H)−1(u∗) ⊂ ∂H∗(u∗) for every u∗ ∈ X∗, we obtain that (∂H)−1 is bounded
on V.
(ii) ⇒ (iii) follows immediately from (ii) ⇒ (iv) and the fact that ∂H(x) 6= ∅ for every
x ∈ dom ∂H.
(iv) ⇒ (ii) Let dimX < ∞. By [17, Th. 2.6.3] (or [4, Th. 5.4]) we know that H∗ is
essentially smooth. Since X is finite dimensional this amounts to say that H∗ is essentially
Fre´chet differentiable, and, by Corollary 2, that H is essentially firmly subdifferentiable. 
We have seen in Example 1 that, for dimX < ∞, there exist essentially strictly convex
functions which are not totally convex. A natural question is if (iv) ⇒ (i) in Corollary 6 for
dimX <∞. The answer is negative, as shown in the following example.
Example 2 Let H : R2 → R be defined by H(x, y) := −
√
(1− x2)(1 − y2) for (x, y) ∈
[−1, 1] × [−1, 1], H(x, y) := ∞ otherwise. Then dom ∂H = [(−1, 1) × (−1, 1)] ∪ [{−1, 1} ×
{−1, 1}], H is strictly convex on every segment included in dom ∂H and domH∗ = R2. It
follows that H is essentially strictly convex. Since H is not strictly convex (H(x, 1) = 0 for
every x ∈ [−1, 1]), we have that H is not totally convex at each point of dom ∂H.
Remark 2 Proposition 6 provides in particular a significant improvement of [16, Prop. 2.1].
By juxtaposition of Theorem 1 and Proposition 3 we obtain:
Corollary 2 Let J ∈ F (X) be lsc. If J∗ is essentially Fre´chet differentiable, then J is
essentially firmly subdifferentiable. The converse holds for X reflexive.
Remark 3 According to Proposition 6, the first part of Corollary 2 improves [18, Th. 3].
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Remark 4 According to Remark 1 and Corollary 2, a cofinite mapping H ∈ Γ(X) (that is
H∗ is finite-valued) with X reflexive is essentially firmly subdifferentiable iff H∗ is essentially
Fre´chet differentiable on X∗. For instance, the square of the norm of a reflexive Banach space
is essentially firmly subdifferentiable iff the square of the dual norm is Fre´chet differentiable
on X∗ (see Section 4).
We end this section by a more complete result concerning the reflexive case. It includes
[18, Th. 4] and a part of [18, Prop. 2].
Proposition 7 Let X be a reflexive Banach space and H ∈ F (X). The following assertions
are equivalent:
(i) H is strongly adequate,
(ii) H∗ is essentially Fre´chet differentiable,
(iii) H is essentially firmly subdifferentiable,
(iv) H is essentially strongly convex.
Proof. (i)⇔ (ii) is established in Theorem 1, and (ii)⇔ (iii) in Corollary 2. By Proposition
6 one has (iii) ⇒ (iv). The equivalence (ii) ⇔ (iv) is [18, Th. 4].
We give a proof of (iv) ⇒ (ii) for reader’s convenience. By Definition 3 we have that
H is essentially strictly convex, and so, by [4, Th. 5.4], H∗ is essentially smooth. By [4,
Th. 5.6] we obtain that dom ∂H∗ = int(domH∗) 6= ∅ and H∗ is Gaˆteaux differentiable on
int(domH∗). Let x∗ ∈ int(domH∗) and let us show that H∗ is Fre´chet differentiable at x∗.
For this we apply [20, Th. 3.3.2]. Set x := ∇H∗(x∗) ∈ dom ∂H and take ((xn, x
∗
n))n≥1 ⊂ ∂H
with x∗n → x
∗. By [20, Th. 3.3.2] applied for the Gaˆteaux bornology we have that xn →
w x.
Since H(x) ≥ H(xn) + 〈x− xn, x
∗
n〉 for every n ≥ 1, we obtain that H(x) ≥ lim supH(xn),
and so H(xn) → H(x) because H is weakly lsc. Because H is essentially strongly convex,
there exist x˜∗ ∈ ∂H(x) and ψ ∈ Γ0 such that H(x) ≥ H(x) + 〈x− x, x˜
∗〉 + ψ(‖x− x‖) for
every x ∈ X, and so H(xn) ≥ H(x) + 〈xn − x, x˜
∗〉+ψ(‖xn − x‖) for every n ≥ 1. Taking the
lim sup in both terms we get lim supψ(‖xn − x‖) ≤ 0, and so ‖xn − x‖ → 0. Applying now
[20, Th. 3.3.2] for the Fre´chet bornology we obtain that H∗ is Fre´chet differentiable at x∗. 
4 Relative projections on closed sets
Given f ∈ F (X), S a closed subset of the Banach space X such that
S ∩ dom f 6= ∅,
and x∗ ∈ X∗, let us consider the problem:
PS(f, x
∗) : min (f(x)− 〈x, x∗〉) for x ∈ S.
Such problems have been studied in [9] under the name relative projection (of x∗ on S
modulo f). They are natural generalizations of the Bregman projections and generalized
projections defined and studied by Alber ([1], [6], ...). In [9] the mapping f is assumed to be
convex. We don’t retain this assumption here, and just assume that f ∈ F (X). For instance,
taking f := −12 ‖·‖
2 on the Hilbert space (X, ‖·‖) and S ⊂ X a bounded subset, the problem
PS(f, x
∗) consists of finding the farthest points of S from −x∗ ∈ X∗ = X. Taking f := 12 ‖·‖
2
and S ⊂ X, still in the Hilbert space setting, the problem PS(f, x
∗) consists in finding the
best approximation of x∗ ∈ X∗ = X by elements of S.
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Definition 5 We will say that S is f -strongly Tchebychev if for every x∗ ∈ X∗ the problem
PS(f, x
∗) admits a strong minimum; in other words if any minimizing sequence of PS(f, x
∗)
norm-converges toward a (necessarily unique) solution of PS(f, x
∗).
Denoting by ιS the indicator function of S, it is clear that if S is f -strongly Tchebychev,
then f + ιS is strongly adequate; conversely, if f + ιS is strongly adequate and cofinite, then
S is f -strongly Tchebychev. We can state:
Theorem 2 Let X be a Banach space, f ∈ F (X), f lsc, and S ⊂ X closed satisfying
S∩dom f 6= ∅. If S is f -strongly Tchebychev then f+ ιS is essentially firmly subdifferentiable
and S ∩ dom f is convex.
Conversely, if X is reflexive, S is convex, and f is essentially firmly subdifferentiable,
finite and continuous at a point of S, then f + ιS is strongly adequate; moreover, if f + ιS is
cofinite then S is f -strongly Tchebychev.
Proof. Assume S is f -strongly Tchebychev. Then J := f + ιS is strongly adequate and,
by Theorem 1, J is essentially firmly subdifferentiable. In particular, J is convex and so
dom J = S ∩ dom f is convex.
Conversely, let us first notice that, by [15, Prop. 10.d] or [20, Th. 2.8.7(iii)], one has
∂(f+ιS)(x) = ∂f(x)+∂ιS(x) for all x ∈ X. We thus have dom ∂J = S∩dom∂f . Now for any
x ∈ dom ∂J , any x∗ ∈ ∂J(x), there exist u∗ ∈ ∂f(x) and v∗ ∈ N(S, x) such that x∗ = u∗+v∗.
Since f is firmly subdifferentiable at x, there exists ψ ∈ Γ0 such that, for any u ∈ X,
f(u) ≥ f(x) + 〈u− x, u∗〉 + ψ(‖u− x‖), and thus J(u) ≥ J(x) + 〈u− x, x∗〉 + ψ(‖u− x‖),
that means J is firmly subdifferentiable at each x ∈ dom ∂J . By the second part of Theorem
1 we infer that J is strongly adequate. When f+ ιS is cofinite this means that S is f -strongly
Tchebychev. 
Corollary 3 Let X be a Banach space and S a nonempty closed bounded subset of X. The
following statements are equivalent:
(i) the mapping 12 ‖·‖
2 + x∗ attains a strong maximum over S for any x∗ ∈ X∗,
(ii) S is a singleton.
Proof. It is clear that (ii) ⇒ (i). Conversely, (i) says that the function J := −12 ‖·‖
2 + ιS
is strongly adequate, hence convex by Corollary 1. It follows that S is convex. Because J is
strongly adequate, there exists x0 ∈ S such that J(x0) < J(x) for every x ∈ S \{x0}. Assume
that S 6= {x0}, and take x1 ∈ S \ {x0}. Then xλ := (1− λ)x0 + λx1 ∈ S \ {x0} and
−12 ‖xλ‖
2 = J(xλ) ≤ (1− λ)J(x0) + λJ(x1) = −(1− λ)
1
2 ‖x0‖
2 − λ12 ‖x1‖
2
for every λ ∈ [0, 1]. Since ‖xλ‖
2 ≤ (1− λ) ‖x0‖
2 + λ ‖x1‖
2 for λ ∈ [0, 1] with strict inequality
for λ ∈ (0, 1) and ‖x0‖ 6= ‖x1‖ , we obtain that ‖x0‖ = ‖x1‖, and so we get the contradiction
J(x0) = J(x1). Hence S is necessarily a singleton. 
Remark 5 In the Hilbert space setting, Corollary 3 gives the equivalence between the next
two statements (involving farthest points to the nonempty closed bounded set S ⊂ X):
(i) for any x∗ ∈ X∗ = X, the mapping x 7−→ ‖x∗ − x‖ attains a strong maximum over S,
(ii) S is a singleton.
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5 Variational characterizations of closed convex sets in E-
spaces
Let us recall that a Banach space X is is said to be an E-space if X is rotund and every
weakly closed set in X is approximately compact. Such spaces, introduced in [11], admit
several characterizations. For instance, the theorem in [13, p. 146] says that X is an E-space
iff X is reflexive, rotund, and any weakly convergent sequence within the unit sphere of X is
norm convergent. Anderson’s Theorem (see [13, p. 149]) says that the Banach space X is an
E-space iff the square of the dual norm ‖·‖2∗ is Fre´chet differentiable on X
∗. In the light of
the previous results we thus can obtain other characterizations for the E-spaces.
Proposition 8 For any Banach space X, the statements below are equivalent:
(i) For any x∗ ∈ X∗, the mapping 12 ‖·‖
2 − x∗ attains a strong minimum over X,
(ii) X is an E-space.
Proof. Setting J := 12 ‖·‖
2, one has J∗ = 12 ‖·‖
2
∗ ; the equivalence between (i) and (ii) is
obtained by Proposition 3 and Remark 1 using Anderson’s Theorem mentioned above. 
In [16, Th. 3.3], the E-spaces are characterized among the reflexive Banach space as the
locally totally convex spaces (that are the reflexive Banach spaces whose square of the norm
is totally convex at any point). Below we characterize the E-spaces in terms of the firm
subdifferentiability of the square of the norm:
Proposition 9 Given a Banach space (X, ‖·‖), let us consider the following statements:
(i) X is an E-space,
(ii) ‖·‖2 is totally convex on X,
(iii) ‖·‖2 is essentially firmly subdifferentiable.
Then we have (i) ⇒ (ii) ⇒ (iii), and, if X is reflexive, then (i) ⇔ (ii) ⇔ (iii).
Proof. (i)⇒ (ii) is proved in [16, Th. 3.3], and (ii)⇒ (iii) has been quoted in the comments
after Definition 4.
Assume now that X is reflexive and (iii) holds. By Corollary 2
(
1
2 ‖·‖
2 )∗ = 12 ‖·‖2∗ is
essentially Fre´chet differentiable, and this amounts to the Fre´chet differentiability of ‖·‖2∗ on
X∗; using Anderson’s Theorem mentioned above we obtain that X is an E-space. 
In order to obtain new variational characterizations of the closed convex sets in an E-space
let us recall that, given a lsc function I ∈ F (X), the problem
P (I) : minimize I(x) for x ∈ X
is said to be Tykhonov well posed (TWP) if I attains a strong minimum over X (i.e. any
minimizing sequence is norm-convergent, see e.g. [10]). Several characterizations of the E-
spaces in terms of TWP problems have been established (see [10, Th. II.2] or [13, Th. 2 p.
150]): we know that the Banach space X is an E-space iff for any nonempty closed convex
set K in X the problem P (‖·‖ + ιK) or, equivalently, P (
1
2 ‖·‖
2 + ιK), is TWP. By [10, Th.
II.2], the Banach space X is an E-space iff for any x∗ ∈ X∗ \ {0} the problem P (x∗ + ιB(X)),
where B(X) denotes the closed unit ball of X, is TWP. The same theorem says that, denoting
S(X) the unit sphere of X, X is an E-space iff the problem P (x∗ + ιS(X)) is TWP for any
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x∗ ∈ X∗ \ {0}. Our Proposition 8 provides another characterization of such spaces: the
Banach space X is an E-space iff for any x∗ ∈ X∗ the problem P (12 ‖·‖
2 + x∗) is TWP.
To end this paper let us go back to f -strongly Tchebychev sets (see Definition 5) in the
case when f = 12 ‖·‖
2. In this situation a nonempty closed S in X is f -strongly Tchebychev
iff the problem P (12 ‖·‖
2+ ιS−x
∗) is TWP for every x∗ ∈ X∗. If the underlying Banach space
is a Hilbert space this amounts to say that the problem
minimize ‖x∗ − u‖ for u ∈ S
is TWP for any x∗ ∈ X∗ = X.
Proposition 10 Let S be a nonempty closed set in a Banach space X. Assume that for any
x∗ ∈ X∗ the problem
minimize 12 ‖x‖
2 − 〈x, x∗〉 for x ∈ S
is TWP. Then S is convex. If X is an E-space, the converse holds.
Proof. The first part follows from the first part Theorem 2 applied to 12 ‖·‖
2. Assume now
that X is an E-space. By the first part of Proposition 9 we know that 12 ‖·‖
2 is essentially
firmly subdifferentiable and we conclude the proof with the second part of Theorem 2. 
References
[1] Y.I. Alber, Young-Fenchel transformation and some new characteristics of Banach
spaces, Functions spaces, 1–19, Contemp. Math., N◦ 435, Amer. Math. Soc., Providence,
RI, 2007.
[2] E. Asplund, Fre´chet differentiability of convex functions, Acta Math. 121 (1968), 31–47.
[3] E. Asplund, R.T. Rockafellar, Gradients of convex functions, Trans. Amer. Math. Soc.
139 (1969), 443–467.
[4] H.H. Bauschke, J.M. Borwein, P.L. Combettes, Essential smoothness, essential strict
convexity, and Legendre functions in Banach spaces, Comm. Contemp. Math. 3 (2001),
615–647.
[5] H.H. Bauschke, J.M. Borwein, P.L. Combettes, Bregman monotone optimization algo-
rithms, SIAM J. Control Optim. 42 (2003), 596–636.
[6] L.M. Bregman, The relaxation method for finding common points of convex sets and its
application to the solution of problems in convex programming, USSR Computational
Mathematics and Mathematical Physics 7 (1967), 200–217.
[7] D. Butnariu, A.N. Iusem, Totally Convex Functions for Fixed Points Computation and
Infinite Dimensional Optimization, Applied Optimization, vol. 40, Kluwer Acad., Dor-
drecht, 2000.
[8] D. Butnariu, A.N. Iusem, C. Za˘linescu, On uniform convexity, total convexity and conver-
gence of the proximal point and outer Bregman projection algorithms in Banach spaces,
J. Conv. Anal. 10 (2003), 35–61.
11
[9] D. Butnariu, E. Resmerita, Bregman distances, totally convex functions, and a method
for solving operator equations in Banach spaces, Abstr. Appl. Anal. 2006 Art. ID 84919,
39 pages.
[10] A.L. Dontchev, T. Zolezzi, Well-Posed Optimization Problems, Springer-Verlag, Berlin,
1993.
[11] K. Fan, I. Glicksberg, Some geometric properties of the spheres in a normed linear space,
Duke Math. J. 25 (1998), 553–568.
[12] J.R. Giles, Convex Analysis with Application in the Differentiation of Convex Functions,
Pitman, Boston, MA (1982).
[13] R.B. Holmes, A Course on Optimization and Best Approximation, Lec. Notes Math., 257
Springer, Berlin, 1972.
[14] M. Lassonde, Asplund spaces, Stegall variational principle and the RNP, Set-valued Var.
Anal. 17 (2009), 183–193.
[15] J.J. Moreau, Fonctionnelles Convexes, Colle`ge de France, 1966.
[16] E. Resmerita, On total convexity, Bregman projections and stability in Banach spaces, J.
Conv. Anal. 11 (2004), 1–16.
[17] R.T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, N.J. 1970.
[18] T. Stro¨mberg, Duality between Fre´chet differentiability and strong convexity, Positivity
15 (2011), 527–536.
[19] M. Volle, J.B. Hiriart-Urruty, A characterization of essentially strictly convex functions
in reflexive Banach spaces, Nonlinear Anal. 75 (2012), 1617–1622.
[20] C. Za˘linescu, Convex Analysis in General Vector Spaces, World Scientific, River Edge,
N.J., 2002.
12
