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Load forecasting has been one of the major researches in electrical engineering in the 
recent years. It plays a very important role in power system planning and operation. 
Through load forecasting, power generation can be balanced with load demand, which 
subsequently contributes to an efficient electricity management in power system. One 
way of forecasting load demand is by using Artificial Intelligence (AI) technique. 
There are two AI technique’s methods discussed in this project which are Artificial 
Neural Network (ANN) method and Fuzzy Logic (FL) method. Both approaches 
utilize MATLAB software. The accuracy of the forecast is based on the Mean Absolute 
Average Error (MAPE). Instead of using a year-long historical data, this project uses 
selective seasonal historical data, focusing on the autumn season. 1-hour ahead and 
24-hour ahead load forecasts are developed for each approach. The first chapter of this 
report discusses the fundamental of each method and also statistical analysis of data. 
The following chapter describes how each method is developed by using MATLAB. 
Followed next is a chapter consisting of results of both models and followed by 
discussions of the results obtained. The last chapter is on conclusion as well as 
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1.0 Background of Study 
In load forecasting, there are three different categories which are short-term load 
forecasting (STLF), medium-term load forecasting (MTLF) and long-term load 
forecasting (LTLF) [1]. STLF refers to load forecasting from one hour to one week 
ahead of load occurrence while MTLF refers to load forecasting in a period within one 
week to one month ahead of load occurrence [2]. LTLF is usually for forecasting load 
demand for a period of more than one year [2] and used for planning operations [3].  
The forecasting techniques that have been developed in the previous years could be 
categorized into three major groups [4]. They are traditional forecasting technique, 
modified traditional technique and also Artificial Intelligence (AI) technique.  
The main objective of this project is to develop two load forecasting models to forecast 
the electric load demand of Australia using the data obtained from Australia Power 
Grid. The models that are to be developed are applying AI technique, where two 












1.1 Problem Statement 
Forecasting energy demand, or specifically electric load demand plays a very 
important role in contributing to an efficient resource management. It helps to improve 
load factor and thus reduces energy wastage. Energy wastage occurs when the load 
demand is less than the power supplied. Energy wastage translates into a poor energy 
management, caused by high operating cost of the utilities through the handling of 
wastage surplus energy generated [5]. On the other hand, supplying electrical energy 
lower than demand also affects the system. Underprediction of load results in a failure 
to provide necessary reserves to meet the demand due to the expensive peaking units 
[5]. Hence, a reliable method of load forecasting is required to provide good forecast 
value of the future load demand.  
 
1.2 Objectives 
1. To study on Artificial Intelligence (AI) technique in developing the proposed short 
term load forecasting models. 
2. To analyze and perform statistical analysis of the data. 
3. To develop the proposed load forecasting models by using AI technique. 













1.3 Scope of Study 
The scope of work of this project includes understanding the principle of AI technique 
to forecast energy load demand. The project utilizes two AI technique’s approaches; 
Artificial Neural Network (ANN) and Fuzzy Logic (FL) – in developing the STLF 
models.  The fundamentals, characteristics, and concept of each approach are studied 
to develop the models. Both ANN and FL approaches utilize MATLAB software. The 
proposed models will be simulated by using the data collected from Australia Power 
Grid, where statistical analysis on load patterns and load curves of the data is done 
thoroughly before they are used in simulating the models. Through the simulations, 
Mean Average Percentage Error (MAPE) is obtained and comparisons are made to 
justify which model would be more reliable with a higher accuracy for a STLF with 
























2.1 Artificial Neural Network 
ANN is a mathematical model that mimics how the brain of a human being functions, 
specifically on pattern recognition and classification [6]. Just like the brain, this 
method has the capability to organize its neurons to perform complex calculations by 
adapting its surrounding environment [6], [7]. This special capability is one of the 
reasons why ANN is a widely accepted method in load forecasting since 1980. It gives 
better performances compared to other previous used techniques [8], [9] such as 
Regression Method, Autoregressive Moving-Average (ARMA) and Autoregressive 
Integrated Moving-Average (ARIMA) [4]. 
According to S. Haykin [6], in order to achieve a good performance in load forecast, 
neural networks employ a massive interconnection of neurons or could be called as 
processing units. Initially, the model goes through a repeated training with sequences 
of patterns on the past inputs and outputs. The training teaches the model to be able to 
forecast the output when only sequences of inputs are fed and it goes on until the 
network reaches a steady state. ANN reaches its steady state when there is no more 
significant changes in synaptic weights of the outputs [6], [10]. The learning process 
consumes quite some time and this has backfired the model because it is incapable of 








2.1.1 Network Architecture 
In general, there are three architectures for ANN [11]: 
i. Single Layer Feed-forward Network; 
ii. Multilayer Feed-Forward Network; and 
iii. Recurrent Network 
Each type of network differs in terms of the numbers of weighted 
interconnection layer, numbers of hidden layer and the presence of feedback 
loops. 
This project employs multilayer feed-forward network architecture in 
developing ANN model to forecast the energy demand. The selected architecture 
consists of a single input layer, several hidden layers and one output layer where 
each layer could be of multiple neurons. Signal propagation between nodes 
within the same layer and from input nodes direct to outputs nodes are prohibited 
[12]. Hidden layers would help the signal propagation from input layer to output 
layer. The number of hidden layers and nodes per layer are problem dependent. 
Figure 1 below shows the multilayer feed-forward network architecture [12], 
[13]: 
 
Figure 1: Multilayer feedforward network architecture 
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2.1.2 Learning Paradigm 
In regards of neural network modelling, learning means the process of adapting 
its free parameters through a process of stimulation by the environment where 
the network is embedded [6] and changes accordingly. Through the changes that 
network has undergone in its internal structure, the network would then responds 
in a new way to its surrounding. With two different learning paradigms; 
unsupervised learning and supervised learning – comes five learning algorithms.  
The learning algorithm that this project implements is Levenberg-Marquadt 
back-propagation learning algorithm. This algorithm takes the input, passes 
them through hidden layers and gives results of calculation through the output 
layer [14]. Appropriate mappings are done throughout the learning process and 
adjustment on the weights and biases at each iteration of the mappings are made 
to improve the output [15]. 
Levenberg-Marquadt back-propagation algorithm uses an approximation of 
Newton’s method, which contains approximation of Hessian matrix and 
Jacobian matrix [9]. This algorithm is chosen among other activation functions 
such as steepest descent back-propagation (SDBP) and momentum back-
propagation (MBP). It yields a speed-up of large factors via limited 
modifications of the standard back-propagation algorithm and hence gives faster 
convergence rate [16], [17]. 
 
2.2 Fuzzy Logic 
While ANN learns through its surrounding, FL provides a mean for representing 
uncertainties through a mapping done by a number of if-then rules [18], [19]. This 
approach has advantages over ANN because it could deal with non-linear parts of the 
forecasted load curves and also with the abrupt changes in the variables such as the 






2.2.1 Fuzzy Sets 
A fuzzy set contains a classical set without crisp that wholly includes or wholly 
exclude any given elements. Taking an example of element X and Y, X and Y 
must either be in a set named A or in set not-A. The sets are called linguistic 
variables such as hot, very hot, mild, high and small. 
For example, the temperature inputs are translated into low temperature, medium 
temperature and high temperature in fuzzification process. This mapping permits 
the incorporation of the expert knowledge, which is represented by the 
descriptive natural language with the FL model [23], [24]. Since the description 
of linguistic terms used is very relative, the covered range of each membership 
function needs to be defined [25]. The range, termed as the universe of discourse 
[26] is normalized between 0 and 1. 
 
2.2.2 Membership Functions 
A membership function, or called as a degree of ‘belonging’ [26] is a curve to 
define how each input is mapped to its respective degree of membership between 
the values 0 to 1. Fuzzy sets only describe the basic concepts or information of 
the inputs by assigning linguistic languages and hence admits the possibility of 
partial membership in it. These input values are then associated with a 
membership function to their respective membership value to further distinguish 
an input to the other inputs in FL model. 
In associating linguistic variables to each other, as shown in the figure below, 
the interception point between the two linguistic variables at 0 indicates non-




Figure 2: Example showing correlation between linguistic variables of a 
membership function [27] 
Each variable has varying degrees of membership. There are several methods 
that can be used to derive each membership function. It can be based on intuition, 
expert knowledge on the variable, subjective judgment or interpolation of the 
actual data.  
The type of membership function used in this project is triangular membership 
function, as depicted in the figure below.  
 
Figure 3: Triangular membership function of Fuzzy Logic method 
 
2.2.3 Basic Configuration 
The basic configuration of FL system [18], [28] is divided into four elements: 
2.2.3.1 Fuzzification 





2.2.3.2 Fuzzy rule base 
A set of conditional statements formed using if-then statements. Fuzzy rules are 
formulated subjectively which can be based on intuition or expert knowledge.  
2.2.3.3 Fuzzy inference engine 
It consists of the if-then statements developed in fuzzy rule base. It is a mapping 
process of fuzzy inputs to the fuzzy outputs based on the fuzzy rules and fuzzy 
set database. This process provides the decision making logic of the developed 
model. An example rule to further describe the IF … THEN statement rules of 
the system is as followed: 
If ‘temperature is high’ and ‘humidity is medium’, then ‘the load demand is 
high’. 
2.2.3.4  Defuzzification interface 
A process of defuzzifying the fuzzy outputs to generate non-fuzzy outputs. 
FL model adopts the use of linguistic languages of explanatory variables in modelling 
the approach. More explanatory variables such as classification of the previous day as 
a holiday or not can be introduced. More variables do not necessarily mean better 
result. Conflicts of input-output pairs prompt to happen frequently because the input 
variables are mapped to a few different functions [29]. 
 
2.3 Data Analysis 
This project focuses on investigating the effect of seasonal load data on the forecasting 
instead of year-long hourly data. Autumn season is selected for this purpose. 
Therefore, the historical data consists of hourly load demand for each day from March 
until May for the year 2006 to 2010 are used. 
Figure 4 below is a graph depicting the hourly average load demand of the Australia 
Grid for the specified data set. The lowest load demand is observed to between the 3rd 
hour (HR0200) and 8th hour (HR0700) while high load demand is between 12th hour 




Figure 4: Average load demand from March to May of 2006-2010 
All the forecasted load demands obtained from both ANN and FL methods are 
compared to the actual hourly load data. The actual load demand of each day are 
presented in the figure below. 
 
















































To achieve the stated objectives, a preliminary research is done to understand the 
techniques used in forecasting load demand. The primary focus of the research is on 
AI technique. Next, the fundamentals of software to be utilized in this project are 
studied. Both ANN and FL approaches utilize MATLAB software. The models that 
are developed in this project uses data from Australia Power Grid. Statistical analysis 
is performed to understand the patterns of the historical load demand of Australia 
Power Grid. 
The next stage involves the development of ANN and FL models by employing 
MATLAB software. These models are then trained with sample data to forecast 1-hour 
ahead and 24-hour ahead load forecast. Subsequent needed adjustments to the models 
are carried out to get more accurate forecast. Once the training gives a satisfactory 
results, the models are simulated with data and outputs are calculated. Troubleshoots 
on the models are carried out if the Mean Absolute Percentage Error (MAPE) produced 
is not satisfactory. 
The project utilizes Australia Power Grid Data for year 2006 to 2010. Instead of using 
year-long historical data, a selective range of data has been used for developing the 
models. This project aims to provide seasonal load forecast. Hence, only historical data 
for autumn season are used. 















3.1 Artificial Neural Network 
Figure 11 summarizes the stages and processes involved in the project for ANN 
method. 
 
Figure 6: Development of Artificial Neural Network method 
In ANN method, the data go through multiple processes in producing the forecasted 
output. There are three processes and they are called data treatment. 
3.1.1 Data Arrangement 
The data are arranged so that the model can recognize the sequence of the data 
fed into the model. The model recognizes the data according to the hourly 





3.1.2 Data Normalization 
In input neurons, the input model use transfer function of tansig. Therefore, the 
data range development that can be used in the model is from -1 to +1. The data 
are then normalized by dividing the input by 10000 and converted back to their 
actual value by the same integer once the model have produced the needed 
forecast value. The idea of normalizing the data is to avoid lagging of data 
processing in MATLAB software. 
3.1.3 Data Partitioning 
With a total 1152 samples are available, 70% of the samples are used for training 
and the remaining 30% are used for validation purpose. 
 
Figure 7: The structure of ANN model 
The model takes 4 predictors as input variables. The inputs of the ANN method classed 
into the following predictors: 
1. The hour of the day 
2. The month of the day 
3. Previous weeks’ same hour load 
4. Yesterday’s same hour load 
The hidden layer contains 18 neurons. Multiple simulations with the tested number of 
neurons ranging from 5 to 28 are run to obtain an optimum number while maintaining 








3.2 Fuzzy Logic 
The overall development of FL method [18] is described in the figure below. 
 
Figure 8: Development of Fuzzy Logic method 
There are 2 factors used in the model to forecast the next day load demand. They are 
load and temperature. Temperature is an important factor because the load can be high 
when the temperature is high and the load can be low when the temperature is low. 
Apart from temperature, another factor considered is load. In this project, the FL model 
utilizes the previous weeks same day load and yesterday’s load. The previous week 
same day load contributes a weightage in terms of the typical load demand of the 
particular day. The previous day load is also considered to influence to next day load 
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because it contributes a weightage in providing the system the expected range of load 
demand of the next day. 
The following statistical analysis approach is used to identify the membership 
functions. The maximum and minimum load, quartile 1, quartile 2, quartile 3 and mean 
of previous weeks same day load, yesterday’s load and yesterday’s temperature are 
calculated. 
The model uses the hourly previous weeks same day load and hourly yesterday’s load. 
Therefore, the total data sample, n = 24 x 2 = 48. 
The quartiles are formulated by using the following formulas: 












By using the values obtained through the formulas above to set the upper and lower 
bounds of each membership function’s range, the four triangular membership 
functions of each day are developed. As each day’s load data is different, a different 
set of membership functions are developed for each day. 
















Minimum 6722.09 14 6475.20 13 6475.20 
Maximum 11346.36 21 10406.22 19 10406.22 
Quartile 1 7877.76 16 7535.07 14 7535.07 
Quartile 2 9837.28 17 8526.72 16 8526.72 




















Minimum 6936.50 15 6519.84 15 6991.72 
Maximum 11303.47 18 11422.61 22 11196.83 
Quartile 1 8653.23 16 7880.08 16 8744.74 
Quartile 2 9856.03 16.5 9824.49 18 9820.87 
Quartile 3 10147.15 17.25 10118.26 19.25 10061.05 
 
















Minimum 7038.08 15 6991.72 15 6790.27 
Maximum 10968.15 19 11196.83 19 11422.97 
Quartile 1 8852.29 15.5 8744.74 15.5 8169.17 
Quartile 2 9475.37 16 9820.87 17 9817.36 

























Minimum 7053.90 14 6790.27 14 6885.01 
Maximum 10888.93 22 11422.97 17 11034.68 
Quartile 1 8785.14 15.75 8169.17 15 8770.23 
Quartile 2 9443.56 16 9817.36 15.5 9603.85 
Quartile 3 10026.31 21 10306.01 16 9941.44 
 
















Minimum 7021.20 13 6885.01 16 6897.19 
Maximum 10633.79 21 11034.68 19 10598.60 
Quartile 1 8797.61 15 8770.23 16.5 8884.55 
Quartile 2 9509.92 15.5 9603.85 18 9478.36 

























Minimum 6780.01 14 6897.19 16 6707.27 
Maximum 10304.90 19 10598.60 20 10399.93 
Quartile 1 8376.87 15 8884.55 16.5 8158.37 
Quartile 2 8908.76 16 9478.36 17 9042.66 
Quartile 3 9344.55 17 9862.08 19 9458.12 
 
















Minimum 6713.14 14 6707.27 13 6475.20 
Maximum 10520.49 20 10399.93 23 10406.22 
Quartile 1 7913.02 15 8158.37 15 7535.07 
Quartile 2 8894.08 16 9042.66 15.5 8526.72 
Quartile 3 9348.73 17.5 9458.12 18.5 9043.84 
 
Based on the membership functions developed using the above data, a fuzzy system 





Figure 9: Fuzzy system structure developed using MATLAB software 
With all fuzzy parameters ready, fuzzy rules are developed. Table 8 lists all the fuzzy 
rules used in this fuzzy system model. Even though each day has different structure 
due to different range of parameters developed based on the statistical analysis above, 


























Very low Very low Very low Very low Very low 
Very low Low Very low Very low Very low 
Very low Very low Very low Low Very low 
Very low Low Very low Low Very low 
Very low Low Very low Low Very low 
Low Low Low Low Low 
Low Very low Low Low Low 
Low Low Low Very low Low 
Low Very low Very low Very low Very low 
Low Very low Very low Low Low 
Medium Low Medium Low Medium 
Medium Low High Low medium 
Medium Very low Low Low Low 
Medium Very low Medium Low Medium 
Medium High Medium High Medium 
Medium Very high Medium High Medium 
Medium High Medium Very high Medium 
High Very high High High High 
High High High High High 
High Medium High Medium High 
High Low High Medium High 
High Very low High Medium Medium 
High Medium Low Low high 
Very high High Very high Very high Very high 








3.3 Gantt Chart 
 
 
3.4 Key Milestones 
A few key milestones are set to accomplish the objectives of this project: 
 
1 2 3 4 5 6 7 8 9 10111213141516171819202122232425262728
Proposal of topic title
Preliminary research of the topic
Obtaining data









RESULTS AND DISCUSSION 
 
 
4.1 Artificial Neural Network 
In this project, historical data of every Friday from March to May for the year 2006 
until 2010 are used as predictors for the training. These predictors are used to train the 
model that has been developed. Once the model is ready, 1-hour ahead and 24-hour 
ahead load forecasts of the next Friday are carried out. 
Figure 10 to Figure 16 show the forecasted load against the actual load for 1-hour 
ahead and 24-hour ahead forecasts for each day. The table that follows tabulate the 
MAPEs recorded for ANN model. 
 




















Figure 11: Actual load vs forecasted load for Tuesday ANN forecast 
 




































Figure 13: Actual load vs forecasted load for Thursday ANN forecast 
 




































Figure 15: Actual load vs forecasted load for Saturday ANN forecast 
 




































Actual 1-hour ahead 24-hour ahead
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Table 9: Artificial Neural Network MAPEs 
Day 
MAPE (%) 
1-hour ahead 24-hour ahead 
Monday 1.939 2.376 
Tuesday 1.526 2.544 
Wednesday 2.897 3.025 
Thursday 1.527 1.647 
Friday 1.680 2.705 
Saturday 2.861 3.617 
Sunday 2.806 2.840 
Average MAPE (%) 2.177 2.679 
 
It is observed that by using seasonal load data, the MAPE obtained for both forecasts 
range between 2.1% and 2.7% where 1-hour ahead forecast gives better accuracy than 
24-hour ahead forecast. Higher MAPEs are recorded for Wednesday, Saturday and 
Sunday. The average MAPE calculated in this ANN model represents the average 
MAPE for all 7 days without separating the days into weekends and weekdays. 
1-hour ahead forecast utilizes the actual previous same hour load to forecast the next 
hour load. Meanwhile, 24-hour ahead forecast also includes the forecasted load of the 
previous hour load in forecasting the next hour load. This is one of the factors that 











4.2 Fuzzy Logic 
Figure 17 to Figure 23 compare the actual load against the forecasted load using FL 
method for both 1-hour ahead and 24-hour ahead forecasts. Meanwhile, the MAPEs 
of all 7 days are tabulated in the table that follows. 
 
Figure 17: Actual load vs forecasted load for Monday Fuzzy Logic forecast 
 




































Figure 19: Actual load vs forecasted load for Wednesday Fuzzy Logic forecast 
 




































Figure 21: Actual load vs forecasted load for Friday Fuzzy Logic forecast 
 




































Figure 23: Actual load vs forecasted load for Sunday Fuzzy Logic forecast 
 
Table 10: Fuzzy Logic MAPEs 
Day 
MAPE (%) 
1-hour ahead 24-hour ahead 
Monday 4.250 5.454 
Tuesday 4.934 5.402 
Wednesday 4.001 5.398 
Thursday 8.008 8.406 
Friday 5.376 5.778 
Saturday 4.166 4.858 
Sunday 6.258 7.321 
Average MAPE (%) 5.285 6.088 
 
The average MAPE obtained for FL 1-hour ahead forecast is 5.285% while FL 24-
hour ahead forecast records an average MAPE of 6.088%. These high MAPEs 


















Actual load FL 1-hour ahead FL 24-hour ahead
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The FL method developed in this project utilizes the data of previous week and 
yesterday’s load as well as previous week and yesterday’s temperature. The results 
suggest that there might not be important correlation between the past 24 hours load 
and the current load. 
There are other factors like festive days and public holidays that might contribute to 
the hourly load demand. In addition, although each day’s system structure has different 
range of temperature and load, each system structure has been developed based on the 




























Artificial Neural Network (ANN) model is developed by establishing a functional 
system aimed for data error detection. The model investigates a number of parameters 
which include learning algorithm, activation function, the training of input variables, 
data validation and the number of neurons used. On the other hand, Fuzzy Logic (FL) 
model is developed based on the non-linear variables. Apart from statistical analysis, 
the model can also be developed by intuitive judgments or expert knowledge. 
This project has been able to develop both ANN and FL approaches. Both approaches 
are developed to forecast hourly load demand categorized by day. For ANN approach, 
the average MAPE obtained for 1-hour ahead and 24-ahead forecasts is 2.177% and 
2.679% respectively. On the other hand, FL method has recorded an average MAPE 
of 5.285% and 6.088% for 1-hour ahead and 24-hour ahead forecast respectively. 
MAPE represents the accuracy of the forecast to the actual load. Lower MAPE means 
better model. In this project, the FL model that has been developed has achieved a 
satisfactory MAPE yet unreliable to be used in industry.  
Between the two approaches that have been developed in this project, ANN proves to 
a better model with a better MAPE. 1-hour ahead load forecast is more accurate than 








There are some other parameters that can be included in both models for future 
development in order to produce a better forecast. The average of the hourly load can 
be included to give better forecast result. Besides that, the factor of festive days or 
public holidays can also be made as one of the variables. 
For FL approach, further investigation can be made on the model by applying different 
set of fuzzy rules for each day’s system structure. Each day’s structure has different 
membership function range and varied quartile values. Hence, the correlation between 
each fuzzy set of each day will differ. 
Apart from just 1-hour and 24-hour ahead load forecasts, a 12-hour load forecast can 
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