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Dynamical behaviour on a compact (ﬁnite-time) interval is called
monotone-hyperbolic or M-hyperbolic if there exists an invariant
splitting consisting of solutions with monotonically decreasing and
increasing norms, respectively. This ﬁnite-time hyperbolicity notion
depends on the norm. For arbitrary norms we prove a spectral
theorem based on M-hyperbolicity and extend Gershgorin’s circle
theorem to this type of ﬁnite-time spectrum. Similarly to stable
and unstable manifolds, we characterize M-hyperbolicity by means
of existence of stable and unstable cones. These cones can be
explicitly computed for D-hyperbolic systems with norms induced
by symmetric positive deﬁnite matrices and also for row diagonally
dominant systems with the sup-norm, thus providing suﬃcient and
computable conditions for M-hyperbolicity.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Nonautonomous differential equations x˙= f (t, x), x ∈ Rd , on ﬁnite-time intervals, t ∈ [t−, t+], have
recently become an active ﬁeld of research (see e.g. Berger et al. [2,4] and the references therein) with
applications e.g. in ﬂuid dynamics or satellite imaging of ocean currents. Notions of ﬁnite-time hy-
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ﬁelds and associated Lagrangian coherent structures have been the main tools for describing ﬁnite-
time dynamics. For a review we refer to Peacock and Dabiri [18], Branicki and Wiggins [8,9], Shadden
et al. [19], Duc and Siegmund [11].
In Haller [14], analytic criteria for the existence of ﬁnite-time uniformly attracting and repelling
material surfaces and lines in three-dimensional unsteady ﬂows are provided. Motivated by this
work, a new notion of hyperbolicity, namely M-hyperbolicity, is introduced in Berger et al. [4].
M-hyperbolicity is based on monotonic growth and decay of solutions. In [4], an analogue of the
Sacker–Sell spectral theorem is proved for norms induced by positive symmetric matrices: for a d-
dimensional ﬁnite-time linear system x˙ = A(t)x the spectrum is non-empty and consists of at most d
disjoint intervals.
Another ﬁnite-time hyperbolicity notion is based on the EPH-partition in Haller [15,16], see also
Duc and Siegmund [10], which was extended in Berger et al. [2] and called dynamic partition. To dis-
tinguish the different hyperbolicity notions, Berger et al. [3,1] later named a solution D-hyperbolic,
if it is hyperbolic in the sense of the dynamic partition. The fact that D-hyperbolicity implies
M-hyperbolicity was ﬁrst proved in Haller [16] for three-dimensional systems. This result was ex-
tended to arbitrary dimensions under some additional technical assumptions in Berger et al. [3] and
using a topological approach it was generalized to arbitrary dimensions without additional assump-
tions in Berger [1, Theorem 7].
We also discuss a relation between the well-established notion of diagonally dominant systems
(see e.g. Lazer [17] and Berkey [6]) and ﬁnite-time hyperbolicity.
The main tool in this paper to investigate M-hyperbolicity is the new notion of stable and unstable
cones. If a linear system x˙ = A(t)x is D-hyperbolic or row diagonally dominant, then we can compute
stable and unstable cones explicitly and thus characterize M-hyperbolicity. As a consequence, we ob-
tain a proof for the fact that M-hyperbolicity with respect to the sup-norm is implied by row diagonal
dominance, as well as a new and simple proof for [1, Theorem 7] that M-hyperbolicity with respect
to a norm which is induced by a positive symmetric matrix is implied by D-hyperbolicity.
The paper is organized as follows: In Section 2 we recall the notion and basic properties of
M-hyperbolicity. The main result in this section is Theorem 10 which generalizes the spectral theorem
for M-hyperbolicity to arbitrary norms and provides explicit spectral intervals described by extremal
growth rates. A characterization of M-hyperbolicity by stable and unstable cones is established in the
ﬁrst part of Section 3. The remaining part of Section 3 is devoted to computing the stable and un-
stable cones for D-hyperbolic and diagonally dominant systems. From these computations, we derive
that D-hyperbolicity and row diagonal dominance imply M-hyperbolicity. We also extend Gershgorin’s
circle theorem which provides an outer approximation of the spectral intervals.
To conclude the introductory section, we introduce some notation and conventions. For a positive
symmetric matrix Γ ∈ Rd×d , the induced norm ‖ · ‖Γ is deﬁned by ‖x‖Γ := √〈x,Γ x〉 for all x ∈ Rd .
As usual, for all x= (x1, . . . , xd)T ∈ Rd we set
‖x‖p :=
{
(|x1|p + · · · + |xd|p)
1
p , if 1 p < ∞,
max{|x1|, . . . , |xd|}, if p = ∞.
A real-valued function f : I → R, where I ⊂ R, is called increasing (resp. decreasing) on I if for all
t, s ∈ I with t  s we have f (t) f (s) (resp. f (t) f (s)).
2. M-hyperbolicity
Consider a linear nonautonomous differential equation
x˙ = A(t)x, t ∈ I = [t−, t+], (1)
where A : I → Rd×d is a continuous matrix-valued function. Let Φ : I× I → Rd×d denote the evolution
operator associated with (1), i.e. Φ(t, t0)x0 solves the initial value problem x(t0) = x0 of (1). Recall that
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t, s ∈ I; P ≡ 0 and P ≡ id
Rd are called trivial projections. Let ‖ · ‖ be an arbitrary norm on Rd .
We extend the notion of M-hyperbolicity from [3, Deﬁnition 1.2] and [4, Deﬁnition 2] where it was
deﬁned for special norms induced by a positive symmetric matrix.
Deﬁnition 1 (M-hyperbolicity). System (1) is called monotonically hyperbolic (for short M-hyperbolic)
with respect to a given norm ‖ · ‖ if there exist a positive constant α and an invariant family of
projections P : I → Rd×d , i.e. Φ(t, s)P (s) = P (t)Φ(t, s), such that∥∥Φ(t, s)ξ∥∥ e−α(t−s)‖ξ‖ for all t  s, ξ ∈ im P (s),∥∥Φ(t, s)ξ∥∥ eα(t−s)‖ξ‖ for all t  s, ξ ∈ ker P (s).
The splitting Rd = im P (t) ⊕ ker P (t), t ∈ I , is called an M-hyperbolic splitting of (1).
Analog to [4, Deﬁnition 1.3] we can deﬁne the spectrum with respect to an arbitrary norm.
Deﬁnition 2. The M-spectrum of (1) with respect to a norm ‖ · ‖ is the set
ΣM(A) :=
{
γ ∈ R: x˙ = [A(t) − γ I]x is not M-hyperbolic},
its complement ρM(A) := R \ ΣM(A) is called the resolvent set of (1).
In contrast to the classical exponential dichotomy notion on R with unique splitting Rd = im P (t)⊕
ker P (t), t ∈ R, an M-hyperbolic system can possess more than one M-hyperbolic splitting. Besides,
M-hyperbolicity also depends on the chosen norm on the state space Rd . Note that M-hyperbolicity is
in general not preserved under a linear transformation. However, we state and prove in the following
lemma that M-hyperbolicity with respect to an arbitrary norm is preserved under norm-preserving
linear transformations.
Lemma 3. Suppose that system (1) is M-hyperbolic with respect to a norm ‖ · ‖. Let T : Rd → Rd be a linear
transformation preserving the ‖ · ‖-norm. Then the following system
x˙ = T A(t)T−1x, t ∈ I, (2)
is also M-hyperbolic with respect to the ‖ · ‖-norm.
Proof. The evolution operator Φ˜ of system (2) is given by
Φ˜(t, s) = TΦ(t, s)T−1 for all t, s ∈ I.
This implies, together with the fact that T preserves the ‖ · ‖-norm, that∥∥Φ˜(t, s)T ξ∥∥= ∥∥Φ(t, s)ξ∥∥ for all ξ ∈ Rd.
Consequently, Rd = U (t)⊕ S(t), t ∈ I, is an M-hyperbolic splitting of (1) with respect to the ‖ · ‖-norm
if and only if Rd = TU (t) ⊕ T S(t) is an M-hyperbolic splitting of (2) with respect to the same norm.
This completes the proof. 
Some explicit class of transformations preserving the ‖ · ‖Γ -norm induced by a positive symmetric
matrix Γ and the ‖ · ‖p-norm are given in the following remark.
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(i) Let Q : Rd → Rd be an orthogonal transformation. Then, Q preserves the ‖ · ‖Γ -norm, where Γ
is an arbitrary positive symmetric matrix in Rd×d .
(ii) For a permutation {α1, . . . ,αd} of the set {1, . . . ,d}, we deﬁne an orthogonal matrix Pα1,...,αd by
Pα1,...,αd eα j := e j for all j = 1, . . . ,d, (3)
where {e1, . . . , ed} denotes the standard Euclidean basis of Rd . We observe that for all ξ ∈ Rd
‖Pα1,...,αdξ‖∞ = max
1id
∣∣〈Pα1,...,αdξ, Pα1,...,αd eαi 〉∣∣= max
1id
∣∣〈ξ, ei〉∣∣= ‖ξ‖∞.
Therefore, Pα1,...,αd preserves the ‖ · ‖∞-norm.
(iii) Similarly, the transformation Pα1,...,αd , where {α1, . . . ,αd} is a permutation of {1, . . . ,d}, deﬁned
as in (3) also preserves the ‖ · ‖p-norm for all 1 p < ∞.
We recall from [4, Deﬁnition 7] ﬁnite-time growth rates of solutions starting in subspaces of Rd .
Deﬁnition 5 (Growth rates). Let X ⊂ Rd, X = {0} denote a linear subspace. We call
λ(X) := sup{α ∈ R: e−αt∥∥Φ(t, t−)ξ∥∥ is increasing on I for all ξ ∈ X},
and
λ(X) := inf{α ∈ R: e−αt∥∥Φ(t, t−)ξ∥∥ is decreasing on I for all ξ ∈ X},
respectively the lower and upper growth rates of X . For notational convenience we deﬁne λ({0}) = +∞
and λ({0}) = −∞.
Some elementary properties of growth rates which are used later are formulated in the following
remark.
Remark 6.
(i) Let X, Y ⊂ Rd be two nontrivial linear subspaces such that X ⊂ Y . Then, λ(Y )  λ(X) and
λ(X) λ(Y ).
(ii) Let X, Y ⊂ Rd be two linear subspaces such that X ∩ Y = {0}. Then λ(X) λ(Y ) and λ(Y ) λ(X).
(iii) Suppose that the norm x → ‖x‖ is differentiable. Then the growth rates are given by (cf. with
[4, Deﬁnition 7])
λ(X) = inf
{
inf
t∈I
d
dt ‖Φ(t, t−)ξ‖
‖Φ(t, t−)ξ‖ : ξ ∈ X \ {0}
}
,
and
λ(X) = sup
{
sup
t∈I
d
dt ‖Φ(t, t−)ξ‖
‖Φ(t, t−)ξ‖ : ξ ∈ X \ {0}
}
.
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be the orthogonal projection onto X ∈ Gk,d and deﬁne the distance between any two elements in Gk,d
by
ρ(X, Y ) := ‖πX −πY ‖ for all X, Y ∈ Gk,d.
It is well known that (Gk,d,ρ) is a compact metric space, see e.g. Berger and Gostiaux [5, p. 97]. In
the following lemma, we show the semi-continuity of lower and upper growth rates with respect to
the metric ρ .
Lemma 7. For each k ∈ {0, . . . ,d}, the lower and upper growth rate functions λ(k), λ(k) : Gk,d → R deﬁned by
λ(k)(X) := λ(X), λ(k)(X) := λ(X) for all X ∈ Gk,d,
are upper semi-continuous and lower semi-continuous, respectively.
Proof. Let {Xn}∞n=1 be a sequence of elements in Gk,d which converges to X ∈ Gk,d . Set α :=
limsupn→∞ λ(Xn). Taking a subsequence of {Xn}∞n=1 if necessary, we assume without loss of gen-
erality that λ(Xn)  α − 1n for all n ∈ N. Let ξ ∈ X and deﬁne ξn := πXnξ ∈ Xn . Then limn→∞ ξn = ξ .
Let t, s ∈ I with t > s. By Deﬁnition 5, we get
e−(α−
1
n )t
∥∥Φ(t, t−)ξn∥∥ e−(α− 1n )s∥∥Φ(s, t−)ξn∥∥.
Letting n → ∞ gives that
e−αt
∥∥Φ(t, t−)ξ∥∥ e−αs∥∥Φ(s, t−)ξ∥∥.
As a consequence, we get λ(X)  limsupn→∞ λ(Xn), proving that the function λ(k) is upper semi-
continuous (see e.g. Bourbaki [7, Section 6.2, Chapter IV]). Similarly, the function λ(k) is lower semi-
continuous and the proof is complete. 
We recall from [4, Deﬁnition 10] extremal growth rates which will be used to compute the
M-spectrum.
Deﬁnition 8 (Extremal k-dimensional growth rates). For every k ∈ {0, . . . ,d} the numbers λ(k) and λ(k)
are called, respectively, the maximal k-dimensional lower growth rate and the minimal k-dimensional
upper growth rate of (1) and are deﬁned by
λ(k) = sup
X∈Gk,d
λ(X) and λ(k) = inf
X∈Gk,d
λ(X). (4)
(Note that λ(0) = +∞ and λ(0) = −∞, according to Deﬁnition 5.)
Remark 9.
(i) Using Deﬁnition 5 and Remark 6(i), the sequence of minimal k-dimensional upper growth rates
{λ(k)}dk=0 is increasing in k and the sequence of maximal k-dimensional lower growth rates
{λ(k)}dk=0 is decreasing in k.
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together with the compactness of the metric space (Gk,d,ρ) implies that there exists a subspace
X ⊂ Rd of dimension k such that λ(X) = λ(k) . We also say that X realizes the maximal lower
growth rate λ(k) (see e.g. Bourbaki [7, Section 6.2, Chapter IV]). Similarly, there exists a subspace
of dimension k realizing the minimal upper growth rate λ(k) .
(iii) There might exist more than one subspace realizing maximal and minimal growth rate, see e.g.
Berger et al. [4, Example 27].
The spectral theorem for ﬁnite-time differential equations corresponding to a norm ‖·‖Γ generated
by a positive symmetric matrix Γ is proved in [4, Theorem 17]. In the following theorem, we provide
a direct and short proof of a generalization of this spectral theorem for ﬁnite-time systems with
respect to an arbitrary norm. For this purpose, let {i0, . . . , in} with ik < ik+1 denote the set of all
indices j ∈ {0, . . . ,d} such that λ( j) < λ(d− j) . Note that from Deﬁnition 8, we derive that i0 = 0 and
in = d.
Theorem 10 (Spectral intervals). The spectrum ΣM(A) of (1) is the disjoint union of the following intervals
(called spectral intervals),
ΣM(A) =
[
λ(d−i0), λ(i1)
]∪ [λ(d−i1), λ(i2)]∪ · · · ∪ [λ(d−in−1), λ(in)]. (5)
Proof. Let X ∈ Gd−k+1,d and Y ∈ Gk,d for some k ∈ {1, . . . ,d}. Then X ∩ Y = {0}. Hence, by virtue of
Remark 6(ii), one has λ(d−k+1)(X) λ(k)(Y ). Consequently, for all k ∈ {1, . . . ,d} we have
λ(d−k+1) = sup
X∈Gd−k+1,d
λ(d−k+1)(X) inf
Y∈Gk,d
λ(k)(Y ) = λ(k),
which together with Remark 9(i) gives λ(d−i) < λ(ik) if  < k. Thus,
(
λ(i), λ(d−i)
)∩ (λ(ik), λ(d−ik))= ∅ for all  < k. (6)
We now show that
ρM(A) =
n⋃
k=0
(
λ(ik), λ(d−ik)
)
. (7)
For this purpose, let γ ∈ (λ(ik), λ(d−ik)) for some k ∈ {0, . . . ,n}. Let Φγ (·,·) denote the evolution oper-
ator generated by the corresponding shifted equation
x˙ = [A(t) − γ I]x. (8)
An elementary computation yields that Φγ (t, s) = e−γ (t−s)Φ(t, s). By Remark 9(ii), there exist a sub-
space Ws of dimension ik , a subspace Wu of dimension d − ik and a positive number α such that
λ(Ws) γ − α, λ(Wu) γ + α.
Therefore, the function t → e−(γ−α)t‖Φ(t, t−)ξ‖ = eαt‖Φγ (t, t−)ξ‖e−γ t− is decreasing on I for all
ξ ∈ Ws . Similarly, we get that the function t → e−(γ+α)t‖Φ(t, t−)ξ‖ = e−αt‖Φγ (t, t−)ξ‖e−γ t− is in-
creasing on I for all ξ ∈ Wu . Clearly Ws ∩ Wu = {0} and we see that system (8) is M-hyperbolic with
the invariant projection which at t− has range Ws and kernel Wu . Conversely, let γ ∈ ρM(A) and
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there exists a positive number α such that∥∥Φγ (t, t−)ξ∥∥ eα(t−s)∥∥Φγ (s, t−)ξ∥∥ for all t  s, ξ ∈ ker P (t−).
Consequently, λ(d−k)  λ(ker P (t−))  α + γ , where k := dim im P (t). Similarly, we get λ(k)  γ − α.
Thus γ ∈ (λ(k), λ(d−k)) and hence (7) is proved. This together with (6) shows (5) and the proof is
complete. 
Suppose that the resolvent set ρM(A) of (1) is given by
ρM(A) =
(
λ(i0), λ(d−i0)
)∪ · · · ∪ (λ(in), λ(d−in)).
For each k = 0,1, . . . ,n, according to Remark 9(ii) there exists an invariant family of projections
Pk : I → Rd×d satisfying dim im Pk(t−) = ik , dimker Pk(t−) = d − ik , and
λ
(
im Pk(t−)
)= λ(ik), λ(ker Pk(t−))= λ(d−ik). (9)
The manifold Wk := ker Pk∩ im Pk+1 := {(t, x) ∈ I×Rd: t ∈ I, x ∈ ker Pk(t)∩ im Pk+1(t)} is an invariant
manifold in the extended state space I × Rd consisting of solutions and is called a spectral manifold
associated with the spectral interval [λ(d−ik), λik+1 ]. For s ∈ I we write Wk(s) := {x ∈ Rd: (s, x) ∈Wk}.
By invariance, dimWk := dimWk(s) is independent of s.
For x˙= A(t)x with t ∈ R, instead of t ∈ [t−, t+], a spectral theorem is proved in [20] which yields at
most d compact intervals, similar as in Theorem 10, and unique spectral manifolds which decompose
the extended state space R ×Rd . For ﬁnite-time differential equations (1) we cannot expect a unique
decomposition of the extended state space I × Rd into spectral manifolds. The following theorem,
however, provides a partial answer.
Theorem 11 (Spectral manifolds). LetW0, . . . ,Wn−1 be spectral manifolds associated with the spectral inter-
vals [λ(d−i0), λ(i1)], . . . , [λ(d−in−1), λ(in)], respectively. Then for all k = 0,1, . . . ,n−1 the following statements
hold:
(i) dimWk  ik+1 − ik .
(ii) For any ξ ∈Wk(s), we have
eλ
(d−ik)(t−s)‖ξ‖ ∥∥Φ(t, s)ξ∥∥ eλ(ik)(t−s)‖ξ‖ for all t  s.
Consequently,W ∩Wk = I × {0} for all  = k.
Proof. (i) Since dim im Pk = ik and dimker Pk+1 = d − ik+1, one has dimWk  dimker Pk +
dim im Pk+1 − d = ik+1 − ik .
(ii) Let ξ ∈Wk(s) ⊂ ker Pk(s). Then Φ(t−, s)ξ ∈ ker Pk(t−) and hence for any ε > 0 by Deﬁnition 5,
we get for all t  s
e−(λ
(d−ik)−ε)t∥∥Φ(t, s)ξ∥∥ e−(λ(d−ik)−ε)s‖ξ‖.
Since ε can be chosen arbitrarily small, one has∥∥Φ(t, s)ξ∥∥ eλ(d−ik)(t−s)‖ξ‖ for all t  s.
Similarly, we get
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which completes the proof. 
Remark 12.
(i) By (9) for each k = 0,1, . . . ,n, im Pk(t−) and ker Pk(t−) realize the maximal and minimal growth
rates λ(ik) and λ(d−ik) , respectively. According to Remark 9(ii), the family of projections Pk is not
unique. Consequently, the spectral manifolds W0, . . . ,Wn−1 are not unique.
(ii) It is still an open question whether the spectral manifolds W0, . . . ,Wn−1 can be chosen such
that W0 ⊕ · · · ⊕Wn−1 = I × Rd similar as in the Sacker–Sell Spectral Theorem on R (see Sieg-
mund [20]).
3. Characterization of M-hyperbolicity by stable and unstable cones
We introduce stable and unstable cones, describe their basic properties and characterize M-
hyperbolicity. Stable and unstable cones are computed explicitly for D-hyperbolic and row diago-
nally dominant systems. As a consequence, we obtain short and simple proofs for the fact that
D-hyperbolicity and row diagonal dominance imply M-hyperbolicity. From these proofs and results
we gain new insights on the ﬁnite-time dynamics of (1) and extend Gershgorin’s circle theorem to
ﬁnite-time spectrum based on M-hyperbolicity. Column diagonally dominant systems are also dis-
cussed at the end of this section.
Recall that V ⊂ Rd is a cone if and only if for each v ∈ V and a ∈ R also av ∈ V . Intersections of
cones are again cones. For each t0 ∈ I , we deﬁne two cones
V+u (t0) :=
{
ξ ∈ Rd ∣∣ ∃α > 0: ∥∥Φ(t, t0)ξ∥∥e−αt is increasing for t ∈ [t0, t+]},
V−u (t0) :=
{
ξ ∈ Rd ∣∣ ∃α > 0: ∥∥Φ(t, t0)ξ∥∥e−αt is increasing for t ∈ [t−, t0]}, (10)
and denote their intersection Vu(t0) := V+u (t0)∩ V−u (t0) as the unstable cone. Similarly, we deﬁne two
cones
V+s (t0) :=
{
ξ ∈ Rd ∣∣ ∃α > 0: ∥∥Φ(t, t0)ξ∥∥eαt is decreasing for t ∈ [t0, t+]},
V−s (t0) :=
{
ξ ∈ Rd ∣∣ ∃α > 0: ∥∥Φ(t, t0)ξ∥∥eαt is decreasing for t ∈ [t−, t0]}, (11)
and deﬁne the stable cone by Vs(t0) := V+s (t0) ∩ V−s (t0).
Note that V+u (t+) = V+s (t+) = V−u (t−) = V−s (t−) = Rd and hence Vu(t+) = V−u (t+),
Vu(t−) = V+u (t−) and Vs(t+) = V−s (t+), Vs(t−) = V+s (t−). By deﬁnition of Vu and Vs it can be also
easily seen that V+u (t) ∩ V+s (t) = {0} for all t ∈ [t−, t+) and V−u (t) ∩ V−s (t) = {0} for all t ∈ (t−, t+].
Hence, Vu(t) ∩ Vs(t) = {0} for all t ∈ [t−, t+].
For notational convenience we deﬁne V+u := {(t, x) ∈ I × Rd: t ∈ I, x ∈ V+u (t)}, and similarly for
V−u , V+s and V−s .
Lemma 13. Consider system (1) on the interval I = [t−, t+]. Then for each t0 ∈ I the following statements
hold:
(i) Forward invariance: The sets V+u and V+s are forward invariant, i.e. for all t  t0 we have
Φ(t, t0)V
+
u (t0) ⊂ V+u (t), Φ(t, t0)V+s (t0) ⊂ V+s (t).
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Φ(t, t0)V
−
u (t0) ⊂ V−u (t), Φ(t, t0)V−s (t0) ⊂ V−s (t).
(iii) Invariance: The sets Vu and Vs are invariant, i.e. for all t, t0 ∈ I we have
Φ(t, t0)Vu(t0) = Vu(t), Φ(t, t0)Vs(t0) = Vs(t).
Proof. The proofs of part (i) and (ii) are straightforward. It remains to prove part (iii). By def-
inition of Vu , we see that ξ ∈ Vu(t0) if and only if there exists α > 0 such that the function
t → ‖Φ(t, t0)ξ‖e−αt is increasing in I . Therefore, Φ(t, t0)Vu(t0) = Vu(t) for all t ∈ I . Similarly,
Φ(t, t0)Vs(t0) = Vs(t) for all t ∈ I and the proof is complete. 
For differentiable norms we can now characterize M-hyperbolicity by the existence of an invariant
splitting contained in the stable and unstable cones.
Theorem 14 (Characterization of M-hyperbolicity by stable and unstable cones). Consider system (1) on the
interval I . Let ‖ · ‖ be a differentiable norm on Rd \ {0}, i.e. the map x → ‖x‖ is continuously differentiable.
Then, the following statements are equivalent:
(i) System (1) is M-hyperbolic with respect to ‖ · ‖ with an invariant family of projections P : I → Rd×d.
(ii) There exist t0 ∈ I and subspaces U ⊂ Vu(t0) and S ⊂ Vs(t0) such that U ⊕ S = Rd.
Moreover, if (i) holds then (ii) follows with U = ker P (t0) and S = im P (t0) and if (ii) holds then (i) follows
with the family of projections P : I → Rd×d deﬁned by ker P (t) = Φ(t, t0)U , im P (t) = Φ(t, t0)S for all t ∈ I .
Proof. (i) ⇒ (ii) Choose and ﬁx an arbitrary t0 ∈ I . Let ξ ∈ im P (t0) and s t . By invariance of P , we
get Φ(s, t0)ξ ∈ im P (s). By the deﬁnition of M-hyperbolicity, there exists α > 0 such that
eαt
∥∥Φ(t, s)Φ(s, t0)ξ∥∥ eαs∥∥Φ(s, t0)ξ∥∥,
which implies that ξ ∈ Vs(t0). Hence, im P (t0) ⊂ Vs(t0) and similarly we get ker P (t0) ⊂ Vu(t0). Deﬁne
U = ker P (t0) and S = im P (t0) and (ii) follows.
(ii) ⇒ (i) We deﬁne a family of projections P : I → Rd×d by
ker P (t) := Φ(t, t0)U , im P (t) := Φ(t, t0)S for all t ∈ I.
Obviously, P is invariant under Φ and ker P (t0) = U , im P (t0) = S . According to Lemma 13(iii), we
obtain ker P (t−) ⊂ Vu(t−) and im P (t−) ⊂ Vs(t−). Therefore, for each 0 = ξ ∈ ker P (t−) there exists
αξ > 0 such that
d
dt ‖Φ(t, t−)ξ‖
‖Φ(t, t−)ξ‖  αξ > 0 for all t ∈ I.
By compactness of the set ker P (t−) ∩ Sd−1 and continuous differentiability of ‖ · ‖, we get
α1 := inf
ξ∈ker P (t−)\{0}
{
inf
t∈I
d
dt ‖Φ(t, t−)ξ‖
‖Φ(t, t−)ξ‖
}
> 0.
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Similarly, for some α2 > 0∥∥Φ(t, s)ξ∥∥ e−α2(t−s)‖ξ‖ for all t  s, ξ ∈ im P (s),
which implies that system (1) is M-hyperbolic and the proof is complete. 
Remark 15.
(i) The implication (i) to (ii) does not need the differentiability assumption on the norm ‖ · ‖.
(ii) The implication (ii) to (i) is still true under the following assumptions: there exist subspaces
U ⊂ Vu(t0) and S ⊂ Vs(t0) with U ⊕ S = Rd for some t0 ∈ I and instead of assuming that ‖ · ‖
is differentiable, we assume that there exists δ > 0 such that the function t → e−δt‖Φ(t, t0)ξ‖ is
increasing on I for all ξ ∈ U and the function t → eδt‖Φ(t, t0)ξ‖ is decreasing on I for all ξ ∈ S .
In the following remark, we provide a practical criterion, which is used later, to ensure the exis-
tence of subspaces U ⊂ Vu(t0) and S ⊂ Vs(t0) for some t0 ∈ I such that U ⊕ S = Rd .
Remark 16.
(i) Note that Vu(t) = Φ(t, t−)V+u (t−) and Vs(t) = Φ(t, t+)V−s (t+) for all t ∈ I . Since for each t0 ∈ I
the matrices Φ(t0, t−) and Φ(t0, t+) are invertible and Vu(t0)∩Vs(t0) = {0}, there exist subspaces
U ⊂ Vu(t0) and S ⊂ Vs(t0) such that U ⊕ S = Rd if and only if there exists a subspace U˜ of
dimension dimU in V+u (t−) and a subspace S˜ of dimension d − dimU in V−s (t+).
(ii) Similarly, there exist subspaces U ⊂ Vu(t0) and S ⊂ Vs(t0) for some t0 ∈ I such that U ⊕ S = Rd
if and only if there exists a subspace U˜ of dimension dimU in V−u (t+) and a subspace S˜ of
dimension d − dimU in V+s (t−).
3.1. D-hyperbolicity
Let Γ be a symmetric positive deﬁnite matrix. Based on the approach in Haller [15] we brieﬂy
recall a notion of dynamic partition associated with system (1) with respect to ‖ · ‖Γ -norm from [2].
For this purpose, we assume additionally that the function A : I → Rd×d is C1. The symmetric matrix
SΓ (t) := 1
2
[
Γ A(t) + A(t)TΓ ]
is called the Γ -strain tensor of Eq. (1). The set
ZΓ (t) :=
{
ξ ∈ Rd: 〈ξ, SΓ (t)ξ 〉= 0}
is called the zero Γ -strain set of Eq. (1). For an arbitrary solution ξ : I → Rd of (1) the instantaneous
change of 12‖ξ‖2Γ is given by
1
2
d
dt
∥∥ξ(t)∥∥2
Γ
= 〈ξ(t), SΓ (t)ξ(t)〉. (12)
Thus the Γ -strain tensor describes growth and decay of solutions ξ of (1) with respect to the ‖ · ‖Γ -
norm. Clearly, all nontrivial solutions of (1) are strictly decreasing or increasing with respect to the
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is a nontrivial cone if SΓ (t) has both positive and negative eigenvalues. To describe the dynamic
behavior of solutions of (1) starting in the set ZΓ (t), we deﬁne
MΓ (t) := S˙Γ (t) + SΓ (t)A(t) + A(t)TSΓ (t).
Note that
1
2
d2
dt2
∥∥ξ(t)∥∥2
Γ
= 〈ξ(t),MΓ (t)ξ(t)〉. (13)
The symmetric matrix MΓ (t) is called the Γ -strain acceleration tensor of (1). The restriction of the
quadratic form ξ → 〈ξ,MΓ (t)ξ〉 to ZΓ (t) is denoted by MZΓ (t). We now introduce the notion of dy-
namic partition for linear differential equations on ﬁnite-time (cf. with Berger et al. [2, Deﬁnition 2.4]).
Deﬁnition 17 (Dynamic partition for linear systems). Let Γ = Γ T > 0. System (1) at time t ∈ I is called
• attracting if SΓ (t) is negative deﬁnite,
• repelling if SΓ (t) is positive deﬁnite,
• elliptic if SΓ (t) is indeﬁnite and non-degenerate, and MZΓ (t) is indeﬁnite,• hyperbolic if SΓ (t) is indeﬁnite and non-degenerate, and MZΓ (t) is positive deﬁnite,• quasi-hyperbolic if SΓ (t) is indeﬁnite and non-degenerate, and MZΓ (t) is negative deﬁnite,• degenerate in the other cases.
System (1) is called attracting/repelling etc. on I if it is attracting/repelling etc. for all t ∈ I . If (1) is
hyperbolic on I then it is also called D-hyperbolic.
Remark 18. If (1) has two different types for t1, t2 ∈ I , t1 < t2, e.g. hyperbolic at time t1 and elliptic
at time t2, then there exists t0 ∈ (t1, t2) such that (1) is degenerate at time t0 (cf. [2]).
We can now explicitly compute the stable and unstable cones (10) and (11).
Proposition 19. Let Γ = Γ T > 0, assume that A : I → Rd×d is C1 and (1) is hyperbolic on I . Then the
following statements hold:
(i) For each t0 ∈ [t−, t+),
V+u (t0) =
{
ξ ∈ Rd: 〈ξ, SΓ (t0)ξ 〉> 0}∪ {0}. (14)
(ii) For each t0 ∈ (t−, t+],
V−s (t0) =
{
ξ ∈ Rd: 〈ξ, SΓ (t0)ξ 〉< 0}∪ {0}. (15)
(iii) Moreover, for each t0 ∈ (t−, t+), the boundaries of V+u (t0) and V−s (t0) coincide
∂V+u (t0) = ∂V−s (t0) =
{
ξ ∈ Rd: 〈ξ, SΓ (t0)ξ 〉= 0}= ZΓ (t0)
and for each ξ ∈ ZΓ (t0) we have Φ(t, t0)ξ ∈ V+u (t) for all t > t0 and Φ(t, t0)ξ ∈ V−s (t) for all t < t0 .
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V+u (t0), it follows that 0 ∈ V+u (t0). For an arbitrary ξ ∈ V+u (t0) \ {0}, there exists α > 0 such that‖Φ(t, t0)ξ‖Γ e−αt is increasing for t ∈ [t0, t+]. Consequently, we get
1
2
d
dt
∥∥Φ(t, t0)ξ∥∥2Γ e−2αt∣∣∣∣
t=t0
= e−2αt0(〈ξ, SΓ (t0)ξ 〉− α‖ξ‖2Γ ) 0.
Therefore, 〈ξ, SΓ (t0)ξ〉 > 0. Conversely, we choose and ﬁx ξ ∈ Rd such that 〈ξ, SΓ (t0)ξ〉 > 0 for some
t0 ∈ I . By the deﬁnition of SΓ (t), we get
〈
ξ, SΓ (t0)ξ
〉= 1
2
d
dt
∥∥Φ(t, t0)ξ∥∥2Γ ∣∣∣∣
t=t0
> 0.
Consequently, there exists ζ1 > 0 such that
〈
Φ(t, t0)ξ, SΓ (t)Φ(t, t0)ξ
〉= 1
2
d
dt
∥∥Φ(t, t0)ξ∥∥2Γ > 0 for all t ∈ [t0, t0 + ζ1].
Deﬁne
c := sup{t1 ∈ [t0, t+]: 〈Φ(t, t0)ξ, SΓ (t)Φ(t, t0)ξ 〉> 0 for all t ∈ [t0, t1]}.
As is proved above, we get c > t0. Our aim now is to show that c = t+ , which follows by con-
tinuity if we can show that 〈Φ(c, t0)ξ, SΓ (c)Φ(c, t0)ξ〉 > 0. By deﬁnition of c, we get 〈Φ(c, t0)ξ,
SΓ (c)Φ(c, t0)ξ〉 0. Assume that 〈Φ(c, t0)ξ, SΓ (c)Φ(c, t0)ξ〉 = 0. Using the fact that (1) is hyperbolic
on I and (13), we get
1
2
d2
dt2
∥∥Φ(t, t0)ξ∥∥2Γ ∣∣∣∣
t=c
= 〈Φ(c, t0)ξ,MΓ (c)Φ(c, t0)ξ 〉> 0.
Thus, there exists ζ2 > 0 such that
1
2
d
dt
∥∥Φ(t, t0)ξ∥∥2Γ < 0 for all t ∈ (c − ζ2, c),
which contradicts the fact that 〈Φ(t, t0)ξ, SΓ (t)Φ(t, t0)ξ〉 > 0 for all t ∈ [t0, c). Hence, 〈Φ(c, t0)ξ,
SΓ (c)Φ(c, t0)ξ〉 > 0, proving that c = t+ . By compactness, we get
α := inf
t∈[t0,t+]
〈Φ(t, t0)ξ, SΓ (t)Φ(t, t0)ξ〉
‖Φ(t, t0)ξ‖2Γ
> 0.
One has for t ∈ [t0, t+]
1
2
d
dt
e−2αt
∥∥Φ(t, t0)ξ∥∥2Γ = e−2αt[〈Φ(t, t0)ξ, SΓ (t)Φ(t, t0)ξ 〉− α∥∥Φ(t, t0)ξ∥∥2Γ ] 0,
therefore ξ ∈ V+u (t0).
It remains to proof part (iii). Choose and ﬁx ξ ∈ ZΓ (t0) \ {0} and t > t0. Since MZΓ (t0) is positive
deﬁnite, it follows that there exists ζ3 ∈ (0, t− t0) such that 〈Φ(t0 + ζ3, t0)ξ, SΓ (t)Φ(t0 + ζ3, t0)ξ〉 > 0.
Therefore, Φ(t0+ζ3, t0)ξ ∈ V+u (t0+ζ3). This, together with Lemma 13(i), implies that Φ(t, t0)ZΓ (t0) ∈
V+u (t). Similarly, we have Φ(t, t0)ZΓ (t0) ∈ V−s (t) for all t < t0. The proof is complete. 
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analogous case of quasi-hyperbolicity and the proof is omitted.
Proposition 20. Let Γ = Γ T > 0, assume that A : I → Rd×d is C1 and (1) is quasi-hyperbolic on I . Then the
following statements hold:
(i) For each t0 ∈ (t−, t+],
V−u (t0) =
{
ξ ∈ Rd: 〈ξ, SΓ (t0)ξ 〉> 0}∪ {0}. (16)
(ii) For each t0 ∈ [t−, t+),
V+s (t0) =
{
ξ ∈ Rd: 〈ξ, SΓ (t0)ξ 〉< 0}∪ {0}. (17)
(iii) Moreover, for each t0 ∈ (t−, t+) the boundaries of V−u (t0) and V+s (t0) coincide
∂V−u (t0) = ∂V+s (t0) =
{
ξ ∈ Rd: 〈ξ, SΓ (t0)ξ 〉= 0}= ZΓ (t0)
and for each ξ ∈ ZΓ (t0) we have Φ(t, t0)ξ ∈ V−u (t) for all t < t0 and Φ(t, t0)ξ ∈ V+s (t) for all t > t0 .
The following theorem provides a suﬃcient condition for M-hyperbolicity.
Theorem 21. Let Γ = Γ T > 0 and suppose that for every t ∈ I system (1) is neither elliptic nor degenerate.
Then system (1) is M-hyperbolic with respect to the ‖ · ‖Γ -norm.
Corollary 22. If system (1) is D-hyperbolic then it is also M-hyperbolic with respect to the ‖ · ‖Γ -norm.
Proof. By assumption and Remark 18, system (1) is either attracting, repelling, hyperbolic or quasi-
hyperbolic on the whole of I . For the former two cases the claim is easily proved by using (12) and
considering
d
dt ‖Φ(t,t−)ξ‖2Γ
‖Φ(t,t−)ξ‖2Γ
. It remains to show the statement for the hyperbolic and quasi-hyperbolic
cases on I . By continuity and nonsingularity of SΓ (t) for t ∈ I , the number of positive eigenvalues
of SΓ (t) is constant. Let λ1, . . . , λk denote the positive eigenvalues and λk+1, . . . , λd the negative
eigenvalues of SΓ (t−). Since SΓ (t−) is a symmetric matrix, there exists an orthogonal matrix Q
such that SΓ (t−) = Q T diag(λ1, . . . , λd)Q . Similarly, let β1, . . . , βk denote the positive eigenvalues and
βk+1, . . . , βd the negative eigenvalues of SΓ (t+). Then there exists an orthogonal matrix R such that
SΓ (t+) = RT diag(β1, . . . , βd)R . We now divide the proof into the following cases:
Case 1: (1) is hyperbolic on I . By virtue of Proposition 19(i), one has
V+u (t−) =
{
Q Tξ :
〈
ξ,diag(λ1, . . . , λd)ξ
〉
> 0
}∪ {0}.
Hence, the following subspace of dimension k
U := {Q T(ξ1, . . . , ξk,0, . . . ,0)T: ξ1, . . . , ξk ∈ R}
is contained in V+u (t−). Similarly, the following subspace of dimension d − k
S := {RT(0, . . . ,0, ξk+1, . . . , ξd)T: ξk+1, . . . , ξd ∈ R}
is contained in V−s (t+). According to Remark 16(i) and Theorem 14, system (1) is M-hyperbolic.
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V−u (t+) =
{
RTξ :
〈
ξ,diag(λ1, . . . , λd)ξ
〉
> 0
}∪ {0}.
Hence, the following subspace of dimension k
U := {RT(ξ1, . . . , ξk,0, . . . ,0)T: ξ1, . . . , ξk ∈ R}
is contained in V−u (t+). Similarly, the following subspace of dimension d − k
S := {Q T(0, . . . ,0, ξk+1, . . . , ξd)T: ξk+1, . . . , ξd ∈ R}
is contained in V+s (t−). According to Remark 16(ii) and Theorem 14, system (1) is M-hyperbolic.
The proof is complete. 
Remark 23. A special case of Theorem 21 was ﬁrst proved by Haller [16] for three-dimensional sys-
tems. In Berger et al. [3] this result is extended to arbitrary dimensions under the additional technical
assumption that the strain tensor has exactly one negative eigenvalue or one positive eigenvalue.
Theorem 21 was proved in Berger [1] utilizing the fact that the sphere Sn is not a retract of the unit
ball Bn . The proof given here is based on the dynamically characterized cones V±u and V±s .
3.2. Diagonally dominant systems
We recall the notion of diagonally dominant systems from Fink [12, Deﬁnition 7.10].
Deﬁnition 24 (Diagonally dominant systems). System (1) is said to be row diagonally dominant if there
exists δ > 0 such that
∣∣aii(t)∣∣ d∑
j=1, j =i
∣∣aij(t)∣∣+ δ for i = 1, . . . ,d. (18)
System (1) is said to be column diagonally dominant if there exists δ > 0 such that
∣∣aii(t)∣∣ d∑
j=1, j =i
∣∣a ji(t)∣∣+ δ for i = 1, . . . ,d. (19)
3.2.1. Row diagonal dominance
As is proved in Fink [12, Theorem 7.16] or Lazer [17, Theorem 2], a row diagonally dominant
system is M-hyperbolic on any compact interval I ⊂ R with respect to the ‖ · ‖∞-norm. To keep this
paper self-contained we give a direct and new proof of this result. Furthermore, we also provide an
explicit representation of the unstable and stable cone.
By continuity of aii(t) and inequality (18), for each i = 1, . . . ,d, the function aii(t) is either positive
or negative for all t ∈ I . Let {α1, . . . ,αd} be a permutation of {1, . . . ,d} satisfying that for some k ∈
{0, . . . ,d} we have
a(t) > 0 for  ∈ {α1, . . . ,αk}, a(t) < 0 for  ∈ {αk+1, . . . ,αd}.
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a˜k(t) =
〈
ek, A˜(t)e
〉= 〈eαk , A(t)eα 〉= aαkα(t) for k,  = 1, . . . ,d. (20)
Note that A(t) is row diagonally dominant if and only if A˜(t) is. This fact, together with (20) and
Lemma 3, ensures that to investigate the M-hyperbolicity of system (1) with respect to the ‖ · ‖∞-
norm, we can assume without loss of generality that for some k ∈ {0, . . . ,d} the following inequalities
hold for all t ∈ I
aii(t) > 0 for i = 1, . . . ,k, aii(t) < 0 for i = k + 1, . . . ,d. (21)
We can now explicitly compute the stable and unstable cones (10) and (11).
Proposition 25. Suppose that system (1) is row diagonally dominant and satisﬁes (21). Let δ > 0 satisfy (18).
Then the following statements hold:
(i) For each t0 ∈ [t−, t+),
V+u (t0) =
{
ξ = (ξ1, . . . , ξd)T ∈ Rd: max
1ik
|ξi | = ‖ξ‖∞
}
, (22)
and e−δt‖Φ(t, t0)ξ‖∞ is increasing for t ∈ [t0, t+] and ξ ∈ V+u (t0).
(ii) For each t0 ∈ (t−, t+],
V−s (t0) =
{
ξ = (ξ1, . . . , ξd)T ∈ Rd: max
k<id
|ξi| = ‖ξ‖∞
}
, (23)
and eδt‖Φ(t, t0)ξ‖∞ is decreasing for t ∈ [t−, t0] and ξ ∈ V−s (t0).
(iii) Moreover, for each t0 ∈ (t−, t+) the boundaries of V+u (t0) and V−s (t0) coincide
∂V+u (t0) = ∂V−s (t0) =
{
ξ ∈ Rd: max
1ik
|ξi| = max
k< jd
|ξ j|
}
=: B,
and for each ξ ∈ B we have Φ(t, t0)ξ ∈ int V+u (t) for all t > t0 and Φ(t, t0)ξ ∈ int V−s (t) for all t < t0 .
Proof. Let
C1 :=
{
ξ ∈ Rd: max
1ik
|ξi | = ‖ξ‖∞
}
, C2 :=
{
ξ ∈ Rd: max
k<id
|ξi| = ‖ξ‖∞
}
.
Rewriting C1 in the form
C1 :=
{
ξ ∈ Rd: max
k<id
|ξi| max
1ik
|ξi|
}
yields that ∂C1 = B . Similarly, we get ∂C2 = B . Choose t0 ∈ [t−, t+) and let ξ ∈ C1. To simplify the
notation, we set
x(t) = (x1(t), . . . , xd(t))T := Φ(t, t0)ξ for t ∈ I.
If ξ ∈ intC1, then by continuity there exists ζ1 > 0 such that x(t) ∈ intC1 for all t ∈ (t0, t0 + ζ1).
Suppose now ξ ∈ B . Let i1, . . . , im ∈ {1, . . . ,k} and j1, . . . , jn ∈ {k + 1, . . . ,d} satisfy that
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1ik
∣∣xi(t0)∣∣= ∣∣xi1(t0)∣∣= · · · = ∣∣xim (t0)∣∣, (24)
max
k+1id
∣∣xi(t0)∣∣= ∣∣x j1(t0)∣∣= · · · = ∣∣x jn (t0)∣∣, (25)
with 1m k and 1 n d − k. A direct computation yields that for all  = 1, . . . ,m
1
2
d
dt
∣∣xi (t)∣∣2∣∣∣∣
t=t0
= xi (t0)x˙i (t0)
= ai i (t0)xi (t0)2 +
d∑
j=1, j =i
ai j(t0)x j(t0)xi (t0)

(
ai i (t0) −
d∑
j=1, j =i
∣∣ai j(t0)∣∣
)
xi (t0)
2, (26)
where we use (24) to obtain the last estimate. This implies, together with (18) and the fact that
ai i (t0) > 0, that
1
2
d
dt
∣∣xi (t)∣∣2∣∣∣∣
t=t0
 δxi (t0)2 for all  = 1, . . . ,m. (27)
Similarly, we get
1
2
d
dt
∣∣x j (t)∣∣2∣∣∣∣
t=t0
−δx j (t0)2 for all  = 1, . . . ,n.
As a consequence, when ξ ∈ B (and hence when ξ ∈ C1) there exists ζ2 > 0 such that x(t) ∈ intC1 for
all t ∈ (t0, t0 + ζ2). Thus, deﬁne
c := sup{t1 ∈ I: x(t) ∈ intC1 for all t ∈ (t0, t1]},
and we get c > ζ2+t0. Our aim is to show that c = t+ . Letting t tend to c gives that x(c) ∈ C1. Suppose
that x(c) ∈ B . Then, for all i ∈ {1, . . . ,k} and j ∈ {k + 1, . . . ,d} with |xi (c)| = max1ik |xi(c)| and|x j (c)| =maxk<id |xi(c)| we have
d
dt
∥∥xi (t)∥∥2∣∣∣∣
t=c
> 0>
d
dt
∥∥x j (t)∥∥2∣∣∣∣
t=c
.
Hence, there exists ζ3 > 0 such that
max
1ik
∣∣xi(t)∣∣< max
k<id
∣∣xi(t)∣∣ for all t ∈ (c − ζ3, c),
which contradicts the deﬁnition of c. Hence, x(c) ∈ intC1. If c < t+ then by continuity there exists
ζ4 > 0 such that
max
1ik
∣∣xi(t)∣∣< max
k<id
∣∣xi(t)∣∣ for all t ∈ [c, c + ζ4),
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e−δt‖x(t)‖∞ is increasing for t ∈ [t0, t+]. Thus, for all t0 ∈ [t−, t+) we have C1 ⊂ V+u (t0) and for each
ξ ∈ C1,
Φ(t, t0)ξ ∈ intC1 for all t > t0. (28)
Similarly, for each ξ ∈ C2 we have Φ(t, t0)ξ ∈ intC2 for t < t0 and the function eδt‖Φ(t, t0)ξ‖∞ is
decreasing for t ∈ [t−, t0]. Thus, C2 ⊂ V−s (t0) for all t0 ∈ (t−, t+]. Conversely, let 0 = ξ ∈ V+u (t0) where
t0 ∈ [t−, t+) and set x(t) = (x1(t), . . . , xd(t))T := Φ(t, t0)ξ for all t ∈ I . Since ξ ∈ V+u (t0), the function‖x(t)‖∞ is strictly increasing for t ∈ [t0, t+]. To prove that ξ ∈ C1, assume the opposite ξ /∈ C1. By
continuity, there exists ζ > 0 such that
max
1ik
∣∣xi(t)∣∣< max
k<id
∣∣xi(t)∣∣ for all t ∈ [t0, t0 + ζ ],
which, together with the fact that C2 ⊂ V−s (t0+ζ ) implies the contradiction that the function ‖x(t)‖∞
is strictly decreasing for t ∈ [t0, t0 + ζ ], proving C1 = V+u (t0). So (i) is proved. Similarly we have
V−s (t0) ⊂ C2 for t0 ∈ (t−, t+] so that (ii) is proved. These together with (28) imply (iii) and the proof
is complete. 
As a consequence of Proposition 25 we can formulate a suﬃcient condition for M-hyperbolicity
with the ‖ · ‖∞-norm.
Theorem 26 (Row diagonal dominance implies M-hyperbolicity). Suppose that system (1) is row diagonally
dominant. Then system (1) is M-hyperbolic with respect to the ‖ · ‖∞-norm.
Proof. By (22) the k-dimensional subspace
U := {(ξ1, . . . , ξk,0, . . . ,0)T: ξ1, . . . , ξk ∈ R}
is contained in V+u (t−). By (23), the d − k-dimensional subspace
S := {(0, . . . ,0, ξk+1, . . . , ξd)T: ξk+1, . . . , ξd ∈ R}
is contained in V−s (t+). According to Remark 16(i), Remark 15(ii) and Theorem 14, system (1) is
M-hyperbolic and the proof is complete. 
Recall that a result due to Gershgorin (see e.g. Golub and Van Loan [13, Theorem 7.2.1]) states that
if A = (aij) is a d × d matrix then every eigenvalue of A is contained in one of the closed discs
Di :=
{
z ∈ C: |z − aii|
d∑
j=1, j =i
|aij|
}
, i = 1, . . . ,d.
The above result provides a rough estimate on the spectrum of a given matrix. Furthermore, it can
also be shown that if a Gershgorin disk Di is isolated from the other disks, then it contains precisely
one eigenvalue of A (see e.g. Wilkinson [21, p. 71]). Now we extend these results to the M-spectrum
with respect to the ‖ · ‖∞-norm of ﬁnite-time differential equations.
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deﬁne
ci :=min
t∈I
(
aii(t) −
d∑
j=1, j =i
∣∣aij(t)∣∣
)
, di :=max
t∈I
(
aii(t) +
d∑
j=1, j =i
∣∣aij(t)∣∣
)
.
Then the following statements hold:
(i) The M-spectrum ΣM(A) with respect to the ‖ · ‖∞-norm satisﬁes the inclusion ΣM(A) ⊂⋃di=1[ci,di].
(ii) Suppose that the interval [ci,di] is isolated from the others. Then it contains precisely one spectral interval
of ΣM(A), namely [λ(d−), λ(+1)], where  is the number of intervals [ck,dk], k = 1, . . . ,d, which lie
strictly to the left of [ci,di].
Proof. (i) Let γ /∈⋃di=1[ci,di]. Hence,
δ := 1
2
min
1id
{
min
{|γ − ci|, |γ − di|}}> 0.
For each i = 1, . . . ,d, we consider the following cases:
Case 1: γ < ci . Then for all t ∈ I one has
aii(t) −
d∑
j=1, j =i
∣∣aij(t)∣∣− γ  ci − γ > δ.
Consequently,
∣∣aii(t) − γ ∣∣> d∑
j=1, j =i
∣∣aij(t)∣∣+ δ for all t ∈ I.
Case 2: γ > di . Then for all t ∈ I one has
γ − aii(t) −
d∑
j=1, j =i
∣∣aij(t)∣∣ γ − di > δ.
Consequently,
∣∣aii(t) − γ ∣∣> d∑
j=1, j =i
∣∣aij(t)∣∣+ δ for all t ∈ I.
Therefore, system x˙ = [A(t) − γ I]x is row diagonally dominant and according to Theorem 26, we get
γ ∈ ρM(A). Thus, ΣM(A) ⊂⋃di=1[ci,di] and the proof of part (i) is complete.
(ii) Suppose [ci,di] is isolated from each interval [c j,d j] for j = 1, . . . ,d, j = i. Let {i1, . . . , i} and
{i+1, . . . , id−1} be disjoint subsets of {1, . . . ,d} \ {i} such that
di1 < · · · < di < ci and di < ci+1 < · · · < cid−1 .
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∗
2 ), deﬁne γ := di − ε and consider the shifted
equation x˙ = [A(t) − γ I]x. Obviously, we get
aikik (t) − γ >
d∑
j=1, j =ik
∣∣aik j(t)∣∣+ δ∗4 for all k =  + 1, . . . ,d − 1
and
γ − aikik (t) >
d∑
j=1, j =ik
∣∣aik j(t)∣∣+ δ∗4 for all k = 1, . . . ,  and ik = i.
Therefore, by virtue of Theorem 26 there exists an invariant family of projections P : I → Rd×d with
dim im P =  + 1 and α > 0 such that for ξ ∈ im P (t−)∥∥Φγ (t, t−)ξ∥∥ e−α(t−s)∥∥Φγ (s, t−)ξ∥∥ for all t  s, ξ ∈ im P (t−),
and
∥∥Φγ (t, t−)ξ∥∥ eα(t−s)∥∥Φγ (s, t−)ξ∥∥ for all t  s, ξ ∈ ker P (t−).
This together with the fact that Φγ (t, s) = e−γ (t−s)Φ(t, s) implies that λ(d−l−1)  γ + α > di − ε and
λ(l+1)  γ −α < di . Since ε can be chosen arbitrarily small, we get λ(l+1) < di  λ(d−l−1) . Similarly, by
taking γ := ci + ε we get λ(l)  ci < λ(d−l) . This together with Theorem 10 implies that the interval
[ci,di] contains exactly one spectral interval [λ(d−l), λ(l+1)] and the proof is complete. 
Remark 28 (Weak row diagonal dominance).
(i) System (1) is said to be weakly row diagonally dominant if for all t ∈ I
aii(t)
d∑
j=1, j =i
∣∣aij(t)∣∣ for all i = 1, . . . ,d,
and A(t) is non-singular. A careful analysis of the proofs of Proposition 25 and Theorem 26 shows
that there exists an invariant family of projections P : I → Rd×d such that for all s ∈ I the follow-
ing statements hold:
• For all ξ ∈ ker P (s) the function t → ‖Φ(t, s)ξ‖∞ is strictly increasing on [s, t+].
• For all ξ ∈ im P (s) the function t → ‖Φ(t, s)ξ‖∞ is strictly decreasing on [s, t+].
(ii) In the following example, we show that in general weak row diagonal dominance does not imply
M-hyperbolicity. We consider a planar autonomous system of the form
x˙ = Ax, t ∈ I = [−T , T ], (29)
where A = ( 1 −1
0 2
)
and T > 0. Obviously, A is weakly row diagonally dominant. Suppose that
system (29) is M-hyperbolic. Note that all diagonal entries of A are positive and hence according
to part (i) above, there exists α > 0 such that
∥∥Φ(t, s)ξ∥∥  eα(t−s)‖ξ‖∞ for all ξ ∈ R2, t  s. (30)∞
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Φ(t, s) =
(
et−s et−s − e2(t−s)
0 e2(t−s)
)
for t, s ∈ I.
For each s 0, substituting ξ = Φ(s,0)(11), t = 0, in inequality (30) gives that
1 e−αs
∥∥∥∥(2es − e2se2s
)∥∥∥∥∞ = e−αs(2es − e2s) for all s 0.
Hence, f (s) := eαs − 2es + e2s  0 for all s  0. Since f (0) = 0 and f ′(0) = α > 0, this leads to a
contradiction. Hence, system (29) is not M-hyperbolic.
3.2.2. Column diagonal dominance
It is shown in Fink [12] that the ‖ · ‖1-norm of a solution of a column diagonally dominant system
with positive diagonal entries is exponentially increasing, i.e. this system is M-hyperbolic on any
compact interval I ⊂ R with P ≡ 0. Similarly, negative diagonal entries imply M-hyperbolicity on any
compact interval I ⊂ R with P ≡ id. Our aim in this subsection is to investigate the M-hyperbolicity
property with respect to the ‖ · ‖1-norm of a column diagonally dominant system. As usual, we set
‖x‖1 = |x1| + |x2| + · · · + |xd| for all x = (x1, x2, . . . , xd)T ∈ Rd.
We start with a planar autonomous system
x˙ = Ax with A =
(
a11 a12
a21 a22
)
∈ R2×2, (31)
where A is column diagonally dominant. Suppose that a11 > 0 > a22. Then, A has exactly one pos-
itive eigenvalue and one negative eigenvalue denoted by λ1, λ2, respectively. Let E1, E2 denote the
eigenspaces corresponding to λ1, λ2. An elementary computation yields that
∥∥eA(t−s)ξ∥∥1 = eλi(t−s)‖ξ‖1 for ξ ∈ Ei, i = 1,2.
As a consequence, system (31) is M-hyperbolic with respect to the ‖ · ‖1-norm with constant projec-
tion P ∈ R2×2 satisfying that im P = E2 and ker P = E1.
In contrast to row diagonal dominant systems, we construct in the following an example which
shows that a column diagonally dominant system is in general not M-hyperbolic with respect to the
‖ · ‖1-norm. As suggested by the discussion of (31), the structure of the planar vector ﬁeld must
depend on time in order to destroy the hyperbolicity.
Example 29 (Column diagonal dominance does not imply M-hyperbolicity). We deﬁne
A(t) =
(
a(t) b(t)
0 c(t)
)
,
where a,b, c : [0,∞) → R are continuous scalar functions. Suppose that
a(t) 1, b(t) 0, −b(t)− 1= c(t), (32)
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c(0) − b(0)+ a(0)
∞∫
0
e
∫ u
0 c(s)−a(s)dsb(u)du > 0. (33)
An explicit example of scalar functions a(t), b(t) and c(t) can be constructed as follows
a(t) =
{
3e4 + (3e4 − 9e16)t, for t ∈ [0, 1
3e4
],
1, for t ∈ ( 1
3e4
,∞), b(t) = 1, c(t) = −2.
We consider a differential equation of the form
x˙ = A(t)x, t ∈ [0,∞). (34)
Note that by condition (32), system (34) is column diagonal dominant. The solution starting at t = 0
in (x1(0), x2(0))T is given explicitly as follows
x1(t) = e
∫ t
0 a(s)ds
[
x1(0) +
t∫
0
e
∫ u
0 c(s)−a(s)dsb(u)x2(0)du
]
,
x2(t) = e
∫ t
0 c(s)dsx2(0). (35)
Deﬁne
S1 := {(x1, x2)T ∈ R2: ∣∣(x1, x2)T∣∣1 = 1}.
Suppose that for all T  0 system (34) is M-hyperbolic on the interval [0, T ]. Let (x1(t), x2(t)) be
a solution with x1(0) > 0, x2(0) > 0. From the explicit form of the solution above, we derive that
x1(t) > 0, x2(t) > 0 for all t  0. Omitting t , we have x˙1 + x˙2 = ax1 + (b + c)x2 = ax1 − x2. Then if we
choose initial values so that a(0)x1(0) − x2(0) < 0, the 1-norm of the solution cannot be increasing
on the interval [0, T ] for any T > 0. This fact together with M-hyperbolicity implies that there exists
a decreasing solution of (34) on [0, T ] for any T > 0. As a consequence, the following set
ST :=
{
(x1, x2)
T ∈ S1 ∣∣ ∣∣Φ(·,0)(x1, x2)T∣∣1 : [0, T ] → R is decreasing}
is not empty. Since [0, T ] is a compact interval, the set ST is closed. On the other hand, ST2 ⊂ ST1 for
all T2  T1 and therefore
S :=
⋂
T0
ST = ∅.
Choose an arbitrary (x1(0), x2(0))T ∈ S . For notational convenience, we set(
x1(t), x2(t)
)T := Φ(t,0)(x1, x2)T for all t  0.
By deﬁnition of the set ST , the function α : [0,∞) → R deﬁned by α(t) := |x1(t)| + |x2(t)| is decreas-
ing. Thus, x1(t) is a bounded function and by (35) we get
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∞∫
0
e
∫ u
0 c(s)−a(s)dsb(u)x2(0)du,
which together with (35) implies that
α(t) =
[
e
∫ t
0 a(s)ds
∞∫
t
e
∫ u
0 c(s)−a(s)dsb(u)du + e
∫ t
0 c(s)ds
]∣∣x2(0)∣∣.
Hence,
α˙(t) =
[
e
∫ t
0 c(s)ds
[
c(t) − b(t)]+ a(t)e∫ t0 a(s)ds ∞∫
t
e
∫ u
0 c(s)−a(s)dsb(u)du
]∣∣x2(0)∣∣.
From the above explicit form of α˙(t) we derive that α˙(t) is a continuous function and
α˙(0) =
[
c(0) − b(0) + a(0)
∞∫
0
e
∫ u
0 c(s)−a(s)dsb(u)du
]∣∣x2(0)∣∣,
which, together with (33), implies that α˙(0) > 0. Hence, the function α is not decreasing. Thus, there
exists T > 0 such that the column diagonally dominant system (34) is not M-hyperbolic on the inter-
val [0, T ].
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