This paper reviews measures of similarity and dissimilarity between pairs of chemical molecules and the use of such measures for processing chemical databases. The applications discussed include similarity searching, database clustering and diversity analysis, focusing upon measures that are based on fragment bit-string occurrence data. The paper then discusses recent work on the calculation of similarity by aligning molecular fields and on the selection of structurally diverse subsets of chemical databases.
INTRODUCTION
Many different scientific disciplines (such as synthetic organic chemistry, structural biology, pharmacology and toxicology) are needed to discover the new drugs that are the lifeblood of the pharmaceutical industry. The huge costs and extended timescales that characterize the industry mean that it is willing and able to make very substantial investments in any technology that can increase the speed with which drugs, i.e. novel chemical molecules with beneficial biological properties, are brought to the market place (and similar comments apply to the pesticides and fungicides developed by the agrochemicals industry). Such investments have provided one of the principal driving forces for the highly sophisticated systems that have been developed for the storage, retrieval and processing of a range of types of chemical information [1] .
Textual information, such as the bibliographic details of a journal article describing the synthesis of a particular substance, or numerical information, such as the melting point and the molecular weight for that substance, can be stored and retrieved using conventional database methodologies. Radically different approaches are required to process the two-dimensional (2D) or three-dimensional (3D) structures of chemical compounds and this paper reviews the use of similarity-based and dissimilarity-based techniques for processing such structures.
REPRESENTATION AND SEARCHING OF CHEMICAL STRUCTURES
The principal method of representation for a 2D chemical structure diagram is the connection table, which contains a list of all of the (usually non-hydrogen) atoms within 3 To whom all correspondence should be addressed.
a structure, together with bond information that describes the exact manner in which the individual atoms are linked together. A connection table can be regarded as a labelled graph in which the nodes and edges of a graph represent the atoms and bonds, respectively, of a 2D chemical structure diagram and a chemical database can hence be represented by a large number of such graphs. A corporate database, such as those containing the molecules synthesized by a particular pharmaceutical or agrochemical company, will typically contain a few hundreds of thousands of such graphs; a public database, such as those constructed by the Beilstein Institute or Chemical Abstracts Service, will contain some millions of such graphs.
The use of a graph representation facilitates two forms of database searching. Structure searching involves an exact-match search of a chemical database for a specific query structure as is required, for example, to retrieve the biological assay results and the synthetic details associated with a particular molecule. Such a search is effected by means of a graph isomorphism search, in which the graph describing the query molecule is checked for isomorphism with the graphs of each of the database molecules (although a variety of coding procedures ensure that the time-consuming graph isomorphism check needs to be carried out on only a very small fraction of the molecules in the database). Substructure searching, or atomby-atom searching, involves a partial-match search of a chemical database to find all those molecules that contain a user-defined query substructure, such as a penicillin ring nucleus, irrespective of the environment in which the query substructure occurs. This is effected by checking the graph describing the query substructure for subgraph isomorphism with the graphs of each of the database molecules [2] .
The NP-complete nature of subgraph isomorphism means THE COMPUTER JOURNAL, Vol. 41, No. 8, 1998 548 V. J. GILLET et al. that substructure searching in databases of non-trivial size would be totally infeasible if it were not for the use of an initial screen search, where a screen is a substructural feature, the presence of which is necessary, but not sufficient, for a molecule to contain the query substructure. These features are typically small, atom-, bond-or ring-centred fragment substructures that are algorithmically generated from a connection table when a molecule is added to the database that is to be searched. The fragments that have been chosen to comprise the screen set, i.e. the set of fragments that are to be used for screening, are listed in a fragment coding dictionary. The database structures are processed by analysing the corresponding connection tables to identify those screens from the coding dictionary that are present, and then represented for search by fixed-length bit-strings in which the non-zero bits correspond to the screens that are present. The query (sub)structure is subjected to the same process and the screen search is effected by checking the bit-strings representing each of the database structures for the presence of the screens that are encoded in the bit-string representing the query substructure.
Only a very small fraction of a database will normally contain all of the screens that have been assigned to a query substructure and thus only this small fraction needs to undergo the final, time-consuming atom-by-atom search, which ensures that there is an exact subgraph isomorphism between the graphs representing the query substructure and each database structure. The simple, two-stage procedure (i.e. screen searching and atom-byatom searching) described previously has formed the basis for most operational 2D substructure searching systems and analogous techniques are used for 3D substructure searching. Here, a database structure is represented by a complete graph in which the nodes denote the atoms of a molecule and the edges denote the inter-atomic distances, with the screens being based on inter-atomic distance ranges [3] . In both 2D and 3D, the combination of a screen search and a subgraph isomorphism search is analogous to the combination of bit-string matching and pattern matching that characterizes signature-based systems for text retrieval [4] .
Substructure searching, whether in 2D or in 3D, provides an invaluable tool for accessing databases of chemical structures. It does, however, have several limitations that are inherent in the retrieval criterion that is being used, which is that a database record must contain the entire query substructure in precisely the form that it has been specified by the user. First, and most importantly, a substructure search requires that the user who is posing the query must already have acquired a well defined view of what sorts of structures are expected to be retrieved from the database. For example, a 3D substructure search requires sufficient information about the geometric requirements for activity to be able to specify distance and/or angular constraints to characterize those molecules, and just those molecules, that can fit into some biological receptor site [3] . The identification of these requirements normally involves comparing several bioactive molecules to identify the pharmacophore, i.e. the pattern of features that they have in common and that are thus assumed to be responsible for the observed activity [5] . This is clearly very difficult at the start of an investigation when perhaps only one or two active structures have been identified and when it is not at all clear which particular feature(s) within them are responsible for the observed activity. Second, as with any form of partialmatch retrieval mechanism, there is very little control over the size of the output that is produced by a particular query substructure. Accordingly, the specification of a common ring system, such as the benzodiazepine system that forms the nucleus of many tranquillizers, can result in the retrieval of many thousands of compounds from a chemical database (unless it is also possible to apply additional filters, such as a user-defined range of values for some physicochemical property). Finally, a substructure search results in a simple partition of the database into two discrete sub-sets, viz those structures that contain the query and those that do not, and there is thus no direct mechanism by which the retrieved molecules can be ranked in order of decreasing probability of activity.
These inherent limitations have occasioned interest in similarity searching as a complement to substructure searching, in much the same way as best-match searching is increasingly complementing the traditional Boolean approaches in text retrieval systems [6] . Similarity searching requires the specification of an entire target structure, rather than the partial structure that is required for substructure searching. The target molecule is characterized by a set of structural features, and this set is compared with the corresponding sets of features for each of the database structures. Each such comparison enables the calculation of a measure of similarity between the target structure and a database structure and the database molecules are then sorted into order of decreasing similarity with the target. The output from the search is a ranked list, where the structures that the system judges to be most similar to the target structure, the nearest neighbours, are located at the top of the list and are thus displayed first to the user. Accordingly, if an appropriate measure of similarity has been used, the first database structures inspected will be those that have the greatest probability of being of interest to the user. Since its introduction in the mid-eighties [7, 8] , similarity searching has proved extremely popular with users, who have found that it provides a means of accessing chemical databases that is complementary to the existing structure and substructure searching facilities.
At the heart of any similarity searching system is the measure that is used to quantify the degree of structural resemblance between the target structure and each of the structures in the database that is to be searched. Downs and Willett [9] provide an extended review of inter-molecular structural similarity measures, focusing on those that are sufficiently rapid for similarity searching in databases of non-trivial size. The most common measures of this type are based on comparing the fragment bit-strings that are normally used for 2D substructure searching, so that two molecules are judged as being similar if they have a large number of bits, and hence substructural fragments, in SIMILARITY AND DISSIMILARITY METHODS FOR PROCESSING CHEMICAL STRUCTURE DATABASES 549 common. A normalized association coefficient, typically the Tanimoto coefficient, is used to give similarity values in the range of zero (no bits in common) to unity (all bits the same). Specifically, if two molecules have A and B bits set in their fragment bit-strings, with C of these in common, then the Tanimoto coefficient is defined to be
While such a fragment-based measure clearly provides a very simple picture of the similarity relationships between pairs of structures, it is both efficient (since it involves just the application of logical operations to pairs of bit-strings) and effective (in that it is able to bring together molecules that are judged by chemists to be structurally similar to each other) in operation. The latter characteristic is most surprising, given that the fragments that are used for the calculation of the similarities were originally designed to maximize the efficiency of substructure searching, not the effectiveness of similarity searching. Many other types of similarity measure have been described [9, 10, 11] , and at least some have been used for database searching; however, none of these measures has proved to be anywhere near as popular as the simple, fragment-based measures described earlier, and this type of measure is hence assumed in the remainder of this paper unless stated otherwise.
CLUSTERING METHODS IN CHEMICAL INFORMATION SYSTEMS
Random screening has long played an important role in leaddiscovery programmes. Here, compounds are selected from a database, either a corporate database or one that is publicly available, and then tested in a bioassay that determines whether the selected compounds have the biological activity of interest. The identification of an active compound is used to initiate an iterative process in which a similarity search is used to identify structurally related molecules that are tested, in their turn, for activity. Once several such actives have been identified, a pharmacophore mapping procedure is used to derive a putative pharmacophore that can then form the basis for substructure searches that delineate the precise geometric requirements for activity. Considerations of cost-effectiveness dictate that the compounds selected for biological testing in the initial stages of such programmes cover the full range of structural types that are available to an organization, and there has thus been much interest in computer-based methods that can be used to maximize the coverage of structural space. Cluster analysis, or automatic classification, was the first such technique to be used for this purpose and continues to attract much attention for use in the combinatorial chemistry programmes that are discussed in the next section.
Cluster analysis, or clustering, is the process of subdividing a group of objects (chemical molecules in the present context) into groups, or clusters, of objects that exhibit a high degree of both intra-cluster similarity and inter-cluster dissimilarity [12, 13] . It is thus possible to obtain an overview of the range of structural types present within a dataset by selecting one (or some small number) of the molecules from each of the clusters resulting from the application of an appropriate clustering method to that dataset. The representative molecule for each cluster is either selected at random or selected as being the closest to the cluster centroid. These selected compounds are then tested in the bioassay of interest. If a compound proves active it is then appropriate to assay the other compounds in its cluster since these may also exhibit the activity of interest: the fact that structurally similar molecules have similar properties is normally referred to as the similar property principle [11] .
Very many different clustering methods have been described in the literature and a considerable amount of effort has gone into comparing the effectiveness of the various methods for clustering chemical structures (typically represented by fragment bit-strings). These comparisons, which are typified by the work of Willett [14] and of Brown and Martin [15] have used a 'leave-one-out' experimental methodology that was first suggested by Adamson and Bush [16] and that is based upon the similar property principle. Assume that the value of some quantitative (i.e. interval or ratio scale) property has been measured for each of the molecules in a dataset. The property value of a molecule, I , within this dataset is assumed to be unknown and the classification resulting from the use of some particular clustering method is scanned to identify the cluster that contains the molecule I . The predicted property value for I , P(I ), is then set equal to the arithmetic mean of the observed property values of the other compounds in that cluster. This procedure results in the calculation of a P(I ) value for each of the N structures in the dataset, and an overall figure of merit for the classification is then obtained by calculating the product moment correlation coefficient between the sets of N observed and N predicted values. The most generally useful clustering methods will be those that give high correlation coefficients across as wide a range of datasets as possible.
The Adamson and Bush approach to the comparison of clustering methods was used by Willett [14] in a study of over 30 hierarchic (including both agglomerative and divisive) and non-hierarchic (including single-pass, relocation and near neighbour) clustering methods when applied to 10 small datasets for which physical, chemical or biological property data were available. The study found that the best results were obtained with the Ward hierarchicagglomerative method [17] , with the non-hierarchic nearestneighbour method of Jarvis and Patrick [18] performing almost as well.
At the time that these comparative experiments were carried out, computer limitations (in terms of both raw CPU speeds and the clustering algorithms available) meant that the Ward method could not be applied to chemical databases of substantial size. The Jarvis-Patrick method was thus rapidly adopted as the clustering method of choice in commercial chemical database software, not only to select compounds for random screening but also 550 V. J. GILLET et al.
to cluster the outputs of substructure searches that retrieve very large numbers of molecules, thus providing the searcher with an overview of the structural classes that contain the substructure of interest [19] . However, the method does have limitations (see e.g. [20] ) and subsequent comparisons [15, 21, 22] have reaffirmed the general superiority of the Ward method. The availability of improved computer hardware and of the efficient reciprocal nearest neighbours algorithm [23] means that this method can now be applied to databases containing some hundreds of thousands of molecules in an acceptable amount of time and the method is thus becoming available in commercial chemical database software; larger datasets, however, still require use of the Jarvis-Patrick method.
MOLECULAR DIVERSITY
The last few years have seen the introduction of several alternatives to cluster-based approaches for the selection of sets of compounds. The development of these new approaches has been occasioned by the widespread adoption of combinatorial chemistry in the pharmaceutical industry. Combinatorial chemistry is the name given to a body of techniques that permit the synthesis of sets of molecules, called libraries, that contain large numbers (hundreds up to millions) of structurally related molecules that are rapidly generated by automated procedures [24, 25] . The development of a range of supporting technologies, such as high-throughput bioassays and chemical robotics, has meant that combinatorial chemistry provides a far more costeffective approach to the discovery of bioactive compounds than traditional approaches that require the sequential synthesis and testing of individual molecules.
An important concept in the design of combinatorial libraries is the concept of molecular diversity, where diversity denotes the degree of heterogeneity, structural range or dissimilarity in a set of compounds [26] . Combinatorial approaches seek to maximize the structural diversity of the final library, so as to ensure coverage of the largest possible expanse of chemical space in the search for bioactive molecules. This is generally effected by selecting sets of starting materials, sometimes called monomer pools, that are as diverse as possible. These monomers are then reacted together in a combinatorial synthesis, with the expectation that this will maximize the diversity of the reaction products comprising the final library [27, 28] . There is thus much interest in the development of computerbased methods for selecting compounds so as to maximize chemical diversity, with the resulting techniques also being applicable to related tasks such as the identification of structural overlap in databases and the mapping of structural space.
The availability of cluster-based methods for selecting compounds (as described previously) meant that the methods were soon adopted for use in combinatorial chemistry programmes, as exemplified by the work of Shemetulskis et al. [29] . However, at least three other approaches to compound selection have also been described.
The first of these was dissimilarity-based compound selection. Cluster-based approaches identify a set of dissimilar molecules indirectly (since the approaches require the initial identification of clusters of similar molecules, from which disparate molecules can subsequently be selected) and analogous comments apply to the partitionbased approaches described later.
Dissimilarity-based approaches, conversely, try to identify the most dissimilar molecules in a dataset directly, using some quantitative measure of dissimilarity such as the complement of the Tanimoto coefficient; non-chemical examples of this 'anticlustering' behaviour are described by Späth [30] and Mirkin and Muchnik [31] . A diverse set of molecules is normally generated by selecting an initial molecule at random from a database and then repeatedly selecting that molecule from the database that is as different as possible from those that have already been selected. This simple algorithm, which seems to have been first described by Kennard and Stone [32] , is not guaranteed to identify the most diverse subset possible; however, it has been found to work well in practice [33, 34] and is reasonably efficient, with an expected time complexity of O(n N) for the selection of an n-compound subset of an N-compound dataset [35] . Other algorithms for dissimilarity-based selection are described by Hudson et al. [36] , Nilakantan et al. [37] , Snarey et al. [38] and Taylor [39] , inter alia.
Partition-based selection requires the identification of a set of p characteristics to describe each of the molecules in a dataset. These are typically molecular properties that would be expected to affect binding at a receptor site, such as hydrophobicity, polarity, hydrogen bond donor and acceptor power, torsional flexibility and shape [40] . The range of values for each such characteristic, i (1 ≤ i ≤ p), is (sub-)divided into a set of b i bins (or sub-ranges). The combinatorial product of all possible bins then defines the set of groups that make up the partition and each molecule is assigned to the group that matches the set of binned characteristics for that molecule. A subset is obtained by selecting one (or some small number) of the molecules in each of the resulting groups. Partition-based selection is much faster than both cluster-based and dissimilaritybased selection, having a time complexity of just O(N). Moreover, the availability of a partition enables the explicit identification of those sections of structural space that are under-represented, or even unrepresented, in a database; this can provide valuable information for de novo programmes that design structures subject to a set of structural and functional constraints [41] . It does, however, require an appropriate set of characteristics to define the partition (rather than the fragment bit-strings assumed elsewhere in this review): typical approaches are described by Cummins et al. [42] , Pearlman [43] and Pickett et al. [44] .
All of the selection methods discussed here try to identify a diverse subset of a database and a further approach hence involves defining a quantitative measure of structural diversity and then using some optimization technique to maximize the value of this measure. Such optimizationbased selection approaches might appear to be inappropriate [27] , genetic algorithms [28, 45] and simulated annealing [46] . The precise nature of the subset that is obtained will depend both upon the optimization method and on the quantitative measure of structural diversity, or diversity index, that is used. Examples of diversity indices include: the HookSpace Index [47] , which provides a quantitative description of the arrangement of functional groups in 3D space (and thus an estimate of the geometric diversity of structure databases); a count of the number of bits that are set in the union (the Boolean logical OR) of all of the fragment bit-strings for a database [27] ; the number of distinct substructures that can be generated from all the molecules in a database [48] ; the number of distinct rings that are present in a database [37] ; and the fraction of the possible groups within a partition that contain at least some threshold number of molecules [43] .
In addition to quantifying the diversity of an individual database, there have also been reports of methods for comparing the diversities of different databases. Thus, Turner et al. [49] use the sum of all of the pairwise intermolecular dissimilarities for a database to quantify the change in diversity that takes place when an external dataset is merged with an existing database, while Cummins et al. [42] have measured the overlaps between pairs of databases in terms of the numbers of partition-groups that are occupied by compounds from both databases.
Having introduced the current status of similarity and dissimilarity methods for processing chemical structure databases, the next two sections discuss current research in Sheffield in these areas: specifically, work on fieldbased similarity searching and on a new algorithm for dissimilarity-based compound selection.
FIELD-BASED SIMILARITY SEARCHING
The fragment-based, 2D approach to similarity searching described previously is an established, important component of chemical information systems and the last few years have seen interest in the development of comparable facilities for 3D similarity searching [9] . Most of the measures of 3D similarity that have been described to date are based on inter-atomic distances and the measures thus quantify the degree of geometric similarity between a target structure and a database structure.
Modern approaches to the prediction of biological activity [50] emphasize the use of molecular fields, and it thus seems appropriate to consider the use of field-based information for 3D similarity searching. Molecular electrostatic potential (MEP) fields are a way of representing the electrostatic potential around a molecule (i.e. the force on a hypothetical probe due to electrostatic effects) and the calculation of inter-molecular similarities using MEP fields has been studied by several workers in the context of small sets of compounds [51, 52, 53, 54, 55, 56] . Over the last few years, work in Sheffield has studied the use of such measures for similarity searching in large chemical databases, with studies being conducted of: the effectiveness of various standardization methods and similarity coefficients for fieldbased similarity searching [57] ; the automatic alignment of pairs of MEP fields (two fields must be aligned before similarity can be calculated) by means of graph theory [58] and by means of a genetic algorithm (hereafter a GA) [59] ; and the extent to which these two approaches to the generation of molecular alignments can handle conformationally flexible molecules [60] .
Here, we discuss the extension of this work to encompass other types of molecular field and the use of the resulting field-based similarity measures for identifying bioisosteres, i.e. structurally different molecules that exhibit the same biological effect [61] .
Given a molecular property P that can be calculated at any point around a molecule, a field may be created around the molecule by integrating P with respect to volume. The similarity between a pair of molecules may then be calculated based on the overlap of the corresponding fields of the two molecules, using a similarity coefficient such as the Carbo index [51] , a form of the long-established cosine coefficient. The Carbo index is defined to be
where P A and P B are the properties of the two molecules that are being compared and where the summations are over all components of 3D grids that surround these two molecules. If P denotes the electrostatic potential, then the potential, P r , at a point r for a molecule of n atoms is calculated from the point charges q i on each atom i in the molecule, so that
where R i denotes the position of the i th atom and where r − R i denotes the Euclidean distance between the two points. The resulting P r values can then be inserted back into the Carbo index and the integral calculated using grid-based methods, but this is very time-consuming unless a coarse grid spacing is used (in which case it is unlikely that the calculated similarities will give an accurate representation of the structural resemblances that are present in a dataset). Instead, we have used the Gaussian approximation approach described by Good et al. [52] . Here, the 1/r term in the calculation of the potential is replaced by a Gaussian approximation that is inserted into a version of the Carbo equation that can then be calculated far more quickly than the grid points can be processed in the conventional approach. The Gaussian approach hence provides an elegant means of efficiently calculating the similarity between two molecules' MEPs and comparable procedures can be employed to calculate steric and hydrophobic similarities.
The electron density, ρ r , at a point r around a molecule can be calculated from the sum of the contributions from each of the atoms in the molecule, i.e.
where E i (d) is the electron density contribution of atom i at distance d from the nucleus and where r and R i are defined as previously. Good and Richards [53] have shown that it is possible to use Gaussian approximations to fit the curve of electron density against distance from the atomic nuclei and suggested that the resulting expressions can be used for the calculation of a shape-similarity version of the Carbo index. A measure of lipophilic potential may be gained by assigning partial lipophilicity constants to atoms and designing a distance function that relates lipophilicity to distance from atomic centres, in much the same way as the MEP is calculated. Specifically, Gaillard et al. [62] define the molecular lipophilic potential (MLP) at a point r around a molecule by
where f i is the atomic lipophilicity constant. This function was fit to a two-term Gaussian function, analogous to those used for the MEP and shape similarities, with the f i values being calculated using a scheme described by Croizet et al. [63] . In this way, it is possible to generate electrostatic, steric and hydrophobic field descriptors that can then be used to quantify the degree of similarity between pairs of 3D structures, given an appropriate alignment of the molecular fields.
The alignments are generated using a GA that aligns two molecules' fields so as to maximize the value of the Carbo index [59] . In brief, each chromosome in this GA encodes the rotations and translations that are to be applied to a database structure to align it with the target structure. If no account is taken of conformational flexibility then just the rigid-body rotations are encoded; alternatively, if the molecules are allowed to flex, then the chromosome additionally encodes the torsional rotations [60] , although the experiments reported here consider only rigid molecules. The fitness function is the value of the Gaussian similarity coefficient resulting from that particular encoded alignment. The algorithm has been used previously to align molecules on the basis of their MEPs but it is simple to modify it to encompass the Gaussian versions of the shape and MLP similarity measures described earlier, thus allowing the calculation of all three types of similarity by the same basic procedure. Alignments may be made based on a single field-type, or on any combination of the three types of field; here, we report the results when all three of them were combined. During the execution of the GA, each alignment of a target structure and a database structure was used to calculate each of the three individual types of field-based similarity (MEP, shape and MLP) and then the fitness for the chromosome encoding that alignment was the mean of the three resulting Gaussian similarity values. No types of weighting or standardization are applied to the individual similarity measures, so that all three types of field are assumed to contribute equally to the overall score of an individual database structure. 2D and 3D similarity searches were also carried out to provide a basis for the evaluation of the field-based similarity measures. Full details of this work and more extended results are presented by Wild and Willett [64] . TABLE 1. Analysis of the active molecules retrieved in the top-300 rank positions by the 2D, 3D and FBSS similarity measures, using ten different target molecules. The left-hand part of the table contains the number of actives (with the unique actives in brackets) retrieved and the fourth column lists the total number of molecules with the same activity classification as the target. The right-hand part of the table contains the diversity of the retrieved active molecules. The experiments used the 1995 edition of the World Drugs Index (WDI), which contains the 2D structures and activity classes for about 41,000 drugs. The GA is quite slow in operation, taking about 4 CPU days to search the entire file and the experiments hence used a randomly-selected 1-in-10 subset of the full database. This was searched using the 10 target structures employed in a recent study of propertybased similarity measures [65] . These target structures are listed in Figure 1 , together with their associated WDI activity classes. For the purposes of these experiments, drugs that lie within the same activity class or classes as the target are considered actives. For each of the target structures, all of the actives were added to the 1-in-10 subset and then a similarity search was carried out to retrieve the 300 nearest neighbours for the target structure.
Three types of search were carried out for each target structure: a field-based similarity search (hereafter referred to as FBSS), which, as noted previously, involved all three types of field; a conventional 2D, fragment-based similarity search that was implemented using the search routines in the UNITY chemical information management system produced by Tripos Inc.; and a geometric 3D similarity search that was implemented using atom mapping, a distance-based measure of geometric similarity that maps the most similar atoms in two molecules to each other, based on the 3D geometric environment and the hydrogen-bonding type of the atom [66] . In each case, the search performance was measured by the number of actives present in the topranked 300 nearest neighbours and by the number of unique actives, i.e. actives that were not retrieved by any other of the similarity measures.
The left-hand portion of Table 1 shows the number of actives in the top-300 hits returned by each of the methods, where it will be seen that the 2D similarity measure is the most effective at retrieving active molecules. This finding might appear counter-intuitive, given the known importance of 3D information in general (and 3D field information in particular) in determining biological activities [50] , but account must also be taken of the types of molecule in the database used here. Many of the molecules with a given activity class in the WDI are topologically very similar, including many close analogues and so-called 'metoo' drugs. These molecules would be very easy to retrieve using a similarity measure that explicitly encodes 2D information; however, they might well not represent the full range of bioactive structural types, whereas such diverse sets of molecules might be retrieved by 3D measures that do not focus on the specific patterns of atoms and bonds in molecules. As Briem and Kuntz note [67] , such measures permit the identification of molecules that are complementary to a particular biological target whereas 2D measures are well suited to finding molecules with a common substructural moiety.
An inspection of the various search outputs certainly suggests that the 2D measure results in less diverse sets of nearest neighbours than do the other measures, and we have sought to quantify this finding by means of a diversity index based on the fragment bit-strings used for the 2D similarity search. The index used here is the mean pairwise dissimilarity when averaged over all of the molecules in a dataset [49] . This index was calculated for the sets of active structures retrieved in each of the searches and the results are listed in the right-hand part of Table 1 , where it will be seen that the FBSS measure results in more diverse sets of compounds than do the established 2D and 3D measures; similar results are obtained if all of the nearest neighbours are considered, rather than just the active nearest neighbours as here [64] . This indicates that whilst the FBSS measure generally finds fewer actives, those that it does find are better able to suggest novel structural classes that are additional to the close analogues that are usually retrieved by 2D similarity searches. This finding provides some quantitative support for the suggestion that FBSS measures provide an attractive way of identifying bioisosteres in chemical databases, and a similar conclusion can be drawn from the more extended results reported by Wild and Willett [64] . That said, there are several ways in which the current FBSS algorithm can be extended. For example, thus far, we have considered all three types of field to be of equal importance and we are currently investigating the extent to which improvements in search performance can be achieved by differential weighting of the three types of alignment. We are also studying the effect of conformational flexibility on search effectiveness, by incorporating torsional rotations (as well as rigid-body rotations) in the GA using the procedures described by Thorner et al. [60] . Finally, and most importantly, we need to improve the search efficiency, since our current programs, written in C and running on a Silicon Graphics R10000 workstation under UNIX, require about 30 CPU seconds to match a target structure with each structure in a database when all three fields are used. There is hence a need to develop screening methods, analogous to those used for substructure searching, to enable the GA to be used on a routine basis for similarity searching in large corporate databases, which typically contain some hundreds of thousands of structures.
SELECTION OF STRUCTURALLY DIVERSE COMBINATORIAL LIBRARIES
The fourth section of this paper introduced the techniques that are now being used to select sets of dissimilar molecules from chemical databases, with the aim of reacting these together in a combinatorial synthesis so that the final products cover a wide range of structural types. It is assumed that if it is possible to identify maximally-diverse (or, more realistically, near maximally-diverse) sets of reactants, then their use will result in the generation of a maximally-diverse combinatorial library of products when the reactants are combined in a combinatorial synthesis. If this assumption is correct, it will permit the full exploration of the potential structural space even though only a relatively small number of compounds are actually synthesized and tested, as we now demonstrate. Consider a combinatorial library, c, that is synthesized from reactants contained in two reactant pools, r 1 and r 2 , of sizes n 1 and n 2 , respectively (in the following, we consider only dimer libraries for the purpose of simplicity but the analysis can be extended to reactions that involve a greater number of reactants).
These two reactant pools have previously been selected as representing diverse subsets of two larger potential-reactant pools, R 1 and R 2 , of sizes N 1 and N 2 , respectively, using one of the subsetselection procedures described previously. Let C be the fully enumerated combinatorial library that would have been generated from all possible combinations of R 1 and R 2 if the subset-selection procedure had not been used. Thus, c and C contain n 1 n 2 and N 1 N 2 dimers, respectively. The assumption underlying the use of diverse sets of reactants is that the library c will be as diverse as a library obtained by employing the same subset-selection procedure that was used to create the reactant pools r 1 and r 2 , (i.e. that was used 1. Create the N 1 N 2 products in library C by combining each of the N 1 reactants in R 1 with each of the N 2 reactants in R 2 .
2. Create the library L by selecting the n 1 n 2 most diverse products from C.
Calculate the diversity D(L).
(a)
1. Create r 1 by selecting the n 1 most diverse reactants from R 1 . 2. Create r 2 by selecting the n 2 most diverse reactants from R 2 . 3. Create the n 1 n 2 products in library c by combining each of the n 1 reactants in r 1 with each of the n 2 reactants in r 2 .
Calculate the diversity D(c).
(b) to identify the n 1 most dissimilar molecules in R 1 and the n 2 most dissimilar molecules in R 2 ) to identify the most dissimilar n 1 n 2 -molecule library from amongst the N 1 N 2 molecules in C. This subset is referred to subsequently as library L. The two subset-selection procedures are summarized in Figure 2 .
Let D(X) be a function that returns a value describing the diversity of a set of molecules, X. Then the use of sets of diverse reactants to create diverse libraries assumes that c is comparable in structural diversity to L, i.e. that:
D(L) = D(c).
The validity of this assumption was challenged by Gillet et al. [28] , who took three published combinatorial syntheses, generated libraries by both of the procedures summarized in Figure 2 and then calculated the diversities of the two libraries using the diversity index described by Turner et al. [49] : in all cases, the library L had a diversity that was greater than that of the library c. Thus, the greater effort involved in generating L, which involves the analysis of N 1 N 2 product molecules as against the analysis of the N 1 + N 2 reactant molecules required to generate c, results in an increase in the diversity of the final library. However, while L is a library, it is not a combinatorial library in that it contains a maximally diverse set of independent product molecules, rather than a set that can be synthesized using a combinatorial reaction.
The synthetic inefficiency that can result from performing selection at the product level is illustrated in Figure 3a , in which a fully enumerated combinatorial library, C, built from two reactant pools is represented by a (9 × 9) matrix. The rows of the matrix represent the N 1 reactants available in pool R 1 , and the columns of the matrix represent the N 2 reactants in pool R 2 . The N 1 N 2 elements of the matrix then represent the full combinatorial library, C, that would result from reacting all the reactants in R 1 with all the reactants in R 2 . In Figure 3a , pool R 1 contains the nine reactants labelled x 1 . . . x 9 and pool R 2 contains the nine reactants y 1 . . . y 9 . Assume that we wish to select the nine most diverse compounds from C. Then a selection algorithm can select compounds from anywhere within the matrix: for example, the library, L, might correspond to the boxed elements, as shown. The potential synthetic inefficiency of this approach is highlighted by the fact that thirteen reactants are required to build the nine-member library (viz six reactants-x 3 , x 4 , x 5 , x 6 , x 7 and x 8 -from pool R 1 and seven reactants-y 1 , y 2 , y 4 , y 6 , y 7 , y 8 and y 9 -from pool R 2 ), rather than the three from each pool required to build a nine-member subset that is a combinatorial library.
A nine-member subset of C that does represent a true combinatorial library can be selected by intersecting three rows of the matrix with three columns: for example, a (3 × 3) library built from reactants x 3 , x 6 and x 8 reacted with reactants y 2 , y 4 and y 5 is shown by the boxed elements of the matrix in Figure 3b . For ease of visualisation, assume that the rows and columns of the matrix are reordered so that the boxed elements occupy the top lefthand corner of the matrix, as shown in Figure 3c , and that the diversity of this sub-library is then measured. Finding a maximally diverse combinatorial library is then equivalent to reordering the rows and columns of the matrix and measuring the diversity of all possible sub-libraries that occupy the n 1 n 2 -member, top left-hand corner of the matrix. Exploring all permutations of rows and columns represents an enormous search space even for libraries of moderate size and we have thus developed a GA to generate high-diversity combinatorial libraries.
A chromosome in the GA represents one possible combinatorial library. For an n 1 n 2 -member library, a chromosome consists of two parts: the first part represents the n 1 reactants selected from pool R 1 (or the rows of the matrix) and the second part represents the n 2 reactants selected from pool R 2 (or the columns of the matrix). The fitness function of the GA is applied to each chromosome and involves constructing the n 1 n 2 -member combinatorial library, call this C * , represented by the chromosome and measuring its diversity, D(C * ), using the index of Turner et al. [49] . The GA tries to maximize the diversity, D(C * ) and thus to identify the maximally diverse combinatorial subset of C. One of the chromosomes in the initial population is initialized to the reactant subsets found by performing dissimilarity-based selection on the original reactant pools, thus giving an initial solution with a diversity D(c), and the remaining chromosomes are initialized to random subsets. Full details of the algorithm are presented by Gillet et al. [28] .
The operation of the GA is exemplified by its use to generate a combinatorial amide library. The basic synthetic reaction here involves coupling primary amines with carboxylic acids by forming amide bonds, as shown in Figure 4a . Sets of 400 primary amines and 400 carboxylic acids were chosen from the WDI database and represented by Daylight bit-strings. Software was developed to simulate the creation of amide bonds, thus enabling the fully enumerated library, C, containing 160,000 amides, to be constructed by joining all 400 amines to all 400 acids. A diverse subset, L, containing 1600 molecules was selected from C using the dissimilarity-based selection algorithm of Holliday et al. [35] . The same procedure was then used to select 40 diverse amines and 40 diverse acids from the two pools of 400 reactants; the selected acids and amines were used to generate the combinatorial library, c, of 1600 amides. Finally, the GA was applied to C to obtain a diverse combinatorial subset, C * , of 1600 molecules. The same procedure was repeated for the two other combinatorial syntheses shown in Figures 4b and 4c .
For each synthesis, the diversity was calculated for the three types of subset, i.e. for L (the library obtained by selecting in product space), for C * (the library obtained by selecting in product space subject to the combinatorial constraint) and for c (the library obtained by selecting in reactant space). The results obtained are shown in Table 2 , where it will be seen that the GA consistently identifies a subset of the products that is intermediate in diversity between the libraries c and L. Thus, while the combinatorial subset resulting from our GA is not as diverse as the subset obtained by selecting individual product molecules, it does provide a synthetically efficient solution that can be generated directly from a standard combinatorial synthesis experiment. The algorithm hence represents a significant improvement over existing, reactant-based approaches to compound selection; it is also rapid in execution with the selection of (40×40) reactant pools from a 160,000-member product library requiring approximately 20 min for a C program running on a Silicon Graphics R10000 processor.
CONCLUSIONS
The first part of this paper contains an introduction to some of the uses of similarity and dissimilarity techniques in chemical information systems, focusing upon techniques that are capable of processing large structural databases.
Since their introduction a decade or so ago, similarity searching and database clustering have become wellestablished components of drug-discovery programmes and the use of such similarity-based techniques can only increase still further with the current, intense interest in combinatorial approaches to drug discovery. This interest is manifested in the development and evaluation both of new methods for selecting compounds and database subsets and of measures of inter-molecular similarity. Both of these areas of activity are exemplified in the second part of the paper, which discusses recent work in Sheffield on field-based similarity searching and on dissimilarity-based compound selection. The current interest in similarity and dissimilarity methods for processing chemical databases has already resulted in many new methods for representing, searching and selecting molecules (see, e.g. [9, 26] ) and this has led to comparative studies being carried out to ascertain which methods are the most effective and/or most efficient. Examples of this work thus far include studies of different types of structural representation [21, 68, 69] and of different types of selection method [15, 38] . A limitation of these studies is that they have involved different datasets and there is thus a clear need for the development of standard datasets, containing 2D structure diagrams and measured bioassay data for non-trivial numbers of compounds. These would be analogous to the datasets that have been developed for the TREC [6, 70] and MUC [71] programmes in text retrieval and information extraction, respectively and would be expected to be just as effective in facilitating the comparison of the results obtained by different research groups and, consequently, in progressing the entire field.
