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ABSTRACT 
Climate change has been one of the major issues of global economic and social concerns in the 
past decade. To quantitatively predict global climate change, the Intergovernmental Panel on 
Climate Change (IPCC) of the United Nations have organized a multi-national effort to use global 
atmosphere-ocean models to project anthropogenically induced climate changes in the 21
st
 
century. The computer simulations performed with those models and archived by the Coupled 
Model Intercomparison Project – Phase 5 (CMIP5) form the most comprehensive quantitative 
basis for the prediction of global environmental changes on decadal-to-centennial time scales.  
While the CMIP5 archives have been widely used for policy making, the inherent biases in the 
models have not been systematically examined. The main objective of this study is to validate the 
CMIP5 simulations of the 20
th
 century climate with observations to quantify the biases and 
uncertainties in state-of-the-art climate models. Specifically, this work focuses on three major 
features in the atmosphere: the jet streams over the North Pacific and Atlantic Oceans and the 
low level jet (LLJ) stream over central North America which affects the weather in the United 
States, and the near-surface wind field over North America which is relevant to energy 
applications. The errors in the model simulations of those features are systematically quantified 
and the uncertainties in future predictions are assessed for stakeholders to use in climate 
applications. Additional atmospheric model simulations are performed to determine the sources of 
the errors in climate models. The results reject a popular idea that the errors in the sea surface 
temperature due to an inaccurate ocean circulation contributes to the errors in major atmospheric 
jet streams.  
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Chapter 1 
INTODUCTION 
The year 2013 tied at 4
th
 place for the warmest year with 2003 but that does not include 
influence of El Nino. The year 2013 observed many extreme weather conditions. Brazil 
experienced worst draught in last two decades. China and New Zealand were also affected by 
draught. On other hand countries like India, France, Canada and south-west China were hit by 
flood and heavy rainfall causing damage to infrastructure and fatalities. Typhoon Haiyan in south-
east Asia was the deadliest in its history that resulted in several thousands of fatalities and 
economic damage. By the end of year 2013 Northern USA and Canada experienced coldest 
winter in recent time. The climate change is directly or indirectly impacting our society and 
ecosystem. 
To address the issue of climate change more seriously United Nations Environment 
Programme (UNEP) and World Meteorological Organization (WMO) formed an international body 
called Intergovernmental Panel on Climate Change (IPCC) in 1988. The objective of IPCC is to 
provide scientific views related to climate change and predict the environmental and socio-
economic impact so that proper policies can be adopted to mitigate the human interference with 
climate. Based on reports submitted by IPCC many international policies have been undertaken 
so far to minimize the human intervention in global warming. The first report by Working Group-I 
is released and reports by WG-II and WG-III will be published soon. IPCC’s entire fifth 
Assessment Report (AR5) will be approved by the end of 2014 along with its 40
th
 session to be 
held in Copenhagen (Denmark) in November 2014. The scientific questions on AR5 are 
addressed by Coupled Model Intercomparison Project phase 5 (CMIP5). There are more than 20 
climate modeling groups all over the world who contribute to CMIP5. The output of these models 
can be used to project future climate change on two time scales long term and short term.  
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In the AR5 submitted by Working Group-I, there will be 0.3
o
C to 0.7
o
C change in global 
mean surface temperature with medium confidence. By the end of 21
st
 century warming is likely 
to be exceeding by 1.5
o
C and under the most rigors case it will exceed by 4
o
C. Report also 
predicts more frequent hot temperature extremes on land areas. The frequency of heat waves is 
likely to be very high with occasional cold winter extremes. There will be overall increase in 
monsoon precipitation with lengthening of monsoon season. Over mid-latitude and wet tropical 
regions extreme precipitation events are expected to occur with more intensity. Many of these 
impacts can be observed in present. 
 
Figure 1.1: The figure represents 3 dimensional discretization of earth for climate modeling 
showing horizontal and vertical grid along with pictorial representation of climate systems. (Image 
courtesy of MetEd, The COMET Program, UCAR.) 
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The Atmospheric General Circulation model (AGCMs; Kasahara and Washington 1967, 
Manabe et al. 1965, Mintz 1965, Smagorinsky et al. 1965) and the ocean general circulation 
models (OGCMs; Bryan 1969, Cox 1970) were initially developed and later the coupled ocean-
atmosphere general circulation model (AOGCM) was created by Manabe et al. (1975) and Bryan 
et al. (1975). Using these fundamental models many new climate models were developed in 
subsequent years. The Program for Climate Model Diagnosis and Intercomparison (PCMDI) later 
collected the simulation data from various modeling groups and provided access to the climate 
research community through CMIP. The CMIP models have improved a lot over the two decades 
in terms of spacial resolution and complexity. The highest spacial resolution of 240X480 is used 
for long term projections in IPCC AR5. Finer special resolution is mainly restricted by the 
computational time. With advance processors and concepts like parallel computing it is possible 
reduce the computation time and adapt more spacially resolved grids with complex process. 
 
Figure 1.2: The figure depicts increasing complexity in terms of physical processes that has been 
introduced in the models over the period of two decades. FAR, SAR, TAR and AR4 are First, 
Second, Third and Forth Assessment reports of IPCC released in 1990, 1996, 2001 and 2007 
respectively. 
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(a) 
 
(b) 
Figure 1.3: (a) Horizontal and geographic resolution of models over the two decades (IPCC 2007 
AR4). (b) Horizontal and geographic resolution of some of the very high resolution models used in 
CMIP5 shows significant improvement over the previous generation (IPCC WG1 AR5)  
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There are still inherent errors and biases in CMIP models. The resolution used in the 
models is relatively coarse. Also different models have different biases and multi-model mean is 
generally used in many assessment reports. Yet output of CMIP simulations is used in policy 
making by IPCC. Hence there is a need to address a systematic validation and intercomparison.   
In order to compare the CMIP model output 20
th
 century Reanalysis datasets has been 
used in this research. The observational data from ships, satellite and other sources is collected 
daily every 6-12 hours and numerical models simulate some of the aspects of Earth system. 
These datasets are combined using scientific methods to give best estimate of state of 
climatology. Currently many reanalysis datasets are available NCEP R-1, R-2, 20
th
 century 
reanalysis 20CR, Japanese 25 year Reanalysis JRA-25 etc. 
Although most of the CMIP models reproduce many large scale features sufficiently well, 
there may be fluctuations in regional or small scale phenomenon (Bhend and Whetton, 2012; 
Knutson et al., 2013b; van Oldenborgh et al., 2013). Keeping this in mind u-wind output over the 
Northern Hemisphere, which has a distinct large scale phenomenon and v-wind output simulation 
over North American continent, which has a distinct small scale feature, of 36 models from 
CMIP5 is used to compare climate variability and trend in 20
th
 century.  
At the vertical pressure level of 500mb two distinct jet streams are observed for the u-
wind during winter season in north hemisphere i.e. December, January and February. The pacific 
jet is observed east of the Asia continent between Asia and North America. This jet is strongest 
because Himalayan and Tibetan high ground interrupt the generally western flow of air in upper 
atmosphere. In order to conserve the angular momentum in Hardly Cells the overall mechanism 
is operated in such a way that jet stream is maintained near 30 deg latitude. A relatively weak jet 
is also observed towards east of North America during same time in Atlantic Ocean. These two 
phenomenons are large scale circulations hence they are used in this research to compare CMIP 
model output. 
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Another interesting phenomenon which is observed during the summer i.e. June, July, 
and August over the North American continent is Low Level Jet. This jet brings in moisture from 
Gulf of Mexico and plays a significant role in daily precipitation in North American continent. This 
jet stream is vertically extended but not spread over longitude. So this small scale phenomenon is 
also used in this research to compare the output of same 36 models. 
Motivation for running in-house CCM3 simulation: 
The bias in the CMIP models can be a consequence of several parameters including 
initial and boundary conditions, numerical scheme and physical processes used in the algorithm 
of model. Due to statistical nature of comparison it is difficult to say if the discrepancies are due to 
natural variability or forcing or model deficiency (IPCC, WG1 AR5 chapter 11). In scientific 
community there is a popular belief that one of the important causes of error is the incorrect 
boundary condition – Sea Surface Temperature. SST is very important parameter in climate 
science and sea is considered to be the memory of climate as it can store a lot energy over the 
long period of time. Much efforts have been taken to understand the origin of bias in SST (e.g. 
Large and Danabasoglu 2006; Lin 2007; Thompson and Cheng 2008). The influence of SST on 
future climate projects has also been investigated by method of quantile-based bias correction. 
(M. Ashfaq et al, 2010) But little is known about the relationship between model bias and SST.  In 
the second phase of this research SST from 9 CMIP models is used as a boundary condition to 
run in house atmospheric general circulation model using NCAR Community Climate Model 3 
runs to understand the relationship between SST and model bias.  
Wind energy is one of the most important sources of renewable energy and in future its 
demand is going to increase as world will shift its focus from fossil fuels to renewable energy. 
Many off-shore wind projects are in operation in some European countries and USA is now 
exploring this option. So it is important to see how climate change will impact the surface wind 
structures in future. In the third phase of this research we ran simulations from selected models 
based on previous analysis and understand the change it surface wind pattern over the North 
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American continent. The extreme radiative forcing (RCP 8.5) scenario is used as a criterion for 
projections.  
Given this background the main objective of this study is to validate the CMIP5 
simulations of the 20
th
 century climate with observations to quantify the biases and uncertainties 
in state-of-the-art climate models. This is elaborated in details in chapter 2. The possibility of any 
direct impact of SST on model bias by forcing SST from CMIP models to CCM3 simulations is 
discussed in chapter 3. Few selected models have been chosen from study in chapter 2 in such a 
way that it covers the diverse output results from CMIP5 models. In chapter 5 the CMIP5 model 
simulations is used to investigate the trend in surface wind energy by the end of 21
st
 century over 
Northern America considering potential of wind energy as important renewable energy source in 
coming future. A summary of the entire study is presented in chapter 6. 
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Chapter 2 
CLIMATE MODELING, COUPLED MODEL INTERCOMPARISON PROJECT (CMIP) AND 
REANALYSIS 
2.1 Climate Modeling 
The fundamental equations in climate modeling are derived from basic laws of physics 
i.e. conservation of mass, momentum and energy.  In addition to this equation of state is also 
used in climate modeling which relates pressure, temperature, density and salinity. These 
equations have spatial and temporal derivatives involved. The climate model uses different 
numerical technique to solve these equations from set initial condition over the 3-D domain. 
Since atmospheric models are used in the analysis for this research let’s go over some of 
the fundamental equations used in these models. The spherical co-ordinate system is most 
convenient system to represent these equations. These equations are described below from the 
derivations by Washington and Parkinson (2005). 
Law of conservation of momentum –  
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Conservation of Energy –  
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 λ,  φ and z are the longitude, latitude and vertical height respectively while u, v and w are the 
wind components along these directions. p indicates pressure, T temperature, R gas constant, t 
time and   density.    and   are the frictional forces and   is heat term.           is Coriolis 
parameter with Ω as rotational speed of earth. 
This system of six equations with six variables can be then solved numerically. There is a 
seventh equation that relates to change in moisture contains in atmosphere with time, which is 
added in many practical models.  
The most important term in these equations is   which defines the forcing used in model. 
Many scenarios have been used in models to project future climate like RCP 4.5, 6, 8.5 which 
represent anthropologically affected green house gas effects responsible for global warming.  
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These forcing terms are basically included in this   tem along with volcanic aerosol or 
deforestation that cause cooling of climate system over shorter time scale. 
The Atmospheric General Circulation Models (AGCM) use solar radiation and natural 
forcing with prescribed SST as boundary condition. The Ocean General Circulation Model use 
heat flux and wind as boundary condition along with solar forcing. Although basic governing 
equations are same in both the models there is a difference in radiative flux term and time and 
space scales. Because of greater thermal inertia of ocean OGCM has longer time scales 
compared to AGCM. In the coupled models like CMIP AGCM, OGCM, land model and sea ice 
models are fully coupled to one another. The fluxes between these sub models are exchanged to 
represent climatology of entire earth. 
2.2 Coupled Model Intercomparison Project (CMIP) 
In 1995 World Climate Research Program (WRCP) initiated a CMIP program with an 
objective to provide climate scientist a database of coupled model simulations under standard 
boundary conditions. Since commencement CMIP has undergone 5 revisions. The fifth one is the 
latest of all which is been used for AR5 of IPCC. The CMIP5 provides models with “Historical” 
runs for 20
th
 century climate analysis and for future projections “Representative Concentration 
Pathways” (RCP). The RCP has many scenarios that vary the radiative forcing scenarios. RCP 
8.5 is the most sever forcing of 8.5 W/m
2
 by 2100.  In this study CMIP5 models listed in table with 
historical runs are used to compare the performance of model with observational data in 20
th
 
century.  
More than 1000 TB of data is collected (Paek et al,2013) for the CMIP5 from modeling 
groups all over the world. Most of the data is available for free to the research community. The 
data has been downloaded from http://pcmdi9.llnl.gov/esgf-web-fe/ website for the purpose of this 
research. The output files are available in netCDF i.e. Network Common Data File data formats 
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which support the sharing and storing of array-oriented data. In this research MATLAB is the tool 
used as an interface to read and write the netcdf files. 
2.3 Reanalysis 
In meteorology historical observational data over the extended period of time is 
synthesized using a consistent analysis/numerical model and referred as reanalysis. These 
datasets produce best estimate of many atmospheric component such as wind and temperature.  
National Center for Environmental Prediction - NCEP/DOE Reanalysis II dataset has 
been used as an observational dataset in this research. It is an improved version of NCEP 
Reanalysis I (Kalnay et al. 1996, Kistler et al. 2001). The data sources for these observational 
models include land stations, ships, aircrafts, satellite etc. The missing or incomplete 
measurements are filled up using data assimilation process. Numerical models simulate some of 
the aspects of Earth system. These datasets are combined together to give the state of climate 
variables of Earth. The T62 L28 scheme is used for NCEP R-2 with 17 pressure levels. The 
temporal coverage includes 4 times, daily and monthly values from 01/1979 till recent time. 
NCEP_Reanalysis 2 data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, 
USA, from their Web site at http://www.esrl.noaa.gov/psd/. 
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Table 2.1: List of CMIP5 Models along with name of the modeling center. These institutes have 
more than one version of the model available for simulation. 
No Model  Institute 
1 BCC-CSM1.1  
Beijing Climate Center(BCC),China Meteorological Administration, 
China  
2 BNU-ESM  
College of Global Change and Earth System Science, Beijing Normal 
University, China  
3 CanESM2  Canadian Centre for Climate Modeling and Analysis, Canada  
4 CCSM4  National Center for Atmospheric Research, USA  
5 CNRM-CM5  Centre National de Recherches Meteorologiques, France  
6 CSIRO-Mk3.6  
Centre European de Recherches et de Formation Avancee en Calcul 
Scientifique, France  
7 FGOALS-G2  
Australian Commonwealth Scientific and Industrial Research 
Organization Marine and Atmospheric Research in collaboration with 
the Queensland Climate Change Centre of Excellence , Australia  
8 FIO-ESM  Institute of Atmospheric Physics, China  
9 GFDL-CM3  The First Institute of Oceanography, China  
10 GFDL-ESM2G  Geophysical Fluid Dynamics Laboratory, USA  
11 GFDL-ESM2M  
Goddard Institute for Space Studies, USA  12 GISS-E2-H  
13 GISS-E2-R  
14 HadCM3  Met Office Hadley Centre, UK  
15 HadGEM2-AO  National Institute of Meteorological Research, South Korea  
16 HadGEM2-CC  
Met Office Hadley Centre, UK  
17 HadGEM2-ES  
18 INM-CM4  Institute for Numerical Mathematics, Russia  
19 IPSL-CM5A-LR  
Institut Pierre Simon Laplace, France  
20 IPSL-CM5A-MR  
21 MIROC-ESM  Japan Agency for Marine-Earth Science and Technology/  
22 
MIROC-ESM-
CHEM  
Atmosphere and Ocean Research Institute/ National Institute  
23 MIROC5  Environmental Studies, Japan  
24 MPI-ESM-LR  
Max Planck Institute for Meteorology, Germany  25 MPI-ESM-MR  
26 MPI-ESM-P  
27 MRI-CGCM3  Meteorological Research Institute, Japan  
28 NorESM1 Norwegian Climate Centre, Norway  
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Chapter 3 
MULTIDECADAL CLIMATOLOGY IN CMIP5 SIMULATIONS 
The intercomparison of multidecadal climatology is widely used for validation of CMIP 
models. The near term climate projections can be correctly represented if the bias in the CMIP5 
models have been understood. The “historical” experiment in CMIP5 allows researchers to 
validate the model performance by comparing it with observational data. 
In this research output of CMIP5 models is compared with reanalysis data. There are 
many reanalysis datasets available. For the purpose of this research NCEP R-2 dataset and 
r1i1p1 ensemble of 36 different models is used. The r, i, p are called realization number, 
initialization method indicator and perturbed physics respectively. The r number indicates the 
different initial conditions used to run model. The i indicates various initialization methods and p 
describes the perturbation physics model used.  To compare the models under same standards a 
common ensemble is chosen for this study. 
3.1 Simulation of u-wind in CMIP5 
The u-component of wind shows two distinct jets during the winter season over Pacific 
and Atlantic Ocean in northern hemisphere. This u-wind is used as climate index for this study. 
The model output and reanalysis data of 25 years from 1979 to 2003 for the month of January is 
used for this comparison.  
Various models use different spacial resolution. For the intercomparison purpose all the 
models are transformed to the unique grid resolution which is consistent with reanalysis data 
resolution. Linear interpolation is used for this transformation. A quick analysis is performed for 
each model to check the errors caused by interpolation and it indicates no significant difference 
between the original and interpolated output.  
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(a) 
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(b) 
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(c) 
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(d) 
Figure 3.1: (a)-(d) the u-wind over the Northern Hemisphere for 36 models with Reanalysis-2 for 
comparison. The orange and red colors represent very high velocities i.e. the jet. 
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The output of all the 36 models is illustrated in the figure 3.1 with the Reanalysis output 
for comparison. One can note the significant difference in the strength and the overall spread of 
the both Pacific and Atlantic jets and their location with respect to continents. The detailed 
analysis of the output for all the models is summarized in table 3.1. Since all the models have 
been transformed onto the same grid resolution a single criteria is defined for all the models to 
generate the value of Pacific and Atlantic jets. The criterion used to define the pacific jet is the 
mean of u-velocity in 35 grid points around the maximum u-velocity. The criterion used to define 
Atlantic jet is mean of 15 grid points around the maximum u-velocity between 250
o
 to 360
o
 
longitude because it is a weaker jet compared to Pacific. Both these regions are highlighted in 
thick black box in Fig 3.2. The pink box towards east of Asian continent defines overall u-wind jet 
structure over the pacific and the green box towards the east of North American continent defines 
the overall u-wind structure over the Atlantic ocean. 
 
Figure 3.2: The Reanalysis output for u-wind with Pacific and Atlantic jet. The Pacific jet is 
highlighted in pink box and Atlantic jet is highlighted in green box. The black box represents the 
region considered as maxima along two jets. 
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3.2 Analysis of bias in u-wind simulations of CMIP5 
In meteorology root mean square error (RSME) is used to see how a model predicts the 
behavior of certain atmospheric parameter. RSME is defined as positive square root of mean of 
the square of difference between model output and observational data. Although RSME has 
many limitations such as sensitivity and scale dependency, it gives an overall view of magnitude 
of the error in prediction. RSME error for each model is calculated over the entire longitude 
between 17.5
o
N to 60
o
N because both the jet streams lie between these regions and tabulated in 
table 3.1. 
      √
 
 
∑      
 
   
 
F is the Forecast value from the models, O is the observational value which is NCEP R-2 
in this case and N is number of grid points considered. 
Many models are good in terms of predicting the magnitude but there is an error in 
predicting the location of this large scale phenomenon. All the atmospheric models in CMIP5 
have coupled dynamic processes. An error in prediction of location or intensity of physical 
quantity at certain level may lead to biases on dependent quantities. Hence the parameters like 
jet spread over latitude and longitude and exact location of the jet are also important. Since the 
Pacific and Atlantic jets are spread more along the longitude, this spread is calculated. The 
difference between model jet spread and the reanalysis jet spread is tabulated in the table 3.1. 
The negative value indicates that model underestimates the spread while positive value indicates 
model overestimate the spread. The difference is in the multiples of 2.5
o
 because we are using 
the grid resolution of 2.5
o
 x 2.5
o
. 
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Table 3.1: CMIP5 quantities for Pacific and Atlantic jet and RSME and jet spread error 
Sr 
No. 
Model 
RMS Pacific Jet Atlantic Jet 
Error in 
Spread of 
Pacific Jet 
Error in 
Spread of 
Atlantic Jet 
m/s m/s m/s deg deg 
0 Reanalysis 0 35.4849 27.4527 0 0 
1 ACCESS 1.0 2.0202 36.0509 25.973 12.5 0 
2 ACCESS 1.3 3.0165 38.1345 22.844 15 0 
3 BCC-CSM1.1 2.8892 35.2018 28.2834 2.5 5 
4 BCC-CSM1.1m 3.9046 37.7335 30.0079 2.5 5 
5 BNU-ESM 3.0904 37.1878 28.7231 2.5 0 
6 CanCM 4 3.0741 38.0181 24.8324 0 5 
7 CanESM2 2.5227 36.9666 25.7572 2.5 5 
8 CCSM4 3.0383 36.9682 26.8508 7.5 5 
9 CESM1-BCG 2.8184 36.7352 27.4001 2.5 5 
10 CESM1-CAM5 2.1969 37.3491 25.323 15 0 
11 CESM1-FASTCHEM 3.1185 37.0042 28.2228 5 5 
12 CESM1-WACCM 3.048 31.1138 25.3087 0 7.5 
13 CMCC 2.9529 33.8881 26.3709 -2.5 2.5 
14 CMCC_CESM 3.5746 33.1296 28.7975 -5 2.5 
15 CNRM-CM5 2.3708 36.7132 28.5364 -2.5 0 
16 CNRM-CM5-2 2.4578 37.4664 26.7011 2.5 0 
17 EC-EARTH 2.9807 33.0611 25.8121 2.5 2.5 
18 F-Goals-g2 4.9748 38.3286 24.4703 12.5 0 
19 FIO-ESM 2.8029 35.7692 25.2337 10 0 
20 GFDL-CM3 3.8652 41.2469 26.2764 17.5 0 
21 GISS-E2-H 3.9076 35.4702 27.1092 22.5 5 
22 GISS-E2-H-CC 3.1456 35.3973 27.7598 17.5 2.5 
23 GISS-E2-R 3.7759 33.9109 29.0037 12.5 2.5 
24 GISS-E2-R-CC 3.9802 36.885 29.5567 15 2.5 
25 HadCM3 3.9381 33.6172 25.1742 10 7.5 
26 HadGEM2-AO 2.5212 36.8069 27.1329 5 2.5 
27 HadGEM2-CC 2.9108 32.2623 26.1009 7.5 2.5 
28 HadGEM2-ES 2.4517 33.813 24.4468 2.5 -5 
29 inmcm4 3.1616 36.7185 25.1482 10 0 
30 IPSL-CM5A-LR 3.6091 39.619 28.7698 12.5 5 
31 MIROC5 3.7626 35.0049 25.5135 12.5 0 
32 MK360 4.8829 39.2056 26.6268 20 0 
33 MPI-ESM-LR 2.5465 32.484 26.2964 0 2.5 
34 MRI-CGCM3 4.5778 42.6959 27.53 20 2.5 
35 NorESM1-M 2.7259 37.7261 25.0744 2.5 2.5 
36 NorESM1-ME 2.9266 34.5034 25.1268 5 7.5 
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In order to understand the behavior of the models with respect to reanalysis data figure 
3.3 has been generated. On abscissa average value of jet over the pacific and on ordinate 
average value of jet over the Atlantic is plotted. Models show wide distribution about the 
observation value.  
 
Figure 3.3: The magnitude of u-wind over Pacific (abscissa) vs. u-wind over Atlantic (ordinate) for 
CMIP5 simulations. The observational data from reanalysis is shown with red hexagon and 
dashed lines parallel to abscissa and ordinate are drawn through it. 
The figure 3.3 shows how good the model is in terms of the magnitude of the jet. Many 
models seem to overestimate the jet over pacific and underestimate the jet over the Atlantic. 
The difference in the model output and the reanalysis data can be visualized using figure 
3.4. For the representation purpose six models have been chosen here to show diverse output. 
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(a) 
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(b) 
Figure 3.4: (a) The difference in the Reanalysis-2 output and Model output for GISS-E2-H, MPI-
ESM-LR, and ACCESS 1.3 models (b) same for HadGEM2-CC, CNRM-CM5-2 and EC-EARTH 
models. Blue color indicates overestimation and red color indicates underestimation of u-wind. 
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 The deviation of GISS-E2-H in terms of jet spread is very large even though the model 
produces more realistic magnitude of u-wind. This is reflected in figure 3.4(a) for the difference is 
Reanalysis-2 data and model data. The bias in production of jet spread can be traced along the 
path of jet throughout the Pacific Ocean. MPI-ESM-LR and CNRM-CM5-2 produce realistic jet 
spread but MPI-ESM-LR underestimates while CNRM-CM5-2 overestimates the jet magnitude. 
This is reflected in figure 3.4(a) and (b) by the pink and blue regions respectively. The EC-EARTH 
model has less deviation in terms of magnitude and spread for u-wind but the signature dipole 
pattern error in pacific region is observed. More detailed analysis of this model output shows that 
the maximum in the model is shifted by 5
0
 along the latitude which causes this type of structure in 
difference plot (figure 3.4(b)). 
3.3 Simulation of v-wind for CMIP5 
Another parameter considered in this study is low level jet over the North American 
continent during summer. It is important to note that this jet is spread along the latitude but very 
narrow along the longitude. We will study how a model responses to these narrow scale 
phenomenon with the coarse resolution used in all the climatological models.  
The v component of wind is the climate index used in this analysis at 850 mbar pressure 
level. The model output and reanalysis data for 25 years from 1979 to 2003 for the month of May 
is used in this analysis. The distinct jet stream is observed for v-wind during the month of May. 
The output of reanalysis-2 observations is shown in Fig 3.5 Since the low level jet is very narrow 
scale phenomenon the region considered here is mean of the maximum value and one grid 
above and below it. The region is highlighted in light green color box.  
The output of 4 selected models is shown in Fig 3.6 along with the difference with 
reanalysis data. The 4 models are selected to illustrate the diverse output from the CMIP5 
models. The details of magnitude of jet and error in the location are tabulated in table 
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Figure 3.5: Reanalysis output for v-wind with low level jet over USA. The orange box indicates 
LLJ and green box is the region considered as maxima for the analysis. The region masked in 
white is a land at 850 mbar level and we have considered only atmospheric quantities for this 
research. 
(a) 
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(b) 
Figure 3.6: (a) The output of the model simulation and its difference from reanalysis-2 for 
CanCM4 and ACCESS 1.0 (b) same for CESM1-WACCM3, MPI-ESM-LR 
There is huge difference in the interpretation of v-wind for the above shown models. 
CESM1-WACCM model underestimates the strength of low level jet and there is also shift in the 
location of jet towards east. MPI-ESM-LR shows good representation of jet stream but with 
relatively low strength. The error of about ±0.5 m/s is observed along the jet. CanCM4 model 
overestimates the value of jet stream which can be seen in the difference plot by dark blue region 
along the path of jet. The ACCESS 1.0 model predicts the strength of LLJ quite well as seen in 
the tabular analysis but above representation shows that it overestimates the LLJ strength as it 
moves towards the north. 
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Table 3.2: CMIP5 quantities for Low Level Jet along with error in location of maxima 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sr 
No 
Model 
V-wind 
Location of 
Maxima 
Error in Location 
of Maxima 
m/s deg deg 
0 Reanalysis 5.8033 30   
1 ACCESS 1.0 5.8045 32.5 2.5 
2 ACCESS 1.3 5.1267 27.5 -2.5 
3 BCC-CSM1.1 4.2909 30 0 
4 BCC-CSM1.1m 5.393 30 0 
5 BNU-ESM 4.1904 32.5 2.5 
6 CanCM 4 7.7133 32.5 2.5 
7 CanESM2 5.9144 32.5 2.5 
8 CCSM4 4.3884 27.5 -2.5 
9 CESM1-BCG 3.9679 27.5 -2.5 
10 CESM1-CAM5 4.3444 32.5 2.5 
11 CESM1-FASTCHEM 3.3461 27.5 -2.5 
12 CESM1-WACCM 1.2713 27.5 -2.5 
13 CMCC 4.5379 30 0 
14 CMCC_CESM 4.9412 35 5 
15 CNRM-CM5 4.4696 30 0 
16 CNRM-CM5-2 4.6202 30 0 
17 EC-EARTH 5.7825 30 0 
18 F-Goals-g2 4.4337 30 0 
19 FIO-ESM 3.1587 32.5 2.5 
20 GFDL-CM3 4.3602 30 0 
21 GISS-E2-H 3.8286 30 0 
22 GISS-E2-H-CC 4.2466 30 0 
23 GISS-E2-R 4.0435 30 0 
24 GISS-E2-R-CC 4.1387 30 0 
25 HadCM3 4.7377 30 0 
26 HadGEM2-AO 3.265 30 0 
27 HadGEM2-CC 3.3522 27.5 -2.5 
28 HadGEM2-ES 5.2585 27.5 -2.5 
29 inmcm4 5.4298 27.5 -2.5 
30 IPSL-CM5A-LR 2.6044 27.5 -2.5 
31 MIROC5 4.5157 32.5 2.5 
32 MK360 7.1345 32.5 2.5 
33 MPI_ESM-LR 5.0415 32.5 2.5 
34 MRI-CGCM3 3.8385 27.5 -2.5 
35 NorESM1-M 3.1996 27.5 -2.5 
36 NorESM1-ME 3.1732 27.5 -2.5 
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3.4 Conclusion 
 
Figure 3.7: Normalized u-wind for Pacific and Atlantic jets, v-wind and RMSE for all 36 models. 
The numbers on abscissa represent names of the model from table 3.1   
 The figure 3.7 gives overall picture of the model performance in terms of magnitude of u-
wind over pacific and Atlantic, v-wind and RMSE. The values are normalized in such a way that 
the point closer to the blue line at unity represents optimum performance of that parameter. The 
reanalysis dataset values are considered standard for normalization of u and v wind while least 
RSME value is considered standard for RSME represented by red squares. 
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It is clear from figure 3.7 that 31 out of 36 models (approximately 86%) underestimate the 
magnitude of low level jet. The bias in prediction of low level jet is larger compared to bias in u-
wind along both Pacific and Atlantic. This confirms the fact that most of the model exhibit 
significant flaws in interpretation of small scale phenomenon compared to large scale 
phenomenon. Another point to consider here is low level jet is closer to the surface (about 1500m 
above sea level) than Pacific and Atlantic jets (about 5500m above sea level). The atmosphere is 
more turbulent near the surface and it is difficult to model this into simulations which might be 
affecting the performance of numerical model close to surface. This hypothesis can be evaluated 
by performing further analysis. RMSE for u-wind is also widely distributed with some models 
having error twice that of the others. 
 The most successful models in terms of magnitude of u-wind over Pacific and Atlantic are 
GISS-E2-H, GISS-E2-R-CC and BCC-CSM 1.1 but these models has substantial bias in v-wind 
analysis and RMSE. CESM1-WACCM, F-Goals-G2 and IPSL-CM5A-LR models have larger bias 
for all the three wind parameters considered in this study along with higher RMSE values. The 
models like ACCESS 1.0, EC-EARTH, HadGEM2-ES and MPI-ESM-LR are able to produce the 
magnitude of all three parameters together closer to observational data. 
 Deeper analysis for the models is performed for the three key indexes considered in this 
study. This revealed that some of the models with good performance in terms of magnitude have 
the deviation in terms of overall jet spread or location of the jet. ACCESS 1.0 model which 
compares most favorably to observations in terms of magnitude of LLJ and u-wind, show 
significant bias in production of u-wind spread over the Pacific and location LLJ is shifted by 2.5
0
. 
Considering all the factors used in this study including magnitude, u-wind spread and LLJ location 
EC-EARTH model produces most reasonable climatological Pacific and Atlantic jet and Low 
Level Jet. This model produces LLJ really good. The model also has good spatial resolution of 
160X320. 
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While large-scale wind flow patterns are reproduced reasonably well in most of the 
CMIP5 models the bias exists in the form of magnitude, latitude position and spread along 
longitude over both Pacific and Atlantic region. Large bias exists in small-scale phenomenon 
which has larger bias in magnitude and position. The highest resolution of model does not 
necessarily produce the reasonably good output. 
The value of RMSE for multi model average is 1.5335 m/s. The estimated value of u-wind 
along pacific is 36.0639 m/s which is 1.6% higher than Reanalysis-2 data and along Atlantic is 
25.5149 m/s which is 7% lower than Reanalysis-2 data. There is 5 degrees of difference 
observed for multi-model average of u-wind. The magnitude of Low Level Jet is 4.44 m/s is 
substantially lower than Reanalysis-2 data. 
 The multi-model mean of all the models in this study: 
1. Overestimates the magnitude and spread of u-wind jet over Pacific Ocean 
2. Underestimate the magnitude but overestimate spread of u-wind jet over Atlantic Ocean 
3. Significantly underestimate the magnitude of Low Level Jet (approximately 23%) 
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Chapter 4 
COMMUNITY CLIMATE MODEL (CCM3) SIMULATIONS BY FORCING SST FROM  
CMIP5 MODELS 
Understanding the source of bias in model simulation can help developers to work on that 
parameter to further improve the model performance. As seen in Fig 3.3 the variation in prediction 
of Pacific and Atlantic jets is quite significant and since multi-model average is used in IPCC 
reports for policy making, it is important to reduce the bias. Many researchers feel that the SST 
can impact the model simulation for atmospheric component as it is a lower boundary condition. 
Sea has large thermal inertia which makes it an important component to drive the atmospheric 
circulations. The aim of this research is to investigate the relationship in the trend of CMIP5 
model bias for u-wind to SST. This is done by using SST from CMIP5 models as boundary 
condition to run the common numerical model for atmosphere only i.e. CCM3. 
4.1 NCAR CCM3 Model 
The Community Climate Model (CCM3) is the fourth generation of National Centre for 
Atmospheric Research (NCAR). It has been written in Fortran 90/95. 
The vertical and temporal aspect of the model uses finite difference method while 
horizontal aspects are treated using spectral transformation method. All horizontal derivatives and 
linear operations are performed in spectral space and non-linear operations and physical 
parameterization like clouds and radiation, precipitation, land surface model are carried out in 
Gaussian grid-point space. The model appears to be grid-point model to users. 
The finest available resolution is CCM3 is T42 (64X128; approx. 2.8
0
). The hybrid vertical 
co-ordinate system is used which follows the terrain at Earth’s surface. The semi-implicit leapfrog 
scheme is used to integrate fundamental equations in time. The first time step is forward semi 
implicit and the rest is centered semi implicit method. 
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Figure 4.1: Hybrid vertical coordinate system in CCM3 that follows terrain on earth (NCAR CCM3 
report, 1996) 
The initial conditions to run the model consist of wind, temperature, surface pressure and 
heat flux specified on Gaussian grid at t=0. The model requires lower boundary conditions such 
as time varying sea surface temperature and sea-ice location. The initial and boundary conditions 
can be prescribed by user. This feature of the CCM3 model is used in this research to run the 
model with different SSTs. 
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4.2 Simulations with CCM3 for SST from CMIP5 models 
In this study nine different models are selected from u-wind analysis. The models are 
selected in such way that some represent the extreme bias; some are closer to the observational 
value and some random intermediate. The near surface air temperature (2 meters above surface) 
is used and approximated as SST. It has been verified that there is no significant difference 
between the SST and near surface air temperature over the ocean. The SST is averaged over 
the period of same 25 years (1979-2003) for which CMIP5 u-wind study was done. This surface 
temperature file from these CMIP5 is then transformed to the Gaussian grid of T42 and then 
updated into the boundary file of CCM3 model. 
The AGCM used in this study is NCAR CCM3 with T42 horizontal resolution. The model 
is initialized by default values provided with model. The SST and sea ice concentration is used as 
lower boundary condition.  The CCM3 model is set to run for 7427 days which correspond to 20 
years of data.  
The u-wind variable from these simulations is extracted from output file and then mean 
value for 20 years is obtained for all the 9 model runs in CCM3. As explained earlier CCM3 uses 
hybrid vertical grid that follows the terrain on earth’s surface. The actual pressure level is 
determined using                               
                                  
where Am and Bm are the parameters that vary with vertical level. K is the index for vertical level. 
Ps is the surface pressure at each grid point and Po is a constant pressure of 100000 Pa. The 
actual pressure level obtained here is not constant throughout the grid as surface of the earth is 
not smooth. But in our previous analysis we have used pressure level of 500 mbar. To obtain the 
value of u-wind at this level for all the grid points linear interpolation is used. 
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Figure 4.2: Sea Surface Temperature of 9 models and observational data for the month of 
January. The plots are obtained from the file used as Boundary Condition to run in-house CCM3 
simulations 
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The mean value for 20 years is obtained for all the 9 model runs in CCM3. The output of 
u-wind with region considered as Pacific and Atlantic jet for CCM3 reproduces the phenomenon 
sufficiently well in terms of the structure of two jet streams. CCM3 is very old climate model so it 
does have its own errors. Since we are comparing all the CMIP5 models under this same 
numerical model simulation we can assume that the inherent model bias is negated. 
4.3 Results and Discussion 
 The u-wind from CCM3 and CMIP5 for the 9 models is plotted and mean of these values 
is used as a reference to investigate the relationship between CMIP5 model bias and SST. The 
figure 4.2-4.4 shows the variation of the models output with forced SST from CMIP5 using in-
house simulations against the mean of all those model outputs and actual CMIP5 simulations 
output against the mean of those outputs. 
 
Figure 4.3: Comparison of CCM3 output with forced SST from CMIP5 models and the 
corresponding CMIP5 models for the Pacific Jet along with their respective means. 
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Figure 4.4: Comparison of CCM3 output with forced SST from CMIP5 models and the 
corresponding CMIP5 models for the Atlantic Jet 
 
Figure 4.5: Comparison of CCM3 output with forced SST from CMIP5 models and the 
corresponding CMIP5 models for the Low Level Jet 
 The models have been chosen in such a way that they represent all quadrants of figure 
3.3 i.e. all the possible combinations of overestimation and underestimation of u-wind over Pacific 
and Atlantic. Although some of the models show consistent variation for all the parameters others 
are inconsistent for some parameters. E.g. BCC-CSM-1.1 model underestimates the Pacific jet in 
both CMIP5 simulations and in-house CCM3 runs but for Atlantic jet it overestimates in CMIP5 
runs and underestimates in CCM3. Models like CanCM4, MPI-ESM-LR, BNU-ESM and GISS-E2-
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H also show some kind of inconsistency in behavior of the two simulation outputs for same 
parameter. 
 Maloney and Chelton investigated the direct linear relationship between surface wind 
stress and SST for IPCC AR4 models (Maloney et al, 2006). They suggested that deficiencies in 
parameterization of boundary layer may be responsible for deviations in air sea interactions. As a 
part of this study we investigated the impact of one of the most important boundary condition - 
SST on u-wind at 500mbar and v-wind at 850mbar. From the analysis we conclude that there is 
no direct relationship between SST boundary condition and model bias. There must be some 
additional factors that must be influencing the models performance throughout the model run. The 
further research can be carried out in similar manner by choosing some other boundary condition 
or parameter to run the simulation to check the impact of it on model output. 
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Chapter 5 
APPLICATION OF CMIP5 MODELS FOR SURFACE WIND ANALYSIS IN 21
ST
 CENTURY 
The rapid technological developments in the past decade have established wind energy 
as one of the major alternatives to fossil-fuel based energy. The potential of wind power 
generation in the United States alone, including off-shore and on-shore capacity, is estimated to 
be about 15000 GW (e.g., Lopez et al, 2012).  This estimate generally does not take into account 
future climate changes which may alter the pattern and strength of near-surface wind at desirable 
locations for wind farms (Freedman et al. 2009, Ren 2010).  Worldwide, long-term projections of 
decadal-to-centennial climate changes due to anthropogenic emission of greenhouse gases 
(GHG) have been systematically carried out by climate modeling groups that participate in the 
Climate Model Intercomparison Project – Phase 5 (CMIP5, Taylor et al. 2012, cmip5-
pcmdi.llnl.gov/cmip5), in close association with the Intergovernmental Panel on Climate Change 
(IPCC) of the United Nations (IPCC 2013).  While climate model outputs from CMIP5 and its 
predecessors have been widely used to project regional changes in temperature and hydrological 
cycles (e.g., Seager et al. 2007, Baker and Huang 2014) few studies have used the datasets to 
project future changes in surface wind.  Notably, Pryor and Barthelmie (2011) analyzed the 
regional model simulations in NARCAAP (Mearns et al. 2012), constrained by the global model 
projections from CMIP3 (Meehl et al. 2007), to conclude that GHG-induced climate change will 
not significantly affect wind power potential in the United States in the coming decades.  As a 
contribution to this underexplored area of research, this study will use a subset of the newer 
CMIP5 model data to construct the GHG-induced trends in the near-surface wind speed over 
North America.   
The horizontal resolution of the global climate models in CMIP5 is typically around 100-
150 km in midlatitudes. It is understood that this is not fine enough to resolve detailed topography 
in the mesoscale and sub-mesoscale, which can have nontrivial influences on the low-level wind 
field. Nevertheless, the information from the global models provide the first-order picture of the 
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changes in the large-scale flow, which will form the basis for future efforts to downscale the global 
model output to regional and urban scales. The CMIP5 simulations for the 21
st
 Century are driven 
by the radiative forcing deduced from different scenarios of anthropogenic emissions of GHG and 
industrial aerosols. Regional climate changes due to land-use changes (e.g., urbanization) or 
even the influence of large-scale wind farms (e.g., Keith et al. 2004, Adams and Keith 2013) are 
not covered by the 21
st
 century scenarios in CMIP5 and are not considered in this work. 
 
Figure 5.1: Radiative Forcing and Effective Radiative Forcing of climate change during industrial 
era. Solid bars are RF, hatched bars are ERF and green bars are AR4 RF uncertainty ranges 
from 1750 to 2011. 
The “Representative Concentration Pathways” (RCP) scenarios are used in CMIP5 
simulations based on future anthropogenic emissions under different geopolitical agreements to 
control these emissions. These scenarios have different set targets of radiative forcing at 2100 
(2.6, 4.5, 6.0, 8.5 W/m
2
).  The RCP were developed using Integrated Assessment Models (IAMs) 
based on which simple model runs produced GHG concentrations. The AOGCMs are forced with 
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the different forcing term Q in the Conservation of Energy equation in chapter 2, depending on 
GHG concentrations projected by IAMs. The GHG like CO2 and CH4 increase the radiative 
forcing while aerosol and deforestation lead to negative forcing as seen in figure 5.1.  Major 
volcanic eruptions have negative impact on radiative forcing but their occurrence is unknown 
hence it is not included in projection scenarios.  
5.1 Dataset 
Five models from CMIP5, EC-EARTH, IPSL-CM5-LR, GISS-E2-H, CSIRO-MK 3.6.0 and 
ACCESS 1.0 (listed in Table 1), are used in this study. By first examining the scatter plots of the 
indices of large-scale wind fields (in the manner of Paek and Huang 2013) over the Pacific-North 
American sector, the five models were selected as a subset that at least reflects the diversity (in 
terms of model resolution and biases) of the over 30 models in CMIP5. For example, IPSL-CM5-
LR and GISS-E2-H substantially underestimate and CSIRO-MK 3.6.0 overestimates the Low 
Level Jet over North America, while the other two models produce only small biases in that 
feature (not shown).  For our purpose of deducing trends, the Historical runs for the 20
th
 Century 
and the corresponding 21
st
 century runs under the Representative Concentration Pathways 
(RCP) 8.5 scenario are used.  As a brief background, the RCP8.5 scenario imposes 8.5 W/m
2
 of 
radiative forcing, induced by the projected increase in GHG concentration, to the atmosphere 
towards the end of the 21
st
 Century.  It produces an increase in global mean surface air 
temperature which ranges from +2.6 to +4.8 
0
C over the 21
st
 Century from the projections by the 
majority of CMIP5 models (IPCC 2013).  
The global models in CMIP5 typically have very few vertical levels within the planetary 
boundary layer. Given that wind turbines are usually at 80-100 m height at which there is no 
direct model output, the closest standard output variables that we can use from CMIP5 are the 
surface wind speed and the vector wind field at 10 m height as calculated from boundary layer 
parameterization schemes.  We will use the standard monthly mean archives of those variables 
from CMIP5. It is worth noting that, consistent with our purpose, the monthly mean of surface 
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wind speed in the archive is the monthly average of the wind speed calculated at daily or sub-
daily frequency.  While the wind speed at 10 m is generally less than that at 80-100 m height, the 
two are highly correlated and can be related by the Hellman exponent and wind gradient equation 
used for wind turbines (e.g., Kaltschmitt et al. 2007). Thus, we analyze the 10 m wind as a close 
proxy of the actual wind at the turbine height. 
The simulations from the last two decades of the Historical and RCP8.5 runs are used to 
deduce the trends. More precisely, the centennial trend is defined as the climatology of 2079-
2099 minus the climatology of 1979-1999. Winter and summer will be analyzed separately.  The 
10 m wind data from the NCEP-DOE Reanalysis-2 (Kanamitsu et al. 2002, data obtained from the 
archive at www.esrl.noaa.gov/psd) for 1979-1999 will also be used to cross validate the CMIP5 
Historical runs.  
5.2 Overview of Model simulations 
 Figure 5.2(a) shows the climatology of the surface (10 m) wind speed over North America 
for the winter season (December-February) constructed from the last two decades of the 20
th
 
century Historical runs (left column) and the last two decades of the 21
st
 century RCP 8.5 runs 
(right column) using five different models in CMIP5. Figure 5.2(b) is similar to Fig. 5.2(a) but for 
summer (June-August).  For the 20
th
 century simulations, the models produce the common first-
order features with the highest wind speed over the oceans and relatively higher wind speed over 
the Great Plains compared to the Rockies and the Southeastern U.S. The wind speed is higher in 
winter than in summer overall.  These first-order features are also produced by the 21
st
 century 
runs, giving the first indication that the GHG-induced climate change does not dramatically alter 
the surface wind field.  Within either group of the 20
th
 or 21
st
 century runs, notable differences 
exist among the models. For example, in winter, GISS-E2-H and ACCESS 1.0 produce 
considerably stronger surface wind off the East Coast of the U.S. than other models; IPSL-CM5-
LR and EC-Earth produce a more distinctive local maximum of surface wind over North-Central 
U.S. which is less visible in the simulations by the other three models. It is also interesting to note  
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(a) 
 43   
  
 
(b) 
Figure 5.2(a) the mean wind speed over North America during winter (DJF) showing historical 
and RCP 8.5 runs for five models. (b) Same for summer (JJA). The green color represent lower 
wind speed and red color represent higher wind speed. 
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Figure 5.3 Change in mean surface wind speed for five models over North America. The blue 
color indicates increase in wind speed and red color indicates decrease in wind speed. 
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that only EC-Earth produces local surface wind maximum over the Great Lakes. This is because 
that model has the highest resolution among the five, high enough to partially resolve the lakes.  
The fine structures mentioned above that are unique to an individual model tend to exist in both 
the 20th and 21st century simulations by that model. This indicates that the model bias remains 
similar under the GHG forcing in the 21
st
 century. In other words, if one defines the trend as the 
difference between the 21
st
 century climatology and 20
th
 century climatology, both from the same 
model, the bias would cancel itself. Thus, the trend so deduced can still be meaningful even if the 
model has biases.  
 Figure 5.3 shows the trends in the surface wind speed, defined as the 2079-2099 
climatology minus the 1979-1999 climatology, over North America for winter (left column) and 
summer (right column), based on the simulations by the five models shown in Figs. 5.2(a) and 
(b).  The models produce diverse responses to GHG forcing. For example, IPSL-CM5-LR 
produces a positive trend in winter and negative trend in summer over almost the entire North 
American sector, while the responses in the CSIRO-Mk 3.6.0 model are muted for both seasons. 
Nevertheless, when averaged across the models, the GHG-induced trends in the surface wind 
speed are overall an increase in winter and a decrease in summer over the North American 
continent. The increase in the surface wind speed in winter is broadly consistent with the 
enhancement of the eastward tropospheric jet stream aloft (which is a main feature in winter) 
found in previous analyses of the CMIP5 zonal wind data (Paek and Huang 2013). 
 The determination of the trends in Fig. 5.3 is entirely based on models. As noted, if the 
model bias is not significantly affected by the GHG forcing in the 21
st
 Century, by taking the 
difference between the 21
st
 and 20
th
 century runs the bias would cancel itself. This philosophy is 
also adopted by the IPCC in its assessment reports on future climate (IPCC 2013).  Nevertheless, 
for completeness we should compare selected models with the 20
th
 century reanalysis to affirm 
that the biases are not excessive. Figure 5.5 shows the 1979-1999 climatology (averaged over all 
seasons) of the surface wind speed from NCEP-DOE Reanalysis-2 (left), along with its 
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counterparts from the Historical runs using GISS-E2-H (middle) and EC-Earth (right). The overall 
patterns in reanalysis and model simulations are similar, although GISS-E2-H slightly 
underestimates the wind speed over West-Central U.S. while EC-Earth overestimates it. A more 
complicated picture emerges if one further compares the climatology of the u- and v-component 
of the 10 meter wind.  The top row in Fig. 5.4 is similar to Fig. 5.5 but for the v-component of 
surface wind, and the bottom row the u-component of it. Although EC-Earth has a larger bias in 
the surface wind speed, it simulates the v-component of the wind field better than GISS-E2-H. 
The bias in EC-Earth is mainly in the u-component. The two cases in Figs 5.4 suffice to illustrate 
that the model biases have somewhat complicated patterns but are not excessive in their 
magnitude.  Also, a further examination did not reveal a simple correspondence between the 
pattern of the bias and the pattern of the trend. 
 
 
Figure 5.4: Comparison of GISS-E2_h and EC-Earth model with Reanalysis-2 data for u and v 
component over North America  
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Figure 5.5 shows the comparison of two models with Reanalysis-2 data for mean monthly wind 
speed averaged over the period 1980 to 1999. 
 
Figure 5.6: Change in wind velocity over Central America and along East Coast from last two 
decades of 20
th
 century to last two decades of 21
st
 century for EC-Earth model. Color contours 
represent average of monthly mean wind speed and arrows indicate flow of wind. 
5.3 Regional Surface Wind variations: 
With the changes in the surface wind speed shown in Fig. 5.3, one may ask if there are 
also changes in the wind direction.  The maps of the 10 meter wind fields, for selected models 
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and regions with notable changes in wind speed, are shown in Figs. 5.6 and 5.7.  The left column 
shows the Historical run and right column the corresponding RCP 8.5 run.  Wind fields are shown 
as the arrows, with the magnitude of the wind vector imposed in the background as the color 
shading. Figure 5.6 shows the EC-Earth simulations for Central U.S. (top) and the East Coast of 
the U.S. (bottom) for summer. Figure 5.7 shows the GISS-E2-H simulations for the Southern U.S. 
and part of Gulf of Mexico (top), and West Coast of the U.S. (bottom), both for winter. While 
significant changes in the wind direction are found in a few isolated places, e.g. Illinois in the top 
row of Fig. 5.6, and Pennsylvania and off the coast of New Jersey in the bottom row of Fig. 5.6, 
for most regions shown in Figs. 5.6 and 5.7 the GHG forcing does not induce major changes in 
the wind direction and the patterns of surface wind. 
 
Figure 5.7: Change in wind velocity over Texas-Gulf of Mexico and along West Coast- California 
from last two decades of 20
th
 century to last two decades of 21
st
 century for GISS-E2-H model. 
Color contours represent average of monthly mean wind speed and arrows indicate flow of wind. 
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5.4 Percentage change in Wind Speed 
 The percentage change in mean wind speed for all five models is calculated as multi-
model mean at each grid point. To ensure this all models have been interpolated to same grid 
resolution. The formula to calculate multi-model mean wind speed at each grid is, 
                     
 
 
∑
                       
           
 
   
 
where,      – Wind speed from RCP 8.5 runs for last two decades of 21st century 
     - Wind speed from historical runs for last two decades of 20th century 
 
Figure 5.8: Multi-model Mean percentage change in wind speed during winter and summer. The 
red region indicates increase in wind speed and green region indicates decrease. The values 
range from -20% to 20%. 
The sample standard deviation is calculated at each grid point is calculated using, 
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Most of the high capacity wind turbines operate above 5 m/s for the practical energy 
production. According to Hellman exponent and wind gradient equation used for wind turbines the 
wind speed at 80 meters is almost 1.5 to 2 times that of the wind speed at 10 meters from the 
surface (Kaltschmitt M et al). Considering this we will neglect the regions which have wind speed 
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less than 2 m/s at 10 meters from the surface. (If at least one model meets this criterion at a 
given grid point, that grid point is excluded from the calculation of µi,j.). 
 
 
Figure 5.9: Multi-model mean of standard deviation in wind speed. 
 As projected earlier, overall increase in mean wind speed can be observed during winter 
from figure 5.8. The model mean projects almost 20% reduction in wind speed during the summer 
and about 5% increase in wind speed during the winter along East Coast, Central America and 
Gulf of Mexico. The value of standard deviation is substantial along California and East Coast 
during both the seasons. The Texas and Gulf of Mexico shows relatively less standard deviation. 
 Our results of the changes in surface wind speed and wind direction suggest that the 
GHG forcing (as used in CMIP5 simulations under the RCP 8.5 scenario) has a moderate, but not 
major, influence on the near-surface wind fields over North America. This broadly agrees with the 
conclusion of Pryor and Barthelmie (2011) that the estimate of wind power potential over the U.S. 
using present-day climatology will remain useful in the coming decades.  Note that the trend 
considered in this study is defined as the centennial change over the whole 21
st
 century. The 
equivalent change over only the next 50 years (as discussed by Pryor and Barthelmie 2011) 
would be smaller. The RCP 8.5 scenario chosen for our analysis is among the ones with a higher 
estimate of future GHG emissions.  If the RCP 4.5 scenario were chosen, the projected trend 
would also be smaller. 
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5.5 Discussion 
 Using 5 models from the CMIP5 archive and comparing the RCP 8.5 runs with Historical 
runs, moderate centennial trends in the 10 m wind speed are projected over North America. In 
winter, we found 5-10 percent increases per century over Central and East-Central United States, 
the Californian Coast, and the South and East Coasts of the U.S. In summer, decreases in the 
wind speed ranging from 5-20 percent per century are found over the same coastal regions and 
isolated locations in West and West-Central U.S. These projected changes in the surface wind 
speed are moderate overall.  From the global model projections, the estimate of wind power 
potential for North America based on present-day climatology will remain accurate in the coming 
decades. The relatively coarse resolutions of the global models do not allow an accurate 
representation of the mesoscale and sub-mesoscale topography, which might affect the 
projections of the changes in the surface wind field.  Our results will serve as a useful basis to 
guide future work on downscaling the CMIP5 model outputs to the sub-mesoscale, which may 
help resolve the topographic effects. The RCP scenarios used in CMIP5 do not consider the 
effects of future land-use changes, including those related to the construction of large-scale wind 
farms. An integration of those effects into regional climate modeling, using the CMIP5 global 
model outputs as the boundary conditions, will help refine the conclusions of this work. 
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Chapter 6 
SUMMARY 
 The CMIP5 model simulations for large scale and small scale phenomenon have been 
evaluated in this study. The u and v component has been chosen as a key index. The 
performance of model is compared with observational data using NCEP Reanalysis-2 dataset. 
The models reproduced the large scale phenomenon reasonably well for the u component of 
velocity to predict jets over Pacific and Atlantic Ocean. There is a large bias for Low Level Jet 
over North America which is a small scale phenomenon. The bias is observed in magnitude, 
latitude position and jet spread for these climate indexes. The highest resolution of the models 
does not necessarily reproduce good output results but most of low resolution models show 
substantial bias especially for Low Level Jet. Overall 36 models analyzed in this study 
overestimated the u-wind jet over Pacific, underestimated u-wind over Atlantic and Low Level Jet 
over North America.  To understand the potential source of error in-house atmospheric general 
circulation model simulations has been performed with forced SST from selected CMIP5 models. 
The results showed that errors in sea surface temperature which is an important coupling 
boundary condition for atmospheric circulation simulation does not contribute to errors in 
atmospheric jet streams. The response of CMIP5 models to climate change has been diagnosed 
for surface wind analysis over North America considering its importance in energy applications. 
Although there is some inconsistency for different models in projection of change in surface wind, 
the models showed overall decrease in wind speed in summer and increase during winter. In 
future more detailed analysis can be performed to understand the bias in small scale 
phenomenon because of inaccurate modeling of turbulent atmospheric processes near the 
surface of Earth. Other parameters at the boundary can also be explored which might be 
contributing to bias in the jet streams. 
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APPENDIX I 
MATLAB CODE 
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MATLAB function script for u-wind. ncid1, latitude and longitude start and count required to define 
North Hemisphere in model, pressure level and time variable which defines January 1979 are the 
input variables for this function. 
function [pr_r2f,prc]=uvel(ncid1,lat_start,lat_count,lon_start,... 
    lon_count,level,time_s,time_e) 
  
% Reading reanalysis data 
ncid2=netcdf.open('uwnd.mon.mean_ncep_r2.nc','NC_NOWRITE'); 
lat_r2 = netcdf.getVar(ncid2,1,1,35); 
lon_r2 = netcdf.getVar(ncid2,2,1,142); 
  
pr_r2=0;z=1; 
c=0; 
i=0;                                   % Define a starting month, 
Jan,1979 
while z>0 
pr_r2 =pr_r2+netcdf.getVar(ncid2,5,[1 1 5 i],[142 35 1 1],'double'); 
i=i+12; 
c=c+1; 
if i==300                           % Loop terminate after 25 years of 
data 
    z=0; 
end 
end 
pr_r2=pr_r2/c;                      % Mean of 25 years for Reanalysis 
data 
  
% Adding offset & scale factor 
for p=1:142 
    for q=1:35 
            pr_r2f(q,p) = pr_r2(p,q)*0.01+188;   
    end 
end 
  
% Running the model's data stored in ncid1 
lat_m = netcdf.getVar(ncid1,3,lat_start,lat_count); 
lon_m = netcdf.getVar(ncid1,5,lon_start,lon_count); 
  
pr_m=0; 
z=1; 
c=0; 
i=time_s;         % Define start time for model, for u-wind it is 
Jan,1979 
while z>0 
pr_m =pr_m+netcdf.getVar(ncid1,7,[lon_start lat_start level i],... 
    [lon_count lat_count 1 1],'double'); 
i=i+12; 
c=c+1; 
if i==time_e                        % Loop terminate after 25 years 
    z=0; 
end 
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end 
pr_m=pr_m/c;                        % Mean of 25 years 
  
% Identify missing values 
for k=1:lat_count 
    for i=1:lon_count 
        if pr_m(i,k)>100 
            pr_m(i,k)=0; 
        end 
    end 
end 
  
% Interpolation of Model to Reanalysis grid (Linear Interpolation) 
pr_cn=transpose(pr_m); 
prlat=interp1(lat_m,pr_cn,lat_r2,'linear'); 
prlat1=transpose(prlat); 
prlon=interp1(lon_m,prlat1,lon_r2,'linear'); 
prc=transpose(prlon); 
  
  
% Difference in Model output and actual output 
for i=1:35 
    for j=1:142 
        diff_m(i,j)=(pr_r2f(i,j)-prc(i,j)); 
    end 
end 
  
% RMSE calculation for selected region 
diff=0; 
counter=0;  
for i=12:29 
    for j=1:142 
        diff=diff+diff_m(i,j)^2; 
        counter=counter+1; 
    end 
end 
rms=sqrt(diff/(counter)) 
  
% Find avg maximum in Pacific jet as shown in sample fig 
[num,idx]=max(pr_r2f(:)); 
[latx,lonx]=ind2sub(size(pr_r2f),idx); 
[num,idx]=max(prc(:)); 
[latm,lonm]=ind2sub(size(prc),idx) 
pr_r2=0; 
pr_mod=0; 
for i=-2:2 
    for j=-3:3 
      pr_r2=pr_r2+ pr_r2f(latx+i,lonx+j); 
      pr_mod=pr_mod+prc(latm+i,lonm+j); 
    end 
end 
pr_r2=pr_r2/35; 
pacific_model=pr_mod/35 
  
% Find avg maximum in Atlantic jet 
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m1=max(max(pr_r2f(:,100:142))); 
index=find(pr_r2f==m1); 
[latx2,lonx2]=ind2sub(size(pr_r2f),index); 
  
m2=max(max(prc(:,100:142))); 
index=find(prc==m2); 
[latm2,lonm2]=ind2sub(size(prc),index) 
pr_r2_2=0; 
pr_mod_2=0; 
for i=-1:1 
    for j=-2:2 
      pr_r2_2=pr_r2_2+ pr_r2f(latx2+i,lonx2+j); 
      pr_mod_2=pr_mod_2+prc(latm2+i,lonm2+j); 
    end 
end 
pr_r2_2=pr_r2_2/15; 
atlantic_model=pr_mod_2/15 
  
% Find out boundaries(lat and lon) of Pacific Jet 
p=1; 
q=1; 
for i=1:142 
    if prc(latm,i)>=pacific_model 
        jet_mlon(q)=lon_r2(i); 
        q=q+1; 
    end    
end 
p=1; 
q=1; 
for i=1:35 
    if prc(i,lonm)>=pacific_model 
        jet_mlat(q)=lat_r2(i); 
        q=q+1; 
    end    
end 
  
lon_right=min(min(jet_mlon)) 
lon_left=max(max(jet_mlon)) 
lat_top=max(max(jet_mlat)) 
lat_bottom=min(min(jet_mlat)) 
  
% Find out boundaries(lat and lon) of Atlantic Jet 
p=1; 
q=1; 
for i=100:142 
    if prc(latm2,i)>=atlantic_model 
        jet_at_lon(q)=lon_r2(i); 
        q=q+1; 
    end    
end 
p=1; 
q=1; 
for i=1:35 
    if pr_r2f(i,lonx2)>=pr_r2_2 
        jet_r2lat(p)=lat_r2(i); 
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        p=p+1; 
    end 
    if prc(i,lonm2)>=atlantic_model 
        jet_at_lat(q)=lat_r2(i); 
        q=q+1; 
    end    
end 
  
lon_right_at=min(min(jet_at_lon)) 
lon_left_at=max(max(jet_at_lon)) 
lat_top_at=max(max(jet_at_lat)) 
lat_bottom_at=min(min(jet_at_lat)) 
 
  
