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1. Introduction
In this paper, we consider the following nonlinear discrete Dirichlet boundary value problem{−2uk−1 = λ f (uk) + μg(k,uk), k ∈ [1,N],
u0 = uN+1 = 0, (Pλ,μ)
where N is a positive integer (N > 1), [1,N] is the discrete interval {1,2, . . . ,N},  is the forward difference operator
deﬁned by uk−1 := uk − uk−1, 2uk−1 := uk+1 − 2uk + uk−1, f : R→ R and g : [1,N] ×R→ R are continuous functions
and λ and μ are positive real parameters.
In the last years, exploiting various methods as ﬁxed point theorems, upper and lower solutions, Brower degree and
critical point theory, several authors have studied nonlinear discrete boundary value problems, see, for instance, [2,3,6,7,4,
11,13,14,16,19,24] and the references given therein.
The aim of this paper is to investigate the existence of three solutions to problem (Pλ,μ), where λ,μ > 0. Problem
(Pλ,0) has been studied, see for instance [6] and [12], obtaining at least three solutions for every λ lying in a precise
interval. Here, we prove that the same conclusion holds for the perturbed problem (Pλ,μ) by choosing μ in a suitable way
but under a more general growth condition on the nonlinear term. In particular, we will present two main theorems. In
the ﬁrst one (Theorem 3.1), we require on the primitive of the function f both a growth more then quadratic in a suitable
interval and a growth less then quadratic at inﬁnity, moreover on g an asymptotic condition is requested. As a consequence
of Theorem 3.1, we give a result (Corollary 3.1), in which, under additional conditions on g , the existence of at least three
positive solutions for the problem (Pλ,μ) is obtained. The second one (Theorem 3.2), establishes the existence of at least
three positive solutions uniformly bounded with respect to λ in norm ‖ · ‖∞ , without requiring asymptotic conditions on f
and g . It is worth noticing that we get positive solutions requiring only the positivity of the nonlinearity in the origin (see
Corollary 3.1).
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lem like (Pλ,μ). Instead, for continuous nonlinearities there is an extensive literature, see for instance [5,8,9,18] and the
references therein. For general theory on difference equations, we mention [1] and [15].
Our main tools are critical points theorems that we recall here in a convenient form. The ﬁrst has been obtained in [10]
and it is a more precise version of Theorem 3.2 of [5]. The second has been established in [5].
Theorem 1.1. (See [10, Theorem 2.6].) Let X be a reﬂexive real Banach space, Φ : X → R be a coercive, continuously Gâteaux dif-
ferentiable and sequentially weakly lower semicontinuous functional whose Gâteaux derivative admits a continuous inverse on X∗ ,
Ψ : X →R be a continuously Gâteaux differentiable functional whose Gâteaux derivative is compact such that
Φ(0) = Ψ (0) = 0.
Assume that there exist r > 0 and x ∈ X, with r < Φ(x), such that:
(a1)
supΦ(x)r Ψ (x)
r <
Ψ(x)
Φ(x) ;
(a2) for each λ ∈ Λr := ]Φ(x)Ψ (x) , rsupΦ(x)r Ψ (x) [ the functional Φ − λΨ is coercive.
Then, for each λ ∈ Λr , the functional Φ − λΨ has at least three distinct critical points in X.
Theorem 1.2. (See [5, Corollary 3.1].) Let X be a reﬂexive real Banach space, Φ : X → R be a convex, coercive and continuously
Gâteaux differentiable functional whose Gâteaux derivative admits a continuous inverse on X∗ , Ψ : X →R be a continuously Gâteaux
differentiable functional whose Gâteaux derivative is compact such that
inf
X
Φ = Φ(0) = Ψ (0) = 0.
Assume that there exist two positive constants r1 , r2 and x ∈ X, with 2r1 < Φ(x) < r22 , such that
(b1)
supΦ(x)r1 Ψ (x)
r1
< 23
Ψ (x)
Φ(x) ;
(b2)
supΦ(x)r2 Ψ (x)
r2
< 13
Ψ (x)
Φ(x) ;
(b3) for each λ ∈ Λ′ := ] 32 Φ(x)Ψ (x) ,min{ r1supΦ(x)r1 Ψ (x) ,
r2
2 supΦ(x)r2 Ψ (x)
}[ and for every x1, x2 ∈ X, which are local minima for the func-
tional Φ − λΨ , and such that Ψ (x1) 0 and Ψ (x2) 0 one has inft∈[0,1] Ψ (tx1 + (1− t)x2) 0.
Then, for each λ ∈ Λ′ the functional Φ − λΨ admits at least three critical points which lie in Φ−1(]−∞, r2[).
We point out that this type of critical point theorems was introduced by B. Ricceri in the very nice and seminal pa-
per [20] (see also [21]). Moreover, we emphasize that, very recently, in [22] B. Ricceri has obtained a three critical points
theorem which has been used for perturbed problems as can be seen, for instance, in [23].
For the differences between the above critical point theorems (Theorems 1.1 and 1.2) and [22, Theorem 2] we mention
[9, Remark 3.4], while for a more general treatment of these arguments we refer the reader to the very nice monograph of
A. Kristály, V. Radulescu and Cs. Varga [17].
2. Preliminaries
A variational formulation to the problem (Pλ,μ) begins by introducing the N-dimensional Banach space
S = {u : [0,N + 1] →R: u0 = uN+1 = 0},
endowed with the norm
‖u‖ =
(
N+1∑
k=1
|uk−1|2
) 1
2
.
Moreover, we deﬁne the functionals Φ,Ψ : S →R in the following way
Φ(u) = 1
2
‖u‖2 and Ψ (u) =
N∑[
F (uk) + μ
λ
G(k,uk)
]
, (1)k=1
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F (ξ) =
ξ∫
0
f (t)dt, for all ξ ∈R and G(k, ξ) =
ξ∫
0
g(k, t)dt, for all (k, ξ) ∈ [1,N] ×R.
It is easy to check (see for instance [3] and [6]), that Φ,Ψ ∈ C1(S), and
Φ ′(u)(v) =
N+1∑
k=1
uk−1vk−1 and Ψ ′(u)(v) =
N∑
k=1
[
f (uk)vk + μ
λ
g(k,uk)vk
]
.
Bearing in mind that for every u, v ∈ S , we have
−
N∑
k=1
2uk−1vk =
N+1∑
k=1
uk−1vk−1,
arguing in a standard way, it is possible to prove that the critical points of the functional Φ − λΨ are the solutions of
problem (Pλ,μ).
Finally, in order to get positive solutions in the next proposition we recall [3, Lemma 2.3] and a result which can be
obtained arguing as in [7, Theorem 2.3].
Proposition 2.1. Let u ∈ S and assume that one of the following conditions holds:
(α1) −2uk−1  0 for each k ∈ [1,N];
(α2) if uk  0, one has −2uk−1  0.
Then, either u > 0 in [1,N] or u ≡ 0.
Proof. (α1) See [3, Lemma 2.3].
(α2) Let u be a non-trivial function satisfying our assumptions. From (α2), if u j  0 then
u j+1 − u j  u j − u j−1. (2)
Now, we claim that u1 > 0. Arguing by contradiction, we assume that u1  0. Applying (2) with j = 1 we obtain u2  u1, so
we have u2  0 and we can again apply (2) with j = 2 obtaining u3  u2. So, we have uN  uN−1  · · · u3  u2  u1  0.
If uN = 0 then u is trivial and this is absurd. If uN < 0, from (2) with j = N we obtain 0 < uN+1 − uN  uN − uN−1  0 and
also this is absurd, so our claim is proved. The same conclusion for u2 holds. We show this in two steps. First, arguing by
contradiction, if u2 < 0, as before we obtain uN  uN−1  · · ·  u3  u2 < 0, that is, uN < 0 and this is absurd. Repeating
the same computation we obtain u3  0,u4  0, . . . ,uN−1  0. Finally, we prove that also uN  0. Assuming uN < 0, again
from (2) for j = N , we obtain 0 < −uN  uN − uN−1 < 0 since uN < 0 uN−1. To sum up then, we have u1 > 0 and u j  0
for all j ∈ [2,N]. Now we prove that u2 > 0. If u2 = 0, from (2) with j = 2 we obtain u3 −u1 < 0 that is absurd. Arguing
in this way we obtain u3 > 0,u4 > 0, . . . ,uN−1 > 0. Finally, if uN = 0, from (2) for j = N , we obtain 0−uN−1 < 0. Hence,
u > 0 and our proof is complete. 
3. Main results
For our convenience, set
Gc :=
N∑
k=1
max
|ξ |c
G(k, ξ), for all c > 0 and Gd :=
N∑
k=1
G(k,d), for all d > 0.
In order to introduce our ﬁrst result, ﬁx c,d > 0 such that d
2
F (d) <
2c2
(N+1)F (c) and pick
λ ∈ Λ :=
]
1
N
d2
F (d)
,
2
N(N + 1)
c2
F (c)
[
.
Moreover, put
δ := min
{
2c2 − λN(N + 1)F (c)
(N + 1)Gc ,
∣∣∣∣d2 − λNF (d)min{0,Gd}
∣∣∣∣
}
,
G∞ := 1
max{0, (N + 1) limsup|ξ |→+∞
∑N
k=1 G(k,ξ)
2 }
, (3)ξ
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δ := min{δ,G∞}, (4)
where we read 10 := +∞ whenever this case occurs.
Theorem 3.1. Assume that there exist two positive constants c, d, with c < d, such that
(i) f (ξ) 0 for each ξ ∈ [−c,d];
(ii) F (c)
c2
< 2N+1
F (d)
d2
;
(iii) limsup|ξ |→+∞ F (ξ)ξ2 <
1
2
F (c)
c2
.
Then, for every λ ∈ Λ := ] 1N d
2
F (d) ,
2c2
N(N+1)F (c) [ and for every continuous function g such that
(iv) limsup|ξ |→+∞
∑N
k=1 G(k,ξ)
ξ2
< +∞,
there exists δ > 0 given by (4) such that, for each μ ∈ [0, δ[, problem (Pλ,μ) has at least three solutions.
Proof. Fix λ, g and μ as in the conclusion. Our aim is to apply Theorem 1.1. To this end, take X = S and Φ and Ψ as in (1).
Our claim is obtained if we verify (a1) and (a2).
Put r = 2N+1 c2, taking into account that
‖u‖∞ := max
k∈[1,N]
|uk|
√
N + 1
2
‖u‖, (5)
for all u ∈ X (see for instance [14, Lemma 2.2]), we obtain
sup
Φ(u)r
Ψ (u) = sup
‖u‖22r
N∑
k=1
[
F (uk) + μ
λ
G(k,uk)
]
 N max
|ξ |c
F (ξ) + μ
λ
N∑
k=1
max
|ξ |c
G(k, ξ),
that is, by (i) and taking into account (5),
supΦ(u)r Ψ (u)
r
 N(N + 1)
2
F (c)
c2
+ μ
λ
N + 1
2
Gc
c2
.
From this, if Gc = 0, it is clear that we get
supΦ(u)r Ψ (u)
r
<
1
λ
, (6)
while, if Gc > 0, it turns out to be true bearing in mind that μ < δ.
Now, ﬁx
u =
{
d, if k ∈ [1,N],
0, if k = 0, k = N + 1.
Clearly u ∈ X and Φ(u) > r. Moreover, one has
Ψ (u)
Φ(u)
= N F (d)
d2
+ μ
λ
Gd
d2
.
Hence, if Gd  0, one has
Ψ (u)
Φ(u)
>
1
λ
, (7)
while, if Gd < 0, it holds since μ < δ. Therefore, from (6) and (7), condition (a1) follows.
Now, in order to prove the coercivity of the functional Φ − λΨ , ﬁrst we assume that
limsup
|ξ |→+∞
F (ξ)
ξ2
> 0.
Therefore, ﬁx limsup|ξ |→+∞ F (ξ)ξ2 < ε <
1
2
F (c)
c2
, from (iii) there is a positive constant hε such that
F (ξ) εξ2 + hε,
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λ
N∑
k=1
F (uk) λε
N∑
k=1
u2k + λhεN 
c2
F (c)
ε
2
‖u‖2 + 2hε
N + 1
c2
F (c)
, (8)
for each u ∈ X . Moreover, since μ < δ one has
limsup
|ξ |→+∞
∑N
k=1 G(k, ξ)
ξ2
<
1
μ(N + 1) ,
then, there is a positive constant hμ such that
N∑
k=1
G(k, ξ) 1
μ(N + 1) ξ
2 + hμ,
for each ξ ∈R. Thus, taking again (5) into account, it follows that
N∑
k=1
G(k,uk)
1
μ(N + 1)u
2
k + hμ 
‖u‖2
4μ
+ hμ, (9)
for each u ∈ X .
Finally, putting together (8) and (9) we have
Φ(u) − λΨ (u) 1
2
(
1
2
− c
2
F (c)
ε
)
‖u‖2 − 2hε
N + 1
c2
F (c)
− μhμ.
On the other end, if
limsup
|ξ |→+∞
F (ξ)
ξ2
 0,
there exists hε > 0 such that F (ξ) hε , ∀ξ ∈R, and arguing as before we obtain
Φ(u) − λΨ (u) 1
4
‖u‖2 − 2hε
N + 1
c2
F (c)
− μhμ.
Both cases lead to the coercivity of Φ − λΨ and condition (a2) is veriﬁed. Since, from (6) and (7),
λ ∈
]
Φ(u)
Ψ (u)
,
r
supΦ(u)r Ψ (u)
[
,
Theorem 1.1 assures the existence of at least three critical points for the functional Φ − λΨ and the proof is complete. 
Corollary 3.1. Assume that there exist two positive constants c, d, with c < d, such that
(i′) f (ξ) 0 for each ξ ∈ [0,d];
(ii) F (c)
c2
< 2N+1
F (d)
d2
;
(iii) limsup|ξ |→+∞ F (ξ)ξ2 <
1
2
F (c)
c2
.
Then, for every λ ∈ Λ and for every continuous function g such that
min[1,N] g(k,0) > 0 and limsupξ→+∞
∑N
k=1 G(k, ξ)
ξ2
< +∞,
there exists δ, given by (4), such that for each μ ∈]0, δ[, problem (Pλ,μ) has at least three positive solutions.
Proof. Fix λ, μ and g as in the conclusion and consider the auxiliary problem ( P˜λ,μ), where we put
f˜ (ξ) =
{
f (ξ), if ξ  0,
f (0), if ξ < 0,
g˜(k, ξ) =
{
g(k, ξ), if ξ  0,
g(k,0), if ξ < 0.
Obviously, owing to Theorem 3.1, ( P˜λ,μ) has at least three solutions which in this case clearly are non-trivial. We want to
show that they are positive.
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such that vk  0 we have −2vk−1 = λ f (vk)+μg(k, vk) 0. From condition (α2) of Proposition 2.1, we get a contradiction,
and this completes the proof. 
Now, we state a result where no asymptotic conditions on g are requested.
Fixed c1,d, c2 > 0 such that
3(N+1)d2
2F (d) < min{
2c21
F (c1)
,
c22
F (c2)
} and picked
λ ∈ Λ′ :=
]
3
2N
d2
F (d)
,
1
N(N + 1) min
{
2c21
F (c1)
,
c22
F (c2)
}[
,
put
δ∗ := min
{
2c21 − λN(N + 1)F (c1)
(N + 1)Gc1
,
c22 − λN(N + 1)F (c2)
(N + 1)Gc2
}
. (10)
Theorem 3.2. Assume that there exist three positive constants c1 , c2 , d, with 2c1 < d
√
N + 1 < c2 , such that
(j) f (ξ) 0 for each ξ ∈ [0, c2];
(jj) max{ F (c1)
2c21
,
F (c2)
c22
} < 23(N+1) F (d)d2 .
Then, for every λ ∈ Λ′ := ] 32N d
2
F (d) ,
1
N(N+1) min{
2c21
F (c1)
,
c22
F (c2)
}[ and for every continuous function g, with g(k, ξ) > 0, for every (k, ξ) ∈
[1,N] × [0, c2], there exists δ∗ > 0 given by (10) such that, for each μ ∈]0, δ∗[, problem (Pλ,μ) has at least three solutions ui ,
i = 1,2,3, such that
0 < ‖ui‖∞  c2, i = 1,2,3.
Proof. First we observe that it is enough to prove the statement for the auxiliary problem{
−2uk−1 = λ f˜ (uk) + μg˜(k,uk), k ∈ [1,N],
u0 = uN+1 = 0, ( P˜λ,μ)
where f˜ :R→R and g˜ : [1,N] ×R→R are continuous functions deﬁned putting
f˜ (ξ) =
{ f (0), if ξ < 0,
f (ξ), if 0 ξ  c2,
f (c2), if ξ > c2,
g˜(k, ξ) =
{ g(k,0), if ξ < 0,
g(k, ξ), if 0 ξ  c2,
g(k, c2), if ξ > c2.
Indeed, it is clear that any solution u of problem ( P˜λ,μ) which satisﬁes the condition 0  uk  c2, for every k ∈ [1,N], is
also a positive solution of (Pλ,μ) which fulﬁlls our conclusion. To this end, we apply Theorem 1.2 taking into account that,
for every u ∈ X , here we have
Ψ (u) =
N∑
k=1
F˜ (uk) + μ
λ
N∑
k=1
G˜(k,uk),
where
F˜ (ξ) =
ξ∫
0
f˜ (t)dt, for every ξ ∈R and G˜(k, ξ) =
ξ∫
0
g˜(k, t)dt, for every (k, ξ) ∈ [1,N] ×R.
In this order of ideas, put r1 = 2N+1 c21, r2 = 2N+1 c22 and u as in Theorem 3.1. It is easy to verify that 2r1 < Φ(u) < r22 and,
since μ < δ∗ ,
supΦ(u)r1 Ψ (u)
r1
 N(N + 1)
2
F˜ (c1)
c21
+ μ
λ
(N + 1)
2
G˜c1
c21
<
1
λ
<
2
3
N
F˜ (d)
d2
 2
3
Ψ (u)
Φ(u)
,
2 supΦ(u)r2 Ψ (u)
r2
 N(N + 1) F˜ (c2)
c22
+ μ
λ
(N + 1) G˜c2
c22
<
1
λ
<
2
3
Ψ (u)
Φ(u)
.
Therefore, (b1) and (b2) of Theorem 1.2 are veriﬁed.
Clearly, Φ is convex and if u1 and u2 are two local minima for Φ − λΨ , u1 and u2 are two solutions of problem ( P˜λ,μ)
and by 2.1, u1 and u2 are positive. Hence, one has Ψ ((1− t)u1 + tu2) 0, for every t ∈ [0,1]. So, also (b3) holds.
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conclusion is achieved. 
Remark 3.1. If f is not identically zero and limc1→0+
f (c1)
c1
= limc2→+∞ f (c2)c2 = 0, for which
lim
c1→0+
F (c1)
c21
= lim
c2→+∞
F (c2)
c22
= 0,
the previous theorem assures that there exists λ > 0 such that, for every λ > λ and for every positive continuous function
g : Ω ×R→R, there exists δ > 0 such that, for each μ ∈]0, δ∗[, the problem admits at least three non-zero solutions. We
explicitly observe that this type of result can be also obtained by using results in [22]. On the other hand, easy examples
of functions f which are superlinear at inﬁnity and satisfy all assumptions of Theorem 3.2, but that do not satisfy [22,
Theorem 2], can be done (see, for instance, [9, Remark 3.8]). Finally, we refer to [6] and [12] for the case μ = 0.
Now, we give two applications of previous results.
Example 3.1. For each N > 1, the following problem{−2uk−1 = λu2k (3− 4uk) + μk(sinuk + uk cosuk + 1), k ∈ [1,N],
u0 = uN+1 = 0,
admits at least three non-trivial solutions, for each λ ∈] 4N , 4N (1+ 12N+1 )[ and for each μ < 8(N+1)−λN(2N+1)4N(N+1)4(1+sin( 12(N+1) )) .
Indeed, bearing in mind that in this case we have F (ξ) = ξ3(1− ξ) for every ξ ∈R and G(k, ξ) = kξ(1+ sin ξ) for every
(k, ξ) ∈ [1,N] ×R, by choosing c = 12 1N+1 and d = 12 , an easy computation shows that all assumptions of Theorem 3.1 are
satisﬁed and our claim follows.
Example 3.2. For each μ ∈]0,6× 10−24[, the following problem⎧⎨
⎩−
2uk−1 =
u2k
1+ u6k
+ μkeuk , k ∈ [1,10],
u0 = u11 = 0
has at least three positive solutions with ‖u‖∞  55. It is enough to apply Theorem 3.2 choosing c1 = 155 , c2 = 55 and d = 1.
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