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Abstract
Fuzzy delay diﬀerential inclusions are introduced and studied in this paper. The local
and global existence theorems under diﬀerent conditions are proved by using
selection theorems and Kakutani’s ﬁxed point theorem. Under the tangential
condition, a global viable solution for a fuzzy delay diﬀerential inclusion is proved to
exist. The property of the solution sets is achieved. Some known results of fuzzy
diﬀerential inclusions and fuzzy diﬀerential equations are extended, which might be
helpful in the analysis of dynamic systems with uncertainties.
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1 Introduction
It is an eﬀective way to describe the performance of a system with uncertainties to use
fuzzy diﬀerential equations (FDEs). In recent years, the study of FDEs has received much
attention and there are many works having been done for the existence and uniqueness
of solutions of FDEs under diﬀerent conditions, such as [–] etc.Within the references,
there are several methods to discuss the FDEs, as follows.
(a) The ﬁrst approach is using the Hukuhara derivative of a fuzzy valued function, but in
this framework the diameter of the solution x(t) of some FDE is unbounded as the
time t increases [], which is quite diﬀerent from the crisp cases.
(b) The second approach is presented by Hüllermeier []. He replaced the FDE by a
family of diﬀerential inclusions, which overcame the preceding problem. However, this
method is still not ideal; the solutions may not be fuzzy valued maps. This idea was
developed by Lakshmikantham et al. [, ]. Combining with the idea of Aubin
[, ], this approach was exploited by Diamond in [, ] where the assumption of
fuzzy convexity and the compactness of level sets are removed.
(c) The third approach is to generalize the diﬀerentiability of fuzzy valued functions. In
[, ], Bede et al. studied the fuzzy initial valued (FIVP) and -point boundary
value problems by deﬁning a generalized diﬀerentiability, which allows to obtain the
solutions of fuzzy diﬀerential equations and these solutions may have decreasing
diameters. Unexpectedly, there are usually  solutions for the FIVP with respect to
this derivative. The work of [–] is mainly based on this idea.
(d) The fourth approach is by applying a parametric representation of fuzzy numbers. In
[, ], Chen et al. established a new deﬁnition for diﬀerentiability of fuzzy valued
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functions and proved the existence and uniqueness of the solutions for the -point
boundary value problems.
(e) The ﬁfth approach was started by Liu’s pioneering paper Fuzzy process, hybrid
process and uncertain process [], in which the fuzzy diﬀerential equation is
regarded as a type of diﬀerential equations driven by Liu process, similar to the
stochastic diﬀerential equation. Thereafter, this method was introduced into option
pricing for fuzzy ﬁnancial markets [] and fuzzy optimal control with application to
portfolio selections [].
In , Choudary and Donchev [] pointed out that the proof of the celebrated theo-
rem of Nieto [] is not true, which makes it still an open question under what right-hand
side conditions the fuzzy diﬀerential equation has a solution. As is well known, it is a useful
method to treat the diﬀerential equations with weakened right-hand side by diﬀerential
inclusions [].
On the other hand, it is meaningful to study the FDEs through diﬀerential inclusions in
fuzzy control theory. Given a fuzzy control system x′(t) = f (t,x(t),u(t)), although f is fuzzy
valued, to obtain a viable trajectory x(t), the control u(t) still have to be crisp despite the
uncertainty of the system for the sake of realizability. Thus it is not enough to discuss the
FDEs just through the fuzzy diﬀerentiability.
Moreover, most of the discussions on the qualitative problems of FDEs are based on the
idea of Hüllermeier. Therefore, discussing the solutions of fuzzy diﬀerential inclusions is
worth trying in the study of FDEs.
Fuzzy diﬀerential inclusions (FDIs) were ﬁrst presented by Baidosov []. Aubin []
and Dordan [] discussed the viability of the FDIs in an equivalent form with toll sets.
LakshmikanthamandMohapatra [] presented a theorem to showunderwhat conditions
the attainable sets of FDIs are the level sets of a fuzzy map. In , Zhu and Rao []
presented two types of FDIs as follows:⎧⎪⎨⎪⎩
F(t,x(t))(x′(t)) > (or ≥) α(x(t)),
i.e. x′(t) ∈ (F(t,x(t)))α(x(t)) (or [F(t,x(t))]α(x(t))),
x(t) = x,
where the existence of the solutions is proved for the open and the closed situation, re-
spectively. FDI is actually a type of parameterized diﬀerential inclusions, thus Zhu’s results
extended the theory of FDIs to time-varying case by turning α into α(x(t)).
In dynamic systems, delay is generally inevitable, that is, the velocity of the system at
some instant depends on the history of the trajectory until this instant. In [], Lupulescu
applied a successive approximationmethod to discuss the fuzzy diﬀerential equationswith
distributed delays. Guo et al. [] discussed the oscillation properties of a class of fuzzy de-
lay diﬀerential equation of second order and provided an oscillation criterion.Malinowski
[] took the randomness into consideration and discussed the stochastic fuzzy delayed
diﬀerential equations in the modeling of population growth. In [], Kloeden and Lorenz
removed the assumption of fuzzy convexity of FDEs and discussed the fuzzy delay diﬀer-
ential equations (FDDEs) in this perspective.
In this paper, Zhu’s idea is extended to the fuzzy delay diﬀerential inclusions (FDDIs),
which will help describe the dynamic systems with uncertainties and delays. The existence
and the properties of the solutions of FDDIs are discussed and will help enrich the theory
of FDEs.
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2 Preliminaries
Deﬁnition . A fuzzy subsetA ofRn is deﬁnedwith itsmembership function,μA : Rn →




x : μA(x)≥ α
}
for α ∈ (, ], and [A] is deﬁned as [A] = {x ∈ Rn : A(x) > }. Moreover,
(A)α =
{
x : μA(x) > α
}
is said to be the α-open level set of A for α ∈ [, ).
We do not distinguish a fuzzy set A and its membership function μA, that is, the mem-
bership of x ∈ Rn could be simply written as A(x). Denote the family of all the fuzzy sets
of a space X by F (X).
Denote En = {u : Rn → [, ],u satisﬁes ()-() below}, where
() u is normal, that is, there exists an x ∈ Rn such that u(x) = ;
() u is fuzzy convex, that is, for any x, y ∈ Rn and λ ∈ [, ],
u(λx + ( – λ)y)≥ min{u(x),u(y)}, which is equivalent with that for any α ∈ [, ],
[u]α = {x : u(x)≥ α} is a convex set;
() u is upper semicontinuous, that is, for any α, [u]α is a closed set;
() [u] = {x ∈ Rn : u(x) > } is compact.
It is obvious that, for each u ∈ En, the α-level sets [u]α are convex compact subsets of Rn
for all α ∈ [, ].
Remark . We should notice that a fuzzy valued map F : X → En can generate a real
valued function F˜ : X × Rn → [, ], where for any x ∈ X, y ∈ Rn, F˜(x, y) = F(x)(y). For
convenience we do not distinguish F and F˜ in the following discussion, and we denote
them both by F .
A set-valued map F : X → Y is strict, if its domain Dom(F) = {x ∈ X|F(x) = ∅} = X. By
the deﬁnition of En, we can see that for any ﬁxed x ∈ X, the function F(x, ·) : Rn → [, ] is
strict, convex, and upper semicontinuous. Moreover, the closed set {y ∈ Rn : F(x, y) ≥ α}
is compact for any α ∈ [, ].
Denoting the family of compact subsets of Rn by Pkc(Rn), for any A,B ∈ Pkc(Rn), the
Hausdorﬀ metric of Pkc(Rn) is
H(A,B) = inf
{
ε > |A⊂ V (B, ε),B⊂ V (A, ε)}.








Thus, (En,D) is a complete metric space.
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Deﬁnition . (i) A set-valued map F : X → Y is called upper semicontinuous at x ∈ X
if and only if for any neighborhood U of F(x), there exists η >  such that F(x′) ⊂ U for
all x′ ∈ BX(x,η). A set-valued map F is said to be upper semicontinuous if and only if it is
upper semicontinuous at any point of X.
(ii) A set-valued map F is lower semicontinuous at x ∈ Dom(F) if and only if for any
y ∈ F(x) and for any sequence of elements xn ∈ Dom(F) converging to x, there exists a
sequence of elements yn ∈ F(xn) converging to y. A set-valued map F is said to be lower
semicontinuous if it is lower semicontinuous at every point x ∈ Dom(F).
Contingent cones and contingent derivatives are important tools in discussing the exis-
tence of the solution of diﬀerential inclusions. Let K be a nonempty set in a Hilbert space,
the contingent cone TK (x) to K at x is deﬁned as
v ∈ Tk(x) ⇐⇒ lim infh+→
dK (x + hv)
h = ,
where dK (x + hv) is the distance from x + hv to K . Let F be a strict set-valued map from
X to Y and (x, y) belong to the graph of F . We denote by DF(x, y) the set-valued map
whose graph is the contingent cone Tgraph(F)(x, y) to the graph of F at (x, y), i.e.,
v ∈DF(x, y)(u) ⇐⇒ (u, v) ∈ Tgraph(F)(x, y).
Deﬁnition . We say that the set-valued map DF(x, y) from X to Y is the contingent
derivative of F at x ∈ K and y ∈ F(x).








Suppose that x ∈ C = C[J,Rn], where J = [t – τ , t + a] with a > . For any t ≥ t, t ∈ J,
we denote the translation of the restriction of x to the interval [t–τ , t] by xt , that is, xt ∈ C
and
xt(s) = x(t + s), –τ ≤ s≤ ,
which means that the graph of xt is actually the graph of x on [t – τ , t] shifted to [–τ , ].
Let	 be an open set ofR×C, F :	 → En be a fuzzy valuedmap, (t,φ) ∈ 	.We consider




In the following section, wemainly discuss the existence of the solution of ().We should
notice that if τ = , the existence of the solutions of FDDIs above is restricted to the results
of Zhu and Rao [].
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3 Local existence of the solutions of FDDIs
First of all, we shall apply some selection theorems to discuss the solutions of FDDIs under
diﬀerent conditions. The key point is to discuss the continuity of F when α is time varying.
Lemma . (Michael’s selection theorem []) Let X be ametric space, Y a Banach space.
Let F from X into the closed convex subsets of Y be lower semicontinuous. Then there exists
f : X → Y , a continuous selection from F .
Theorem . Let	 be an open subset in R×C with (t,φ) ∈ 	. Suppose that F :	 → En
is a fuzzy map, the corresponding function F(t,x, y) :	×Rn → [, ] of which is continuous
at (t,x) ∈ 	 and diﬀerentiable at y ∈ Rn. Let α : Rn → (, ] be an upper semicontinuous
function. Assume that the transversality condition is satisﬁed, that is, for any (t,φ) ∈ 	
and y ∈ Rn there exist constants c >  and η >  such that{
∀(t,x) ∈ B((t,φ),η), y ∈ B(y,η), z ∈ B(F(t,φ, y)) and z ≥ α(x),
the unit ball of R,BR ⊂ cF ′y(t,x,BRn ) – [a(x) – z, +∞).
Then on some I = [t –τ , t +T], there exists a continuous diﬀerentiable function x : I → Rn,
which is the solution of FDDI ().
Proof We deﬁne a set-valued map F˜ :	 → Rn by
F˜(t,x) =
{
y ∈ Rn : F(t,x, y)≥ α(x)}, (t,x) ∈ 	.
As the value of F belongs to En and α(x) ∈ [, ), F˜(t,x) is always nonempty. For any
u, v ∈ F˜(t,x) and λ ∈ [, ], by the convexity of F(t,x) ∈ En, we have
F(t,x)
(
λu + ( – λ)v
)≥ min{F(t,x)(u),F(t,x)(v)}≥ α(x),
and so λu + ( – λ)v ∈ F˜(t,x), which means that F˜(t,x) is convex for each (t,x) ∈ 	.
Next we prove that F˜(t,x) is lower semicontinuous. Deﬁne a set-valued map G(t,x) :
	 → R by
G(t,x) =
{
r : r ≥ α(x)} = [α(x),∞).
Obviously, G(t,x) is closed. We show that G(t,x) is lower semicontinuous. For any r ∈
G(t,x), sequence {(tn,xn)} converging to (t,x), we need to ﬁnd rn ∈ G(tn,xn) such that
rn → r. As α(x) is upper semicontinuous and xn → x, we know that lim supn→∞ α(xn) ≤
α(x)≤ r. It is obvious that there exist at most a ﬁnite number of α(xn) thatmight be greater
than r. Denote by N the max index of α(xn) greater than  and eN the diﬀerence between
the max α(xn) and r. Let
rn =
{
r + en, n≤N ,
r + n , n >N .
Then {rn} is the required sequence.
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Notice that for any z ∈ G(t,x), TG(t,x)(z) = [α(x) – z, +∞), the transversality condition
turns out to be{
∀(t,x) ∈ B((t,φ),η), y ∈ B(y,η), z ∈ B(F(t,φ, y))∩G(t,x),
the unit ball of R,BR ⊂ cF ′y(t,x,BRn ) – TG(t,x)(z).
From Theorem .. in [], we get
F˜(t,x) =
{
y ∈ Rn : F(t,x, y)≥ α(x)} = {y ∈ Rn : F(t,x, y) ∈G(t,x)}
is lower semicontinuous.
By Lemma ., there exists a continuous selection f (t,xt) ∈ F˜(t,xt). Thus, it is enough to
prove the existence of the solution of the following initial value problemwith delay (DIVP):{
x′(t) = f (t,xt),
xt = φ.
This is a classical result, one can ﬁnd the proof in any book concerned with functional
diﬀerential equations, like []. This completes the proof. 










y ∈ Rn : F(t,xt , y) > α(x)
}
.
We should notice that F˜(t,x) = {y ∈ Rn : F(t,x, y) > α(x)} is not closed valued, which
means that even if the set-valued map F˜ is lower semicontinuous, Michael’s selection the-
orem still cannot be applied in this situation. To get a solution of (), the continuous se-
lection theorem of Yannelis and Prabhakar [] is employed in this paper.
Lemma. ([]) Let D be a paracompact Hausdorﬀ topological space, Y be a topological
vector space and F :D→ Y be amultifunction with nonempty convex values. If F has open
lower sections, that is, for any y ∈ Y , F–(y) = {x ∈D|y ∈ F(x)} is open in D, then there exists
a continuous function f :D→ Y such that f (x) ∈ F(x) for any x ∈D.
Theorem . Let	 be an open subset in R×C with (t,φ) ∈ 	. Suppose that F :	 → En
is a fuzzy map, the corresponding function F(t,x, y) : 	 × Rn → [, ] of which is lower
semicontinuous at (t,x) ∈ 	. Let α : Rn → [, ) be an upper semicontinuous function.Then
on some I = [t – τ , t + T], there exists a continuous diﬀerentiable function x : I → Rn,
which is a solution of the open FDDI ().
Proof We deﬁne a set-valued map F˜ :	 → Rn by
F˜(t,x) =
{
y ∈ Rn : F(t,x, y) > α(x)}, (t,x) ∈ 	.
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As the values of F belongs to En and α(x) ∈ [, ), F˜(t,x) is always nonempty. For any u, v ∈
F˜(t,x) and λ ∈ [, ], by the convexity of F(t,x) ∈ En, we have
F(t,x)
(
λu + ( – λ)v
)≥ min{F(t,x)(u),F(t,x)(v)} > α(x)
and so λu + ( – λ)v ∈ F˜(t,x), which means that F˜(t,x) is convex for each (t,x) ∈ 	.
For any y ∈ Rn, we assert that F˜–(y) = {(t,x) ∈ 	,F(t,x, y) > α(x)} is open in Rn. It is
suﬃcient to verify that (˜F–(y))c = {(t,x) ∈ 	,F(t,x, y) ≤ α(x)} is closed. In fact, for any
{(tn,xn)} ⊂ (˜F–(y))c, we have F(tn,xn, y) ≤ α(xn). Let (tn,xn) → (t,x) as n → ∞. By the
lower semicontinuity of F(·, ·, y) and the upper semicontinuity of α(·), we have
F(t,x, y)≤ lim inf
n→∞ F(tn,xn, y)≤ lim supn→∞ α(xn)≤ α(x)
and so (t,x) ∈ (˜F–(y))c. Thus, (˜F–(y))c is closed and so F˜ is a nonempty convex set-valued
map with open lower sections. By Lemma ., there exists a continuous selection f :	 →
Rn of F˜ such that, for each (t,xt) ∈ 	, f (t,xt) ∈ F˜(t,xt). Then the proof of the existence of
the solution of () is the same as Theorem .. This completes the proof. 
Remark . Theorems . and . extend Theorems  and  of Zhu and Rao [] to the
cases with delay, respectively.
When α(x) is lower semicontinuous, the selection theorems cannot be applied in the
above theorems. To get the solution of (), we employ Kakutani’s ﬁxed point theorem and
convergence theorem.
Lemma . (Kakutani’s ﬁxed point theorem []) Let K be a compact convex subset of a
Banach space X and let F be an upper semicontinuousmap from K into its compact convex
subsets. Then F has a ﬁxed point, i.e. there exists x¯ belonging to F(x¯).
Lemma . (Convergence theorem []) Let F be a proper upper hemicontinuous map
from a Hausdorﬀ locally convex space X to the closed convex subsets of a Banach space Y .
Let I be an interval of R and xk(·) and yk(·) be measurable functions from I to X and Y ,
respectively, satisfying, for almost all t ∈ I , that for every neighborhood N of  in X × Y
there exists k .= k(t,N ) such that ∀k ≥ k, (xk(t), yk(t)) ∈ graph(F) +N . If
(i) xk(·) converges almost everywhere to a function x(·) from I to X ,
(ii) yk(·) belongs to L(I,Y ) and converges weakly to y(·),
then for almost all t ∈ I
(
x(t), y(t)
) ∈ graph(F), i.e. y(t) ∈ F(x(t)).
Based on the above two lemmas, we can get the following existence theorem of the so-
lutions of FDDI ().
Theorem . Let	 be an open subset in R×C with (t,φ) ∈ 	. Suppose that F :	 → En
is a fuzzymap, the corresponding function F(t,x, y) :	×Rn → [, ] of which is upper semi-
continuous at (t,x) ∈ 	. Let α : Rn → [, ) be a lower semicontinuous function.Moreover,
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if there exists a neighborhood D of (t,φ) such that
⋃
(t,x)∈D[F(t,x)]α(x) is compact in Rn,
then on some I = [t – τ , t + α], there exists an absolutely continuous function x : I → Rn,
which is a solution of problem ().
Proof Deﬁne a set-valued map F˜(t,x) as follows:
F˜(t,x) =
{
y ∈ Rn : F(t,x, y)≥ α(x)}.
We claim that F˜(t,x) is an upper semicontinuous set-valued map on D with nonempty
compact convex values. By the deﬁnition of En, it is clear that F˜(t,x) is nonempty, compact
and convex in Rn. Since R × Rn is locally compact, for each compact subset K ⊂ D, the
graph of the restriction of F˜ , F˜|K : K → Rn is closed. Actually for any Cauchy sequence
(tn,xn, yn)⊂ graph(˜F|K ) which converges to (t,x, y), by the upper semicontinuity of F(t,x, y)
and lower semicontinuity of α(x), we have
F(t,x, y)≥ lim sup
n→∞
F(tn,xn, yn)≥ lim infn→∞ α(xn)≥ α(x).
Therefore, (t,x, y) ∈ graph(˜F|K ) and so graph(˜F|K ) is a closed subset of K × ⋃(t,x)∈D[F(t,
x)]α(x). Thus, graph(˜F|K ) is also compact and so F˜(t,x) is upper semicontinuous on D.
Because of the compactness of
⋃
(t,x)∈D[F(t,x)]α(x), we know that F˜(t,x) is bounded in D,
that is, there exists someM such that
∥∥F˜(t,φ)∥∥ := sup
y∈F˜(t,φ)
‖y‖ ≤M, ∀(t,φ) ∈D.
Moreover, there must be some α ≤ a and β such that, for any t ∈ [,α],
y ∈ A(α,β) := {y ∈ C([–τ ,α],Rn) : y = φ, yt ∈ C and ‖yt‖ ≤ β}.
This shows that (t + t, yt + φt+t) ∈D.
Deﬁne a set-valued map T :A(α,β)→ C([–τ ,α],Rn) as follows:
T(y) =
⎧⎪⎨⎪⎩u ∈ C([–τ ,α],Rn) : u(t) =
⎧⎪⎨⎪⎩
φ(t), t ∈ [–τ , ],
φ() +
∫ t
 f (s)ds, t ∈ [,α], f (t) is the
integrable selection of F˜(t + t, yt + φt+t)
⎫⎪⎬⎪⎭ .
As F˜ is upper semicontinuous with closed values, there exists integrable selection of F˜ .
Thus T has nonempty values. Now we will verify that T is an upper semicontinuous set-
valued map with compact and convex values. For any y ∈ A(α,β) and u(t) ∈ T(y), F˜(t +
t,φt+t + yt) has an integrable selection f (t), such that
u(t) = φ() +
∫ t

f (s)ds, t ∈ [,α].
For any t, r ∈ [,α], we have





F˜(t + t,φt+t + yt)ds
∥∥∥∥
≤M(t – r).
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Let K = {u ∈ C([–τ ,α],Rn) : ‖u(t) –u(r)‖ ≤M(t – r) and ‖u(t)‖ ≤Mα,∀t, r ∈ [,α]}. Then
K is a compact subset of C([–τ ,α]). If Mα < β , we know that T(y) ⊂ K and K ⊂ A(α,β).
As T(y) is the subset of a compact set K , to verify the upper semicontinuity of T , it is
enough to prove that the graph of T is closed.
For any (yk ,uk) ∈ graph(T), and (yk ,uk)→ (y,u), there exists an integrable selection fk(t)
of F˜(t + t,φt+t + yk,t) such that uk(t) =
∫ t
 fk(s)ds. For any t ∈ [,α], we have ‖fk(t)‖ ≤
‖F˜(t + t,φt+t + yk,t)‖ ≤M and so {fk} is contained in a ball of L∞([,α],Rn). By Alaoglu’s
theorem, {fk} has aweak∗ convergent subsequence, without loss of generality, denoted still
















 f (s)ds for any t ∈ [,α]. Since uk = φ() +
∫ t
 fk(s)ds, we know that
u(t) = φ()+
∫ t
 f (s)ds. For any neighborhoodN of  ∈ A(α,β)×Rn, there exists a constant
k such that
(yk , fk) ∈ graph(˜F) +N , ∀k ≥ k.
By Lemma ., we have f (t) ∈ F˜(t + t,φt+t + yk,t) and so the graph of T is closed. This
shows that T is upper semicontinuous. By the compactness of K and the convexity of F˜ ,
it is easy to see that T is an upper semicontinuous set-valued map with nonempty convex
compact values. It follows from Lemma . that T has a ﬁxed point in K , which is the
solution of FDDIs (). This completes the proof. 
4 Global existence of the solutions of FDDIs
In this section, we extend the existence results presented in Section  to the global situ-
ation. For later discussion, we ﬁrst extend the comparison theorems of Lakshmikantham
andMohapatra [] to fuzzy diﬀerential inclusions. The proof is based on the same routine
as Theorem .. of []. Let J = [t, t + a] and R+ = [,+∞).





where g ∈ C[J ×R+,R+] and g(t,w) is nondecreasing in w for each t. Suppose that the max-
imal solution r(t, t,w) of the scalar diﬀerential equation
w′ = g(t,w), w(t) = w ≥ ,
exists on J . Then, if u(t), v(t) are any two solutions of
x′(t) ∈ [F(t,x)]
α(x), x(t) = x,






∥∥u(t) – v(t)∥∥≤ r(t, t,w)
provided d(u, v)≤ w.
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Now we can get the global existence of the solution of FDDIs. The fuzzy zero in En is
denoted by ˆ.
Theorem. Assume that F and α(x) obey the conditions to assure local solutions of FDDI





where g ∈ C[R+,R+], g(t,w) is nondecreasing in w for each t ∈ R+. Suppose that the solutions
of
w′ = g(t,w), w(t) = w ≥ ,
exists for t ≥ t. Then the largest interval of existence of any solutions x(t,φ) of FDDI ()
is [t, +∞).
Proof Let x(t,φ)(t) be a solution of () existing on some interval [t – τ ,α), where t < α.
Now suppose that α cannot be increased and we will get a contradiction.
Deﬁne on [t – τ ,α],m(t) = ‖x(t,φ)(t)‖. Thenmt = ‖xt(t,φ)‖. It follows that



























Now the condition (*) implies that
D+m(t)≤ g(t,∥∥xt(t,φ)∥∥) = g(t, |mt|), t ≤ t < α.






∥∥x(t,φ)(t) – ∥∥≤ r(t, t,w), t ≤ t < α.






∥∥x(t,φ)t – ∥∥≤ r(t, t,w), t ≤ t < α.
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= r(t, t,w) – r(t, t,w).
Letting t, t → α, the foregoing relation shows that limt→α– x(t,φ)(t) exists, because of
Cauchy’s criteria for convergence. Let x(t,φ)(α) = limt→α– x(t,φ)(t) and ψ = xα(t,φ).
Then one can take ψ as a new initial function of FDDI () at t = α. By the assumption
of the local existence of the solutions of FDDI (), there exists a solution x(α,ψ) of () on
some interval [α– τ ,α +a], a > . This means that x(t,φ) could be continuously extended
beyond α, which is contrary to the assumption that α cannot be increased. This completes
the proof. 
Corollary . Suppose the assumptions of Theorem . hold and in addition, all the solu-
tions w(t, t,w) of
w′ = g(t,w), w(t) = w ≥ ,
are bounded on [t, +∞), then the solution x(t,φ)(t) of FDDI () tends to a ﬁnite limit as
t → +∞.
Proof By the boundedness of w(t, t,w), one can see that limt→∞ w(t, t,w) is ﬁnite,
which means that, for a given  > , there exists a t > t such that, for any t > t,





)≤ r(t, t,w) – r(t, t,w) < ,
we can see that limt→∞ x(t,φ)(t) exists and is ﬁnite. This completes the proof. 
The trajectory x(t) of FDDI () is often required to be constrained in a set K rather than
Rn, for example, a fuzzy control system, which makes it necessary to discuss the viability
of the trajectories of FDDIs.
Given a subset K ⊂ Rn, the solution for the diﬀerential inclusion
x′(t) ∈ F(t,x(t)), x(t) = x, x ∈ K
is said to be a viable trajectory on [t,T) if x(t) ∈ K for all t ∈ [t,T).
Next we present a global time dependent viability theorem for FDDI () on [t, +∞).
Without loss of generality, we let t = , J = (–∞, ], and C = C(J,Rn) in the following
theorem.
Theorem . Let F : J × C → En be a fuzzy map such that the corresponding function
F(t,x, y) : J ×C ×Rn → [, ] of which is upper semicontinuous at (t,x) ∈ 	. Suppose that
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α : Rn → [, ) is a lower semicontinuous function and K (t) is a set-valued map with closed
graph from [, +∞) to Rn.We assume further that the tangential condition holds, that is,







() = ∅. (TC)
For any t ≥ , letK(t) = {φ ∈ C : φ() ∈ K (t)}.Then for all φ ∈ K (), there exists a solution
x(·) to the FDDI (), which is viable in the sense that
∀t ≥ , x(t) ∈ K (t).
Proof The proof of this theorem is routine. Similar to the construction in Theorem .,
let F˜(t,x) = {y ∈ Rn : F(t,x, y) ≥ α(x)}. Then we know that F˜ is an upper semicontinuous
set-valued map with nonempty compact convex values. Because of the tangential condi-
tion (TC), for any t ≥ , φ ∈ K(t) and x(t) ∈ K (t), we have F˜(t,φ) = [F(t,φ)]α(x) and so
F˜(t,φ) ∩ DK(t,φ())() = ∅. Thus, one can complete the proof with the same routine of
Theorem .. in []. This completes the proof. 
Taking K (t) = Rn in Theorem ., we can get the property of the solution sets of the
FDDIs ().
Theorem . Let F and α satisfy the assumptions in Theorem .. Suppose that there
exists a neighborhood D of (t,φ) such that
⋃
(t,x)∈D[F(t,x)]α(x) is compact in Rn.Denote the
set of solutions of the FDDIs () by T∞(φ).Then T∞(φ) is an upper semicontinuousmap from
C(J,Rn) to the compact connected subsets of C(R,Rn).Moreover, T∞(φ) is σ -selectable, i.e.,
there exists a decreasing sequence of compact valued maps Tn,
(i) ∀n≥ , Tn has a continuous selection;
(ii) ∀φ ∈ C(J,Rn), T∞(φ) =⋂n Tn(φ).
Proof Let F˜(t,x) = {y ∈ Rn : F(t,x, y)≥ α(x)}. Then this theorem is the direct result of The-
orem .. and Corollary .. in []. This completes the proof. 
5 Conclusions
Let α(x) be constant, the results of this paper are constrained to the fuzzy diﬀerential
inclusions in the sense of Hüllermeier. Generally, F(t,x) is supposed to be upper semicon-
tinuous. If, moreover, the boundedness assumption holds, with constants b,M, T . For any
φ ∈ supp and the inclusion x′(t) ∈ [F(t,xt)]α , x = φ, we ﬁnd that, when α ranges over
[, ], by Theorem .. in [], the solution sets {x(x,φ)(t)}α are the α-level sets of some
fuzzy map X(x, s), which is actually the solution of the following FDDE with fuzzy initial
function :{
x′(t) = F(t,xt),
xt =,  ∈ C(J,En).
Therefore, the results presented in this paper extended the results in [] and [] to time-
varying fuzzy delay diﬀerential inclusions.
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