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I n  t r o  duct i on 
This I n t e r i n  Peport on +Lie work done durinp t h e  f irst  p a r t  of 
Contract KAS2-3637, "Coding Systerr Desien f o r  Advanced S o l a r  Edissions" , 
p r e s e n t s  the  r e s u l t s  of  va r ious  s t u d i e s  perforrced by Codex Corporation 
i n  c l o s e  cooperation with personnel of Anes Research Center. In  t h e  
followin& paragraphs we sunmarize t h e  work which h a s  been done t o  d a t e ,  
and then p resen t  our  recommendations f o r  t h e  s t u d i e s  t o  be  completed 
during t h e  remender  of  t h e  propram. 
The r epor t  i s  organized i n  t h e  forr. of  a br ie f  r e p o r t  of  r e s u l t s  
and recornendations,  with a l l  d e t a i l s  r e l eFa ted  t o  a series of appendices 
p r e s e n t i n g  t h e  necessary supporting data. 
Summary of Work Perforned 
The first phase of  t h i s  contract  w a s  intended t o  narrow down t h e  
choice of' codes f o r  t h e  extended Pioneer r i s s i o n ,  and t o  spec i fy  t h e  
parameters f o r  some l i k e l y  schemes i n  f u l l  detai l .  
To t h i s  end, extensive computer s i r rulat ions of d i f f e r e n t  coding 
schemes have been performed. We have w r i t t e n  programs t o  simulate 
or thoeonal  equation decoding (OED) o f  both convolutional and block codes 
on a w h i t e  gaussian channel; these programs have then  been run at Anes 
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t o  simulate a v a r i e t y  of s che tz s .  
has  been programmed i n  FORTRAN at Ames, and used f o r  extensive s imulat ions.  
The results of a l l  t h e s e  s imulat ions are discussed i n  d e t a i l  i n  Appendix A. 
F i n a l l y ,  w e  have w r i t t e n  and run a s h o r t  conputat ional  prograrri t o  eva lua te  
d i f f e r e n t  equal-step quant izat ion schenes,  which w e  d i scuss  i n  Appendix I3. 
These s i n u l a t i o n s  c l e a r l y  e s t ab l i shed  t h e  performance s u p e r i o r i t y  
A simulated s e q u e n t i a l  decoder 
of s e q u e n t i a l  decoding over  t h e  orthogonal equat ion decoding schemes. 
We t h e r e f o r e  moved quickly t o  determine whether a sequen t i a l  decoding 
scheme would ?-e p r a c t i c a l .  The i n i t i a l  approach we took,  a f te r  c lose  
c o n s u l t a t i o n  wi th  Ames, w a s  t o  consider t h e  encoder as m outrig:Eer box, 
l i k e  an expe r i r rmt ,  receiving the output of  t h e  DTU and cenerat inp a 
s i g n a l  Yor tile RF m C * L l & 9 r ;  p r e l i ~ i n a r y  des ign  i s  now underway, under 
t h e  gu ide l ines  r epor t ed  i n  Appendix D. For decodiny;, w e  f irst  i n v e s t i g a t e d  
whether t h e  on-si te  Leneral purpose SLS 910 o r  920 corrputers could be 
used f o r  t h e  bulk  of decoding i n  real  time with t h e  7094 e t  Aries as a 
backup. Aries i s  now l=okin[: c losely a t  the  i n t e r f a c e s  which w i l l  be 
r equ i r ed  on-si te  and at t h e  Tape Processing S t a t i o n  at Ames; neanwhile, 
w e  have w r i t t e n  nachine l a n e a g e  sequen t i a l  decoders f o r  t h e  910-920 
and f o r  t h e  7094. I n  t h e  l a t t e r  are included sone op t iona l  t a b u l a t i o n  
r o u t i n e s  which make t h e  program s u i t a b l e  f o r  f u r t h e r  simulations.  The 
c h a r a c t e r i s t i c s  of t h e s e  program are discussed i n  Appendix C. F i n a l l y ,  
as a backup, w e  have begun t o  th ink  about t h e  impleLentation o f  a spec ia l -  
purpose s e q u e n t i a l  decoder. 
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I n  t h e  next  s e c t i o n ,  u s ing  the results of i n v e s t i g a t i o n s  t o  d a t e ,  
w e  summarize our  cu r ren t  t h ink ing  on which scheme should be chosen and 
how t o  ixriplenent it. 
I n  a l l  t h e  work t o  d a t e ,  we have g r e a t l y  appreciated be inc  ab le  
t o  t a l k  f r equen t ly  with D r .  Lumb and h i s  group a t  h e s ;  t h i s  c lose  
c o n s u l t a t i o n  has been t h e  p r inc ipa l  reason f o r  t h e  r a p i d i t y  of our 
p roc res s  t o  date .  P a r t i c u l a r l y  he lp fu l  were va r ious  v i s i t s ,  of  Codex' 
F. F e l t z  arid E. Forney t o  Ames, and of  Axes' L. IIofman and rr. Lw.b 
t o  Codex. 
R e  cormencat i ons  
The s i n u l a t i o n s  descr ibed i n  Appendix A c o n f i r r  t h e  expected 
s i g n i f i c a n t  d i f f e rence  i n  perfornance between t h e  CED schenes and 
s e q u e n t i a l  decoding. IJnder t h e  mont o p t k i s t i c  assumptions, t h e  Ir:ost 
powerful convolutional code rrith CLC buys 2 1/? cib over t h e  cu r ren t  systeK, 
while t h e  a o s t  Fowerful block cow r5,cht b a r e l y  a t t a i n  3 ab. I n  c o n t r a s t ,  
t h e  s e q u e n t i a l  decoding s y s t e r  de l ive r s  a l r o r t  corrpletely clean date  
a t  a s i rnal- to-noise  r a t i o  4 db lower than t h e  cu r ren t  sys t en ,  and d a t e  
wi th  an e r r o r  rate equivalent  t o  t h a t  of t h e  current  systerr a.t 5 ab 
ircprover&ent. I ts  performance advantape over t h e  OLL s y s t e m  i s  q u i t e  
s i g n i f i c a n t  both i n  quan t i ty  and q u a l i t y  o f  d a t a  re turned f o r  a r iven  power. 
The s t u d i e s  of  implenientation w e  have nade t o  da t e  have not r a i s e d  
any doubts on t h e  f e a s i b i l i t y  of s e q u e n t i a l  decoding, p a r t i c u l a r l y  i n  
compF r i s o n  t o  t h e  OED schernes. The 24-stape convolut ional  encoder re- 
qu i r ed  on board i s  almost i d e n t i c a l  t o  t h a t  i n  t h e  convolutional OED 
scheme and considerably simpler than t h a t  i n  t h e  block OED scheme, There 
seems a good chance t h a t  t h e  ground decoding can be done i n  alreaqv e x i s t i n g  
general-purpose c o q u t e r s ,  a t  the cost  only of  sorre a d d i t i o n a l  i n t e r f a c i n g ;  
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t h e  OED schemes can do no bet ter ,  except perhaps i n  t i f ie  and s to rage  
r e q u i r e m n t s .  
r equ i r ed  f o r  full OED ought t o  be comparable t o  a special-purpose 
sequer i t ia l  decoder i n  coxtplexity, though we have no t  y e t  nade t h e  
d e t a i l e d  s t u d i e s  t o  j u s t i f y  t h i s .  
If we are forced  t o  special-purpose decodin&, t h e  decoder 
I n  view, t h e r e f o r e ,  of t h e  performance advantage and t h e  lack  of 
i dent i f i e d i rr,plerrient at ion a1 d i  s advant age s of sequent i a1 de coding v i  s-a-vi s 
CL:D dccodiny;, we f e e l  t h a t  no f u r t h e r  e f f o r t  on t h e  l a t t e r  ouEht t o  be 
undertaken unless  unforeseen drawbacks i n  s e q u e n t i a l  decoding appear. 
F u r t h e r  e f f o r t  ought t o  be concentrated on developinc as completely as 
p o s s i b l e  a system us in6  sequent ia l  decoding of a rate-1/2 convolut ional  
code. I n  t h i s  work sone s i g n i f i c a n t  tasks are: 
1) Deter r ine  an e f f e c t i v e  c r i t e r i o n  f o r  de t ec t ing  e r r o r s  made 
by t h e  sequen t i a l  decoder. 
2 )  Vith  t h i s  c r i t e r i o n  and w i t h  1-3-5-7 p a r i t y ,  re-evaluate  2 set 
o f  codes and s e t t l e  on t h e  b e s t .  Codes up t o  c o n s t r a i n t  l ength  25 ought 
t o  be considered,  i n  view of t h e  f a c t  t ha t  t h e  SDS program can conveniently 
handle t h e s e  c o n s t r a i n t  l engths .  
3 )  With t h i s  code, determine t h e  optin:al decoding progra,z, inc luding  
choices  of a lgori thm, b i a s ,  and threshold  spacing. 
4 )  Through sirnulatin& t h e  e n t i r e  systerr, as completely as p o s s i b l e ,  
check t h a t  no s i g n i f i c a n t  degradations from performance with white  Gaussian 
no i se  occur. If they  do, f i n d  a f i x  i f  poss ib le .  
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5 )  Construct and eva lua te  a fast ,  e f f i c i e n t  synchronizat ion 
program f o r  i n i t i a l  synchronization and resynchronization. E s t a b l i s h  
a useful c r i t e r i o n  for d e t e c t i n g  loss of synch. 
6 )  Carry forward t h e  d e t a i l e d  design of t h e  spacec ra f t  encoder 
as far as poss ib l e .  
7 )  Examine t h e  inplementation of t h e  decoder i n  s p e c i a l l y  furnished 
hardware, including t h e  p o s s i b i l i t y  of a p r o g r m e d  small general-purpose 
computer. 
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Appendix A. Results of Si-uulations, 
Three types  of coding scheres were s i m l e t e d  on a white g e u s s i m  
channel : 
block coding with GET) decoding , and convol.utional encoding w l t h  se r i ie r , t i a l  
decoding. Ke s h a l l  descr ibe each group of s i r u l a t i o n s  i n  t u r n ,  b u t  f i r s t  tre 
b r i e f l y  d i scuss  t h e  Kenera.1 f ea tu res  of h ina ry  cormunication over a Faussi an 
channel.  
convolut ional  encodinp w i t h  orthogonal equa t j  on decodins; ( GET) , 
1. Ceneral Considerations 
With b ina ry  s i g n a l i n g  on a white paussian channel,  perfomicnce i s  
cha rac t e r i zed  e n t i r e l y  by t h e  signal-to-noise r a t i o  p e r  information k i t ,  
F: /I: , 
r a t i o  per  t r a n s r r i t t e c  t it ,  equal t o  t h e  re t ic  c f  t h e  ener,ry E i n  e sirrle 
t r e n s r i t t e d  
r e c e r e l ,  f o r  a csde of  r a t e  P,E /TI = P / U . I t  i s  well known t h a t ,  ux+er F ccr- 
ven ien t  n o r r a l i z a t i o n ,  t h e  nutput of a p e r f e c t l y  ccherent dencf%letor .is e 
paussian randon v a r i a b l e  of  mean +IF, d e n e n d i r p  on whether a zero or 
one was s e n t ,  ana var iance 2p. 
ze ro  sequence i s  s e n t ,  which i n  no case a f f e c t s  per fomance ,  and assure t h a t  t b o  
demodulator output i s  quantized t o  2 
I n  P.ppenaix E w e  see t h a t  perfornance with 6-b i t ,  equal-s tep quan t i za t ion  i s  
e s s e n t i a l l y  i d e n t i c a l  t o  t h a t  obtainable  with a r b i t r a r i l y  f i n e  quan t i za t ion ;  w e  use 
such quan t i za t ion  with’ t h e  OED schemes t o  f ind t h e  l i m i t s  OC t h e i r  p e r f o m m c e .  
With s e q u e n t i a l  decoding, 3-bit quant izat ion i s  used, as wculd be t h e  lhit i n  
p r a c t i c e ;  Appendix E shows t h a t  t h e  resul t inp:  deeradat ion i s  very mal l .  
For a rate-1/2 code, E /I? = @ ,  where 6 i s  t h e  sipnal-to-noiFe 
‘ti 0 b e  
k i t  t o  t h e  s ingle-s i+e? s r c c t r a l  density7 of t h e  no i se ,  IJ . I n  
0 
b o  
- 
In t h e  s i r u l a t i o n s  we zssune t h a t  t h e  ell- 
m l e v e l s ,  which we c a l l  rn-hit quant izat ion.  
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'We ~1.80 Cesirec;; t o  toke  i n t o  account t h e  reduniiancy i n  tkle Pioneey 
- data f o r r a t .  
k i t  i n  t h e  informe.t.ion strearr, woulc! be 83 o d d  B a r i t y  check on t h e  -:rece?jn;- 
6. 
z t r a t e e j e s  of e r e su re  of 7-bit v o r d s ,  v h m e  Furpose w a s  t o  reduce t h e  im- 
l e t e c t e d  e r r o r  ?roba??il i ty E . t  %he e m e n s e  o f  nor?? e ra su re  p rohab i l i  t?: in 
scquentie.1 cecociny: it perri2,tcd an e f f i c i en t ;  f o r c i n r  of t h e  eearch. ls'e 
have l a t e l y  beer. informed t h a t  ac tue . l ly  t h e  seventh t it  i n  t h e  Pioncer fomr t .  
i s  em odf; Fa.rit:br check on t h e  b i t s  two, fou r ,  and s i x  b i t s  before,  ?Jut sf 
course t h i s  b i t  couid be repl.acec i n  t h e  encoder by t h e  overall .  F 2 r i t y  checl. 
c.:nicI: is A s s i r e d  Yere. 
i n  pencral ,  we went under t h e  assunption t h a t  every sevectk 
This aadecj i r , f cEe t io r .  allowed i.n t h e  OF'! iiecodinc severe1 kinds of 
2. C c r v c l u t i c m l  Ccdes w i t h  OkT DecodinL 
Ortkoy,onal eauat ion ?ecodinf.; i:. a rcthod of using n n w b e r  cf e 9 w t i o n c ,  
c r ch  iriclKdirr  t h e  l it  t o  he decoded, bu t  includinp no o t h e r  h i t  m r e  t k L E n  c r c e ,  
t o  coqwtr? P, r e l i a k l e  l o r  l j ke l ibooc  r a t i c  of t h e  ?eco3e? h i t  f r o r  t h e  receive?. 
lor l ikeiihcc::  rotic:: of ?.he t i t s  i n  t h e  c i u a t i c n s .  :'be rwthcr. h e s  I,PF'II ,-is- 
c u ~ s e c  Tr. d e t a i l  i n  c t h e r  r e a c r t s ,  e r d  Y-runds 6crived on i t s  per ' c re rce .  (142) 
Le n c t e 5  i r  F e r t i c u l a r  t h n t  vherepr i n  nreviouslv suy res te2  s c k w e e  h i t s  a: rp.ed?r 
decoriec; vere ~ S P U  correct: ( h e r 6  ( e c i s i o n )  , 8 nerformance i r i r rowm~r , t  r i r k t  
he obtpired b:l s s s ign inz  t h e s e  k i t s  t h e    OF, l i ke l ihood  rn t ics  c c r p t e f i  i r  the 
dpcodirjr Trccess (full 1iFel.ihoca). 
f o r m q c e  achievable a t  l o w  signal-to-noise r a t i o s  k:r both t h e s e  sche res ,   ad w i t h  
a c o q s r i r o r  tetv-epn t h c r .  I n  a l l  C R S ~ S ,  t h e r e f o r e ,  t h e  s?xe no i se  sa r1ue r -1~~  t r ~ ~  
user, f o r  't-,otti. 
- _  
W? vcre t k e r e f o r e  concerneri w i t h  the per- 
KP e1s0 t r i F h e c i  t o  CeterrjnP Pow best t o  usc t h e  seventh b i t  n''ernJ1 Tpr:t:r 
c t eck .  l z  o?,vicus s t r a t e p j  i n  t c  rc!ect 2ry words ir, k-hich m r i t y  T C P P  nrt Ctlccl , 
p - c c a ~ t  t h e  r e P t .  1'0-vver, vc f T l t  tk*;Ht. we rip;ht, do b e t t e r  t o  ucc t h e  
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t o  get a more s e n s i t i v e  t e s t ,  as had previously been sugqested at  Ares ( 3 ) .  
J!cre we s i n n l y  cocrJute6 t h e  Frobakili t ,y that t h e  e n t i r e  m r c 7  v c s  c n r r c c t ,  
sivpn the cor-pcted Icr l i k c l i h c o d  r a t i o s  an6 a s su r inp  incenendence 1 e t v w n  
F i t s ,  vhich of  cours? i s  fnlsc. Any vord w i t F  ?rchebilSt:r less  thnc ."Q of  
rP.iectcd. ! t h i r d  StroteK:. we t r i e d  wos the‘ fc i lo\*inr : :  ir. Trclrc:s iE vhiclT 
rcrity fnileci  t o  check, we first  chanped t h e  lc::ct, I i l e l y  tit i n  t + c  l lccF: ,  
arc? then app l i e6  t h e  t e s t  descr ibed above on the 17ord i n c * u d i n r  t h e  chprpci hit. 
It i s  c b a r a c t e r i s t i c  of  r o s t  r?pcodiny scf:er>es for convo lu t i rna l  c o ( : e ~  t Y E t  
wken one decoding e r r o r  i s  radc ,  s eve ra l  othern tend t o  follow hefore t F e  (>e- 
- - - -  c:c.;Cr:r t e e o r e s  rzsynckrzcized. I S ! ~  cp.11 such n~ event. a n  errcr  rur. ~ art: Ccfine 
it, r r e c i s e l p  ES. follows: 
&.) 4. b i t  i s  t h e  l a s t  tit of  p.ri errcr  rim i f  it i s  decnrj,ec! i r -  
cGr rec t ly  acd t h e  succeeainr r.-1 h i t s  me  deccdetj c o r r e c t l y ,  where r J r ;  t h c  
de c c d i r q  c or  st r a i  L t lez  Et I- ; 
2 . )  A bit is  t h e  f i rs t  k i t  cf en  e r r o r  run jf i t  is C'ecricf i r i -  
cc:-rcctl:r an2 t h e  decoder is not  a.I.read?r i n  PA e r r n r  rim. 
V l t F  t % i s  d e f i n i t i o n ,  we can t l -en ciefine t h e  f i r y t  e r r o r  r r o b e b i l i t y  !i', rs t,hc 
.I. 
1' a run. 'Ihe o v e r a l l  b i t  errcr p r o b a b i l i t y  P is t h e n  enFroxinetely eouel  tc, P? 
where E i s  t h e  averefe  .nurrber of e r r o r s  i n  a run. Ve a l s o  t a b u l a t e  t h e  averape 
c 
- 
l e n g t h  of a r u c ,  1 , and t h e  OveraFte e r r o r  dens i ty  i r ;  rung ??It, 
I n  t h e  e n d ,  on ly  t w o  ccides were sinmulated, t h e  ( l + k ,  2 2 )  an; (211,17) ti-isl-crir;- 
e r r c r  codes of !'assey ( b ) ,  a t  the t h r e e  values of C /I! 
e c c  11 .'( ( 6 . f  15) , an? w i t h  t c t t  hard  decisicn (I!?) end f u l l  likelihoot (FL) 
of 7.4 (3.f' cT), 3.6 ( c . 7  t t ) .  
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number of information b i t s  decoded, N ,  and P 0' 5' 2 5 ,  1 ,  and E/!, 
defined i n  t h e  previous paragraph, we t a b u l a t e  t h e  word e ra su re  p r o b a b i l i t i e s ,  
PA and P and t h e  word e r r o r  p r o b a b i l i t i e s ,  Pel and E.' x2' e2 ' 
two schenes descr ibed  i n  t h e  paragraph preceding t h e  last. 
of t h e  t h i r d  e ra su re  scheme was i n  every case nea r ly  i d e n t i c a l  t o  t h a t  of 
using t h e  f h r s t  
The p e r f o r m m e  
t h e  second. 
F i n a l l y ,  w e  have p l o t t e d  i n  Figure 1 t h e  f i r s t  e r r o r  p r o b a b i l i t y  
a g a i n s t  E i / l : i 0 ,  f o r  both codes, with OED-HD, i n  order  t o  conipare t h e s e  r e s u l t s  
w i t h  t hose  computed e a r l i e r  (1). 
I)I s cuss1 OM 
Our p r i n c i p a l  i n t e r e s t ,  of course, i s  i n  performance. Let us the re -  
f o r e  exarrine c l o s e l y  t h e  r e s u l t  obtained with t h e  most powerful code (44,22), 
decoding scheme (OED-FL) , and word e ra su re  s t r a t e m  ( t h e  second) ,  J.t an 
% / T i o  cf 3.8 db, which i s  exac t ly  3 dh below t h e  Eb/Ko a t  which with PSk 
t h e  e r r o r  p r o b a b i l i t y  is t h i s  scheme has a b i t  e r r o r  p r o b a b i l i t y  
of 2.6 x o r  g r e a t e r  than  the  t a r g e t  p robab i l i t y  of  
Nore impor tan t ly ,  with t h e  e ra su re  s t r a t e g y  previous ly  descr ibed ,  
t h e  word e r a s u r e  p r o b a b i l i t y  i s  about 2%,  and t h e  word e r r o r  
about 
e r r o r  p r o b a b i l i t y  of 2 x which would be obtained wi th  PSK a t  a b i t  
e r r o r  rate of with t h e  s implest  e r a su re  s t r a t e g y .  It i s  c l e a r ,  there-  
f o r e ,  t h a t  t h e  performance of t h i s  scheme at % / N o  = 3.8 db i s  i n f e r i o r  
t o  t h e  s tandard  s e t  by t h e  current  system. 
p r o b a b i l i t y ,  


































That at  5.5 db i s  c l e a r l y  b e t t e r ,  however; probably t h e  t w c  are Rhout 
t h e  same at 4.4 - 4.5 db, 
t h i s  sequence i s  (104,521, and know no more powerful decoding schene f o r  
t h e s e  codes, w e  see t h a t  with convolutional ccvdes ar,d CEC decodinc w e  can 
gain no more than  about 2 1 / 2  db over s t r a i g h t  PSK, f o r  a t a r g e t  b i t  
e r r o r  rate of This i s  o u r  mttjor conclusion; while sonewhat w r e  
hea r t en ing  than  those  reported before ,  due p r i n c i p a l l y  t o  t h e  in t roduc t ion  
of  f u l l  l i k e l i h o o d  feedback , it is ha rd ly  ear th-(  o r  heaven-) shaking. 
Since we  w a n t  no longer  code ( t h e  nex t  i n  
There are some i n t e r e s t i n g  d e t a i l e d  conparisons t h a t  can he Fade, 
hcwever. F i r s t ,  l e t  u s  compare hard decis ion with f u l l  l i k e l i h o o d  feed- 
back. We see t h a t  t h e  first e r r o r  p r o b a b i l i t i e s  f o r  each h a r d p  dif'f'er, 
and t h a t  i n  f a c t  t h e  hard decision r e s u l t s  are s u p e r i o r ,  which i s  t o  he 
expected s i n c e  as long as no e r r o r  has  been made, feeding back i n f i n i t e  
l i k e l i h o o d s  i s  a l l  t o  t h e  good. However, t h e  average number of e r r o r s  
i n  a run i s  narkedly less  f o r  f u l l  l i k e l i h o o d  than  f o r  hard ciecision 
feedback: 
Ev iden ta l ly  a t t ach ing  R low l i ke l ihood  t o  an e r r o r  i s  very e f f e c t i v e  i n  
c u t t i n g  down propagation. T h e r e  r e s u l t s  an improveKent i n  b i t  e r r o r  
p r o b a b i l i t y  of a f a c t o r  o f  3 o r  4 ,  which i s  equivalent  t o  a gain o f  between 
1 / 2  and 1 db f o r  t h e  e r r o r  probability-Eb/Uo s lopes  t y p i c a l  o f  t h e s e  codes. 
\Then we examine t h e  r e s u l t s  o f  t he  word e ra su re  s t r a t e g i e s ,  moreover, w e  
see t h a t  f o r  some reason they a re  no t i ceab ly  more e f f e c t i v e  wi th  f u l l  
l i k e l i h o o d  feedback than with hard dec i s ions ,  again undoubtedly a mani- 
f e s t a t i o n  o f  FL's g r e a t e r  s e n s i t i v i t y  t o  e r r o r s  r e s u l t i n g  i n  nore equivocal 
log l i k e l i h o o d  r a t i o s ,  Thus w e  can say t h a t  f u l l  l i k e l i h o o d  feedback buys 
roughly 1 db over hard dec i s ion ;  s i n c e  t h e  implementation f o r  both i s  near ly  
i d e n t i c a l ,  it looks as though t h e  forn,er i s  p re fe rab le .  




















A s  f o r  t h e  e ra su re  s t r a t e g i e s ,  we see t h a t  both a r e  b a s i c a l l y  
handicapped by having t o  work against  h igh ly  c l u s t e r e d  e r r o r s .  This 
r e s u l t s  i n  gene ra l  i n  a somewhat lower e r a s u r e  rate than a BSC would 
e x h i b i t  f o r  t h e  same b i t  e r r o r  rate, but  a xuch h i ehe r  e r r o r  rate;  t h e s e  
two q u a n t i t i e s  nay be t r a d e d  o f f  against  one anotP,er by varyin[: t h e  th re sho ld  
i n  t h e  second stratew, but  t h e  net result  i s  i n f e r i w  t o  t h e  L G C .  S m e  
s o r t  of  s c r a r b l i n e  o r  i n t e r l e a v i n g  i s  t h e r e f o r e  suppested. I n  cor,;paririF 
t k e  s t r a t e g i e s  t o  one another ,  we see t h a t  with a t h r e s h o l d  Gf .'XI w e  tend 
t o  inc rease  t h e  word e r a s u r e  p r o b a b i l i t y  by less  than  a f a c t o r  of two, v h i l e  
decreasing t h e  e r r o r  p r o b a b i l i t y  by a f a c t o r  s l i p h t l y  F r e a t e r  t han  2. [Jn- 
douhtedly,  a s t i l l  h ighe r  threshold would be y r c f c r a t l e .  
t h e  ncgl i [ ; ible  d i f f e rence  between t h e  second strateor and t h e  t h i r d  strateC2.r , 
i n  which t h e  least  l i k e l y  b i t  i s  f l i p p e d  be fo re  corrputation of t h e  word 
l i k e l i h o o d ,  i s  t h a t  it i s  extrepely u n l i k e l y  t h a t ,  a f te r  f l iFp inF ,  t h e  
word l i k e l i h o o d  w i l l  be very high, so t h a t  g r a c t i c a l l y  a l l  words whose 
p a r i t y  does no t  check are r e j e c t e d  anyway. 
The reason f o r  
F i n a l l y  w e  note  t h e  curious f a c t  t h a t  i n  t h e  (24,13) code, which i s  
b a s i c a l l y  three-error-correct ing,  the  e r r o r  densi t:i i n  runs i s  very n e a r l y  
1/3, while i n  t h e  4-error-correcting (44,22) code, it i s  1/4. 
James Maseey r e p o r t s  t h a t  t h i s  phenomenon has been repeatedly observed 
but never explained. 
Professor  
3. Block Codes With OEC Decoding 
For c e r t a i n  block codes, a se t  o f  orthogonal p a r i t y  check equat ions 
can be formed, and t h u s  OED decoding can be used. 
t h e  s implest  i s  t h e  (15; ,7), a distance-5 code, whjle one of t h e  nore complicated 
i s  t h e  (73,45), a code of  dis tance 10; t h e s e  were t h e  two codes s i m l a t e d .  
w i th  convolut ional  codes,  both hard decis ion and f u l l  l i k e l i h o o d  feedback are 
poss ib l e .  










The e f f i c i e n t  way t o  use t h e  seventh b i t  p a r i t y  check i n  a block 
code i s  no t  c l e a r .  F i r s t ,  when t h e r e  i s  an e r r o r  i n  a block,  t h e  whole 
block t e n d s  t o  have l o w  decoded log l i k e l i h o n d  r a t i o s ,  and should probably 
be thrown out  as a u n i t .  I n  t h i s  dec i s ion ,  t h e  seventh p a r i t y  b i t  can he lp ,  
b u t  it i s  n e i t h e r  n a t u r a l  nor  e f f i c i e n t ,  
q u i r e s  considerable  bu f fe r ing  anyway, we now fee l  t h a t  t h e  most e f f e c t i v e  
s o l u t i o n  would be t o  t a k e  out  the o v e r a l l  p a r i t y  b i t  i n  t h e  encoder,  and t o  use a 
rate 6/14 block code so as t o  keep t h e  t ransrxi t ted h i t  rate twice  t h e  in-  
coming b i t  rate. Codes of rate 6 /14  can be obtained by shor t en ing  longer  
codes; f o r  e x m p l e ,  t h e  (15,7)  can be shortened t o  (14 ,6) ,  o r  t h e  (73,45)  t o  
(49,21). The a l t e r n a t i v e  would be t o  take out  t he  o v e r a l l  parit:r b i t  and use 
the liore powerful unshortened block code; then t h e  t r m - s p i t t e d  b i t  ra te  would 
no longer  be sircply related t o  the  information b i t  rate, and considerable  rodi-  
f i c a t i o n  of encoder and demodulator t iming would be required.  
Since a block code i n h e r e n t l y  re- 
Table I1 summarizes t h e  performance obtained w i t h  t h e  shortened (14,6) 
and (49,21) codes, w i t h  orthogonal equation decoding and full l i k e l i k o o d  
feedback. The s ignal- tosnoise  r a t i o s  p e r  transrr, i t ted h i t  considered were 0.3 
and 0.8 db, corresponding t o  signal-to-noise r a t i o s  p e r  o r i g i n a l  information 
b i t  ( b e f o r e  e x c i s i n g  the  seventh b i t )  of 3.3 and 3.8 db. I n  t h i s  table  1J i s  
the t o t a l  number o f  words decoded, P t h e  percentage of vords i n  e r r o r ,  ana 
e w  
I)cb 







3.0 10-3 1.7 x low2 
OED-FL 3.3 30,000 2.8 ’x 5.1r 
OED-FL 3.8 2,000 2.5 x lo’* 1.0 10-3 
OED-FL 3.3 2,000 6.5 x 3.8 x 10-3 
I n  Table 111, we t a b u l a t e  t he  performance obtained wi th  t h e  unshortened 
(15,7) and (73,451 coaes. 
ga in  i n  dropping t h e  seventh p a r i t y  b i t .  and Pe,;, 
t h e  p r o b a b i l i t y  of e r r o r  i n  t h e  in fo rna t ion  b i t s  and i n  tile pai-i ty kits, - r ~ * - r -  
t h e  f i r s t  7 o r  45 b i t s  i n  a word a r e  considered t h e  inforrcation b i t s .  
Here E /N has been ad jus ted  as above t o  r e f l e c t  t h e  b o  
We have a l s o  t a b u l a t e d  Pel 
W L I L A  L 
-18- 
Table I11 































6.7 10-5 2.2 10-5 
7.6 2.6 10-4 
8.7 3.2 
1.7 x 6.4 x lom3 
1.7 x 6.3 x 
6.7 10-5 4.4 
9.9 1.9 
2.2 x 3.8 10-3 
2.2 x 3.8 10-3 
1.3 x 1.8 x lo-'' 
ei 
P 
2 . 4 ~ 1 0 ' ~  
6 . 7 ~ 1 0 ' ~  
5.7xl0"2 
6. 1x1~-3 
Finally, i n  Figure 2 w e  have p l o t t e d  t h e  b i t  p robab i l i t y  of e r ror  F 
eb 

















































Again, l e t  us first consider  t h e  b e s t  performance obta inable  by codes 
of t h i s  t ype ,  which would be with t h e  unshortened (7'3,451 code and f u l l  
l i k e l i h o o d  feedback. 
We see from Figure 2 t h a t  w e  can ob ta in  a b i t  e r r o r  p r o b a b i l i t y  of a t  
an Eb/N of 2.1, o r  about 3.2 db. If w e  d i s r ega rd  t h e  f a c t  t h a t  e r r o r s  a r e  
c l u s t e r e d  i n  words, as perhaps we could do with scramoling, t h i s  would g ive  
a m a x i m u m  improvement over no coding of about 3 1 /2  db. Including t h e  c l u s t e r e d  
e f f e c t  might drop t h e  improvement t o  l e s s  than  3 db, s ince  we s e e  t h a t  at 3.9 d b  
(2.9 db improvement) t h e  word error p r o b a b i l i t y  i s  6.8 x about t h e  des i r ed  
6-bi t  word d e l e t i o n  p r o b a b i l i t y ;  t h i s  assumes p r a c t i c a l l y  a l l  words w i t h  e r r o r s  
would be de tec ted .  On t h e  o the r  hand, i f  we confine ourse lves  t o  t h e  shortened 
codes, t nen  wi th  t n e  i49,zi)  it t&es  \INo = 3.8 db to get 5 10 b i t  e r r o r  
p r o b a b i l i t y .  Deta i led  ana lys i s  of t h e  d i s t r i b u t i o n  of e r r o r s  i n  words y i e l d s  
t h e  e s t ima te  t h a t  wi th  t h i s  code and at  t h i s  s ignal- to-noise  r a t i o  about 1% of 
a l l  s ix -b i t  words contain e r r o r s ;  t hus  even with p e r f e c t  de t ec t ion  of e r r o r s  
t h e  word d e l e t i o n  p r o b a b i l i t y  wo-dd be s l i & h t l y  high. I n c i d e a t a l l y ,  w e  see  
t h a t  wi th  the (14,6) code, at t h e  same s ignal- to-noise  r a t i o ,  l e s s  t han  2% of 
6-bi t  words have e r r o r s ;  t he re fo re  t h i s  s i r p l e r  code would probably be a l n o s t  
as good. 
more could be obtained only by skewing t h e  t r a n s n i t t e d  b i t  rate with t h e  un- 
hhortened code, and perhaps scranbl ing as we l l ,  
0 
-3 
But i n  summary, it would seem t h a t  i n  p r a c t i c e  a gain of 3 db o r  
Next, l e t  us compare t h e  f u l l  l i k e l i h o o d  wi th  t h e  hard dec is ion  
feedback. We see  from Table I11 t h a t  while  the  e r r o r  p r o b a b i l i t y  i n  t h e  
information b i t s ,  Pei , i s  only s l i g h t l y  less f o r  f u l l  l i ke l ihood  than  f o r  
ha rd  dec i s ion ,  t h e  p a r i t y  b i t  error P 
be ing  g r e a t e r  than  P,i 
l ihood.  The reason f o r  t h i s  propagation e f f e c t  with hard dec is ion  i s  as 
fol lows:  
i s  nuch b e t t e r  f o r  f u l l  l i k e l i h o o d ,  
eP 
f o r  hard dec is ion ,  bu t  l e s s  than Pei f o r  f u l l  l ike-  





















equat ion  whose c y c l i c  pernuta t ions  g ive  the  or thogonal  equat ions  has  a 
span of  h*% bits.  
t o  a sum of  n ine  preceding b i t s ,  the  first of which i s  t h e  f irst  b i t .  
when we come t o  t h e  p a r i t y  b i t  i n  decoding, one of  t h e  equat ions  w i l l  inc lude  
only b i t s  t h a t  have a l ready  been decoded, all of which i n  hard dec is ion  feed- 
back w i l l  have i n f i n i t e  l i ke l ihood  and w i l l  do r ina t e  a l l  t h e  o t h e r  equat ions.  
The result i s  t h a t  t h e  decoded p a r i t y  b i t s  a r e  forced  t o  be t h e  b i t s  i n  t h a t  
code word which conta ins  t h e  decoded information b i t s .  Therefore ,  i f  no i n -  
For example, i n  t h e  (73,451 code, t h e  46th b i t  i s  equal  
Thus 
formation b i t  e r r o r s  a r e  made, no p a r i t y  e r r o r s  w i i l  be made. 
one informakion e r r o r  i s  made, t he re  must be a t  least  d-1 p a r i t y  e r r o r s ,  where 
d i s  t h e  minimum d i s t ance  of the code [ 5 f o r  t h e  (15,7), 10 f o r  t h e  73,451 3. 
This  m u l t i p l i c a t i o n  of e r r o r s  accounts f o r  
With f U i i  i i k e i i h o o d ,  on the  other ha&, It is ?.et necessary tan decode i n t o  
a code word, and every decoded b i t  i s  more r e l i a b l e  than  t h e  one before .  
This  sugges ts  t h a t  while  with hard dec i s ion  feedback t h e  information b i t s  
ought t o  be at t h e  beginning of t h e  word, w i t h  full l i k e l i h o o d  they  ought 
t o  be at t h e  end. I f  t h i s  i s  dcne, there s e e r s  very l i t t l e  d i f fe rence  i n  
performance between t h e  two schemes, though f u l l  l i ke l ihood  i s  a b i t  b e t t e r .  
However, i f  0-1.. 11 Y 
being nuch h igher  than pej .  el? 
4. Convolutional Codes wi th  Sequent ia l  DecodinL 
SequenLial decoding i s  an algorithm f o r  conducting an e f f i c i e n t  
search  f o r  t h e  xrost probable convolut ional  code sequence, given whatever 
i s  received.  Since any ava i l ab le  information can be programed i n t o  i t ,  it 
i s  h igh ly  f l e x i b l e ;  i n  t h e  current  app l i ca t ion ,  f o r  e x q i e ,  it can be pro- 
grammed not  t o  consider  any transmitted sequence not i n  t h e  proper  f o r a a t ,  






















Because of t h e  g e n e r a l i t y  of s e q u e n t i a l  decoding, t h e r e  are a wide 
v a r i e t y  o f  op t ions  i n  choosing a p a r t i c u l a r  scheme. F i r s t ,  of  course,  i s  
t h e  choice of t h e  code itself. For reasons discussed i n  ear l ie r  r e p o r t s ,  w e  
have l i m i t e d  ourselves  t o  codes of rate 1 /2 .  
on c o n s t r a i n t  l eng th  of 24 ,  both because w e  do not wish t h e  encoder t o  be- 
come t o o  complicated, and because the  word s i ze  of the SDS computers a v a i l z b l e  
at t h e  r e c e i v e r  s i tes  i s  24; 
su i ta3 le  progranlmir?g. Also involved i n  t h e  choice of code i s  t h e  quest ion 
of  what t o  do with t h e  seventh p a r i t y  b i t .  
We have t o  da t e  ixposed a l i m i t  
we have now found t h a t  25 can be hanaled by 
The decoding a l g o r i t h n ,  besides  having two v a r i a b l e s  c a l l e d  t h e  b i a s  
and t h e  t h r e s h o l d  spacing, can be cast i n t o  two f o m s ,  t h e  f i r s t  due t o  Fano, 
t h e  second t o  Gal lager ,  which can appreciably a f f e c t  icplementation. i n  t h e s e  
s imulat ions t h e  Fanl, a l g o r i t h n  vas used. 
One nust  a l s o  choose a quan t i za t ion  scheme f o r  t h e  demodulator output ;  
he re  f o r  hardware s i m p l i c i t y  we  have l i m i t e d  ourselves  t o  3 b i t s  or 8 l e v e l s ,  
as t h e  results of Appendix B suggest w i l l  be s u f f i c i e n t .  
F i n a l l y  one must spec i fy  how t o  resynchronize t h e  decoder when it hang? 
up; he re  t h e  s b p l e s t  method seems t o  be t o  resynchronize once each frame by 
simply s e t t i n g  t h e  encoder s h i f t  r e g i s t e r  t o  a l l  zeros.  
l e a v e s  t h e  l as t  b i t s  of  a frame less p r o t e c t e d  t h v l  t h e  res t ,  t h e  b e s t  p l ace  
t o  do t h i s  i n  t h e  Pioneer format i s  af'ter t h e  second word of t h e  fraxe, s i n c e  
the  first word i s  t h e  known frame synch Barker sequence, and t h e  second t h e  
node i d e n t i f i c a t i o n  wo'rd, which i s  usua l ly  known but  i n  any case dispensable.  
Since t h i s  method 
S p e c i f i c a t i o n  of  t h e  performance o f  a s e q u e n t i a l  decoding scheme i s  
somewhat more Involved than specifying t h a t  o f  t h e  schemes p rev ious ly  con- 
sidered, because of t h e  v a r i a b i l i t y  i n  decoding computations inhe ren t  i n  t h e  
sea rch  algorithm. If a sequen t i a l  decoder were allowed t o  search f o r  an 













could speak of t h e  word error p r o b a b i l i t y  as simply t h e  f r a c t i o n  o f  decoded 
seven-bit words containing e r r o r s .  I n  p r a c t i c e ,  a too-long search i s  terrzinated 
and t h e  frame involved simply erased; one then  speaks of t h e  frame d e l e t i o n  
p r o b a b i l i t y .  By varying t h e  c r i t e r i o n  o f  when a search i s  t o o  lone, one can 
decrease t h e  undetected word e r r o r  p r o b a b i l i t y  at t h e  cos t  of  i nc reas ing  t h e  
f r ane  d e l e t i o n  p r o b a b i l i t y ;  as the  choice of t h i s  c r i t e r i o n  can be deferred 
u n t i l  t h e  data a c t u a l l y  a r r i v e s ,  s p e c i f i c a t i o n  of  t h e  perfornance of  a code 
rrust include t h e  complete t r zdeof f  which can bc obtained. 
A FORTRAII progrmL has been w r i t t e n  a t  Anes by L. Hofrran t o  g e t  e s t i r r a t e s  
of performance with a l l  t h e s e  va r i ab le s .  We now d i scuss  t h e  r e s u l t s  obtained. 
I n  t h e  n a t t e r  o f  choosing codes, Lin and Lyne [ 5 ]  have publ ished codes 
optimized f o r  s e q u e n t i a l  decoding o f  c o n s t r a i n t  l eng ths  up t o  21. Three 
d i f f e r e n t  t a i l s  of i eng th  3 were added t o  the length-21 czde t o  ge t  t h r e e  
d i f f e r e n t  length-24 codes, Su rp r i s ing ly ,  it was found t h a t  t h e  d i f f e rences  
i n  performance between t h e s e  t h r e e  codes were s u b s t a n t i a l ;  with a cutoff  of 
20,000 t r ia l s ,  t h e  undetected e r r o r  p r o b a b i l i t i e s  observed a t  E /I: 
and 1.7 db were: 
4.9 x loW4, and Code 111, 0 and 4.7 x lf4. 
t h e  t a p  configurat ion of t h i s  code i s  given i n  Appendix D. 
= 2.5 ab 
and 
Therefore,  Code I11 w a s  chosen; 
b o  
-4 
Code I ,  3.6 x and 1.1 x IOm3, Czde 11, 1.8 x 10 
The s tandard of perfornance w a s  then taken t o  be t h i s  code w i t h  t h e  
fol lowing a d d i t i o n a l  choices:  
1) 
2 )  
o f  each frame ; 
odd p a r i ' y  forced on a l l  seven b i t s  i n  a word; 
f i xed ,  known words i n  p o s i t i o n s  15 (E), 31 (FS) ,  and 32 (! 'ID) 
3) a b i a s  o f  1.0 b i t  pe r  branch; 
4 )  
5 )  
a t h r e s h o l d  spacing of 3.0 b i t s ;  
3-bit quan t i za t ion  as i n  Figure 3a. 
-24- 
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The performance obtained by t h i s  code, with t h e s e  choices ,  and a 
c u t o f f  of 20,000 t r ia l s ,  i s  summarized i n  Table I V ,  f o r  E /K 
1.7, and 1 db. 
e r r o r  p r o b a b i l i t i e s  which can be obtained a t  r+) / i  
below 20,000 t r ia l s ,  while Figures 5 and 6 give t h e  d i s t r i b u t i o n  of t r i a l s  
r equ i r ed  i n  4 runs of 800 frames at E /E 
at 1ib/iiC = 1 db. 
= 2.5, b o  
Figure 4 i l l u s t r a t e s  t h e  t r a d e o f f  between d e l e t i o n  and undetected 
= 1.7 db by dropping t h e  cutoff  
0 
= 1.7 dt; and 3 runs  of 100 frames 
b o  
Table I V  
E /ii (db )  N ( f ra res )  Pxl, frame PC, word b o  
2.5 3,200 9.4 0 
_I ,-3 I ,  CI 1 n-l+ 1.7 3,200 7.e x I U  Y e  I x IV 
-2 
1 .o 300 8.0 x 10 2.11 x 
Use of  t h e  above code i a p l i e s  t h a t  t h e  spacec ra f t  encoder ms t  s u b  
s t i t u t e  an o v e r a l l  p a r i t y  check f o r  t h e  c u r r e n t l y  e x i s t i n r  1-3-5-7 p a r i t y  
check on a l l  words t h a t  are not par i ty-exerpt .  A s  it i s  becovinc? c l e a r  t h a t  
t h i s  funct ion may represent  a s u b s t a n t i a l  p a r t  o f  t h e  encocier (see Appendix P ) ,  
a prir.e a l t e r n a t i v e  t o  t h e  above code would be t o  use t h e  c u r r e n t l y  e x i s t i n [  
p a r i t y  check. ble have a l i l r i t e d  set  of s i r u l a t i c n s  on t h i s  code, a t  13/IbG = 
2.5, 2.1, 1.9, and 1.7 db, which are s m a r i z e d  i n  Table V ,  a p i n  with a cutoff  
of  20,000 t r ia l s .  ( I n  t h e s e  s i r u l a t i o n s  t h e  equal-step quan t i za t ion  scherr.e o f  
Figure 3b w a s  used.) F i e r e  7 p l o t s  $be tra.deoff between d e l e t i o n  and e r r o r  
p r o b a b i l i t i e s  at t h e  t h r e e  higher signal-to-noise r a t i o s ,  and Fipwre 8 p l o t s  
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3.1 x 10- 4 
3.9 
1.4 
F i n a l l y ,  on t h e  suggestion of Prof .  Vassey, t h e  in-wrse of the  ( k 8 , 2 4 )  
code w a s  t r i ed .  This  i s  a (46,23) code whose d i s t a n c e  p r o p e r t i e s  are 
i d e n t i c a l ,  over t h e  f i r s t  24 b i t s ,  t o  those  of  t h e  (48,241 code. 
o f  800 franes at  %/E'' 
cf t h e  (48,21?) code was nht.ained, 
I n  one run 
= 1.7 db, an undetected e r r o r  p r o b a b i l i t y  twice t h a t  
0 
J u s t  a f te r  a c q u i s i t i o n ,  o r  i n  t h e  t i m e  neighborhood of a cormand, t h e  
mode i d e n t i f i c a t i o n  word may not be known, Therefore ,  the  perforrcance of  t h e  
standard code under t h e  assumption t h a t  t he  last  word i n  t h e  fraine w a s  unknown, 
was determined. A s  expected, many e r r o r s  were observed i n  t h e  l as t  word. 
However, frame d e l e t i o n  p r o b a b i l i t y  w a s  unaffected and undetected word error 
p r o b a b i l i t y  increased by only a f a c t o r  of  2 (a t  1.7 db) , most of which Were 
i n  t h e  las t  d a t a  words of t h e  frame, 
F i n a l l y ,  some prel iminary runs were made with equal-step quan t i za t ion  
o f  d i f f e r e n t  s i z e s  than  i n  Figure 3b, b u t ,  aside from v e r i f y i n g  t h a t  perforaance 
i s  not  very s e n s i t i v e  t o  such changes, l i t t l e  can be concluded f r o m t h e  data 
obtained t o  date. 
F'igure 4 compares results zt Eb/No = 1.7 db f o r  the two quant izat ion 





















The performance obtained with s e q u e n t i a l  tiecoding is  q u i t e  impressive . 
A t  an \/No of  2.5 db, which is a 4.3 db improvement over  no coding, w e  have 
y e t  t o  observe an e r r o r ,  while the  d e l e t i o n  r a t e  i s  s t i l l  below one i n  a 
thousand. A t  1.7 db, we are g e t t i n g  performance wi th  t h e  b e s t  code equal  t o  
t h e  standard of  d e l e t i o n  p r o b a b i l i t y ,  and j u s t  a b i t  more than  t h e  s tandard  
of undetected error p robab i l i t y .  We discuss  below b e t t e r  methods of d e t e c t i n g  
e r r o r s ;  s u f f i c e  it t o  say he re ,  however, t h a t  wi th  s e q u e n t i a l  decoding t h e  
improvement over  no coding approaches 5 db, Perhaps more important ,  at about 
a 4 db improvement, almost absolu te ly  c lean  d a t a  can be provided t o  t h e  
experimenters.  
The most important comparison t o  be made between t h e  d i f f e r e n t  code 
can f igu ra t ions  studied i s  between retaliiiiig t h e  present  1-3-5-7 p a r i t y  i n  
each data word, o r  s u b s t i t u t i n g  an  o v e r a l l  p a r i t y  check i n  t h e  seventh place.  
The f a c t  t h a t  some words a r e  parity-exempt makes such a replacement somewhat 
d i f f i c u l t  t o  implement, as we see i n  Appendix D. From t h e  fragmentary data we 
have, p a r t i c u l a r l y  from a conparison of  Figure 4 with Figure 7, it appears t h a t  
performance obta inable  with 1-3-5-7 p a r i t y  at Eb/No = 1.9 db i s  roughly equi- 
v a l e n t  t o  t h a t  of o v e r a l l  p a r i t y  at 1.7 db, where i n  both cases  those  s igna l -  
to-noise  r a t i o s  are c lose  t o  t h e  extremes t h a t  w i l l  be t o l e r a t e d .  The 
performance d i f f e rence  is t h u s  of t h e  order  of .2 db. We ques t ion  whether t h i s  
s m a l l  d i f f e rence  j u s t i f i e s  t h e  added conplexi ty  i n  t h e  on-board encoder. 
Figures  4 and 7 a l s o  t e l l  us something about t h e  s e n s i t i v i t y  of t o t a l  
decoding trials as a de le t ion  c r i t e r i o n .  I n  both cases ,  i n  t h e  range of 
i n t e r e s t ,  it t a k e s  about a four fo ld  inc rease  i n  de l e t ion  p r o b a b i l i t y  t o  obta in  
a twofold decrease i n  e r r o r  p r o b a b i l i t y ,  whereas one would expect t h e  e r r o r  
p r o b a b i l i t y  t o  decrease at least as fast as d e l e t i o n  p r o b a b i l i t y  increases .  
h&herrr ,ore ,  with 1-3-5-7 parity,  t h e  e r r o r  p r o b a b i l i t y  becorles almost inde- 





















t o t a l  number of decoding t r ia ls  i s  not  a 
p a r t i c u l a r l y  f o r  t h e  1-3-5-7 p a r i t y .  It 
needed t o  get p a s t  a s h o r t  e r r o r  c l u s t e r  
s e n s i t i v e  d e l e t i o n  c r i t e r i o n ,  
appears tLat t h e  number of t r i a l s  
may be much less than  20,000. 
This  s i t u a t i o n  i s  p a r t i c u l a r l y  unfortunate  i n  t h a t ,  because of t h e  
r a t h e r  s h o r t  code c o n s t r a i n t  length,  t h e  u l t i r a t e  perforrrance of t h i s  
scheme appears t o  be l imited by the  undetected e r r o r  p r o b a b i l i t y  ob ta inab le ,  
mot t h e  d? le t ion  p r o b a b i l i t y .  
success fu l  i n  i d e n t i f y i n g  
a ga in  of perhaps 1 db o r  so, p a r t i c u l a r l y  at t h e  low data ra tes ,  before  
excessive conputation would force a rate change o r  t e rmina t ion ;  Figure 6 s1;ows 
t h a t  t h e  computation cu to f f  comes nea r  I; /I? = 1.0 db. 
A more s e n s i t i v e  d e l e t i o n  c r i t e r i o n ,  i f  
t h e  bulk of e r r o r s  now undetected,  m i R h t  perrrit 
% o  
Therefore w e  consider  it worthwhile t o  look f o r  a more e f f e c t i v e  
c r i t e r i o n .  
t o  advance 
conpute t h e  me t r i c  o f  t h e  decoded sequence, and d e l e t e  when t o o  ereat a d i p  
occurs. 
inplementat ional  change they  inrply i s  i n  ground software.  
One p o s s i b i l i t y  mipht be t o  count t h e  number of trials requ i r ed  
a s h o r t e r  l eng th ,  s ay  24 b i t s  o r  less; another  would be t o  re- 
There i s  l i t t l e  urgency i n  such refinements,  however, s ince t h e  only 
The d i s t r i b u t i o n  of decoding computation i l l u s t r a t e d  i n  Figures 5 ,  6 ana 
8 i s ,  as expected, of  t h e  Pareto form--that is ,  
P r  (c,x) = KP. 
Comparison o f  Figures 5 and 8, as w e l l  as a l l  t h e  o t h e r  evidence a t  hand, 
i n d i c a t e s  t h a t  t h i s  d i s t r i b u t i o n  i s  n e g l i g i b l y  a f f e c t e d  by what code i s  
chosen, depending rather on t h e  signal-to-noise r a t i o .  The Pareto exponent 
can be es t ima ted  by cu rve - f i t t i ng  as 1.8 
and 1.3 at 1.7 db. 
bu t  it seems probable t h a t  here  t h e  exponent i s  a t  o r  below 1.0,  which would 
account f o r  t h e  high v a r i a b i l i t y  i n  t h e  r e s u l t s .  It i s  t h i s  which leads us  t o  
b e l i e v e  t h a t  w i t h  extensive o f f - l i ne  processing,  an %/No nea r  1.0 db could 
at E#?o = 2.1 db, 1.5 a t  1.9 db, 



















be obta ined  i f  t h e  undetected e r r o r  p r o b a b i l i t y  problem could be solved. 
Figure 4 i n d i c a t e s  t h a t  t h e  change i n  performance i n  going from unequal 
t o  equal-s tep quan t i za t ion  i s  n e g l i g i b l e ,  as would be expected, and t n e r e f o r e  
we recommend t h e  equal-step quant iza t ion  f o r  hardware s impl i c i ty .  The exac t  
s ize  of t h e  s t e p s  can be determined i n  f u r t h e r  s imula t ion ,  along wi th  such o t h e r  
d e t a i l  parameters as t h e  bias and th re sho ld  spacing. 
I 
F i n a l l y ,  t h e  s imulat ions w i t h  t h e  mode i d e n t i f i c a t i o n  word unknow-i 
l n d i c a t e  t h a t  t h i s  s i t u a t i o n  i s  c e r t a i n l y  t o l e r a b l e  i f  e r r o r s  i n  t h e  mode 
i d e n t i f i c a t i o n  i t s e l f  are t o l e r a b l e .  I n c i d e n t a l l y ,  t h e  f l e x i b i l i t y  of t r e a t -  
ment of f i x e d  words i n  t h e  decoder suggests  a poss ib l e  method f o r  extending 
range, assuming t h e  c a r r i e r  s t i l l  t r ackab le .  If h a l f  o r  more of t h e  exper inents  
were shu t  down, a l a r g e  p a r t  o f  every frame would contain f i x e d  words; then 
t h e  remaining d a t a  words would be decodable at s ignal- to-noise  ratios 'oe.10~ 
t hose  otherwise required.  Although t h e  experimenter d i s c i p l i n e  r equ i r ed  may 
be inconce ivable ,  it n ight  be worth see ing  how much t h i s  e f f e c t  amounts t o .  
-35- 
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Appendix B. E f f e c t s  of Equal-Step Quan t i za t ion  
V e  have w r i t t e n  a short computer program t o  c a l c u l a t e  t h e  capac i ty  
C and conputat ional  c u t o f f  ra te  R of  t h e  white gaussian channel with 
c omp 
b ina ry  an t ipoda l  s i g n a l l i n g ,  when t h e  demo&:lator out-nut i s  quantized i n  
2” equa l  s t eps .  Figure 1 i l l u s t r a t e s  such quan t i za t ion  f o r  t h e  case 1 ~ 3 ;  
w e  h m e  c a l l e d  t h e  s t e p  s i z e  T. A s  i n  Appendix A,  we  assme t h e  deaodulator 
output  i s  s c a l e d  t o  have rrean 2 6  and var iance 2p , where p i s  t h e  s i r n a l -  
to-noise  r a t i o  pe r  t r a m p i t t e d  b i t  
With quan t i za t ion ,  t h e  channel becones a d i s c r e t e  mexroryless chcmncl 
with two inpu t s  xi and 2rr. outputs 37.. 
J 
i z e d  by t h e  t r a n s i t i o n  p r o b a b i l i t i e s  P 
o f  r ece iv ing  y , given x f o r  p a r t i c u l a r  choices of P and T. Inforryation 
t h e o r y  then  t e l l s  us t h a t  t h e  capacity of t h e  channel i n  h i t s  i s :  
The channel i s  colripletely charecter-  
(P ,T)  which give t h e  p r o b a b i l i t y  J i  
J i’ 
t h e  theo ry  of s e q u e n t i a l  decoders says t h a t  t h e  c o q u t a t i o n a l  cu to f f  rate 
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Figure 2 p l o t s  C and R as a func t ion  of T f o r  m=3 and e 5 8 .  
c Omp 
We s e e  t h a t  t h e r e  i s  a d e f i n i t e  optimum s e t t i n g  of  T ,  and t h a t  t h i s  
optimum i s  g r e a t e r  f o r  Rcomp than f o r  C. 
f o r  a l l  t h e  curves we p l o t t e d ,  which inc luded  va lues  of p fron: .5 t o  3.0, 
These f e a t u r e s  were observed 
and r i ~ 3  and 6. 
at t h e s e  maxixra versus  6 , f o r  m=3 and 6. 
a l s o  inc luded  values  f o r  i n f i n i t e l y  f i n e  quan t i za t ion ,  which cannot be 
Figure 3 i s  a summary curve showing t h e  C and R obtained cor+ 
I n  t h e  case of  Rcon,p w e  have 
t 
d i s t ingu i shed  from t h e  n=6 curve. 
o f  6 ,  f o r  m=3 and 6. 
Figure 4 gives t h e  oi;tic:m T as a f m c t i o n  
Discussion 
A s  t h e  p a r m e t e r  which l i ~ i t s  the performance of s equen t i a l  ciecoding 
i s  Rcomp, t h e  most i n t e r e s t i n g  graph i s  Figure 3. 
va lue  of  p requi red  f o r  R 
r equ i r ed  f o r  m=6, which i n  t u r n  is n e g l i g i b l y  
liere we see t h a t  tkLe 
= .5 with m=3  i s  l e s s  than .2 db above t h a t  
conp 
d i f f e r e n t  from i n f i n i t e l y  
f i n e  quant iza t ion .  Three-bit quant iza t ion  would the re fo re  s e e r  t o  be 
s u f f i c i e n t .  Care must be taken ,  however, not  t o  s t r a y  t o o  f a r  f r o s  t h e  
optinum value of T. 
From Figure 4 w e  see  t h a t  t he  optimum T i s  roughly p ropor t iona l  
t o  @ as w a s  expected,  o r  a l t e r n a t e l y  t o  t h e  s tandard  devia t ion  6 =%. 
I n  t h e  case of capac i ty ,  ToptC' .4C , while  f o r  F T .e. The 
l a t t e r  f i g u r e  checks with t h e  fragmentary s imula t ions  a l luded  t o  i n  Appendix A. 
comp' opt- 
F i n a l l y ,  we note  t h e  following r a t h e r  puzzl ing f a c t ,  A t  = 1.7 db,  
0 
o r  p = .74, t h e  s imulat ions of  Appendix A showed our r a t e  - 1/2  code t o  
be opera t ing  we l l  below Rcomp; r a t h e r  t han  a Pare to  exponent of  1, we 
observed an exponent of about 1.35. Yet , with, m=3 and 6 = .74, Hcomp i s  
only .42, with optimum equal-step quant iza t ion .  
t h e  known seventh p a r i t y  b i t  only reduces t h e  e f f e c t i v e  rate t o  .43; we 
must a l s o  inc lude  t h e  3 known words in .  each f r ane  t o  a r r i v e  at t h e  l o v e s t  
p o s s i b l e  e f f e c t i v e  ra+.e of .388, at  which rate t h e  computational cu tof f  
comes at  %/No = 1.2 db. 
observing t h e  computational behavior which theory  p r e d i c t s  f o r  t h e  b e s t  
p o s s i b l e  code of rate .388, even though our  code i s  anything but  optimum. 
E i t h e r  we haxe discovered a very un l ike ly  i n s e n s i t i v i t y  i n  s e q u e n t i a l  
decoders ,  o r  w e  must suspect  t h a t  t h e  random no i se  genera tor  i s  s l i g h t l y  
l e s s  noisy than w a s  intended. 
Even takine: i n t o  account 





















Appendix C. Machine Lanmaae S e w e n t i a l  Decoders 
We have spent some time developing t h e  fas tes t  p o s s i b l e  machine 
language s e q u e n t i a l  decoders f o r  t h e  SDS 910-920 and f o r  t h e  IBb' 7094. 
The hope i s  t o  do t h e  bulk of the decoding i n  real t i m e  i n  t h e  SDS 
machines t h a t  are now o r  w i l l  be a t  t h e  DSIF s i tes ,  and, as w e  seo 
below, at  t h e  high b i t  rates (512 bps)  t h e  speed o f  decoding w i l l  de- 
t e r r i n e  et how low a signal-to-noise r a t i o  w e  can work, For backup, t o  
have ar,other go at unciecoded frames, and t o  process  t h e  outputs  of l i s t e n -  
only s t a t i o n s ,  w e  must have an e f f i c i e n t  decoding program f o r  t h e  7094 a t  
h e s ,  F i n a l l y ,  a fast 7091, decoder nakes ex tens ive  s i r u l a t i o n s  much Fore 
economical. 
I n  developing t h e s e  program,  w e  have valued speed nuch more than 
menory conservation. We have t h e r e f o r e  w r i t t e n  aany almost i d e n t i c a l  parts 
of t h e  progran, aany tirr.es, r a t h e r  than using subrou t ines ,  t r a n s f e r s  o r  
s i n p l e  t e s t s  on f l a g s ,  and have used t a b l e  lookups wherever poss ib l e .  
The 7094 program contains  a random d a t a  gene ra to r ,  and a number of 
t a b u l a t i n g  func t ions ,  t h e  t i m e  and s to rage  r equ i r ed  f o r  which w e  have not 
t abu la t ed .  I t  has an i n i t i a l i z a t i o n  s e c t i o n  of 84 i n s t r u c t i o n s  which needs 
t o  be c a l l e d  only once f o r  each run, o r  whenever t h e  format i s  chanced o r  
t h e  decoding pa rane te r s  var ied.  The decoding r o u t i n e  occupies 2392 words 
o f  s torage.  A t  high signal-to-noise r a t i o s ,  where t h e  decoder proceeds 
r a p i d l y  forward through t h e  t r e e ,  t h e  average number of cycles  p e r  com- 
p u t a t i o n  i s  19 o r  20,' exclusive o f  t a b u l a t i o n s ;  a t  l o w  signal-to-noise 
r a t i o s  where searches predoninate,  t h i s  number drops t o  1 5  o r  16. Given 
t h a t  t h e  cycle  time of t h e  7094 is  2 p s  , and supposing an average 
number of computations p e r  decoded b i t  of 10 o r  so, one could count on 
decoding about 10 frames a second as a long-term average, o r  5 tirres r e a l  
t i m e  at 512 bps, assuning no frames decoded earlier.  For s imula t ions ,  
t h i s  would suggest a maximum decoding rate o f  36,000 frames an h o w ,  less 
whatever t i m e  i s  required f o r  data generat ion and t abu la t ion .  
For t h e  SDS machines, we have w r i t t e n  two propams.  The f irst  at tempts  
t o  be as fast as poss ib l e  without regard f o r  s t o r a g e ;  t h e  second t r i e s  
t o  conserve s to rage  without s e r ious  conpromise t o  t h e  e f f i c i e n c y  of t h e  
program. 
cluding 224 of 1/0 buffer  storage.  
i n i t i a l i z a t i o n  rou t ine  which consumes 32 x 224 cyc le s ;  t h u s ,  at 5 corn- 
p u t a t i o n s  p e r  decoded b i t ,  6 1 / 2  cyc le s  o r  so  r u s t  be added t o  tile 
Both include an i n t e r r u p t  r o u t i n e  which occupies 2414 words, in- 
The fast  rou t ine  a l s o  inc ludes  an 
e f f e c t i v e  t i m e  of  t h e  fast routine.  With t h i s  adjustment,  t h e  s h o r t  
r o u t i n e  t a k e s  only about 2 cycles more p e r  corputa.tion then t h e  fast 
r o u t i n e ;  however, at  10 computations p e r  decoded b i t ,  t h i s  f i g u r e  inc reases  
t o  about 5 ,  and ata very l a r g e  number o f  conputations t o  8 o r  more. In 
t h i s  last case t h e  t o t a l  number of cyc le s  p e r  b i t  i s  under 33 f o r  t h e  
fast rou t ine  and under 4 1  f o r  t h e  s h o r t ,  a 20% d i f f e rence .  On t h e  o t h e r  
hand, t h e  s to rage  needed by t h e  s h o r t  rou t ine  i s  onl:' 1484 words inc lud inp  
1 / 0  b u f f e r ,  as compared t o  2705 f o r  t h e  fast r o u t i n e ,  
With e i t h e r  rou t ine  we may estimate t h e  average nuther  o f  cycles  p e r  
congutat ion as about 40, when t h e  n w b e r  of computations p e r  decoded b i t  
i s  near 5 .  The i n t e r r u p t  rout ine r e q u i r e s  about 20 cycles/received b i t .  
Thus, t h e  cycle t i m e  being 8 p", at 512 bps nea r ly  6 corrputations p e r  
decoded b i t  (1200/frame) can be performed, i f  t h e  machine t ime devoted t o  
o t h e r  t a s k s  i s  neg l ig ib l e .  A t  present  about 25% o f  t h e  rr.ackiine t i n e  i s  
be ing  used at 512 bps; t h i s  would leave us 900 conputations p e r  franie. 
The s imulat ions of Appendix A i n d i c a t e  t h a t  t h i s  would y i e l d  a frame 
d e l e t i o n  rate of 2% and no undetected e r r o r s  at  F%/It0 = 3 . 4  db, 9'; at 
2.5 db, and 36% at t h e  ult imate cutoff  of 1.7 db. Of course at lower 
b i t  rates t h e s e  percentages w i l l  drop. 
We conclude t h a t  an SDS 910 o r  SDS 920 could do A f a i r l y  decent 
j ob  of decoding, if t h e r e  were no o t h e r  demands on it. Xhe the r  such a 
machine i s  usable o r  not depends on t h e  t i v e  an6 rl.errory r e q u i r e r e n t s  of 
these o t h e r  demands. 
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Appendix D. Encoder Implementation 
The following are some prel iminary gu ide l ines  f o r  iniplementation 
of t h e  encoder suggested by t h e  s imulat ions of Appendix A. 
hardware design based on t h e s e  gu ide l ines ,  u s inq  t h e  5'1 series 51  i n t e c r a t e a  
c i r c u i t s  , and omi t t i ng  o v e r a l l  p a r i t y  generat ion descr ibed below, i n d i c a t e s  
a requirement f o r  84 c i r c u i t  packs. 
An i n i t i a l  
1) Pioneer data format: 
I n  t h e  Pioneer  spacec ra f t ,  t h e  d i g i t a l  t e l e n e t r y  u n i t  (07!U) has the  
funct ion of c o l l e c t i n g  data fron t h e  expe r incn t s ,  forrratt inl:  it and addint-  
c e r t a i n  p a r i t y  checks, and nodulating t h e  i e s u l t i n g  data strean onto a 
square-wave s u b c a r r i e r ;  i t s  output i s  then  f ed  t o  t h e  EF modulator. 
Experimental data are i n  6-bit  words. 
odd p a r i t y  on b i t s  1, 3, 5, and 7 (bj?bgBb97 =1 ~ o d  2 ) .  
t r a n s m i t t e d  i n  frames of 32 7-bit words. O f  these words, all have t h e  
1-3-5-7 odd p a r i t y  except f o r  t h r e e  o r  fou r ,  depending on t h e  f o r m t  , 
which w e  c a l l  t h e  parity-exenpt words. 
b i t s  and words, t h e  b i t  rate i s  8, 16 ,  611, 256, o r  512 b i t s  p e r  second, 
These data are f i n a l l y  d i f f e r e n t i a l l y  modulated onto a 2048 cps square 
wave; t h s t  i s ,  a data 'one' causes a 180' phase s h i f t  f r o n  t h e  previous 
phase; a data ' ze ro '  none, Thus a 0110 input  at 512 bps would cause t h e  
following output:  
The OTU adds a 7 t h  b i t  t o  give 
Cata are 
After t h e  add i t ion  of  t h e s e  p a r i t y  
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2 )  Encoder func t ions  : 
The f irst  t h i n g  t h e  encoder must do i s  t o  r ecnns t ruc t  t h e  da t a .  
This  could be done, f o r  ex-le, by sampling and holding at  T-second 
i n t e r v a l s ,  where T i s  t h e  inverse  o f  t h e  b i t  rate, t o  take out t h e  
s u b c a r r i e r ;  t hen  a mod 2 adder  and 1-unit delay could take out  t h e  
d i f f e r e n t i a l  modulation, as below: 
mo du 1 a t  e d 
sub c a r r i  e r  
m 
f 
two-stage s h i f t  r e g i s t e r ,  
c locked at b i t  rate 
7- 
data 
Fig. 1. Reconstructing t h e  d a t a  
It i s  then  eesired t o  remove t h e  (1-3-5-7) parity b i t  genera ted  by 
t h e  DTU, and t o  r ep lace  it with a p a r i t y  b i t  Fiving t h e  whole word odd 
p a r i t y .  This  can be done, however, only on t h e  words which are not  
parity-exempt. Thus w e  need as i n p u t s  not  only t h e  word rate p u l s e s ,  
which occur on t h e  seventh b i t  of each word (wi th  skewed t i m i n g ) ,  but  
a l s o  e i t h e r  word g a t e s  f o r  t h e  parity-exempt words, o r  i n t e r n a l  t iming  
and ga te s  t o  do t h e  same thinc: .  Figure 2 i l l u s t r a t e s  how t h i s  might be 
done. 
switch on 7th b i t  except f o r  
& parity-exempt words 
* 
d a t a  wi th  new p a r i t y  
on 1st b i t  f l i p - f l o p  





















It w i l l  probably be complicated t o  develop t h e  t iming f o r  t h i s  
p a r i t y  regenerat ion;  s i n c e  t h e  improvement gained i n  performance i s  
small, w e  would a l s o  l i k e  a design i n  which t h i s  func t ion  i s  omitted. 
Next, w e  encode t h e  d a t a  i n  a rate-1/2 encoder of l eng th  24 ,  as 
shown below. The t a p s  are t o  be  as ind ica t ed .  
d a t a  
Fig. 3. Encoder 
E'or resynchronizat ion,  it i s  des i r ed  t h a t  a f te r  t h e  seventh b i t  of' t h e  
2nd word of t h e  frm,e e n t e r s  t h e  encoder and t h e  corresponding p a r i t y  
b i t  i s  conputed, t h e  contents  o f t h e  encoder s h i f t  r e p i s t e r  'or s e t  t o  
a l l  zeroes. The t iming f o r  t h i s  could be developed fror;: t h e  frase 
rz te  p u l s e ,  o r  could be got d i r e c t l y  f ron  t h e  word 3 word Cate. 
F i n a l l y ,  w e  want t o  remodulate t h e  encoded d a t a  onto a square-wave 
s u b c a r r i e r .  A t  256 and 512 bps,  t h e  frequency of t h i s  s u b c a r r i e r  i s  t o  
be 2048 cps,  as before;  a t  t h e  lower rates (611, 16,  and 8 bps) , it i s  
t o  be 512 cps. 
a 0110 i npu t  a t  512 bps ( t r a n s n i t t e d ;  256 in fo r r - a t ioc  bps) would cause 
Podulation i s  d i r e c t  bi-phase FSI:, not d i f f e r e n t i a l ;  t t u s  
t h e  following output : 
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Clearly t h i s  modulator i s  no more complicated than a mod 2 adder ,  as 
below : 
2048 o r  512 cps 
from clock 
square wave, 
t o  RF c 
encoded d a t a  rrodulat o r  
Fig. 4. Modulation 
