Convergence of random zeros on complex manifolds by Shiffman, Bernard
ar
X
iv
:0
70
8.
27
54
v1
  [
ma
th.
CV
]  
21
 A
ug
 20
07
CONVERGENCE OF RANDOM ZEROS ON COMPLEX MANIFOLDS
BERNARD SHIFFMAN
Abstract. We show that the zeros of random sequences of Gaussian systems of polynomials
of increasing degree almost surely converge to the expected limit distribution under very
general hypotheses. In particular, the normalized distribution of zeros of systems of m
polynomials of degree N , orthonormalized on a regular compact set K ⊂ Cm, almost surely
converge to the equilibrium measure on K as N →∞.
1. Introduction
The central theme of this paper is the almost sure convergence to an equilibrium distri-
bution of zeros of random sequences of holomorphic zero sets. We work with simultaneous
zeros of random polynomials on Cm or, more generally, zeros of random sections of powers
of a holomorphic line bundle L → M over a compact Ka¨hler manifold. To review some
history, the asymptotic properties of the zeros of random real polynomials were studied
by Kac [Kac] in 1949; a few years later, Hammersley [Ham] investigated the zeros of the
complexification of the Kac ensembles. While the zeros of the Hammersley ensembles tend
to accumulate on the unit circle in C, the distribution of zeros is uniform (with respect
to the Fubini-Study measure on CP1) for the “SU(2) polynomials” studied in the physics
literature (e.g., [BBL, FH, Han, NV]). There has been a recent interest in the statistical
properties of zeros and simultaneous zeros of random functions of several variables. For
example, statistics on zeros and simultaneous zeros of random polynomials of several real
variables were given in [EK, Ro, SS, Ws]. Results on zeros of random polynomials of several
complex variables as well as of random holomorphic sections of line bundles can be found in
[Be1, BSZ1, BSZ2, BS, EK, SZ1, SZ3, SZ4, Zr] and elsewhere.
In joint work with Zelditch [SZ1] in 1999, we showed that if L is a positive Hermitian
line bundle, the normalized zero currents 1
N
ZsN of a random sequence sN ∈ H0(M,LN ) of
holomorphic sections of increasing powers of L almost surely converge to the curvature form
of L. This result was derived as a consequence of an asymptotic expansion for the expected
values E
(
1
N
ZsN
)
of these zero currents together with an elementary variance estimate. Fur-
thermore, as a consequence of the sharp variance asymptotics in a recent paper with Zelditch
[SZ4], the normalized expected zero currents 1
Nk
Zs1
N
,...,sk
N
of k independent random sections
almost surely converge to a uniform distribution (for 1 ≤ k ≤ dimM). On the other hand,
Bloom showed in [Bl1] that for random sequences of polynomials of increasing degree, or-
thonormalized with respect to certain measures on a compact set K ⊂ C, the normalized
zero distributions converge almost surely to the equilibrium measure on K.
In this paper, we show that for all sequences of ensembles of random sections of increas-
ing powers of line bundles (e.g., random polynomials of increasing degree), whenever the
expected normalized zero currents converge to a limit current, the convergence holds almost
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surely for random sequences. The only condition imposed on the sequence of ensembles is
that the probability measures are (complex) Gaussian.
Our results are stated in terms of the currents of integration over zero sets, which we call
zero currents. For a system SN = (s
1
N , . . . , s
k
N) of k holomorphic sections s
j
N ∈ H0(M,LN ),
j = 1, . . . , k (where 1 ≤ k ≤ m = dimM), we let
|ZSN | := {z ∈M : s1N(z) = · · · = skN (z) = 0}
denote its zero set, and we consider the current of integration ZSN ∈ D′k,k(M) defined by
(ZSN , ϕ) =
∫
|ZSN |
ϕ , ϕ ∈ Dm−k,m−k
R
(M) ,
whenever the zero set of SN is a codimension k subvariety without multiplicity. (For L
N base
point free, |ZSN | is almost surely a smooth codimension k subvariety without multiplicity.)
We recall that Dj,j
R
(M) denotes the space of real C∞ forms of bidegree (j, j) on M .
Our convergence result (Corollary 1.3) is a consequence of the following variance estimate:
Theorem 1.1. Let L→ (M,ω) be an ample holomorphic line bundle over a compact Ka¨hler
manifold of dimensionm, and let S be a linear subspace of the space H0(M,L) of holomorphic
sections of L. Suppose that S has a Gaussian probability measure. Let 1 ≤ k ≤ m and let
ϕ ∈ Dm−k,m−k
R
(M r B), where B is the base point set of S. Then the standard deviation of
the zero statistics of k independent random sections s1, . . . , sk of S satisfies the bound√
Var(Zs1,...,sk , ϕ) ≤ Cm ‖∂∂¯ϕ‖∞
∫
M
ωm−k+1 ∧ c1(L)k−1 ,
where the constant Cm depends only on the dimension m of M .
The base point set of S is the set of points z ∈M where s(z) = 0 for all s ∈ S. In §3, we
prove a slightly more general variance bound (Theorem 3.1).
The key point is that the variance bound involves the (k − 1)-th power of c1(L) instead
of the k-th power. It follows that the standard deviations of simultaneous zeros of random
sections of the N -th tensor powers LN of L grow at a lower rate than the expected values.
To be precise, given k sections s1N , . . . , s
k
N of L
N , we define the normalized zero current
Z˜s1
N
,...,sk
N
:=
1
Nk
Zs1
N
,...,sk
N
. (1)
We then have the following asymptotic variance bound:
Theorem 1.2. Let L→M be a holomorphic line bundle over a projective algebraic manifold
of dimension m and let ϕ ∈ Dm−k,m−k
R
(U), where U is an open subset of M . Suppose that we
are given subspaces SjN ⊂ H0(M,LN ) endowed with arbitrary complex Gaussian probability
measures γjN , such that SjN has no base points in U , for 1 ≤ j ≤ k, N ≥ 1. Then for
independent random sections sjN ∈ SjN ,
Var(Z˜s1
N
,...,sk
N
, ϕ) ≤ O
(
1
N2
)
.
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If L is ample, the conclusion of Theorem 1.2 follows immediately from Theorem 1.1. For
the general case, the result follows from a modified version (Proposition 4.1) of Theorem 1.1.
The fundamental case considered in [SZ1, SZ4] is where L is an ample line bundle and
SjN = H0(M,LN ). Then L has a Hermitian metric h with positive curvature, and we
give M the Ka¨hler form ω = pic1(L, h), where c1(L, h) is the Chern form (see (18)). The
Hermitian metric h on L and the Ka¨hler form ω induce Hermitian inner products on the
spaces H0(M,LN ):
〈sN , s¯′N〉 =
∫
M
hN (sN , s
′
N)
1
m!
ωm , sN , s
′
N ∈ H0(M,LN) , (2)
where hN denotes the induced metric on LN . These inner products in turn induce Gaussian
probability measures on the corresponding spaces (see (16)). It was shown in [SZ1] that in
this case,
E
(
Z˜s1
N
,...,sk
N
, ϕ
)
=
∫
M
ωk ∧ ϕ+O
(
1
N
)
, (3)
where E(Y ) denotes the expected value of a random variable Y . For the fundamental case,
we further have the sharp variance bound from [SZ4a]:
Var
(
Z˜s1
N
,...,sk
N
, ϕ
) ≤ O( 1
Nm+2
)
. (4)
In fact when k = 1, we have the precise formula
Var
(
Z˜sN , ϕ
)
= N−m−2
[
pim−2 ζ(m+2)
4
‖∂∂¯ϕ‖2
L2
+O(N−
1
2
+ε)
]
. (5)
The variance formula (5) was previously obtained for zeros of polynomials in one variable
(the SU(2) ensemble) by Sodin and Tsirelson [ST].
We point out here that the weaker bound of Theorem 1.2 holds for an arbitrary sequence
of Hermitian inner products on arbitrary subspaces SjN ⊂ H0(M,LN ), whereas the sharp
bound (4) is a consequence of the off-diagonal asymptotics of the Szego˝ kernels for the full
spaces H0(M,LN ) with the inner products (2). (See [BSZ1, SZ4] for discussions of the Szego˝
kernel asymptotics.)
Theorem 1.2 implies the following general result on almost sure convergence to the average
of sequences of zeros of i.i.d. k-tuples of sections in SN :
Corollary 1.3. Let L → M be a holomorphic line bundle over a projective algebraic
manifold. Suppose that γN is a Gaussian probability measure on a subspace SN of H0(M,LN),
for N = 1, 2, 3, . . . , and let γ =
∏∞
N=1 γ
k
N denote the product measure on S∞ :=
∏∞
N=1(SN )k.
Let U be an open subset of M such that SN has no base points on U , for all N .
Suppose that the expected normalized zero currents
Eγk
N
(
Z˜s1
N
,...,sk
N
|U
)
converge weakly in D′k,k(U) to a current Ψ ∈ D′k,k(U). Then for γ-almost all sequences
{(s1N , . . . , skN)}∞N=1 ∈ S∞,
Z˜s1
N
,...,sk
N
|U → Ψ weak∗
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(in the sense of measures); i.e., for almost all sequences,
lim
N→∞
(
1
Nk
Zs1
N
,...,sk
N
, ϕ
)
=
∫
M
Ψ ∧ ϕ
for all continuous (dimM − k, dimM − k) forms ϕ with support contained in U .
The proof of Corollary 1.3 is given in §4. Applying Corollary 1.3 to the full ensembles
SjN = H0(M,LN ) with the inner product (2), we conclude from (3) that the simultaneous
zeros of random sequences {(s1N , . . . , skN)} are almost always asymptotically uniform; i.e.,
Z˜s1
N
,...,sk
N
→ ωk almost surely, as noted in [SZ4] using the sharp variance bound (4) (and in
[SZ1] for the case k = 1).
We now mention some new applications of Corollary 1.3. The first application is to
the result given in joint work with Bloom [BS] on zeros of random polynomial systems
orthonormalized on compact sets in Cm:
Theorem 1.4. Let µ be a Borel probability measure on a regular compact set K ⊂ Cm,
and suppose that (K,µ) satisfies a Bernstein-Markov inequality. Let 1 ≤ k ≤ m, and let
(PkN , γkN) denote the ensemble of k-tuples of i.i.d. Gaussian random polynomials of degree
≤ N with the Gaussian measure dγN induced by L2(µ). Then for almost all sequences of
k-tuples of polynomials {(f 1N , . . . , fkN)} ∈
∏∞
N=1 PkN ,
Z˜f1
N
,...,fk
N
→
(
i
pi
∂∂¯VK
)k
weak∗ ,
where VK is the pluricomplex Green function of K with pole at infinity. In particular, for
k = m,
Z˜f1
N
,...,fm
N
→ µeq(K) :=
(
i
pi
∂∂¯VK
)m
weak∗ a.s. .
The one-variable case of Theorem 1.4 was given in [Bl1], generalizing a result in [SZ2].
The pluricomplex Green function in the theorem is given by
VK(z) := sup{u(z) ∈ L : u ≤ 0 on K} , (6)
where
L := {u ∈ PSH(Cm) : u(z) ≤ log+ ‖z‖ +O(1)} . (7)
If µ is a probability measure on a compact set K ⊂ Cm, one says that (K,µ) satisfies a
Bernstein-Markov inequality if for all ε > 0, there is a positive constant C = C(ε) such that
‖p‖K ≤ Ceεdeg(p)‖p‖L2(µ) , (8)
for all polynomials p. The measure µeq(K) is called the equilibrium measure of K; it is sup-
ported on the Silov boundary of K, and (K,µeq(K)) satisfies a Bernstein-Markov inequality
(for K regular).
In [BS], we showed that that the expected values of the normalized zero currents of The-
orem 1.4 satisfy the asymptotics:
E
(
Z˜f1
N
,...,fk
N
)
→
(
i
pi
∂∂¯VK
)k
weak∗ . (9)
Theorem 1.4 follows from Corollary 1.3 and (9).
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We remark that a generalization of (9) with weights was recently given by Bloom [Bl2],
answering a question posed in [SZ2]. To state Bloom’s result, we let w : K → [0,+∞) be
a continuous weight (such that the set {w > 0} is non-pluripolar), and we give each space
PN of polynomials of degree ≤ N the Gaussian measure induced by L2(w2Ndµ). We let
ϕ = − logw and define the “weighted pluricomplex Green function”
VK,ϕ(z) := sup{u(z) ∈ L : u ≤ ϕ on K} .
If (K,µ) satisfies a “weighted Bernstein-Markov inequality” (replace p with wNp in (8)), one
then has the asymptotics
EwN
(
Z˜f1
N
,...,fk
N
)
→
(
i
pi
∂∂¯VK,ϕ
)k
weak∗ , (10)
where EwN denotes the expected value for the weighted ensemble [Bl2, Th. 2.1]. It then
follows as before from Corollary 1.3 that
Z˜f1
N
,...,fk
N
→
(
i
pi
∂∂¯VK,ϕ
)k
weak∗ , a.s. .
Our next application is to systems of random polynomials with fixed Newton polytopes as
discussed in [SZ3]. Given a convex integral polytope P ⊂ [0,+∞)m, we denote by Poly(P )
the space of polynomials
f(z1, . . . , zm) =
∑
α∈P∩Zm
cαz
α1
1 · · · zαmm
with Newton polytope contained in P . It is a subspace of H0(CPm,O(p)), the space of
all homogeneous polynomials of degree p, where p is the maximal degree of polynomials in
Poly(P ). The SU(m+1)-invariant inner product onH0(CPm,O(p)) then restricts to Poly(P )
to define an inner product and Gaussian measure there. It is the conditional Gaussian
measure on polynomials with the condition of having Newton polytope P . In joint work
with Zelditch [SZ3], we studied the asymptotic statistical patterns of zeros of polynomials
in Poly(NP ), where NP denotes the dilate of P by N .
We apply Corollary 1.3 with L = O(1) → M = CPm and SN = Poly(NP ) with the
conditional Gaussian measure described above. With this choice of ensembles, the expected
zero current is not uniformly distributed over CPm. Instead, it was shown in [SZ3] that for
each integral polytope P , there is associated a (discontinuous, piecewise smooth) (1, 1)-form
ψP on (C
∗)m (where C∗ = Cr {0}) so that
E
(
Z˜fN |(C∗)m
)
→ ψP and hence E
(
Z˜f1
N
,...,fk
N
|(C∗)m
)
→ ψkP , for 1 ≤ k ≤ m. (11)
By Corollary 1.3, we then have:
Theorem 1.5. For almost all sequences {(f 1N , . . . , fkN)} ∈ Poly(NP )k, N = 1, 2, 3 . . . ,
Z˜f1
N
,...,fk
N
|(C∗)m → ψkP weak∗ .
In fact, to each polytope P there is associated an allowed region AP ⊂ (C∗)m where
ψP = p ωFS (where ωFS denotes the Fubini-Study form on CP
m), and hence the zeros of
random sections of Poly(NP ) tend to be equidistributed on AP , for N large. On the com-
plementary forbidden region, ψmP = 0 and hence a random system of m polynomials with
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Newton polytope NP has, on average, few zeros in the forbidden region, for N large. It
follows from Theorem 1.5 that sequences of simultaneous zeros of systems of random poly-
nomials f 1N , . . . , f
m
N in Poly(NP ) will almost surely become concentrated in the allowed
region AP and be uniformly distributed there as N →∞.
R. Berman [Be2] recently gave an extension to non-positively curved line bundles of the
Szego˝ kernel asymptotics of [Ca, Ti, Ze] on which (3) is based. These asymptotics lead to
similar convergence results for random zeros. To state Berman’s result, we let (L, h) →
(M,ω) be an ample Hermitian line bundle over a compact Ka¨hler manifold. Although L is
assumed to be ample, we do not assume that the metric h has positive curvature. We give
H0(M,LN ) the inner product (2) and the induced Szego˝ kernel ΠN and Gaussian probability
measure (see (16)–(17)). We let L(X,L) denote the class of all (possibly singular) metrics on
L with positive curvature form, and we define the equilibrium metric he on L by
he := inf{h˜ ∈ L(X,L) : h˜ ≥ h} . (12)
Choosing a local nonvanishing section eL of L, we write ϕe = − log |eL|2he, which is plurisub-
harmonic. Berman showed [Be2, Th. 2.3] that ϕe is C1,1 and that the “equilibrium measure”
µeq(h) :=
( i
2pi
∂∂¯ϕe
)m
= c1(L, he)
m
is absolutely continuous, i.e., is given by pointwise multiplication of the Chern forms. Berman
then showed [Be2, Th. 3.6] that
1
N
log ΠN(z, z)→ log h(z)
he(z)
uniformly, (13)
and hence
E
(
Z˜s1
N
,...,sm
N
)→ µeq(h) weak∗ . (14)
Thus it follows from (14) and Corollary 1.3 that
Z˜s1
N
,...,sm
N
→ µeq(h) weak∗ a.s. . (15)
Similar results hold for equilibrium measures on pseudoconcave domains in compact Ka¨hler
manifolds (see [Be1]).
2. Expected distribution of zeros and Szego˝ kernels
In this section, we review the formulas from [SZ1, SZ4] for the expected current of inte-
gration over the zero set of k ≤ m i.i.d. Gaussian random sections of a holomorphic line
bundle.
Let (L, h) be a Hermitian holomorphic line bundle over a complex manifold M and let S
be a finite-dimensional subspace of H0(M,L) with a Hermitian inner product. The inner
product on S induces the complex Gaussian probability measure
dγ(s) =
1
pim
e−|c|
2
dc , s =
n∑
j=1
cjSj , (16)
on S, where {Sj} is an orthonormal basis for S and dc is 2n-dimensional Lebesgue mea-
sure. This Gaussian is characterized by the property that the 2n real variables Re cj , Im cj
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(j = 1, . . . , n) are independent random variables with mean 0 and variance 1
2
; equivalently,
Ecj = 0, Ecjck = 0, Ecj c¯k = δjk .
To state the explicit formula for the expected distribution of zero divisors, we let
ΠS(z, z) =
n∑
j=1
|Sj(z)|2h , z ∈M , (17)
denote the Szego˝ kernel for S on the diagonal.
Remark: The Szego˝ kernel for the fundamental case S = H0(M,L) (with the inner product
(2)) is given as follows: we let X
pi→M denote the circle bundle of unit vectors in the dual
bundle L−1 → M , and we identify sections s ∈ S with functions sˆ in the space Ŝ of C∞
functions onX such that ∂¯bsˆ = 0 and sˆ(e
iθx) = eiθsˆ(x). The Szego˝ projector is the orthogonal
projector Π : L2(X)→ Ŝ, which is given by the Szego˝ kernel
Π(x, y) =
n∑
j=1
Ŝj(x)Ŝj(y) (x, y ∈ X) .
On the diagonal, we may write Π(z, z) = Π(x, x), where pi(x) = z; then Π(z, z) = ΠS(z, z)
as defined by (17). For details, see [SZ1].
We now consider a local holomorphic frame eL over a trivializing chart U , and we write
Sj = fjeL over U . Any section s ∈ S may then be written as
s = 〈c, F 〉eL , where F = (f1, . . . , fn) , 〈c, F 〉 =
n∑
j=1
cjfj .
If s = feL, its Hermitian norm is given by |s(z)|h = a(z)−
1
2 |f(z)| where a(z) = |eL(z)|−2h .
The Chern form c1(L, h) of L is given locally by
c1(L, h) =
√−1
2pi
∂∂¯ log a . (18)
The current of integration over the zeros of s = 〈c, F 〉 eL is then given locally by the Poincare´-
Lelong formula:
Zs =
√−1
pi
∂∂¯ log |〈c, F 〉| . (19)
We now recall the formula for the expected zero divisor for the general case where S has
base points.
Proposition 2.1. ([SZ1, Prop. 3.1], [SZ4, Prop. 2.1]) Let (L, h) be a Hermitian holomorphic
line bundle on a complex manifoldM , and let S be a finite-dimensional subspace of H0(M,L).
We give S an inner product and we let γ be the induced Gaussian probability measure on S.
Then the expected zero current of a random section s ∈ S is given by
Eγ(Zs) =
√−1
2pi
∂∂¯ log ΠS(z, z) + c1(L, h) .
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We note that the expected zero current Eγ(Zs) is a smooth form outside the base point
set of S. Proposition 2.1 also holds for infinite dimensional spaces S; see [SZ4a].
We next state our general result on simultaneous expected zeros:
Proposition 2.2. Let M be a projective algebraic manifold, and let (L1, h1), . . . , (Lk, hk) be
Hermitian holomorphic line bundles onM (1 ≤ k ≤ dimM). Suppose we are given subspaces
Sj ⊂ H0(M,Lj) with inner products 〈, 〉j and let γj denote the associated Gaussian probability
measure on Sj (for 1 ≤ j ≤ k). Let U be an open subset of M on which Sj has no base
points for all j. Then the expected simultaneous zero current of independent random sections
s1 ∈ S1, . . . , sk ∈ Sk is given over U by
Eγ1×···×γk(Zs1,...,sk) =
k∧
j=1
Eγj (Zsj) =
k∧
j=1
[√−1
2pi
∂∂¯ logΠSj (z, z) + c1(Lj , hj)
]
.
Proposition 2.2 is a generalization of Proposition 2.2 in [SZ4], where the formula is proved
under the assumption that the Sj are identical subspaces of the same line bundle and are
base point free on all of M . To use the argument in [SZ4] to prove the above form of the
proposition, we must first show that, for each fixed test form ϕ ∈ Dm−k.m−k
R
(U), the map
(s1, . . . , sk) 7→ (Zs1,...,sk , ϕ) (20)
is L∞.
To verify this assertion, we let A be a very ample line bundle of the form A = L⊗L′, where
L′ is also very ample. Suppose that the Zsj are smooth divisors intersecting transversely in
U , which is the case almost surely (by Bertini’s theorem), since the Sj have no base points
in U . Let s˜j = sj ⊗ tj ∈ H0(M,A), where the sections tj ∈ H0(M,L′) are chosen so that
the zero divisors Zesj are smooth and intersect transversely in U . Next deform the sections
s˜j to sections σ
ν
j ∈ H0(M,A), with σνj → s˜j as ν → ∞, such that the zero divisors Zσνj are
smooth and intersect transversely on all of M . Then(
Zσν
1
,...,σν
k
, ωm−k
)
=
∫
M
c1(A, h)
k ∧ ωm−k .
Letting ν →∞, we conclude that∫
Zs1,...,sk∩U
ωm−k ≤
∫
Zes1,...,esk∩U
ωm−k = lim
ν→∞
∫
Zσν
1
,...,σν
k
∩U
ωm−k ≤
∫
M
c1(A, h)
k ∧ ωm−k, (21)
and hence∣∣(Zs1,...,sk , ϕ)∣∣ ≤ ‖ϕ‖∞(m− k)!
∫
Zs1,...,sk∩U
ωm−k ≤ ‖ϕ‖∞
(m− k)!
∫
M
c1(A, h)
k ∧ ωm−k ,
verifying that the map (20) is bounded.
We now can apply the proof in [SZ4]: The case k = 1 follows from Proposition 2.1 with
M = U , and the inductive step follows by the proof of Proposition 2.2 in [SZ4] with M
replaced by U . 
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3. The variance estimate
In this section, we prove the following variance estimate, which is a slight generalization
of Theorem 1.1.
Theorem 3.1. Let L1, . . . , Lk be stably base point free line bundles on a projective Ka¨hler
manifold (M,ω), where 1 ≤ k ≤ m = dimM . Suppose we are given subspaces Sj ⊂
H0(M,Lj) endowed with Gaussian probability measures dγj (for 1 ≤ j ≤ k). Let ϕ ∈
Dm−k,m−k
R
(U), where U is an open subset of M on which Sj has no base points for 1 ≤ j ≤ k.
Then for a system S = (s1, . . . , sk) of sections of S1, . . . ,Sk chosen independently and at
random, we have:√
Var(ZS, ϕ) ≤ Cm ‖∂∂¯ϕ‖∞
∫
M
ωm−k+1 ∧
k∑
λ=1
[ ∏
1≤j≤k, j 6=λ
c1(Lj)
]
,
where Cm is a universal constant depending only on the dimension m.
A line bundle L is said to be stably base point free if the base point set of H0(M,LN) is
empty for N sufficiently large. In particular, ample line bundles are stably base point free
as a consequence of the Kodaira embedding theorem.
Remark: We remark that the hypothesis that L is stably base point free is essential for the
estimate of Theorem 3.1; indeed, the stated upper bound of the theorem might be negative.
For example, let m = k = 3 and let M = Y × CP1, where Y is the blow-up of a point in
CP2. To construct the line bundles, we let E be the exceptional divisor in Y and Ĥ the
pull-back to Y of a line H ⊂ CP2, and we let pi1 : M → Y, pi2 : M → CP1 denote the
projections. We then let Lj = LD (j = 1, 2, 3), where D = pi
∗
1(Ĥ + 4E) + pi
∗
2{p}, and let
[ω] = pi∗1(2Ĥ − E) + pi∗2{p}. Then∫
M
ω ∧ c1(LD)2 = (Ĥ + 4E)2 + 2 (Ĥ + 4E) · (2Ĥ −E) = −15 + 12 = −3 .
We shall prove Theorem 3.1 by induction on k. The case k = 1 is essentially Lemma
3.3 in [SZ1]. To go from k = 1 to k = 2 (and subsequently to higher k), we shall use the
fact that Zs1,s2 = Zs1 ∧ Zs2 is the current of integration over the intersection Zs1 ∩ Zs2 and
hence (Zs1,s2, ϕ) reduces to the integration of ϕ|Zs1 against Zs2|Zs1∩U , which is almost surely
smooth.
We begin with the k = 1 step, which is based on a result from [SZ1].
Lemma 3.2. Under the hypotheses and notation of Proposition 2.1, we have
Var(Zs, ϕ) ≤ C‖∂∂¯ϕ‖21 , ϕ ∈ Dm−1,m−1R (M) ,
where C is a universal constant. (The main point is that the constant C is independent of
dimS as well as M and L.)
Proof. For completeness, we include a modified version of the argument of [SZ1, Lemma 3.3].
As in §2, we let {Sj} be an orthonormal basis for S and we write sections locally as
s =
n∑
j=1
cjSj = 〈c,S〉 = 〈c, F 〉eL
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where c = (c1, . . . , cn), S = (S1, . . . , Sn), F = (f1, . . . , fn). By (18)–(19), we have
Zs =
√−1
pi
∂∂¯ log |〈c, F 〉| =
√−1
pi
∂∂¯ log |〈c,S〉|h + c1(L, h) .
Let ϕ ∈ Dm−1,m−1
R
(M) and consider the random variable Y : S → C given by
Y (s) = (Zs, ϕ)−
∫
M
c1(L, h) ∧ ϕ
=
(√−1
pi
∂∂¯ log |〈c,S〉|h, ϕ
)
=
√−1
pi
∫
M
log |〈c,S〉|h ∂∂¯ϕ . (22)
We note that Var(Zs, ϕ) = Var(Y ).
By Proposition 2.1, we have
E(Y ) =
√−1
2pi
∫
M
log ΠS(z, z) ∂∂¯ϕ(z) =
√−1
pi
∫
M
log |S|h ∂∂¯ϕ . (23)
Furthermore, by (22) we have
E(Y 2) =
−1
pi2
∫
M
∫
M
∂∂¯ϕ(z) ∂∂¯ϕ(w)
∫
Cn
log |〈c,S(z)〉|h log |〈c,S(w)〉|h dγ(c) . (24)
We let u(z) = |S(z)|−1h S(z) so that |u(z)|h ≡ 1, and we have
log |〈c,S(z)〉|h log |〈c,S(w)〉|h = log |S(z)|h log |S(w)|h + log |S(z)|h log |〈c, u(w)〉|h
+ log |〈c, u(z)〉|h log |S(w)|h + log |〈c, u(z)〉|h log |〈c, u(w)〉|h ,
which decomposes (24) into four terms. By (23), the first term contributes
−1
pi2
∫
M
∫
M
∂∂¯ϕ(z) ∂∂¯ϕ(w) log |S(z)|h log |S(w)|h = (EY )2 . (25)
The c-integral of the second term is independent of w and hence the second term in the
expansion of (24) vanishes. The third term likewise vanishes. Therefore,
Var(Zs, ϕ) =
−1
pi2
∫
M
∫
M
∂∂¯ϕ(z) ∂∂¯ϕ(w)
∫
Cn
log |〈c, u(z)〉|h log |〈c, u(w)〉|h dγ(c) . (26)
By Cauchy-Schwartz,∣∣∣∣∫
Cn
log |〈c, u(z)〉| log |〈c, u(w)〉|dγ(c)
∣∣∣∣
≤
(∫
Cn
(log |〈c, u(z)〉|)2dγ(c)
)1
2
(∫
Cn
(log |〈c, u(w)〉|)2dγ(c)
)1
2
=
∫
Cn
(log |c1|)2dγ(c) = 1
pi
∫
C
(log |c1|)2e−|c1|2 dc1 . (27)
The conclusion follows immediately from (26)–(27). 
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Proof of Theorem 3.1: We shall prove by induction on k that the variance bound holds when
ω is an arbitrary closed semi-positive (1, 1)-form on M that is strictly positive on U . Let ω
be such a form, and let Ω := 1
m!
ωm|U denote the induced volume form on U . Let η ∈ D2m(U)
be a compactly supported, top degree form on U , and write η = fΩ. We define the sup
norm ‖η‖∞ := ‖f‖∞. The L1 norm is given by
‖η‖1 =
∫
U
|f |Ω ≤ ‖η‖∞
∫
U
Ω = ‖η‖∞Vol(U) . (28)
We note that while the L∞ norm depends on ω, the L1 norm of η is independent of the
choice of the Ka¨hler form on U .
The case k = 1 is an immediate consequence of Lemma 3.2 (with M replaced by U) and
(28). Now let 2 ≤ k ≤ m and assume the inequality has been proven for k − 1 sections. We
let S = (s1, . . . , sk) ∈
∏k
j=1 Sj be a random k-tuple of sections. We write S = (S′, sk), where
S
′ = (s1, . . . , sk−1).
By Bertini’s Theorem, the hypersurfaces |Zsj | (1 ≤ j ≤ k) are smooth in U and intersect
transversely in U for almost all S, so that we may write ZS = ZS′∧Zsk . Let ϕ ∈ Dm−k,m−kR (U)
be a test form. By Proposition 2.2, EZ˜S = EZS′ ∧EZsk and hence
Var(ZS, ϕ) = E(ZS′ ∧ Zsk , ϕ)2 − (EZS′ ∧ EZsk , ϕ)2 . (29)
We write
(ZS′ ∧ Zsk , ϕ)2 − (EZS′ ∧EZsk , ϕ)2 = G1 +G2 , where (30)
G1 = G1(S
′, sk) = (ZS′ ∧ Zsk , ϕ)2 − (ZS′ ∧EZsk , ϕ)2 a.e. , (31)
G2 = G2(S
′) = (ZS′ ∧ EZsk , ϕ)2 − (EZS′ ∧EZsk , ϕ)2 a.e. (32)
Hence
Var(ZS, ϕ) = EG1 + EG2 . (33)
We now let V = |ZS′ | ∩U . (Recall that |Z| denotes the support of a zero current Z.) The
idea of the proof is to notice that (ZS′ ∧Zsk , ϕ) = (Zsk|V , ϕ|V ) and then to apply Lemma 3.2
with M replaced by |ZS′| and with Zs = Zsk in order to obtain the desired bound for EG1.
We then reverse the roles of ZS′ and Zsk and use a similar argument to obtain the bound for
EG2.
To obtain a bound for EG1, we first integrate over Sk:∫
Sk
G1(S
′, sk) dγk(sk) =
∫
Sk
[
(Zsk |V , ϕ|V )2 − (EZsk|V , ϕ|V )2
]
dγk(sk)
= Var(Zsk |V , ϕ|V ) ≤ C
(∫
V
|∂∂¯ϕ|
)2
≤ C
[
‖∂∂¯ϕ‖2∞
∫
V
ωm−k+1
]2
, (34)
where the first inequality is by Lemma 3.2 (with M replaced by V ).
We claim that ∫
V
ωm−k+1 ≤
∫
M
ωm−k+1 ∧
k−1∏
j=1
c1(Lj) for a.a. S
′ . (35)
12 BERNARD SHIFFMAN
To verify (35), choose a positive integer N so that the line bundles LNj are base point free,
and then (by applying Bertini’s theorem, as before) deform the sections s⊗Nj to sections
σνj ∈ H0(M,LNj ), with σνj → s⊗Nj as ν → ∞, such that the zero sets Zσν1 ,...,σνk−1 are smooth
reduced varieties of dimension m− k + 1 (in all of M). We then have∫
Zσν
1
,...,σν
k−1
∩U
ωm−k+1 ≤
∫
Zσν
1
,...,σν
k−1
ωm−k+1 = Nk−1
∫
M
ωm−k+1 ∧
k−1∏
j=1
c1(Lj) . (36)
Letting ν →∞ and noting that∫
Zσν
1
,...,σν
k−1
∩U
ωm−k+1 → Nk−1
∫
V
ωm−k+1 ,
we obtain (35). Hence by (34)–(35), we have
EG1 =
∫
S′
∫
Sk
G1(S
′, sk) dγk(sk) dγ
′(S′) ≤ C ‖∂∂¯ϕ‖2∞
(∫
M
ωm−k+1 ∧
k−1∏
j=1
c1(Lj)
)2
, (37)
where S ′ = S1 × · · · × Sk−1, γ′ = γ1 × · · · × γk−1, and C denotes a constant depending only
on m.
We now estimate EG2. First we note that E(G2) is the variance of the random variable
X on S ′ given a.e. by
X(S′) = (ZS′ ∧ EZsk , ϕ) .
Hence
EG2 = Var(X) = EG
′
2 ,
where
G′2(S
′) :=
[
X(S′)− EX]2 = ((ZS′ −EZS′) ∧ EZsk , ϕ)2 . (38)
By Cauchy-Schwartz, we have the upper bound
G′2(S
′) =
[∫
Sk
(
(ZS′ − EZS′) ∧ Zsk , ϕ
)
dγk(sk)
]2
≤
∫
Sk
(
(ZS′ −EZS′) ∧ Zsk , ϕ
)2
dγk(sk) ,
for all S′ such that ZS′ ∩ U is a smooth submanifold of codimension k − 1.
Writing Wsk = |Zsk | ∩ U , we then have
EG2 = EG
′
2 ≤
∫
S′
dγ′(S′)
∫
Sk
dγk(sk)
(
(ZS′ − EZS′) ∧ Zsk , ϕ
)2
=
∫
Sk
dγk(sk)
∫
S′
dγ′(S′)
(
(ZS′ − EZS′)|Wsk , ϕ|Wsk
)2
=
∫
Sk
dγk(sk) Var(ZS′ |Wsk , ϕ|Wsk ) , (39)
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where the variance is with respect to S′. If |Zsk| is a smooth submanifold of M , then we can
apply the inductive hypothesis to |Zsk| to conclude that√
Var(ZS′ |Wsk , ϕ|Wsk ) ≤ Cm−1 ‖∂∂¯ϕ‖∞
∫
|Zsk |
ωm−k+1 ∧
k−1∑
λ=1
[ ∏
1≤j≤k−1, j 6=λ
c1(Lj)
]
= Cm−1 ‖∂∂¯ϕ‖∞
∫
M
ωm−k+1 ∧
k−1∑
λ=1
[ ∏
1≤j≤k, j 6=λ
c1(Lj)
]
. (40)
If Lk is base point free on M , then |Zsk | will almost surely be smooth and hence (40) will
hold almost surely. For the general case, we use the following argument: Since Sk has no
base points in U , Zsk will almost surely be smooth in U . Now suppose Zsk is smooth in U ,
but has singularities in M . Let pi : M˜ → M be a resolution of the singularities of Zsk ; i.e.,
pi is a modification of M that is biholomorphic outside the singular locus of Zsk such that
the proper transform Z˜sk ⊂ M˜ of Zsk is smooth. Since Zsk is smooth in U , pi does not blow
up points of U . Applying the inductive assumption to the linear systems S˜j := pi∗Sj |Z˜sk
(1 ≤ j ≤ k − 1) and semi-positive form ω˜ := pi∗ω|Z˜sk (which is strictly positive on U˜ = U),
we obtain (40) for almost all sk ∈ Sk.
Hence it follows from (39)–(40) that
EG2 ≤ C2m−1 ‖∂∂¯ϕ‖2∞
(∫
M
ωm−k+1 ∧
k−1∑
λ=1
[ ∏
1≤j≤k, j 6=λ
c1(Lj)
])2
, (41)
The inductive step follows from (33), (37) and (41). 
4. Almost sure convergence of zeros
We complete this paper by verifying Theorem 1.2 and Corollary 1.3. Theorem 1.2 is a
consequence of the following variant of Theorem 1.1:
Proposition 4.1. Let L → (M,ω) be a holomorphic line bundle over a compact Ka¨hler
manifold of dimension m, and let Sj ⊂ H0(M,L), j = 1, . . . , k, be linear spaces endowed
with Gaussian probability measures. Let ϕ ∈ Dm−k,m−k
R
(U), where U is an open subset of M
on which Sj has no base points for j = 1, . . . , k.
Suppose that A is a very ample line bundle on M of the form A = L⊗L′, where L′ is also
very ample. Then for independent random sections sj ∈ Sj,√
Var(Zs1,...,sk , ϕ) ≤ Cm ‖∂∂¯ϕ‖∞
∫
M
ωm−k+1 ∧ c1(A)k−1 ,
where the constant Cm depends only on the dimension m of M .
Proof. The result follows by repeating the proof of Theorem 3.1 with c1(Lj) replaced by
c1(A). Instead of (35), we use the inequality∫
|Z
S′
|∩U
ωm−k+1 ≤
∫
M
ωm−k+1 ∧ c1(A)k−1 , (42)
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where S′ = (s1, . . . , sk−1) ∈
∏k−1
j=1 Sj is chosen as before so that |ZS′|∩U is a smooth reduced
submanifold of dimension m− k + 1. The inequality (42) is the same as the inequality (21)
(with k replaced by k − 1), which was verified in the proof of Proposition 2.2. In place of
(40), we have√
Var(ZS′ |Wsk , ϕ|Wsk ) ≤ Cm−1 ‖∂∂¯ϕ‖∞
∫
|Zsk |
ωm−k+1 ∧ c1(A)k−1
= Cm−1 ‖∂∂¯ϕ‖∞
∫
M
ωm−k+1 ∧ c1(A)k−1 ∧ c1(L)
≤ Cm−1 ‖∂∂¯ϕ‖∞
∫
M
ωm−k+1 ∧ c1(A)k . (43)
The proof of (43) is exactly the same as that of (40). 
Proof of Theorem 1.2: Let L→ M, U, (SjN , γjN), ϕ be as in the statement of the theorem.
Let L′ be an ample line bundle on M such that the line bundle A := L ⊗ L′ is ample.
Applying Proposition 4.1 with L, L′, A replaced with LN , L′N , AN , respectively, we conclude
that √
Var(Zs1
N
,...,sk
N
, ϕ) ≤ Cm ‖∂∂¯ϕ‖∞Nk−1
∫
M
ωm−k+1 ∧ c1(A)k−1 = O(Nk−1) ,
and hence √
Var(Z˜s1
N
,...,sk
N
, ϕ) = O(N−1) .

Proof of Corollary 1.3: The proof follows from the elementary argument in §3.3 of [SZ1],
which we include here for completeness. Consider a random sequence s = {SN} in S∞, where
SN = (s
1
N , . . . , s
k
N) ∈ (SN)k. Since the masses of Z˜SN are bounded independent of N , we
may assume that ϕ is a smooth form in Dm−k,m−k
R
(U). Now consider the random variables
YN(s) := (Z˜SN − EZ˜SN , ϕ)2 ≥ 0 . (44)
By Theorem 1.2, we have∫
S
YN(s)dγ(s) = Var(Z˜SN , ϕ) = O
(
1
N2
)
.
Therefore ∫
S
∞∑
N=1
YNdγ =
∞∑
N=1
∫
S
YNdγ < +∞,
and hence YN → 0 almost surely, i.e.
(Z˜SN , ϕ)− (EZ˜SN , ϕ)→ 0 a.s. (45)
By hypothesis,
(EZ˜SN , ϕ)→
∫
U
Ψ ∧ ϕ , (46)
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and therefore by (45)–(46),
(Z˜SN , ϕ)→
∫
U
Ψ ∧ ϕ a.s. ,
completing the proof of Corollary 1.3 
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