In this paper we prove that for the uniform distribution on complete deterministic automata, the average time complexity of Moore's state minimization algorithm is O(n log log n), where n is the number of states in the input automata and the number of letters in the alphabet is fixed. Then, an unusual family of implementations of Hopcroft's algorithm is characterized, for which the algorithm will be proved to be always faster than Moore's algorithm. Finally, we present experimental results on the usual implementations of Hopcroft's algorithm.
Introduction
The average complexity of an algorithm is its average cost for all the instances of a given input set, on which a probability law as been defined. If a distribution matches a particular context, then the average time complexity gives the expected duration of an algorithm execution in this context. Without a particular context, the distribution is supposed to be uniform. In this case, the average complexity should be considered as an additional information to the worst-case complexity: it gives a better understanding of the efficiency of the studied algorithm. The reader is refered to [14, 15, 26] for a general presentation of this topic.
The notion of generic complexity has been defined in [19] . For a given probability distribution on the input set of data, the idea is to identify which inputs happen rarely, and to conduct a worst case analysis on the other inputs. This type of analysis is very useful for the study of NP-complete problems or undecidable problems, if the "bad" instances can be proved to happen rarely. As we will see, one can sometimes obtain the average and the generic complexity of an algorithm using the same arguments.
A minimal automaton is the unique smallest complete deterministic automata that can be associated to a regular language. Most state minimization algorithms compute the minimal automaton of a regular language taking a deterministic automaton as an input, by identifying the indistinguishable states. Their efficiency has an important impact on the tools in which they are involved, in various fields such computational linguistics or bioinformatics. The worst-case complexity of those algorithms is well known, but it is only since the last decade that authors started describing minimization algorithms along with their average complexity [3, 24] . [22] is one of the most simple to implement. It is based on the computation of the Myhill-Nerode equivalence, by refinements of partitions of the set of states. There are at most n − 2 such refinements, each of them requiring a linear running time: in the worst case, the complexity is quadratic. Though, in [3] , it is proved that the average complexity of the algorithm is bounded by O(n log n). Note that since this result does not rely on the underlying graph of the automaton, it holds for any probabilistic distribution on this graph. Also, the bound is tight for unary automata.
Moore's state minimization algorithm
Hopcroft's state minimization algorithm [17] is the best known algorithm with a O(n log n) worst-case complexity. It also uses partition refinements to compute the minimal automaton, but the order of the operations is not fixed, making its analysis complicated. Different proofs of its correctness were given [16, 20] and several authors [8, 7, 10, 11] proved the tightness of the upper bound of the complexity for different families of automata. Thanks to those papers, it is known that there exist some automata for which all possible executions of Hopcroft algorithms reach the worst case complexity.
Other minimization algorithms exist, but we won't study their average complexity in this paper because it is already known. For instance, the algorithm of Hopcroft and Ullman [18] tests, for every pair of states of the input automaton, whether the two states are equivalent or not. It is known be quadratic in both worst and average complexity. Other algorithms are dedicated to particular classes of deterministic automata or non-deterministic automata. For instance, [25] is restricted to acyclic automata, [24] to unary automata, [5] to local automata. The algorithms [6, 27] are both based on Hopcroft's algorithm and are specialized in incomplete deterministic automata. Finally, Brzozowski's algorithm [9, 13, 12] is different from the other ones. Its inputs may be nondeterministic automata. It is not based on partitions refinements, but on two successive determinization steps.
In this paper, we prove that for the uniform distribution on complete deterministic automata, the average and generic time complexity of the algorithms due to Moore and Hopcroft are O(n log log n). The main result is the average complexity of Moore's algorithm. Simply stated, we prove that the set of automata minimised in more than O(log log n) partition refinements by Moore's algorithm is negligible. The result on the average complexity of Hopcroft's algorithm is a consequence of the main result.
The article is organized as follows: after recalling the basics of automata minimization (Sections 2.1 and 2.2), we introduce the tools we use for the analysis (Sections 2.3 to 2.5): two kinds of dependency graph and a dependency tree that models different constraints on sets of automata. Section 3 is dedicated to the study of the average time complexity analysis of Moore's algorithm. Section 4 introduces a set of Hopcroft's algorithm executions which are faster than Moore's one, for any input automata. The paper closes with conjectures on the average complexity of both algorithms, for various distributions of probability on automata.
Preliminaries

Definitions and notations
A finite deterministic automaton A = (A, Q, ·, q 0 , F ) is a quintuple where Q is a finite set of states, A is a finite set of letters called alphabet, the transition function · is a mapping from Q × A to Q, q 0 ∈ Q is the initial state and F ⊂ Q is the set of final states. An automaton is complete when its transition function is total. The transition function can be extended by morphism to all words of A * : p · ε = p for any p ∈ Q and for any u, v ∈ A * , p · (uv) = (p · u) · v. A word u ∈ A * is recognized by an automaton when p · u ∈ F . The set of all words recognized by A is denoted by L(A). We note A i the set of all the words of length i and A ≤i the set of all the word of length less or equal to i. An automaton is accessible when for any state p ∈ Q, there exists a word u ∈ A * such that q 0 · u = p.
A transition structure is an automaton where the set of final states is not specified. Given such a transition structure T = (A, Q, ·, q 0 ) and a subset F of Q, we denote by (T , F ) the automaton (A, Q, ·, q 0 , F ). For a given deterministic transition structure with n states there are exactly 2 n distinct deterministic automata that can be built from this transition structure. Each of them corresponds to a choice of set of final states.
In the following we only consider complete deterministic automata and complete deterministic transition structures, the accessibility is not guaranteed. Consequently, most of the time, these objects will just be called respectively automata or transition structures. The set Q of an n-state transition structure will be denoted by {1, . . . , n}. The set of automata and the set of transition structures with n states will respectively be denoted A n and T n . Also, since there are kn transitions and since for each transition, there are n possible arrival states, we have |T n | = n kn and |A n | = 2 n n kn (when |E| is the cardinal of the set E). The term 2 n comes from the choice of the set of final states. The military order on words, noted < mil , is defined as follows: ∀u, v ∈ A * , u < mil v if |u| < |v| or |u| = |v| and u is smaller than v in the lexicographical order.
Let Cond be a Boolean condition, the Iverson bracket [[Cond] ] is equal to 1 if the condition Cond is satisfied and 0 otherwise.
For any non-negative integer i, two states p, q ∈ Q are i-equivalent, denoted by p ∼ i q, when for all words
. This equivalence relation on Q is called Myhill-Nerode equivalence [23] . This relation is said to be right invariant, meaning that for all u ∈ A * and all p, q ∈ Q, p ∼ q ⇒ p · u ∼ q · u.
be a deterministic automaton with n states. The following properties hold:
(2) For all i ∈ N and for all p, q ∈ Q, p ∼ i+1 q if and only if p ∼ i q and for all a ∈ A, p · a ∼ i q · a.
(3) If for some i ∈ N (i + 1)-equivalence is equal to i-equivalence then for every j ≥ i, j-equivalence is equal to Myhill-Nerode equivalence.
For any integer n ≥ 1 and any m ∈ N, we denote by A m n the set of automata with n states for which m is the smallest integer such that the m-equivalence ∼ m is equal to Myhill-Nerode equivalence. It is well known that m ≤ n − 2.
Moore's State Minimization Algorithm
In this section we describe Moore's algorithm [22] to compute the minimal automaton of a regular language represented by a deterministic automaton. It builds the partition of the set of states corresponding to Myhill-Nerode equivalence and mainly relies on properties (2) and (3) of Proposition 1: The partition π is initialized according to the 0-equivalence ∼ 0 , then at each iteration the partition corresponding to the (i + 1)-equivalence ∼ i+1 is computed from the one corresponding to the i-equivalence ∼ i using property (2) . The algorithm halts when no new partition refinement is obtained, and the result is Myhill-Nerode equivalence according to property (3). The minimal automaton can then be computed from the resulting partition since it is the quotient automaton by Myhill-Nerode equivalence.
return the quotient of A by π
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In this description of Moore's algorithm, * denotes the function such that 1 * a = 1 for all a ∈ A. Lines 1-4 correspond to the special cases where F = ∅ or F = Q. In the process, π ′ is the new partition and π the former one. Lines 5-6 is the initialization of π ′ to the partition of ∼0, π is initially undefined. Lines 8-10 are the main loop of the algorithm where the new partition is computed, using the second algorithm below. The number of iterations of Moore's algorithm is the number of times those lines are executed.
The computation of the new partition is done using the following property on associated equivalence relations: 
compute the permutation σ that According to Proposition 1, if an automaton is minimized in more than ℓ partition refinements, then there exists at least a pair of states p, q and a word u of length ℓ + 1, such that p ∼ ℓ q and p · u ≁ 0 q · u, that is to say at least two states are separated during the ℓ + 1-th partition refinement. In the remainder of this section we introduce a dependency tree and a dependency graph that models constraints on sets of transition structures and a modification of the dependency graph introduced in [3] that models contraints on sets of final states. Those tools will allow us to give an upper bound on the number of automata minimized in more than ℓ partition refinements, which is useful for the average complexity analysis.
The Dependency Tree
In the following, we introduce a dependency tree to model a set of transition structures. To begin with, we explain how a dependency tree R(p) can be obtained from a fixed transition structure τ and a fixed state p and then how this object will help us to estimate the cardinal of a set of transition structures. For a fixed transition structure with n states over a k-letter alphabet and a fixed state p, we define the function isnode mapping A * to {0, 1} as follows:
Then R(p) is a tree in which nodes and leaves of depth h are labelled by words of length h, built recursively, using a breadth-first traversal of the nodes of the tree starting from the node p. For each node of depth h labelled by w, and each letter a in the alphabet, we add a node labelled by wa at depth h + 1 if isnode(wa) is equal to 1, and a leaf otherwise. Figure 2 gives an example of a dependency tree. Note that this construction resembles the method used in [4] to randomly generate accessible automata, but the authors use a depthfirst traversal. A same dependency tree can be obtained from several fixed transition structures and states. In the remainder of the paper, we characterize sets of transition structures corresponding to particular dependency trees.
We introduce some notations associated to a dependency tree R(p): S h (p) is the set of all nodes of depth less or equal to h and L h (p) denotes the set of all the nodes at given depth h. Since every node in the tree is labelled by a word, we note w ∈ S h (p) or w ∈ L h (p) if w is a word labelling a node in these sets. We also define the set s h (p) of all the states that are reached, starting from a state p and following a path labelled by a word of length less or equal to h. For all the transition structures associated to a dependency tree R(p), we have
Lemma 1. For any fixed state p, if a dependency tree R(p) contains f leaves of depth less or equal to h, then the number of associated transition structures is bounded above by
Proof. We recall that |T n | is equal to the product of the cardinals of the sets of possible arrival states, for each transition. Let wa be the label of a leaf at depth less than h. For every transition structure associated to the tree R(p), the transition labelled by a outgoing from the state p·w ends in a state p·v, with v ∈ S h (p). Therefore, the number of possible arrival states for this transition is bounded above by |S h (p)| instead of n. This is a rough upper bound but sufficient for the needs of the proof.
The T -Dependency graph
We introduce another model for sets of transition structures. Its involves two fixed states instead of only one in the case of dependency tree. For two fixed states p and q, two fixed x-tuples (x is an integer) of non-empty words − → u = (u 1 , . . . , u x ) and − → v = (v 1 , . . . , v x ), two fixed sets ϕ p and ϕ q of pairs of words (w,w ′ ) such that w ′ < mil w, we define the set T n (p, q, ϕ p , ϕ q , − → u , − → v ) as follows:
• its vertices are pairs (r, a), with r ∈ Q and a ∈ A, that model transitions.
• There is an edge ((r, a),
The T -Dependency graph satisfies the two following properties:
• For all i ≤ x, there is an edge ((p·u
• For all (w 1 , w 2 ) ∈ ϕ p (resp. (w 3 , w 4 ) ∈ ϕ q ), we have w 1 = w ′ 1 a 1 and w 2 = w ′ 2 a 2 with a 1 , a 2 ∈ A and such that there is an edge ((p · w
contains an acyclic subgraph with j edges, then: Proof. Two vertices in the same connected components of
model two transitions of the transition structure, ending in the same arrival state. Hence if x is the number of connected components in the graph, then
contains an acyclic subgraph with exactly j edges, then there is at most kn − j connected components.
The F -Dependency Graph
In this subsection, we slightly modify the notion of dependency graph introduced in [3] . Let τ be a fixed transition structure with n states and ℓ be an integer such that 1 ≤ ℓ < n. Let p, q be two states of τ such that p = q and u a word of length ℓ. We define F τ (p, q, u) as the set of sets of final states F for which in the automaton (τ, F ) the states p and q are separated by the word u. That is to say:
From the set F τ (p, q, u) one can define the undirected graph G τ (p, q, u), called the F -dependency graph, as follows:
• its set of vertices is {1, · · · , n}, the set of states of τ ;
• there is an edge (s, t) between two vertices s and t if and only if there exists a word w of length less than ℓ such that s = p · w and t = q · w and
The F -dependency graph contains some information that is a basic ingredient of the proof: it is a convenient representation of necessary conditions for a set of final states to be in F τ (p, q, u), that is, for Moore's algorithm to require more than |u| iterations because of p, q and u. Figure 3 shows an example of a F -dependency graph.
The notions of dependency graphs and dependency tree will be used in subsections 3.2 and 3.3 to obtain upper bounds on the cardinal of sets of automata with given properties and prove that their contributions to the average complexity is negligible.
Moore's Algorithm: average case analysis
In [3] , it is proved that the average complexity of Moore's state minimization algorithm is O(n log n). Since the result is obtained by studying only properties on the sets of final states of automata minimized in a given complexity, it holds for any distribution on the set of transition structures. In this paper, in order to improve the upper bound on the average complexity, we also have to study some properties of transition structures. Since the enumeration of accessible automata with given properties is difficult, we focus our study on the uniform distribution over the set of complete deterministic automata.
Main Result and Decomposition of the Proof
The main result of this paper is the following.
Theorem 1. For any fixed integer k ≥ 2 and for the uniform distribution over the deterministic and complete automata with n states over a k-letter alphabet, the average complexity of Moore's state minimization algorithm is O(n log log n).
Recall that the number of partition refinements made by Moore's state minimization algorithm is smaller or equal to n−2 and that A i n is the set of automata of A n for which i is the smallest integer such that ∼ i is equal to Myhill-Nerode equivalence. The average number of partition refinements is given by:
We define λ n = ⌈log k log 2 n 3 + 2⌉, which will be used in the sequel. We gather the sets A i n , in order to obtain the following upper bound:
(S1) is less than λ n and therefore equal to O(log log n). In [3] , it is proved that:
Thus we know that (S3) is equal to O(1). Hence, in the following, we prove that:
For any ℓ > 0, we define the set A >ℓ n (p, q) as the set of automata with n states, where the states p and q are separated during the ℓ-th partition refinement:
∈ A n (p, q, ℓ) with ℓ > 0. Consequently, in the remainder of the proof, in all sets of transition structures where p and q are fixed, there exists a letter a such that p · a = q · a.
The following statement comes from the definition of the sets it involves:
Let τ be a transition structure, and p, q be two distinct states. If A is a kletter alphabet, and µ a positive integer, we define two properties associated to transition structures:
(2) largeT ree(τ, p, µ) is true if and only if R(p) contains at most one leaf of depth less or equal to µ. Note that this implies that for all integer i, with
contains at most one leaf of depth less or equal to µ, then there exist k − 1 letters a ∈ A such that R(p · a) does not contain any leaf of depth less than µ. Therefore we have For fixed states p and q, we partition the set of transition structures T n in three subsets:
• X n is the set of all transition structures τ such that:
-there exists a state r ∈ Q such that largeT ree(τ, r, λ n ) is f alse.
Note that this set does not rely on the values of p and q.
• Y n (p, q) is the set of transition structures τ such that:
-for all state r ∈ Q, the property largeT ree(τ, r, λ n ) is true, -for all words w ∈ A ≤2 , the property noIntersection(τ, p · w, q · w) is f alse.
• α n (p, q) is the set of transition structures τ such that:
-for all state r ∈ Q, the property largeT ree(τ, r, λ n ) is true,
-there exists a word w ∈ A ≤2 such that noIntersection(τ, p · w, q · w) is true.
According to those three definitions, for all fixed states p and q, the following equalities hold:
In the following, we study each of those sets separately in order to obtain combinatorial properties or, more precisely, in order to obtain an upper bound on the number of automata in a set A n (p, q, λ n + 1). We show that:
• if a transitions structure τ is in a set α n (p, q), there exist only a few sets of final states F such that (τ, F ) ∈ A n (p, q, λ n + 1),
• there exist a few automata whose transitions structures is in X n or in a set Y n (p, q). Proof. We recall that for all transitions structure τ in the set α n (p, q), there exists a word w ∈ A ≤2 such that the property noIntersection(τ, p · w, q · w) is true. If there exist several words of length at most 2 satisfying this property, w denotes the smallest in the lexicographical order. Let G ′ be the subgraph G τ (p, q, u) defined as follows: there exists an edge (s, t) in G ′ , if and only if s = p · wv and t = q · wv, where w is the word previously mentioned and v ∈ S λn−2 (p · w), i.e. v labels a node in the tree R(p · w). The subgraph G ′ contains exactly |s λn−2 (p · w)| edges, since for all v ∈ S λn−2 (p · w), the states p · wv are all pairwise distinct. Since largeT ree(τ, r, λ n ) is true for all state r ∈ Q, we have |s λn−2 (p · w)| ≥ k λn−2 − 1. As every edges in G ′ has exactly one tip in S λn−2 (p · w) and as the degree of each vertex in S λn−2 (p · w) is equal to 1, the subgraph G ′ is acyclic.
Transition Structures with a Huge F -Dependency Graph
Corollary 1. For λ n = ⌈log k log 2 n 3 + 2⌉, the number of automata belonging to A n (p, q, λ n + 1) and whose transition structures are in
Proof. This follows directly from Lemmas 3 and 4: for any distinct states p and q, any word u of length λ n + 1, and any fixed transition structure τ ∈ α n (p, q), we have
For a fixed transition structure τ ∈ α n (p, q), since the number of words of length λ n + 1 is O(log n), the number of choices of sets of final states such that the automata are in A n (p, q, λ n + 1) is bounded above by:
This upper bound being valid for all transition structures in α n (p, q), we obtain the announced result.
Negligible sets of transition structures
Lemma 5. The number of transition structures in X n is O |T n | log 5 n n .
Proof. For a fixed state r and a fixed integer µ ∈ {1, .., λ n }, we define the sets X n (r, µ) of all transition structures τ for which µ is the smallest integer such that the property largeT ree(τ, r, µ) is false. We have:
For all transition structures in X n (r, µ), the dependency tree R(r) contains at least two leaves of depth less or equal to µ and at least one leaf of depth less than µ. In order to obtain an upper bound on the cardinal of a set X n (r, µ), we partition the set of possible dependency trees R(r) in two subsets:
1. All leaves are at level µ. Let k be the size of the alphabet and f the number of leaves, the number of trees of this kind is equal to:
2. There exist exactly one leaf of depth h (with h < µ), and at least one leaf of depth µ. The number of trees of this kind is at most:
Using the upper bound of Lemma 1 on the number of transition structures associated to a dependency tree, we obtain:
Since µ ≤ λ n , we have |S µ (r)| < k λn+1 and:
Since we have
Since this upper bound holds for any µ ∈ {1, .., λ n } and any r ∈ Q, we obtain:
Lemma 6. For any distinct states p and q, the number of transition structures in
Proof. For any transition structure in Y n (p, q), for all words w ∈ A ≤2 , there exist two words u, v ∈ A ≤λn−2 such that p · wu = q · wv. We partition the set Y n (p, q) according to the depth of the leaves the dependency trees R(p) and R(q) contain. In all cases, we prove that the associated T -dependency graph contains an acyclic subgraph with at least 3 edges and use this property to obtain the announced result.
Both trees do not contain a leaf of depth less or equal to λ n . Let E be the set of letters, such that for all a ∈ E, p · a = q · a. We define the integer e as the cardinal of E. According to Remark 1, we have e < k. For all b ∈ A \ E and all c ∈ A, noIntersection(τ, p · bc, q · bc) is f alse. For − → u and − → v of size x = e + k(k − e), such that:
• for all integer j with 1 ≤ j ≤ e, we have u j = v j = a j with a j ∈ E,
• for all integer i with e < i ≤ x, the words u i and v i have a common prefix w i of length 2, whose first letter belongs to the set A \ E, this subset of Y n (p, q) is included in:
There are 2 k − 1 possible subsets E and less than k 2λn(x−e) possible choices for u i , v i ∈ A ≤λn , for e < i ≤ x. For all integers j, l ≤ x, such that j = l, since u j and u l (resp. v j and v l ) label nodes in R(p) (resp. R(q)), setting u j = u
and there is no path between (p · u ′ j , α j ) and (p · u ′ l , α l ) since if would imply that p · u j = p · u l and that either u j or u l labels a leaf. Thus, G n (p, q, ∅, ∅, − → u , − → v ) contains an acyclic graph with Figure 6 illustrates the dependency trees and the T -dependency graph associated to this subset. Using Lemma 2, we obtain the following upper bound for the cardinal of this subset of Y n (p, q):
As x ≥ k + 1 (for e = k − 1). We obtain a new upper bound:
Only one tree contains a leaf of depth less or equal to λ n . Assume by symmetry that wc labels the leaf in R(p) and w ′ c ′ is a word such that w ′ c ′ < mil wc and p·wc = p·w ′ c ′ (c, c ′ ∈ A). For any letter b ∈ A, the property noIntersection(τ, p· b, q · b) is f alse. We suppose that for all i ≤ k, each v i (u i by symmetry) starts with k distinct letters. The transition structures of Y n (p, q) that satisfy these conditions are included in:
There are less than k 2λn(k+1) possible choices for the words wc, w ′ c ′ ∈ A ≤λn and u i , v i ∈ A ≤λn , such that i ≤ k. We show that in the subgraph composed of the k edges ((p · u 
contain an acyclic subgraph with k + 1 edges (see Figure 7) . Using Lemma 2, we obtain the upper bound stated in Lemma 6.
Both trees contain a leaf of depth less or equal to λ n . Let w p a p (resp. w q a q ) be the label of the leaf in R(p) (resp. R(q)) and w
and − → v of size k − 1, we consider that for all i ≤ k − 1, the letter b i ∈ A is prefix of both words u i and v i . This set of Y n (p, q) is included in:
There are less than k 2λn(k+1) possible choices for the pairs (w p , w (resp. w ′ q ) and all words u i (resp. v i ) label a total of k distinct nodes in R(p) (resp. R(q)). If we add the edge between the vertices associated to p · w p and p · w ′ p (resp. q · w q and q · w ′ q ), there can not exist a path between the vertex associated to p · w
contains an acyclic subgraph with k + 1 edges (see Figure 8) . Using the same calculus as before, we obtain the announced upper bound.
Concluding the proof
Recall that we want to prove that:
We define X n , α n (p, q) and Y n (p, q) as the sets of automata whose transition structures are respectively in X n , α n (p, q) and Y n (p, q). We have:
Using Lemmas 4,5 and 6 we obtain:
and therefore
Hence N n = O(log log n), this concludes the proof of the Theorem 1.
The Bernouilli Distribution
Theorem 2. Let k be a fixed integer such that k ≥ 2. For the distribution where the transition structure is chosen uniformly amongst the deterministic and complete transitions structures with n states over a k-letter alphabet, and where each state has a probability x ∈]0, 1[ to be final, the average complexity of Moore's state minimization algorithm is O(n log log n).
Proof. Let x be a fixed real number with 0 < x < 1. Consider the distribution on the sets of final states defined such that each state as a probability x of being final. For any fixed transition structure, the probability of a given subset
For fixed parameters τ, p, q, u, let P τ (p, q, u) be the probability for a set of final states to be in F τ (p, q, u). Since G τ (p, q, u) only models a subset of constraints on the set F τ (p, q, u), P τ (p, q, u) is less than the probability for a set of final states to verify the constraints given by the F -dependency graph.
Let r be the real number defined by r = max{x, 1 − x} ∈ [1/2, 1[. In [3] , the authors prove that for this distribution, the contribution to the average number of partition refinements given by automata minimized in more than 5 log 1/r n is O(1). We define the constant λ n,r = ⌈log k log 1/r n + 2⌉. The contribution of automata minimized in less than λ n,r partition refinements is O(log log n). We slightly modify the definition of the sets Y n (p, q) and X n : we replace λ n by λ n,r . Using the same method, one can prove that their contribution does not change from the previous case.
Hence, what we need to prove is:
Let m be the number of connected components in G ′ containing at least two nodes, and c 1 , ..., c m the sizes of these components. Since G ′ is acyclic and contains exactly log 1/r n 3 edges, the following equality holds:
The probability that a random set satisfy the conditions implied by the i-th connected component is equal to x ci + (1 − x) ci (either all states of the subset are final, either none). For all n ≥ 1,
Therefore we obtain:
concluding the proof.
Generic complexity
In this section, we study the generic complexity of Moore's algorithm. We recall that the notion of generic complexity has been defined in [19] . Let E be the set of input of an algorithm. A size parameter is to be determined on E: let E n be the set on inputs of size n and B n = i≤n E i be the set of inputs of size at most n. Let X be a set of inputs. For a fixed probability distribution, X is negligible if and only if, for all instances e of B n , the probability that e belongs X tends to 0 when n tends to infinity which, for the uniform distribution, is equivalent to:
and X is generic if and only if for all instances e of B n , the probability that e belongs X tends to 1 which, for the uniform distribution, is equivalent to:
The generic complexity of an algorithm is the worst-case complexity of a generic set of inputs of the algorithm.
Remark 2. In the particular case where
in order to show that X is generic for the uniform distribution on B n , it is sufficient to prove that
and in order to show that X is negligible for the uniform distribution on B n , it is sufficient to prove that
In order to study the generic complexity of Moore's algorithm, we start by identifying the negligible sets. We recall that λ n = ⌈log k log 2 n 3 + 2⌉.
Lemma 7.
For the uniform distribution on the set of complete deterministic with n states over a finite k-letter alphabet, the set of automata minimized in more than λ n partition refinements is negligible.
Proof. According to the proof of Theorem 1, we have:
Hence we have:
Moreover, for a fixed k-letter alphabet,
We conclude the proof using remark 2. Proof. According to Lemma 7, the set of minimized in less than λ n partition refinements is generic, which concludes the proof.
In the following section, we use the results on Moore's algorithm to obtain similar results on Hopcroft's algorithm average and generic complexities.
Hopcroft's state minimization Algorithm
The reader is invited to consult [21] for a detailed description the implementation of Hopcroft's algorithm. Before explaining the algorithm, note that a pair (C, a) represents the set of all the transitions labelled by a ending in a state of the equivalence class C and is called a block. Also, a class B in the partition is splitted by a block (C, a), extracted from a waiting set, into two classes B ′ and B ′′ , if B ′ = {q | q ∈ B, q · a ∈ C} and B ′′ = {q | q ∈ B, q · a / ∈ C} with B ′ and B ′′ both non-empty. In the usual description of the algorithm, the order of insertions and extractions of blocks (C, a) in the waiting set is not defined, since the algorithm is correct for any order. We introduce a description of Hopcroft's algorithm, in which a partial order is determined, that makes the algorithm easy to compare with Moore's algorithm. All possible implementations of this new description were already feasible with the classical algorithm, since we will only guarantee a partial order, for the extraction and the insertion, between certain blocks. Therefore we will provide neither proof of its correctness nor proof of its worst case complexity.
Redescription of Hopcroft's Algorithm
Though Hopcroft's algorithm computes the Myhill-Nerode equivalence, it is not easy to know, at a given step of the algorithm, if two states inside the same class are i-equivalent, for any integer i ∈ {1, .., n − 2}. In the following description (see Figure 9) , we solve this problem by dividing the waiting set into a Current waiting set, and a Next waiting set. The algorithm is initialized with the partition {F, Q \ F }, just like Moore's algorithm. The initial waiting set contains all blocks (min{F, Q\F }, a) (Algorithm 3, Lines 1−2). This algorithm contains two loops:
• Lines 6 − 11: A block (P, a) is taken from Current (Line 7). If a class B is splitted by (P, a), we replace it by B ′ and B ′′ in the partition and for all letters a in the alphabet, we Update the waiting sets as follows (Algorithm 4): if the block (B, a) was already Current, we replace it by (B ′ , a) and (B ′′ , a). If the block was in Next, we replace it by (B ′ , a) and (B ′′ , a). Otherwise, we simply add (min{B ′ , B ′′ }, a) in the set Next. Note that these are the only ways to add a block in a waiting set. In the remainder of this section, we call this block of instructions an iteration of Hopcroft's algorithm, by analogy with Moore's algorithm.
• Lines 3 − 11: as long as the waiting set Next is not empty, meaning that at least one class has been splitted during the previous iteration, the waiting sets are swapped, and a new iteration starts.
The algorithm ends when both waiting sets are empty. Like in the classical description, this implies that the partition corresponds to the Myhill-Nerode equivalence.
Since a block (C, a) is the set of all transitions ending in a state of class C, a waiting set can be seen as a set of transitions: the union of all the blocks it contains.
Lemma 8. For any deterministic automaton, at the beginning of any iteration of Hopcroft's algorithm, the following properties hold:
i) The waiting set Current contains at most kn transitions.
ii) For each block (B, a) in Current, the class B is the result of a split made at the previous iteration.
iii) The set of transitions contained in Current is exactly the set of transitions that will be used to split the partition, during the current iteration.
Proof. The property i) is obvious since the automaton is deterministic: there is at most kn transitions in an automaton and each of them belongs to at most one block otherwise it would imply that the transition ends in two states of two different classes. The property ii) follows directly from the description of the algorithm: a transition is in a block (C, a) of Current at the beginning of an iteration if and only if it was added in Next during the previous iteration, which happens only in the function Update, when a class has been splitted. The property iii) also follows from the algorithm: a block is extracted from Current only to be treated. In the function Update, Current is only modified Algorithm 3: Hopcroft 
Analogy between Moore's and Hopcroft's complexities
Lemma 9. For any deterministic automaton, any integer i ∈ {0, .., n − 2}, any states p and q, if p ≁ i q, then p and q are not in the same class of the partition at the end of iteration i of Hopcroft's algorithm.
Proof. By induction: we call iteration 0 the initialization of the algorithm, which is exactly the same for both algorithms. Suppose now that the property is true for a given iteration i. Let p and q be two states such that p ∼ i q and p ≁ i+1 q. According to the definition of the Myhill-Nerode equivalence, there exists a letter a such that p · a ≁ i q · a. Then, p · a and q · a are not in the same class at the end of iteration i of Hopcroft's algorithm, meaning that the transitions labelled by a and starting from p and q have been added in two different blocks, either in Current or in Next during an iteration j, with j ≤ i. This implies that p and q are separated at the iteration j or j + 1. In any case, they are not in the same equivalence class at the end of iteration i + 1 of Hopcroft's algorithm.
Corollary 2.
For any deterministic automaton, Hopcroft's algorithm stops either at the same iteration as Moore's algorithm, or at a previous one.
Note that this lemma does not prove that a Moore's algorithm implementation is never faster than a Hopcroft's algorithm implementation. Indeed, Hopcroft's algorithm uses several data structures to guarantee its worst-case complexity. For a single operation on a transition, Hopcroft's algorithm requires more computation than Moore's algorithm. Therefore it is still possible to obtain an execution of Moore's algorithm which is slightly faster than all executions of Hopcroft's algorithm.
We use the Theorems ?? associated to Moore's algorithm are used to obtain similar results on Hopcroft's algorithm.
Theorem 4.
For the uniform distribution on the set of complete deterministic automata with n states over a k-letter alphabet, there exists a family of implementations of Hopcroft's algorithm whose average complexity is bounded by O(n log log n).
Proof. The proof follows directly from the Theorem 1, Corollary 2 and Properties 1 and 3 given in Lemma 8.
Theorem 5. For any fixed integer k ≥ 2, the uniform distribution over the deterministic and complete transitions structures with n states over a k-letter alphabet, and the distribution over the set of final states where each state has a probability x ∈]0, 1[ to be final, there exists a family of implementations of Hopcroft's algorithm whose average complexity is bounded by O(n log log n).
Proof. We use Theorem 2, Corollary 2 and Properties 1 and 3 given in Lemma 8.
Theorem 6. For the uniform distribution on the set of complete deterministic automata with n states over a k-letter alphabet, there exists a family of implementations of Hopcroft's algorithm whose generic complexity is bounded by O(n log log n).
Proof. We use Theorem 3, Corollary 2 and Properties 1 and 3 given in Lemma 8.
On the usual implementations of Hopcroft's algorithm
In [1] , the authors compare two types of implementations of Hopcroft's algorithm when the waiting set is implemented with a stack and when it is implemented with a queue. The benchmarks they made seemed to indicate that the stack implementation is slightly faster than the queue, but the tests were made on restricted families of automata. Using the library REGAL [2] , that allows to generate large random complete deterministic accessible automata, and we obtained the same conclusions. In fact, experimentally, all the implementations of
Hopcroft's algorithm we tested only differed from a small constant in average time complexity, including the ones using two waiting sets.
A natural extension of Theorem 4 would be to find out if the average complexity of Hopcroft's algorithm is still O(n log log n) with those implementations. For distributions where the transitions structures are chosen uniformly, and where either each state has a fixed probability p ∈ { Figure 10 : The pictures at the top illustrates the evolution of the average number of operations made by Hopcroft's algorithm. On the left is the queue implementation: it seems that the less final states there is in the input automaton, the faster the algorithm is. On the right is the stack implementation, for which there seems to be less operations than in the other case, especially when there is a Bernoulli distribution on the set of final states. The pictures at the bottom are the same values divided by n, which is the size of the automaton.
Given the results illustrated in Figure 10 , we conjecture that these usual implementations of Hopcroft's algorithm also have an O(n log log n) average complexity.
Conclusion and open discussions
In this paper, we established that the average complexity of both Moore's algorithm and Hopcroft's algorithm is O(n log log n), for the uniform distribution on complete deterministic automata. It is a first step to prove the conjecture made in the conclusion of [3] : for the uniform distribution on complete deterministic accessible automata, the average complexity of Moore algorithm is Θ(n log log n). To show this conjecture is not an easy task, since it requires a better knowledge of the average size of the accessible part in a complete deterministic automaton, but also of the average number of minimal automata amongst the complete deterministic and accessible. Also, the actual results on the average complexity of both algorithms do not include probability distributions where the number of final states is fixed. We conjecture that for those distributions, the average complexity of Moore's algorithm is O(n log n) and the average complexity of Hopcroft's algorithm is still O(n log log n).
