The interpretation of functional brain images is often hampered by the presence of noise. This problem is most commonly solved by using a statistical method and only considering signals that are unlikely to occur by chance. The method used should be specific and sensitive, specific because only true signals are of interest and sensitive because this will enable more information to be extracted from each experiment. Here we present a modification of the cluster analysis proposed by Roland et al. (Human Brain Mapping 1: 3-19, 1993). A covariance model is used to test hypotheses for each voxel. The generated statistical images are searched for the largest clusters. From the same data set noise images are generated. For each of these noise images the autocorrelation function is estimated. These estimates are subsequently used to generate simulated noise images, from which a distribution of cluster sizes is derived. The derived distribution is used to estimate probabilities for the clusters detected in the statistical images generated by testing the hypothesis. This presented method is shown to be specific and is further compared with SPM96 and the nonparametric method of Holmes et al. (J.
INTRODUCTION
Functional brain images are nowadays usually analyzed with the purpose of detecting focal changes in brain activation. These changes can be detected by statistical methods using either the amplitude or the spatial extent of the activations or a combination of these measures. This communication deals with the estimation of significance levels for the extent of activations. Several approaches to this aim have been proposed in the literature, some of which are mentioned here. At one end there are theoretically based approaches which have adopted the theory of Gaussian random fields to brain imaging data (Friston et al., 1991 (Friston et al., , 1994 Worsley et al., 1992 Worsley et al., , 1996 . These approaches have proven very useful and are partly implemented in the statistical package known as SPM. One drawback of these methods is that several assumptions about the behavior of the data are made. At the other end there is the nonparametrical approach of Holmes et al. (1996) , which relies on minimal assumptions about the data. One drawback of this method is that it only allows certain experimental designs. Between these two extremes are the approaches based on Monte Carlo techniques (Poline and Mazoyer, 1993; Roland et al., 1993) . In these methods images that represent ''noise'' are generated and from these images a probability distribution is derived (e.g., of the maximum value or the cluster size). Here the assumptions are fewer than in the theoretical approach but more numerous than in the nonparametrical approach. One drawback of these methods is that they are computationally intensive.
Common to all of the above-mentioned methods is that for a given set of images a univariate statistic is calculated for each voxel (e.g., t, F, 2 ). The image containing these statistics will be refered to as a statistical image (SI). Subsequently a test for statistical significance is performed on the SI, taking into account the many observations made (i.e., one observation for each voxel). The main obstacle in performing a significance test on a SI is that the voxel values of the SI are spatially correlated, i.e., the observations are not independent. The performed significance test must take these spatial correlations into account.
The present paper presents a method belonging to the Monte Carlo category. The main steps of the proposed method are the following: Given a set of functional images, several SIs are generated. One is a SI which is obtained by testing the hypothesis under examination. This image will be refered to as signal-SI. The other images are noise-SIs, by which we mean SIs obtained (from the same data set) in such a way that they should not contain any signal (i.e., activations). An example of a noise-SI could be a SI derived in a comparison of one task performed in the scanner with a repetition of the same task. From these noise-SIs we derive an estimate of the spatial autocorrelation. Subsequently simulated noise images are generated to have the same spatial correlation as the noise-SI. From these simulated images we derive a distribution of a statistic. The statistic we use is the size of clusters above a given threshold (this statistic will be refered to as cluster size statistic). Finally we compare the size of the clusters observed in the signal-SI with the derived distribution and can thus estimate the probability of each observed cluster. In the following the method presented here is refered to as CS, for cluster simulation. [The authors are well aware of the method in multivariate statistics called ''cluster analysis.'' However, since the term cluster was used in Roland et al. (1993) , we are of the opinion that changing terminology might cause further confusion]. The method suggested in this paper differs from the method of Roland et al. (1993) in several aspects. The two main differences are that the distribution of cluster sizes is estimated for each study and that we do not differentiate between physical and physiological noise.
The following presentation is divided into four parts: first a theory section in which it is described how the data at each voxel is modeled, how the spatial correlation of the noise-SI is estimated, and how the simulated noise images are generated. This is followed by a validation of the CS-method by application to a synthetical noise data set. Subsequently we compare the performance of the CS-method with the SPM96 and the nonparametrical method of Holmes et al. (1996) on real PET data. Finally we discuss some of the crucial steps in the CS-method and the comparison with the other two methods.
THEORY

A Univariate Model for the Data at Each Voxel
To model the data in each voxel we use an implementation of the general linear model (GLM) known as a mixed model or covariance model (Searle, 1971) . The usage of the GLM in PET data analysis was introduced by Friston et al. (1995) . In that paper the authors describe how to test hypotheses in a regression model. Since, in principle, a covariance model differs little from a regression model, we give only a brief description here and the reader is refered to the Appendix for a more precise description of how to test hypotheses in the covariance model (for proofs of the statements in the Appendix see Searle, 1971) . We also recommend the instructive paper of Holmes and Friston included in the SPM course notes (http://www.fil.ion.bpmf.ac.uk/spm/ course/notes.html) for a more extensive treatment of the usage of different designs. In the model below we assume a design with several subjects and repetitions.
Let P i jm (u) denote an image of subject i performing task j in repetition m, where u (u 1 , u 2 , u 3 ) denotes a voxel in the image with (u 1 ϭ 1, 2, 3, . . . , X), (u 2 ϭ 1, 2, 3, . . . , Y), (u 3 ϭ 1, 2, 3, . . . , Z), where X, Y, and Z are the image dimensions and (i ϭ 1, 2, 3, . . . , I ), ( j ϭ 1, 2, 3, . . . , J), and (m ϭ 1, 2, 3, . . . , M), let N ϭ iJM be the total number of observations for each voxel. Let v i jm be a particular voxel value of P i jm (u) . We model the data as
where µ is the mean value, x k are constants having 1 and 0 as only values, z k are observations of covariates, and e i jm is a normally distributed error term with var (e i jm ) ϭ 2 and cov (e i jm , e iЈjЈmЈ ) ϭ 0 for (i, j, m) (iЈ, jЈ, mЈ) . a k and b k are the unknown parameters which we want to estimate. Expressed in matrix form this gives
where V is a (N, 1) matrix containing the N observations for the particular voxel, X is a (N, p) matrix ( p Ͻ N ) with rank (X) ϭ K Ͻ p (X will be refered to as the design matrix of the model), Z is a (N, c) matrix with rank (Z) ϭ c; the columns of Z are assumed to be linearly independent of the columns of X. Z is refered to as the covariate matrix of the model. a and b are ( p, 1) and (c, 1) matrices containing the unknown parameters a k and b k , and e is a (N, 1) matrix of the error terms e i jm . We assume that the design matrix X can be written as X ϭ [X 0 , X 1 , X 2 , . . . , X p ], where for each submatrix X i the following is true: (i) each row consists of exactly one element equal to 1, and (ii) each column has at least one element different from 0. The submatrices X i will be refered to as factors and each column in the submatrices as levels of the factor. In the Appendix it is shown how to test hypotheses on linear combinations of the parameters in a and b (Eqs. (A4) and (A5)). If Z ϵ 0 in the model (1) above it is refered to as a design model. For each tested hypothesis we obtain a t-distributed statistic for each voxel and the image containing these statistics is refered to as a t-image. This t-image is subsequently transformed to a pseudo-normal (pn) image as will be described below. The described model is used to generate the signal-SI as well as the noise-SI. Thus, having a way of generating a SI, the next thing to consider is the spatial correlation of this image.
Estimating the Spatial Dependency of a SI
Let B denote a SI generated by Eq. (A4) or (A5) after a pn-transformation (see below). As a measurement of the spatial dependency of B we use the autocorrelation function (acf ) defined by
with COV B defined by
where E(·) denotes expectation, and u and v are voxels in the image. If B is a noise-SI we make the following assumptions:
, that the acf is a function of difference h ϭ (u Ϫ v) only (h ϭ (h 1 , h 2 , h 3 ) will be refered to as lag). Under these assumptions we use the following estimator of the acf of B:
with COV°B(h 1 , h 2 , h 3 ) defined by
This estimator is consistent and asymptotically unbiased (Yaglom, 1986, p. 343) . With this way of estimating the acf we next consider the generation of noise images.
Generating Simulated Noise Images
When one is testing a hypothesis in the covariance model (Eq. (1)) the generated signal-SI will (hopefully) contain both signal and noise. Since the presence of a signal might affect the spatial dependency in the SI we do not estimate the acf in the signal-SI. Instead we generate noise-SIs in which we do not expect any signal to be present and estimate the acf in these images. How this can be done on real data is exemplified in the last section.
Given a noise-SI the aim is to generate images with the same acf as this image and with each voxel having a t-distribution with the same degrees of freedom as in the signal-SI. This turns out to be nontrivial. A t-image can be viewed as the quotient between a normally distributed image and the square root of a 2 distributed image. Even if the t-image is stationary, these two images (i.e., the normal and the 2 ) might be nonstationary which makes the use of Eq. (2) in estimating the acf of these images meaningless. Instead of generating t-images, the noise-SIs are transformed into pndistributed images and we generate normally distributed images with the same acf as these pn-transformed images. The pn transformation is made as follows: given a t-distributed variable, the corresponding pvalue is estimated, and then the standard normally distributed variable corresponding to this p-value replaces the t-variable. More formally, let T v be a tdistributed image with v degrees of freedom (df), let p t v (·) denote the probability of a t-distributed variable with v df, and let p(·) denote the probability of a standard normal variable, and then the transformation becomes
where u is a voxel in the image. This transformation gives a standard Gaussian variable in each voxel. However, the image will not necessarily be multivariate Gaussian (hence, the ''pseudo''). Since the tdistribution is Gaussian in the limit, the transformation will generate a truly multivariate Gaussian distribution when the df is large. For lower df the use of the pn transformation is justified below [see the appendix of Worsley et al. (1996) for more discussion on this topic].
To generate images with the same acf as the pn images we proceed as follows: First, an image U of uncorrelated normally distributed random variables is generated. Subsequently this image is convolved with a filter kernel K giving an image S with the desired acf, i.e.,
The obtained image S is subsequently normalized to zero mean and unit variance. S is then a normally distributed image that has the same acf as the pntransformed noise-SI. For the generation of normally distributed variables we use standard methods that can be found in Newman and Odell (1971) . To generate the filter kernel K we use the convolution and correlation theorems of Fourier theory (see for example Bracewell, 1986 ). In the derivation below the following notation is used: let P denote a pn-transformed noise-SI, let P denote Fourier transform of P, let ‫ء‬ denote convolution, let ૺ denote correlation, let z be the complex conjugate of z, and let P ʛ P denote that the right-hand side is the Fourier transform of the left-hand side. Then we have for the pn-transformed noise-SI P
and for the simulated noise image S
here it is used that the acf of U is a delta function and that the Fourier transform of a delta function equals one. By combining Eqs. (5) and (6) we obtain the following expression for K:
where IFT denotes the inverse Fourier transform. In the derivation above we have used ACF°P, i.e., the estimate of the acf of P (since the true acf is usually unknown). If this estimated acf differs from the true acf, the filter kernel derived in Eq. (7) will not give rise to the acf which we would like, i.e., the true acf. The next thing to consider then is some of the properties of this acf estimate.
Properties of the acf Estimate
Two things that might influence the filter kernel K above are the variance and the bias of the acf estimate. For the CS-method to work properly it is crucial that the images generated in the simulations have the same acf as the original noise-SIs. An error in the generation of K might lead to an error in estimating the probability distributions. Below we first consider the variance and then the bias of the estimate.
The acf estimate derived by Eq. (2) has a distribution which is asymptotically normal (Rosenblatt, 1985, p. 117) . The variability of the estimate obtained by Eq. (2) can be estimated by calculating the acf in a set of images generated with the same filter kernel and subsequently estimating the variance of these acfs, the rationale being that these generated images should all have the same acf and the variation in the calculated acfs reflects the variance of the estimator. Let once again P be a pn-transformed noise-SI and S i are images generated as described above (Eq. (4)), then the variance of ACF°P is estimated as
By using the mean of the acf estimates obtained in several noise-SI the error of the estimate decreases approximately by the square root of the number of estimations. Thus, if S i is a set of noise-SI we use the estimate
The bias of the estimator (Eq. (3)) is well known (Yaglom, 1986) . For small images this will be a problem. The estimated acf will be slightly less than the real one. This implies that the probability distribution will be underestimated, i.e., the size threshold will be too liberal. One possible way of dealing with this problem is to inflate the filter kernel K in such a way that the generated images will have the correct acf. For the applications in this paper we inflated the kernel by adding a constant at small lags.
Having described how simulated noise images can be generated, we turn next to the estimation of the distribution of the cluster size statistic.
The Cluster Size Statistic
Let h be the threshold of a SI transformed to a pn-image, and let it be fixed for the following. Two voxels are called connected if they have at least one side in common (6-connectivity). However, the choice of connectivity is not important for the following derivations, and other connectivities can be used. We define a cluster to be a set of connected voxels which all are above threshold. By the size of a cluster we mean the number of voxels it contains. Given a cluster of size we want to estimate the probability that this cluster has occurred by chance.
Let clu be the number of clusters of size and larger in a SI. Then the probability we want to estimate is
Consider a set of independent simulated noise images, S i (i ϭ 1, 2, 3, . . . , n), generated as described above. Let s n be the number images in which clu Ͼ 0 in these n images. Then s n will have a binomial distribution with parameters and n. If n is large, can be estimated as ϭ s n /n. Further, when n (1 Ϫ ) is large, the binomial distribution of s n can be approximated with a normal distribution with mean and variance n (1 Ϫ ) [see for example Feller (1968), Chap. 7] . This gives the following approximate 95% confidence interval for :
In all estimations of in this paper we use the upper bound of Eq. (11).
EVALUATION ON SYNTHETICAL DATA
To evaluate the CS-method in terms of specificity we applied it to synthetical data for which the distribution of the cluster size statistic can be assessed by an independent mean. Further, we wanted to verify that the transformation from t-images to pn-images is valid also for low df.
Generation of the Reference Distribution
A large number of normally distributed random images were generated. These images were filtered with Gaussian kernels of two different widths: three and six voxels full width at half maximum (FWHM), respectively. Two different design models were then repeatedly applied to different subsets of these filtered images creating independent t-images with 10 and 60 df. These t-images were subsequently transformed into pn-images that were searched for the largest cluster above three thresholds: 1.96, 2.58, and 3.29. More than 100 pn-images were used to determine the distribution for each combination of df and filter width. The distribution of these cluster sizes then forms the reference distribution to which the CS-method will be compared. This reference distribution is close to the ''true'' distribution, but due to the heavy computations we used a relatively low number of realizations. This will give somewhat noisy estimates for low probabilities.
CS-Method Applied to the Synthetical Data
To overcome the variance of the acf estimate (Eq. (2)) we use the mean of several acf estimates (Eq. (9)). To investigate how many estimates to use, the variance of the acf was estimated as described above (using Eq. (8)) in 50 normally distributed images filtered with two different Gaussian filters (FWHM of three and six voxels, respectively). Figure 1 shows the mean and two standard deviations of these 50 estimates. In this figure it can be seen that the standard deviation increases with the filter width. It is also clear that the acf does not differ significantly from zero at large lags. Based on these observations we decided to use the mean of four estimates for the small filter width and nine estimates for the large filter width. Further, we truncated the acf at large lags. The CS-method was then applied to the four different combinations of filter widths and df. The acf was estimated on four (nine) of the pn-images forming the reference distribution for three (six) voxels FWHM. The estimated acf for 10 df is shown in Fig. 2 . It is clear that the simulated images have an acf that is very close to the real one. Thirty-five hundred simulations were made for each df and filter width. In Figs. 3 and 4 the probability distribution obtained with the CS-method is compared with the reference distribution. It is clear from these figures that the CS-method gives reliable estimations of the probabilities for both resolutions. Further, the CS-method seems to be applicable even at low df. 
APPLICATION TO REAL DATA
After establishing that the CS-method is specific when applied to synthetic data it remains to be shown that it is specific when it is applied to real PET data as well. To test any method for specificity on real data is difficult however since the underlying distribution is unknown. One way of getting around this problem is to make ''balanced noise SIs,'' i.e., SIs that are unlikely to contain activations and to determine the distribution in these images. This is the strategy adopted here. First, however, some preliminaries.
Data Acquisition and Experimental Paradigm
Six subjects participated in this study. They all gave informed consent. The study was approved by the local Ethics Committee and the Radiation Safety Committee of the Karolinska Hospital. Each subject was scanned in a PET scanner (SIEMENS-CTI ECAT EXACT HR) during eight injections of 15-O labeled butanol. The experimental paradigm consisted of two conditions each repeated four times. The conditions will be refered to as TEST and REST. For each subject the eight injections were divided into two blocks of four injections each. In each block the order between TEST and REST was randomized with the restriction that the first two conditions in each block were not to be the same. The TEST consisted of a two-alternative forced-choice tactile discrimination paradigm (Roland and Mortensen, 1987) . The subjects discriminated which of two aluminum parallellepipeda was the most oblong. They made the discrimination using active palpation with their right hand. In REST the subjects were lying in the PET scanner with their eyes closed and were instructed not to do or think anything in particular. Arterial radioactivity was continuously monitored during all injections. All data were acquired with the PET scanner operating in 3D mode. The images were reconstructed with a ramp filter having a cutoff frequency of 0.5 to a voxel size of 2 ϫ 2 ϫ 3.125 mm. In all images only data in voxels contained inside the brain were used for further analysis; all other voxels were set to zero. This zeroing was done to prevent filtering in spurious data located outside the brain. The images were then filtered with a Gaussian filter of 6 mm FWHM in all dimensions. For each individual, the images from injections two to eight were aligned to the image from the first injection using the AIR-software (Woods et al., 1992) . Regional cerebral blood flow (rCBF) was calculated using an autoradiographic method (Meyer, 1989) . Subsequently, we used information obtained from individual MR scans to reformat all images into a standard anatomical space (Roland et al., 1994) with cubic voxels of 2 ϫ 2 ϫ 2 mm. The global cerebral blood flow was normalized to 50 ml/100 g min by muliplication by a constant.
Statistical Evaluation
We compared the performance of the CS-method with the SPM96 (henceforth refered to as SPM) and with the nonparametric method of Holmes et al. (1996) (henceforth refered to as the Holmes-method). For each of the three methods we used a design model with task, subject, and repetition block as factors (Fig. 5) . The contrast tested was (1, Ϫ1) and (Ϫ1, 1) on the task factor giving SIs with 40 df. To investigate the specificity of the CS-method we made the comparison on ''balanced noise SIs.'' These are SIs obtained by reordering the scans in such a way that it is unlikely that there are any activations in the images. More concretely, a balanced noise SI is an image resulting from the testing of one of the above contrasts when each subject has two TEST and two REST in the first level of the task factor and two TEST and two REST in the second level. For all three methods we used the same search space (228,000 voxels), and the pn-images were thresholded at 2.33, 2.58, 3.1, and 3.29. Before presenting the results we make some specifications for each of the three methods.
The CS-Method
Due to the variance of the estimator (Eq. (2)) it is important to estimate the acf in several images and use the mean of these estimates. Considering the relatively small filter size (6 mm at FWHM) we decided to use the mean of five estimates. The acf was estimated in five balanced noise images obtained as mentioned above. The acf in these SIs (converted into pn-images) was estimated using Eq. (2) and the mean value of these estimates was used for the generation of the filter kernel. was estimated using 9000 simulations at the four thresholds.
The Holmes-Method
The idea of nonparametric analysis of PET images was introduced by Holmes et al. (1996) . It can be regarded as a way of generating noise images and estimating the distribution of a desired statistic without stating anything about the underlying distribution at each voxel. In our implementation we have two blocks for each subject in which the order of TEST and REST was randomized. If TEST and REST would give rise to the same blood flow pattern in the brain, then the SI obtained using Eq. (A4) for a given ordering of the TEST and REST in the blocks would be as probable as the SI obtained using any other ordering. However, in this implementation we restrict the Holmes-method to balanced contrasts only, i.e., contrasts that give rise to balanced noise SIs. We generated 1000 such reorderings. The 1000 t-images generated from these reorderings were transformed into pn-images and these images were subsequently searched for the largest cluster at the four thresholds mentioned above. In this imple-mentation of the Holmes-method the derived distribution should be relatively close to the true distribution.
SPM
We used the SPM96 package (Wellcome Department of Cognitive Neurology) for the analysis. No further filtering or normalizations were applied. In SPM the probability distributions of cluster sizes above a threshold t are estimated as (12) with ␤ defined as
E[M t (V )] denotes the expected number of maxima above t and can be estimated as
. (13) In the above formulas D denotes the dimension (in our case D ϭ 3), det (⌳) is the determinant of the covariance matrix of the partial derivatives of the image, and V is the volume (in voxels). Equation (13) is an asymptotic result valid for high thresholds and was formally proven by Hasofer (1976) . Equation (12) was derived by Friston et al. (1994) . In SPM96 the characterization of the spatial dependencies is given in terms of FWHM, a form that (under certain circumstances) is equivalent to det (⌳) [see Worsley et al. (1992) for conversions between FWHM and det (⌳)]. The FWHM was determined with SPM96 on one of the balanced designs used by the CS-method. We used the same thresholds and search volume as for the other methods.
RESULTS
For each of the three methods we estimated the probabilities for different cluster sizes. The estimated FWHM in SPM was (5.8, 6.5, 7.7 mm). Figures 6 and 7 show the estimated probabilities for the four thresholds for all methods. These figures show that the CS-method gives reliable estimations of the probabilities for thresholds above 2.58 and that SPM is being too conservative.
DISCUSSION
We have presented a method (CS) for analyzing statistical images in PET. The specificity of the CSmethod was evaluated on a synthetical data set and was shown to give reliable estimations of the probabilities for two different resolutions and for low df. Application to real PET data showed further that the CSmethod gave reliable estimations of the probabilities for thresholds above 2.33. Further, it was shown that the CS-method gave lower probabilities for a fixed cluster size than the method included in the SPM96 package. Below we consider some of the crucial steps in the CS-method and further try to explain why the CS-method gave lower probabilities than the SPM.
Assumptions in the CS-Method
The assumptions made are:
1. The error term of Eq. (1) is distributed N(0, 2 I); 2. The noise-SI is stationary; 3. The pn-transformed t-image can be approximated by a stationary Gaussian image; and 4. The estimated filter kernel gives, after convolution with an uncorrelated standard Gaussian image, a standard Gaussian image with the desired acf (i.e., Eq. (4) is valid).
The first assumption is discussed in Friston et al. (1995) and in Roland et al. (1993) an attempt to empirically test this assumption was made. The normality of the error terms seems to be a very reasonable approximation. The other assumptions are considered below.
Generation of the Noise-SI
The noise-SI should be an image which contains no (or little) activations. Usually there are several ways of generating such images. However, the actual way of deriving the noise-SI is not important. This is because the only thing measured in the noise-SI is the autocorrelation function and this function should not depend on the way the noise-SI is generated. The important thing is that this image represents a SI without any activations. The presence of activations in the noise-SI might affect the assumption of stationarity of this image, and if the SI is not stationary the estimator (Eq. (2)) cannot be used. We believe that by reordering the scans as described above, to obtain the same number of scans from the different conditions for each level of the task factor, we are able to obtain reasonable noise-SIs. Given a different study design (e.g., more than two tasks, odd number of repetitions) a slightly different strategy to generate noise-SIs might be required. However, it seems probable that residual signals in the noise-SIs will make the CS-method more conservative.
Approximation by pn Transformation
Due to the difficulty of generating t-images in the simulations, we instead make the simulations on normally distributed images. The t-images obtained from testing hypotheses are therefore transformed into pnimages. This transformation is called pseudo-normal since the distribution obtained is univariate normal in each voxel but is only truly multivariate normal for very large df. The effect of this transformation was investigated on a synthetic data set for two df and it was shown that the CS-method gives reliable estimates of the cluster size distribution also for low df.
Estimation of the acf
This is a crucial step since the acf is used to derive the filter kernel used to generate the images in the simulation. The core of the problem is that the estimator (Eq. (2)) is biased and has a large variance when the images are small, i.e., containing a limited number of voxels. The best way of overcoming this would be to use images with a higher resolution (for example, voxel sizes of 1 ϫ 1 ϫ 1 mm instead of 2 ϫ 2 ϫ 2 mm). In practice this is not feasible at present, since it would increase the computation times to an extent that would make the method very time consuming. We chose another way of getting around this problem by using several estimates and taking the mean of these estimates in the generation of the filter kernel and further by inflating the filter kernel until the simulated images obtain the desired acf. The required number of acf estimates to be used is dependent on the filter size used for the data. For this study we believe that five estimates are sufficient. The inflation of the filter kernel is a point of some concern. There are probably many ways of obtaining a filter kernel that gives a desired acf. This issue needs to be further investigated.
Comparison Made on Real PET Data
In the comparisons made on real PET data there are several issues that need to be discussed. We first consider the nonparametric method of Holmes et al. (1996) and then the SPM.
The usage of the nonparametric method of to generate the true distributions is not optimal for a small data set like the one used here. It seems unlikely that exactly the same blood flow patterns can be reproduced, so even if the same task is repeated there might be small differences in the blood flow response. Hence, one cannot exclude the possibility that there are some signals left in the balanced noise images. This signal will make the Holmes-method more conservative. With a larger number of scans this will however be less of a problem. Further, the implementation of the Holmes-method used here is not formally correct. One should really use all possible rerandomizations (or a random subset of these). Here we only included balanced randomizations to be closer to the true distribution. Another problem with the Holmesmethod is that it requires a certain randomness in the design of the experiment. In case of a nonrandom design it might be difficult to apply.
For thresholds of 2.33 and 2.58 the Holmes-method gave slightly higher probabilities for large cluster sizes than did the CS-method. We interpret this as due to residual signal in the SIs since the two methods are in agreement at smaller cluster sizes. At high thresholds the CS-method seemed to be too conservative and this might be due to the fact that the simulations are made on normally distributed images while the Holmesmethod (in our implementation) was based on pnimages.
The CS-Method vs SPM
The CS-method gave lower probabilities for all cluster sizes than did SPM. Possible explanations for this discrepancy are considered below. SPM carries at least two more assumptions than the CS-method. First, the threshold must be high for Eq. (13) to be correct and, second, the SI obtained must satisfy certain regularity conditions (see Theorem 6.1.1 in Adler, 1981) . The perhaps strongest assumption of these regularity conditions is that the SI must be ''smooth'' enough. It is generally assumed that the SI is smooth enough if the observed images (i.e., PET images) are convolved with a Gaussian kernel with FWHM of at least three voxels. However, small filter widths might lead to an overestimation of the smoothness (see Appendix). In this comparison the PET data were convolved with a filter kernel with FWHM of three voxels in the XY-plane and two voxels in the Z-direction. This might explain the observed differences in probabilities. Further, it might be the case that SPM is more dependent on the assumption of normality of the pn-transformed SI than is the CS-method.
CS-Method Compared with the Method of Roland et al. (1993)
The present method is a modification of the method presented in Roland et al. (1993) and differs from it in several aspects. One major difference is that the CSmethod estimates the acf for each population and makes simulations based on this estimate. Further, in the CS-method the acf is estimated on images containing both physical and physiological noise. The method of Roland et al. (1993) on the other hand estimated the acf on the physical noise in a SI derived from test Ϫ test subtractions and made simulations based on this acf. The probabilities estimated were then generalized to other populations. Recently the approach of Roland et al. (1993) has been criticized by Frackowiak et al. (1996) . The major points of that critique were the separation between the physical and physiological acf and the generalization of the simulations. Hence, the critique of Frackowiak et al. (1996) does not apply to the CS-method.
Extensions of the CS-Method
Since the CS-method does not make any assumptions about the SIs, except that it should be stationary and have zero mean, it is straightforward to apply it to fMRI data. Further, by changing Eq. (10) to ϭ p(clu Ͼ ␣) with ␣ being the total number of observed clusters bigger than we obtain a probability of the whole set of clusters, but without a localizing power for each (see Friston et al., 1996) .
CONCLUSION
The proposed method of analyzing functional brain images was shown to be specific, i.e., not giving rise to false positives. This was shown to be the case even for low df. Further, when applied to real PET data it gave lower probabilities for a fixed cluster size than did SPM96.
APPENDIX Testing Hypothesis in the Covariance Model
All results in this section can be found in Searle (1971, pp. 340-348) and are given here for the sake of completeness. Let
be the model under consideration. V is a (N, 1) matrix containing the N observations for a particular voxel, X is a (N, p) matrix ( p Ͻ N ) with rank (X) ϭ k Ͻ p, Z is a (N, c) matrix with c Ͻ N Ϫ p, and rank (Z) ϭ c. a is a ( p, 1) matrix and b is a (c, 1) matrix of unknown parameters. e is a (N, 1) matrix of the error terms with E(e) ϭ 0 and var(e) ϭ 2 I. Now let C be any generalized inverse of (XЈX) and further let R z ϭ Z Ϫ XCXЈZ with XЈ denoting the transpose of X. Then Eq. (1) has the solutions a°ϭ CXЈ(V Ϫ Zb )
and
The variance 2 can be written as 
Smoothness Estimation on Rough Images
To use the theoretical results of Friston et al. (1994) one needs to estimate ⌳, the variance-covariance matrix of the partial derivatives of the SI. Here we show that when the images are filtered with a ''small'' filter the estimate of ⌳ will, under certain circumstances, be biased. To see this, consider the case of an uncorrelated Gaussian image convolved with a Gaussian kernel with a FWHM of s voxels. The acf of such an image will also be Gaussian but with a FWHM of ͱ2s. The obvious way to estimate ⌳ is to compute the numerical derivatives of the SI. This is (at least theoretically) equivalent to use the second derivatives of the acf at zero lag (Adler, 1981, p. 27 ). In the case of a Gaussian acf the mixed derivatives are zero, so we have det (⌳) ϭ ͟ where is the acf. The difference between the estimated and theoretical smoothness can then be calculated. We used the following estimator for the second derivative: Ѩ 2 /Ѩx 2 ϭ 0.25 ((0 ϩ 2, 0, 0) ϩ (0 Ϫ 2, 0, 0) Ϫ 2(0, 0, 0)). The differences in ͱdet (⌳) for a 3D image as a function of FWHM is shown in Fig. 8 . It is obvious that for small filters the estimation has a considerable bias. This will lead to conservative estimates of the probabilities. Another factor influencing the estimation of ⌳ is the variance of the estimator. Poline et al. (1995) investigated the variance of the estimator and found it to be quite large. In SPM96 a different estimator of ⌳ is used. This estimate has so far not been validated and it is therefore difficult to say how it will behave on relatively unsmooth images. Intuitively it seems likely that if numerical derivatives are used there will be a bias for small filters.
