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   In	  instances	  of	  mass	  fatality,	  such	  as	  plane	  crashes,	  natural	  disasters,	  or	  
terrorist	  attacks,	  investigators	  may	  encounter	  hundreds	  or	  thousands	  of	  DNA	  
specimens	  representing	  victims.	  	  For	  example,	  during	  the	  January	  2010	  Haiti	  
earthquake,	  entire	  communities	  were	  destroyed,	  resulting	  in	  the	  loss	  of	  thousands	  
of	  lives.	  	  With	  such	  a	  large	  number	  of	  victims	  the	  discovery	  of	  family	  pedigrees	  is	  
possible,	  but	  often	  requires	  the	  manual	  application	  of	  analytical	  methods,	  which	  are	  
tedious,	  time-­‐consuming,	  and	  expensive.	  	  The	  method	  presented	  in	  this	  thesis	  allows	  
for	  automated	  pedigree	  discovery	  by	  extending	  Link	  Discovery	  Tool	  (LDT),	  a	  graph	  
visualization	  tool	  designed	  for	  discovering	  linkages	  in	  large	  criminal	  networks.	  	  The	  
proposed	  algorithm	  takes	  advantage	  of	  spatial	  clustering	  of	  graphs	  of	  DNA	  
specimens	  to	  discover	  pedigree	  structures	  in	  large	  collections	  of	  specimens,	  saving	  
both	  time	  and	  money	  in	  the	  identification	  process.	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Chapter 1: Introduction 
	  
	  
1.1 Summary of the Findings of This Work 
	  
	   The	  pedigree	  discovery	  algorithm	  presented	  in	  this	  work	  was	  designed	  as	  an	  
extension	  of	  the	  Link	  Discovery	  Tool	  (LDT)	  [1],	  making	  use	  of	  LDT’s	  physics-­‐based	  
graph	  clustering	  capabilities.	  	  The	  primary	  contribution	  of	  this	  work	  is	  the	  ability	  to	  
automate	  the	  discovery	  of	  pedigrees	  using	  the	  snip	  and	  analysis	  algorithms.	  	  The	  
automated	  pedigree	  discovery	  algorithm	  was	  tested	  using	  pseudo-­‐randomly	  
generated	  data	  collections	  consisting	  of	  individual	  specimens	  and	  pedigrees	  of	  
various	  types	  and	  was	  shown	  to	  be	  able	  to	  discover	  each	  type	  of	  pedigree.	  	  The	  choice	  
of	  an	  edge	  weight	  threshold	  had	  a	  drastic	  effect	  on	  the	  number	  of	  full-­‐sibling	  edges	  in	  
the	  graph,	  which	  impact	  the	  performance	  of	  the	  algorithm.	  	  Increasing	  the	  threshold	  




1.2 Identification of Human Remains using DNA 
	   	  
Over	  the	  last	  decade	  DNA	  typing	  has	  become	  the	  cornerstone	  of	  forensic	  
genetics,	  providing	  investigators	  with	  an	  increasingly	  reliable	  tool	  to	  accurately	  
identify	  human	  biological	  remains	  [2,3].	  	  While	  humans	  share	  around	  99.9%	  of	  their	  
genetic	  code	  with	  each	  other,	  the	  remaining	  0.1%	  of	  the	  genetic	  code	  is	  highly	  
variable	  between	  individuals	  [2].	  	  It	  is	  this	  variability	  that	  provides	  us	  with	  the	  
discriminatory	  power	  necessary	  to	  distinguish	  between	  the	  profiles	  of	  two	  or	  more	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individuals	  and	  allows	  us	  to	  genetically	  identify	  otherwise	  unrecognizable	  human	  
remains	  [3].	  	  	  
	  
	  
1.3 STR Data: Loci and Alleles 
	   	  
Most	  human	  cells	  contain	  a	  complete	  copy	  of	  the	  human	  genome,	  which	  is	  
organized	  into	  twenty-­‐three	  pairs	  of	  chromosomes;	  each	  parent	  provides	  one	  
chromosome	  of	  each	  pair.	  	  Each	  chromosome	  is	  a	  chain	  of	  base	  pairs	  (composed	  of	  
adenine,	  cytosine,	  guanine,	  and	  thymine)	  arranged	  in	  a	  sequence	  [3,	  4].	  	  Several	  
regions	  (loci,	  plural,	  and	  locus,	  singular)	  of	  each	  chromosome	  contain	  sequences	  of	  
repeated	  patterns,	  which	  are	  known	  as	  alleles.	  	  Variations	  (or	  polymorphisms)	  in	  
alleles	  are	  due	  to	  different	  numbers	  of	  repeated	  units	  composed	  of	  between	  one	  and	  
six	  base	  pairs	  [2,4]	  and	  give	  an	  allele	  its	  name;	  for	  example,	  an	  allele	  containing	  eight	  
repeated	  units	  is	  called	  “allele	  8”.	  	  A	  genetic	  profile	  contains	  two	  alleles	  at	  each	  locus;	  
one	  allele	  is	  identical	  by	  descent	  (IBD)	  from	  each	  parent.	  	  These	  regions	  are	  known	  as	  
short	  tandem	  repeats	  (STR)	  and	  are	  currently	  the	  most	  commonly	  analyzed	  
polymorphisms	  in	  forensic	  genetics	  [2].	  	  Profiles	  studied	  in	  this	  work	  consist	  of	  alleles	  
from	  the	  FBI’s	  thirteen	  core	  STR	  loci,	  which	  are	  used	  in	  the	  national	  DNA	  database	  
and	  are	  permissible	  to	  be	  presented	  in	  both	  state	  and	  federal	  courts	  [5].	  
	  
	  
1.4 Specimen Relationships and Likelihood Ratios 
	  
	   The	  principle	  of	  Mendelian	  inheritance	  specifies	  that	  offspring	  receive	  half	  of	  
their	  genetic	  material	  from	  each	  parent	  [6].	  	  We	  expect	  that	  each	  offspring	  shares	  one	  
allele	  IBD	  per	  locus	  with	  each	  parent	  (assuming	  no	  mutation	  has	  occurred);	  this	  
information	  can	  be	  used	  to	  formulate	  a	  likelihood	  ratio	  (LR)	  that	  provides	  a	  measure	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of	  the	  strength	  of	  the	  hypothesis	  that	  two	  specimens	  are	  related	  by	  a	  specified	  
relationship	  (such	  as	  parent-­‐child	  or	  full-­‐sibling)	  against	  the	  hypothesis	  that	  two	  
specimens	  are	  unrelated	  [6].	  	  For	  example,	  the	  larger	  the	  likelihood	  ratio	  for	  a	  parent-­‐
child	  relationship	  between	  two	  specimens,	  the	  more	  likely	  it	  is	  that	  the	  specimens	  are	  
related	  as	  a	  parent	  and	  child.	  	  The	  conditional	  probabilities	  representing	  the	  
hypotheses	  in	  the	  ratio	  can	  be	  derived	  using	  the	  methods	  of	  Balding	  and	  Nichols	  [7]	  
or	  Weir	  [8]	  for	  a	  given	  relationship	  [6].	  	  Profiles	  in	  this	  work	  are	  compared	  using	  
likelihood	  ratios	  for	  parent-­‐child	  and	  full-­‐sibling	  relationships.	  	  The	  specimens	  and	  
likelihood	  ratios	  provide	  the	  input	  for	  using	  Link	  Discovery	  Tool.	  
	  
	  
1.5 Link Discovery Tool 
	  
	   The	  Link	  Discovery	  Tool	  (LDT)	  is	  a	  visualization	  tool	  that	  is	  designed	  to	  
display	  data	  links	  between	  information	  entities	  as	  a	  graph	  in	  three	  dimensions.	  	  The	  
tool	  was	  tailored	  and	  optimized	  for	  use	  as	  a	  criminal	  investigation	  tool	  using	  entities	  
such	  as	  persons,	  pieces	  of	  evidence,	  businesses,	  etc.	  and	  links	  such	  as	  telephone	  calls,	  
or	  bank	  records	  [1].	  	  Entities	  are	  treated	  as	  particles	  that	  are	  naturally	  repulsive,	  and	  
links	  are	  treated	  as	  attractive	  forces	  that	  tend	  to	  pull	  related	  entities	  together.	  	  The	  
result	  is	  a	  three-­‐dimensional	  graph	  in	  which	  unrelated	  entities	  have	  been	  pushed	  
apart,	  while	  related	  entities	  have	  been	  arranged	  into	  clusters.	  	  These	  clusters	  become	  
the	  focus	  of	  link	  analysis,	  and	  graph	  algorithms	  are	  used	  to	  discover	  paths	  between	  
entities	  within	  a	  cluster	  or	  between	  entities	  in	  different	  clusters.	  	  The	  Link	  Discovery	  
Tool	  was	  re-­‐implemented	  in	  the	  present	  work	  and	  extended	  to	  include	  the	  features	  
and	  algorithms	  needed	  for	  pedigree	  discovery.	  
	  
As	  an	  example	  application	  of	  this	  tool,	  consider	  a	  data	  set	  consisting	  of	  
criminal	  associates	  and	  known	  communications	  between	  them.	  	  The	  resulting	  
clusters	  can	  represent	  criminal	  groups	  or	  organizations.	  	  An	  outlier	  of	  the	  clusters	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may	  represent	  a	  gang	  member	  involved	  in	  a	  crime,	  whereas	  the	  interior	  entities	  may	  
represent	  the	  organization’s	  leaders	  or	  inner	  circle.	  	  By	  discovering	  the	  clusters	  of	  
entities	  in	  the	  information,	  law	  enforcement	  agencies	  may	  be	  able	  to	  more	  efficiently	  
target	  the	  leaders	  of	  criminal	  organizations	  rather	  than	  spending	  time	  chasing	  lower-­‐
ranking	  criminals	  [1].	  	  	  
	  
The	  specimens	  and	  likelihood	  ratios	  generated	  in	  this	  work	  provide	  the	  input	  
for	  Link	  Discovery	  Tool,	  where	  the	  specimens	  are	  the	  LDT	  entities	  and	  the	  likelihood	  
ratios	  are	  the	  weights	  of	  the	  links	  connecting	  the	  entities.	  	  Specimens	  are	  associated	  
with	  STR	  DNA	  profiles	  with	  data	  at	  the	  13	  core	  loci.	  	  Amelogenin,	  Y-­‐STR	  DNA,	  
Mitochondrial	  DNA,	  and	  metadata	  are	  not	  included	  in	  the	  specimen	  information.	  
	  
	  
1.6 Need for an Automated Approach for Discovering Pedigrees 
	  
In	  instances	  of	  mass	  fatality,	  such	  as	  a	  plane	  crash	  or	  a	  tsunami,	  investigators	  
may	  encounter	  a	  large	  collection	  of	  unidentified	  DNA	  specimens	  representing	  
hundreds	  or	  thousands	  of	  victims.	  	  Many	  of	  the	  specimens	  in	  the	  collection	  will	  be	  
unrelated,	  but	  a	  small	  number	  of	  them	  may	  be	  related;	  for	  example,	  families	  tend	  to	  
fly	  together	  while	  on	  vacation.	  	  In	  the	  case	  of	  a	  major	  natural	  disaster,	  such	  as	  the	  
recent	  earthquake	  in	  Haiti	  where	  entire	  communities	  where	  destroyed,	  the	  profile	  
collection	  may	  contain	  many	  small	  groups	  of	  genetic	  profiles	  from	  related	  individuals	  
(the	  missing	  families).	  	  Software	  tools	  are	  available	  to	  determine	  the	  likelihood	  or	  
possibility	  that	  two	  or	  more	  people	  share	  given	  relationships,	  but	  these	  methods	  are	  
tedious	  on	  a	  large	  scale	  (for	  example,	  LeClair,	  et	  al.	  have	  described	  a	  method	  of	  
discovering	  pedigree	  trios	  that	  requires	  exhaustive	  search	  of	  the	  solution	  space	  [9]).	  	  
The	  ability	  to	  automatically	  identify	  the	  relationships	  among	  the	  pedigrees	  in	  a	  
collection	  could	  save	  both	  time	  and	  money	  in	  the	  identification	  process.	  	  The	  pedigree	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discovery	  algorithm	  presented	  in	  this	  thesis	  outlines	  an	  automated	  method	  of	  
discovering	  pedigrees	  and	  their	  structures	  in	  collections	  of	  DNA	  specimens.	  
	  
	  
1.7 Statement of Research Work 
	  
	   Link	  Discovery	  Tool	  has	  been	  useful	  in	  discovering	  links	  between	  members	  of	  
a	  criminal	  network	  [1].	  	  It	  is	  natural	  to	  desire	  a	  straightforward	  extension	  of	  LDT	  that	  
provides	  the	  ability	  to	  discover	  pedigree	  structures	  in	  a	  large	  collection	  of	  specimens.	  	  
This	  thesis	  documents	  the	  results	  of	  researching	  and	  implementing	  the	  functionality	  
to	  automatically	  discover	  pedigree	  structures	  in	  large	  mixtures	  of	  specimens,	  based	  
on	  the	  original	  physics	  model	  and	  graph	  algorithms	  available	  in	  LDT.	  	  Difficulties,	  
both	  expected	  and	  discovered,	  in	  this	  extension	  of	  functionality	  are	  discussed.	  	  The	  
modifications	  and	  algorithms	  added	  to	  LDT	  are	  explored	  along	  with	  
recommendations	  for	  the	  development	  of	  future	  versions	  of	  Link	  Discovery	  Tool.	  
	  
	   In	  Chapter	  2,	  a	  brief	  overview	  of	  the	  related	  literature	  is	  presented.	  	  In	  Chapter	  
3,	  a	  formulation	  of	  the	  research	  problem	  is	  presented	  along	  with	  a	  solution	  
implementation.	  	  Chapter	  4	  presents	  and	  discusses	  the	  results	  of	  the	  experiments	  and	  
the	  effectiveness	  of	  the	  pedigree	  discovery	  algorithm.	  	  Finally,	  Chapter	  5	  presents	  the	  
conclusion	  of	  the	  research	  work	  along	  with	  recommendations	  for	  future	  research.	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Chapter 2: Background Review 
	  
	  
2.1 Genetic Pedigrees 
	  
	   A	  genetic	  pedigree	  describes	  a	  group	  of	  individuals	  that	  are	  biologically	  
related,	  such	  as	  a	  set	  of	  two	  individuals	  that	  are	  related	  as	  full-­‐siblings	  (the	  two	  
individuals	  share	  both	  parents)	  [10].	  	  When	  represented	  as	  a	  directed	  graph,	  the	  
pedigree	  can	  be	  defined	  as	  a	  non-­‐rooted	  tree	  that	  contains	  member	  nodes,	  mating	  
nodes,	  and	  edges	  [10].	  	  The	  member	  nodes	  are	  the	  DNA	  specimens,	  and	  the	  mating	  
nodes	  are	  associated	  with	  a	  mating	  pair	  between	  a	  male	  member	  node	  and	  a	  female	  
member	  node.	  	  Each	  edge	  links	  either	  a	  member	  node	  to	  a	  mating	  node,	  or	  a	  mating	  
node	  to	  a	  member	  node.	  	  Edges	  connecting	  two	  member	  nodes	  or	  two	  mating	  nodes	  
are	  not	  valid.	  	  Pedigrees	  can	  have	  certain	  characteristics	  that	  differentiate	  them	  from	  
trees	  in	  graph	  theory.	  	  For	  example,	  pedigrees	  may	  contain	  cycles,	  which	  can	  occur	  
due	  to	  inbreeding,	  marriage/divorce,	  polygamy,	  etc.	  	  Cannings	  et	  al.	  have	  described	  
many	  of	  the	  cycles	  that	  can	  occur	  in	  natural	  pedigrees,	  such	  as	  mating	  cycles,	  
inbreeding	  cycles,	  and	  exchange	  cycles,	  which	  can	  add	  considerable	  complexity	  to	  the	  
analysis	  of	  the	  pedigree	  [10].	  	  	  
	  
	   Pedigree	  graphs	  have	  two	  graphical	  representations	  in	  this	  thesis.	  	  The	  first	  
representation	  shows	  the	  graph	  drawn	  in	  two-­‐dimensions.	  	  This	  2D	  representation	  
follows	  the	  pedigree	  directed	  graph	  and	  outlined	  above	  and	  contains	  member	  nodes,	  
mating	  nodes,	  and	  edges.	  	  In	  two-­‐generation	  pedigrees	  parent	  member	  nodes	  have	  an	  
in-­‐degree	  of	  zero	  and	  an	  out-­‐degree	  of	  one,	  where	  the	  out-­‐going	  edge	  goes	  from	  the	  
member	  node	  to	  a	  mating	  node.	  	  Offspring	  member	  nodes	  have	  an	  in-­‐degree	  of	  one	  
and	  an	  out-­‐degree	  of	  zero,	  where	  the	  in-­‐coming	  edge	  goes	  from	  the	  mating	  node	  to	  
the	  member	  node.	  	  Mating	  nodes	  have	  an	  in-­‐degree	  of	  zero,	  one,	  or	  two	  (when	  the	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pedigree	  contains	  zero,	  one,	  or	  two	  parents,	  respectively)	  and	  an	  out-­‐degree	  of	  one,	  
two,	  or	  three	  (when	  the	  pedigree	  contains	  one,	  two,	  or	  three	  offspring,	  respectively).	  	  
The	  in-­‐coming	  edges	  go	  from	  parent	  member	  nodes	  to	  the	  mating	  node	  and	  the	  out-­‐
going	  edges	  go	  from	  the	  mating	  node	  to	  the	  offspring	  member	  nodes.	  	  The	  parent	  
nodes	  are	  drawn	  on	  a	  higher	  level	  than	  the	  mating	  nodes,	  and	  the	  offspring	  nodes	  are	  
drawn	  on	  a	  lower	  level.	  	  Sets	  of	  edges	  in	  this	  type	  of	  representation	  using	  either	  one	  
in-­‐coming	  mating	  node	  edge	  and	  one	  out-­‐going	  mating	  node	  edge	  or	  two	  out-­‐going	  
mating	  node	  edges	  represent	  actual	  biological	  relationships.	  	  For	  example,	  a	  set	  of	  
edges	  with	  an	  edge	  going	  from	  the	  parent	  to	  the	  mating	  node	  and	  an	  edge	  going	  from	  
the	  same	  mating	  node	  to	  an	  offspring	  node	  imply	  a	  parent-­‐child	  relationship	  between	  
the	  parent	  and	  offspring	  nodes;	  a	  set	  of	  edges	  with	  an	  edge	  going	  from	  a	  mating	  node	  
to	  an	  offspring	  node	  and	  an	  edge	  going	  from	  the	  same	  mating	  node	  to	  a	  different	  
offspring	  node	  imply	  a	  full-­‐sibling	  relationship	  between	  the	  offspring	  nodes.	  	  This	  
representation	  provides	  an	  intuitive	  view	  of	  the	  pedigree	  and	  is	  the	  representation	  
used	  by	  Cannings	  [10].	  	  Figure	  1	  shows	  an	  example	  2D	  representation	  of	  a	  pedigree	  
containing	  two	  parents	  and	  two	  children.	  
	  
	   The	  second	  pedigree	  representation	  shows	  the	  pedigree	  graph	  in	  three-­‐
dimensions.	  	  This	  is	  the	  default	  representation	  in	  Link	  Discovery	  Tool	  and	  contains	  
only	  the	  member	  nodes	  and	  edges	  between	  member	  nodes.	  	  The	  edges	  in	  this	  
representation	  are	  different	  than	  the	  edges	  in	  the	  2D	  representation,	  which	  does	  not	  
allow	  edges	  between	  member	  nodes.	  	  In	  this	  representation,	  the	  edges	  depict	  a	  
potential	  biological	  relationship	  between	  the	  member	  nodes	  at	  the	  ends	  of	  the	  edge.	  	  
The	  edges	  are	  undirected	  and	  have	  an	  associated	  type,	  which	  represents	  the	  type	  of	  
the	  potential	  relationship,	  such	  as	  a	  parent-­‐child	  relationship	  or	  a	  full-­‐sibling	  
relationship.	  	  The	  edges	  also	  have	  an	  associated	  weight,	  which	  represents	  the	  
strength	  of	  the	  potential	  relationship.	  	  This	  representation	  is	  useful	  in	  LDT	  because	  
LDT	  can	  use	  the	  edge	  weights	  to	  cluster	  related	  members	  together	  in	  the	  3D	  space.	  	  
Figure	  2	  shows	  a	  3D	  graph	  that	  contains	  two	  clusters.	  	  Each	  cluster	  represents	  one	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Figure	  1:	  2D	  graphical	  representation	  of	  a	  pedigree	  
containing	  two	  parents	  and	  two	  children.	  
	   	  
	  
	  
pedigree	  trio.	  	  The	  Euclidean	  distance	  between	  members	  of	  a	  trio	  is	  small,	  while	  the	  
distance	  between	  the	  trio	  clusters	  is	  relatively	  large.	  
	  
	  
2.2 Likelihood Ratios for Relatedness 
	  
	   Likelihood	  ratios	  are	  used	  in	  this	  work	  as	  weights	  applied	  to	  edges	  between	  
vertices	  in	  the	  graph.	  	  LDT	  treats	  these	  weights	  as	  spring	  constants	  used	  to	  pull	  linked	  
vertices	  closer	  together.	  	  LDT	  treats	  un-­‐linked	  vertices	  as	  though	  they	  were	  mutually	  
repulsive	  particles,	  using	  a	  negative	  gravity	  to	  push	  the	  vertices	  further	  apart.	  	  Since	  
the	  vertices	  represent	  DNA	  specimens,	  the	  presence	  of	  an	  edge	  between	  two	  vertices	  
represents	  a	  hypothetical	  biological	  relationship	  between	  the	  vertices,	  and	  the	  weight	  
of	  the	  edge	  represents	  the	  strength	  of	  the	  hypothesized	  relationship.	  	  The	  absence	  of	  
an	  edge	  between	  two	  vertices	  implies	  that	  there	  is	  no	  biological	  relationship	  between	  
the	  two	  vertices	  (or	  at	  least	  that	  the	  strength	  of	  the	  relationship	  is	  not	  strong	  enough	  
to	  exceed	  a	  preset	  threshold	  value).	  
s1 s2
              m1
s3 s4
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   Likelihood	  ratios	  are	  used	  to	  assess	  the	  weight	  of	  the	  DNA	  evidence	  under	  two	  
mutually	  exclusive	  hypotheses	  [3,6].	  	  Here,	  the	  evidence	  comes	  from	  the	  specimen	  
profiles,	  and	  the	  hypotheses	  are:	  
	  
	   	   H1	  :	  the	  two	  individuals	  being	  compared	  are	  related	  by	  
	  	   	   	  	  	  	  	  	  	  	  the	  stated	  relationship	  (parent-­‐child	  or	  full-­‐sibling)	  
H0	  :	  the	  two	  individuals	  are	  unrelated	  
	   	  
	   The	  likelihood	  ratio	  comes	  from	  Bayes’	  Theorem,	  which	  states:	  
	  





Pr(E | H0 )
Pr(H1)
Pr(H0 ) 	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where	  H0	  and	  H1	  are	  the	  hypotheses	  stated	  above,	  and	  E	  is	  the	  evidence	  under	  
scrutiny	  [6].	  	  The	  likelihood	  ratios	  in	  this	  work	  are	  pair-­‐wise	  comparisons	  of	  two	  
individuals	  from	  the	  collection	  and	  can	  be	  expressed	  as	  follows:	  
	  
LR = Pr(E | H1)
Pr(E | H0 )
=
Pr(GS1,GS2 | H1)
Pr(GS1,GS2 | H0 ) 	  
	  
where	  GS1	  and	  GS2	  are	  the	  genotypes	  of	  specimens	  S1	  and	  S2,	  H1	  is	  the	  hypothesis	  that	  
S1	  and	  S2	  are	  related	  by	  either	  a	  parent-­‐child	  relationship	  (HPC)	  or	  a	  full-­‐sibling	  
relationship	  (HS),	  and	  H0	  is	  the	  hypothesis	  that	  S1	  and	  S2	  are	  not	  related.	  	  	  The	  
likelihood	  ratio	  can	  be	  simplified	  as	  follows:	  
	  
LR = Pr(GS1,GS2 | H1)
Pr(GS1,GS2 | H0 )
LR = Pr(GS1 |GS2 ,H1)
Pr(GS1 |GS2 ,H0 )
Pr(GS2 | H1)
Pr(GS2 | H0 )
	  
	  
	   The	  second	  equation	  above	  is	  a	  result	  of	  applying	  the	  definition	  of	  conditional	  
probability,	  P(A,B) = P(A | B)P(B) ,	  to	  the	  likelihood	  ratio	  [3].	  	  The	  right-­‐hand	  term	  in	  
the	  equation	  can	  be	  removed	  because	  the	  genotype	  of	  specimen	  S2	  does	  not	  depend	  
on	  whether	  or	  not	  S1	  and	  SS	  are	  related,	  so	  both	  probabilities	  are	  the	  same.	  	  The	  
denominator	  of	  the	  left-­‐hand	  term	  can	  be	  simplified	  by	  recognizing	  that	  the	  genotype	  
of	  specimen	  S1	  is	  independent	  of	  specimen	  S2’s	  genotype	  when	  the	  two	  are	  not	  related	  
[6].	  	  These	  simplifications	  result	  in:	  
	  
LR = Pr(GS1 |GS2 ,H1)
Pr(GS1 | H0 )
	  
	  
	   The	  denominator	  in	  the	  equation	  above	  is	  the	  probability	  of	  observing	  the	  
genotype	  GS1	  at	  random	  and	  is	  a	  straightforward	  calculation.	  	  The	  numerator	  can	  be	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evaluated	  by	  using	  the	  Method	  of	  Balding	  and	  Nichols	  (see	  section	  A.1)	  and	  assuming	  
Mendelian	  inheritance,	  no	  mutation,	  and	  no	  inbreeding:	  
	  
Pr(GS1 |GS2 ,H1) = Pr(GS1 |GS2 ,Z2 ,H1)Pr(Z2 | H1) + Pr(GS1 |GS2 ,Z1,H1) 12 Pr(Z1 | H1)
+Pr(GS1 |GS2 ,Z1,H1) 12 Pr(Z1 | H1) + Pr(GS1 |GS2 ,Z0 ,H1)Pr(Z0 | H1)
	  
	  
Buckleton	  et	  al.	  have	  presented	  the	  conditional	  probabilities	  in	  the	  equation	  
above	  for	  all	  possible	  genotype	  combinations	  at	  a	  single	  locus	  [6].	  	  As	  an	  example,	  
consider	  the	  genotypes	  GS1	  =	  aa	  and	  GS2	  =	  ab.	  	  The	  probability	  of	  specimens	  S1	  and	  S2	  
being	  related	  as	  a	  parent	  and	  child	  can	  be	  shown	  as:	  
	  
Pr(GS1 |GS2 ,HPC ) = 12 Pr(Z1 | HPC )pb +
1
2 Pr(Z1 | HPC )pb = pb 	  
	  
and	  the	  likelihood	  ratio	  follows	  as:	  
	  
LR = Pr(GS1 |GS2 ,HPC )









	   Appendix	  A	  shows	  the	  conditional	  probabilities	  and	  likelihood	  ratio	  
calculations	  presented	  by	  Buckleton	  for	  all	  possible	  genotype	  combinations	  for	  the	  
parent-­‐child	  and	  full-­‐sibling	  relationships	  [6].	  
	  
	  
2.3 Basic Graph Terminology 
	  
	   Several	  fundamental	  terms	  and	  concepts	  of	  graph	  theory	  are	  relied	  upon	  in	  
this	  work	  and	  are	  noted	  below.	  	  A	  graph	  G = {V ,E} 	  is	  defined	  as	  an	  object	  consisting	  
of	  two	  sets;	  the	  set	  V	  is	  the	  vertex	  set,	  which	  is	  a	  non-­‐empty	  set	  of	  elements	  and	  the	  
set	  E	  is	  the	  edge	  set,	  which	  may	  be	  empty	  or	  may	  contain	  elements	  that	  are	  two-­‐
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element	  subsets	  of	  the	  vertex	  set	  [11].	  	  The	  vertex	  set	  used	  in	  Link	  Discovery	  Tool	  
represents	  STR	  DNA	  specimens,	  while	  the	  edge	  set	  represents	  potential	  biological	  
relationships	  between	  the	  pair	  of	  specimens	  connected	  by	  an	  edge.	  	  	  
	  
	   A	  graph	  in	  which	  there	  is	  a	  path	  of	  edges	  between	  each	  pair	  of	  vertices	  is	  said	  
to	  be	  connected,	  and	  a	  disconnected	  graph	  consists	  of	  a	  set	  of	  connected	  sub-­‐graphs,	  
called	  components	  [11].	  	  Components	  are	  useful	  in	  the	  algorithm	  presented	  in	  the	  
next	  chapter	  because	  the	  edges	  represent	  potential	  biological	  relationships	  and	  the	  
absence	  of	  an	  edge	  between	  two	  specimens	  implies	  that	  they	  are	  not	  biologically	  
related	  as	  either	  parent-­‐child	  or	  as	  full-­‐siblings.	  	  Therefore,	  the	  graph	  can	  be	  divided	  
into	  components	  and	  each	  component	  can	  be	  analyzed	  independently.	  	  	  
	  
	   An	  edge	  that,	  if	  removed,	  would	  divide	  a	  component	  into	  two	  components	  is	  
called	  a	  cut	  edge	  [11].	  	  The	  ability	  to	  search	  a	  component	  and	  eliminate	  cut	  edges	  is	  a	  
key	  concept	  in	  the	  pedigree	  discovery	  algorithm.	  	  Combined	  with	  graph	  clustering,	  
the	  elimination	  of	  cut	  edges	  allows	  weak	  relationships	  in	  large	  components	  to	  be	  
removed,	  dividing	  the	  larger	  component	  into	  smaller,	  more	  strongly	  related	  
components.	  	  
	  
	   A	  cluster	  in	  a	  graph	  is	  a	  subset	  of	  vertices	  that	  are	  related	  by	  a	  measure,	  
usually	  connectivity	  (the	  number	  of	  edges	  between	  the	  vertices	  in	  the	  cluster)	  or	  
distance.	  	  Clusters	  in	  LDT	  are	  defined	  as	  a	  set	  of	  vertices	  in	  which	  the	  distance	  
between	  a	  pair	  of	  vertices	  in	  the	  cluster	  is	  less	  than	  the	  distance	  between	  a	  vertex	  in	  
the	  cluster	  and	  any	  vertex	  outside	  of	  the	  cluster.	  	  Link	  Discovery	  Tool	  clusters	  vertices	  
such	  that	  vertices	  inside	  the	  cluster	  have	  strong	  potential	  biological	  relationships,	  and	  
vertices	  outside	  of	  the	  cluster	  have	  weak	  (or	  no)	  potential	  biological	  relationships	  to	  
vertices	  inside	  the	  cluster.	  	  This	  behavior	  tends	  to	  push	  specimens	  with	  weak	  
potential	  relationships	  away	  from	  clusters	  of	  specimens	  containing	  relatively	  strong	  
potential	  relationships.	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Chapter 3: Problem Formulation and Solution Implementation 
	  
	  
3.1 Extension of Link Discovery Tool to Accommodate Pedigree Discovery 
	  
	   Link	  Discovery	  Tool	  is	  a	  visualization	  tool	  that	  is	  designed	  to	  display	  data	  links	  
between	  information	  entities	  as	  a	  three-­‐dimensional	  graph.	  	  The	  tool	  was	  designed	  as	  
a	  criminal	  investigation	  tool	  using	  information	  entities	  such	  as	  persons	  of	  interest,	  
businesses,	  or	  pieces	  of	  evidence,	  and	  links	  such	  as	  telephone	  calls,	  or	  bank	  records	  
[1].	  	  Entities	  in	  the	  data	  set	  are	  treated	  as	  vertices	  in	  the	  graph	  and	  links	  as	  edges	  
between	  vertices.	  	  A	  physics-­‐based	  model	  is	  applied	  to	  the	  graph	  in	  which	  vertices	  are	  
naturally	  repulsive	  towards	  each	  other	  and	  links	  act	  as	  an	  attractive	  force	  between	  
vertices.	  	  The	  result	  is	  a	  graph	  containing	  clusters	  of	  strongly	  related	  vertices.	  	  The	  
clusters	  are	  the	  focus	  of	  link	  analysis	  and	  graph	  algorithms	  can	  be	  applied	  to	  discover	  
intra-­‐	  and	  inter-­‐cluster	  paths.	  	  	  
	  
	   The	  work	  in	  this	  thesis	  re-­‐implements	  and	  extends	  Link	  Discovery	  Tool	  by	  
adding	  automated	  pedigree	  discovery	  capability.	  	  The	  motivation	  of	  the	  pedigree	  
discovery	  functionality	  is	  a	  mass	  disaster,	  such	  as	  a	  tsunami	  or	  plane	  crash,	  in	  which	  
hundreds	  or	  thousands	  of	  DNA	  specimens	  may	  be	  recovered	  and	  investigators	  want	  
to	  discover	  potential	  biological	  relationships	  among	  the	  victims.	  	  In	  the	  case	  of	  a	  plane	  
crash,	  families	  may	  be	  included	  in	  the	  recovered	  remains	  since	  families	  often	  travel	  
together	  on	  vacation.	  	  A	  single	  family	  doesn’t	  typically	  fill	  up	  an	  entire	  airplane,	  so	  
there	  are	  likely	  to	  be	  other	  individuals	  or	  families	  among	  the	  victims.	  	  Analysis	  by	  
hand	  is	  both	  time	  consuming	  and	  expensive.	  	  An	  automated	  approach	  to	  pedigree	  
discovery	  would	  save	  both	  time	  and	  money,	  allowing	  investigators	  to	  focus	  on	  other	  
efforts.	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   The	  algorithm	  presented	  here	  attempts	  to	  provide	  a	  fast	  method	  of	  
discovering	  and	  reporting	  pedigree	  structures	  in	  collections	  of	  specimens.	  	  It	  is	  
difficult	  to	  be	  certain	  of	  the	  results	  when	  a	  pedigree	  has	  been	  discovered,	  but	  in	  cases	  
of	  ambiguity	  and	  high-­‐degrees	  of	  uncertainty,	  the	  algorithm	  attempts	  to	  produce	  a	  
pedigree	  containing	  most	  of	  the	  true	  members	  and	  reduce	  the	  set	  of	  other	  potential	  
members	  for	  further	  investigation.	  
	  
	  
3.2 Expected Difficulties 
	  
	   Several	  obstacles	  were	  encountered	  during	  the	  development	  of	  the	  pedigree	  
discovery	  algorithm.	  	  The	  first	  obstacle	  stems	  from	  the	  nature	  of	  Link	  Discovery	  Tool,	  
namely	  that	  it	  relies	  upon	  a	  physics	  model	  to	  cluster	  potentially	  related	  vertices	  
together	  while	  pushing	  unrelated	  vertices	  farther	  apart.	  	  The	  difficulty	  lies	  in	  the	  fact	  
that	  a	  spatial	  clustering	  algorithm	  relies	  on	  the	  availability	  of	  a	  sufficient	  amount	  of	  
time	  to	  determine	  the	  locations	  of	  the	  graph	  vertices.	  	  For	  optimal	  results,	  locations	  at	  
or	  near	  a	  steady-­‐state	  configuration	  are	  desired.	  	  Using	  an	  incremental	  model	  (such	  as	  
a	  physics	  model)	  can	  require	  a	  great	  deal	  of	  time	  with	  a	  very	  large	  graph.	  	  This	  
obstacle	  predominantly	  inhibits	  the	  performance	  in	  terms	  of	  execution	  time	  of	  the	  
algorithm,	  although	  the	  performance	  in	  terms	  of	  discovery	  accuracy	  can	  be	  degraded	  
if	  the	  physics	  aren’t	  sufficiently	  applied	  to	  the	  graph	  prior	  to	  discovery.	  
	  
	   The	  second	  obstacle	  stems	  from	  the	  nature	  of	  full-­‐sibling	  relationships,	  in	  
which	  two	  individuals	  can	  share	  zero,	  one,	  or	  two	  alleles	  IBD.	  	  This	  means	  that	  a	  large	  
data	  set	  is	  likely	  to	  contain	  a	  large	  number	  of	  full-­‐sibling	  links	  that	  represent	  false	  
sibling	  relationships.	  	  For	  example,	  one	  test	  data	  set	  contains	  1,000	  un-­‐related	  
specimens	  but	  9,525	  full-­‐sibling	  links.	  	  Some	  of	  these	  links	  have	  weights	  that	  are	  quite	  
high	  (such	  as	  a	  log-­‐likelihood	  ratio	  value	  of	  4.0,	  which	  corresponds	  to	  the	  probability	  
of	  a	  full-­‐sibling	  relationship	  between	  the	  individuals	  being	  10,000	  times	  more	  likely	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than	  if	  the	  individuals	  are	  unrelated),	  but	  are	  incorrect	  since	  no	  individual	  in	  the	  
collection	  has	  a	  relative	  that	  is	  also	  present	  in	  the	  collection.	  	  These	  edges,	  therefore,	  
make	  it	  difficult	  to	  differentiate	  between	  true	  relationships	  and	  false	  relationships.	  	  
This	  obstacle	  dominates	  among	  the	  various	  impacts	  upon	  accuracy	  of	  the	  pedigree	  
discovery	  process	  and	  manifests	  as	  a	  false	  positive	  error	  rate	  that	  is	  proportional	  to	  
the	  number	  of	  individual	  nodes	  in	  the	  graph.	  
	  
	  
3.3 Link Discovery Tool Physics Model 
	  
	   The	  physics	  model	  used	  by	  Link	  Discovery	  Tool	  treats	  information	  entities	  
(vertices	  in	  the	  graph)	  as	  particles	  that	  are	  naturally	  repulsive	  to	  each	  other.	  	  Links	  
(edges	  in	  the	  graph)	  between	  pairs	  of	  information	  entities	  are	  treated	  as	  attractive	  
forces	  that	  tend	  to	  pull	  linked	  entities	  together.	  	  The	  result	  is	  a	  clustered	  graphical	  
representation	  of	  the	  data	  in	  which	  related	  entities	  (those	  connected	  by	  links)	  are	  
located	  closer	  together	  in	  space	  and	  un-­‐related	  entities	  (those	  not	  connected	  by	  links,	  
or	  those	  connected	  by	  weak	  links)	  are	  located	  farther	  apart.	  	  	  
	  
	   For	  pedigree	  discovery,	  the	  vertices	  are	  the	  DNA	  specimens	  and	  the	  edges	  are	  
potential	  biological	  relationships	  (either	  parent-­‐child	  or	  full-­‐sibling)	  between	  pairs	  of	  
specimens.	  	  The	  edges	  are	  weighted	  using	  the	  value	  of	  the	  log-­‐likelihood	  ratio	  for	  the	  
specified	  relationship.	  	  The	  effect	  of	  a	  Log-­‐LR	  weight	  is	  to	  strengthen	  (if	  the	  value	  is	  
greater	  than	  1)	  or	  weaken	  (if	  the	  value	  is	  less	  than	  1)	  the	  type	  of	  relationship	  
described	  by	  the	  edge	  associated	  with	  the	  weight,	  which	  tends	  to	  pull	  more	  strongly	  
related	  specimens	  closer	  together.	  	  The	  application	  of	  the	  physics	  model	  on	  a	  
collection	  of	  specimens	  results	  in	  one	  or	  more	  clusters	  containing	  specimens	  that	  are	  
more	  likely	  to	  be	  related	  to	  each	  other	  than	  to	  other	  specimens	  outside	  of	  the	  cluster.	  	  
The	  snip	  algorithm	  uses	  this	  information	  to	  reduce	  large	  clusters	  into	  smaller	  clusters	  
that	  can	  be	  classified	  as	  a	  specific	  type	  of	  pedigree.	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   The	  physics	  calculations	  are	  described	  as	  follows.	  	  Each	  vertex	  is	  






























































where	  FC	  is	  a	  weighted	  connective	  force	  (occurring	  between	  two	  connected	  vertices)	  
that	  acts	  like	  a	  spring,	  FA	  is	  a	  small	  attractive	  force	  that	  acts	  like	  weak	  gravity,	  and	  FR	  











ij is	  a	  unit	  vector	  in	  the	  direction	  of	  vertex	  i	  to	  vertex	  j,	  wij	  is	  the	  weight	  of	  the	  
edge	  between	  i	  and	  j,	   dij is	  the	  distance	  between	  i	  and	  j,	  and	  CC	  is	  a	  positive	  constant	  
strength	  value	  of	  the	  connective	  force.	  	  The	  attractive	  force	  is	  calculated	  by:	  
	  








where	  CA	  is	  a	  small	  positive	  constant	  strength	  value	  of	  the	  attractive	  force.	  	  The	  












where	  CR	  is	  a	  positive	  constant	  strength	  value	  of	  the	  repulsive	  force.	  	  	  The	  connective	  
force	  was	  chosen	  to	  be	  proportional	  to	  the	  distance	  between	  two	  vertices	  so	  that	  the	  
force	  would	  pull	  the	  vertices	  together	  strongly	  when	  they	  are	  far	  apart	  and	  weakly	  
when	  they	  are	  closer	  together.	  	  The	  repulsive	  force	  was	  chosen	  to	  be	  inversely	  
proportional	  to	  the	  distance	  squared	  so	  that	  the	  force	  would	  push	  the	  vertices	  apart	  
strongly	  when	  they	  are	  closer	  together	  and	  more	  when	  they	  are	  farther	  apart.	  	  The	  
attractive	  force	  was	  chosen	  to	  be	  proportional	  to	  the	  distance	  with	  a	  small	  strength	  to	  
keep	  graph	  components	  from	  “flying	  apart”	  indefinitely.	  
	  
	   To	  show	  how	  the	  configuration	  of	  the	  graph	  approaches	  a	  steady	  state,	  
consider	  two	  states	  of	  connectivity	  for	  a	  graph	  containing	  two	  vertices,	  i	  and	  j.	  	  In	  one	  
state,	  the	  vertices	  are	  not	  connected.	  	  The	  steady-­‐state	  configuration	  of	  the	  graph	  
occurs	  when	  the	  changes	  in	  position	  for	  both	  vertices	  due	  to	  the	  forces	  between	  i	  and	  
j	  are	  zero.	  	  This	  state	  occurs	  when	  i	  and	  j	  are	  separated	  by	  a	  certain	  finite	  distance,	  dij,	  
which	  can	  be	  found	  as	  follows:	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   In	  the	  second	  state,	  the	  vertices	  are	  connected	  by	  an	  edge	  with	  weight	  wij.	  	  The	  
steady-­‐state	  configuration	  of	  the	  graph	  again	  occurs	  when	  the	  changes	  in	  position	  for	  
both	  vertices	  due	  to	  the	  forces	  between	  i	  and	  j	  are	  zero.	  	  This	  state	  occurs	  when	  i	  and	  j	  
are	  separated	  by	  a	  certain	  finite	  distance,	  dij,	  which	  can	  be	  found	  as	  follows:	  
	  
 














































ij (wijdijCC + dijCA −
CR
dij
2 ) = u

ji (wjid jiCC + djiCA −
CR
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2 ) 	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CR
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2 = −(wijdijCC + dijCA −
CR
dij
2 ) 	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   The	  difference	  between	  the	  distances	  in	  the	  two	  cases	  above	  is	  the	  term	  wijCC,	  
which	  reduces	  the	  distance	  and	  pulls	  connected	  vertices	  together,	  providing	  the	  
intended	  behavior.	  	  Setting	  the	  weight	  wij	  to	  zero	  is	  equivalent	  to	  the	  case	  when	  two	  




3.4 Pedigree Structures 
	  
	   	  The	  pedigrees	  used	  in	  this	  work	  range	  in	  size	  from	  two	  specimens	  to	  five	  
specimens;	  they	  are	  designed	  to	  provide	  a	  varying	  degree	  of	  difficulty	  in	  discovery.	  	  
Many	  of	  the	  pedigree	  types	  contain	  parent-­‐child	  relationships	  (PC),	  which	  we	  expect	  
to	  be	  relatively	  easy	  to	  detect	  in	  Link	  Discovery	  Tool	  since	  the	  child	  shares	  one	  allele	  
IBD	  with	  the	  parent	  at	  each	  locus	  according	  to	  the	  principle	  of	  Mendelian	  inheritance	  
[6].	  	  Many	  of	  the	  pedigrees	  also	  contain	  sibling	  relationships,	  which	  according	  to	  the	  
same	  principle	  are	  more	  difficult	  to	  detect	  since	  siblings	  may	  share	  zero,	  one,	  or	  two	  
alleles	  IBD	  at	  a	  given	  locus	  [6].	  	  The	  pedigrees	  used	  are	  described	  and	  labeled	  in	  Table	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1.	  	  In	  the	  pedigree	  tree	  graphs	  shown	  in	  Figure	  3,	  the	  nodes	  drawn	  in	  green	  are	  the	  
parent	  specimens,	  the	  small	  gray	  nodes	  are	  the	  mating	  nodes,	  and	  the	  blue	  nodes	  are	  
the	  offspring	  specimens.	  
	  
	  
3.5 Generation of Data Sets 
	   	  
	   The	  research	  presented	  in	  this	  thesis	  is	  dependent	  upon	  data	  collections	  of	  
various	  size	  and	  composition.	  	  The	  data	  collections	  range	  in	  size	  from	  a	  single	  
specimen	  to	  thousands	  of	  specimens	  and	  can	  contain	  pedigrees	  of	  a	  single	  type	  or	  
pedigrees	  of	  various	  types.	  	  There	  are	  two	  types	  of	  specimens	  in	  the	  data	  sets:	  
independent	  specimens	  and	  pedigree	  specimens.	  	  The	  specimens	  in	  the	  data	  sets	  
contain	  STR	  data	  from	  the	  thirteen	  core	  loci.	  	  Independent	  specimens	  were	  generated	  
independently	  using	  the	  NIST	  Caucasian	  American	  allele	  frequency	  distributions	  [12].	  	  
Pedigree	  specimens	  were	  generated	  in	  ensemble	  by	  creating	  independent	  specimens	  
(the	  founders)	  and	  simulating	  their	  matings	  to	  form	  offspring	  specimens	  according	  to	  
the	  principle	  of	  Mendelian	  inheritance	  [6].	  
	  
3.5.1 Preparation of Allele Frequency Distributions 
	  
	   The	  NIST	  allele	  frequency	  distributions	  of	  alleles	  for	  each	  of	  the	  core	  loci	  used	  
in	  this	  work	  were	  compiled	  using	  several	  hundred	  random	  DNA	  samples	  from	  U.S.	  
Caucasian	  males	  [5,	  12].	  	  The	  allele	  frequencies	  at	  a	  specified	  locus	  were	  calculated	  by	  
counting	  the	  number	  of	  times	  an	  allele	  was	  observed	  and	  dividing	  it	  by	  the	  total	  
number	  of	  alleles	  at	  this	  locus	  in	  the	  sample	  population.	  	  For	  example,	  the	  frequency	  
of	  allele	  A	  for	  a	  given	  locus	  is	  calculated	  as:	  FA	  =	  NA/2N,	  where	  NA	  is	  the	  number	  of	  
occurrences	  of	  allele	  A	  in	  the	  sample	  population	  and	  N	  is	  the	  number	  of	  individuals	  in	  
the	  sample	  population	  [2].	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Table	  1:	  Descriptions	  and	  labels	  of	  target	  pedigrees.	  
Type	   Label	   Structure	   Description	  
0	   I	   1	  Individual	   Single	  specimen	  with	  no	  relatives	  
present	  in	  the	  collection.	  
1	   PC	   1	  Parent,	  1	  Child	   Pedigree	  duo	  consisting	  of	  one	  parent	  
and	  one	  biological	  offspring.	  	  The	  other	  
parent	  is	  not	  included	  in	  the	  pedigree.	  
2	   PCC	   1	  Parent,	  2	  Children	   Pedigree	  trio	  consisting	  of	  one	  parent	  
and	  two	  biological	  offspring.	  	  The	  other	  
parent	  is	  not	  included	  in	  the	  pedigree.	  
3	   PCCC	   1	  Parent,	  3	  Children	   Pedigree	  quad	  consisting	  of	  one	  parent	  
and	  three	  biological	  offspring.	  	  The	  other	  
parent	  is	  not	  included	  in	  the	  pedigree.	  
4	   PPC	   2	  Parents,	  1	  Child	   Pedigree	  trio	  consisting	  of	  two	  parents	  
and	  one	  biological	  offspring.	  	  
5	   PPCC	   2	  Parents,	  2	  Children	   Pedigree	  quad	  consisting	  of	  two	  parents	  
and	  two	  biological	  offspring.	  
6	   PPCCC	   2	  Parents,	  3	  Children	   Pedigree	  quint	  consisting	  of	  two	  parents	  
and	  three	  biological	  offspring.	  
7	   SS	   2	  Siblings	   Pedigree	  duo	  consisting	  of	  two	  full-­‐
siblings.	  	  The	  parents	  are	  not	  included	  in	  
the	  pedigree.	  
8	   SSS	   3	  Siblings	   Pedigree	  trio	  consisting	  of	  three	  full-­‐
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a)	  PC	   b)	  PCC	  
	   	  
c)	  PCCC	   d)	  PPC	  
	   	  
e)	  PPCC	   f)	  PPCCC	  
	   	  
g)	  SS	   h)	  SSS	  
Figure	  3:	  Graphical	  representations	  of	  the	  types	  of	  pedigrees	  used.	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Since	  the	  size	  of	  the	  sample	  population	  is	  much	  smaller	  than	  size	  of	  the	  overall	  
population,	  some	  allele	  values	  are	  rarely	  observed.	  	  In	  order	  to	  account	  for	  
unobserved	  alleles,	  the	  frequency	  calculations	  were	  corrected	  by	  including	  a	  
minimum	  allele	  frequency,	  which	  is	  calculated	  with	  the	  formula	  5/2N,	  where	  5	  is	  
considered	  the	  smallest	  number	  of	  alleles	  counted,	  and	  N	  is	  the	  number	  of	  individuals	  
in	  the	  sample	  population	  [2].	  	  The	  minimum	  allele	  frequency	  is	  calculated	  for	  each	  
locus	  and	  any	  allele	  frequency	  falling	  below	  that	  value	  is	  set	  to	  the	  minimum	  allele	  
frequency.	  	  The	  allele	  frequencies	  are	  then	  normalized	  such	  that	  the	  allele	  frequencies	  
at	  a	  given	  locus	  sum	  to	  one.	  
	  
3.5.2 Generation of Independent Specimens 
	  
	   Large	  sets	  of	  specimens	  were	  pseudo-­‐randomly	  generated	  by	  independently	  
creating	  a	  DNA	  profile	  for	  each	  specimen.	  	  The	  algorithm	  is	  similar	  to	  random	  
sequence	  generators	  that	  use	  a	  probability	  distribution	  to	  guide	  the	  selection	  of	  
symbols	  in	  the	  sequence	  [13]	  and	  uses	  the	  normalized	  allele	  frequency	  distributions	  
to	  determine	  the	  probability	  of	  independently	  selecting	  alleles	  for	  each	  locus.	  	  Several	  
simplifying	  assumptions	  were	  made	  during	  this	  process:	  1)	  the	  population	  is	  in	  
Hardy-­‐Weinberg	  equilibrium,	  which	  states	  that	  the	  alleles	  at	  a	  given	  locus	  are	  
statistically	  independent	  [2-­‐4,6],	  2)	  the	  loci	  are	  in	  linkage	  equilibrium,	  which	  states	  
that	  the	  alleles	  at	  different	  loci	  are	  statistically	  independent	  [3,6],	  and	  3)	  all	  of	  the	  
specimen	  profiles	  contain	  the	  same	  number	  of	  loci,	  each	  with	  a	  complete	  genotype.	  	  
The	  first	  two	  assumptions	  allow	  the	  use	  of	  the	  product	  rule	  to	  calculate	  the	  estimated	  
joint	  probabilities	  for	  the	  likelihood	  ratios	  and	  the	  third	  assumption	  allows	  ignoring	  
phenomena	  such	  as	  allele	  dropout	  and	  degraded	  samples.	  
	  
	   Specimens	  are	  generated	  locus	  by	  locus	  independently	  of	  each	  other.	  	  A	  
genotype	  is	  generated	  at	  each	  locus	  by	  selecting	  two	  allele	  values	  according	  to	  the	  
locus’	  normalized	  allele	  frequency	  distribution	  from	  NIST.	  	  The	  allele	  values	  may	  be	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the	  same,	  in	  which	  case	  the	  genotype	  is	  homozygous,	  or	  different,	  in	  which	  case	  the	  
genotype	  is	  heterozygous	  [2-­‐4,6-­‐8,14].	  	  The	  genotypes	  of	  each	  locus	  are	  combined	  to	  
form	  the	  specimen	  profile.	  	  The	  algorithm	  for	  pseudo-­‐randomly	  generating	  the	  
independent	  specimens	  is	  shown	  in	  Table	  2.	  
	  
3.5.3 Generation of Pedigree Specimens 
	  
	   Large	  sets	  of	  pedigrees	  were	  pseudo-­‐randomly	  created	  by	  generating	  a	  
pedigree	  trio	  consisting	  of	  two	  parent	  specimens	  and	  one	  offspring	  specimen	  and	  
modifying	  the	  trio	  appropriately	  to	  form	  the	  target	  pedigree	  (the	  pedigrees	  of	  interest	  
are	  discussed	  in	  detail	  in	  the	  next	  section).	  	  There	  were	  some	  simplifying	  assumptions	  
made	  during	  this	  process:	  1)	  the	  population	  mates	  randomly,	  and	  no	  inbreeding	  
occurs,	  2)	  mating	  specimens	  take	  only	  one	  partner	  so	  there	  are	  no	  half-­‐relatives	  (such	  
as	  half-­‐siblings),	  and	  3)	  no	  mutation	  occurs	  during	  the	  mating	  process.	  
	  
	   Pedigrees	  of	  a	  specific	  type	  are	  generated	  by	  first	  creating	  a	  pedigree	  trio	  
consisting	  of	  two	  parent	  specimens	  and	  one	  offspring	  specimen.	  	  The	  two	  parent	  
specimens	  are	  generated	  independently	  using	  the	  algorithm	  for	  pseudo-­‐randomly	  
generating	  specimens	  in	  Table	  2.	  	  Mating	  the	  two	  parent	  specimens	  produces	  the	  
offspring	  profile	  that	  contains	  two	  alleles	  at	  each	  locus,	  where	  one	  of	  the	  alleles	  is	  IBD	  	  
from	  the	  first	  parent	  and	  the	  other	  allele	  is	  IBD	  from	  the	  other	  parent.	  	  The	  trio	  is	  then	  
modified	  by	  some	  combination	  of	  independently	  mating	  the	  parents	  to	  add	  offspring	  
and	  removing	  one	  or	  both	  of	  the	  parents.	  	  The	  algorithm	  used	  to	  mate	  two	  specimens	  
to	  form	  an	  offspring	  specimen	  is	  shown	  in	  Table	  3.	  	  The	  algorithm	  used	  to	  generate	  






25	   	  
Table	  2:	  Algorithm	  for	  pseudo-­randomly	  generating	  specimens.	  
Number	  of	  Specimens	  to	  Generate:	  n	  
Number	  of	  Loci	  in	  Each	  Profile:	  l,	  where	  1 ≤ l ≤ 13 	  
Set	  of	  Allele	  Frequencies	  at	  Each	  Locus:	  {F1
x ,F2
x ,...,Fm
x },	  where	  1 ≤ x ≤ 13 is	  the	  locus	  
number,	  and	  1,2,...,m	  are	  arbitrary	  allele	  labels	  at	  locus	  x.	  
• For	  each	  specimen	   s = 1 :n 	  
• For	  each	  locus	   i = 1 : l 	  
i. Independently	  generate	  two	  pseudo-­‐random	  numbers,	  0 ≤ r1 < 1and	  
0 ≤ r2 < 1 	  
ii. Assign	  the	  first	  allele	  as	  allele	  p,	  where	  p	  is	  determined	  by:	  
Gp−1 ≤ r1 < Gp ,	  where	  Gp = Fp
i +Gp−1 ,	  G0 = 0 ,	  and	  locus	  i	  has	  m	  
alleles	  
iii. Assign	  the	  second	  allele	  as	  allele	  p,	  where	  p	  is	  determined	  by:	  
Gp−1 ≤ r2 < Gp ,	  where	  Gp = Fp
i +Gp−1 ,	  G0 = 0 ,	  and	  locus	  i	  has	  m	  
alleles	  
iv. Store	  the	  genotype	  for	  locus	  i	  in	  the	  profile	  for	  specimen	  s	  




3.6 Study: Feasibility of Relationship Discovery Using STR Data 
	  
	   Given	  that	  the	  specimen	  generation	  process	  provides	  the	  full	  STR	  DNA	  profile	  
of	  every	  individual	  in	  a	  collection,	  it	  seems	  plausible	  that	  the	  STR	  profiles	  may	  be	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Table	  3:	  Algorithm	  for	  forming	  an	  offspring	  specimen	  by	  mating	  parent	  specimens.	  
Specimen	  Profile	  of	  the	  Father	  Specimen:	  SF	  
Specimen	  Profile	  of	  the	  Mother	  Specimen:	  SM	  
Number	  of	  Loci	  in	  Each	  Profile:	  l,	  where	  1 ≤ l ≤ 13 	  
Set	  of	  Allele	  Frequencies	  at	  Each	  Locus:	  {F1
x ,F2
x ,...,Fm
x },	  where	  1 ≤ x ≤ 13 is	  the	  locus	  
number,	  and	  1,2,...,m	  are	  arbitrary	  allele	  labels	  at	  locus	  x.	  
• For	  each	  locus	   i = 1 : l 	  
1. Pseudo-­‐randomly	  generate	  a	  number	  0 ≤ r < 1 	  
2. Let	  the	  alleles	  at	  locus	  i	  for	  SF	  be	  labeled	  AB	  
3. Let	  the	  alleles	  at	  locus	  i	  for	  SM	  be	  labeled	  CD	  
4. If	  0 ≤ r < 0.25 then	  let	  the	  offspring	  alleles	  be	  AC	  
a. Set	  offspring	  allele	  1	  as	  allele	  A	  from	  SF	  
b. Set	  offspring	  allele	  2	  as	  allele	  C	  from	  SM	  
5. Else	  If	   0.25 ≤ r < 0.5 then	  let	  the	  offspring	  alleles	  be	  AD	  
a. Set	  offspring	  allele	  1	  as	  allele	  A	  from	  SF	  
b. Set	  offspring	  allele	  2	  as	  allele	  D	  from	  SM	  
6. Else	  If	   0.5 ≤ r < 0.75 then	  let	  the	  offspring	  alleles	  be	  BC	  
a. Set	  offspring	  allele	  1	  as	  allele	  B	  from	  SF	  
b. Set	  offspring	  allele	  2	  as	  allele	  C	  from	  SM	  
7. Else	  If	   0.75 ≤ r < 1.0 then	  let	  the	  offspring	  alleles	  be	  BD	  
a. Set	  offspring	  allele	  1	  as	  allele	  B	  from	  SF	  
b. Set	  offspring	  allele	  2	  as	  allele	  D	  from	  SM	  
8. Store	  the	  genotype	  for	  locus	  i	  in	  the	  profile	  for	  the	  offspring	  specimen	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Table	  4:	  Algorithm	  for	  generating	  pedigrees	  of	  a	  specified	  type.	  
Number	  of	  Pedigrees	  to	  Generate:	  n	  
Type	  of	  Pedigrees	  to	  Generate:	   t ∈{0,…,8} 	  
Number	  of	  Loci	  in	  Each	  Profile:	  l,	  where	  1 ≤ l ≤ 13 	  
Set	  of	  Allele	  Frequencies	  at	  Each	  Locus:	  {F1
x ,F2
x ,...,Fm
x },	  where	  1 ≤ x ≤ 13 is	  the	  locus	  
number,	  and	  1,2,...,m	  are	  arbitrary	  allele	  labels	  at	  locus	  x.	  
• For	  each	  pedigree	   i = 1 :n 	  
1. Generate	  a	  pedigree	  trio	  
a. Independently	  generate	  two	  parent	  specimen	  profiles	  containing	  l	  
loci	  using	  the	  algorithm	  in	  Table	  2.	  
b. Generate	  an	  offspring	  specimen	  profile	  from	  the	  parent	  profiles	  
using	  the	  mating	  algorithm	  in	  Table	  3	  
2. Modify	  the	  pedigree	  tree	  into	  type	  specified	  by	  t	  
a. If	   t = 0 then	  randomly	  select	  with	  equal	  probability	  a	  pedigree	  type	  
by	  setting	  t	  to	  an	  integer	  in	  the	  range	   t ∈[1,2,...,8] 	  
b. If	   t = 1 	  then	  modify	  the	  pedigree	  to	  form	  a	  PC	  pedigree	  
i. Randomly	  select	  with	  equal	  probability	  one	  of	  the	  parent	  
specimens	  and	  remove	  it	  from	  the	  pedigree	  
c. Else	  if	   t = 2 then	  modify	  the	  pedigree	  to	  form	  a	  PCC	  pedigree	  
i. Generate	  an	  additional	  offspring	  specimen	  profile	  from	  the	  
parent	  profiles	  using	  the	  mating	  algorithm	  
ii. Randomly	  select	  with	  equal	  probability	  one	  of	  the	  parent	  
specimens	  and	  remove	  it	  from	  the	  pedigree	  
d. Else	  if	   t = 3 then	  modify	  the	  pedigree	  to	  form	  a	  PCCC	  pedigree	  
i. Generate	  two	  additional	  offspring	  specimen	  profiles	  from	  
the	  parent	  profiles	  using	  the	  mating	  algorithm	  
ii. Randomly	  select	  with	  equal	  probability	  one	  of	  the	  parent	  
specimens	  and	  remove	  it	  from	  the	  pedigree	  
e. Else	  if	   t = 4 then	  modify	  the	  pedigree	  to	  form	  a	  PPC	  pedigree	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i. Since	  the	  trio	  is	  a	  PPC	  pedigree,	  there	  is	  no	  modification	  
f. Else	  if	   t = 5 then	  modify	  the	  pedigree	  to	  form	  a	  PPCC	  pedigree	  
i. Generate	  an	  additional	  offspring	  specimen	  profile	  from	  the	  
parent	  profiles	  using	  the	  mating	  algorithm	  
g. Else	  if	   t = 6 	  then	  modify	  the	  pedigree	  to	  form	  a	  PPCCC	  pedigree	  
i. Independently	  generate	  two	  additional	  offspring	  specimen	  
profiles	  from	  the	  parent	  profiles	  using	  the	  mating	  algorithm	  
h. Else	  if	   t = 7 	  then	  modify	  the	  pedigree	  to	  form	  an	  SS	  pedigree	  
i. Generate	  an	  additional	  offspring	  specimen	  profile	  from	  the	  
parent	  profiles	  using	  the	  mating	  algorithm	  
ii. Remove	  both	  of	  the	  parent	  specimens	  from	  the	  pedigree	  
i. Else	  if	   t = 8 	  then	  modify	  the	  pedigree	  to	  form	  an	  SSS	  pedigree	  
i. Independently	  generate	  two	  additional	  offspring	  specimen	  
profiles	  from	  the	  parent	  profiles	  using	  the	  mating	  algorithm	  
ii. Remove	  both	  of	  the	  parent	  specimens	  from	  the	  pedigree	  






	   The	  purpose	  of	  this	  study	  was	  to	  determine	  the	  feasibility	  of	  using	  STR	  profiles	  




	   When	  two	  individuals	  are	  related	  by	  a	  parent-­‐child	  relationship,	  the	  
individuals	  will	  share	  one	  allele	  at	  each	  locus.	  	  In	  terms	  of	  link	  analysis,	  this	  means	  
that	  for	  each	  locus	  X,	  individual	  A	  will	  have	  a	  link	  to	  allele	  Y	  at	  locus	  X	  and	  individual	  B	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will	  also	  have	  a	  link	  to	  allele	  Y	  at	  locus	  X.	  	  Thus,	  if	  the	  two	  individuals	  share	  an	  allele	  at	  
a	  given	  locus	  there	  will	  be	  a	  path	  between	  them	  that	  goes	  through	  the	  shared	  allele.	  	  
This	  idea	  is	  the	  basis	  for	  this	  feasibility	  study	  as	  it	  is	  expected	  that	  there	  would	  be	  no	  
paths	  connecting	  two	  completely	  unrelated	  individuals	  (who	  share	  no	  alleles	  at	  any	  
locus)	  and	  that	  the	  individuals	  would	  be	  separated	  in	  the	  graph	  space.	  	  Two	  
potentially	  related	  individuals	  would	  be	  connected	  by	  a	  path	  and	  would	  be	  closer	  to	  




	   The	  input	  to	  LDT	  was	  a	  small	  set	  of	  collections	  containing	  between	  one	  and	  
thirty	  specimens.	  	  Each	  collection	  was	  generated	  using	  the	  pedigree	  generation	  
algorithm.	  	  Each	  links	  in	  the	  data	  was	  recorded	  as	  an	  edge	  between	  a	  specimen	  and	  a	  
coded	  allele	  value.	  	  The	  allele	  values	  were	  coded	  in	  such	  a	  way	  as	  to	  allow	  LDT	  to	  
differentiate	  between	  allele	  values	  at	  different	  loci.	  	  	  
	  
3.6.4 Interpretation of Results 
	  
	   The	  first	  collection	  tested	  consisted	  only	  of	  a	  single	  specimen	  with	  STR	  data	  at	  
each	  of	  the	  thirteen	  core	  loci.	  	  Figure	  4	  shows	  a	  graph	  of	  the	  specimen	  linked	  to	  the	  
associated	  STR	  alleles.	  	  Note	  that	  the	  specimen	  and	  profile	  form	  a	  star	  shape	  in	  which	  
the	  specimen	  identifier	  is	  at	  the	  center	  of	  the	  star	  and	  the	  allele	  values	  are	  on	  the	  
perimeter.	  	  The	  second	  collection	  tested	  consisted	  of	  a	  pedigree	  trio	  containing	  two	  
parents	  and	  one	  offspring.	  	  Figure	  5	  shows	  two	  views	  of	  the	  pedigree.	  	  The	  first	  view	  
(left)	  is	  from	  a	  distance	  and	  shows	  a	  small	  cluster	  of	  three	  specimens	  in	  the	  center.	  	  
The	  shared	  alleles	  can	  be	  observed	  by	  noting	  that	  some	  of	  the	  perimeter	  vertices	  (the	  
allele	  values)	  have	  a	  degree	  of	  more	  than	  one.	  	  The	  second	  view	  (right)	  shows	  a	  close-­‐
up	  of	  the	  pedigree	  cluster,	  which	  appears	  as	  a	  group	  of	  three	  stars.	  	  As	  expected,	  the	  
specimens	  in	  the	  trio	  are	  close	  to	  each	  other	  and	  paths	  through	  shared	  alleles	  can	  be	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discovered	  between	  specimens.	  	  The	  third	  collection	  tested	  consisted	  of	  ten	  pedigree	  
trios	  (PPC	  type).	  	  Figure	  6	  shows	  two	  views	  of	  the	  graph.	  	  The	  first	  view	  (left)	  is	  from	  
a	  distance	  and	  shows	  the	  entire	  graph.	  	  The	  second	  view	  (right)	  shows	  a	  close	  up	  of	  
the	  interior	  of	  the	  graph.	  	  It	  is	  easy	  to	  see	  that	  it	  has	  become	  very	  difficult	  to	  observe	  a	  
potential	  relationship	  between	  any	  pair	  of	  individuals	  in	  the	  collection.	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   There	  are	  several	  problems	  with	  the	  use	  of	  STR	  profiles	  to	  discover	  
relationships	  between	  individuals.	  	  1)	  The	  representation	  is	  not	  scalable	  to	  hundreds	  
or	  thousands	  of	  specimens	  because	  the	  increase	  in	  the	  number	  of	  edges	  begins	  to	  
produce	  a	  spaghetti-­‐like	  graph	  structure	  that	  is	  very	  difficult	  to	  interpret	  (Figure	  6).	  	  
2)	  It	  is	  not	  immediately	  apparent	  as	  to	  the	  type	  of	  relationship	  being	  suggested	  by	  the	  
graph	  (or	  even	  if	  a	  relationship	  is	  being	  suggested).	  	  For	  example,	  a	  parent	  and	  a	  child	  
share	  one	  allele	  IBD	  at	  each	  locus,	  but	  siblings	  may	  also	  by	  chance	  share	  one	  allele	  at	  
each	  locus.	  	  3)	  There	  are	  many	  edges	  in	  the	  graph	  that	  are	  meaningless	  in	  terms	  of	  a	  
given	  biological	  relationship.	  	  For	  example,	  consider	  a	  true	  parent-­‐child	  relationship	  
between	  two	  individuals.	  	  The	  two	  will	  share	  an	  allele	  IBD	  at	  each	  locus	  and	  so	  a	  path	  
will	  be	  available	  from	  the	  parent	  to	  the	  child	  going	  through	  the	  shared	  allele	  node.	  	  
However,	  the	  non-­‐shared	  alleles	  in	  each	  profile	  will	  still	  have	  representative	  edges	  in	  
the	  graph	  because	  each	  specimen	  node	  is	  connected	  to	  each	  of	  its	  26	  allele	  value	  
nodes.	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   Visualizing	  hundreds	  or	  thousands	  of	  pedigrees	  with	  this	  method	  would	  be	  




3.7 Study: Feasibility of Relationship Discovery Using Likelihood Ratios 
	  
	   Given	  that	  the	  specimen	  generator	  provides	  the	  full	  STR	  DNA	  profile	  of	  every	  
individual	  in	  a	  collection	  and	  that	  likelihood	  ratios	  provide	  a	  measure	  of	  relatedness	  
between	  individuals	  under	  the	  stated	  relationship,	  it	  seems	  plausible	  that	  the	  
likelihood	  ratios	  are	  useful	  as	  links	  between	  nodes	  representing	  STR	  specimens.	  	  This	  




	   The	  purpose	  of	  this	  study	  was	  to	  determine	  the	  feasibility	  of	  using	  likelihood	  
ratios	  as	  weights	  for	  edges	  in	  Link	  Discovery	  Tool,	  where	  the	  vertices	  represent	  a	  
specimen	  profile	  containing	  thirteen	  loci	  and	  an	  edge	  between	  two	  vertices	  has	  a	  
weight	  value	  that	  represents	  the	  value	  of	  the	  likelihood	  ratio	  and	  a	  label	  that	  
represents	  the	  relationship	  measured	  by	  the	  ratio	  (for	  example,	  a	  parent-­‐child	  




	   The	  use	  of	  STR	  profiles	  in	  LDT	  to	  discover	  relationships	  between	  individuals	  
was	  shown	  to	  be	  a	  poor	  choice	  with	  several	  inherent	  problems.	  	  Likelihood	  ratios	  
have	  the	  potential	  to	  alleviate	  those	  concerns	  because:	  1)	  a	  likelihood	  ratio	  
representation	  is	  more	  scalable	  since	  there	  is	  at	  most	  one	  edge	  between	  two	  
specimens	  for	  each	  type	  of	  relationship	  under	  consideration,	  2)	  the	  type	  of	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relationship	  being	  proposed	  is	  immediately	  apparent	  in	  the	  graph	  by	  simply	  labeling	  
the	  LR	  edges	  representing	  each	  type	  of	  relationship,	  and	  3)	  there	  are	  no	  meaningless	  
edges	  in	  the	  graph	  in	  terms	  of	  a	  biological	  relationship	  since	  the	  presence	  of	  an	  edge	  
signifies	  the	  potential	  for	  a	  relationship	  to	  exist.	  	  The	  use	  of	  LR	  values	  as	  weights	  on	  
edges	  is	  a	  natural	  choice	  for	  LDT	  since	  we	  expect	  LDT	  to	  pull	  linked	  vertices	  together	  
and	  push	  un-­‐linked	  vertices	  apart.	  	  The	  addition	  of	  a	  weight	  representing	  the	  strength	  
of	  the	  proposed	  relationship	  will	  tend	  to	  pull	  more	  strongly	  related	  vertices	  closer	  




	   The	  input	  to	  LDT	  was	  a	  small	  set	  of	  collections	  containing	  between	  one	  and	  
one	  hundred	  pedigree	  trios	  (PPC	  type).	  	  Each	  vertex	  in	  the	  collection	  represents	  a	  
specimen	  and	  each	  edge	  in	  the	  collection	  represents	  a	  potential	  parent-­‐child	  
relationship.	  	  The	  weight	  of	  an	  edge	  represents	  the	  strength	  of	  the	  potential	  
relationship	  and	  comes	  from	  the	  value	  of	  the	  corresponding	  parent-­‐child	  likelihood	  
ratio.	  	  The	  likelihood	  ratios	  were	  calculated	  for	  each	  pair	  of	  specimens	  in	  the	  
collection.	  	  	  
	  
3.7.4 Interpretation of Results 
	  
	   The	  first	  test	  was	  to	  establish	  whether	  or	  not	  the	  value	  of	  a	  likelihood	  ratio	  
was	  viable	  as	  a	  link	  weight	  in	  LDT.	  	  The	  value	  of	  a	  likelihood	  ratio	  can	  range	  from	  zero	  
(not	  related)	  to	  the	  tens	  (weak	  potential	  relationship)	  to	  thousands	  and	  above	  
(strong	  potential	  relationship).	  	  This	  variability	  in	  link	  weight	  produced	  a	  very	  
unstable	  graph	  structure	  in	  LDT	  in	  which	  the	  forces	  acting	  on	  a	  vertex	  would	  grow	  
too	  large	  and	  cause	  the	  vertex	  to	  move	  too	  far	  away	  to	  be	  viewed,	  or	  the	  graph	  itself	  
would	  oscillate.	  	  Figure	  7	  show	  a	  graph	  of	  a	  collection	  containing	  one	  hundred	  PPC	  
pedigrees.	  	  The	  LR	  link	  weights	  vary	  considerably	  in	  value	  and	  cause	  the	  graph	  to	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oscillate,	  forming	  the	  unappealing	  structure	  shown	  when	  the	  physics	  are	  frozen.	  	  To	  
alleviate	  this	  problem	  the	  log-­‐likelihood	  ratios	  (Log-­‐LR)	  were	  used	  for	  the	  link	  
weights	  and	  were	  computed	  by	  simply	  calculating	  the	  base-­‐10	  logarithms	  of	  the	  
likelihood	  ratios.	  	  The	  use	  of	  Log-­‐LR	  link	  weights	  produced	  a	  much	  more	  stable	  graph	  
structure,	  as	  shown	  in	  Figure	  8,	  which	  does	  not	  need	  to	  be	  frozen	  and	  clearly	  shows	  
the	  pedigree	  clusters.	  
	  
	   The	  use	  of	  Log-­‐LR	  link	  weights	  provides	  a	  much	  more	  aesthetically	  appealing	  
graph	  that	  also	  happens	  to	  be	  much	  more	  easily	  interpreted.	  	  The	  graphs	  shown	  in	  
Figure	  9	  illustrate	  that	  the	  Log-­‐LR	  link	  weights	  are	  also	  much	  more	  scalable	  in	  terms	  
of	  the	  number	  of	  specimens	  contained	  in	  a	  collection.	  	  The	  collections	  used	  to	  produce	  
the	  graphs	  in	  the	  figure	  consisted	  of	  PPC	  pedigrees.	  	  The	  first	  graph	  shows	  a	  collection	  
containing	  two	  trios,	  the	  second	  shows	  a	  collection	  containing	  ten	  trios,	  the	  third	  
shows	  a	  collection	  containing	  one	  hundred	  trios,	  and	  the	  fourth	  shows	  a	  collection	  
containing	  two	  hundred	  trios.	  	  The	  long	  edges	  are	  weak	  parent-­‐child	  relationships	  
(the	  strong	  parent-­‐child	  relationships	  have	  pulled	  the	  vertices	  together	  to	  form	  small	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clusters).	  	  Note	  that	  as	  the	  size	  of	  the	  collection	  increases,	  the	  number	  of	  potential	  
edges	  in	  the	  collection	  increases	  quadratically	  [11].	  	  However,	  since	  the	  Log-­‐LR	  edges	  
represent	  only	  viable	  potential	  relationships	  (and	  are	  otherwise	  not	  present),	  the	  
complexity	  of	  the	  graph,	  in	  terms	  of	  the	  number	  of	  edges	  drawn,	  does	  not	  seem	  to	  
increase	  at	  the	  same	  rate,	  which	  results	  in	  aesthetically	  pleasing	  graphs	  that	  remain	  
relatively	  easy	  to	  interpret.	  
	  
	   One	  issue	  that	  arises	  from	  the	  use	  of	  likelihood	  ratios	  as	  edge	  weights	  is	  that	  
likelihood	  ratios	  indicate	  probability,	  not	  certainty,	  and	  can	  be	  present	  in	  the	  graph	  
even	  when	  there	  is	  no	  true	  biological	  relationship	  between	  the	  specimens	  connected	  
by	  the	  edge.	  	  This	  is	  especially	  true	  for	  likelihood	  ratios	  of	  full-­‐sibling	  relationships,	  
which	  allow	  for	  zero,	  one,	  or	  two	  IBD	  alleles	  at	  any	  locus,	  resulting	  in	  the	  potential	  for	  
a	  sibling	  edge	  between	  any	  two	  specimens	  in	  the	  graph.	  	  Since	  most	  of	  these	  edges	  
will	  represent	  false	  relationships,	  the	  use	  of	  a	  threshold	  value	  for	  accepting	  an	  edge	  
into	  the	  graph	  becomes	  important.	  	  For	  example,	  Buckleton,	  et	  al.	  have	  shown	  that	  a	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a)	  2	  PPC	  pedigrees	   b)	  10	  PPC	  pedigrees	  
	   	  
c)	  100	  PPC	  pedigrees	   d)	  200	  PPC	  pedigrees	  




full-­‐sibling	  log-­‐likelihood	  ratio	  less	  than	  zero	  tends	  to	  indicate	  that	  the	  specimens	  are	  
not	  related	  [6].	  	  Parent-­‐child	  relationships	  are	  similarly	  indicated	  by	  a	  log-­‐likelihood	  
ratio	  greater	  than	  zero	  (a	  log-­‐likelihood	  ratio	  less	  than	  zero	  indicates	  that	  the	  case	  of	  
observing	  the	  two	  profiles	  at	  random	  is	  more	  likely	  than	  the	  case	  in	  which	  they	  are	  
related	  by	  the	  parent-­‐child	  relationship).	  	  Therefore,	  an	  initial	  edge	  weight	  threshold	  
value	  of	  zero	  will	  be	  used	  to	  decide	  whether	  or	  not	  to	  accept	  an	  edge	  into	  the	  graph.	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The	  influence	  of	  the	  selection	  of	  threshold	  value	  on	  the	  performance	  of	  the	  algorithm	  
is	  explored	  in	  the	  next	  chapter.	  
	  
	  




	   The	  foundation	  of	  the	  approach	  to	  pedigree	  discovery	  explored	  and	  developed	  
in	  this	  work	  lies	  in	  graph	  clustering.	  	  Link	  Discovery	  Tool	  provides	  a	  reliable	  physics-­‐
based	  clustering	  functionality,	  so	  the	  extension	  of	  LDT	  to	  allow	  for	  pedigree	  discovery	  
requires	  a	  method	  of	  recognizing	  and	  analyzing	  the	  resulting	  spatial	  clusters.	  	  Based	  
on	  the	  results	  of	  the	  feasibility	  studies	  discussed	  earlier,	  the	  data	  set	  should	  consist	  of	  
vertices	  representing	  DNA	  specimens	  and	  weighted	  edges	  representing	  the	  strength	  
of	  hypothesized	  parent-­‐child	  and	  full-­‐sibling	  relationships;	  the	  pedigree	  generator	  
discussed	  in	  Section	  3.5	  provides	  data	  collections	  conforming	  to	  these	  constraints	  
using	  log-­‐likelihood	  ratios	  as	  edge	  weights.	  
	  
	   Link	  Discovery	  Tool	  clusters	  the	  specimens	  in	  the	  data	  set	  using	  a	  physics-­‐
based	  algorithm	  (Section	  3.3).	  	  This	  provides	  a	  solid	  first	  step	  to	  discovering	  
pedigrees,	  however,	  the	  clusters	  provided	  by	  LDT	  are	  dependent	  upon	  the	  initial	  
(random)	  graph	  configuration	  so	  results	  may	  vary	  between	  runs.	  	  However,	  several	  
runs	  suggest	  that	  the	  variance	  in	  the	  clustering	  manifests	  as	  translations	  and	  
rotations	  of	  the	  clusters;	  membership	  of	  the	  resulting	  clusters	  seems	  to	  be	  quite	  
stable.	  	  Analyzing	  the	  clusters	  manually	  is	  very	  tedious	  and	  time	  consuming	  and	  may	  
be	  difficult	  to	  do	  in	  the	  presence	  of	  large	  quantities	  of	  false	  full-­‐sibling	  edges.	  	  These	  
edges	  often	  form	  clusters	  containing	  hundreds	  of	  specimens	  and	  thousands	  of	  edges.	  	  
Clusters	  of	  this	  magnitude	  cannot	  possibly	  be	  one	  of	  the	  eight	  types	  of	  pedigrees	  
studied	  in	  this	  work,	  so	  the	  pedigree	  discovery	  algorithm	  presented	  here	  seeks	  to	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reduce	  the	  size	  of	  large	  clusters	  by	  incrementally	  removing	  (“snipping”)	  edges.	  	  The	  
process	  results	  in	  several	  smaller	  clusters	  that	  can	  then	  be	  analyzed,	  classified,	  and	  
reported.	  
	  
	   The	  following	  sections	  present	  the	  snip	  algorithm,	  which	  incrementally	  
removes	  the	  weakest	  edge	  from	  a	  cluster,	  the	  analysis	  algorithm,	  which	  processes	  
snipped	  clusters	  and	  classifies	  them,	  and	  the	  discovery	  algorithm,	  which	  combines	  
snipping	  and	  analysis	  and	  outlines	  the	  process	  of	  pedigree	  discovery	  using	  Link	  
Discovery	  Tool.	  
	  
3.8.2 Snip Algorithm 
	  
	   The	  snip	  algorithm	  is	  based	  on	  simple	  observations	  of	  how	  vertex	  clusters	  
form	  and	  appear	  in	  LDT.	  	  The	  first	  observation	  is	  that	  pedigrees	  contain	  related	  
individuals,	  and	  with	  the	  exception	  of	  two	  parents	  (if	  both	  are	  present	  in	  the	  
pedigree)	  every	  member	  of	  the	  pedigree	  has	  a	  valid	  biological	  relationship	  that	  is	  
expressed	  as	  a	  weighted	  edge	  in	  the	  graph.	  	  Therefore,	  the	  pedigree	  will	  appear	  as	  a	  
near-­‐clique	  in	  the	  graph	  and	  the	  strength	  of	  the	  relationships	  among	  pedigree	  
members	  will	  tend	  to	  pull	  the	  members	  closer	  to	  each	  other.	  	  The	  second	  observation	  
is	  that	  an	  individual	  that	  appears	  to	  be	  related	  to	  a	  pedigree	  member	  will	  be	  attracted	  
to	  the	  hypothetically	  related	  member,	  but	  repulsive	  towards	  the	  remaining	  pedigree	  
members.	  	  The	  combined	  repulsion	  will	  tend	  to	  push	  the	  individual	  away	  from	  the	  
pedigree.	  	  In	  this	  example,	  an	  observation	  that	  considers	  only	  edge	  weights	  would	  
have	  difficulty	  distinguishing	  between	  a	  false	  relationship	  that	  has	  a	  high	  likelihood	  
and	  a	  true	  relationship,	  but	  the	  clustering	  provided	  by	  LDT	  should	  expose	  such	  an	  
edge	  as	  a	  potentially	  false	  relationship.	  	  
	  
	   The	  edges	  of	  the	  greatest	  length	  in	  the	  graph	  correspond	  to	  relationships	  of	  
the	  weakest	  strength.	  	  The	  snip	  algorithm	  incrementally	  removes	  these	  edges	  by	  first	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separating	  the	  graph	  into	  components,	  which	  are	  labeled	  as	  candidate	  pedigree	  
clusters.	  	  The	  components	  are	  considered	  in	  turn	  and	  the	  size	  of	  each	  determines	  
whether	  or	  not	  it	  requires	  snipping.	  	  The	  largest	  pedigree	  under	  consideration	  is	  the	  
PPCCC	  pedigree,	  which	  contains	  five	  members	  (two	  parent	  specimens	  and	  three	  
offspring	  specimens).	  	  Any	  candidate	  cluster	  with	  more	  than	  five	  members	  cannot	  
match	  the	  largest	  pedigree	  (or	  any	  of	  the	  smaller	  pedigrees)	  and	  requires	  snipping.	  	  
The	  process	  of	  snipping	  is	  fairly	  simple:	  the	  length	  of	  each	  edge	  in	  the	  component	  is	  
computed	  and	  the	  edge	  with	  the	  greatest	  length	  is	  removed	  from	  the	  component,	  
which	  may	  split	  the	  component	  into	  two	  smaller	  components	  if	  the	  removed	  edge	  
was	  a	  cut	  edge.	  	  Once	  every	  cluster	  has	  been	  examined	  and	  snipped	  if	  necessary,	  the	  
graph	  is	  again	  separated	  into	  components,	  which	  are	  labeled	  as	  candidate	  clusters.	  	  
This	  process	  is	  repeated	  until	  every	  graph	  component	  contains	  five	  or	  fewer	  vertices.	  	  
The	  resulting	  candidate	  clusters	  are	  now	  considered	  viable	  candidate	  clusters	  and	  are	  
ready	  to	  be	  analyzed	  and	  classified.	  	  The	  snip	  algorithm	  is	  shown	  in	  Table	  5	  and	  
assumes	  that	  physics	  have	  been	  sufficiently	  applied.	  
	  
3.8.3 Analysis Algorithm 
	  
	   The	  analysis	  algorithm	  is	  a	  decision	  model	  that	  analyzes	  a	  cluster	  for	  specific	  
characteristics	  that	  can	  be	  used	  to	  classify	  the	  cluster	  as	  a	  pedigree	  type.	  	  The	  
characteristics	  used	  include:	  the	  size	  of	  the	  cluster	  (the	  number	  of	  vertices	  in	  the	  
cluster),	  the	  number	  of	  parent-­‐child	  (PC)	  edges	  in	  the	  cluster,	  the	  number	  of	  full-­‐
sibling	  (Sib)	  edges	  in	  the	  cluster,	  the	  PC-­‐degree	  of	  a	  vertex,	  and	  the	  Sib-­‐degree	  of	  a	  
vertex.	  	  For	  example,	  consider	  a	  simple	  two-­‐member	  parent-­‐child	  pedigree.	  	  The	  
members	  of	  the	  pedigree	  share	  a	  PC	  edge	  describing	  the	  parent-­‐child	  relationship.	  	  
However,	  since	  the	  parent-­‐child	  relationship	  requires	  one	  allele	  IBD	  at	  each	  locus,	  
this	  relationship	  will	  be	  accompanied	  by	  a	  Sib	  edge	  describing	  a	  potential	  sibling	  
relationship	  (full-­‐siblings	  can	  share	  zero,	  one,	  or	  two	  IBD	  alleles	  at	  each	  locus).	  	  
Therefore,	  a	  cluster	  representing	  a	  parent-­‐child	  pedigree	  will	  contain	  one	  PC	  edge	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Table	  5:	  Snip	  algorithm	  for	  forming	  viable	  candidate	  clusters.	  
Graph	  Separated	  into	  N	  Components:	  	   G = C1 C2 CN where	   Ci Cj =∅ for	   i ≠ j 	  
• Set	  finished	  =	  false	  
• Loop	  until	  finished==true	  
1. Set	  finished	  =	  true	  
2. For	  each	  component	  Ci	  in	  G:	  
a. If	  component	  size	  ≥	  6,	  then	  
i. Set	  finished	  =	  false	  
ii. Determine	  the	  longest	  edge	  in	  the	  component	  and	  remove	  
(snip)	  it	  from	  the	  component	  
b. Else,	  ignore	  the	  component	  
3. Separate	  the	  graph	  into	  components	   G = C1 C2 CM 	  where	  
 Ci Cj =∅ 	  for	  i	  ≠	  j	  and	  M	  >	  N	  if	  a	  cut	  edge	  was	  snipped	  in	  one	  of	  the	  
previous	  clusters	  




and	  one	  Sib	  edge.	  	  Compare	  this	  to	  a	  two-­‐member	  sibling	  pedigree	  (SS)	  whose	  
members	  share	  a	  Sib	  edge,	  but	  are	  not	  likely	  to	  also	  share	  a	  PC	  edge.	  	  The	  decision	  
between	  these	  two	  pedigrees	  would	  simply	  check	  for	  the	  presence	  of	  a	  sibling	  edge	  
(its	  absence	  indicates	  two	  un-­‐related	  individuals)	  and	  then	  a	  parent-­‐child	  edge.	  	  A	  
pedigree	  containing	  both	  edge	  types	  would	  be	  declared	  a	  parent-­‐child	  pedigree,	  while	  
a	  pedigree	  missing	  the	  PC	  edge	  would	  be	  declared	  an	  SS	  pedigree.	  
	  
	   The	  decision	  process	  is	  often	  complicated	  by	  full-­‐sibling	  edges.	  	  Occasionally,	  
two	  individuals	  that	  are	  true	  full-­‐siblings	  will	  share	  an	  allele	  IBD	  at	  each	  locus,	  adding	  
a	  PC	  edge	  to	  the	  Sib	  edge	  describing	  the	  true	  relationship.	  	  This	  situation	  can	  make	  it	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difficult	  to	  correctly	  classify	  a	  pedigree.	  	  For	  example,	  consider	  a	  PCC	  pedigree	  (one	  
parent	  and	  two	  children).	  	  Ideally	  there	  would	  be	  two	  PC	  edges,	  one	  between	  the	  
parent	  and	  each	  child,	  and	  three	  Sib	  edges,	  one	  between	  the	  parent	  and	  each	  child,	  
and	  one	  between	  the	  two	  children.	  	  However,	  if	  the	  sibling	  relationship	  includes	  a	  PC	  
edge	  then	  the	  cluster	  contains	  three	  PC	  edges,	  which	  cannot	  happen	  (since	  this	  would	  
require	  one	  child	  to	  be	  the	  parent	  of	  the	  other,	  which	  is	  not	  possible	  since	  inbreeding	  
is	  neither	  allowed	  nor	  represented	  in	  the	  data	  set).	  	  These	  situations	  cause	  ambiguity	  
in	  the	  clusters,	  making	  it	  difficult	  to	  determine	  the	  true	  pedigree	  type.	  	  For	  example,	  
consider	  a	  PPC	  pedigree,	  which	  should	  contain	  two	  PC	  edges	  and	  two	  Sib	  edges,	  one	  
each	  between	  each	  parent	  and	  the	  child.	  	  Since	  the	  child	  is	  complete	  on	  Sib	  edges	  (it	  
cannot	  have	  another	  Sib	  edge),	  the	  addition	  of	  a	  false	  Sib	  edge	  must	  go	  between	  the	  
two	  parents.	  	  The	  cluster	  then	  contains	  two	  PC	  edges	  and	  three	  Sib	  edges,	  which	  looks	  
exactly	  like	  the	  PCC	  pedigree	  mentioned	  above.	  	  In	  this	  situation	  the	  cluster	  would	  be	  
incorrectly	  classified	  as	  a	  PCC	  pedigree	  since	  one	  would	  not	  expect	  two	  unrelated	  
parent	  specimens	  to	  share	  a	  Sib	  edge,	  but	  one	  would	  expect	  two	  siblings	  to	  share	  a	  
Sib	  edge.	  
	  
	   Despite	  this	  ambiguity,	  there	  are	  some	  cases	  in	  which	  the	  inclusion	  of	  a	  PC	  
edge	  in	  a	  true	  sibling	  relationship	  can	  be	  detected,	  allowing	  the	  pedigree	  to	  still	  be	  
correctly	  classified.	  	  For	  example,	  consider	  a	  PPCCC	  pedigree	  (two	  parents	  and	  three	  
children).	  	  This	  type	  of	  pedigree	  would	  ideally	  contain	  six	  PC	  edges,	  one	  between	  each	  
parent-­‐child	  pair,	  and	  nine	  Sib	  edges,	  one	  between	  each	  parent-­‐child	  pair,	  and	  one	  
between	  each	  sibling	  pair.	  	  If	  the	  addition	  of	  a	  false	  PC	  edge	  occurred	  between	  a	  pair	  
of	  siblings,	  then	  the	  cluster	  would	  contain	  seven	  PC	  edges,	  the	  parents	  would	  have	  a	  
PC	  degree	  of	  three,	  and	  one	  child	  one	  have	  a	  PC	  degree	  of	  three.	  	  If	  the	  false	  PC	  edge	  
were	  to	  occur	  between	  the	  parents	  (which	  would	  result	  in	  an	  invalid	  pedigree	  due	  to	  
inbreeding)	  then	  the	  parents	  would	  have	  a	  PC	  degree	  of	  four	  and	  the	  children	  would	  
have	  a	  PC	  degree	  of	  two.	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   The	  analysis	  algorithm	  classifies	  a	  cluster	  as	  a	  particular	  type	  of	  pedigree	  by	  
measuring	  the	  characteristics	  mentioned	  above	  and	  selecting	  a	  type	  using	  the	  
pedigree	  characteristics	  shown	  in	  Table	  6.	  	  The	  algorithm	  is	  shown	  in	  Table	  7,	  and	  
assumes	  that	  the	  graph	  components	  have	  been	  properly	  constructed	  (e.g.,	  each	  vertex	  
in	  the	  component	  has	  at	  least	  one	  edge,	  otherwise	  the	  vertex	  would	  be	  in	  a	  
component	  by	  itself).	  	  A	  discussion	  of	  the	  decision	  rules	  and	  pedigree	  characteristics	  
used	  for	  matching	  clusters	  to	  pedigree	  types	  is	  provided	  in	  Appendix	  B.	  
	  
3.8.4 Discovery Algorithm 
	  
	   The	  pedigree	  discovery	  algorithm	  combines	  the	  snip	  algorithm	  and	  the	  
analysis	  algorithm	  to	  reduce	  large	  components	  into	  smaller	  components	  that	  
represent	  classifiable	  candidate	  clusters.	  	  Large	  components	  may	  contain	  one	  
hundred	  or	  more	  specimens	  when	  the	  data	  set	  contains	  large	  numbers	  of	  specimens.	  	  
Since	  the	  pedigrees	  generated	  by	  the	  pedigree	  generator	  contain	  at	  most	  five	  
members,	  specimens	  in	  large	  clusters	  cannot	  all	  be	  related.	  	  The	  snip	  algorithm	  makes	  
use	  of	  the	  lengths	  of	  edges	  within	  the	  cluster	  to	  incrementally	  remove	  the	  longest	  
edge,	  corresponding	  to	  the	  weakest	  potential	  relationship.	  	  Eventually	  a	  cut	  edge	  is	  
snipped,	  dividing	  the	  large	  cluster	  into	  two	  smaller	  clusters.	  	  The	  members	  of	  one	  
smaller	  cluster	  are	  more	  likely	  to	  be	  related	  to	  other	  members	  within	  the	  cluster	  than	  
to	  members	  of	  the	  other	  cluster.	  	  This	  process	  is	  repeated	  until	  the	  cluster	  size	  has	  
become	  small	  enough	  to	  be	  classified.	  	  
	  
	   The	  analysis	  algorithm	  classifies	  the	  candidate	  clusters	  by	  measuring	  certain	  
characteristics	  of	  the	  component	  and	  matching	  them	  to	  characteristics	  of	  various	  
types	  of	  pedigrees.	  	  If	  the	  candidate	  cluster	  cannot	  be	  classified,	  due	  to	  confusion	  
caused	  by	  additional	  or	  missing	  edges,	  or	  due	  to	  confusion	  caused	  by	  additional	  or	  
missing	  vertices,	  it	  is	  marked	  as	  an	  unknown	  type.	  	  Clusters	  of	  unknown	  type	  are	  
input	  to	  the	  snip	  algorithm	  to	  remove	  the	  weakest	  (longest)	  edge.	  	  The	  cluster	  	  
	  
43	   	  
Table	  6:	  Pedigree	  characteristic	  for	  decision	  rules	  in	  the	  analysis	  algorithm.	  
Pedigree	  
Type	   Relevant	  Pedigree	  Characteristics	  
Individual	  (I)	   Size	  =	  1	  
PC	   Size	  =	  2,	  Number	  of	  PC	  edges	  =	  1,	  Number	  of	  Sib	  edges	  =	  1	  
PCC	   Size	  =	  3,	  Number	  of	  PC	  edges	  =	  2,	  Number	  of	  Sib	  edges	  =	  3,	  
parent-­‐member	  PC	  degree	  =	  2,	  child-­‐member	  PC	  degree	  =	  1,	  
parent-­‐member	  Sib	  degree	  =	  2,	  child-­‐member	  Sib	  degree	  =	  2	  
PCCC	   Size	  =	  4,	  Number	  of	  PC	  edges	  =	  3,	  Number	  of	  Sib	  edges	  =	  6,	  
parent-­‐member	  PC	  degree	  =	  3,	  child-­‐member	  PC	  degree	  =	  1,	  
parent-­‐member	  Sib	  degree	  =	  3,	  child-­‐member	  Sib	  degree	  =	  3	  
PPC	   Size	  =	  3,	  Number	  of	  PC	  edges	  =	  2,	  Number	  of	  Sib	  edges	  =	  2,	  
parent-­‐member	  PC	  degree	  =	  1,	  child-­‐member	  PC	  degree	  =	  2	  
parent-­‐member	  Sib	  degree	  =	  1,	  child-­‐member	  Sib	  degree	  =	  2	  
PPCC	   Size	  =	  4,	  Number	  of	  PC	  edges	  =	  4,	  Number	  of	  Sib	  edges	  =	  5,	  
parent-­‐member	  PC	  degree	  =	  2,	  child-­‐member	  PC	  degree	  =	  2,	  
parent-­‐member	  Sib	  degree	  =	  2,	  child-­‐member	  Sib	  degree	  =	  3	  
PPCCC	   Size	  =	  5,	  Number	  of	  PC	  edges	  =	  6,	  Number	  of	  Sib	  edges	  =	  9,	  
parent-­‐member	  PC	  degree	  =	  3,	  child-­‐member	  PC	  degree	  =	  2,	  
parent-­‐member	  Sib	  degree	  =	  3,	  child-­‐member	  Sib	  degree	  =	  4	  
SS	   Size	  =	  2,	  Number	  of	  PC	  edges	  =	  0,	  Number	  of	  Sib	  edges	  =	  1	  
SSS	   Size	  =	  3,	  Number	  of	  PC	  edges	  =	  0,	  Number	  of	  Sib	  edges	  =	  3,	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Table	  7:	  Analysis	  algorithm	  for	  pedigree	  classification.	  
Graph	  Separated	  into	  N	  Components:	   G = C1 C2 CN where	   Ci Cj =∅ for	   i ≠ j 	  
Each	  Ci	  is	  a	  viable	  candidate	  cluster	  formed	  by	  the	  snip	  algorithm	  
• For	  the	  specified	  component	  Ci	  ,	   i ∈{1,2,...,N} 	  
1. Measure	  the	  size	  of	  the	  component,	  the	  number	  NPC	  of	  PC	  edges,	  the	  
number	  NS	  of	  Sib	  edges	  
2. If	  size	  ==	  1,	  then	  classify	  Ci	  as	  an	  individual	  
3. Else	  if	  size	  ==	  2,	  then	  
a. Classify	  Ci	  as	  either	  PC	  or	  SS	  type	  using	  a	  decision	  rule	  
b. If	  Ci	  couldn’t	  be	  classified	  with	  a	  decision	  rule,	  then	  classify	  it	  as	  
unknown	  
4. Else	  if	  size	  ==	  3,	  then	  
a. Classify	  Ci	  as	  either	  PCC,	  PPC,	  or	  SSS	  type	  using	  a	  decision	  rule	  
b. If	  Ci	  couldn’t	  be	  classified	  with	  a	  decision	  rule,	  then	  classify	  it	  as	  
unknown	  
5. Else	  if	  size	  ==	  4,	  then	  
a. Classify	  Ci	  as	  either	  PCCC	  or	  PPCC	  type	  using	  a	  decision	  rule	  
b. If	  Ci	  couldn’t	  be	  classified	  with	  a	  decision	  rule,	  then	  classify	  it	  as	  
unknown	  
6. Else	  if	  size	  ==	  5,	  then	  
a. Classify	  Ci	  as	  PPCCC	  type	  using	  a	  decision	  rule	  
b. If	  Ci	  couldn’t	  be	  classified	  with	  a	  decision	  rule,	  then	  classify	  it	  as	  
unknown	  
7. Else	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component	  is	  then	  checked	  to	  see	  if	  the	  removed	  edge	  was	  a	  cut	  edge,	  and	  if	  so	  the	  
cluster	  is	  split	  into	  two	  smaller	  components.	  	  The	  resulting	  component	  is	  then	  re-­‐
analyzed.	  	  This	  process	  is	  repeated	  on	  each	  candidate	  cluster	  until	  it	  has	  been	  
classified	  (which,	  at	  worst	  case	  results	  in	  individuals).	  	  The	  algorithm	  for	  pedigree	  











Table	  8:	  Pedigree	  discovery	  algorithm.	  
Graph	  G	  containing	  V	  vertices,	  EPC	  weighted	  Log-­LR	  PC	  edges,	  ES	  weighted	  Log-­LR	  Sib	  
edges	  
1. Enable	  every	  vertex	  and	  edge	  in	  the	  graph	  
2. Build	  a	  list	  L	  of	  components	   C1,C2 ,…,CN ,	  where	   G = C1 C2 CN ,	  	  
 Ci Cj =∅ for	   i ≠ j ,	  and	  sort	  the	  vertices	  V	  and	  edges	  EPC	  and	  ES	  into	  the	  
appropriate	  components.	  	  The	  components	  are	  candidate	  clusters.	  
3. Execute	  the	  Snip	  Algorithm	  on	  the	  graph	  
4. Loop	  through	  each	  cluster	   C1,C2 ,…,CM 	  resulting	  from	  3.	  
a. Loop	  while	  the	  cluster	  Ci	  is	  classified	  as	  unknown	  
i. Execute	  the	  Analysis	  Algorithm	  on	  cluster	  Ci	  
ii. If	  cluster	  Ci	  could	  not	  be	  classified,	  execute	  the	  Snip	  Algorithm	  on	  Ci	  
5. Report	  the	  classification	  of	  each	  pedigree	  cluster	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Chapter 4: Results and Discussion 
	  
	  




	   The	  purpose	  of	  this	  experiment	  was	  to	  establish	  a	  base-­‐line	  figure	  for	  the	  
performance	  of	  the	  pedigree	  discovery	  algorithm	  on	  individual	  specimens	  and	  how	  
individual	  specimens	  may	  introduce	  error	  into	  the	  classification	  results.	  	  The	  data	  
sets	  used	  in	  this	  experiment	  consisted	  of	  collections	  of	  individual	  specimens	  and	  





	   The	  test	  was	  executed	  using	  collections	  of	  specimens	  containing	  between	  10	  
and	  2000	  individuals	  using	  an	  edge	  weight	  threshold	  value	  of	  zero.	  	  The	  graph	  in	  
Figure	  10	  shows	  the	  accuracy	  of	  discovering	  individuals	  as	  the	  size	  of	  the	  data	  set	  
increases.	  	  The	  discovery	  algorithm	  correctly	  recognizes	  individuals	  when	  the	  data	  
set	  is	  small	  (and	  trivial),	  but	  the	  classification	  accuracy	  quickly	  drops	  to	  between	  
forty-­‐five	  and	  fifty	  percent	  with	  larger	  data	  sets.	  	  The	  reason	  for	  the	  reduction	  in	  
accuracy	  is	  the	  increase	  in	  parent-­‐child	  and	  full-­‐sibling	  edges	  in	  larger	  data	  sets.	  	  For	  
a	  collection	  of	  size	  N,	  there	  are	   12 N(N −1) 	  potential	  edges	  for	  each	  type	  of	  
relationship	  [11],	  and	  there	  is	  a	  non-­‐zero	  fixed	  probability	  that	  an	  edge	  between	  
unrelated	  individuals	  will	  match.	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   The	  parent-­‐child	  relationship	  is	  the	  more	  differentiable	  relationship	  of	  the	  two	  
and	  is	  much	  less	  likely	  to	  occur	  between	  two	  non-­‐related	  individuals.	  	  For	  example,	  
the	  collection	  of	  size	  2,000	  used	  in	  this	  experiment	  contained	  465	  of	  a	  possible	  
1,999,000	  PC-­‐LR	  edges.	  	  The	  full-­‐sibling	  relationship	  is	  a	  much	  less	  differentiable	  
since	  the	  individuals	  can	  share	  zero,	  one,	  or	  two	  alleles	  at	  a	  locus.	  	  Therefore,	  a	  full-­‐
sibling	  edge	  is	  much	  more	  likely	  to	  occur	  between	  two	  non-­‐related	  individuals.	  	  The	  
data	  set	  in	  the	  previous	  example	  contained	  37,679	  of	  a	  possible	  1,999,000	  Sib-­‐LR	  
edges.	  	  The	  number	  of	  full-­‐sibling	  edges	  grows	  at	  a	  much	  higher	  rate	  than	  the	  number	  
of	  parent-­‐child	  edges,	  as	  shown	  in	  Figure	  11.	  	  Figure	  12	  and	  Figure	  13	  show	  that	  the	  
growth	  is	  quadratic	  for	  both	  PC-­‐LR	  and	  Sib-­‐LR	  edges	  (see	  Table	  9	  for	  the	  polynomial	  
coefficients	  for	  each	  edge	  type),	  but	  confirms	  that	  the	  number	  of	  Sib-­‐LR	  edges	  grows	  
much	  more	  rapidly.	  	  Since	  the	  collections	  used	  in	  this	  experiment	  contained	  only	  
individuals,	  every	  edge	  in	  the	  graph	  represents	  a	  false	  relationship.	  	  These	  false	  
relationships	  are	  very	  difficult	  to	  differentiate	  from	  true	  relationships	  using	  only	  
likelihood	  ratios	  and	  are	  the	  source	  of	  classification	  error.	  	  	  
	  
	  
4.2 Experiment: Discovery of Pedigrees  
	  
4.2.1 Objective 
	   	  
	   The	  purpose	  of	  this	  experiment	  was	  to	  establish	  a	  base-­‐line	  figure	  for	  the	  
performance	  of	  the	  pedigree	  discovery	  algorithm	  on	  various	  types	  of	  pedigrees.	  	  The	  
data	  sets	  used	  in	  this	  experiment	  consisted	  of	  collections	  containing	  varying	  numbers	  
of	  pedigrees	  of	  uniform	  type	  and	  edges	  representing	  log-­‐likelihood	  ratios	  for	  parent-­‐
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Figure	  12:	  Quadratic	  polynomial	  regression	  of	  number	  of	  Sib-­LR	  edges	  as	  collection	  size	  increases.	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Table	  9:	  Coefficients	  of	  polynomial	  regressions	  for	  the	  number	  of	  PC-­LR	  and	  Sib-­LR	  edges.	  
	   #PC	  or	  Sib	  Edges	  =	  An2+Bn+C	  
where	  n	  =	  #	  of	  profiles	  in	  collection	  
Edge	  Type	   A	   B	   C	  
PC	   0.0001	   0.0336	   -­‐5.1621	  





	   The	  test	  was	  executed	  using	  collections	  of	  pedigrees	  containing	  10,	  50,	  100,	  
200,	  300,	  400,	  and	  500	  pedigrees	  of	  the	  same	  type	  using	  an	  edge	  weight	  threshold	  of	  
zero.	  	  The	  results	  of	  the	  test	  are	  shown	  in	  Figure	  14	  through	  Figure	  20,	  which	  show	  
the	  hypothesized	  pedigree	  type	  (provided	  by	  the	  discovery	  algorithm)	  versus	  the	  true	  
pedigree	  type.	  	  Ideally,	  the	  graphs	  would	  show	  tall	  spikes	  along	  the	  diagonal	  and	  no	  
spikes	  in	  the	  individual-­‐type	  column	  (I)	  since	  there	  are	  no	  individuals	  in	  the	  
collection.	  	  The	  figures	  show	  that	  discovery	  accuracy	  is	  high	  for	  small	  pedigrees	  and	  
slightly	  lower	  for	  larger	  pedigrees.	  	  As	  the	  size	  of	  the	  collection	  increases,	  the	  
accuracy	  of	  discovery	  degrades	  quickly	  for	  the	  larger	  pedigrees,	  as	  indicated	  in	  Figure	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21,	  which	  shows	  discovery	  accuracy	  versus	  collection	  size	  for	  each	  pedigree	  type.	  	  
The	  cause	  of	  the	  degradation	  is	  due	  to	  the	  increased	  presence	  of	  Sib-­‐LR	  edges	  and	  the	  








	   The	  purpose	  of	  this	  experiment	  was	  to	  determine	  how	  much	  influence	  the	  
number	  of	  Sib-­‐LR	  edges	  has	  on	  the	  performance	  of	  the	  discovery	  algorithm.	  	  The	  data	  
sets	  used	  in	  this	  experiment	  consisted	  of	  collections	  containing	  varying	  numbers	  of	  
pedigrees	  of	  uniform	  type	  and	  edges	  representing	  log-­‐likelihood	  ratios	  for	  parent-­‐




Figure	  14:	  Results	  of	  discovery	  with	  collections	  of	  10	  pedigrees.	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Figure	  16:	  Results	  of	  discovery	  with	  collections	  of	  100	  pedigrees.	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Figure	  18:	  Results	  of	  discovery	  with	  collections	  of	  300	  pedigrees.	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Figure	  20:	  Results	  of	  discovery	  with	  collections	  of	  500	  pedigrees.	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   As	  shown	  by	  the	  results	  in	  the	  previous	  section,	  the	  ability	  to	  discover	  the	  true	  
structures	  of	  pedigrees	  in	  a	  collection	  degrades	  rapidly	  as	  the	  collection	  size	  
increases.	  	  The	  largest	  pedigree,	  the	  PPCCC	  pedigree,	  contains	  nine	  true	  Sib-­‐LR	  edges	  	  
(three	  that	  represent	  the	  full-­‐sibling	  relationships	  and	  six	  that	  accompany	  the	  parent-­‐
child	  relationships).	  	  As	  the	  number	  of	  pedigrees	  p	  in	  a	  collection	  increases,	  the	  
number	  of	  true	  parent-­‐child	  and	  full-­‐sibling	  edges	  increases	  linearly	  with	  p.	  	  
However,	  the	  plots	  in	  Figure	  22	  show	  that	  while	  the	  numbers	  of	  both	  edge	  types	  grow	  
quadratically,	  the	  number	  of	  Sib-­‐LR	  edges	  in	  the	  graph	  grows	  at	  a	  much	  higher	  rate	  
than	  the	  number	  of	  PC-­‐LR	  edges.	  	  For	  larger	  data	  sets,	  this	  causes	  the	  number	  of	  full-­‐
sibling	  edges	  to	  vastly	  out-­‐grow	  the	  number	  of	  parent-­‐child	  edges,	  as	  can	  be	  seen	  in	  
the	  plots	  of	  Figure	  23	  which	  show	  the	  composition	  of	  the	  graph	  in	  terms	  of	  the	  
percentages	  of	  parent-­‐child	  edges	  (blue)	  and	  full-­‐sibling	  edges	  (red)	  as	  the	  collection	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a)	  PC	  Type	   b)	  PCC	  Type	  
	   	  
c)	  PCCC	  Type	   d)	  PPC	  
	   	  
e)	  PPCC	  Type	   f)	  PPCCC	  Type	  
	   	  
g)	  SS	  Type	   h)	  SSS	  Type	  
Figure	  22:	  Number	  of	  PC	  and	  Sib	  edges	  in	  graph	  versus	  the	  maximum	  number	  of	  true	  PC	  and	  Sib	  edges.	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a)	  PC	  Type	   b)	  PCC	  Type	  
	   	  
c)	  PCCC	  Type	   d)	  PPC	  Type	  
	   	  
e)	  PPCC	  Type	   f)	  PPCCC	  Type	  
	   	  
g)	  SS	  Type	   h)	  SSS	  Type	  
Figure	  23:	  Graph	  composition	  as	  percentage	  of	  PC-­LR	  and	  Sib-­LR	  edges.	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size	  increases.	  	  The	  majority	  of	  the	  full-­‐sibling	  edges	  in	  a	  large	  collection	  will	  
represent	  false	  sibling	  relationships	  and	  will	  distort	  the	  clusters	  in	  the	  graph,	  
reducing	  the	  accuracy	  of	  the	  discovery	  algorithm.	  	  The	  experiments	  in	  the	  following	  
sections	  test	  a	  method	  of	  reducing	  the	  number	  of	  false	  full-­‐sibling	  edges	  in	  the	  graph.	  
 
	  
4.4 Distribution of Likelihood Ratio Values 
	  
	   As	  indicated	  by	  the	  results	  of	  the	  previous	  experiments,	  the	  number	  of	  full-­‐
sibling	  edges	  in	  the	  graph	  degrades	  the	  performance	  of	  the	  discovery	  algorithm,	  
especially	  with	  large	  collections.	  	  The	  use	  of	  a	  likelihood	  ratio	  threshold	  value,	  which	  
rejects	  any	  potential	  edge	  associated	  with	  an	  LR	  value	  below	  the	  threshold,	  can	  
improve	  the	  performance	  of	  the	  algorithm	  by	  removing	  edges	  representing	  false	  
relationship	  (e.g.,	  edges	  with	  a	  weak	  LR	  value).	  	  	  
	  
	   In	  order	  to	  measure	  the	  performance	  of	  the	  likelihood	  ratio	  as	  a	  measure	  of	  
the	  strength	  of	  a	  potential	  biological	  relationship	  and	  gain	  insight	  into	  the	  
appropriate	  threshold	  value,	  likelihood	  ratio	  distribution	  curves	  were	  generated	  for	  
the	  full-­‐sibling	  relationship	  type.	  	  The	  curves	  were	  generated	  using	  two	  million	  pairs	  
of	  unrelated	  individuals	  (hypothesis	  H0)	  and	  two	  million	  pairs	  of	  individuals	  related	  
as	  full-­‐siblings	  (hypothesis	  H1)	  and	  are	  shown	  in	  Figure	  24.	  	  The	  curve	  on	  the	  left	  
represents	  the	  distribution	  of	  full-­‐sibling	  log-­‐likelihood	  ratio	  values	  for	  individuals	  
known	  to	  be	  unrelated.	  	  The	  curve	  on	  the	  right	  represents	  the	  distribution	  of	  full-­‐
sibling	  log-­‐likelihood	  ratio	  values	  for	  individuals	  known	  to	  be	  related	  as	  full-­‐siblings.	  	  
A	  clear	  separation	  exists	  between	  the	  two	  curves,	  indicating	  that	  the	  value	  of	  the	  log-­‐
likelihood	  ratio	  is	  a	  good	  indicator	  of	  whether	  or	  not	  two	  individuals	  are	  related	  as	  
full-­‐siblings.	  	  For	  example,	  any	  pair	  of	  individuals	  with	  a	  full-­‐sibling	  Log-­‐LR	  value	  of	  -­‐2	  
or	  less	  are	  almost	  certainly	  unrelated,	  which	  any	  pair	  of	  individuals	  with	  a	  full-­‐sibling	  
Log-­‐LR	  value	  of	  2	  or	  higher	  are	  almost	  certainly	  related	  as	  full-­‐siblings.	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Figure	  24:	  Distributions	  of	  the	  log-­likelihood	  ratio	  for	  pairs	  of	  unrelated	  individuals	  and	  pairs	  of	  





	   The	  region	  between	  -­‐2	  and	  2	  is	  where	  most	  of	  the	  error	  occurs,	  which	  
manifests	  as	  false	  positive	  classifications	  (Type	  I	  error)	  and	  false	  negative	  
classifications	  (Type	  II	  error).	  	  Figure	  25	  shows	  the	  frequency	  of	  each	  type	  of	  error	  as	  
a	  function	  of	  the	  Log-­‐LR	  threshold	  value	  and	  shows	  that	  the	  minimum	  frequency	  of	  
error	  (the	  sum	  of	  Type	  I	  and	  II	  error)	  occurs	  when	  the	  Log-­‐LR	  threshold	  value	  is	  near	  
zero.	  	  Figure	  26	  shows	  a	  close-­‐up	  view	  of	  the	  region	  between	  -­‐2.5	  and	  2.5	  and	  Table	  
10	  shows	  the	  percentage	  of	  false	  positive	  and	  false	  negative	  classifications	  as	  the	  log-­‐
likelihood	  ratio	  threshold	  value	  varies	  from	  -­‐2.0	  to	  2.0,	  illustrating	  the	  trade-­‐off	  
between	  the	  number	  of	  incorrectly	  discovered	  pedigrees	  (Type	  I)	  and	  the	  number	  of	  
missed	  pedigrees	  (Type	  II).	  	  	  
	  
	   The	  distribution	  curves	  in	  Figure	  24	  above	  approximate	  a	  normal	  distribution,	  
given	  by:	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Figure	  26:	  Close-­up	  comparison	  of	  Type	  I	  and	  Type	  II	  error	  for	  the	  Log-­LR	  range	  of	  -­2.5	  to	  2.5.	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where	  µ	  is	  the	  mean	  and	  σ	  is	  the	  standard	  deviation	  of	  the	  curve.	  	  The	  curves	  can	  be	  
compared	  to	  those	  of	  Buckleton	  et	  al.,	  shown	  in	  Figure	  27	  [6].	  	  The	  means	  and	  
standard	  deviations	  of	  the	  curves	  in	  Figure	  24	  and	  the	  curves	  from	  Buckleton	  are	  
shown	  in	  Table	  11.	  	  The	  measurements	  from	  the	  Buckleton	  curves	  were	  interpolated	  
and	  approximated	  from	  the	  original	  curves	  on	  page	  412	  of	  [6],	  which	  also	  show	  the	  
distributions	  of	  half-­‐sibling	  and	  cousin	  relationships.	  	  The	  data	  from	  the	  specimen	  
generator	  (Section	  3.5)	  creates	  full-­‐sibling	  log-­‐likelihood	  ratio	  distributions	  very	  
close	  to	  those	  of	  Buckleton.	  	  Differences	  between	  the	  two	  sets	  of	  distributions	  can	  be	  
explained	  by	  possible	  differences	  in	  the	  choice	  of	  minimum	  allele	  frequency	  value	  and	  
the	  number	  of	  loci	  used	  in	  the	  profiles	  (Buckleton	  used	  15	  loci	  [6]).	  	  The	  agreement	  
between	  the	  specimen	  generator	  curves	  and	  the	  Buckleton	  curves	  validates	  both	  the	  
generation	  of	  specimens	  and	  the	  calculation	  of	  likelihood	  ratios.	  
	  
	  




	   The	  purpose	  of	  this	  experiment	  was	  to	  determine	  how	  much	  influence	  the	  




Table	  10:	  Percentage	  of	  Type	  I	  and	  Type	  II	  error	  as	  Log-­LR	  threshold	  value	  varies	  between	  -­2.0	  and	  2.0.	  
	   Log-­‐Likelihood	  Ratio	  Threshold	  Value	  
	   -­‐2.0	   -­‐1.6	   -­‐1.2	   -­‐0.8	   -­‐0.4	   0.0	   0.4	   0.8	   1.2	   1.6	   2.0	  
Type	  I	   20	   13.5	   8.6	   5.3	   3.1	   1.7	   0.9	   0.5	   0.2	   0.1	   0.1	  
Type	  II	   0.1	   0.2	   0.4	   0.8	   1.4	   2.4	   3.8	   5.8	   8.5	   12.0	   16.2	  
Sum	   20.1	   13.7	   9.0	   6.1	   4.5	   4.1	   4.7	   6.3	   8.7	   12.1	   16.3	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Figure	  27:	  Distributions	  of	  the	  log-­likelihood	  ratio	  for	  pairs	  of	  unrelated	  individuals	  and	  pairs	  of	  






Table	  11:	  Comparison	  of	  LR	  distributions	  from	  Specimen	  Generator	  and	  Buckleton	  [6].	  
	   Ho|Full-­Sibs	   H1|Full-­Sibs	  
Data	  Set	   Mean	   Std.	  Dev.	   Mean	   Std.	  Dev.	  
Specimen	  Generator	  	   -­‐3.2	   1.4	   4.3	   2.2	  





algorithm.	  	  The	  data	  sets	  used	  in	  this	  experiment	  consisted	  of	  collections	  containing	  
varying	  numbers	  of	  pedigrees	  of	  uniform	  type	  and	  edges	  representing	  log-­‐likelihood	  
ratios	  for	  parent-­‐child	  and	  full-­‐sibling	  relationships.	  	  Additionally,	  data	  sets	  
containing	  varying	  numbers	  of	  individual	  specimens	  were	  used.	  
	  


















62	   	  
4.5.2 Results 
	  
	   As	  indicated	  by	  the	  results	  of	  the	  previous	  experiments,	  the	  number	  of	  full-­‐
sibling	  edges	  in	  the	  graph	  degrades	  the	  performance	  of	  the	  discovery	  algorithm,	  
however,	  an	  appropriate	  selection	  of	  a	  likelihood	  ratio	  threshold	  value	  can	  reduce	  the	  
error.	  	  In	  this	  experiment	  the	  edge	  weight	  threshold	  value,	  which	  determines	  whether	  
or	  not	  an	  edge	  in	  the	  data	  set	  is	  accepted	  as	  an	  edge	  in	  the	  graph,	  was	  varied	  with	  a	  
goal	  of	  reducing	  the	  number	  of	  Sib-­‐LR	  edges	  in	  the	  graph.	  	  The	  discovery	  algorithm	  
was	  run	  on	  each	  of	  the	  pedigree	  collections	  with	  each	  choice	  of	  threshold	  value	  to	  
determine	  whether	  the	  reduction	  had	  a	  positive	  impact	  on	  the	  accuracy	  of	  discovery.	  	  	  
	  
	   The	  first	  series	  of	  tests	  used	  a	  threshold	  value	  of	  0.0	  and	  provided	  the	  results	  
shown	  in	  the	  previous	  experiments.	  	  The	  second	  series	  of	  tests	  used	  a	  threshold	  value	  
of	  1.0.	  	  Using	  log-­‐likelihood	  ratios,	  this	  requires	  that	  the	  hypothesis	  that	  two	  
individuals	  are	  related	  as	  full-­‐siblings	  must	  be	  at	  least	  ten	  times	  more	  likely	  than	  that	  
of	  the	  hypothesis	  that	  they	  are	  not	  related.	  	  The	  plots	  in	  Figure	  28	  show	  that	  
increasing	  the	  threshold	  value	  to	  1.0	  greatly	  reduced	  the	  total	  number	  of	  Sib-­‐LR	  
edges	  in	  the	  graph.	  	  For	  example,	  the	  number	  of	  Sib-­‐LR	  edges	  in	  the	  collection	  
containing	  400	  PPCCC	  pedigrees	  was	  reduced	  from	  around	  40,000	  to	  around	  11,000.	  	  
The	  plots	  in	  Figure	  29	  show	  that	  the	  composition	  of	  the	  graph	  has	  improved	  slightly	  
for	  the	  larger	  data	  sets,	  and	  the	  discovery	  accuracy	  has	  improved	  for	  each	  pedigree	  
type,	  as	  shown	  in	  Figure	  30.	  	  However,	  the	  plots	  in	  Figure	  28	  show	  that	  the	  number	  of	  
Sib-­‐LR	  edges	  in	  the	  graph	  still	  grows	  at	  a	  much	  higher	  rate	  than	  the	  number	  of	  true	  
Sib-­‐LR	  edges	  because	  the	  edge	  weights	  are	  larger	  than	  the	  threshold	  value,	  indicating	  
that	  further	  increasing	  the	  threshold	  value	  may	  yield	  additional	  improvements.	  
	  
	   The	  next	  series	  of	  tests	  used	  a	  threshold	  value	  of	  2.0	  with	  the	  intent	  of	  
reducing	  the	  number	  of	  Sib-­‐LR	  edges	  in	  the	  graph	  such	  that	  the	  total	  number	  of	  Sib-­‐
LR	  edges	  is	  only	  slightly	  higher	  than	  the	  number	  of	  true	  Sib-­‐LR	  edges	  in	  the	  graph.	  	  
The	  expectation	  is	  that	  the	  composition	  of	  the	  graph	  will	  improve	  and	  the	  false	  Sib-­‐LR	  
63	   	  
edges	  will	  less	  of	  an	  impact	  on	  the	  discovery	  algorithm,	  further	  increasing	  the	  
accuracy	  of	  discovery.	  	  The	  plots	  in	  Figure	  31	  show	  that	  increasing	  the	  threshold	  
value	  to	  2.0	  has	  greatly	  reduced	  the	  number	  of	  sibling	  edges	  as	  well	  as	  the	  rate	  of	  
growth	  for	  sibling	  edges.	  	  The	  composition	  of	  the	  graph	  has	  also	  improved,	  as	  
indicated	  by	  Figure	  32,	  which	  shows	  a	  relatively	  steady	  ratio	  of	  full-­‐sibling	  to	  parent-­‐
child	  edges.	  	  These	  improvements	  have	  resulted	  in	  increased	  discovery	  accuracy	  for	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a)	  PC	  Type	   b)	  PCC	  Type	  
	   	  
c)	  PCCC	  Type	   d)	  PPC	  Type	  
	   	  
e)	  PPCC	  Type	   f)	  PPCCC	  Type	  
	   	  
g)	  SS	  Type	   h)	  SSS	  Type	  
Figure	  28:	  Number	  of	  PC	  and	  Sib	  edges	  in	  graph	  versus	  the	  maximum	  number	  of	  true	  PC	  and	  Sib	  edges	  
with	  threshold	  =	  1.0.	  
65	   	  
	   	  
a)	  PC	  Type	   b)	  PCC	  Type	  
	   	  
c)	  PCCC	  Type	   d)	  PPC	  Type	  
	   	  
e)	  PPCC	  Type	   f)	  PPCCC	  Type	  
	   	  
g)	  SS	  Type	   h)	  SSS	  Type	  
Figure	  29:	  Graph	  composition	  with	  threshold	  =	  1.0.	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a)	  PC	  Type	   b)	  PCC	  Type	  
	   	  
c)	  PCCC	  Type	   d)	  PPC	  Type	  
	   	  
e)	  PPCC	  Type	   f)	  PPCCC	  Type	  
	   	  
g)	  SS	  Type	   h)	  SSS	  Type	  
Figure	  31:	  Number	  of	  PC	  and	  Sib	  edges	  in	  graph	  versus	  the	  maximum	  number	  of	  true	  PC	  and	  Sib	  edges	  
with	  threshold	  =	  2.0.	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a)	  PC	  Type	   b)	  PCC	  Type	  
	   	  
c)	  PCCC	  Type	   d)	  PPC	  Type	  
	   	  
e)	  PPCC	  Type	   f)	  PPCCC	  Type	  
	   	  
g)	  SS	  Type	   h)	  SSS	  Type	  
Figure	  32:	  Graph	  composition	  with	  threshold	  =	  2.0	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   While	  software	  exists	  to	  search	  for	  pedigrees	  among	  victims	  of	  a	  mass	  disaster	  
(such	  as	  LeClair,	  et	  al.	  [9]),	  the	  methods	  used	  are	  tedious	  and	  require	  exhaustive	  
comparisons	  of	  the	  specimens	  in	  the	  data	  set.	  	  The	  method	  presented	  in	  this	  thesis	  
automates	  the	  discovery	  process	  by	  using	  Link	  Discovery	  Tool	  to	  cluster	  a	  graph	  
representing	  a	  collection	  of	  specimens	  and	  the	  potential	  biological	  relationships	  
among	  pairs	  of	  specimens	  in	  the	  collection.	  	  The	  clusters	  produced	  by	  LDT	  represent	  
groups	  of	  specimens	  that	  are	  more	  likely	  to	  be	  related	  to	  each	  other	  than	  to	  
specimens	  in	  other	  clusters.	  	  The	  snip	  algorithm	  reduces	  the	  clusters	  into	  candidate	  
clusters,	  which	  can	  be	  analyzed	  and	  classified	  using	  the	  analysis	  algorithm.	  	  The	  
discovery	  algorithm	  is	  limited	  in	  that	  it	  cannot	  identify	  arbitrary	  pedigree	  types	  and	  
cannot	  provide	  certainty	  in	  the	  classification	  of	  pedigrees.	  
	  
	   The	  results	  of	  the	  experiments	  described	  in	  the	  previous	  chapter	  show	  that	  the	  
pedigree	  discovery	  algorithm	  is	  able	  to	  accurately	  discover	  different	  types	  of	  
pedigrees.	  	  The	  number	  of	  full-­‐sibling	  edges	  in	  the	  graph	  created	  by	  Link	  Discovery	  
Tool	  for	  a	  given	  data	  collection	  has	  a	  large	  negative	  impact	  on	  the	  performance	  of	  the	  
algorithm	  presented	  in	  Chapter	  3.	  	  The	  use	  of	  an	  edge	  weight	  threshold	  value	  was	  
shown	  to	  greatly	  reduce	  the	  number	  of	  full-­‐sibling	  edges	  in	  the	  graph	  and	  improve	  
the	  performance	  of	  the	  algorithm.	  	  The	  PC-­‐type	  pedigree	  was	  consistently	  the	  most-­‐
easily	  identified	  pedigree	  while	  the	  PPCCC	  and	  SSS	  pedigrees	  were	  the	  most	  difficult	  
to	  identify.	  	  This	  is	  an	  expected	  result,	  as	  the	  PC-­‐type	  is	  the	  simplest	  pedigree	  with	  the	  
fewest	  number	  of	  full-­‐sibling	  edges.	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   Given	  the	  results	  of	  the	  experiments,	  the	  discovery	  algorithm	  and	  extension	  of	  
Link	  Discovery	  Tool	  presented	  in	  this	  thesis	  have	  shown	  to	  be	  a	  viable	  method	  of	  
automatically	  identifying	  pedigrees	  in	  collections	  of	  specimens.	  	  While	  the	  algorithm	  
did	  not	  perfectly	  discover	  all	  types	  pedigrees,	  this	  is	  an	  expected	  result	  since	  
likelihood	  ratios	  do	  not	  provide	  certainty.	  	  Several	  ambiguous	  cases	  can	  arise	  in	  the	  
data	  set	  in	  which	  educated	  guesses	  are	  made	  as	  to	  the	  most	  likely	  classification	  of	  the	  
pedigree.	  	  These	  cases	  are	  often	  exaggerated	  by	  large	  numbers	  of	  false	  full-­‐sibling	  
edges	  and	  make	  it	  very	  difficult	  to	  accurately	  determine	  the	  correct	  pedigree	  
structure.	  	  However,	  Link	  Discovery	  Tool	  can	  identify	  simple	  pedigree	  types	  and	  can	  
be	  used	  to	  reduce	  the	  data	  set	  to	  a	  more	  manageable	  size.	  	  	  
	  
	   The	  inclusion	  of	  gender	  markers,	  such	  as	  Amelogenin,	  and	  lineage	  markers,	  
such	  as	  those	  found	  on	  Y-­‐STR	  and	  Mitochondrial	  DNA,	  as	  well	  as	  metadata,	  such	  as	  
age,	  should	  improve	  the	  classification	  accuracy	  of	  the	  pedigree	  discovery	  algorithm	  
by	  allowing	  candidate	  clusters	  to	  be	  validated	  for	  gender	  and	  lineage.	  	  For	  example,	  a	  
candidate	  cluster	  representing	  a	  potential	  PPC	  pedigree	  can	  be	  marked	  as	  invalid	  if	  
the	  two	  parent	  specimens	  are	  the	  same	  gender.	  	  	  
	  
	  
5.2 Future Work 
 
	   Future	  work	  on	  the	  pedigree	  discovery	  algorithm	  is	  likely	  to	  further	  improve	  
the	  performance	  of	  the	  algorithm.	  	  The	  choice	  of	  edge	  weight	  threshold	  value	  was	  
shown	  to	  have	  a	  large	  impact	  on	  the	  accuracy	  of	  the	  algorithm	  in	  general,	  although	  
performance	  decreased	  for	  small	  data	  sets	  for	  some	  of	  the	  pedigree	  types.	  	  A	  study	  to	  
determine	  an	  optimal	  threshold	  value	  for	  each	  type	  of	  pedigree	  as	  collection	  size	  
increases	  may	  allow	  LDT	  to	  determine	  the	  best	  threshold	  value	  for	  a	  particular	  data	  
set,	  further	  improving	  performance.	  	  Additionally,	  since	  the	  discovery	  algorithm	  
requires	  the	  graph	  to	  be	  clustered	  by	  Link	  Discovery	  Tool,	  the	  ability	  to	  solve	  for	  a	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steady-­‐state	  configuration	  of	  the	  graph,	  rather	  than	  incrementally	  moving	  towards	  a	  
steady-­‐state	  configuration,	  is	  likely	  to	  further	  improve	  performance	  by	  ensuring	  that	  
graph	  clusters	  have	  fully	  formed	  and	  are	  in	  the	  correct	  locations	  relative	  to	  one	  
another.	  	  Finally,	  the	  use	  of	  metadata,	  such	  as	  age,	  as	  well	  as	  gender	  and	  lineage	  
markers,	  such	  as	  Amelogenin,	  Y-­‐STR,	  and	  Mitochondrial	  DNA,	  should	  further	  increase	  
the	  accuracy	  of	  the	  algorithm	  by	  allowing	  LDT	  to	  determine	  whether	  candidate	  
clusters	  are	  in	  fact	  viable	  candidate	  clusters.	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Appendix A: Tables and Derivations for Likelihood Ratios 
	  
	  
A.1 Probability of Sharing IBD Alleles 
	  
The	  numerator	  in	  the	  likelihood	  ratios	  can	  be	  evaluated	  using	  the	  method	  of	  Balding	  
and	  Nichols,	  which	  states	  that	  if	  we	  consider	  any	  two	  individuals,	  then	  there	  will	  be	  
four	  alleles	  at	  a	  given	  locus	  and	  one	  of	  the	  individuals	  can	  share	  zero,	  one,	  or	  two	  of	  
the	  alleles	  IBD	  with	  the	  other	  individual	  [6].	  	  This	  provides	  the	  three	  possible	  events:	  
	  
Z0	  :	  0	  alleles	  are	  IBD	  
Z1	  :	  1	  allele	  is	  IBD	  
Z2	  :	  2	  alleles	  are	  IBD	  
	  
The	  probability	  of	  occurrence	  of	  these	  events	  is	  dependent	  upon	  the	  relationship	  in	  
question.	  	  For	  example,	  given	  a	  parent-­‐child	  relationship,	  the	  child	  genotype	  will	  
share	  exactly	  one	  allele	  IBD	  with	  the	  parent	  genotype	  and	  Pr(Z1)=1,	  and	  
Pr(Z0)=Pr(Z2)=0.	  	  The	  probabilities	  for	  the	  full-­‐sibling	  relationship	  can	  be	  similarly	  
determined	  using	  the	  principle	  of	  Mendelian	  inheritance	  and	  are	  shown	  in	  Table	  12	  




Table	  12:	  Probabilities	  that	  two	  individuals	  share	  a	  number	  of	  IBD	  alleles	  given	  a	  relationship	  [6].	  
Relationship	   Pr(Z0)	   Pr(Z1)	   Pr(Z2)	  
Parent-­‐Child	   0	   1	   0	  
Full-­‐Sibling	   ¼	   ½	   ¼	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A.2 Probabilities and Likelihood Ratios for a Parent-Child Relationship 
	  
	   The	  parent-­‐child	  relationship	  is	  the	  simplest	  relationship	  to	  evaluate	  between	  
two	  individuals.	  	  Since	  the	  parent	  and	  child	  share	  exactly	  one	  IBD	  allele	  at	  each	  locus	  
(unless	  a	  mutation	  has	  occurred),	  the	  likelihood	  ratio	  will	  evaluate	  to	  zero	  when	  two	  
individuals	  cannot	  be	  related.	  	  A	  non-­‐zero	  LR,	  therefore,	  indicates	  that	  the	  biological	  
relationship	  may	  exist.	  	  The	  likelihood	  ratio	  for	  a	  parent-­‐child	  relationship	  is	  stated	  as	  
follows	  [6]:	  
	  
LR = Pr(GS1 |GS2 ,HPC )
Pr(GS1 | H0 )
=
Pr(GS2 |GS1,HPC )
Pr(GS2 | H0 )
	  
	  
	   The	  denominator	  above	  is	  the	  probability	  of	  observing	  the	  genotype	  GSx	  of	  
specimen	  Sx	  at	  random	  in	  the	  population.	  	  The	  probability	  of	  observing	  a	  genotype	  at	  
a	  given	  locus	  is:	  
	  
Pr i (Gi | H0 ) = pa
2 	  
	  
for	  a	  homozygous	  genotype	  consisting	  of	  the	  profile	  aa	  at	  locus	  i,	  and:	  
	  
Pr i (Gi | H0 ) = 2pa pb 	  
	  
for	  a	  heterozygous	  genotype	  consisting	  of	  the	  profile	  ab	  at	  locus	  i	  [6].	  	  	  
	  
	   The	  conditional	  probability	  in	  the	  likelihood	  ratio	  has	  a	  slightly	  different	  form	  
for	  each	  possible	  combination	  of	  genotypes	  of	  the	  parent	  and	  child	  specimens.	  	  The	  
cases	  for	  each	  combination	  are	  shown	  in	  Table	  13	  [6].	  	  The	  likelihood	  ratios	  for	  each	  
case	  are	  from	  Buckelton	  et	  al.	  [6]	  and	  are	  shown	  in	  Table	  14.	  	  Since	  the	  allele	  values	  
are	  statistically	  independent	  under	  the	  assumption	  that	  the	  population	  is	  under	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Hardy-­‐Weinberg	  equilibrium	  and	  linkage	  equilibrium,	  the	  combined	  likelihood	  ratio	  






































Conditional	  probability	  of	  parent-­child	  
relationship	  
Pr i = Pr i (GS1
i |GS2
i ,HPC ) 	  
aa	   aa	   Pr i = 12 Pr(Z1)pa +
1
2 Pr(Z1)pa = pa 	  
	   ab	   Pr i = 12 Pr(Z1)pb +
1
2 Pr(Z1)pb = pb 	  
ab	   aa	   Pr i = 12 Pr(Z1)pa =
1
2 pa 	  




2 (pa + pb ) 	  
	   ac	   Pr i = 12 Pr(Z1)pc =
1
2 pc 	  
	   bb	   Pr i = 12 Pr(Z1)pb =
1
2 pb 	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A.3 Probabilities and Likelihood Ratios for a Full-Sibling Relationship 
	  
	   The	  full-­‐sibling	  relationship	  can	  be	  evaluated	  similarly	  to	  the	  parent-­‐child	  
relationship	  in	  the	  previous	  section	  except	  that	  full-­‐siblings	  can	  also	  share	  zero	  or	  
two	  alleles	  IBD.	  	  The	  conditional	  probabilities	  for	  each	  of	  the	  possible	  full-­‐sibling	  
genotype	  combinations	  are	  shown	  in	  Table	  15	  [6].	  	  The	  likelihood	  ratios	  for	  each	  case	  
are	  from	  Buckelton	  et	  al.	  [6]	  and	  are	  shown	  in	  Table	  16.	  	  The	  combined	  likelihood	  
ratio	  over	  all	  loci	  can	  be	  calculated	  as	  in	  the	  previous	  section.	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Conditional	  probability	  of	  full-­sibling	  relationship	  
Pr i = Pr i (GS1
i |GS2
i ,HS ) 	  
aa	   aa	   Pr i = Pr(Z2 ) + 12 Pr(Z1)pa +
1









2 = 14 (1+ 2pa + pa
2 )
= 14 (1+ pa )
2
	  
	   ab	   Pr i = 12 Pr(Z1)pb +
1
2 Pr(Z1)pb + Pr(Z0 )2pa pb










	   bb	   Pr i = Pr(Z0 )pb
2 = 14 pb
2 	  
	   bc	   Pr i = Pr(Z0 )2pb pc = 12 pb pc 	  
ab	   aa	   Pr i = 12 Pr(Z1)pa + Pr(Z0 )pa
2 = 14 pa +
1
4 pa
2 = 14 pa (1+ pa ) 	  
	   ab	   Pr i = Pr(Z2 ) + 12 Pr(Z1)pb +
1







2 pa pb =
1
4 (1+ pa + pb + 2pa pb )
	  





= 14 pc (1+ 2pa )
	  
	   cc	   Pr i = Pr(Z0 )pc
2 = 14 pc
2 	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aa	   aa	  
LRi =
1








	   ab	  
LRi =
1

























ab	   aa	  
LRi =
1






	   ab	  
LRi =
1
4 (1+ pa + pb + 2pa pb )
2pa pb
=
1+ pa + pb + 2pa pb
8pa pb
	  
	   ac	  
LRi =
1
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Appendix B: Pedigree Classification Decision Rules 
	  
	  
	   The	  decision	  rules	  discussed	  here	  are	  used	  in	  the	  pedigree	  discovery	  analysis	  
algorithm	  (Section	  3.8)	  to	  classify	  candidate	  clusters.	  	  The	  clusters	  are	  classified	  by	  
measuring	  certain	  characteristics	  of	  the	  cluster,	  including	  the	  size	  of	  the	  cluster,	  the	  
number	  of	  parent-­‐child	  edges,	  the	  number	  of	  full-­‐sibling	  edges,	  the	  parent-­‐child	  edge	  
degree	  of	  each	  vertex,	  and	  the	  full-­‐sibling	  edge	  degree	  of	  each	  vertex.	  	  Table	  17	  lists	  
the	  characteristics	  for	  each	  pedigree	  type	  that	  is	  classifiable	  by	  the	  analysis	  algorithm.	  	  	  
	  
	   The	  analysis	  algorithm	  characterizes	  candidate	  clusters	  by	  matching	  the	  
cluster	  characteristics	  to	  those	  of	  the	  appropriate	  pedigree	  type.	  	  In	  some	  cases,	  the	  
cluster	  characteristics	  will	  match	  the	  characteristics	  of	  one	  pedigree	  type	  exactly.	  	  In	  
such	  cases,	  the	  classification	  of	  the	  cluster	  is	  straightforward	  using	  Table	  17.	  	  In	  other	  
cases,	  however,	  the	  cluster	  characteristics	  will	  not	  match	  the	  characteristics	  of	  any	  of	  
the	  pedigree	  types,	  due	  to	  a	  missing	  edge	  (removed	  by	  snipping)	  or	  an	  extra	  edge	  (a	  
false	  edge	  that	  wasn’t	  snipped).	  	  If	  the	  removal	  of	  the	  extra	  edge,	  or	  the	  addition	  of	  the	  
missing	  edge	  (if	  it	  existed	  before	  snipping)	  does	  not	  produce	  a	  viable	  match	  to	  a	  
pedigree	  type,	  then	  the	  cluster	  is	  labeled	  as	  an	  unknown	  type	  and	  re-­‐snipped	  until	  a	  
matching	  pedigree	  type	  can	  be	  determined.	  	  However,	  if	  removal	  or	  addition	  of	  a	  
single	  edge	  does	  produce	  a	  viable	  match	  to	  a	  pedigree	  type,	  then	  the	  cluster	  can	  be	  
classified.	  	  	  
	  
	   The	  assumptions	  used	  to	  guide	  the	  classification	  process	  in	  such	  cases	  are	  
shown	  in	  Table	  18,	  which	  lists	  the	  true	  type	  of	  the	  mismatched	  pedigree	  with	  the	  
characteristics	  that	  allow	  the	  pedigree	  to	  be	  classified,	  and	  the	  associated	  
classification,	  for	  viable	  mismatched	  clusters.	  	  For	  each	  pedigree	  type,	  the	  presence	  of	  
an	  extra	  edge,	  or	  the	  absence	  of	  a	  required	  edge	  must	  produce	  a	  viable	  and	  likely	  
pedigree	  in	  order	  to	  be	  classified.	  	  For	  example,	  consider	  the	  PCCC	  pedigree,	  which	  
consists	  of	  one	  parent	  and	  three	  children.	  	  This	  pedigree	  will	  contain	  three	  parent-­‐
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child	  edges	  (between	  the	  parent	  and	  each	  child)	  and	  six	  full-­‐sibling	  edges	  (three	  
between	  the	  parent	  and	  three	  between	  the	  children).	  	  However,	  if	  one	  of	  the	  full-­‐
sibling	  relationships	  were	  strong	  enough	  that	  a	  parent-­‐child	  edge	  also	  appeared	  
between	  the	  siblings,	  the	  cluster	  would	  now	  contain	  four	  parent-­‐child	  edges:	  three	  
between	  the	  parent	  and	  each	  child	  and	  an	  extra	  between	  two	  of	  the	  children.	  	  In	  this	  
case	  it	  is	  more	  likely	  that	  the	  extra	  parent-­‐child	  edge	  is	  a	  result	  of	  a	  strong	  full-­‐sibling	  
relationship	  than	  if	  the	  two	  specimens	  connected	  by	  the	  edge	  were	  unrelated	  (since	  
an	  unrelated	  specimen	  would	  not	  likely	  share	  edges	  with	  the	  other	  members	  in	  the	  
pedigree	  as	  well),	  and	  so	  the	  cluster	  can	  be	  matched	  correctly	  to	  the	  PCCC	  pedigree	  
type.	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Table	  17:	  Pedigree	  characteristic	  for	  decision	  rules	  in	  the	  analysis	  algorithm.	  
Pedigree	  
Type	   Relevant	  Pedigree	  Characteristics	  
Individual	  (I)	   Size	  =	  1	  
PC	   Size	  =	  2,	  Number	  of	  PC	  edges	  =	  1,	  Number	  of	  Sib	  edges	  =	  1	  
PCC	   Size	  =	  3,	  Number	  of	  PC	  edges	  =	  2,	  Number	  of	  Sib	  edges	  =	  3,	  
parent-­‐member	  PC	  degree	  =	  2,	  child-­‐member	  PC	  degree	  =	  1,	  
parent-­‐member	  Sib	  degree	  =	  2,	  child-­‐member	  Sib	  degree	  =	  2	  
PCCC	   Size	  =	  4,	  Number	  of	  PC	  edges	  =	  3,	  Number	  of	  Sib	  edges	  =	  6,	  
parent-­‐member	  PC	  degree	  =	  3,	  child-­‐member	  PC	  degree	  =	  1,	  
parent-­‐member	  Sib	  degree	  =	  3,	  child-­‐member	  Sib	  degree	  =	  3	  
PPC	   Size	  =	  3,	  Number	  of	  PC	  edges	  =	  2,	  Number	  of	  Sib	  edges	  =	  2,	  
parent-­‐member	  PC	  degree	  =	  1,	  child-­‐member	  PC	  degree	  =	  2	  
parent-­‐member	  Sib	  degree	  =	  1,	  child-­‐member	  Sib	  degree	  =	  2	  
PPCC	   Size	  =	  4,	  Number	  of	  PC	  edges	  =	  4,	  Number	  of	  Sib	  edges	  =	  5,	  
parent-­‐member	  PC	  degree	  =	  2,	  child-­‐member	  PC	  degree	  =	  2,	  
parent-­‐member	  Sib	  degree	  =	  2,	  child-­‐member	  Sib	  degree	  =	  3	  
PPCCC	   Size	  =	  5,	  Number	  of	  PC	  edges	  =	  6,	  Number	  of	  Sib	  edges	  =	  9,	  
parent-­‐member	  PC	  degree	  =	  3,	  child-­‐member	  PC	  degree	  =	  2,	  
parent-­‐member	  Sib	  degree	  =	  3,	  child-­‐member	  Sib	  degree	  =	  4	  
SS	   Size	  =	  2,	  Number	  of	  PC	  edges	  =	  0,	  Number	  of	  Sib	  edges	  =	  1	  
SSS	   Size	  =	  3,	  Number	  of	  PC	  edges	  =	  0,	  Number	  of	  Sib	  edges	  =	  3,	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Table	  18:	  Pedigree	  characteristics	  for	  classifying	  clusters	  with	  additional	  or	  missing	  edges.	  
Mismatched	  
Pedigree	   Characteristics	  of	  Mismatched	  Pedigree	  
Classified	  
As	  
PC	   Missing	  PC	  edge	  
Missing	  Sib	  edge	  
SS	  
PC	  
PCC	   Additional	  PC	  edge	  
Missing	  PC	  edge	  
Missing	  Sib	  edge	  (between	  children)	  





PCCC	   Additional	  PC	  edge	  
Missing	  PC	  edge	  
Missing	  Sib	  edge	  (between	  parent	  and	  child)	  





PPC	   Additional	  PC	  edge	  
Additional	  Sib	  edge	  
Missing	  PC	  edge	  





PPCC	   Additional	  PC	  edge	  (between	  parents)	  
Additional	  PC	  edge	  (between	  children)	  
Additional	  Sib	  edge	  
Missing	  PC	  edge	  
Missing	  Sib	  edge	  (between	  parent	  and	  child)	  







PPCCC	   Additional	  PC	  edge	  (between	  parents)	  
Additional	  PC	  edge	  (between	  children)	  
Additional	  Sib	  edge	  
Missing	  PC	  edge	  
Missing	  Sib	  edge	  (between	  parent	  and	  child)	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Mismatched	  
Pedigree	   Characteristics	  of	  Mismatched	  Pedigree	  
Classified	  
As	  
SS	   Additional	  PC	  edge	   PC	  
SSS	   Additional	  PC	  edge	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