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Abstract
In [J. Differential Equations 146 (2) (1998) 320–335], Françoise gives an algorithm for calculating
the first nonvanishing Melnikov function M of a small polynomial perturbation of a Hamiltonian
vector field and shows that M is given by an Abelian integral. This is done under the condition that
vanishing of an Abelian integral of any polynomial form ω on the family of cycles implies that the
form is algebraically relatively exact.
We study here a simple example where Françoise’s condition is not verified. We generalize
Françoise’s algorithm to this case and we show that M belongs to the C[log t, t,1/t] module above
the Abelian integrals.
We also establish the linear differential system verified by these Melnikov functions M(t).
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
Dans [J. Differential Equations 146 (2) (1998) 320–335], Françoise construit un algorithme qui
permet de calculer la première fonction de Melnikov M non nulle pour une petite perturbation
polynômiale d’un champ de vecteurs hamiltonien, et montre que M est une intégrale abélienne. Il
le fait sous la condition qu’une forme polynômiale est algébriquement relativement exacte si son
intégrale sur la famille de cycles est nulle.
Nous étudions un exemple simple où la condition de Françoise n’est pas vérifiée. Nous géné-
ralisons à ce cas l’algorithme de Françoise et nous montrons que M appartient au C[log t, t,1/t]
module engendré par les intégrales abéliennes.
Nous établissons le système différentiel linéaire vérifié par ces fonctions de Melnikov.
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1. Françoise’s algorithm
We recall here Françoise’s algorithm and the condition he imposes for calculating the
first nonvanishing Melnikov function of a perturbation of a Hamiltonian vector field.
Let F(x, y) ∈C[x, y] be a complex polynomial. It is known [5] that there exists a finite
set A of atypical values such that F defines a locally trivial fibration F :C2 \F−1(B)→ B ,
B = C \ A, called Milnor fibration. Taking the first homology groups H1 of the fibers
Ft = F−1(t), t ∈ B , gives the homology fibration F∗ :⋃t∈B H1(Ft )→ H1(B). Let C be
a section of the homology fibration defined on B . Consider a polynomial one-form ω. We
study the perturbation
dF + εω (1)
of the Hamiltonian form dF (cf. Concluding Remarks). Choose a transversal parametrized
by the values of the Hamiltonian, and denote Pε(t) the holonomy of the foliation dF + εω
along C. It is analytic and can be written:
Pε(t)= t +
∑
1
εM(t). (2)
If everything is real, then Pε(t) is the Poincaré map. The functions M(t) are called the
Melnikov functions.
We say that F verifies Françoise’s condition for the section C, if
∀ω polynomial
(∫
C
ω≡ 0⇒ ω is algebraically relatively exact
)
. (∗)
Here ω algebraically relatively exact means that there exist polynomials f and g such
that
ω = g dF + df.
Note that in Françoise’s condition (∗) one considers integrals only along one section C, but
of an arbitrary form ω. A weaker condition has been studied by Il’yashenko [12], Berthier
and Cerveau [2], Gavrilov [9], Bonnet [4] and others. This condition is: if the integrals
of some form along all cycles vanish, then this form is algebraically relatively exact. In
fact, by monodromy, the vanishing of Abelian integrals
∫
C ω along one family C of cycles
generically implies vanishing along all cycles. In this case, the two conditions coincide.
Françoise’s condition (∗) is verified for generic Hamiltonians (see [11]). It is also
verified for instance for the nonsymmetric quartic Hamiltonian y
2
2 + (x
2−1)2
4 + bx, b = 0
and any nonzero section C.
It is well known that M1 is the Abelian integral M1(t)=−
∫
C ω. We recall Françoise’s
algorithm assuming the condition (∗). If ∫C ω = 0, then by (∗), there exist polynomials
g1, f1 such that ω = g1 dF + df1. Denote Cε(t) the arc obtained by pushing C(t) to the
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leaves of the foliation given by dF + εω. This is done while fixing the starting point of
Cε(t). Then
0 =
∫
Cε(t)
(
1− εg1
)
(dF + εω)=
∫
Cε(t)
d(F + εf1)− ε2
∫
Cε(t)
g1ω.
This gives M2(t)=
∫
C(t)
g1ω.
Next, assuming that M1(t),M2(t), . . . ,M(t) all vanish, Françoise proves that
M+1(t)= (−1)+1
∫
C(t)
gω
where g and f are polynomials defined inductively by
g−1ω= g dF + df. (3)
This is achieved by integrating along Cε(t) the relation(
1− g1ε+ g2ε2 + · · · + (−1)εg
)
(dF + εω)
= d(F + εf1 − ε2f2 + · · · + (−1)−1εf)+ (−1)−1εgω.
In this paper, we study the simplest example which does not verify Françoise’s condition
(∗). In this example, we describe precisely the extension of the module of Abelian integrals
to which the first nonzero Melnikov function belongs, and we study the geometry of this
example. Indeed, let F be the symmetric quartic Hamiltonian
F(x, y)= y
2
2
+ (x
2 − 1)2
4
(4)
and let CE be the section given by the exterior real cycles (cf. Fig. 1). In the rest of the
paper, F always denotes this Hamiltonian.
In this case, there exists a form η1 = xy dx such that
∫
CE
η1 ≡ 0 and
∫
C∞ η1 ≡ 0,
where C∞ is one residual cycle around one of the infinity points. The form η1 is hence
not algebraically relatively exact and the function F does not verify Françoise’ condition
(∗). We prove:
Fig. 1. Phase portrait of F(x,y)= y22 + (x
2−1)2
4 in the real plane.
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Theorem 1. The first nonzero Melnikov function of the Poincaré map of a deformation of
the symmetric quartic Hamiltonian F (4) along the exterior cycle CE (cf. Fig. 1) is an
element of the C[t, t−1, log t]-module generated by Abelian integrals.
The Strong Structure Theorem of Section 3 gives a more precise description of the
structure of the first nonvanishing Melnikov function. Our algorithm is based on the fact
that the form η1 is relatively exact in the extension F = C[x, y,ϕ] of the polynomial
ring C[x, y] by a multivalued analytic function ϕ (cf. Proposition 3). In Section 2 we
study the covering in which the function ϕ becomes univalued and the geometry of the
fibration induced by F on this space. In Section 3 we adapt Françoise’s algorithm to
forms living in F , controlling the degree in ϕ and 1/F . Thus we introduce generalized
Abelian integrals over the oval CE . In Section 4, we give the Fuchs system satisfied by
the generalized Abelian integrals. It has Fuchs type singularities, but which are not regular
singularities.
2. The Milnor fibration of the symmetric quartic Hamiltonian
2.1. Cohomology and the module of Abelian integrals
We denote by Ft the fiber F(x, y) = t . It is a torus from which two points have been
deleted (Fig. 2). The only atypical values are the critical values 0 and 1/4. Here 0 is the
value at two distinct elliptic Morse critical points and 1/4 is the value at a saddle point.
The homology and the cohomology modules are 3-dimensional.
Notation. For later purpose, we will need precise notations. We present Ft as a Riemannian
surface y =±√2t − (x2 − 1)2/2. Let t = t0, 0 < t0 < 1/4, be fixed. Let x1(t) < x2(t) <
x3(t) < x4(t) be such that F(xi(t),0) = 0, i = 1, . . . ,4. Denote Cr the closed path in
the upper leaf starting at (x3(t),0) turning positively around (x4(t),0). Denote C(t) the
closed path in the upper leaf starting at (x2(t),0) turning negatively around (x1(t),0).
Next, let Cσs (t), σ = +,− be the path obtained by lifting to Ft the segment joining
(x2(t),0) and (x3(t),0), with increasing x and Im(y) 0 for σ =− and with decreasing
x and with Im(y) 0, for σ =+. We denote Cs(t) the closed path Cs(t)= C+s (t) ·C−s (t).
Here and in the sequel, one path followed by another one is read from left to right so that
C(t), Cr(t), Cs(t) start at (x2(t),0), (x3(t),0) and (x3(t),0) (cf. Fig. 2). The intersection
numbers of the cycles are given by
C ◦Cs = Cr ◦Cs =−1. (5)
The cycles C(t) and Cr(t) are the left and right real cycle of the Hamiltonian vector field
XF =−y ∂∂x + (x3 − x) ∂∂y with orientation given by XF . Let
CE = Cr ·C+s ·C ·C−s . (6)
Let now t ∈ C \ {0,1/4} and take any path α in C \ {0,1/4} starting at t0 and ending
at t . Using local triviality, the roots xi(t), i = 1, . . . ,4, and all the cycles and relative
cycles C(t0), Cr(t0), Cs(t0), Cσs (t0), σ = +,− can be pushed along α. More precisely,
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Fig. 2. Complex typical fiber.
xi, i = 1, . . . ,4, are well defined functions on the universal covering of C \ {0,1/4} and
C, Cr , Cs , C
σ
s , σ =+,− are sections of the homotopy fibration on the universal covering
of C \ {0,1/4}.
In particular, consider the real cycle of XF with orientation given by XF (cf. Fig. 1), for
t > 1/4. It can be obtained by pushingCE(t0), as given in (6) along a path α in C\{0,1/4},
from 0 < t0 < 1/4 to t > 0 and avoiding 1/4 from above (turning clockwise around 1/4
has the effect of turning the ramification points x2 and x3 clockwise twice slower).
By abuse of notations, we use the same notations C, Cr , Cs and CE also for classes
of closed loops in the homotopy group π1(Ft ) and for the corresponding cycles in H1(Ft ).
Up to the end of this subsection we work with homology. However, in next subsection, we
will have to study coverings and work with homotopy.
We denote Me the monodromy around 0 and Ms the monodromy around 1/4 acting on
H1(Ft ), t ∈C \ {0,1/4}.
Lemma 1. The monodromy group of (4) does not act transitively on H1(Ft ), t ∈ C \
{0,1/4}. The orbit of CE under this action is two-dimensional, generated by Cs and
Cr +C.
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Proof. The monodromy Ms is computed as usually, since 1/4 is a simple Morse critical
value. The cycles Cr and C are invariant under Me while from the Picard–Lefschetz
formula, using (5), it follows that Me maps Cs to Cs −Cr −C.
The homology module has a natural basis: Cs,Cr + C,Cr − C. In this basis, the
monodromy has the following matrices:
Ms :
(1 2 0
0 1 0
0 0 1
)
, Me:
( 1 0 0
−1 1 0
0 0 1
)
.
It is adapted to the monodromy action in the sense that the homology module splits into
two orbits: the one of CE, generated by Cs and Cr + C, and the orbit consisting of the
cycle at infinity, Cr −C. ✷
We now have:
Proposition 1. The symmetric quartic Hamiltonian F (4) does not verify Françoises’s
condition (∗) for the section CE .
The condition
∫
CE
ω ≡ 0 implies ∫Cr+C ω ≡ 0 and ∫Cs ω ≡ 0, but ∫Cr−C ω may be
nonzero.
Proof. Let η1 = xy dx . Then
∫
CE
η1 ≡ 0 as can be seen using the symmetry F(x, y) =
F(−x, y). However, ∫Cr η1 is nonzero because, by the Stokes theorem it is the mean value
of x in the interior of this cycle. Hence, the one-form η1 is not algebraically relatively
exact. The last assertion follows from Lemma 1. ✷
Note that condition (∗) is verified neither on CE nor on Cr +C , but is verified for the
sections Cr and C.
Petrov’s module is three-dimensional, generated by ηk = xky dx, 0 k  2. This basis
is also adapted for studying the bilinear pairing: (ω,Ct ) →
∫
Ct
ω, as shown in the following
array:
Cs Cr +C Cr −C
η0 = 0 = 0 0
η2 = 0 = 0 0
η1 0 0 = 0
.
This comes from the preceding results and the residues of the forms at infinity: Res∞(η0)=
Res∞(η2)= 0, Res∞(η1)= it
√
2.
Proposition 2. If a polynomial one-form ω is such that ∫
CE
ω = 0, then there exists a
polynomial in one variable P1 such that ω− P1(F )η1 is algebraically relatively exact.
Proof. The condition
∫
CE
ω = 0 gives two independant conditions in the Petrov module.
Hence, the forms verifying it belong to a one-dimensional submodule. Since on the other
hand
∫
CE
η1 ≡ 0, and η1 is an element of the above mentioned basis of the Petrov module,
then η1 forms a basis of this submodule. ✷
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Let
R(x, y)= 1
4
(
x2 − 1)y,
ϕ(x, y)= log
(
x2 − 1
2
√
F
+ i y√
2F
)
.
(7)
We denote
F =C[x, y,ϕ,1/F ]. (8)
Definition 1. We say that a one-form is relatively exact in F if it can be written g dF + df
with f,g ∈F .
Proposition 3.
1. Relation (9) holds:
η1 = xy dx = i√
2
F dϕ+ dR. (9)
2. The form η1 is relatively exact in F :
η1 = g dF + df, g =− i√
2
ϕ, f = R+ F i√
2
ϕ.
Proof. The proof is done by direct verifications. ✷
Proposition 4.
1. The function ϕ is multivalued. It is defined as a univalued function in the universal
covering of CP2 \ (F0 ∪F∞), where F∞ =CP1 is the line at infinity.
2. The determination of ϕ does not change when (x, y) varies along CE .
Proof. The multivalued character of ϕ comes from the multivalued character of the
logarithm, which has ramification points at 0 and infinity. These values are attained by
F on F0 and F∞.
The second property comes from the fact that
∫
CE
η1 ≡ 0. ✷
Remark 1. The particular character of the form η1 comes from the symmetry of the
Hamiltonian F . Indeed, let Π be the mapping given by (X,y) = Π(x,y) = (x2, y) (cf.
Fig. 3).
The projected Hamiltonian F = F ◦Π is F(X,y)= y22 + (X−1)
2
4 , whose typical fiberFt , t ∈ B is a sphere minus the two points at infinity. The map Π induces a mapping Π∗
from the sections of the cotangent bundle of Ft to the sections of the cotangent bundle of
Ft . The cotangent bundle of Ft is generated by η¯1 = 1/2y dX, and η1 =Π∗(η¯1). None of
the other one-forms η0 and η2 is in the image of Π∗.
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Fig. 3. Projection Π .
The cycle C has a nontrivial image, say C and Cr has the opposite image −C. The
cycle Cs is projected onto a trivial cycle. Thus the cycle Π(CE) is trivial in the sphere
CP1 \ {0,∞}.
2.2. The multivalued function ϕ
Notations.
F = f+.f−, f+(x, y)= x
2 − 1
2
+ i y√
2
, f−(x, y)= x
2 − 1
2
− i y√
2
.
With these notations, on the fiber Ft , t = 0,
ϕ = log f+√
t
= log
√
t
f−
= 1/2 log f+
f−
. (10)
In this section we study the multivalued character of the function ϕ.
Let F0 be the singular fiber corresponding to the union of the two parabolas f+ = 0 and
f− = 0. Recall that ϕ is defined as a univalued function on a covering of CP2 \ (F0 ∪F∞).
Let L be a generic complex line cutting F0 in four distinct points, p1, p3, belonging to
f+ = 0 and p2, p4, belonging to f− = 0. Let δi, i = 1, . . . ,4, be positively oriented loops
in L \ {p1, . . . , p4}, surrounding once pi and not surrounding the other points pj , j = i .
One verifies that δ1 and δ3 are homotopic in CP2 \ (F0 ∪ F∞), as are δ2 and δ4.
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Proposition 5. The function ϕ is defined as a univalued function on a G-covering
p :E → CP2 \ (F0 ∪ F∞), with G = H1(CP2 \ (F0 ∪ F∞))/(δ1 + δ2) isomorphic to
Z. The generator 1 of Z corresponds to lifting a path homotopic to δ1 or to −δ2 in
CP2 \ (F0 ∪ F∞).
Proof. By the Lefschetz theorem [6], π1(CP2 \ (F0 ∪F∞)) is generated by the two cycles
δ1 and δ2. In fact we don’t need to construct the universal covering of (CP2 \ (F0 ∪ F∞)),
but a G-covering whose group G is a quotient group of the fundamental group of
(CP2 \ (F0 ∪ F∞)) by δ1δ2.
Indeed, from (10) we see that when following ϕ along δ1 its determination is replaced
by ϕ + iπ . Similarly, when following ϕ along δ2, its determination is replaced by ϕ − iπ .
Hence, the determination of ϕ remains unchanged, when following a path homotopic to
δ1.δ2.
There exists a connected covering of CP2 \ F0 on which ϕ lifts to a well defined
univalued function (see for instance [8]). It is the G-covering with
G= π1
(
CP2 \ (F0 ∪F∞)
)
/(δ1δ2)=H1
(
CP2 \ (F0 ∪F∞)
)
/(δ1 + δ2)= Z. ✷
In fact, one can calculate that π1(CP2 \ (F0 ∪ F∞))= Z⊕ Z, generated by δ1 and δ2.
The computations can be done for instance with the package ‘VKCURVE’ implemented
in GAP [3].
The covering p induces a covering of the generic fiber Ft ⊂CP2 \ (F0 ∪F∞). In order
to study it, we determine how the cycles of the generic fiber Ft are placed with respect to
the group G.
We choose the point x3(t) as a base point. Recall that the first homotopy group
π1(Ft , x3(t)) has three generators: Cr , Cs and C+s · C · (C+s )−1, and that it is not
abelian. We study π1(Ft , x3(t))/(δ1δ2). By abuse of notation, we denote δi the loop in
CP2 \ (F0 ∪ F∞) as well as its class in π1(Ft , x3(t))/(δ1δ2).
Proposition 6. Let I :Ft →CP2 \ (F0 ∪F∞) be the inclusion; let
I∗ :π1
(
Ft , x3(t)
)→ π1(CP2 \ (F0 ∪F∞), x3(t))
be the induced mapping of the homotopies, and let
q :π1
(
CP2 \ (F0 ∪F∞), x3(t)
)→ π1(CP2 \ (F0 ∪ F∞), x3(t))/(δ1.δ2)
be the canonical projection.
Then the kernel Ker(q ◦ I∗) is generated by Cs and Cr +C and
−q ◦ I∗
(
C+s ·C · (C+s )−1
)= q ◦ I∗(Cr)= 2δ1.
Proof. The cycle Cs is vanishing at 1/4, hence homotopic to 0 in (CP2 \ (F0 ∪
F∞), x3(t)). For the cycle Cr(t), and 0< t < 1/4, we use the following parametrization
x =±
√
1+ 2√t cos(ϕ/i), y =√2t sin(ϕ/i). (11)
Now x , y , ϕ/i and Cr and C are real. It shows that along this path, ϕ is replaced by
ϕ + 2iπ , as it is when following 2δ1. As for C, we use the parametrization (11), with
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σ =−1, and the orientation of C imposes that ϕ/i is decreasing on an interval of length
2π . ✷
Let Ft be a generic fiber in CP2 \ (F0 ∪ F∞). Denote F˜t = p−1(Ft ). We are interested
in the covering p | F˜t : F˜t → Ft of the fiber induced by p, or equivalently the G-covering
of Ft .
Theorem 2. The fiber F˜t has two connected components which we denote F˜t 0 and F˜t1.
Each connected component F˜t
σ
, σ = 0,1, is a surface of infinite genus. The generators of
the homology with compact support are obtained by lifting the cycles Cs and Cr +C.
Proof. The fact that Cs and Cr + C are in the kernel of q ◦ I∗ means that they lift to
closed cycles. The image q ◦ I∗(H1(Ft )) is the subgroup (2δ1). In particular the element δ1
is not in this image. That is, the deck transformation corresponding to lifting δ1 cannot be
realized by lifting a path contained in the fiber while the deck transformation corresponding
Fig. 4. G-covering F˜ 0t of Ft .
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to lifting 2δ1 is realized by lifting Cr . This shows that the fiber F˜t is not connected and that
it has exactly two homeomorphic connected components. We denote them F˜t
σ
, σ = 0,1,
and we describe the construction of one of them.
Now the deck transformation group is generated by τ 2. Let Ft be the closure of Ft and
denote ∞+ and ∞− the two points at infinity of every fiber. Denote δ∞+ the cycle in Ft
obtained by turning positively around the point∞+ in Ft and similarly δ∞− . Their sum is a
cycle homologous to zero in Ft . As shown on Fig. 2, take a cut K without self-intersections
joining the two points at infinity and assume that it does not cut C (it hence cuts Cr ). We
construct the covering of Ft by first lifting paths not crossing K . From the homotopical
point of view it is a cyclic covering of a torus from which one point has been deleted. The
generator C is unwrapped and Cs is preserved. This gives a tube with an infinite numbers
of cuts corresponding to the lifts of the cut K . The path δ∞+ intersects the cut once. Note
that q ◦ I∗(δ∞+)= 4δ1. This means that crossing the cut in a convenient sense i.e. lifting
the path δ∞+ corresponds to lifting four layers in the fiber (see Fig. 4).
Since however lifting one layer corresponds to changing the connected component, this
means that lifting δ∞+ corresponds to connecting one side of a cut to the other side of a
cut in the same connected component laying two layers above, if only layers in the same
connected component are counted (cf. Fig. 4). This gluing of the cuts is just as in the
Riemann surface of log x+i
x−i as shown in Fig. 5.
The fibration F :C2 \(F0∪F1/4)→C\{0,1/4} lifts to a fibration F˜ :E→C\{0,1/4}.
The trivializing neighborhood of a fiber F˜t , as well as trivializing coordinates are defined
by lifting trivializing neighborhoods and coordinates of the fiber Ft in the original fibration
F :C2 \ (F0∪F1/4)→C\ {0,1/4}. More precisely, using the fact that F is a locally trivial
fibration, we can assume that a neighborhood of Ft is given by the product Ft ×D, with
D ⊂C a disc containing t . For t ′ ∈D, the connection Γt,t ′ : F˜t → F˜t ′ is defined by putting
Γt,t ′(m) ∈ F˜t ′ as the endpoint of the path α˜ lifting a path α joining t to t ′ in the ball D.
We get the following commutative diagram:
F˜ σt
p
F˜t
p
E
p F˜
Ft Ft C
2 \ (F0 ∪ F1/4) F C \ {0,1/4}
.
Let F˜t , t = 0,1/4, be the generic fiber of this new fibration. The deck transformation
group of the fiber F˜t is generated by one element which we denote τ . Note that τ 2
corresponds to lifting the closed path −δ1.
We denote δ the simple positive closed path in C \ {0} as well as its class in the
fundamental group. We lift cycles in the fiber Ft by lifting paths to F˜t . We next consider
the homology class of the lifted path which is well defined.
Proposition 7.
1. Each lift of the cycles Cs and C ·Cr to F˜t is a closed cycle which we denote C˜s and
C˜ ·Cr . The homology of the fiber F˜t , with compact support is generated by all the
lifts of these two cycles.
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Fig. 5. One connected component F˜ 0t of the fiber F˜t .
2. The cycle CE equals CE = Cr ·C+s ·C ·C−s . It lifts to a closed cycle C˜E homologous
to C˜r ·C+ C˜s . Here C˜s is the lift of Cs verifying (C˜s ◦ C˜ ·Cr)= 1 as shown in Fig. 5.
Proof. We denote Hc1 (F˜t ) the homology with compact support of F˜t . Note that a cycle
homologous to zero in F˜t projects to a trivial cycle in Ft . We denote p∗ :Hc1 (F˜t )→H1(Ft )
the map induced by the projection p. The image p∗(H c1 (F˜t )) ⊂ H1(Ft ) is at least two
dimensional generated by C + Cr and Cs by Proposition 6. On the other hand, the cycle
Cr − C does not lift to a closed cycle. The compact support homology of the infinite
genus surface F˜t is generated by three types of cycles, which correspond to lifts C˜s of Cs ,
C˜r +C of Cr +C and to cycles given by (τ∗)2C˜s − C˜s (cf. Fig. 5). ✷
We investigate the monodromy in H1(F˜t ). From the definition of lifts of cycles, it is
induced by the monodromy in π1(F˜t ). The transformation τ induces a deck transformation
A. Jebrane et al. / Bull. Sci. math. 126 (2002) 705–732 717
Fig. 6. The action of monodromy M˜ on the G-covering of the fiber Ft .
of the generic fiber exchanging the connected components. This transformation is given by
lifting δ in the fibration F˜ :E→C \ {0,1/4}.
From the definition of ϕ, it becomes ϕ − iπ when following δ. This justifies the
following definition:
Definition 2. Let a˜(t) and b˜(t) be lifts of a(t) and b(t) in p :E → CP2 \ F0.
The monodromy of F˜ :E → C \ {0,1/4} with endpoints a˜(t) and b˜(t) is a mapping
M˜ :π1(F˜t , a˜(t), b˜(t))←↩ defined as follows. Given a path C in Ft0 , t ∈ C \ {0,1/4}, and
one of its lifts C˜(t0) in F˜t0 , with endpoints a˜(t0) and b˜(t0), then M˜(C˜(t0)) is the lift of
Me(C(t0)), starting at τ (a˜(t0)), with respect to the covering p :E→CP2 \F0.
Note that by the commutative diagram, the path Me(C(t0)) ends at τ (b˜(t0)). Note also
that M˜ exchanges the connected components of F˜t .
Let x˜(t) be a lift of (x3(t),0) in the covering p. Let C be a path in Ft starting at a point
x . Let x˜ be a lift of x . We denote x˜ ·C the lift of C starting at x˜.
We define also the monodromy M˜s at 1/4 in the fibration F˜ :E→C \ {0,1/4}.
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Fig. 7. The action of monodromy M˜ on the fiber F˜t .
Proposition 8. The actions of the monodromies M˜ and M˜s in H1(F˜t ) are given as follows.
Let C˜r +C be a lifting of Cr +C. Then M˜(C˜r +C)= τ (C˜r +C).
Let C˜s be a lifting of Cs . Then M˜(C˜s)= τ (C˜s)− C˜r +C, where C˜r +C is a lifting
of Cr +C whose intersection number verifies ˜(Cr +C) ◦ C˜s =−1 (cf. Fig. 6 or Fig. 7).
M˜s(C˜s)= C˜s . M˜s(C˜r +C)= C˜r +C + C˜s + τ 2(C˜s), where C˜s verifies (C˜r +C) ◦
C˜s = (C˜r +C) ◦ τ 2(C˜s)=−1.
Proof. The claim for M˜s is just usual Picard–Lefschetz formula, because the function ϕ is
not ramified at 1/4. The claim for the action of M˜ on C˜r +C comes from the definition
of τ using the ramification of ϕ at 0 and the fact that the cycle Cr +C is a vanishing cycle
at 0.
The claim for the action of M˜ on C˜s comes from the definition of monodromy: we lift
M(C+s ) and M(C−s ) as in the proof of the Picard–Lefschetz formula (cf. Fig. 8). ✷
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Fig. 8. Computing M(Cs).
Theorem 3.
1. The monodromy group generated by M˜ and M˜s acts transitively on Hc1 (F˜t ).
2. The monodromy group generated by M˜2 and M˜s acts transitively on Hc1 (F˜t
σ
), σ =
0,1.
Proof. The transitivity of M˜ on Hc1 (F˜t ) follows from the fact that H
c
1 (F˜t ) is generated by
all the lifts of Cs and Cr +C and from Proposition 8. ✷
Now, the vanishing of the integral of a form on one family of cycles implies the
vanishing of the integrals of this form on all families of cycles. It remains to determine
whether this form is relatively exact in F . This will be done in the next section.
3. The algorithm
By the definition of the Petrov module, any polynomial one-form ω can be written
ω = P0(F )η0 + P1(F )η1 + P2(F )η2 + Q1(x, y) dF + dR1(x, y), with all Pi, Q1 and
R1 polynomial. Denote M(t) the th Melnikov function of the holonomy of dF + εω
along CE . Recall that
∫
CE(t)
ω = −M1(t). From Proposition 2, if P0 or P2 is nonzero,
then M1(t) is the first nonzero Melnikov function. Hence, we can assume that ω =
P1(F )η1 +Q1(x, y) dF + dR1(x, y). Our first task is to verify that it is relatively exact in
F , i.e. that it can be written g dF + df with f,g ∈F . We will say that we reduce it.
3.1. Particular case
We treat in this subsection the case P1(F ) = 1. It shows that some multivalued forms
appear naturally in the algorithm.
Lemma 2. Let ω = η1 + Q1 dF + dR1, Q1, R1 polynomial in x, y . Then M1(t) is
identically zero and tM2(t) is given as the integral along CE(t) of a multivalued form,
univalued on this oval. Moreover, tM2(t) belongs to the C[t]-module generated by I0
and I2.
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Proof. We adapt Françoise’s algorithm [7]. From Proposition 3,
η1 = d
(
i√
2
Fϕ +R
)
− i√
2
ϕ dF,
and
ω = g1 dF + df1, g1 =− i√
2
ϕ +Q1, f1 =R +R1 + i√
2
Fϕ.
Then by the same reasoning as in [7],
(1− εg1)(dF + εω)= d(F + εf1)− ε2g1ω
and ∫
CE,ε(t)
d(F + εf1)= ε2M2(t)+ o
(
ε2
)
.
So that
M2(t)=
∫
CE(t)
g1ω=
∫
CE(t)
(
− i√
2
ϕω+Q1ω
)
.
Now, Q1ω is polynomial, so that we have only to check that t
∫
CE(t)
ϕω belongs to
the C[t]-module generated by the Abelian integrals I0 and I2. Observe that
∫
CE(t)
ϕω =∫
CE(t)
ϕ df1 =
∫
CE(t)
ϕ d(R+R1 + i√2Fϕ).
Since ϕ is univalued along CE , this integral reduces to the integral of ϕ(dR + dR1)=
d[ϕ(R+R1)]− (R+R1) dϕ. But F dϕ =−i
√
2(η1−dR) is a polynomial one-form. ✷
The above computation of M2(t) shows that we have to consider multivalued forms,
such as ϕω.
3.2. Generalized Abelian integrals
A one-form in ϕ,x, y is univalued on F˜t .
Definition 3. A one-form in ϕ,x, y will be called -admissible for some positive integer
, if it is polynomial in ϕ,x, y,F,1/F of degree at most  in ϕ.
A form is admissible if it is -admissible for some .
Remark 2. Polynomial forms in x, y are 0-admissible forms.
Any -admissible form can be written as a linear combination of the forms ϕpω(x, y,F,
1/F ), p  , with ω some polynomial one-form.
Any -admissible one-form ϕω(x, y,F,1/F ) lies in the the kernel of ((τ − Id)∗)p,
p  , and does not lie in the kernel of ((τ − Id)∗)p,p < .
From the preceding section, we can define integrals such as
∫
C
(t)ϕω for any closed
path C(t) ∈ π1(Ft ) which has a closed lift in H1(F˜t ) as follows:∫
C
(t)ϕω=
∫
C˜(t)
ϕω
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for some lift C˜(t) of C(t). Choosing this lift is choosing a determination of ϕ. Recall that
(cf. Proposition 7) the homology with compact support in (˜Ft ) is generated by the lifts
of Cs and Cr + C. Hence, we will consider the vanishing cycles Cs,Cr + C and the
cycle CE .
Definition 4. Let C(t) be a closed path which can be lifted to a closed cycle in H1(F˜t ) and
an -admissible form
∑
p ϕ
pωp(x, y,F,1/F ).
We call
∫
C(t)
∑
p ϕ
pωp(x, y,F,1/F )(t) an Abelian integral in E with respect to F˜ ,
or more shortly a generalized Abelian integral.
In the rest of this section, C will denote such a cycle. We study the Petrov module with
respect to the basis ηk of the space of generalized Abelian integrals.
Proposition 9. Let ω be a one-form polynomial in x, y,F . Fix an integer  0. Then
ϕω=
∑
k=0,1,2
0p
ϕ−p
Fp
Pp,k(F )ηk +
∑
0p
ϕ−p
Fp
Qp(x, y,F ) dF + dR(x, y,F,ϕ)
with Pp,k(F ),Qp(x, y,F ),R(x, y,F,ϕ) polynomials in their variables, R polynomial
in x, y,ϕ, of degree in ϕ at most  and FR polynomial in F .
Proof. We consider an -admissible form ϕω. Since ω is polynomial in x, y,F , it can be
written in the Petrov module, and the exact term is written dR,1(x, y,F ). We have only
to transform this term. Therefore, we integrate by parts and use Proposition 3:
ϕ dR,1(x, y,F ) = d
(
ϕR,1(x, y,F )
)
− 
F (x, y)
ϕ−1R,1(x, y,F )
(
i
√
2(η1 − dR(x, y))
)
.
Now the form R,1(x, y,F )(i
√
2(η1 − dR(x, y))) is polynomial, so we can iterate this
process. Every integration by parts diminishes the degree in ϕ by 1 and increases the degree
in 1/F , also by 1. ✷
We denote JCk,(t) =
∫
C(t) ϕ
ηk(t), where C is some section in the homology bundle
which can be lifted to a closed cycle in H1(F˜t ). In particular for C = Cr +C, C = Cs and
C = CE , we denote JCk,(t) by J ek,(t), J sk,(t), and Jk,(t). The Abelian integrals (= 0)
will be simply denoted ICk (t), I
e
k (t), I
s
k (t), Ik(t).
We denote by J the C[t,1/t]-module of all these integrals. The above proposition
means that any element of J can be written:
J =
∑
k,p,C
ak,p,CJ
C
k,p, with ak,p,C ∈C[t,1/t]. (12)
We will show in Proposition 11 that this presentation is unique. One can see that J is
different from the module of Abelian integrals. Namely the cycle Cr + C is vanishing
at 0, hence the Abelian integrals I ek (t) are univalued around 0. On the other hand, from the
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Definition 2 of the monodromy in H1(F˜t ) it follows that generalized integrals J ek,(t) are
not univalued at 0 if  1.
Notice that, in a neighborhood of 1/4, the function ϕ is univalued so that the generalized
Abelian integrals have the same branching at 1/4 as the Abelian integrals. This means that
we have to investigate the action of the monodromy around 0 on the generalized Abelian
integrals. We define now a filtration by weight on J
J 0 ⊂ J 1 ⊂ · · · ⊂ J
in such a way that the variation of any integral of weight  has weight  − 1. From
Proposition 9, any generalized Abelian integral is a linear combination of J ek,(t) and
J sk,(t). We define the weight of each element of this basis. Then the weight w(J ) of the
generalized integral J given by (12) is
w(J )=max(w(JCk,)), ak,p,C = 0,
where
w
(
J ek,
)= , w(J sk,)= + 1. (13)
Proposition 10. If the weight of a generalized integral is , the weight of its variation under
the action of the monodromy is − 1.
Proof. Given an -admissible form, a cycle C and a lift C˜ of C, the variation of the
generalized integral of the form on C is the integral of the form on the variation of C˜,
because the admissible forms are univalued on F˜t . Now the proposition follows from the
action of the monodromy on the cycles. For instance, the variation of J ek,(t) is equal
to
∫
τ (Cr+C)(t) ϕ
ηk −
∫
(Cr+C)(t) ϕ
ηk , which equals
∫
(Cr+C)(t)(τ − Id)∗(ϕηk). This last
form is in the kernel of ((τ − Id)∗)−1 but is not in the kernel of ((τ − Id)∗)−2. ✷
This proposition means that the asymptotic expansion of generalized Abelian integrals
near 0 is a polynomial in log t , of degree w(J ). We can precise the principal term.
Lemma 3.
1. The principal term of the asymptotic expansion of J ek,(t) at 0 is
(− 12 log t)I ek (t).
2. The principal term of J sk,(t) at 0 is −( 12 log t)I sk (t).
3. The principal term of Jk,(t) at 0 is −( 12 log t)Ik(t).
Proof. The last assertion comes from the first two. We prove for instance the first one, by
induction on . It is true for Abelian integrals, = 0.
Now we suppose that this property is true for every p  − 1. We only have to prove
that the weight of the difference
J ek,(t)−
(
−1
2
log t
)
I ek (t)
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is at most  − 1. Therefore we seek its variation and, from the induction hypothesis, we
have that its weight is at most − 2.
The proof of the second assertion is similar. We have to take in account that the
monodromy acts also on the cycle Cs , transforming it into Cs −Cr −C. ✷
We also want to verify that all generalized integrals have moderate growth rate
everywhere. In fact, we have to check this only when t tends to infinity.
Lemma 4.
1. If t →∞, t ∈R+, then |JCk,(t)| = O((log t)t
k+3
4 ).
2. If t tends sectorially to ∞ in a sector of bounded width, then the generalized Abelian
integral JCk,(t) grows no faster than |(log t)t
k+3
4 |.
Proof. If t is real, we can use (11) and bound the modulus of the integral:
|x| = ∣∣√1+ 2√t cos(ϕ/i)∣∣√1+ 2√t ,
|y| = ∣∣√2t sin(ϕ/i)∣∣√2t .
From this and the action of the monodromy on the base point x˜(t), it follows that |Jk,(t)|
does not grow faster than (log t)t k+34 . The result comes from the fact that Jk,(t) contains
the term (log t)Ik(t), and from an estimate of Ik(t) at infinity.
We proceed in the same way as for J ek,(t), because on both cycles Cr and C, the
variables x and y are real so that the above bounds still hold. Now since Cs = CE − (Cr +
C) the result follows for this last cycle. Since the homology Hc1 (F˜t ) is generated by the
lifts of Cs and Cr +C, the result holds for the integrals on all compact cycles.
If t tends sectorially to∞, then | cos(ϕ/i)| and | sin(ϕ/i)| are bounded and we conclude
in the same way as before. ✷
Now we concentrate on the integrals on the oval CE . They form a C[t,1/t]-module.
Proposition 11. For any integer   0, the dimension of the C[t,1/t]-module generated
by {Jk,p(t), k = 0,2, 0 p  } is 2(+ 1).
Proof. It comes from the asymptotic expansion at 0 (Lemma 3). ✷
Theorem 4. The C[t,1/t]-module of generalized Abelian integrals generated by {Jk,p(t),
k = 0,2, 0 p  } is equal to the C[t,1/t]-module generated by (log t)pIk(t), k = 0,2,
0 p  .
Proof. By induction on . It is true for = 0.
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The variation under the action of the monodromy of any element of the first module is
in {Jk,p(t), k = 0,2, 0 p  − 1}. By induction hypothesis, this is the same module as⊕
p−1
k=0,2
{
(log t)pIk(t)
}
C[t,1/t ].
Thus {
Jk,p(t), k = 0,2, 0 p  
}
C[t,1/t ] ⊂
⊕
p
k=0,2
(log t)pIk(t)C[t,1/t ].
But both modules have dimension 2(+ 1), so they are equal. ✷
3.3. The algorithm
Now we can generalize Françoise’s algorithm using multivalued functions f and g
belonging to F . First we generalize Proposition 2.
Proposition 12. If some multivalued -admissible form ω˜ verifies ∫
CE
ω˜(t) ≡ 0 then this
one-form can be written:
ω˜ =
∑
0p
ϕ−p
Fp
Pp(F )η1 +
∑
0p
ϕ−p
Fp
Qp(x, y,F ) dF + dR(x, y,F,ϕ)
with Pp(F ),Qp(x, y,F ) some polynomials and R polynomial in x, y,ϕ, of degree in ϕ
at most  and FR polynomial in F .
Proof. We use Proposition 9 to write
∫
CE(t)
ϕω(t) in theC[t,1/t]-module of generalized
Abelian integrals. From the dimension of this module, all integrals Jk,p, k = 0,2, p  ,
are algebraically independant. This implies that the form ω˜ is written as∑
0p
ϕ−p
Fp
Pp(F )η1 +
∑
0p
ϕ−p
Fp
Qp(x, y,F ) dF + dR(x, y,F,ϕ). ✷
We now show that a generalization of Françoise’s condition (∗) is verified. That is, we
show that any admissible form such that its integral on a family of ovals CE vanishes is
relatively exact in F . More precisely:
Proposition 13. Fix an integer  0 and let ωp, 0  p  , be polynomial one-forms of
the variables x, y . If∑p ∫CE(t)ϕpωp(t)≡ 0, then this form can be reduced, i.e. written:∑
p
ϕpωp = ϕ+1Q−1(F ) dF +
∑
0p+1
ϕ+1−p
Fp
Qp(x, y,F ) dF
+ dR(x, y,F,ϕ)
again with Q−1,Qp(x, y,F ) some polynomials and R as in Proposition 12.
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Proof. Proposition 12 implies that, under the hypothesis
∑
p
∫
CE(t)
ϕpωp(t) ≡ 0, this
-admissible form can be written∑
0p
ϕ−p
Fp
Pp(F )η1 +
∑
0p
ϕ−p
Fp
Qp(x, y,F ) dF + dR(x, y,F,ϕ).
Il remains only to reduce every term ϕ
−p
Fp
Pp(F )η1. This can be done using (3) which
allows us to write the form in the variables ϕ and F only:
η1 = i√
2
F dϕ+ dR, R(x, y)= F
2
√
2
sin(2ϕ/i).
We can integrate by parts to eliminate the terms ϕ−pη1 and then express F sin(2ϕ/i) and
F cos(2ϕ/i) as polynomials in x and y:
F sin(2ϕ/i)= (x
2 − 1)y√
2
, F cos(2ϕ/i)= (x
2 − 1)2
4
− y
2
2
. ✷
Finally we get a result analogous to the one of [7]:
Proposition 14. Let ω be a polynomial one-form in the variables x, y . Suppose that, for
some integer  0, M1(t)≡M2(t)≡ · · · ≡M(t)≡ 0. Then there exists a function
g(x, y,ϕ,F,1/F )= ϕQ(F )+
∑
1p
ϕ−s
Fp
Q,p(x, y,F ), g ∈F ,
with Q and all Q,p polynomials, such that
M+1(t)=
∫
CE(t)
(−1)+1gω.
Proof. We generalize the proof of [7], using induction on the weight .
If = 0 we know that M1(t)=
∫
CE(t)
(−ω), thus g0 = 1 is polynomial of degree 0 in all
variables.
If all Melnikov functions Mp(t),p  , are computed by generalized integrals∫
CE(t)
(−1)pgp−1ω with gp−1 as above, and if they are identically zero, then the last one,
M(t) is in the C[t]-module generated by:{
1
Fp
Jk,−1−p, k = 0,2, 0 p  − 1
}
.
Since M(t) is identically zero, and from Proposition 13, the multivalued form g−1ω can
be written g dF + df with g written as in the proposition. Then we proceed in the same
way as in the algebraic case, because the function f(x, y,ϕ,F ) is univalued on the oval
CE , hence the form df is exact on CE . ✷
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3.4. Structure theorems
In fact, we have proved:
Theorem 5 (Weak Structure Theorem). If all Melnikov functions Mp(t), p  , are
identically zero, then M+1(t) is an element of the C[t]-module generated by
1
t
I0(t),
1
t
I2(t),
1
t−1
J0,1(t),
1
t−1
J2,1(t), . . . , J0,(t), J2,(t).
This comes from the control of the degree in 1/F at each step.
Using Theorem 4, we get:
Theorem 6 (Strong Structure Theorem). The first nonzero Melnikov function M(t) of
the Poincaré map of a deformation of the symmetric quartic Hamiltonian F (4) along
the exterior cycle CE is an element of the C[t, t−1, log t] module generated by Abelian
integrals. If this Melnikov function is M(t), the degree of the coefficients in log t is at most
− 1, and the degree in 1/t is at most − 1.
4. Linear differential system
4.1. Picard–Fuchs system of (4)
We denote Ik(t)=
∫
CE
ηk. These Abelian integrals form a solution of the Picard–Fuchs
system (14) (see [10])
I1 = tI ′1,
I0 = 4t−13 I ′0 + 13I ′2,
I2 = 4t−115 I ′0 +
( 4t−1
5 + 415
)
I ′2.
(14)
Note that in the system (14) the variables separate, giving one equation for I1 and one two-
dimensional system in the variables I0, I2. Indeed, as was noted in Remark 1, the integral
I1 is induced by an integral on the sphere C∗. As H1(C∗) is one-dimensional, this integral
is a solution of a one-dimensional differential linear system.
The generic fiber Ft is a torus from which the two points at infinity are deleted. However
the residues at infinity of the forms η0 and η2 are zero. Let Ft be the closure of the fiber.
Then H1(Ft ) is two-dimensional, hence the vector (I0, I2) is a solution of a Picard–Fuchs
system of dimension 2.
Denoting
D(t)=
(
12t + 1 −5
−(4t − 1) 5(4t − 1)
)
, ∆(t)= 1
15
det
(
D(t)
)= 4t (4t − 1),
then, this system is written:
∆(t)
d
dt
(
I0
I2
)
=D(t)
(
I0
I2
)
. (15)
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4.2. Linear differential system in the fibration F˜
The C[t,1/t]-module of generalized Abelian integrals Jk,p(t), k = 0,2, 0 p  , is
equal to the C[t,1/t]-module generated by (log t)pIk(t), k = 0,2, 0  p  . This last
module is stable under derivation. This implies that generalized Abelian integrals satisfy a
triangular linear differential system.
Notice that by symmetry of the Hamiltonian (4), one can replace ϕ by −ϕ and log t by
− log t . Then if = 2m+ 1 is odd, the system of rank 2(+ 1) splits into two differential
systems of rank 2(m+ 1), one containing only even powers of ϕ and log t , and the other
one containing the odd powers.
In this section we prove the following more precise result:
Theorem 7. The integrals J0,(t), J2,(t) satisfy:
1. If  is even, = 2m,
∆(t) d
dt
J0,2m(t) = (12t + 1)J0,2m(t)− 5J2,2m(t)
+
m∑
p=1
S0,p
tp
(t)J0,2m−2p(t)
+
∑
p=1
S2,p
tp
(t)J2,2m−2p(t),
4t dJ2,2m(t)
dt
=−J0,2m(t)+ 5J2,2m(t).
(16)
2. If  is odd, = 2m+ 1,
∆(t) d
dt
J0,2m+1(t) = (12t + 1)J0,2m+1(t)− 5J2,2m+1(t)
+
m∑
p=1
T0,p
tp
(t)J0,2m+1−2p(t)
+
∑
p=1
T2,p
tp
(t)J2,2m+1−2p(t),
4t dJ2,2m+1(t)
dt
=−J0,2m+1(t)+ 5J2,2m+1(t).
(17)
The functions Sk,p, k = 0,2, p m, and Tk,p, k = 0,2, p m, are polynomials in t
of degree p and do not vanish at 0.
Note that the second differential equation of (16) and (17) contains only generalized
Abelian integrals of degree . In the first equation, t = 0 is a pole of order []/2 + 1
exactly, contrary to the Abelian case where it is a pole of order 1.
Denote
J (t)=

J0,0(t)
J2,0(t)
J0,1(t)
J2,1(t)
· · ·
J0,(t)
J2,(t)

.
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Let D(t) be a block-diagonal (2( + 1),2(+ 1)) matrix, each block beeing the (2,2)
matrix D. Let N(t) be a nilpotent lower triangular matrix, with coefficients polynomials
in t and 1/t .
From Theorem 7, we deduce:
Corollary 1. The vector J (t) satisfies the linear differential system
d
dt
J (t)= 1
∆(t)
(
D(t)+N(t)
)
J (t)
where t = 0 is a pole of order []/2+ 1, hence a non-fuchsian singular point [1].
Note that the degree in 1/t is given in Theorem 7.
We give the proof of Theorem 7 in the general case, whenever  is even or odd. In a first
step, we derive generalized Abelian integrals (Lemma 5). The formula is more complicated
than the formula giving the derivative of Abelian integrals. It involves integrals analogous
to the derivatives of Abelian integrals, which will be denoted by the letter L, and a new
kind of integrals, which will be denoted by the letter A. All integrals J,A,L are related
as stated in Lemma 6. Thus we eliminate first integrals A and get Lemma 8. Finally, we
have to express integrals L as combinations of generalized Abelian integrals and we get
Eqs. (16) and (17). It remains to verify the order of the pole t = 0, this is done in the last
Lemma 9.
Lemma 5. The derivative of the generalized Abelian integrals are given by:
dJk,
dt
=
∫
CE(t)
ϕ
xk
y
dx + i√2 
4t
∫
CE(t)
ϕ−1
(
xk+2 − xk)dx.
Proof. We use the Gelfand–Leray formula: for any k ∈N,
d
dt
Jk,(t)=
∫
CE(t)
d(ϕxky dx)
dF
.
The Gelfand–Leray derivative of dϕ comes from:
xF dx = 1
4
(
x2 − 1)dF + i√
2
yF dϕ. ✷ (18)
Notice that if = 0 or = 1, this is the same formula as for classical Abelian integrals.
For the general case, we denote
Ak,(t)=
∫
CE(t)
ϕxk dx, Lk,(t)=
∫
CE(t)
ϕ
xk
y
dx.
In order to prove the Theorem 7, we have to express the integrals Ak,(t),Lk,(t) using the
generalized Abelian integrals Jk,p(t), k = 0,2, p  . With these notations
dJk,
dt
= Lk,(t)+ i
√
2

4t
(
Ak+2,−1(t)−Ak,−1(t)
)
. (19)
A. Jebrane et al. / Bull. Sci. math. 126 (2002) 705–732 729
Using Eq. (4), Eq. (18), and integrations by parts, we prove:
Lemma 6. Generalized Abelian integrals satisfy:
1. 2Jk, = (4t − 1)Lk, −Lk+4, + 2Lk+2,,
2. (k + 1)Jk, = Lk+4, −Lk+2, + i
√
2Ak+2,−1,
3. (k + 3)Jk, = (4t − 1)Lk, +Lk+2, + i
√
2Ak+2,−1,
4. (k + 1)Ak, = i
√
2Lk+2,−1,
5. (k + 5)Ak+4, =−2i
√
2Jk+2,−1 + (k + 1)(4t − 1)Ak,+ 2(k + 3)Ak+2,.
Using these relations, we obtain a relation between L., and the integrals J.,,A.,−1.
Lemma 7.{
(4t − 1)Lk, +Lk+2, = (k + 3)Jk, − i
√
2Ak+2,−1,
4tLk+2, =−(k + 1)Jk, + (k + 5)Jk+2, − i
√
2(Ak+4,−1 −Ak+2,−1).
Putting the second relation in Lemma 5, we obtain:
4t
dJk+2,(t)
dt
=−(k + 1)Jk,(t)+ (k + 5)Jk+2,(t). (20)
Note that k = 0 gives the second equation of (16) and (17). It remains to obtain the first
one.
We combine both equations of Lemma 7 to eliminate Lk+2,.Then we have to eliminate
Ak+4,−1(t). Therefore, we use relation (5) in Lemma 6. Thus we obtain a relation between
dJk,(t)
dt
, Jk,, Jk+2,, Jk+2,−2,Ak,−1 and Ak+2,−1:
4t (4t − 1)dJk,
dt
= [(k + 3)4t + (k + 1)]Jk, − (k + 5)Jk+2,
+ 4(− 1)
k + 5 Jk+2,−2 −
4i
√
2
k + 5
(
(4t − 1)Ak,−1 +Ak+2,−1
)
.
In order to eliminate the remaining Ak+2,−1 and Ak,−1 we use the relation 4 in
Lemma 6. Putting k = 0 in the relation thus obtained, we get
Lemma 8.
4t (4t − 1) dJ0,
dt
= (12t + 1)J0,− 5J2,
+ 8(−1)5 ( 12J2,−2 + (4t − 1)L2,−2 + 13L4,−2),
4t dJ2,
dt
=−J0, + 5J2,.
We have now to express the integrals L2,−2 and L4,−2 as combinations of generalized
Abelian integrals Jk,p with p  − 2.
We denote
B(t)=
(4t − 1 13
4t − 1 20t+13
)
, M(t)=
( −1 5
4t − 1 5
)
(21)
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and
b(t)=
( −J0,(t)+ 5J2,(t)− 45(− 1)J2,−2(t)
(4t − 1)J0,(t)+ 5J2,(t)− 45(− 1)J2,−2(t)
)
. (22)
Then using the matrix T defined as
T =
(0 25
0 25
)
,
we can write
b(t)=M(t)
(
J0,
J2,
)
− 2(− 1)T
(
J0,−2
J2,−2
)
.
Then all previous equations give that the vector
L(t)=
(
L2,(t)
L4,(t)
)
satisfies
L(t)= 14t b(t)+
(− 1)
10t
B(t).L−2(t), for  2. (23)
For = 0 we use (19) with k = 4 and k = 2, and the second equation of Lemma 7, and
we obtain:
4t
dJ4,0
dt
= 4tJ0,0 + 4t dJ2,0
dt
= (4t − 1)J0,0 + 5J2,0.
One verifies in this way that (23) is true for = 0.
One proceeds exactly in the same way for  = 1. This recurrence relation allows us
to write the vector L(t) as an element of the C[t,1/t]-module of generalized Abelian
integrals.
It is true for  even or odd, and we put m= [/2].
L(t) = 14t
(
M(t)
(
J0,(t)
J2,(t)
)
+
m∑
p=1
1
(10t)p
!
(− 2p)!B(t)
p−1C(t)
(
J0,−2p(t)
J2,−2p(t)
))
.
The matrix C(t) is given by
C(t)= B(t)M(t)− 20tT (t).
Lemma 9. In Eqs. (16) t = 0 is a pole of order m+ 1.
Proof. We want to prove that S0,m(0) and S2,m(0) are nonzero. Indeed,
C(t)= B(t)M(t)− 20tT = 2
3
(
1 −5
+1 −5
)
+O(t). (24)
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We deduce that the term of highest order in 1/t is
− 1
4t
1
(10t)m
(
2
3
)m+1
!.
The proof is similar for system (17). ✷
Lemma 10. In the system (16), the coefficient of J.,−2p(t) contains 1/t to the power p+1.
Proof. We expand B(t)p−1C(t) with respect to t :
B(t)p−1C(t)=
(
−2
3
)p (−1 5
−1 5
)
+O(t),
then we use the relation giving the integrals L2,(t) and L0,(t) as combinations of the
generalized Abelian integrals J . We get:
1
2
J2,(t)+ (4t − 1)L2,(t)+ 13L4,(t)
= 1
6t
(
m∑
p=0
1
(15t)p
!
(− 2p)!
[(
1+ o(1))J0,−2p(t)− (5+ o(1))J2,−2p(t)]).
We put this expression in the first equation of Lemma 8, only replacing  by − 2. ✷
5. Concluding remarks
1. This work treats an example, with a one-parameter perturbation linear with respect to
this parameter (1). The nonlinear one-parameter perturbation, depending analytically
on this parameter can be treated exactly in the same way.
2. Next question concerning the example is the study of the full deformation of the
symmetric Hamiltonian, i.e. a deformation in the Hamiltonian and the transversal
direction, and the study of the number of zeroes and limit cycles appearing in the
deformation.
3. Further steps could be to generalize this method to the case where the condition (∗)
is verified on an infinite cyclic covering of the complement of some atypical curves
in CP2. Next, one could hope for a generalization to the case where the orbit of a
cycle under the action of the monodromy is exactly the complement of the homology
generated by the residual cycles at infinity.
4. It seems challenging to describe the extension of the module of Abelian integrals to
which all Melnikov functions belong. Probably results from the differential Galois
theory should be useful.
5. We also would like to understand how the torsion defined by P. Bonnet is related to
our computations.
Note added in the proofs: it has been suggested to us by I. Iliev and L. Gavrilov that the
first nonvanishing Melnikov function could be an Abelian integral.
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