INTRODUCTION
In recent years, variational inequalities have been extended and generalized in different directions, using novel and innovative techniques. Useful and important generalizations of variational inequalities are variational inclusions.
Recently, in [1] [2] [3] [4] , Noor introduced and studied the following class of important variational inclusions.
Let H be a real Hilbert space, C(H) be a family of all nonempty compact subsets of H. Let T, V : H ~ C(H) be the multivalued mappings and g : H --+ H be a single-valued mapping.
Let A(., .) : H x H -~ H be a maximal monotone mapping with respect to the first argument. For a given nonlinear mapping N(., . which is called the mukivalued quasi-variational inclusion problem. By using the resolvent operator technique, some existence theorem of solution and iterative approximation theorems for solving these kinds of variational inclusions are established.
) : H × H --* H consider the problem of finding u E H, w E T(u), y E V(u)
The purpose of this paper is to introduce and study a class of more general multivalued quasi-variational inclusions in Banach spaces without compactness conditions. By using the accretive operator technique, we establish the equivalence between these kinds of multivalued quasi-variational inclusions and certain multivalued accretive equations in Banach space. Then, invoking Michael's selection theorem [5] and Nadler's theorem [6] , some existence theorems and iterative algorithms for solving these kinds of multivalued quasi-variational inclusions in Banach spaces are established and suggested. The results presented in this paper generalize, improve, and unify the corresponding results of Noor [1] [2] [3] [4] , Ding [7] , Jung and Morales [8] , Zeng [9] , and Chang, Kim and Cho [10] [11] [12] .
PRELIMINARIES
Throughout this paper, we assume that E is a real Banach space, E* is the topological dual space of E, CB(E) is the family of all nonempty closed and bounded subset of E, (., .) is the dual pair between E and E*, D(., .) is the Hausdorff metric on CB(E) defined by
D(A, B):max~supd(x, B), supd(A, y)}, t~eA y~B A, BECB(E). D(T) and R(T)
denote the domain and range of T, respectively, J : E -~ 2 E* is the normalized duality mapping defined by J(x) : {f ~ E*: (x,f) : Jlxll [14, 15] 
This problem is called the set-valued mixed quasi-variational inequality, which was intro-
duced and studied by Noor [I6] .
If C -= I, V = O, T = I, S : E --* E is a single-vMued mapping and N(x, y) = Sx, for all (x,y) E E x E, A(x,y) -A(x), then, problem (2.1) is equivalent to finding q E E, such
that f E Sq + AAq.
(2.5)
This problem was introduced and studied in [8, 17] .
If the function ¢(., .) is the indicator function of a closed convex-valued
set K(u) in H, that is, O, if u E K ¢ = = +oo, otherwise, k then, problem (2.
4) is equivalent to finding u E I-t, w E T(u), v E
This problem has been considered by Noor [16] , using the projection method and the implicit Wiener-ttopf equation technique, (6) If K*(~) = {4 e H, <~,v) > 0, Vv e K(~)} is a pore co~e Wthe convex-valued cone
which is called the multi-valued implicit complementarity problem. (See [3, 4] .)
The above observations show that for a suitable choice of the mappings T, V, G, Z, A, N, and space E, one can obtain a number of known and new classes of variational inequalities, variational inclusions and the corresponding optimization problems from the multi-valued quasi-variational inclusion problem (2.1). Furthermore, these types of variational inclusions enables us to study many important problems arising in mathematical, physical, and engineering sciences in a general and unified framework.
Related to the multivalued quasi-variational inclusion (2.1), we now consider the following multivalued operator equation,
where H, K : E --+ 2 E are two multivalued mappings defined by
We have the following result.
LEMMA 2.1. For given fEE, A>0, (q, w, v, !], z) (whereqE E, wET(q),vEV(q),gE C(q), z E Z(q)) is a solution of (2.1), if and only ifq E E is a solution of (2.8).
PaooF. If (q, w, v, 9, z) is a solution of (2.1), then, we have
i.e., q is a solution of (2.8).
Conversely, if q C E is a solution of (2.8), then, we have
i.e., (q, w, v, g, z) is a solution of (2. 
DEFINITION 2.4. Let T : E --* CB(E) be a set-valued mapping and D(., .) be the Hausdorf[ metric on CB(E). T is said to be ~-Lipschitzian continuous, if, for any x, y E E,
where ~ > 0 is a constant.
In order to prove our main results, the following lemmas will be needed. 
LEMMA 2.6. (See [6].) Let E be a complete metric space, T : E --+ CB(E) be a set-valued mapping. Then, for any given e > 0 and, for any given x,y E E, u E Tx, there exists v E Ty, such that d (u, v) < (1 + e) D (Tx, Ty), where D(., .) is the Hausdorff metric on CB(E).
LEMMA 2.7. (See [19] .
) Let E be a uniformly smooth Banach space and A : D(A) c E ~ 2 E be a m-accretive and C-expansive mapping, where ¢ : [0, oo) ~ [0, o~) is a strictly increasing function with ¢(0) = O. Then, A is surjective.

EXISTENCE THEOREM OF SOLUTIONS FOR MULTIVALUED QUASI-VARIATIONAL INCLUSIONS
In this section, we sha/1 establish an existence theorem of solutions for multivalued quasivariational inclusion (2.1). We have the following result.
THEOREM 3.1. Let E be a red uniformly smooth Bane& space, T, V, G, Z : E --* CB(E) be four continuous set-valued mappings, C : [0, oo) --+ [0, oo) be a strictly increasing function with ¢5(0) = O, A(., .) and N(., .) : E x E --~ E be two continuous nonlinear mappings satisfying the foIlowing conditions. (i) Mapping x ~-, N(x, y) is C-strongly accretive with respect to mapping T and mapping x H A(x, y) is C-strongly accretive with respect to mapping C. (ii) Mapping y ~-+ N(x, y) is accretive with respect to mapping V and mapping y ~ A(x, y)
is accretive with respect to mapping Z. such that (q, w, v, g, z) is a solution of the multivaIued quasi-variationM inclusion (2.1) . This completes the proof of Theorem 3.1.
Then, for any given f E E, ~ > 0, there exist q E E, w E T(q), v E V(q), 9 E a(q), z e Z(q),
PROOF. It follows from Conditions (i), (ii), and Lamina 2.2, that mappings H,K : E -+ 2 E
APPROXIMATE PROBLEM OF SOLUTIONS FOR
In Theorem 3.1, we have proved that under suitable conditions, there exists (q, w, v, 9, z) (where q E E, w E T(q), v E V(q), g E G(q), z E Z(q)), which is a solution of multivalued quasivariational inclusion (2.1). In this section, we shall study the approximate problem of solution (q, w, v, g, z) of variational inclusion (2.1).
For the purpose, we first invoke Michael's selection theorem and Nadler's theorem to suggest the following algorithms for solving this kind of variational inclusions.
ALGORITHM. Let {aN} be a sequence in [0,1], f C E be any given point and A > 0 be any given positive number. Let us define a mapping S : E --* E by Sx = f +x-h(x)-lk(x),
x E E.
Let {u,~} be any given sequence in E. For any given x0 E E, wo 6 Txo, vo E Vxo, go E Gxo, zo E Zxo, compute the sequence {x~}, {w~}, {v~}, {gn}, {z~}, by the iterative schemes, such that The sequence {Xn} defined by (4.1) is called the Mann type iterative sequence with errors.
We have the following results. 
THEOREM 4.1. Let E be a real uniformly smooth Banach space, T, V, G, Z : E -~ CB(E) be four set-valued mappings, satis~ing the following conditions. (iii) T, V, G, Z are #, ~, ~, fl-Lipschitzian continuous mappings, respectively.
Let N(., .) and A(., .) : E × E --+ E be two continuous nonlinear mappings satisfying Conditions (i) and (ii) in Theorem 3.1. Let H and K be the m-accretive and C-strongly accretive mappings defined by (2.9). Let h(x) and k(x) : E --+ E be the continuous, ¢-strongly accretive and m-accretive selection of H(x) and K(x), respectively. For any given f E E and A > O, define a mapping S : E ~ E by
Sx = f + x-h (x) -Ak (x) , x E E.
Then, for any given xo E E, wo E T(xo), vo E V(xo), go e G(xo), zo e Z(xo), the iterative sequence {x~}, {w~}, {v~}, {g~}, and {Zn} defined by (4.1) converge strongly to the solution q, w, v, g, z where q E E, w E T(q), v E V(q), g 6 G(q), z E Z(q), of multivalued quasi-variational inclusion (2.1), respectively, if and only if the sequence { Sx~} is bounded.
THE PROOF OF NECESSITY OF THEOREM 4.1. If the sequence {x~} converges strongly to q E E, then, {x~} is bounded. Since S is continuous, {Sx~} is bounded.
THE PROOF OF SUFFICIENCY OF THEOREM 4.1. Suppose that {Sx~} is bounded in E. By as n --~ oc.
Next, we consider the second term on the right side of (4.5).
Since h + Ak is C-strongly accretive, by Remark 2.2, S is C-strongly pseudo-contractive. Again, since q is the unique solution of equation
x e E, hence, q is a fixed point of S. Therefore, we have This implies that w* = w.
By the same way, we can prove that v* E V(q), v* = v, g* E G(q), g* = g and z* E Z(q),
Z*~_Z.
Summing up the above arguments, we have prove that the sequences {xn}, {Wn}, {vn}, {gn), {Zn} defined by (4.1) converge strongly to the solution q, w, v, g, z of multivalued variational inclusion (2.1), respectively.
This completes the proof of Theorem 4.1. [7] , Chang, Kim and Cho [10] [11] [12] , dung and Morales [8] , and Zeng [9] . Especially, Theorem 4.1 generalizes and improves [1] [2] [3] [4] in the following aspects.
(1) The compactness condition Noor puts on the mappings T, V in [i-4] all are removed. (2) The setting of Hilbert space in [1] [2] [3] [4] is generalized to Banach space. (3) The multivalued quasi-variational inclusions discussed in [1] [2] [3] [4] are a special case of (2.1) with G being a single-valued mapping and Z = I gdentity mapping on E). (4) The resulted consequence in our paper is a necessary and sufficient condition for sequence {Xn} defined by (4.1) converging to a solution of (2.1). (5) The method used in [1] [2] [3] [4] is resolvent operator technique, but the method used in our paper is the accretive operator technique and Michael's selection theorem.
