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RESTRICTIONS OF HO¨LDER CONTINUOUS FUNCTIONS
OMER ANGEL, RICHA´RD BALKA, ANDRA´S MA´THE´, AND YUVAL PERES
Abstract. For 0 < α < 1 let V (α) denote the supremum of the numbers v
such that every α-Ho¨lder continuous function is of bounded variation on a set
of Hausdorff dimension v. Kahane and Katznelson (2009) proved the estimate
1/2 ≤ V (α) ≤ 1/(2−α) and asked whether the upper bound is sharp. We show
that in fact V (α) = max{1/2, α}. Let dimH and dimM denote the Hausdorff
and upper Minkowski dimension, respectively. The upper bound on V (α) is
a consequence of the following theorem. Let {B(t) : t ∈ [0, 1]} be a fractional
Brownian motion of Hurst index α. Then, almost surely, there exists no set
A ⊂ [0, 1] such that dimMA > max{1 − α, α} and B : A → R is of bounded
variation. Furthermore, almost surely, there exists no set A ⊂ [0, 1] such that
dimMA > 1 − α and B : A → R is β-Ho¨lder continuous for some β > α. The
zero set and the set of record times of B witness that the above theorems
give the optimal dimensions. We also prove similar restriction theorems for
deterministic self-affine functions and generic α-Ho¨lder continuous functions.
Finally, let {B(t) : t ∈ [0, 1]} be a two-dimensional Brownian motion.
We prove that, almost surely, there is a compact set D ⊂ [0, 1] such that
dimH D ≥ 1/3 and B : D → R2 is non-decreasing in each coordinate. It
remains open whether 1/3 is best possible.
1. Introduction
Let Cα = Cα[0, 1] denote the set of α-Ho¨lder continuous functions f : [0, 1]→ R.
In 2009, Kahane and Katznelson [11] proved the following result and asked whether
it is sharp.
Theorem (Kahane-Katznelson). For every 0 < α < 1 there exists a function
gα ∈ Cα such that if A ⊂ [0, 1] and gα|A is of bounded variation, then the Hausdorff
dimension satisfies dimH A ≤ 1/(2− α).
Question (Kahane-Katznelson). Is the above result best possible?
We answer this question negatively and determine the optimal bound
V (α) = inf
f∈Cα
sup
A⊂[0,1]
{dimH A : f |A is of bounded variation},
see Figure 1 for a comparison.
Theorem 1.1. For all 0 < α < 1 we have
V (α) = max {1/2, α} .
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Figure 1. The function V (α) = max{1/2, α} compared to 1/(2− α).
Figure 2. A third level approximation of a self-affine function fα
with Ho¨lder exponent α = log 2/ log 6.
For a question of Kahane and Katznelson on Ho¨lder restrictions see Question 2.7
in the next section. We present two constructions, one deterministic and one sto-
chastic, that answer the aforementioned questions. First we consider self-affine
functions, see Definition 3.1 and Figure 2 for illustration.
Theorem 1.2. There is a dense set ∆ ⊂ (0, 1) with the following property. For
each α ∈ ∆ there is a self-affine function fα ∈ Cα[0, 1] such that for all A ⊂ [0, 1]
(1) if fα|A is β-Ho¨lder continuous for some β > α, then dimMA ≤ 1− α;
(2) if fα|A is of bounded variation, then dimMA ≤ max{1− α, α}.
For a stochastically self-affine process, fractional Brownian motion (see Defini-
tion 3.2), we prove the following.
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Theorem 1.3. Let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian
motion of Hurst index α. Then, almost surely, for all A ⊂ [0, 1]
(1) if B|A is β-Ho¨lder continuous for some β > α, then dimMA ≤ 1− α;
(2) if B|A is of bounded variation, then dimMA ≤ max{1− α, α}.
Corollary 1.4. Let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian
motion of Hurst index α. Then
P(∃A : dimMA > max{1− α, α} and B|A is non-decreasing) = 0.
Let Z be the zero set of B and let R = {t ∈ [0, 1] : B(t) = maxs∈[0,t]B(s)} be
the set of record times of B. It is classical that, almost surely, dimH Z = 1−α, see
[10, Chapter 18]. For the record, let us state the following, more subtle fact.
Proposition 1.5. Almost surely, dimH R = dimMR = α.
We could not find a reference for this in the literature, and include a proof in
Section 6. Clearly Z and R witness that Theorem 1.3 and Corollary 1.4 are best
possible.
Simon [20] proved that a standard linear Brownian motion is not monotone
on any set of positive Lebesgue measure. Theorem 1.3 for α = 1/2 with Hausdorff
dimension in place of upper Minkowski dimension is due to Balka and Peres [4]. The
methods used there do not extend to Minkowski dimension or to general exponents
α. Related results in the discrete setting, concerning non-decreasing subsequences
of random walks, can be found in [2].
Now we consider higher dimensional Brownian motion.
Definition 1.6. Let d ≥ 2 and f : [0, 1]→ Rd. We say that f is non-decreasing on
a set A ⊂ [0, 1] if all the coordinate functions of f |A are non-decreasing.
Theorem 1.7. Let {B(t) : t ∈ [0, 1]} be a standard two-dimensional Brownian
motion. Then, almost surely, there exists a compact set D ⊂ [0, 1] such that B is
non-decreasing on D and dimH D ≥ 1/3.
Corollary 1.4 (or [4, Theorem 1.2]) implies that, almost surely, the d-dimensional
Brownian motion B cannot be non-decreasing on any set of Hausdorff dimension
larger than 1/2. The following problem remains open in all dimensions d ≥ 2.
Question 1.8. Let d ≥ 2 and let {B(t) : 0 ≤ t ≤ 1} be a standard d-dimensional
Brownian motion. What is the supremum of the numbers γ such that, almost surely,
B is non-decreasing on some set of Hausdorff dimension γ?
Finally, we prove restriction theorems for the generic α-Ho¨lder continuous func-
tion (in the sense of Baire category), see the following section for the details.
2. Related work and general statements
Let C[0, 1] denote the set of continuous functions f : [0, 1] → R endowed with
the maximum norm. Elekes [6, Theorems 1.4, 1.5] proved the following restriction
theorem.
Theorem 2.1 (Elekes). Let 0 < β < 1. For the generic continuous function
f ∈ C[0, 1] (in the sense of Baire category) for all A ⊂ [0, 1]
(i) if f |A is β-Ho¨lder continuous, then dimH A ≤ 1− β;
(ii) if f |A is of bounded variation, then dimH A ≤ 1/2.
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Kahane and Katznelson [11, Theorems 2.1, 3.1], and independently Ma´the´ [16,
Theorems 1.4, 1.5] proved that the above result is sharp.
Theorem 2.2 (Kahane-Katznelson, Ma´the´). Let 0 < β < 1. For every f ∈ C[0, 1]
there are compact sets A,C ⊂ [0, 1] such that
(i) dimH A = 1− β and f |A is β-Ho¨lder continuous;
(ii) dimH C = 1/2 and f |C is of bounded variation.
In other words there is always a set A with the given properties and dimension,
and for generic functions there is no A of larger dimension. Let us recall that the
β-variation of a function f : A→ R is defined as
V β(f) = sup
{
n∑
i=1
|f(xi)− f(xi−1)|β : x0 < · · · < xn, xi ∈ A, n ∈ N+
}
.
In the theorems above, bounded variation can be generalized to finite β-variation for
all β > 0 by similar methods. For the following result see Ma´the´ [16, Theorem 5.2].
Theorem 2.3 (Ma´the´). Let β > 0 and f ∈ C[0, 1]. Then there is a compact set
A ⊂ [0, 1] such that dimH A = β/(β + 1) and f |A has finite β-variation.
Our initial interest came from questions of Kahane and Katznelson [11] on re-
strictions of Ho¨lder continuous functions. First we need the following definition.
Definition 2.4. Let Cα(A) be the set of α-Ho¨lder continuous functions f : A→ R.
For all 0 < α < 1 and β > 0 define
H(α, β) = inf
f∈Cα[0,1]
sup
A⊂[0,1]
{
dimH A : f |A ∈ Cβ(A)
}
,
V (α, β) = inf
f∈Cα[0,1]
sup
A⊂[0,1]
{
dimH A : V
β(f |A) <∞
}
.
Replacing Hausdorff dimension by upper Minkowski dimension yields
H(α, β) = inf
f∈Cα[0,1]
sup
A⊂[0,1]
{
dimMA : f |A ∈ Cβ(A)
}
,
V (α, β) = inf
f∈Cα[0,1]
sup
A⊂[0,1]
{
dimMA : V
β(f |A) <∞
}
.
Remark 2.5. As the Hausdorff dimension is smaller than or equal to the upper
Minkowski dimension, H(α, β) ≤ H(α, β) and V (α, β) ≤ V (α, β). If β ≥ 1/α then
V β(f) <∞ for all f ∈ Cα[0, 1], so V (α, β) = V (α, β) = 1.
For the following theorem see [11, Theorems 5.1, 5.2].
Theorem 2.6 (Kahane-Katznelson). For all 0 < α < β < 1 we have
H(α, β) ≤ 1− β
1− α and V (α, 1) ≤
1
2− α.
Question 2.7 (Kahane-Katznelson). Are the above bounds optimal?
We answer this question negatively and find the sharp bounds, which generalizes
Theorem 1.1.
Theorem 2.8. For all 0 < α < 1 we have
H(α, β) = H(α, β) = 1− β for all α < β ≤ 1,
V (α, β) = V (α, β) = max {αβ, β/(β + 1)} for all 0 < β < 1/α.
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In Section 4 we prove restriction theorems for functions which satisfy certain
scaled local time estimates. This allows us to prove the following more general
version of Theorems 1.2 and 1.3, see Sections 5 and 6, respectively.
Theorem 2.9. There is a dense set ∆ ⊂ (0, 1) with the following property. For
each α ∈ ∆ there is a self-affine function fα ∈ Cα[0, 1] such that for all A ⊂ [0, 1]
(1) if fα|A ∈ Cβ(A) for some β > α, then dimMA ≤ 1− α;
(2) if V β(fα|A) <∞ for some β > 0, then dimMA ≤ max{1− α, αβ}.
Theorem 2.10. Let 0 < α < 1 and let {B(t) : t ∈ [0, 1]} be a fractional Brownian
motion of Hurst index α. Then, almost surely, for all A ⊂ [0, 1]
(1) if B|A ∈ Cβ(A) for some β > α, then dimMA ≤ 1− α;
(2) if V β(B|A) <∞ for some β > 0, then dimMA ≤ max{1− α, αβ}.
The zero set of B and the following result (see [4, Theorem 4.3]) with Lemma 6.7
witness that Theorem 2.10 (2) is sharp for all β ≤ 1/α.
Theorem 2.11. Let 0 < α < 1 and 0 < β ≤ 1/α be fixed. Then there is a compact
set A ⊂ [0, 1] (which depends only on α and β) such that dimH A = αβ and if
f : [0, 1]→ R is a function and c ∈ R+ such that for all x, y ∈ [0, 1] we have
|f(x)− f(y)| ≤ c|x− y|α log(1/|x− y|),
then f |A has finite β-variation.
In Section 5 we prove Theorem 2.8 by using Theorem 2.9 to obtain the sharp
upper bounds for H(α, β) and V (α, β). Theorem 2.10 may be used there instead of
Theorem 2.9. Finally, Theorems 2.2, 2.3 and 2.11 provide the optimal lower bounds
for H(α, β) and V (α, β).
In Section 7 we consider higher dimensional Brownian motion and prove The-
orem 1.7. In order to do so, we establish a general limit theorem for random
sequences with i.i.d. increments, which is of independent interest.
Finally, in Section 8 we study generic α-Ho¨lder continuous functions in the sense
of Baire category.
Definition 2.12. For 0 < α < 1 let Cα1 [0, 1] be the set of functions f : [0, 1] → R
such that for all x, y ∈ [0, 1] we have
|f(x)− f(y)| ≤ |x− y|α.
Let us endow Cα1 [0, 1] with the maximum metric, then it is a complete metric space
and hence we can use Baire category arguments.
We show that the generic f ∈ Cα1 [0, 1] witnesses H(α, β) = 1− β and V (α, β) =
max{αβ, β/(β + 1)} for all β simultaneously.
Theorem 2.13. Let 0 < α < 1. For the generic f ∈ Cα1 [0, 1] for all A ⊂ [0, 1]
(1) if f |A ∈ Cβ(A) for some α < β ≤ 1, then dimH A ≤ 1− β;
(2) if V β(f |A) <∞ for some β > 0, then dimH A ≤ max{αβ, β/(β + 1)}.
3. Preliminaries
Let A ⊂ [0, 1] be non-empty and α > 0. A function f : A → R is called
(uniformly) α-Ho¨lder continuous if there exists a constant c ∈ (0,∞) such that
|f(x) − f(y)| ≤ c|x − y|α for all x, y ∈ A. For the definitions of C[0, 1], Cα[0, 1],
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and Cα1 [0, 1] see Section 2. The diameter of A is denoted by diamA. For all s ≥ 0
the s-Hausdorff content of A is
Hs∞(A) = inf
{ ∞∑
i=1
(diamAi)
s : A ⊂
∞⋃
i=1
Ai
}
.
The Hausdorff dimension of A is defined as
dimH A = inf{s ≥ 0 : Hs∞(A) = 0}.
Let |F | denote the cardinality of the set F . Let M ≥ 2 be an integer. For all n ∈ N
and A ⊂ [0, 1] define
Dn(M) =
{
[pM−n, (p+ 1)M−n) : p ∈ {0, . . . ,Mn − 1}} ,
Dn(A,M) = {I ∈ Dn(M) : I ∩A 6= ∅},(3.1)
Nn(A,M) = |Dn(A,M)|.
The upper Minkowski dimension of A is defined as
dimMA = lim sup
n→∞
logNn(A,M)
n logM
.
It is easy to show that this definition is independent of the choice of M and we
have dimH A ≤ dimMA for all A ⊂ [0, 1]. For more on these concepts see [8].
Definition 3.1. A compact set K ⊂ R2 is called self-affine if for some M ≥ 2
there are injective and contractive affine maps F1, . . . , FM : R2 → R2 such that
K =
M⋃
i=1
Fi(K).
A continuous function f ∈ C[0, 1] is self-affine if graph(f) ⊂ R2 is a self-affine set.
Definition 3.2. Let 0 < α < 1. The process {B(t) : t ≥ 0} is called a fractional
Brownian motion of Hurst index α if
• B is a Gaussian process with stationary increments;
• B(0) = 0 and t−αB(t) has standard normal distribution for every t > 0;
• almost surely, the function t 7→ B(t) is continuous.
The covariance function of B is E(B(t)B(s)) = (1/2)(|t|2α + |s|2α − |t − s|2α).
It is well known that almost surely B is γ-Ho¨lder continuous for all γ < α, see
Lemma 6.7 below. For more information on fractional Brownian motion see [1].
Let X be a complete metric space. A set is somewhere dense if it is dense in a
non-empty open set, otherwise it is nowhere dense. We say that A ⊂ X is meager
if it is a countable union of nowhere dense sets, and a set is called co-meager if its
complement is meager. A set is of second category if it is not meager. By Baire’s
category theorem a set is co-meager iff it contains a dense Gδ set. We say that the
generic element x ∈ X has property P if {x ∈ X : x has property P} is co-meager.
Let (K[0, 1], dH) be the set of non-empty compact subsets of [0, 1] endowed with
the Hausdorff metric, that is, for each K1,K2 ∈ K[0, 1] we have
dH(K1,K2) = min {r : K1 ⊂ B(K2, r) and K2 ⊂ B(K1, r)} ,
where B(A, r) = {x ∈ R : ∃y ∈ A such that |x − y| ≤ r}. Then (K[0, 1], dH) is a
compact metric space, see [12] for more on this concept.
Let supp(µ) stand for the support of the measure µ. For x ∈ R let bxc and dxe
denote the lower and upper integer part of x, respectively.
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4. Functions satisfying a scaled local time estimate
In this section we prove restriction theorems for functions satisfying a scaled
local time estimate. First we need some notation.
Definition 4.1. Let α ∈ [0, 1] and an integer M ≥ 2 be fixed. Let n ∈ N and
0 ≤ p ≤Mn − 1. A time interval of order n is of the form
In,p = [pM
−n, (p+ 1)M−n).
Let q ∈ Z. A value interval of order n is of the form
Jn,q = [qM
−αn, (q + 1)M−αn).
For all 0 ≤ m ≤ n define
In,m,p = {I ∈ Dn(M) : I ⊂ Im,p},
where Dn(M) is the set of time intervals of order n. Clearly, |In,m,p| = Mn−m.
Definition 4.2. For a function f : [0, 1] → R the scaled local time An,m,p,q(f) is
the number of order n intervals in In,m,p in which f takes at least one value in Jn,q:
An,m,p,q(f) = |{I ∈ In,m,p : ∃x ∈ I, f(x) ∈ Jn,q}| .
It is easy to see that if f is α-Ho¨lder continuous then for every n,m, p, for some
q we have An,m,p,q(f) ≥ cM (1−α)(n−m), since the function cannot visit too many
different value intervals in any given time interval. Finally, for each n ∈ N+ define
An(α,M) = {f : An,m,p,q(f) ≤ n2M (1−α)(n−m) for all m ≤ n, p < Mn, q ∈ Z}.
Thus the set An(α,M) includes α-Ho¨lder functions with scaled local times which
are not much larger than the minimal values possible given their continuity. We
shall see below that the self-affine functions we define, as well as fractional Brownian
motion belong (almost surely) to this class.
The main goal of this section is to prove Theorems 4.3 and 4.4.
4.1. Ho¨lder restrictions. For the notation An(α,M) and Nn(A,M) see Defini-
tion 4.2 and (3.1), respectively.
Theorem 4.3. Let M ≥ 2 be an integer and let α ∈ [0, 1]. Let f : [0, 1] → R be a
function such that f ∈ An(α,M) for all large enough n. Assume that β > α and
A ⊂ [0, 1] such that f |A is β-Ho¨lder continuous. Then dimMA ≤ 1− α. Moreover,
(4.1) Nn(A,M) ≤M (1−α)n+O(log2 n).
Proof. Assume that A ⊂ [0, 1] and α < γ < β are fixed such that f |A is β-Ho¨lder
continuous. Choose N ∈ N+ such that f ∈ An(α,M) for all n ≥ N . Clearly it is
enough to prove (4.1). By decomposing A into finitely many pieces of small enough
diameters, we may assume that f |A is γ-Ho¨lder continuous with Ho¨lder constant
1, that is, for all x, y ∈ A we have
(4.2) |f(x)− f(y)| ≤ |x− y|γ .
For all n ∈ N let
dn = Nn(A,M).
Let c = γ/α > 1. Assume that s, t ∈ N such that s ≤ t ≤ bcsc and t ≥ N . Now we
will prove that
(4.3) dt ≤ 2dst2M (1−α)(t−s).
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Let us fix an arbitrary Is,p ∈ Ds(A,M) for some p. As |Ds(A,M)| = ds, in order
to show (4.3) it is enough to prove that
(4.4) |{I ∈ Dt(A,M) : I ⊂ Is,p}| ≤ 2t2M (1−α)(t−s).
Inequality (4.2) yields diam f(Is,p ∩ A) ≤ M−γs ≤ M−αt, therefore f(Is,p ∩ A) ⊂
Jt,q∪Jt,q+1 for some q ∈ Z. As f ∈ At(α,M), we have At,s,p,q+j(f) ≤ t2M (1−α)(t−s)
for j ∈ {0, 1}, which yields (4.4). Hence (4.3) follows.
Let m0 = max{N, c/(c−1)} and let n be an arbitrary integer such that n > m0.
For all i ∈ N+ let mi = min{n, bcmi−1c}. Let k be the minimal number such that
mk+1 = n. Note that c` > ` + 1 for every ` ≥ m0, thus such a k exists. Then the
recursion and m0 ≥ c/(c− 1) yield that
n ≥ mk ≥ ckm0 −
k−1∑
i=0
ci = ck(m0 − 1/(c− 1)) ≥ ck,
therefore k ≤ log n/ log c. Applying (4.3) repeatedly and using that dm0 ≤ Mm0
and mi+1 ≤ cmi we obtain that
dn ≤ dm0
k+1∏
i=1
2m2iM
(1−α)(mi−mi−1)
≤M (1−α)nMm0+k+1m20c2(1+···+(k+1))
≤M (1−α)n+O(k2) ≤M (1−α)n+O(log2 n).
Hence (4.1) follows, and the proof is complete. 
4.2. Restrictions of finite β-variation. The notation An(α,M) and Nn(A,M)
are given in Definition 4.2 and (3.1), respectively.
Theorem 4.4. Let M ≥ 2 be an integer, α ∈ [0, 1] and β > 0. Let f : [0, 1]→ R be
a function such that f ∈ An(α,M) for all large enough n. Assume that A ⊂ [0, 1]
is such that f |A has finite β-variation. Then dimMA ≤ max{1 − α, αβ} =: γ.
Moreover,
(4.5) Nn(A,M) ≤Mγn+O(
√
n logn).
Proof. Clearly if the theorem holds for β = (1 − α)/α, then it holds for all β <
(1 − α)/α. Therefore we may assume that β ≥ (1 − α)/α, so that γ = max{1 −
α, αβ} = αβ. Assume that A ⊂ [0, 1] such that f |A has finite β-variation. Choose
N ∈ N+ such that f ∈ An(α,M) for all n ≥ N . Clearly it is enough to prove (4.5).
By decomposing A into finitely many pieces of small enough diameters, we may
assume that the β-variation of f |A is at most 1, that is,
(4.6) V β(f |A) ≤ 1.
Let s, t ∈ N such that s < t and t ≥ N . Assume that I = Ip,s ∈ Ds(A,M) and I
contains r sub-intervals in Dt(A,M). First we prove that
(4.7) V β(f |A∩I) ≥
( r
2t2M (1−α)(t−s)
− 1
)
M−αβt.
Let {Q1, Q2, . . . , Qm} be the sub-intervals of I in Dt(A,M) such that for every
1 ≤ i ≤ m there is an even qi ∈ Z such that f(Qi ∩A)∩ Jt,qi 6= ∅. We may assume
that m ≥ r/2, otherwise we switch to odd integers qi and repeat the same proof.
For all i ≤ m choose an xi ∈ Qi ∩ A such that f(xi) ∈ Jt,qi . We may assume that
RESTRICTIONS OF HO¨LDER CONTINUOUS FUNCTIONS 9
xi < xj whenever i < j. Let j1 = 1, and if j` ∈ {1, . . . ,m} is defined then let
j`+1 = min{u > jl : qu 6= qj`} if the minimum exists. As f ∈ At(α,M), for all
i, j ∈ {1, . . . ,m} we have
|{i : f(xi) ∈ Jt,qj}| ≤ At,s,p,qj (f) ≤ t2M (1−α)(t−s),
so if j` ≤ m−t2M (1−α)(t−s) then j`+1 is defined and j`+1 ≤ j`+t2M (1−α)(t−s). Thus
the length of the defined sequence j1 < · · · < jk satisfies k ≥ r(2t2M (1−α)(t−s))−1.
By construction |f(xjl+1)− f(xjl)| ≥M−αt for all ` < k, which implies (4.7).
Index the elements Ds(A,M) = {I1, . . . , INs(A,M)}, and assume that Ii contain
ri intervals of Dt(A,M), so
∑Ns(A,M)
i=1 ri = Nt(A,M). Inequality (4.7) yields that
1 ≥ V β(f |A) ≥
Ns(A,M)∑
i=1
V β(f |A∩Ii)
≥
Ns(A,M)∑
i=1
( ri
2t2M (1−α)(t−s)
− 1
)
M−αβt
=
(
Nt(A,M)
2t2M (1−α)(t−s)
−Ns(A,M)
)
M−αβt.
Therefore
(4.8)
Nt(A,M)
(2t)2M (1−α)t
− Ns(A,M)
M (1−α)s
≤ M
αβt
M (1−α)s
.
Now assume that m, k ∈ N+ are fixed such that and m ≥ N , we prove that
(4.9) Nkm(A,M) ≤Mαβkm(2km)2k
(
1 + kM (1−α)m
)
.
For all 0 ≤ i ≤ k let
di =
|Nim(A,M)|
(2km)2iM (1−α)im
.
Applying Inequality (4.8) for t = im and s = (i− 1)m, and using that t ≤ km and
2km ≥ 1 imply that for every 1 ≤ i ≤ k we have
di − di−1 ≤ M
αβim
M (1−α)(i−1)m(2km)2i−2
≤M (1−α)mM (αβ−(1−α))im.
As αβ ≥ 1− α, the above inequality implies that
(4.10) dk − d0 =
k∑
i=1
(di − di−1) ≤ kM (1−α)mM (αβ−(1−α))km.
Then d0 = 1, αβ ≥ 1− α and (4.10) imply (4.9).
Finally, let n > N2 be an arbitrary integer. Let m = d√n log ne ≥ N and
k = d√n/ log ne, then km ≥ n, so Nn(A,M) ≤ Nkm(A,M). Applying (4.9) for
k,m easily yields that
Nn(A,M) ≤ Nkm(A,M) ≤Mαβn+O(
√
n logn).
As γ = αβ, inequality (4.5) follows. The proof is complete. 
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Figure 3. For k = 3 and m = 5 the illustration shows how the
family {Fi}14i=0 maps [0, 1]2 onto rectangles.
5. Self-affine functions and the proof of Theorem 2.8
The main goal of this section is to prove Theorems 2.8 and 2.9. First we define
a family of self-affine functions fk,m, which will be used in Section 8 as well.
Let k,m ≥ 2 be fixed integers such that m is odd. For every i ∈ {0, . . . ,m− 1}
and j ∈ {0, . . . , k − 1} define the one-to-one affine map Fik+j : R2 → R2 as
Fik+j(x, y) =
(
x+ ik + j
km
, (−1)i y + j
k
+ (i mod 2)
)
,
see Figure 3. As the Fik+j are contractions, Hutchinson’s contraction mapping
theorem [9, Page 713 (1)] implies that there is a unique, non-empty compact set
K ⊂ R2 such that
K =
km−1⋃
`=0
F`(K).
It is easy to see that K is a graph of a function fk,m : [0, 1] → [0, 1], and fk,m
can be approximated as follows. Let D = {(x, x) : x ∈ [0, 1]} be the diagonal of
[0, 1]2 and define Γ: P(R2)→ R as
Γ(A) =
km−1⋃
`=0
F`(A).
If Γi denotes the ith iterate Γ ◦ · · · ◦ Γ, then Γi(D) is the graph of a piecewise
linear function f ik,m which converges uniformly to fk,m as i → ∞. Clearly fk,m is
a self-affine function with fk,m(0) = 0 and fk,m(1) = 1, and the definition yields
that fk,m is Ho¨lder continuous with exponent log k/ log(km). Figure 2 shows the
piecewise linear function f32,3, which approximates f2,3.
Define the set
∆ =
{
log k
log(km)
: k,m ≥ 2 are integers and m is odd
}
.
RESTRICTIONS OF HO¨LDER CONTINUOUS FUNCTIONS 11
Then ∆ is a countable dense subset of (0, 1), since every rational p/q ∈ (0, 1) is in
∆ by k = 3p and m = 3q−p. For all α ∈ ∆ fix k,m such that α = log k/ log(km),
and define fα = fk,m ∈ Cα[0, 1].
Proof of Theorem 2.9. Fix α = log k/ log(km) ∈ ∆ such that fα = fk,m. We use
the scaled local times with M = km. By Theorems 4.3 and 4.4 it is enough to show
that fα ∈ An(α,M) for all n ≥ 2. Let us fix n ≥ 2. Clearly M1−α = m, and the
construction of fα yields that for every ` ≤ n, p < M `, and 0 ≤ q < kn we have
|I ∈ In,`,p : ∃x ∈ I, fα(x) ∈ (qk−n, (q + 1)k−n)| = mn−` = M (1−α)(n−`).
Similarly,
|I ∈ In,`,p : qk−n ∈ fα(I)| ≤ 2mn−` = 2M (1−α)(n−`).
The above and M−α = 1/k yield that for all `, p, q we have
An,`,p,q(fα) ≤ 3M (1−α)(n−`).
Thus fα ∈ An(α,M), and the proof is complete. 
Remark 5.1. Note that the bound we get for An,`,p,q(fα) does not use the n
2
factor. It is possible to go through the proof Theorem 4.3 with such a stronger
assumption, which would slightly improve the bounds on Nn(A,M) with O(log n)
in place of O(log2 n) error term.
Proof of Theorem 2.8. Let 0 < α < 1. By Theorems 2.2, 2.3 and 2.11 it is enough
to prove that
H(α, β) ≤ 1− β for every α < β ≤ 1;
V (α, β) ≤ max
{
αβ,
β
β + 1
}
for all β > 0.
For the first inequality let γ ∈ ∆ ∩ (α, β) be arbitrary, then fγ ∈ Cα[0, 1].
Suppose that fγ is β-Ho¨lder continuous on some set A ⊂ [0, 1]. Theorem 2.9 (1)
yields that dimMA ≤ 1 − γ, thus H(α, β) ≤ 1 − γ. Since ∆ is dense in (α, β), we
obtain that H(α, β) ≤ 1− β.
For the second inequality define δ = max{α, 1/(β + 1)} and let γ ∈ ∆∩ (δ, 1) be
arbitrary. Then fγ ∈ Cα[0, 1]. Assume that fγ has finite β-variation on some A.
Theorem 2.9 (2) and γ > δ imply that dimMA ≤ max{1−γ, γβ} = γβ, so V (α, β) ≤
γβ. As ∆ is dense in (δ, 1), we have V (α, β) ≤ δβ = max{αβ, β/(β + 1)}. 
6. Restrictions of fractional Brownian motion
Let 0 < α < 1 be fixed and let B : [0, 1]→ R be a fractional Brownian motion of
Hurst index α. We think of B as a random function from [0, 1] to R.
The main goal of this section is to prove Theorem 2.10. By Theorems 4.3 and
4.4 it is enough to prove the following proposition. For the notation An(α, 2) see
Definition 4.2.
Proposition 6.1. Let 0 < α < 1 and let B : [0, 1] → R be a fractional Brownian
motion of Hurst index α. Then, almost surely, B ∈ An(α, 2) for all n large enough.
First we define a discrete (truncated) scaled local time.
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Definition 6.2. For all n ∈ N let
En = {i2−n : 0 ≤ i ≤ 2n − 1}.
For all 0 ≤ m ≤ n let
Ln,m,p = Im,p ∩ En.
Clearly, |Ln,m,p| = 2n−m. For a function f : [0, 1]→ R the discrete scaled local time
Sn,m,p,q(f) is the number of points in Ln,m,p which are mapped to Jn,q by f :
Sn,m,p,q(f) = |{x ∈ Ln,m,p : f(x) ∈ Jn,q}| .
For every n ∈ N+ define
Sn(α) = {f : Sn,m,p,q(f) ≤ (n log n)2(1−α)(n−m) ∀m ≤ n, p < 2n, |q| ≤ n2αn + 1}.
First we need to prove some lemmas.
Definition 6.3. Let (Ω,F ,P) be the probability space on which our fractional
Brownian motion is defined, and let Ft = σ(B(s) : 0 ≤ s ≤ t) be the natural
filtration. If τ : Ω→ [0,∞] is a stopping time then define the σ-algebra
Fτ = {A ∈ F : A ∩ {τ ≤ t} ∈ Ft for all t ≥ 0}.
For all stopping times τ and integers 0 ≤ m ≤ n and q let
Xn,m,qτ = |{k ∈ {1, . . . , 2n−m} : B(τ + k2−n) ∈ Jn,q}|.
Lemma 6.4. There is a constant c = c(α) depending only on α such that for every
bounded stopping time τ and integers 0 ≤ m ≤ n and q we have, almost surely,
E(Xn,m,qτ | Fτ ) ≤ c2(1−α)(n−m).
Proof. Pitt [19, Lemma 7.1] showed that the property of strong local nondetermin-
ism holds for fractional Brownian motion, that is, there is a constant c1 = c1(α) > 0
such that for all t ≥ 0, almost surely,
(6.1) Var(B(τ + t) | Fτ ) ≥ c1t2α.
Let us fix t > 0. As B is Gaussian, almost surely the conditional distribution
B(τ + t) | Fτ is normal, and (6.1) implies that its density function is bounded by
1/(
√
c1t
α). Therefore, almost surely,
(6.2) P(B(τ + t) ∈ Jn,q | Fτ ) ≤
∫ (q+1)2−αn
q2−αn
1√
c1tα
dx = c2(t2
n)−α,
where c2 = 1/
√
c1. Applying (6.2) for finitely many t implies that
E(Xn,m,qτ | Fτ ) =
2n−m∑
k=1
P(B(τ + k2−n) ∈ Jn,q | Fτ )
≤
2n−m∑
k=1
c2k
−α ≤ c2
∫ 2n−m
0
x−α dx = c2(1−α)(n−m),
where c = c2/(1− α). The proof is complete. 
Lemma 6.5. There is a constant C = C(α) depending only on α such that for all
m,n, p, q and ` ∈ N+ we have
P(Sn,m,p,q(B) ≥ `C2(1−α)(n−m)) ≤ 2−`.
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Proof. Let c be the constant in Lemma 6.4, clearly we may assume that c ≥ 1. We
will show that C = 3c satisfies the lemma. We define stopping times τ0, . . . , τ`. Let
τ0 = 0. If τk is defined for some 0 ≤ k < ` then let τk+1 be the first time such that
the contribution of B to Sn,m,p,q(B) on (τk, τk+1]∩Ln,m,p is at least 2c2(1−α)(n−m)
if such a time exists, otherwise let τk+1 = 1. Then c ≥ 1 and the definition of
stopping times yield that
P(Sn,m,p,q(B) ≥ 3`c2(1−α)(n−m)) ≤ P(Sn,m,p,q(B) ≥ `(2c2(1−α)(n−m) + 1))
≤ P(τ` < 1) =
∏`
k=1
P(τk < 1 | τk−1 < 1).
Note that we may assume that P(τ` < 1) > 0 and hence the above conditional
probabilities are defined, otherwise we are done immediately. Therefore it is enough
to prove that P(τk < 1 | τk−1 < 1) ≤ 1/2 for all 1 ≤ k ≤ `. The definition of Xn,m,qτ ,
Lemma 6.4, and the conditional Markov’s inequality imply that, almost surely,
P(τk < 1 | Fτk−1) ≤ P(Xn,m,qτk−1 ≥ 2c2(1−α)(n−m) | Fτk−1) ≤ 1/2.
Therefore the tower property of conditional expectation yields that
P(τk < 1 | τk−1 < 1) ≤ 1/2,
which completes the proof. 
The following lemma is a discrete version of Proposition 6.1.
Lemma 6.6. Almost surely, B ∈ Sn(α) for all large enough n.
Proof. We give an upper bound for P(B /∈ Sn(α)) by applying Lemma 6.5 with
` = bn log nc to each of the relevant m, p, q. Since 0 ≤ m ≤ n, 0 ≤ p ≤ 2m − 1
and |q| ≤ n2αn + 1, there are at most (n+ 1)2n(2n2αn + 3) possibilities to choose
m, p, q. Therefore Lemma 6.5 implies that
P(B /∈ Sn(α)) ≤ (n+ 1)2n(2n2αn + 3)2−bn lognc = 2−n logn+O(n).
Therefore
∑∞
n=1 P(B /∈ Sn(α)) <∞, so the Borel-Cantelli lemma implies that
P
(
B ∈ lim inf
n
Sn(α)
)
= 1. 
The following lemma is well known, see the more general [14, Corollary 7.2.3].
Lemma 6.7. Almost surely, we have
lim sup
h→0+
sup
0≤t≤1−h
|B(t+ h)−B(t)|√
2h2α log(1/h)
≤ 1.
Now we are ready to prove Proposition 6.1.
Proof of Proposition 6.1. By Lemma 6.6 and 6.7 we can choose a random N ∈ N+
such that, almost surely, for every n ≥ N we have the following properties:
(i) maxt∈[0,1] |B(t)| < n;
(ii) B ∈ Sn(α);
(iii) diamB(In,p) ≤ 2
√
n2−αn for all 0 ≤ p ≤ 2n − 1;
(iv) (4
√
n+ 3)(n log n) ≤ n2.
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Fix a path of B for which the above properties hold. Let us fix an arbitrary n ≥ N ,
it is enough to prove that B ∈ An(α, 2). Let 0 ≤ m ≤ n, 0 ≤ p ≤ 2m− 1 and q ∈ Z
be given, we need to show that
(6.3) An,m,p,q(B) ≤ n22(1−α)(n−m).
Property ((i)) yields that if q′ ∈ Z with |q′| > n2αn+1 then Sn,m,p,q′ = 0. Therefore
((ii)) implies that for all q′ ∈ Z we have
(6.4) Sn,m,p,q′(B) ≤ (n log n)2(1−α)(n−m).
Let In,p′ be a time interval of order n such that In,p′ ⊂ Im,p and B(In,p′)∩Jn,q 6= ∅,
then ((iii)) yields that
(6.5) B(In,p′) ⊂
⋃
q′:|q′−q|≤2√n+1
Jn,q′ .
Finally, (6.5), (6.4) and ((iv)) imply that
An,m,p,q(B) ≤
∑
q′:|q′−q|≤2√n+1
Sn,m,p,q′(B)
≤ (4√n+ 3)(n log n)2(1−α)(n−m)
≤ n22(1−α)(n−m).
Hence (6.3) holds, and the proof of Proposition 6.1 is complete. 
6.1. Dimension of the record times. We include here a proof of Proposition 1.5,
which we could not find in the literature. Recall that {B(t) : t ∈ [0, 1]} is a fractional
Brownian motion of Hurst index α. The lower bound is quite elementary, while the
upper bound relies on a first moment computation and on a result of Molchan. He
studied the distribution of the maximal value of fractional Brownian motion on [0, t]
and of the time τmax(t) when it is achieved. Specifically, Molchan [17, Theorem 2]
proved the following.
Theorem 6.8. P(τmax(1) < x) = x1−α+o(1) as x→ 0.
Proof of Proposition 1.5. As B is γ-Ho¨lder continuous for every γ < α, and since
it maps R to the random interval I = [0, τmax(1)], it follows that dimH R ≥
γ dimH I = γ. Hence dimH R ≥ α almost surely.
Therefore it is enough to prove that dimMR ≤ α almost surely. Using that
τmax(t) and tτmax(1) have the same distribution and {B(1 − t) − B(1) : t ∈ [0, 1]}
is also a fractional Brownian motion, for all 0 ≤ ε < t ≤ 1 we obtain
P(R∩ [t− ε, t] 6= ∅) = P(τmax(t) ≥ t− ε) = P(τmax(1) ≥ 1− ε/t)
= P(τmax(1) ≤ ε/t) = (ε/t)1−α+o(1),
with the o(1) term tending to 0 as ε/t→ 0.
Let N(m) be the number of intervals [(i − 1)/m, i/m] which intersect R. Let
δ > 0 be arbitrary and fix s ∈ N+ such that P(R ∩ [t − ε, t] 6= ∅) ≤ (ε/t)1−α−δ
whenever ε/t < 1/s. Using this above for i > s and the trivial bound 1 for i ≤ s,
for every large enough m we obtain
EN(m) ≤ s+
m∑
i=s+1
(1/i)1−α−δ ≤ s+ Cmα+δ ≤ 2Cmα+δ,
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where C is a finite constant depending only on α+ δ. By Markov’s inequality
P(N(m) > mα+2δ) ≤ 2Cm−δ
for any m large enough. Applying this for m = 2n yields that
∞∑
n=1
P(N(2n) > 2n(α+2δ)) <∞.
Thus the Borel-Cantelli lemma implies that, almost surely, N(2n) ≤ 2n(α+2δ) for all
large enough n. Therefore dimMR ≤ α+ 2δ. As δ > 0 was arbitrary, dimMR ≤ α
almost surely. 
7. Higher dimensional Brownian motion
The aim of this section is to prove Theorem 1.7. The idea is to find (in a greedy
manner) large sets along which a simple random walk in Z2 is monotone. Since
the scaled simple random walk converges to Brownian motion, this gives sets along
which B is monotone. To control the dimension of the limit sets we estimate the
energy of the discrete sets and apply a version of Frostman’s lemma to bound the
dimension.
Given a simple random walk S : N→ Z2, define the greedy increasing subset by
a0 = 0 and ai+1 = min{a > ai : S(a)− S(ai) ∈ Z2+}.
Our first task is to prove tightness for the number and structure of record times in
[0, n). Since our argument may apply in similar situations, we state some of our
arguments in the more general context of sums of i.i.d. variables with power law
tails.
Before focusing on the case of random walks, we prove Theorem 7.6, a limit
theorem, which will allow us to transfer estimates from the random walk setting to
Brownian motion. As Theorem 7.6 below is a quite general result about random
sequences with i.i.d. increments, we hope that it will find further applications.
7.1. Energy of renewal processes. Fix 0 < α < 1. Let τ ∈ N+ be some random
variable, and assume that there are c1, c2 ∈ R+ such that for all n ∈ N+ we have
(7.1) c1n
−α ≤ P(τ > n) ≤ c2n−α.
Let {τi}i≥1 be an i.i.d. sequence with the law of τ . Denote Tk =
∑k
i=1 τi and
T = {Tk : k ≥ 1}. The number of steps before exceeding n is denoted by mn =
|T ∩ [0, n)|.
The following lemma is fairly standard.
Lemma 7.1. There are constants c3, c4 such that for all t, n > 0 we have
(i) P(mn < tnα) ≤ c3t.
(ii) P(mn > tnα) ≤ e−c1t.
(iii) Emn ≤ c4nα, and more generally, for all integers i < j < k we have
E
(|T ∩ [j, k)|∣∣i ∈ T ) ≤ c4(k − j)α.
Proof. Claim (i) is given by [2, Lemma 4.2]. Inequality (7.1) and (1 − u) ≤ e−u
imply that
P(mn > tnα) ≤ P(τi ≤ n for all i ≤ dtnαe) ≤ (P(τ ≤ n))tn
α
≤ (1− c1n−α)tnα ≤ e−c1t,
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so (ii) holds. The first bound of (iii) follow easily from (ii). The general bound holds
since the first ` with T` ∈ [j, k) (if there is such `) is a stopping time. Applying (ii)
to the sequence starting at time `, completes the proof. 
Definition 7.2. Let µ be a non-atomic mass distribution on a metric space (E, ρ),
(that is, a Borel measure on E with 0 < µ(E) <∞). For γ > 0, define the γ-energy
of µ with respect to f by
Eγ(E,µ) =
∫∫
E2
dµ(x) dµ(y)
ρ(x, y)γ
.
For the following theorem see [18, Theorem 4.27].
Theorem 7.3. Let µ be a non-atomic mass distribution on a metric space E with
Eγ(E,µ) <∞. Then dimH E ≥ γ.
Consider the set Sn =
(T + [0, 1)) ∩ [0, n), endowed with Lebesgue measure λ.
We next estimate the γ-energy of λ.
Lemma 7.4. Let 0 < γ < α. There is a finite constant c(γ), such that for all n
we have
EEγ(Sn, λ) ≤ c(γ)n2α−γ .
Proof. The argument is to consider the contribution to the energy from pairs x, y
with distance at various scales, and the largest scale will dominate the rest.
Up to a factor of 2 we may restrict the integral to x < y. We split the integral
on Sn × Sn into several parts. Note that Sn is a disjoint union of unit intervals.
Let P0 be the contribution to Eγ(Sn, λ) from pairs x ∈ [i, i + 1) and y ∈ [j, j + 1)
where i, j ∈ T and 0 ≤ j − i ≤ 1. The number of such pairs {i, j} is at most mn,
so Lemma 7.1 (iii) yields that
EP0 ≤ (Emn)
∫ 1
0
∫ 2
x
|x− y|−γdy dx = Oγ(nα).
For k ≥ 1 let Pk be the contribution to Eγ(Sn, λ) from pairs x ∈ [i, i + 1) and
y ∈ [j, j+1) where i, j ∈ T and i+2k−1 < j ≤ i+2k. Let Mk denote the number of
such pairs {i, j}. For such {i, j} the contribution from x ∈ [i, i+1) and y ∈ [j, j+1)
to Pk is at most ∫ i+1
i
∫ j+1
j
|x− y|−γdy dx ≤ 2−(k−1)γ ,
where we used y − x ≥ 2k−1. Thus Pk ≤ 2−(k−1)γMk. Lemma 7.1 (iii) yields that
for every i, conditioned on i ∈ T , the expected number of j in T ∩(i+2k−1, i+2k] is
at most c42
(k−1)α. Lemma 7.1 (iii) also implies that the expected number of i < n
in T equals Emn ≤ c4nα. Therefore EMk ≤ c24nα2(k−1)α and we obtain that
EPk ≤ c24nα2(k−1)(α−γ).
This partition gives the identity Eγ(Sn, λ) = 2
∑∞
k=0 Pk. As Pk = 0 whenever
2k−1 > n, we have EEγ(Sn, λ) = 2
∑
2k≤2n EPk. With the bounds above, the largest
k dominates the sum and we arrive at the inequality EEγ(Sn, λ) ≤ c(γ)n2α−γ . 
We will wish to work with rescaled sets. For all n ∈ N+ let
Dn =
(
1
n
T
)
∩ [0, 1) and Cn = 1
n
Sn = Dn + [0, 1/n).
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Define the measure µn = n
1−αλ|Cn , that is, n1−α times the Lebesgue measure
restricted to Cn.
Lemma 7.5. Let 0 < γ < α and ε > 0. Then there exists an N ∈ N+ so that with
probability at least 1− ε we have
N−1 ≤ µn([0, 1]) ≤ N and Eγ(Cn, µn) ≤ N.
Proof. Let N ∈ N+ be arbitrary, for all n ∈ N+ the following three inequalities
hold. Markov’s inequality and Eµn(I) = 1 yield that
P(µn(I) > N) ≤ Eµn(I)
N
=
1
N
.
Lemma 7.1 (iii) and (i) yield that
P(µn(I) < N−1) = P(mn < N−1Emn) ≤ P(mn < N−1c4nα) ≤ c3c4
N
.
Lemma 7.4 yields that EEγ(Cn, µn) ≤ c(γ). Indeed, Eγ(Cn, λ) = nγ−2Eγ(Sn, λ)
and since µn = n
1−αλ on Cn, changing to µn gives a further factor of n2−2α. Now
Markov’s inequality implies that
P(Eγ(Cn, µn) > N) ≤ c(γ)
N
.
The above three inequalities with a large enough N complete the proof. 
7.2. A limit theorem. Theorem 7.6 is concerned with a sequence of sequences
of i.i.d. variables {τ (n)i }i≥1 satisfying (7.1). That is, for each fixed n the variables
{τ (n)i }i≥1 are i.i.d., but there could be arbitrary dependencies between variables
with different n’s. The superscript n is also the parameter used for scaling sums of
the nth sequence. Thus we denote T
(n)
k =
∑k
i=1 τ
(n)
i and T (n) = {T (n)k : k ≥ 1}.
For all n ∈ N+ define
Dn =
(
1
n
T (n)
)
∩ [0, 1).
Theorem 7.6. With the notations above, almost surely, {Dn}n≥1 has an accumu-
lation point D in the Hausdorff metric such that dimH D ≥ α.
Proof. We retain the notations Cn = Dn + [0, 1/n] and µn is n
1−α times the
Lebesgue measure on Cn.
Fix ε > 0. For some finite constants {Nγ}0<γ<α for all n define the event
Bn = {N−10 ≤ µn([0, 1]) ≤ N0 and Eγ(Dn, µn) ≤ Nγ for all 0 < γ < α}.
Lemma 7.5 implies that there are constants Nγ such that P(Bn) ≥ 1− ε for all n.
Let B = lim supn Bn, then P(B) ≥ 1− ε. Since ε > 0 was arbitrary, it is enough to
prove that the theorem is satisfied whenever B holds.
Assume that B holds, then there is a random subsequence {ni}i≥1 such that the
events Bni hold for all i ∈ N+. Since N−10 ≤ µni([0, 1]) ≤ N0 for all i, by passing to
a subsequence we may assume that µni → µ weakly, where µ is a measure on [0, 1]
satisfying N−10 ≤ µ([0, 1]) ≤ N0. Similarly, we may assume that Dni → D in the
Hausdorff metric for some compact set D ⊂ [0, 1]. As Cn = Dn + [0, 1/n] is close
in the Hausdorff metric to Dn, we get supp(µ) ⊂ D. For all 0 < γ < α we obtain
Eγ(D,µ) ≤ lim inf
i
Eγ(µni) ≤ Nγ <∞,
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for the first inequality see e.g. [15, Lemma 2.2]. Theorem 7.3 now implies that
dimH D ≥ α, and the proof is complete. 
7.3. Application to random walks. We now apply Theorem 7.6 to random walks
on Z2 and thus prove Theorem 1.7.
For each n, let S(n) be a simple random walk on Z2, and define the rescaled
random walks by Wn(t) =
√
2n−1/2S(n)(bntc). It is well known that it is possible
to construct the walks S(n) and two dimensional Brownian motion {B(t) : t ∈ [0, 1]}
on the same probability space so that Wn converges uniformly to B on the interval
[0, 1], see e.g. [13, Theorem 3.5.1] or [18]. We henceforth assume such a coupling.
Recall that for each walk we construct the greedy increasing subset by
a
(n)
0 = 0 and a
(n)
i+1 = min{a > a(n)i : S(a)− S(n)(a(n)i ) ∈ Z2+}.
For every n, this sequence has i.i.d. increments with the law of
τ = inf{t : S(t) ∈ Z2+}.
We use the notation an ∼ bn if an/bn → 1 as n→∞. We need the following known
estimate.
Theorem 7.7. Let S : N→ Z2 be a two-dimensional simple random walk. Let τ be
the hitting time of the positive quadrant: τ = inf{n > 0 : S(n) ∈ Z2+}. Then there
is a c ∈ R+ so that
P(τ > n) ∼ cn−1/3.
For the above theorem see the general result of Denisov and Wachtel [5, The-
orem 1], or a bit weaker one due to Varopoulos [21, (0.3.3) and (0.4.1)]. On exit
times of planar Brownian motion from cones see Evans [7, Corollary 5(i)] or the
somewhat weaker [18, Lemma 10.40]. In the Brownian case the exponent 1/3 can
be calculated by mapping the complement of R2+ onto a half plane by the conformal
map z 7→ z2/3 and using the conformal invariance of planar Brownian motion. The
continuous case can be transformed to the discrete one by coupling. For the history
of similar estimates and for further references see Denisov and Wachtel [5].
Proof of Theorem 1.7. Recall that S(n) are two-dimensional simple random walks
so that the rescaled walks Wn converge uniformly to a Brownian motion B. Let τ be
the hitting time of the positive quadrant by S, that is, τ = inf{n > 0 : S(n) ∈ Z2+}.
For every n ∈ N+, the greedy increasing subsequence of S(n) has i.i.d. increments,
distributed as τ . By Theorem 7.7 we have
P(τ > n) ∼ cn−1/3
with some c ∈ R+. Thus we can apply Theorem 7.6 with α = 1/3. This yields
that, almost surely, there is an accumulation point D of {Dn}n≥1 in the Hausdorff
metric such that dimH D ≥ 1/3. As Wn → B uniformly, B is non-decreasing on
D. This completes the proof. 
Remark 7.8. For a higher dimensional simple random walk S : N→ Zd define the
hitting time
τ = inf{n > 0 : S(n) ∈ Zd+}.
Then P(τ > n) ∼ cn−α for some c, α ∈ (0,∞), see [5, Theorem 1]. Our argument
proves an analogue of Theorem 1.7 in higher dimensions with this α instead of 1/3.
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8. Restrictions of generic α-Ho¨lder continuous functions
The goal of this section is to prove Theorem 2.13. First we need some prepara-
tion. The following lemma is probably well known. However, we could not find an
explicit reference for its second claim, so we outline the proof.
Lemma 8.1. Let 0 < α ≤ 1 and c > 0. Assume that A ⊂ R and f : A → R is a
function such that for all x, y ∈ A we have
(8.1) |f(x)− f(y)| ≤ c|x− y|α.
Then f extends to F : R → R satisfying the above inequality for all x, y ∈ R. If A
is closed then F can be chosen to be linear on the components of R \A.
Proof. As f admits a unique continuous extension to the closure of A which clearly
satisfies (8.1), we may assume that A is closed. Let I be any component of R \ A,
it is enough to prove that f extends to A∪ I such that (8.1) holds. If I = (−∞, a)
or I = (a,∞) for some a ∈ A then F |I ≡ f(a) works. Now let I = (a, b) for some
a, b ∈ A and let F be the linear extension of f to I. The concavity of the function
x 7→ xα implies that |F (x)− F (y)| ≤ c|x− y|α for all x, y ∈ R, the straightforward
calculation is left to the reader. 
Let || · || denote the maximum norm of C[0, 1].
Lemma 8.2. Let f ∈ Cα1 [0, 1] and ε > 0 be arbitrary. Then there is a piecewise
linear function g with nonzero slopes and c < 1 such that ||g − f || ≤ ε and for all
x, y ∈ [0, 1] we have
|g(x)− g(y)| ≤ c|x− y|α.
Proof. Let 0 = x0 < x1 < · · · < x` = 1 such that the oscillation of f on [xi−1, xi]
is at most ε/3 for all i ∈ {1, . . . , `}. Let g0 be the piecewise linear function passing
through the points (xi, f(xi)), then clearly ||g0 − f || ≤ ε/3. Applying Lemma 8.1
`-times we obtain that g0 ∈ Cα1 [0, 1]. We can choose c0 < 1 such that g1 = c0g0
satisfies ||g1 − g0|| ≤ ε/3. Hence for all x, y ∈ [0, 1] we have
|g1(x)− g1(y)| ≤ c0|x− y|α.
Let c ∈ (c0, 1), then it is easy to see that every horizontal line segment of g1 (if
there are any) can be replaced by two line segments of nonzero slopes such that the
resulting function g satisfies ||g − g1|| ≤ ε/3 and for all x, y ∈ [0, 1] we have
|g(x)− g(y)| ≤ c|x− y|α.
Clearly ||g − f || ≤ ε, and the proof is complete. 
Now we are ready to prove the first part of Theorem 2.13. The concept of the
proof is similar to that of [6, Theorem 1.4], but the technical details are much more
difficult and in order to create appropriate Ho¨lder continuous functions some new
ideas are needed as well.
Proof of Theorem 2.13 (1). Let β ∈ (α, 1) be arbitrarily fixed, and define
Fβ = {f ∈ Cα1 [0, 1] : dimH{f = g} ≤ 1− β for all g ∈ Cβ1 [0, 1]},
where we use the notation {f = g} = {x ∈ [0, 1] : f(x) = g(x)}. First we show that
it is enough to prove that Fβ is co-meager in Cα1 [0, 1]. Indeed, since co-meager sets
are closed under countable intersection, this implies that there is a countable dense
set Γ ⊂ (α, 1) such that F := ⋂γ∈Γ Fγ is co-meager in Cα1 [0, 1]. Now assume that
20 OMER ANGEL, RICHA´RD BALKA, ANDRA´S MA´THE´, AND YUVAL PERES
f ∈ F andA ⊂ [0, 1] such that f |A is β-Ho¨lder for some β > α, we need to prove that
dimH A ≤ 1− β. Choose a sequence γn ∈ Γ such that γn ↗ β and fix an n ∈ N+.
As f |A is β-Ho¨lder, there is an ε > 0 such that for all E ⊂ A with diamE ≤ ε
the function f |E is γn-Ho¨lder with Ho¨lder constant 1. Let A =
⋃k
i=1Ai such that
dimH Ai ≤ ε for all i ∈ {1, . . . , k}. Then f |Ai are γn-Ho¨lder with Ho¨lder constant
1, so by Lemma 8.1 there are functions gi ∈ Cγn1 [0, 1] such that Ai ⊂ {f = gi} for
all i. Therefore f ∈ Fγn implies that dimH Ai ≤ dimH{f = gi} ≤ 1 − γn for all i,
thus the countable stability of Hausdorff dimension yields dimH A ≤ 1 − γn. This
holds for all n ∈ N+, so dimH A ≤ 1− β.
Now let β > α be fixed, and for all N,M ∈ N+ define
F(N,M) =
{
f ∈ Cα1 [0, 1] : H1−β+1/N∞ ({f = g}) ≤ 1/M for all g ∈ Cβ1 [0, 1]
}
.
Clearly Fβ =
⋂∞
N=1
⋂∞
M=1 F(N,M), thus it is enough to show that each F(N,M)
contains a dense open subset of Cα1 [0, 1]. Assume that M,N ∈ N+, r0 > 0, c0 < 1,
and a piecewise linear function f0 ∈ Cα1 [0, 1] with nonzero slopes are given such
that for all x, y ∈ [0, 1] we have
|f0(x)− f0(y)| ≤ c0|x− y|α.
By Lemma 8.2 it is enough to find a function f ∈ Cα1 [0, 1] and r > 0 such that
(8.2) B(f, r) ⊂ B(f0, r0) ∩ F(N,M),
where B(f, r) denotes the closed ball in Cα1 [0, 1] centered at f with radius r. Now
we define f . We can fix integers k0,m0 ≥ 2 such that m0 is odd and
max
{
α, β − 1
N
}
<
log(k0/2)
log(k0m0)
<
log k0
log(k0m0)
< β.
Let γ = log k0/ log(k0m0) and let f1 = fk0,m0 ∈ Cγ [0, 1] be the self-affine function
defined in Section 5. We will approximate f0 by re-scaled copies of f1. As f1 is
γ-Ho¨lder continuous, there exists c1 ∈ R+ such that for all x, y ∈ [0, 1] we have
(8.3) |f1(x)− f1(y)| ≤ c1|x− y|γ .
Assume that 0 = x1 < · · · < x`+1 = 1 such that f0 is linear on each interval
[xi, xi+1] with nonzero slopes. Let yi = f0(xi) for all 1 ≤ i ≤ `+1, then yi+1−yi 6= 0
for all i ≤ `. Let us define θ, ξ > 0 and n0 ∈ N+ such that
θ = min
1≤i≤`
(xi+1 − xi),
ξ = max
1≤i≤`
|yi+1 − yi|,
n0 ≥ max
{
2ξ
r0
,
(
2ξ
(1− c)θα
)1/(1−α)
,
(
2ξc1
θγ
)1/(1−γ)}
.
For all i ∈ {1, . . . , `} and j ∈ {0, . . . , n0} let
xi,j = xi +
j
n0
(xi+1 − xi) and yi,j = f0(xi,j).
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Now we are ready to define f . If for some i ∈ {1, . . . , `}, j ∈ {0, . . . , n0 − 1}, and
a ∈ [0, 1) we have
x = xi,j +
a
n0
(xi+1 − xi), then let
f(x) = yi,j +
f1(a)
n0
(yi+1 − yi).
Note that the linearity of f0 implies that if
x = xi,j +
a
n0
(xi+1 − xi), then
f0(x) = yi,j +
a
n0
(yi+1 − yi).
Now we prove that
(8.4) f ∈ Cα1 [0, 1] and f ∈ B(f0, r0/2).
The definition of f and n0 imply that for all x ∈ [0, 1] we have
(8.5) |f(x)− f0(x)| ≤ ξ
n0
≤ r0
2
,
thus it is enough to prove for (8.4) that f ∈ Cα1 [0, 1]. Assume that x, y ∈ [0, 1] and
x < y, we need to prove that |f(x)− f(y)| ≤ |x− y|α. We consider three cases.
First case: Suppose that y−x ≥ θ/n0. Then (8.5), f0 ∈ Cα1 [0, 1] and the definition
of n0 imply that
|f(x)− f(y)| ≤ |f0(x)− f0(y)|+ 2ξ
n0
≤ c|x− y|α + 2ξ
n0
≤ |x− y|α.
Second case: Assume that x, y are adjacent points, that is, x, y ∈ [xi,j , xi,j+1] for
some i ≤ ` and j ≤ n0 − 1. Then the definitions of f and ξ, inequality (8.3), and
the definition of n0 yield that
|f(x)− f(y)| = |yi+1 − yi|
n0
∣∣∣∣f1(n0 x− xi,jxi+1 − xi
)
− f1
(
n0
y − xi,j
xi+1 − xi
)∣∣∣∣
≤ ξc1
n0
(
n0|x− y|
θ
)γ
≤ |x− y|γ ≤ |x− y|α.
Third case: Suppose that there exists z ∈ (x, y) such that x, z and z, y are adjacent
points. The triangle inequality, the above inequality, and the definition of n0 imply
that
|f(x)− f(y)| ≤ |f(x)− f(z)|+ |f(z)− f(y)|
≤ ξc1
n0
((
n0|x− z|
θ
)γ
+
(
n0|z − y|
θ
)γ)
≤ 2ξc1
n0
(
n0|x− y|
θ
)γ
≤ |x− y|γ ≤ |x− y|α.
By the definition of θ for all x, y at least one of the above three cases holds, which
concludes the proof of (8.4).
Finally, we prove that (8.2) holds for some r > 0. Let us define δ > 0 as
δ = min
1≤i≤`
|yi+1 − yi|.
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The definition of γ yields that k0 < (k0m0)
β . Thus by β < 1 we can fix an n1 ∈ N
such that for all i ∈ N+ and n ≥ n1 we have
(8.6)
(
i+ 2
(k0m0)n
)β
<
iδ
3n0kn0
.
Since log(k0/2)/ log(k0m0) > β − 1/N , we can define
σ =
2m0
(k0m0)1−β+1/N
< 1.
Let us fix an integer n2 > n1 such that
(8.7) σn2 <
1
kn10 M`n0
.
Let us define r > 0 as
r = min
{
r0
2
,
δ
3n0k
n2
0
}
.
Then clearly B(f, r) ⊂ B(f0, r0). Let us fix g ∈ B(f, r), it is enough to show
that g ∈ F(N,M). Fix i ∈ {1, . . . , `} and j ∈ {0, . . . , n0 − 1} arbitrarily, and let
I0 = [xi,j , xi,j+1]. Let h ∈ Cβ1 [0, 1], by the subadditivity of Hs∞ it is enough to
show that
(8.8) H1−β+1/N∞ ({g = h} ∩ I0) ≤
1
M`n0
.
Assume that n ∈ N and I ⊂ I0 is a closed interval. We divide I into (k0m0)n
non-overlapping closed intervals of equal length, the resulting intervals are called
the elementary intervals of I of level n. Assume that n1 ≤ n ≤ n2 and let I1 be
an elementary interval of I0 of level n − 1. Now we show that {g = h} intersects
at most 2m0 many first level elementary intervals of I1. Let us decompose I1 into
m0 non-overlapping intervals of equal length, let I2 be one of them. Let J1, J2 ⊂ I2
be two nonconsecutive first level elementary intervals of I1, it is enough to show
that {g = h} cannot intersect both J1 and J2. Assume to the contrary that there
are y1 ∈ J1 and y2 ∈ J2 such that g(y1) = h(y1) and g(y2) = h(y2). If there are
i ∈ {1, . . . , k0 − 2} first level elementary intervals of I1 between J1 and J2, then
|y1 − y2| ≤ (i+ 2) diam J1 ≤ (i+ 2)(k0m0)−n.
Therefore h ∈ Cβ1 [0, 1] yields that
|h(y1)− h(y2)| ≤
(
i+ 2
(k0m0)n
)β
.
On the other hand side, the definition of g, f and r imply that
|g(y1)− g(y2)| ≥ |f(y1)− f(y2)| − 2r ≥ i δ
n0kn0
− 2r ≥ iδ
3n0kn0
.
The above inequalities and (8.6) yield that |h(y1)− h(y2)| < |g(y1)− g(y2)|, which
is a contradiction.
Therefore {g = h}∩ I0 intersects at most (k0m0)n1(2m0)n2−n1 many elementary
intervals of I0 of level n2. Since the length of these intervals is less than (k0m0)
−n2 ,
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the definition of σ and inequality (8.7) yield that
H1−β+1/N∞ ({g = h} ∩ I0) ≤ (k0m0)n1(2m0)n2−n1(k0m0)−n2(1−β+1/N)
≤ kn10 σn2 ≤
1
M`n0
.
Hence (8.8) holds, and the proof is complete. 
In order to prove the second part of Theorem 2.13 we need a bridge between
the notions of α-Ho¨lder continuity and β-variation. The following lemma is [4,
Lemma 4.1], see also [3, Lemma 4.1].
Lemma 8.3. Let β, γ > 0 and let A ⊂ [0, 1]. If the function f : A → R has finite
β-variation, then there are sets An ⊂ A such that
(1) f |An is γ-Ho¨lder continuous for all n ∈ N+,
(2) dimH (A \
⋃∞
n=1An) ≤ γβ.
Proof of Theorem 2.13 (2). Clearly it is enough to prove the theorem for a count-
able dense set of parameters β. Since co-meager sets are closed under countable
intersection, it is enough to show the statement for an arbitrary fixed β > 0. For
all f ∈ Cα1 [0, 1] let Af ⊂ [0, 1] be given such that V β(f |Af ) <∞. Fix an arbitrary
δ > max {αβ, β/(β + 1)} and let γ = δ/β > max {α, 1/(β + 1)}. It is enough to
prove that dimH Af ≤ δ for the generic f ∈ Cα1 [0, 1]. Applying Lemma 8.3 we
obtain that for all f ∈ Cα1 [0, 1] there are sets Af,n ⊂ Af such that
(1) f |Af,n is γ-Ho¨lder continuous for all n ∈ N+,
(2) dimH (Af \
⋃∞
n=1Af,n) ≤ γβ = δ.
As γ > α and f |Af,n are γ-Ho¨lder continuous, Theorem 4.3 and the definition of γ
imply that for the generic f ∈ Cα1 [0, 1] for all n ∈ N+ we have
(8.9) dimH Af,n ≤ 1− γ < 1− 1
β + 1
=
β
β + 1
< δ.
Inequalities (2), (8.9), and the countable stability of the Hausdorff dimension yield
that dimH Af ≤ δ for the generic f ∈ Cα1 [0, 1]. The proof is complete. 
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