A Hist in a cubic graph G is a spanning tree T which has only vertices of degree three and one. The edges of G − E(T ) induce vertex-disjoint cycles which we name outer cycles. A snark with a Hist is called a Hist-snark. We characterize the possible occurring lengths of outer cycles of Hist-snarks.
Introduction
For terminology not defined here, we refer to [1] . The phrase "if and only if" is abbreviated by "iff". A cycle is a 2-regular connected graph. A snark is a cyclically 4-edge connected cubic graph of girth 5 admitting no 3-edge coloring. Snarks play a central role for several well known conjectures related to flows and cycle covers in graph theory, see [10] . Hist is an abbreviation for homeomorphically irreducible spanning tree, see [2] . A Hist in a cubic graph is thus a spanning tree without a vertex of degree two. In general, cubic graphs need not to have a Hist. For a conjecture, which is similar to the claim that every connected cubic graph has a Hist, see [7] . We call a snark G a Hist-snark if G has a Hist. At first glance Hist-snarks may seem very special. However, using a computer and [5] (see also [4] ), we recognize the following, Theorem 1 Every snark with less than 38 vertices is a Hist-snark.
Observe that not every snark has a Hist. There are at least two snarks with 38 vertices which do not have a Hist, see X 1 and X 2 in Appendix A3. Note also, that it is not difficult to construct plane cubic graphs and bipartite cubic graphs which do not have a Hist, see [6] . The following definition is essential for the entire paper.
Definition 2 Let G be a cubic graph with a Hist T . (i) An outer cycle of G is a cycle of G such that all of its vertices are leaves of T .
(ii) Let {C 1 , C 2 , ..., C k } be the set of all outer cycles of G with respect to T , then we denote by oc(G, T ) = { V (C 1 ) , V (C 2 ) , ..., V (C k ) }.
Note that {C 1 , C 2 , ..., C k } and T are edge disjoint and decompose the graph G. Observe that oc(G, T ) is a multiset since several elements of oc(G, T ) are possibly the same number. If we refer to the outer cycles of a Hist-snark, then we assume that the Hist of the snark is given and thus the outer cycles are well defined (a Hist-snark may have several Hists). This paper answers the following type of problem. Let m ∈ N. Is there a Hist-snark with precisely one outer cycle such that additionally the outer cycle has length m? Corollary 10 answers this question and the general problem is solved by the main result of the paper, Theorem 13. One of our motivations to study Hist-snarks is a conjecture on cycle double covers, see Conjecture 14. Special Hist-snarks with symmetric properties can be found in [8] . For examples of Hist-snarks, see Figures 6, 7, 8, 10 (dashed edges illustrate outer cycles).
On the lengths of outer cycles
To prove Theorem 13, we will use the dot product, other constructions and a handful of computer generated snarks. Subdividing an edge e means to replace e by a path of length two. The neighborhood N(v) of a vertex v denotes the set of vertices adjacent to v and does not include v itself. In all drawings of this section, dotted thin edges symbolize removed edges whereas dashed edges illustrate edges of outer cycles. Let G and H be two cubic graphs. Let e 1 = a 1 b 1 and e 2 = a 2 b 2 be two independent edges of G and let e 3 with e 3 = a 3 b 3 be an edge of H with N(
The graph G ⋅ H is known to be not 3-edge colorable if G and H are not 3-edge colorable. Moreover, it is known that G ⋅ H is a snark if G and H are snarks, see [9] . We use here a modification of a dot product where {h 1 , j 1 , h 2 , j 2 } is a set of four distinct vertices which is disjoint with V (G) ∪ V (H): 
Lemma 4
Suppose G and H are snarks. Define the three graphs: B 1 ∶= G(e 1 , e 2 ) • H(e 3 ), B 2 ∶= G(e 1 , e 2 ) • H(e 3 ) and B 3 =∶ G(e 1 , e 2 ) • H(e 3 ). Then B i is a snark for i = 1, 2, 3.
Proof.
If B i with i = 1, 2, 3 has a cycle of length less than five, then this cycle must contain precisely two edges of the cyclic 4-edge cut C i of B i where C i is defined by the property that one component of B i − C i is H − a 3 − b 3 . Since the endvertices of the edges of C i do not induce a 4-cycle, B i has girth at least 5. It is not difficult to see that B i results from subdividing two (in the case i = 1, 2) or four (in the case i = 3) independent edges of G ⋅ H (namely the edges of C i ) and adding one or two new edges. Since we know that λ c (G ⋅ H) ≥ 4 and since subdividing and adding edges as described keeps the cyclic 4-edge connectivity (see the short proof of Theorem 12 in [3] ), λ c (B i ) ≥ 4. It remains to show that B i is not 3-edge colorable. B 1 can be obtained by the dot product of G 1 with H where G 1 is obtained from G by replacing e 1 by a path of length three (i.e we add two new vertices and three new edges) and by adding a parallel edge, denoted by e 1 , joining the two new vertices. Since G 1 is clearly not 3-edge colorable, the same holds for B 1 by the properties of the dot product. The remaining cases B 2 and B 3 can be verified analogously. ◻ Let e 1 , e 2 in G and e 3 in H be defined as in the beginning of this section. Moreover, suppose that N(b 1 ) = {a 1 , c, d} and that all three neighbors of b 1 are distinct. We define another modification of the dot product, see also Fig. 2 . Figure 2 : Constructing the graph G(e 1 , e 2 ) ▲ H(e 3 ), see Def. 5. Lemma 6 Suppose G and H are snarks, then G(e 1 , e 2 ) ▲ H(e 3 ) is a snark.
Proof. By the same arguments as in the proof of Lemma 4, the girth of G(e 1 , e 2 ) ▲ H(e 3 ) is at least five. Set X ∶= G ⋅ H. Subdivide in X the edge a 1 x 1 and call the obtained 2-valent vertex q 1 , then subdivide the edge b 1 d and call this now obtained 2-valent vertex q 2 , then exchange the labels b 1 and q 2 and finally add b 1 q 1 . Thus we obtain the graph Y ∶= G(e 1 , e 2 )▲H(e 3 ). Since X is a snark implying λ c (X) ≥ 4 and since Y is obtained from X by subdividing two independent edges and by adding an edge joining these vertices, it follows from the proof of Theorem 12 in [3] that λ c (Y ) ≥ 4. Y can obviously be constructed by the dot product ofG with H whereG itself is obtained from G by expanding b 1 to a triangle, see Fig. 2 . By the properties of the dot product and sinceG is not 3-edge colorable, Y is not 3-edge colorable . ◻ The next result shows that two Hist-snarks can be combined to form other Hist-snarks. Theorem 7 Let G and H be snarks with Hists T G and T H , then the following holds: 1. There is a snark G ′ with a Hist T ′ such that oc(G ′ , T ′ ) = oc(G, T G ) ∪ oc(H, T H ). 2. Suppose k ∈ oc(G, T G ) and l ∈ oc(H, T H ), then there is a snarkĜ with a HistT such that oc(Ĝ,
Proof. We prove the first statement. Choose two edges e 1 , e 2 ∈ E(T G ) and choose an edge e 3 ∈ E(T H ) such that all four adjacent edges are part of T H . Set G ′ ∶= G(e 1 , e 2 )•H(e 3 ). Then G ′ is a snark by Lemma 4. Let T ′ be the subgraph of G ′ with E(T ′ ) = (E(T G
are contained in an outer cycle of length k +l −1. Hence, oc(Ĝ,T ) = oc(G, T G )∪ oc(H, T H )−{k} −{l} ∪{k +l −1} which finishes the proof. ◻ Lemma 8 Let G be a snark with a Hist T G and let k ∈ oc(G, T G ), then each of the following statements holds: (i) there is a snark G ′ with a Hist T ′ such that oc(
The endvertices of the edges e 1 , e 2 and e 3 and their neighbors are labeled as defined in the beginning of this section. The Petersen graph is denoted by P 10 .
(i) LetĈ be the 5-cycle, "the inner star" of the illustrated P 10 in Fig. 3 . Set U ∶= P 10 − E(Ĉ) and let e 3 ∈ E(U) with e 3 = a 3 b 3 where b 3 ∈ V (Ĉ). In G, we choose two independent edges e 1 ∈ E(T G ) and e 2 ∈ E(T G ) where e 2 is part of an outer cycle C k of length k. Then G ′ ∶= G ⋅ P 10 is a snark and the subgraph 3 ) is a Hist of G ′ , see Fig. 3 . Since G and G ′ have the same outer cycles with the only exception that C k is in G and that
(ii) Let e 1 , e 2 ∈ E(T G ) with e 1 = a 1 b 1 and e 2 = a 2 b 2 . Since we could exchange the vertex labels a 2 and b 2 , we can assume that b 1 , b 2 are in the same component of T G −e 2 . Define the snark G ′ ∶= G(e 1 , e 2 ) • P 10 (e 3 ) with e 3 ∈ E(P 10 ), see Fig. 4 . Let C 5 andĈ 5 be two disjoint 5-cycles of P 10 with e 3 ∈ E(C 5 ) and let x 1 , x 2 ∈ V (C 5 ), see Fig. 4 . Then the subgraph
is a Hist of G ′ , see Fig. 4 . Since the set of outer cycles of G ′ consists ofĈ 5 and all outer cycles of G, the statement follows. (iii) P 10 is a Hist-snark with one outer cycle, see Fig. 7 . Since this cycle has length 6, statement (iii) follows from applying Theorem 7(1) by setting H ∶= P 10 .
(iv) Let e 1 = a 1 b 1 be an edge of an outer cycle of length k in G and let e 2 ∈ E(T G ). Let B 18 denote the Blanusa snark, see Fig. 8 . Define the snark G ′ ∶= G(e 1 , e 2 ) • B 18 (e 3 ) as illustrated in Fig. 5 . Note that two outer cycles of lengths 7 and k + 2 are presented in Fig. 5 by dashed lines. Let B denote the edge set which contains all edges of G ′ which are shown in bold face in Fig. 5 . It is straightforward to verify that the subgraph Definition 9 Let S be a multiset of positive numbers, then S * denotes the set of all Histsnarks G which have a Hist T G such that oc(G, T G ) = S.
For instance, the Blanusa snark B 18 satisfies B 18 ∈ {10} * (see Fig. 8 ) but also satisfies B 18 ∈ {5, 5} * . We leave it to the reader to verify the latter fact. Note that B 18 ∈ {10} * ∪ {5, 5} * but that B 18 ∈ {5, 5, 10} * . The Petersen graph P 10 satisfies P 10 ∈ S * iff S = {6}, see Fig. 7 .
Corollary 10 There is a snark G having a Hist T with oc(G, T ) = {k} iff k = 6 or k ≥ 10.
As mentioned above B 18 ∈ {10} * , see Fig. 8 . By Theorem 7 (2) and since P 10 ∈ {6} * , it follows that {11} * = ∅. The second Loupekine snark denoted by L 22 satisfies L 22 ∈ {12} * , see Fig. 6 . The Hist-snark T (13), see Appendix A1 satisfies T (13) ∈ {13} * . Applying Lemma 8 (i) to each of these four Hist-snarks and proceeding inductively, we obtain for every number k ≥ 10 a Hist-snark G satisfying G ∈ {k} * . Since k = V (G) 2 + 1 (see Theorem 2 in [6] ) and since there is no snark with 10 < k < 18 vertices, {l} * = ∅ for every l ∈ {1, 2, 3, 4, 5, 7, 8, 9}. Finally, since P 10 ∈ {6} * the proof is finished. ◻ Lemma 11 Let S = {x, y} with x, y ∈ {5, 6, 7, 8}, then S * = ∅.
Proof. By applying Lemma 8 (ii),(iii),(iv) by setting G ∶= P 10 , we obtain that {5, 6} * = ∅, {6, 6} * = ∅, {7, 8} * = ∅. To avoid more constructions, we used a computer. We refer to Appendix A1 and Fig. 9 , where one member of {x, y} * denoted by T (x, y) is presented for the remaining pairs.
Lemma 12 Let S = {x, y, z} with x, y, z ∈ {5, 6, 7, 8}, then S * = ∅.
Proof. By Lemma 8 (ii), Lemma 8 (iii) and Lemma 11, S * = ∅ if {5, 6} ∩ S = ∅. Hence we assume that x, y, z ∈ {7, 8}. Suppose 7 ∈ S and let without loss of generality x = 7. By Lemma 11, {y − 2, z} * = ∅. Applying Lemma 8 (iv), we obtain that {7, y, z} * = ∅. Since there is a snark T (8, 8, 8 ) (see Fig. 10 in Appendix A2) which is a member of {8, 8, 8} * , the lemma follows. ◻ Note that the illustrated snark in {8, 8, 8} * has a 2π 3 rotation symmetry and a Hist which has equal distance from its central root to every leaf. Such snarks are called rotation snarks, for an exact definition see [8] . The Petersen graph and both Loupekine's snarks (the smallest cyclically 5-edge connected snarks apart from the Petersen graph) are rotation snarks. All rotation snarks with at most 46 vertices are presented in [8] . Proof. Condition (i) is obviously a necessary condition, otherwise G has girth less than five. By Corollary 10 every snark of S * also fulfills condition (ii). Hence it remains to show that there is a Hist-snark in S * if G satisfies the above two conditions. Suppose S is a counterexample which is firstly minimal with respect to S and secondly minimal with respect to the largest number in S. By Corollary 10, S ≥ 2. Suppose S ≥ 4. Then there is a partition S = S 2 ∪ S 3 with S 2 = 2 and S 3 = S − 2 ≥ 2. Since S 2 , S 3 satisfy the conditions (i) and (ii), there is by minimality a Hist-snark H i ∈ S * i , i = 2, 3. By Theorem 7, there is a Hist-snark in (S 2 ∪ S 3 ) * = S * which is a contradiction. Hence S ∈ {2, 3}. Suppose m ∈ S and m > 8. Set S 1 = S − {m} ∪ {m − 4}. Obviously S 1 fulfills condition (i) and (ii) and thus there is by minimality a Hist-snark H 1 ∈ S * 1 . Applying Lemma 8 (i) to S 1 , we obtain a Hist-snark in S * which is a contradiction. Thus, S consists of two or three elements and each of them is contained in {5, 6, 7, 8}. By Lemma 11 and Lemma 12, this is not possible. ◻ 
Open problems
Every tree which has only vertices of degree three and one is called a 1,3-tree. In the previous section we determined the possible lengths of outer cycles of Hist-snarks. The reverse problem is the following, Problem 1 Which 1, 3-trees are Hists of snarks?
Problem 2 Is there a number n such that every 1, 3-tree with more than n vertices is a Hist of a snark?
Conjecture 14 Every Hist-snark has a cycle double cover which contains all outer cycles. 
