The notion of a transfer (or T -transform) is central in the theory of majorization. For instance, it lies behind the characterization of majorization in terms of doubly stochastic matrices. We introduce a new type of majorization transfer called L-transforms and prove some of its properties. Moreover, we discuss how L-transforms give a new perspective on Ryser's algorithm for constructing (0 1)-matrices with given row and column sums. 
Introduction
The main purpose of this short paper is to introduce a transformation, the L-transform or simply a transfer, in connection with the notion of majorization between vectors. We relate this notion to the well-known T -transform (see [12] ) which is a certain linear transformation corresponding to "simple" doubly stochastic matrices. We also discuss how the L-transform plays a role in algorithms for constructing (0 1)-matrices with given row and column sums. A vector is called monotone if its components are nonincreasing. An all zeros vector is denoted by O, and [ ] denotes the interval { ∈ R : ≤ ≤ }. Let ∈ R be monotone vectors. One says that is majorized by , and writes , if
( ≤ ), with equality for = . The notion may be extended to non-monotone vectors and by using the same inequalities for the monotone vectors obtained by reordering entries in and . Majorization plays an important role in in matrix theory ( [1, 15] ), combinatorics and probability. The new edition [12] of the classical book by Marshall and Olkin contains a comprehensive treatment of the theory and applications of majorization. Moreover, majorization is discussed in connection with combinatorial classes of matrices in [2] .
The following geometrical description of majorization will be useful in this study. Let again ∈ R be a monotone vector, and let L : [0 ] → R denote the function defined as the linear interpolant of the points
Since is monotone, L is a concave, piecewise linear function, so its graph is a concave curve between the endpoints (0 0) and ( =1 ), . We call L the L-function of and its graph the L-curve of . A square matrix is doubly stochastic if it is componentwise nonnegative and each row and column sum is 1. The class Ω of all × doubly stochastic matrices is often called the Birkhoff polytope and it is closely tied to majorization. For properties of Ω and subpolytopes, see [2, 4-7, 9, 14] . A T -transform ([12, Section 2B]) of a vector is the operation where, for fixed and , two components and are replaced by (1−λ) +λ and λ +(1−λ) respectively, for some number 0 ≤ λ ≤ 1. We let = T ( ) denote the resulting vector. T is a linear transformation which may be represented by a certain doubly stochastic matrix which is a convex combination of the identity matrix and the permutation matrix representing a transposition of and . A small calculation shows that T ( ) . The converse is also true as the following classical theorem says; it is due to Muirhead [13] [8] , one considered integral majorization polytopes (defined as the set of vectors majorized by a fixed vector) and the number of lattice points in these sets. The counting algorithm proposed in [8] is based on ideas that resemble the L-transform introduced in the present paper. The remaining paper is organized as follows. Section 2 introduces and shows properties of the L-transform. Section 3 discusses some connections to Ryser's algorithm for constructing (0 1)-matrices with given row and column sums. Throughout this paper vectors are treated as column vectors, and they are identified with the corresponding -tuples (to simplify notation). For = ( 1 2 ) ∈ R , we define˜ as the vector obtained from by deleting the last coordinate, so˜ = (
where π is the bijection on {1 2 } given by π( ) = π . The × all zeros matrix is denoted by O , and the identity matrix of order is denoted by I .
L-transforms
We now introduce another procedure for transforming into when the majorization holds. This procedure is inspired by the presentation in [2, Chapter 3] of Ryser's algorithm for finding a (0 1)-matrix with given row and column sums. We return to this connection in Section 3. Geometrically the idea is to start with the L-curve L associated with and produce a sequence of L-curves above L such that these L-curves coincide with L on gradually larger intervals [ ] (for = − 1 1 0). To describe this process we introduce the notion of an L-transform. Let = ( 1 2 ) ∈ R be a monotone vector and let ∈ R satisfy 1 ≥ ≥ . Define the vector = ( 
It is easy to verify that˜ = ( 
Theorem 2.
Let ∈ R be monotone, 1 
≥ > and = ( ; ). Then L( ; )
. Moreover, L( ; ) may be obtained from by a T -transform applied to coordinates and + 1 followed by a permutation given by π = (1 + 1 − 1).
Proof. Let = L( ; ) and define
Let A be the matrix obtained from the identity matrix of order by replacing the 2 × 2 submatrix induced by rows and columns and + 1 by the matrix
Then A is a doubly stochastic matrix corresponding to a T -transform. Moreover, A = (
). It follows from the definition of L-transform in (1) that the latter vector is equal to
Therefore PA = , where P is the permutation matrix which represents the permutation π given by π( ) = ( ≤ ), π( + 1) = and π( ) = − 1 ( + 2 ≤ ≤ ). Finally, the relation just proved also implies that = L( ; ) by the mentioned property of T -transforms and because majorization is permutation invariant.
Therefore an L-transform may be viewed a "doubly stochastic mapping" (a linear transformation that can be represented by a doubly stochastic matrix) which is either the identity matrix (when = ) or the composition of a T -transform and a permutation (both of special form). Specifically, for 0 ≤ α ≤ 1 and ≥ 2 define the × matrix
The matrix V α is doubly stochastic. For instance, for = 4 we have
Then, in the situation described in Theorem 2, one can verify that
where ⊕ denotes direct sum of matrices, and α is as in the proof above.
The following theorem shows the role of L-transforms in connection with a given majorization. Recall that˜ denotes the truncated vector obtained from by deleting the last coordinate.
Theorem 3.

Let ∈ R be monotone vectors satisfying , and let = L( ; ). Then = and the following majorizations hold
and˜ ˜ ˜
Proof. Let = ( ; ). Clearly = and
=1
. Consider the linear function defined by ( ) = =1 − ( − ) , for 0 ≤ ≤ . We now prove that
Confer Figure 2 for the geometrical content of these inequalities. Since L is concave and is linear, the first inequality in (4) follows from the fact that L ( ) = ( ) for − 1 ≤ ≤ (and L˜ = L on [ − 1 ]). The second inequality in (4) follows similarly: L˜ is concave, is linear, ( − 1) = L˜ ( − 1) and, which we now verify, ( ) ≤ L˜ ( ). From the definition of we obtain
which proves (4). Moreover, we have
(1 ≤ ≤ − 1) which combined with (4) proves that ˜ . Finally, this implies (trivially) that as = .
By repeated application of Theorem 3 we obtain the following algorithm for transforming into by a sequence of L-transforms whenever, initially, the majorization holds. 
Algorithm 4.
Input: ∈ R monotone with . Output: a sequence { ( ) } =1 such that = ( ) −2 ). This process may be continued: in each iteration the dimension is reduced by one, and eventually, after − 1 iterations we may terminate (the current vector equals ( 1 2 )). This proves the following theorem.
Theorem 5.
Let ∈ R be monotone vectors such that . Then may be obtained from using Algorithm 4 by applying at most − 1 L-transforms.
In terms of matrices, the L-transforms in Algorithm 4 correspond to multiplication of the current vector by doubly stochastic matrices of the form
where V α − +1 is given in (2) . So, the first − 1 and the last − components are unchanged, and the remaining components are modified as described above.
Example 6.
Let = 10, = ( 8 7 6 5 5 4 4 4 4 3) and = (10 10 7 6 6 4 2 2 2 1) so . Then the following table shows how is obtained from by L-transforms. The rows show the vector obtained in each of the 9 iterations. The component in boldface is the next one "to be corrected", and the overlined component is the one in position ( ; ) using in the corresponding L-transform. We remark that another way of transforming into , whenever holds, was discussed in [14] , using so-called uniformly tapered doubly stochastic matrices. Moreover, in that paper, this subclass of doubly stochastic matrices was investigated from a polyhedral point of view. As mentioned the notion of L-transform was inspired by the treatment of Ryser's algorithm in [2, Chapter 3] , and Theorem 2 is essentially contained in [2, Theorem 3.1.1]. However, our proof is different and shows the geometrical content of the procedure.
Connection to (R S) and Ryser's algorithm
Let (R S) denote the class of (0 1)-matrices with row sum vector R and column sum vector S. Here R = ( 1 2 ) and S = ( This matrix class has been investigated in detail (see e.g. [3] and [11, Chapter 16] ), and we refer to the book [2, Chapters 3, 4] for an extensive treatment of (R S). The classical Gale-Ryser theorem provides a nice answer to the existence question for (R S), expressed in terms of a majorization condition.
Theorem 7.
[
Gale-Ryser] (R S) is nonempty if and only if S R * where R * is the conjugate vector of R.
The conjugate vector R *
) is defined by * = |{ : ≥ }|, for ≤ . The necessity of the majorization condition in the Gale-Ryser theorem is obtained by noting that R * is the column sum vector of the maximal matrixĀ (of size × ) whose 'th row contains leading ones followed by − zeros. The sufficiency of the condition is harder to prove, and Ryser proved this constructively based on the following algorithm. We now note that we may use the L-transform to obtain a new proof of the correctness of Ryser's algorithm and therefore the Gale-Ryser theorem.
Algorithm 8 (Ryser's algorithm).
Proof. Assume that S R *
and consider Ryser's algorithm. In the first iteration ones are moved to the right in A =Ā so that column contains ones. Since ones were shifted in the rows with largest row sums, the column sum of the resulting matrix A equals L(R * ; ), i.e., an L-transform applied to R * . By Theorem 3, ( ). Below we show the maximal matrixĀ and the first three matrices constructed from Ryser's algorithm. The vertical line in the last three matrices indicate that columns to the right of that line have been constructed so far. Note that the column sum vectors of these matrices are as indicated in the first rows of the table in Example 6. Finally, for further properties of Ryser's algorithm and the constructed matrix, we refer to the extensive treatment in [2, Chapters 3, 4] .
