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The compressible flow through porous media with Fourier’s law for heat conduction consists 
of the equations ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u)+ ∇p = −aρu,
(ρE)t + div(ρuE + up)= −aρu2 + κθ,
(ρ,u, θ)|t=0 = (ρ0, u0, θ0).
(1.1)
Here ρ = ρ(t, x), u = u(t, x), p = p(t, x) represent the density, the velocity and the pres-
sure functions respectively, at time t ≥ 0 and position x ∈ R3. The total energy E = |u|22 + e, 
where e is the internal energy. The constant a > 0 models friction. And the initial data 
(ρ0(x), u0(x), θ0(x)) → (ρ¯, 0, θ¯ ) as |x| → ∞.
In this paper, we will consider ideal, polytropic fluids, so that the equations of state for the 
fluids are given by p = Rρθ and e = cvθ , where R > 0, cv > 0 are the universal gas constant and 
the specific heat at constant volume respectively. Thus (1.1) can reduce to the following system:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ρt + div(ρu) = 0
ρut + ρu · ∇u+ ∇p = −aρu
ρθt + ρu · ∇θ + 1cv pdivu = κcv θ,
(ρ,u, θ)|t=0 = (ρ0, u0, θ0).
(1.2)
There are many important progresses on the investigation of the global existence and large 
time behavior of smooth solutions to the compressible Euler system with damping. For the isen-
tropic flow, we refer to Nishida [15,16] for the global existence of the small smooth solutions 
in one dimension and [2,6,7,12,15,16] for the large-time behavior of the solution, and the ref-
erences therein. In three dimensions, the global existence of the small smooth solutions was 
proved by different methods in [18,21] and the large-time behavior of the solution was studied 
in [1,18,19,21] and the references therein. For the non-isentropic flow, the global existence of 
small smooth solutions to the Cauchy problem was proved in [9,22] in one dimension, and the 
large time behavior of these solutions can be seen in [8,14]. For multi-dimensions, Tan, Wu and 
Huang [20] proved the global existence of the small smooth solutions and showed that under the 
additional assumption that the initial data are bounded in the L1 space, the pressure of the system 
converges to its equilibrium state at the rate (1 + t)− 34 in the L2-norm and the velocity of the 
system decays at the rate (1 + t)− 54 in the L2-norm, but the derivatives of the solutions decay at 
the same rate as the velocity’s. In the present paper, we will remove the smallness of those low 
frequency assumptions of the initial data and show the optimal decay rates of the higher-order 
spatial derivatives.
Notation. In this paper, ∇ with an integer  ≥ 0 stands for the usual any spatial derivatives of 
order . We use Hs(R3) to denote the usual Sobolev spaces with norm ‖·‖s and Lp(R3), 1 ≤
p ≤ ∞ to denote the usual Lp spaces with norm ‖·‖Lp . We will employ the notation a  b to 
mean that a ≤ Cb for a universal constant C > 0 that only depends on the parameters coming 
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only on the given problems.
Our main results are stated in the following theorem.
Theorem 1.1. Assume that 
∥∥(ρ0 − ρ¯, u0, θ0 − θ¯ )∥∥l with an integer l ≥ 3 is sufficiently small. 
Then there exists a unique global solution (ρ(t, x), u(t, x), θ(t, x)) to the problem (1.2) such 
that
‖(ρ − ρ¯, u, θ)(t)‖2l +
t∫
0
(‖∇ρ(τ)‖2l−1 + ‖(u,∇θ)(τ )‖2l )dτ  ‖(ρ0 − ρ¯, u0, θ0)‖2l . (1.3)
If further ∥∥(ρ0 − ρ¯, θ0 − θ¯ )∥∥L1 + ‖u0‖L 32 < +∞, then for k = 0, · · · , l,∥∥∥∇k(ρ − ρ¯, θ − θ¯ )(t)∥∥∥
L2
 (1 + t)−( 34 + k2 ), (1.4)
and for k = 0, · · · , l − 1, ∥∥∥∇ku(t)∥∥∥
L2
 (1 + t)−( 54 + k2 ) (1.5)
and ∥∥∥∇ lu(t)∥∥∥
L2
 (1 + t)−( 34 + l2 ). (1.6)
Remark 1.2. Several remarks concerning Theorem 1.1 are listed below:
• It is worth noting that the optimal decay rates of the highest-order spatial derivative of the 
density and the temperature are obtained. By comparison, the optimal time decay rates of the 
compressible Navier–Stokes equations, see [3–5,10] and the references therein for instance, 
can be obtained but except the highest-order one. This is due to the special structure of the 
system with damping.
• Note that we can also show the general Lp −L2 decay of the solution to (1.2) by assuming 
that 
∥∥(ρ0 − ρ¯, θ0 − θ¯ )∥∥Lp + ‖u0‖L3p/(3−p) < +∞ with p ∈ [1, 2], implying that when p ∈
[6/5, 2], this condition reduces to be that ∥∥(ρ0 − ρ¯, θ0 − θ¯ )∥∥Lp is finite which means that 
we do not need the low frequency condition of u0. This is again due to the damping effect.
• As in [1], in order to obtain the optimal decay rates of the higher-order derivatives of the 
solution, we can represent the spatial derivatives of the solutions to the equation Ut = BU +
G with the initial data U |t=0 = U0 which follows from the Duhamel principle as
∇kU = ∇kS(t)U0 +
t
2∫
0
∇kS(t − s)G(s)ds +
t∫
t
2
∇rS(t − s)∇k−rG(s)ds, (1.7)
where S(t) := etB is the solution semigroup and 0 ≤ r ≤ k.
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and state the equivalent theorem, Proposition 2.2. In Section 3, we will use the Hodge decompo-
sition to analyze the linearized system and establish the linear L2 decay estimates. In Section 4
and Section 5, we will prove the global existence part and the decay part of Proposition 2.2
respectively.
2. Reformulated system
Denoting
 = ρ − ρ¯, v = ρ¯
α1
u, w = Rρ¯
α1α2
(θ − θ¯ ) (2.1)
with α1 =
√
Rθ¯ , α2 = R
√
θ¯
cv
and α3 = κ
cvρ¯
, thus we rewrite (1.2) in the perturbation form as
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
t + α1divv = E,
vt + α1∇ + α2∇w + av = F,
wt + α2divv − α3w = G,
(, v,w)|t=0 = (0, v0,w0) =
(
ρ0 − ρ¯, ρ¯α1 u0,
Rρ¯
α1α2
(θ0 − θ¯ )
)
,
(2.2)
where the nonlinear terms are given by
E = −α1
ρ¯
div(v) = −α1
ρ¯
(v · ∇ + divv), (2.3)
F = −α1
ρ¯
v · ∇v − Rρ¯
α1
(
θ
ρ
− θ¯
ρ¯
)
∇ = −α1
ρ¯
v · ∇v + α1 ∇
ρ
− α2 w∇
ρ
, (2.4)
and
G = −α3 w
ρ
− α1
ρ¯
v · ∇w − Rα1
cvρ¯
wdivv. (2.5)
For any T > 0, we define the solution space by
X(0, T ) =
{
(, v,w) : ,v ∈ C0(0, T ;Hl(R3))∩C1(0, T ;Hl−1(R2)),
w ∈ C0(0, T ;Hl(R3))∩C1(0, T ;Hl−2(R2)),
∇ ∈ L2(0, T ;Hl−1(R3)), v,∇w ∈L2(0, T ;Hl(R3))
}
, (2.6)
and the solution norm by
χ2(T ) = sup
0≤t≤T
‖(, v,w)(t)‖2l +
T∫
(‖∇(t)‖2l−1 + ‖(v,∇w)(t)‖2l )dt. (2.7)0
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standard contraction mapping argument; we may refer to [10].
Proposition 2.1 (Local existence). Let (0, v0) ∈ Hl(R3) for an integer l ≥ 3 and
inf
x∈R3
{0 + ρ¯,w0 + α1α2
Rρ¯
θ¯} > 0. (2.8)
Then there exists a positive constant T0 depending on χ(0) such that the problem (2.2) has a 
unique solution (, v, w) ∈X(0, T0) satisfying
inf
x∈R3,0≤t≤T0
{ + ρ¯,w + α1α2
Rρ¯
θ¯} > 0 and χ(T0) ≤ 2χ(0). (2.9)
It is easy to check that Theorem 1.1 is equivalent to the following proposition.
Proposition 2.2. Assume that ‖(0, v0,w0)‖l with an integer l ≥ 3 is sufficiently small. Then 
there exists a unique global solution (ρ(t, x), v(t, x), w(t, x)) to the problem (2.2) such that
‖(, v,w)(t)‖2l +
t∫
0
(‖(∇(τ))‖2l−1 + ‖(v,∇w)(τ)‖2l )dτ ≤ C ‖(0, v0,w0)‖2l . (2.10)
If further ‖(0,w0)‖L1 + ‖u0‖
L
3
2
< +∞, then for k = 0, · · · , l,
∥∥∥∇k(,w)(t)∥∥∥
L2
 (1 + t)−( 34 + k2 ), (2.11)
and for k = 0, · · · , l − 1, ∥∥∥∇kv(t)∥∥∥
L2
 (1 + t)−( 54 + k2 ) (2.12)
and ∥∥∥∇ lv(t)∥∥∥
L2
 (1 + t)−( 34 + l2 ). (2.13)
3. Spectral analysis and linear L2 estimates
In this section, we consider the initial value problem for the linear system:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
t + α1divv = 0,
vt + α1∇ + α2∇w + av = 0,
wt + α2divv − α3w = 0,
(, v,w)|t=0 = (0, v0,w0).
(3.1)
In terms of the semigroup theory for evolutional equation, formula (3.10) holds only if the 
matrix A(ξ) in (3.6) is diagonalizable. As this matrix in (3.1) is clearly not self-adjoint (if we 
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there needs to be a modification taking account of multiple eigenvalues and corresponding Jor-
dan structures. However, if we take Hodge decomposition to analyze the above system (3.1), 
the system (3.1) can be transformed into two systems. One only has an equation, the other has 
distinct eigenvalues. Now for s ∈ R, we denote by s the pseudo differential operator defined 
by sf = F −1(|ξ |s f̂ (ξ)). Let d = −1divv be the “compressible part” of the velocity and 
 = −1curlv (with (curlz)ji = ∂xj zi − ∂xi zj ) be the “incompressible part”, then we can rewrite 
(3.1) as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
t + α1d = 0,
dt − α1 − α2w + ad = 0,
t + a = 0,
wt + α2d − α3w = 0,
(, d,,w)|t=0 = (0, d0,0,w0) = (0,−1divv0,−1curlv0,w0).
(3.2)
Indeed, as the definition of d and , and relation
v = −−1∇d −−1div (3.3)
involve pseudo-differential operators of degree zero, the estimates in the space Hl(R3) for the 
original function v will be the same as for d and .
Now we will turn to study the decay rates of the solutions for the system (3.2). It follows 
immediately that the convergence rate of  is exponential in any norm. Hence, it suffices to 
consider the following system ⎧⎪⎪⎪⎨⎪⎪⎪⎩
t = −α1d,
dt = α1 + α2w − ad,
wt = −α2d + α3w,
(, d,w)|t=0 = (0, d0,w0).
(3.4)
In terms of the semigroup theory, we may express (3.4) as to be, denoting V = (, d, w)t ,{
Vt = BV,
V |t=0 = V0. (3.5)
Applying the Fourier transform to the system (3.4), we have{
V̂t = A(ξ)V̂ ,
V̂ |t=0 = V̂0,
(3.6)
where V̂ (t, ξ) =F V (t, x), ξ = (ξ1, ξ2, ξ3)t and A(ξ) is defined by
A(ξ) =
⎛⎝ 0 −α1|ξ | 0α1|ξ | −a α2|ξ |
0 −α |ξ | −α |ξ |2
⎞⎠ . (3.7)
2 3
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det(A(ξ)− λI)= −
(
λ3 + λ2(a + α3|ξ |2)+ λ|ξ |2(α21 + α22 + aα3)+ α21α3|ξ |4
)
= 0, (3.8)
which implies the eigenvalues of the matrix A can be expressed as:
λ1 = λ1(|ξ |), λ2 = λ2(|ξ |), λ3 = λ3(|ξ |). (3.9)
The semigroup S(t) = etA can be decomposed into
etA(ξ) =
3∑
i=1
eλi tPi(ξ), (3.10)
where the projector Pi(ξ) is
Pi(ξ) =
∏
j =i
A(ξ)− λj I
λi − λj , i = 1,2,3. (3.11)
In order to estimate the semigroup etA in L2 frame, we analyze the asymptotical expansions 
of λi , Pi (i = 1, 2, 3) and etA(ξ) for both lower and higher frequencies. From [13], we have the 
following lemma by careful computation:
Lemma 3.1. There exist positive constants r < R such that,
(a) For |ξ | < r , the spectral has the following Taylor series expansion⎧⎪⎨⎪⎩ λ1 = −a +
α21 + α22
a
|ξ |2 +O(|ξ |4),
λ2,3 = −c±|ξ |2 +O(|ξ |4),
(3.12)
where c± = 12
(
α3 + α
2
1 + α22
a
)
∓ 1
2
√
α23 +
(α21 + α22)2
a2
− 2α3(α
2
1 − α22)
a
.
(b) For |ξ | >R, the spectral has the following Laurent expansion⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λ1 = −α3|ξ |2 + α
2
2
α3
+O(|ξ |−2),
λ2,3 = −12
(
a + α
2
2
α3
)
± i
⎧⎨⎩α1|ξ | +
⎡⎣α1α22
2α23
− 1
8α1
(
a + α
2
2
α3
)2⎤⎦ |ξ |−1
⎫⎬⎭+O(|ξ |−2).
(3.13)
By (3.10)–(3.11) and Lemma 3.1, we can get the following estimates for the solution V̂ (t, ξ)
to the system (3.6):
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(a) For |ξ | < r , we have
|̂| ≤ C(e−c+|ξ |2t |̂0| + |ξ |e− 12 c+|ξ |2t |d̂0| + e− 12 c+|ξ |2t |ŵ0|), (3.14)
|d̂| ≤ C(|ξ |e−c+|ξ |2t |̂0| + e− a2 t |d̂0| + |ξ |e− 12 c+|ξ |2t |ŵ0|), (3.15)
|ŵ| ≤ C(e− 12 c+|ξ |2t |̂0| + |ξ |e− 12 c+|ξ |2t |d̂0| + e− 12 c+|ξ |2t |ŵ0|). (3.16)
(b) For |ξ | >R, we have
|̂| ≤ C(e−c˜t |̂0| + e−c˜t |d̂0| + |ξ |−1e−c˜t |ŵ0|), (3.17)
|d̂| ≤ C(e−c˜t |̂0| + e−c˜t |d̂0| + |ξ |−1e−c˜t |ŵ0|), (3.18)
|ŵ| ≤C(|ξ |−1e−c˜t |̂0| + |ξ |−1e−c˜t |d̂0| + |ξ |−2e−c˜t |ŵ0|). (3.19)
Proof. While |ξ | < r . By the formula (3.11) and Taylor series expansion of λi (i = 1, 2, 3), we 
can express Pi (i = 1, 2, 3) as follows:
P1(|ξ |) =
⎛⎝O(|ξ |2) O(|ξ |) O(|ξ |2)O(|ξ |) 1 +O(|ξ |2) O(|ξ |)
O(|ξ |2) O(|ξ |) O(|ξ |2)
⎞⎠ , (3.20)
P2(|ξ |)
=
⎛⎜⎜⎝
−ac−+α21
a(c+−c−) +O(|ξ |2) −
α1(α
2
1+α22−ac−)
a2(c+−c−) |ξ | +O(|ξ |3)
α1α2
a(c+−c−) +O(|ξ |2)
α1(α
2
1+α22−ac−)
a2(c+−c−) |ξ | +O(|ξ |3) O(|ξ |2)
α2(α
2
1+α22+aα3−ac−)
a2(c+−c−) |ξ | +O(|ξ |3)
α1α2
a(c+−c−) +O(|ξ |2) −
α2(α
2
1+α22+aα3−ac−)
a2(c+−c−) |ξ | +O(|ξ |3)
α22+aα3−ac−
a(c+−c−) +O(|ξ |2)
⎞⎟⎟⎠ ,
(3.21)
P3(|ξ |)
=
⎛⎜⎜⎜⎝
−−ac++α
2
1
a(c+−c−) +O(|ξ |2)
α1(α
2
1+α22−ac+)
a2(c+−c−) |ξ | +O(|ξ |
3) − α1α2
a(c+−c−) +O(|ξ |2)
− α1(α
2
1+α22−ac+)
a2(c+−c−) |ξ | +O(|ξ |
3) O(|ξ |2) − α2(α
2
1+α22+aα3−ac+)
a2(c+−c−) |ξ | +O(|ξ |
3)
− α1α2
a(c+−c−) +O(|ξ |2)
α2(α
2
1+α22+aα3−ac+)
a2(c+−c−) |ξ | +O(|ξ |
3) − α
2
2+aα3−ac−
a(c+−c−) +O(|ξ |2)
⎞⎟⎟⎟⎠ .
(3.22)
Now we represent the solution of (3.6) as
V̂ (t, ξ) = etAV̂0. (3.23)
Thus together with (3.10) and (3.20)–(3.22), we can deduce (3.14)–(3.16) immediately.
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P1(|ξ |) =
⎛⎝O(|ξ |−4) O(|ξ |−3) O(|ξ |−2)O(|ξ |−3) O(|ξ |−2) O(|ξ |−3)
O(|ξ |−2) O(|ξ |−3) O(1)
⎞⎠ , (3.24)
P2(|ξ |) =
⎛⎜⎜⎝
1
2 +O(|ξ |−1) − 12i +O(|ξ |−1) − α22iα3 |ξ |−1 +O(|ξ |−2)
1
2i +O(|ξ |−1) 12 +O(|ξ |−1) α22α3 |ξ |−1 +O(|ξ |−2)
− α22iα3 |ξ |−1 +O(|ξ |−2) − α22α3 |ξ |−1 +O(|ξ |−2) −
α22
2α23
|ξ |−2 +O(|ξ |−3)
⎞⎟⎟⎠ ,
(3.25)
P3(|ξ |) =
⎛⎜⎜⎝
1
2 +O(|ξ |−1) 12i +O(|ξ |−1) α22iα3 |ξ |−1 +O(|ξ |−2)
− 12i +O(|ξ |−1) 12 +O(|ξ |−1) α22α3 |ξ |−1 +O(|ξ |−2)
α2
2iα3 |ξ |−1 +O(|ξ |−2) − α22α3 |ξ |−1 +O(|ξ |−2) −
α22
2α23
|ξ |−2 +O(|ξ |−3)
⎞⎟⎟⎠ ,
(3.26)
Hence together with (3.10), (3.23) and (3.24)–(3.26), we can obtain (3.17)–(3.19). 
Finally, as in [13], we can get the decay rates for the solution (, v, w) of the linear system 
(3.1) as follows:
Proposition 3.3. Assume that (0, v0) ∈ Hl(R3), and ‖(0,w0)‖L1 + ‖v0‖
L
3
2
< +∞. Let d =
−1divv and  =−1curlv. Then the solution (, v, w) of the linear system (3.1) satisfies
(a)
‖‖2
L2  (1 + t)−
3
2
{
‖(0,w0)‖2L1 + ‖d0‖2
L
3
2
+ ‖(0, d0,w0)‖2L2
}
, (3.27)
and∥∥∥∇k∥∥∥2
L2
 (1 + t)−( 32 +k)
{
‖(0,w0)‖2L1 + ‖d0‖2
L
3
2
+
∥∥∥(∇k0,∇kd0,∇k−1w0)∥∥∥2
L2
}
,
∀1 ≤ k ≤ l. (3.28)
(b)
‖d‖2
L2  (1 + t)−
5
2
{
‖(0,w0)‖2L1 + ‖(0, d0,w0)‖2L2
}
, (3.29)∥∥∥∇kd∥∥∥2
L2
 (1 + t)−( 52 +k)
{
‖(0,w0)‖2L1 +
∥∥∥(∇k0,∇kd0,∇k−1w0)∥∥∥2
L2
}
, ∀ 1 ≤ k ≤ l
(3.30)
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∥∥∥∇k∥∥∥2
L2
 e−at
∥∥∥∇k0∥∥∥2
L2
, ∀ 0 ≤ k ≤ l. (3.31)
(c)
∥∥∥∇jw∥∥∥2
L2
 (1 + t)−( 32 +j)
{
‖(0,w0)‖2L1 + ‖d0‖2
L
3
2
+ ‖(0, d0,w0)‖2L2
}
, ∀ j = 0,1
(3.32)
and
∥∥∥∇kw∥∥∥2
L2
 (1 + t)−( 32 +k)
{
‖(0,w0)‖2L1 + ‖d0‖2
L
3
2
+
∥∥∥(∇k−10,∇k−1d0,∇k−2w0)∥∥∥2
L2
}
,
∀ 2 ≤ k ≤ l. (3.33)
Proof. Here we only prove (3.28). Indeed, by Lemma 3.2, Plancherel theorem and Hausdorff–
Young’s inequality, we have that for each 1 ≤ k ≤ l,
∥∥∥∇k∥∥∥2
L2
=
∥∥∥|ξ |k̂∥∥∥2
L2

∫
|ξ |<η
(|ξ |ke−c+|ξ |2t |̂0| + |ξ |k+1e− 12 c+|ξ |2t |d̂0| + |ξ |ke− 12 c+|ξ |2t |ŵ0|)2dξ
+
∫
|ξ |≥η
e−2˜ct (|ξ |k |̂0| + |ξ |k||d̂0| + |ξ |k−1|ŵ0|)2dξ
 (1 + t)−( 32 +k)
(
‖(̂0, ŵ0)‖2L∞ +
∥∥d̂0∥∥2L3)+ e−2˜ct ∥∥∥(|ξ |k̂0, |ξ |kd̂0, |ξ |k−1ŵ0)∥∥∥2L2
 (1 + t)−( 32 +k)
(
‖(0,w0)‖2L1 + ‖d0‖2
L
3
2
+
∥∥∥(∇k0,∇kd0,∇k−1w0)∥∥∥2
L2
)
.  (3.34)
4. Energy estimates
To prove the global existence part of Proposition 2.2, by the standard continuity argument, it 
suffices to derive the following a priori energy estimates.
Proposition 4.1 (A priori estimate). Let (0, v0, w0) ∈ Hl(R3) with an integer l ≥ 3. Suppose 
that the problem (2.2) has a solution (, v, w) ∈ X(0, T ), where T is a positive constant. Then 
there exists a small constant ε > 0, independent of T , such that if
sup ‖(, v,w)(t)‖l ≤ ε, (4.1)
0≤t≤T
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‖(, v,w)(t)‖2l +
t∫
0
(‖∇(τ)‖2l−1 + ‖(v,∇w)(τ)‖2l )dτ  ‖(0, v0,w0)‖2l . (4.2)
We first derive the lowest-order energy estimates.
Lemma 4.2. Under the assumption of Proposition 4.1, there exist two positive constants C1 and 
C2, such that
d
dt
{‖(, v,w)(t)‖2
L2 +C1〈v,∇〉} +
C1α1
2
‖∇(t)‖2
L2 + a ‖v(t)‖2L2 + α3 ‖∇w‖2L2
≤C2 ‖∇v(t)‖2L2 . (4.3)
Proof. Multiplying (2.2)1–(2.2)3 with , v and w respectively and then integrating the resulting 
over R3, one has
1
2
d
dt
‖(, v,w)(t)‖2
L2 + a ‖v(t)‖2L2 + α3 ‖∇w‖2L2 = 〈,E〉 + 〈v,F 〉 + 〈w,G〉. (4.4)
Now we estimate the right hand side of (4.4). From integration by parts, we have
〈,E〉 =
〈
,−α1
ρ¯
div(v)
〉
= α1
ρ¯
〈∇,v〉
≤ C ‖∇‖L2 ‖‖L3 ‖v‖L6
≤ Cε(‖∇‖2
L2 + ‖∇v‖2L2), (4.5)
where Holder’s inequality, Cauchy’s inequality and the Sobolev embedding theorem are used. 
Similarly we have
〈v,F 〉 ≤ C(|〈v, v · ∇v〉| + |〈v,∇〉| + |〈v,w∇〉|)
≤ C(‖v‖L3 ‖v‖L6 ‖∇v‖L2 + ‖(,w)‖L3 ‖v‖L6 ‖∇‖L2)
≤ Cε(‖∇‖2
L2 + ‖∇v‖2L2), (4.6)
and
〈w,G〉 ≤ α3
〈
∇
(
w
ρ
)
,∇w
〉
+C(|〈w,v · ∇w〉| + |〈w,wdivv〉|)
≤ C(‖(,w)‖L∞ ‖(∇,∇w)‖L2 ‖∇w‖L2 + ‖w‖L3 ‖(v,w)‖L6 ‖(∇v,∇w)‖L2)
≤ Cε(‖∇‖2
L2 + ‖∇v‖2L2 + ‖∇w‖2L2). (4.7)
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d
dt
‖(, v)(t)‖2
L2 + 2a ‖v(t)‖2L2 + α3 ‖∇w(t)‖2L2 ≤ Cε ‖∇(, v)(t)‖2L2 . (4.8)
We then deal with the L2-norm of ∇. From (2.2)2 we have that
α ‖∇‖2
L2 = 〈−vt − av + F,∇〉 (4.9)
Then by using (2.2)1 and (4.1), we get
d
dt
〈v,∇〉 + α1 ‖∇(t)‖2L2 = 〈−av + F,∇〉 + 〈v,∇E − α1∇divv〉
= 〈−av + F,∇〉 − 〈divv,E − α1divv〉
≤ C(‖v‖L2 + ‖(, v,w)‖L∞ ‖∇(, v)‖L2)‖∇‖L2
+C ‖(, v)‖L∞ ‖∇(, v)‖L2 ‖divv‖L2 + α1 ‖divv‖2L2
≤ α1
2
‖∇‖2
L2 +C3 ‖(v,∇v)‖2L2 (4.10)
for some C3 > 0. Then the estimate (4.3) follows by taking the sum of (4.8) + C1(4.10) with 
some positive constant C1 ≤ a2C3 . 
Lemma 4.3. Under the assumption of Proposition 4.1, there exist some sufficiently small constant 
η1 and some positive constant C4 such that
d
dt
⎧⎨⎩
∥∥∥∥∥
(√
ρ¯(α1ρ¯ + α2w)
α1ρ2
∇ l,∇ lv,∇ lw
)
(t)
∥∥∥∥∥
2
L2
+ η1〈∇ l,∇ l−1v〉
⎫⎬⎭
+ α1η1
4
∥∥∥∇ l(t)∥∥∥2
L2
+ a
∥∥∥∇ lv(t)∥∥∥2
L2
+ α3
∥∥∥∇ l+1w(t)∥∥∥2
L2
≤ 2C4η1
∥∥∥(∇ l−1v,∇ lw)(t)∥∥∥2
L2
. (4.11)
Proof. Multiplying (2.2)1 with ρ¯(α1ρ¯ + α2w)
α1ρ2
yields
ρ¯(α1ρ¯ + α2w)
α1ρ2
t + α1ρ¯ + α2w
ρ
divv = −α1ρ¯ + α2w
ρ2
v · ∇ (4.12)
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1
2
d
dt
∥∥∥∥∥
(√
ρ¯(α1ρ¯ + α2w)
α1ρ2
∇ l,∇ lv,∇ lw
)
(t)
∥∥∥∥∥
2
L2
+ a
∥∥∥∇ lv(t)∥∥∥2
L2
+ α3
∥∥∥∇ l+1w(t)∥∥∥2
L2
=
〈(
ρ¯(α1ρ¯ + α2w)
α1ρ2
)
t
,
|∇ l|2
2
〉
−
〈[
∇ l , ρ¯(α1ρ¯ + α2w)
α1ρ2
]
t ,∇ l
〉
−
〈
∇ l
(
α1ρ¯ + α2w
ρ2
v · ∇
)
,∇ l
〉
−
〈
∇ l
(
α1ρ¯ + α2w
ρ
divv
)
,∇ l
〉
−
〈
∇ l
(
α1ρ¯ + α2w
ρ
∇
)
,∇ lv
〉
−
〈
∇ l
(
α1
ρ¯
v · ∇v
)
,∇ lv
〉
−
〈
∇ l
(
α3w
ρ
)
,∇ lw
〉
−
〈
∇ l
(
α1v · ∇w
ρ¯
)
,∇ lw
〉
−
〈
∇ l
(
Rα1wdivv
cvρ¯
)
,∇ lw
〉
=
9∑
j=1
Ij , (4.13)
where [∂αx , f ]g = ∂αx (fg) − f ∂αx g. Now we shall estimate the right hand side of (4.13) terms by 
terms as follows. By using (2.2)1 and Lemmas A.1–A.4, we have
I1 ≤C ‖(divv,div(v), v · ∇w,wdivv,w)‖L∞
∥∥∥∇ l∥∥∥2
L2
≤C ‖(, v,w)‖3
∥∥∥∇ l∥∥∥2
L2
+C ‖w‖1
∥∥∥∇ l∥∥∥2
L2
+C
∥∥∥∇2w∥∥∥
L2
∥∥∥∇ l∥∥∥2
L2
≤Cε
(∥∥∥∇ l∥∥∥2
L2
+ max{0,4 − l}
∥∥∥∇2w∥∥∥2
L2
)
, (4.14)
I2 ≤C
{∥∥∥∥∇ ( ρ¯(α1ρ¯ + α2w)α1ρ2
)∥∥∥∥
L∞
∥∥∥∇ l−1t∥∥∥
L2
+
∥∥∥∥∇ l ( ρ¯(α1ρ¯ + α2w)α1ρ2
)∥∥∥∥
L2
‖t‖L∞
}∥∥∥∇ l∥∥∥
L2
≤C ‖(, v,w)‖3
∥∥∥∇ l(, v,w)∥∥∥
L2
∥∥∥∇ l∥∥∥
L2
≤Cε
∥∥∥∇ l (, v,w)∥∥∥2
L2
, (4.15)
I3 =
〈
div
(
(α1ρ¯ + α2w)v
ρ2
)
,
|∇ l|2
2
〉
−
〈[
∇ l , (α1ρ¯ + α2w)v
ρ2
]
· ∇,∇ l
〉
≤ Cε
∥∥∥∇ l(, v,w)∥∥∥2
L2
, (4.16)
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〈
∇ lv,∇
(
(α1ρ¯ + α2w)v
ρ
)
∇ l
〉
−
〈[
∇ l , (α1ρ¯ + α2w)v
ρ
]
divv,∇ l
〉
−
〈[
∇ l , (α1ρ¯ + α2w)v
ρ
]
∇,∇ lv
〉
≤ Cε
∥∥∥∇ l(, v,w)∥∥∥2
L2
, (4.17)
I6 =
〈
α1
ρ¯
divv,
|∇ lv|2
2
〉
−
〈[
∇ l , α1
ρ¯
v
]
∇v,∇ lv
〉
≤ Cε
∥∥∥∇ lv∥∥∥2
L2
, (4.18)
I7 =
〈
∇
(
α3
ρ
)
,
|∇ l+1w|2
2
〉
−
〈
[∇ l , α3
ρ
]w,∇ lw
〉
≤ Cε
∥∥∥∇ l+1w∥∥∥2
L2
+C
{∥∥∥∥∇ (ρ
)∥∥∥∥
L∞
∥∥∥∇ l−1w∥∥∥
L2
+
∥∥∥∥∇ l (ρ
)∥∥∥∥
L2
‖w‖L∞
}∥∥∥∇ lw∥∥∥
L2
≤ Cε(
∥∥∥(∇ l,∇ lw,∇ l+1w)∥∥∥2
L2
+ max{0,4 − l}
∥∥∥∇2w∥∥∥2
L2
), (4.19)
and
I8 + I9 = −α1
ρ¯
〈∇ l (v · ∇w),∇ lw〉 + Rα1
Cvρ¯
(〈∇(w∇ lw),∇ lv〉 − 〈[∇ l ,w]divv,∇ lw〉)
≤ C ‖(v,divv,w,∇w)‖L∞
∥∥∥(∇ lv,∇ lw,∇ l+1w)∥∥∥
L2
∥∥∥∇ l(v,w)∥∥∥
L2
≤ Cε
∥∥∥(∇ lv,∇ lw,∇ l+1w)∥∥∥2
L2
. (4.20)
Combining (4.13) with (4.14)–(4.20) gives rise to
d
dt
∥∥∥∥∥
(√
ρ¯(α1ρ¯ + α2w)
α1ρ2
∇ l,∇ lv,∇ lw
)
(t)
∥∥∥∥∥
2
L2
+ 3
2
a
∥∥∥∇ lv(t)∥∥∥2
L2
+ α3
∥∥∥∇ l+1w(t)∥∥∥2
L2
≤ Cε
∥∥∥(∇ l,∇ lw)∥∥∥2
L2
. (4.21)
We next turn to estimate the L2-norm of ∇ l. By taking 〈∇ l(2.2)1,∇ l−1v〉 +〈∇ l−1(2.2)2,∇ l〉, 
we have
d
dt
〈∇ l,∇ l−1v〉 + α1
∥∥∥∇ l(t)∥∥∥2
L2
= −α1〈∇ ldivv,∇ l−1v〉 − α1
ρ¯
〈∇ ldiv(v),∇ l−1v〉 − α2〈∇ lw,∇ l〉 − a〈∇ l−1v,∇ l〉
− α1
ρ¯
〈∇ l−1(v · ∇v),∇ l〉 + α1
〈
∇ l−1
(
∇
ρ
)
,∇ l
〉
− α2
〈
∇ l−1
(
w∇
ρ
)
,∇ l
〉
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4
∥∥∥∇ l∥∥∥2
L2
+C
∥∥∥(∇ l−1v,∇ lv,∇ lw)∥∥∥2
L2
+C ‖∇(,w)‖2
L2
∥∥∥∇ l−1(,w)∥∥∥2
L2
≤ α1
2
∥∥∥∇ l∥∥∥2
L2
+C4
∥∥∥(∇ l−1v,∇ lv,∇ lw)∥∥∥2
L2
(4.22)
for some C4 > 0. Here the final inequality can be deduced by (A.3). Thus we can immediately 
get the following estimate
d
dt
〈∇ l,∇ l−1v〉 + α1
2
∥∥∥∇ l(t)∥∥∥2
L2
≤ C4
∥∥∥(∇ l−1v,∇ lv,∇ lw)∥∥∥2
L2
. (4.23)
Then by choosing some sufficiently small positive number η1 <
a
2C4
, and taking summation 
(4.21) + η1(4.23), we deduce (4.11). 
We now present the
Proof of Proposition 4.1. Choosing a sufficiently small positive number η2 and then taking 
η2(4.3) + (4.11), we obtain
d
dt
{
η2 ‖(, v,w)(t)‖2L2 +C1η2〈v,∇〉 +
∥∥∥∥∥
(√
ρ¯(α1ρ¯ + α2w)
α1ρ2
∇ l,∇ lv,∇ lw
)
(t)
∥∥∥∥∥
2
L2
+ η1
〈
∇ l,∇ l−1v
〉}
+ C1α1η2
2
‖∇‖2
L2 +
aη2
4
‖v(t)‖2
L2 +
α3η2
2
‖∇w‖2
L2 +
α1η1
4
∥∥∥∇ l∥∥∥2
L2
+ a
2
∥∥∥∇ lv(t)∥∥∥2
L2
+ α3
2
∥∥∥∇ l+1w∥∥∥2
L2
≤ 0. (4.24)
Integrating (4.24) with respect to t and then taking η1 and η2 sufficiently small, and by making 
use of Cauchy’s inequality and the smallness of ε, we then deduce the a priori estimate (4.2). 
5. Decay estimates
In this section, we shall prove the decay part of Proposition 2.2. To this end, we define
M(t) = sup
0≤s≤t
{
(1 + s) 32 ‖(,w)(s)‖2
L2 + (1 + s)
5
2 ‖v(s)‖2
L2 + (1 + s)
1
2 +l
∥∥∥∇ l−1(s)∥∥∥2
L2
+ (1 + s) 32 +l
∥∥∥(∇ l−1v,∇ lw)(s)∥∥∥2
L2
}
. (5.1)
It is noted that M(t) does not contain the highest-order derivatives of the density and the ve-
locity. This is caused by that we could not estimate the highest-order derivatives by the spectral 
analysis since the nonlinear term involves the derivatives. However, we will show by energy 
estimates the following crucial lemma, which reveals that 
∥∥∇ l (, v)∥∥
L2 can be controlled by ∥∥(∇ l−1v,∇ lw)∥∥ 2 .L
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∥∥∥∇ l (, v)∥∥∥2
L2
 (1 + t)−( 32 +l){‖(0, v0,w0)‖2l +M(t)}. (5.2)
Proof. We define
L(t) =
∥∥∥∥∥
(√
ρ¯(α1ρ¯ + α2w)
α1ρ2
∇ l,∇ lv,∇ lw
)
(t)
∥∥∥∥∥
2
L2
+ η1〈∇ l,∇ l−1v〉. (5.3)
Then taking (4.11) +C5
∥∥(∇ l−1v,∇ lw)∥∥2
L2 with some large C5 > 0, it is easy to verify that
d
dt
L(t)+C6L((t) ≤ C
∥∥∥(∇ l−1v,∇ lw)∥∥∥2
L2
(5.4)
for some constant C6 > 0, and that
L(t)+C7
∥∥∥∇ l−1v∥∥∥2
L2
≈
∥∥∥∇ l−1v∥∥∥2
L2
+
∥∥∥∇ l (, v,w)∥∥∥2
L2
(5.5)
for some large constant C7 > 0. Hence by Gronwall’s inequality, in view of the definition (5.1)
of M(t), we have that
L(t) ≤ e−C6tL(0)+C
t∫
0
e−C6(t−s)
∥∥∥(∇ l−1v,∇ lw)(s)∥∥∥2
L2
ds
≤ e−C6tL(0)+C
t∫
0
e−C6(t−s)(1 + s)− 32 −lM(t)ds
 (1 + t)− 32 −l{L(0)+M(t)}. (5.6)
Combining this with (5.5) yields (5.2). 
Lemma 5.2. Under the assumption of Proposition 2.2, it holds that
‖v‖L2  (1 + t)−
5
4 . (5.7)
Proof. Multiplying (2.2)2 with v and then integrating the resulting over R3, one has
1
2
d
dt
‖v(t)‖2
L2 + a ‖v(t)‖2L2 = 〈v,F 〉 − α1〈v,∇〉 − α2〈v,∇w〉
≤ a ‖v(t)‖2 2 +C ‖∇(, v,w)‖2 2 , (5.8)2 L L
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d
dt
‖v‖2
L2 + a ‖v‖2L2 ≤ C ‖∇(, v,w)‖2L2 . (5.9)
Now we estimate the term in the right hand side of (5.9). To this end, first define
N(t) = sup
0≤s≤t
(1 + t)− 52 ‖∇(, v,w)‖2
L2 . (5.10)
From the Duhamel principle and the estimates in Proposition 3.3, we have that
‖∇(, v)‖L2  ‖∇(, d,)‖L2
 (1 + t)− 54 {‖(0,w0)‖L1 + ‖d0‖
L
3
2
+ ‖(∇(0, d0,0),w0)‖L2}
+
t∫
0
(1 + t − s)− 54 {‖(E,G)(s)‖L1 +
∥∥∥−1divF(s)∥∥∥
L
3
2
+
∥∥∥(∇(E,−1divF,−1curlF),G)(s)∥∥∥
L2
}ds. (5.11)
Since
‖(E,G)‖L1  ‖(|v · ∇|, |divv|, |w|, |v · ∇w|, |wdivv|)‖L1
 ‖(, v,w)‖L2 ‖∇(, v,w)‖L2 + ‖‖L6 ‖w‖
L
6
5
 ε ‖∇(, v,w)‖L2 , (5.12)
‖F‖
L
3
2
 ‖(|v · ∇v|, |∇|, |w∇|)‖
L
3
2
 ‖(, v,w)‖L6 ‖∇(, v)‖L2
 ε ‖∇(, v,w)‖L2 , (5.13)
and
‖(∇(E,F ),G)‖L2

∥∥∥∥(|∇(v · ∇)|, |∇(divv)|, |∇(v · ∇v)|, ∣∣∣∣∇ (∇ρ
)∣∣∣∣ , ∣∣∣∣∇ (w∇ρ
)∣∣∣∣ , |w|, |v · ∇w|,
|wdivv|)‖L2
 ‖(∇,v,∇v,w,∇w)‖L∞ ‖∇(, v,w)‖L2 + ‖(, v,w)‖L∞
∥∥∥∇2(, v,w)∥∥∥
L2
 ε ‖∇(, v,w)‖L2 + ‖∇(, v,w)‖L2
∥∥∥∇2(, v,w)∥∥∥ 12
L2
∥∥∥∇3(, v,w)∥∥∥ 12
L2
 ε ‖∇(, v,w)‖L2 . (5.14)
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‖∇(, v)‖L2  (1 + t)−
5
4 K0 +
t∫
0
(1 + t − s)− 54 ε ‖∇(, v,w)(s)‖L2 ds
 (1 + t)− 54 K0 + ε
t∫
0
(1 + t − s)− 54 (1 + s)− 54√N(t)ds
 (1 + t)− 54 K0 + ε(1 + t)− 54
√
N(t), (5.15)
where K0 is defined in Lemma 5.18. And the estimate (5.15) implies that√
N(t)K0 + ε
√
N(t). (5.16)
Hence we get the boundedness of N(t). Now we turn to estimate the decay rate of ‖v‖L2 . By 
Gronwall’s inequality, we have from (5.9) that
‖v‖2
L2 ≤ e−at ‖v0‖2L2 +C
t∫
0
e−a(t−s) ‖∇(, v,w)(s)‖2
L2 ds
≤ e−at ‖v0‖2L2 +C
t∫
0
e−a(t−s)(1 + s)− 52 N(t)ds
 (1 + t)− 52 . (5.17)
Thus we finish the proof of (5.7). 
Now we show the boundedness of M(t).
Lemma 5.3. Under the assumption of Proposition 2.2, it holds that
M(t) ≤ C(K0). (5.18)
Here K0 = ‖(0,w0)‖L1 + ‖v0‖
L
3
2
+ ‖(0, v0,w0)‖l .
Proof. We first estimate the decay of ‖(, v,w)‖L2 . From the Duhamel principle and Proposi-
tion 3.3, we have that
‖(,w)‖L2  (1 + t)−
3
4
{
‖(0,w0)‖L1 + ‖d0‖
L
3
2
+ ‖(0, d0,w0)‖L2
}
+
t∫
0
(1 + t − s)− 34
{
‖(E,G)(s)‖L1 +
∥∥∥−1divF(s)∥∥∥
L
3
2
+
∥∥∥(E,−1divF,G)(s)∥∥∥ }ds. (5.19)L2
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‖E‖L1  ‖‖L2 ‖∇v‖L2 + ‖v‖L2 ‖∇‖L2
 ‖‖L2 ‖v‖
l−2
l−1
L2
∥∥∥∇ l−1v∥∥∥ 1l−1
L2
+ ‖v‖L2 ‖∇‖L2
 ε(1 + t)− 54√M(t), (5.20)
‖G‖L1  ‖‖L2
∥∥∥∇2w∥∥∥
L2
+ ‖v‖L2 ‖∇w‖L2 + ‖w‖L2 ‖∇v‖L2
 ‖‖L2 ‖w‖
l−2
l
L2
∥∥∥∇ lw∥∥∥ 2l
L2
+ ‖v‖L2 ‖∇w‖L2 + ‖w‖L2 ‖v‖
l−2
l−1
L2
∥∥∥∇ l−1v∥∥∥ 1l−1
L2
 ε(1 + t)− 54√M(t), (5.21)
∥∥∥−1divF∥∥∥
L
3
2
 ‖v · ∇v‖
L
3
2
+ ‖∇‖
L
3
2
+ ‖w∇‖
L
3
2
 ‖v‖L2 ‖∇v‖L6 + ‖(,w)‖L2 ‖∇‖L6
 ‖v‖L2
∥∥∥∇2v∥∥∥
L2
+ ‖(,w)‖L2 ‖∇‖
l−2
l−1
L2
∥∥∥∇ l∥∥∥ 1l−1
L2
 ε(1 + t)− 54 (K0 +
√
M(t)), (5.22)
and similarly ∥∥∥(E,−1divF,G)∥∥∥
L2
 ‖(, v,w)‖L∞ ‖∇v‖L2 + ‖‖L∞
∥∥∥∇2w∥∥∥
L2
+ ‖(, v,w)‖L∞ ‖∇(,w)‖L2
 ε(1 + t)− 54√M(t). (5.23)
Then plugging (5.20)–(5.23) into (5.19), it yields
(1 + t) 34 ‖(,w)(t)‖L2 K0 + ε
√
M(t). (5.24)
Now we turn to estimate the decay of 
∥∥∇ l−1∥∥
L2 . By taking r = 1 in (1.7), we deduce from the 
Duhamel principal and the estimate (3.28) in Proposition 3.3 that∥∥∥∇ l−1∥∥∥
L2
 (1 + t)−( 14 + l2 )
{
‖(0,w0)‖L1 + ‖d0‖
L
3
2
+
∥∥∥(∇ l−1(0, v0),∇ l−2w0)∥∥∥
L2
}
+
t
2∫
0
(1 + t − s)−( 14 + l2 )
{
‖(E,G)(s)‖L1 +
∥∥∥−1divF(s)∥∥∥
L
3
2
+
∥∥∥(∇ l−1(E,−1divF),∇ l−2G)(s)∥∥∥ }dsL2
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t∫
t
2
(1 + t − s)− 54
{∥∥∥∇ l−2(E,G)(s)∥∥∥
L1
+
∥∥∥∇ l−2−1divF(s)∥∥∥
L
3
2
+
∥∥∥(∇ l−1(E,−1divF),∇ l−2G)(s)∥∥∥
L2
}
ds
 (1 + t)−( 14 + l2 )K0 + J1 + J2. (5.25)
We then estimate J1 and J2 as follows. First, we have∥∥∥∇ l−1E∥∥∥
L2

∥∥∥∇ l−1div(v)∥∥∥
L2
 ‖‖L∞
∥∥∥∇ lv∥∥∥
L2
+ ‖v‖L∞
∥∥∥∇ l∥∥∥
L2
 ε(1 + t)−( 34 + l2 )(K0 +
√
M(t)) (5.26)
∥∥∥∇ l−1−1divF∥∥∥
L2
 ‖v‖L∞
∥∥∥∇ lv∥∥∥
L2
+ ‖∇v‖L∞
∥∥∥∇ l−1v∥∥∥
L2
+‖(,w)‖L∞
∥∥∥∇ l∥∥∥
L2
+ ‖∇(,w)‖L∞
∥∥∥∇ l−1∥∥∥
L2
 ε(1 + t)−( 34 + l2 )(K0 +
√
M(t))
+ ‖∇(,w)‖
3
5
L∞ ‖(,w)‖
2
5
L2
∥∥∥∇ l(,w)∥∥∥
L2
 ε(1 + t)−( 34 + l2 )(K0 +
√
M(t)). (5.27)
and similarly,∥∥∥∇ l−2G∥∥∥
L2
max{0,4 − l}(‖‖L∞ ‖∇w‖L2 + ‖∇‖L∞ ‖w‖L2)
+ min{1, l − 3}
(
‖‖L∞
∥∥∥∇ l−2w∥∥∥
L2
+ ‖w‖L∞
∥∥∥∇ l−2∥∥∥
L2
)
+ ‖v‖L∞
∥∥∥∇ l−1w∥∥∥
L2
+ ‖∇w‖L∞
∥∥∥∇ l−2v∥∥∥
L2
+ ‖w‖L∞
∥∥∥∇ l−2divv∥∥∥
L2
+ ‖divv‖L∞
∥∥∥∇ l−2w∥∥∥
L2
 ε(1 + t)−( 34 + l2 )√M(t)+ min{1, l − 3} ‖w‖ 37L∞ ‖(,w)‖ 47L2 ∥∥∥∇ l(,w)∥∥∥L2
+ ‖(v,w)‖
1
3
L∞ ‖(v,w)‖
2
3
L2
∥∥∥∇ l (v,w)∥∥∥
L2
+ ‖∇(v,w)‖
1
5
L∞ ‖(v,w)‖
4
5
L2
∥∥∥∇ l (v,w)∥∥∥
L2
 ε(1 + t)−( 34 + l2 )(K0 +
√
M(t)). (5.28)
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J1  ε
(
1 + t
2
)−( 14 + l2 ) t∫
0
(1 + s)− 54 (K0 +
√
M(t))ds
 ε(1 + t)−( 14 + l2 )(K0 +
√
M(t)). (5.29)
On the other hand, by (5.7), (A.5)–(A.6) and (A.10), we have
∥∥∥∇ l−2E∥∥∥
L1
 ‖‖L2
∥∥∥∇ l−1v∥∥∥
L2
+ ‖v‖L2
∥∥∥∇ l−1∥∥∥
L2
 ε(1 + t)−( 34 + l2 )√M(t)+ ‖v‖ 35
L2
‖v‖
2
5
L2
∥∥∥∇ l−1∥∥∥
L2
 ε 35 (1 + t)−( 34 + l2 )√M(t), (5.30)
∥∥∥∇ l−2G∥∥∥
L1

∥∥∥∥∇ l−2(wρ
)∥∥∥∥
L1
+
∥∥∥∇ l−2div(wv)∥∥∥
L1
+
∥∥∥∇ l−2(wdivv)∥∥∥
L1
 ‖‖L2
∥∥∥∇ lw∥∥∥
L2
+
∥∥∥∇ l−2∥∥∥
L2
∥∥∥∇2w∥∥∥
L2
+ ‖w‖L2
∥∥∥∇ l−1v∥∥∥
L2
+
∥∥∥∇ l−1w∥∥∥
L2
‖v‖L2 +
∥∥∥∇ l−2w∥∥∥
L2
‖∇v‖L2
 (1 + t)− 34√M(t)+ ‖‖ 2l
L2
∥∥∥∇ l∥∥∥ l−2l
L2
‖w‖
l−2
l
L2
∥∥∥∇ lw∥∥∥ 2l
L2
+ ‖v‖
3
5
L2
‖v‖
2
5
L2
∥∥∥∇ l−1w∥∥∥
L2
+ ‖w‖
1
l−1
L2
∥∥∥∇ l−1w∥∥∥ l−2l−1
L2
‖v‖
l−2
l−1
L2
∥∥∥∇ l−1v∥∥∥ 1l−1
L2
 ε
1
l−1 (1 + t)−( 34 + l2 )(K0 +
√
M(t)), (5.31)
and ∥∥∥∇ l−2−1divF∥∥∥
L
3
2
 ‖v‖L2
∥∥∥∇ l−1v∥∥∥
L6
+
∥∥∥∇ l−2v∥∥∥
L2
‖∇v‖L6
+ ‖‖L2
∥∥∥∇ l−1∥∥∥
L6
+
∥∥∥∇ l−2∥∥∥
L2
‖∇‖L6
 ε(1 + t)−( 34 + l2 )(K0 +
√
M(t))
+ ‖v‖
1
l−1
L2
∥∥∥∇ l−1v∥∥∥ l−2l−1
L2
‖∇v‖
l−2
l−1
L2
∥∥∥∇ lv∥∥∥ 1l−1
L2
+ ‖‖
1
l
L2
∥∥∥∇ l∥∥∥ l−2l
L2
‖‖
l−2
l
L2
∥∥∥∇ l∥∥∥ 1l
L2
 ε(1 + t)−( 34 + l2 )(K0 +
√
M(t)), (5.32)
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J2  ε
1
l−1
(
1 + t
2
)−( 34 + l2 )
(K0 +
√
M(t))
t∫
t
2
(1 + t − s)− 54 ds
 ε
1
l−1 (1 + t)−( 34 + l2 )(K0 +
√
M(t)). (5.33)
Hence plugging (5.29) and (5.33) into (5.25) gives rise to
(1 + t) 14 + l2
∥∥∥∇ l−1∥∥∥
L2
K0 + ε 1l−1
√
M(t). (5.34)
Now we turn to estimate the decay of 
∥∥∇ lw∥∥
L2 in the similar way. By taking r = 2 in (1.7), 
we deduce from the Duhamel principal and the estimate (3.33) in Proposition 3.3 that∥∥∥∇ lw∥∥∥
L2
 (1 + t)−( 34 + l2 )
{
‖(0,w0)‖L1 + ‖d0‖
L
3
2
+
∥∥∥(∇ l−1(0, d0),∇ l−2w0)∥∥∥
L2
}
+
t
2∫
0
(1 + t − s)−( 34 + l2 )
{
‖(E,G)(s)‖L1 +
∥∥∥−1divF(s)∥∥∥
L
3
2
+
∥∥∥(∇ l−1(E,−1divF),∇ l−2G)(s)∥∥∥
L2
}
ds
+
t∫
t
2
(1 + t − s)− 74
{∥∥∥∇ l−2(E,G)(s)∥∥∥
L1
+
∥∥∥∇ l−2−1divF(s)∥∥∥
L
3
2
+
∥∥∥(∇ l−1(E,−1divF),∇ l−2G)(s)∥∥∥
L2
}
ds
 (1 + t)−( 34 + l2 )(K0 + ε 1l−1
√
M(t)), (5.35)
where (5.20)–(5.22), (5.26)–(5.28) and (5.30)–(5.32) are used. Hence we get
(1 + t) 34 + l2
∥∥∥∇ lw∥∥∥
L2
K0 + ε 1l−1
√
M(t). (5.36)
It remains to estimate the decay of 
∥∥∇ l−1v∥∥
L2 to conclude the proof of Lemma 5.3. Similarly, 
by taking r = 1 in (1.7), we have from Proposition 3.3 that∥∥∥∇ l−1v∥∥∥
L2

∥∥∥∇ l−1d∥∥∥
L2
+
∥∥∥∇ l−1∥∥∥
L2
 (1 + t)−( 34 + l2 )
{
‖(0,w0)‖L1 +
∥∥∥(∇ l−1(0, d0,0),∇ l−2w0)∥∥∥
L2
}
+
t
2∫
(1 + t − s)−( 34 + l2 )
{
‖(E,G)(s)‖L1 +
∥∥∥(∇ l−1(E,F ),∇ l−2G)(s)∥∥∥
L2
}
ds0
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t∫
t
2
(1 + t − s)− 74
{∥∥∥∇ l−2(E,G)(s)∥∥∥
L1
+
∥∥∥(∇ l−1(E,F ),∇ l−2G)(s)∥∥∥
L2
}
ds
 (1 + t)−( 34 + l2 )(K0 + ε 1l−1
√
M(t)), (5.37)
implying
(1 + t) 34 + l2
∥∥∥∇ l−1v∥∥∥
L2
K0 + ε 1l−1
√
M(t). (5.38)
Together with (5.7), (5.24), (5.34), (5.36) and (5.38), we can get (5.18). 
We can now conclude the
Proof of Proposition 2.2. Lemma 5.3 implies that the optimal decay rates of 
∥∥∇k(, v)∥∥
L2 with 
0 ≤ k ≤ l − 1 and ∥∥∇jw∥∥
L2 with 0 ≤ j ≤ l have already been obtained. The decay rates of∥∥∇ l (, v)∥∥
L2 then follow by further applying Lemma 5.1. 
Appendix A. Analytic tools
We will extensively use the Sobolev interpolation of the Gagliardo–Nirenberg inequality.
Lemma A.1. Let 0 ≤ i, j ≤ k, then we have
∥∥∥∇ if ∥∥∥
Lp

∥∥∥∇j f ∥∥∥1−a
Lq
∥∥∥∇kf ∥∥∥a
Lr
(A.1)
where a satisfies
i
3
− 1
p
=
(
j
3
− 1
q
)
(1 − a)+
(
k
3
− 1
r
)
a. (A.2)
Especially, while p = q = r = 2, we have
∥∥∥∇ if ∥∥∥
L2

∥∥∥∇j f ∥∥∥ k−ik−j
L2
∥∥∥∇kf ∥∥∥ i−jk−j
L2
. (A.3)
Proof. This is a special case of [17, Theorem, p. 125]. 
Lemma A.2. To estimate the L2-norm of the spatial derivatives of the product of two functions, 
we shall record the following estimate:∥∥∥∇k(fg)∥∥∥
L2
 ‖f ‖L∞
∥∥∥∇kg∥∥∥
L2
+ ‖g‖L∞
∥∥∥∇kf ∥∥∥
L2
, (A.4)∥∥∥∇k(fg)∥∥∥  ‖f ‖L2 ∥∥∥∇kg∥∥∥ + ‖g‖L2 ∥∥∥∇kf ∥∥∥ , (A.5)L1 L2 L2
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L
3
2
 ‖f ‖L2
∥∥∥∇k−1g∥∥∥
L6
+ ‖g‖L6
∥∥∥∇k−1f ∥∥∥
L2
. (A.6)
Proof. See [1]. 
Thus we can easily deduce from Lemma A.2 the following commutator estimate or one can 
refer to [11, p. 98, Lemma 3.4]:
Lemma A.3. Let f and g be smooth functions belonging to Hk ∩L∞ for any integer k ≥ 1 and 
define the commutator
[∇k, f ]g = ∇k(fg)− f∇kg. (A.7)
Then we have ∥∥∥[∇k, f ]g∥∥∥
L2
 ‖∇f ‖L∞
∥∥∥∇k−1g∥∥∥
L2
+
∥∥∥∇kf ∥∥∥
L2
‖g‖L∞ . (A.8)
Next, to estimate the L2-norm of the spatial derivatives of some smooth function F(f ), we 
shall record the following estimate:
Lemma A.4. Let F(f ) be a smooth function of f with bounded derivatives of any order and f
belong to Hk for any integer k ≥ 3, then we have
∥∥∥∇k(F (f ))∥∥∥
L2
 sup
0≤i≤k
∥∥∥F (i)(f )∥∥∥
L∞
⎛⎝ k∑
j=2
‖f ‖j−1−
3(j−1)
2k
L2
∥∥∥∇kf ∥∥∥1+ 3(j−1)2k
L2
+
∥∥∥∇kf ∥∥∥
L2
⎞⎠ .
(A.9)
Moreover, if f has the lower and upper bounds, and ‖f ‖k ≤ 1, we have∥∥∥∇k(F (f ))∥∥∥
L2

∥∥∥∇kf ∥∥∥
L2
. (A.10)
Proof. See [1]. 
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