































関数の展開係数となっている数列 Hn がフルヴィッツ数と呼ばれるものである. 本研究はそのフル
ヴィッツ数を従来のものより高速に計算するアルゴリズムについて研究した. 新しいアルゴリズム
(アルゴリズム 2)において, アイゼンシュタイン級数の計算と, フルヴィッツの定理を用い分母を
計算することで, 次の主結果が得られた. 
アルゴリズム 2はフルヴィッツ数 Hk をビット演算量 O(M(k log k)k(log k)2)で計算する.
また従来の漸化式を利用して計算するアルゴリズムはフルヴィッツ数 Hk をビット演算量
O(M(k log k)k2 log k)で計算する.
以上よりアルゴリズム 2の方がより高速にフルヴィッツ数 Hk を計算する. 
また, 数値計算の速度の比較実験を行った. その結果から十分大きい自然数 k に対してフル
ヴィッツ数 Hk を計算するのは本研究で得られたアルゴリズムの方が高速に計算できるという結果
が得られた.
本論文の構成は次のようになる. 第 2節でフルヴィッツ数とベルヌーイ数の定義, 諸性質につい
て述べる. 第 3節ではベルヌーイ数を計算するアルゴリズムを紹介し, そのアルゴリズムを基にし
て構成したフルヴィッツ数を計算するアルゴリズムを第 4節で述べ, その正当性を証明する. 第 5
節ではフルヴィッツ数を計算するアルゴリズムの計算量を評価し, 従来の漸化式を用いて計算する






この節ではベルヌーイ数について説明する. ベルヌーイ数 Bn とは次のように形式的べき級数に
よる母関数表示
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6 0   130 0 142 0   130 0 566
またベルヌーイ数の分母は次に述べるクラウゼン・フォンシュタウトの定理によって完全に決定す
ることができる.







の形に書ける. ここでは和は p  1が nを割るような素数 pをわたる.
この定理よりベルヌーイ数 Bn の分母は Y
p 1jn
p






















とおく. これはレムニスケートの周長の半分であって, レムニスケート周率とも呼ばれ, その値は

















}(z)は, 複素平面において, 格子 Z$+Z$p 1上の点でのみ 2位の極をもちそれ以外では正則な
複素関数で, z を z+ ( 2 Z$+Z$p 1)に置き換えても値が変わらないという 2重周期性をも
つ. この格子が p 1倍で保たれるということから,  2 Z[p 1]に対して }(z)が }(z)と }0(z)
の有理式で表されることがわかる. この性質から, }(z)は Z[p 1]を虚数乗法にもつ楕円関数であ
るといわれる.






}0(z)2 = 4}(z)3   4}(z)
さらにこれを微分した
}00(z) = 6}(z)2   2
を満たす.












のように書く. すると上記 }( z) = }(z), }(p 1z) =  }(z)より, Hn は nが 4の倍数のとき以
外は零であることがわかる. このときの Hn がフルヴィッツ数と呼ばれるものである. 微分方程式




および, n  2に対し漸化式
(2n  3)(4n  1)(4n+ 1)H4n = 3
n 1X
i=1






が得られる. これから, Hn は正の有理数であることがわかる. いくつかの値を表にする.





















定理 2.3 (フェルマー・オイラーの定理). 　
4で割って 1余る素数は平方数の和として 1通りに表される.
今 pを 4で割ると 1余る素数とし, その平方和への分解を
p = a2 + b2
とする. このとき a; b のいずれか一方のみが奇数でなくてはならないからそれを a とし, その符
号を
a  b+ 1 mod 4
で定める. このように定まる a を, ap と書くことにする. このときフルヴィッツの定理は次のと
おり.























































































































ゴリズムについて述べる. 以降 xは xを丸め計算したものとする. また, hxiは xに最も近い整数と
する. G(n)=d2n log2 neとおくことにする.
アルゴリズム 1. もしすべての計算が G(n)ビットで丸めが行われるならば以降のアルゴリズムで
B2k が計算される.
1. 2n+ 1以下の素数 pを列挙する.









5. N2n = rntnD2n とする.
6. このとき B2n = ( 1)n+1hN2ni=D2n となる.






アルゴリズム 2. 以下のようにしてフルヴィッツ数 Hk を計算する. (k 2 4N)
1. (準備)
k + 1以下の素数 pを列挙する.
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 = d(k + 3) log2 k   1:88k + 5:27e





C 0 = 2Mk + 2 log2 k + 2k + 7


























まず, フルヴィッツ数を小数で表した H(k)が step 2のように求められることについて述べる.







































p  4x という事実 [9, p.183]を用いると,
























































 (k + 3) log2 k   1:88k + 5:27
が成り立つ. よって
















とおくことにする.このアルゴリズムにおいて ~Nk を  ビットの精度で計算したものを Nk とする.
ここで, Nk = hNkiであることを示す. そのために 0 < Nk   ~Nk < 14 と j ~Nk  Nkj < 14 を示す.
この二つが成立するならば, jNk  Nkj < 12 となり, Nk = hNkiであることが示される.
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xk 2(k   1  x)
ex























































(証明)　 (1)および, (k + 1)(k2 + 1)(k3 + 1)  k3 より








































(2k   2)! < eMk2
よって, 0 < Nk   ~Nk < 14 となり証明が完了する. (証明終)
続いて次の補題が成り立つことが [7]より分かる.




i = 1 + n; (jnj  nu
1  nu = n)
を満たす n が存在する.
これを用いると次の定理が示せる.
定理 4.4. 上記のようにして Nk を定めると, jNk   ~Nkj < 14 となる.
(証明) xは実数 xを  ビットで丸めたものとする. [7]によると x = x(1 + ), (jj  u = 2 )と
かける. この性質を用いて Nk を計算する. 以降 ; ; に対しても  と同様の仮定をする. まず,








= e2n(1 + 2n 1):
このようにして 2n 1 を定めると, j2n 1j  2n 1 となる.
e2n   1 = (e2n   1)(1 + 2n 1)(1 + 2n)
10
で 2n を定める. このとき
j2nj = j2n 1j
(e2n   1)(1 + 2n 1)
 (2n  1)u















が成り立つ. また n  1のとき
2n  1
e2n   1 
3
4









(1 + 2n 1)(1 + 2n)(1 + 2n+1)
=
nk 1
e2n   1(1 + 2n+2):






an = an(1 + 
(n)
2n+2)






Sm = Sm(1 + 2m+3);　 j2m+3j  2m+3
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となる 2m+3 が存在する. これは帰納法により次のように示される. m = 1のときは明らかであ
る. 一般のmに対してm  1までは成り立っているとすると
Sm = Sm 1 + am
= Sm 1(1 + 2m+1) + am(1 + 
(m)
2m+2)




jSm 1(1 + 2m+1) + am(1 + (m)2m+2)  (Sm 1 + am)j = jSm 12m+1 + am(m)2m+2j
= Sm 1j2m+1j+ amj(m)2m+2j
 Sm 12m+1 + am2m+2
 (Sm 1 + am)2m+2
であるため, Sm 1(1 + 2m+1) + am(1 + (m)2m+2) = (Sm 1 + am)(1 + 2m+2) で 2m+2 を定める
と j2m+2j  2m+2 が成り立つ. よって,
Sm = Sm(1 + 2m+2)(1 + )
= Sm(1 + 2m+3)
で 2m+3 を定めると,
j2m+3j = j(1 + 2m+2)(1 + )  1j
= j2m+2 +  + 2m+2j
 j2m+2j+ jj+ j2m+2jjj
 2m+2 + u+ 2m+2u
=
(2m+ 2)u










Bk = Bk(1 + k)
とする. さらに,
 = (1 + 0);






























・ (1 + 2Mk+3)(1 + 2Mk+4)(1 + 2Mk+5)(1 + 2Mk+6):
これより,
C = k + k + rk + 2Mk + 6
= 2Mk + rk + 2k + 6
とする. これは, Cu < 1を満たす.
H(k) = H(k)(1 + C)
で C を定めると




= H(k)Dk(1 + )(1 + C)
= H(k)Dk(1 + C+1)
= ~Nk(1 + C+1)






1  C 0u (また; u = 2
 ):
以上より  の取り方より, C 0u < 1=2となり次が成り立つ.







< 2(2)C 02  :
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また,  = d+ 3 + log2 C 0eであるため,
2   2  3C 0 1
を満たすので,






について述べる. また, このセクションでは n ビットの 2 つの数の乗算の計算量 M(n) は,
M(n) = O(n log n log log n)で与えられ, さらに nビットの数とmビットの数 (n > m)の乗算の
計算量M(n;m)は, M(n;m) = O(n logm log logm)と書くことができる. これは Schonhageと
Strassenのアルゴリズムを使うことで分かる [8]. 次に下記の定理を示す.
定理 5.1. アルゴリズム 2は Hk をビット演算量 O(M(k log k)k(log k)2)で計算する.
(証明) まず,  = O(k log k);Mk = O(k log k)であることが ;Mk のとり方から分かる. step 2
以降は  ビットの精度で計算するときの計算量について考える. また, [2, Chapter 7]を参照する
と,  は ビット演算量 O(M(k log k) log k) で計算され, e2 はビット演算量 O(M(k log k) log k)
で計算され, $ はビット演算量 O(M(k log k) log k) で計算されることが分かる. 続いてアルゴリ
ズムの各ステップにおける計算量を見ていく.
step 1(準備)
k+ 1以下の素数の列挙のビット演算量は [4, Algorithm 3.2.2]によると O(k log k= log log k)であ
る. ; ;Mk; C 0 の計算量は小さいので無視する.
step 2(フルヴィッツ数を小数で計算する. ) 
$
k
についてみていく. これは  ビットの数の乗算を高々 2 log2 k 回, 除算を 1回行う. そのた
め, ビット演算量は O(log k・M(k log k))となる.
次に, Bk の計算量だが [6] によると, O(k log k) ビット数の乗算を O(k) 回繰り返す. そのため,
ビット演算量は O(M(k log k)k)である.
nk 1 の計算は一回で O(M(k log k) log k) で計算でき, それを Mk   1 回繰り返すので, ビット
演算量は O(MkM(k log k) log k) となる. また, e2n = e2・e2(n 1) と計算される. そのた
め, e2n は一回で O(M(k log k)) で計算でき, それを Mk   1 回繰り返すので, ビット演算量は
O(MkM(k log k))となる. n
k 1
(e2n 1) における除算Mk 回分の計算量は O(MkM(k log k))になる.








pの計算量を考える. 素数定理より k以下の素数の個数は O( klog k )である. 乗算
一回につきビット演算量は O(M(k; log k))であり, これを klog k 回繰り返すので求めるビット演算
量は O( klog kM(k; log k))となる.
step 4
Nk = H(k)D(k)の計算量を考える. H(k)は O(k log k)ビットで, D(k)は O(k)ビットであるの
で, ビット演算量 O(M(k log k; k))で計算する.
step 5
最も近い整数を計算するビット演算量は O(k log k)である.
以上より最も計算量が多いのは step 2であることが分かる. よってアルゴリズム 2はHk をビッ
ト演算量 O(M(k log k)Mk log k) = O(M(k log k)k(log k)2)で計算する. (証明終)
続いてフルヴィッツ数を漸化式で計算するときの計算量について述べる.
定理 5.2. フルヴィッツ数を漸化式
(2k   3)(4k   1)(4k + 1)H4k = 3
k 1X
i=1










(2k   3)(4k   1)(4k + 1)
k 1X
i=1







補題 5.3. 分子, 分母が高々 kビットの有理数の四則演算のビット演算量は O(M(k) log k)である.









これは乗算 3回, 加算 1回, 最大公約数の計算が 1回, 除算 2回行う. そのなかでは最大公約数の計
算がもっとも計算量が多く, ビット演算量 O(M(k) log k)で有理数の加算を一度行える. 続いて有
理数の乗算について考えると, 乗算 2回, 最大公約数の計算を 1回, 除算 2回行う. よって乗算にか
かるビット演算量は O(M(k) log k)である. (証明終)
定理の証明に戻る. 2 項係数  kl の計算量について見る.  kl  2k より  kl のサイズは O(k)
ビットである. パスカルの三角形を用い, 2項係数  ab(0  b  a  4k)を全て計算する. よって漸
化式 O(k)回全部の分のビット演算量は O(k3)である.
H4iH4(k i) はサイズが O(k log k) ビットの有理数の乗算であるためビット演算量は
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O(M(k log k) log k)である. これを O(k)回繰り返すのでビット演算量は O(M(k log k)k log k)と
なる.　
漸化式の和の部分は分子分母のサイズが O(k log k)ビットとなっている有理数の和である. 加
算 1回につきビット演算量は O(M(k log k) log k)であり加算を O(k)回繰り返すので漸化式 1回
のビット演算量は, O(M(k log k)k log k) となる. よって全体では漸化式を O(k) 回繰り返すので
全体のビット演算量は O(M(k log k)k2 log k)となる. これは O(k3)よりも大きい.
以上よりフルヴィッツ数を漸化式
(2k   3)(4k   1)(4k + 1)H4k = 3
k 1X
i=1






を用いて計算するときビット演算量は O(M(k log k)k2 log k)かかる. (証明終)
6 数値実験
アルゴリズム 2と定理 5:2の漸化式それぞれを用いて計算速度の比較を行った. 利用した計算機
は Intel Core i5-4210M 2.60GHz のプロセッサ, メモリ 8.00GB を実装したWindows7, 64bit 版
のシステム, ソフトウェアは PARI/GP 2.7.3 [10]である.
6.1 数値実験結果
数値実験の結果は次のようになった. (単位:msec)
H80 H400 H1000 H2000 H4000 H6000 H8000
アルゴリズム 2 31 31 438 2714 16349 48001 1min43418
漸化式 16 93 1467 6505 1min23960 6min30828 18min21502
7 まとめ
本論文ではフルヴィッツの定理などを用いてフルヴィッツ数を計算するアルゴリズムを構成し
た. 実験結果から十分大きい自然数 k に対して Hk を計算するスピードはアルゴリズム 2の方が速
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付録 A PARI/GPのプログラム
以下にフルヴィッツ数を計算する PARI/GP [10]のプログラムを載せる.
el(k)=
{my(w);
w = ellperiods([1,I]);
elleisnum(w, k);
}
h(k)=
{my(b,e,l,E);
b=bernreal(k);
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e=el(k);
E=ellinit([-1,0]);
l=E.omega[1];
(-e)*b/((2*l)^k);
};
d(k)=
{my(r,p);
r=1;forprime(p=2,k+1,if((p-1)%4==0,if(k%(p-1)==0,r*=p)));
2*r;
};
f(k)=
{my(oldprec,r,s,t,a,m,c,b);
s=d(k);
oldprec=default(realprecision);
a=ceil((k+3)*log(k)/log(2)-(1.88)*k+5.27);
m=ceil(2*(log(((Pi)/(2.62))^k*k^4*sqrt(2^(k+10))*sqrt((2*k-2)!))));
c=2*m+2*log(k)/log(2)+2*k+7;
b=ceil(a+3+log(c)/log(2));
default(realprecision,max(28,
ceil(
b*log(2)/log(10))
));
t=round(s*h(k));
r=t/s;
default(realprecision,oldprec);
r;
};
続いて漸化式を用いてフルヴィッツ数を計算するプログラムのソースを載せる.
hur(m)=
{my(h,n,i);h=vector(m);
h[1]=1/10;
for(n=2,m,h[n]=(3/((2*n-3)*(4*n-1)*(4*n+1)))*
(sum(i=1,n-1,(4*i-1)*(4*(n-i)-1)*binomial(4*n,4*i)*h[i]*h[n-i])));
h[m];}
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