ABSTRACT: Since data are acquired from a number of sources, a real-world entity commonly owns multiple formats of representations. Although the heterogeneity issue maintains a prominent concern in data integration and data mining, entity identification is an effective means to solve duplicates. However, the efforts in complicated structures, such as XML data, are not as extensive as the practical relevance that has been explored in the context of relational databases. This article focuses on the duplication detection of XML element based on Sorted Neighbor Method (SNM) and Multi-Pass SNM (MPS). The XEIVK (XML Entities Identification via Virtual Keys) algorithm primarily homogenizes the structures by labels mapping to the template. Subsequently, the virtual keys are created by extracting content of nodes after determining the weight. It calculates the degree of textual similarities in an orchestrated function within a set number of clusters in terms of nodes' information gain ratio. The experiment illustrates that XEIVK outperforms both SNM and MPS significantly on high precision, meanwhile the less time consuming benefits from the filtering strategies.
INTRODUCTION
XML gains competent capability in describing information as a hierarchical and semi-structure representation model. It retains the standard for diversified types of data expression and transformation in Internet, e-government and e-business due to the flexibilities and scalabilities as it is also applied in data publishing, data exchanging, data interacting, data mining and data integration [1, 2] . The dependencies among nesting elements in XML are even more complicated than relational databases. At the same time, almost all the data values are stored in the form of strings because of the loose structure as the common errors remain potential in the XML data. A multiple of techniques have been explored to solve the problems derived from data quality such as incorrectness, inconsistency, inaccuracy and incompleteness. Moreover, de-duplication methods, which could also be called as entity resolution, record linkage or redundancy discovery, play a vital role in detecting all the records pertaining to the same real-world entity. While the item might be characterized in various structures and modalities of XML stored in diverse data sources, it becomes crucial and meaningful for efficiently resolving duplicative XML elements when merging heterogeneous data sources [3, 4] .
For instance, the overwhelming information pertaining to the books in various formats from different libraries need to be appropriately managed and well ordered, when an online system for book management is to be established. Figure 1 demonstrates a book that is presented by either similar contents or organizational structures in four subfigures. Specifically, Figure 1 (a) is a document-centric view, in which the text is loosely organized [5] . It could be easily exchanged and comprehended by users. Conversely, the other three subfigures are displayed in data-centric views, which are suitable for indexing or searching. In Figure 1 (b), all of the authors' names are included in the same node, while each individual's name is assigned to an independent node in Figure 1 A large number of duplicate records detection techniques have been applied to solve the problems within the relation-based structural databases [2, 3, 5] , indeed. Nonetheless, there are still numerous difficulties within the identification of the duplicate XML data involving the diversity of intrinsic structure as well as more complicated nesting and contextual dependencies than the traditional flat relational databases. SNM [6] is widely extended to resolve the XML entities. However, several shortcomings are investigated as: 1)
All the nodes are equivalently used for generating the keys with no considerations to weighting. Therefore, those keys generated by the inappropriate strategy deteriorate the capabilities of discriminations.
2) The size of the sliding window is difficult to be controlled.
3) The low efficient methods for calculating the string similarity produce a deal of unnecessary amounts of comparisons, while they perform badly on recognizing different presentation forms, e.g. various positions of characters, abbreviations and separations.
The XEIVK algorithm is developed in the paper. The weights of each individual node and its children are ascertained by sample training, while the virtual keys are created by extracting the values of the key nodes in the approach. The efficiency of similarity measurement among records is promoted because the reduction of computational cost benefits from the designed rules for filtering. The major contributions in this article are summarized as: 1) The heterogeneous XML files are transformed into the uniform format due to the devised rules in terms of the diverse structures and intricate dependency.
2) The weights of nodes in each hierarchy are determined by the information gain ratio in the fashion of machine learning.
3) The appropriate rules for textual content are made to generate the virtual keys to identify the different instance. 4) The cost of scaling strings' similarity is reduced by filtering rules. 5) A new metric is proposed to improve the accuracy of calculating the nominal proximity.
The rest of the paper is arranged as follows: Section 2 overviews the literatures with respect to the duplicated entities resolution, especially the XML record linkage detection. Section 3 details the procedural instructions to the XEIVK algorithm. Experimental analysis is discussed in Section 4. And section 5 finally concludes the paper.
RELATED WORK
The simplest and most reliable means to match instances in a data warehouse is to compare all the tuples by pairs in a specific order. Unfortunately, that is unwise for the high computational complexity due to the N (N-1)/2 times of comparisons, where N indicates the total number of records. In particular, such cost is extremely unendurable in large databases or data warehouse [7, 8] .
"Sort/Merge" is considered to be the standard method for identifying the entities. In the approach, the dataset is sorted primarily before comparing the adjacent records. Computing the similarity between two strings, which are composed by m and n characters respectively, would reach O (m*n) by the metric of edit distance [8] . SNM ranks the tuples by the generated key and judge the records within a window that owns the fixed size w. Each time the window slides, the former first record is removed, and the new en-tered item is compared with the other w-1 records [9] . Hernandez et al. explored MPS, in which the SNM is independently executed in several times with different strategy for creating virtual keys and a smaller window size [10] . Then an equivalent principle is established based on the rules-based repository as the judgment criterion for merging items. In every round of scanning, as the detected items are amalgamated, the corresponding transitive closure is calculated in order to achieve a relatively complete record set. Now that XML documents could be described by trees, the similarities between XML documents could be homoplastically described by these trees. That is, the tree edit distance function, which denotes the minimal number of nodes when transforming one tree into another tree required by inserting, deleting or modifying the labels, is used to scale the extent of similarity. Chen and Ding developed an efficient schema for data scrubbing using tree edit distance, which is optimized by upper and lower boundaries restriction to avoid unnecessary computation [11] . Zheng et al. discussed the XED distance, i.e. a new version of edit distance that is applicable to quantify the distance between different XML files [12] . The efficiency is improved through transforming the original tree into a simple weighted indexing tree and figuring out the distance between the corresponding indexing trees. Qiao et al. computed the individuals' similarities by tree edit distance and encoded the hierarchies, then put forward the Hierarchical Clustering Algorithm Based on Tree Edit Distance (HCTED) [13] .
DogmatiX [14] is a general framework of resolving XML entities by extending the method used in relational database. Firstly, the XML document is split into some candidate groups, within which the applicable similarities are separately utilized. Then the similar documents are pairwise grouped and the final result is got through the closure. But the technique is low efficient in determining the object descriptors and extracting the content with low accuracy.
THE XEIVK ALGORITHM
The procedure of the XEIVK algorithm shown in Figure 2 is detailed in the following five stages:
Transformation and homogenization
The primary action aims to transform the skeleton of the original XML files through establishing the mapping from the template of labels. After the adjustments, all the related XML files have been changed as similar as possible in the form of representation.
The following four facets need to be involved: (1) Transform the document-centric XML files into the data-centric XML files. The loosely structured XML files, which are prone to be understandable for users, are converted to the strictly tagged XML ones [5] . (2) Uniform the names of attributes. In terms of the synonyms table, make sure the attributes that own the same meaning from different sources obtain the identical names. Accordingly, the attributes with distinct names signify the diverse implications. (3) Remove the redundant attributes. Locate the attributes with the same names and parametric values in an entity and keep one record for representation by eliminating redundancies. (4) Clarify the hierarchical correspondence relationship. It involves one-to-many or many-toone transformation in the same layer, the mapping across different layers as well as the imputation of the missing labels [15] . In the author's opinion, the weight of a node is deemed to be associated with its information gain. The view presumes that the node obtaining more significant capability of discrimination should be assigned larger power of weighting. The information gain that the node E is relative to the set S is defined as [16]:
where values(E) is the set of distinct values of E in S, whilst Sv is the set of identical values of E in S. Entropy(S) and Entropy(Sv) are the entropy of S and Sv respectively, accordingly indicating the purity of each set respectively. Provided that pi is the probability of the i-th value E, then the entropy of S relative to c classification is formulated as [6] :
However, information gain inclines to choose the attribute that has more values. If each value of the specific variable is different, then each instance will form an independent subset when that variable is applied as the classifier. Obviously, such individual subset includes only one instance with the corresponding entropy 0. As the way of classification is useless, the information gain ratio is used to amend the emerging bias [16].
Therefore, the local weight of node
Consequently, the weights of both nodes and their sub-nodes could be elicited via sufficient training.
Virtual Keys Generation
As displayed in Figure 3 , for each instance, rearrange the nodes into a queue in a descending order in lines with the weights ascertained through the aforementioned machine learning. Firstly, detect whether the variable values contain the symbolic information for further splitting, such as blanks, commas and semicolons. If the information exists, then the complete string is divided into a variety of components by these indicators. Consequently, extract the first letter of each component to form a new string after an alphabetic arrangement. If the original string is not indivisible, then extract the first three characters of that part. All the substrings are successively appended for generating the virtual key within the predefined threshold. The part of the newly-formed string beyond the maximal length limitation, the rest of the content is tailored in order to get the final result of virtual key. After generating the virtual key for each instance, all the instances are categorized into clusters in terms of the keys.
Similarity Calculation
Like SNM, the instance-level similarity within a slide window is to be measured in the author's algorithm. However, each time the comparison is conducted after "filtering", which alleviates the workload of computation by excluding the obvious divergent elements in advance.
The calculation of Jaccard-Waterman Distance (Djw) with both higher accuracy and complexity is described as:
Firstly, the string is considered as a combination of several tokens. The similarity for those common tokens occurring in both targets is assessed in a position-irrelevant way. Then the Waterman distances [6, 17] between the inconsistent tokens are calculated. 
The advantage of Jaccard-Waterman Distance is integrating the adaption for processing abbreviations of Smith Waterman Distance into both the insensitivity to textual position variation and low computational complexity of Jaccard's Similarity.
Finally, the weighted similarity is achieved based on Djw, where the two instances are considered similar when the accumulation gets beyond the threshold s  .
To reduce the cost, it is essential to revise a strategy for filtering the unnecessary amounts of computation before the calculation of Jaccard-Waterman Distance according to the following rule. 
where Gn 1 and Gn 2 are N-Gram sets of n1 and n2 respectively.
If simNGram(n1, n2)> d  , then n1 and n2 are similar, otherwise they are dissimilar.
Triangular Filtering
To compare two strings str1 with str3, it is feasible to evaluate indirectly through two known comparisons [3] , namely between str1 and str2 as well as between str2 and str3. 
Accuracy Validation of Classification
For those clusters with small number of members, it needs to re-evaluate the accuracy of such classification by re-computing the homogeneity amongst virtual keys. Here, Jaro-Winkler Distance is introduced, because it extends Jaro Distance by involving misspelling-resistance with excellent adaption to abbreviation and insert/delete action of long string as well as reflecting the prefix's contribution to the final similarity. And the distance is expressed as [18] : 
In (7), dwinkler is Jaro-Winkler Distance dj is the final score of Jaro for key1 and key2 m is the number of matching characters t is half the number of transpositions. L is the length of common prefix at the start of the string up to a maximum of 4 characters.
P is a constant scaling factor to adjust the prefix's weight.
In case that the calculated degree of key proximity exceeds the predefined threshold, then reconsider the possibility that merging the specific cluster into the closest cluster according to the approach in Section 3.3.
EXPERIMENTS AND ANALYSIS

Setup
The dataset named "International Water Conference In order to generate duplicate records, a specific number of original instances are selected as the seeds according to the further requirements (generally in an incremental way). Each time, the duplications are introduced along with both heterogeneous structures and textual difference. The former action constitutes of labels' position rearrangement and nested relation-ships' reconstitution. The latter action involves nominal variation such as characters' exchanging and deleting as well as inserting new notations into the primitive contents at random.
Precision
To evaluate the XEIVK algorithm comprehensively, this section primarily focuses on precision, which measures the degree of precise matches on two indicators, i.e. global match degree and local match degree. The global match degree indicates the ratio of correctly identified instances over the total number of duplicates generated. The local match degree indicates the average ratio of correctly identified matches pertaining to each target entity. Now that the XEIVK algorithm is based on SNM and MPS, the comparative work is provided amid these three approaches in Table 1 and Table 2 . As can be seen in Table 1 and Table 2 , although the match degree from XEIVK fluctuates, it generally performs better than SNM and MPS in either global or local match degree when instance amount increases. Concurrently, MPS with multiple operations excels SNM that takes actions only once. However, for XEIVK, the experimental data demonstrate that local match degree is lower than global match degree. This is because the detected instances may have wrong corresponding relationships with the real entities on account of incorrect classification.
Filtering
This section intends to validate the effectiveness of filtering strategy detailed in Section 3.4.
From Table 3 , it could be easily observed that the proposed filtering schema successfully intercept a certain number of unnecessary computations. N-Gram could timely judge the inter-similarity between instances. As the process continues, the successive comparisons benefit from the counterparts that have already been done since the latter could form a series of triangular inequalities to tailor the potential regions of calculations. The result shown in Table 4 illustrates that XEIVK costs less time than both SNM and MPS, which explicitly testifies that the filtering methods enable the acceleration of the algorithm's execution again. 
CONCLUSION
Entities identification remains a crucial challenge when synthesizing information from multiple sources. Heterogeneities derive from the fact that a real-world entity can be expressed in a variety of modalities within different contexts. This article describes an approach named XEIVK for detecting the duplication in XML documents. The algorithmic method firstly reconciles a family of schematic conflicts by adjusting their original structures. Then each instance gains a virtual key via abstracting the contents of nodes after they have been ranked in a weight-descending order in terms of the information gain ratio. A hybrid function is used to calculate text similarities among records in a finite set of validated clusters with two fast-filtering strategies aiming at minimizing the unnecessary operations. The experimental result shows the algorithmic methodology functions more effectively than SNM and MPS on precision with less time cost as the reduplicative copies increase.
