Solutions of some objective analysis techniques are known to depend upon the subjective values of internal parameters. The change in the solution per change in the parameter is the sensitivity. Parameters with low sensitivity can be varied with large increments during preliminary searches for near-optimal parameter values. Only terms with high sensitivity must be thoroughly investigated once the parameters are determined to be close to optimal. Both absolute and relative sensitivities are discussed and a sensitivity-based definition of the solution uncenainty is proposed. The sensitivity of direct minimization analysis to parametric variation is evaluated using a set of "response functions" that characterize different aspects of the solution. It is shown that solutions of direct minimization techniques have low absolute sensitivity.
Introduction
the sensitivity and is obtained through a sensitivity analysis. This topic will be examined herein with some background and examples. Several sensitivity analysis methods exist, each appropriate to different situations, but a full discussion of them is beyond the scope of this paper. Zou et al. (1993) discuss the application of adjoint methods to a two-layer atmospheric model. Reviews of sensitivity analysis and references to a variety of applications can be found in Cacuci ( 1988) , McKay ( 1988) , and Ronen ( 1988) . We shall discuss only the situation where there are few parameters and the s0-lution computations are inexpensive.
In this study, solutions are obtained using a method based on the direct minimization technique employed by Legler et al. ( 1989) to estimate fields of ocean surface variables on a regular grid over the Indian Ocean. In this technique a cost function is defined that measures the departure of the desired solution from observations and climatological norms. The terms in the cost function are operators on the difference between the solution and the observational and climatological datasets. Minimizing this cost function yields a reasonable solution that agrees with observations and has characteristics of climatology. Miles et al. (1994) minimized a similar cost function to find the surface winds over the Indian Ocean for the summer of 1978 but used remotely sensed wind vectors as an additional source of input data. Jones et al. (1994) estimated nine quantities, including pseudostress [for a horizontal wind 0 = (u, v), eastward and northward wind components, respectively, pseudostress is defined as (U2 + V2) 1/20], latent heat flux, and sensible heat flux using a single Reliable measurements of meteorological conditions over large regions of the ocean are needed from satellites, ships of opportunity, and research vessels in order to further understand air-sea interaction and its role in weather and climate. Ship observations are direct measurements of ambient conditions but they exist only at discrete locations. On the other hand, satellites can make frequent measurements over global scales but are an indirect method (e.g., Katsaros and Brown 1991) . All sources of oceanographic and meteorological data are COmlpted by a variety of elTOrs. For a survey of measurement elTOrs in wind parameters over the ocean, see Pierson (1983 Pierson ( ,1990 . These elTOrs have motivated the development of an objective method to incorporate various types of information into a single solution. Some methods (e.g., Legler 1992) require the subjective valuation of internal parameters. Others (e.g., Lorenc 1986; Eyre 1989 ) approximate the parameter values using the inverse of the elTOr variance of the input data. However, these elTOr variances frequently have questionable accuracy. The analysis in this paper does not depend on such estimates.
One question that naturally arises is how the solution will behave if the parameters are varied. The change in the solution per change in the parameter is known as V<X.UME 122 Generally, if Q is a p vector with a domain in d-dimensional space where each dimension is sampled with J data points. The number of sensitivity calculations to be perfomled goes as pJd. Then the sensitivities are cumbersome and expensive to compute and difficult to visualize and interpret Using a response function (described herein) can drastically reduce computation expense and complexity of interpretation by collapsing the sensitivity to a single scalar value.
b. Cost functions
Consider the following general example of a direct minim17~tion technique (e.g., Legler et al. 1989 ). Suppose we wish to find the scalar quantity s(x, y) on a regular grid and have n different sources of observations plus some values (e.g., climatological values) that have special significance to the structure of the solution and are to be used as constraints. The cost function over a two-dimensional grid might be defined as the scalar functional "
cost function. These last two studies will be discussed in more detail in section 3. Generally, each term in a cost function has a subjectively chosen scalar weight (Gill et al. 1981) . Though methods exist to determine objectively the optimal value of such weights, such as generalized cross validation (Wahba and Wendelberger 1980) , they usually require a comparison to a "true" solution or accurate observations. Such solutions or observations are either unattainable or are subject to their own uncertainties, which is what motivates the use of objective analysis techniques in the first place! In addition. cross validation is computationally expensive for large problems, though this cost can be reduced if some terms in the cost function can be neglected.
The direct minimization technique reviewed in this paper is not limited in application. See Sasaki (1970) for an early meteorological application. It has also been successfully used by Hoffman (1982 Hoffman ( ,1984 , Legler et al. (1989) , Atlas et al. (1991) , and others in various capacities. None of those previous studies performed a sensitivity analysis. Sensitivity analysis is not limited in usefulness to this one objective analysis technique. All objective analysis schemes have tunable parameters, many of which have unknown or approximated effects on solution fields (a variety of examples can be found in the references).
In section 2, sensitivity is defined, a general cost function is introduced, various sensitivity measures are discussed. and a definition of solution uncertainty is proposed. Section 3 gives specific examples of the technique and shows how the analysis yields further insight into the solution characteristics.
Sensitivity analysis
The increased speed and memory of modem computers has allowed the development and implementation of complex numerical models. Many of these, from climate models to models of nuclear reactors, involve parameters that strongly influence the solution but whose optimal values are not well defined (e.g., Cacuci and Hall 1984; Weisbein et al. 1982) . Sensitivity analysis can be a useful aid in finding the optimal parameter values.
a. Definition of sensitivity
The (first order) absolute and (nondimensional) relative sensitivities of a quantity Q to a parameter a are defined. respectively, as8 a (1) where the grid points are indicated by i, j; the values of the kth observation set are s~; the climatology is sc, which is used in m terms; the weights are the a's; and the f ' s are the operators associated with each teml. The cost function has been designed with two main parts. The first part of Eq. (3) consists of simple difference terms, quantifying the proximity between the solution and observations. Minimizing this difference produces solutions that retain information from all the observational data. The second part ofEq. (3) is composed of kinematic temlS involving the climatology that, in practice, involve derivative quantities such as the vorticity. This imposes climatological information on the spatial relationship of the solution in consecutively located grid boxes.
The solution s(x;, yJ, obtained by minimizing F for the chosen parameter values, has characteristics of all the observations as well as the climatology since F is based on minimizing the total difference of s from all the input datasets. In practice, the minimi7.ation process allows for nondimensionalization by normalization of the weights. Since there is one degree of freedom in defining the weights, the first weight may be taken to equal one.
In the geophysical sciences there is rarely an objective method for choosing the weights, so some subjective idea of the "correct" solution is required. Solutions for different parameter values are compared to a subjective solution (which may exist only in the mind of the scientist) or to separate data. Progressively better and (2) 8Q.8 a:Q solutions are obtained by adjustments of the parameter values that eliminate unwanted features. In Legler et al. ( 1989) , each parameter was varied until the solution closely resembled a subjective solution of the same input data for a selected time period. There was no effort to quantify which parameter variations, if any, were most significant to the solution. However, qualitative impressions of parametric sensitivity were noted. For cost functions with a large number of unknown parameters this would not be an efficient method since only the sensitive parameters need be varied using many small increments. A sensitivity analysis using subjectively chosen initial parameter values would indicate which parameters must be drastically changed and which can be slightly changed to significantly alter the solution. This makes the adjustment toward' 'good" parameter values more efficient than random trial and error. Parameters with a low sensitivity (meaning large changes in their value result in relatively small changes in the solution) can be explored using increments much larger than those for parameters with high sensitivity. Sensitivity analysis does not necessarily indicate which solutions are "good" but can save the resources of the researcher from being wasted on unnecessary calculations that enlail only small changes lO insensitive parameters.
Knowing which parameters (if any) can be ignored would also make techniques like cross validation become more attractive if the problem is reduced to a manageable size and if there exists some accepted true solution at a few points.
The local response functions, e and I, are defined as the response function at the (i, j) th point. The global absolute sensitivity (GAS) and global relative sensitivity (GRS) of R~ and Rf to any weigJit a are defined by (I) and (2), respectively, where Q is the response function. Local sensitivities are defined using local response functions in ( 1) and (2). Studying the GRS of the response function to a parameter yields insigJit into the influence of the parameter's respective tenn on the solution. For example, if the GRS ofsomeR to a, was 0.001 and to a2 was 0.01, then a 1 % change in al produces only a 0.001 % change in R. But a similar change in a2 produces a change in R 10 times greater. Therefore, the quantity associated with a2 has a much stronger influence on the solution ( at the nominal parameter values) than the quantity associated with a, . Furthennore, if the response function is a physical quantity, this comparison of GRS's indicates a stronger relationship between the quantity in tenD 2 with the response quantity. The use of a global response function greatly reduces the complexity of sensitivity analysis by decreasing the number of data points from (in this case) NM to a single scalar.
The simplicity of the global response function limits the infonnation contained in R; that is, different regions of the solution may have different sensitivities. The local relative sensitivity (LRS ) ( i ,j) of the local response function Rij can indicate the importance of distinct regions to the solution. However, in regions where the magnitude of Rij is small, relative sensitivities are often very large since solution values vary easily with parameter choice even though there is little influence on the overall solution. A measure of local absolute sensitivity (LAS) migJit be more useful in cases where many of these small magnitude regions exist.
c. Response functions
To calculate sensitivity more efficiently, a scalar response function R(s) can be defined that characterizes the solution. The choice of R should reflect the goals of the analysis, be inexpensive to compute, and have some physical relevance to the quantity being investigated. An inappropriate choice of R could produce results that are irrelevant and would probably lead to inferior solutions. A systematic evaluation of the response function at a variety of parameter values, generating a "response surface" in parameter space, can be used as a guide when optimal parameter values are unknown. For instance, the response surface may quickly lead to the stable (low sensitivity) solutions by indicating regions where the response surface is flat.
In the case of determining a solution for horizontal winds (u, v) (e.g., the first example in section 3), a global response function might be chosen to be either the total energy d. Uncertainty estimation Since perfect solutions s are not realistically expected, some uncertainty in s and its response functions is anticipated. There is no accepted method known to the authors for estimating errors in conjugant gradient methods due to parameter incorrectness or uncertainty. but estimates can be obtained using sensitivity.
The "sandwich role" (Ronen 1988) gives the variance of a general response function R as k var(R) = I. SiSj cov(aiaj) ,
;.j-1 where S; is the absolute sensitivity of response function R to parameter ai and cov(aiaJ is the covariance of a; and aj. Assuming the parameters in Eq. (3) are uncorrelated, Eq. (6) becomes var(R) = ~i S; var(a;).
Identifying the variance with uncertainty squared. Eq. ( 6) can be rewritten for our application as 
or the total relative vorticity (here expressed using Cartesian coordinates) In this section, sensitivity analysis is applied to two specific direct minimization problems. infonnation between closely located grid points. An optimized solution is shown in Fig. 1 .
Two resJK>nse functions were defined: the total energyR~ [Eq. (4)] and total vorticity Rf[Eq. (5)]. Computing the sensitivity directly is the most efficient method. since there are few parameters and solution computations are inexpensive. Each parameter in Eq. (8) was varied :to. 1 % and a finite-difference scheme was used for the global sensitivities. The results, shown in Table I , indicate that R~ is most sensitive to the smoothing, whereas Rf is most sensitive to the SASS input term. As described by Miles et al. (1994) , smoothing decreases the velocity magnitude and energy; therefore, the GRS to 6 is negative-that is, an increase in 6 brings about a decrease in total energy. Total energy R~ depends somewhat less on the other terms. In contrast, Rf is most sensitive to SASS input since satellite measurements cover wide swaths and convey vorticity information into the results.
The results in Table 1 are robust; their values did not change significantly even when the nominal parameter values were varied by as much as 40%. This implies that when the solution is not too far from a subjectively chosen optimal solution, a single measure of the sensitivities at fixed parameter values is sufficient.
The LAS of the vorticity response function to the smoothing parameter (Fig. 2) suggests that some of the more sensitive regions may result from interannual variability. For example, the Findlater jet off the coast of Somalia, a region of moderate sensitivity, shifts p0-sition year to year. The climatological winds in this area are therefore broader than they are for any particular analysis solution, so there is higher sensitivity to the smoothing in this region as it forces the solution toward climatology .
The LAS for the energy response function looks very different, as seen in Fig. 3 . However, a rough relationship exists between the two response functions. The zero lines in the vorticity response to smoothing ( sponge function. This produces a high vorticity sensitivity, and just as there exists a positive and negative vorticity on opposite sides of a jet, a positive and negative vorticity sensitivity is present on either side of a maximal energy LAS line in Fig. 3 . In contrast, the LRS corresponding to Fig. 2 is dominated by regions of small velocity, and hence near-zero response functions, resulting in "bull's-eye" patterns that do not readily yield useful information on the sensitivity of the solution.
Using an (assumed) error of 10% in the weight values and the calculated GRS of roughly 0.1, the uncertainty estimate [Eq. (7)] for this cost functional is on the order of 1 %. (The 10% parameter uncertainty is a realistic nominal value based on empirical results. Parameters with large sensitivity are usually known more precisely than parameters with low sensitivity.) Since solutions are roughly 10m s -I , uncertainty estimation for this solution is of the order 0.1 m s -1. Thus, even if the weights were incorrect by 100%, the error involved is less than I m s -I, which is less than the generally accepted uncertainty from ship observations.
The second example takes the above method to a higher level of sophistication with the simultaneous solution of six different physical quantities ( UW, VWpseudostress components; SST -sea surface temperature; AT -air temperature; Q-specific humidity; W -scalar wind speed) using Comprehensive Ocean Atmosphere Data Set (COADS) data as input. The 17-tenn cost function is described by Jones et al. ( 1994 ) : Summation is again over all valid spatial locations. All quantities are monthly averages and all variables are normalized by their standard deviation, which is necessary due to the multivariate nature of the cost function.
From the six solution variables (WU, WV, W, SST, AT, Q), the air-sea fluxes of latent heat (E.), sensible heat (H.), and wind Sb'eSS (T x, T.Y) were calculated and used in the functional as additional physical constraints. Relationships between calculated fluxes and dependent variables are found in the sensitivities. For example, response functions of total latent heat flux and wind sb'eSS are seen to be sensitive to SST and several smoothing terms ( suIts in inhomogeneous variations in all interdependent solutions. The relationship between the latent heat, wind stress, and SST is reflected in the sensitivities of these terms. For a full analysis of these results, see Jones et al. (1994) .
The uncertainty estimates of the results for the latent heat flux for a 10% uncertainty in the weights (Fig. 6) are generally 2 W m-2. In the western Indian Ocean, the southern ttade regions, and other regions of higher winds, the uncertainties exceed 2 W m-2. In higher wind speed areas, latent heat flux is nabJrally sensitive to wind speed parameters, yielding higher uncertainties in these areas.
Regional variability is prominent in the Indian Ocean results. For instance, during the Indian summer monsoon, maxima of latent heat flux are observed in the trade wind regions (5°-25°S, Fig. 4 ) and along the east African coast in association with the Somali jet. In these same areas, sharp gradients in the SST are present due to wind-driven summertime coastal upwelling. The wind stress over the Indian Ocean corresponds roughly to these strong trade winds and southwest monsoon winds associated with the Somali jet.
There is substantial spatial variability in the LAS as well; see 4. Summary REFERENCES Accurate measurements of appropriate physical quantities over large areas are needed to study air-sea interaction. This can be accomplished by combining information from various observational platfonns. One specific method is through direct minimization of a cost function whose tenns express constraints on the solution fields. Since the solution is sensitive to many parametric variations, it is prudent to perfonn a sensitivity analysis to determine the effects of the parameters. Global and local response functions that in some way characterize the solution may be used to facilitate the analysis by indicating which cost function terms have the most influence on the development of a solution. Those with low sensitivity can be investigated with coarse resolution.
If significant changes in the solution occur after parameter adjustments, new sensitivities should be found, but once the solution is close to some subjective measure of correctness, the sensitivities can be assumed fixed. In our examples, large alterations in the solution ( obtained by appropriate changes in parameter values) were necessary to yield significant changes in the global sensitivity.
For the examples given in this study, sensitivities of the results to the tuning parameters showed both anticipated and surprising results. They confirmed one advantage of remotely sensed data from scatterometers; that is, the capability of this data to provide vorticity and other spatial derivative infonnation to analysis results. Additionally, where air-sea fluxes are calculated as part of the technique, the results are discovered to be very sensitive to some of the parameterization variables.
The techniques outlined and demonstrated above are broadly applicable yet simple enough to be useful for many objective techniques, providing a useful quantization of the sensitivity to tuning parameters.
