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PRE´FACE
Le pre´sent texte est une e´dition recompose´e et annote´e du livre « Cohomologie
locale des faisceaux cohe´rents et the´ore`mes de Lefschetz locaux et globaux (SGA 2) »,
Advanced Studies in Pure Mathematics 2, North-Holland Publishing Company - Am-
sterdam, 1968, par A. Grothendieck et al. C’est le deuxie`me volet du projet entame´
par B. Edixhoven qui a re´e´dite´ SGA 1. Cette version reproduit le texte original avec
d’une part quelques modifications de forme corrigeant des erreurs typographiques et
d’autre part des commentaires en bas de page, dits « notes de l’e´diteur » (N.D.E.),
pre´cisant l’e´tat actuel des connaissances sur les questions souleve´es dans la version ori-
ginale. On a en outre donne´ c¸a et la` quelques de´tails supple´mentaires sur les preuves.
Pour e´viter des risques de confusion, les notes originales conservent leur syste`me de
nume´rotation par des e´toiles alors que les nouvelles sont nume´rote´es avec des nombres
entiers. Les nume´ros de page de la version originale sont indique´s dans la marge.
Je remercie les mathe´maticiens qui ont assure´ l’essentiel de la saisie ini-
tiale en LATEX2e, a` savoir L. Bayle, N. Borne, O. Brinon, J. Buresi, M. Chardin,
F. Ducrot, P. Graftiaux, F. Han, P. Karwasz, L. Koelblen, D. Madore, S. Morel,
D. Naie, B. Osserman, J. Riou et V. Se´cherre ainsi que C. Sabbah pour avoir mis ce
texte au format de la SMF. Je remercie e´galement J.-B. Bost, P. Colmez, O. Gabber,
W. Fulton, S. Kleiman, F. Orgogozo, M. Raynaud et J.-P. Serre pour leurs commen-
taires et conseils.
L’e´diteur, Yves Laszlo.
vi
The present text is a new updated edition of the book “Cohomologie locale des
faisceaux cohe´rents et the´ore`mes de Lefschetz locaux et globaux (SGA 2)”, Advanced
Studies in Pure Mathematics 2, North-Holland Publishing Company - Amsterdam,
1968, by A. Grothendieck et al. It is the second part of the SGA project initiated by
B. Edixhoven who made a new edition of SGA 1. This version is meant to reproduce
the original text with some modifications including minor typographical corrections
and footnotes from the editor (N.D.E.) explaining the current status of questions
raised in the first edition. One has also given more details about some proofs. To
avoid possible confusion, the original footnotes are numbered using stars whereas the
new ones are numbered using integers. The page numbers of the original version are
written in the margin of the text.
Let me thank the mathematicians who have done most of the initial type-
seting in LATEX2e, namely L. Bayle, N. Borne, O. Brinon, J. Buresi, M. Chardin,
F. Ducrot, P. Graftiaux, F. Han, P. Karwasz, L. Koelblen, D. Madore, S. Morel,
D. Naie, B. Osserman, J. Riou and V. Se´cherre and also C. Sabbah for having adapted
this text to the SMF layout. Let me thank also J.-B. Bost, P. Colmez, O. Gabber,
W. Fulton, S. Kleiman, F. Orgogozo, M. Raynaud and J.-P. Serre for their comments
and advice.
The editor, Yves Laszlo.
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INTRODUCTION
Nous pre´sentons ici, sous forme re´vise´e et comple´te´e, une re´e´dition par photo- 1
offset du deuxie`me Se´minaire de Ge´ome´trie Alge´brique de l’Institut des Hautes E´tudes
Scientifiques tenu en 1962 (mime´ographie´).
Le lecteur se reportera a` l’Introduction au premier de ces Se´minaires (cite´ SGA 1
par la suite) pour les buts que poursuivent ces se´minaires, et leurs relations avec les
E´le´ments de Ge´ome´trie Alge´brique.
Le texte des expose´s I a` XI a e´te´ re´dige´ a` mesure, d’apre`s mes expose´s oraux et
notes manuscrites, par un groupe d’auditeurs, comprenant I. Giorgiutti, J. Giraud,
Mlle M. Jaffe (devenue Mme M. Hakim) et A. Laudal. Ces notes a` l’origine e´taient
conside´re´es comme devant eˆtre provisoires et a` circulation tre`s limite´e, en attendant
leur absorption par les EGA (absorption devenue maintenant pour le moins proble´-
matique, tout comme pour les autres parties des SGA). Comme il e´tait dit dans
l’avertissement a` l’e´dition primitive, ce caracte`re « confidentiel » des notes devait
excuser certaines « faiblesses de style », sans doute plus manifestes dans le pre´sent
Se´minaire SGA 2 que dans les autres. J’ai essaye´ dans la mesure du possible d’y ob-
vier dans la pre´sente re´e´dition, par une re´vision relativement serre´e du texte initial.
J’ai notamment harmonise´ les syste`mes de nume´rotation des e´nonce´s, employe´s dans
les diffe´rents expose´s, en introduisant partout le meˆme syste`me de´cimal, de´ja` utilise´
dans la plupart des expose´s primitifs du pre´sent SGA 2, ainsi que dans toutes les
autres parties des SGA. Cela m’a amene´ en particulier a` revoir entie`rement la nu-
me´rotation(1) des e´nonce´s des expose´s III a` VIII, (et par conse´quent, des re´fe´rences 2
(1)N.D.E. : on a conserve´ au maximum la nume´rotation originale, rajoutant l’adverbe bis quand des
doublons ambigus se produisaient c¸a et la`.
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auxdits expose´s)(∗). J’ai essaye´ e´galement d’extirper du texte primitif les principales
erreurs de dactylographie ou de syntaxe (qui e´taient nombreuses et geˆnantes). De
plus, Mme M. Hakim a bien voulu se charger de re´e´crire l’expose´ IV dans un style
moins te´le´graphique que l’expose´ initial. Comme dans les autres re´e´ditions des SGA,
j’ai e´galement ajoute´ un certain nombre de notes de bas de page, soit pour donner
des re´fe´rences supple´mentaires, soit pour signaler l’e´tat d’une question pour laquelle
des progre`s ont e´te´ faits depuis la re´daction du texte primitif. Enfin, ce Se´minaire
a e´te´ augmente´ d’un nouvel expose´, a` savoir l’expose´ XIV, re´dige´ par Mme Miche`le
Raynaud en 1967, qui reprend et comple`te des suggestions contenues dans les « Com-
mentaires a` l’Expose´ XIII » (XIII 6) (re´dige´s en Mars 1963). Cet expose´ reprend les
the´ore`mes du type Lefschetz du point de vue de la cohomologie e´tale, en utilisant
les re´sultats sur la cohomologie e´tale expose´s dans SGA 4 et SGA 5 (a` paraˆıtre dans
cette meˆme collection Series in Pure Mathematics)(2) ; il est donc a` ce titre de nature
moins « e´le´mentaire » que les autres expose´s du pre´sent volume, qui n’utilisent gue`re
plus que la substance des chapitres I a` III des EGA. Voici une esquisse du contenu
du pre´sent volume. L’expose´ I contient le sorite de la « cohomologie a` support dans
Y » H∗Y(X,F), ou` Y est un ferme´ d’un espace X, cohomologie qui peut s’interpre´ter
comme une cohomologie de X modulo l’ouvert X−Y, et qui est l’aboutissement d’une
fort utile « suite spectrale de passage du local au global » I 2.6, faisant intervenir des
faisceaux de cohomologie « a` support dans Y » H∗Y(F)
(3). Ce formalisme peut dans
de nombreuses questions jouer un roˆle de « localisation » analogue a` celui joue´ par3
la conside´ration de voisinages « tubulaires » de Y en ge´ome´trie diffe´rentielle. L’ex-
pose´ II e´tudie les notions pre´ce´dentes dans le cas des faisceaux quasi-cohe´rents sur
les pre´sche´mas, l’expose´ III donne leur relation avec la notion classique de profondeur
(III 3.3).
Les expose´s IV et V donnent des notions de dualite´ locale, qu’on peut comparer
au the´ore`me de dualite´ projective de Serre (XII 1.1) ; signalons que ces deux types
de the´ore`mes de dualite´ sont ge´ne´ralise´s de fac¸on substantielle dans le se´minaire de
Hartshorne (cite´ en note de bas de page a` la fin de Exp. IV)(4)
(∗)Il va sans dire que toutes les re´fe´rences a` SGA 2 qui figurent dans les parties des SGA publie´es
dans la Series in Pure Mathematics se rapporteront au pre´sent volume, et non a` l’e´dition primitive
de SGA 2 !
(2)N.D.E. : en fait, ces se´minaires sont publie´s chez Springer (nume´ros 269, 279, 305 et 589), mais,
he´las, sont e´puise´s.
(3)N.D.E. : on a conserve´ les notations souligne´es pour les versions faisceautise´es de foncteurs, l’ana-
logue calligraphique de Γ n’e´tant pas clair.
(4)N.D.E. : le livre de Hartshorne comporte des erreurs de signes et surtout ne prouve pas vrai-
ment la compatibilite´ de la trace au changement de base. Conrad a comple`tement repris ce travail,
en prouvant cette compatibilite´, cruciale et hautement non triviale (Grothendieck duality and base
change, Lect. Notes in Math., vol. 1750, Springer-Verlag, Berlin, 2000). He´las, des erreurs subsistent
(cf. deux pre´publications (Conrad B., « Clarifications and corrections to “Grothendieck duality and
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Les expose´s VI et VII donnent des notions techniques faciles, utilise´es dans l’ex-
pose´ VIII pour prouver le the´ore`me de finitude (VIII 2.3), donnant des conditions
ne´cessaires et suffisantes, pour un faisceau cohe´rent F sur un sche´ma noethe´rien X,
pour que les faisceaux de cohomologie locale HiY(F) soient cohe´rents pour i 6 n
(ou ce qui revient au meˆme, pour que les faisceaux Ri f∗(F|X − Y) soient cohe´rents
pour i 6 n − 1, ou` f : X − Y → X est l’inclusion). Ce the´ore`me est un des re´sultats
techniques centraux du Se´minaire, et nous montrons dans l’expose´ IX comment un
the´ore`me de cette nature peut eˆtre utilise´, pour e´tablir un « the´ore`me de comparai-
son » et un « the´ore`me d’existence » en ge´ome´trie formelle, en calquant et ge´ne´ralisant
l’utilisation faite dans (EGA III §§4 et 5) du the´ore`me de finitude pour un morphisme
propre.
On applique ces derniers re´sultats dans X et XI, consacre´s respectivement a` des
the´ore`mes du type Lefschetz pour le groupe fondamental, et pour le groupe de Picard. 4
Ces the´ore`mes consistent a` comparer sous certaines conditions les invariants (π1 ou
Pic) attache´s respectivement a` un sche´ma X et a` un sous-sche´ma Y (jouant le roˆle
d’une section hyperplane), et a` donner notamment des conditions ou` ils sont iso-
morphes. Grosso modo, les hypothe`ses faites servent a` passer de Y au comple´te´ formel
de X le long de Y, et a` pouvoir appliquer ensuite les re´sultats de IX pour passer de la`
a` un voisinage ouvert U de Y dans X. Pour pouvoir passer de U a` X, il faut disposer
encore de renseignements (type « purete´ » ou « parafactorialite´ ») pour les anneaux
locaux de X en les points de Z = X − U, (qui est un ensemble fini discret dans les
cas envisage´s). Ceci explique l’interaction dans les de´monstrations des expose´s X, XI,
XII entre les re´sultats locaux et globaux, notamment dans certaines re´currences. Les
re´sultats principaux obtenus dans X et XI sont les the´ore`mes de nature locale X 3.4
(the´ore`me de purete´) et XI 3.14 (the´ore`me de parafactorialite´). On notera que ces
the´ore`mes sont de´montre´s par des techniques cohomologiques, de nature essentielle-
ment globale. Dans XII on obtient en utilisant les re´sultats locaux pre´ce´dents, les
variantes globales de ces re´sultats pour des sche´mas projectifs sur un corps, ou plus
ge´ne´ralement sur un sche´ma de base plus ou moins quelconque ; parmi les e´nonce´s
typiques, signalons XII 3.5 et XII 3.7.
Dans XIII, nous passons en revue quelques uns des nombreux proble`mes et conjec-
tures sugge´re´s par les re´sultats et me´thodes du Se´minaire. Les plus inte´ressants peut-
eˆtre concernent les the´ore`mes du type Lefschetz cohomologiques et homotopiques pour
base change”» et « An addendum to Chapter 5 of “Grothendieck duality and base change”»)). Pour
un aspect plus concret, avec une attention toute particulie`re a` la notion de re´sidu, voir les travaux
de Lipman, en particulier (Lipman J., Dualizing sheaves, differentials and residues on algebraic va-
rieties, Aste´risque, vol. 117, Socie´te´ mathe´matique de France, 1984). Une preuve cate´gorique du
the´ore`me de dualite´, base´e sur le the´ore`me de repre´sentabilite´ de Brown, a e´te´ obtenue par Neeman
(Neeman A., « The Grothendieck duality theorem via Bousfield’s techniques and Brown representa-
bility », J. Amer. Math. Soc. 9 (1996), no 1, p. 205–236).
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les espaces analytiques complexes, cf. XIII pages 26 et suivantes(5). Dans le contexte
de la cohomologie e´tale des sche´mas, les conjectures correspondantes sont prouve´es5
dans XIV par une technique de dualite´ qui devrait s’appliquer e´galement dans le cas
analytique complexe (cf. commentaires XIII p. 25 et XIV 6.4). Mais les e´nonce´s homo-
topiques correspondants dans le cas des espaces analytiques (et plus particulie`rement
les e´nonce´s faisant intervenir le groupe fondamental) semblent exiger des techniques
entie`rement nouvelles (cf. XIV 6.4).
Je suis heureux de remercier tous ceux qui, a` des titres divers, ont aide´ a` la parution
du pre´sent volume, dont les collaborateurs de´ja` cite´s dans cette Introduction. Plus
particulie`rement, je tiens a` remercier Mlle Chardon pour la bonne graˆce avec laquelle
elle s’est acquitte´e de la taˆche ingrate que constitue la pre´paration mate´rielle du
manuscrit de´finitif pour la photo-offset.
Bures-sur-Yvette, Avril 1968
A. Grothendieck.
(5)N.D.E. : essentiellement toutes les conjectures e´nonce´es en XIII et XIV sont maintenant prouve´es ;
voir les notes de bas de page de ces sections pour des re´fe´rences et commentaires.
EXPOSE´ I
LES INVARIANTS COHOMOLOGIQUES GLOBAUX ET
LOCAUX RELATIFS A` UN SOUS-ESPACE FERME´
1. Les foncteurs ΓZ, ΓZ
Soient X un espace topologique, CX la cate´gorie des faisceaux abe´liens sur X. Soient 6
Φ une famille de supports au sens de Cartan on de´finit le foncteur ΓΦ sur CX par :
(1) ΓΦ(F) = sous-groupe de Γ(F) forme´ des sections f telles que support f ∈ Φ.
Si Z est une partie ferme´e de X, nous de´signons par abus de langage par ΓZ le foncteur
ΓΦ, ou` Φ est l’ensemble des parties ferme´es de X contenues dans Z. Donc on a :
(2) ΓZ(F) = sous-groupe de Γ(F) forme´ des sections f telles que support f ⊂ Z.
Nous voulons ge´ne´raliser cette de´finition au cas ou` Z est une partie localement
ferme´e de X, donc ferme´e dans une partie ouverte convenable V de X. On posera
dans ce cas :
(3) ΓZ(F) = ΓZ(F|V).
Il faut ve´rifier que ΓZ(F) « ne de´pend pas » de l’ouvert choisi. Il suffit de montrer que
si V′, V ⊃ V′ ⊃ Z est un ouvert, alors l’application ρVV′ : F(V) → F(V
′) applique
ΓZ(F|V) isomorphiquement sur ΓZ(F|V′). Or
(4) ΓZ(F|V) = ker ρ
V
V−Z
donc si f ∈ ΓZ(F|V) et si ρ
V
V′(f) = ρ
V
V−Z(f) = 0 alors f = 0 puisque (V
′,V − Z)
est un recouvrement de V. De meˆme, si f ′ ∈ ΓZ(F|V′), alors f
′ ∈ F(V′) et 0 ∈ 7
F(V − Z) de´finissent un f ∈ F(V) tel que ρVV′(f) = f
′, f ∈ ΓZ(F|V), donc ρ
V
V′ induit
un isomorphisme ΓZ(F|V)→ ΓZ(F|V′).
Notons que tout ouvert W de Z est induit par un ouvert U de X dans lequel W est
ferme´. Il en re´sulte que W 7→ ΓW(F) de´finit un pre´faisceau sur Z, et on ve´rifie que
c’est un faisceau que l’on notera i!(F), ou` i : Z → X est l’immersion canonique. On
trouve :
(5) ΓZ(F) = Γ(i
!(F)).
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Le faisceau i!(F) est un sous-faisceau de i∗(F) ; en effet l’homomorphisme canonique :
Γ(F|U) = Γ(U,F) −→ Γ(U ∩ Z, i
∗(F))
est injectif sur ΓU∩Z(F|U) ⊂ Γ(F|U). En re´sumant, on a le re´sultat suivant :
Proposition 1.1. — Il existe un sous-faisceau unique i!(F) de i∗(F) tel que pour tout
ouvert U de X tel que U ∩ Z soit ferme´ dans U,
Γ(F|U) = Γ(U,F) −→ Γ(U ∩ Z, i
∗(F))
induise un isomorphisme ΓU∩Z(F|U)→ Γ(U ∩ Z, i
!(F)).
Notons que si Z est un ouvert on aura simplement
(6) i!(F) = i∗(F) = F|Z, ΓZ(F) = Γ(Z,F).
Supposons a` nouveau Z quelconque. Alors pour un ouvert U de X variable, on voit
que
U 7−→ ΓU∩Z(F|U) = Γ(U ∩ Z, i
!(F))
est un faisceau sur X, que nous noterons ΓZ(F) ; de fac¸on pre´cise, d’apre`s la formule
pre´ce´dente (exprimant que i! commute a` la restriction aux ouverts) on a un isomor-
phisme
(7) ΓZ(F) = i∗(i
!(F))
par de´finition, on a, pour tout ouvert U de X,8
(8) Γ(U,ΓZ(F)) = ΓU∩Z(F|U).
Notons ici une diffe´rence caracte´ristique entre le cas ou` Z est un ferme´, et celui ou` Z
est un ouvert. Dans le premier cas, la formule (8) nous montre que ΓZ(F) peut eˆtre
conside´re´ comme un sous-faisceau de F, et on a donc une immersion canonique
(8′) ΓZ(F) −֒→ F.
Dans le cas ou` Z est ouvert, au contraire, on voit sur (6) que le deuxie`me membre
de (8) est Γ(U ∩ Z,F), donc rec¸oit Γ(U,F), donc on a un homomorphisme canonique
en sens inverse du pre´ce´dent :
(8”) F −→ ΓZ(F),
(1)
qui n’est autre d’ailleurs que l’homomorphisme canonique
F −→ i∗i
∗(F),
compte tenu de l’isomorphisme
(6 bis) ΓZ(F) ≃ i∗i
∗(F)
de´duit de (6) et (7).
(1)N.D.E. : la re´fe´rence originale e´tait (8).
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Bien entendu, pour F variable, ΓZ(F), ΓZ(F), i
!(F) peuvent eˆtre conside´re´s comme
des foncteurs en F, a` valeur respectivement dans la cate´gorie des groupes abe´liens,
des faisceaux abe´liens sur X, des faisceaux abe´liens sur Z. Il est parfois commode
d’interpre´ter le foncteur
i! : CX −→ CZ
comme le foncteur adjoint d’un foncteur bien connu
i! : CZ −→ CX
de´fini par la proposition suivante :
Proposition 1.2. — Soit G un faisceau abe´lien sur Z. Alors il existe un sous-faisceau 9
unique de i∗(G), soit i!(G) tel que pour tout ouvert U de X l’isomorphisme (identique)
Γ(U ∩ Z,G) = Γ(U, i∗(G))
de´finisse un isomorphisme
ΓΦU∩Z,U(U ∩ Z,G) = Γ(U, i!(G)),
ou` ΦU∩Z,U de´signe l’ensemble des parties de U ∩ Z qui sont ferme´es dans U.
La ve´rification se re´duit a` noter que le premier membre est un faisceau pour U
variable, i.e. que la proprie´te´ pour une section de i∗(G) sur U, conside´re´e comme une
section de G sur U ∩ Z, d’eˆtre a` support ferme´ dans U est de nature locale sur U. Le
faisceau i!(G) qu’on vient de de´finir est connu aussi sous le nom de : faisceau de´duit
de G en prolongeant par 0 en dehors de Z, cf. [Godement]. En particulier, si Z est
ferme´, on a
(9) i!(G) = i∗(G);
mais dans le cas ge´ne´ral, l’injection canonique i!(G) → i∗(G) n’est pas un isomor-
phisme, comme il est bien connu de´ja` pour Z ouvert. E´videmment, i!(G) de´pend
fonctoriellement de G (et c’est meˆme un foncteur exact en G). Ceci dit, on a :
Proposition 1.3. — Il existe un isomorphisme de bifoncteurs en G,F (G faisceau abe´-
lien sur Z, F faisceau abe´lien sur X) :
(10) Hom(i!(G),F) = Hom(G, i
!(F)).
Pour de´finir un tel isomorphisme, il revient au meˆme de de´finir des homomor-
phismes fonctoriels
i!i
!(F) −→ F, G −→ i!i!(G),
satisfaisant aux conditions de compatibilite´ bien connues (cf. par exemple l’expose´ de
Shih au se´minaire Cartan sur les ope´rations cohomologiques).
Se rappelant que i! est exact, donc transforme monomorphismes en monomor- 10
phismes, on en conclut :
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Corollaire 1.4. — Si F est injectif, i!(F) est injectif, donc ΓZ(F) = i∗i!(F) est e´gale-
ment injectif.
Remplac¸ant X par un ouvert variable U de X, on conclut aussi de 1.3
Corollaire 1.5. — On a un isomorphisme fonctoriel en F,G :
(11) Hom (i!(G),F) = i∗(Hom (G, i
!(F)).
Prenant pour G le faisceau constant sur Z de´fini par Z, soit ZZ, 1.3 et 1.5 se
spe´cialisent en
Corollaire 1.6. — On a des isomorphismes fonctoriels en F :
(12)
ΓZ(F) = Hom(ZZ,X,F),
ΓZ(F) = Hom(ZZ,X,F),
ou` ZZ,X = i!(ZZ) est le faisceau abe´lien sur X de´duit du faisceau constant sur Z de´fini
par Z, en prolongeant par 0 en dehors de Z.
Remarque 1.7. — Supposons que X soit un espace annele´, et munissons Z du faisceau
d’anneauxOZ = i
−1(OX), enfin de´signons par CX et CZ la cate´gorie des Modules sur X
resp. Z. Alors les conside´rations pre´ce´dentes s’e´tendent mot a` mot, en prenant pour F
un Module sur X et pour G un modules sur Z, et en interpre´tant en conse´quence les
e´nonce´s 1.3 a` 1.6.
Pour finir ces ge´ne´ralite´s, examinons ce qui se passe quand on change la partie
localement ferme´e Z. Soit Z′ ⊂ Z une autre partie localement ferme´e, et soient
j : Z′ −→ Z, i′ : Z′ −→ X, i′ = ij
les inclusions canoniques. Alors on a des isomorphismes fonctoriels :11
(13) (ij)! = j!i!, (ij)! = i!j!.
Le premier isomorphisme (13) de´finit un isomorphisme fonctoriel
(14) ΓZ′(F) = Γ(Z
′, (ij)!(F)) ≃ Γ(Z′, j!(i!(F))) = ΓZ′(i
!(F)).
Supposons maintenant que Z′ soit ferme´ dans Z, et
Z′′ = Z− Z′
son comple´mentaire dans Z, qui est ouvert dans Z donc localement ferme´ dans X.
L’inclusion canonique (8′) applique´e a` i!(F) sur Z muni de Z′ nous de´finit, graˆce a`
(14), un homomorphisme canonique injectif fonctoriel
(15) ΓZ′(F) −→ ΓZ(F).
Si on remplace dans (14) Z′ par Z′′ et utilise (8”), on trouve un homomorphisme
canonique fonctoriel :
(15′) ΓZ(F) −→ ΓZ′′(F).
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Proposition 1.8. — Sous les conditions pre´ce´dentes, la suite d’homomorphismes fonc-
toriels :
(16) 0 −→ ΓZ′(F) −→ ΓZ(F) −→ ΓZ′′(F)
est exacte. Si F est flasque, la suite reste exacte en mettant un ze´ro a` droite.
De´monstration. — Remplac¸ant X par un ouvert V dans lequel Z soit ferme´, on est
ramene´ au cas ou` Z est ferme´, donc Z′ ferme´. Alors Z′′ est ferme´ dans l’ouvert X−Z′,
et on a une inclusion canonique
ΓZ′′(F) −→ Γ(X− Z
′,F),
et l’exactitude de (16) signifie simplement que les sections de F a` support dans Z′
sont celles dont la restriction a` X− Z′ est nulle.
Lorsque F est flasque, tout e´le´ment de ΓZ′′(F), conside´re´ comme section de F sur 12
X−Z′, peut se prolonger en une section de F sur X, et cette dernie`re aura e´videmment
son support dans Z, ce qui prouve qu’alors le dernier homomorphisme dans (16) est
surjectif.
Corollaire 1.9. — On a une suite exacte fonctorielle
(16 bis) 0 −→ ΓZ′(F) −→ ΓZ(F) −→ ΓZ′′(F),
et si F est flasque, cette suite reste exacte en mettant un 0 a` droite.
On peut interpre´ter (1.8) en termes de re´sultats sur les foncteurs Hom et Hom
via 1.6, de la fac¸on suivante. Notons d’abord que si G est un faisceau abe´lien sur Z,
induisant les faisceaux j∗(G) et k∗(G) sur Z′ resp. Z′′ (ou` j : Z′ → Z et k : Z′′ → Z
sont les injections canoniques), on a une suite exacte canonique de faisceaux sur X :
(17) 0 −→ k∗(G)X −→ GX −→ j
∗(G)X −→ 0
ou` pour simplifier les notations, l’indice X de´signe le faisceau sur X obtenu en pro-
longeant par 0 dans le comple´mentaire de l’espace de de´finition du faisceau envi-
sage´. La suite exacte (17) ge´ne´ralise une suite exacte bien connue lorsque Z = X
(cf. [Godement]), et s’en de´duit d’ailleurs en e´crivant la suite exacte en question
sur Z, et en appliquant le foncteur i!. Prenant G = ZZ, on conclut en particulier :
Proposition 1.10. — Sous les conditions pre´ce´dentes, on a une suite exacte de fais-
ceaux abe´liens sur X :
(18) 0 −→ ZZ′′,X −→ ZZ,X −→ ZZ′,X −→ 0.
Ceci pose´, les deux suites exactes 1.8 et 1.9 ne sont autres que les suites exactes
de´duites de (18) par application du foncteur Hom(−,F) resp. Hom(−,F).
Cela redonne une de´monstration e´vidente du fait que les suites (16) et (16 bis)
restent exactes en mettant un ze´ro a` droite, pourvu que F soit injectif.
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2. Les foncteurs H∗Z(X,F) et H
∗
Z(F)
13
Définition 2.1. — On de´note par H∗Z(X,F) et H∗Z(F) les foncteurs de´rive´s en F des
foncteurs ΓZ(F) resp. ΓZ(F).
Ce sont des foncteurs cohomologiques, a` valeurs dans la cate´gorie des groupes
abe´liens resp. dans la cate´gorie des faisceaux abe´liens sur X. Lorsque Z est ferme´,
H∗Z(X,F) n’est autre par de´finition que H
∗
Φ(X,F) ou` Φ de´signe la famille des parties
ferme´es de X contenues dans Z. Lorsque Z est ouvert, on va voir que H∗Z(X,F) n’est
autre que H∗(Z,F) = H∗(Z,F|Z), graˆce a` la proposition suivante.
Proposition 2.2 (Théorème d’excision). — Soit V une partie ouverte de X contenant Z.
Alors on a un isomorphisme de foncteurs cohomologiques en F :
(19) H∗Z(X,F) −→ H
∗
Z(V,F|V).
En effet, on a un isomorphisme fonctoriel ΓXZ ≃ Γ
V
Z j
!, ou` j : V→ X est l’inclusion
et ou` j! est donc le foncteur restriction (cf. (14)). Ce dernier est exact, et transforme
injectifs en injectifs par 1.4, d’ou` aussitoˆt l’isomorphisme (19).
Lorsque Z est ouvert, on peut prendre V = Z et on trouve :
Corollaire 2.3. — Supposons Z ouvert, alors on a un isomorphisme de foncteurs co-
homologiques :
(20) H∗Z(X,F) = H
∗(Z,F).
On conclut des isomorphismes 1.6 et des de´finitions (cf. [Toˆhoku]) :
Proposition 2.3 bis(2). — On a des isomorphismes de foncteurs cohomologiques :14
H∗Z(X,F) ≃ Ext
∗(X;ZZ,X,F),(21)
H∗Z(F) ≃ Ext
∗(ZZ,X,F).(21 bis)
On peut donc appliquer les re´sultats de [Toˆhoku] sur les Ext de Modules. Signalons
d’abord l’interpre´tation suivante des faisceaux H∗Z(F) en terme de groupes globaux
H∗Z(X,F) :
Corollaire 2.4. — H∗Z(F) est canoniquement isomorphe au faisceau associe´ au pre´fais-
ceau
U 7−→ H∗Z∩U(U,F|U).
En particulier, en utilisant le corollaire 2.3, on trouve :
(2)N.D.E. : la proposition porte le nume´ro 2.3 dans l’e´dition originale.
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Corollaire 2.5. — Supposons Z ouvert, alors on a un isomorphisme de foncteurs co-
homologiques :
(22) H∗Z(F) = R
∗ i∗i
∗(F)
(ou` i : Z→ X est l’inclusion).
La suite spectrale des Ext donne l’importante suite spectrale :
Théorème 2.6. — On a une suite spectrale fonctorielle en F, aboutissant a` H∗Z(X,F)
et de terme initial
(23) Ep,q2 (F) = H
p(X,HqZ(F)).
Remarques 2.7. — Il re´sulte aussitoˆt de 2.4 que les faisceaux HqZ(F) sont nuls dans
X− Z, et e´galement nuls dans l’inte´rieur de Z pour q 6= 0 (donc pour un tel q, HqZ(F)
est meˆme porte´ par la frontie`re de Z).
Par suite, le deuxie`me membre de (23) peut s’interpre´ter comme un groupe de
cohomologie sur Z. Nous utiliserons 2.6 dans le cas ou` Z est ferme´ dans X, et ou` le 15
deuxie`me membre de (23) peut s’interpre´ter comme un groupe de cohomologie calcule´
sur Z :
(23 bis) Ep,q2 (F) = H
p(Z,HqZ(F)).
(3)
Notons aussi que lorsque Z est ouvert, la suite spectrale 2.6 n’est autre que la
suite spectrale de Leray pour l’application continue i : Z → X, compte tenu de
l’interpre´tation 2.5 dans le calcul du terme initial de la suite spectrale de Leray.
Reprenons la suite exacte (18)(4), elle donne naissance a` une suite exacte des Ext
(cf. [Toˆhoku]) :
Théorème 2.8. — Soient Z une partie localement ferme´e de X, Z′ une partie ferme´e
de Z et Z′′ = Z− Z′. Alors on a une suite exacte fonctorielle en F :
(24)
0 −→ H0Z′(X,F) −→ H
0
Z(X,F) −→ H
0
Z′′(X,F)
∂
−−−→ H1Z′(X,F) −→ H
1
Z(X,F) . . .
. . .HiZ′(X,F) −→ H
i
Z(X,F) −→ H
i
Z′′(X,F)
∂
−−−→ Hi+1Z′ (X,F) . . . .
Rappelons comment on peut obtenir cette suite exacte. Soit C(F) une re´solution
injective de F, alors la suite exacte (18)(5) donne naissance a` la suite exacte
(25) 0 −→ ΓZ′(C(F)) −→ Γ(C(F)) −→ ΓZ′′(C(F)) −→ 0,
(qui n’est autre que celle de´finie dans 1.8). On en conclut une suite exacte de coho-
mologie, qui n’est autre que (24).
(3)N.D.E. : l’e´quation e´tait nume´rote´e (23) dans l’e´dition orginale.
(4)N.D.E. : la re´fe´rence originale e´tait (1.10).
(5)N.D.E. : voir note pre´ce´dente.
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Le cas le plus important pour nous est celui ou` Z est ferme´ (et on peut d’ailleurs
toujours s’y ramener en remplac¸ant X par un ouvert V dans lequel Z est ferme´). Alors
Z′ est ferme´, Z′′ est ferme´ dans l’ouvert X− Z′, et on peut e´crire
(26) HiZ′′(X,F) = H
i
Z′′(X− Z
′,F|X−Z′),
ce qui nous permet d’e´crire la suite exacte (24) en termes de cohomologies a` support16
dans un ferme´ donne´. Le cas le plus fre´quent est celui ou` Z = X. Posant alors pour
simplifier Z′ = A, on trouve :
Corollaire 2.9. — Soit A une partie ferme´e de X. Alors on a une suite exacte foncto-
rielle en F :
(27)
0 −→ H0A(X,F) −→ H
0(X,F) −→ H0(X−A,F)
∂
−−−→ H1A(X,F) . . .
. . .HiA(X,F) −→ H
i(X,F) −→ Hi(X−A,F)
∂
−−−→ Hi+1A (X,F) . . . .
Cette suite exacte montre que le groupe de cohomologie HiA(X,F) joue le roˆle d’un
groupe de cohomologie relative de X mod X − A, a` coefficients dans F. C’est a` ce
titre qu’elle s’introduisit de fac¸on naturelle dans les applications. En « faisceautisant »
(24) et (27), ou en proce´dant directement, on trouve en tenant compte de ce que le
faisceau associe´ a` U 7→ Hi(U,F) est nul si i > 0 :
Corollaire 2.10. — Sous les conditions de 2.8, on a une suite exacte fonctorielle en F :
(24 bis) . . .HiZ′(F) −→ H
i
Z(F) −→ H
i
Z′′(F)
∂
−−−→ Hi+1Z′ (F) . . .
Corollaire 2.11. — Soit A une partie ferme´e de X, alors on a une suite exacte fonc-
torielle en F :
(28) 0 −→ H0A(F) −→ F −→ f∗(F|X−A)
∂
−−−→ H1A −→ 0,
et des isomorphismes canoniques, pour i > 2 :
(29) HiA(F) = H
i−1
X−A(F) = R
i−1 f∗(F|X−A),
ou` f : (X−A)→ X est l’inclusion.
Cela de´finit donc H0A(F) et H
1
A(F) respectivement comme ker et coker de l’homo-
morphisme canonique
F −→ f∗f
∗(F) = f∗(F|X−A),
et les HiA(F) (i > 2) en terme des foncteurs de´rive´s de f∗.
Corollaire 2.12. — Soit F un faisceau abe´lien sur X. Si F est flasque, alors pour toute17
partie localement ferme´e Z de X et tout entier i 6= 0, on a HiZ(X,F) = 0, H
i
Z(F) = 0.
Inversement, si pour toute partie ferme´e Z de X on a H1Z(X,F) = 0, alors F est
flasque.
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Supposons que F est flasque, alors F induit un faisceau flasque sur tout ouvert,
donc pour prouver HiZ(X,F) = 0 pour i > 0, on peut supposer Z ferme´, et alors
l’assertion re´sulte de la suite exacte (27)(6). On en conclut pour tout Z localement
ferme´, en « faisceautisant » i.e. appliquant 2.4, que HiZ(F) = 0 pour i > 0. Inversement,
supposons H1Z(X,F) = 0 pour tout ferme´ Z, alors la suite exacte (27)
(7) prouve que
pour tout tel Z, H0(X,F)→ H0(X−Z,F) est surjectif, ce qui signifie que F est flasque.
Combinant 2.6 et 2.8, on va en de´duire :
Proposition 2.13. — Soient F un faisceau abe´lien sur X, Z une partie ferme´e de X,
U = X− Z, N un entier. Les conditions suivantes sont e´quivalentes :
(i) HiZ(F) = 0 pour i 6 N.
(ii) Pour tout ouvert V de X, conside´rant l’homomorphisme canonique
Hi(V,F) −→ Hi(V ∩U,F),
cet homomorphisme est :
a) bijectif pour i < N,
b) injectif pour i = N.
(Lorsque N > 0, on peut dans (ii) se borner a` exiger a)).
Pour prouver (i) ⇒ (ii), on est ramene´, graˆce a` la nature locale des HiZ(F), a`
prouver le
Corollaire 2.14. — Si la condition 2.13 (i) est ve´rifie´e, alors
Hi(X,F) −→ Hi(U,F)
est bijectif pour i < N, injectif pour i = N.
En effet, en vertu de la suite exacte (27), cela signifie aussi HiZ(X,F) = 0 pour i 6 N,
et cette relation est une conse´quence imme´diate de la suite spectrale (23 bis)(8). 18
Re´ciproquement, l’hypothe`se 2.13 (ii) signifie que pour tout ouvert V de X, on a
HiZ∩V(V,F|V) = 0 pour i 6 N,
ce qui implique 2.13 (i) graˆce a` 2.4. Si d’ailleurs N > 0, l’hypothe`se b) est superflue.
En effet, si N = 1, l’hypothe`se a) et (28) assurent la nullite´ de HiZ(F) = 0 pour i 6 N.
Si N > 1, l’hypothe`se a) pour i = N− 1 > 0 et (29) assurent la nullite´ de HiZ(F) pour
i 6 N.
Compte tenu du 2.11 cela prouve encore 2.13 (i)...
(6)N.D.E. : la re´fe´rence originale e´tait (2.9).
(7)N.D.E. : la re´fe´rence originale e´tait (2.9).
(8)N.D.E. : voir note pre´ce´dente.
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Remarque. — Soit Y→ X une immersion ferme´e, et supposons que localement elle est
de la forme {0}×Y ⊂ Rn ×Y. Supposons que F est un faisceau localement constant
sur x, alors on trouve
(30) HiY(F) ≃
{
0 si i 6= n
F⊗ TY,X si i = n, ou` TY,X ≃ H
n
Y(ZX)
est un faisceau extension a` X d’un faisceau sur Y localement isomorphe a` ZY, appele´
« faisceau d’orientation normale de Y dans X ».
Utilisant la suite spectrale (23 bis)(9), on trouve dans ce cas :
(31) HiY(X,F) ≃ H
i−n(Y,F⊗ TY,X),
et on retrouve l’« homomorphisme de Gysin » :
(32) Hj(Y,F ⊗ TY,X) −→ H
j+n(X,F).
Bibliographie
[Godement] R. Godement – Topologie alge´brique et the´orie des faisceaux, Act.
Scient. et Ind., vol. 1252, Hermann, Paris.
[Toˆhoku] A. Grothendieck – « Sur quelques points d’alge`bre homologique »,
Toˆhoku Math. J. 9 (1957), p. 119–221.
(9)N.D.E. : la re´fe´rence originale e´tait 2.6.
EXPOSE´ II
APPLICATION AUX FAISCEAUX QUASI-COHE´RENTS
SUR LES PRE´SCHE´MAS
Proposition 1. — Soient X un pre´sche´ma, Z une partie localement ferme´e de la forme 19
Z = U − V, ou` U et V sont deux parties ouvertes de X telles que V ⊂ U et que
les immersions canoniques U → X, V → X soient quasi-compactes. Alors pour tout
Module quasi-cohe´rent F sur X, les faisceaux HiZ(F) sont quasi-cohe´rents.
D’apre`s (I 24), il existe une suite exacte de cohomologie relative
−→ Hi−1U (F) −→ H
i
V(F) −→ H
i
Z(F) −→ H
i
U(F) −→ H
i+1
V (F) −→ .
D’apre`s (EGA III 1.4.17), pour que les HiZ(F) soient quasi-cohe´rents il suffit donc
que les HiU(F) et les H
i
V(F) le soient. On peut donc supposer Z ouvert et l’immersion
canonique j : Z→ X quasi-compacte.
Puisque Z est ouvert on a (I 22) un isomorphisme canonique :
HiZ(F) ≃ R
i j∗(F|Z)
mais j est se´pare´ (EGA I 5.5.1) et quasi-compact donc (EGA III 1.4.10) les
Ri j∗(F|Z) = H
i
Z(F) sont quasi-cohe´rents, ce qui ache`ve la de´monstration.
Corollaire 2. — Soit Z une partie ferme´e de X telle que l’immersion canonique
X− Z→ X soit quasi-compacte, alors les Modules HiZ(F) sont quasi-cohe´rents.
Corollaire 3. — Si X est localement noethe´rien, alors pour toute partie localement
ferme´e Z de X, et tout Module F quasi-cohe´rent sur X, les HiZ(F) sont quasi-cohe´rents.
Re´sulte imme´diatement du corollaire 2 et de (EGA I 6.6.4).
Corollaire 4. — Supposons que X soit le spectre d’un anneau A et soient U un ouvert 20
quasi-compact de X, Y = X − U, F un Module quasi-cohe´rent sur X, il existe un
isomorphisme de foncteurs cohomologiques en F :
(4.1) HiY(F) =
˜(HiY(X,F)).
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On a en outre une suite exacte fonctorielle en F :
(4.2) 0 −→ H0Y(X,F) −→ H
0(X,F) −→ H0(U,F) −→ H1Y(X,F) −→ 0
et des isomorphismes fonctoriels en F :
(4.3) HiY(X,F) ≃ H
i−1(U,F), i > 2.
D’apre`s le corollaire 2, les HiY(F) sont quasi-cohe´rents, puisque X est affine on a
donc Hp(X,HiY(F)) = 0 si p > 0. La suite spectrale (I 23) de´ge´ne`re, donc
HiY(X,F) = Γ(H
i
Y(F)).
L’e´galite´ (4.1) re´sulte alors de (EGA I 1.1.3.7), (4.2) et (4.3) de la suite exacte de
cohomologie (I 27) et de ce que Hi(X,F) = 0 si i > 0, puisque X est affine.
Avec les hypothe`ses de 4(1), U est re´union finie d’ouverts affines Xf , on peut donc
trouver un ide´al I engendre´ par un nombre fini d’e´le´ments fα et de´finissant Y, soit
f = (fα). Avec les notations de (EGA III 1)
(2) on a :
Proposition 5. — Supposons que X soit le spectre d’un anneau A, soient f = (fα)
une famille finie d’e´le´ments de A, Y la partie ferme´e de X qu’ils de´finissent, M un
A-module, F le faisceau associe´ a` M. On a alors des isomorphismes de ∂-foncteurs
en M :
(5.1) Hi((f ),M) ≃ HiY(X,F).
(Nous noterons aussi HiJ(M) = H
i
Y(X,F), si Y est la partie ferme´e de X = SpecA
de´finie par un ide´al J de A).
Pour i = 0 et i = 1, on utilise les suites exactes (4.2) et (EGA III 1.4.3.2) ; si i > 2,21
on utilise (4.3) et (EGA III 1.4.3.1). Cela nous donne des isomorphismes fonctoriels
en M. On ve´rifie qu’a` un signe pre`s ne de´pendant que de i, ils sont compatibles avec
l’ope´rateur bord, d’ou` l’existence de l’isomorphisme de ∂-foncteurs (5.1).
Soient maintenant X un pre´sche´ma, Y une partie ferme´e de X et f : Y → X
l’inclusion, I un ide´al quasi-cohe´rent de´finissant Y dans X. Soit F un faisceau sur X.
On a vu qu’il existe des isomorphismes de ∂-foncteurs en F
ExtiOX(X; f∗f
−1(OX),F) −→ H
i
Y(X,F)(∗)
ExtiOX(f∗f
−1(OX),F) −→ H
i
Y(F).(∗∗)
Soient n,m des entiers tels que m > n > 0, on de´signe par in,m l’applica-
tion canonique : OYm = OX/I
m+1 → OX/I
n+1 = OYn , et par jn l’application :
(1)N.D.E. : dans un souci de cohe´rence et de clarte´, on n’a nume´rote´ entre parenthe`ses que les
e´quations.
(2)N.D.E. : rappelons que H•(f ,M) est la cohomologie de Koszul H•(Hom(K•(f),M)) de f
(EGA III 1.1.2) a` valeurs dans M et que H•((f),M) est la limite (loc. cit. , 1.1.6.5) lim
−→n
H•(fn,M),
les morphisme de transition e´tant induits par les morphisme naturels K•(fn+1)→ K•(fn) (loc. cit.
, 1.1.6).
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f∗f
−1(OX)→ OYn . Les (OYn , in,m) forment un syste`me projectif et les jn sont com-
patibles avec les in,m.
En appliquant le foncteur ExtiOX(X; ·,F), on en de´duit un morphisme
ϕ′ : lim
−→
n
ExtiOX(X;OYn ,F) −→ Ext
i
OX(X; f∗f
−1(OX),F);
on montre facilement que c’est un morphisme de foncteurs cohomologiques en F. Le
morphisme
ϕ : lim
−→
n
ExtiOX(X;OYn ,F) −→ H
i
Y(X,F),
compose´ de ϕ′ et de (∗), est donc lui aussi un morphisme de foncteurs cohomologiques
en F.
On de´finit de meˆme 22
ϕ : lim
−→
n
ExtiOX(OYn ,F) −→ H
i
Y(F).
On a en vue le the´ore`me suivant :
Théorème 6. — a) Soient X un pre´sche´ma localement noethe´rien, Y une partie ferme´e
de X de´finie par un Ide´al cohe´rent I, F un Module quasi-cohe´rent. Alors ϕ est un
isomorphisme.
b) Si X est noethe´rien ϕ est un isomorphisme.
Le the´ore`me 6 re´sultera de 6.a) et du
Lemme 7. — Si l’espace topologique sous-jacent a` X est noethe´rien et si ϕ est un
isomorphisme, il en est de meˆme de ϕ.
On va d’abord prouver le lemme 7. On sait qu’il existe une suite spectrale
(7.1) Hp(X,HqY(F)) =⇒ H
∗
Y(X,F).
On a d’autre part un syste`me inductif de suites spectrales
(7.2n) H
p(X,ExtqOX(OYn ,F)) =⇒ Ext
∗
OX(X;OYn ,F).
Il re´sulte de la de´finition de ϕ et de ϕ que ces morphismes sont associe´s a` un ho-
momorphisme Φ de suites spectrales de la limite inductive de (7.2n) dans (7.1). Si
l’espace sous-jacent a` X est noethe´rien, par (God. 4.12.1)(∗)
lim
−→
n
Hp(X,ExtqOX(OYn ,F))
∼
−→ Hp(X, lim
−→
n
ExtqOX(OYn ,F)),
alors Φ2 peut s’e´crire comme un morphisme :
Hp(X, lim
−→
n
ExtqOX(OYn ,F)) −→ H
p(X,HqY(F))
qui n’est autre que celui qu’on de´duit de ϕ.
Si ϕ est un isomorphisme il en est donc de meˆme de Φ2, donc de ϕ d’apre`s (EGA 0III 23
11.1.5), le lemme 7 est donc de´montre´.
(∗)Cf. premie`re re´fe´rence bibliographique, a` la fin de Exp. I.
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On va maintenant prouver 6.a), c’est une question locale sur X. D’apre`s le corol-
laire 4 et (EGA I 1.3.9 et 1.3.12) on peut supposer que X est le spectre d’un anneau
A. Il suffit donc de de´montrer que sous les hypothe`ses du the´ore`me 6.a), l’homomor-
phisme canonique :
(7.3) lim−→
n
ExtiA(A/I
n,M) −→ HiY(X,M)
est un isomorphisme.
Soient fα un nombre fini d’e´le´ments de A engendrant I, f = (fα) ; alors la suite
des ide´aux (fn) est de´croissante et cofinale a` la suite des In, de sorte que (7.3) est
e´quivalent a` un morphisme de ∂-foncteurs en M :
(7.4) lim
−→
n
ExtiA(A/(f
n),M) −→ HiY(X,M).
On a d’autre part des isomorphismes canoniques :
(7.5) lim
−→
n
HomA(A/(f
n),M) ≃ lim
−→
n
(m ∈M | (fn)m = 0) ≃ H0((f ),M).
Comme lim
−→n
ExtiA(A/(f
n),M) est un ∂-foncteur universel en M, il existe un seul
morphisme de ∂-foncteurs en M :
(7.6) lim
−→
n
ExtiA(A/(f
n),M) −→ Hi((f ),M),
qui co¨ıncide en degre´ ze´ro avec (7.5).
Comme le compose´ de (7.3) et de (5.1) est un morphisme de ∂-foncteurs en M qui
co¨ıncide avec (7.6) en degre´ 0, il co¨ıncide avec (7.6) en tout degre´. Le the´ore`me 6.a)
est donc une conse´quence imme´diate du
Lemme 8. — Soient A un anneau noethe´rien, I un ide´al engendre´ par un syste`me
fini f = (fα) d’e´le´ments, M un A-module. Alors les homomorphismes (7.6) sont des
isomorphismes.
Lemme 9. — Soient A un anneau, f = (fα) un syste`me fini d’e´le´ments de A, I l’ide´al24
engendre´ par f , i un entier > 0. Les conditions suivantes sont e´quivalentes :
a) L’homomorphisme (7.6) est un isomorphisme pour tout M.
b) Hi((f ),M) = 0 pour M injectif.
c) Le syste`me projectif (Hi(f
n,A)) = Hi,n est essentiellement nul, c’est-a`-dire :
pour tout n, il existe n′ > n tel que Hi,n′ → Hi,n soit nul.
a) entraˆıne b) trivialement.
b) entraˆıne a), en effet b) entraˆıne que M 7→ Hi((f),M) est un foncteur coho-
mologique universel, (7.6) est un alors un morphisme de foncteurs cohomologiques
universels. C’est un isomorphisme en degre´ ze´ro, donc en tout degre´.
c) entraˆıne b), en effet si M est injectif, on a pour tout n
Hi(fn,M) = Hom(Hi(f
n,A),M) = Hom(Hi,n,M),
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c) entraˆıne donc que pour tout i le syste`me inductif (Hi(fn,M))n∈Z est essentiellement
nul, d’ou` b).
b) entraˆıne c). Soit en effet n > 0, et j un monomorphisme de Hi,n dans un
module injectif M. Soit n′ > n et soit jn′ ∈ Hom(Hi,n′ ,M) le compose´ de j et de
l’homomorphisme de transition tn′,n : Hi,n′ → Hi,n. Les jn′ de´finissent un e´le´ment de
Hi((f ),M) qui est nul par hypothe`se. Il existe donc n0 tel que jn′ = 0 si n
′ > n0. Mais
puisque j est un monomorphisme, jn′ = 0 entraˆıne tn′,n = 0, d’ou` la proposition.
Corollaire 10. — Supposons que l’espace sous-jacent a` X = Spec(A) soit noethe´rien.
Pour que les conditions pre´ce´dentes soient ve´rifie´es pour toute famille finie d’e´le´ments
de A et tout i > 0 (ou encore : pour i = 1), il faut et il suffit que pour tout A-module
injectif M, le faisceau F associe´ a` M soit flasque.
C’est ne´cessaire : soient en effet f = (fα) un syste`me fini d’e´le´ments de A, Y le
ferme´ de´fini par f et U = X−Y, on a alors la suite exacte
H0(X,F) −→ H0(U,F) −→ H1((f ),M) −→ 0,
et graˆce a` 9.b, H0(X,F)→ H0(U,F) est surjectif.
C’est suffisant en vertu de (5.1) et de ce que pour toute partie ferme´e Y de X et 25
tout faisceau flasque F sur X, HiY(X,F) = 0 pour i > 0.
Lemme 11. — Sous les hypothe`ses du lemme 9, pour tout A-module noethe´rien N
et pour tout i > 0, le syste`me projectif (Hi,n(N))n∈Z, ou` Hi,n(N) = Hi(f
n,N), est
essentiellement nul.
Preuve par re´currence sur le nombre m d’e´le´ments de f .
Si m = 1, f est re´duit a` un seul e´le´ment, soit f , Hi,n(N) est nul si i > 1 et H1,n(N)
est canoniquement isomorphe a` l’annulateur N(n) de fn dans N, l’homomorphisme de
transition N(n′)→ N(n), n′ > n, e´tant la multiplication par fn
′−n. Les N(n) forment
une suite croissante de sous-modules de N, et puisque N est noethe´rien il existe n0
tel que N(n) = N(n0) si n > n0. Donc tous les N(n) sont annule´s par f
n0 et les
homomorphismes de transition N(n′)→ N(n) sont tous nuls si n′ > n+n0. Le lemme
est donc prouve´ pour m = 1.
On suppose maintenant que m > 1 et que le lemme est prouve´ pour les entiers
m′ < m ; soit alors g = (f1, . . . , fm−1) et h = fm.
Pour tout n > 0, on a (EGA III 1.1.4.1) une suite exacte :
0 −→ H0(h
n,Hi(g
n,N)) −→ Hi(f
n,N) −→ H1(h
n,Hi−1(g
n,N)) −→ 0,
et pour n variable un syste`me projectif de suites exactes. Il re´sulte des hypothe`ses de
re´currence que pour i > 0 les Hi(g
n,N) forment un syste`me projectif essentiellement
nul, donc aussi les H0(h
n,Hi(g
n,N)) qu’on identifie a` des quotients de Hi(g
n,N).
Pour les termes de droite on va factoriser les morphismes de transition de n′ a` n par :
H1(h
n′ ,Hi−1(g
n′ ,N)) −→ H1(h
n′ ,Hi−1(g
n,N)) −→ H1(h
n,Hi−1(g
n,N)).
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Puisque Hi−1(g
n,N) est un module noethe´rien il re´sulte du casm = 1 qu’il existe, pour
n donne´, n′ > n tel que la seconde fle`che soit nulle. On voit donc que dans ce syste`me26
projectif de suites exactes, les syste`mes projectifs extreˆmes sont essentiellement nuls,
il en est donc de meˆme du syste`me projectif me´dian.
On a donc prouve´ le lemme 11 donc le lemme 8 et partant le the´ore`me 6.
Remarque. — On peut aussi obtenir le the´ore`me 6 en de´montrant la condition du
corollaire 10 a` l’aide des the´ore`mes de structure des modules injectifs sur un anneau
noethe´rien (Matlis, Gabriel).
EXPOSE´ III
INVARIANTS COHOMOLOGIQUES ET PROFONDEUR
1. Rappels
Nous e´noncerons quelques de´finitions et re´sultats que le lecteur trouvera par 27
exemple dans le chapitre I du cours professe´ par J.-P. Serre au Colle`ge de France
en 1957-58.(1)
Définition 1.1. — Soit A un anneau, (commutatif a` e´le´ment unite´ comme dans tout
ce qui suivra) et soit M un A-module (unitaire comme dans tout ce qui suivra), on
appelle :
– annulateur de M et on note AnnM l’ensemble des a ∈ A, tels que pour tout
m ∈M on ait am = 0.
– support de M et on note SuppM l’ensemble des ide´aux premiers p de A tels que
le localise´ Mp soit non nul.
– « assassin de M » ou « ensemble des ide´aux premiers associe´s a` M » et on note
AssM l’ensemble des ide´aux premiers p de A tels qu’il existe un e´le´ment non nul de M
dont l’annulateur soit p.
Si a est un ide´al de A, nous noterons r(a) la racine de a dans A, i.e. l’ensemble des
e´le´ments de A dont un puissance est dans a.
Les re´sultats suivants sont valables si l’on suppose que A est noethe´rien et M de
type fini.
Proposition 1.1
(i) AssM est un ensemble fini.
(ii) Pour qu’un e´le´ment de A annule un e´le´ment non nul de M, il faut et il suffit 28
qu’il appartienne a` l’un des ide´aux associe´s a` M.
(1)N.D.E. : la re´e´dition du texte de Serre (Serre J.-P.,Alge`bre locale. Multiplicite´s, Cours au Colle`ge de
France, 1957–1958, re´dige´ par Pierre Gabriel, seconde e´dition, Lect. Notes in Math., vol. 11, Springer-
Verlag, 1965) ne contient plus les preuves de ces e´nonce´s. On pourra se reporter a` (Bourbaki N.,
Alge`bre commutative, Masson), comme le sugge`re Serre lui-meˆme.
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(iii) La racine de l’annulateur de M, r(AnnM), est l’intersection des ide´aux asso-
cie´s a` M qui sont minimaux (pour la relation d’inclusion dans AssM).
Proposition 1.2. — Soit p un ide´al premier de A, les assertions suivantes sont e´qui-
valentes :
(i) p ∈ SuppM.
(ii) Il existe q ∈ AssM tel que q ⊂ p.
(iii) p ⊃ AnnM.
(iii bis) p ⊃ r(AnnM).
Proposition 1.3. — Soit N un A-module de type fini, on a la formule :
AssHomA(N,M) = SuppN ∩AssM.
2. Profondeur
Dans tout ce paragraphe, A de´signe un anneau commutatif, I un ide´al de A, M et N
deux A-modules. On notera X le spectre premier de A (on ne se servira pas de
son faisceau structural dans ce paragraphe) et Y la varie´te´ de I, Y = Supp(A/I) =
{p ∈ X, p ⊃ I}.
Lemme 2.1. — Supposons que A soit noethe´rien et que les modules M et N soient
de type fini. Supposons de plus que SuppN = Y. Alors les assertions suivantes sont
e´quivalentes :
(i) HomA(N,M) = 0.
(ii) SuppN ∩AssM = ∅.
(iii) L’ide´al I n’est pas diviseur de 0 dans M, ce qui signifie que pour tout m ∈M,
Im = 0 entraˆıne m = 0.
(iv) Il existe dans I un e´le´ment M-re´gulier. (Un e´le´ment a de A est dit M-re´gulier
si l’homothe´tie de rapport a dans M est injective.)
(v) Pour tout p ∈ Y, l’ide´al maximal pAp de l’anneau local Ap n’est pas associe´ a`
Mp. En formule : pAp /∈ AssMp.
De´monstration
(i) ⇔ (ii) car AssHomA(N,M) = ∅ est e´quivalent a` (ii) d’apre`s la proposition 1.329
et a` (i) par une conse´quence facile de la proposition 1.2.
(iii) ⇒ (ii) par l’absurde : « il existe p ∈ SuppN ∩ AssM » entraˆıne que p ⊃ I et
qu’il existe m ∈ M dont l’annulateur est p, donc Im ⊂ pm = 0, ce qui contredit (iii).
(iv) ⇒ (iii) trivialement.
(ii) ⇔ (iv) car SuppN = Y, donc (ii) signifie que I n’est contenu dans aucun ide´al
associe´ a` M ou encore, (car les ide´aux associe´s a` M sont premiers et en nombre fini),
que I n’est pas contenu dans la re´union des ide´aux associe´s a` M. Or, par la proposition
1.1 (ii), cet ensemble est l’ensemble des e´le´ments de A qui ne sont pas M-re´guliers.
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(i) ⇒ (v) ; en effet, si HomA(N,M) = 0 et si p ∈ Y, on en de´duit, en vertu de la
formule (
HomA(N,M)
)
p
= HomAp
(
Np,Mp
)
,
que HomAp
(
Np,Mp
)
= 0, donc, graˆce a` la proposition 1.3,
SuppNp ∩AssMp = ∅,
or pAp ∈ SuppNp, donc pAp /∈ AssMp.
(v) ⇒ (i) ; en effet, si p ∈ AssM, il existe m ∈ M dont l’annulateur est p, donc
l’image canonique de m dans Mp est non nulle, donc son annulateur est un ide´al qui
contient p, donc pAp, donc lui est e´gal. L’ide´al pAp est donc associe´ a` Mp, donc p /∈ Y
d’apre`s (v), d’ou` (i). C.Q.F.D.
Nous allons travailler sur ces conditions en remplac¸ant le foncteur Hom par ses
de´rive´s.
Théorème 2.2. — Soit A un anneau commutatif, I un ide´al de A, M un A-module. 30
Soit n un entier.
a) S’il existe une suite f1, . . . , fn+1, d’e´le´ments de I qui forme une suiteM-re´gulie`re
(i.e. si f1 est M-re´gulier et si fi+1 est re´gulier dans M/(f1, . . . , fi)M pour i 6 n), pour
tout A-module N annule´ par une puissance de I, on a :
ExtiA(N,M) = 0 pour i 6 n.
b) Si de plus A est noethe´rien, si M est de type fini, et s’il existe un A-module N
de type fini tel que SuppN = V(I) et tel que ExtiA(N,M) = 0 pour i 6 n, alors il
existe une suite f1, . . . , fn+1, d’e´le´ments de I qui est M-re´gulie`re.
De´montrons d’abord a), par re´currence. Si n < 0 l’e´nonce´ est vide.
Si n > 0, supposons que a) soit de´montre´ pour n′ < n ; par hypothe`se il existe
f1 ∈ I qui est M-re´gulier. De´signons par f i1 la multiplication par f1 dans Ext
i
A(N,M)
et par fM1 la multiplication par f1 dans M. La suite
(2.1) 0 −→ M
fM1−−−−→ M −→ M/f1M −→ 0
est exacte, donc aussi la suite :
Exti−1A (N,M/f1M)
δ
−−−→ ExtiA(N,M)
f i1−−−→ ExtiA(N,M).
Par hypothe`se IrN = 0, donc f01 et nilpotent ; Ext
i est un foncteur universel, il en est
de meˆme de f i1 pour tout i. Par ailleurs, il existe une suite re´gulie`re dans M/f1M qui
a n e´le´ments, donc, par hypothe`se de re´currence,
Exti−1A (N,M) = 0 si i 6 n− 1.
On en de´duit que si i 6 n, f i1 est a` la fois nilpotent et injectif donc Ext
i
A(N,M) = 0.
De´montrons b), e´galement par re´currence. Si n < 0, l’e´nonce´ est vide. 31
Si n = 0, b) re´sulte de l’assertion (i) ⇒ (iv) du lemme 2.1.
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Si n > 0, d’apre`s b) pour n = 0, il existe un e´le´ment f1 ∈ I qui est M-re´gulier ; de
la suite exacte (2.1), on de´duit la suite exacte :
(2.2) Exti−1A (N,M) −→ Ext
i−1
A (N,M/f1M) −→ Ext
i
A(N,M).
On en conclut que les hypothe`ses de b) sont ve´rifie´es pour le module M/f1M et pour
l’entier n − 1. Par l’hypothe`se de re´currence, il existe une suite de n e´le´ments de I
qui est re´gulie`re pour M/f1M, ce qui entraˆıne qu’il existe une suite de n+1 e´le´ments
de I, commenc¸ant par f1, et qui est M-re´gulie`re.
Ce the´ore`me nous invite a` ge´ne´raliser de la manie`re suivante la de´finition classique
de la profondeur d’un module de type fini sur un anneau noethe´rien :
Définition 2.3. — Soit A un anneau commutatif a` e´le´ment unite´, soit M un A-module,
soit I un ide´al de A. On appelle I-profondeur de M, et on note profIM, la borne
supe´rieure dans N∪{+∞} de l’ensemble des entiers naturels n, qui sont tels que pour
tout A-module de type fini N annule´ par une puissance de I, on ait
ExtiA(N,M) = 0 pour tout i < n.
On de´duit du the´ore`me pre´ce´dent que si n est la borne supe´rieure des longueurs
des suites M-re´gulie`res d’e´le´ments de I, on a n 6 profIM.
Plus pre´cise´ment :
Proposition 2.4. — Soit A un anneau commutatif, I un ide´al de A et soit M un A-
module, soit enfin n ∈ N. Conside´rons les assertions :
(1) n 6 profIM.
(2) Pour tout A-module de type fini N qui est annule´ par une puissance de I, on a :
ExtiA(N,M) = 0 pour i < n.
(3) Il existe un A-module de type fini N tel que SuppN = V(I) et tel que32
ExtiA(N,M) = 0 si i < n.
(4) Il existe une suite M-re´gulie`re de longueur n forme´s d’e´le´ments de I.
On a les implications logiques suivantes :
(1)⇐⇒ (2)⇐= (4)w
(3)
De plus si A est noethe´rien et M de type fini, ces conditions sont e´quivalentes.
De´monstration
(1) ⇔ (2) par de´finition et (2) ⇒ (3) en prenant N = A/I ; De plus (4) ⇒ (2)
par le the´ore`me 2.2 a). Enfin, si A est noethe´rien et M de type fini, (3) ⇒ (4) par le
the´ore`me 2.2 b).
Nous supposons A noethe´rien et M de type fini jusqu’a` la fin de ce paragraphe.
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Corollaire 2.5. — Soit f ∈ I un e´le´ment M-re´gulier, on a :
profIM = profI(M/fM)+ 1.
En effet, si n 6 profI(M/fM), il existe une suite d’e´le´ments de I, f1, . . . , fn, qui est
(M/fM)-re´gulie`re ; donc la suite f, f1, . . . , fn est M-re´gulie`re, donc n + 1 6 profIM,
donc profIM > profI(M/fM) + 1. Par ailleurs, d’apre`s la suite exacte (2.2), si i 6
profIM, on a Ext
i−1
A (N,M/fM) = 0, donc profIM− 1 6 profI(M/fM).
Corollaire 2.6. — Toute suite M-re´gulie`re finie, forme´e d’e´le´ments de I, peut eˆtre pro-
longe´e en une suite M-re´gulie`re maximale, dont la longueur est ne´cessairement e´gale
a` la I-profondeur de M.
Remarque 2.7. — On ne se retient qu’a` grand peine de dire qu’un A-module est d’au-
tant plus beau que sa profondeur est plus grande. Un module dont le support ne 33
rencontre pas V(I) est des plus beaux ; en effet, on peut de´montrer que pour que
profIM soit fini, il est ne´cessaire et suffisant que SuppM ∩V(I) 6= ∅.
Remarque 2.8. — Si A est un anneau semi-local, soit r(A) son radical et k = A/r(A)
son anneau re´siduel. La notion de profondeur inte´ressante est obtenue en prenant
pour I le radical de A. Nous conviendrons donc de noter simplement prof M la r(A)-
profondeur d’un A-module M. On retrouve dans ce cas la notion de « codimension
homologique », (cf. Serre, op. cit. note (1), page 21), que l’on notait codhAM, et qui
est de´finie comme la borne infe´rieure des entiers i tels que ExtiA(k,M) 6= 0 ; en effet
Supp k = V(r(A)).
Proposition 2.9. — Si A est noethe´rien et M de type fini, on a :
profIM = inf
p∈V(I)
prof Mp.
Corollaire 2.10. — Si A est un anneau semi-local noethe´rien, et si M est un A-module
de type fini, on a :
prof M = inf
m
prof Mm,
ou` m parcourt l’ensemble des ide´aux maximaux de A.
Le corollaire re´sulte imme´diatement de le proposition 2.9 ; en effet les ide´aux pre-
miers qui contiennent le radical sont les ide´aux maximaux.
Par ailleurs, soit f ∈ I ; si f est M-re´gulier, si p ∈ X et si p ⊃ I, l’image g de f
dans Ap appartient a` pAp, ide´al maximal de Ap ; de plus g est Mp-re´gulier, comme il
re´sulte de la suite exacte
(2.3) 0 −→ Mp
g′
−−−→ Mp −→ (M/fM)p −→ 0,
ou` g′ de´signe l’homothe´tie de rapport g dans Mp. Cette suite exacte donne aussi que
(M/fM)p est isomorphe a` Mp/gMp ; en appliquant le corollaire 2.5 a` M et a` Mp, on
en de´duit, par re´currence, que profIM 6 ν(M), ou` l’on a pose´ pour tout M : 34
ν(M) = inf
p∈V(I)
prof Mp.
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Plus pre´cise´ment, toujours par re´currence, on sait, si f est M-re´gulier, que ν(M) =
ν(M/fM) + 1 ; il reste donc a` de´montrer que si ν(M) > 1, il existe un e´le´ment M-
re´gulier dans I. Or en appliquant le lemme 2.1 a` Mp, Ap et pAp pour tout p ∈ V(I),
on voit que pAp /∈ AssMp, donc, en appliquant le lemme 2.1 a` A, M et I, on a la
conclusion.
Proposition 2.11. — Soit u : A→ B un homomorphisme d’anneaux noethe´riens. Soit I
un ide´al de A, M un A-module de type fini. Posons IB = I⊗A B et MB = M⊗A B. Si
B est A-plat, on a :
profIB MB > profIM;
de plus si B est fide`lement plat sur A, on a e´galite´.
En effet, soit N = A/I ; par platitude on a : N⊗AB = B/IB ; posons NB = N⊗AB.
Toujours par platitude et hypothe`ses noethe´riennes, on a :
ExtiB(NB,MB) = Ext
i
A(N,M) ⊗A B,
donc ExtiA(N,M) = 0 entraˆıne Ext
i
B(NB,MB) = 0, et la re´ciproque est vraie si B est
fide`lement plat sur A.
3. Profondeur et proprie´te´s topologiques
Lemme 3.1. — Soit X un espace topologique, Y un sous-espace ferme´, soit F un fais-
ceau de groupes abe´liens sur X. Posons U = X−Y. Si n est un entier, les conditions
suivantes sont e´quivalentes :
(i) HiY(X,F) = 0 si i < n.35
(ii) Pour tout ouvert V de X, l’homomorphisme de groupes
Hi(V,F) −→ Hi(V ∩U,F)
est bijectif si i < n− 1 et injectif si i = n− 1.
(iii) Pour tout ouvert V de X,
HiY∩V(V,F|V) = 0 si i < n.
De´monstration
(ii) ⇔ (iii) ; en effet, soit V un ouvert de X, posons X′ = V, Y′ = Y ∩V, F′ = F|V,
U′ = X′ −Y′ ; Y′ est ferme´ dans X′, on a donc une suite exacte :
HiY′(X
′,F′) −→ Hi(X′,F′)
ρi
−−−→ Hi(U′,F′) −→ Hi+1Y′ (X
′,F′).
Si les termes extreˆmes sont nuls, l’homomorphisme ρi est bijectif, et si le terme de
gauche est nul, ρi est injectif. Donc (iii)⇒ (ii). Re´ciproquement, si i < n, H
i
Y′(X
′,F′)
est nul car ρi est injectif et ρi−1 surjectif.
(i) ⇒ (iii) ; en effet la suite spectrale « de passage du local au global » donne :
Hp
(
X,HqY(X,F)
)
=⇒ H∗Y(X,F).
Or, par hypothe`se HqY(X,F) = 0 si q < n, donc H
p+q
Y (X,F) = 0 si p+ q < n.
3. PROFONDEUR ET PROPRIE´TE´S TOPOLOGIQUES 27
(iii) ⇒ (i) ; en effet (iii) exprime que le pre´faisceau
V 7−→ HiY∩V(V,F|V)
est nul, donc aussi le faisceau associe´ qui est HiY(X,F), car Y est ferme´.
36
Remarque 3.2. — L’e´quivalence de (i) est (ii) a e´te´ prouve´e dans la proposition I 2.13.
Comme on a remarque´ alors, si n > 2, on peut omettre la condition que ρn−1 soit
injectif.(2)
Proposition 3.3. — Soit X un pre´sche´ma localement noethe´rien, Y un sous-pre´sche´ma
ferme´ de X, F un OX-module cohe´rent. Les conditions du lemme 3.1 sont e´quivalentes
a` chacune des conditions suivantes :
(iv) Pour tout x ∈ Y, on a prof Fx > n ;
(v) Pour tout OX-module cohe´rent G sur X, de support contenu dans Y on a
ExtiOX(G,F) = 0 si i < n;
(vi) Il existe un OX-module cohe´rent G dont le support est e´gal a` Y et tel que
ExtiOX(G,F) = 0 si i < n.
Si X est affine, on a fait tout ce qu’il faut (cf. proposition 2.4) pour de´montrer
l’e´quivalence des trois conditions de la proposition 3.3 ; or elles sont locales, mise a`
part l’implication (v) ⇒ (vi), mais on peut alors prendre G = OY et invoquer a`
nouveau proposition 2.4. Il suffit donc de prouver (i) ⇒ (vi) et (v) ⇒ (i).
Soit J l’ide´al de Y, c’est un faisceau cohe´rent d’ide´aux ; soit OYm = OX/J
m+1, c’est
un OX-module cohe´rent dont le support est e´gal a` Y, et on sait (the´ore`me II 6.b) que
HiY(X,F) = lim−→
m
ExtiOX(OYm ,F),
donc (v) ⇒ (i). Par ailleurs, les morphismes de transition sont des e´pimorphismes 37
dans le syste`me projectif des OYm .
Si le foncteur Exti est exact a` gauche en sont premier argument, du moins lorsque
celui-ci est dans la cate´gorie des OX-modules cohe´rents de support contenu dans Y,
les morphismes de transition du syste`me inductif obtenu en appliquant Exti aux OYm
seront injectifs, or (i) entraˆıne que la limite est nulle, donc (i) entraˆınera que les
modules ExtiOX(OYm ,F) sont nuls pour tout m. Raisonnons par re´currence. L’e´nonce´
est trivial pour n < 0. Supposons que (i) ⇒ (vi) pour n < q, alors (i) ⇒ (v), donc,
par la suite exacte des Ext, Extq est exact a` gauche en son premier argument, donc
les modules ExtqOX(OYm ,F) sont nuls pour tout m. Donc (i) ⇒ (vi) pour n 6 q.
C.Q.F.D.
(2)N.D.E. : l’e´dition originale redonnait une preuve, pas tout a` fait correcte.
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Exemple 3.4. — Soit A un anneau local noethe´rien, m son ide´al maximal, M un A-
module de type fini, soit enfin n un entier. Posons X = Spec(A), Y = {m}, U = X−Y.
Soit F le faisceau associe´ a` M. Les conditions suivantes sont e´quivalentes :
1) prof M > n ;
2) l’homomorphisme naturel
Hi(X,F) −→ Hi(U,F)
est injectif si i = n− 1, bijectif si i < n− 1 ;
3) ExtiA(k,M) = 0 si i < n, ou` k = A/m ;
4) HiY(X,F) = 0 si i < n.
Tenant compte de la remarque 3.2, on obtient :
Corollaire 3.5. — Soit X un pre´sche´ma localement noethe´rien, Y un sous-pre´sche´ma
ferme´ de X, F un OX-module cohe´rent ; les conditions suivantes sont e´quivalentes :
1) pour tout x ∈ Y, prof Fx > 2 ;
2) pour tout ouvert V de X, l’homomorphisme naturel38
H0(V,F) −→ H0(V ∩ (X−Y),F)
est bijectif.
Théorème 3.6 (Hartshorne). — Soit X un pre´sche´ma localement noethe´rien, Y un
sous-pre´sche´ma ferme´ de X. Supposons que, pour tout x ∈ Y, prof OX,x > 2 ; alors
l’application naturelle
π0(X) −→ π0(X−Y)
est bijective.
De´monstration. — Puisque X est localement noethe´rien, X est localement connexe ;
il suffit donc de prouver que pour que X soit connexe il est ne´cessaire et suffisant que
X−Y le soit. Or, pour qu’un espace annele´ en anneaux locaux (X,OX) soit connexe, il
est ne´cessaire et suffisant que H0(X,OX) ne soit pas compose´ direct de deux anneaux
non nuls. Mais l’hypothe`se implique, d’apre`s le corollaire 3.5 applique´ a` F = OX, que
l’homomorphisme
H0(X,OX) −→ H
0(X−Y,OX)
est un isomorphisme, d’ou` la conclusion.
Corollaire 3.7. — Soit X un pre´sche´ma localement noethe´rien. Soit d un entier tel
que dimOX,x > d entraˆıne prof OX,x > 2. Alors, si X est connexe, X est connexe en
codimension d− 1, i.e. si X′ et X′′ sont deux composantes irre´ductibles de X, il existe
une suite de composantes irre´ductibles de X :
X′ = X0,X1, . . . ,Xn = X
′′
telle que pour tout i, 0 6 i < n, la codimension de Xi ∩ Xi+1 dans X soit infe´rieure
ou e´gale a` d− 1.
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Remarquons d’abord que si X est de Cohen-Macaulay, d = 2 jouira de la proprie´te´ 39
e´voque´e plus haut. A` ce propos, rappelons que l’on de´finit la codimension de Y dans X
comme la borne infe´rieure des dimensions des anneaux locaux dans X des points de Y.
De´monstration. — Soit F l’ensemble des parties ferme´es de X dont la codimension
dans X est supe´rieure ou e´gale a` d. On notera que F est un antifiltre de parties
ferme´es de X. Par ailleurs, pour qu’un ferme´ Y de X soit e´le´ment de F , il faut et il
suffit que, pour tout y ∈ Y il existe un voisinage ouvert V de X tel que Y ∩ V soit
de codimension > d dans V. Enfin, si X est connexe et si Y ∈ F , X−Y est connexe
d’apre`s le the´ore`me de Hartshorne. Le corollaire re´sulte donc du lemme suivant, qui
est de nature purement topologique.
Lemme 3.8. — Soit X un espace topologique connexe et localement noethe´rien, et soit
F un antifiltre de parties ferme´es de X. On suppose que tout ferme´ Y ⊂ X qui
appartient localement a` F , (i.e. pour tout point x ∈ X il existe un voisinage ouvert V
de x dans X et un Y′ ∈ F tel que V ∩Y = V ∩Y′), appartient a` F . Les conditions
suivantes sont e´quivalentes :
(i) pour tout Y ∈ F , X−Y est connexe ;
(ii) si X′ et X′′ sont deux composantes irre´ductibles distinctes de X, il existe une
suite de composantes irre´ductibles de X, X0,X1, . . . ,Xn, telle que X
′ = X0, X
′′ = Xn
et, pour tout i, 1 6 i < n, Xi ∩Xi+1 /∈ F .
(ii) ⇒ (i). Soit Y ∈ F , il faut prouver que l’ouvert U = X − Y est connexe. Or,
si U′ et U′′ sont deux composantes irre´ductibles de U, il existe deux composantes
irre´ductibles X′ et X′′ de X telles que X′′∩U = U′′ et X′∩U = U′ ; soit X0, . . .Xn une
suite de composantes irre´ductibles de X posse´dant la proprie´te´ e´voque´e plus haut ; si
l’on pose Ui = Xi∩U, 0 6 i 6 n, les Ui seront des composantes irre´ductibles de U, de
plus Ui ∩Ui+1 est non vide si 0 6 i < n, car sinon, Xi ∩Xi+1 ⊂ Y serait e´le´ment de
F , ce qui est contraire au choix de la suite des Xi. Ceci entraˆıne que U est connexe. 40
(i) ⇒ (ii). Soit Y =
⋃
X′,X′′ X
′ ∩ X′′ ou` l’on impose que X′ et X′′ soient deux
composantes irre´ductibles distinctes de X telles que X′ ∩ X′′ ∈ F . La famille des
X′ ∩X′′ est localement finie car X est localement noethe´rien, de plus les X′ ∩X′′ sont
ferme´s, donc Y est ferme´. Par ailleurs, Y appartient localement a` F , donc Y ∈ F .
Donc U = X−Y est connexe. Soient X′ et X′′ deux composantes irre´ductibles distinctes
de X, soient U′ et U′′ leurs traces sur U, qui sont non vides par construction de Y. Ce
sont des composantes irre´ductibles de U, or U est connexe, donc U e´tant localement
noethe´rien, il existe une suite de composantes irre´ductibles U0, . . . ,Un de U, telles
que U0 = U
′, Un = U
′′ et Ui ∩ Ui+1 6= ∅ et 6= Ui, 0 6 i < n. Soit X0, . . . ,Xn la suite
de composantes irre´ductibles de X qui est telle que Xi ∩ U = Ui ; si Xi ∩ Xi+1 ∈ F ,
par construction de F , Ui ∩Ui+1 = ∅ ou Ui = Ui+1 ce qui n’est pas possible d’apre`s
le choix des Ui. C.Q.F.D.
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Corollaire 3.9. — Soit A un anneau local noethe´rien. On suppose que pour tout ide´al
premier p de A, on a :
(dimAp > 2) =⇒ (prof Ap > 2)
On suppose de plus que A satisfait la condition des chaˆınes(∗). Alors, pour tout p,
ide´al premier minimal de A, dimA/p = dimA, ou encore, toutes les composantes
irre´ductibles de SpecA ont meˆme dimension : celle de A.
Si X′ et X′′ sont deux composantes irre´ductibles de X, on les joint par une chaˆıne
ayant les proprie´te´s e´nume´re´es dans le corollaire 3.7 ; il suffit alors de de´montrer que
deux composantes successives ont la meˆme dimension, ce qui re´sulte de la deuxie`me
hypothe`se.
Exemple 3.10. — Soit X la re´union de deux sous-espaces vectoriels supple´mentaires41
de dimensions respectives 2 et 3 dans un espace vectoriel de dimension 5 ; plus pre´-
cise´ment, soit X = SpecA, avec A = B/p ∩ q, ou` B = k[X1, . . . ,X5], p est l’ide´al
engendre´ par X1,X2,X3 et q l’ide´al engendre´ par X4 et X5 ; X peut eˆtre disconnecte´
par le point d’intersection x des deux sous-espaces vectoriel, donc la profondeur de
OX,x est e´gale a` 1, car elle ne peut eˆtre > 2 en vertu du the´ore`me 3.6. Autre raison :
la conclusion d’e´quidimensionnalite´ du corollaire pre´ce´dent est en de´faut.
Plus ge´ne´ralement, prenant une re´union X de deux sous-espaces vectoriels de di-
mension p, q > 2 dans un espace vectoriel de dimension p+ q, pour aucun plongement
de X dans un sche´ma re´gulier, X n’est meˆme ensemblistement une intersection com-
ple`te a` l’origine, car (quitte a` le modifier sans changer l’espace topologique sous-jacent
au voisinage de l’origine), X serait Cohen-Macaulay donc de profondeur > 2 a` l’ori-
gine, ce qui n’est pas le cas.
Remarque 3.11. — Soit X un pre´sche´ma localement noethe´rien, Y un sous-pre´sche´ma
ferme´ de X, F un OX-module. La profondeur est une notion purement topologique qui
s’exprime en termes de nullite´ des HiY(X,F) pour i < n. On de´sire e´galement e´tudier
ces faisceaux pour un i donne´, ou pour i > n. On de´montre a` ce propos le re´sultat
suivant :
Lemme 3.12. — Soit m un entier, pour que HiY(X,F) = 0, i > m pour tout F cohe´rent,
il faut et il suffit que ce soit vrai pour F = OX.
Par limite inductive c’est alors vrai pour tout faisceau quasi-cohe´rent. Par exemple,
si Y peut eˆtre de´crit localement parm e´quations, ou, comme on dit, si Y est localement
ensemblistement une intersection comple`te (ce qui se produit par exemple si X et Y
sont non singuliers) il re´sulte du calcul des HiY(X,F) par le complexe de Koszul que
ces faisceaux sont nuls pour i > m. On a d’ailleurs utilise´ ce fait implicitement dans
(∗)Cf. EGA 0IV 14.3.2
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l’exemple 3.10. Cette condition cohomologique n’est cependant pas suffisante, comme
le prouve l’exemple ci-apre`s :
Exemple 3.13. — Soit X = Spec(A), ou` A est un anneau local noethe´rien, normal de 42
dimension 2. Soit Y une courbe dans X. On peut de´montrer que le comple´mentaire
de la courbe est un ouvert affine donc(3) HiY(OX) ≈ H
i−1
X−Y(OX) = 0 pour i > 1 car
Hi−1(X−Y,OX) = 0. Cependant on peut construire une courbe qui n’est pas de´crite
par une e´quation.
Nous chercherons(∗) des conditions pour que les HiY(X,F) soient cohe´rents pour un i
donne´, ce qui n’est pas le cas en ge´ne´ral, comme le montrent des exemples e´vidents,
par exemple Hnm(A) pour A un anneau local noethe´rien de dimension n > 0 ; lorsque
par exemple A est un anneau de valuation discre`te de corps des fractions K, on trouve
H1m(A) ≃ K/A, qui n’est pas un module de type fini sur A. Pour e´clairer la lanterne
du lecteur, disons que le proble`me pose´ est e´quivalent au suivant : soit f : U→ X une
immersion ouverte, soit G un faisceau cohe´rent sur U, trouver des crite`res pour que
les images directes supe´rieures Ri f∗G soient des faisceaux cohe´rents sur X pour un i
donne´. Ces conditions sont ne´cessaires pour l’utilisation de la ge´ome´trie formelle que
nous avons vu dans l’expose´ IX et les suivants.
(∗)Cf. Exp VIII.
(3)N.D.E. : Il y avait une coquille dans l’e´dition originale.
EXPOSE´ IV
MODULES ET FONCTEURS DUALISANTS
1. Ge´ne´ralite´s sur les foncteurs de modules
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Soient A un anneau noethe´rien commutatif,
C la cate´gorie des A-modules de type fini,
C′ la cate´gorie des A-modules quelconques,
Ab la cate´gorie des groupes abe´liens.
Le but de ce paragraphe est l’e´tude de certaines proprie´te´s des foncteurs
T : C◦ → Ab (suppose´s additifs).
Remarquons que si M ∈ ObC, T(M) peut eˆtre muni de fac¸on canonique d’une
structure de A-module qui est la suivante : si fM est l’homothe´tie de M associe´e a`
f ∈ A, A ope`re sur T(M) par fT(M). En d’autres termes, T se factorise en :
C◦
T //
T◦ @
@@
@@
@@
Ab
C′
>>~~~~~~~~
ou` C′ → Ab est le foncteur canonique.
Dans la suite, T(M) sera conside´re´ comme muni de sa structure de A-module.
En composant avec l’isomorphisme M
∼
−→ HomA(A,M) le morphisme
HomA(A,M) → HomA(T(M),T(A)), on obtient les morphismes suivants qui se
de´duisent l’un de l’autre de manie`re e´vidente :
M −→ HomA(T(M),T(A)),
M× T(M) −→ T(A),
T(M) −→ HomA(M,T(A)),
ce qui nous de´finit un morphisme ϕT de foncteurs contravariants :
ϕT : T −→ HomA(M,T(A)).
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Proposition 1.1. — Les deux proprie´te´s suivantes sont e´quivalentes :44
(i) ϕT est un isomorphisme de foncteurs.
(ii) T est exact a` gauche.
L’implication (i) ⇒ (ii) est triviale.
L’implication (ii) ⇒ (i) re´sulte de ce que pour un morphisme u : F → F′ de deux
foncteurs additifs exacts a` gauche F et F′ de C◦ dans Ab, si u(A) est un isomorphisme,
u est un isomorphisme (on utilise le fait que A est noethe´rien et donc que tout A-
module de type fini est de pre´sentation finie).
Remarque 1.2. — Ceci montre en particulier que les foncteurs T : C′◦ → Ab qui sont
repre´sentables sont les foncteurs qui commutent aux limites projectives quelconques
(sur un ensemble pre´ordonne´ non ne´cessairement filtrant).
Si Hom(C◦,Ab)g de´signe la sous-cate´gorie pleine de Hom(C
◦,Ab) dont les objets
sont les foncteurs exacts a` gauche, on a de´montre´ l’e´quivalence des cate´gories
C′
∼
−→ Hom(C◦,Ab)g
par les foncteurs quasi-inverses l’un de l’autre
H 7−→ HomA( ,H)
et
T(A)←−7 T.
Soient maintenant J un ide´al de A, Y = V(J) ⊂ Spec A, et de´signons par CY la
sous-cate´gorie pleine de C dont les objets sont les A-modules de type fini M tels que
SuppM ⊂ Y. On a :
CY =
⋃
n
C(n),
ou` C(n) est la sous-cate´gorie pleine de CY des modules M tels que J
nM = 0.
Proposition 1.3. — Avec les meˆmes notations que pre´ce´demment, soit T : CY → Ab45
un foncteur. A` H = lim
−→
T(A/Jn)(1) est associe´ un morphisme naturel
ϕT : T −→ HomA( ,H),
et les conditions suivantes sont e´quivalentes :
(i) ϕT est un isomorphisme.
(ii) Le foncteur T est exact a` gauche.
(1)N.D.E. : la de´finition de H est implicite dans le texte original.
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De´monstration. — a) De´finition de ϕT.
Soit M ∈ ObCY. Il existe un entier n tel que J
nM = 0. Alors M est un A/Jn-
module, et si Tn de´signe la restriction de T a` C
(n), on sait de´finir le morphisme
Tn −→ HomA( ,Hn), ou` Hn = T(A/J
n) ;
d’ou` T(M) = Tn(M) −→ HomA(M, lim−→
Hn) = HomA(M,H)
et ϕT : T −→ HomA( ,H).
b) E´quivalence de (i) et (ii).
Il est clair que (i) entraˆıne (ii). Supposons (ii) ve´rifie´ et soit M ∈ ObC(n). On a vu
que Tn(M)
∼
−→ HomA(M,Hn), donc pour tout entier n′ > n on a
T(M) = Tn(M) = Tn′(M) = lim−→
Tn(M)
et T(M) = lim
−→
HomA(M,Hn).
Comme il s’agit ici de limites inductives filtrantes, on a aussi l’isomorphisme
lim−→HomA(M,Hn)
∼
−→ HomA(M, lim−→Hn) = HomA(M,H).
Si C′Y de´signe la cate´gorie des A-modules, de support contenu dans Y, mais
non ne´cessairement de type fini, on a encore l’e´quivalence naturelle de cate´gories :
C′Y
∼
−→ Hom(C◦Y,Ab)g.
Application. — Les notations e´tant les meˆmes que pre´ce´demment, soit 46
T∗ : C◦Y −→ Ab
un ∂-foncteur exact. Pour tout i ∈ Z, on pose Hin = T
i(A/Jn) et Hi = lim
−→
Hin.
Théorème 1.4. — Soit n ∈ Z. S’il existe i0 ∈ Z tel que Ti = 0 pour tout i < i0, alors
les trois conditions suivantes sont e´quivalentes :
(i) Ti = 0 pour tout i < n.
(ii) Hi = 0 pour tout i < n.
(iii) Il existe un module M0 de CY tel que SuppM0 = Y et T
i(M0) = 0 pour tout
i < n.
De´monstration. — Il est e´vident que (i) entraˆıne (ii) et (iii) (on prend M0 = A/J).
Montrons par re´currence sur n que (ii) entraˆıne (i) ; c’est vrai pour n = i0, et on le
suppose de´montre´ jusqu’au rang n. Supposons alors que Hi = 0 pour tout i < n+ 1 ;
par l’hypothe`se de re´currence on a Ti = 0 pour i < n, mais Tn−1 = 0 entraˆıne que
Tn est un foncteur exact a` gauche et
Tn
∼
−→ HomA( ,H
n) = 0.
Montrons alors que (iii) entraˆıne (ii). C’est encore vrai pour n = i0 ; supposons-le
de´montre´ jusqu’au rang n : soit M0 un A-module de CY tel que SuppM0 = Y et
Ti(M0) = 0 pour tout i < n+1 ; par l’hypothe`se de re´currence on a alors H
i = 0 pour
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tout i < n ; il reste a` montrer que Hn = 0. Mais « Hi = 0 pour tout i < n » implique
que Tn−1 = 0 et donc que Tn
∼
−→ HomA( ,Hn). On a alors
AssHn = AssHom(M0,H
n) = SuppM0 ∩AssH
n = AssHn
car
AssHn ⊂ SuppHn ⊂ Y = SuppM0.
D’ou` Tn(M0) = 0⇔ AssHn = ∅ ⇔ Hn = 0 ; ce qui ache`ve la de´monstration.
2. Caracte´risation des foncteurs exacts
L’anneau A est toujours suppose´ noethe´rien et commutatif. Les notations sont47
celles de la proposition 1.3 :
Y = V(J), T : C◦Y −→ Ab, H = lim−→
T(A/Jn),
ou` on suppose que T est un foncteur exact a` gauche, d’ou` :
T(M)
∼
−→ HomA(M,H).
Proposition 2.1. — Les proprie´te´s suivantes sont e´quivalentes :
(i) Le foncteur T est exact,
(ii) H est injectif dans C′.
De´monstration. — Il suffit e´videmment de montrer que (i) implique (ii), c’est-a`-dire
de de´montrer que si la restriction a` CY du foncteur HomA( ,H) est un foncteur exact,
H est injectif. Mais comme A est noethe´rien, pour montrer que H est injectif, on
peut se borner a` prouver que tout homomorphisme f : N → H de source un A-
module N de type fini, sous-module d’un A-module M de type fini, se prolonge en un
homomorphisme f : M→ H.
La de´finition de H et le fait que N soit de type fini entraˆınent qu’il existe un entier n
tel que Jn.f(N) = 0. Munissons alors M et N de la topologie J-adique. La topologie
J-adique de N est e´quivalente a` la topologie induite par la topologie J-adique de M
(the´ore`me de Krull). Il existe donc V = Jk ·M tel que
U = V ∩N ⊂ JnN.
On a alors la factorisation
N
f

// N/U
u
}}{{
{{
{{
{{
H
,
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N/U et M/V sont dans CY. L’hypothe`se permet donc de prolonger u en u
N/U
u



// M/V
u
{{ww
ww
ww
ww
w
H
,
et M→ M/V
u
−→ H donne le prolongement cherche´ f . 48
Corollaire 2.2. — Soit K un A-module injectif, alors le sous-module H0J(K) de K forme´
des e´le´ments annule´s par une puissance convenable de J est injectif.
De´monstration. — Il suffit de ve´rifier que la restriction a` CY du foncteur
HomA( ,H
0
J(K)) est un foncteur exact. Or soit M ∈ ObCY, il existe k tel que J
k·M = 0,
et l’inclusion
HomA( ,H
0
J(K)) −→ HomA(M,K)
est alors un isomorphisme. D’ou` le re´sultat puisque HomA( ,K) est exact.
3. E´tude du cas ou` T est exact a` gauche et T(M) de type fini pour tout M
Soit comme plus haut
T : C◦Y −→ Ab,
on suppose de´sormais que T est exact a` gauche et qu’on a la factorisation
C◦Y
!!C
CC
CC
C
T // Ab .
CY
==zzzzzz
ou` comme plus haut, CY → Ab est le foncteur d’oubli. On sait donc de´finir T(T(M)) =
T ◦ T(M), et le morphisme canonique
M −→ HomA(HomA(M,H),H)
de´finit un morphisme 49
M −→ T ◦ T(M).
Proposition 3.1. — L’anneau A e´tant toujours suppose´ noethe´rien, si on fait l’hypo-
the`se supple´mentaire que A/J est artinien, les conditions suivantes sont e´quivalentes :
(i) T est exact a` gauche et, pour tout M ∈ ObCY, T(M) est de type fini et
M→ T ◦T(M) est un isomorphisme.
(ii) T est exact et, pour tout corps re´siduel k associe´ a` un ide´al maximal conte-
nant J, on a T(k)
∼
−→ k.
(iii) On a T
∼
−→ HomA( ,H) avec H injectif et, pour tout k comme dans (ii), on a
HomA(k,H)
∼
−→ k.
(iv) T est exact et, pour tout M ∈ ObCY, on a longT(M) = longM.
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De´monstration. — On a de´ja` montre´ l’e´quivalence de (ii) et (iii) (prop. 2.1). Montrons
que (ii) entraˆıne (iv) : d’abord si M ∈ ObCY, comme M est un A/J
n-module avec
A/Jn artinien, longM est finie. Raisonnons par re´currence sur la longueur de M.
La condition (iv) est vraie si longM = 1, parce qu’alors M est un corps re´siduel
justiciable de (ii). Si longM > 1, il existe un sous-module M′ de M tel que M′ 6= 0 et
que longM′ < longM. Formons alors la suite exacte
0 −→ M′ −→ M −→ M′′ −→ 0.
Comme T est exact, on a la suite
0 −→ T(M′) −→ T(M) −→ T(M′′) −→ 0,
et longT(M) = longT(M′) + longT(M′′) = longM′ + longM′′ = longM.
(ii) entraˆıne (i) : Comme (ii) entraˆıne (iv), soit M un A-module de CY, on a
longT(M) = longM ; donc T(M) est de longueur finie et par suite de type fini.
Il reste a` montrer que M → T ◦ T(M) est un isomorphisme ; on raisonne encore
par re´currence sur longM. Pour M = k c’est vrai. Dans le cas ge´ne´ral on e´crit le
diagramme commutatif dont les deux lignes sont exactes :50
0 // M′ //

M //

M′′ //

0
0 // T ◦ T(M′) // T ◦ T(M) // T ◦ T(M′′) // 0,
ou` M′ est un sous-module de M tel que M′ 6= 0 et longM′ < longM. Par l’hypothe`se
de re´currence, les fle`ches extreˆmes sont des isomorphismes, donc
M −→ T ◦ T(M)
est un isomorphisme.
(i) entraˆıne (ii) : soit
0 −→ M′ −→ M −→ M′′ −→ 0
une suite exacte de A-modules de CY, et soit Q le conoyau de T(M) → T(M
′).
Appliquons T a` la suite exacte
0 −→ T(M′) −→ T(M) −→ T(M′′) −→ Q −→ 0,
on obtient :
0 // T(Q) // T ◦ T(M′) // T ◦ T(M)
M′
s
OO
// M
s
OO
donc T(Q) = 0 et Q
∼
−→ T(T(Q)) = 0.
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D’autre part soit k un corps re´siduel, k = A/m, J ⊂ m. Il faut montrer que
T(k)
∼
−→ k. Pour cela il suffit de remarquer que T(k) est un k-espace vectoriel. On
en de´duit :
T(k) ≃ k ⊕V,
T(T(k)) ≃ T(k)⊕ T(V) ≃ k ⊕V ⊕ T(V) ≃ k,
d’ou` V = 0.
Montrons enfin que (iv) entraˆıne (iii) : il suffit de montrer que T(k)
∼
−→ k ;
or longT(k) = long k = 1, donc T(k) = k′ est un corps re´siduel et Supp k′ =
SuppHomA(k,H) ⊂ Supp k. Donc k ≃ k′.
Remarque 3.2. — On peut montrer que la condition (iv) est e´quivalente a` la condition 51
(iv)′ Pour tout M ∈ ObCY, on a longT(M) = longM.
4. Module dualisant. Foncteur dualisant
Définition 4.1. — Soient A un anneau local noethe´rien et m son ide´al maximal. On
appelle foncteur dualisant pour A tout foncteur
T : C◦m −→ Ab,
ou` on note Cm au lieu de CY pour Y = V(m), qui satisfait aux conditions e´quivalentes
de la proposition 3.1. On dit qu’un A-module I est dualisant pour A si le foncteur
M→ HomA(M, I) est dualisant.
On peut ge´ne´raliser la de´finition 4.1 au cas ou` on ne suppose plus que A soit un
anneau local.
Définition 4.2. — Soient A un anneau noethe´rien et soit C la sous-cate´gorie pleine de C
forme´e des A-modules de longueur finie ; on appelle foncteur dualisant tout foncteur T,
A-line´aire, de C
◦
dans C, qui est exact et tel que le morphisme de foncteurs
id −→ T ◦ T
soit un isomorphisme.
On va de´montrer un the´ore`me d’existence et aussi que le module I qui repre´sente un
tel foncteur est localement artinien. On montrera aussi que, pour tout ide´al maximal
m de A, la composante m-primaire du socle de I est de longueur 1.
Proposition 4.3. — Soient A et B deux anneaux locaux noethe´riens d’ide´aux maximaux
mA et mB, tels que B soit une A-alge`bre finie. Alors, si I est un module dualisant
pour A, HomA(B, I) est un module dualisant pour B.
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De´monstration. — Soit 52
R : CmB −→ CmA
le foncteur restriction des scalaires ; il est exact. Soit T un foncteur dualisant pour A,
T : CmA −→ Ab;
il est exact et, pour tout M ∈ ObCmA , le morphisme naturel M → T ◦ T(M) est
un isomorphisme ; donc T ◦ R est un foncteur dualisant pour B. Si I repre´sente T,
d’apre`s la formule classique HomA(M, I) = HomB(M,HomA(B, I)), valable pour tout
B-module M, on en de´duit que HomA(B, I) est un module dualisant pour B.
Corollaire 4.4. — Soient A un anneau local noethe´rien et a un ide´al de A ; soit B =
A/a. Si I est un module dualisant pour A, l’annulateur de a dans I est un module
dualisant pour B.
Lemme 4.5. — Soient A un anneau local noethe´rien et I un A-module localement ar-
tinien. Il existe un isomorphisme canonique
I −→ Î = I⊗A Â.
De´monstration. — Soit In l’annulateur de m
n dans I, ou` m est l’ide´al maximal de A.
Dire que I est localement artinien, c’est dire que I est limite inductive des In et que
ceux-ci sont de longueur finie. Or le produit tensoriel commute aux limites inductives,
on est donc ramene´ au cas ou` I est artinien. Dans ce cas I est annule´ par une puissance
de l’ide´al maximal, soit mk ; donc pour p > k, I
∼
−→ I ⊗A A/mp, donc I
∼
−→ I ⊗A Â
car A est noethe´rien et I est de type fini.
On en conclut que le foncteur restriction des scalaires de Â a` A et le foncteur
extension des scalaires induisent des e´quivalences quasi-inverses l’une de l’autre de
la cate´gorie des Â-modules localement artiniens et de la cate´gorie des A-modules53
localement artiniens.
Proposition 4.6. — Soient A un anneau local noethe´rien, Â son comple´te´, I un module
dualisant pour A (resp. pour Â) et J le comple´te´ (2) de I (resp. le A-module obtenu par
restriction des scalaires). Alors J est un module dualisant pour Â (resp. pour A). De
plus les groupes abe´liens sous-jacents a` I et J sont isomorphes.
De´monstration. — On remarque simplement que l’e´quivalence entre la cate´gorie des
A-modules localement artiniens et la cate´gorie des Â-modules localement artiniens
induit un isomorphisme entre les bifoncteurs HomA( , ) et HomÂ( , ), et que la
caracte´risation d’un foncteur ou d’un module dualisant ne fait intervenir que ces
bifoncteurs.
(2)N.D.E. : il faut comprendre ici le produit tensoriel Î = I⊗A Â (cf. lemme 4.5), a` savoir I muni de
sa structure de Â-module canonique, et non le comple´te´ m-adique. Par exemple, si p est un nombre
premier et A=Â=Zp est l’anneau des entiers p-adiques. Alors, l’enveloppe injective du corps re´siduel
k=Z/pZ est le Zp-module discret Qp/Zp, dont le comple´te´ pour la topologie p-adique est nul.
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Théorème 4.7. — Soit A un anneau local noethe´rien.
a) Il existe toujours un module dualisant I.
b) Deux modules dualisants sont isomorphes (par un isomorphisme non cano-
nique).
c) Pour qu’un module I soit dualisant, il faut et il suffit qu’il soit une enveloppe
injective du corps re´siduel k de A.
Remarque 4.8. — La proposition 4.6 permet de se ramener au cas d’un anneau local
noethe´rien complet. D’apre`s un the´ore`me de structure de Cohen(3), un tel anneau est
quotient d’un anneau re´gulier. La proposition 4.3 permet alors de supposer A re´gulier.
Comme nous le verrons plus loin, cette remarque permet un calcul explicite du module
dualisant(∗) ; nous de´montrerons cependant le the´ore`me 4.7 par d’autres moyens.
Rappels. — Avant de de´montrer le the´ore`me, nous faisons quelques rappels sur 54
la notion d’enveloppe injective. Cf. Gabriel, The`se, Paris 1961, Des Cate´gories Abe´-
liennes , ch. II §5.
Soit C une cate´gorie abe´lienne dans laquelle les lim
−→
existent et sont exactes(4)
(ex. C =cate´gorie des modules). Tout objet M se plonge dans un objet injectif et on
appelle enveloppe injective de M tout objet injectif, contenant M, minimal. On a les
proprie´te´s suivantes :
(i) Tout objet M a une enveloppe injective I.
(ii) Si I et J sont deux enveloppes injectives de M, il existe entre I et J un isomor-
phisme (en ge´ne´ral non unique) qui induit l’identite´ sur M.
(iii) I est une extension essentielle de M, c’est-a`-dire que P ⊂ I et P ∩M = {0}
implique (P = {0}). De plus si I est injectif et extension essentielle de M, I est
enveloppe injective de M.
Ces re´sultats admis, pour de´montrer le the´ore`me 4.7, il suffit e´videmment de prou-
ver c).
(∗)C’e´tait la me´thode suivie par Grothendieck (en 1957). La me´thode par enveloppes injectives qui
va suivre est due semble-t-il a` K.Morita, « Duality for modules and its applications to the theory of
rings with minimum conditions », Sc. Rep. Tokyo Kyoiku Daigaku 6 (1958/59), p. 83-142. Le travail
de Morita est d’ailleurs inde´pendant de celui de Grothendieck et bien ante´rieur au pre´sent se´minaire,
et ne se limite pas au cas des anneaux de base commutatifs.
(3)N.D.E. : voir Cohen I.S., « On the structure and ideal theory of complete local rings », Trans.
Amer. Math. Soc. 59 (1946), p. 54–106.
(4)N.D.E. : bien entendu, ce sont les petites limites inductives filtrantes qui sont suppose´es exactes ;
il faudrait aussi supposer l’existence d’un ge´ne´rateur. Cf. [Toˆhoku]. En ce qui concerne la cate´gorie
des modules, suffisante en ce qui nous concerne, on peut aussi se reporter au chapitre 10 de l’Alge`bre
de Bourbaki.
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De´monstration. — Soit I un module dualisant pour A. Alors I est injectif et
HomA(k, I) est isomorphe a` k. En composant l’isomorphisme k ≃ HomA(k, I) avec
l’inclusion
HomA(k, I) −֒→ HomA(A, I) ≃ I,
on obtient l’inclusion
k −֒→ I.
Montrons que I est enveloppe injective de k. Soit J un module injectif tel que
k ⊂ J ⊂ I.
Comme J est injectif, il existe un sous A-module injectif J′ de I tel que I = J ⊕ J′.
Montrons que HomA(k, J
′) = 0. On a
HomA(k, I) ≃ HomA(k, J)⊕HomA(k, J
′);
HomA(k, J) est un sous-espace vectoriel de HomA(k, I) ≃ k non re´duit a` ze´ro (puisqu’il55
contient l’inclusion k ⊂ J), donc HomA(k, J) ≃ k et par suite HomA(k, J′) = 0.
En raisonnant par re´currence sur la longueur on en de´duit que HomA(M, J
′) = 0
pour tout A-module M de longueur finie ; comme I est limite inductive des modules
Hom(A/mn, I) (cf. proposition 1.3) qui sont de longueur finie par hypothe`se, la pro-
jection I→ J′ est nulle, et par suite J′ = 0.
Re´ciproquement, soit I une enveloppe injective de k. Pour voir que I est un module
dualisant, il suffit de montrer d’apre`s 2.1 et 3.1 (ii) que V = HomA(k, I) est isomorphe
a` k. Or on a la double inclusion
k ⊂ V ⊂ I;
V est un espace vectoriel sur k qui se de´compose en la somme directe de k et d’un
sous-espace vectoriel V′ de I tel que V′∩k = 0. Or I est une extension essentielle de k,
d’ou` V′ = 0 et V = k.
Corollaire 4.9. — Soit A un anneau local noethe´rien ; tout module dualisant pour A
est localement artinien.
De´monstration. — Soit I un module dualisant ; c’est une enveloppe injective de k.
Utilisons les notations et le re´sultat du corollaire 2.2. On a
k ⊂ H0m(I) ⊂ I,
et H0m(I) est injectif. On en de´duit que I = H
0
m(I) et donc que I est localement
artinien.(5)
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5. Conse´quences de la the´orie des modules dualisants
Le foncteur56
T = HomA( , I) : Cm −→ Cm
est une anti-e´quivalence. En effet T ◦T est isomorphe au foncteur identique et l’argu-
ment est formel a` partir de la`.
On en de´duit les proprie´te´s habituelles de la notion d’orthogonalite´ :
Soit M∗ = HomA(M, I) = T(M) et soit N ⊂ M un sous-module. On appelle or-
thogonal de N le sous-module N′ de M∗ forme´ des e´le´ments de M∗ nuls sur N. On
obtient ainsi une bijection entre l’ensemble des sous-modules de M et l’ensemble des
sous-modules de M∗, qui renverse la notion d’ordre.
On a en particulier :
– longMN = colongM∗ N
′.
– Aux modules monoge`nes, i.e. tels que M/mM soit de dimension 0 ou 1, corres-
pondent dans la dualite´ des modules dont le socle est de longueur 0 ou 1.
– Si A est artinien, les ide´aux de A correspondent aux sous-modules de I.
etc.
Soient A un anneau local noethe´rien, DA la cate´gorie des A-modules M tels que,
pour tout n ∈ N, M(n) = M/mn+1M soit de longueur finie et tels que M = lim
←−n
M(n),
et soit Â le comple´te´ de A. Le foncteur restriction des scalaires et le foncteur comple´-
tion sont des e´quivalences quasi-inverses entre DA et DÂ, qui commutent a` isomor-
phisme pre`s a` la formation des groupes abe´liens sous-jacents aux modules conside´re´s.
Notons CA la cate´gorie des A-modules localement artiniens a` socle de dimension finie.
Proposition 5.1. — Soit A un anneau local noethe´rien et soit I un module dualisant 57
pour A. Les foncteurs
HomA( , I) : (CA)
◦ −→ DA
et
HomÂ( , I) : DA −→ (CA)
◦
sont des e´quivalence de cate´gories, quasi-inverses l’une de l’autre.
De plus, si l’on transporte ces foncteurs par les e´quivalences de cate´gories entre DA
et DÂ d’une part, et CA et CÂ d’autre part, on trouve le foncteur HomÂ( , I).
De´monstration. — Soit X ∈ ObCA. Par de´finition, on a :
X = lim
−→
k∈N
Xk, Xk = HomA(A/m
k+1,X),
donc
HomA(X, I) = lim←−
HomA(Xk, I).
(5)N.D.E. : comme on l’a de´ja` vu, on peut aussi simplement observer que I est limite inductive des
modules HomA(A/m
n, I).
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Donc Y = lim
←−
Xk est un Â-module de type fini comme il re´sulte de EGA 0I 7.2.9. On
remarque a` ce propos que DÂ est aussi la cate´gorie des Â-modules de type fini ou,
si l’on veut, que DA est la cate´gorie des A-modules complets et de type fini sur Â.
Soit alors Y un tel module, soit f : Y → I un Â-homomorphisme. L’image de f est
un sous-module de type fini, donc est annule´ par mk pour un certain k ; en effet tout
x ∈ I est annule´ par une puissance de m. Donc f se factorise par Y/mkY, d’ou` il
re´sulte que
HomÂ(Y, I) = lim−→
k
HomÂ(Y
(k), I) avec Y(k) = Y/mk+1Y
= lim
−→
k
(Y(k))∗
appartient a` ObCA. D’ou` il re´sulte imme´diatement que les deux foncteurs de l’e´nonce´
sont quasi-inverses l’un de l’autre.
Il re´sulte des conside´rations pre´ce´dentes que l’on ne change rien aux cate´gories ou
aux foncteurs conside´re´s, non plus qu’aux groupes abe´liens sous-jacents aux modules
conside´re´s, en remplac¸ant A par Â ; la proposition 5.1 s’e´nonce alors ainsi :58
La restriction du foncteur HomÂ( , I) a` la cate´gorie des Â-modules de type fini prend
ses valeurs dans la cate´gorie des Â-modules localement artiniens a` socle de dimension
finie, et admet un foncteur quasi-inverse, qui est la restriction du foncteur HomÂ( , I).
Sur l’intersection de ces deux cate´gories, ces deux foncteurs co¨ıncident (e´videmment !)
et e´tablissent une auto-dualite´ de la cate´gorie des Â-modules de longueur finie.
Exemple 5.2 (Macaulay). — Soit A un anneau local de corps re´siduel k. Soit k0 un
sous-corps de A tel que k soit fini sur k0, [k : k0] = d. Tout A-module de longueur
finie peut eˆtre conside´re´ comme un k0-espace vectoriel de dimension finie et e´gale a`
d · long(M). Le foncteur T :
M −→ Homk0(M, k0)
est alors exact et conserve la longueur, donc est dualisant pour A. Le module dualisant
associe´ est donc :
A′ = lim
−→
n
Homk0(A/m
n, k0),
c’est le dual topologique de A muni de la topologie m-adique.
Exemple 5.3. — Soit A un anneau local noethe´rien re´gulier de dimension n. Soit m son
ide´al maximal, soit k son corps re´siduel. Il existe un syste`me re´gulier de parame`tres,
(x1, x2, . . . , xn), qui engendrem, et qui est une suite A-re´gulie`re. On peut donc calculer
les ExtiA(k,A) par le complexe de Koszul ; on trouve :
ExtiA(k,A) = 0 si i 6= n,
ExtnA(k,A) ≃ k.
La profondeur de A e´tant n, pour tout M annule´ par une puissance de m,59
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ExtiA(M,A) = 0 si i < n ; de plus Ext
i
A(M,A) = 0 si i > n car la dimension cohomolo-
gique globale de A est e´gale a` n. Donc ExtnA( ,A) est exact et de plus Ext
n
A(k,A) ≃ k ;
il en re´sulte que :
Proposition 5.4. — Si A est un anneau local noethe´rien re´gulier de dimension n, le
foncteur
M −→ ExtnA(M,A)
est dualisant. Le module dualisant associe´ est
I = lim−→
r
ExtnA(A/m
r,A),
il est isomorphe a` Hnm(A) (Expose´ II, th. 6)
(∗).
Remarque 5.5. — Si A ve´rifie a` la fois les hypothe`ses des deux exemples pre´ce´dents,
les deux modules dualisants trouve´s sont isomorphes. Supposons par exemple que A
soit re´gulier de dimension n, complet et d’e´gales caracte´ristiques. Il existe alors un
corps des repre´sentants, soit K. Si l’on choisit un syste`me de parame`tres (x1, . . . , xn)
de A, on peut construire un isomorphisme entre A et l’anneau des se´ries formelles :
K[[T1, . . . ,Tn]] ; d’ou`, comme nous allons le voir, un isomorphisme explicite entre les
deux modules dualisants
v : Hnm(A) −→ A
′.
On peut trouver une interpre´tation intrinse`que de cet isomorphisme a` l’aide du module
Ωn = Ωn(A/K) des diffe´rentielles relatives comple´te´ de degre´ maximum. En effet, l’on
sait que Ωn admet une base forme´e de l’e´le´ment dx1 ∧ dx2 · · · ∧ dxn.
D’ou` un isomorphisme
u : Hnm(Ω
n) −→ Hnm(A).
Un fait remarquable est alors que le compose´
vu = w : Hnm(Ω
n) −→ A′
ne de´pend plus du choix du syste`me de parame`tres et commute au changement du 60
corps de base.
Pour construire v on calcule Hnm(A) graˆce au complexe de Koszul associe´ aux xi,
on trouve :
Hnm(A) = lim−→
r
A/(xr1, . . . , x
r
n);
ou` les morphismes de transition sont de´finis comme suit : posons Ir = A/(x
r
1, . . . , x
r
n) ;
soit era1,...,an l’image de x
a1
1 x
a2
2 · · ·x
an
n dans Ir. Les e
r
a1,...,an , pour 0 6 ai < r forment
une base de Ir.
Ceci dit, si s est un entier, le morphisme de transition
tr,r+s : Ir −→ Ir+s
(∗)Soient A un anneau, J un ide´al de A, M un A-module, i ∈ Z ; on posera alors HiJ(M) = H
i
Y(X,F),
ou` X = Spec(A), Y = V(J) et F = M˜.
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est la multiplication par xs1x
s
2 · · ·x
s
n, donc :
ur,r+s(e
r
a1,...,an) = e
r+s
a1+s,...,an+s.
Notons que la donne´e d’un A-homomorphisme w d’un A-module M dans A′ e´qui-
vaut a` la donne´e d’une forme K-line´aire w′ : M → K qui soit continue sur les sous-
modules de type fini. Dans le cas M = Hnm(Ω
n), la de´finition de w e´quivaut donc a`
celle d’une forme line´aire
ρ : Hnm(Ω
n) −→ K,
appele´e forme re´sidu(∗). Pour construire ρ, il suffit de de´finir des formes ρr : Ir → K
qui se recollent, et on prendra
ρr(e
r
a1,...,an) =
{
1 si ai = r − 1 pour 1 6 i 6 n
0 sinon.
(∗)Pour une e´tude plus de´taille´e de la notion de re´sidu, Cf. R. Hartshorne, Residues and Duality,
Lect. Notes in Math., vol. 20, Springer, 1966.
EXPOSE´ V
DUALITE´ LOCALE ET STRUCTURE DES Hi (M)
1. Complexes d’homomorphismes
1.1. Soient F• et G• deux modules gradue´s, alors on note : 61
(1) Hom
•
(F•,G•)
le module gradue´ des homomorphismes de modules gradue´s de F• dans G•. Ainsi
on a :
(2) Homs(F
•
,G
•
) =
∏
k
Hom(Fk,Gk+s).
Soit F• (resp. G•) un complexe, et soit d1 (resp. d2) sa diffe´rentielle, alors pour h ∈
Homs(F•,G•) on posera(1)
(3) d(h) = h ◦ d1 + (−1)
s+1d2 ◦ h.
On ve´rifie trivialement que d ◦ d = 0, donc que Hom
•
(F•,G•) muni de d est un
complexe. Le groupe de cohomologie de ce complexe se note
(4) H
∼
•
(F•,G•).
Si G• est injectif en chaque degre´, alors
F
• 7−→ H
∼
•
(F
•
,G
•
)
est un ∂-foncteur exact. De meˆme, pour F• quelconque,
G• 7−→ H
∼
•
(F•,G•)
est un δ-foncteur exact sur la cate´gorie des complexes G• injectifs en chaque degre´.
(1)N.D.E. : la convention de signe originale e´tait diffe´rente ; mais, elle n’est pas compatible avec
la convention de l’expose´ VIII, qui paraˆıt plus raisonnable, puisque dans ce cas la cohomologie en
degre´ 0 est alors l’ensemble des classes d’homotopie de morphismes de F• dans G•. Les calculs ont
e´te´ modifie´s en conse´quence dans ce qui suit.
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Remarque 1.2. — Les cycles de Hom•(F•,G•) sont les homomorphismes de F• dans G•
qui commutent ou anticommutent, suivant le degre´, avec les diffe´rentielles. Les bords
de Hom
•
(F•,G•) sont les homomorphismes de F• dans G• homotopes a` ze´ro.
Soit A un anneau et soient M (resp. N) un A-module, R(M) (resp. R(N)) une62
re´solution injective de M (resp. N), alors il existe un isomorphisme canonique(2)
(1.3) H
∼
s(R(M),R(N)) ≃ Exts(M,N).
En effet, soit i : M→ R(M) l’augmentation canonique, et soit h ∈ Homs(R(M),R(N))
alors on notera ts l’application
h 7−→ h0 ◦ i
de Homs(R(M),R(N)) dans Hom(M,R(N)s). La famille (ts)s>0 de´finit un homomor-
phisme de complexes (ordinaires)(3)
t : Hom
•
(R(M),R(N)) −→ Hom
•
(M,R(N)),
i.e. on a (dh)0 ◦ i = d2 ◦ h0 ◦ i.
On ve´rifie facilement que, passant a` la cohomologie, t donne un isomorphisme. En
particulier il en re´sulte que
H
∼
•
(R(M),R(N))
ne « de´pend pas » de la re´solution injective R(M) (resp. R(N)) de M (resp. N) choisie.
A` toute suite exacte de A-modules
(5) 0 −→ M′ −→ M −→ M′′ −→ 0
on fait correspondre une suite exacte de re´solutions injectives
(6) 0 −→ R(M′) −→ R(M) −→ R(M′′) −→ 0.
On ve´rifie que l’isomorphisme (1.3) commute avec les homomorphismes :
H
∼
s(R(M′),R(N)) −→ H
∼
s+1(R(M′′),R(N)),(8)
Exts(R(M′),R(N)) −→ Exts+1(R(M′′),R(N)),(9)
de´duits de (6) et (5).
Soient P un troisie`me A-module, R(P) une re´solution injective de P, alors la com-63
position de morphismes gradue´s donne un accouplement
(10) Homi(R(N),R(M)) ×Homj(R(M),R(P)) −→ Homi+j(R(N),R(P)),
qui de´finit un accouplement :
(11) H
∼
i(R(N),R(M)) × H
∼
j(R(M),R(P)) −→ H
∼
i+j(R(N),R(P)),
(2)N.D.E. : on a conserve´ l’e´trange nume´rotation originale.
(3)N.D.E. : on note encore M le complexe M[0] constitue´ de M place´ en degre´ 0.
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donc un homomorphisme de foncteurs en M :
(1.4) H
∼
i(R(N),R(M)) −→ Hom(H
∼
j(R(M),R(P)),H
∼
i+j(R(N),R(P))).
On va voir que (1.4) est un homomorphisme de δ-foncteurs en M. Les suites exactes (5)
et (6) donnent un diagramme commutatif :
Homi(R(N),R(M′)) //

Hom(Homj(R(M′),R(P)),Homi+j(R(N),R(P)))
Hom(q, id)

Homi(R(N),R(M)) //
p

Hom(Homj(R(M),R(P)),Homi+j(R(N),R(P)))

Homi(R(N),R(M′′)) // Hom(Homj(R(M′′),R(P)),Homi+j(R(N),R(P))).
Soit h ∈ Homi(R(N),R(M′′)) (resp. g ∈ Homj(R(M′),R(P))) un cycle, et soit h′ ∈
Homi(R(N),R(M)) (resp. g′ ∈ Homj(R(M),R(P))) tel que p(h′) = h (resp. q(g′) = g),
alors dire que (1.4) est un homomorphisme de δ-foncteurs en M, c’est dire que
(12) g ◦ dh′ − dg′ ◦ h
est un cobord dans Hom
•
(R(N),R(P)).
Or on a :
dh′ = h′ ◦ d1 + (−1)
i+1d2 ◦ h
′
dg′ = g′ ◦ d2 + (−1)
j+1d3 ◦ g
′
avec les notations e´videntes. Donc (12) s’e´crit :
g ◦ h′ ◦ d1 + (−1)
i+1g ◦ d2 ◦ h
′ − g′ ◦ d2 ◦ h− (−1)
j+1d3 ◦ g
′ ◦ h.
D’autre part, puisque h et g sont des cycles on a : 64
g ◦ d2 = (−1)
jd3 ◦ g,
d2 ◦ h = (−1)
ih ◦ d1,
donc, finalement, (12) s’e´crit :
d(g ◦ h′ + (−1)i+1g′ ◦ h),
ce qui termine la de´monstration.
(1.3) et (1.4) donnent ainsi un homomorphisme de δ-foncteurs en M :
(1.5) Exti(N,M) −→ Hom(Extj(M,P),Exti+j(N,P)).
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2. Le the´ore`me de dualite´ locale pour un anneau local re´gulier
Soient A un anneau local re´gulier de dimension r, m l’ide´al maximal de A et M un
A-module de type fini. On pose Hi(M) = Him(M) (donc H
i(M) = lim
−→
Exti(A/mk,M)).
On a vu (IV 5.4) que I = Hr(A) est un module dualisant pour A, de´signons par D le
foncteur dualisant associe´. Dans (1.5) posons N = A/mk, P = A alors on obtient un
homomorphisme de δ-foncteurs en M
(13) ϕk : Ext
i(A/mk,M) −→ Hom(Extr−i(M,A),Extr(A/mk,A)).
Passant a` la limite inductive suivant k, on trouve un homomorphisme de δ-foncteurs
(14) ϕ : Hi(M) −→ D(Extr−i(M,A)).
Théorème 2.1 (Théorème de dualité locale). — L’homomorphisme fonctoriel ϕ pre´ce´-
dent est un isomorphisme.
De´monstration. — Si i > r, le deuxie`me membre de (14) est trivialement nul, et le65
premier membre est nul car Hi(M) = lim
−→k
Exti(A/mk,M), et c’est vrai pour chaque
Exti(A/mk,M) (The´ore`me des syzygies).
Si i = r, d’apre`s ce qui pre´ce`de, les deux foncteurs en M, Hr(M) et D(Hom(M,A))
sont exacts a` droite ; puisque A est noethe´rien, et M de type fini, il suffit de ve´rifier
l’isomorphisme pour M = A, ce qui est imme´diat.
Pour montrer que ϕ est un isomorphisme fonctoriel, il suffit maintenant, en proce´-
dant par re´currence descendante par rapport a` i, de remarquer que tout module de
type fini admet une pre´sentation finie, et que pour i < r les deux membres de (14)
sont ze´ro si M est libre de type fini. Cela est e´vident pour le deuxie`me membre, et
puisque Hi commute avec les sommes finies il suffit, quant au premier, de montrer
que Hi(A) = 0 pour i < r. Or ceci re´sulte, puisque prof(A) = r, de (III 3.4).
3. Application a` la structure des Hi(M)
Théorème 3.1. — Soient A un anneau local noethe´rien, D un foncteur dualisant
pour A, M un A-module de type fini 6= 0, et de dimension n, alors on a :
(i) Hi(M) = 0 si i < 0 ou si i > n.
(ii) ̂D(Hi(M)) est un module de type fini sur Â, de dimension 6 i.
(iii) Hn(M) 6= 0, et si A est complet, D(Hn(M)) est de dimension n et
Ass(D(Hn(M))) = {p ∈ Ass(M) | dimA/p = n}.
De´monstration. — Soit I le module dualisant associe´ a` D. On sait que Î est un module
dualisant pour Â. D’autre part, on a :
Ĥi(M) = Hi(M̂),
̂D(Hi(M)) = Hom(Hi(M̂), Î) et
dim M̂ = dimM,
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donc on peut supposer A complet. Or, d’apre`s un the´ore`me de Cohen, tout anneau 66
local complet est quotient d’un anneau local re´gulier. Pour se ramener a` ce cas, on a
besoin du lemme suivant :
Lemme 3.2. — Soient X (resp. Y) un espace annele´, X′ (resp. Y′) un sous-espace
ferme´ de X (resp. Y), et f : X→ Y un morphisme d’espaces annele´s tel que f−1(Y′) =
X′. Soit F un OX-Module et de´signons par A (resp. B) l’anneau Γ(OX) (resp. Γ(OY))
et par f : B → A l’homomorphisme d’anneaux correspondant a` f . Il existe une suite
spectrale de B-modules, de terme initial
(15) Ep,q2 = H
p
Y′(Y,R
q f∗(F)),
aboutissant au B-module H
•
X′(X,F)[f ].
De´monstration. — Soit OY,Y′ le faisceau OY |Y′ prolonge´ par 0 en dehors de Y
′ (voir
Exp. I). On a un isomorphisme de B-modules :
(16) Hom(OY,Y′ , f∗(F)) ≃ Hom(f
∗(OY,Y′),F)[f ].
Or, on a :
(17) f∗(OY,Y′) = OX,X′ ,
et de plus si G est un OX-Module injectif, alors f∗(G) est un OY-Module injectif, du
moins si f est plat, cas auquel on peut se ramener aise´ment en remplac¸ant OX etc.
par les faisceaux d’anneaux constants Z. Donc la suite spectrale du foncteur compose´
F −→ Hom(OY,Y′ , f∗(F)),
de terme initial
Ep,q2 = Ext
p(Y;OY,Y′ ,R
q f∗(F)),
aboutit, compte tenu de (16) et (17), a` :
Ext
•
(X;OX,X′ ,F)[f ].
Le lemme re´sulte alors de (I 13 bis). C.Q.F.D. 67
Soit maintenant f : B→ A un homomorphisme d’anneaux locaux surjectif. Soit
f : Spec(A) −→ Spec(B)
le morphisme de sche´mas affines correspondant. Posons X = Spec(A) (resp. X′ =
{mA}), Y = Spec(B) (resp. Y′ = {mB}), et soient M un A-module et M˜ le OX-Module
correspondant. Puisque Rq f∗(M˜) = 0 pour q > 0, la suite spectrale (15) de´ge´ne`re, et
on obtient d’apre`s (3.2) un isomorphisme de B-modules :
(18) Hn{mB}(Y, f∗(M˜)) ≃ H
n
{mA}(X, M˜)[f ],
donc un isomorphisme de B-modules :
(19) HnmB(M[f ]) ≃ H
n
mA
(M)[f ].
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D’autre part si DA (resp. DB) est le foncteur dualisant pour A (resp. B), on a :
(20) DA(M)[f ] ≃ DB(M[f ]).
Enfin, puisqu’on a un isomorphisme d’anneaux
(21) B/AnnM[f ] ≃ A/AnnM,
on voit que le changement d’anneaux de base envisage´ ne change rien. Supposons donc
que A est re´gulier de dimension r.
D’apre`s (2.1) on a :
(22) D(Hi(M)) = Extr−i(M,A).
On va de´montrer l’e´quivalence entre les proprie´te´s suivantes :68
(a) dimExtj(M,A) 6 r − j ;
(b) pour tout p ∈ X = Spec(A) tel que dimAp < j, on a Ext
j(M,A)p = 0 ;
(c) codim(Supp(Extj(M,A)),X) > j.
Pour de´montrer (a) ⇒ (b), soit p ∈ X, dimAp < j, alors dimA/p >
r − j, donc par (a) Ann(Extj(M,A)) 6⊂ p, ce qui entraˆıne Extj(M,A)p = 0.
Soit p ∈ Supp(Extj(M,A)) alors Extj(M,A)p 6= 0 donc par (b) dimAp > j. Donc
codim(Supp(Extj(M,A)),X) = inf{dimAp | p ∈ Supp(Ext
j(M,A))} > j, c’est-a`-dire
(b) ⇒ (c). Enfin (c) implique (a) trivialement.
De´montrons maintenant le the´ore`me.
(i) Soit x = (x1, . . . , xr) un syste`me de parame`tres pour A tel que xi ∈ AnnM
pour i = 1, . . . , r−n. Soit K•((xk),M) le complexe de Koszul. On voit facilement que
l’application Ki((xk),M) → Ki((xk
′
),M) pour k < k′ est ze´ro, si i > n. Il en re´sulte
que Hi(M) = lim
−→
Hi((xk),M) = 0 si i > n. D’autre part, il est trivial que Hi(M) = 0
si i < 0, donc (i) est de´montre´.
(ii) Puisque A est re´gulier, dimAp < j entraˆıne que la dimension homolo-
gique globale de Ap est strictement plus petite que j et donc Ext
j(M,A)p =
ExtjAp(Mp,Ap) = 0, donc on a de´montre´ (b) et par suite (a). (ii) re´sulte alors de (22)
et de (a).
(iii) Il existe un p ∈ Supp(M) tel que dimAp = r−n et tel que Supp(Mp) = {mAp}.
Puisque Ap est re´gulier si A l’est, on trouve prof Ap = r − n donc
(23) Extr−nA (M,A)p = Ext
r−n
Ap
(Mp,Ap) 6= 0.
Ceci implique, tenant compte ade (22), que d’une part :69
Hn(M) 6= 0,
d’autre part
dimD(Hn(M)) > n,
donc d’apre`s (ii)
dimD(Hn(M)) = n.
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Soit maintenant Y = Supp(M). D’apre`s (i) on sait que D(Hn(M′)) = Extr−n(M′,A)
est un foncteur en M′, exact a` gauche, sur la cate´gorie (CY)
◦. Donc il existe un A-
module H et un isomorphisme de foncteurs en M′ :
Extr−n(M′,A) = Hom(M′,H).
Soient Yi, i = 1, . . . , k les composantes irre´ductibles de Y de dimension maximum.
On va voir que l’assertion Extr−n(M′,A) 6= 0 est e´quivalente a` l’assertion : il existe
un i tel que SuppM′ ⊃ Yi. En effet si SuppM
′ ⊃ Yi alors dim(M
′) = n donc
Extr−n(M′,A) 6= 0.
Si SuppM′ 6⊃ Yi pour tout i = 1, . . . , k, alors dimM′ < n
D(Hn(M′)) = Extr−n(M′,A) = 0.
Puisque Ass(Extr−n(M,A)) = SuppM ∩ Ass(H) on voit que la dernie`re assertion
de (iii) re´sulte du lemme suivant :
Lemme 3.3. — Soit X = Spec(A), et soient Y une partie ferme´ de X, T: (CY)◦ → Ab
un foncteur exact a` gauche, et Yi, i = 1, . . . , k une famille de composantes irre´duc-
tibles de Y tels que l’assertion : T(M) = 0 est e´quivalente a` l’assertion : ∀ i SuppM 6⊃
Yi. Alors T est repre´sentable par un module H tel que Ass(H) =
⋃k
i=1{yi}, ou` yi est
le point ge´ne´rique de Yi, i = 1, . . . , k.
De´monstration. — Soit y ∈ Y, on fabrique un A-module M(y) tel que Supp(M(y)) = 70
{y}. Supposons que y 6= yi pour tout i = 1, . . . , k, alors Yi 6⊂ Supp(M(y)) pour
tout i = 1, . . . , k, donc T(M(y)) = 0. Il en re´sulte :
Ass(T(M(y))) = Supp(M(y)) ∩Ass(H) = ∅,
donc y 6∈ Ass(H). Si y = yi, alors Yi ⊂ Supp(M(y)), donc T(M(y)) 6= 0, donc :
Ass(T(M(y))) = Supp(M(y)) ∩Ass(H) 6= ∅.
D’apre`s la premie`re partie de la de´monstration, ceci implique y ∈ Ass(H), d’ou` le
lemme, Q.E.D.
Exemple 3.4. — Soit A un anneau noethe´rien, soient X = Spec(A), et Y une partie
ferme´e de X, tel que X − Y soit affine, alors pour toute composante irre´ductible Yα
de Y on a codim(Yα,X) 6 1.
En effet, conside´rons X comme pre´sche´ma au-dessus de X. Soit yα ∈ Yα un point
ge´ne´rique, et conside´rons le morphisme Spec(OX,yα) → X. Le sche´ma affine obtenu
par extension du sche´ma de base de X a` Spec(OX,yα) est canoniquement isomorphe
a` Spec(OX,yα).
D’apre`s (EGA I 3.2.7) on voit que si y0 est l’unique point ferme´ de Y0 =
Spec(OX,yα) alors Y0 − y0 est affine. Par (EGA III 1.3.1) on trouve :
Hi(Y0 − y0,OY0) = 0 si i > 0,
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donc par (I 2.9)
Hi−1(OX,yα) = H
i
{y0}(Y0,OY0) = 0 si i > 2.
Tenant compte de 3.1 (iii), il vient :
dimOX,yα 6 1,
donc codim(Yα,X) = inf
y∈Yα
dimOX,y 6 1, Q.E.D.
Soient A un anneau local noethe´rien, m l’ide´al maximal et M un A-module de type71
fini. Supposons que A est quotient d’un anneau local re´gulier. Posons X = Spec(A),
et pour tout x ∈ X, mx = mAx.
Proposition 3.5. — Les deux conditions suivantes sont e´quivalentes :
a) Hi(M) est de longueur finie,
b) ∀x ∈ X− {m}, Hi−dim {x}mx (Mx) = 0.
De´monstration. — Compte tenu de (3.2) nous pouvons supposer A re´gulier. D’apre`s
(2.1) nous avons :
Hi(M) = D(Extr−i(M,A)),
ou` r = dimA. D’apre`s (IV 4.7), a) est e´quivalent(4) a` :
(24) Extr−i(M,A) est de longeur finie.
Or (24) est e´quivalent a` :
(25) ∀x ∈ X− {m}, on a Extr−i(M,A)x = 0.
D’autre part Ax est re´gulier de dimension r − dim {x}, donc d’apre`s (2.1)
(26) Hi−dim {x}mx (Mx)=D(Ext
(r−dim{x})−(i−dim {x})
Ax
(Mx,Ax))=D(Ext
r−i
Ax
(Mx,Ax)).
Puisque M est de type fini on a :
Extr−iA (M,A)x = Ext
r−i
Ax
(Mx,Ax)
d’ou` la proposition.
(4)N.D.E. : en effet, il s’agit de montrer que, E e´tant est un A-module de type fini, si D(E) est de
longueur finie alors E est de longueur finie. Soit K (resp. Q) le noyau (resp. conoyau) du morphisme
canonique ǫ : E→ DD(E). Le compose´ de D(ǫ) et du morphisme canonique γ : D(E)
γ
−→ DDD(E)
est l’identite´ de D(E). Comme D(E) est de longueur finie, γ est un isomorphisme et donc D(ǫ)
e´galement. Comme D est exact, on en de´duit que D(K) et D(Q) sont nuls. Il suffit de prouver que
si M est un A-module de dual nul, alors M est nul, car on aura alors E = DD(E) de longueur finie
comme D(E). En effet, soit M0 un sous-module de type fini de M. Comme D est exact, D(M0) est
un quotient de D(M), qui est donc nul. Toujours par exactitude de D, on a D(M0/mAM0) = 0, et
donc, par bidualite´, le module de longueur finie M0/mAM0 est nul. Le lemme de Nakayama assure
alors la nullite´ de M0 et finalement on obtient celle de M.
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Corollaire 3.6. — Pour que Hi(M) soit de longueur finie pour i 6 n, il faut et il suffit
que
prof(Mx) > n− dim {x}
pour tout x ∈ X− {m}.
De´monstration. — Re´sulte de (3.5) et de (III 3.1).
EXPOSE´ VI
LES FONCTEURS Ext
•
Z (X; F, G) ET Ext
•
Z (F, G)
1. Ge´ne´ralite´s
1.1. Soient (X,OX) un espace annele´ et Z une partie localement ferme´e de X. Soient 72
F et G des OX-Modules, on de´signera par Ext
i
Z(X; F,G) (resp. Ext
i
Z(F,G)) le i-ie`me
foncteur de´rive´ du foncteur G 7→ ΓZ(HomOX(F,G)) (resp. ΓZ(HomOX(F,G))).
Lemme 1.2. — Le faisceau ExtiZ(F,G) est canoniquement isomorphe au faisceau as-
socie´ au pre´faisceau U 7→ ExtiZ∩U(U; F|U,G|U).
Cela re´sulte de ([Toˆhoku], 3.7.2) et de ce que Γ(U; ΓZ(HomOX(F,G))) est canoni-
quement isomorphe a` ΓZ∩U(HomOX|U(F|U,G|U))
Théorème 1.3 (Théorème d’excision). — Soit V un ouvert de X contenant Z, on a alors
un isomorphisme de foncteurs cohomologiques
(1.3.1) Ext
•
X(X; F,G) ≃ Ext
•
V(V; F|V,G|V)
En effet, si G• est une re´solution injective de G, alors G•|V est une re´solution injective
de G|V. Le the´ore`me en re´sulte imme´diatement.
1.4. Soit OX,Z le OX-Module de´fini par les conditions suivantes
([Godement], 2.9.2) : OX,Z|X−Z = 0 et OX,Z|Z = OX|Z. On a vu que pour
tout OX-Module H, il existe un isomorphisme fonctoriel : ΓZ(H) ≃ HomOX(OX,Z,H).
On en de´duit donc des isomorphismes fonctoriels en F et G :
ΓZ(HomOX(F,G)) ≃ HomOX(OX,Z,HomOX(F,G)),(1.4.1)
ΓZ(HomOX(F,G)) ≃ HomOX(OX,Z ⊗OX F,G),(1.4.2)
ΓZ(HomOX(F,G)) ≃ HomOX(F,HomOX(OX,Z,G)) = HomOX(F,ΓZ(G)).(1.4.3)
Il re´sulte en particulier de (1.4.2) qu’il existe un isomorphisme ∂-fonctoriel en F et G 73
θ : ExtiOX(OX,Z ⊗OX F,G)
∼
−→ ExtiZ(X; F,G).
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1.5. Par de´finition le foncteur G 7→ ΓZ(HomOX(F,G)) est le compose´ du foncteur
G 7→ HomOX(F,G) et du foncteur ΓZ. Comme ΓZ est exact a` gauche (I 1.9) et
comme HomOX(F,G) est flasque si G est injectif, et que ΓZ est exact sur les flasques
(I 2.12), il re´sulte de ([Toˆhoku], 2.4.1) qu’il existe un foncteur spectral aboutissant
a` Ext
•
Z(X; F,G) et dont le terme initial est H
p
Z(X,Ext
q
OX
(F,G)).
D’autre part, il re´sulte de (1.4.3) que ΓZ(HomOX(F,G)) est le compose´ de ΓZ et
du foncteur H 7→ HomOX(F,H).
Puisque le foncteur ΓZ transforme les injectifs en injectifs (I 1.4), il re´sulte de
([Toˆhoku], 2.4.1) qu’il existe un foncteur spectral aboutissant a` Ext
•
Z(X; F,G) et
dont le terme initial est ExtpOX(X; F,H
q
Z(G)).
Il re´sulte enfin, de (1.4.2) et de la suite spectrale des Ext, qu’il existe un foncteur
spectral aboutissant a` Ext
•
Z(X; F,G) et dont le terme initial est H
p(X; Ext
•
Z(F,G)).
D’ou` le
Théorème 1.6. — Il existe trois foncteurs spectraux aboutissant a` Ext•Z(X; F,G) et
dont les termes initiaux sont respectivement
HpZ(X,Ext
q
OX
(F,G))(1.6.1)
Hp(X,ExtqZ(F,G))(1.6.2)
ExtpOX(X; F,H
q
Z(G)).(1.6.3)
1.7. Soit maintenant Z′ une partie ferme´e de Z et soit Z′′ = Z−Z′. On a une suite74
exacte
(1.7.1) 0 −→ OX,Z′′ −→ OX,Z −→ OX,Z′ −→ 0
qui ge´ne´ralise la suite exacte de ([Godement], 2.9.3). Cette suite exacte splitte loca-
lement, on a donc, pour tout OX-Module F, une autre suite exacte :
(1.7.2) 0 −→ F⊗OX OX,Z′′ −→ F⊗OX OX,Z −→ F⊗OX OX,Z′ −→ 0
Soit maintenant G un OX-Module ; si on applique le foncteur HomOX(•,G) a` la suite
exacte (1.7.2), on de´duit de (1.4.2) et de la suite exacte des Ext le the´ore`me suivant :
Théorème 1.8. — Soient Z une partie localement ferme´e de X, Z′ une partie ferme´e
de Z et Z′′ = Z−Z′. On a alors une suite exacte fonctorielle en F et G :
0 −→ HomZ′(F,G) −→ HomZ(F,G) −→ HomZ′′ (F,G) −→ Ext
1
Z′(F,G) −→ · · ·
· · ·ExtiZ(F,G) −→ Ext
i
Z′′(F,G) −→ Ext
i+1
Z′ (F,G) −→ · · ·
Corollaire 1.9. — Soit Y une partie ferme´e de X et soit U = X−Y. On a alors une
suite exacte fonctorielle en F et G :
0 −→ HomY(F,G) −→ HomOX(F,G) −→ HomOX|U(F|U,G|U) −→ Ext
1
Y(F,G) −→ · · ·
· · ·ExtiOX(F,G) −→ Ext
i
OX|U
(F|U,G|U) −→ Ext
i+1
Y (F,G) −→ · · ·
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Ce corollaire est une conse´quence imme´diate du the´ore`me (1.3) et du the´ore`me
(1.8).
2. Applications aux faisceaux quasi-cohe´rents sur les pre´sche´mas
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Proposition 2.1. — Soit X un pre´sche´ma localement noethe´rien ; pour toute partie lo-
calement ferme´e Z de X, pour tout Module cohe´rent F et tout Module quasi-cohe´rent G
sur X, les ExtiZ(F,G) sont quasi-cohe´rents.
On montre, comme pour (1.6.3), que les Modules ExtiZ(F,G) sont l’aboutisse-
ment d’une suite spectrale de terme initial ExtpOX(F,H
q
Z(G)). D’apre`s (II, corol. 3),
les HqZ(G) sont quasi-cohe´rents, et donc aussi les Ext
p
OX
(F,HqZ(G)), puisque F est
cohe´rent. La proposition en de´coule alors imme´diatement.
2.2. Soient maintenant Y un sous-pre´sche´ma ferme´ de X et I un ide´al de de´finition
de Y. Soient m et n des entiers tels que m > n > 0 ; on de´signe par in,m l’appli-
cation canonique OYm = OX/I
m+1 → OX/I n+1 = OYn et par jn l’application
OX,Y → OYn . Les (OYn , in,m) forment un syste`me projectif et les jn sont compatibles
avec les in,m.
En appliquant le foncteur ExtiOX(F⊗ •,G), on en de´duit un morphisme
ϕ′ : lim
−→
n
ExtiOX(X; F⊗ OYn ,G) −→ Ext
i
OX(X; F⊗ OX,Y,G);
c’est un morphisme de foncteurs cohomologiques en G. Le morphisme
ϕ : lim
−→
n
ExtiOX(X; F⊗ OYn ,G) −→ Ext
i
Y(X; F,G)
compose´ de ϕ′ et de θ (cf. 1.4) est donc lui aussi un foncteur de morphismes cohomo-
logiques en G.
On de´finit de meˆme
ϕ : lim−→
n
ExtiOX(F⊗ OYn ,G) −→ Ext
i
Y(X; F,G)
Théorème 2.3. — Soient X un pre´sche´ma localement noethe´rien, Y une partie ferme´e 76
de X de´finie par un ide´al cohe´rent I , F un Module cohe´rent, G un Module quasi-
cohe´rent. Alors,
a) ϕ est un isomorphisme.
b) Si X est noethe´rien, ϕ est un isomorphisme.
La de´monstration de b) e´tant presque mot a` mot celle de (II 6b)), graˆce a` la suite
spectrale 1.6.2, nous ne la reproduirons pas.
Pour la de´monstration de a), on peut, d’apre`s (2.1), supposer X affine d’anneau A,
F (resp. G) de´fini par un A-module M (resp. N) et I par un ide´al I. Il suffit de prouver
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que l’homomorphisme
(2.3.1) lim
−→
n
ExtiA(M/I
nM,N) −→ ExtiY(X,F,G)
de´duit de ϕ est un isomorphisme
En effet, on peut, pour i = 0, identifier canoniquement les deux membres de (2.3.1)
au sous-module de HomA(M,N) de´fini par les e´le´ments de HomA(M,N) annule´s par
une puissance de I. On voit alors que l’homomorphisme (2.3.1) n’est autre que l’ap-
plication identique.
Le foncteur N 7→ lim
−→n
Ext
•
A(M/I
nM,N) est un ∂-foncteur universel. On va montrer
qu’il en est de meˆme du foncteur N 7→ Ext
•
Y(M,N). En effet si N est un module
injectif, d’apre`s (9 et 11), HqY(N) = 0 si q 6= 0 ; et d’apre`s (IV.2.2), H
0
Y(N) est injectif.
Il en re´sulte alors que ExtpOX(X;M,H
q
Y(N)) = 0 si p + q 6= 0 ; on a donc, d’apre`s
(1.6.3), ExtiY(M,N) = 0 pour i 6= 0 et N injectif. Ce qui ache`ve la de´monstration.
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EXPOSE´ VII
CRITE`RES DE NULLITE´, CONDITIONS DE
COHE´RENCE DES FAISCEAUX ExtiY (F, G)
1. E´tude pour i < n
De´montrons un lemme : 77
Lemme 1.1. — Soient X un pre´sche´ma localement noethe´rien, Y une partie ferme´e
de X et G un OX-Module quasi-cohe´rent. Supposons que pour tout OX-Module cohe´-
rent F de support contenu dans Y, on ait :
Extn−1(F,G) = 0.
Alors pour tout OX-Module cohe´rent F et tout ferme´ Z de X tels que Y ⊃ SuppF∩Z,
on a
ExtnZ(F,G) ≈ Hom(F,H
n
Y(G)).
On remarque d’abord que
ExtiZ(F,G) = Ext
i
Z∩SuppF(F,G).
(trivial, cf. Expose´ VI). On fait d’abord la de´monstration pour Z=X donc SuppF⊂Y.
Le foncteur
F 7−→ Extn(F,G),
de´fini sur la cate´gorie des OX-Modules cohe´rents de support contenu dans Y, est exact
a` gauche. En vertu de (IV 1.3), il est repre´sentable par
I = lim
−→
k
Extn(OX/I
k+1,G),
ou` I est l’ide´al de de´finition de Y. Or, d’apre`s (II 6), on sait que :
HnY(G) ≈ lim−→
k
Extn(OX/I
k+1,G).
D’ou` la conclusion si Z = X. Toujours d’apre`s (VI 2.3) on sait que : 78
ExtnZ(F,G) ≈ lim−→
k
Extn(F/J k+1F,G),
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ou` J est l’ide´al de de´finition de Z. Le support de F/J k+1F est contenu dans Y si
Z ∩ SuppF ⊂ Y ; d’apre`s ce que nous venons de de´montrer, on a donc :
ExtnZ(F,G) ≈ lim−→
k
Hom(F/J k+1F,HnY(G)).
Il reste a` faire voir que l’homomorphisme naturel :
lim
−→
k
Hom(F/J k+1F,HnY(G)) −→ Hom(F,H
n
Y(G)),
est un isomorphisme lorsque Z∩SuppF ⊂ Y. Or X peut eˆtre recouvert par des ouverts
affines noethe´riens ; on est ainsi ramene´ au cas ou` X est affine noethe´rien ; alors F(X)
est un OX(X)-Module de type fini et SuppH
n
Y(G) ⊂ Y. Donc tout homomorphisme
u : F(X)→ HnY(G)(X) est annule´ par une puissance de I donc par une puissance
de J , C.Q.F.D.
Proposition 1.2. — Soient X un pre´sche´ma localement noethe´rien, Y une partie ferme´e
de X, G un OX-Module quasi-cohe´rent et n un entier. Quelles que soient Z et S, parties
ferme´es de X telles que Z ∩ S = Y, les conditions suivantes sont e´quivalentes :
(i) HiY(G) = 0 si i < n ;
(ii) il existe un OX-Module cohe´rent F, de support S, tel que :
ExtiZ(F,G) = 0 si i < n;
(iii) pour tout OX-Module F cohe´rent de support contenu dans S (i.e. SuppF ∩ Z
= SuppF ∩Y), on a :
ExtiZ(F,G) = 0 si i < n;
(iv) pour tout OX-Module cohe´rent F, on a :79
ExtiY(F,G) = 0 si i < n.
De plus, si elles sont ve´rifie´es, alors pour tout OX-Module cohe´rent F et toute partie
ferme´e Z′ de X telle que Z′ ∩ SuppF = Y ∩ SuppF, on a des isomorphismes :
ExtnZ(F,G) ≈ Ext
n
Y(F,G) ≈ Hom(F,H
n
Y(G)).
De´monstration. — Raisonnons par re´currence. La proposition est triviale pour n < 0.
Supposons la de´montre´e pour n < q. Si l’une des conditions est ve´rifie´e pour n = q,
et pour deux parties Z et S comme dit, par l’hypothe`se de re´currence on a, pour tout
ferme´ Z′ de X et tout OX-Module cohe´rent F tels que Z′ ∩ SuppF = Y ∩ SuppF, des
isomorphismes :
(1.1) Extq−1Z′ (F,G) ≈ Hom(F,H
q−1
Y (G)) ≈ Ext
q−1
Y (F,G).
Donc :
(i) ⇒ (iv), car on prend Z′ = Y dans (1.1) ;
(iv) ⇒ (iii), car on prend Z′ = Z dans (1.1) ;
(iii) ⇒ (ii), car on prend F = OS ;
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(ii)⇒ (i), car on prend Z′ = Z dans (1.1) ; d’ou` Hom(F,Hq−1Y (G)) = 0 ; on remarque
alors que :
SuppHq−1Y (G) ⊂ Y = Z ∩ S ⊂ S = SuppF,
et on applique le lemme suivant :
Lemme 1.3. — Soit X un pre´sche´ma, soit P un OX-Module cohe´rent, et soit H un
OX-Module quasi-cohe´rents tels que :
Hom(P,H) = 0 et SuppP ⊃ SuppH.
Alors H = 0.
Il suffit de de´montrer le lemme quand X est affine, car les ouverts affines forment une 80
base de la topologie de X et les hypothe`ses se conservent par restriction a` un ouvert.
Or, dans ce cas, on est ramene´ a` un proble`me sur les A-modules, ou` X = Spec(A).
On applique la formule (valable sous la seule hypothe`se que M est de type fini) :
AssHomA(P,H) = SuppP ∩AssH;
On sait que AssH ⊂ SuppH ⊂ SuppP et que AssHomA(P,H) = ∅ ; donc AssH = ∅,
donc H = 0.
Pour terminer la de´monstration de la proposition, il reste a` remarquer que (iv)
permet d’appliquer 1.1.
Corollaire 1.4. — Soit G un OX-Module cohe´rent et de Cohen-Macaulay, soit n ∈ Z.
Les conditions de 1.2 e´quivalent a` :
(v) codim(Y ∩ SuppG, SuppG) > n.
Rappelons d’abord qu’un OX-module est dit de Cohen-Macaulay si, pour tout
x ∈ X, la fibre Gx est un OX,x-module de Cohen-Macaulay, i.e. on a pour tout x ∈
S = SuppG :
(1.2) prof Gx = dimGx = dimOS,x.
D’apre`s la proposition III 3.3, la condition (i) de 1.2 est e´quivalente a` :
(1.3) profY G = inf
x∈Y
prof Gx > n,
donc aussi a` :
profYG = inf
x∈Y∩S
prof Gx > n;
car la profondeur d’un module nul est infinie.
Or, par de´finition :
codim(Y ∩ S, S) = inf
x∈S∩Y
dimOS,x,
d’ou` la conclusion, en appliquant la formule (1.2)).
Nous allons maintenant de´montrer un re´sultat permettant de de´duire les conditions 81
de cohe´rence que nous avons en vue de certains crite`res de nullite´.
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Lemme 1.5. — Soit X un pre´sche´ma localement noethe´rien. Soit T∗ un ∂-foncteur
contravariant exact, de´fini sur la cate´gorie des OX-Modules cohe´rents, a` valeurs dans
la cate´gorie des OX-Modules. Soit Y une partie ferme´e de X. Soit i ∈ Z. Supposons
que, pour tout OX-Module cohe´rent de support contenu dans Y, TiF et Ti−1F soient
cohe´rents. Soit F un OX-Module cohe´rent. Pour que TiF soit cohe´rent, il faut et il
suffit que TiF′′ le soit, ou` l’on a pose´ :
F′′ = F/ΓY(F).
En effet, F′ = ΓY(F) est cohe´rent car X est localement noethe´rien ; la suite exacte
de cohomologie de T∗ donne alors :
Ti−1F′ −→ TiF′′ −→ TiF −→ TiF′
ou` les termes extreˆmes sont cohe´rents, d’ou` la conclusion.
Lemme 1.6. — Si F et G sont cohe´rents, et si SuppF ⊂ Y, ExtiY(F,G) est cohe´rent.
En effet, ExtiY(F,G) est isomorphe a` Ext
i(F,G) ; ceci est valable sur tout espace
annele´ X, d’ailleurs : si Z est un ferme´ qui contient Y ∩ SuppF, ExtiZ(F,G) est iso-
morphe a` ExtiY(F,G) (cf. Expose´ VI).
Proposition 1.7. — Supposons F et G cohe´rents et posons SuppF = S, S′ =
S ∩ (X−Y). Supposons que, pour tout x ∈ Y ∩ S′, on ait prof Gx > n, alors
ExtiY(F,G) est cohe´rent pour i < n.
En effet, 1.6 permet d’appliquer 1.5 a` T∗(F) = Ext∗Y(F,G). En posant F
′′ =
F/ΓY(F), on voit que SuppF
′′ = S′. Or, d’apre`s III 3.3, l’hypothe`se sur la profondeur
de G assure la nullite´ de HY∩S′(G) pour i < n ; d’apre`s 1.2, on en de´duit la nullite´ de
TiF′′ pour i < n, d’ou` la conclusion graˆce a` 1.5.
2. E´tude pour i > n
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Soit X un pre´sche´ma localement noethe´rien re´gulier, c’est-a`-dire dont tous les an-
neaux locaux sont re´guliers. Soit Y une partie ferme´e de X. Soient F et G deux
OX-Modules cohe´rents. Posons S = SuppF, S
′ = S ∩ (X−Y). Posons :
m = sup
x∈Y∩S
dimOX,x,
n = sup
x∈Y∩S′
dimOX,x;
on a n 6 m.
Proposition 2.1. — Dans la situation de´crite ci-dessus, on a :
(1) ExtiY(F,G) = 0 si i > m,
(2) ExtiY(F,G) est cohe´rent si i > n.
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Remarquons d’abord que ExtiY(F,G) est cohe´rent pour tout i lorsque SuppF ⊂ Y.
De plus, en posant comme ci-dessus F′′ = F/ΓY(F), on voit que SuppF
′′ = S′, donc
(2) re´sulte de (1) et de 1.3.
Pour de´montrer (1), on remarque d’abord que
ExtiY(F,G) ≈ lim−→
k
Exti(F/J kF,G),
ou` J est l’ide´al de de´finition de Y. Par ailleurs, il re´sulte du the´ore`me 4.2.2. de ( A.
Grothendieck, « Sur quelques points d’alge`bre homologique », Toˆhoku Mathematical
Journal 9 (1957), p. 119–221.) que les Ext commutent a` la formation des fibres,
du moins lorsque X est un pre´sche´ma localement noethe´rien et lorsque le premier
argument est cohe´rent ; comme il en est de meˆme des limites inductives, on trouve des
isomorphismes :
(ExtiY(F,G))x ≈ lim−→
k
ExtOX,x((F/J
kF)x,Gx)
pour tout x ∈ X. Comme SuppExtiY(F,G) ⊂ S ∩ Y, il suffit, pour conclure, de
remarquer que x ∈ Y ∩ S entraˆıne dimOX,x 6 m, donc : 83
ExtiOX,x((F/J
kF)x,Gx) = 0 si i > m,
car la dimension cohomologique globale d’un anneau local re´gulier est e´gale a` sa
dimension(∗).
Soit X un pre´sche´ma localement noethe´rien ; pour toute partie P de X, posons :
D(P) = {dimOX,p | p ∈ P} .
Lemme 2.2. — Si P est l’espace sous-jacent d’un sous-pre´sche´ma connexe de A, D(P)
est un intervalle.
En effet, soient a et B appartenant a` D(P), correspondant a` des points p et q de P.
Montrons qu’il existe une suite de points de P : (p = p1, . . . , pn = q) telle que, pour
1 6 i < n, on ait
∣∣dimOX,pi − dimOX,pi+1 ∣∣ = 1 ; il en re´sultera que D(P) contient
l’intervalle [p, q]. Pour cela, on remarque que p et q peuvent eˆtre joints par une suite
de composantes irre´ductibles de P, telle que deux composantes successives se coupent.
On est ramene´ au cas ou` p est le point ge´ne´rique d’une composante irre´ductible Q
de P, et ou` q ∈ Q et donc q ⊃ p, en tant qu’ide´aux de Oq, ou` c’est trivial sur la
de´finition de la dimension.
Proposition 2.3. — Soient X un pre´sche´ma localement noethe´rien re´gulier, Y une par-
tie ferme´e de X et F un OX-Module cohe´rent. Soit P = Y ∩ SuppF ∩ (X − Y). Soit
n ∈ Z, et supposons que n 6∈ D(P). Alors ExtnY(F,OX) est cohe´rent.
(∗)Cf. EGA 0IV 17.3.1
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La conclusion est locale et les hypothe`ses se conservent par restriction a` un ou-
vert. Or P est ferme´ donc localement noethe´rien, donc localement connexe ; on peut
donc supposer X affine et noethe´rien, et P connexe. Posons D(P) = [a, b[, ce qui
est licite d’apre`s le lemme pre´ce´dent ; si n > b, on conclut par 2.1 ; si n < a, on a
n < dimOX,x = prof OX,x pour tout x ∈ P, et on conclut par 1.7.
EXPOSE´ VIII
LE THE´ORE`ME DE FINITUDE
1. Une suite spectrale de bidualite´(∗)
E´nonc¸ons le re´sultat auquel nous de´sirons parvenir : 84
Proposition 1.1. — Soit A un anneau noethe´rien et soit I un ide´al de A. Posons X =
Spec(A) et Y = V(I). Soit M un A-module de type fini et de dimension projective
finie. Soit F = M˜ le OX-Module associe´ a` M.
1) Il existe une suite spectrale :
HY(X,F)⇐= Ext
p
Y(Ext
−q(M,A),A).
2) Il existe une suite spectrale :
HY(X,F)⇐= Ext
p
Y(Ext
−q(F,OX),OX).
Bien entendu, 2) se de´duit de 1) en remarquant que, si M et N sont deux A-modules
de type fini et si l’on pose F = M˜ et G = N˜, on a des isomorphismes :
HY(F) ≈
˜HY(X,F),
ExtY(F,G) ≈
˜ExtY(F,G),
ExtOX(F,G) ≈
˜ExtA(M,N).
Soit C la cate´gorie des A-modules, et Ab celle des groupes abe´liens. Soit F le
foncteur :
F : C −→ Ab de´fini par
M 7−→ ΓY(M˜).
On sait depuis l’expose´ II qu’il existe un isomorphisme de ∂-foncteurs : 85
H∗Y(X, M˜) ≈ R
∗ F(M).
(∗)Le lecteur au courant du langage des cate´gories de´rive´es de Verdier reconnaˆıtra la suite spectrale
associe´e a` un isomorphisme de bidualite´. Cf. SGA 6 I.
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De plus, soient Ext∗Y les foncteurs de´rive´s droits en le deuxie`me argument de
F ◦Hom: C◦ × C −→ Ab.
On sait depuis l’expose´ VI que l’on a un isomorphisme de ∂-foncteurs :
Ext∗Y(M,N) ≃ Ext
∗
Y(M˜, N˜).
Retenons enfin le re´sultat suivant de l’expose´ VI : si C est un A-module injectif et si
N est un A-module de type fini, le faisceau Hom(N˜, C˜) ≈ ˜Hom(N,C) est flasque, donc
R1 F(Hom(N,C)) = 0.
Il nous reste a` de´montrer le re´sultat suivant :
Lemme 1.2. — Soit A un anneau noethe´rien et soit C la cate´gorie des A-modules. Soit
F: C→ Ab un foncteur additif exact a` gauche tel que, pour tout A-module N de type
fini et tout A-module injectif C, on ait R1 F(Hom(N,C)) = 0. Soit M un A-module
de type fini et de dimension projective finie. Il existe une suite spectrale :
R∗ F(M)⇐= ExtpF(Ext
−q(M,A),A),
ou` ExtpF de´signe le p-ie`me foncteur de´rive´ droit de F ◦Hom.
Nous ne conside´rerons que des complexes dont la diffe´rentielle est de degre´ +1.
D’apre`s l’hypothe`se faite sur M, il existe une re´solution projective de M de longueur
finie :
u : L
• −→ M,
ou`, de plus, les Lp sont des modules de type fini et Lp = 0 si p 6∈ [−n, 0]. Soit par
ailleurs, v : M→ I• une re´solution injective de M. Je dis que86
(1.1) v ◦ u : L• −→ I•
est une re´solution injective de L•. Il convient de pre´ciser ce que cela signifie.
Définition 1.3. — Soit X• un complexe de A-modules ; on appelle re´solution injective
de X• un homomorphisme de complexes :
x : X• −→ CX•,
tel que CXp soit injectif pour tout p ∈ Z, et que x induise un isomorphisme en
homologie.
Proposition 1.4. — Tout complexe limite´ a` gauche, i.e. tel qu’il existe q ∈ Z avec
Xp = 0 pour p < q, admet une re´solution injective. De plus, si u : X• → Y• est un
homomorphisme de complexes (limite´s a` gauche) et si x : X• → CX• et y : Y• → CY•
sont des re´solutions injectives de X• et Y•, il existe un homomorphisme de complexes :
Cu : CX
• −→ CY•,
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unique a` homotopie pre`s, tel que le diagramme :
X•
x //
u

CX•
Cu

Y•
y
// CY•
soit commutatif a` homotopie pre`s.
La de´monstration est laisse´e au lecteur(∗).
Rappelons une notation introduite dans l’expose´ V.
Notation. — Soient X• et Y• deux complexes. On note Hom
•
(X•,Y•) le complexe 87
simple dont la composante de degre´ n est
(Hom
•
(X
•
,Y
•
))n =
∏
−p+q=n
Hom(Xp,Yq)
note´e aussi Homn(X•,Y•), et dont la diffe´rentielle est donne´e par :
∂n : Hom
n(X
•
,Y
•
) −→ Homn+1(X•,Y•)
∂n = d
′ + (−1)n+1d′′,
ou` d′ et d′′ sont les diffe´rentielles (de degre´ +1) induites par celles de X• et de Y•.
Soit alors A• le complexe de´fini par Ap = 0 si p 6= 0 et A0 = A. Soit
a : A• −→ CA•
une re´solution injective de A•. Conside´rons le double complexe :
(1.2) Qp,q = Hom(Hom(L−q,A),CAp).
La premie`re suite spectrale du bicomplexe FQ•• donnera la conclusion du lemme 1.2.
Posons
(1.3) L′
•
= Hom
•
(L
•
,A
•
),
et
(1.4) P
•
= Hom
•
(L′
•
,CA
•
).
On voit facilement que P• est le complexe simple associe´ a` Q••. Calculons l’abou-
tissement de la suite spectrale i.e. l’homologie de FP•. Pour cela, utilisant le fait que
L• est projectif de type fini en toute dimension, on prouve que L• est isomorphe a`
Hom
•
(L′
•
,A•). De l’homomorphisme a : A• → CA•, on de´duit un homomorphisme : 88
b : Hom
•
(L′
•
,A•) −→ Hom
•
(L′
•
,CA•),
ou encore, un homomorphisme
(1.5) c : L• −→ P•.
(∗)Cf. aussi H. Cartan & S. Eilenberg,Homological Algebra, Princeton Math. Series, vol. 19, Princeton
University Press, 1956.
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Ceci dit, il est facile de voir, en utilisant le fait que L′
•
est projectif de type fini
en toute dimension et limite´ a` gauche, que (1.5) est une re´solution injective de L•.
Utilisant la proposition 1.4., on en conclut que P• est homotopiquement e´quivalent
a` I•, ou` I• est la re´solution injective de M introduite plus haut (1.1). On en de´duit
que l’aboutissement de la premie`re suite spectrale du double complexe FQ••, qui est
H∗(FP•), est isomorphe a` R∗ F(M).
Le terme initial de la premie`re suite spectrale du bicomplexe FQ•• est :
Ep,q2 =
′H
p
(′′H
q
(FQ
••
)).
Pour tout p ∈ Z, CAp est injectif. D’apre`s l’hypothe`se faite sur F, le foncteur
(restreint a` la cate´gorie des modules de type fini) :
N 7−→ FHom(N,CAp)
est exact. D’ou` l’on de´duit des isomorphismes :
′′H
q
(FHom(L′
•
,CAp)) ≈ FHom(H−q(L′
•
),CAp).
D’apre`s la de´finition de Ext∗F comme foncteur de´rive´ de F◦Hom, on en de´duit des
isomorphismes :
Ep,q2 ≈ Ext
p
F(H
q(L′
•
),A).
Or L′
•
= Hom
•
(L•,A•), ou` L• est une re´solution projective de M d’ou` des isomor-
phismes :
Extq(M,A) ≈ Hq(L′
•
),
ce qui donne la conclusion. C.Q.F.D.
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Théorème 2.1(1). — Soient X un pre´sche´ma localement noethe´rien, Y partie ferme´e
de X et F un OX-Module cohe´rent. Supposons que X soit localement immergeable dans
un pre´sche´ma re´gulier(∗). Soit i ∈ Z. Supposons que :
a) pour tout x ∈ U = X−Y, on a
Hi−c(x)(Fx) = 0,
(∗)Cette condition peut se ge´ne´raliser en l’hypothe`se d’existence localement sur X, d’un « complexe
dualisant », au sens de´fini dans R. Hartshorne, Residues and duality (cite´ dans la note (*) de l’Exp. IV
p. 46).
(1)N.D.E. : pour un e´nonce´ analogue, mais dans une situation un peu plus ge´ne´rale, voir Mme
Raynaud (Raynaud M., « The´ore`mes de Lefschetz en cohomologie des faisceaux cohe´rents et en
cohomologie e´tale. Application au groupe fondamental », Ann. Sci. E´c. Norm. Sup. (4 ) 7 (1974),
p. 29–52, proposition II.2.1).
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ou` l’on a pose´ (2) :
(2.1) c(x) = codim({x} ∩Y, {x}).
Alors :
b) HiY(F) est cohe´rent.
Corollaire 2.2(3). — Sous les hypothe`ses du the´ore`me pre´ce´dent, la condition a) est
e´quivalente a` :
c) pour tout x ∈ U tel que c(x) = 1, on a Hi−1(Fx) = 0.
Corollaire 2.3. — Soient X un pre´sche´ma localement noethe´rien et localement immer-
geable dans un pre´sche´ma re´gulier, Y une partie ferme´e de X, F un OX-Module co-
he´rent, n un entier. Les conditions suivantes sont e´quivalentes :
(i) pour tout x ∈ U, on a prof Fx > n− c(x) ;
(ii) pour tout x ∈ U tel que c(x) = 1, on a prof Fx > n ;
(iii) pour tout i ∈ Z, HiY(F) est cohe´rent si i 6 n.
(iv) Ri i∗(F|U) est cohe´rent pour i < n
(4).
Supposons ces re´sultats acquis lorsque X est le spectre d’un anneau noethe´rien
re´gulier A et lorsque F est le faisceau associe´ a` un A-module de dimension projective
finie.
Remarquons d’abord que, si (Xj)j∈J est un recouvrement ouvert de X par des ou- 90
verts immergeables dans un sche´ma re´gulier, chacune des conditions ci-dessus est e´qui-
valente a` la conjonction des conditions analogues obtenues en remplac¸ant X par Xj ,
Y par Yj = Y ∩ Xj et F par F|Xj . En effet, seules les conditions faisant intervenir
c(x) peuvent faire une difficulte´. Soit x ∈ U. Si x ∈ Xj , posons
cj(x) = codim(Xj ∩ {x} ∩Y,Xj ∩ {x}),
on a ne´cessairement cj(x) > c(x). Soit y ∈ {x} ∩ Y, qui « donne la codimension »,
i.e. tel que c(x) = dimO{x},y, soit Xj un ouvert du recouvrement tel que y ∈ Xj , alors
x ∈ Xj , donc cj(x) = c(x), ce qui permet de conclure que a) pour les Xj entraˆıne a)
(2)N.D.E. : comme dans l’expose´ V, H∗(Fx) de´signe la cohomologie locale Hmx(Fx).
(3)N.D.E. : stricto sensu, c’est un corollaire de la preuve qui suit et non de l’e´nonce´. L’implication
c) ⇒ a) est tautologique. L’autre sens ne l’est pas, mais re´sulte de la preuve. Pre´cisons. Comme plus
bas, on recouvre X par des ouverts immergeables dans des sche´mas re´guliers, ce qui permet comme
explique´ plus-bas de se ramener a` X = Spec(A) affine re´gulier et F = M˜ ou` M est un A-module
de dimension projective finie. Il est montre´ dans ce cas que les conditions a) et c) e´quivalent aux
conditions duales a′) et c′). On montre alors que c′) entraˆıne la question d) (voir infra) qui elle-meˆme
entraˆıne a′). Voir les conside´rations suivant 2.4.
(4)N.D.E. : cette condition n’e´tait que dans le corps dans la preuve mais pas dans l’e´nonce´ du
corollaire ; comme elle sert en 3, on l’a ajoute´e.
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pour X. A` ce stade, on a seulement une re´ciproque partielle, a` savoir que a) pour X
entraˆıne a) pour les Xj tels que c(x) = cj(x), ce qui suffit pour notre propos.
(5)
On choisit un recouvrement de X par des ouverts immergeables dans un pre´sche´ma
re´gulier. Appliquant ce qui pre´ce`de, on voit qu’on peut supposer X ferme´ dans un X′
re´gulier. La re´duction a` X′ est alors imme´diate.
On peut donc supposer X re´gulier, et meˆme affine en recouvrant X par des ouverts
affines. Que l’on puisse supposer que F = M˜, ou` M est de dimension projective finie
re´sultera du lemme suivant :
Lemme 2.4. — Soit X un pre´sche´ma noethe´rien re´gulier. Soit F un OX-Module cohe´-
rent. La fonction qui a` tout x ∈ X associe la dimension projective de Fx est borne´e
supe´rieurement.
Soit en effet x ∈ X et soit U un voisinage ouvert affine de x. Soit L• une re´solution
projective du module F(U), ou` les Li sont de type fini. Par hypothe`se, l’anneau OX,x
est re´gulier, donc la dimension projective de Fx est finie ; soit d cet entier. Soit
K = ker(L−d −→ L−d+1).
Le module Kx est libre, car d est la dimension projective de Fx ([M], Ch. VI.
Prop. 2.1). D’apre`s (EGA 0I 5.4.1 Errata), on en de´duit que le OU-Module K˜ est
libre sur un voisinage U′ de x, U′ ⊂ U. Choisissant f ∈ OX(U) tel que x ∈ D(f) ⊂ U′,91
on a donc une re´solution projective de Mf ′ (M = F(U)) :
0 −→ Kf −→ (L
d−1)f −→ · · · −→ Mf −→ 0,
ce qui prouve que la fonction e´tudie´e est semi-continue supe´rieurement. Or X est
quasi-compact, d’ou` la conclusion.
Nous supposons de´sormais X affine noethe´rien re´gulier et nous supposons que
F = M˜, ou` M est un A-module de type fini, ne´cessairement de dimension projec-
tive finie. Nous proce´derons en plusieurs e´tapes. Tout d’abord, nous trouvons une
condition d), e´quivalente a` a), et prouvons qu’elle e´quivaut e´galement a` c). Puis, a`
l’aide de la suite spectrale du nume´ro pre´ce´dent, nous prouvons d) ⇒ b). Il reste
alors a` prouver que (iii) ⇒ (ii) ; en effet, (i) ⇔ (ii) ⇒ (iii) re´sulte imme´diatement de
a) ⇔ c) ⇒ b).
Soit x ∈ U, par hypothe`se OX,x est un anneau local re´gulier ; en de´signant par D
le foncteur dualisant relatif a` l’anneau local OX,x, il re´sulte de (V 2.1) que :
DHi−c(x)(Fx) ≈ Ext
d(x)−i
OX,x
(Fx,OX,x),
(5)N.D.E. : en fait, a) pour X entraˆıne a) pour tous les Xj comme affirme´ dans le texte original,
mais il faut pour cela lire la preuve qui suit en de´tail. Cette implication ne semble pas formelle a` ce
stade. Notons en effet par un indice J les conjonctions d’une proprie´te´ a), b) ou c) pour les Xj . Il
est de´montre´ dans la preuve infra cJ) ⇒ aJ) (c’est la suite d’implications c
′) ⇒ d) ⇒ a′) ). Or, on a
tautologiquement a) ⇒ c), et c) ⇔ cJ), d’ou` a) ⇒ aJ).
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ou` l’on a pose´
(2.2) d(x) = dimOX,x + c(x) = dimOX,x + codim({x} ∩Y, {x}).
Or X est noethe´rien et F cohe´rent, donc :
(2.3) DHi−c(x)(Fx) ≈ (Ext
d(x)−i
OX
(F,OX))x.
De plus, pour qu’un module soit nul, il faut et il suffit que son dual le soit (cf. la note
de l’e´diteur (4) de la page 54). Pour tout q ∈ Z, posons : 92
(2.4)

Sq = SuppExt
q
OX
(F,OX),
S′q = Sq ∩U, (U = X−Y),
Zq = S′q ∩Y.
De la formule (2.3), il re´sulte que a) et c) sont respectivement e´quivalentes a`
a′) pour tout q ∈ Z et tout x ∈ S′q, on a q + i 6= d(x).
c′) pour tout q ∈ Z et tout x ∈ S′q, si c(x) = 1, on a q + i 6= d(x).
Voici la condition d) promise plus haut :
d) pour tout q ∈ Z et tout y ∈ Zq, on a q + i 6= dimOX,y.
Ces conditions sont e´quivalentes :
a′) ⇒ c′) pour me´moire.
d) ⇒ a′). En effet, soit q ∈ Z et soit x ∈ S′q ; soit y ∈ {x} ∩ Y qui
(6) « donne la
codimension », i.e. tel que :
(2.5) dimO{x},y = codim({x} ∩Y, {x}) = c(x).
Du fait que X est re´gulier en y, on de´duit :
(2.6) dimOX,y = d(x) (cf. (2.2)).
Mais y ∈ {x}, donc y ∈ Zq, d’ou` la conclusion.
c′) ⇒ d). Soit q ∈ Z et soit y ∈ Zq. Admettons provisoirement qu’il existe x ∈ S′q
tel que :
y ∈ {x} et dimO{x},y = 1 ;
(on dit aussi que x suit y). Il en re´sulte que c(x) = 1, car y « donne la codimension
de {x} ∩Y dans {x} », puisque x 6∈ Y. D’apre`s c′) on en tire
q + i 6= d(x).
D’ou` la conclusion, si l’on remarque que d(x) = dimOX,y (2.6). Le re´sultat admis 93
s’exprime dans le lemme suivant :
(6)N.D.E. : dans tout ce qui suit, les adhe´rences de points sont munies de la structure re´duite.
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Lemme 2.5. — Soit X un pre´sche´ma localement noethe´rien et soit Y une partie ferme´e
de X. Posons U = X − Y et supposons que U est dense dans X. Pour tout y ∈ Y, il
existe x ∈ U « qui le suit », i.e. tel que :
y ∈ {x} et dimO{x},y = 1.
Nous avons applique´ le lemme en prenant pour X le pre´sche´ma S′q et pour Y la
partie Y ∩ S′q.
De´monstration de 2.5. — Il existe x ∈ U tel que y ∈ {x} ; choisissons donc un x ∈ U
tel que y ∈ {x} et tel que dimO{x},y = r soit minimal. Il faut prouver que r = 1.
Puisque l’on a choisi x de telle sorte que tout z ∈ Spec(O{x},y), z 6= x, soit dans Y,
{x} est ouvert dans Spec(O{x},y). D’ou` la conclusion.
La deuxie`me e´tape consiste a` de´duire b) de d).
Posons D(Zq) = {dimOX,y | y ∈ Zq}. D’apre`s d), on sait que, pour tout q ∈ Z, on a
q + i 6∈ D(Zq). On applique alors VII.2.3, et l’on voit que
Extq+iY (Ext
q(F,OX),OX) est cohe´rent.
Le terme initial de la suite spectrale du nume´ro pre´ce´dent est donne´ par :
Ep,q2 = Ext
p
Y(Ext
−q(F,OX),OX).
On en de´duit que Ep,q2 est cohe´rent pour tout p ∈ Z et tout q ∈ Z tels que p+q = i. Or
il n’y a qu’un nombre fini de couples (p, q) tels que p+ q = i, et cette suite spectrale
converge vers H∗Y(F), d’ou` la conclusion.
Il nous reste a` prouver que (iii) ⇒ (ii). Notons :
i : U −→ X
l’immersion canonique de U dans X. Compte tenu de la suite exacte d’homologie du
ferme´ Y (I 2.11) on voit que (iii) e´quivaut a` :
(iv) Ri i∗(F|U) est cohe´rent pour i < n.
En effet, on a une suite exacte :94
0 −→ H0Y(F) −→ F −→ i∗(F|U) −→ H
1
Y(F) −→ 0.
Or H0Y(F) est un sous-faisceau quasi-cohe´rent de F qui est cohe´rent, donc est cohe´rent.
Donc H1Y(F) est cohe´rent si et seulement si i∗(F|U) l’est. Par ailleurs, si p > 0, la suite
exacte de cohomologie du ferme´ Y se re´duit a` des isomorphismes :
Rp i∗(F|U)
≈
−→ Hp+1Y (F).
Nous allons de´montrer que (iv) ⇒ (ii). Pour cela, rappelons (ii) :
(ii) pour tout x ∈ U tel que c(x) = 1, on a prof Fx > n.
Raisonnons par re´currence sur n.
Si n = 0, les deux conditions sont vides.
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Si n = 1, on suppose que i∗(F|U) est cohe´rent. Raisonnons par l’absurde et suppo-
sons qu’il existe x ∈ U tel que c(x) = 1 et prof Fx = 0, i.e. x ∈ AssFx. Soit y ∈ {x}∩Y
tel que dimO{x},y = 1. Posons :
A = OX,y et X
′ = Spec(A).
Effectuons le changement de base v : X′ → X, qui est plat.
(2.7)
U′ = X′ ×X U
v′ //
i′

U
i

X′
v // X .
Le morphisme i est se´pare´ (car c’est une immersion), et de type fini (car c’est une
immersion ouverte et X est localement noethe´rien), le changement de base est plat
donc (EGA III 1.4.15) on a un isomorphisme :
(2.8) v∗(i∗(F|U)) ≈ i
′
∗(v
′∗(F|U)).
Notons x (resp. y) l’ide´al de A correspondant a` x (resp. y). 95
Posons G = v′
∗
(F|U) ; G est cohe´rent et x ∈ AssG, donc il existe un monomor-
phisme O{x} → G, et par suite i
′
∗(O{x}|U′) est cohe´rent. D’apre`s le choix de y,
dimA/x = 1, et par suite le support de O{x} est re´duit a` {x} = {x} ∪ {y}, car
{x} = Spec(A/x) en tant que sche´ma. Il en re´sulte que
(O{x}|U′)(U
′) = Frac(A/x),
anneau des fractions de A/x, et
i′∗(O{x}|U′)(X
′) = Frac(A/x).
Mais Frac(A/x) n’est pas un A-module de type fini car x est diffe´rent de l’ide´al
maximal de A. D’ou` une contradiction.
Supposons n > 1 et le re´sultat acquis pour les n′ < n. Par l’hypothe`se de re´currence,
pour tout x ∈ U tel que c(x) = 1, on a x 6∈ AssFx. Soit un tel x, et soit y ∈
{x} ∩ Y tel que x suive y, i.e. dimO
{x},y
= 1. On effectue le changement de base
v : Spec(OX,y) → X en conservant les notations du diagramme (2.7). On trouve, en
appliquant (EGA III 1.4.15), des isomorphismes :
v∗(Rp i∗(F|U)) ≃ R
p i′∗(v
′∗(F|U)), p ∈ Z.
On se rame`ne ainsi au cas ou` X est le spectre d’un anneau local A dans lequel x
est un ide´al premier de dimension 1, i.e. dimA/x = 1. Posons alors F′ = ΓY(F) et
F′′ = F/F′.
On voit que Fx ≃ F
′′
x et que y 6∈ Ass F
′′. Par ailleurs F′|U = 0 d’ou`, par la suite exacte
des Rp i∗, des isomorphismes :
Rp i∗(F|U) ≃ R
p i∗(F
′′
|U), p ∈ Z.
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Puisque n > 1, on en de´duit que ni x ni y n’appartiennent a` AssF′′. Or, x, y sont les
seuls ide´aux premiers de A qui contiennent x ; il en re´sulte (III 2.1) qu’il existe un96
e´le´ment g ∈ x qui est M-re´gulier, ou` l’on a pose´ F = M˜, M = F(X). D’ou` une suite
exacte :
0 −→ M
g′
−−−→ M −→ N −→ 0,
dans laquelle g′ de´signe l’homothe´tie de rapport g dans M. Par la suite exacte d’ho-
mologie, on voit que :
Rp i∗(N˜|U) est cohe´rent pour p < n− 1,
donc, par l’hypothe`se de re´currence, prof(N˜)x > n− 1, donc prof Fx > n, C.Q.F.D.
3. Applications
On de´duit de ces re´sultats une condition de cohe´rence pour les images directes
supe´rieures d’un faisceau cohe´rent par un morphisme qui n’est pas propre.
Théorème 3.1. — Soit f : X → Y un morphisme de pre´sche´mas. Supposons que Y
est localement noethe´rien et que f est propre. Supposons que X soit locale-
ment immergeable dans un pre´sche´ma re´gulier. Soit n ∈ Z. Soit U un ou-
vert de X et soit F un OU-Module cohe´rent. Supposons que, pour tout x ∈ U
tel que codim({x} ∩ (X−U), {x})=1, on ait prof Fx > n. Alors les OY-Modules
Rp(f ◦ g)∗(F) sont cohe´rents pour p < n, ou` g est l’immersion canonique de U dans X.
En effet, il existe une suite spectrale de Leray dont l’aboutissement est R∗(f◦g)∗(F)
et dont le terme initial est donne´ par :
Ep,q2 = R
pf∗(R
q g∗(F)).
Par ailleurs, il existe un OX-Module cohe´rent G tel que G|U ≃ F, (EGA I 9.4.3). Il
re´sulte alors du paragraphe pre´ce´dent que la condition (iv) de la page 74 est ve´rifie´e,97
i.e. que Rq g∗(G|U) est cohe´rent pour q < n. On applique alors le the´ore`me de finitude
de EGA III 3.2.1 a` f et aux faisceaux Rq g∗(F), et on trouve que E
p,q
2 est cohe´rent
pour q < n, d’ou` la conclusion.
Proposition 3.2. — Soit X un pre´sche´ma localement noethe´rien et localement immer-
geable dans un pre´sche´ma re´gulier. Soit U un ouvert de X et soit i : U → X l’im-
mersion canonique. Soit n ∈ Z. Soit enfin F un OU-Module cohe´rent et de Cohen-
Macaulay (sur U !). Les conditions suivantes sont e´quivalentes :
(a) Rp i∗(F) est cohe´rent pour p < n ;
(b) pour toute composante irre´ductible S′ de l’adhe´rence S du support S de F, on a :
codim(S′ ∩ (X−U), S′) > n.
Soit G un OX-Module cohe´rent tel que G|U ≃ F (EGA I 9.4.3). Appliquant le
corollaire 2.3 a` G, on trouve que la condition (a) e´quivaut a` (c) :
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(c) pour tout x ∈ S, on a prof Fx > n− c(x), avec
c(x) = codim({x} ∩Y, {x}).
(a) ⇒ (b). En effet, soit S′ une composante irre´ductible de S et soit s son point
ge´ne´rique. Puisque F est de Cohen-Macaulay, on a prof Fs = dimOS,s = 0. De plus,
{s} = S′, d’ou` la conclusion.
(b) ⇒ (a). Soit x ∈ S et soit S′ une composante irre´ductible de S telle que x ∈ S′.
Soit s le point ge´ne´rique de S′. Puisque F est de Cohen-Macaulay, on sait que :
prof Fx = dimO{s},x.
Si c(x) = +∞, il n’y a rien a` de´montrer. Sinon, il existe y ∈ Y ∩ {x}, tel que : 98
c(x) = dimO{x},y.
Or OX,y est quotient d’un anneau local re´gulier par hypothe`se, donc :
dimO{s},y = dimO{s},x + dimO{x},y > n.
C.Q.F.D.
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EXPOSE´ IX
GE´OME´TRIE ALGE´BRIQUE ET
GE´OME´TRIE FORMELLE
Le but de cet expose´ est de ge´ne´raliser au cas d’un morphisme qui n’est pas propre 99
les the´ore`mes 3.4.2 et 4.1.5 de EGA III.
1. Le the´ore`me de comparaison
Soit f : X→ X′ un morphisme de pre´sche´mas, se´pare´ et de type fini. Supposons que
X′ soit localement noethe´rien. Soit Y′ une partie ferme´e de X′ et soit Y = f−1(Y′).
Soient X̂ et X̂′ les comple´te´s formels de X et de X′ le long de Y et de Y′. Soit f̂ le
morphisme de´duit de f par passage aux comple´te´s.
(1.1)
X
f

Yoo

X̂
f̂

j
// X
f

X′ Y′oo , X̂′
i // X′.
On de´signe par j (resp. i) l’homomorphisme de X̂ dans X (resp. de X̂′ dans X′).
On sait que i et j sont plats.
Soit I ′ un ide´al de de´finition de Y′ et soit J = f∗(I ′).OX, c’est un ide´al de
de´finition de Y. On a donc :
(1.2) X̂′ = (Y′, lim
←−
k∈N
OX′/I
′k+1), X̂ = (Y, lim
←−
k∈N
OX/J
k+1).
Pour tout k ∈ N, posons :
(1.3) Y′k = (Y
′,OX′/I
′k+1), Yk = (Y,OX/J
k+1).
Soit F un OX-Module cohe´rent. Pour tout k ∈ N, on pose :
(1.4) Fk = F/J
k+1F, F̂ = j∗(F) ≃ lim←−Fk.
Si l’on pose : 100
(1.5) Rif∗(F)
∧ = lim←−
k∈N
(Rif∗(F)⊗OX′ OY′k), i ∈ Z,
80 EXPOSE´ IX. GE´OME´TRIE ALGE´BRIQUE ET GE´OME´TRIE FORMELLE
on a un homomorphisme naturel :
(1.6) ri : i
∗(Rif∗(F)) −→ R
if∗(F)
∧,
qui est un isomorphisme lorsque Rif∗(F) est cohe´rent.
Ainsi qu’il est explique´ dans EGA III 4.1.1, on a un diagramme commutatif :
(1.7)
i∗(Rif∗(F))
ρi
//
ri

Rif̂∗(F̂)
ψi

Rif∗(F)
∧
ϕi
// lim
←−k∈N
Rif∗(Fk).
Dans loc. cit. on trouve un diagramme commutatif, car on sait que Rif∗(F) est
cohe´rent, et l’on identifie la source et le but de (1.6). Dans notre cas, Rif∗(F) ne sera
cohe´rent que pour certaines valeurs de i, pour lesquelles on e´tudiera (1.7).
Conside´rons l’anneau gradue´
(1.8) S =
⊕
k∈N
I ′k,
et le S -Module gradue´ :
(1.9) H i =
⊕
k∈N
Rif∗(J
kF), i ∈ Z,
dont la structure de S -Module est de´finie comme suit.
Le faisceau Rif∗(J kF) est associe´ au pre´faisceau qui, a` tout ouvert affine U′ de X′,101
associe :
(1.10) Hi(f−1(U′),J kF|f−1(U′)).
Soit donc U′ un ouvert affine de X′, posons
U = f−1(U′),
et soit x′ ∈ I ′m(U′). Soit x l’image de x′ dans J m(U). L’homothe´tie de rapport x
dans F|U applique J
kF|U dans J
k+mF|U, d’ou`, par fonctorialite´, un morphisme :
(1.11) µix′,k(U
′) : Hi(U,J kF|U) −→ H
i(U,J k+mF|U),
de´fini pour tout i ∈ Z et tout k ∈ N, qui donne, par passage au faisceau associe´, la
structure de S -Module gradue´ de H i.
Théorème 1.1. — Soit n un entier. Supposons que le S -Module gradue´ H i soit de
type fini pour i = n− 1 et i = n, alors :
(0) rn et rn−1 sont des isomorphismes et R
if̂∗(F̂) est cohe´rent pour i = n− 1 ;
(1) pour i = n−1, ρi, ϕi et ψi sont des isomorphismes topologiques (en particulier
la filtration de´finie sur Rn−1f∗(F) par les noyaux des homomorphismes
(1.12) Rn−1f∗(F) −→ R
n−1f∗(Fk)
est I ′-bonne) ;
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(2) pour i = n, ρi, ϕi et ψi sont des monomorphismes, de plus la filtration sur
Rnf∗(F) est I ′-bonne et ψn est un isomorphisme ;
(3) Le syste`me projectif des Rif∗(Fk) ve´rifie, pour i = n− 2, n− 1, la condition de 102
Mittag-Leffler uniforme, i.e. il existe un entier k > 0 fixe tel que, pour tout p > 0 et
tout p′ > p+ k, on ait :
Im[Rif∗(Fp′) −→ R
if∗(Fp)] = Im[R
if∗(Fp+k) −→ R
if∗(Fp)].
En proce´dant comme dans EGA III 4.1.8, il est facile de se ramener au cas ou` X′
est le spectre d’un anneau noethe´rien A. Dans ce cas, on sait que
(1.13) Rif∗(F) = ˜Hi(X,F) (cf. 1.10).
Soit I l’ide´al de A tel que I˜ = I ′ et soit
(1.14) S =
⊕
k∈N
Ik,
(1.15) Hi =
⊕
k∈N
Hi(X,J kF), i ∈ Z,
ou` Hi est muni de la structure de S-module gradue´ de´finie par 1.11, ou` l’on a pris
U = X′.
La de´monstration est calque´e sur celle de EGA III 4.1.5, donnons un re´sume´.
On travaille sur ϕi et ψi, auxquels correspondent des homomorphismes de modules :
(1.16)
Hi(X̂, F̂)
ψi

Hi(X,F)∧
ϕi
// lim
←−k
Hi(X,Fk).
(a) On suppose seulement que Hi est un S-module gradue´ de type fini. On en de´duit 103
que la filtration de´finie sur Hi(X,F) par les modules :
(1.17) Rik = ker(H
i(X,F) −→ Hi(X,Fk))
est I-bonne. On utilise pour cela la suite exacte de cohomologie :
(1.18) Hi(X,J k+1F) −→ Hi(X,F) −→ Hi(X,Fk),
qui prouve que le S-module gradue´
⊕
k∈N R
i
k est quotient du sous-S-module gradue´⊕
k∈N
Hi(X,J k+1F)
de Hi, donc est de type fini, car S est noethe´rien. D’ou` ce premier point.
Posons :
(1.19) Mi = Hi(X,F), Hik = H
i(X,Fk).
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On a un diagramme commutatif :
(1.20)
Hi(X,F)∧
si //
ϕi ((QQ
QQQ
QQQ
Q
lim
←−k
(Mi/Rik)
ti

lim
←−k
Hik ,
dans lequel si est un isomorphisme ; en effet la filtration de H
i(X,F) est I-bonne. De
plus ti est un monomorphisme ; en effet le foncteur lim←−
est exact a` gauche, et, pour
tout k > 0, le morphisme naturel Mi/Rik → H
i
k est un monomorphisme, par de´finition
de Rik.
Pour e´tudier la surjectivite´ de ti on introduit :
(1.21) Qik = coker(H
i(X,F) −→ Hi(X,Fk)),
d’ou` un syste`me projectif de suites exactes :104
(1.22) 0 −→ Rik −→ M
i −→ Hik −→ Q
i
k −→ 0.
En utilisant la suite exacte de cohomologie :
(1.23) Hi(X,F) −→ Hi(X,Fk) −→ H
i+1(X,J k+1F),
on voit que le S-module gradue´
(1.24) Qi =
⊕
k∈N
Qik
est un sous-S-module gradue´ de Hi+1. De plus, pour tout k > 0, on a :
(1.25) Ik+1Qik = 0
car Qik est l’image de H
i
k.
(b) On suppose seulement que Hi+1 est de type fini et l’on s’inte´resse a` ti (en
oubliant si). Puisque S est noethe´rien, Q
i est de type fini ; comme Ik+1Qik est nul, on
trouve qu’il existe un entier r > 0 et un entier k0 > 0 tels que
(1.26) IrQik = 0 pour k > k0.
Il en re´sulte que le syste`me projectif (Qik)k∈N est essentiellement nul, donc que le
syste`me projectif (Hik)k∈N ve´rifie la condition de Mittag-Leffler uniforme. De la suite
exacte (1.22) on de´duit la suite exacte
(1.27) 0 −→ Mi/Rik −→ H
i
k −→ Q
i
k −→ 0,
d’ou` la suite exacte :
(1.28) 0 −→ lim
←−
k
Mi/Rik
ti−−−→ lim
←−
k
Hik −→ lim←−
k
Qik.
Or le syste`me projectif (Qik)k∈N est essentiellement nul, donc ti est un isomorphisme.105
(c) Prouvons que, si Hi est de type fini, ψi est un isomorphisme. Il suffit d’appliquer
EGA 0III 13.3.1 en prenant pour base d’ouverts de X les ouverts affines. Ceci est licite ;
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en effet, d’apre`s (b), le syste`me projectif (Hi−1k )k∈N ve´rifie la condition de Mittag-
Leffler.
Le the´ore`me re´sulte formellement de (a), (b) et (c). On remarquera qu’en fait la
de´monstration n’utilise, a` chaque pas, la finitude de Hi que pour une seule valeur de i.
Donnons quelques exemples ou` l’hypothe`se du the´ore`me 1.1 est ve´rifie´e.
Corollaire 1.2. — Supposons que I ′ soit engendre´ par une section t′ de OX′ , et no-
tons t la section correspondante de OX. Soit F un OX-module cohe´rent et soit n un
entier.
Supposons que :
(i) t soit F-re´gulier (i.e. l’homothe´tie de rapport t dans F est un monomorphisme).
(ii) Rif∗(F) soit cohe´rent pour i = n− 1 et i = n.
Alors l’hypothe`se du the´ore`me 1.1 est ve´rifie´e.
En effet, on remarque que la multiplication par tk de´finit un isomorphisme F
∼
−→
J kF et on en de´duit que
(1.29) H i ≃ Rif∗(F)⊗OX′ OX′ [T],
ou` T est une inde´termine´e. D’ou` la conclusion.
Corollaire 1.3(1). — Supposons que X′ = Spec(A), ou` A est un anneau noethe´rien 106
se´pare´ et complet pour la topologie I-adique. Supposons que le S-module Hi soit de
type fini pour i = n− 1 et i = n. (cf. 1.14 et 1.15). Alors les hypothe`ses du the´ore`me
1.1 sont ve´rifie´es et on trouve un diagramme commutatif d’isomorphismes :
(1.1)
Hi(X,F)
ρ′i //
ϕ′i &&N
NN
NN
NN
NN
NN
Hi(X̂, F̂)
ψixxppp
pp
pp
pp
pp
lim
←−k
Hi(X,Fk) pour i = n− 1.
(1)N.D.E. : dans la meˆme veine, voir l’article de Chow, (Chow W.-L., « Formal functions on homo-
geneous spaces », Invent. Math. 86 (1986), no 1, p. 115–130). L’auteur prouve le re´sultat suivant.
Soit X une varie´te´ alge´brique sur un corps, homoge`ne sous un groupe alge´brique G et soit Z une
sous-varie´te´ comple`te de X de dimension > 0. On suppose que Z engendre X au sens suivant : e´tant
donne´ p ∈ Z, soit Γp l’ensemble des e´le´ments de G envoyant p dans Z. On dit alors que Z engendre si
le groupe engendre´ par la composante connexe de 1 de Γp est G tout entier. Dans ce cas, toute fonc-
tion rationnelle formelle de X le long de Z est alge´brique ; a` comparer avec les re´sultats d’Hironaka
et Matsumura cite´s note de l’e´diteur (3) page 138. Dans la ligne des techniques introduites par ces
auteurs, signalons le tre`s joli re´sultat d’alge´brisation duˆ a` Gieseker (Gieseker D., « On two theorems
of Griffiths about embeddings with ample normal bundle », Amer. J. Math. 99 (1977), no 6, p. 1137–
1150, the´ore`mes 4.1 et 4.2). Soit X une varie´te´ projective connexe de dimension > 0 localement
d’intersection comple`te (sur un corps alge´briquement clos). On suppose qu’on a deux plongements
de X dans des varie´te´s projectives lisses Y,W. Alors, si les comple´te´s formels de X dans Y et W
sont e´quivalents, il existe un sche´ma U contenant X (comme sous-sche´ma ferme´) qui se plonge dans
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On note simplement que Hi(X,F) est de type fini donc isomorphe a` son comple´te´.
On obtient (1.1) en transcrivant dans la cate´gorie des A-modules le diagramme de
Modules (1.7), et en remplac¸ant la verticale de gauche par Hi(X,F).
Proposition 1.4. — Soit A un anneau noethe´rien. Soit t ∈ A et supposons que A est
se´pare´ et complet pour la topologie (tA)-adique. Posons :
(1.31) X′ = Spec(A), Y′ = V(t), I = (tA).
Soit T une partie ferme´e de X′, posons
(1.32) X = X′ − T, Y = Y′ ∩X = Y′ − (Y′ ∩ T).
Soit F un OX-Module cohe´rent. Soit enfin
(1.33) T′ = {x ∈ X′ | codim({x} ∩ T, {x}) = 1}.
Supposons que :
a) t soit F-re´gulier,
b) profT′(F) > n+ 1,
c) A soit quotient d’un anneau noethe´rien re´gulier.
Alors, dans le diagramme (1.1), les morphismes ρ′i, ϕ
′
i et ψi sont des isomorphismes
pour i < n et des monomorphismes pour i = n. De plus ψn est un isomorphisme.
En vertu de 1.3 et 1.2, il suffit de prouver que Rif∗(F) est cohe´rent pour i 6 n, ce107
qui re´sulte du the´ore`me de finitude 2.1.
En particulier :
Exemple 1.5. — On appliquera 1.4 lorsque A est un anneau local et que t appartient
au radical r(A) de A. On prendra alors T = {r(A)}. Dans ce cas, pour n = 1 on
trouve l’e´nonce´ suivant :
Si A noethe´rien est se´pare´ et complet pour la topologie t-adique et quotient d’un
anneau re´gulier (par exemple si A est complet), si de plus t est F-re´gulier et si
prof Fx > 2 pour tout x ∈ Spec(A) tel que dimA/x = 1, alors l’homomorphisme
naturel
Γ(X,F) −→ Γ(X̂, F̂)
est un isomorphisme.
En effet, conservant les notations de 1.4, on a T = {r(A)} et la formule (1.33) dit
que
T′ = {x ∈ Spec(A) | dimA/x = 1}.
Y et W comme voisinage e´tale de X dans Y et W Autrement dit, formellement e´quivalent entraˆıne
e´tale-e´quivalent. Voir aussi l’article de Faltings (Faltings G., « Formale Geometrie and homogene
Rau¨me », Invent. Math. 64 (1981), p. 123-165).
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2. The´ore`me d’existence
E´nonc¸ons d’abord EGA III 3.4.2 sous une forme un peu plus ge´ne´rale.
Soit f : X → X′ un morphisme adique(∗) de pre´sche´mas formels, avec X′ noethe´rien.
Soit I ′ un ide´al de de´finition de X′ ; puisque f est adique, f∗I ′ = J est(2) un ide´al
de de´finition de X.
Pour tout n ∈ N, posons
(2.1) Xn = (X,OX/J
n+1),
c’est un pre´sche´ma ordinaire qui a meˆme espace topologique sous-jacent que X.
Soit F un OX-Module cohe´rent. Pour tout k ∈ N, les OXk -Modules 108
(2.2) Fk = F/J
k+1F
sont cohe´rents. Pour tout i, on a un homomorphisme
(2.3) ψi : R
if∗(F) −→ lim←−
k
Rif∗(Fk),
de´duit par fonctorialite´ de l’homomorphisme naturel :
(2.4) F −→ Fk.
Posons
(2.5) S = grI ′ OX′ =
⊕
k∈N
I ′
k
/I ′
k+1
,
(2.6) grJ (F) =
⊕
k∈N
J kF/J k+1F,
(2.7) Ki = Rif∗(grJ (F)) =
⊕
k∈N
Rif∗(J
kF/J k+1F ).
Il est clair que Ki est muni d’une structure de S-Module gradue´.
Théorème 2.1. — Supposons que Ki soit un S-Module gradue´ de type fini pour i =
n− 1, i = n, i = n+ 1, alors :
(i) Rnf∗(F) est cohe´rent.
(ii) L’homomorphisme ψn (2.3) est un isomorphisme topologique. La filtration na-
turelle du deuxie`me membre de (2.3) est I ′-bonne.
(iii) Le syste`me projectif des Rnf∗(Fk) ve´rifie la condition de Mittag-Leffler uni-
forme.
La de´monstration est tre`s facile a` partir de EGA 0III13.7.7 (cf. EGA III 3.4.2), a` 109
condition de rectifier le texte page 78 comme indique´ dans (EGA III 2, ErrIII24).
(∗)Cette hypothe`se n’est pas essentielle, cf. XII, p. 118.
(2)N.D.E. : par de´finition meˆme, cf. EGA I 10.12.1.
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Théorème 2.2(3). — Soit A un anneau adique noethe´rien et soit I un ide´al de de´finition
de A. Soit T une partie ferme´e de X′ = Spec(A). Supposons que I soit engendre´ par
un t ∈ A. Reprenons les notations 1.31, 1.32 et 1.33. Soit F un OX̂-Module cohe´rent.
Posons
(2.1) F0 = F/J F,
ou` J = tOX̂ est un ide´al de de´finition de X̂. Supposons que A soit quotient d’un
anneau noethe´rien re´gulier et que :
(1) t soit F-re´gulier,
(2) profT′ F0 > 2.
Alors il existe un OX-Module cohe´rent F tel que F̂ ≃ F.
Il suffit de prouver que f̂∗(F) est un OX̂-Module cohe´rent, ou` f̂ : X̂ → X̂
′ est le
morphisme de pre´sche´mas formels de´duit de l’injection de X dans X′ par comple´tion
par rapport a` t. En effet, A est se´pare´ et complet pour la topologie t-adique, il existera
donc un A-module F′ dont le comple´te´ sera isomorphe a` f̂∗(F). Puisque X est un ouvert
de X′, on pourra prendre F = F˜′|X.
Il reste a` montrer que 2.1 est applicable au morphisme de pre´sche´mas formels f̂ et
a` F. Or, d’apre`s l’hypothe`se (1), pour tout k ∈ N on a un isomorphisme :
J kF/J k+1F −→ F/J F,
d’ou` il re´sulte que l’hypothe`se de 2.1 sera ve´rifie´e si l’on sait que110
Rif∗(F0) est cohe´rent pour i 6 1.
Or ceci re´sulte de (2) et du the´ore`me de finitude 2.1. D’ou` la conclusion.
Il reste a` spe´cialiser cet e´nonce´ en supposant que A est un anneau local.
Corollaire 2.3. — Soit A un anneau local noethe´rien et soit t ∈ r(A), un e´le´ment du
radical de A. Supposons que A est se´pare´ et complet pour la topologie t-adique, et,
de plus, quotient d’un anneau re´gulier (par exemple, supposons que A soit un anneau
local noethe´rien complet). Posons
(2.9) X′ = SpecA, T = {r(A)},
(3)N.D.E. : de nombreux e´nonce´s d’alge´brisation on e´te´ obtenus depuis, sans parler de ceux cite´s plus
bas, cf. les articles de Faltings ou de Mme Raynaud cite´s note de l’e´diteur (22) p. 155 et (7) p. 203
respectivement. On pense notamment aux re´sultats d’Artin (voir notamment Artin M., « Algebrai-
zation of formal moduli. I », in Global Analysis (Papers in Honor of K. Kodaira), Univ. Tokyo Press,
Tokyo, 1969, p. 21-71), mais aussi aux re´sultats re´cents d’alge´bricite´ de feuilles de feuilletages ; voir
notamment Bost J.-B., « Algebraic leaves of algebraic foliations over number fields », Publ. Math.
Inst. Hautes E´tudes Sci. 93 (2001), p. 161-221 et Chambert-Loir A. « The´ore`mes d’alge´bricite´ en
ge´ome´trie diophantienne (d’apre`s J.-B. Bost, Y. Andre´, D. & G. Chudnovsky) », in Se´minaire Bour-
baki, Vol. 2000/2001, Aste´risque , vol. 282, Socie´te´ mathe´matique de France, Paris, 2002, Exp. 886,
p. 175–209 et les re´fe´rences cite´es. En particulier, on trouvera dans ces deux articles des discussions
sur le lien entre les questions d’alge´brisation et la the´orie de l’approximation diophantienne.
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et reprenons les notations (1.31), (1.32) et (1.33). Soit F un OX̂-Module. Supposons
que :
(1) t soit F-re´gulier,
(2) profT′ F0 > 2, avec F0 = F/J F et J = tOX̂.
Alors il existe un OX-Module cohe´rent F tel que F̂ ≃ F.
Remarquons qu’ici T′ est l’ensemble des ide´aux premiers p de A tels que
dimA/p = 1.
EXPOSE´ X
APPLICATION AU GROUPE FONDAMENTAL
Dans tout cet expose´, on de´signera par X un pre´sche´ma localement noethe´rien, 111
par Y une partie ferme´e de X, par U un voisinage ouvert variable de Y dans X et
par X̂ le comple´te´ formel de X le long de Y (EGA I 10.8). Pour tout pre´sche´ma Z, on
de´signera par Et(Z) la cate´gorie des reveˆtements e´tales de Z, et par L(Z) la cate´gorie
des Modules cohe´rents localement libres sur Z.
1. Comparaison de Et(X̂) et de Et(Y)
Soit I un ide´al de de´finition de Y dans X. Posons, pour tout n ∈ N, Yn =
(Y, (OX/I n+1)|Y). Les Yn forment un syste`me inductif de pre´sche´mas usuels, ou
aussi de pre´sche´mas formels, en munissant les faisceaux structuraux de la topologie
discre`te. On sait (EGA I 10.6.2) que X̂ est limite inductive, dans la cate´gorie des
pre´sche´mas formels, du syste`me inductif des Yn. On sait aussi (EGA I 10.13) que se
donner un X̂-pre´sche´ma formel de type fini R, c’est se donner un syste`me inductif
de Yn-pre´sche´mas usuels Rn de type fini, tels que Rn ≃ (Rn+1) ×(Yn+1) (Yn). De
plus, pour que R soit un reveˆtement e´tale de X̂, il est ne´cessaire et suffisant que pour
tout n, Rn soit un reveˆtement e´tale de Yn. Ceci dit, il est facile de voir que les e´le´ments
nilpotents ne comptent pas pour les reveˆtements e´tales (SGA 1 8.3), c’est-a`-dire que
le foncteur changement de base :
Et(Yn+1) −→ Et(Yn)
est une e´quivalence de cate´gories pour tout n ∈ N. Donc :
Proposition 1.1. — Avec les notations introduites plus haut, le foncteur naturel
Et(X̂)→ Et(Y) est une e´quivalence de cate´gories (cf. SGA 1 8.4).
2. Comparaison de Et(Y) et Et(U), pour U variable
Nous allons introduire deux conditions desquelles le the´ore`me de comparaison an- 112
nonce´ re´sultera facilement. Soit X un pre´sche´ma localement noethe´rien et soit Y une
partie ferme´e de X. On dit que le couple (X,Y) ve´rifie la condition de Lefschetz,
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ce qu’on e´crit Lef(X,Y), si, pour tout ouvert U de X contenant Y et tout faisceau
cohe´rent localement libre E sur U, l’homomorphisme naturel
Γ(U,E) −→ Γ(X̂, Ê)
est un isomorphisme.
On dit que le couple (X,Y) ve´rifie la condition de Lefschetz effective, ce qu’on e´crit
Leff(X,Y), si on a Lef(X,Y) et si de plus, pour tout faisceau cohe´rent localement
libre E sur X̂, il existe un voisinage ouvert U de Y et un faisceau cohe´rent localement
libre E sur U et un isomorphisme Ê ≃ E .
Ces conditions sont ve´rifie´es dans deux exemples importants :
Exemple 2.1(1). — Soit A un anneau noethe´rien et soit t ∈ r(A) un e´le´ment A-re´gulier
appartenant au radical r(A) de A. Supposons que A soit quotient d’un anneau local
re´gulier et que A soit complet pour la topologie t-adique (par exemple A complet
pour la topologie r(A)-adique). Posons X′ = Spec(A) et Y′ = V(t), par ailleurs posons
x = r(A) et X = X′ − {x}, Y = Y′ − {x}. Donc X est ouvert dans X′ et Y = X ∩Y′.
Alors :
(i) Si, pour tout ide´al premier p de A tel que dimA/p = 1 (i.e. pour tout point
ferme´ de X) on a prof Ap > 2, alors on a Lef(X,Y) ;
(ii) si de plus, pour tout ide´al premier p de A tel que t ∈ p et dimA/p = 1 (i.e. pour
tout point ferme´ de Y), on a prof Ap > 3, alors on a Leff(X,Y).
Montrons d’abord que pour tout voisinage ouvert U de Y dans X, le comple´mentaire
de U dans X est re´union d’un nombre fini de points ferme´s (dans X). Remarquons
que U ouvert dans X, donc dans X′, donc Z′ = X′ − U est ferme´. Soit I un ide´al de113
de´finition de Z′ ; il suffit de prouver que A/I est de dimension 1. Or Z′ ∩ Y′ = {x}
donc A/(I + (t)) est artinien, d’ou` la conclusion graˆce au « Hauptidealsatz ».
La premie`re hypothe`se e´quivaut a` : « pour tout ide´al premier p de A, p 6= r(A), on a
prof Ap > 3− dimA/p ». En effet A est quotient d’un anneau re´gulier, on peut donc
appliquer VIII 2.3 au pre´sche´ma X′, a` la partie ferme´e {x} et au faisceau cohe´rent
OX′ , en observant que, c(p) = dim(A/p) pour p ∈ U = X′ − {x} (car x est le point
ferme´ de X′).
Soit U un voisinage ouvert de Y dans X et E un OU-module localement libre.
Posons Z = X − U et soit u : U → X l’immersion canonique. On va d’abord prouver
que u∗(E) est un OX-Module cohe´rent, ou, ce qui revient au meˆme, que H
i
Z(E
′) est
(1)N.D.E. : on peut le´ge`rement ame´liorer (i) : voir Mme Raynaud (Raynaud M., « The´ore`mes de
Lefschetz en cohomologie des faisceaux cohe´rents et en cohomologie e´tale. Application au groupe
fondamental », Ann. Sci. E´c. Norm. Sup. (4 ) 7 (1974), p. 29–52, corollaires I.1.4 et I.5) ; la condition
(ii) peut eˆtre ame´liore´e pour se de´barrasser des conditions de profondeur le long de Y (voir le the´ore`me
3.3 de loc. cit. pour un e´nonce´ pre´cis). La preuve de ce dernier point est tre`s technique, l’article
ci-dessus ne donnant d’ailleurs que des indications de preuve, renvoyant a` une version de´taille´e,
ante´rieure, parue au Bulletin de la Socie´te´ mathe´matique de France
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cohe´rent pour i = 0, 1, ou` E′ est un prolongement cohe´rent de E a` X. Pour cela on
applique le the´ore`me VIII 2.1 au pre´sche´ma X, a` la partie ferme´e Z et au faisceau
cohe´rent E′. Il suffit de ve´rifier que pour tout point p ∈ U tel que c(p) = 1, on a
prof E′p > 1, ou` l’on a pose´
c(p) = codim({p} ∩ Z, {p}).
Or si p ∈ U et si c(p) = 1, notant p l’ide´al de A correspondant a` p, on voit que
dimA/p = 2, car le comple´mentaire de U est re´union d’un nombre fini de points
ferme´s et A est quotient d’un anneau re´gulier. De plus, E est localement libre, donc,
pour tout p ∈ SuppE, on a prof Ep = prof OU,p. Enfin, si p ∈ U et si c(p) = 1, on a
prof E′p = prof Ep = prof OU,p = prof Ap > 3− 2 = 1.
Il nous faut maintenant prouver que l’homomorphisme naturel
(1) Γ(U,E) −→ Γ(X̂, Ê)
est un isomorphisme. Posant alors E = u∗(E), on note que E est cohe´rent et de
profondeur > 2 en tous les points ferme´s de X. Il en re´sulte que Ri f∗(E) est cohe´rent
pour i = 0, 1, ou` f : X→ X′ de´signe l’immersion canonique de X dans X′ = Spec(A)
(Exp. VIII). On applique alors (IX 1.5), et l’on conclut que 114
(2) Γ(U,E) −→ Γ(X̂,Ê)
est un isomorphisme, car A est complet pour la topologie t-adique.
On a un diagramme commutatif :
Γ(X,E)
≃ //
≃ %%K
KK
KK
K
Γ(U,E)
yyrr
rr
rr
Γ(X̂, Ê)
d’ou` la conclusion.
Soit maintenant E un faisceau cohe´rent localement libre sur X̂. Si l’on a prouve´
que E est alge´brisable, i.e. est isomorphe au comple´te´ formel d’un OX-Module cohe´-
rent E, il est facile de voir que E est localement libre au voisinage de Y, donc de
prouver Leff(X,Y). Soit X̂′ le spectre formel de A pour la topologie t-adique, qui
s’identifie au comple´te´ formel de X′ le long de Y′. De´signons par f l’immersion cano-
nique de X dans X′, par f ′ l’immersion canonique de Y dans Y′, et par f̂ le morphisme
de´duit par passage aux comple´te´s. Pour que E soit alge´brisable il suffit que f̂∗(E ) soit
un OX̂-Module cohe´rent, car A est complet pour la topologie t-adique. Soit I = tOX̂,
c’est un ide´al de de´finition de X̂.
Pour tout n > 0, posons En = E /I n+1E . En tout point ferme´ y ∈ Y, la profondeur
de E0 est > 2 ; en effet t est un e´le´ment A-re´gulier donc prof OY0,y = prof OX,y−1 > 2.
On en conclut que f̂∗(E ) est cohe´rent (IX 2.3). C.Q.F.D.
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Exemple 2.2 (Permettra de comparer le groupe fondamental d’une varie´te´ projective
et d’une section hyperplane)
Soit K un corps et soit X un K-pre´sche´ma propre. Soit L un OX-Module inversible
ample. Soit t ∈ Γ(X,L ) un e´le´mentOX-re´gulier, ce qui signifie que, pour tout ouvert U115
et tout isomorphisme u : L|U → OU, u(t) est non diviseur de ze´ro dans OU (condition
qui ne de´pend pas de u). Soit Y = V(t) le sous-sche´ma de X d’e´quation t = 0.(2)
Alors :
(i) Si, pour tout point x ferme´ dans X, on a prof OX,x > 2, on a Lef(X,Y) ;
(ii) si de plus, pour tout point ferme´ y ∈ Y, on a prof OX,y > 3, on a Leff(X,Y).
Cet exemple sera traite´ en de´tail dans Exp. XII.
Soit S un pre´sche´ma, on sait (EGA II 6.1.2) que le foncteur qui, a` tout reveˆtement
fini et plat r : R → S, associe la OX-Alge`bre r∗(OR), induit une e´quivalence entre la
cate´gorie des reveˆtements finis et plats de S et la cate´gorie des OX-Alge`bres cohe´rentes
et localement libres. Soit U un voisinage ouvert de Y, et soit r : R→ U un reveˆtement
fini et plat de U. Soit R̂ le reveˆtement fini et plat de X̂ qui s’en de´duit par changement
de base. On a r̂∗(OR̂) ≃ r̂∗(OR).
Supposons alors Lef(X,Y). Ceci entraˆıne que, pour tout U, le foncteur image in-
verse :
L(U) −→ L(X̂)
est pleinement fide`le. En effet, soient E et F deux OU-Modules cohe´rents localement
libres ; Hom(E,F) est aussi cohe´rent et localement libre ; Hom(E,F) est aussi cohe´rent
et localement libre. Par hypothe`se, l’application naturelle
ΓU(Hom(E,F)) −→ ΓX̂(
̂Hom(E,F))
est un isomorphisme, d’ou` la conclusion, car Hom commute au ̂ puisque tout est
localement libre. Or le ̂ commute au produit tensoriel, on en de´duit que le foncteur
qui a` toute OU-Alge`bre cohe´rente et localement libre A associe la OX̂-Alge`bre Â ,
est pleinement fide`le. Mieux, si E est un OU-Module cohe´rent localement libre, il y a116
correspondance biunivoque entre les structures de OX̂-Alge`bre commutative sur Ê.
Proposition 2.3. — Soit X un pre´sche´ma localement noethe´rien et soit Y une partie
ferme´e de X. Soit X̂ le comple´te´ formel de X le long de Y. Pour tout ouvert U de X,
U ⊃ Y, de´signons par LU (resp. PU, resp. EU) le foncteur qui a` tout OU-Module cohe´-
rent localement libre (resp. a` tout reveˆtement fini et plat de U, resp. a` tout reveˆtement
e´tale de U) associe son image inverse par X̂→ X.
(i) Si on a Lef(X,Y), alors pour tout voisinage ouvert U de Y, les foncteurs LU,
PU et EU sont pleinement fide`les.
(2)N.D.E. : la condition (ii) est superflue, voir note page 90.
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(ii) Si on a Leff(X,Y), alors pour tout OX̂-Module cohe´rent localement libre E
(resp. ...), il existe un ouvert U et un OU-Module cohe´rent localement libre E
(resp. ...), tels que LU(E) ≃ E (resp. ...).
(i) A e´te´ vu.
(ii) Re´sulte de (i) et de l’hypothe`se, du moins pour LU et PU. De plus si R est un
reveˆtement e´tale de X̂, il existe un voisinage ouvert U de Y dans X et un reveˆtement
fini et plat R′ de U tel que R̂′ ≃ R. On en de´duit un reveˆtement R′′ de Y qui est e´tale
d’apre`s 1.1, donc R′ est e´tale dans un voisinage U′ de Y. C.Q.F.D.
Corollaire 2.4. — Si on a Lef(X,Y), pour qu’un reveˆtement fini et plat R d’un voisi-
nage ouvert U de Y soit connexe, il faut et il suffit que R×U X̂ le soit. En particulier,
pour que Y soit connexe, il faut et il suffit que le voisinage ouvert U de Y le soit, ou
encore que X le soit.
En effet, pour qu’un espace annele´ en anneaux locaux (X,OX) soit connexe, il faut
et il suffit que Γ(X,OX) ne soit pas compose´ direct de deux anneaux non nuls. Or 117
on a
Γ(U, r∗(OR)) ≃ Γ(X̂, r̂∗(OR̂))
par Lef(X,Y).
Corollaire 2.5. — Si on a Lef(X,Y), alors pour tout U, le foncteur
Et(U) −→ Et(Y)
est pleinement fide`le. Si on a Leff(X,Y), alors pour tout reveˆtement e´tale R de Y, il
existe un voisinage ouvert U de Y et un reveˆtement R′ de U tel que R′ ×U Y ≃ R.
Corollaire 2.6(3). — Si on a Lef(X,Y) et si Y est connexe, tout voisinage ouvert U
de Y est connexe et l’homomorphisme naturel π1(Y)→ π1(U) est surjectif. Si de plus
on a Leff(X,Y), l’homomorphisme naturel
π1(Y) −→ lim←−
U
π1(U)
est un isomorphisme. (N.B. On suppose choisi un « point-base » dans Y, qu’on prend
aussi pour point-base dans X, pour la de´finition des groupes fondamentaux.)
Tout ceci re´sulte trivialement de la prop. 1.1 et de la prop. 2.3.
(3)N.D.E. : joint a` 3.3 et aux crite`res 2.4 et 3.4, on obtient le the´ore`me de Lefschetz relatif suivant.
Soit f : X→ S un morphisme projectif et plat de sche´mas noethe´riens connexes et soit D un diviseur
de Cartier relatif effectif dans X et relativement ample. Si, pour tout s ∈ S, la profondeur de Xs en
chaque point ferme´ est > 2, alors D est connexe et, pour tout ouvert U de X contenant D, la fle`che
iU : π1(D)→ π1(U) est surjective. Si de plus, la profondeur de Xs le long de chaque point ferme´ de
Ds est > 3 et si les anneaux locaux de X en ses points ferme´s sont purs, par exemple d’intersection
comple`te (cf. X 3.4), alors iX est un isomorphisme. Cf. Bost J.-B., « Lefschetz theorem for Arithmetic
Surfaces », Ann. Sci. E´c. Norm. Sup. (4 ) 32 (1999), p. 241-312, the´ore`mes 1.1 et 2.1. Dans le cas ou`
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3. Comparaison de π1(X) et de π1(U)
Définition 3.1. — Soit X un pre´sche´ma et Z une partie ferme´e de X. Posons U = X−Z.
On dit que le couple (X,Z) est pur si, pour tout ouvert V de X, le foncteur
Et(V) −→ Et(V ∩U)
V′ 7−→ V′ ×V (V ∩U)
est une e´quivalence de cate´gories(∗).
Définition 3.2. — Soit A un anneau local noethe´rien. Posons X = SpecA. Soit r(A) le118
radical de A et soit x = r(A) le point ferme´ de X. On dit que A est pur si le couple
(X, {x}) l’est.
Nous laissons au lecteur le soin de ne pas de´montrer la proposition suivante :
Proposition 3.3. — Soit X un pre´sche´ma localement noethe´rien et soit Z une partie
ferme´ de X. Pour que le couple (X,Z) soit pur il est ne´cessaire et suffisant que, pour
tout z ∈ Z, l’anneau OX,z soit pur(∗∗).
Ceci dit le the´ore`me suivant est le re´sultat essentiel de ce nume´ro :
Théorème 3.4 (Théorème de pureté(4)). — (i) Un anneau local noethe´rien re´gulier de
dimension > 2 est pur (the´ore`me de purete´ de Zariski-Nagata).
(ii) Un anneau local noethe´rien de dimension > 3 qui est une intersection comple`te
est pur.
(∗)Pour une notion plus satisfaisante a` certains e´gards, cf. le commentaire XIV 1.6 d).
(∗∗)Comparer le cas non commutatif de XIV 1.8, dont la de´monstration est essentiellement la meˆme
que celle de 3.3.
X est simplement une surface projective lisse et ge´ome´triquement connexe sur un corps, on a toujours
connexite´ de D et surjectivite´ de π1(D)→ π1(U) (ou` U ouvert contenant D) pour D seulement nef de
carre´ > 0 (cf. loc. cit. , the´ore`me 2.3 et aussi le the´ore`me 2.4 pour des surfaces seulement normales et
comple`tes). Dans le cas d’une surface arithme´tique (normale et quasi-projective) X au-dessus d’un
anneau d’entiers OK, Bost, ame´liorant des re´sultats de Ihara (Ihara Y., « Horizontal divisors on
arithmetic surfaces associated with Bely˘ı uniformizations », in The Grothendieck theory of dessins
d’enfants (Luminy, 1993 ), London Math. Soc. Lect. Note Series, vol. 200, Cambridge Univ. Press,
Cambridge, 1994, 245–254 ou loc. cit. , corollaire 7.2), a montre´ que si un point P ∈ X(OK), qui
joue le roˆle du diviseur D dans la situation ge´ome´trique, ve´rifie certaines conditions de positivite´,
alors la fle`che π1(X) → π1(SpecOK) de´duite de la projection e´tait inversible d’inverse la fle`che
π1(SpecOK)→ π1(X) de´duite de P (loc. cit. , the´ore`me 1.2).
(4)N.D.E. : pour l’historique des me´thodes employe´es, voir la lettre du 1er octobre 1961 de Grothen-
dieck a` Serre, Correspondance Grothendieck-Serre, e´dite´e par Pierre Colmez et Jean-Pierre Serre,
Documents Mathe´matiques, vol. 2, Socie´te´ Mathe´matique de France, Paris, 2001.
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Rappelons qu’on dit qu’un anneau local est une intersection comple`te s’il existe un
anneau local noethe´rien re´gulier B et une suite (t1, . . . , tk) B-re´gulie`re d’e´le´ments du
radical r(B) de B tels que
A ≃ B/(t1, . . . , tk).
A` ce propos remarquons qu’il serait moins ambigu de dire que A est une intersection
comple`te absolue, par opposition a` la situation, que nous avons de´ja` rencontre´e, ou` X
est un pre´sche´ma localement noethe´rien (qui n’a pas besoin d’eˆtre re´gulier) et ou` Y
est une partie ferme´e de X, dont on dit qu’elle est « localement ensemblistement une
intersection comple`te dans X ».
Prouvons d’abord quelques lemmes.
Lemme 3.5. — Soit X un pre´sche´ma localement noethe´rien et soit U une partie ouverte 119
de X. Posons Z = X − U. Soit i : U → X l’immersion canonique de U dans X. Les
conditions suivantes sont e´quivalentes :
(i) Pour tout ouvert V de X, si on pose V′ = V ∩ U, le foncteur F 7→ F|V′ de
la cate´gorie des OV-Modules cohe´rents localement libres dans la cate´gorie des OV′-
Modules cohe´rents localement libres est pleinement fide`le ;
(ii) l’homomorphisme naturel OX → i∗(OU) est un isomorphisme ;
(iii) pour tout z ∈ Z, on a prof OX,z > 2.
On a de´ja` vu (III 3.3) l’e´quivalence de (ii) et (iii). Montrons que (ii) entraˆıne (i).
Soient F et G deux OV-Modules cohe´rents localement libres, Hom(F,G) l’est aussi,
donc Hom(F,G) → i∗(Hom(F|V′ ,G|V′)) est un isomorphisme donc Hom(F,G) ≃
Hom(F|V′ ,G|V′). Inversement on prend F = G = OX et on applique (i) a` tout ouvert V
de X.
Voici un « lemme de descente » utile :
Lemme 3.6. — Soit X un pre´sche´ma localement noethe´rien et soit Z une partie fer-
me´e de X. Posons U = X − Z. Supposons que l’homomorphisme OX → i∗(OU) soit
un isomorphisme. Soit f : X1 → X un morphisme fide`lement plat et quasi-compact.
Posons Z1 = f
−1(Z). Si le couple (X1,Z1) est pur, il en est de meˆme de (X,Z).
Remarquons que l’hypothe`se OX ≃ i∗(OU) se conserve par extension plate de la
base, car i est un morphisme quasi-compact et, dans ce cas, l’image directe commute
a` l’image inverse. Or cette hypothe`se entraˆıne que le foncteur
Et(V) −→ Et(U ∩V)
de´fini par
V′ 7−→ V′ ×V (V ∩U)
est pleinement fide`le, comme le montre l’interpre´tation d’un reveˆtement e´tale en
termes d’Alge`bre cohe´rente localement libre. Il reste a` prouver l’effectivite´. On peut 120
par exemple introduire le carre´ X2 et le cube X3 de X1 sur X et on remarque qu’un
morphisme fide`lement plat et quasi compact est un morphisme de descente effective
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universelle pour la cate´gorie fibre´e des reveˆtements e´tales, au-dessus de la cate´gorie
des pre´sche´mas. La conclusion est formelle a` partir de la`(∗).
Remarque 3.7. — On a prouve´ chemin faisant que si OX → i∗(OU) est un isomor-
phisme, X est connexe si et seulement si U l’est, et alors π1(U)→ π1(X) est surjectif.
Corollaire 3.8. — Soit A un anneau local noethe´rien. Supposons que prof A > 2. Alors
si Â est pur, A est pur.
Re´sulte du lemme 3.5 et du lemme 3.6.
Le lemme suivant est le point essentiel de la de´monstration du the´ore`me de purete´ :
Lemme 3.9. — Soit A un anneau local noethe´rien et soit t ∈ r(A) un e´le´ment A-
re´gulier. Supposons que A soit complet pour la topologie t-adique et de plus quotient
d’un anneau local re´gulier (par exemple A complet). Posons B = A/tA.
(i) Si pour tout ide´al premier p de A tel que dimA/p = 1, on a prof Ap > 2, alors
B pur entraˆıne A pur.
(ii) Si pour tout ide´al premier p de A tel que dimA/p = 1, on a prof Ap > 2, si
Ap pur lorsque t /∈ p, et si(5) prof Ap > 3 lorsque t ∈ p, alors A pur entraˆıne B pur.
Soit X′ = Spec(A) et soit Y′ = V(t), que l’on identifie au spectre de B. Soit
x = r(A), et posons X = X′ − {x} et Y = Y′ − {x} = X ∩ Y′. De´signons par X̂′ le
spectre formel de A pour la topologie t-adique, qui s’identifie au comple´te´ formel de
X′ le long de Y′.
Puisque A est complet pour la topologie t-adique, on remarque que Et(X′) →
Et(X̂′) est une e´quivalence de cate´gories. De meˆme Et(X̂′)→ Et(Y′) par la prop. 1.1,121
donc Et(X′)→ Et(Y′) est une e´quivalence de cate´gories.
Montrons (i). Conside´rons les diagrammes
X′ Xoo Et(X′)
a //
c

Et(X)
b

Y′
OO
Yoo
OO
Et(Y′)
d // Et(Y)
On vient de voir que c est une e´quivalence, d l’est aussi d’apre`s l’hypothe`se que B est
pur et enfin b est pleinement fide`le comme on l’a vu dans l’exemple 2.1, cf. 2.3 (i).
Montrons (ii). Cette fois on suppose que A est pur donc a est une e´quivalence ;
de meˆme c. Voyons que b est une e´quivalence. D’apre`s l’exemple 2.1 on sait que
l’on a Leff(X,Y), donc b est de´ja` pleinement fide`le, prouvons qu’il est essentiellement
surjectif. On utilise 2.3 (ii) en notant que, si U est un voisinage ouvert de Y dans X,
(∗)Cf. J. Giraud, Me´thode de la descente, Me´moire no 2 du Bulletin de la Socie´te´ Mathe´matique de
France (1964).
(5)N.D.E. : cette dernie`re condition peut eˆtre ame´liore´e, cf. la note de l’e´diteur (1) de la page 90.
3. COMPARAISON DE π1(X) ET DE π1(U) 97
le comple´mentaire de U dans X est une re´union d’un nombre fini de points ferme´s ; le
couple (X,X−U) est donc pur d’apre`s la prop. 3.3, car en un tel point p, OX,p = Ap
est pur par hypothe`se. D’ou` la conclusion.
De´monstration du the´ore`me de purete´. — Montrons d’abord (i) par re´currence sur la
dimension. Soit A un anneau local noethe´rien de dimension 2. Posons X′ = Spec(A),
x = r(A), X = X′ − {x}. On a prof A = 2. On peut donc appliquer le lemme 3.5
au couple (X′, {x}) et donc Et(X′) → Et(X) est pleinement fide`le. Soit maintenant
r : R→ X un reveˆtement e´tale de´fini par une OX-Alge`bre cohe´rente localement libre
et e´tale A = r∗(OR). De´signons par i : X→ X′ l’immersion canonique de X dans X′.
Je dis que i∗(A ) = B est une OX′ -Alge`bre cohe´rente. En effet, il suffit d’appliquer
le « the´ore`me de finitude » VIII 2.3. Je dis que cette alge`bre est de profondeur > 2
en x. En effet, c’est l’image directe d’un OX-Module, avec X = X′ − {x}. Puisque 122
A est un anneau re´gulier de dimension 2 on a : dpB + prof B = dimA = 2, ou`
dpB de´signe la dimension projective de B. Donc dpB = 0, donc B est projectif,
donc libre. Il en re´sulte que B de´finit un reveˆtement fini et plat de X′ = Spec(A).
L’ensemble des points de X′ ou` ce reveˆtement n’est pas e´tale est une partie ferme´e
de X′ dont l’e´quation est un ide´al principal : l’ide´al discriminant de B/A. Or, par
construction, ce ferme´ est contenu dans x = r(A) donc est vide car dimA = 2.
Soit A un anneau local noethe´rien re´gulier, dimA = n > 3. Supposons (i) de´montre´
pour les anneaux de dimension < n. Pour prouver que A est pur, on peut supposer
A complet par 3.8. Soit t ∈ r(A) dont l’image dans r(A)/r(A)2 soit non nulle. Alors
B = A/tA est un anneau local noethe´rien re´gulier de dimension n− 1 donc est pur,
car n− 1 > 2. On conclut par le lemme 3.9 (i), qui est applicable car A est complet.
Montrons (ii). Soit A un anneau local noethe´rien de dimension > 3. Supposons
qu’il existe un anneau local noethe´rien re´gulier B et une B-suite (t1, . . . , tk) tels que
A ≃ B/(t1, . . . , tk). Pouvons que A est pur, par re´currence sur k. Si k = 0, on le sait
par (i). Supposons k > 1 et le re´sultat acquis pour k′ < k. D’apre`s le corollaire 3.9
on peut supposer que A (donc aussi B) est complet. Posons C = B/(t1, . . . , tk−1),
donc A ≃ C/tkC et tk est C-re´gulier. Par l’hypothe`se de re´currence on sait que C est
pur, il suffit de prouver que le lemme 3.9 (ii) est applicable. Notation : A et B du
lemme deviennent C et A. On a dimC > 4, donc pour tout ide´al premier p de C tel
que dimC/p = 1, on a prof Cp > 3. De plus, Cp est un intersection comple`te avec
k′ 6 k − 1, donc est pur par l’hypothe`se de re´currence. C.Q.F.D.
Théorème 3.10. — Soit X un pre´sche´ma localement noethe´rien et soit Y une partie 123
ferme´e de X. Supposons que l’on ait Leff(X,Y) (cf. Exemples 2.1 et 2.2). Supposons
de plus que, pour tout voisinage ouvert U de Y et tout x ∈ X−U, l’anneau local OX,x
soit re´gulier de dimension > 2 ou bien une intersection comple`te de dimension > 3.
Alors
π0(Y) −→ π0(X)
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est une bijection, et si X est connexe
π1(Y) −→ π1(X)
est un isomorphisme.
Il n’y a plus rien a` de´montrer. On remarque que, dans les deux exemples cite´s 2.1
et 2.2, le comple´mentaire de U est une re´union d’un nombre fini de points ferme´s,
d’ou` il re´sulte que l’hypothe`se sur la dimension de OX,x n’est pas canularesque.
EXPOSE´ XI
APPLICATION AU GROUPE DE PICARD
Cet expose´ est calque´ sur le pre´ce´dent, mais cette fois le re´sultat du no 1 est moins
fort.
Dans tout cet expose´, X de´signera un pre´sche´ma localement noethe´rien, I un 124
ide´al quasi-cohe´rent de OX, (Y = V(I ) est donc une partie ferme´e de X), U un
voisinage ouvert variable de Y dans X, et X̂ le comple´te´ formel de X le long de Y.
Pour tout espace annele´ (Z,OZ), on de´signe par P(Z) la cate´gorie des OZ-Modules
inversibles, autrement dit localement libres de rang 1, et par Pic(Z) le groupe des
classes a` isomorphisme pre`s de Modules inversibles sur Z.
1. Comparaison de Pic(X̂) et de Pic(Y)
Pour tout n ∈ N, posons Xn = (Y,OX/I n+1) et Pn = I n+1/I n+2. La suite de
faisceaux de groupes abe´liens sur Y
(1.1) 0 −→ Pn
u
−−−→ O∗Xn+1
v
−−−→ O∗Xn −→ 1
est exacte. Pre´cisons que la structure de groupe de Pn est la structure additive, que
u(x) = 1 + x pour tout x ∈ Pn, et que v est l’homomorphisme de´duit de l’injection
I n+2 → I n+1. On voit que v est surjectif en remarquant que, pour tout y ∈ Y,
OXn,y est un anneau local, quotient de OXn+1,y par un ide´al nilpotent ; le reste est
tout aussi trivial. On de´duit de (1.1) une suite exacte de cohomologie :
(∗) H1(Y,Pn)
u1
−−−→ H1(Y,O∗Xn+1)
v1
−−−→ H1(Y,O∗Xn)
d
−−−→ H2(Y,Pn).
Par ailleurs, pour tout n ∈ N, on sait identifier Pic(Xn) et H
1(Y,O∗Xn) ; de plus, si E
est un OXn+1-Module inversible, correspondant a` une classe de cohomologie c(E), la 125
classe de cohomologie correspondant a` l’image inverse de E sur Xn est e´gale a` v
1(c(E)).
D’ou` la proposition suivante :
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Proposition 1.1. — Conservons les notations introduites ci-dessus. Soit p ∈ N. L’ap-
plication Pic(X̂)→ Pic(Yn) :
(i) est injective pour n > p, si H1(Y,Pn) = 0 pour n > p ;
(ii) est un isomorphisme pour n > p, si Hi(Y,Pn) = 0 pour n > p et i = 1, 2.
Bien entendu, la suite exacte (∗) contient plus d’information que la proposition
ci-dessus. Le lecteur aura remarque´ que l’on n’a rien dit du foncteur P(X̂) → P(Y).
E´tant donne´s deux OX̂-Modules inversibles E,F, H = Hom(E,F) est aussi inversible.
Si l’on indique par un indice n la re´duction modulo I n+1, on trouve une suite exacte :
0 −→ H0 ⊗ Pn −→ Hom(En+1,Fn+1) −→ Hom(En,Fn) −→ 0.
D’ou` une suite exacte de cohomologie que nous n’e´crirons pas et dont l’interpre´tation
est e´vidente ; on peut utiliser cette remarque pour e´tudier le foncteur P.
2. Comparaison de Pic(X) et de Pic(X̂)
Le lecteur trouvera dans l’expose´ X, no 2, la de´monstration de ce qui suit :
Proposition 2.1. — Supposons que l’on ait Lef(X,Y) ; alors pour tout voisinage ouvert
U de Y dans X, le foncteur
(2.1) P(U) −→ P(X̂)
est pleinement fide`le, l’application
(2.2) Pic(U) −→ Pic(X̂)
est donc injective. Si l’on a Leff(X,Y), l’application (2.3) est un isomorphisme :126
(2.3) lim
−→
U
Pic(U) −→ Pic(X̂).
Corollaire 2.2. — Supposons que l’on ait Lef(X,Y) et que pour tout entier n > p, on
ait H1(Y,Pn) = 0 ; alors pour tout ouvert U ⊃ Y, les applications
Pic(X) −→ Pic(U) −→ Pic(Yn)
sont injectives si n > p. Si l’on a Leff(X,Y) et si de plus, pour tout entier n > p,
on a Hi(Y,Pn) = 0 pour i = 1 et i = 2, alors l’application
lim
−→
U
Pic(U) −→ Pic(Yn)
est un isomorphisme pour n > p.
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3. Comparaison de P(X) et de P(U)
Une de´finition :
Définition 3.1(∗). — Soit X un pre´sche´ma et soit Z une partie ferme´e de X. Posons
U = X − Z. On dit que X est parafactoriel aux points de Z si, pour tout ouvert V
de X, le foncteur P(V) → P(V ∩ U) est une e´quivalence de cate´gories. On dit aussi
que le couple (X,Z) est parafactoriel.
Rappelons que P(Z) de´signe la cate´gorie des Modules localement libres de rang 1
sur Z.
Définition 3.2. — Un anneau local noethe´rien est dit parafactoriel si le couple
(Spec(A), {r(A)}) est parafactoriel.
On de´montre la proposition suivante qui prouve que la notion est « ponctuelle » :
Proposition 3.3. — Supposons X localement noethe´rien. Pour que le couple (X,Z) soit 127
parafactoriel, il faut et il suffit que, pour tout z ∈ Z, l’anneau local OX,z le soit.
Remarquons que dans parafactoriel il y a « pleinement fide`le ». On de´montre comme
dans le lemme 3.5 de l’expose´ X le :
Lemme 3.4. — Si X est un pre´sche´ma localement noethe´rien et si Z = X−U est une
partie ferme´e de X, les conditions suivantes sont e´quivalentes :
(i) pour tout ouvert V de X, le foncteur P(V)→ P(V ∩U) est pleinement fide`le ;
(ii) l’homomorphisme OX → i∗(OU) est un isomorphisme ;
(iii) pour tout z ∈ Z, on a prof(OX,z) > 2.
Donc « parafactoriel » signifie que les conditions de 3.4 sont ve´rifie´es et que, pour
tout ouvert V de X, l’homomorphisme Pic(V) → Pic(V ∩ U), est surjectif. En parti-
culier, si X est le spectre d’un anneau local noethe´rien, on trouve :
Proposition 3.5. — Soit A un anneau local noethe´rien ; pour qu’il soit parafactoriel
il est ne´cessaire et suffisant que prof A > 2 et Pic(X′ − {x}) = 0, ou` l’on a pose´
X′ = Spec(A) et ou` x est l’unique point ferme´ de X′.
On notera qu’un anneau local de dimension 6 1 n’est jamais parafactoriel car sa
profondeur est 6 1. Donc factoriel n’entraˆıne pas parafactoriel ; c’est cependant vrai
pour les anneaux locaux noethe´riens de dimension > 2, comme nous le verrons plus
bas.
(∗)Pour une e´tude plus de´taille´e de la notion de parafactorialite´, et la de´monstration de 3.3,
cf. EGA IV 21.13, 21.14.
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Lemme 3.6. — Soit X un pre´sche´ma localement noethe´rien et soit Z une partie ferme´e
de X. Soit f : X1 → X un morphisme fide`lement plat et quasi-compact. Posons Z1 =
f−1(Z). Si (X1,Z1) est parafactoriel, alors (X,Z) l’est.
On remarque d’abord que, si i : (X − Z) → X de´signe l’immersion canonique de128
U = X − Z dans X, la formation de l’image directe par i d’un OU-Module quasi-
cohe´rent commute au changement de base f , car celui-ci est plat. Il est donc e´quivalent
de supposer les conditions e´quivalentes du lemme 3.5 pour (X,Z) ou pour (X1,Z1),
car f est un morphisme de descente pour la cate´gorie des faisceaux quasi-cohe´rents.
Il reste a` prouver que, pour tout ouvert V de X, Pic(V) → Pic(V ∩ U) est surjectif.
On fait le changement de base V → X, qui ne change rien (sic), et on est ramene´ a`
V = X. On remarque alors que, si L est un OU-Module inversible et si L admet un
plongement localement libre, ce prolongement est isomorphe a` i∗(L), a` cause de ce qui
vient d’eˆtre vu. Reste a` prouver que i∗(L) est inversible. Utilisant a` nouveau le fait
que l’image directe par i commute au changement de base plat, et que « localement
libre de rang 1 » est une proprie´te´ qui se descend par morphisme fide`lement plat et
quasi-compact, on a gagne´.
Corollaire 3.7. — Soit A un anneau local noethe´rien ; si Â est parafactoriel A l’est.
Ne pas croire que, si A est parafactoriel, Â l’est(1).
Avant d’aborder l’e´nonce´ du the´ore`me principal de ce no , faisons le lien avec la
the´orie des diviseurs et la notion d’anneau factoriel(∗).
Soit X un pre´sche´ma noethe´rien et normal. Soit Z1(X) le groupe abe´lien libre
engendre´ par les x ∈ X tels que dimOX,x = 1. L’anneau local d’un tel point est un
anneau de valuation discre`te. On notera vx la valuation norme´e correspondante. Soit
K(X) l’anneau des fractions rationnelles de X et soit
p : K(X)∗ −→ Z1(X)
l’application qui a` tout f ∈ K(X)∗ associe le cycle 1-codimensionnel :
(f) =
∑
x∈X, dimOX,x=1
vx(f) · x.
L’image de p est note´e P(X) et on appelle ses e´le´ments diviseurs principaux (∗∗). On129
pose
Cl(X) = Z1(X)/P(X).
(∗)Pour les ge´ne´ralite´s qui suivent, cf. aussi EGA IV 21.
(∗∗)Conforme´ment a` la terminologie de EGA IV 21, nous pre´fe´rons maintenant re´server le nom de
« diviseurs » aux « diviseurs localement principaux » ou « diviseurs de Cartier ».
(1)N.D.E. : pour une e´tude pre´cise du lien entre la factorialite´ de A et de son comple´te´, voir
(Heitmann R., « Characterization of completions of unique factorization domains », Trans. Amer.
Math. Soc. 337 (1993), no 1, p. 379–387).
3. COMPARAISON DE P(X) ET DE P(U) 103
Soit Z′1(X) le sous-groupe de Z1(X) dont les e´le´ments sont les diviseurs localement
principaux. On sait que
Pic(X) ≃ Z′1(X)/P(X),
et par suite Pic(X) s’identifie a` un sous-groupe de Cl(X).
Remarquons que si U est un ouvert dense de X, K(X)→ K(U) est un isomorphisme,
et que si codim(X − U,X) > 2, i.e. si tout x ∈ X tel que dimOX,x 6 1 appartient
a` U, l’homomorphisme Z1(X) → Z1(U) et par suite Cl(X) → Cl(U) est aussi un
isomorphisme. Enfin, si tout x ∈ U est factoriel, i.e. OX,x l’est, alors Z
1(U) = Z′1(U)
donc Pic(U) ≃ Cl(U).
Proposition 3.7.1. — Soit X un pre´sche´ma noethe´rien et normal. Soit (Ui)i∈I une fa-
mille d’ouverts de X telle que :
a) les Ui forment une base de filtre
(2) ;
b) si on pose Yi = X−Ui, on a codim(Yi,X) > 2 pour tout i,
c) si x ∈ Ui pour tout i ∈ I, alors OX,x est factoriel.
Alors on a un isomorphisme :
lim
−→
i∈I
Pic(Ui)
≈
−−−→ Cl(X).
Remarquons que b) entraˆıne que tout x ∈ X tel que dimOX,x 6 1 appartient a` Ui
pour tout i. Donc les Ui sont denses et de plus l’homomorphisme Z
1(Ui)→ Z1(X) est
un isomorphisme, de meˆme que K(Ui)→ K(X). Donc Pic(U) ⊂ Cl(Ui) ≃ Cl(X). Pour
prouver ce que l’on de´sire, il suffit donc de montrer que tout D ∈ Z1(X) appartient a`
Z′1(Ui) pour un i convenable. Il suffit de le faire pour les « diviseurs » irre´ductibles et
positifs. Soit donc x ∈ X tel que dimOX,x = 1. Il suffit de prouver qu’il existe un i ∈ I 130
tel que {x} soit localement principal en les points de Ui. Soit I le plus grand ide´al
de de´finition du ferme´ {x}. L’ensemble des points au voisinage desquels I est libre
est un ouvert U. Or U ⊃
⋂
i∈I Ui d’apre`s c). Si on pose Y = X−U, on a Y ⊂
⋃
i∈IYi
avec Yi = X − Ui, or Y est ferme´, donc admet un nombre fini de points ge´ne´riques,
donc est contenu dans la re´union d’un nombre fini de Yi, donc dans Yj pour un j ∈ I,
car les Ui forment une base de filtre. Donc U ⊃ Uj . C.Q.F.D.
Corollaire 3.8. — Soit X un pre´sche´ma noethe´rien et normal et soit Y une partie
ferme´e de codimension > 2. Supposons que, pour tout p ∈ X−Y, OX,p soit factoriel,
alors
Pic(X−Y) −→ Cl(X−Y) −→ Cl(X)
sont des isomorphismes.
(2)N.D.E. : i.e. une famille filtrante de´croissante.
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Corollaire 3.9. — Soit A un anneau local noethe´rien et normal. Posons X′ = Spec(A)
et x = r(A). Pour que A soit factoriel il faut et il suffit que Pic(X′ − {x}) = 0 et que
p ∈ X′ − {x} implique que Ap est factoriel.
En effet, pour que A soit factoriel il est ne´cessaire et suffisant que Cl(X′) = 0 (3).
Corollaire 3.10. — Soit A un anneau local noethe´rien de dimension > 2. Posons
X′ = Spec(A) et soit x = r(A). Posons X = X′ − {x}. Les conditions suivantes
sont e´quivalentes :
(i) A est factoriel ;
(ii) a) pour tout y ∈ X, OX,p est factoriel, et
b) A est parafactoriel, i.e. prof A > 2 et Pic(X) = 0.
Avant de de´montrer ce corollaire, e´nonc¸ons le131
Critère de normalité de Serre 3.11(∗). — Soit A un anneau local noethe´rien. Pour que
A soit normal, il et ne´cessaire et suffisant que
(i) pour tout ide´al premier p de A tel que dimAp 6 1, Ap soit normal,
(ii) pour tout ide´al premier p de A tel que dimAp > 2, on ait prof Ap > 2.
Prouvons 3.10.
(i) ⇒ (ii). Sachant qu’un localise´ de factoriel l’est aussi, on a (ii) a). De plus A est
normal donc prof A > 2 car dimA > 2 (3.11 (ii)). Enfin A est parafactoriel ; en effet
Pic(X) ≃ Cl(X′) = 0 (cf. 3.9).
(ii) ⇒ (i). Prouvons d’abord que A est normal en appliquant le crite`re de Serre.
Puisque dimA > 2, la condition (i) du crite`re est dans les hypothe`ses. De plus, pour
tout p ∈ X, Ap est factoriel, donc normal, donc de profondeur > 2, du moins si
dimAp > 2. Enfin prof A > 2 d’apre`s (ii) b). Il reste a` appliquer 3.9.
Re´sumons ce qui pre´ce`de :
Proposition 3.12. — Soit X un pre´sche´ma localement noethe´rien et soit I un ide´al
quasi-cohe´rent de X. Soit Y = V(I ). Soit p ∈ N. Supposons que :
1) On ait Leff(X,Y) (Expose´ X) ;
2) Hi(X,I n+1/I n+2) = 0 si i = 1 ou 2 et si n > p ;
3) pour tout voisinage ouvert U de Y dans X et tout x ∈ X−U, l’anneau OX,x soit
parafactoriel.
(∗)Cf. EGA IV 5.8.6.
(3)N.D.E. : voir Bourbaki, Alge`bre commutative VII.1.4, cor. du th. 2 et VII.3.2, th. 1
3. COMPARAISON DE P(X) ET DE P(U) 105
Alors, pour tout n > p, et tout voisinage ouvert U de Y, les homomorphismes
Pic(X) //
$$I
II
II
II
II
Pic(Xn)
Pic(U)
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sont des isomorphismes.
On connaˆıt des anneaux parafactoriels : 132
Théorème 3.13
(i) (Auslander-Buchsbaum)(4) Un anneau local noethe´rien re´gulier est factoriel
(donc parafactoriel si sa dimension est > 2).
(ii) Un anneau local noethe´rien de dimension > 4 et qui est une intersection com-
ple`te est parafactoriel.
Corollaire 3.14 (Conjecture de Samuel(5)). — Un anneau local noethe´rien A qui est
une intersection comple`te et qui est factoriel en codimension > 3 (i.e. dimAp 6 3
entraˆıne que Ap est factoriel) est factoriel.
Prouvons le corollaire
On raisonne par re´currence sur la dimension de A.
Si dimA 6 3, A est factoriel par hypothe`se.
Si dimA > 3, par l’hypothe`se de re´currence, en remarquant qu’un localise´ d’une
intersection comple`te l’est aussi, tous les localise´s de A autres que A sont factoriels.
Par le the´ore`me 3.13 (ii), A est parafactoriel, donc factoriel par 3.10.
De´montrons 3.13 (i) (suivant Kaplansky)(∗).
Soit A un anneau local noethe´rien re´gulier, posons dimA = n. Si n = 0 ou 1, le
re´sultat est connu. Supposons n > 2, raisonnons par re´currence sur n et supposons
n > 2 et le the´ore`me de´montre´ pour les anneaux de dimension < n. Posons X′ =
(∗)C’est la de´monstration reproduite dans EGA IV 21.11.1.
(4)N.D.E. : a` comparer avec le re´sultat de purete´ suivant, duˆ a` Gabber. Soit X le spectre d’un anneau
A local re´gulier de dimension 3, a de diffe´rentielle non nulle, i.e. a ∈ m−m2 et U le comple´mentaire
de V(a). Alors, un fibre´ vectoriel sur U est libre (pour une de´monstration simple, voir (Swan R.G.,
« A simple proof of Gabber’s theorem on projective modules over a localized local ring » Proc. Amer.
Math. Soc. 103 (1988), no 4, p. 1025-1030). Le cas du rang 1 est un cas particulier du the´ore`me 3.13.
Pour des re´sultats de purete´ concernant des fibre´s vectoriels de rang arbitraire, que ce soit dans le
cadre analytique ou alge´brique, voir (Gabber O., « On purity theorems for vector bundles », Internat.
Math. Res. Notices (2002), no 15, p. 783–788).
(5)N.D.E. : pour une preuve dans la meˆme veine, mais plus e´le´mentaire, voir Call F. & Lyubeznik G.,
« A simple proof of Grothendieck’s theorem on the parafactoriality of local rings », in Commutative
algebra : syzygies, multiplicities, and birational algebra (South Hadley, MA, 1992 ), Contemp. Math.,
vol. 159, American Mathematical Society, Providence, RI, 1994, p. 15–18.
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Spec(A) et X = X′ −{x}, ou` x = r(A). Les localise´s de A autres que A sont re´guliers
et de dimension < n, donc factoriels. De plus prof A = dimA > 2. Il suffit donc de
prouver que Pic(X) = 0 (cor. 3.10). Soit donc L un OX-Module inversible, on sait
qu’on peut le prolonger en un OX′ -Module cohe´rent L′. Il existe une re´solution de L′
par des OX-Modules libres :
0←− L′ ←− L′1 ←− · · · ←− L
′
n ←− 0,
car la dimension cohomologique de A est finie. Par restriction a` X′ on obtient une133
re´solution libre finie. Il suffit donc de prouver le lemme suivant :
Lemme 3.15. — Soit (X,OX) un espace annele´ et soit L un OX-Module localement libre
qui admet une re´solution finie par des modules libres de type fini. Alors det(L) ≃ OX.
Rappelons que l’on de´finit det(L) comme la puissance exte´rieure maximum de L.
Dans le cas envisage´, det(L) ≃ L car L est inversible, donc le lemme permet de
conclure. De´montrons ce lemme. Soit
0←− L0 ←− L1 ←− L2 ←− · · · ←− Ln ←− 0,
la suite exacte annonce´e, ou` L0 = L. Puisque tout est localement libre, on a :⊗
06i6n
(det(Li))
(−1)i ≃ OX
or tous les Li, i > 0, sont libres, donc aussi leurs de´terminants, donc aussi celui de
L0 = L. C.Q.F.D.
Il nous faut encore de´montrer le (ii) du the´ore`me. Auparavant, prouvons un lemme
qui permettra de proce´der par re´currence :
Lemme 3.16. — Soit A un anneau local noethe´rien quotient d’un re´gulier. Soit t ∈
r(A) un e´le´ment A-re´gulier. Supposons que A soit complet pour la topologie t-adique.
Posons X′ = Spec(A), Y′ = V(t) ≃ Spec(B), B = A/tA, X = X′−{x}, Y = Y′−{x},
x = r(A). Supposons que :
a) pour tout y ∈ X ferme´ dans X on ait prof OX,y > 2,
b) prof A/tA > 3,
alors l’application Pic(X)→ Pic(Y) est injective. En particulier, si B est parafactoriel,134
A l’est aussi.
On sait que a) entraˆıne Lef(X,Y) graˆce a` X 2.1. Si on prouve que H1(Y,Pn) = 0
pour tout n > 0, on saura graˆce a` (2.2) que Pic(X)→ Pic(Y) est injectif. Si, de plus,
B est parafactoriel, on saura que Pic(Y) = 0 (3.5) donc Pic(X) = 0, or prof(A) =
3 + 1 > 2 car t est A-re´gulier, donc A sera parafactoriel par 3.5.
Soit I = (˜tA) le OX′ -Module associe´ a` l’ide´al tA. Au no 1, on a pose´ Pn =
(I n+1/I n+2)|Y, pour tout n > 0. Or t est A-re´gulier donc Pn ≃ OY. Il nous reste
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donc a` prouver que H1(Y,OY) = 0. Or Y = Y′ − {x} est un ouvert de Y′, on a donc
une suite exacte (I (27)) :
H1(Y′,OY′) −→ H
1(Y,OY) −→ H
2
x(Y
′,OY′),
dont le terme de droite est nul en vertu de l’hypothe`se b), et celui de gauche parce
que Y′ est affine. C.Q.F.D.
Lemme 3.17. — Conservant les hypothe`ses de 3.16, supposons de plus que :
c) pour tout y ferme´ dans Y, on prof OX,y > 3,
d) prof A/tA > 4 (plus fort que b),
e) pour tout y ferme´ de X, y ∈ Y, l’anneau OX,y est parafactoriel.
Alors l’application Pic(X) → Pic(Y) est un isomorphisme, en particulier pour que A
soit parafactoriel, il faut et il suffit que B le soit.
On sait (X 2.1) que a) et c) entraˆınent Leff(X,Y). De plus, par le raisonnement
qui vient d’eˆtre fait, d) entraˆıne que H1(Y,Pn) = 0 pour tout n > 0 et i = 1 ou i = 2.
De plus, pour tout voisinage ouvert U de Y dans X, le comple´mentaire de U dans X
est forme´ d’un nombre fini de points ferme´s. Graˆce a` e) et au the´ore`me 3.12, on en
de´duit que Pic(X)→ Pic(Y) est un isomorphisme. D’autre part prof A > prof B > 2 ;
par le crite`re 3.5 on en de´duit que A est parafactoriel si et seulement si B l’est. 135
De´montrons maintenant 3.13 (ii). Soit R un anneau local noethe´rien re´gulier. Soit
(t1, . . . , tk) une R-suite. Posons B = R/(t1, . . . , tk) et supposons que dimB > 4. Il
faut prouver que B est parafactoriel. Raisonnons par re´currence sur k. Si k = 0,
B est re´gulier, donc factoriel par 3.13 (i), donc parafactoriel par 3.10. Supposons
k > 1 et le the´ore`me de´montre´ pour k′ < k. Posons A = R/(t1, . . . , tk−1) donc
B = A/tkA. On peut supposer B complet d’apre`s 3.7. Par l’hypothe`se de re´currence,
A est parafactoriel. Prouvons que l’on peut appliquer le lemme 3.17. On a suppose´ B
complet donc aussi A, et donc A est complet pour la topologie t-adique. Si x ∈ X, et
si x est ferme´ dans X, Ax est une intersection comple`te de dimension > 4, avec k
′ < k.
D’apre`s l’hypothe`se de re´currence Ax est parafactoriel, et par ailleurs de profondeur
> 4. Ce qui donne a), c) et e). De plus, dimA > 5, d’ou` d). C.Q.F.D.
Théorème 3.18. — Soit X un pre´sche´ma localement noethe´rien et soit I un faisceau
cohe´rent d’ide´aux de X. Posons Y = V(I ). Soit n un entier. Supposons que :
(i) on ait Leff(X,Y) (cf. exemples X 2.1 et X 2.2),
(ii) pour tout p > n, on ait Hi(Y,I p+1/I p+2) = 0 pour i = 1 et i = 2,
(iii) pour tout ouvert U ⊃ Y et tout x ∈ X − U, l’anneau OX,x soit re´gulier de
dimension > 2 ou une intersection comple`te de dimension > 4.
Alors, pour tout ouvert U ⊃ Y et tout entier p > n, les homomorphismes
Pic(X) −→ Pic(U) −→ Pic(Yp)
sont des isomorphismes, ou` Yp de´signe le pre´sche´ma (Y,OX/I p+1).
Il suffit de conjuguer 3.12 et 3.13.
EXPOSE´ XII
APPLICATIONS
AUX SCHE´MAS ALGE´BRIQUES PROJECTIFS
1. The´ore`me de dualite´ projective et the´ore`me de finitude(∗)
Le the´ore`me suivant, essentiellement contenu dans FAC(∗∗) (a` cela pre`s que dans 136
le temps, Serre ne disposait pas du langage des Ext de faisceaux de modules(1)), est
l’analogue global du the´ore`me de dualite´ locale (Expose´ IV), qui a e´te´ calque´ sur lui.
Théorème 1.1. — Soit k un corps, X = Prk l’espace projectif de dimension r sur k,
F un module cohe´rent variable sur X ; alors on a un isomorphisme de ∂-foncteurs
en F :
(1) Hi(X,F)′
∼
←− Extr−i(X; F,ΩrX/k),
ou` on pose
(2) ΩrX/k = OPrk(−r − 1).
Remarque. — Bien entendu, ce Module est aussi le Module des diffe´rentielles rela-
tives de degre´ r de X sur k. Sous cette forme, le the´ore`me reste vrai si X est un
sche´ma propre et lisse sur k (pour le cas projectif, voir A. Grothendieck, « The´o-
re`mes de dualite´ pour les faisceaux alge´briques cohe´rents », Se´minaire Bourbaki Mai
1957)(∗∗∗). Lorsque F est localement libre, on retrouve le the´ore`me de dualite´ de Serre
Hi(X,F)′
∼
−→ Hr−i(HomOX(F,Ω
r
X/k)). Le the´ore`me 1.1 (qui redonne d’ailleurs le cas
d’un X projectif sur k, comme dans loc. cit. ) suffira pour notre propos.
(∗)Le pre´sent expose´, re´dige´ en Janvier 1963, est nettement plus de´taille´ que n’e´tait l’expose´ oral, en
Juin 1962.
(∗∗)J.-P. Serre, « Faisceaux alge´briques cohe´rents », Ann. of Math. 61 (1955), p. 197-278.
(∗∗∗)Pour un the´ore`me de dualite´ plus ge´ne´ral, cf. le Se´minaire Hartshorne cite´ a` la fin de Exp. IV.
(1)N.D.E. : le lecteur friand d’Histoire des Mathe´matiques consultera avec inte´reˆt la lettre que Gro-
thendieck e´crivit a` Serre le 15 de´cembre 1955 et la re´ponse de celui-ci du 22 de´cembre de la meˆme
anne´e ; voir Correspondance Grothendieck-Serre, e´dite´e par Pierre Colmez et Jean-Pierre Serre, Do-
cuments Mathe´matiques, vol. 2, Socie´te´ Mathe´matique de France, Paris, 2001.
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L’homomorphisme (1) se de´duit de l’accouplement de Yoneda137
(3) Hi(X,F)× Extr−i(X; F,ΩrX/k) −→ H
r(X,ΩrX/k),
et d’un isomorphisme bien connu (cf. FAC, ou EGA III 2.1.12) :
(4) Hr(X,ΩrX/k) = H
r(Prk,OPrk(−r − 1))
∼
−→ k.
Pour montrer que (1) est un isomorphisme, on proce`de comme dans le cas du the´ore`me
de dualite´ locale, en notant que Hr(X,F) comme foncteur en F est exact a` droite
(puisque Hn(X,F) = 0 pour n > r), et que tout Module cohe´rent est isomorphe a`
un quotient d’une somme directe de Modules de la forme O(−m), avec m grand.
Cela nous rame`ne par re´currence descendante sur i a` faire la ve´rification pour un
faisceau de la forme O(−m), ou` cela est contenu dans les calculs explicites bien connus
(FAC, ou EGA III 2.1.12). On peut d’ailleurs supposer −m 6 −r − 1, auquel cas
Hi(X,O(−m)) = 0 pour i 6= r.
Corollaire 1.2. — Pour F cohe´rent donne´, et m assez grand, on a un isomorphisme
canonique
(5) Hi(X,F(−m))′
∼
−→ H0(X,Extr−iOX (F,Ω
r
X/k)(m))
(ou` le ′ de´signe le vectoriel dual).
En effet, sur l’espace projectif X, on a pour tout couple de faisceaux cohe´rents F,G
et pour n assez grand un isomorphisme canonique :
(6) Extn(X; F(−m),G) ≃ Extn(X; F,G(m))
∼
−→ H0(X,ExtnOX(F,G)(m)),
(l’isomorphisme des deux premiers membres e´tant trivialement vrai pour tout m),
comme il re´sulte de la suite spectrale des Ext globaux
Hp(X,ExtqOX(F,G(m))) =⇒ Ext
•
(X; F,G(m)),
qui de´ge´ne`re pour m assez grand graˆce au fait que138
ExtqOX(F,G(m)) ≃ Ext
q
OX
(F,G)(m),
et que les ExtqOX(F,G) sont des faisceaux cohe´rents. Donc (5) re´sulte de (6) et (1).
Corollaire 1.3. — Pour i,F donne´s, les conditions suivantes sont e´quivalentes :
(i) Hi(X,F(−m)) = 0 pour m grand.
(i bis) Hi(X,F(·)) =
⊕
m∈ZH
i(X,F(−m)) est un S-module de type fini, ou` S =
k[to, . . . , tr].
(ii) Extr−iOX (F,Ω
r
X/k) = 0.
(ii bis) Extr−iOX (F,OX) = 0.
(iii) Hix(Fx) = 0 pour tout point ferme´ x de X.
(iv) Hi+1x (F˜x) = 0 pour tout point ferme´ x du coˆne projetant e´pointe´ X˜ = Spec(S)−
Spec(k) de X, ou` F˜ de´signe l’image inverse de F par le morphisme canonique X˜→ X.
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De´monstration. — (i) ⇔ (i bis) puisque le sous-module de Hi(X,F(·)) somme des
composantes homoge`nes de degre´ > ν est de type fini sur S (en fait, pour i 6= 0, il est
meˆme de type fini sur k), (cf. FAC ou EGA III 2.2.1 et 2.3.2).
(i) ⇔ (ii) en vertu de corollaire 1.2.
(ii) ⇔ (ii bis) car ΩrX/k est localement isomorphe a` OX.
(ii bis)⇔ (iii) en vertu du the´ore`me de dualite´ locale pour OX,x (qui est un anneau 139
local re´gulier de dimension r), d’apre`s lequel le « dual » de Extr−iOX (F,OX)x s’identifie
a` Hix(Fx) (V 2.1).
(ii bis) e´quivaut a` la relation analogue
Extr−iOX˜
(F˜,OX˜) = 0
(graˆce au fait que X˜ → X est fide`lement plat, par suite l’image inverse de
Extr−iOX (F,OX) est isomorphe a` Ext
r−i
OX˜
(F˜,OX˜)) et cette dernie`re relation e´quivaut a`
(iv) par le the´ore`me de dualite´ locale pour l’anneau local OX,x, qui est re´gulier de
dimension r + 1.
En particulier, appliquant ceci a` tous les i 6 n, on trouve :
Corollaire 1.4. — Conditions e´quivalentes pour n,F donne´s :
(i) Hi(X,F(−m)) = 0 pour i 6 n et m grand.
(i bis) Hi(X,F(·)) est un S-module de type fini pour i 6 n.
(ii) prof(Fx) > n pour tout point ferme´ x de X.
(iii) prof(F˜x) > n+ 1 pour tout point ferme´ x de X˜.
L’inte´reˆt des corollaires 1.3 et 1.4 est d’exprimer une condition globale (i) ou (i bis)
en termes de conditions locales, a` savoir l’annulation d’invariants locaux comme
Hix(X,Fx) ou H
i
x(X, F˜x), ou une ine´galite´ sur la profondeur. Sous cette forme, ces
re´sultats restent trivialement valables pour un sche´ma projectif quelconque X, et un
faisceau inversible tre`s ample OX(1) sur X, comme on voit en induisant ce dernier a`
l’aide d’une immersion projective X→ Prk convenable. (Bien entendu, les conditions
1.3 (ii) et 1.3 (ii bis) ne sont plus e´quivalentes aux autres dans ce cas ge´ne´ral, sauf
si on suppose que X est re´gulier par exemple). On peut d’ailleurs ge´ne´raliser au cas
d’un morphisme projectif X→ S de la fac¸on suivante :
Proposition 1.5. — Soient f : X → S un morphisme projectif, avec S noethe´rien, 140
OX(1) un Module inversible sur X tre`s ample relativement a` S, F un Module cohe´rent
sur X, plat par rapport a` S, s un e´le´ment de S, Xs la fibre de X en s (conside´re´
comme sche´ma projectif sur k(s)), Fs le faisceau induit sur Xs par F, enfin i un
entier. Supposons que pour tout point ferme´ x de Xs, on ait H
i
x(Fs,x) = 0 (par exemple
prof(Fs,x) > i). Alors il existe un voisinage ouvert U de s, tel que la meˆme condition
soit ve´rifie´e pour les s′ ∈ U. De plus, pour un tel U, on a
Ri f∗(F(−m)) = 0 pour m grand,
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et si S est une alge`bre gradue´e quasi-cohe´rente sur S, engendre´e par S 1, et qui
de´finit X avec OX(1) comme X = Proj(S ), OX(1) = Proj(S (1)), alors le S-module
Ri f∗(F(·)) =
⊕
m∈Z
Ri f∗(F(m))
est de type fini sur U.
Plongeons X dans un X′ = PrS de fac¸on que OX(1) soit induit par OX′(1) (c’est
possible a` condition de remplacer S par un voisinage affine de s). Posons(∗) pour tout
entier j, et tout t ∈ S :
(7) Ej(t) = ExtjOX′
t
(Ft′ ,OX′t(−r − 1))
Donc Ej(t) est un Module cohe´rent sur Xt, je dis que pour t variable, la famille de ces
Modules est « constructible » au sens suivant : il existe pour tout t ∈ S un ouvert non
vide V de l’adhe´rence t, qu’on munit de la structure re´duite induite, et un Module
cohe´rent Ej(V) sur XV = X ×S V, plat relativement a` V, tel que pour tout t′ ∈ V,
Ej(t) soit isomorphe au Module induit par Ej(V) sur Xt. Pour ve´rifier cette assertion,
posant Z = t muni de la structure induite, on conside`re les Modules cohe´rents141
Ej(Z) = ExtjOX′
Z
(FZ,OX′Z(−r − 1))
(ou` l’indice Z signifie encore qu’on s’induit au-dessus de Z), et on prend pour V un
ouvert non vide de Z tel que les Modules Ej(Z) soient plats au-dessus de V : c’est
possible, car on ve´rifie tout de suite que Ej(Z) = 0 pour j non compris dans l’intervalle
[0, r], et on peut appliquer SGA 1 IV 6.11. On prend alors pour Ej(V) = Ej(Z)|XV ,
et on ve´rifie facilement qu’il re´pond a` la question.
De la remarque pre´ce´dente re´sulte qu’il existe une partition finie de S forme´e par
des ensembleVα de la forme V = V(t) comme dessus, (re´currence noethe´rienne), et
appliquant le the´ore`me de Serre EGA III 2.2.1 aux Ej(Vi), on voit qu’il existe un
entier m0 tel que
Ri fVα∗(E
j(Vα)) = 0 pour i 6= 0,m > m0, pour j,
d’ou` il re´sulte, utilisant la platitude de Ej(Vα) par rapport a` Vα et des relations a` la
Ku¨nneth faciles (cf. EGA III par. 7), que
Hi(Xt,E
j(t)(m)) = 0 pour i 6= 0,m > m0, pour j,
pour tout t ∈ Vα, donc pour tout t puisque les Vα recouvrent S. De ceci et de la suite
spectrale des Ext globaux re´sulte, graˆce a` 1.1, comme dans la de´monstration de 1.2,
un isomorphisme
(8) Hi(Xt,Ft(−m))
′ ∼←− H0(Xt,E
r−i(t)(m)) pour m > m0,
tout entier i, et tout t ∈ S.
(∗)La premie`re partie de 1.5 peut s’obtenir aussitoˆt en appliquant l’e´nonce´ purement local EGA IV
12.3.4 aux Ej pre´ce´dents, ce qui court-circuite la plus grande partie de la de´monstration qui suit.
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Utilisons maintenant l’hypothe`se faite sur Fs, qui s’e´crit
(9) Er−i(s) = 0,
et graˆce a` (8) e´quivaut a`
(10) Hi(Xs,Fs(−m)) = 0 pour m > m0.
Comme F donc F(−m) est plat par rapport a` S, il s’ensuit par les relations a` la Ku¨n-
neth de´ja` invoque´es, que (pour m donne´) la meˆme relation (10) vaut en remplac¸ant 142
s par un t voisin de s, en particulier pour toute ge´ne´risation t de s. En vertu de (8),
on aura donc, pour une telle ge´ne´risation
(11) Er−i(t) = 0,
or l’ensemble des t ∈ s pour lesquels cette relation est vraie est e´videmment un
ensemble constructible (car il induit sur chaque Vα un ouvert) ; comme il contient les
ge´ne´risations de s, il contient un voisinage ouvert U de s. Cela prouve la premie`re
assertion de 1.5. De plus, pour t ∈ U, on conclut de (11) et (8) que
(12) Hi(Xt,Ft(−m) = 0 pour m > m0, t ∈ U,
ce qui en vertu des relations a` la Ku¨nneth, implique (en fait, est bien plus fort que)
(13) Ri f∗(F(−m)) = 0 sur U, pour m > m0.
Cela prouve la deuxie`me assertion de 1.5. Enfin la dernie`re en re´sulte aussitoˆt, en
proce´dant comme au de´but de la de´monstration de 1.3.
Remarque 1.6(∗). — La de´monstration se simplifie notablement (en e´liminant toute
conside´ration de constructibilite´) lorsqu’on suppose de´ja` que l’hypothe`se faite pour
s ∈ S est ve´rifie´e en tous les s′ ∈ S. En fait, lorsqu’on fait l’hypothe`se que Fs est de
profondeur > i aux points ferme´s de X, on dispose d’un e´nonce´ ge´ne´ral, de nature
locale sur X, qui dit que la meˆme condition est ve´rifie´e pour tous les Xt, a` condition
de remplacer X par un voisinage ouvert convenable de la fibre Xs (en d’autres termes,
une certaine partie de X, de´finie par des conditions sur les Modules induits par F sur
les fibres, est ouverte, cf. EGA IV). Comme f est ici propre, on pourra donc prendre
ce voisinage de la forme f−1(U), ce qui redonne la premie`re assertion de 1.5 sans
pe´nible de´vissage. Dans ce cas ge´ne´ral, on peut encore prouver par la me´thode de
loc. cit. que la premie`re assertion de 1.5 (de´montre´e ici par voie globale, en utilisant
que X est projectif sur S) re´sulte encore d’un e´nonce´ purement local sur X (que le
lecteur explicitera s’il le juge utile).
(∗)Cette remarque se pre´cise par la note de bas de page 112.
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2. The´orie de Lefschetz pour un morphisme projectif : the´ore`me de com-
paraison de Grauert
C’est le the´ore`me suivant :143
Théorème 2.1. — Soient f : X→ S un morphisme projectif, avec S noethe´rien, OX(1)
un Module inversible sur X, ample relativement a` S, Y le pre´sche´ma des ze´ros d’une
section t de OX(1), J l’ide´al de´finissant Y, Xn le sous-pre´sche´ma de X de´fini par
Jn+1, X̂ le comple´te´ formel de X le long de Y, f̂ : X̂ → S le morphisme compose´
X̂→ X→ S, F un Module cohe´rent sur X, plat relativement a` S. On suppose de plus
que pour tout s ∈ S, le Module Fs induit sur la fibre Xs est de profondeur > n en les
points de ladite fibre, et que t est F-re´gulier. Sous ces conditions :
(i) L’homomorphisme canonique
Ri f∗(F) −→ R
i f̂∗(F̂)
est un isomorphisme pour i < n, un monomorphisme pour i = n.
(ii) L’homomorphisme canonique
Ri f̂∗(F̂) −→ lim←−
m
Ri f∗(Fm)
est un isomorphisme pour i 6 n.
De´monstration. — On se rame`ne aussitoˆt au cas ou` S est affine, et a` prouver alors le
Corollaire 2.2. — Sous les conditions de 2.1 supposons de plus S affine. alors :
(i) L’homomorphisme canonique
Hi(X,F) −→ Hi(X̂, F̂)
est un isomorphisme pour i < n, un monomorphisme pour i = n.144
(ii) L’homomorphisme canonique
Hi(X̂, F̂) −→ lim
←−
m
Hi(Xm,Fm)
est un isomorphisme pour i 6 n.
Quitte a` remplacer OX(1) par une puissance tensorielle, et t par une puissance de t,
on peut supposer OX(1) tre`s ample relativement a` S. D’autre part t donc tm e´tant
F-re´gulier, la multiplication par tm, conside´re´e comme homomorphisme de F(−m)
dans F, est injectif, donc on a pour tout m > 0 une suite exacte :
(14) 0 −→ F(−m)
tm
−−−−→ F −→ Fm −→ 0,
d’ou` une suite exacte de cohomologie
Hi(X,F(−m)) −→ Hi(X,F) −→ Hi(X,Fm) −→ H
i+1(X,F(−m)).
Or en vertu de 1.5 on a Hi(X,F(−m)) = 0 pour i 6 n, et m assez grand, ce qui
prouve le
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Lemme 2.3. — Pour m grand, l’homomorphisme canonique
Hi(X,F) −→ Hi(X,Fm)
est bijectif si i < n, injectif si i = n.
Cela montre que pour i < n, le syste`me projectif (Hi(Xm,Fm))m>0 est essentielle-
ment constant, a fortiori satisfait la condition de Mittag-Leffler, donc (compte tenu de
F̂ = lim
←−
Fm) on conclut (ii) par EGA 0III 13.3. D’autre part (i) en re´sulte trivialement,
compte tenu de 2.3.
Corollaire 2.4(2). — Soient f : X → S un morphisme projectif et plat, avec S locale- 145
ment noethe´rien, OX(1) un Module inversible sur X, ample relativement a` S, t une
section de ce Module qui soit OX-re´gulie`re, Y le sous-pre´sche´ma des ze´ros de t, X̂ le
comple´te´ formel de X le long de Y. On suppose que pour tout s ∈ S, Xs est de pro-
fondeur > 1 (resp. de profondeur > 2) en ses points ferme´s. Alors pour tout voisinage
ouvert U de Y, le foncteur
F 7−→ F̂
de la cate´gorie des Modules cohe´rents localement libres sur U, dans la cate´gorie des
Modules cohe´rents localement libres sur X̂, est fide`le (resp. pleinement fide`le, i.e. la
condition de Lefschetz (Lef) de X 2 est ve´rifie´e).
Introduisons pour deux Modules localement libres F et G sur U le Module
H = HomOU(F,G)
on est ramene´ a` prouver que l’homomorphisme canonique
(15) H0(U,H) −→ H0(Û, Ĥ)
est injectif (resp. bijectif). Or les Modules Ht sont de profondeur > 1 (resp. > 2)
aux points ferme´s de Xt, on peut donc appliquer 2.1, qui implique la conclusion 2.4
dans le cas ou` U = X. Dans le cas d’un U quelconque, on note que la question
est locale sur S, donc on peut supposer S affine. Alors tout Module cohe´rent sur X
est quotient d’un Module cohe´rent localement libre, (puisque OX(1) est un Module
inversible relativement ample sur X). Comme le Module dual H′ = Hom(H,OU) se
prolonge en un Module cohe´rent sur X, qui est donc isomorphe a` un conoyau d’un
homomorphisme de Modules localement libres sur X, il s’ensuit par transposition
qu’on peut trouver un homomorphisme
u′ : L′
0
−→ L′
1
(2)N.D.E. : voir le corollaire I.1.4 de l’article de Mme Raynaud (Raynaud M., « The´ore`mes de Lef-
schetz en cohomologie des faisceaux cohe´rents et en cohomologie e´tale. Application au groupe fon-
damental », Ann. Sci. E´c. Norm. Sup. (4 ) 7 (1974), p. 29–52).
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de Modules localement libres sur X, induisant un homomorphisme146
u : L0 −→ L1
de Modules localement libres sur U, tel qu’on ait une suite exacte
0 −→ H −→ L0
u
−−−→ L1.
Utilisant le lemme des cinq (qui devient le lemme des trois), et l’exactitude a` gauche
du foncteur H0, on est ramene´ a` prouver que (15) est injectif (resp. bijectif) lors-
qu’on y remplace H par L0, L1, ce qui nous rame`ne au cas ou` H est induit par un
Module localement libre H′ sur X. D’ailleurs dans le cas non respe´ cette re´duction
est meˆme inutile, car le noyau de (15) est en tout cas forme´ des sections de H sur U
qui s’annulent dans un voisinage ouvert convenable V de Y, or l’homomorphisme de
restriction H0(U,H)→ H0(V,H) est injectif, car H est de profondeur > 1 en les points
de toute partie ferme´e Z de X ne rencontrant pas Y (cf. lemme plus bas). Dans le cas
respe´, on est ramene´ a` prouver que
H0(X,H′) −→ H0(U,H′)
est bijectif, ce qui re´sulte du fait que H′ est de profondeur > 2 en tous les points d’un
ferme´ Z = X−U de X ne rencontrant pas Y. Il faut donc simplement prouver le
Lemme 2.5. — Soit F un Module cohe´rent sur X, plat par rapport a` S, tel que pour
tout s ∈ S, Fs soit de profondeur > n en tout point ferme´ de Xs. Alors pour toute
partie ferme´e Z de X ne rencontrant pas Y, F est de profondeur > n en tous les points
de Z.
En effet, pour tout x ∈ X, posant s = f(x), on a
(16) prof(Fx) > prof(Fs,x),
comme on voit en relevant n’importe comment une suite Fs,x re´gulie`re d’e´le´ments de147
r(OXs,x) maximale, ce qui donne une suite Fx-re´gulie`re en vertu de SGA 1 IV 5.7. Or
si x appartient a` un Z comme dans le lemme 2.5, alors x est ne´cessairement ferme´
dans Xs, en d’autres termes, Z est fini sur S. En effet Z (muni d’une structure induite
par X) est projectif sur S comme sous-pre´sche´ma ferme´ de X qui l’est, et Z est affine
sur S comme sous-pre´sche´ma ferme´ de X−Y, qui l’est.
Remarque 2.6. — Supposons que pour tout s ∈ S, la section ts de OXs(1) induite
par t soit OXs-re´gulie`re (ce qui implique par SGA 1 IV 5.7 que t est OX-re´gulie`re).
Alors les hypothe`ses faites sont stables par extension de la base S′ → S (S′ localement
noethe´rien). Donc la conclusion reste valable apre`s tout changement de base.
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3. The´orie de Lefschetz pour un morphisme projectif : the´ore`me d’exis-
tence
Théorème 3.1(3). — Soit f : X→ S un morphisme projectif, avec S noethe´rien, OX(1)
un Module inversible sur X ample relativement a` S, X0 le sous-pre´sche´ma des ze´ros
d’une section t de OX(1), X̂ le comple´te´ formel de X le long de X0, F un Module
cohe´rent sur X̂, F0 le Module qu’il induit sur X0. On suppose de plus :
a) F est plat par rapport a` S.
b) Pour tout s ∈ S, la section ts induite par t sur Xs est Fs-re´gulie`re (ce qui
implique que F0 est e´galement plat par rapport a` S, cf. SGA 1 IV 5.7).
c) Pour tout s ∈ S, F0s est de profondeur > 2 en les points ferme´s de X0s.
On suppose de plus que S admet un faisceau inversible ample. Sous ces conditions,
il existe un Module cohe´rent F sur X, et un isomorphisme de son comple´te´ formel F̂
avec F.
Cet e´nonce´ va re´sulter du suivant :
Corollaire 3.2. — Sous les conditions a), b), c) ci-dessus on a ce qui suit :
(i) Le Module f̂∗(F) sur S est cohe´rent, donc pour tout n, le Module f̂∗(F(n)) sur S 148
est cohe´rent.
(ii) Pour n grand, l’homomorphisme canonique f̂∗f̂∗(F(n))→ F(n) est surjectif.
Admettons le corollaire pour l’instant, et prouvons 3.1. Graˆce a` la dernie`re hy-
pothe`se faite dans 3.1, on peut se ramener au cas ou` X = PrS, quitte a` remplacer
OX(1), t par une puissance convenable. Je dis qu’on peut supposer de plus que pour
tout s, on a ts 6= 0. Sinon, on a en effet Fs = 0 par b), ou ce qui revient au meˆme
par Nakayama, F0s = 0 i.e. s n’appartient pas a` l’image de SuppF0 par le morphisme
f0 : X0 → S induit par f . Or cette image S′ est ouverte en vertu de a), b) puisque F0
est plat par rapport a` S, or il est e´vident qu’il suffit de prouver la conclusion de 3.1
dans la situation obtenue en se restreignant au-dessus de S′, car le Module cohe´rent F′
sur X|S′ obtenu par sera restriction d’un Module cohe´rent F sur X, qui re´pondra a` la
question. On peut donc supposer qu’en plus des hypothe`ses a), b), c), les hypothe`ses
suivantes sont e´galement ve´rifie´es :
a′) OX est plat par rapport a` S.
b′) Pour tout s ∈ S, la section ts est OXs-re´gulie`re.
c′) Pour tout s ∈ S, OX0s est de profondeur > 2 en les points ferme´s de X0s.
(Il suffit de choisir X = PrS avec r > 3, ce qui est loisible).
(3)N.D.E. : pour une version sans hypothe`se de platitude, voir (Raynaud M., «The´ore`mes de Lefschetz
en cohomologie des faisceaux cohe´rents et en cohomologie e´tale. Application au groupe fondamental »,
Ann. Sci. E´c. Norm. Sup. (4 ) 7 (1974), p. 29–52, the´ore`me II.3.3).
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Or 3.2 implique que l’on peut trouver un e´pimorphisme
(17) L̂ −→ F −→ 0,
ou` L est un Module sur X de la forme f∗(G)(−n), G e´tant un Module cohe´rent
localement libre sur S : il suffit en effet ; pour n grand, de repre´senter le Module
cohe´rent f̂∗(F) sur S comme quotient d’un tel G. D’autre part, les hypothe`ses a),149
b), c) sur f , t impliquent que L̂ satisfait aux meˆmes conditions a), b), c) que F.
On en conclut facilement qu’il en est de meˆme du noyau de (17), auquel on peut
donc appliquer le meˆme argument, de sorte que F est repre´sente´ comme conoyau d’un
homomorphisme
(18) L̂′ −→ L̂,
ou` L, L′ sont des Modules localement libres sur X. Or en vertu de a′) et la deuxie`me
partie de c′), et de 2.1 ou 2.4 au choix, l’homomorphisme (18) provient d’un homomor-
phisme L′ → L de Modules sur X. Il suffit maintenant de prendre pour F le conoyau
de L′ → L, et on gagne.
Reste a` prouver 3.2. Cela avait e´te´ fait dans le se´minaire par un expe´dient un peu
pe´nible, consistant a` tout interpre´ter en termes de cohomologie sur le coˆne projetant
e´pointe´ de X relativement a` S, pour pouvoir se ramener au the´ore`me 2.1. Une fac¸on
plus directe et plus satisfaisante (bien que substantiellement identique), me semble
maintenant la suivante. Elle consiste a` noter que dans IX, no 2 (et avec les notations
de cet expose´) l’hypothe`se que le morphisme f : X → X ′ soit adique n’intervient
nulle part dans la de´monstration de 2.1, via EGA 0III 13.7.7 ; il suffit de supposer a`
la place que X est e´galement adique, et de choisir deux ide´aux de de´finition J pour
X ′, I pour X , tels que J OX ⊂ I , et de de´finir S = grJ (OX ′), et conside´rer
grI (F). De toute fac¸on, 2.1 peut s’appliquer directement au morphisme f̂ : X̂ → S
conside´re´ dans le pre´sent nume´ro, ou` on prend simplement J = 0. Ainsi pour ve´rifier
que f̂∗(F) est cohe´rent, il suffit en vertu de loc. cit. de ve´rifier que R
i f0∗(grI (F)) est
cohe´rent sur S pour i = 0, 1 ; pour ceci on note qu’en vertu de a) et b), le Module
envisage´ n’est autre que
⊕
m>0R
i f0∗(F0(−m)), qui est bien cohe´rent en vertu de
l’hypothe`se c) et de 1.5.
Cela prouve 3.2 (i). Pour 3.2 (ii), nous aurons besoin du
Lemme 3.3. — Sous les conditions de a), b), c) de 3.1, posons150
Gm = f̂∗(F(·)m) =
⊕
n
f̂∗(Fm(n))
Alors le syste`me projectif (Gm) satisfait la condition de Mittag-Leffler.
On peut supposer S affine, d’anneau A. Soit alors S une A-alge`bre gradue´e de
type fini a` degre´s positifs, et t′ ∈ S1, tels que X s’immerge dans Proj(S ), OX(1)
e´tant induit par O(1) et la section t e´tant l’image de t′. Munissons S de la filtration
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J -adique, ou` J = t′S , et conside´rons le syste`me projectif des F(·)m dans la cate´-
gorie des faisceaux abe´liens sur X0. On est encore sous les conditions pre´liminaires de
EGA 0III 13.7.7
(∗) et de plus Hi(X0, gr(F(·)) est un Module de type fini sur grJ (S )
pour i = 0, 1. En effet, comme t′ est F-re´gulier, on constate aussitoˆt qu’en tant que
Module sur (S /t′S )[T] (dont grJ (S ) est un quotient), le Module envisage´ s’identi-
fie a` Hi(X0,F0(·)) ⊗S /t′S (S /t
′S )[T], or en vertu de 1.5, Hi(X0,F0(·)) est de type
fini sur S , donc sur S /t′S , pour i = 0, 1, ce qui prouve notre assertion. Par suite
on est sous les conditions d’application de 0III 13.7.7 avec n = 1, ce qui prouve 3.3.
Ce point acquis (et supposant toujours S affine, ce qui est loisible pour prouver 3.2
(ii)) soit m0 tel que m > m0 implique Im(Gm → G0) = Im(Gm0 → G0), de sorte que
les deux membres sont aussi e´gaux a` Im(lim
←−
Gm → G0) = Im(f̂∗(F(·)) → f∗F0(·)).
Remarquons maintenant que pour n grand, Fm0(n) est engendre´ par ses sections,
donc F0(n) est engendre´ par des sections qui se remontent a` Fm0 , donc (graˆce au
choix de m0) qui se remontent a` F. Donc les sections de F engendrent F0, donc
aussi F graˆce a` Nakayama. Cela prouve 3.2 (ii), donc 3.1.
Corollaire 3.4. — Soient f : X→ S un morphisme projectif et plat, avec S localement
noethe´rien, OX(1) un Module inversible sur X, ample relativement a` S, t une section
de ce Module telle que pour tout s ∈ S, la section ts induite sur la fibre Xs soit 151
OXs-re´gulie`re, X0 le sous-pre´sche´ma des ze´ros de t, X̂ le comple´te´ formel de X le long
de X0. On suppose que pour tout s ∈ S, X0s est de profondeur > 2 en ses points ferme´s,
(i.e. Xs est de profondeur > 3 aux points ferme´s de X0s) et Xs est de profondeur > 2
en ses points ferme´s. Sous ces conditions, le couple (X,X0) satisfait la condition de
Lefschetz effective (Leff) du paragraphe 2 de l’expose´ X, i.e. :
a) Pour tout voisinage ouvert U de X0 dans X, le foncteur
F 7−→ F̂
de la cate´gorie des Modules cohe´rents localement libres sur U dans la cate´gorie des
Modules cohe´rents localement libres sur X̂ est pleinement fide`le.
b) Pour tout Module cohe´rent localement libre F sur X̂, il existe un voisinage ou-
vert U de X0, et un Module cohe´rent localement libre F sur U tel que F soit isomorphe
a` F̂.
En effet, a) a de´ja` e´te´ note´ dans 2.4 sous des conditions plus faibles. Pour b), on
applique 3.1 qui donne la conclusion, du moins si S est noethe´rien et admet un Module
inversible absolument ample, en particulier si S est affine. En effet, si F est un module
cohe´rent sur X tel que F̂ soit isomorphe a` F donc localement libre, il s’ensuit que F
est localement libre sur un voisinage U de X0, et F|U satisfera la condition voulue.
Mais notons maintenant qu’en vertu de 2.5, pour un tel F, son image par l’immersion
U→ X est cohe´rente, et d’ailleurs inde´pendante de la solution (U,F) choisie (compte
(∗)Rectifie´ comme indique´ dans IX p. 85.
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tenu de ce que deux solutions co¨ıncident au voisinage de X0, en vertu de a)). De fac¸on
pre´cise, on peut trouver un Module cohe´rent F sur X et un isomorphisme F̂
∼
−→ F, tel
que F soit de profondeur > 2 en tous les points de X qui sont ferme´s dans leur fibre,
et ceci de´termine F a` un isomorphisme unique pre`s. Graˆce a` cette proprie´te´ d’unicite´,
les solutions du proble`me qu’on trouve en s’induisant au-dessus des ouverts affines
de S se recollent, d’ou` un F cohe´rent sur X tout entier et un isomorphisme F̂ ≃ F.
Restreignant F a` l’ouvert U des points en lesquels il est libre, on trouve ce qu’on a
cherche´.
Graˆce a` 2.4 et 3.4, on peut exploiter, dans la situation d’un sche´ma alge´brique152
projectif et d’une « section hyperplane » dudit, les faits ge´ne´raux e´tablis dans les
expose´s X et XI concernant les conditions (Lef) et (Leff). Ainsi :
Corollaire 3.5. — Soient X un sche´ma alge´brique projectif muni d’un Module inver-
sible ample OX(1), soit t une section de ce Module qui soit OX-re´gulie`re, et soit X0 le
sous-sche´ma des ze´ros de t. Supposons que X soit de profondeur > 2 en ses points fer-
me´s (resp. et de profondeur > 3 en les points ferme´s de X0). Alors π0(X0) → π0(X)
est bijectif, en particulier X est connexe si et seulement si X0 l’est, et choisissant
un point-base ge´ome´trique dans X0, π1(X0) → π1(X) est surjectif, et plus ge´ne´ra-
lement pour tout ouvert U ⊃ X0, l’homomorphisme π1(X0) → π1(U) est surjectif
(resp. l’homomorphisme π1(X0) → lim←−U
π1(U) est bijectif ). Dans le cas respe´, si
on suppose de plus que l’anneau local de tout point ferme´ de X non dans X0 est
pur (3.2) (par exemple est re´gulier, ou seulement une intersection comple`te) alors
π1(X0)→ π1(X) est un isomorphisme.
On applique 2.4 et 3.4. On notera que dans le cas respe´, l’hypothe`se que X soit
de profondeur > 3 en les points ferme´s de X0, implique que toutes les composantes
irre´ductibles de dimension 6= 0 de X sont de dimension > 3 (comme on voit en notant
qu’une telle composante rencontre ne´cessairement X0, et en regardant en un point
ferme´ de l’intersection).
Remarque. — Lorsque X est normal, de dimension > 2 en tous ses points, il est de
profondeur > 2 en ses points ferme´s et on est sous les conditions non respe´es de 3.5.
Dans ce cas, on a une de´monstration plus e´le´mentaire de la surjectivite´ de π1(X0)→
π1(X) a` l’aide du the´ore`me de Bertini (cf. SGA 1 X.2.10). Lorsqu’on suppose de plus
X0 normal, et X de dimension > 3 en tous ses points, alors on est sous les conditions
respe´es de 3.5. Dans ce cas, 3.5 a e´te´ e´tabli par Grauert (il se trouve en effet que graˆce
a` l’hypothe`se de normalite´, on arrive alors a` se passer du the´ore`me d’existence 3.1 par
des expe´dients). C’est cette de´monstration de Grauert qui a e´te´ le point de de´part de153
la « the´orie de Lefschetz » qui fait l’objet du pre´sent se´minaire.
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Corollaire 3.6. — Soient X, OX(1), t, X0 comme dans 3.5. Supposons que X soit de
profondeur > 2 en ses points ferme´s, et que
Hi(X0,OX0(−n)) = 0
pour n > 0 et pour i = 1 (resp. pour i = 1 et pour i = 2), ce qui implique en vertu
de 1.4 que X0 est de profondeur > 2 (resp. > 3) en ses points ferme´s, i.e. que X
est de profondeur > 3 (resp. > 4) en les points ferme´s de X0. Sous ces conditions,
pour tout voisinage ouvert U de X0, Pic(U) → Pic(X0) est injectif, en particulier
Pic(X)→ Pic(X0) est injectif, (resp. lim←−U
Pic(U)→ Pic(X0) est bijectif ). Dans le cas
respe´, si on suppose de plus que l’anneau local de X en tout point ferme´ non dans X0
est parafactoriel (3.1) (par exemple est re´gulier, ou plus ge´ne´ralement une intersection
comple`te), alors Pic(X)→ Pic(X0) est bijectif.
On applique XI 3.12 et 3.13, en notant que l’hypothe`se respe´e implique que les
composantes irre´ductibles de dimension 6= 0 de X sont de dimension > 4. On trouve
en particulier, en appliquant ceci au cas ou` X est une intersection comple`te globale
de dimension > 4 dans l’espace projectif :
Corollaire 3.7. — Soit X un sche´ma alge´brique de dimension > 3, qui soit une inter-
section comple`te dans un sche´ma Prk. Alors Pic(X) est le groupe libre engendre´ par la
classe du faisceau OX(1).
On raisonne par re´currence sur le nombre d’hypersurfaces dont X est l’intersection,
en appliquant 3.6 et notant que pour une intersection comple`te X de dimension > 3,
on Hi(X,OX(n)) = 0 pour i = 1, 2, et tout n.
Remarque 3.8. — Dans le cas ou` X est une hypersurface non singulie`re, 3.7 est duˆ a` 154
Andreotti. Le re´sultat 3.7 s’exprime aussi (lorsque X est non singulie`re) en disant que
l’anneau de coordonne´es homoge`nes de X est factoriel, et sous cette forme est contenu
dans XI 3.13 (ii). Signalons aussi que Serre avait donne´ une de´monstration de 3.7 dans
le cas non singulier, par voie transcendante, en utilisant un argument de spe´cialisation
pour se ramener au cas de la caracte´ristique 0, ou` on dispose du the´ore`me de Lef-
schetz sous sa forme classique. Bien entendu, le fait que la de´monstration purement
alge´brique donne´e ici permette de se de´barrasser d’hypothe`ses de non singularite´ dans
l’e´nonce´ du the´ore`me de Lefschetz, invite a` reconside´rer celui-ci e´galement dans le cas
classique. Cf. l’expose´ suivant qui propose des conjectures dans ce sens.
Dans les corollaires 3.5 et 3.7 nous nous sommes place´s sur un corps de base, alors
que les the´ore`mes-clefs 2.4 et 3.4 sont valables sur une base quelconque. Pour ge´ne´rali-
ser a` un S ge´ne´ral ces corollaires 3.5 et 3.6, nous devons donner des crite`res serviables
pour qu’un point de X (plat sur S) ait un anneau local « pur » resp. parafactoriel. Ce
sera l’objet du no suivant.
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4. Comple´tion formelle et platitude normale
Théorème 4.1. — Soit X un pre´sche´ma localement noethe´rien, localement immergeable
dans un sche´ma re´gulier, Y une partie ferme´e de X, U = X−Y, X0 un sous-pre´sche´ma
ferme´ de X de´fini par un ide´al J , X̂ le comple´te´ formel de X le long de X0, U0 la
trace de X0 sur U, Û le comple´te´ formel de U le long de U0, i : U→ X et î : Û→ X̂
les immersions canoniques, n un entier. On suppose
a) X est normalement plat le long de X0 aux points de Y ∩ X0, i.e. en ces points
les Modules J n/J n+1 sur X0 sont plats i.e. localement libres.
b) Pour tout x ∈ Y ∩X0, on a prof OX0,x > n+ 2.
Sous ces conditions, on a ce qui suit :155
(1) Soit F un Module cohe´rent sur U, supposons que l’on ait :
c) Pour tout x ∈ Y −Y ∩X0, on a prof OX,x > n+ 2.
d) F est libre en les points de U0, et de profondeur > n+1 en tous les points
de U ou` il n’est pas libre.
Alors le Module gradue´ ⊕
m>0
Rp i∗(J
mF)
sur
⊕
m>0 J
m est de type fini pour p 6 n.
(2) Soit F un Module cohe´rent sur Û, alors le Module gradue´⊕
m>0
Rp i∗(J
mF/Jm+1F)
sur
⊕
m>0 J
m/J m+1 = grJ (OX) est de type fini pour p 6 n.
De´monstration. — 1) Soit X′=Spec(
⊕
m>0 J
m) ; le changement de base f : X′→X
de´finit alors U′ = X′ − Y′, X′0, U
′
0 = X
′
0U
′, et des immersions i′ : U′ → X′,
i′0 : U
′
0 → X
′
0. On a donc un carre´ carte´sien
X′
f

U′
i′oo
g

X U
ioo
et on a
(19)
⊕
m>0
Rp i∗(J
mF) = Rp i∗
( ⊕
m>0
J mF
)
= Rp i∗(g∗(F
′)),
ou` F′ = g∗F, de sorte que l’on a bien un isomorphisme canonique156
g∗(F
′)
∼
−→
⊕
m>0
J mF,
car c’est vrai en les points de U0, du fait que F y est libre en vertu de d), et e´galement
en les points de U0, du fait qu’on y a J m = OU, (de sorte que dans les deux cas,
J m ⊗OU F→ J
mF est un isomorphisme).
4. COMPLE´TION FORMELLE ET PLATITUDE NORMALE 123
D’autre part, comme f et par suite g sont affines, on a
(20) Rp i∗(g∗(F
′)) = Rp(ig)∗(F
′) = Rp(fi′)∗(F
′) = f∗(R
pi′∗(F
′))
donc comparant (19) et (20), on voit que l’assertion 1) est e´quivalente a` la suivante :
Rpi′∗(F
′) est un Module de type fini i.e. cohe´rent sur X′, pour tout p 6 n. Or comme
X est localement immergeable dans un sche´ma re´gulier, il en est de meˆme de X′ qui
est de type fini sur X, et on peut appliquer le crite`re de cohe´rence VIII 2.3 a` un
prolongement cohe´rent F
′′
de F′ : on veut exprimer que HpY(F
′′
) est cohe´rent pour
p 6 n+ 1, et cela e´quivaut aussi a` dire que pour tout x′ ∈ U′ tel que
(20 bis) codim(x′ ∩Y′, x′) = 1,
on ait
(21) prof F′x′ > n+ 1.
Or cette condition est ve´rifie´e en les points x′ ou` F′ n’est pas libre, car pour un tel x′
on a x′ /∈ U′0 en vertu de d), donc g y est un isomorphisme, et en vertu de d) encore,
F est de profondeur > n+1 en g(x′), donc F′ est de profondeur > n+1 en x′. Il suffit
donc de ve´rifier la condition (21) en les x′ ∈ U′ satisfaisant (21), et en lesquels F′ est
libre. Or il suffit pour cela de prouver que l’on a 157
(21 bis) prof OX′,x′ > n+ 1
en ces points, a fortiori il suffit d’e´tablir que l’on a cette relation en tous les points x
de U′ satisfaisant (20 bis). Or, a` nouveau en vertu du crite`re 2.3 de l’expose´ VIII, ceci
e´quivaut a` l’assertion que les Modules
HpY′(OX′) pour p 6 n+ 1
sont cohe´rents. En fait, nous allons prouver qu’ils sont meˆme nuls, ou ce qui revient
au meˆme en vertu de l’expose´ III, que l’on a
(22) prof OX′,x′ > n+ 2 pour tout x
′ ∈ Y′.
Pour ceci, nous distinguons deux cas. Si x′ /∈ X′0, alors f est une immersion en x
′, et
il faut ve´rifier que F est de profondeur > n + 2 en l’image x = f(x′), ce qui n’est
autre que la condition c). Si par contre x′ ∈ X′0, i.e. x = f(x
′) ∈ X0 donc x ∈ Y ∩X0,
on applique les conditions a) et b) graˆce au
Lemme 4.2. — Soient X un pre´sche´ma localement noethe´rien, X0 un sous-
pre´sche´ma ferme´ de X de´fini par un ide´al J , X′ = Spec(
⊕
m>0 J
m), X′0 =
Spec(
⊕
m>0 J
m/J m+1) = X′ ×X X0, x un point de X0 en lequel X est norma-
lement plat le long de X0 i.e. tel que grJ (OX) =
⊕
m>0 J
m/J m+1 y soit plat
comme Module sur X0. Alors pour toute suite d’e´le´ments fi (1 6 i 6 m) de OX,x dont
les images dans OX0,x forment une suite OX0,x-re´gulie`re, et tout x
′ ∈ X′ au-dessus
de x, les images des fi dans OX′,x′ (resp. dans OX′0,x′) forment e´galement une suite
OX′,x′-re´gulie`re (resp. OX′0,x′-re´gulie`re), en particulier on a
(23) prof OX′,x′ > prof OX0,x, prof OX′0,x′ > prof OX0,x.
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Pour le de´montrer, on peut supposer que X est local de point ferme´ x, donc affine158
d’anneau A = OX,x, J e´tant de´fini par Ide´al J, et il suffit de prouver que pour
toute suite fi (1 6 i 6 m) d’e´le´ments de A dont les images dans A/J forment une
suite A/J-re´gulie`re, les fi forment e´galement une suite (
⊕
m>0 J
m)-re´gulie`re et une
suite (
⊕
m>0 J
m/Jm+1)-re´gulie`re, i.e. pour tout m, elle forme une suite Jm-re´gulie`re
et Jm/Jm+1-re´gulie`re. La deuxie`me assertion est triviale, puisque Jm/Jm+1 est un
module libre sur A/J. La premie`re s’ensuit, en regardant la filtration J-adique de Jm,
et notant que pour le module gradue´ associe´ a` Jm pour ladite filtration, la suite des fi
est re´gulie`re.
Cela prouve 4.2 et par suite 4.1 1).
Prouvons 4.1 2). Pour ceci, utilisons le carre´ carte´sien
X′0
f0

U′0
i′0oo
g0

X0 U0
i0oo
et proce´dant comme dans le de´but de la de´monstration de 1), on trouve que l’on a
(24)
⊕
m>0
Rp i∗(J
mF/Jm+1F) ≃ f0∗(R
p i′0∗(F
′
0)),
ou` F0 = F/J F et ou` F′0 = g
∗
0(F0), (en utilisant le fait que F est localement libre).
Donc la conclusion de 2) e´quivaut a` dire que pour p 6 n, Rp i′0∗(F
′
0) est un Module
cohe´rent.
Ici encore, compte tenu que F′0 est localement libre, le crite`re VIII 2.3 nous permet
de nous ramener a` prouver qu’il en est ainsi si on remplace F′0 par OU′0 , i.e. a` prouver
que les Modules159
HpY′0
(OX′0) pour p 6 n+ 1 (ou` Y
′
0 = Y
′ ∩X′0 = X
′
0 −U
′
0)
sont cohe´rents. On prouve encore qu’ils sont en fait nuls, i.e ; que l’on a
(25) prof OX′0,x′ > n+ 2 pour tout x
′ ∈ Y′0.
Or ceci re´sulte en effet des conditions a) et b), compte tenu de 4.2. Cela ache`ve la
de´monstration de 4.1.
Remarque 4.3. — On voit tout de suite, par descente, que l’hypothe`se : X localement
immergeable dans un sche´ma re´gulier, peut eˆtre remplace´e par la suivante plus faible :
il existe un morphisme X → X, fide`lement plat et quasi-compact, tel que X soit
localement immergeable dans un sche´ma re´gulier.
Le the´ore`me 4.1 nous met en mesure d’appliquer les re´sultats de l’expose´ IX
(the´ore`mes de comparaison et d’existence). Nous nous inte´resserons notamment au
Corollaire 4.4. — Supposons les conditions a), b), c) du the´ore`me 4.1 ve´rifie´es, avec
n = 1, et X = Spec(A), A e´tant se´pare´ complet pour la topologie J-adique. Alors
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(1) Le foncteur F 7→ F̂ de la cate´gorie des Modules cohe´rents localement libres
sur U, dans la cate´gorie des Modules cohe´rents localement libres sur Û, est pleinement
fide`le.
(2) Pour tout Module cohe´rent localement libre F sur Û, il existe un Module cohe´-
rent F sur U et un isomorphisme F̂
∼
−→ F.
En particulier, si pour tout x ∈ U dont l’adhe´rence dans U ne rencontre pas U0 i.e. tel
que x ∩ X0 ⊂ Y, on a prof OU,x > 2, alors le couple (U,U0) satisfait la condition de
Lefschetz effective (Leff) de l’expose´ X.
(Pour la dernie`re assertion, on proce`de comme dans X 2.1)
Cas particulier de 4.4 :
Corollaire 4.5. — Soient A un anneau noethe´rien, J un ide´al de A contenu dans le 160
radical, A0 = A/J. On suppose
(i) prof A0 > 3.
(ii) grJ(A) est un A0-module libre.
(iii) A est complet pour la topologie J-adique.
Soient X = Spec(A), X0 = Spec(A0) = V(J), a le point ferme´ de X, U = X− {a},
U0 = X0−{a}, Û le comple´te´ formel de U le long de U0. Alors le foncteur F 7→ F̂ de la
cate´gorie des Modules cohe´rents localement libres sur U dans la cate´gorie des Modules
cohe´rents localement libres sur Û, est pleinement fide`le. De plus, pour tout Module
cohe´rent localement libre F sur Û, il existe un Module cohe´rent (pas ne´cessairement
localement libre !) F sur U, et un isomorphisme F̂ ≃ F.
On notera que graˆce a` 4.3, nous n’avons pas eu a` supposer que A est quotient d’un
anneau re´gulier, car le comple´te´ de A pour la topologie r(A)-adique satisfait en tout
cas a` cette condition.
Proce´dant comme dans les expose´s X et XI, on conclut de 4.5
Corollaire 4.6. — Sous les conditions de 4.5, on a ceci :
a) U et U0 sont connexes (III 3.1).
Choisissant un point-base ge´ome´trique dans U0, l’homomorphisme
π1(U0) −→ π1(U)
est surjectif.
b) L’homomorphisme
Pic(U) −→ Pic(U0)
est injectif.
Pour prouver b), compte tenu de 4.5, cela revient a` ve´rifier que tout isomorphisme 161
L′0
∼
−→ L0 se remonte en un isomorphisme L̂′
∼
−→ L̂. Or pour ceci on remonte de
proche en proche en des isomorphismes L′n
∼
−→ Ln, les obstructions se trouvent
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dans H1(U0,J n/J n+1), or ces modules sont nuls du fait que Jn/Jn+1 est libre
et prof A0 > 3.
Nous sommes maintenant en mesure de prouver le
Théorème 4.7. — Soient A un anneau local noethe´rien, J un ide´al de A contenu dans
son radical, A0 = A/J. On suppose
(i) prof A0 > 3.
(ii) grJ(A) est un module libre sur A0.
Alors, si A0 est « pur » (X 3.1) (resp. parafactoriel (XI 3.1)), il en est de meˆme de A.
De´monstration. — Par descente, on peut supposer qu’on a aussi
(iii) A est complet pour la topologie J-adique.
En effet, en vertu de (i) et (ii), on a prof(A) > 3 donc prof(Â) > 3, ou` Â est le
comple´te´ de A pour la topologie J-adique, et on applique X 3.6 et XI 3.6. On est donc
sous les conditions de 4.5. Comme prof(A) > 3 > 2, dire que A est parafactoriel signifie
simplement que Pic(U) = 0, et en vertu de 4.6 b) il suffit pour ceci que Pic(U0) = 0,
i.e. que A0 soit parafactoriel. Pour prouver que A est « pur » si A0 l’est, il faut prouver
que si V est un reveˆtement e´tale de U, de´fini par une alge`bre B sur U, alors H0(U,B)
est une alge`bre finie e´tale sur A. Or A0 e´tant pur, il en est de meˆme des An (qui n’en
diffe`rent que par des e´le´ments nilpotents), donc pour tout n, Bn = H
0(U,Bn) est
une alge`bre e´tale sur A/Jn+1, et bien entendu ces alge`bres se recollent, de sorte que
lim
←−
Bn est une alge`bre e´tale sur A. Or en vertu de 4.5, cette alge`bre n’est autre que
H0(U,B), ce qui e´tablit notre assertion.
Corollaire 4.8. — Soient f : X → Y un morphisme plat de pre´sche´mas localement162
noethe´riens, x ∈ X, y = f(x), on suppose que OXy,x est un anneau local « pur »
(resp. parafactoriel) de profondeur > 3, alors il en est de meˆme de OX,x.
C’est le re´sultat du type promis a` la fin du no pre´ce´dent, pour ge´ne´raliser les
corollaires 3.5 et suivants. On trouve donc, en utilisant 3.4, le
Corollaire 4.9. — Soient f : X→ S un morphisme projectif et plat, avec S localement
noethe´rien, OX(1) un Module inversible sur X ample par rapport a` S, t une section
de OX(1) telle que pour tout s ∈ S, la section ts induite sur Xs soit OXs -re´gulie`re, X0
le sous-sche´ma des ze´ros de t, Xm le sous-sche´ma des ze´ros de t
m+1. On suppose que
pour tout s ∈ S, Xs est de profondeur > 3 en tous ses points ferme´s. Alors :
a) Si les anneaux locaux des points ferme´s de Xs − X0,s (s ∈ S) sont « purs »
par exemple sont des intersections comple`tes, alors le foncteur X′ 7→ X′0 = X
′ ×X X0
de la cate´gorie des reveˆtements e´tales de X dans la cate´gorie des reveˆtements e´tales
de X0 est une e´quivalence de cate´gories ; en particulier, choisissant un point base
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ge´ome´trique dans X0, l’homomorphisme
π1(X0) −→ π1(X)
est un isomorphisme(4)
b) Si les anneaux locaux des points ferme´s des Xs −X0,s (s ∈ S) sont « parafacto-
riels », par exemple re´guliers, ou des intersections comple`tes de dimension > 4, alors
pour tout entier m tel que Ri f0∗(OX0(−n)) = 0 pour n > m et i = 1, 2, l’application
Pic(X)→ Pic(Xm) est bijective.
D’ailleurs si S est noethe´rien, et les X0,s sont de profondeur > 3 en leurs points
ferme´s, il existe de tels m (cf. 1.5).
Remarque 4.10. — Sous les conditions de la dernie`re assertion de 4.9 b), on a vu 163
dans 1.5 qu’il existe un m tel que n > m implique meˆme Hi(X0,OX0(−n)) = 0 pour
i = 1, 2, et meˆme pour i 6 2). Cette condition est plus forte que Ri f∗(OX0(−n)) = 0
pour i = 1, 2, et elle a de plus l’avantage d’eˆtre stable par changement de base. Il
en est de meˆme des hypothe`ses de profondeur qu’on a faites dans 4.9, et e´galement
d’une hypothe`ses du type « les Xs sont localement des intersections comple`tes ». Il
s’ensuit alors, sous ces conditions que 4.9 b) implique e´galement que le morphisme de
foncteurs
PicX/S −→ PicXn/S
dans Sch/S est un isomorphisme, donc aussi le morphisme pour les sche´mas de Picard
relatifs, lorsque ceux-ci existent :
PicX/S −→ PicXn/S .
Meˆme dans le cas ou` S est le spectre d’un corps alge´briquement clos, cet e´nonce´ est
nettement plus pre´cis que l’e´nonce´ consistant a` dire seulement que Pic(X)→ Pic(Xn)
est bijectif.
(4)N.D.E. : signalons le spectaculaire re´sultat de connexite´ obtenu depuis par Fulton et Hansen, dans
le cas ou` S = Spec(k) (k corps alge´briquement clos). Soit g : X→ Pmk ×P
m
k tel que dim g(X) > m ;
alors, l’image inverse de la diagonale est connexe. Ceci permet entre autres choses de ge´ne´raliser
le corollaire 4.9 lorsque f est le morphisme structural du projectif Pmk sur S = Spec(k) : pre´cise´-
ment, une sous-varie´te´ irre´ductible X de Pmk de dimension > m/2 a un groupe fondamental trivial !
(cf. Fulton W. & Hansen J., « A connectedness theorem for projective varieties, with applications to
intersections and singularities of mappings », Ann. of Math. (2 ) 110 (1979), no 1, p. 159-166). Pour
des ge´ne´ralisations au cas des grassmanniennes ou des varie´te´s abe´liennes, voir Debarre O., « The´o-
re`mes de connexite´ pour les produits d’espaces projectifs et les grassmanniennes », Amer. J. Math.
118 (1996), no 6, p. 1347-1367 et « The´ore`mes de connexite´ et varie´te´s abe´liennes », Amer. J. Math.
117 (1995), no 3, p. 787–805. Le re´sultat de trivialite´ du groupe fondamental de X comme plus haut a
e´te´ obtenu inde´pendamment par Faltings, qui prouve en outre que Pic(X) n’a pas de torsion premie`re
a` la caracte´ristique de k, ce par des me´thodes d’alge´brisation de fibre´s formels, plus dans la ligne´e
des techniques de Grothendieck, cf. (Faltings G., « Algebraization of some formal vector bundles »
Ann. of Math. (2 ) 110 (1979), no 3, p. 501–514).
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On peut se demander si on peut toujours prendre n = 0 dans les conclusions pre´-
ce´dentes (supposant donc les X0,s de profondeur > 3 en leurs points ferme´s). Lorsque
X0 est lisse sur S et les caracte´ristiques re´siduelles de S sont nulles, il en bien ainsi,
en vertu du « vanishing theorem » de Kodaira, (de´montre´ par voie transcendante,
utilisant une me´trique ka¨hle´rienne) qui implique que pour tout sche´ma projectif lisse
connexe de dimension n sur un corps k de caracte´ristique nulle, et tout Module inver-
sible ample L sur X, on a Hi(X,L−1) = 0 pour i 6= n. Il n’est pas connu(5) a` l’heure
actuelle si ce the´ore`me peut eˆtre remplace´ par un ge´ne´ralisation en caracte´ristique
p > 0, et si l’hypothe`se de lissite´ peut eˆtre remplace´e par une hypothe`se de nature
plus ge´ne´rale (portant sur la profondeur, ou du type « intersection comple`te »...).
5. Conditions de finitude universelles pour un morphisme non propre
Rappelons pour me´moire la164
Proposition 5.1. — Soit f : X → S un morphisme propre de pre´sche´mas, avec S lo-
calement noethe´rien, U une partie ouverte de X, g : U → X l’immersion canonique,
h = fg : U → S, F un Module sur U. Supposons que les Modules Ri g∗(F) soient
cohe´rents pour i 6 n (hypothe`se de nature locale sur X, qui se ve´rifie pratiquement a`
l’aide du crite`re VIII 2.3). Alors Ri h∗(F) est cohe´rent pour i 6 n.
Cela re´sulte aussitoˆt de la suite spectrale de Leray
(26) Ep,q2 = R
p f∗(R
q g∗(F)) =⇒ R
∗ h∗(F),
et du fait que les images directes supe´rieures par f d’un Module cohe´rent sur X sont
cohe´rentes (EGA III 3.2.1).
(5)N.D.E. : comme l’a remarque´ Raynaud, le re´sultat de de´composition du complexe de de Rham
de Deligne et Illusie entraˆıne facilement la nullite´ du groupe Hi(X,L−1) (avec L ample sur X pro-
jective lisse sur k de caracte´ristique p > 0) pour i < inf(p,dim(X)) de`s lors qu’on suppose que X
est relevable en un sche´ma plat sur W2(k) (cf. Deligne P. & Illusie L., « Rele`vements modulo p2
et de´composition du complexe de de Rham », Invent. Math. 89 (1987), no 2, p. 247–270) ; ceci
donne un preuve purement alge´brique du re´sultat de Kodaira pour les varie´te´s projectives en ca-
racte´ristique nulle. Si X n’est pas relevable, il est bien connu que le « vanishing theorem » est faux ;
cf. l’exemple dans (Raynaud M., « Contre-exemple au ”vanishing theorem” en caracte´ristique p > 0 »,
in C.P. Ramanujam—a tribute, Tata Inst. Fund. Res. Studies in Math., vol. 8, Springer, Berlin-New
York, 1978, p. 273–278) ; voir aussi les tre`s jolis exemples dans (Haboush W. & Lauritzen N., « Varie-
ties of unseparated flags », in Linear algebraic groups and their representations (Los Angeles, CA,
1992 ), Contemp. Math., vol. 153, American Mathematical Society, Providence, RI, 1993, p. 35–57),
simplifie´s dans (Lauritzen N. & Rao A.P., « Elementary counterexamples to Kodaira vanishing in
prime characteristic », Proc. Indian Acad. Sci. Math. Sci. 107 (1997), no 1, p. 21–25). En revanche,
je ne connais pas d’exemple ou` la fle`che Pic(Xn+1) → Pic(Xn) n’est pas surjective pour n > 1 en
caracte´ristique positive, ou` Xn de´signe une section hyperplane e´paissie de X projective lisse comme
plus haut.
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Proposition 5.2. — Soit S un pre´sche´ma localement noethe´rien, S une Alge`bre gra-
due´e quasi-cohe´rente, de type fini sur S, engendre´e par S1, X un sous-pre´sche´ma
de Proj(S ), OX(1) le Module inversible sur X tre`s ample relativement a` S induit
par Proj(S (1)), U une partie ouverte de X, g : U → X l’immersion canonique,
h = fg : U → S, F un Module quasi-cohe´rent sur U, d’ou` des Modules tordus
F(m) = F ⊗ OX(m)) (m ∈ Z), n un entier, m0 un entier. Les conditions suivantes
sont e´quivalentes :
(i) Ri g∗(F) est cohe´rent pour i 6 n.
(ii)
⊕
m>m0
Ri h∗(F(m)) est un S -Module de type fini pour i 6 n.
De´monstration. — Remplac¸ant dans la suite spectrale ci-dessus F par F(m) on trouve
une suite spectrale de S -Modules gradue´s 165
Ep,q2 =
⊕
m>m0
Rp f∗(R
q g∗(F(m)) =⇒
⊕
m>m0
R∗ h∗(F(m)).
Comme on a
Rq g∗(F(m)) ≃ R
q g∗(F)(m),
on voit que si les Ri g∗(F) sont cohe´rents, E
p,q
2 est de type fini sur S pour q 6 n,
graˆce a` la partie a) du lemme 5.3 ci-dessous, ce qui implique que l’aboutissement est
de type fini sur S en degre´ i 6 n. Cela prouve (i) ⇒ (ii). De plus, raisonnant dans
la cate´gorie abe´lienne des S -Modules gradue´s modulo la sous-cate´gorie e´paisse C de
ceux qui sont quasi-cohe´rents de type fini, on trouve par la suite spectrale pre´ce´dente⊕
m>m0
Rn+1 h∗(F(m)) ≃
⊕
m>m0
f∗(R
n+1 g∗(F)(m)) mod C ,
ce qui prouve que si le membre de gauche est un S -Module de type fini, alors
Rn+1 g∗(F) est cohe´rent, en vertu de la partie b) du lemme 5.3. Ceci prouve l’im-
plication (ii) ⇒ (i) par re´currence sur n. Reste a` prouver :
Lemme 5.3. — Soient S, S , X, f comme dans 5.2, et G un Module quasi-cohe´rent
sur X, m0 un entier. Alors
a) Si G est cohe´rent, alors pour tout entier i, le Module gradue´⊕
m>m0
Ri f∗(G(m))
sur S est de type fini.
b) Inversement, supposons que le Module
⊕
m>m0
Ri f∗(G(m)) sur S soit de type
fini, alors G est cohe´rent.
De´monstration de 5.3. — Pour a), le cas i = 0 est donne´ dans EGA III 2.3.2, le cas
i > 0 dans EGA III 2.2.1 (i)(ii) qui dit que les Ri f∗G(m) sont cohe´rents, et nuls pour 166
m grand (si on suppose S noethe´rien, ce qui est loisible). Pour b), on note que G est
isomorphe a` Proj(
⊕
m>m0
f∗(G(m)) (EGA II 3.4.4 et 3.4.2), ce qui prouve que G est
cohe´rent si
⊕
m>m0
f∗(G(m)) est de type fini sur S , en vertu de loc. cit. 3.4.4.
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Corollaire 5.4 (S noethe´rien). — Supposons que Ri g∗(F) soit cohe´rent pour i 6 n,
alors pour i 6 n+ 1, et m grand, on a un isomorphisme canonique :
Ri h∗(F(m)) ≃ f∗(R
i g∗(G)(m)).
En effet la suite spectrale (26) pour F(m) de´ge´ne`re alors en degre´ 6 n, par EGA III
2.2.1 (ii), d’ou` aussitoˆt le re´sultat (qui redonne d’ailleurs l’implication (ii) ⇒ (i)
de 5.2).
Corollaire 5.5. — Sous les conditions pre´liminaires de 5.2, S noethe´rien, les conditions
suivantes sont e´quivalentes :
(i)
⊕
m>m0
h∗(F(m) est de type fini sur S, et R
i h∗(F(m)) = 0 pour 0 < i 6 n et
m grand.
(ii) g∗(F) est cohe´rent, et R
i g∗(F) = 0 pour 0 < i 6 n.
(ii bis) g∗(F) est cohe´rent, et profY g∗(F) > n+ 1.
L’e´quivalence de (ii) et (ii bis) est contenue dans III 3.3. D’ailleurs, en vertu de
5.2 les conditions (i) et (ii) impliquent toutes deux que les Ri g∗(F) (i 6 n) sont
cohe´rents. L’e´quivalence de (i) et (ii) re´sulte alors de 5.4, compte tenu du fait que
tout un Module cohe´rent G sur X, on a G = 0 si et seulement si f∗(G(m)) = 0 pour
m grand, par exemple en vertu de EGA III 2.2.1 (iii).
Remarque 5.6. — On peut interpre´ter les crite`res 5.2 et 5.5 en disant que la « condition167
de finitude simultane´e » 5.2 (ii) s’exprime par des proprie´te´s de re´gularite´ locale (en
termes de profondeur graˆce a` VIII 2.1) de F en les points de U voisins de Y = X−U,
alors que la « condition de nullite´ asymptotique » 5.5 (i) est de nature nettement plus
forte, et s’exprime par des conditions de re´gularite´ locale de g∗(F) en les points de Y
lui-meˆme. Il serait inte´ressant, pour ge´ne´raliser les the´ore`mes a` la Lefschetz pour
les morphismes projectifs aux morphismes quasi-projectifs, de trouver des crite`res
locaux sur X ne´cessaires et suffisants pour que les S -Modules
⊕
m>0R
i h∗(F(m))
pour i 6 n soient de type fini. Lorsque S est le spectre d’un corps (et sans doute plus
ge´ne´ralement, si c’est le spectre d’un anneau artinien) et Y = X−U est fini, on peut
montrer qu’il est ne´cessaire et suffisant que les conditions suivantes soient ve´rifie´es :
1◦) prof Fx > n pour tout point ferme´ x de U (comparer 1.4).
2◦) Ri g∗(F) est cohe´rent pour i 6 n, ou ce qui revient au meˆme, il existe un
voisinage ouvert V de Y tel que pour tout point ferme´ x de U∩V, on ait prof Fx > n+1.
Proposition 5.7. — Soient S un pre´sche´ma localement noethe´rien, g : U→ X un mor-
phisme de pre´sche´mas de type fini sur S(∗), de morphismes structuraux h et f , F un
Module quasi-cohe´rent sur U, n un entier. Les conditions suivantes sont e´quivalentes :
(i) Pour tout changement de base S′ → S, avec S′ noethe´rien, le module Rn g′∗(F
′)
sur X′ est cohe´rent.
(∗)Il suffit en fait que g soit quasi-compact et quasi-se´pare´ (EGA IV1.2.1), sans condition sur U,X.
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(ii) Pour tout changement de base comme ci-dessus, et tout Ide´al cohe´rent J
sur S′, de´signant par I l’Ide´al J OX′ sur X′, le Module gradue´⊕
m>0
Rn g′∗(I
mF′)
sur
⊕
m>0 I
m est de type fini.
(iii) Pour tout changement de base S′ → S, et J comme ci-dessus, le Module 168
gradue´ ⊕
m>0
Rn g′∗(I
mF′/I m+1F′)
sur grI(OX′) =
⊕
m>0 I
m/I m+1 est de type fini.
E´videmment (ii) ⇒ (i) et (iii) ⇒ (i), comme on voit en faisant I = 0 dans
les conditions (ii) et (iii). Les implications inverses s’obtiennent en appliquant (i)
au changement de base compose´ S
′′
→ S′ → S, ou` S
′′
est e´gal a` Spec
⊕
m>0 J
m
resp. Spec
⊕
m>0 J
m/Jm+1.
L’inte´reˆt de cette proposition est que les conditions de la forme (ii) sont celles
qui interviennent dans les « the´ore`mes de comparaison alge´brico-formels », alors que
les conditions de la forme (iii) interviennent dans les « the´ore`mes d’existence » qui
les comple`tent, cf. expose´ IX. Un premier cas inte´ressant est celui ou` f : X → S est
l’identite´, et ou` il s’agit donc de conditions sur un morphisme h : U→ S localement de
type fini et un Module F quasi-cohe´rent sur U plat par rapport a` S. Pour obtenir des
conditions suffisantes, nous allons supposer que U se plonge par g : U → X, comme
sous-pre´sche´ma ouvert d’un X propre sur S. Appliquant 5.1, on voit donc :
Corollaire 5.8. — Soient f : X → S un morphisme propre, avec S localement noethe´-
rien, U un ouvert de X, g : U → X l’immersion canonique, h = fg : U → S, F un
Module quasi-cohe´rent sur X, plat par rapport a` S. Supposons que pour tout change-
ment de base S′ → S, avec S′ localement noethe´rien, on ait Ri g′∗(F
′) cohe´rent sur X′
pour i 6 n. Alors on a ce qui suit :
(i) Pour tout changement de base S′ → S, avec S′ localement noethe´rien, Ri h′∗(F
′)
est cohe´rent sur S′ pour i 6 n.
(ii) Pour tout S′ → S comme ci-dessus, et tout Ide´al cohe´rent J sur S′, les Modules
gradue´s 169⊕
m>0
Ri h′∗(J
mF′)
sur
⊕
m>0 J
m sont de type fini pour i 6 n.
(iii) Pour tout S′ → S et J comme ci-dessus, les Modules gradue´s⊕
m>0
Ri h′∗(J
mF′/Jm+1F′)
sur grJ (OS′) =
⊕
m>0 J
m/J m+1 sont de type fini pour i 6 n.
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De plus, sous les conditions de (ii), et en vertu du the´ore`me de comparaison 1.1,
de´signant par Ŝ′ le comple´te´ formel de S′ par rapport a` J , et par Û′ celui de U′ par
rapport a` J OU′ , les homomorphismes canoniques
̂Ri h′∗(F
′) −→ Ri ĥ′∗(F̂′) −→ lim←−
k
Ri h′∗(F
′
k)
sont des isomorphismes pour i 6 n− 1.
Remarque 5.9. — Supposons qu’on soit de plus sous les conditions de 5.8 avec F co-
he´rent, et conside´rons un changement de base S′ → S comme dans 5.9 (i). Supposons
de plus que S′ soit localement immergeable dans un sche´ma re´gulier, ou plus ge´ne´rale-
ment, qu’il existe un morphisme S
′′
→ S fide`lement plat et quasi-compact, tel que S
′′
soit localement immergeable dans un sche´ma re´gulier ; cette condition est ve´rifie´e en
particulier si S′ est local. Alors la conclusion de 5.8 (i) et (ii) reste valable lorsqu’on y
remplace F′ par un Module G′ sur U′, tel que tout point de U′ ait un voisinage ouvert
sur lequel G′ soit isomorphe a` un Module de la forme F′
n
. En effet, on est ramene´ au
cas S′ lui-meˆme est localement immergeable dans un sche´ma re´gulier, de sorte qu’il
en est de meˆme de S
′′
= Spec
(⊕
m>0 J
m
)
et de X
′′
= X′×S′ S
′′
= X×S S
′′
, qui sont
de type fini dessus. On applique alors le crite`re de finitude VIII 2.3 pour les images
directes pour i 6 n de G
′′
sous l’immersion U
′′
→ X
′′
, en notant qu’elles sont satis-
faites par hypothe`ses pour F
′′
, donc aussi pour G
′′
puisqu’elles s’expriment en termes170
de profondeur et que G
′′
est localement isomorphe a` un F
′′n
. Le meˆme argument
montre que si G ′ est un Module cohe´rent sur Û′ (comple´te´ de U′ par rapport a` l’Ide´al
J OU′), tel que G
′
0 = G
′/J G ′ soit localement de la forme F
′n
0 , alors la conclusion de
(iii) reste valable en y remplac¸ant F′ par G ′. On obtient ainsi le re´sultat suivant, en
utilisant les re´sultats de l’expose´ IX :
Corollaire 5.10. — Soient f : X → S un morphisme propre, avec S localement noe-
the´rien, U une partie ouverte de X ; on suppose U plat par rapport a` S, et que pour
tout changement de base S′ → S, avec S′ localement noethe´rien, on ait Rig′∗(OU′)
cohe´rent sur X′ pour i = 0, 1. Supposons alors que S′ soit de la forme Spec(A), ou`
A est anneau noethe´rien muni d’un ide´al J tel que A soit se´pare´ et complet pour la
topologie J-adique. Sous ces conditions :
(i) Le foncteur F 7→ F̂ de la cate´gorie des Modules localement libres sur U′ dans la
cate´gorie des Modules localement libres sur Û′ est pleinement fide`le.
(ii) Pour tout Module localement libre F sur Û′, il existe un Module cohe´rent F
sur U′ (pas ne´cessairement localement libre, he´las), et un isomorphisme F̂ ≃ F.
Il reste seulement a` prouver (ii), graˆce a` 5.9. Or d’apre`s cette remarque et 2.1
il s’ensuit que F est induit par un Module cohe´rent G sur X̂′. D’apre`s le the´ore`me
d’existence EGA III 5.1.4, G est de la forme F̂, ou` F est cohe´rent sur X, d’ou` la
conclusion.
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Remarques 5.11. — 1o) Utilisant 5.10, 4.7 et une hypothe`se convenable, disant
que certains anneaux locaux des fibres ge´ome´triques de X′ → S′ sont « purs »
resp. parafactoriels, on doit pouvoir obtenir des e´nonce´s disant que le foncteur Z′ 7→ Ẑ′
de la cate´gorie des reveˆtements e´tales de X′ dans la cate´gorie des reveˆtements e´tales 171
de X̂′ (ou ce qui revient au meˆme, de X′0) est une e´quivalence de cate´gories, resp. que
le foncteur L 7→ L̂ de la cate´gorie des Modules inversibles sur X′ dans la cate´gorie
des Modules inversibles sur X̂′ est une e´quivalence. Utilisant des re´sultats re´cents de
Murre, il est probable que l’on doit pouvoir de´duire des the´ore`mes d’existence des sche´-
mas de Picard pour certains sche´mas alge´briques non propres(6). De fac¸on ge´ne´rale,
(6)N.D.E. : bien entendu, on se reportera dans le cas projectif aux the´ore`mes d’existence de Grothen-
dieck de FGA ; cf. Grothendieck A., « Technique de descente et the´ore`mes d’existence en ge´ome´trie
alge´brique. VI. Les sche´mas de Picard : proprie´te´s ge´ne´rales », in Se´minaire Bourbaki, vol. 7, Socie´te´
mathe´matique de France, Paris, 1995, Exp. 236, p. 221–243 et « Technique de descente et the´ore`mes
d’existence en ge´ome´trie alge´brique. V. Les sche´mas de Picard : the´ore`mes d’existence », in Se´minaire
Bourbaki, vol. 7, Socie´te´ mathe´matique de France, Paris, 1995, Exp. 232, 143–161. Les neuf conjec-
tures de finitude qui s’y trouvent sont de´montre´es dans les expose´s XII et XIII de Mme Raynaud et de
Kleiman de SGA 6. Pour un excellent texte e´le´mentaire sur le sujet, voir l’article d’exposition de Klei-
man (Kleiman S., « The Picard scheme », a` paraˆıtre dans Contemp. math.). Pour une application
de ces techniques aux jacobiennes ge´ne´ralise´es globales d’une courbe lisse relative, voir (Contou-
Carre`re C., « La jacobienne ge´ne´ralise´e d’une courbe relative ; construction et proprie´te´ universelle
de factorisation », C. R. Acad. Sci. Paris Se´r. A-B 289, (1979), no 3, A203–A206 et « Jacobiennes
ge´ne´ralise´es globales relatives », in The Grothendieck Festschrift, Vol. II, Progr. Math., vol. 87, Bir-
kha¨user, Boston, 1990, p. 69–109). Voir aussi du meˆme auteur, dans le cadre purement local, la
construction et l’e´tude du foncteur « jacobienne ge´ne´ralise´e locale » (« Jacobienne locale, groupe de
bivecteurs de Witt universel, et symbole mode´re´ », C. R. Acad. Sci. Paris Se´r. I Math. 318 (1994),
no 8, p. 743–746). Par ailleurs, si dans le cas d’un morphisme projectif et lisse, les composantes
connexes du sche´ma de Picard sont propres, il n’en va plus de meˆme dans le cas singulier. Se pose
naturellement le proble`me de la compactification des sche´mas de Picard : ce proble`me a e´te´ e´tudie´
en de´tail, notamment dans (Altman A.B. & Kleiman S., « Compactifying the Picard scheme », Adv.
in Math. 35 (1980), no 1, p. 50–112. et « Compactifying the Picard scheme. II », Amer. J. Math.
101 (1979), no 1, p. 10–41). Le cas des courbes avait e´te´ e´tudie´ auparavant (D’Souza C., « Com-
pactification of generalised Jacobians », Proc. Indian Acad. Sci. Sect. A Math. Sci. 88 (1979), no 5,
p. 419–457). On sait meˆme exactement quand la jacobienne compactifie´e d’une courbe est irre´ductible
(Rego C.J., « The compactified Jacobian » Ann. Sci. E´c. Norm. Sup. (4 ) 13 (1980), no 2, p. 211–
223, celle-ci e´tant l’adhe´rence de la jacobienne (ordinaire) lorsque la courbe est ge´ome´triquement
inte`gre et localement planaire ; pour une construction en famille des jacobiennes compactifie´es, voir
(Esteves E., « Compactifying the relative Jacobian over families of reduced curves », Trans. Amer.
Math. Soc. 353 (2001), no 8, p. 3045–3095). Depuis, les re´sultats d’existence du sche´ma de Picard
dans le cas propre ont progresse´ depuis l’e´dition originale de SGA 2 ; cf. (Murre J.P., « On contrava-
riant functors from the category of pre-schemes over a field into the category of abelian groups (with
an application to the Picard functor) », Publ. Math. Inst. Hautes E´tudes Sci. 23 (1964), p. 5-43) et
surtout (Artin M., « Algebraization of formal moduli. I », in Global Analysis (Papers in Honor of
K. Kodaira), Univ. Tokyo Press, Tokyo, 1969, p. 21–71). Voir aussi (Raynaud M., « Spe´cialisation
du foncteur de Picard », Publ. Math. Inst. Hautes E´tudes Sci. 38 (1970), p. 27–76) dans le cas d’un
sche´ma propre sur un anneau de valuation discre`te, mais pas ne´cessairement plat. Pour une discus-
sion de re´sultats plus re´cents, en particulier ceux d’Artin, pour le foncteur de Picard des sche´mas
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l’e´limination d’hypothe`ses de purete´ dans divers the´ore`mes d’existence, notamment
de repre´sentabilite´ de foncteurs comme les foncteurs de Hilbert, ou de Picard etc.,
a` l’aide des techniques de´veloppe´es dans ce se´minaire, me´rite une e´tude syste´matique.
2o) On peut se proposer de donner des conditions ne´cessaires et suffisantes ma-
niables, en termes de profondeur, pour que la condition de finitude universelle envi-
sage´e dans 5.10 soit ve´rifie´e. Lorsque S est le spectre d’un corps, il re´sulte facilement
de EGA III 1.4.15 qu’il faut et il suffit que les Ri g∗(F) (i 6 n) soient cohe´rents, ce
qui s’exprime bien en termes de profondeur graˆce a` VIII 2.3. Dans le cas ge´ne´ral, on
notera cependant qu’il ne suffit pas d’exiger que la condition pre´ce´dente soit ve´rifie´e
pour toutes les fibres Us ⊂ Xs (s ∈ S), meˆme dans le cas ou` n = 0. Prendre par
exemple X = S, S le spectre d’un anneau de valuation discre`te, U l’ouvert re´duit au
point ge´ne´rique, F = OU.
3o) Voici cependant une condition suffisante assurant qu’on est sous les conditions
de l’hypothe`se de 5.10 : Il suffit que f soit plat, et que pour tout s ∈ S et tout
x ∈ Ys = Xs −Us, on ait
prof OXs,x > n+ 2.
En effet, compte tenu du lemme 2.5 (cf. relation (16) apre`s 2.5), il s’ensuit que l’on a
alors g∗(OU) ≃ OX et R
i g∗(OU) = 0 pour 0 < i 6 n, et les meˆmes relations seront
e´videmment ve´rifie´es apre`s tout changement de base S′ → S.
propres et plats, en particulier dans le cas cohomologiquement plat en dimension 0, voir le chapitre
VIII de (Bosch S., Lu¨tkebohmert W. & Raynaud M., Ne´ron models, Ergebnisse der Mathematik
und ihrer Grenzgebiete (3), vol. 21, Springer-Verlag, Berlin, 1990) et les re´fe´rences cite´es. Beaucoup
plus re´cemment, des re´sultats tre`s fins ont e´te´ obtenus dans le cas de courbes relatives f : X → S
au-dessus du spectre S d’un anneau de valuation discre`te a` corps re´siduel parfait. Plus pre´cise´ment,
on suppose que f est propre et plat, X re´gulier et f∗OX = OS. En revanche, on ne suppose pas f
cohomologiquement plat en dimension 0, i.e. on ne suppose pas H1(X,O) sans torsion. Le sche´ma
de Picard n’est alors pas repre´sentable, que ce soit par un sche´ma ou un espace alge´brique, de`s que
la torsion en question est non nulle. Soit J le mode`le de Ne´ron de la fibre ge´ne´rique de f : c’est un
quotient du foncteur de Picard P. Alors, Raynaud a montre´ que le noyau de l’application tangente
H1(X,O) = Lie(P)→ Lie(J) co¨ıncide avec le sous-groupe de torsion du H1 et que le conoyau a meˆme
longueur (voir le the´ore`me 3.1 de (Liu Q., Lorenzini D. & Raynaud M., « Ne´ron models, Lie algebras,
and reduction of curves of genus one », Invent. Math. 157 (2004), p. 455–518). Ce re´sultat permet
aux auteurs pre´cite´s d’e´tudier le lien entre les conjectures de Birch-Swinnerton-Dyer et Artin-Tate
(voir th. 6.6 de loc. cit. ). En ce qui concerne le sche´ma de Picard local, voir la the`se de Boutot, cite´e
note de l’e´diteur (13) page 149.
EXPOSE´ XIII
PROBLE`MES ET CONJECTURES
1. Relations entre re´sultats globaux et locaux. Proble`mes affines lie´s a` la
dualite´
Il est bien connu que beaucoup d’e´nonce´s concernant un sche´ma projectif X peuvent 172
se formuler en termes d’e´nonce´s concernant un certain anneau gradue´, ou mieux un
anneau local complet, a` savoir l’anneau de coordonne´es homoge`nes de X (i.e. l’anneau
affine du coˆne projetant X˜ de X), ou son comple´te´ (i.e. le comple´te´ de l’anneau lo-
cal du sommet de X˜). L’inte´reˆt de cette reformulation est qu’elle permet souvent a`
partir de re´sultats globaux connus, de conjecturer, voire de de´montrer, des re´sultats
analogues pour des anneaux locaux noethe´riens complets plus ge´ne´raux que ceux qui
interviennent re´ellement dans l’e´nonce´ global, par exemple pour des anneaux locaux
qui ne sont pas ne´cessairement d’e´gale caracte´ristique. Ainsi, le the´ore`me de dualite´ de
Serre pour l’espace projectif XII 1.1 a sugge´re´ l’utile the´ore`me de dualite´ locale V 2.1.
Le the´ore`me fondamental de Serre sur la cohomologie des Modules cohe´rents sur l’es-
pace projectif (finitude, comportement asymptotique pour n grand de Hi(X,F(n)),
cf. EGA III 2.2.1) se ge´ne´ralise en un the´ore`me de structure pour les invariants locaux
Him(M), voir V 3. De meˆme, les the´ore`mes de Lefschetz pour le groupe fondamental,
et le groupe de Picard (« crite`res d’e´quivalence »), bien familiers dans le cas classique
et e´tendus par la suite a` un corps de base quelconque, ont sugge´re´ les the´ore`mes
de Lefschetz « locaux » des expose´s X et XI. Bien entendu, les the´ore`mes locaux a`
leur tour sont des outils pre´cieux pour obtenir des e´nonce´s globaux. Par exemple la
dualite´ locale permet de formuler une proprie´te´ asymptotique globale XII 1.3 (i) par
l’annulation de certains invariants locaux Hi(Fx). De fac¸on plus substantielle, les the´o-
re`mes Lefschetz locaux, impliquant par exemple la « purete´ » ou la parafactorialite´ de
certains anneaux locaux intersections comple`tes (X 3.4 et XI 3.13) permettent dans
les the´ore`mes de Lefschetz globaux de se de´barrasser de certaines hypothe`ses de non
singularite´, comme dans X 3.5, 3.6, 3.7.
Une autre ge´ne´ralisation utile des the´ore`mes concernant les sche´mas projectifs sur 173
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un corps k consiste a` remplacer k par un sche´ma de base ge´ne´ral. Ainsi, la suite de
EGA III donnera(1) une ge´ne´ralisation dans ce sens de la dualite´ de Serre(∗) ; les the´o-
re`mes de finitude et de comportement asymptotique des Hi(X,F(n)) ont e´te´ e´nonce´s
dans EGA III 2.2.1 sur un sche´ma de base ge´ne´ral, enfin les the´ore`mes de Lefschetz
peuvent e´galement se de´velopper pour un morphisme projectif, comme on a vu dans
XII 4.9, graˆce au the´ore`me local XII 4.7. Bien entendu, le fait de travailler sur un
sche´ma de base ge´ne´ral conduit aussi a` des e´nonce´s essentiellement nouveaux, tels
le « the´ore`me de comparaison » EGA III 4.15 et le the´ore`me d’existence de faisceaux
EGA III 5.1.4 (qui, on l’a vu par ailleurs dans IX, rele`vent des meˆmes the´ore`mes-clefs
de nature cohomologique que les the´ore`mes de Lefschetz pour π1 et Pic).
Il s’impose alors de de´gager des the´ore`mes qui englobent simultane´ment les deux
ge´ne´ralisations que nous venons de signaler des e´nonce´s concernant les sche´mas pro-
jectifs sur un corps. Les objets naturels pour une telle ge´ne´ralisation commune sont
les anneaux noethe´riens se´pare´s et complets pour une topologie I-adique. Leur e´tude,
a` ce point de vue, n’a pas encore e´te´ aborde´e se´rieusement, et me semble a` l’heure
actuelle le sujet le plus inte´ressant dans la the´orie locale des faisceaux cohe´rents. Voici
un proble`me typique dans cette direction :
Conjecture 1.1 (« Deuxième théorème de finitude affine » (∗∗)(2))
Soient M un module de type fini sur un anneau noethe´rien A (qu’on supposera au
besoin quotient d’un re´gulier), J un ide´al de A, prouver que les modules HiJ(M) sont
(∗)cf. Se´minaire Hartshorne, cite´ a` la fin de Exp. IV.
(∗∗)Cette conjecture, et la conjecture 1.2, ci-dessous, sont fausses, comme l’a montre´ R. Hartshorne,
« Affine duality and cofinite modules », Invent. Math. 9 (1969/70), p. 145-164, section 3.
(1)N.D.E. : en fait, cette ge´ne´ralisation ne s’y trouve pas ; voir note plus bas, et la note de l’e´diteur (4)
de la page 2
(2)N.D.E. : toutefois, si A est local complet (resp. re´gulier de caracte´ristique positive) et J est l’ide´al
maximal, l’e´nonce´ est vrai pour M de type fini (resp. M = A), cf. (Hartshorne R., « Affine duality
and cofinite modules », Invent. Math. 9 (1969/70), p. 145-164, corollaire 1.4) (resp. (Huneke C. &
Sharp R., « Bass numbers of local cohomology modules », Trans. Amer. Math. Soc. 339 (1993), no 2,
p. 765–779), qui contient d’ailleurs des re´sultats bien plus forts). Pour des me´thodes comple`tement
diffe´rentes (D-modules) permettant d’aborder la caracte´ristique nulle, voir (Lyubeznik G., « Finite-
ness properties of local cohomology modules (an application of D-modules to commutative algebra) »,
Invent. Math. 113 (1993), no 1, p. 41–55) ; voir aussi du meˆme auteur « Finiteness properties of local
cohomology modules for regular local rings of mixed characteristic : the unramified case », Comm.
Algebra 28 (2000), no 12, p. 5867–5882, Special issue in honor of Robin Hartshorne, et « Finiteness
properties of local cohomology modules : a characteristic-free approach », J. Pure Appl. Algebra 151
(2000), no 1, p. 43–50. La notion de module cofini a e´volue´ depuis sous la houlette de Hartshorne.
On dit que M est J cofini s’il est de support contenu dans V(J) et si tous les ExtiA(A/J,H
i
J(M)) sont
de type finis. Sur ce sujet, voir par exemple (Delfino D. & Marley Th., « Cofinite modules and local
cohomology », J. Pure Appl. Algebra 121 (1997), no 1, p. 45–52).
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« J-cofinis », i.e. que les modules
HomA(A/J,H
i
J(M))
sont de type fini.
Rappelons qu’on de´signe par HiJ(M) le module H
i
Y(X, M˜) (ou` X = Spec(A), Y =
V(J)) de Exp. I, interpre´te´ dans II en termes de limite inductive de cohomologies 174
de complexes de Koszul, ou encore pour i > 2 le module Hi−1(X − Y, M˜). A` vrai
dire, 1.1 devrait eˆtre une conse´quence d’un e´nonce´ plus pre´cis, impliquant que les
HiJ(M) sont dans une sous-cate´gorie abe´lienne convenable DJ de la cate´gorie CJ des
A-modules de support ⊂ Y = V(J), telle que H ∈ ObDJ implique que H est J-
cofini. (N.B. La cate´gorie des modules H de support contenu dans V(J) et qui sont
J-cofinis n’est malheureusement pas stable par passage au quotient !). Le proble`me
essentiel consisterait alors a` de´finir DJ. De fac¸on plus pre´cise, la solution du proble`me
1.1 devrait sortir (du moins si A est quotient d’un re´gulier) d’une the´orie de dualite´,
ge´ne´ralisant a` la fois la dualite´ locale, et la the´orie de dualite´ des morphismes projectifs
a` laquelle il a e´te´ fait allusion plus haut, et qui serait du genre suivant :
Conjecture 1.2 (« Dualité affine » (∗)). — Supposons A re´gulier, se´pare´ et complet pour
la topologie J-adique. Soit C•(A) une re´solution injective de A.
(i) Prouver que le foncteur
DJ : L• 7−→ HomJ(L•,C
•
(A))
de la cate´gorie des complexes de A-modules, libres de type fini en toute dimension et a`
degre´s limite´s supe´rieurement, (ou` les morphismes sont les homomorphismes de com-
plexes a` homotopie pre`s) dans la cate´gorie des complexes de A-modules K•, injectifs
en toute dimension et a` degre´s limite´s supe´rieurement (ou` les homomorphismes sont
de´finis de la meˆme fac¸on), est pleinement fide`le.
(ii) Prouver que pour tout K• de la forme DJ(L•), les H
i(K•)(= ExtiY(X; L•,OX))
sont J-cofinis.
(iii) De fac¸on plus pre´cise, prouver que les K• qui sont homotopes a` un complexe
de la forme DJ(L•) peuvent se caracte´riser par des proprie´te´s de finitude des H
i(K•),
plus fortes que celle envisage´e dans (ii), par exemple par la proprie´te´ Hi(K•) ∈ ObDJ, 175
ou` DJ est une cate´gorie abe´lienne convenable, comme envisage´e plus haut.
Notons que le proble`me est re´solu par l’affirmative lorsque A est local et que J en
est un ide´al de de´finition (cf. Exp. IV), et aussi lorsque J est l’ide´al nul. Dans ces deux
cas, exceptionnellement, on peut se borner a` prendre pour DJ la cate´gorie des Modules
a` support V(J) qui sont J-cofinis, (ce qui dans le deuxie`me cas signifie simplement,
qu’on prend la cate´gorie des Modules de type fini sur A). Une solution affirmative de
(∗)Cette conjecture, fausse telle quelle, a cependant e´te´ e´tablie sous une forme assez voisine par
R. Hartshorne, « Affine duality and cofinite modules », Invent. Math. 9 (1969/70), p. 145-164.
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la conjecture 1.2 en ge´ne´ral en donnerait une pour 1.1, en prenant pour L• le dual
d’une re´solution libre de type fini de M. D’autre part, une solution affirmative de 1.1
donnerait une re´ponse affirmative a` la premie`re partie de la conjecture suivante que
nous formulons sous forme « globale » :
Conjecture 1.3. — Soit X ⊂ Prk un sous-sche´ma ferme´ du sche´ma projectif type qui
soit localement une intersection comple`te et dont toute composante irre´ductible soit
de codimension > s. Soit U = Prk −X.
(i) Prouver que pour tout Module cohe´rent F sur U, on a
dimHi(U,F) < +∞ pour i > s.(∗)
(ii) Donner un exemple, avec X connexe et re´gulier, ou` on a
Hs(U,F) 6= 0.
Pour voir que (i) est un cas particulier de 1.1 on conside`re
Hi(U,F(·)) =
⊕
n
Hi(U,F(n)) = Hi(Er+1 − X˜, F˜)
comme un module sur l’anneau affine k[t0, . . . , tr] du coˆne projetant E
r+1 de Pr. Ce
module n’est autre que Hi+1J (M), ou` J est l’ide´al du coˆne projetant X˜ de X dans E
r+1.
D’autre part de l’hypothe`se faite sur X, qui implique que X˜ est aussi une intersection
comple`te de codimension > s en tout point de Er+1 distinct de l’origine, re´sulte que176
Hi+1J (M) est nul en dehors de l’origine pour i > s. S’il est donc J-cofini comme le veut
1.1, il est a fortiori m-cofini, ce qui implique facilement qu’il est de dimension finie
en tout degre´(3) Noter d’ailleurs que la conjecture 1.3 se pose de´ja` pour une courbe
irre´ductible non singulie`re X dans P3, on ignore si dans ce cas les H2(P3−X,OX(n))
(∗)La partie (i) de cette conjecture est prouve´e par R. Hartshorne lorsque X est lisse cf. Ample
subvarieties of algebraic varieties, Notes written in collaboration with C. Musili, Lect. Notes in
Math, vol. 156, Springer-Verlag, Berlin-New York, 1970, the´ore`me III.5.2. Cet auteur a e´galement
trouve´ un exemple pour (ii), cf. R. Hartshorne, « Cohomological dimension of algebraic varieties »,
Ann. of Math. (2 ) 88 (1968), p. 403–450, exemple page 449.
(3)N.D.E. : Hartshorne a prouve´ (Hartshorne R., « Cohomological dimension of algebraic varieties »,
Ann. of Math. (2 ) 88 (1968), p. 403–450) que la cohomologie Hn−1(Pnk − X,F) est nulle pour F
cohe´rent et X de dimension positive (k alge´briquement clos). En fait, graˆce essentiellement a` la
dualite´ de Serre et au the´ore`me de Lichtenbaum — nullite´ de la cohomologie des faisceaux cohe´rents
en dimension maximale des varie´te´s quasi-projectives irre´ductibles non comple`tes —, on se rame`ne
a` prouver que le comple´te´ formel P̂nk et X ont meˆme corps de fonctions rationnelles. C’est le point
difficile (the´ore`me 7.2 de loc. cit. ), autrement dit Pnk est G3 dans la terminologie de (Hironaka H. &
Matsumura H., « Formal functions and formal embeddings », J. Math. Soc. Japan 20 (1968), p. 52–
82). Ces auteurs ont prouve´ inde´pendamment les re´sultats pre´ce´dents, et en fait beaucoup mieux.
Ils ont prouve´ que X est universellement G3 et ont calcule´ le corps des fonctions rationnelles du
comple´te´ formel d’une varie´te´ abe´lienne le long d’une sous-varie´te´ de dimension positive. C’est dans
cet article qu’apparaˆıt pour la premie`re fois les conditions G1,G2,G3 de´sormais classiques.
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sont de dimension finie, ou s’ils sont ne´cessairement nuls(∗). On ignore meˆme s’il
existe une courbe irre´ductible de P3 qui ne soit ensemblistement l’intersection de
deux hypersurfaces(4).
Problème 1.4. — Donner une variante affine du « the´ore`me de comparaison »
EGA III 4.1.5 comme un the´ore`me de commutation des foncteurs HiJ avec certaines
limites projectives.
Enfin, dans le pre´sent ordre d’ide´es, j’avais pose´ le proble`me suivant : soit A un
anneau local noethe´rien re´gulier complet, K son corps des fractions, prouver que
ExtiA(K,A) = 0 pour tout i. Une re´ponse affirmative a e´te´ donne´e sur le champ
par M. Auslander, l’hypothe`se de re´gularite´ peut eˆtre remplace´e par celle que A est
inte`gre et il est vrai en fait que ExtiA(K,M) = 0 pour tout i, de`s que M est de type fini
sur A. Cela re´sulte aussitoˆt de l’e´nonce´ suivant, duˆ a` Auslander : si A est un anneau
local noethe´rien complet, alors pour tout module de type fini M sur A, les foncteurs
ExtiA(.,M) transforment limites inductives en limites projectives
(5).
2. Proble`mes lie´s au π0 : the´ore`mes de Bertini locaux
Soit A un anneau local noethe´rien complet, f un e´le´ment de son ide´al maximal, X =
Spec(A), Y = Spec(A/fA). L’utilisation de la technique « Lefschetz » locale permet de
donner des crite`res pour que Y′ = X′ ∩Y (ou` X′ = X− {m}) soit connexe, en termes
d’hypothe`ses sur X′. Ainsi, il suffit que l’on ait : a) X′ connexe, b) prof OX′,x > 2 177
pour tout point ferme´ x de X′, c) f est A-re´gulier. On notera cependant que les
hypothe`ses b) et c) ne sont pas de nature purement topologiques, par exemple ne
sont pas invariantes en remplac¸ant X par Xred. Dans la situation analogue pour un
sche´ma projectif X′sur un corps et une section hyperplane Y′ de X′, l’utilisation du
« the´ore`me de Bertini » et du « the´ore`me de connexion » de Zariski permet d’obtenir
en fait des re´sultats d’allure nettement plus satisfaisants, qui m’avaient amene´ dans
le se´minaire oral a` e´noncer une conjecture, que j’ai re´solue depuis par l’affirmative.
E´nonc¸ons donc ici :
Théorème 2.1. — Soient A un anneau local noethe´rien complet, X son spectre, a le
point ferme´ de X, X′ = X − {a}. Supposons que X satisfasse les conditions (ou` k
de´signe un entier > 1) :
ak) Les composantes irre´ductibles de X
′ sont de dimension > k + 1.
(∗)La question vient d’eˆtre re´solue affirmativement par R. Hartshorne (Hartshorne R., «Ample vector
bundles », Publ. Math. Inst. Hautes E´tudes Sci. 29 (1966), p. 63–94, the´ore`me 8.1) et H. Hironaka.
(4)N.D.E. : voir la conjecture 3.5 et la note correspondante.
(5)N.D.E. : e´crire K = lim
−→a 6=0
A[1/a] et observer que a 6= 0 est A-re´gulier.
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bk) X
′ est connexe en dimension > k, i.e. on ne peut de´connecter X′ par une partie
ferme´e de dimension < k (cf. III 3.8).
Soit m un entier, 0 6 m 6 k, et soient f1, . . . , fm ∈ r(A), posons B = A/
∑
i fiA,
Y = Spec(B) = V(f1) ∩ · · · ∩ V(fm), Y′ = X′ ∩ Y = Y − {a}. Alors Y satisfait
les conditions ak−m), bk−m). En particulier, pour toute suite de m 6 k e´le´ments
f1, . . . , fm de r(A), Y
′ = X′ ∩V(f1) ∩ · · · ∩V(fm) est connexe.
Il est d’ailleurs facile de voir que si la dernie`re conclusion est valable (il suffit e´vi-
demment d’y fairem = k), et en excluant le cas ou` X serait irre´ductible de dimension 0
ou 1, il s’ensuit que les composantes irre´ductibles de X′ sont de dimension > k + 1,
et X′ est connexe en dimension > k, de sorte qu’en un sens, 2.1 est un re´sultat « le
meilleur possible ».
Donnons le principe de la de´monstration de 2.1. Seule la condition bk−m) pour Y
offre un proble`me. On est ramene´ facilement pour k donne´ au cas ou` X est inte`gre, et
meˆme (en passant au normalise´, qui est fini sur X) au cas ou` X est normal. Si k = 1,178
donc dimX′ > 2, alors X′ est de profondeur > 2 en ses points ferme´s et on peut appli-
quer le re´sultat rappele´ au de´but du n◦, qui montre que Y′ = X′ ∩V(f) est connexe.
Dans le cas k > 1, on suppose le the´ore`me de´montre´ pour les k′<k. Par re´currence
surm, on est ramene´ au cas ou` m = 1, i.e. a` ve´rifier que pour f1 ∈ r(A), X′∩V(f1) est
connexe en dimension > k−1. S’il ne l’e´tait pas, i.e. s’il e´tait disconnecte´ par un Z′ de
dimension < k− 1, il existerait une suite f2, . . . , fk telle que X′ ∩V(f1) ∩ · · · ∩V(fk)
soit disconnexe, et dans cette suite on peut choisir arbitrairement f2 ∈ r(A) soumis
a` la seule condition de ne s’annuler sur aucun point d’une certaine partie finie F de
X′ (a` savoir l’ensemble des points maximaux de Z′). D’ailleurs, on ve´rifie facilement,
utilisant le fait que X′ est normal, donc satisfait la condition (S2) de Serre
(∗) qu’il
existe une partie finie F′ de X′ telle que f ∈ r(A), V(f)∩F′ = ∅ implique que V(f)∩X′
satisfait e´galement a` la condition (S2). On peut alors choisir f2 de telle sorte que f2
ne s’annule ni sur F ni sur F′, donc que X′ ∩ V(f2) satisfasse (S2). Mais alors, en
vertu du the´ore`me de Hartshorne III 3.6, X′ ∩ V(f2) est connexe en codimension 1
donc (comme toute composante de X′ ∩ V(f2) est de dimension > k) il est connexe
en dimension > k− 1. Appliquant l’hypothe`se de re´currence a` V(f2) = Spec(A/f2A),
il s’ensuit que X′ ∩V(f2)∩V(f1)∩V(f3)∩ · · · ∩V(fk) est connexe, alors qu’on l’avait
construit disconnexe, absurde.
Signalons quelques corollaires inte´ressants :
Corollaire 2.2. — Soit f : X → Y un morphisme propre de pre´sche´mas localement
noethe´rien, avec Y inte`gre, y0 ∈ Y, y1 le point ge´ne´rique de Y. On suppose
a) Y est unibranche en y0, toute composante irre´ductible de X domine Y.
(∗)Cf. EGA IV 5.7.2.
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b) Les composantes irre´ductibles de X1 sont de dimension > k + 1, et X1 est
connexe en dimension > k.
Alors les composantes irre´ductibles de X0 sont de dimension > k + 1, et X0 est 179
connexe en dimension > k.
En effet, le the´ore`me de connexion de Zariski (cf. EGA III 4.3.1) implique que
X0 est connexe ; pour montrer qu’il n’est pas disconnecte´ par une partie ferme´e de
dimension < k, on est ramene´ a` montrer que ces anneaux locaux en des points x ∈ X0
tels que dim x < k ont un spectre non disconnecte´ par x. Or ceci est vrai sans supposer
ni f propre, ni Y unibranche en y0. On est ramene´ pour le voir au cas ou` X est inte`gre
dominant Y, et si l’on veut, Y affine de type fini sur Z, de sorte que l’on est sous les
conditions de la formule des dimensions pour OX,x sur OY,y0. Utilisant dans ce cas la
finitude de la cloˆture normale, on peut meˆme supposer X normal, donc en vertu d’un
the´ore`me de Nagata(∗), le comple´te´ d’un anneau local OX,x de X′ est encore normal,
donc (si OX,x est de dimension N) Spec(ÔX,x) est connexe en dimension > N−1. Soit
n = dimOY,y0, alors deg tr k(x)/k(y) < k implique dimOX,x > n+(k+1)−k = n+1,
compte-tenu de dimX1 > k + 1, et prenant un syste`me f1, . . . , fn de parame`tres de
OY,y0 qu’on rele`ve en des e´le´ments de OX,x, on voit par 2.1 que Spec(ÔX,x/
∑
fiÔX,x)
est connexe en dimension > 1, i.e. n’est pas disconnecte´ par son point ferme´, ou ce qui
revient au meˆme, Spec(ÔX0,x) n’est pas disconnecte´ par son point ferme´ ; a fortiori il
en est ainsi de Spec(OX0,x).
Comme dans le cas du the´ore`me de connexion ordinaire, on peut varier 2.2 en
prenant les fibres ge´ome´triques (sur les cloˆtures alge´briques des corps re´siduels), a`
condition de supposer Y ge´ome´triquement unibranche en y0, ou (sans autre hypothe`se
que Y noethe´rien) que f est universellement ouvert. Appliquant ceci au cas ou` Y est le
sche´ma dual d’un sche´ma projectif Prk sur un corps, on retrouve une forme renforce´e
du re´sultat global qui avait inspire´ 2.1, savoir :
Corollaire 2.3(6). — Soit X un sous-sche´ma ferme´ de Prk (k un corps), on suppose les
composantes irre´ductibles de X de dimension > l+ 1, et X ge´ome´triquement connexe 180
en dimension > l. Alors pour toute suite H1, . . . ,Hm de m hyperplans de P
r
k (0 6
m 6 l − 1), X ∩H1 ∩ · · · ∩Hm satisfait la meˆme condition avec l −m, en particulier
est ge´ome´triquement connexe en dimension > l − 1.
On peut d’ailleurs modifier de fac¸on e´vidente cet e´nonce´, pour le cas ou` on s’est
donne´ un morphisme propre X→ Prk, qui n’est pas ne´cessairement une immersion, et
(∗)Cf. EGA IV 7.8.3 (i) (ii) (v).
(6)N.D.E. : pour une tre`s belle preuve directe, voir (Fulton W. & Lazarsfeld. R., « Connectivity and
its applications in algebraic geometry », in Algebraic geometry (Chicago, Ill., 1980 ), Lect. Notes in
Math., vol. 862, Springer, Berlin-New York, 1981, p. 26–92, the´ore`me 2.1). Cf. aussi [HL], cite´ dans
la note de l’e´diteur (22) page 155.
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une extension analogue est possible pour 2.1 (en conside´rant un sche´ma propre sur X′).
Ces e´nonce´s se de´duisent d’ailleurs formellement des e´nonce´s donne´s ici, compte tenu
du the´ore`me de connexion ordinaire qui nous rame`ne au cas d’un morphisme fini.
Corollaire 2.4. — Soit A un anneau local noethe´rien normal complet de dimension
> k + 2. Soient X = Spec(A), X′ = X − {a}, f1, . . . , fk des e´le´ments de r(A), alors
Y′ = X′ ∩V(f1) ∩ · · · ∩V(fk) est connexe, et π1(Y′)→ π1(X′) est surjectif.
On proce`de comme dans SGA 1 X 2.11.
Dans tout ceci, il n’e´tait question que de questions de connexite´. Or dans le cas
global, des the´ore`mes bien connus affirment que pour une varie´te´ projective irre´duc-
tible X ⊂ Prk, k alge´briquement clos, son intersection avec un hyperplan H assez
« ge´ne´ral » est irre´ductible, (et non seulement connexe) : c’est le the´ore`me de Bertini,
prouve´ par Zariski, qui implique a` son tour par le the´ore`me de connexion de Zariski,
que pour tout H, H ∩ X est connexe (bien que non ne´cessairement irre´ductible). On
peut d’ailleurs proce´der en sens inverse, en prouvant ce dernier re´sultat par une tech-
nique a` la Lefschetz, et en de´duisant le the´ore`me de Bertini, en se ramenant au cas
ou` X est normale, et utilisant le re´sultat suivant : pour H « assez ge´ne´ral », X∩H est
e´galement normal. Cela sugge`re la
Conjecture 2.5(7). — Soit A un anneau local noethe´rien complet normal. Montrer qu’il
existe f ∈ r(A) non nul tel que Y′ = X′ ∩V(f) = Y−{a} (ou` Y = Spec(A/fA)) soit181
normal (donc irre´ductible par 2.1 si dimA > 3).
Pour bien faire, il faudrait montrer que dans un sens convenable, il existe meˆme
« beaucoup » d’e´le´ments f ayant la proprie´te´ en question, par exemple qu’on peut
choisir f dans une puissance arbitraire de l’ide´al maximal. Utilisant le crite`re de
normalite´ de Serre, et la remarque faite plus haut pour la proprie´te´ (S2) de Serre, on
voit qu’on aurait une re´ponse affirmative a` 2.5 si on en avait une a` la
Conjecture 2.6(8). — Soient A un anneau local noethe´rien complet, U une partie ou-
verte de son spectre X, F une partie finie de X′ = X − {a}. On suppose que U est
re´gulier. Prouver qu’il existe un f ∈ r(A) tel que V(f)∩U soit re´gulier, et V(f)∩F = ∅.
Voir, pour un re´sultat de type « Bertini local », Chow [2]
(7)N.D.E. : voir la note de l’e´diteur suivante.
(8)N.D.E. : on trouve maintenant une preuve de cette conjecture dans la litte´rature, et donc la
pre´ce´dente doit e´galement eˆtre conside´re´e comme prouve´e comme indique´ plus haut. On peut trouver
e´galement deux tentatives de preuves, publie´es ante´rieurement mais he´las infructueuses, de Flenner
et Trivedi. Voir Trivedi V., « Erratum : “A local Bertini theorem in mixed characteristic” », Comm.
Algebra 25 (1997), no 5, p. 1685-1686. Toutefois, l’e´diteur n’a pas ve´rifie´ que la preuve est de´sormais
comple`te.
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3. Proble`mes lie´s au π1
Ici encore, on a de nombreuses questions, sugge´re´es par les re´sultats globaux ou les
re´sultats transcendants.
Conjecture 3.1(9). — Soient A un anneau local noethe´rien complet a` corps re´siduel
alge´briquement clos, X = Spec(A), X′ = X − {a}, a le point ferme´. Supposons les
composantes irre´ductibles de X de dimension > 2, X′ connexe.
(i) Prouver que π1(X
′) est topologiquement a` engendrement fini.
(ii) Si p est l’exposant caracte´ristique du corps re´siduel k de A, prouver que le plus
grand groupe topologique quotient de π1(X
′) qui est « d’ordre premier a` p » est de
pre´sentation finie.
Pour la partie (i), utilisant la the´orie de la descente SGA 1 IX 5.2 et le the´ore`me 182
2.4, on est ramene´ au cas ou` A est normal de dimension 2. Dans ce cas, une me´thode
syste´matique pour e´tudier le groupe fondamental de X′, inaugure´e par Mumford [5]
dans le cadre transcendant, consiste a` de´singulariser X i.e. a` conside´rer un morphisme
projectif birationnel Z→ X, avec Z inte`gre re´gulier, induisant un isomorphisme Z′ =
Z|X′ → X′ ; il est plausible qu’un tel Z existe toujours, c’est en tout cas ce que
de´montre la me´thode d’Abhyankar [1] dans le cas d’« e´gales caracte´ristiques »(∗).
Soit C la fibre du point ferme´ de X par Z → X, c’est une courbe alge´brique sur
le corps re´siduel k, connexe en vertu du the´ore`me de connexion. La solution de 3.1
semble alors lie´e au
Problème 3.2. — Avec les notations pre´ce´dentes, mettre en relations π1(X′) avec les
invariants topologiques de C, en particulier son groupe fondamental, (pour faire ap-
paraˆıtre la ge´ne´ration topologique finie de π1(X
′), en utilisant par exemple SGA I,
the´ore`me X 2.6).
Une autre me´thode serait de conside´rer A comme une alge`bre finie sur un anneau
local re´gulier complet B de dimension 2, ramifie´ suivant une courbe C contenue dans
Spec(B) = Y. On est conduit ainsi au
Problème 3.3. — Soient A un anneau local re´gulier complet de dimension 2, a` corps
re´siduel alge´briquement clos k, X son spectre, C une partie ferme´e de X de dimen-
sion 1. De´finir des invariants locaux de la courbe immerge´e C, ayant un sens inde´pen-
dant de la caracte´ristique re´siduelle, et dont la connaissance permette de calculer le
(∗)La possibilite´ de « re´soudre » A est prouve´e maintenant en toute ge´ne´ralite´ par Abhyankar [8].
(9)N.D.E. : l’e´nonce´ analogue est vrai pour les sche´mas (connexes) X de type fini sur un corps
se´parablement clos k sous l’hypothe`se de de´singularisation forte pour tous les k-sche´mas (de type
fini), en particulier si k est de caracte´ristique nulle ou X de dimension 6 2. On se rame`ne pour ce
faire au cas des surfaces quasi-projectives par des techniques type Lefschetz de´veloppe´es par Mme
Raynaud, cf. notes supra ; voir SGA 7.1, the´ore`me II.2.3.1.
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groupe fondamental de X−C par ge´ne´rateurs et relations lorsque k est de caracte´ris-
tique nulle. Prouver que lorsque k est de caracte´ristique p > 0, le groupe fondamental
« tame » de X − C est quotient du pre´ce´dent, et les deux groupes fondamentaux (en
caracte´ristique 0, et en caracte´ristique p > 0) ont un meˆme quotient maximal d’ordre
premier a` p.
Bien entendu, 3.3 nous montre que dans 3.1, il y a lieu e´galement de remplacer X′
par un sche´ma de la forme X − Y, ou` Y est une partie ferme´e de X qui est de183
codimension> 2 dans toute composante de X la contenant. Lorsqu’on abandonne cette
restriction sur Y, il doit exister encore un re´sultat de finitude analogue, a` condition
de mettre des restrictions genre « tame » sur la ramification en les points maximaux
des composantes irre´ductibles de Y qui sont de codimension 1.
Problème 3.4. — Soit A un anneau local noethe´rien complet de dimension 2, a` corps
re´siduel alge´briquement clos. Soit encore X = Spec(A), X′ = X − {a}. Trouver des
proprie´te´s de structure particulie`res de π1(X
′) pour le cas ou` A est une intersection
comple`te.
Une solution satisfaisante de ce proble`me permettrait peut-eˆtre de re´soudre le vieux
proble`me suivant :
Conjecture 3.5(10). — Trouver une courbe irre´ductible dans P3k (k corps alge´brique-
ment clos), de pre´fe´rence non singulie`re, qui ne soit pas ensemblistement l’intersection
de deux hypersurfaces.
(Kneser [4] montre qu’on peut l’obtenir toujours comme intersection de trois hyper-
surfaces).
4. Proble`mes lie´s aux πi supe´rieurs : the´ore`mes de Lefschetz locaux et
globaux pour les espaces analytiques complexes(11)
Soit X un sche´ma localement de type fini sur le corps des complexes C, on peut lui
associer un espace analytique Xh sur C, d’ou` des invariants d’homotopie et d’homolo-
gie πi(X
h), Hi(X
h), Hi(Xh) etc. On sait d’ailleurs que X est connexe si et seulement
si Xh l’est, donc que l’on a une bijection
π0(X
h) −→ π0(X)
De meˆme, comme tout reveˆtement e´tale X′ de X de´finit un reveˆtement e´tale X′h
de Xh, on a un homomorphisme canonique184
π1(X
h) −→ π1(X),
(10)N.D.E. : ce proble`me est, a` l’automne 2004, encore ouvert.
(11)N.D.E. : les e´nonce´s sont pre´cise´s dans les Commentaires (section 6). Les conjectures qui y
apparaissent sont devenues des the´ore`mes, cf. les notes de bas de page de la section 6.
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dont on sait, utilisant un the´ore`me de Grauert-Remmert, qu’il identifie le deuxie`me
groupe au compactifie´ du premier pour la topologie des sous-groupes d’indice fini (ce
qui exprime simplement le fait que X′ 7→ X′h est une e´quivalence de la cate´gorie des
reveˆtements e´tales de X avec la cate´gorie des reveˆtements e´tales finis de Xh). Il s’ensuit
que les re´sultats de ce se´minaire (par voie purement alge´brique) sur π0(X) et π1(X)
implique des re´sultats pour π0(X
h) et π1(X
h) (qui sont de nature transcendante). Si
d’ailleurs X est propre, la suite exacte bien connue 0 → Z → C → C∗ → 0 permet
de montrer que le groupe de Ne´ron-Severi de X (quotient de son groupe de Picard
par la composante connexe de l’e´le´ment neutre) est isomorphe a` un sous-groupe de
H2(Xh,Z) ; dans le cas non singulier ka¨hle´rien, c’est le sous-groupe note´ H(1,1)(Xh,Z)
(classes de type (1, 1)) :
Pic(X)/Pic0(X) ⊂ H2(X,Z).
Par suite, les renseignements que nous avons obtenus sur les groupes de Picard
impliquent des renseignements, tre`s partiels il est vrai, sur les groupes H2(Xh,Z). Il
est tentant de comple´ter tous ces re´sultats fragmentaires par des conjectures.
Des indications tre`s pre´cises, allant dans le meˆme sens que ceux qu’on vient de
signaler, sont fournies par un classique the´ore`me de Lefschetz [7]. Il affirme que si X
est un espace analytique projectif non singulier irre´ductible de dimension n, et si Y
est une section hyperplane non singulie`re, alors l’injection
Yn−1 −→ Xn
induit un homomorphisme 185
πi(Y
n−1) −→ πi(X
n)
qui est un isomorphisme pour i 6 n−2, un e´pimorphisme pour i = n−1. Il en re´sulte
l’e´nonce´ analogue pour les homomorphismes
Hi(Y
n−1) −→ Hi(X
n)
sur l’homologie (entie`re pour fixer les ide´es), tandis qu’en cohomologie,
Hi(Xn) −→ Hi(Yn−1)
est un isomorphisme en dimension i 6 n − 2, un monomorphisme en dimension i =
n − 1. Nous avons obtenu des variantes de ces re´sultats dans le cadre des sche´mas,
pour π0, π1, Pic, valables d’ailleurs sans hypothe`ses de non singularite´ dans une large
mesure, cf. Exp. XII. De plus, dans l’e´limination des hypothe`ses de non singularite´,
nous avons utilise´ de fac¸on essentielle des variantes « locales » de ces the´ore`mes de
Lefschetz globaux. Tout ceci sugge`re les proble`mes suivants, qui devront sans doute
eˆtre attaque´s simultane´ment(∗).
(∗)Les formulations 4.1 a` 4.3 qui suivent sont provisoires. Voir conjectures A a` D plus bas, dans
« commentaires a` l’Exp. XIII » pour des formulations plus satisfaisantes, ainsi que Exp. XIV.
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Problème 4.1. — Soient X un espace analytique, Y une partie analytique ferme´e de X
(ou simplement une partie ferme´e ?)(12) telle que pour tout x ∈ Y, l’anneau local
OX,x soit une intersection comple`te. Soit n la codimension complexe de Y dans X.
L’homomorphisme canonique
πi(X−Y) −→ πi(X)
est-il un isomorphisme pour i 6 n− 2, et un e´pimorphisme pour i = n− 1 ?
Dans ce proble`me et les suivants, on suppose e´videmment implicitement choisi un
point-base pour de´finir les groupes d’homotopie. Pour e´noncer le proble`me suivant,
il faut de´finir, pour un espace analytique X (plus ge´ne´ralement, pour un espace loca-
lement connexe par arc) et un x ∈ X, des invariants locaux πxi (X)
(∗). Pour ceci, on186
choisit une application non constante f de l’intervalle [0, 1] dans X, telle que f(0) = x
et f(t) 6= x pour t 6= 0 (il en existe si x n’est pas un point isole´). Alors pour tout
voisinage U de x, il existe un ε > 0 tel que 0 < t < ε implique f(t) ∈ U, et les
groupes d’homotopies πi(U−x, f(t)) sont essentiellement inde´pendants de t (ils sont,
pour t variable, relie´s par un syste`me transitif d’isomorphismes), on peut les noter
πi(U− x, f). On pose alors
πxi (X) = lim←−
U
πi−1(U− x, f)
la limite projective e´tant prise sur le syste`me des voisinages ouverts U de x. En toute
rigueur, cette limite de´pend de f , et devrait eˆtre note´e πxi (X, f), mais on ve´rifie que
pour f variable, ces groupes sont isomorphes entre eux(∗∗), de fac¸on pre´cise ils forment
un syste`me local sur l’espace des chemins du type envisage´ issus de x. Ces invariants
sont la version homotopique des invariants de cohomologie locale Hix(F) pour un
faisceau F sur X, introduit dans I, et devraient jouer le roˆle de groupes d’homotopie
locale relatifs de X modulo X − x. Leur annulation pour i 6 n et pour tout x ∈ Y,
ou` Y est une partie ferme´e de X de dimension topologique 6 d, devrait entraˆıner que
les homomorphismes
πi(X−Y) −→ πi(X)
sont bijectifs pour i < n− d, et surjectif pour i = n− d(∗∗∗). De ce point de vue, 4.1
impliquerait (pour Y re´duit a` un point) une conjecture de nature purement locale,
s’exprimant par
πxi (X) = 0 pour i 6 n− 1
lorsque X est une intersection comple`te de dimension n en x.
(∗)Si i > 2. Pour le cas i 6 1, cf. Commentaires dans no 6 ci-dessous, page 154.
(∗∗)Du moins si x ne disconnecte pas X au voisinage de x, cf. Commentaires ci-dessous, page 154.
(∗∗∗)Pour une formulation corrige´e, cf. Commentaires ci-dessous, page 154.
(12)N.D.E. : la signification de cette question n’est pas claire ; en effet, l’e´nonce´ meˆme du proble`me ne
semble pas avoir de sens dans ce cas puisque la codimension de Y dans X n’est pas de´finie lorsque Y
n’est plus suppose´ analytique.
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A` titre d’exemple d’invariants locaux πxi (X), notons que si x est un point non
singulier de X de dimension complexe n, alors 187
πxi (X) = πi−1(S
2n−1),
ou` S2n−1 de´signe la sphe`re de dimension 2n− 1. En particulier dans ce cas πxi (X) = 0
pour i 6 2n − 1, ce qui correspond au fait que si d’une varie´te´ topologique X on
enle`ve une partie ferme´e Y de codimension > m, alors πi(X − Y) → πi(X) est un
isomorphisme pour i 6 m− 2 et un e´pimorphisme pour i = m− 1.
Ceci pose´ :
Problème 4.2. — Soient X un espace analytique, x ∈ X, t une section de OX s’annu-
lant en x, Y l’ensemble des ze´ros de t. Supposons les conditions suivantes satisfaites :
a) t est re´gulie`re en x (i.e. non diviseur de 0 en x, hypothe`se peut-eˆtre superflue,
d’ailleurs).
b) En les points x′ de X − Y voisins de x, OX,x′ est une intersection comple`te
(hypothe`se qui doit pouvoir se remplacer par la suivante plus ge´ne´rale si 4.1 est vraie :
pour x′ comme ci-dessus, πx
′
i (X) = 0 pour i 6 n− 1).
c) En les points y de Y − {x} voisins de x, on a
prof OX,y > n
(il suffit par exemple que l’on ait prof OX,x > n).
Sous ces conditions, l’homomorphisme canonique
πxi (Y) −→ π
x
i (X)
est-il un isomorphisme pour i 6 n− 2, un e´pimorphisme pour i = n− 1 ?
Voici enfin une variante globale de 4.2, qui devrait s’en de´duire par conside´ration
du coˆne projetant en son origine, et qui ge´ne´raliserait les the´ore`mes de Lefschetz
classiques :
Problème 4.3. — Soient X un espace analytique projectif, muni d’un Module inver- 188
sible L ample, t une section de L, Y l’ensemble des ze´ros de t. Supposons :
a) t est une section re´gulie`re (hypothe`se peut-eˆtre superflue).
b) Pour tout x ∈ X − Y, OX,x est une intersection comple`te (devrait pouvoir se
remplacer par πxi (X) = 0 pour i 6 n− 1).
c) Pour tout x ∈ Y, prof OX,x > n.
Sous ces conditions, l’homomorphisme
πi(Y) −→ πi(X)
est-il un isomorphisme pour i 6 n− 2, un e´pimorphisme pour i = n− 1 ?
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Nous laisserons au lecteur le soin d’e´noncer des conjectures analogues de nature
cohomologique(∗), les hypothe`ses et conclusions portant alors sur les invariants coho-
mologiques locaux (a` coefficients dans un groupe donne´). En tout e´tat de cause, le
re´sultat-clef semble devoir eˆtre 4.2, quand l’hypothe`se b) y est prise sous forme respe´e,
— qu’on se place au point de vue de l’homologie, ou de l’homotopie.
Nous avons e´nonce´ ces conjectures dans le cadre transcendant, dans l’espoir d’y
inte´resser les topologues et de les convaincre que les questions du type « Lefschetz »
sont loin d’eˆtre closes. Bien entendu, maintenant que nous sommes sur le point de
disposer d’une bonne the´orie de la cohomologie des sche´mas (a` coefficients finis),
graˆce aux travaux re´cents de M. Artin, les meˆmes questions se posent dans le cadre
des sche´mas, et il est difficile de douter qu’elles ne rec¸oivent une re´ponse positive,
dans un avenir prochain(∗∗).
5. Proble`mes lie´s aux groupes de Picard locaux
Un premier proble`me fondamental, signale´ pour la premie`re fois par Mumford [5]189
dans un cas particulier, est le suivant. Soient A un anneau local complet de corps
re´siduel k, X = Spec(A), U = Spec(A) − {a}, ou` a est l’ide´al maximal de A i.e. le
point ferme´ de Spec(A). On se propose de construire un syste`me projectif strict G de
groupes localement alge´briques Gi sur k, et un isomorphisme naturel
(+) Pic(U) ≃ G(k)
ou` on pose e´videmment G(k) = lim
←−
Gi(k). De fac¸on heuristique, on se propose de
« mettre une structure de groupe alge´brique » (ou, du moins, pro-alge´brique, en un
sens convenable) sur le groupe Pic(U).
Il est e´vident que tel quel, le proble`me n’est pas assez pre´cis, car la donne´e d’un
isomorphisme (+) est loin de caracte´riser le pro-objet G. Si A contient un sous-corps
note´ encore k, qui soit un corps de repre´sentants, on peut pre´ciser le proble`me, en
exigeant que pour une extension k′ de k variable, on ait un isomorphisme, fonctoriel
en k′ :
(+′) Pic(U′) ≃ G(k′)
ou` U′ est l’ouvert analogue a` U dans Spec(A′), A′ = A⊗̂kk′. On peut proce´der de fac¸on
analogue meˆme si A n’a pas de corps de repre´sentants, pourvu que k soit parfait, ce
qui permet alors de construire fonctoriellement un A′ « par extension re´siduelle k′/k ».
D’ailleurs, lorsque A admet un corps de repre´sentants, la structure alge´brique qu’on
trouvera sur Pic(U) de´pendra essentiellement du choix de ce corps de repre´sentants
(comme on voit de´ja` sur le coˆne projetant d’une courbe elliptique), il semble donc
qu’il faille partir d’un « pro-anneau alge´brique sur k » a` la Greenberg [3], pour arriver
(∗)Cf. Exp. XIV les re´sultats correspondants en the´orie des sche´mas.
(∗∗)voir note pre´ce´dente.
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a` de´finir le pro-objet G. Il est d’ailleurs concevable que dans le cas ou` il n’y a pas de
corps de repre´sentants donne´, on ne trouve qu’un syste`me projectif de groupes quasi- 190
alge´briques au sens de Serre, ou plutoˆt quasi-localement alge´briques (les groupes Gi
obtenus ne seront pas en ge´ne´ral de type fini sur k, mais seulement localement de type
fini sur k). Il est meˆme possible qu’on ne trouvera en ge´ne´ral qu’une structure encore
plus faible sur Pic(U), du genre de celles rencontre´es par Ne´ron [6] dans sa the´orie de
de´ge´ne´rescence des varie´te´s abe´liennes de´finies sur des corps locaux.
Une me´thode pour attaquer le proble`me, e´galement introduite par Mumford,
consiste a` de´singulariser X, i.e. a` conside´rer un morphisme projectif birationnel Y→ X
avec Y re´gulier. Lorsque U est re´gulier (i.e. a est un point singulier isole´), on peut
souvent trouver Y de telle fac¸on que Y|U = V → U soit un isomorphisme. Dans ce
cas, on aura donc
Pic(U) ≃ Pic(V) ≃ Pic(Y)/ ImZI,
ou` I est l’ensemble des composantes irre´ductibles de la fibre Ya (chacune de celles-ci
de´finissant un e´le´ment de Pic(Y), e´tant un diviseur localement principal, graˆce a` Y
re´gulier). D’autre part, utilisant la technique de Ge´ome´trie Formelle EGA III 4 et 5,
notamment le the´ore`me d’existence, on trouve
Pic(Y) ≃ lim
←−
Pic(Yn),
ou` Yn = Y ⊗A An, An = A/mn+1. Lorsque A admet un corps de repre´sentants k,
on dispose de la the´orie des sche´mas de Picard des sche´mas projectifs Yn sur k, donc
on a
Pic(Yn) ≃ PicYn/k(k).
Cela fournit donc une construction d’un syste`me projectif de groupes localement
alge´briques PicYn/k/ ImZ
I, qui est le syste`me cherche´.(13) Dans le cas envisage´ ici, on
peut d’ailleurs voir (utilisant que a est un point singulier isole´) que les composantes
connexes des sous-groupes images universelles dans ce syste`me projectif forment un 191
syste`me projectif essentiellement constant, donc en l’occurrence on trouve un groupe
localement alge´brique G comme solution du proble`me. Si on suppose meˆme A normal
de dimension 2, alors une remarque de Mumford (disant que la matrice d’intersection
des composantes de Ya dans X est de´finie ne´gative
(14)) implique que G est meˆme
(13)N.D.E. : la question a e´te´ grandement e´claircie par les re´sultats de Boutot (Boutot J.-F., Sche´ma
de Picard local, Lect. Notes in Math., vol. 632, Springer, Berlin, 1978). En particulier, si A est une
k-alge`bre locale comple`te (noethe´rienne) de profondeur > 2 telle que H2m(A) est de dimension finie
sur k, le groupe de Picard local est un sche´ma en groupes localement de type fini sur k, d’espace
tangent a` l’origine H2m(A). Si A est de plus normal de dimension > 3, le crite`re de normalite´ de
Serre XI 3.11 joint au corollaire V 3.6 assurent la finitude requise et, de`s lors, l’existence du sche´ma
de Picard local. Voir aussi (Lipman J., « The Picard group of a scheme over an Artin ring », Publ.
Math. Inst. Hautes E´tudes Sci. 46 (1976), p. 15–86) pour une de´marche plus proche de celle de
Grothendieck esquisse´e plus haut.
(14)N.D.E. : Mumford D., «The topology of normal singularities of an algebraic surface and a criterion
for simplicity », Publ. Math. Inst. Hautes E´tudes Sci. 9 (1961), p. 5–22.
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un groupe alge´brique, i.e. de type fini sur k (le nombre de ses composantes connexes
e´tant d’ailleurs e´gal au de´terminant de la matrice d’intersection envisage´e il y a un
instant).
Si par contre a n’est pas une singularite´ isole´e, on se convainc sur des exemples
(avec A de dimension 2) qu’on trouve un syste`me projectif de groupes alge´briques, ne
se re´duisant pas a` un seul groupe alge´brique.
Une fois qu’on disposerait d’une bonne notion de « sche´ma de Picard local », il y
aurait lieu de renforcer la notion de parafactorialite´, en disant que A est « ge´ome´-
triquement parafactoriel », lorsque non seulement A et meˆme Â sont parafactoriels,
mais que le sche´ma de Picard local G(Â) est le groupe trivial (ce qui est plus fort,
lorsque le corps re´siduel n’est pas alge´briquement clos, que de dire que G n’a d’autre
point rationnel sur k que l’unite´). On se rend compte de la ne´cessite´ d’une notion
renforce´e de parafactorialite´, en se rappelant qu’il existe des anneaux locaux complets
normaux de dimension 2 qui sont factoriels, mais qui admettent des alge`bres finies
e´tales qui ne le sont pas(15). Un anneau local « ge´ome´triquement factoriel » serait
alors un anneau A normal tel que tous les localise´s de dimension > 2 soient ge´ome´-
triquement parafactoriels, ou mieux, tel que les localise´s de Â soient parafactoriels(∗).
Bien entendu, il serait inte´ressant de trouver une « bonne » de´finition de ces notions,
inde´pendante de la the´orie, encore a` faire, des sche´mas de Picard locaux.(16)
Il est en tous cas plausible qu’on aura besoin de ces notions si on de´sire obtenir
des e´nonce´s du type suivant : Soit A un « bon anneau » (par exemple une alge`bre de
type fini sur Z, ou sur un anneau local complet, par exemple sur un corps). Soit U
l’ensemble des x ∈ X = Spec(A) tels que OX,x soit « ge´ome´triquement factoriel »,192
alors U est ouvert ? Ou encore : Soit f : X→ Y un morphisme plat de type fini avec Y
localement noethe´rien, soit U l’ensemble des x ∈ X tels que OXf(x),x soit « ge´ome´tri-
quement factoriel », alors U est ouvert, du moins sous des conditions supple´mentaires
sympathiques sur f ? Je doute qu’avec la notion habituelle d’anneau factoriel, il existe
des e´nonce´s vrais de ce type.
(∗)Pour une notion plus souple d’anneau local « ge´ome´triquement factoriel », cf. Commentaires,
page 152.
(15)N.D.E. : les anneaux factoriels a` hense´lise´ non factoriel arrivent naturellement lorsqu’on e´tudie
les espaces de modules de fibre´s vectoriels. Voir par exemple (Dre´zet J.-M., « Groupe de Picard des
varie´te´s de modules de faisceaux semi-stables sur P2 », in Singularities, representation of algebras,
and vector bundles (Lambrecht, 1985 ), Lect. Notes in Math., vol. 1273, Springer, Berlin, 1987, p. 337–
362). Stricto sensu, Dre´zet montre que le comple´te´ n’est pas factoriel, mais en fait la preuve donne
le re´sultat pour l’hense´lise´ : le point est que le the´ore`me de slice e´tale de Luna (Luna D., « Slices
e´tales », in Sur les groupes alge´briques, Me´m. Soc. math. France, vol. 33, Socie´te´ mathe´matique de
France, Paris, 1973, p. 81–105) de´crit l’anneau local d’un quotient au sens de la ge´ome´trie invariante
pre`s d’un point semi-stable localement pour la topologie e´tale.
(16)N.D.E. : voir page 152 : un anneau local est ge´ome´triquement factoriel (resp. parafactoriel) si son
hense´lise´ strict est factoriel (resp. parafactoriel).
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Nous avons souleve´ ici, dans un cas particulier, la question de l’e´tude des proprie´te´s
ge´ome´triques d’anneaux locaux « variables », par exemple les OX,x pour x parcourant
un pre´sche´ma X. Lorsque X est un sche´ma de type fini sur un corps, par exemple,
on sait(17) qu’il existe sur X un syste`me projectif d’alge`bres finies PnX/k (obtenu en
comple´tant X×kX le long de la diagonale), dont la fibre en tout point x ∈ X rationnel
sur k est isomorphe au syste`me projectif des OX,x/m
n+1
X . Il est alors naturel de relier
l’e´tude des comple´te´s des anneaux locaux OX,x, pour x variable, a` celle de la « famille
alge´brique d’anneaux locaux complets » donne´e par les Pn, en notant que pour tout
x ∈ X (rationnel sur k ou non), on obtient un anneau local complet
P∞(x) = lim
←−
Pn(x)
(ou` Pn(x) = fibre re´duite Pn ⊗OX,x k(x)). Un inte´reˆt particulier s’attachera par
exemple a` l’anneau complet associe´ ainsi au point ge´ne´rique, et on s’attendra a` ce
que ses proprie´te´s alge´brico-ge´ome´triques (s’exprimant par exemple par ses groupes
de Picard, ou d’homotopie, ou d’homologie, locaux), seront essentiellement celles des
comple´te´s ÔX,x pour x dans un ouvert dense convenable U.
On peut, de fac¸on ge´ne´rale, se proposer de faire l’e´tude simultane´e des anneaux
locaux complets obtenus ainsi a` partir d’un syste`me projectif adique (Pn) d’alge`bres
finies sur un sche´ma donne´ X. Il est plausible qu’on trouvera, moyennant certaines
conditions de re´gularite´ (telle la platitude des Pn) que les groupes d’homotopie locale 193
proviennent d’un syste`me projectif de sche´mas en groupes finis sur X, et qu’on aura
des re´sultats analogues pour les groupes de Picard locaux. En ce qui concerne ces
derniers, un premier cas inte´ressant qui me´rite d’eˆtre investigue´ est celui ou` on part
d’une surface alge´brique X ayant des courbes singulie`res, et qu’on se propose d’e´tudier
les sche´mas de Picard locaux en les points variables sur celles-ci, en termes d’un pro-
sche´ma en groupes convenable de´fini sur le lieu singulier.
6. Commentaires(∗)
Le point de vue de la « Cohomologie e´tale » des sche´mas et des progre`s re´cents 194
dans cette the´orie, nous ame`nent a` pre´ciser et a` e´largir en meˆme temps certains
des proble`mes pose´s. Pour la notion de « topologie » et de « topologie e´tale d’un
sche´ma », je renvoie a` M. Artin, Grothendieck Topologies , Harvard University 1962
(notes mime´ographie´es)(∗∗).
Cette the´orie, par une notion plus fine de localisation que celle que fournit la tradi-
tionnelle « topologie de Zariski », ame`ne a` attacher un inte´reˆt particulier aux anneaux
strictement locaux , i.e. les anneaux locaux hense´liens a` corps re´siduel se´parablement
(∗)Re´dige´s en Mars 1963.
(∗∗)Ou de pre´fe´rence, a` SGA 4.
(17)N.D.E. : voir EGA IV.16.
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clos. Pour tout anneau local A de corps re´siduel k, et toute cloˆture se´parable k′ de k,
on peut trouver un homomorphisme local de A dans un anneau strictement local A′,
la cloˆture strictement locale de A, de corps re´siduel k′, ayant une proprie´te´ universelle
e´vidente. A′ est hense´lien, plat sur A, et A′⊗Ak ≃ k′ ; il est noethe´rien si et seulement
si A l’est. (Cf. loc. cit. Chap. III, section 4)(∗). Si X est un pre´sche´ma, et x un point
de X, x′ un point au-dessus de x, spectre d’une cloˆture se´parable k′ de k = k(x),
on est amene´ a` de´finir l’anneau strictement local de X en x′, O ′X,x′ , comme la cloˆture
strictement locale de l’anneau local habituel OX,x, relativement a` l’extension re´siduelle
k′/k. Ce sont les anneaux strictement locaux des points « ge´ome´triques » de X qui,
au point de vue de la topologie e´tale, sont sense´s refle´ter les proprie´te´s locales du pre´-
sche´ma X. Ils jouent aussi, a` bien des e´gards, le roˆle qu’on faisait jouer aux comple´te´s
des anneaux locaux de X (disons, en les points a` corps re´siduel alge´briquement clos),
tout en restant « plus proches » de X et permettant un passage plus aise´ aux « points
voisins ».
Il y a lieu alors de reprendre un bon nombre de questions, qu’on pose ge´ne´ralement
pour les anneaux locaux complets (e´ventuellement restreints a` avoir un corps re´si-195
duel alge´briquement clos), pour les anneaux locaux noethe´riens hense´liens (resp. les
anneaux strictement locaux noethe´riens). C’est ainsi que les proble`mes topologiques
souleve´s dans les nos 2 et 3, se posent plus ge´ne´ralement pour les anneaux stricte-
ment locaux. On peut d’ailleurs e´noncer a` titre conjectural, pour les « bons » anneaux
strictement locaux, certaines proprie´te´s de simple connexion et d’acyclicite´ pour les
fibres ge´ome´triques du morphisme canonique Spec(Â) → Spec(A), qui montreraient
que pour beaucoup de proprie´te´s de nature « topologique », il revient au meˆme de les
prouver pour l’anneau A, ou pour son comple´te´ Â. Certains re´sultats obtenus de´ja`
dans cette voie(∗∗) permettent d’espe´rer qu’on disposera bientoˆt de re´sultats complets
dans cette direction.
La notion de localisation e´tale fournit une de´finition qui semble raisonnable de la
notion d’anneau local « ge´ome´triquement parafactoriel » ou « ge´ome´triquement facto-
riel » (dont le besoin a e´te´ signale´ dans no 5, p. 150) : on appellera ainsi un anneau
local dont la cloˆture strictement locale est parafactorielle, resp. factorielle. Des hypo-
the`ses de cette nature s’introduisent effectivement d’une fac¸on naturelle dans l’e´tude
de la cohomologie e´tale des pre´sche´mas(18). Ainsi, si X est un pre´sche´ma localement
noethe´rien dont les anneaux strictement locaux sont factoriels (i.e. dont les anneaux
locaux ordinaires sont « ge´ome´triquement factoriels »), on montre que les Hi(Xe´t,Gm)
(∗)Ou EGA IV 18.8.
(∗∗)Cf. M. Artin dans SGA 4 XIX
(18)N.D.E. : voir par exemple (Strano R., « The Brauer group of a scheme », Ann. Mat. Pura Appl.
(4 ) 121 (1979), p. 157–169) ou` l’hypothe`se de ge´ome´trique parafactorialite´ des anneaux locaux d’un
sche´ma X permet parfois de montrer la co¨ıncidence des groupes de Brauer de X (calcule´s en termes
d’alge`bres d’Azumaya) et du groupe de Brauer cohomologique de X.
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sont des groupes de torsion pour i > 2 (ce qui permet parfois d’exprimer ces groupes
en termes des groupes de cohomologie a` coefficients dans les groupes µn des racines
n-ie`mes de l’unite´), et si X est inte`gre de corps des fractions K, l’homomorphisme na-
turel H2(Xe´t,Gm)→ H
2(K,Gm) = Br(K) est injectif
(19) des exemples montrent que
ces conclusions peuvent eˆtre en de´faut, meˆme pour X local, si on suppose seulement
X factoriel au lieu de ge´ome´triquement factoriel(∗).
Concernant les proble`mes de type Lefschetz local et global souleve´s dans 3.4, et
leurs analogues en the´orie des sche´mas, la version homologique de ces questions s’est
conside´rablement clarifie´e, tout re´sultant formellement de trois the´ore`mes ge´ne´raux,
l’un concernant la dimension cohomologique de certains sche´mas affines (resp. des 196
espaces de Stein), tels les sche´mas affines X de type fini sur un corps alge´brique-
ment clos : leur dimension cohomologique est 6 dimX (« the´ore`me de Lefschetz af-
fine »)(∗∗) : l’autre e´tant un the´ore`me de dualite´ pour la cohomologie (a` coefficients
discrets) d’un morphisme projectif(∗∗∗), enfin le dernier un the´ore`me de dualite´ locale
de nature analogue(∗∗∗∗). En Ge´ome´trie Alge´brique, seul ce dernier n’est pas de´mon-
tre´ au moment d’e´crire ces lignes (il l’est cependant en caracte´ristique 0, utilisant
la re´solution des singularite´s par Hironaka). D’ailleurs, dans le cadre transcendant,
on dispose de`s a` pre´sent de la dualite´ globale et locale, de´montre´es re´cemment par
Verdier(20). Bornons-nous a` indiquer que dans l’e´nonce´ des versions homologiques des
proble`mes 4.2 et 4.3 (qui de´sormais me´ritent le nom de conjectures), les conditions
« a` l’infini » a) et c) sont certainement superflues, seule e´tant importante la structure
(∗)Cf. A. Grothendieck, le groupe de Brauer II (Se´minaire Bourbaki no 297, Nov. 1965), notamment
1.8 et 1.11 b.
(∗∗)Cf. SGA 4 XIV.
(∗∗∗)Cf. SGA 4 XVIII.
(∗∗∗∗)Cf. SGA 5 I.
(19)N.D.E. : le lien entre groupe de Brauer et groupe de Picard est intime. Citons a` ce propos les
re´sultats suivants de Saito (Saito S., « Arithmetic on two-dimensional local rings », Invent. Math.
85 (1986), no 2, p. 379–414) dans le cas des surfaces, le premier e´tant local l’autre global. Soit A un
anneau local excellent de dimension 2, normal et hense´lien a` corps re´siduel fini et X le comple´mentaire
du point ferme´ dans Spec(A). Alors, on a une dualite´ parfaite de groupes de torsion Pic(X)×Br(X)→
Q/Z — par groupe de Brauer de X, on entend groupe de Brauer cohomologique Br(X) = H2e´t(X,Gm).
Dans le cas global, on a la ge´ne´ralisation suivante d’un re´sultat de Lichtenbaum (Lichtenbaum S.,
« Duality theorems for curves over p-adic fields », Invent. Math. 7 (1969), p. 120–136) : soit k le
corps des fractions d’un anneau de valuation discre`te complet O a` corps re´siduel fini et X une courbe
projective, lisse et ge´ome´triquement comple`te sur k. Le groupe Pic0(X) est muni de la topologie
induite de la topologie adique de k et Pic(X) est le groupe topologique qui fait de Pic0(X) un sous-
groupe ouvert. Alors, on a une dualite´ parfaite de groupes topologiques Pic(X) × Br(X) → Q/Z.
Notons que cet e´nonce´, qui concerne les courbes, se de´montre bien entendu en conside´rant un mode`le
re´gulier (propre et plat) de X sur O : c’est un re´sultat sur les surfaces.
(20)N.D.E. : voir Verdier J.-L., « Dualite´ dans la cohomologie des espaces localement compacts », in
Se´minaire Bourbaki, vol. 9, Socie´te´ mathe´matique de France, Paris, 1995, Exp. 300, p. 337–349.
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cohomologique locale de X−Y, qu’on supposera par exemple localement intersection
comple`te de dimension > n. De plus, dans 4.3 disons, le fait que Y soit une section
hyperplane ne devrait pas jouer, et doit pouvoir se remplacer par la seule hypothe`se
que X est compacte et X − Y est Stein (i.e. dans le cas de la Ge´ome´trie Alge´brique,
X est propre sur k et X−Y affine ; comme nous le disions, la version homologique de
cette conjecture est de´montre´e pour les espaces alge´briques sur le corps C)(∗).
Dans la de´finition (p. 146) des πxi (X), on doit supposer i > 2. Pour i = 0, 1, il n’y
a pas de de´finition raisonnable des πxi (X) ; il y a lieu de les remplacer par H
x
0(X) et
Hx1(X), de´finis respectivement comme le conoyau et le noyau dans l’homomorphisme
naturel
lim
←−
H0(U− (x),Z) −→ lim←−
H0(U,Z).
A` la rigueur et pour la commodite´ des formulations, on pourra poser πxi (X) =
Hxi (X) pour i 6 1, sinon il faut comple´ter les assertions ulte´rieures concernant les
πxi par les assertions correspondantes pour H
x
0 ,H
x
1 . Si x est un point isole´ de X, il
convient de poser πxi (X) = 0 pour i 6= 0, π
x
0 (X) = H
x
0(X) = Z.
L’assertion que les πxi (U, f) soient isomorphes entre eux n’est vraie que lorsque X197
n’est pas disconnecte´ par x au voisinage de x, i.e. si πxi (X) = 0 pour i = 0, 1. Dans
le cas ge´ne´ral πxi (X) ne peut de´signer qu’une famille de groupes, pas ne´cessairement
isomorphes entre eux ; cependant l’e´criture πxi (X) = 0 garde un sens e´vident.
Page 146, ou` je pre´vois que l’annulation des invariants homotopiques locaux πxi (X)
pour x ∈ Y, i 6 n doit entraˆıner la bijectivite´ de πi(X−Y)→ πi(X) pour i < n− d,
la surjectivite´ pour i = n − d, il convient d’eˆtre prudent, faute de pouvoir disposer
dans le contexte pre´sent (comme en Ge´ome´trie Alge´brique) de points « ge´ne´raux » en
lesquels les conditions locales devront aussi s’appliquer. Il sera sans doute ne´cessaire,
pour cette raison, de faire appel a` des invariants homotopiques locaux relatifs
πYi (X, f) = π
Y
i (X, x) = lim←−
U
πi−1(U−U ∩Y, f(t)) pour i > 2,
(et de´finition ad hoc comme ci-dessus pour i = 0, 1), ou` Y est une partie ferme´e
de X ; ou de supple´er a` l’absence de points ge´ne´raux en exprimant les hypothe`ses
sur X en termes de proprie´te´s de nature topologique (pour la topologie e´tale) des
spectres des anneaux locaux de X, ce qui permet de re´cupe´rer des points ge´ne´raux.
La meˆme re´serve s’applique a` la ge´ne´ralisation des conjectures 4.2 et 4.3 au cas ou`
X−Y n’est pas suppose´ localement une intersection comple`te, ge´ne´ralisation sugge´re´e
dans l’e´nonce´ des conditions b) de ces conjectures.
Pour formuler les versions expurge´es des conjectures 4.2 et 4.3 sugge´re´es par les
re´sultats auxquels on a fait allusion plus haut, il convient de poser la
(∗)Cf. Exp. XIV
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Definition 1. — Soit X un espace topologique, Y une partie localement ferme´e de X,
et n un entier. On dit que X est de profondeur homotopique > n le long de Y, et on
e´crit prof hptY(X) > n, si pour tout x ∈ Y, on a π
Y
i (X, x) = 0 pour i < n.
Il doit eˆtre e´quivalent de dire que pour tout ouvert X′ de X, et tout x ∈ X′∩U = U′ 198
(ou` U = X−Y), l’homomorphisme canonique
πi(U
′, x) −→ πi(X
′, x)
est un isomorphisme pour i < n− 1, un monomorphisme pour i = n− 1(21).
Definition 2. — Soit X un espace analytique complexe, n un entier, on dit que la pro-
fondeur homotopique rectifie´e de X est n(∗), si pour toute partie analytique localement
ferme´e Y de X, on a
(x) prof htpY(X) > n− dimY
(ou`, bien entendu, dimY de´signe la dimension complexe de Y).
Il doit eˆtre e´quivalent de dire que pour toute partie analytique irre´ductible Y
localement ferme´e dans X, il existe une partie analytique ferme´e Z de Y, de dimension
< dimY, telle que la relation (x) soit valable pour Y−Z au lieu de Y. Cela permettrait
par exemple dans la de´finition 2 de se borner au cas ou` Y est non singulie`re.(22)
La conjecture suivante, de nature purement topologique, est dans la nature d’un
« the´ore`me de Hurewicz local ».
Conjecture A (« théorème de Hurewicz local »(23)). — Soit X un espace topologique,
Y une partie localement ferme´e, soumis au besoin a` des conditions de « smooth-
ness » genre triangulabilite´ locale de la paire (X,Y), n un entier > 3. Pour qu’on
ait prof htpY(X) > n, il faut et il suffit que l’on ait 199
HiY(ZX) = 0 pour i < n
(∗)Dans la premie`re e´dition de ces notes, nous avions employe´ le terme : « vraie profondeur homoto-
pique ». Dans la pre´sente version, nous suivons EGA IV 10.8.1.
(21)N.D.E. : lorsque le couple (X,Y) est de plus polye´dral, cette e´quivalence est vraie ; cf. (Eyral C.,
« Profondeur homotopique et conjecture de Grothendieck », Ann. Sci. E´c. Norm. Sup. (4 ) 33 (2000),
no 6, p. 823–836).
(22)N.D.E. : toutes les conjectures qui suivent, convenablement rectifie´es si j’ose dire, sont deve-
nues des the´ore`mes graˆce au travail de Hamm et Leˆ Du˜ng Tra´ng (Hamm H.A. & Leˆ Du˜ng Tra´ng,
« Rectified homotopical depth and Grothendieck conjectures », in The Grothendieck Festschrift, Vol.
II, Progr. Math., vol. 87, Birkha¨user, Boston, 1990, p. 311–351) cite´ [HL] dans ce qui suit. En ce
qui concerne les deux de´finitions conjecturalement e´quivalentes de la profondeur rectifie´e, elles sont
meˆmes e´quivalentes a` une troisie`me, qui s’exprime en termes de stratification de Withney (cf. loc. cit.
, the´ore`me 1.4).
(23)N.D.E. : comme observe´ dans [HL], exemple 3.1.3, cette conjecture est fausse de´ja` pour X =
{z ∈ Cn | z21 + z
3
2 + · · ·+ z
3
n = 0}, n > 4 et Y re´duit a` l’origine. Mais, convenablement modifie´e, elle
est vraie (the´ore`me 3.1.4 de loc. cit. ).
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(on dit alors que X est de profondeur cohomologique > n le long de Y), et que les
groupes fondamentaux locaux
πY2 (X, x) = lim←−
U∋x
π1(U−U ∩Y)
soient nuls (on dit alors que X est « pur » le long de Y).
On notera que si X est un espace analytique, Y un sous-espace analytique, et
si X est pur le long de Y, alors pour tout x ∈ Y, l’anneau local OX,x, ainsi que ses
localise´s par rapport a` des ide´aux premiers contenant l’ide´al de´finissant le germe Y
en x (i.e. dans l’image inverse Yx de Y par Spec(OX,x) = Xx → X) sont purs au sens
de Exp. X ; il semble plausible que la re´ciproque soit e´galement vraie. Des remarques
analogues valent pour la profondeur cohomologique, e´tant entendu qu’on travaille avec
la topologie e´tale sur les Spec(OX,x).
La conjecture 4.1 se ge´ne´ralise alors en la
Conjecture B (« Pureté »(24)). — Soient E un espace analytique, X une partie analy-
tique de E. On suppose que E est non singulier de dimension N en x ∈ X, et que
X peut se de´crire par p e´quations analytiques au voisinage de tout point. Alors la
profondeur homotopique rectifie´e de X est > N− p.
En particulier, une intersection comple`te locale de dimension n en tout point serait
de profondeur homotopique rectifie´e > n, ce qui n’est autre que la conjecture 4.1.
Les conjectures 4.2 et 4.3 se ge´ne´ralisent respectivement en :
Conjecture C (« Lefschetz local »(25)). — Soient X un espace analytique, Y une partie
analytique ferme´e, x un point de Y, on suppose que X − Y est Stein au voisinage
de x (par exemple Y de´fini par une e´quation en x), et que X − Y est de profondeur
homotopique rectifie´e > n au voisinage de x (par exemple, est en tout point de X−Y
voisin de x, une intersection comple`te de dimension > n, cf. conjecture B). Alors
l’homomorphisme canonique
πxi (Y) −→ π
x
i (X)
est un isomorphisme pour i < n− 1, un e´pimorphisme pour i = n− 1.
Conjecture D (« Lefschetz global »(26)). — Soient X un espace analytique compact, Y200
un sous-espace analytique de X tel que U = X − Y soit Stein, et soit de profondeur
(24)N.D.E. : cette conjecture est prouve´e, meˆme dans le cas ou` E est singulier, dans [HL] : c’est le
the´ore`me 3.2.1.
(25)N.D.E. : cette conjecture est prouve´e dans [HL], ce meˆme sous sa forme forte de la remarque qui
suit, cf. the´ore`me 3.3.1 de loc. cit.
(26)N.D.E. : cette conjecture est la` encore prouve´e dans [HL], ce meˆme sous sa forme forte de la
remarque qui suit, cf. the´ore`me 3.4.1 de loc. cit.
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homotopique rectifie´e > n (par exemple intersection comple`te de dimension > n en
tout point). Alors l’homomorphisme canonique
πi(Y) −→ πi(X)
est un isomorphisme pour i < n− 1, un e´pimorphisme pour i = n− 1.
Remarque. — Lorsque, dans les e´nonce´s C et D, on remplace l’hypothe`se que X−Y
est Stein par l’hypothe`se que X−Y est re´union de c+ 1 ouverts de Stein (qui jouera
le roˆle d’une hypothe`se de « concavite´ » topologique), les conclusions doivent eˆtre
modifie´es simplement en y remplac¸ant n par n− c.(27)
Explicitons pour finir, dans le « cas global » D, la conjecture concernant le groupe
fondamental (obtenue en faisant n = 3) :
Conjecture D′ (Lefschetz global pour groupe fondamental(29))
Soient X un espace analytique compact sur le corps des complexes, Y une partie
analytique ferme´e telle que U = X − Y soit Stein. Supposons de plus les conditions
suivantes satisfaites :
(i) Pour tout x ∈ U, le groupe fondamental local πx2 (X, x) est nul (i.e. X est « pur
en x »), ou seulement l’anneau local OX,x est pur.
(ii) Les anneaux locaux des points de U sont « connexes en dimension > 2 ».
(iii) Les anneaux locaux des points de U sont de dimension > 3.
Sous ces conditions, pour tout x ∈ Y, l’homomorphisme
π1(Y, x) −→ π1(X, x)
est un isomorphisme (et π2(Y, x)→ π2(X, x) un e´pimorphisme). 201
On notera que les conditions locales (i) (ii) (iii) sur U sont satisfaites si U est
localement intersection comple`te de dimension > 3. Du point de vue de la Ge´o-
me´trie Alge´brique, (lorsque U provient d’un sche´ma, encore note´ U), les conditions
(i) a` (iii) correspondent a` des hypothe`ses sur les invariants locaux πxi (U), a` savoir
πxi (U) = 0 pour i < 3 − deg tr k(x)/k, pour les points x tels que l’on ait respective-
ment deg tr k(x)/k = 0, 1, 2. La condition globale sur U (U Stein) sera satisfaite si X
est projective et Y une section hyperplane.
(27)N.D.E. : signalons enfin le re´sultat suivant de Fulton, a` comparer avec le re´sultat de Fulton-
Hansen cite´ note de l’e´diteur (4) page 127 : soient X et H sont des sous-sche´mas ferme´s de Pm
C
, n la
dimension de X et d la codimension de H. Alors, l’application
πi(X,X ∩ H) −→ πi(P
n
C
,H)
est un isomorphisme si i 6 n− d et est surjective si i = n− d− 1 ; voir (Fulton W., « Connectivity
and its applications in algebraic geometry », in Algebraic geometry (Chicago, Ill., 1980 ), Lect. Notes
in Math., vol. 862, Springer, Berlin-New York, 1981, p. 26–92).
(29)N.D.E. : cette conjecture est de´montre´e dans [HL], cf. the´ore`me 3.5.1 de loc. cit.
158 EXPOSE´ XIII. PROBLE`MES ET CONJECTURES
Bibliographie
202
[1] S. Abhyankar – « Local uniformisation on algebraic surfaces over ground fields
of characteristics p 6= 0 », Annals of Math. 63 (1956), p. 491–526.
[2] W.L. Chow – « On the theorem of Bertini for local domains », Proc. Nat. Acad.
Sci. U.S.A. 44 (1958), p. 580–584.
[3] M. Greenberg – « Schemata over local rings », Annals of Math. 73 (1961),
p. 624–648.
[4] M. Kneser – « U¨ber die Darstellung algebraischer Raumkurven als Durchsch-
nitte von Fla¨chen », Archiv der Math. XI (1960), p. 157–158.
[5] D. Mumford – « The topology of normal singularities of an algebraic surface,
and a criterion for simplicity », Publ. Math. Inst. Hautes E´tudes Sci. 9 (1961),
p. 5–22.
[6] A. Ne´ron – « Mode`les minimaux des varie´te´s abe´liennes sur les corps locaux
et globaux », Publ. Math. Inst. Hautes E´tudes Sci. 21 (1964), p. 5-128.
[7] A.H. Wallace – Homology Theory of algebraic Varieties, Pergamon Press,
1958.
[8] S. Abhyankar – « Resolution of singularities of arithmetical surfaces », in
Arithmetical Algebraic Geometry, Harper and Row, New-York, 1965, p. 111–
152.
[HL] H.A. Hamm & Leˆ Du˜ng Tra´ng – « Rectified homotopical depth and Gro-
thendieck conjectures », in The Grothendieck Festschrift, Vol. II, Progr. Math.,
vol. 87, Birkhau¨ser Boston, 1990, p. 311–351.
EXPOSE´ XIV
PROFONDEUR ET THE´ORE`MES DE LEFSCHETZ
EN COHOMOLOGIE E´TALE
par Mme M. Raynaud(∗)
Au no 1, nous de´finissons une notion de « profondeur e´tale » qui est l’analogue en 203
cohomologie e´tale de la notion de profondeur e´tudie´e dans III, en cohomologie des
faisceaux cohe´rents. Apre`s une partie technique, nous de´montrons au no 4 des « the´o-
re`mes de Lefschetz », le the´ore`me central e´tant 4.2. Soit X un sche´ma, Y une partie
ferme´e de X, U l’ouvert comple´mentaire X − Y et F un faisceau abe´lien sur X, pour
la topologie e´tale ; d’une manie`re ge´ne´rale le but des the´ore`mes de Lefschetz est de
montrer que, si F satisfait a` certaines conditions locales sur U, exprimables en termes
de profondeur e´tale au points de U, alors, sous certaines conditions supple´mentaires
de nature globale sur U (par exemple U affine), l’application naturelle des groupes de
cohomologie e´tale
Hi(X,F) −→ Hi(Y,F|Y)
est un isomorphisme pour des valeurs i < n, ou` n est un certain entier explicite´. En
prenant pour F un faisceau constant, on obtient ainsi des conditions pour que π0(X)
soit e´gal a` π0(Y) et des conditions pour que les groupes fondamentaux rendus abe´liens
de X et Y soient les meˆmes. Au no 5, l’introduction d’une notion de « profondeur
ge´ome´trique » permet de donner des cas particuliers utiles des the´ore`mes de Lefschetz
(5.7). Enfin au no 6, nous signalons quelques conjectures, concernant notamment des
variantes « non commutatives » des the´ore`mes obtenus.
1. Profondeur cohomologique et homotopique
1.0. Fixons les notations suivantes. Soient X un sche´ma(∗∗), Y une partie ferme´e 204
de X, U l’ouvert comple´mentaire et i : Y = X − U → X l’immersion canonique.
Soient ΓY le foncteur qui, a` un faisceau abe´lien sur X, fait correspondre le « faisceau
des sections a` support dans Y », c’est-a`-dire ΓY = i∗i
! (cf. SGA 4 IV 3.8 et VIII 6.6)
(∗)D’apre`s des notes ine´dites de A. Grothendieck.
(∗∗)Conforme´ment a` la nouvelle terminologie (cf. re´e´dition de EGA I), nous appellerons ici « sche´ma »
ce qui e´tait appele´ pre´ce´demment « pre´sche´ma » et « sche´ma se´pare´ » ce qui e´tait appele´ « sche´ma ».
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et ΓY le foncteur Γ · ΓY (ou` Γ est le foncteur « sections globales »). Conside´rons la
cate´gorie de´rive´e D+(X) et le foncteur de´rive´ RΓY (resp. RΓY) de ΓY (resp. de ΓY)
(cf. [3]). E´tant donne´ un complexe de faisceaux abe´liens F sur X, a` degre´s borne´s
infe´rieurement, on peut le conside´rer comme un e´le´ment de D+(X) ; nous noterons
alors HpY(F) le p-ie`me faisceau de cohomologie de RΓY(F) et H
p
Y(X,F) le p-ie`me
groupe de cohomologie de RΓY(F). Les re´sultats de (SGA 4 V 4.3 et 4.4) s’e´tendent
trivialement a` HpY(F) et H
p
Y(X,F).
Proposition 1.1. — Soient X un sche´ma, Y une partie ferme´e de X, U l’ouvert com-
ple´mentaire et i : U → X l’immersion canonique. De´signons par F, soit un faisceau
d’ensembles sur X, soit un faisceau en groupes sur X, soit un complexe de faisceaux
abe´liens sur X, a` degre´s borne´s infe´rieurement. Fixons les notations suivantes : si
X′ → X est un morphisme, U′ et F′ de´signent les images inverses de U et F sur X′ ;
par ailleurs, si y est un point ge´ome´trique de X, X de´signe le localise´ strict de X en
y et U et F les images inverses de U et F dans X.
1◦) Soient F un faisceau d’ensembles sur X et n un entier 6 2 ; alors les conditions205
suivantes sont e´quivalentes :
(i) Le morphisme canonique
F −→ i∗i
∗F
est injectif si n > 1, bijectif si n > 2.
(ii) Pour tout sche´ma X′ e´tale au-dessus de X, le morphisme canonique
H0(X′,F′) −→ H0(U′,F′)
est injectif si n > 1, bijectif si n > 2.
Supposons de plus l’ouvert U re´trocompact dans X ; alors les conditions pre´ce´dentes
sont e´quivalentes a` la suivante :
(iii) Pour tout point ge´ome´trique y de Y, le morphisme canonique
H0(X,F) −→ H0(U,F)
est injectif si n > 1, et bijectif si n > 2.
2◦) Soient F un faisceau en groupes sur X et n un entier 6 3 ; alors les conditions
suivantes sont e´quivalentes :
(i) Le morphisme canonique
F −→ i∗i
∗F
est injectif si n > 1, bijectif si n > 2, et si n > 3, en plus des conditions pre´ce´dentes,
le faisceau d’ensemble pointe´s R1 i∗(i
∗F) est nul.
(ii) Pour tout sche´ma X′ e´tale au-dessus de X, le morphisme canonique
H0(X′,F′) −→ H0(U′,F′)
est injectif si n > 1, bijectif si n > 2, et de plus le morphisme canonique206
H1(X′,F′) −→ H1(U′,F′)
est injectif si n > 2, bijectif si n > 3.
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(ii bis) Identique a` (ii), sauf dans le cas n = 2 ou` l’on suppose seulement
H0(X′,F′)→ H0(U′,F′) bijectif.
Supposons de plus U re´trocompact dans X ; alors les conditions pre´ce´dentes sont
aussi e´quivalentes a` la suivante :
(iii) Pour tout point ge´ome´trique y de Y, le morphisme canonique
H0(X,F) −→ H0(U,F)
est injectif si n > 1, bijectif si n > 2 ; enfin si n > 3, en plus des conditions pre´ce´-
dentes, H1(U,F) est nul.
3◦) Soit F un complexe de faisceaux abe´liens, a` degre´s borne´s infe´rieurement et
n un entier ; alors les conditions suivantes sont e´quivalentes :
(i) On a HpY(F) = 0 pour p < n (cf. 1.0 ).
(ii) Pour tout sche´ma X′ e´tale au-dessus de X, le morphisme canonique
Hp(X′,F′) −→ Hp(U′,F′)
est bijectif pour p < n− 1, injectif pour p = n− 1.
Supposons U re´trocompact dans X, alors les conditions qui pre´ce´dent sont aussi
e´quivalentes a` la suivante :
(iii) Pour tout point ge´ome´trique y de Y, le morphisme canonique
Hp(X,F) −→ Hp(U,F)
est bijectif pour p < n− 1, injectif pour p = n− 1.
Dans le cas ou` F est un faisceau abe´lien et n > 2, les conditions (i) et (ii) sont 207
aussi e´quivalentes a` la suivante :
(ii bis) Pour tout sche´ma X′ e´tale au-dessus de X, le morphisme canonique
Hp(X′,F′) −→ Hp(U′,F′)
est bijectif pour p < n− 1.
De´monstration
1◦) Il est clair que (i)⇔ (ii). Montrons que, si U est re´trocompact dans X, (i)⇔ (iii).
En effet, (i) e´quivaut a` dire que, pour tout point ge´ome´trique y de X, le morphisme
Fy → (i∗i∗F)y est injectif si n 6 1 et bijectif si n 6 2 (SGA 4 VIII 3.6). Comme
ce morphisme est de toutes fac¸ons bijectif lorsque y est un point ge´ome´trique de U,
on peut se borner aux points ge´ome´triques y de Y. Or il re´sulte du fait que i est
quasi-compact et de (SGA 4 VIII 5.3) que le morphisme
Fy −→ (i∗i
∗F)y
s’identifie canoniquement au morphisme
H0(X,F) −→ H0(U,F),
d’ou` l’e´quivalence de (i) et (iii).
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2◦) (i) ⇒ (ii). Les assertions sur le H0 re´sultent de 1◦). Soit alors i′ l’immersion
canonique de U′ dans X′ ; les assertions sur le H1 re´sultent de la suite exacte (SGA 4
XII 3.2)
0 −→ H1(X′, i′∗i
′∗F′) −→ H1(U′,F′) −→ H0(X′,R1 i′∗(i
′∗F′)).
(ii bis)⇒ (i). D’apre`s 1◦), il suffit de montrer que, pour n > 3, on a R1 i∗(i∗F) = 0.208
Or R1 i∗(i
∗F) est le faisceau associe´ au pre´faisceau X′ 7→ H1(U′,F′), c’est-a`-dire, par
hypothe`se, le faisceau associe´ au pre´faisceau X′ 7→ H1(X′,F′), lequel est nul.
(i) ⇔ (iii). Tenant compte de 1◦), la seule chose qui reste a` voir est que la relation
R1 i∗(i
∗F) = 0 e´quivaut au fait que H1(U,F) = 0 pour tout point ge´ome´trique y de Y.
Comme R1 i∗(i
∗F)) est nul hors de Y, il revient au meˆme de dire que R1 i∗(i
∗F) = 0
ou que (R1 i∗(i
∗F))y = 0 pour tout point ge´ome´trique y de Y. Il suffit alors de noter
que, i e´tant quasi-compact, on a (R1 i∗(i
∗F))y = H
1(U,F) (SGA 4 VIII 5.3).
3◦) (i)⇒ (ii). Soit X′ un sche´ma e´tale au-dessus de X ; on a la suite exacte (SGA 4
V 4.5)
(∗) −→ HpY′(X
′,F′) −→ Hp(X′,F′) −→ Hp(U′,F′) −→;
donc (ii) e´quivaut a` HpY′(X
′,F′) = 0 pour p < n et pour tout sche´ma X′ e´tale au-dessus
de X. Conside´rons alors la suite spectrale
Epq2 = H
p(X′,HqY(F)) =⇒ H
∗
Y′(X
′,F′);
par hypothe`se, HqY(F) = 0 pour q < n, d’ou` E
pq
2 = 0 pour p + q < n et par suite
HpY′(X
′,F′) = 0 pour p < n.
(ii) ⇒ (i). Le faisceau HpY(F) est associe´ au pre´faisceau X
′ 7→ HpY′(X
′,F′) ; comme
on a de´ja` remarque´ que (ii) e´quivaut a` la relation HpY′(X
′,F′) = 0 pour p < n et pour
tout sche´ma X′ e´tale au-dessus de X, on a bien HpY(F) = 0 pour p < n.
(i)⇔ (iii). Les faisceaux HpY(F) sont concentre´s sur Y ; par suite il revient au meˆme
de dire que HpY(F) = 0 ou de dire que, pour tout point ge´ome´trique y de Y, la fibre209
(HpY(F))y est nulle. Or, i e´tant quasi-compact, on de´duit de (SGA 4 VIII 5.2) que
l’on a (HpY(F))y = H
p
Y
(X,F). L’e´quivalence de (i) et (iii) en re´sulte, compte tenu de
l’analogue sur X de la suite exacte (∗).
(ii bis) ⇒ (ii) dans le cas ou` F est un faisceau abe´lien. La seule chose qui reste
a` montrer est que Hn−1Y (F) = 0. Or, pour n > 2, le faisceau H
n−1
Y (F) est associe´ au
pre´faisceau X′ 7→ Hn−2(U′,F′) = Hn−2(X′,F′) donc est bien nul. Le cas n = 2 re´sulte
du fait que H1Y(F) est le conoyau du morphisme F→ i∗i
∗F.
Définition 1.2. — Les notations sont celles de 1.1. On dit que F est de Y-profondeur
e´tale > n et on e´crit
profY(F) > n
si F satisfait aux conditions e´quivalentes (i) et (ii) de 1.1. Si F est un complexe
de faisceaux abe´liens, on appelle Y-profondeur e´tale de F la borne supe´rieure des n
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pour lesquels profY(F) > n ; on utilisera la meˆme notation si F est un faisceau d’en-
sembles resp. de groupes non ne´cessairement commutatifs (de sorte qu’on a alors
0 6 profY(F) 6 2, resp. 0 6 profY(F) 6 3, lorsque le contexte ne permet pas de
confusion sur celle des trois variantes envisage´es ici qu’on utilise).
Si L est un ensemble de nombres premiers, on dit que la Y-profondeur e´tale pour L
de X est > n et on e´crit
profLY(X) > n
si, pour tout faisceau constant de la forme Z/ℓZ avec ℓ ∈ L, on a profY(Z/ℓZ) > n. 210
On de´finit de fac¸on e´vidente la Y-profondeur e´tale pour L de X. Si L = P, ensemble
de tous les nombres premiers, et s’il n’y a pas de risque de confusion avec la notation
de (EGA IV 5.7.1) (relative au cas ou` F = OX), on omet L dans la notation ; sinon
on e´crit prof e´t(X).
Enfin on dit que X est de Y-profondeur homotopique > 3 pour L et on e´crit
prof hopLY(X) > 3
si, pour tout faisceau de L-groupes constant fini F sur X, on a profY(F) > 3. Si L = P,
on omet L dans la notation.
Corollaire 1.3. — Sous les conditions de 1.1, si profY(F) > n, alors, pour tout ferme´ Z
de Y, on a
profZ(F) > n.
Faisons par exemple le raisonnement dans le cas ou` F est un complexe de faisceaux
abe´liens a` degre´s borne´s infe´rieurement. On utilise 1.1 3◦) (ii). Soit V = X − Z et
conside´rons, pour tout entier p, la suite de morphismes
Hp(X,F)
f
−−−→ Hp(V,F)
g
−−−→ Hp(U,F).
Par hypothe`se g et f ◦ g sont bijectifs pour p < n− 1 et injectifs pour p = n− 1 ;
il en est donc de meˆme de f . Comme le raisonnement est valable quand on remplace
X par un sche´ma X′ e´tale au-dessus de X, ceci de´montre 1.3.
Corollaire 1.4. — Les notations sont celles de 1.1 2◦). Si X′ est un sche´ma sur X, 211
notons Φ′ le foncteur qui fait correspondre a` un reveˆtement e´tale de X′ sa restriction
a` U′, et Φ′F′ , le foncteur qui fait correspondre a` un torseur
(∗) sous F′ sa restriction
a` U′. Alors les conditions suivantes sont e´quivalentes :
(i) On a profY(F) > 1 (resp. profY(F) > 2, resp. profY(F) > 3).
(ii) Pour tout sche´ma X′ e´tale au-dessus de X, le foncteur Φ′F′ est fide`le
(resp. pleinement fide`le, resp. une e´quivalence de cate´gories).
En particulier, pour que l’on ait profY(X) > 1 (resp. profY(X) > 2, resp.
prof hopY(X) > 3), il faut et il suffit que le foncteur Φ
′ soit fide`le (resp. pleinement
fide`le, resp. une e´quivalence de cate´gories).
(∗)i.e. un « fibre´ principal homoge`ne » dans une ancienne terminologie.
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Cela re´sulte en effet de 1.1 2◦) (ii), compte tenu de l’interpre´tation de H1(X′,F′)
comme l’ensemble des classes (mod. isomorphismes) de torseurs sous F′ (SGA 4 VII 2),
et des reveˆtements e´tales Z de degre´ n d’un sche´ma comme associe´s a` des reveˆtements
principaux galoisiens de groupe le groupe syme´trique Sn, a` Z e´tant associe´ le reveˆte-
ment IsomX(Z0,Z), ou` Z0 est le reveˆtement trivial de X de degre´ n.
Corollaire 1.5. — Sous les conditions de 1.1 3◦), supposons que l’on ait profY(F) > n ;
alors on a
HnY(X,F) ≃ H
0(X,HnY(F)).
Le corollaire re´sulte de la suite spectrale
Epq2 = H
p(X,HqY(F)) =⇒ H
∗
Y(X,F).
En effet on a par hypothe`se Epq2 = 0 pour q < n, d’ou` il re´sulte que
HnY(X,F) = E
0n
2 = H
0(X,HnY(F)).
Remarques 1.6
a) La notion de Y-profondeur, sous la forme des conditions e´quivalentes (i) et (ii)212
de 1.1, a un sens pour n’importe quel site. Dans le cas particulier ou` X est un sche´ma
localement noethe´rien, muni de la topologie de Zariski, et F un faisceau de OX-modules
cohe´rents, on trouve la notion usuelle de Y-profondeur comme borne infe´rieure des
profondeurs aux points de Y (III).
b) Pour n 6 2, la notion de Y-profondeur e´tale de X est inde´pendante de L. Pour
n = 1, elle signifie simplement que U est dense dans X. En effet cette condition est
ne´cessaire pour que l’on ait profY(F) > 1, et elle est aussi suffisante car on peut
supposer X re´duit, cas dans lequel la condition U dense dans X se conserve par
changement de base e´tale (EGA IV 11.10.5) (ii) b)). Si U est re´trocompact dans X,
la relation profY(X) > 1 e´quivaut aussi a` dire Y ne contient aucun point maximal
de X (EGA I 6.6.5). Pour n = 2 et U re´trocompact dans X, la condition profY(X) > 2
e´quivaut au fait que, pour tout point ge´ome´trique y de Y, U est connexe non vide,
c’est-a`-dire que « Y ne disconnecte pas X, localement pour la topologie e´tale ».
c) Si X est de Y-profondeur > n pour L et U re´trocompact dans X, alors pour
tout faisceau abe´lien localement constant de L-torsion F sur X, on a profY(X) > n.
En effet, la proprie´te´ profY(F) > n e´tant locale pour la topologie e´tale, on peut
supposer F constant ; alors F est limite inductive filtrante de faisceaux sommes finies
de faisceaux de la forme Z/pmZ, ou` m est un entier > 0 et p ∈ L. En utilisant 1.1 (iii)
et (SGA 4 VII 3.3), on voit que l’on peut se ramener au cas ou` F = Z/pmZ, puis, par213
re´currence sur m, au cas ou` F = Z/pZ pour lequel l’assertion re´sulte de la de´finition.
d) D’apre`s 1.4, si l’on a profY(X) > 3, le couple (X,Y) est pur au sens de X 3.1.
En fait les couples purs que l’on rencontre dans la pratique (cf. X 3.4) satisfont a` la
condition plus forte de profondeur homotopique > 3, et cette notion peut donc se
substituer avantageusement a` celle de couple pur.
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e) Soient F un complexe de faisceaux abe´liens et T(F) le complexe obtenu en
appliquant a` F le foncteur translation ([3]) ; alors on a e´videmment :
profY(T(F)) = profY(F)− 1.
f) Signalons que les travaux re´cents d’Artin-Mazur ([1]) permettent de de´finir la
notion de profondeur homotopique > n, quel que soit l’entier n (pas seulement si
n > 3).
g) Sous les conditions de 1.1 3), pour que l’on ait profY(F) =∞, il faut et il suffit
que l’on ait F
∼
−→ Ri∗(i
∗F) dans D+(X). En effet, les HpY(F) sont les faisceaux de
cohomologie du coˆne (= mapping cylinder) du morphisme canonique F→ Ri∗i∗(F).
Définition 1.7. — Soient X un sche´ma, x un point de X, x un point ge´ome´trique
au-dessus de x et X le localise´ strict de X en x. Comme pre´ce´demment F de´signe,
soit un faisceau d’ensembles sur X, soit un faisceau en groupes sur X, soit un com-
plexe de faisceaux abe´liens sur X a` degre´s borne´s infe´rieurement, F son image in-
verse sur X et L un ensemble de nombres premiers. On dit que F est de profon-
deur e´tale > n au point x (resp. que la profondeur e´tale pour L de X en x est 214
> n, resp. que la profondeur homotopique pour L de X en x est > 3) et l’on e´crit
profx(F) > n (resp. prof
L
x (X) > n, resp. prof hop
L
x (X) > 3) si l’on a profx(F) > n
(resp. profLx (X) > n, resp. prof hop
L
x (X) > 3). On de´finit de fac¸on e´vidente l’entier
profLx (X) et, si F est un complexe de faisceaux abe´liens, l’entier profx(F). Si L est
l’ensemble de tous les nombres premiers, on omet L dans la notation profLx (X), sauf
s’il y a un risque de confusion avec la notation de (EGA IV 5.7.1), auquel cas on e´crit
prof e´tx(X).
On a alors la caracte´risation ponctuelle suivante de la profondeur :
Théorème 1.8. — Soient X un sche´ma, Y une partie ferme´e de X telle que l’ouvert
U = X−Y soit re´trocompact dans X. Si F est, soit un faisceau d’ensembles sur X, soit
un faisceau en groupes sur X, soit un complexe de faisceaux abe´liens sur X a` degre´s
borne´s infe´rieurement, alors on a
profY(F) = inf
y∈Y
profy(F).
1.8.1. Montrons d’abord que, pour tout point y de Y, on a l’ine´galite´ profy(F) >
profY(F). Soient en effet y un point ge´ome´trique au-dessus de y, X le localise´ strict
de X en y, F et Y les images inverses de F et Y sur X. On a d’apre`s 1.7 et 1.3
profy(F) = profy(F) > profY(F) > profY(F),
la dernie`re ine´galite´ utilisant l’hypothe`se « U re´trocompact », via les conditions (iii)
dans 1.1 et la transitivite´ dans la formation des localise´s stricts.
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1.8.2. Inversement supposons que, pour tout point y de Y, on ait profy(F) > n
(n entier) et montrons que l’on a alors profY(F) > n.
Rappelons d’abord les re´sultats bien connus suivant (SGA 4 VIII) :215
Lemme 1.8.2.1. — Soient X un sche´ma, F un faisceau d’ensembles sur X (resp. G→ F
un monomorphisme de faisceaux d’ensembles sur X). Alors, pour que deux sections
s et s′ de F co¨ıncident (resp. pour qu’une section s de F provienne d’une section
de G), il faut et il suffit qu’il en soit ainsi localement. En particulier, si s et s′ sont
deux sections de F, il existe un plus grand ouvert V de X sur lequel elles co¨ıncident
(resp. si s est une section de F sur X, il existe un plus grand ouvert V de X tel que
s|V provienne d’une section de G sur V). Cet ouvert est aussi l’ensemble des points x
de X tels que, de´signant par x un point ge´ome´trique au-dessus de x, les sections s
et s′ aient meˆme image dans la fibre Fx (resp. que l’image de s dans Fx provienne
d’un e´le´ment de Gx).
Revenons a` la de´monstration de 1.8.
1◦) Cas ou` F est un faisceau d’ensembles. Si n = 1, il suffit de montrer que le
morphisme canonique
H0(X,F) −→ H0(U,F)
est injectif, le re´sultat s’appliquant encore quand on remplace X par un sche´ma e´tale
au-dessus de X. Soient s et s′ deux sections de F au-dessus de X qui ont meˆme image
dans H0(U,F) et soit V le plus grand ouvert au-dessus duquel elles sont e´gales ; on a
e´videmment V ⊃ U. Supposons V 6= X et soit y un point maximal de X − V, y un
point ge´ome´trique au-dessus de y, X le localise´ strict de X en y et V et F les images216
inverses de V et F sur X. D’apre`s le choix de y, on a X− y = V et par hypothe`se, le
morphisme
H0(X,F) −→ H0(X− y,F) = H0(V,F)
est injectif. Il en re´sulte que s et s′ co¨ıncident au point y, ce qui est absurde. Si n = 2,
il suffit de montrer, compte tenu de ce qui pre´ce`de, que le morphisme
H0(X,F) −→ H0(U,F) = H0(X, i∗i
∗F)
est surjectif (ou` i est l’immersion canonique de U dans X). Soient s une section de
i∗i
∗F au-dessus de X et V le plus grand ouvert au-dessus duquel elle provient d’une
section de F. Supposons V 6= X et soit y un point maximal de X−V ; avec les notations
pre´ce´dentes, il re´sulte de l’hypothe`se que le morphisme canonique
H0(X,F) −→ H0(X− y,F) = H0(V,F)
est bijectif ; par suite s|V se prolonge au point y, ce qui est absurde et ache`ve la
de´monstration dans le cas 1◦).
2◦) Cas ou` F est un faisceau en groupes. Compte tenu de 1◦), la seule chose qui
reste a` montrer est que, dans le cas n = 3, le morphisme
H1(X,F) = H1(X, i∗i
∗F) −→ H1(U,F)
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est bijectif. On sait de´ja` qu’il est injectif graˆce a` 1◦) et a` 1.1 2◦) (ii bis). Pour la
surjectivite´, on utilise la suite exacte (SGA 4 XII 3.2)
0 −→ H1(X, i∗i
∗F) −→ H1(U,F)
d
−−−→ H0(X,R1 i∗(i
∗F)).
Soient s ∈ H1(U,F) et V ⊃ U le plus grand ouvert au-dessus duquel d(s) = 0 ; c’est 217
aussi le plus grand ouvert tel que s provienne d’un e´le´ment de H1(V,F). Supposons
V 6= X et soit y un point maximal X−V ; si X est le localise´ strict de X en un point
ge´ome´trique y au-dessus de y, on a, avec des notations e´videntes, la suite exacte
0 −→ H1(X, i∗(i
∗
F)) −→ H1(U,F)
d
−−−→ H0(X,R1 i∗(i
∗
F)).
Comme i : U→ X est un quasi-compact, R1 i∗(i
∗
F) est l’image inverse de R1 i∗(i
∗F)
par le morphisme X → X, d’ou` H0(X,R1 i∗(i
∗
F)) = (R1 i∗(i
∗F))y. Par hypothe`se et
vu que y ∈ Y, le morphisme
H1(X,F) −→ H1(V,F)
est bijectif. L’image s de s dans H1(U,F), qui se prolonge a` V par de´finition de V,
se prolonge donc aussi a` X ; il en re´sulte que d(s) = 0 donc l’image de d(s) dans la
fibre ge´ome´trique (R1 i∗(i
∗F))y est nulle ; mais ceci contredit la de´finition de V, d’ou`
le cas 2◦).
3◦) Cas ou` F est un complexe de faisceaux abe´liens, a` degre´s borne´s infe´rieurement.
On raisonne par re´currence sur n. La conclusion est satisfaite pour n assez petit,
puisque F est a` degre´s borne´s infe´rieurement. Supposons donc que profY(F) > n−1 et
montrons que profY(F) > n, sachant que, pour tout point y de Y, on a profy(F) > n.
Il suffit de voir que le morphisme canonique
(∗) Hn−2(X,F) −→ Hn−2(U,F)
est surjectif et que
(∗∗) Hn−1(X,F) −→ Hn−1(U,F)
est injectif (le re´sultat s’appliquant quand on remplace X par un sche´ma e´tale au-
dessus de X). 218
a) Surjectivite´ de (∗). La de´monstration est analogue a` celle de 2◦). Compte tenu
de 1.5 et de (SGA 4 V 4.5), on a la suite exacte
Hn−2(X,F) −→ Hn−2(U,F)
d
−−−→ Hn−1Y (X,F) = H
0(X,Hn−1Y (F)).
Soit s ∈ Hn−2(U,F) et V ⊃ U le plus grand ouvert au-dessus duquel d(s) = 0,
lequel est aussi le plus grand ouvert tel que s se prolonge a` Hn−2(V,F). Supposons
V 6= X et soient y un point maximal de X−V et X le localise´ strict de X en un point
ge´ome´trique y au-dessus de y. Comme i : U→ X est quasi-compact, la formation de
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Hn−1Y (F) commute au changement de base X→ X et l’on a donc (avec des notations
e´videntes) la suite exacte
Hn−2(X,F) −→ Hn−2(U,F)
d
−−−→ Hn−1
Y
(X,F) = (Hn−1Y (F))y ,
la dernie`re e´galite´ re´sultant de l’hypothe`se de re´trocompacite´ sur U.
Or on a par hypothe`se l’isomorphisme
Hn−2(X,F)
∼
−→ Hn−2(X− y,F) = Hn−2(V,F);
par suite l’image s de s dans Hn−2(U,F), qui se prolonge (par de´finition de V) a`
Hn−2(V,F), se prolonge aussi a` Hn−2(X,F) ; mais ceci montre que d(s) = 0, c’est-a`-
dire que d(s) est nulle en y, ce qui est absurde.
b) Injectivite´ de (∗∗). En utilisant la surjectivite´ de (∗), on obtient la suite exacte
0 −→ H0(X,Hn−1Y (F)) −→ H
n−1(X,F) −→ Hn−1(U,F)
et il faut montrer que tout e´le´ment s ∈ H0(X,Hn−1Y (F)) est nul. Soit V le plus grand219
ouvert au-dessus duquel s = 0. Supposons que l’on ait V 6= X et soient y un point
maximal de X−V, X un localise´ strict de X en un point ge´ome´trique y au-dessus de y.
On a, par hypothe`se de re´currence et par 1.8.1, la relation profY(F) > profY(F) >
n− 1, d’ou` le fait que l’application e du diagramme qui suit est injective :
H0(X,Hn−1Y (F)) = (H
n−1
Y (F))y
e
−−→ Hn−1(X,F)
f
−−−→ Hn−1(V,F).
Il en est de meˆme de f en vertu de l’hypothe`se ; l’e´galite´ de gauche re´sulte de l’hypo-
the`se de re´trocompacite´ sur U. Soit s l’image de s dans (Hn−1Y (F))y ; comme s s’annule
au-dessus de V, on a f · e(s) = 0, d’ou` s = 0, ce qui contredit le choix de y et ache`ve
la de´monstration.
Remarque 1.9. — Un re´sultat analogue a` 1.8 est sans doute valable dans le cas ou` l’on
remplace le topos e´tale d’un sche´ma X par un « topos localement de type fini », c’est-
a`-dire de´finissable par un site localement de type fini (SGA 4 VI 1.1). Pour le voir, il
faut utiliser un re´sultat de P. Deligne (SGA 4 VI.9), affirmant qu’il y a « suffisamment
de foncteurs fibres » dans un tel topos.
Nous allons de´duire de 1.8 des cas importants ou` l’on peut de´terminer la profondeur
e´tale.
(1)N.D.E. : Gabber a prouve´ depuis — en 1994 — la conjecture de purete´ cohomologique absolue
de Grothendieck : si Y est un sous-sche´ma ferme´ de sche´mas noethe´riens absolus de codimension
pure c et n un entier inversible sur X, alors HqY(Λ) est nul si q 6= 2c et vaut ΛY(−c) (twist de Tate)
sinon, ou` on a pose´ Λ = Z/nZ. Voir (Fujiwara K., « A Proof of the Absolute Purity Conjecture (after
Gabber) », in Algebraic geometry 2000, Azumino (Hotaka), Adv. Stud. in Pure Math., vol. 36, 2002,
p. 153-183). Pour des applications a` l’existence du complexe dualisant, voir (SGA 5, Lect. Notes in
Math., vol. 589, Springer-Verlag, 1977, p. 1672), expose´ 1 et loc. cit. , § 8. Cette conjecture avait e´te´
prouve´e dans le cas n = ℓν avec ℓ premier inversible sur X assez grand en utilisant de fac¸on cruciale la
K-the´orie (Thomason R.W., « Absolute cohomological purity », Bull. Soc. Math. France 112 (1984),
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Théorème 1.10 (Théorème de semi-pureté cohomologique(1)). — De´signons par X,
soit un sche´ma lisse sur un corps k, soit un sche´ma re´gulier excellent (EGA IV 7.8.2)
de caracte´ristique nulle (N.B. si l’on admet la re´solution des singularite´s au sens de
(SGA 4 XIX), il suffit de supposer, plus ge´ne´ralement, que X est un sche´ma re´gulier
excellent d’e´gale caracte´ristique). Soient Y une partie ferme´e de X et L l’ensemble 220
des nombres premiers distincts de la caracte´ristique de X. Alors on a
profLY(X) = 2 codim(Y,X).
De´monstration. — Il re´sulte de 1.8 que l’on a
profLY(X) = inf
y∈Y
profy(X).
Comme d’autre part codim(Y,X) = infy∈Y dimOX,y, on est ramene´ a` montrer que
profLy (X) = 2 dimOX,y,
ce qui re´sulte de (SGA 4 XVI 3.7 et XIX 3.2).
Théorème 1.11 (Théorème de pureté homotopique(2)). — Si X est un sche´ma locale-
ment noethe´rien qui est re´gulier (resp. dont les anneaux locaux sont des intersec-
tions comple`tes), Y une partie ferme´e de X telle que codim(Y,X) > 2 (resp.
codim(Y,X) > 3), alors on a
prof hopY(X) > 3.
Il re´sulte en effet de 1.8 que l’on a prof hopY(X) = infy∈Y prof hopy(X). Or les
anneaux strictement locaux de X aux diffe´rents points de Y sont des anneaux re´guliers
de dimension > 2 (resp. d’intersection comple`te et de dimension > 3). Il re´sulte alors
du the´ore`me de purete´ X 3.4 que prof hopy(X) > 3, ce qui de´montre le the´ore`me.
Exemple 1.12. — Soient X un sche´ma localement noethe´rien, Y une partie ferme´e
de X et n = 1 ou 2. Alors, si l’on a profY(OX) > n (profY(OX) de´signant la Y-
profondeur au sens des faisceaux cohe´rents (cf. 1.6 a)), on a aussi profY(X) > n ; c’est
e´vident pour n = 1 et, pour n = 2, cela n’est autre que le the´ore`me de Hartshorne 221
(III 1). Par contre l’assertion analogue est fausse pour n > 3. Prenons par exemple un
no 3, p. 397–406). On retrouve la K-the´orie dans le preuve de Gabber par le biais de la suite spectrale
de Atiyah-Hirzebruch-Thomason reliant cohomologie e´tale et K-the´orie, me´thode de´ja` utilise´e dans
l’approche de Thomason. Outre ce re´sultat, l’autre argument fondamental est la ge´ne´ralisation du
the´ore`me de Lefschetz cite´ note (5), page 181.
(2)N.D.E. : re´cemment, de Jong et Oort ont obtenu l’e´nonce´ de purete´ suivant : soit S˜ → S une
re´solution des singularite´s du spectre S d’un anneau local noethe´rien normal de dimension 2 et
soit U le comple´mentaire du point ferme´ s dans S. Supposons de plus que k(s) soit alge´briquement
clos. Alors, pour tout nombre premier p, en particulier si S est de caracte´ristique p, le morphisme de
restriction H1e´t(S˜,Qp)→ H
1
e´t(U,Qp) est bijectif (de Jong A.J. & Oort F, « Purity of the stratification
by Newton polygons », J. Amer. Math. Soc. 13 (2000), no 1, p. 209–241, the´ore`me 3.2). Si k = C et
A est le comple´te´ d’une singularite´ de surface, ce re´sultat est duˆ a` Mumford (voir page 158, [5]).
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espace affine de dimension > 3 sur un corps de caracte´ristique 6= 2 et faisons ope´rer
le groupe Z/2Z par syme´trie par rapport a` l’origine. Soient X le quotient et Y = {x}
l’image de l’origine dans X. Alors OX,x est un anneau de Cohen-Macaulay, donc on a
profx(OX) > 3 ; mais l’espace affine prive´ de l’origine est un reveˆtement e´tale de
X − {x} qui ne se prolonge pas en un reveˆtement e´tale de X ; donc on a d’apre`s 1.4
profY(X) = 2.
Le the´ore`me suivant est l’analogue de (EGA IV 6.3.1) :
Théorème 1.13. — Soient f : X→ S un morphisme de sche´mas, Y une partie ferme´e
de X, Z une partie ferme´e de S, telles que f(Y) ⊂ Z. On suppose que les anneaux
locaux de X au diffe´rents points de Y sont noethe´riens et que les ouverts X − Y et
S − Z sont re´trocompacts dans X et S respectivement. Soient p, q, r des entiers tels
que p > −r, q > 0, L un ensemble de nombres premiers et F un complexe de faisceaux
abe´liens de L-torsion sur S, tel que les faisceaux de cohomologie Hi(F) soient nuls
pour i < −r. On suppose que
a) Le morphisme f est localement (p + q + r − 2)-acyclique pour L (SGA 4 XV
1.11).
b) On a
profZ(F) > p.
c) Pour tout point s de Z, on a
profLYs(Xs) > q.
Alors on a222
profY(f
∗F) > p+ q.
Nous aurons besoin du lemme suivant :
Lemme 1.13.1. — Soient L un ensemble de nombres premiers, n et r des entiers,
f : X → S un morphisme localement n-acyclique pour L. Soient F un complexe
de faisceaux abe´liens, a` faisceaux de cohomologie de L-torsion, tel que Hi(F) = 0
pour i < −r, Z une partie ferme´e de S telle que S − Z soit re´trocompact dans S et
T = f−1(Z). Alors le morphisme canonique
f∗(HiZ(F)) −→ H
i
T(f
∗F)
est bijectif pour i < n− r + 2 et injectif pour i = n− r + 2.
Posons U = S− Z et V = X− T, de sorte que l’on a le carre´ carte´sien
V
g
//
k

U
j

X
f
// S
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Conside´rons le diagramme commutatif suivant dont les lignes sont exactes
// f∗(HiZ(F))
//

f∗(Hi(F)) //
≀

f∗(Hi(R j∗(j
∗F))) //

// HiT(f
∗F) // Hi(f∗F) // Hi(R k∗(k
∗f∗F)) // ;
il en re´sulte que l’on est ramene´ a` montrer que le morphisme
f∗(Hi(R j∗(j
∗F))) −→ Hi(R k∗(k
∗f∗F))
est bijectif pour i < n − r + 1 et injectif pour i = n − r + 1. Or un tel morphisme 223
provient du morphisme suivant entre suites spectrales d’hypercohomologie
f∗Ep,q2 = f
∗(Rp j∗(H
q(j∗F))) +3

f∗(H∗(R j∗(j∗F)))

E′p,q2 = R
p k∗(H
q(k∗f∗F)) +3 H∗(R k∗(k
∗f∗F)).
Comme j est quasi-compact, il re´sulte de (SGA 4 XV 1.10) que le morphisme
f∗(Ep,q2 ) → E
′p,q
2 est bijectif pour p 6 n et injectif pour p = n + 1 ; en particulier
il est bijectif pour p+ q 6 n− r et injectif pour p+ q = n− r + 1. La conclusion en
re´sulte aussitoˆt.
Revenons a` la de´monstration de 1.13. Soit T = f−1(Z). D’apre`s 1.13.1 et la condi-
tion a), le morphisme canonique f∗(HiZ(F)) → H
i
T(f
∗F) est un isomorphisme pour
i 6 p+q. Il re´sulte donc de b) que HiT(f
∗F) = 0 pour i < p et, pour i < p+q, HiT(f
∗F)
restreint a` T est l’image inverse d’un faisceau Gi sur Z. Soit
fT : T −→ Z
la restriction de f a` T. Il re´sulte alors de c) et du corollaire qui suit que HjY(f
∗
T(G
i)) = 0
pour j < q. On en conclut que
HjY(H
i
T(f
∗F)) = 0 pour i+ j < p+ q,
car l’ine´galite´ i + j < p + q entraˆıne ou bien i < p et alors HiT(f
∗F) = 0, ou bien
j < q et alors HjY(H
i
T(f
∗F)) = 0. E´tant donne´ que l’on a, avec les notations de 1.0,
ΓY = ΓY.ΓT, on a la suite spectrale
(1.13.2) Ei,j2 = H
j
Y(H
i
T(f
∗F)) =⇒ H∗Y(f
∗F);
comme Ei,j2 = 0 pour i + j < p + q, on voit que H
k
Y(f
∗F) = 0 pour k < p + q. 224
Le the´ore`me sera donc de´montre´ si l’on prouve le corollaire suivant (qui est le cas
particulier de 1.13 obtenu en y faisant Z = S, r = p = 0 et F re´duit au degre´ 0).
Corollaire 1.14. — Soient f : X → S un morphisme, Y une partie ferme´e telle que
l’ouvert comple´mentaire X − Y soit re´trocompact dans X et que les anneaux lo-
caux de X aux diffe´rents points de Y soient noethe´riens. Soient L un ensemble de
nombres premiers, q un entier et F un faisceau abe´lien de L-torsion sur S. Supposons
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que f soit localement (q − 2)-acyclique pour L et que, pour tout point s de S, on ait
profLYs(Xs)>q. Alors, on a profY(f
∗F) > q.
1◦) Re´duction au cas ou` X et S sont des sche´mas strictement locaux, f un mor-
phisme local et Y re´duit a` un point ferme´ de X.
D’apre`s 1.8, pour e´tablir 1.14, il faut montrer que l’on a pour tout point y de Y :
profy(f
∗F) > q.
Soient s = f(y), s un point ge´ome´trique au-dessus de s, y un point ge´ome´trique
au-dessus de y et de s, X et S les localise´s stricts de X et S en y et s respectivement,
f : X → S le morphisme canonique et F l’image inverse de F sur S. Comme on a
la relation profy(f
∗F) = profy(f
∗
F), il suffit de montrer que les hypothe`ses de 1.14
se conservent quand on remplace f (resp. Y, resp. F) par f (resp. {y}, resp. F). La
condition de re´trocompacite´ re´sulte de l’hypothe`se noethe´rienne sur OX,x, impliquant225
que X est noethe´rien. D’apre`s (SGA 4 XV 1.10 (i)), f est encore localement (q − 2)-
acyclique pour L. D’autre part la fibre (X)s de X au-dessus de s s’identifie au localise´
strict de Xs en y, donc satisfait a` la relation profy((X)s) > q. Comme une relation
analogue est trivialement ve´rifie´e pour les fibres du S-sche´ma X, autres que la fibre
ferme´e, ceci ache`ve la re´duction.
2◦) Cas ou` X et S sont strictement locaux, f un homomorphisme local et Y re´duit
au point ferme´ de X. Soient
g : Y = X− {y} −→ S
le morphisme structural de U. On doit montrer que le morphisme canonique
ui : H
i(X, f∗F) −→ Hi(U, f∗F)
est bijectif pour i 6 q − 2 et injectif pour i = q − 1. Conside´rons le diagramme
commutatif
Hi(X, f∗F)
ui // Hi(U, f∗F)
Hi(S,F)
vi
ffMMMMMMMMMM wi
88qqqqqqqqqq
Le morphisme vi est e´videmment bijectif pour tout i. D’autre part g est localement
(q − 2)-acyclique pour L ; de plus ses fibres sont (q − 2)-acycliques pour L, comme
il re´sulte du fait que profy(Xs) > q et que les fibres de f sont (q − 2)-acycliques
pour L ; comme g est quasi-compact puisque X est noethe´rien, il re´sulte de (SGA 4
XV 1.16) que g est (q − 2)-acyclique pour L. Par suite wi, donc aussi ui, est bijectif
pour i 6 q − 2 et injectif pour i = q − 1, ce qui ache`ve la de´monstration de 1.14.226
Corollaire 1.15. — Soient f : X → S un morphisme de sche´mas, L un ensemble de
nombres premiers, m et r des entiers et F un complexe de faisceaux abe´liens de L-
torsion sur S tel que Hi(F) = 0 pour i < −r. Soit x un point de X, s = f(x)
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et supposons que l’anneau local OX,x soit noethe´rien. Alors, si f est localement m-
acyclique pour L, on a la relation
(∗) profx(f
∗F) > inf(profs(F) + prof
L
x Xs), n) ou` n = m− r + 2.
En particulier, si n > profs(F)+prof
L
x (Xs), par exemple si f est localement acyclique
pour L, on a
(∗∗) profx(f
∗F) > profs(F) + prof
L
x (Xs).
Si L est re´duit a` un e´le´ment ℓ et si l’on a n > profs(F) + prof
L
x (Xs), l’ine´galite´
pre´ce´dente est une e´galite´.
On se rame`ne au cas ou` s et x sont des points ferme´s, en prenant les localise´s
stricts de S et x en des points ge´ome´triques s au-dessus de s et x au-dessus de x
et de s. Si on a l’ine´galite´ n > profs(F) + prof
L
x (Xs), alors (∗) s’obtient a` partir
de 1.13 en y faisant p = profs(F) et q = prof
L
x (Xs) (l’hypothe`se que S − {s} est
re´trocompact dans S re´sulte du fait que X−Xs est re´trocompact dans X et que f est
surjectif puisqu’il est (−1)-acyclique (sauf peut-eˆtre si la conclusion de 1.15 est vide)).
Si l’on a n < profs(F) + prof
L
x (Xs), l’ine´galite´ (∗) s’obtient encore a` partir de 1.13
en y faisant par exemple p = profs(F) et q = n − p. Il reste a` de´montrer la dernie`re 227
assertion. Soient p = profs(F) et q = profx(Xs) ; il re´sulte de (1.13.2) que l’on a
Hp+qx (f
∗(F)) ≃ Hqx(f
∗(Hps(F))).
Comme profs(F) = p, le faisceau H
p
s(F) est un faisceau de ℓ-torsion, constant sur s,
diffe´rent de ze´ro. Par suite le faisceau G = f∗(Hps(F)) est un faisceau de ℓ-torsion,
constant sur Xs, non nul, donc contient un sous-faisceau isomorphe a` Z/ℓZ ; comme
Hqx(Z/ℓZ) est diffe´rent de ze´ro, on a bien H
q
x(G) 6= 0.
Corollaire 1.16. — Soient f : X → S un morphisme re´gulier de sche´mas excellents
(EGA IV 7.8.2) de caracte´ristique nulle, ℓ un nombre premier et F un complexe de
faisceaux de ℓ-torsion sur S. Soient x ∈ X, s = f(x) ; alors on a
profx(f
∗F) = profs(F) + 2 dim(OX,x).
En effet f est localement acyclique (SGA 4 XIX 4.1). Il re´sulte alors de 1.15 que
l’on a
profx(f
∗F) = profs(F) + profx(Xs).
Or on a d’apre`s 1.10
profx(Xs) = 2 dimOXs,x,
d’ou` le re´sultat.
Remarque 1.17. — Il re´sulte de 1.15 que 1.13 reste vrai quand on remplace b) et c)
par les conditions : 228
b′) Pour tout point s ∈ f(Y), on a profs(F) > p.
c′) Pour tout point x ∈ Y, si s = f(x), on a profLx (Xs) > q.
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Dans le cas d’un faisceau d’ensembles ou de groupes, on a le the´ore`me suivant
analogue a` 1.13.
Théorème 1.18. — Soient f : X→ S un morphisme de sche´mas, Y une partie ferme´e
de X telle que X−Y soit re´trocompact dans X et que, pour tout point x de Y, l’anneau
local OX,x soit noethe´rien.
1◦) Soient F un faisceau d’ensembles sur S et n un entier e´gal a` 1 ou 2. Supposons
que f soit localement (n− 2)-acyclique et que, pour tout point s de f(Y), on ait :
profYs(Xs) + profs(F) > n.
Alors on a :
profY(f
∗F) > n.
2◦) Soient L un ensemble de nombres premiers et F un faisceau de ind-L-groupes.
Supposons que f soit localement 1-asphe´rique pour L (SGA 4 XV 1.11) et que, pour
tout point s de f(Y), on ait :
prof hopLYs(Xs) + profs(F) > 3.
Alors, on a :
profY(f
∗F) > 3.
De´monstration. — On se rame`ne, comme dans 1.14 et 1.15, au cas ou` X et S sont des229
sche´mas strictement locaux, f un homomorphisme local et Y le point ferme´ x de X.
Soit s = f(x) le point ferme´ de S ; on a le diagramme commutatif :
X−Xs
i //
h

X− {x}
g
##F
FF
FF
FF
FF
j
// X
f
  



S− {s}
k
// S.
1◦) a) Cas n = 1.
Si l’on a profs(F) > 1, alors le morphisme F → k∗k
∗F est injectif, donc le mor-
phisme f∗F → f∗(k∗k∗F) est aussi injectif. D’autre part il re´sulte du fait que f est
localement (−1)-acyclique, que le morphisme f∗(k∗k∗F) → (j.i) ∗ (f∗F|X−Xs)) est
injectif. Finalement, le morphisme compose´ f∗F→ (j.i) ∗ (f∗F|X−Xs)) est injectif, ce
qui montre que l’on a profXs(f
∗F) > 1, donc aussi profx(f
∗F) > 1.
Si l’on a profx(Xs) > 1, on conside`re le diagramme commutatif
(∗)
H0(X, f∗F)
v //
≀

H0(X− {x}, f∗F)

H0(Xs, f
∗F)
v′ // H0(X− {x}, f∗F);
Par hypothe`se, v′ est injectif donc il en est de meˆme de v.
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b) Cas n = 2. On conside`re le diagramme commutatif
(∗∗)
H0(S,F)
m ≀

u // H0(S− {s},F)
≀n

H0(X, f∗F)
v // H0(X− {x}, f∗F)
w // H0(X−Xs, f∗F);
on doit montrer que v est bijectif. Le morphisme m est e´videment bijectif, et, comme 230
f est 0-acyclique, n est aussi bijectif.
Si l’on a profs(F) > 2, u est bijectif. Comme on l’a vu dans a), la seule hypothe`se
profs(F) > 1 entraˆıne la relation profXs(f
∗F) > 1 ; par suite v et w sont injectifs ; il
re´sulte alors de (∗∗) que v est bijectif.
Si l’on a profx(Xs) > 2, alors g est 0-acyclique (car il est localement 0-acyclique et
ses fibres sont 0-acycliques). Il en re´sulte que v ·m est bijectif, donc v est bijectif.
Si l’on a profs(F) > 1 et profx(Xs) > 1, alors on sait de´ja` que v et w sont injec-
tifs. Soient z un point maximal de Xs − {x} (un tel point existe d’apre`s l’hypothe`se
profx(Xs) > 1), Z le localise´ strict de X en un point ge´ome´trique au-dessus de z et
f∗F l’image inverse de f∗F sur Z. Conside´rons le diagramme commutatif
H0(S,F) //
m
∼
{{ww
ww
ww
ww
H0(S− {s},F)
∼
n
''O
OO
OO
OO
OO
OO
H0(X, f∗F)
v //
m′
∼
##G
GG
GG
GG
G
H0(X− {x}, f∗F)
w //
r
yyrr
rr
rr
rr
rr
H0(X−Xs, f∗F)
n′
∼
wwoo
oo
oo
oo
oo
o
H0(Z, f∗F) // H0(Z− {z}, f∗F)
le morphisme m′ ·m est e´videmment bijectif et il re´sulte du fait que f est localement
0-acyclique que n′ ·n est bijectif ; par suite m′ et n′ sont aussi bijectifs. Comme w est
injectif, r est aussi injectif et par suite v est bijectif.
2◦) Compte tenu de b), on sait de´ja` que profx(f
∗F) > 2.
Si l’on a profs(F) > 3, alors R
1 k∗(k
∗F) = 1(3). Comme f est localement 1- 231
asphe´rique, on a R1(j ·i)∗(f∗F|X−Xs)=f
∗(R1 k∗(k
∗F))=1. On a donc profXs(f
∗F)>3
et par suite on a profx(f
∗F) > 3.
Si l’on a profx(Xs) > 3, alors g est 1-asphe´rique (car g est localement 1-asphe´rique
et ses fibres sont 1-asphe´riques). On a donc H1(X − {x}, f∗F) = H1(S,F) = 1 et par
suite profx(f
∗F) > 3.
Si l’on a profs(F) > 2 et profx(Xs) > 1, on utilise la suite exacte (SGA 4 XII 3.2) :
1 −→ R1 j∗(i∗(f
∗F|X−Xs)) −→ R
1(j.i)∗(f
∗F|X−Xs) −→ j∗(R
1 i∗(f ∗ F|X−Xs)).
(3)N.D.E. : le torseur trivial est successivement note´ 0 ou 1 par la suite ; on a laisse´ cette double
notation, qui, re´flexion faite, n’apporte aucune ambigu¨ıte´.
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Comme f et g sont localement 1-asphe´riques, on a
R1(j · i)∗(f
∗F|X−Xs) ≃ f
∗(R1 k∗(k
∗F))
R1 i∗(f
∗F|X−Xs) ≃ g
∗(R1 k∗(k
∗F));
la suite exacte pre´ce´dente s’e´crit alors sous la forme
(∗∗∗) 1 −→ R1 j∗(i∗(f
∗F|X−Xs)) −→ f
∗(R1 k∗(k
∗F))
a
−−−→ j∗(j
∗(f∗(R1 k∗(k
∗F))).
L’hypothe`se profs(F) > 2 montre que le morphisme F → k∗k
∗F est bijectif ; en
appliquant g∗, on trouve compte tenu du fait que g est localement 0-acyclique,
f∗F|X−{x} = i∗(f
∗F|X−Xs). L’hypothe`se profx(Xs) > 1 montre que le morphisme a
est injectif (noter que f∗(R1 k∗(k
∗F)) est un faisceau e´gal a` 1 en dehors de Xs et
constant sur Xs). Il re´sulte alors de (∗∗∗) que l’on a R
1 j∗(f
∗F|X−{x}) = 1, donc
profx(f
∗F) > 3.232
Si l’on a profs(F) > 1 et profx(f
∗F) > 2, on conside`re le faisceau en espaces
homoge`nes G de´fini par la suite exacte
1 −→ F −→ k∗k ∗ F −→ G −→ 1.
En appliquant a` cette suite exacte le foncteur exact g∗ et en utilisant (SGA 4 XII
3.1), on obtient le diagramme commutatif suivant dont les lignes sont exactes :
f∗(k∗k
∗F) //

f∗G //
b

1
j∗(g
∗(k∗k
∗F))
u // j∗(g
∗G) // R1 j∗(g
∗F) // R1 j∗(g
∗(k∗k
∗F)).
Comme profx(Xs) > 2, le morphisme b est bijectif donc u est surjectif et l’on a ainsi
une application a` noyau re´duit a` l’e´le´ment neutre :
1 −→ R1 j∗(g
∗F) −→ R1 j∗(g
∗(k∗k
∗F)) = R.
Comme g∗(k∗k
∗F) ≃ i∗(f∗F|X−Xs) (car g est localement 0-acyclique), R s’identifie
au premier terme de la suite exacte (∗∗∗) ; or on a vu dans le cas pre´ce´dent que
R = 1 de`s que l’on a profx(Xs) > 1, ce qui de´montre que profx(f
∗F) > 3 et ache`ve la
de´monstration de 1.18.
Les corollaires qui suivent sont des ge´ne´ralisations de (SGA 4 XVI 3.2 et 3.3).
Corollaire 1.19. — Soient f : X→ S un morphisme plat, a` fibres se´parables, de sche´-
mas localement noethe´riens et Y une partie ferme´e de X. Supposons que pour tout233
point s ∈ f(Y), la fibre Ys soit rare(4) dans Xs et que l’une des deux conditions
suivantes soit ve´rifie´e :
a) l’adhe´rence de f(Y) est rare dans S.
b) Xs est ge´ome´triquement unibranche aux points de Ys.
Alors on a
profY(X) > 2.
(4)N.D.E. : « rare » = « d’inte´rieur vide », cf. Bourbaki TG IX.52.
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Il re´sulte en effet de l’hypothe`se faite sur f que f est localement 0-acyclique (SGA 4
XV 4.1). On applique alors 1.13. L’hypothe`se Ys rare dans Xs (resp. f(Y) rare dans S)
e´quivaut d’apre`s 1.6 b) a` la relation profYs(Xs) > 1 (resp. proff(Y)(S) > 1). L’hypo-
the`se Xs ge´ome´triquement unibranche en chaque point de Ys e´quivaut a` dire que le
localise´ strict de Xs en un point ge´ome´trique de Ys est irre´ductible ; sachant que Ys
est rare dans Xs, cela entraˆıne e´videmment profYs(Xs) > 2, graˆce a` 1.8. Dans l’un et
l’autre cas 1.13 donne bien profY(X) > 2.
Corollaire 1.20. — Soient f : X→ S un morphisme re´gulier (EGA IV 6.8.1) de sche´-
mas localement noethe´riens, Y une partie ferme´e de X. Supposons que, pour tout point
s ∈ f(Y), l’une des conditions suivantes soit re´alise´e :
a) On a codim(Ys,Xs) > 2.
b) On a codim(Ys,Xs) > 1 et profs(S) > 1.
c) On a prof hops(S) > 3.
Alors on a 234
prof hopY(X) > 3.
Cela re´sulte en effet de 1.18, e´tant donne´ que l’hypothe`se a) implique
prof hopYs(Xs) > 3 (cf. 1.11), et que la condition codim(Ys,Xs) > 1 implique e´vi-
demment profY(X) > 2.
2. Lemmes techniques
2.1. Soient S un sche´ma localement noethe´rien, f : X→ S un morphisme localement
de type fini, t un point de S. Si x ∈ X est tel que s = f(x) ∈ SpecOS,t, on pose
δt(x) = deg tr k(x)/k(s) + dim({s}),
ou` {s} de´signe l’adhe´rence de s dans SpecOS,t, k(x) et k(s) les corps re´siduels de x
et s respectivement. Si S est un anneau local de point ferme´ t, on e´crit aussi δ(x) au
lieu de δt(x) (cf. SGA 4 XIV 2.2).
Lemme 2.1.1. — Soit un carre´ carte´sien
X′
h //
f ′

X
f

S′
g
// S
,
ou` S et S′ sont des anneaux locaux noethe´riens, de points ferme´s t et t′ respectivement,
g un morphisme fide`lement plat tel que g−1(t) = t′, f un morphisme localement de 235
type fini. Soient x′ ∈ X′, x = h(x′), s = f(x), s′ = f ′(x′) ; alors on a
δ(x′) 6 δ(x).
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De plus l’ine´galite´ pre´ce´dente est une ine´galite´ si et seulement si l’on a :
deg tr k(x)/k(s) = deg tr k(x′)/k(s′) et dim({s}) = dim({s′}).
En particulier, e´tant donne´ x ∈ X, on peut trouver x′ tel que l’on ait δ(x) = δ(x′).
On a en effet (EGA IV 6.11)
dim({s}) = dim g−1({s}).
Il en re´sulte que, pour tout point s′ de g−1(s), on a la relation dim({s′}) 6 dim({s}),
et que, s e´tant donne´, on peut trouver s′ ∈ g−1(s), tel qu’on ait l’e´galite´. De´signons
alors par Z l’adhe´rence sche´matique de x dans la fibre Xs de X en s, et soit Z
′ =
Z×Speck(s) Spec k(s
′). Alors, Z′ est e´quidimensionnel de dimension deg tr k(x)/k(s) ;
on a donc, pour tout point x′ ∈ Z′x,
deg tr k(x′)/k(s′) 6 deg tr k(x)/k(s), et on a l’e´galite´
lorsque x′ est un point maximal de Z′x. D’ou` aussitoˆt la conclusion annonce´e.
2.2. Soient f : X→ S un morphisme localement de type fini et T une partie ferme´e
de S. Soient x ∈ X, s = f(x) ; nous poserons
δT(x) = deg tr k(x)/k(s) + codim({s} ∩ T, {s}) = inf
t∈T∩{s}
δt(x).
Lemme 2.2.1. — Soit un carre´ carte´sien236
X′
h //
f ′

X
f

S′
g
// S
,
ou` les sche´mas S et S′ sont localement noethe´riens, cate´naires, le morphisme f locale-
ment de type fini et g fide`lement plat. Soient T une partie ferme´e de S, T′ une partie
ferme´e de S′, telles que g(T′) ⊂ T, x′ un e´le´ment de X′, x = h(x′) et
hx′ : SpecOX′,x′ −→ SpecOX,x
le morphisme induit par h. Alors on a :
δT(x) − δT′(x
′) 6 dimh−1x′ (x).
Soient s′ = f ′(x′), s = f(x). On a, par de´finition :
δT(x) − δT′(x
′) = deg tr k(x)/k(s)− deg tr k(x′)/k(s′)
+ codim({s} ∩ T, {s})− codim({s′} ∩ T′, {s′}).
Puisque g est fide`lement plat, il re´sulte de (EGA IV 6.1.4) que l’on a
codim({s} ∩T, {s}) = codim(g−1({s}) ∩ g−1(T), g−1({s}))(∗)
6 codim(g−1({s}) ∩ T′, g−1({s}));
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comme S′ est cate´naire, on a, d’apre`s (EGA 0IV 14.3.2 b)) :
codim({s′} ∩ T′, g−1({s})) = codim({s′} ∩ T′, {s′}) + codim({s′}, g−1({s}))
= codim({s′} ∩ T′, g−1({s}) ∩ T′) + codim(g−1({s}) ∩ T′, g−1({s})).
On de´duit de cette relation et de (∗) 237
δT(x) − δT′(x
′) 6 deg tr k(x)/k(s)− deg tr k(x′)/k(s′) + codim({s′}, g−1({s})).
Calculons codim({s′}, g−1({s})) = dimOS′s,s′ (ou` S
′
s est le fibre de S
′ en s). Soit Z
l’image ferme´e de x dans Xs et Z
′ ⊂ X′s le sche´ma de´fini par le carre´ carte´sien
Z′ //

Z

S′s
// Spec k(s)
.
Le morphisme Z → Spec k(s) est plat, localement de type fini et l’on a dimZ =
deg tr k(x)/k(s). Il re´sulte alors de (EGA IV 6.1.2) que
dim(OZ′,x′) = dim(OS′s,s′) + deg tr k(x)/k(s)− deg tr k(x
′)/k(s′);
compte tenu du fait que Z′s′ ≃ Z⊗k(s) k(s
′), on obtient alors :
δT(x) − δT′(x
′) 6 dim(OZ′,x′).
Or Spec(OZ′,x′) s’identifie a` la fibre en x du morphisme
(Spec(OX′,x′))s −→ (Spec(OX,x))s,
donc aussi a` la fibre en x de hx′ , ce qui de´montre le the´ore`me.
2.3. Les de´monstrations des the´ore`mes du no 4 sont base´es sur la the´orie de la dua-
lite´ ; elles utilisent les lemmes qui suivent. Soit m un entier puissance d’un nombre 238
premier ℓ ; si X est un sche´ma, tous les faisceaux conside´re´s sur X sont des faisceaux
de Z/mZ-modules ; on a alors la notion de complexe dualisant sur X (SGA 5 I 1.7).
Supposons qu’il existe un tel complexe K sur X ; alors, pour chaque point ge´ome´-
trique x au-dessus d’un point x de X, on de´duit de K (cf. SGA 5 I 4.5) un complexe
dualisant Kx sur Spec k(x), de sorte que l’on a Kx ≃ Z/mZ[n] (le crochet de´signant
le foncteur de translation) pour un certain entier n ne de´pendant que de x. Nous
poserons
δK(x) = n.
Si K est normalise´ au point x (SGA 5 I 4.5), on a donc n = 0.
Lemme 2.3.1. — Soit X un sche´ma localement noethe´rien, muni d’un complexe dua-
lisant K. Si x et x′ sont deux points de X, tels que x soit une spe´cialisation de x′ et
que l’on ait codim({x}, {x′}) = 1, alors on a
δK(x) = δK(x′)− 2.
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On peut d’abord se ramener au cas ou` X est un sche´ma strictement local. Soient
en effet X le localise´ strict de X en un point ge´ome´trique x au-dessus de x, i : X→ X
le morphisme canonique, x′ un point ge´ome´trique de X au-dessus de x′. Alors i∗K est
un complexe dualisant sur X et l’on a (SGA 5 I 4.5)
(i∗K)x ≃ Kx et (i
∗K)x′ ≃ Kx′ ,
ce qui ache`ve la re´duction au cas strictement local.239
Si j : {x′} → X de´signe l’immersion du sous-sche´ma ferme´ re´duit de X, d’espace
sous-jacent {x′}, alors R! j(K) est un complexe dualisant sur {x′} et on voit tout de
suite, en utilisant (SGA 5 I 4.5) qu’il suffit de de´montrer le lemme pour {x′}. On est
ainsi ramene´ au cas ou` X est un sche´ma strictement local inte`gre de dimension 1.
Soient alors X′ le normalise´ de X et f : X′ → X le morphisme canonique ; f est
un morphisme entier, surjectif, radiciel, et il en re´sulte que f∗K est un complexe
dualisant sur X′ et qu’il suffit de de´montrer le lemme pour X′ et pour les points au-
dessus de x et x′. On est ainsi ramene´ au cas ou` X est un sche´ma local, inte`gre, re´gulier
de dimension 1, mais on sait (cf. SGA 5 I 4.6.2 et 5.1) qu’alors µm[2] et Z/mZ sont
des complexes dualisants, normalise´s respectivement aux points x et x′ ; le lemme en
re´sulte aussitoˆt.
Lemme 2.3.2. — Soient S un sche´ma local noethe´rien, f : X → S un morphisme de
type fini. Si K est un complexe dualisant sur S, normalise´ au point ferme´ t de S et si
R! f(K) = K′ est un complexe dualisant sur X (cf. SGA 5 I 3.4.3 ), on a, pour tout
point x de X :
δK
′
(x) = 2δ(x).
En effet soient s = f(x) et x′ un point ferme´ de la fibre Xs ; alors on a δ
K′(x′) =
δK(s) et d’apre`s 2.3.1
δK(s) = 2 codim({t}, {s}) = 2 dim({s}).
Comme on peut choisir pour x′ une spe´cialisation de x, on a d’apre`s 2.3.1240
δK
′
(x) = δK
′
(x′) + 2 codim({x}, {x′}) = δK
′
(x′) + 2 deg tr k(x)/k(s);
le lemme en re´sulte aussitoˆt.
Le lemme suivant servira seulement pour la re´ciproque du the´ore`me de Lefschetz,
dans le no 4 :
Lemme 2.3.3. — Soit un carre´ carte´sien
X′
h //
f ′

X
f

S′
g
// S
,
ou` S est un sche´ma strictement local excellent de caracte´ristique nulle, S′ le comple´te´
de S et f un morphisme de type fini. Soient ℓ un nombre premier, x ∈ X, Z
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sche´matique de X′x dans X
′, et i : X′x → Z, j : Z → X les morphismes canoniques.
Alors, si k : X′ → R est une immersion ferme´e de X′ dans un sche´ma R re´gulier
excellent, de caracte´ristique nulle, le complexe
K′ = i∗(R!(k.j)(Z/ℓZ))
est un complexe dualisant sur X′x constant (c’est-a`-dire ayant un seul faisceau de
cohomologie non nul, isomorphe a` Z/ℓZ).
Compte tenu de (SGA 5 I 3.4.3), la seule chose a` de´montrer est que K′ est constant.
Or, comme Z est excellent, l’ensemble des points de Z dont les anneaux locaux sont 241
re´guliers est un ensemble ouvert U (EGA IV 7.8.3 (iv)), et U contient e´videmment X′x
qui est re´gulier. Soit alors
u : U −→ R
l’immersion canonique de U dans R ; il re´sulte du the´ore`me de purete´ (SGA 4 XIX
3.2 et 3.4) et de l’isomorphisme
(µl)S ≃ (Z/ℓZ)S
(S strictement local) que l’on a
R! u(Z/ℓZ) ≃ Z/ℓZ[2c],
ou` c est une fonction localement constante sur U, ne´cessairement constante au voisi-
nage de X′x, car les fibres de g sont ge´ome´triquement inte`gres d’apre`s (EGA IV 18.9.1)
donc X′x inte`gre. Le lemme en re´sulte aussitoˆt.
3. Re´ciproque du the´ore`me de Lefschetz affine
Le pre´sent nume´ro sera utilise´ au no 4 pour prouver une re´ciproque au « the´ore`me
de Lefschetz » ; un lecteur qui n’est inte´resse´ que par la partie directe dudit the´ore`me
peut donc omettre la lecture du pre´sent nume´ro.
3.1. Rappelons l’e´nonce´ du the´ore`me de Lefschetz affine(5) (SGA 4 XIX 6.1 bis) :
Soient S un sche´ma strictement local excellent de caracte´ristique nulle, f : X → S
un morphisme affine de type fini et F un faisceau de torsion sur X. Alors, si l’on pose 242
δ(F) = sup{δ(x)|x ∈ X et Fx 6= 0},
(5)N.D.E. : Gabber a prouve´ la ge´ne´ralisation suivante. Soit Y un sche´ma strictement local de type
arithme´tique sur un sche´ma re´gulier noethe´rien S de dimension 6 1. Soit f : X→ Y un morphisme
affine de type fini, Λ = Z/nZ avec n inversible sur X et F un Λ-faisceau. Alors, Hq(X,F) = 0 si
q > δ(F). On en de´duit le the´ore`me de Lefschetz local suivant. Soit O est strictement local de type
arithme´tique sur S. Pour tout f ∈ O non diviseur de ze´ro et tout Λ-faisceau F sur Spec(O[f−1]),
on a Hq(Spec(O[f−1]),F) = 0 pour q > dim(O). Cf. (Fujiwara K., « A Proof of the Absolute Purity
Conjecture (after Gabber) », in Algebraic geometry 2000, Azumino (Hotaka), Adv. Stud. in Pure
Math., vol. 36, 2002, p. 153-183, § 5) et surtout l’article d’Illusie (Illusie L., « Perversite´ et variation »,
Manuscripta Math. 112 (2003), p. 271-295). Ce re´sultat est un des points cruciaux utilise´s par Gabber
dans sa de´monstration du the´ore`me de purete´ de Grothendieck (cf. la note (1), page 168).
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on a
Hq(X,F) = 0 pour q > δ(F).
Avant d’e´noncer la re´ciproque, prouvons quelques lemmes.
Lemme 3.2. — Soient K un corps, ℓ un nombre premier distinct de la caracte´ristique
de K et F un faisceau de ℓ-torsion sur K, constructible, non nul. Supposons que
la ℓ-dimension cohomologique de K (SGA 4 X 1) soit e´gal a` n (ceci est re´alise´ par
exemple si K est le corps des fractions d’un anneau strictement local excellent inte`gre,
de caracte´ristique nulle, de dimension n (SGA 4 XIX 6.3), ou si K est une extension
de type fini de degre´ de transcendance n d’un corps se´parablement clos (SGA 4 X 2.1)).
Alors on peut trouver une extension se´parable finie L de K, telle que l’on ait :
Hn(L,F|L) 6= 0.
On peut trouver une extension finie K′ de K, telle que les restrictions de F et
de µℓ a` SpecK
′ soient des faisceaux constants. On a alors cdℓ(K
′) = cdℓ(K) = n
(SGA 4 X 2.1), et il re´sulte de ([2] II §3 Prop. 4 (iii)) que l’on peut trouver une
extension finie L de K′ telle que l’on ait243
Hn(L, µℓ) 6= 0, i.e. H
n(L,Z/ℓZ) 6= 0.
Or le foncteur Hn(L, ·) est exact a` droite sur la cate´gorie des faisceaux de ℓ-torsion,
puisque cdℓ(L) = n ; comme F admet un quotient isomorphe a` Z/ℓZ, on a aussi
Hn(L,F|L) 6= 0.
Corollaire 3.3. — Soient k un corps, K une extension de type fini de degre´ de transcen-
dance n de k, F un faisceau de ℓ-torsion sur K constructible, non nul, avec ℓ premier
a` la caracte´ristique de k. Alors on peut trouver une extension finie se´parable L de K
telle que, si u : Spec L→ Spec k de´signe le morphisme canonique, on ait
Rnu∗(F| SpecL) 6= 0.
Lorsque le corps k est se´parablement clos, le corollaire est un cas particulier de
3.2. Dans le cas ge´ne´ral, on peut trouver une extension se´parable finie k1 de k telle
que les composantes irre´ductibles de K ⊗k k1 soient ge´ome´triquement irre´ductibles
(EGA IV 4.5.11) ; soit K1 l’une d’elles. Si k
′ est une cloˆture se´parable de k1, alors
K′ = K1 ⊗k1 k
′ est un corps, et l’on a d’apre`s (EGA IV 4.2)
deg trK′/k′ = deg trK/k = n.
Il re´sulte alors de 3.2 que l’on peut trouver une extension finie se´parable L′ de K′ telle
que l’on ait Hn(L′,F|L′) 6= 0. Mais on a k
′ = lim
−→i
ki, ou` ki parcourt les extensions
finies de k1 contenues dans k
′, et par suite K′ = lim
−→i
(ki⊗k1 K1). Il en re´sulte que l’on244
peut trouver un indice i et une extension finie se´parable L de ki ⊗k1 K1 = Ki, telle
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que l’on ait L′ ≃ L⊗KiK
′. L’extension L de K re´pond a` la question ; en effet il re´sulte
du diagramme commutatif
Spec L
v
yytt
tt
tt
tt
t
u
%%J
JJ
JJ
JJ
JJ
Spec ki
w // Spec k ,
avec w fini donc Rqw∗ = 0 si q > 0, que l’on a
Rnu∗(F| SpecL) ≃ w∗(R
nv∗(F| SpecL)).
Or Rnv∗(F| SpecL) 6= 0, puisque H
n(L′,F|L′) 6= 0 ; on a donc aussi R
nu∗(F| SpecL) 6= 0.
Rappelons le lemme connu suivant (cf. EGA 0III 10.3.1.2 et EGA IV 18.2.3) :
Lemme 3.4. — Soient X un sche´ma, x un point de X, K une extension se´parable finie
de k(x). Alors il existe un sche´ma X1 e´tale au-dessus de X, affine, et un point x1 ∈ X1
au-dessus de x, tels que k(x1) soit k(x)-isomorphe a` K.
Nous utiliserons au no 4 la forme technique qui suit de la re´ciproque de 3.1.
Proposition 3.5. — Soit un carre´ carte´sien 245
X′
h //
f ′

X
f

S′
g
// S ,
ou` les sche´mas S et S′ sont strictement locaux excellents de caracte´ristique nulle,
le morphisme f localement de type fini, g re´gulier (EGA IV 6.8.1) surjectif, la fibre
ferme´e de g re´duite au point ferme´ de S′. E´tant donne´ un S-sche´ma X1 (resp. un
S-morphisme f1, etc.), nous noterons X
′
1 (resp. f
′
1, etc.) le sche´ma X1 ×S S
′ (resp. le
morphisme (f1)(S′), etc.). Soit F un faisceau de Z/mZ-modules sur X
′ (m puissance
d’un nombre premier ℓ), constructible, satisfaisant aux conditions suivantes :
(i) Pour tout point x ∈ X, on peut trouver une extension finie se´parable K de k(x)
telle que la restriction de F a` la fibre (X′)(SpecK) provienne par image re´ciproque d’un
faisceau constructible sur SpecK.
(ii) Pour tout morphisme f1 : X1 → S, avec X1 e´tale au-dessus de X, affine,
pour tout point s ∈ S et pour tout entier q > 0, on peut trouver une extension finie
se´parable K de k(s) telle que la restriction de Rqf ′1∗(F|X
′
1) a` la fibre S
′
(SpecK) provienne
par image re´ciproque d’un faisceau constructible sur SpecK.
Soit n un entier, et supposons que pour tout sche´ma X1 e´tale au-dessus de X, affine,
on ait 246
Hi(X′1,F) = 0 pour i > n.
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Alors, si x′ est un point ge´ome´trique au-dessus du point x′ ∈ X′, tel que Fx′ 6= 0, on a
δ(x′) 6 n.
Soit Z′ l’ensemble des points x′ de X′ tels que l’on ait Fx′ = 0. Alors, si Z = h(Z
′),
on a d’apre`s (i) Z′ = h−1(Z) ; soient x′ ∈ X′, x = h(x′), s′ = f ′(x′), s = f(x). Il
re´sulte de 2.1.1 et du fait que la fonction δ diminue par spe´cialisation, qu’il suffit de
de´montrer l’ine´galite´ δ(x′) 6 n lorsque x est un point maximal de Z et x′ tel que l’on
ait
r = deg tr k(x)/k(s) = deg tr k(x′)/k(s′) et d = dim {s} = dim {s′}
Soit x′ un tel point ; il suffit de montrer que l’on peut trouver un sche´ma X1 e´tale
sur X, affine, tel que l’on ait
Hd+r(X′1,F) 6= 0.
L’ensemble Z′ est constructible (SGA 4 IX 2.4), donc il en est de meˆme de Z
(EGA IV 1.9.12) ; on peut alors supposer, quitte a` restreindre X a` un voisinage de x,
que Z est un ferme´ irre´ductible de point ge´ne´rique x. Soit T = f(Z) ; T est un ensemble
constructible contenu dans {s} ; on peut donc trouver un ouvert affine U de S, tel que
s ∈ U et que T ∩U = TU soit un ferme´ irre´ductible de U de point ge´ne´rique s.
Soit alors V un sche´ma e´tale sur X, affine, dont l’image dans X contienne x et247
dont l’image dans S soit contenue dans U ; soient ZV l’image inverse de Z dans V et
u : ZV → TU le morphisme canonique. Soit W un sche´ma e´tale sur U, affine, on note
alors TW l’image inverse de TU dans W et soit X1 = W ×U V. Comme F est nul en
dehors de Z′, on a la suite spectrale
Epq2 = H
p((TW)
′,Rqu′∗(F|(ZV)′)) =⇒ H
∗(X′1,F).
Nous allons montrer que l’on peut choisir V et W de telle sorte que l’on ait
a) Epq2 = 0 pour p > d et pour q > r.
b) Edr2 6= 0.
Il re´sultera alors de la suite spectrale la relation Hd+r(X′1,F) 6= 0.
1◦) Posons Gq = R
qu′∗(F|(ZV)′) ; alors on a :
(Gq)s′ = H
q((ZV)
′
s′ ,F|(ZV)′s′),
car s′ est un point maximal de (TU)
′. Comme la fibre (ZV)
′
s′ est un sche´ma affine de
type fini de dimension r sur un corps se´parablement clos, il re´sulte de 3.1 que l’on a
(Gq)s′ = 0 pour q > r.
Pour q > r, soit Y′q l’ensemble des points de (TU)
′ ou` la fibre ge´ome´trique de Gq248
est 6= 0 et Yq = g(Y′q) ; alors on a Y
′
q = g
−1(Yq) d’apre`s (ii), donc Yq est un sous-
ensemble constructible de TU (SGA 4 XIX 5.1 et EGA 1.9.12) qui ne contient pas s ;
quitte a` restreindre U a` voisinage ouvert de s, on peut supposer que l’on a Gq = 0
pour q > r, donc Epq2 = 0 pour q > r.
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Par ailleurs, comme (TW)
′ est un sche´ma affine de type fini au-dessus de g−1({s}),
on a quel que soit q (cf. 3.1) :
Hp((TW)
′,Gq) = 0 pour p > dim g
−1({s}) = d,
d’ou` la condition a).
2◦) Montrons que l’on peut choisir V de telle sorte que l’on ait (Gr)s′ 6= 0.
D’apre`s (i), il existe un faisceau constructible I, de´fini sur une extension finie se´-
parable K de k(x), dont l’image inverse sur (X′)(SpecK) soit isomorphe a` F|(X′)(Spec K) .
D’apre`s 3.3, on trouve une extension finie se´parable L de K telle que, si v : Spec L→
Spec k(s) de´signe le morphisme canonique, on ait Rrv∗(I) 6= 0. Comme le morphisme
S′s → Spec k(s) est re´gulier, on a d’apre`s (SGA 4 XIX 4.2) :
Rrv′∗(F|(SpecL)′) ≃ (R
rv∗(I))
′ 6= 0.
D’apre`s le lemme 3.4, on peut trouver un sche´ma X2 e´tale sur X, affine, et un point x2
de X2 au-dessus de x, tel que L soit k(x)-isomorphe a` k(x2) et l’on peut supposer X2
au-dessus de U. Comme x est un point maximal de Z, on a 249
Spec L ≃ lim
←−
V
ZV,
ou` V parcourt les voisinages ouverts affines de x2. On en de´duit par passage a` la limite
(SGA 4 VII 5.8), apre`s restriction a` la fibre ge´ome´trique en s′ :
(Rrv′∗(F| Spec I)
′)s′ = lim−→
V
(Rru′∗(F|(ZV)′)s′ ,
ce qui montre bien que l’on peut trouver V tel que l’on ait (Gr)s′ 6= 0.
3◦) Le sche´ma V ayant e´te´ choisi dans 2◦), montrons que l’on peut choisir le
sche´ma W de telle sorte que l’on ait
Edr2 = H
d((TW)
′,Gr) 6= 0.
D’apre`s (ii), il existe un faisceau constructible J, de´fini sur une extension finie se´pa-
rable K de k(s), dont l’image inverse sur (S′)(SpecK) soit isomorphe a` Gr |(S′)(Spec K) .
D’apre`s le lemme 3.2, on peut trouver une extension finie se´parable L de K, telle que
l’on ait Hd(Spec L, J) 6= 0. Comme le morphisme (S′)(SpecL) → Spec L est acyclique
(SGA 4 XIX 4.1 et XV 1.10 et 1.16), on a
Hd((Spec L)′,Gr |(S′)(Spec L)′ ) = H
d(Spec L, J) 6= 0.
D’apre`s 3.4, on peut trouver un sche´ma U1 e´tale sur U, affine, et un point s1 au-dessus
de s, tels que k(s1) soit k(s)-isomorphe a` L. Or, s e´tant un point maximal de TU,
on a
Spec L ≃ lim
←−
W
TW,
ou` W parcourt les voisinages ouverts affines de s1. On en de´duit que (Spec L)
′ ≃ 250
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lim
←−W
(TW)
′, et par passage a` la limite (SGA 4 VII 5.8) :
Hd((Spec L)′,Gr|(SpecL)′) ≃ lim−→
W
Hd((TW)
′,Gr |(TW)′);
par suite on peut trouver W tel que l’on ait
Hd((TW)
′,Gr |(TW)′) 6= 0,
ce qui ache`ve la de´monstration du the´ore`me.
Corollaire 3.6. — Les hypothe`ses concernant S, S′, f, f ′,m sont celles de 3.5. De´si-
gnons maintenant par F un complexe de faisceaux de Z/mZ-modules sur X′, a` degre´s
borne´s infe´rieurement et a` cohomologie constructible, et dont les faisceaux de coho-
mologie satisfont aux conditions (i) et (ii) de 3.5. Soit n un entier, et supposons que,
pour tout sche´ma X1 e´tale sur X, affine, on ait
Hi(X′1,F) = 0 pour i > n.
Alors, si x′ est un point ge´ome´trique au-dessus d’un point x′ de X′, tel que l’on ait,
pour un entier j, (Hj(F))x′ 6= 0, on a
δ(x′) 6 n− j.
Soit T′ l’ensemble des points de X′ ou` la conclusion de 3.7 est en de´faut et supposons
T′ 6= ∅ ; soit T = f(T′), x un point maximal de T et x′ un point de X′ au-dessus
de x. Soit j le plus grand entier tel que l’on ait (Hj(F))x′ 6= 0 ; on a donc r = δ(x) >251
n − j. Soit Z′q l’ensemble des points ou` la fibre ge´ome´trique de H
q(F) est = 0 et
Zq = h(Z
′
q) ; on voit comme dans la de´monstration de 3.5 que Zq est constructible.
On a e´videmment Z′q = ∅ pour q > n et pour q suffisamment petit. Les autres valeurs
de q se re´partissent en trois sous-ensembles. Soit
Q1 = {q | x ∈ Zq et une ge´ne´risation de x, distincte de x, 6∈ Zq}.
On a j ∈ Q1 et on peut trouver un voisinage ouvert affine U1 de x, tel que, pour tout
q ∈ Q1,U1 ∩ Zq soit un ferme´ irre´ductible de point ge´ne´rique x. Si q ∈ Q1, on a
(∗) δ(Hq(F)|U′1 ) = δ(x) (pour la de´finition de δ(H
q(F)) cf. 3.1).
Soit
Q2 = {q | aucune ge´ne´risation de x n’appartient a` Zq}.
Alors, si j < q 6 n, on a q ∈ Q2, et l’on peut trouver un voisinage ouvert affine U2
de x, tel que, pour tout q ∈ Q2, on ait Zq ∩U2 = ∅ ; on a ainsi
(∗∗) Hq(F)|U′2 = 0 pour q ∈ Q2.
Soit enfin
Q3 = {q | Zq contient des ge´ne´risations strictes de x}.
4. THE´ORE`ME PRINCIPAL ET VARIANTES 187
Alors on peut trouver un voisinage ouvert affine de x, U3, tel que, pour tout q ∈ Q3,
tous les points maximaux de Zq ∩U3 soient des ge´ne´risations de x. Si q ∈ Q3, on a
(∗∗∗) δ(Hq(F)|U′3) 6 n− q.
Pour tout sche´ma X1 e´tale au-dessus de U1 ∩U2 ∩ U3, affine, conside´rons la suite 252
spectrale d’hypercohomologie
Epq2 = H
p(X′1,H
q(F)) =⇒ H∗(X′1,F).
On a Epq2 = 0 pour q ∈ Q2 d’apre`s (∗∗). On a E
pq
2 = 0 pour p + q > r + j sauf
peut-eˆtre pour p = r, q = j. En effet c’est clair si q ∈ Q2 ; si q ∈ Q1, on a alors p > r
sauf si p = r, q = j et cela re´sulte de 3.1 compte tenu de (∗) ; enfin si q ∈ Q3, comme
r > n− j, on a p > n− q et l’assertion re´sulte de 3.1 compte tenu de (∗∗∗). Vu que
Hr+j(X′1,F) = 0, il re´sulte de la suite spectrale que l’on a
Hr(X′1,H
j(F)) = 0;
or ceci entraˆıne, d’apre`s 3.5, δ(x) < r, ce qui est absurde.
Corollaire 3.7. — Soient S un sche´ma strictement local excellent de caracte´ristique
nulle, f : X→ S un morphisme localement de type fini, m une puissance d’un nombre
premier, F un complexe de faisceaux de Z/mZ-modules sur X, borne´ infe´rieurement,
a` cohomologie constructible, et n un entier. Alors les conditions suivantes sont e´qui-
valentes :
(i) Pour tout sche´ma X1 e´tale au-dessus de X, affine, on a
Hi(X1,F) = 0 pour i > n.
(ii) Pour tout point ge´ome´trique x au-dessus du point x de X, et pour tout entier j 253
tel que l’on ait (Hj(F))x 6= 0, on a
δ(x) 6 n− j.
(i) ⇒ (ii) est le cas particulier de 3.6 obtenu en faisant S = S′.
(ii) ⇒ (i) re´sulte imme´diatement de 3.1, en utilisant la suite spectrale d’hyperco-
homologie
Hp(X1,H
q(F)) =⇒ H∗(X1,F).
4. The´ore`me principal et variantes
4.0. Soient g : X → S un morphisme se´pare´ de type fini, T une partie ferme´e de S,
Z = g−1(T) et F un complexe de faisceaux abe´liens sur X, a` degre´s borne´s infe´rieure-
ment. Nous appelons i-ie`me groupe de cohomologie de F, a` support propre, a` support
dans Z le groupe
HiZ!(X/S,F) = H
i
T(S,R! g(F)),
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ou` R! g de´signe « l’image directe a` support propre » (SGA 4 XVII). Dans le cas par-
ticulier ou` g est propre, on a simplement
HiZ!(X/S,F) = H
i
Z(X,F).
Proposition 4.1. — Soient f : U → S un morphisme de type fini, F un complexe de
faisceaux abe´liens sur U, a` degre´s borne´s infe´rieurement. Supposons que l’on ait une254
factorisation de f :
U
i //
f

77
77
77
7 X
g




S
ou` i est une immersion ouverte et g un morphisme se´pare´ de type fini, et de´signons
par G un complexe de faisceaux abe´liens sur X, a` degre´s borne´s infe´rieurement, qui
prolonge F. Soient Y un sous-sche´ma ferme´ de X d’espace sous-jacent X−U, de sorte
que l’on a un diagramme commutatif :
Y
j
//
h

77
77
77
7 X
g




S
Soient enfin n un entier et T une partie ferme´e de S. Alors les conditions suivantes
sont e´quivalentes :
(i) On a profT(R! f(F)) > n.
(ii) Le morphisme canonique
HiT(R! g(G)) −→ H
i
T(R! h(j
∗G))
est bijectif pour i < n− 1, injectif pour i = n− 1.
(iii) Pour tout sche´ma S′ e´tale au-dessus de S, si l’on de´signe par X′ (resp. f ′,255
resp. etc.) le sche´ma X×S S
′ (resp. le morphisme f(S′), resp. etc.), le morphisme ca-
nonique
Hig′−1(T′)!(X
′/S′,G′) −→ Hih′−1(T′)!(Y
′/S′, j′∗G′)
est bijectif pour i < n− 1, injectif pour i = n− 1.
Conside´rons dans la cate´gorie de´rive´e D+(X) (cf. [3]) le triangle distingue´
j∗j
∗G
~~ ~
~~
~~
~
i!F // G.
__@@@@@@@@
4. THE´ORE`ME PRINCIPAL ET VARIANTES 189
En appliquant a` ce triangle le foncteur R! g, on obtient le triangle
(∗)
R! h(j
∗G)
~~}}
}}
}}
}}
R! f(F) // R! g(G).
aaCCCCCCCC
Montrons que (i)⇔ (ii). En effet, d’apre`s la de´finition 1.2, (i) e´quivaut a` la relation
HiT(R! f(F)) = 0 pour i < n ;
or on de´duit de (∗) la suite exacte de faisceaux
−→ HiT(R! f(F)) −→ H
i
T(R! g(G)) −→ H
i
T(R! h(j
∗G)) −→,
d’ou` l’e´quivalence de (i) et (ii). 256
(i) ⇔ (iii). En effet (i) e´quivaut a` dire que, pour tout sche´ma S′ e´tale au-dessus de
S, on a la relation
(∗∗) HiT′(S
′,R! f
′(F′)) = 0 pour i < n.
Or on de´duit de (∗) la suite exacte de groupes abe´liens
−→ HiT′(S
′,R! f
′(F′)) −→ HiT′(S
′,R! g
′(G′)) −→ HiT′(S
′,R! h
′(j′∗G′)) −→ ;
compte tenu de 4.0, cette suite exacte s’e´crit sous la forme
−→ HiT′(S
′,R! f
′(F′)) −→ Hig′−1(T′)!(X
′/S′,G′) −→ Hih′−1(T′)!(Y
′/S′, j′∗G′) −→ .
L’e´quivalence de (i) et (iii) en re´sulte, compte tenu de la forme (∗∗) de (i).
4.2.0. Lorsque f : U → S est affine, nous allons donner des conditions locales sur F
pour que les conditions (i) a` (iii) de 4.1 soient ve´rifie´es. Dans la suite, les sche´mas
conside´re´s sont des sche´mas excellents de caracte´ristique nulle, les faisceaux sont des
faisceaux de Z/mZ-modules, ou`m est une puissance d’un nombre premier. Si l’on dis-
posait de la re´solution des singularite´s au sens de (SGA 4 XIX), les re´sultats e´nonce´s,
ainsi que leurs de´monstrations, seraient encore valables pour des sche´mas excellents
d’e´gale caracte´ristique, avec m premier a` la caracte´ristique.
Théorème 4.2. — Soient S un sche´ma excellent de caracte´ristique nulle et f : U→S un 257
morphisme se´pare´ de type fini. Soient F un complexe de faisceaux de Z/mZ-modules
sur U, a` degre´s borne´s infe´rieurement et a` cohomologie constructible, n un entier et T
une partie ferme´e de S. Alors les conditions suivantes sont e´quivalentes :
(i) Pour tout sche´ma U1 e´tale au-dessus de U, affine sur S, on a, en de´signant
par f1 le morphisme structural de U1 et par F1 la restriction de F a` U1 :
profT(R! f1(F1)) > n
(cf. prop. 4.1 sur la signification de cette relation).
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(ii) Pour tout point u de U, on a :
profu(F) > n− δT(u),
ou` l’on pose (cf. 2.2) : δT(u) = deg tr(k(x)/k(s)) + codim
(
{s} ∩ T, {s}
)
.
De´monstration. — 1◦) Soient t un point de T, S le localise´ strict de S en un point
ge´ome´trique au-dessus de t et S′ le comple´te´ de S, de point ferme´ t′ ; alors S est
excellent d’apre`s (EGA IV 7.9.5), donc S′ est un sche´ma strictement local complet
excellent. E´tant donne´ un sche´ma U sur X (resp. un S-morphisme f , resp. etc.), nous
de´signerons par U′ (resp. f ′, resp. etc.) le sche´ma U ×S S′ (resp. le morphisme f(S′),
resp. etc.). On a le carre´ carte´sien
U′
h //
f ′

U
f

S′
g
// S,
dans lequel le morphisme g est re´gulier (EGA IV 7.8.2). Montrons qu’il suffit de prou-258
ver que (pour tout point t ∈ T) les deux proprie´te´s suivantes sont e´quivalentes :
(i)t Pour tout sche´ma U1 e´tale sur U, affine sur S, posant f1 : U1 → S, on a
proft′(R! f
′
1(F
′
1)) > n.
(ii)t Pour tout point u
′ de U′, on a
profu′(F
′) > n− δt′(u
′).
Il suffit de de´montrer le lemme suivant :
Lemme 4.2.1. — On a (i) ⇔ (i)t pour tout t ∈ T et (ii) ⇔ (ii)t pour tout t ∈ T.
(i) ⇔ (i)t pour tout t ∈ T. En effet (i) e´quivaut a` dire que, pour tout sche´ma U1
e´tale au-dessus de U, affine sur S, on a
profT(R! f1(F1)) > n ;
or d’apre`s 1.8
profT(R! f1(F1)) = inf
t∈T
proft(R! f1(F1)).
Comme g∗(R! f1(F1)) ≃ R! f ′1(F
′
1) (SGA 4 XVII), on a d’apre`s 1.16
proft(R! f1(F1)) = proft′(R! f
′
1(F
′
1)),
donc (i) e´quivaut a` dire que l’on a, pour tout t ∈ T, proft′(R! f
′
1(F
′
1)) > n, ce qui n’est259
autre que (i)t.
(ii)t pour tout t ∈ T ⇒ (ii). En effet soit u ∈ U ; on doit montrer la relation
profu(F) > n− δT(u),
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ou` δT(u) = inft∈T∩{s} δt(u) (cf. 2.2) ; on est donc ramene´ a` montrer que l’on a, pour
tout t ∈ T ∩ {s}
profu(F) > n− δt(u).
Soient u′ un point de U′ tel que l’on ait h(u′) = u et δt′(u
′) = δt(u) (cf. 2.1.1). Comme
h est localement acyclique (SGA 4 XIX 4.1), il re´sulte de 1.16 et du fait que u′ est un
point ge´ne´rique de U′u que l’on a
profu′(F
′) = profu(F).
Mais on a d’apre`s (ii)t profu(F) = profu′(F
′) > n− δt(u), ce qui de´montre (ii).
(ii) ⇒ (ii)t pour tout t. Avec les notations de 2.2.1, pour tout point u
′ de U′, on a
graˆce a` 1.16
profu′(F
′) > profu(F) + 2 dimh
−1
u′ (u) > profu(F) + dimh
−1
u′ (u).
Compte tenu de 2.2.1 et (ii), on obtient
profu′(F
′) > n− δT(u) + dimh
−1
u′ (u) > n− δt′(u
′),
ce qui n’est autre que (ii)t. 260
2◦) (ii)t ⇔ (i)t. On se rame`ne imme´diatement au cas ou` F est a` degre´s borne´s,
en tronquant F a` un rang suffisamment e´leve´. On peut re´aliser S′ comme ferme´ d’un
sche´ma local re´gulier complet, donc excellent ; il re´sulte alors de (SGA 5 I 3.4.3) qu’il
existe un complexe dualisant K sur S′ et que R! f ′(K) = K′ est un complexe dualisant
sur U′. Nous choisirons K de telle sorte que l’on ait δK(t′) = 0 (pour la de´finition de
δK(t′), cf. 2.3), et noterons DF′ le dual de F′ par rapport a` K′. On peut reformuler
l’hypothe`se (ii)t de la fac¸on suivante :
Lemme 4.2.2. — Soit u′ un point de U′ ; alors les conditions suivantes sont e´quiva-
lentes :
(i) On a profu′(F
′) > n− δt′(u′).
(ii) On a
(
Hq(DF′)
)
u′
= 0 pour q > −n− δt′(u′) (u
′ point ge´ome´trique au-dessus
de u′).
Soient U
′
le localise´ strict de U′ en u′ et F
′
l’image re´ciproque de F par le morphisme
U
′
→ U′. La relation profu′(F
′) > n− δt′(u′) e´quivaut par de´finition a` la suivante :
(∗) Hiu′(F
′
) = 0 pour i > n− δt′(u
′).
Soit D
(
Hiu′(F
′
)
)
le dual du groupe abe´lien Hiu′(F
′
) par rapport a` Z/mZ. D’apre`s 2.3.2,
K′[−2δt′(u′)] = K′′ satisfait a` δK
′′
(u′) = 0 ; comme F′ est a` cohomologie constructible,
on a DF′ = D(F
′
) et le the´ore`me de dualite´ locale (SGA 5 I 4.5.3) montre alors que 261
l’on a
D
(
Hiu′(F
′
)
)
≃
(
H−i−2δt′ (u
′)(DF′)
)
u′
.
Donc (∗) e´quivaut a` la relation
(∗∗)
(
Hq(DF′)
)
u′
= 0 pour q > −n− δt′(u
′).
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Nous sommes maintenant en mesure de de´montrer le the´ore`me. La relation (ii)t
e´quivaut a` la relation (∗∗). Soit Gq = Hq(DF′) ; le the´ore`me de Lefschetz affine (3.1)
entraˆıne en particulier que, pour tout sche´ma U1 e´tale sur U, affine sur S, on a
Hp(U′1,G
q) = 0 pour p > δ(Gq),
ou` δ(Gq) est la borne supe´rieure des δt′(u
′) pour les u′ tels que l’on ait Gqu′ 6= 0 ;
d’apre`s (∗∗) on a δ(Gq) 6 −n− q, donc (ii)t entraˆıne la relation
Hp(U′1,H
q(DF′)) = 0 pour p > −q − n.
Compte tenu de la suite spectrale d’hypercohomologie du foncteur « sections sur U′1 »
par rapport au complexe DF′ :
Epq2 = H
p(U′1,H
q(DF′)) =⇒ H∗(U′1,DF
′),
on obtient la relation
(∗∗∗) Hi(U′1,DF
′) = 0 pour i > −n.
Inversement supposons ve´rifie´e la relation pre´ce´dente, pour tout U1 e´tale sur U,262
affine sur S. Appliquons la proposition 3.6 en y remplac¸ant S par S
′
; les hypothe`ses de
3.6 concernant S sont satisfaites, car, pour tout sche´ma U1 e´tale sur U, affine, on peut
trouver un sche´ma au-dessus de U1 qui provienne par image re´ciproque d’un sche´ma
e´tale au-dessus de U, affine sur S ; quant aux hypothe`ses concernant F, elles sont
satisfaites graˆce a` 2.3.3. On a ainsi, pour tout point u′ de U′ tel que
(
Hq(DF′)
)
u′
6= 0 :
δt′(u
′) 6 −n− q,
ce qui n’est autre que la relation (∗∗) ; on a donc prouve´ l’e´quivalence
(ii)t ⇐⇒ (∗∗∗).
Nous allons transformer la relation (∗∗∗) ; on a d’abord
Hi(U′1,DF
′) =
(
Hi(R f ′1∗(DF
′
1))
)
t′
;
mais d’apre`s (SGA 5 I 1.12), il existe un isomorphisme canonique
R f ′1∗(DF
′
1) ≃ D
(
R! f
′
1(F
′
1)
)
,
ou` D
(
R! f
′
1(F
′
1)
)
de´signe le dual de R! f
′
1(F
′
1) par rapport a` K. On voit ainsi que (ii)t
e´quivaut a` (
Hi(D(R! f
′
1(F
′
1)))
)
t′
= 0 pour i > −n.
Appliquant de nouveau le the´ore`me de dualite´ locale (SGA 5 I 4.5.3), mais cette fois-ci263
au point t′, on trouve que(
Hi(D(R! f
′
1(F
′
1)))
)
t′
≃ D
(
H−it′ (R! f
′
1(F
′
1))
)
,
et finalement (ii)t e´quivaut a` la relation
Hit′(R! f
′
1(F
′
1)) = 0 pour i < n,
c’est-a`-dire proft′(R! f
′
1(F
′
1)) > n, ce qui ache`ve la de´monstration du the´ore`me.
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Remarque 4.2.3. — Le raisonnement se simplifie assez conside´rablement lorsqu’on
suppose que S admet (du moins localement) un complexe dualisant (par exemple est
localement immergeable dans un sche´ma re´gulier). Cela e´vite le recours a` un comple´te´
(le passage au cas S strictement local e´tant imme´diat), a` 2.3.3 et a` l’e´nonce´ technique
peu plaisant 3.6, qu’on peut alors remplacer par la re´fe´rence plus sympathique 3.7.
Corollaire 4.3. — Soient S un sche´ma excellent de caracte´ristique nulle et f : U → S
un morphisme se´pare´ de type fini, tel que U soit re´union de c+1 ouverts, affines sur S.
Soient F un complexe de faisceaux de Z/mZ-modules, a` degre´s borne´s infe´rieurement
et a` cohomologie constructible, n un entier et T une partie ferme´e de S. Supposons
que, pour tout point u ∈ U, on ait
profu(F) > n− δT(u).
Alors on a 264
profT(R! f(F)) > n− c.
Soit en effet Uj , 0 6 j 6 c, un recouvrement de U par des ouverts Uj , affines sur S.
Reprenant les notations de la de´monstration de 4.2, on a, pour tout j,
Hi(U′j ,H
q(DF′)) = 0 pour i > −n.
En utilisant la suite spectrale qui relie la cohomologie de U a` celle du recouvrement
forme´ par les Uj (SGA 4 V 2.4), la relation pre´ce´dente montre que l’on a
Hi(U′,Hq(DF′)) = 0 pour i > −n+ c.
Le corollaire re´sulte alors de la fin de la de´monstration de 4.2.
Corollaire 4.4. — Soient S un sche´ma excellent de caracte´ristique nulle, g : X→ S un
morphisme, U un ouvert de X, re´union de c + 1 ouverts affines sur S, Y un sous-
sche´ma ferme´ d’espace sous-jacent X−U et j : Y→ X le morphisme naturel. Soient F
un complexe de faisceaux de Z/mZ-modules sur X, a` degre´s borne´s infe´rieurement et
a` cohomologie constructible, T une partie ferme´e de S et n un entier. Supposons que,
pour tout point u de U, on ait
profu(F) > n− δT(u).
Alors le morphisme canonique 265
Hig−1(T)!(X/S,F) −→ H
i
(g−1(T)∩Y)!(Y/S, j
∗F)
est bijectif pour i < n− c− 1, injectif pour i = n− c− 1.
Cela re´sulte imme´diatement de 4.1 et 4.3.
Corollaire 4.5 (Théorème de Lefschetz local). — Soient S un sche´ma local hense´lien
excellent de caracte´ristique nulle, t le point ferme´ de S, X un sche´ma propre sur
S′ = S−{t} et U un ouvert de X, re´union de c+1 ouverts affines. Soient Y un sous-
sche´ma ferme´ de X, d’espace sous-jacent X− U, j : Y → X le morphisme canonique,
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F un complexe de faisceaux de Z/mZ-modules sur X, a` degre´s borne´s infe´rieurement
et a` cohomologie constructible, et n un entier. Supposons que, pour tout point u de U,
on ait
profu(F) > n− δ
′
t(u), ou` δ
′
t(u) = δt(u)− 1.
Alors le morphisme canonique
Hi(X,F) −→ Hi(Y, j∗F)
est bijectif pour i < n− c− 1, injectif pour i = n− c− 1.
Soit f : U → S le morphisme canonique ; il re´sulte de 4.2, applique´ en remplac¸ant
n par n+ 1, que l’on a
proft(R! f(F|U)) > n+ 1− c.
La relation pre´ce´dente montre que le morphisme canonique266
Hi(S,R! f(F|U)) −→ H
i(S′,R! f(F|U))
est bijectif pour i < n− c, injectif pour i = n− c. Comme R! f(F|U) est nul en dehors
de S′, on a Hi(S,R! f(F|U)) ≃
(
Hi(R! f(F|U))
)
t
= 0, et par suite
(∗) Hi(S′,R! f(F|U)) = 0 pour i < n− c.
Soient g : X → S′, h : Y → S′, f ′ : U → S′ les morphismes canoniques. Il re´sulte du
triangle distingue´
Rh∗(j
∗F)
||yy
yy
yy
yy
R! f
′(F|U) // R g∗(F)
``AAAAAAAA
que la condition (∗) e´quivaut au fait que le morphisme
Hi(S′,R g∗(F)) −→ H
i(S′,Rh∗(j
∗F))
est bijectif pour i < n − c − 1, injectif pour i = n − c − 1. Comme ce morphisme
s’identifie canoniquement au morphisme
Hi(X,F) −→ Hi(Y, j∗F),
la conclusion en re´sulte aussitoˆt.
Corollaire 4.6 (Théorème de Lefschetz global). — Soient S le spectre d’un corps, X un267
sche´ma propre sur S et U un ouvert de X re´union de c+ 1 ouverts affines. Soient Y
un sous-sche´ma ferme´ de X, d’espace sous-jacent X − U, j : Y → X le morphisme
canonique, F un complexe de faisceaux de Z/mZ-modules sur X, a` degre´s borne´s
infe´rieurement et a` cohomologie constructible et n un entier. Supposons que, pour
tout point u de U, on ait
profu(F) > n− dim
(
{u}
)
.
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Alors le morphisme canonique
Hi(X,F) −→ Hi(Y, j∗F)
est bijectif pour i < n− c− 1, injectif pour i = n− c− 1.
Plus ge´ne´ralement, si g : X→ S est un morphisme se´pare´ de type fini, les hypothe`ses
sur S, U, Y, F e´tant les meˆmes que pre´ce´demment, alors le morphisme canonique
Hi!(X/S,F) −→ H
i
!(Y/S, j
∗F)
(ou` Hi! de´signe la cohomologie a` support propre, c’est-a`-dire H
i
!(X/S,F) =
Hi(S,R! g(F))) est bijectif pour i < n− c− 1, injectif pour i = n− c− 1.
Le corollaire est un cas particulier de 4.4, avec T = S.
Voici une re´ciproque partielle a` 4.3 :
Proposition 4.7. — Soient S un sche´ma noethe´rien, f : U→ S un morphisme de type 268
fini. Supposons qu’il existe un complexe dualisant K sur S et que R! f(K) soit un
complexe dualisant sur U. Soient T une partie ferme´e de S et c un entier. Alors les
conditions suivantes sont e´quivalentes :
(i) Pour tout complexe de faisceaux de Z/mZ-modules F sur U, a` degre´s borne´s
infe´rieurement et a` cohomologie constructible, et pour tout entier n tel que l’on ait,
pour tout point u de U,
profu(F) > n− δT(u),
on a
profT(R! f(F)) > n− c.
(ii) Pour tout faisceau de Z/mZ-modules G sur U, constructible, et pour tout point
t ∈ T, on a (
Rp f∗(G)
)
t
= 0 pour p > δ(G, f, t) + c
(rappelons d’apre`s (SGA 4 XIX 6.0) que δ(G, f, t) = sup{δt(u)|t ∈ {u} et Gu 6= 0}).
N.B. La condition (ii) est satisfaite en vertu de 3.1 si f est se´pare´ et si U est,
localement sur S pour la topologie e´tale, re´union de c+ 1 ouverts affines sur S, donc
4.7 contient 4.3(∗).
On peut e´videmment supposer que S est local et que T est le point ferme´ t de S.
La de´monstration de (ii) ⇒ (i) est essentiellement identique a` la partie 2◦) de la 269
de´monstration de 4.2. Montrons rapidement que (i) ⇒ (ii). Le the´ore`me de dualite´
locale (SGA 5 I 4.3.2) applique´ a` DG montre que
D
(
Hiu(DG)
)
≃
(
H−i−2δt(u)(G)
)
u
.
(∗)Du moins dans le cas ou` S admet localement un complexe dualisant, par exemple S immergeable
localement dans un sche´ma re´gulier.
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Comme G est re´duit au degre´ 0, on a donc Hiu(DG) = 0 sauf peut-eˆtre pour i =
−2δt(u) ; plus pre´cise´ment
profu(DG) =
{
−2δt(u) si Gu 6= 0,
∞ si Gu = 0.
Il en re´sulte que l’on a, quel que soit u ∈ U :
profu(DG) > −n− δt(u).
Il re´sulte alors de l’hypothe`se (i) que l’on a proft(R! f(DG)) > −n−c. On transforme
cette relation en utilisant l’isomorphisme R! f(DG) ≃ D(R f∗(G)) (SGA 5 I 1.12) et
en appliquant le the´ore`me de dualite´ locale au point t ; on obtient ainsi(
Hi(R f∗(G)
)
t
= 0 pour i > n+ c,
ce qui n’est autre que (ii).
4.8. Les hypothe`ses e´tant celles de 4.4 avec g propre (resp. 4.5, resp. 4.6 avec g
propre), si V est un voisinage ouvert de Y dans X, le morphisme270
Hi(V,F) −→ Hi(Y, j∗F)
est bijectif pour i < n−c−1, injectif pour i = n−c−1. Si ι : V→ X est le morphisme
canonique, il suffit en effet pour le voir d’appliquer 4.4 (resp. 4.5, resp. 4.6) au com-
plexe R ι∗(F|V). On peut se poser la question de savoir si le morphisme pre´ce´dent est
bijectif si i = n− c−1, injectif pour i = n− c. Il suffit e´videmment que les hypothe`ses
soient ve´rifie´es quand on remplace n par n + 1 ; la proposition qui suit montre qu’il
suffit d’un peu moins.
Proposition 4.9. — Soient S un sche´ma local excellent de caracte´ristique nulle, de point
ferme´ t (resp. en plus des conditions pre´ce´dentes on suppose S hense´lien), f : X→ S
un sche´ma propre sur S (resp. propre sur S − {t}) et U un ouvert de X re´union de
c+1 ouverts affines. Soient Y un sous-sche´ma ferme´ de X, d’espace sous-jacent X−U,
j : Y → X le morphisme canonique, F un complexe de faisceaux de Z/mZ-modules
sur X, a` degre´s borne´s infe´rieurement et a` cohomologie constructible, et n un entier.
On suppose que l’on a, pour tout point u de U,
profu(F) > inf(n− 1, n− δt(u)) (resp. profu(F) > inf(n− 1, n+ 1− δt(u))).
Alors pour tout voisinage ouvert V de Y dans X, le morphisme canonique271
Hif−1(t)(V,F) −→ H
i
f−1(t)∩Y(Y, j
∗F) (resp. Hi(V,F) −→ Hi(Y, j∗F))
est bijectif pour i < n − c − 2 et injectif pour i = n − c − 2. De plus, il existe un
voisinage ouvert V0 de Y dans X, tel que, pour tout autre tel V avec V ⊂ V0, le
morphisme canonique
Hif−1(t)∩V(V,F) −→ H
i
f−1(t)∩Y(Y, j
∗F) (resp. Hi(V,F) −→ Hi(Y, j∗F))
soit bijectif pour i < n− c− 1, injectif pour i = n− c− 1.
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De´monstration. — Posons pour simplifier δ′t(u) = δt(u) (resp. δ
′
t(u) = δt(u)− 1). On
de´duit de 4.8 la premie`re assertion de 4.9, car les hypothe`ses de 4.4 (resp. 4.5) sont
ve´rifie´es quand on y remplace n par n − 1. Elles le sont aussi pour n lui-meˆme, sauf
aux points u tels que δ′t(u) = 0. Or, pour un u ∈ U, dire que l’on a δ
′
t(u) = 0 e´quivaut
a` dire que u est un point ferme´ de Ut (resp. un point ferme´ de X). Soit E l’ensemble
des points de U tels que δ′t(u) = 0 ; montrons que, pour tous les points u ∈ E, sauf
un nombre fini, on a profu(F) > n. Soient S le localise´ strict de S en t, S
′ le comple´te´
de S, de point ferme´ t′, et conside´rons le carre´ carte´sien
U′
h //
f ′

U
f

S′
g
// S.
Les hypothe`ses de profondeur aux points de U se conservent quand on remplace U 272
par U′ et F par l’image inverse F′ de F sur U′. Soient en effet u′ ∈ U′ et u = h(u′). Si
u 6∈ E, on a la relation profu(F) > n− δ
′
t(u), et il re´sulte de 4.2.1 que ceci entraˆıne la
relation profu′(F
′) > n− δ′t(u
′). Si u ∈ E, u′ est un point ferme´ de U′t (resp. un point
ferme´ de X′ = X ×S S′), et, comme la fibre U′u de h en u est de dimension ze´ro et h
re´gulier, il re´sulte de 1.16 que l’on a profu′(F
′) = profu(F) > n− 1.
Soient alors K un complexe dualisant sur S′, normalise´ au point ferme´ t′, et DF′
le dual de F′ par rapport a` R! f(K). D’apre`s 4.2.2, les hypothe`ses de profondeur e´tale
aux points de U′ se traduisent par les relations :(
Hq(DF′)
)
u′
= 0 pour q > −n− δ′t(u
′) (resp. q > −n− 2− δ′t′(u
′)),
si u′ n’est pas un point de E′ = h−1(E),(
Hq(DF′)
)
u′
= 0 pour q > −(n− 1) (resp. q > −n− 1), si u′ ∈ E′.
Soit G = H−(n−1)(DF′) (resp. G = H−n−1(DF′)) ; comme G est un faisceau
constructible, l’ensemble des points en lesquels la fibre ge´ome´trique est non nulle
est un ensemble constructible (SGA 4 IX 2.4 (iv)) ; or par hypothe`se cet ensemble est
contenu dans l’ensemble E′ des points ferme´s de U′t′ (resp. des points de U
′ ferme´s
dans X′) ; il re´sulte donc de 4.9.1 ci-dessous que cet ensemble est re´duit a` un nombre
fini de points. Appliquant 4.2.2, on voit que, pour tous les points de E′, sauf un nombre
fini, on a profu′(F
′) > n. Il en re´sulte bien par 1.16 que, pour tous les points de E 273
sauf un nombre fini, on a
profu(F) > n.
Soit V un voisinage ouvert de Y dans X, contenu dans le comple´mentaire dans X
de l’ensemble fini des points u de E pour lesquels on a profu(F) = n− 1. Si ι : V→ X
est l’immersion canonique, soit
F1 = R ι∗(F|V) ;
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alors F1 est un complexe de faisceaux sur X, a` cohomologie constructible
(SGA 4 XIX 5.1) et a` degre´s borne´s infe´rieurement. Nous allons voir que, pour tout
point u de U, le complexe F1 ve´rifie la relation
(∗) profu(F1) > n− δ
′
t(u).
Si u ∈ U ∩V, on a profu(F1) = profu(F), et la relation (∗) est ve´rifie´e par hypothe`se
sur les points de U qui n’appartiennent pas a` E ; pour ces derniers, elle est aussi ve´rifie´e
d’apre`s le choix de V. Enfin, si u ∈ U et u 6∈ V, on a d’apre`s 1.6 g) profu(F1) =∞. On
applique alors 4.4 (resp. 4.5) en remplac¸ant F par F1 ; on obtient le re´sultat annonce´,
compte tenu du fait que l’on a, quel que soit i :
Hif−1(t)(X,R ι∗(F|V)) ≃ H
i
f−1(t)∩V(V,F) (resp. H
i(X,R ι∗(F|V)) ≃ H
i(V,F).
Lemme 4.9.1. — Un ensemble constructible E contenu dans l’ensemble des points fer-
me´s d’un sche´ma X noethe´rien est re´duit a` un nombre fini de points.274
En effet, E est re´union finie d’ensembles de la forme U ∩ ∁V, ou` U et V sont des
ouverts de X ; par hypothe`se tous les points de U ∩ ∁V sont des points maximaux de
cet ensemble, donc ils sont en nombre fini.
5. Profondeur ge´ome´trique
Pour appliquer en pratique 4.2 et ses corollaires, il faut disposer d’un crite`re com-
mode qui permette de ve´rifier les hypothe`ses de profondeur e´tale aux points de U.
Nous allons donner un tel crite`re, en utilisant le the´ore`me de Lefschetz local 4.5.
5.1. Soit A un anneau local noethe´rien ; quand nous parlerons de la profondeur e´tale
de A, il s’agira de la profondeur au point ferme´. Nous allons introduire une notion
de « profondeur ge´ome´trique de A », et utiliser 4.5 pour la comparer a` la profondeur
e´tale prof e´t(A).
Proposition 5.2. — Soit A un anneau local noethe´rien ; supposons que A soit iso-
morphe a` un quotient d’un anneau local re´gulier B par un ide´al I (c’est vrai par
exemple lorsque A est complet, en vertu du the´ore`me de Cohen (EGA 0IV 19.8.8)).
Soit q le nombre minimal de ge´ne´rateurs de I ; alors le nombre dim(B) − q est inde´-
pendant du choix de B.
Le nombre minimal de ge´ne´rateurs de I est aussi e´gal au rang du k-espace vectoriel
I⊗B k, ou` k de´signe le corps re´siduel de A. On se rame`ne tout de suite au cas ou` A
est complet, car on a Â ≃ B̂/̂I avec dim B̂ = dimB et rgk(I⊗B k) = rgk (̂I⊗B̂ k) ; pour
la meˆme raison on peut supposer que l’ anneau B est complet. Soient B et B′ deux275
anneaux locaux re´guliers complets, f : B → A, f ′ : B′ → A deux homomorphismes
surjectifs et I = Ker(f), I′ = Ker(f ′). On doit montrer que
dimB− rgk(I⊗B k) = dimB
′ − rgk(I
′ ⊗B′ k).
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Plac¸ons-nous d’abord dans le cas ou` l’on a une factorisation de la forme
B
f
//
g

88
88
88
8 A
B′
f ′
BB
avec g surjectif. Soit J = Ker(g) ; alors J ⊂ I et I/J = I′. Puisque B′ est re´gulier,
dim(B′) = dim(B)−rgk(J⊗B k) et J est engendre´ par des e´le´ments faisant partie d’un
syste`me re´gulier de parame`tres de B. Il en re´sulte que l’on a la suite exacte
0 −→ J⊗B k −→ I⊗B k −→ J/I⊗B′ k −→ 0,
et par suite
dimB− rgk(I⊗B k) = dimB− rgk(J⊗B k)− rgk(J/I⊗B′ k) = dimB
′ − rgk(I
′ ⊗B′ k).
Le cas ge´ne´ral se rame`ne au pre´ce´dent ; pour le voir, il suffit de montrer que l’on
peut trouver un anneau local re´gulier complet B′′ et des homomorphismes surjectifs
g : B′′ → B et g′ : B′′ → B′, rendant commutatif le diagramme 276
(∗)
B
f

==
==
=
B′′
g ??
g′ 
??
??
? A
B′.
f ′
@@
Or, si W est un anneau de Cohen de corps re´siduel k, on a un morphisme local W→ A
qui se rele`ve a` B et B′ (EGA IV 19.8.6), de sorte que l’on a le diagramme commutatif
B

==
==
=
W
??

>>
>>
> A
B′.
@@
On peut trouver des entiers n et n′ et des morphismes surjectifs h : W[[T1, . . . ,Tn]]→B
et h′ : W[[T′1, . . . ,T
′
n′ ]] → B
′ qui soient des morphismes de W-alge`bres (EGA 0IV
19.8.8) ; si l’on pose alors B′′ = W[[T1, . . . ,Tn,T
′
1, . . . ,T
′
n′ ]] et si l’on de´finit g et g
′
comme des morphismes de W-alge`bres tels que
g(Ti) = h(Ti), g(T
′
i) = bi, g
′(Ti) = b
′
i, g
′(T′i) = h
′(T′i),
ou` bi (resp. b
′
i) est un e´le´ment de B (resp. de B
′) qui rele`ve (f ′ ◦ h′)(T′i)
(resp. (f ◦ h)(Ti)), le diagramme (∗) est bien commutatif.
La proposition 5.2 justifie la de´finition suivante :
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Définition 5.3. — Soient A un anneau local noethe´rien, Â son comple´te´, qui est donc 277
isomorphe au quotient d’un anneau local re´gulier complet B par un ide´al I ; si q est
le nombre minimal de ge´ne´rateurs de I, on appelle profondeur ge´ome´trique de A le
nombre
prof ge´om(A) = dimB− q.
Proposition 5.4. — Soit A un anneau local noethe´rien. Alors on a
prof ge´om(A) 6 dimA,
et on a l’e´galite´ si et seulement si A est une intersection comple`te.
On peut supposer A complet. Soit alors A = B/I, ou` B est un anneau local re´gulier
complet et I un ide´al de B. Si (x1, . . . , xq) est un syste`me minimal de ge´ne´rateurs de I,
on a dimA > dimB−q, et dire que dimA = dimB−q e´quivaut a` dire que (x1, . . . , xq)
fait partie d’un syste`me de parame`tres de B (EGA 0IV 16.3.7) ; la proposition en
re´sulte imme´diatement.
Proposition 5.5. — Soient A et A′ des anneaux locaux noethe´riens, f : A → A′ un
homomorphisme local. Supposons que f soit plat et que, de´signant par k le corps
re´siduel de A, A′ ⊗A k soit un corps, extension se´parable de k. Alors on a
prof ge´om(A) = prof ge´om(A′).
Quitte a` remplacer A et A′ par leurs comple´te´s, on peut supposer A et A′ complets278
(il re´sulte de (EGA 0III 10.2.1) que l’hypothe`se de platitude est conserve´e et cela est
e´vident pour les autres hypothe`ses). Soit alors A = B/I, ou` B est un anneau local
re´gulier et I un ide´al de B. Comme A′ est formellement lisse sur A (EGA 0IV 19.8.2), il
re´sulte de (EGA 0IV 19.7.2) que l’on peut trouver un anneau local noethe´rien complet
B′ et un homomorphisme local B→ B′, tel que B′ soit un B-module plat et que l’on
ait B′⊗BA ≃ A′. On a donc A′ ≃ B′/IB′ ; de plus l’anneau B′ est re´gulier ; en effet, si
m est l’ide´al maximal de B, mB′ est l’ide´al maximal de B′, et, puisque m est engendre´
par une suite re´gulie`re par de´finition de « re´gulier », mB′ est engendre´ par une suite
B′-re´gulie`re (EGA 0IV 15.1.14). Comme on a e´videmment dimB = dimB
′, et comme
I et IB′ ont meˆme nombre minimal de ge´ne´rateurs, l’assertion en re´sulte.
Théorème 5.6(6). — Soit A un anneau local excellent de caracte´ristique nulle. Alors
on a
prof e´t(A) > prof ge´om(A).
(6)N.D.E. : Illusie a montre´ depuis l’ine´galite´ profx(Z
/ℓνZ) > prof ge´omx(X/S) − δ(x) + 1 pour x
point de X un sche´ma de type fini sur un trait S de caracte´ristique re´siduelle premie`re a` ℓ, et ν > 1.
Si S est de caracte´ristique nulle, c’est une conse´quence du the´ore`me 5.6 ; voir (Illusie L., « Perversite´
et variation », Manuscripta Math. 112 (2003), p. 271-295).
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On peut supposer A strictement local complet, puisque la profondeur ge´ome´trique
et la profondeur e´tale se conservent par passage a` l’hense´lise´ strict et au comple´te´
d’apre`s 5.5 et 1.16. Soit A ≃ B/I, ou` B est un anneau local re´gulier complet, et soit
(f1, . . . , fq) un syste`me minimal de ge´ne´rateurs de l’ide´al I. On a donc 279
π = prof ge´om(A) = dimB− q.
Conside´rons l’immersion ferme´e
Y = SpecA −→ X = Spec B,
et soit U = X − Y =
⋃
16i6q Xfi . Si a de´signe le point ferme´ de X, on doit montrer
que, pour tout nombre premier p, on a
Hia(Y,Z/pZ) = 0 pour i < π.
Comme B est re´gulier excellent, on a prof e´t(B) = 2 dimX (cf. 1.10) et par suite
Hia(X,Z/pZ) = 0 pour i < 2 dimX. Il suffit donc, pour de´montrer le the´ore`me, de
prouver que le morphisme
(∗) Hia(X,Z/pZ) −→ H
i
a(Y,Z/pZ)
est bijectif pour i < π. On applique pour cela le the´ore`me de Lefschetz local 4.5 avec
n = π + q − 1, c = q − 1 donc n − c = π. Notons que U = X − Y est re´union des q
ouverts affines Xfi . Montrons que l’on a, pour tout point u de U :
prof e´tu(X) > π + q − 1− dim
(
{u}
)
= dimOX,u
(ou` {u} de´signe l’adhe´rence de u dans X− {a}). En effet il re´sulte de 1.10 que l’on a
prof e´tu(X) = 2 dimOX,u > dimOX,u.
En utilisant 4.5, on voit que (∗) est bijectif pour i < π, ce qui ache`ve la de´monstration 280
du the´ore`me.
Corollaire 5.7. — Soient S le spectre d’un corps de caracte´ristique nulle (resp. un
sche´ma local hense´lien excellent de caracte´ristique nulle), f : X→ S un sche´ma propre
sur S (resp. sur S− {s}). Soient U une re´union de c+ 1 ouverts de X, affines, Y un
sous-sche´ma ferme´ d’espace sous-jacent X − U, n et m des entiers > 0. On suppose
que, pour tout point u de U, on a
prof ge´om(OX,u) > n− dim
(
{u}
)
({u} adhe´rence de u dans X). Alors le morphisme canonique
Hi(X,Z/mZ) −→ Hi(Y,Z/mZ)
est bijectif pour i < n− c− 1, injectif pour i = n− c− 1.
On applique 4.5 et 4.6. Les hypothe`ses de profondeur e´tale aux points de U sont
ve´rifie´es car on a d’apre`s 5.6
prof e´tu(X) > prof ge´om(OX,u) > n− dim
(
{u}
)
.
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6. Questions ouvertes
6.1. On peut se demander si l’implication (ii) ⇒ (i) de 4.2 est valable plus ge´ne´-
ralement pour des faisceaux F de torsion, pas ne´cessairement annule´s par un entier
m donne´ et pas ne´cessairement constructibles. Dans le cas ou` S n’est pas de carac-281
te´ristique nulle, il semble possible que cette implication reste valable, meˆme pour les
faisceaux de p-torsion (p la caracte´ristique re´siduelle). Enfin il n’est pas clair non plus
que l’hypothe`se S excellent ne puisse eˆtre leve´e.
6.2. Soient X un sche´ma propre sur un corps k ou bien le comple´mentaire du point
ferme´ d’un sche´ma local hense´lien, et j : Y → X un sous-sche´ma ferme´ de X, dont
le comple´mentaire U est affine. Alors, si F est un faisceau d’ensembles sur X ou un
faisceau en groupes non ne´cessairement commutatifs, les e´nonce´s 4.5 ou 4.6 et 4.9 ont
encore un sens pour un tel F, a` condition de se borner a` des petites valeurs de n. Si
u est un point de U, on de´signe par u un point ge´ome´trique au-dessus de u, par X(u)
le localise´ strict de X en u et par Fu la fibre de F en u. Alors, en faisant e´ventuel-
lement certaines hypothe`ses sur X et sur F, par exemple en supposant X excellent
(e´ventuellement de caracte´ristique nulle, ou d’e´gale caracte´ristique en utilisant la re´-
solution des singularite´s) et F ind-fini (ou au besoin meˆme L-ind-fini avec L premier
a` la caracte´ristique de X), on aimerait de´montrer les e´nonce´s suivants :
a) Soit F un faisceau d’ensembles (resp. un faisceau en groupes) et supposons que,
pour tout point u de U, on ait
Fu −→ H
0(X(u)− u,F) injectif si dim({u}) 6 1
(c’est-a`-dire, pour un tel u, on a profu(F) > 1). Alors, quand V parcourt l’ensemble
des voisinages ouverts de Y, le morphisme canonique282
lim
−→
V
H0(V,F) −→ H0(Y, j∗F)
est bijectif (resp. on a la conclusion pre´ce´dente et de plus le morphisme
lim
−→V
H1(V,F) → H1(Y, j∗F) est injectif). Si F est constructible, on peut remplacer
les lim
−→
par la cohomologie de V pour V « assez petit ».
b) Soit F un faisceau d’ensembles (resp. un faisceau en groupes) et supposons que,
pour tout point u de U, on ait profu(F) > 2 − dim({u}), ce qui se traduit aussi par
les relations
Fu −→ H
0(X(u)− u,F) est bijectif si dim({u}) = 0
Fu −→ H
0(X(u)− u,F) est injectif si dim({u}) = 1.
Alors le morphisme canonique
H0(X,F) −→ H0(Y, j∗F)
est bijectif (resp. on a la conclusion pre´ce´dente et de plus le morphisme H1(X,F) →
H1(Y, j∗F) est injectif).
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c) Soit F un faisceau en groupes ind-fini. Supposons que, pour tout point u de U,
on ait
Fu −→ H
0(X(u)− u,F) bijectif si dim({u}) = 0 ou 1,
Fu −→ H
0(X(u)− u,F) injectif si dim({u}) = 2.
Alors, quand V parcourt l’ensembles des voisinages ouverts de Y, les morphismes 283
canoniques
lim
−→
V
H0(V,F) −→ H0(Y, j∗F) et lim
−→
V
H1(V,F) −→ H1(Y, j∗F)
sont bijectifs. Si F est constructible, on peut remplacer les lim
−→
par la cohomologie
de V pour V assez petit.
d) Soit F un faisceau en groupes. Supposons que, pour tout point u de U, on ait
profu(F) > 3− dim({u}), ce qui se traduit aussi par les conditions
Fu −→ H
0(X(u)− u,F) bijectif, et H1(X(u)− u,F) = 0 si dim({u}) = 0,
Fu −→ H
0(X(u)− u,F) bijectif si dim({u}) = 1,
Fu −→ H
0(X(u)− u,F) injectif si dim({u}) = 2.
Alors les morphismes canoniques
H0(X,F) −→ H0(Y, j∗F) et H1(X,F) −→ H1(Y, j∗F)
sont bijectifs.
Comme indication en faveur de ces e´nonce´s(7), signalons XIII 2.1, X 3.4 et XII 3.5.
Signalons que, graˆce a` l’argument de 4.8 et 4.9, l’e´nonce´ a) (resp. c)) re´sulterait de b)
(resp. d)).
6.3. Il re´sulterait de d) l’e´nonce´ suivant analogue a` 5.6 : si A est un anneau lo- 284
cal noethe´rien (e´ventuellement excellent) et si l’on a prof ge´om(A) > 3, alors on a
prof hop(A) > 3. Pour voir ceci, on re´alise Y′ = SpecA comme ferme´ d’un sche´ma lo-
cal re´gulier X′ = Spec B, dont le comple´mentaire est re´union de q ouverts affines, avec
la relation dimB − q = prof ge´om(A). On a, pour tout point x de X′, si n = dimB,
prof hopx(X) > inf(3, n − dim({x})) (cf. 1.11) et l’on de´duit de d) que ceci entraˆıne
prof hopy(Y
′) > inf(3, n−q−dim({y})), pour tout point y de Y′. Le re´sultat s’obtient
alors en prenant pour y le point ferme´ de Y′.
(7)N.D.E. : tous les e´nonce´s de 6.2, mises a` part les variantes constructibles, ont e´te´ prouve´s par Mme
Raynaud ; voir (Raynaud M., « The´ore`mes de Lefschetz en cohomologie des faisceaux cohe´rents et
en cohomologie e´tale. Application au groupe fondamental », Ann. Sci. E´c. Norm. Sup. (4 ) 7 (1974),
p. 29–52, corollaire III.1.3).
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6.4. Un variante de 4.2, tout au moins de l’implication (ii) ⇒ (i), doit encore eˆtre
valable dans le cas analytique complexe, a` condition de travailler avec des faisceaux
« analytiquement constructibles » (cf. XIII) ; la de´monstration serait analogue a` celle
de 4.2, en utilisant la the´orie de la dualite´ de J.-L. Verdier. Notons par contre que,
pour l’analogue analytique complexe des variantes non commutatives signale´es dans
6.2, on ne dispose pas meˆme d’une me´thode d’attaque pour les e´nonce´s concernant
le groupe fondamental sugge´re´s par les re´sultats des expose´s X, XII, XIII, rappele´s
a` fin de 6.2. Les me´thodes du Se´minaire semblent en effet irre´me´diablement lie´es au
cas des reveˆtements finis (qui peuvent eˆtre e´tudie´s en termes de faisceaux cohe´rents
d’alge`bres).
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