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Abstract
Recent years have seen the development of mature solu-
tions for reconstructing deformable surfaces from a single
image, provided that they are relatively well-textured. By
contrast, recovering the 3D shape of texture-less surfaces
remains an open problem, and essentially relates to Shape-
from-Shading. In this paper, we introduce a data-driven
approach to this problem. We introduce a general frame-
work that can predict diverse 3D representations, such as
meshes, normals, and depth maps. Our experiments show
that meshes are ill-suited to handle texture-less 3D recon-
struction in our context. Furthermore, we demonstrate that
our approach generalizes well to unseen objects, and that
it yields higher-quality reconstructions than a state-of-the-
art SfS technique, particularly in terms of normal estimates.
Our reconstructions accurately model the fine details of the
surfaces, such as the creases of a T-Shirt worn by a person.
1. Introduction
In this paper, we tackle the problem of recovering the
shape of complex and deforming texture-less surfaces from
a single image, which is close in spirit to Shape-from-
shading (SfS) with the added difficulty that we must han-
dle complex phenomena such as sharp creases and self-
shadowing. The T-shirt of Fig. 1 being worn by someone
who moves illustrates that. This is in contrast to recent ap-
proaches that focus on well-textured surfaces [23, 6], or par-
tially textured ones [38, 39, 26], and tend to produce coarse
reconstructions in which fine details are lost.
SfS is one of the oldest Computer Vision problems [15,
42, 10]. Yet to this day, it remains largely unsolved be-
cause it is such an ill-posed inverse problem, except in
tightly controlled lighting environments [25]. The early
methods were variatonal ones that required very strong as-
sumptions about the world, such as the presence of a sin-
gle light source together with simple reflectance properties
of the surfaces to be reconstructed, which are rarely sat-
isfied. Recent ones [5, 40, 29] have focused on replacing
some of these assumptions by measurements of the surface
and lighting properties, yet still rely on relatively simple ge-
ometric and photometric models to remain computationally
tractable.
In this paper, we show that a data driven approach en-
ables us to operate under much weaker assumptions that
are sufficiently well satisfied in everyday life to make the
method truly practical in an environment where the lighting
can be complex and inter-reflections, shadows, and sharp
creases are prevalent. Fig. 1 depicts such a situation in
which we outperform one of the best currently available al-
gorithms [5]. It would seem natural to follow the most pop-
ular trend in modeling deformable surfaces and to train a
Deep Net to regress from the image to the shape parameters
of a surface mesh, as was done for well-textured surfaces
in [26]. We will demonstrate, however, that this is not the
best approach. It is more effective to train a network that
predicts a dense map of depths, normals, or both, as was
done by the SfS pioneers [15].
Because we do not constrain the surface to be smooth
and allow the network to learn about complex effects such
as self-shadowing and occlusions, we can recover very se-
vere deformations such as the sharp folds that can be seen
in Fig. 1. Furthermore, as evidenced by our experiments,
training on a single surface allows us to generalize to other
ones of different shape and without any re-training or fine-
tuning. Our two main contributions are: (i) A data-driven
SfS approach that can recover much more complex defor-
mations than earlier ones under realistic lighting conditions
and which, unlike state-of-the-art intrinsic image decom-
position techniques, only requires supervision in the form
of depth and normal maps which are relatively easy to ob-
tain. (ii) A large annotated real-world dataset consisting of
26500 samples of surfaces with uniform reflectance under-
going complex deformations and viewed under complex re-
alistic lighting. We thoroughly evaluate the performance of
our method and show that it outperforms the state-of-the-art
SfS approach of [5], whose code is available on the web.
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Figure 1. Reconstructing a T-Shirt. Comparison of our method to that of [5] on a deforming T-Shirt. The second to fourth columns depict
the ground truth and recovered normals and the last two columns show the angular error in degrees. Note that the discrepancies are much
smaller in our case and that the sharp creases are better recovered.
2. Related Work
Traditionally, the SfS problem has been posed as a vari-
ational problem involving the optimization of physically-
inspired objective functions to impose brightness, smooth-
ness, and integrability constraints. In its original form [15,
42, 10], the problem is underconstrained and its solution
plagued by ambiguities [7, 11], which can be formally re-
solved only in very specific cases, such as when the cam-
era and light source are co-located [25] or when additional
stereo information is available [31].
Known lighting, and absence of interreflections and cast
shadows are often assumed, as in the approach of [3] to
jointly recover albedo and shape so as to explain the image
as well as possible. In [24, 18], while known, the lighting
is assumed to be natural, which makes it possible to treat
the thee color channels of the image in a manner similar to
that of photometric stereo. By contrast, our model does not
require any prior knowledge about the lighting.
Assumptions are also often made about the shape. For
example, in [40], quadratic functions are fitted to local im-
age patches of different sizes, which allows the prediction
of normals if the surface is sufficiently smooth, while in [14,
16], exemplars are used to provide shape priors. A different
approach is to assume the direction of the normals to be cor-
related with their distance to the occlusion boundary [29],
or to learn the smooth shape priors directly from data [5]. If
the object category is known, sparse parameterization can
be used instead of dense depth/normal maps or meshes. For
instance, human face reconstruction approaches often rely
on 3D Morphable Models [28, 34, 19, 2].
Recently, the most popular strategy has been to jointly
infer two or more modalities that contribute to the image
formation process, specifically normal map, depth map, sur-
face reflectance, reflectance map and/or lighting parame-
ters in either optimization based [5, 24, 43, 8] or learning
based [29, 27, 32, 17, 34] setting. This has been one of our
motivations for developing a multi-stream CNN model that
outputs multiple shape representations, as will be discussed
in Section 3. Even though we were inspired by Deep Net
based models performing intrinsic image decomposition,
our method relaxes some of the rather restricting assump-
tions and need for hard-to-obtain annotations. Specifically,
[29] assumes a Lambertian reflectance model under Spheri-
cal Harmonics lighting, which is rarely the case in practice.
[32, 17] require GT albedo and lighting annotations while
[34] focuses solely on the human face object category as it
relies on 3DMM representation. In [27], the surface nor-
mals are inferred as the by-product of reflectance map esti-
mation, however, only low resolution of 64× 64 px is sup-
ported and the results are only reported on synthetic data
coming from a single object category. Another Deep Net
based approach to directly predicting a normal map from
an input image was introduced in [41] but it can only oper-
ate on infrared input images, whereas our approach takes a
standard RGB image as input.
In our approach, we do not attempt to recover the light-
ing or reflectance explicitly, since such measurements are
difficult to obtain ground-truth annotations for. Instead, we
let the network learn how to handle these quantities from
data. As evidenced by our experiments, even without ex-
plicitly modeling or predicting lighting and material BRDF,
our network can successfully reconstruct fine surface details
of complex shapes acquired under realistic conditions.
In the context of monocular 3D reconstruction of de-
formable surfaces, the most recent methods rely on CNNs
to regress from the image to mesh vertices [26, 9]. How-
ever, while [26] can recover complex deformations, it fo-
cuses on well-textured surfaces. By contrast, [9] handles
poorly-textured surfaces, but visual inspection of their re-
sults clearly shows that the method oversmoothes the shape.
Our approach focuses on texture-less objects, and, as de-
picted by our results in Fig. 1, is able to reconstruct fine-
grained deformations, such as the creases of a T-Shirt. Fur-
thermore, we show that mesh representations are outper-
formed by normal- and depth-based ones for this task.
2
3. Our Approach
3.1. Problem Formulation
Let I ∈ RH×W×3 be an RGB image of size W × H
and B ∈ NH×W×30 a binary mask that denotes the fore-
ground region to be recovered. Our goal is to learn a map-
ping fSR : IB→ S, where S represents the correspond-
ing 3D surface. For deformable surfaces, a natural 3D rep-
resentation would be a vector SM containing the 3D vertex
coordinates of a triangulated mesh, as in [26]. However,
other representations such as a depth map SD or a normal
map SN , which are more prevalent in SfS papers, can also
be used. In fact, these representations are not mutually ex-
clusive, and we can train a network to return one or more
of them, as shown in Fig. 2. In this section, we discuss this
general scenario. However, in practice, we have found that
the mesh-based representation was not as effective as the
other two.
Given a calibrated camera, a triangulated mesh with V
vertices can be expressed as a vector SM ∈ R3V of 3D
points in the camera coordinate frame. By contrast, a depth
map and a normal map can be encoded as images instead
of vectors. Specifically, the depth map SD is a W × H
floating point image, and the normal map SN is a three-
channel floating point image of sizeW×H×3 representing
the x, y and z coordinates of the normal vector expressed
in the camera coordinate frame. Training depth maps can
be easily acquired using existing depth sensors, such as the
Microsoft Kinect camera. This data can be converted into
ground-truth normal maps by smoothing and differentiating
the depth maps as discussed in Section 4.3. By contrast, ob-
taining training data for 3D meshes for real images is harder
and requires much more processing, since depth sensors do
not provide correspondences between points on the surface.
However, unlike the other two representations, 3D meshes
can represent self-occluded parts of the surface, albeit at
the cost of constraining the topology much more. We ex-
plain the process of obtaining the GT mesh coordinates in
the supplementary material.
3.2. Shape Recovery Networks
In this work, we rely on the SegNet deep autoencoding
architecture [1] depicted by Fig. 2 to regress from the image
to each of our three representations.
Let Im = I B be the foreground image. The encoder
performs feature extraction and outputs a latent represen-
tation tensor Λ(Im) ∈ RHL×WL×CL , whose spatial size
is (HL × WL) and third dimension CL is the number of
filters in the last convolutional layer of the encoder. As
in many state-of-the-art intrinsic image decomposition ap-
proaches [17, 33, 34], we assume the learned features are
independent of the final output modality, and thus we use
the same encoder for all three shape representations. Keep-
ing the encoder design and shape of latent representation
Λ(Im) the same for all three scenarios allows us to not only
train each model separately but also jointly, which helps the
model learning more robust feature extractors, which results
in higher reconstruction accuracy as shown in Section 5.
Note, however, that the weights of this encoder will differ
if we train it, for instance, for depth map prediction only or
for mesh prediction only.
Let ΨC , ΨD, ΨN be the decoders for mesh vertices,
depth, and normals, respectively. Inspired by branched
Deep Net architectures, which have been shown to perform
well for intrinsic image decomposition [17, 34] and multi-
task learning [35], we do not force the design of the de-
coders to match each other but rather adjust them to suit the
output shape and/or topology.
Since the depth and normal maps both have an image-
like topology, as does the output of the original SegNet,
we use the same SegNet decoder architecture for these two
modalities, except for the number of convolutional filters in
the last convolutional layer, that is, 1 for depth and 3 for
normals, and for the fact that these outputs do not need to
be passed through a softmax. By contrast, when using the
mesh representation, the output size is significantly smaller
and shaped as a vector. We therefore take ΨC to be a single
convolutional layer followed by average pooling and a fully
connected layer to regress to the vertices’ coordinates.
3.3. Loss Functions
Let us assume to be given N training samples. We rep-
resent each one as a tuple (In,Bn,vn,Dn,Nn), that is, an
input image In with corresponding foreground mask Bn,
ground-truth mesh vertices vn, depth map Dn and normal
map Nn. We define 3 loss functions for the three potential
outputs of our network.
To train ΨC , we define the loss as the Mean Square Error
between the vertex coordinates and the ground truth. That
is,
LC = 1
N
N∑
n=1
1
V
V∑
i=1
‖vni −ΨC(Λ(Inm))i‖2 , (1)
where a subscript i denotes the vertex number.
Since we use training data whose average distance to the
camera is roughly constant and focus on recovering local
high-frequency deformations, to train ΨD, we minimize the
loss
LD = 1
N
N∑
n=1
∑
i |Dni −ΨD(Λ(Inm))i|Bni∑
iB
n
i
, (2)
where i denotes the image location. Note that we only take
into account pixels within the binary mask B. In other
words, we handle the depth ambiguity by recovering depth
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Figure 2. Surface reconstruction architecture. Our model is based on SegNet [1], but here we consider multiple output branches. The
encoder, in gray, outputs the same latent representation Λ for the normal, depth, and vertex branch. A different decoder, shown in red,
green, and blue, is then used for each branch. In other words, this creates three potential streams, which can be either trained individually
or jointly. When recovering normals only, an additional integration step is required to compute depths.
variations around the mean depth of our training data, in-
stead of using a scale invariant measure as in [12]. As will
be discussed in Section 5, to evaluate accuracy at test time,
we rescale the prediction so as to align it with the ground
truth.
Similarly, to train ΨN , we define a loss LN that relies on
a linearized version of the cosine similarity [37] and add to
it a term that favors unit length vectors. We take it to be
LN = 1
N
N∑
n=1
[∑
iB
n
i
(
κLa(Nni , Nˆni ) + Ll(Nˆni )
)]
∑
iB
n
i
,
(3)
with
La(Nni , Nˆni ) = arccos
(
Nni Nˆ
n
i
‖Nni ‖‖Nˆni ‖+ 
)
1
pi
, (4)
Ll(Nˆni ) =
(∥∥∥Nˆni ∥∥∥− 1)2 , (5)
where Nˆn = ΨN (Λ(Inm)) denotes the predicted normal
map,  is a small positive constant that prevents divisions by
zero and increases numerical stability, and κ sets the rela-
tive influence of the two terms in the loss function. In our
experiments, we chose κ = 10.
4. Real-World SfS Dataset
Successful training of most of the Deep Net models de-
pends on access to large training databases. By contrast, the
datasets used in the SfS literature remain relatively small.
For example, the algorithm of [40] relies on 7 rigid ob-
jects under 20 different directional lighting. In [4], an aug-
mented version of the MIT intrinsic image dataset [13] con-
taining 20 rigid objects under various illumination is used
while the method of [20] works with a database of 6 human
faces. Some authors use only synthetic data [29] while oth-
ers augment the limited amount of real-data with synthetic
data [40, 5].
By contrast and to fully exploit the capacity of our model
while avoiding overfitting, we captured a new large dataset
of real deforming surfaces. We acquired sequences of
RGB images and corresponding depth maps of a rectan-
gular piece of cloth (cloth), T-shirt (tshirt), sweater
(sweater), hoody (hoody) and crumpled sheet of pa-
per (paper) undergoing complex deformations and seen
under varying lighting conditions. We chose the cloth for
two reasons. First, being a generic piece of cotton fab-
ric makes it universal enough to capture a wide distribu-
tion of local deformations and appearance, even if it dif-
fers globally from other objects such as garments. Second,
its flat rest state makes it easy to represent by a triangular
mesh, as is often done in deformable surface reconstruc-
tion [30, 6, 23, 26], and to test our mesh-based model. By
contrast, the pieces of garment and a sheet of paper were
chosen as a more complex real-world object to demonstrate
the generality of our approach and the fact that training on
cloth produces good results on the tshirt, sweater,
hoody and paper.
The resulting dataset comprises a total of 26500 image-
normals-depth triplets, which is much larger than existing
real-world SfS datasets, and we make it publicly available1.
We now describe the acquisition process.
4.1. Acquisition Setup
Fig. 3 illustrates our setup. We placed a given de-
formable object in front of a dark background and cap-
tured synchronized RGB images and depth maps using a
1https://cvlab.epfl.ch/texless-defsurf-data
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Figure 3. Data acquisition setup. The deformable surface is
placed between a Microsoft Kinect camera and a dark background.
We use three static light sources, Lr , Ll and Lc, pointing towards
the back wall and a fourth one, Ld, which can move. The de-
formable surface is therefore lit by complex indirect lighting.
(a) (b) (c) (d)
Figure 4. Shading effects on a rectangular piece of cloth. We
show the effects of (a)Lr , (b)Ll, (c)Lc and (d) a randomly chosen
frame for Ld.
Microsoft Kinect camera, positioned so that its optical axis
is roughly perpendicular to the background plane.
We used three fixed incandescent lamps positioned in the
right, left and central area of the room, and a fourth one,
that can move. All four were slightly slanted upwards and
pointed towards the back of the room, that is, in the di-
rection opposite to the camera’s optical axis. As a result,
the deforming surface was mostly illuminated by light re-
flecting off the walls and coming from the radiance regions
shown in yellow in Fig. 3. This setup simulates directional
but diffuse and soft lighting. The range of motion of the
dynamically moving light source was chosen so that its ra-
diance regions were slightly larger than those of the other
three put together, which should result in a richer light dis-
tribution, as shown in Fig. 4. In the remainder of this sec-
tion, we will consider 4 separate scenarios in which we use
each lamp individually and will refer to them as Lr, Ll, Lc,
and Ld, where the subscripts r, l, c and d stand for right,
left, central and dynamic, respectively.
The Microsoft Kinect camera was calibrated, thus yield-
ing known camera intrinsics. Depth maps and correspond-
ing RGB images were aligned using OpenKinect libfreenect
library. We recorded sequences at 5 FPS to avoid captur-
ing too many duplicates of nearly identical shapes. Each
recorded frame consists of a 640 x 480 RGB image and a
640 x 480 depth map. Because of the deformation under-
gone by the surfaces, some of the frames feature substantial
motion blur, which further increases both realism and the
challenge.
Figure 5. Randomly chosen samples from our dataset. RGB
images together with corresponding GT normals and depth maps
are shown for paper, sweater, hoody, cloth and tshirt.
4.2. Deforming Surfaces
To acquire the images, we pinned the rectangular cloth
to a fixed bar along a given edge or corners and manually
deformed the rest. In contrast, the T-shirt, the sweater and
the hoody were worn by different people making random
body motions. The T-Shirt was captured separately from
the front and from the back. We were manually deforming
the crumpled sheet of paper.
Altogether, this resulted in 18 sequences of 15799
samples for cloth, 12 sequences of 6739 samples for
tshirt, 4 sequences of 2203 samples for sweater, 1 se-
quence of 517 samples for hoody and 3 sequences of 1187
samples for paper. A representative set of samples from
our final dataset is depicted in Fig. 5
4.3. Data Preprocessing
As explained in Section 3, we assume the foreground bi-
nary mask B to be known for each image. To create it,
we segmented the imaged objects in the RGB images by
simple thresholding followed by hole filling of the biggest
connected component. The masks were then used to seg-
ment the corresponding depth maps. Furthermore, the RGB
images were white balanced using a standard color checker
to account for the often unsatisfactory automatic white bal-
ance of the Kinect camera. Both the RGB images and depth
maps were cropped to the spatial size of 224 x 224, which is
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Experiment Train obj. Train light. Test obj. Test light.
cloth-cloth cloth Lr, Ll, Ld cloth Lc
tshirt-tshirt tshirt Lr, Lc, Ld tshirt Ll
cloth-tshirt cloth Lr, Ll, Lc, Ld tshirt Lr, Ll, Lc, Ld
cloth-sweater cloth Lr, Ll, Lc, Ld sweater Lr, Ll, Lc, Ld
cloth-hoody cloth Lr, Ll, Lc, Ld hoody Ll
cloth-paper cloth Lr, Ll, Lc, Ld paper Lr, Ll, Lc
Table 1. List of the experiments we conducted.
the expected input/output size of our model. Since the raw
depth maps contain noise and holes, we performed distance
based clustering and hole filling by interpolation. The nor-
mal maps were computed by differentiating the depth maps
in a finite difference sense. Since the Kinect depth mea-
surements are noisy, before computing the normal maps, we
smoothed the depth maps by applying a Gaussian blur ker-
nel of size 9 × 9 with µ = 0, σ = 3. As is apparent in
Fig. 5, there is still some noise in the normal maps. How-
ever, its magnitude is low enough not to significantly cor-
rupt the fine-detailed high-frequency surface geometry, that
is, the wrinkles that we are trying to model.
5. Experiments and Results
Recall from Section 3.2 that we can use the architecture
depicted by Fig. 2 to recover normals, depths, or vertex co-
ordinates either independently or jointly. In this section,
we focus on independent recovery of the three modalities,
which we will refer to as Normals, Depth, and Coords, re-
spectively, joint recovery of two modalities, which we will
denote N+C, D+C and N+D, respectively, and joint recov-
ery of all three modalities denoted as N+D+C, where letters
N, D and C denote the use of the normals decoder ΨN ,
depth decoder ΨD and/or mesh decoder ΨC in the final
model. Note that for models predicting multiple modali-
ties, we can evaluate the error for each individual output.
We denote this by, e.g., N+D+C/X where X can be N, D,
or C, depending on whether we evaluate with respect to the
normals, depths, or coordinates.
We train our networks using the cloth and tshirt
datasets under the four lighting scenarios introduced in Sec-
tion 4. Each dataset includes separate training and testing
sequences, and we can either train and test on the same ob-
ject or train on one and test on the other. We can also train
with one particular set of lights and test with a different one.
In both cases, this allows us to gauge the generalization abil-
ities of our approach.
Table 1 summarizes the experiments we have conducted
and whose results we report below. For each one, we ran-
domly select 100 samples from the test sequences and report
results on.
5.1. Implementation Details
For all the experiments described in this section, we used
the Adam [21] optimizer to train the network. We use a
fixed learning rate of 0.001 and parameter κ of the loss func-
tion of Eq. 3 set to 10. For Normals, Depth and Coords,
we simply let the optimization proceed. For N+C, D+C
and N+D, we started by training the model employing only
one of the two decoders and we applied an early stopping
that halted the training once the validation loss stopped de-
creasing for 30 consecutive epochs. We then began estimat-
ing both decoders’ outputs by minimizing the loss function
Ljoint2 = αLd1 + βLd2, where Ld1 and Ld2 each represent
an appropriate loss function as defined in Eqs. 1, 2 and 3
and where we fixed the mixing coefficients α = 1, β = 3
to promote the training of the yet untrained decoder. As
in the single-decoder scenario, we used the early-stopping
technique. For N+D+C, we similarly added the vertex-wise
loss of Eq. 1 and continued training by minimizing the loss
function Ljoint3 = αLN + βLD + γLC with mixing coeffi-
cients fixed to α = 1, β = 1, γ = 3 to promote the training
of the yet untrained mesh decoder. Our implementation re-
lies on Keras with a Tensorflow backend.
5.2. Metrics
To evaluate the accuracy of the predicted mesh coordi-
nates, we use the mean vertex-wise Euclidean distance, sim-
ilar to the MSE of Eq. 1 we used to formulate the training
loss, but without squaring the distances. We will refer to
this metric as mC .
Since the depth maps we produce are subject to an in-
herent global scale ambiguity [12], we first align the corre-
sponding point cloud to the ground truth using a Procrustes
transformation [36]. More precisely, let ΘK(A) be the 3D
point cloud associated to depth map A with corresponding
intrinsic matrix K, and let Ω(P,Db) denote the Procrustes
transformation of cloud P with respect to depth map Db.
Given a set ofN ground-truth depth mapsDn and predicted
ones ∆n, we compute accuracy in terms of the metric
mD =
1
N
N∑
n=1
∑
i ‖ΘK(Dn)i − Ω(ΘK(∆n),Dn)i‖Bni∑
iB
n
i
,
(6)
where subscript i indexes the pixels.
Finally, for normal maps, we integrate the normals to re-
cover the corresponding depth and again use themD metric.
We also report the mean and median angular errors, which
we denote as mAE and dAE , respectively, as well as the
fractions of normals exhibiting smaller angular error than
10◦, 20◦ and 30◦.
5.3. Effectiveness of Meshes or the Lack Thereof
As mentioned in Section 1, our initial intuition was to
follow the trend in deformable surface reconstruction and
represent the surface as a triangular mesh. Here, we evalu-
ate the results of such a representation, compared to depth
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Figure 6. Comparison of models corresponding to all possible
combinations of the normal map, depth map and mesh vertices de-
coders — (red) single decoder models, (blue) two decoders mod-
els, (green) three decoders model. The models are trained and
tested on cloth dataset and all their available inputs are consid-
ered for comparison using mC and mD metrics.
and normal maps, and show that it is not as effective in our
context. This is evidenced by the results in Figure 6, where
we compare the models Coords, Normals, Depth, N+C,
D+C, N+D and N+D+C, which we trained and tested on
the cloth dataset and evaluated on all outputs available
for the given model using metrics mC for mesh coordinates
and mD for depth maps. The predicted normal maps were
converted to depth maps, i.e., we did not use normal maps
themselves for this comparison.
We made three key observations: (1) In case of single
modality models, i.e., Coords, Normals and Depth, the
predicted mesh coordinates Coords/C yield by a large mar-
gin the highest error of 21.48mm. (2) Training models
Normals and Depth further using an additional modality,
i.e., N+C, D+C or N+D, in general helps reducing the er-
ror when producing depth or normal maps on the output.
However, this is not the case for multi-decoder models pro-
ducing mesh vertices, where the error can even further in-
crease. (3) We found the model N+C/N to achieve overall
the lowest error of 14.04mm. However, this is compara-
ble with N+D/N and N+D/D, which are not dependent on
mesh vertices at all.
Given the non-trivial process required to create the GT
mesh vertices, as described in the supplementary material,
which is more tedious and error-prone than obtaining the
depth or normal maps, and considering the negligible per-
formance improvement, we discard the meshes from our ap-
proach in the remainder of the paper.
5.4. Separate vs Joint Learning
In Table 2, we report the accuracy of Normals, Depth,
and N+D. In the latter case, we can evaluate either the pre-
dicted normals or the predicted depth maps, which we de-
note as N+D/N and N+D/D, respectively. To evaluate dif-
ferent scenarios we select cloth and tshirt from our
datasets as the categories containing the most samples. We
either train and test on the same object (cloth), or train on
Experiment N+D/N Normals/N N+D/D Depth/D
cloth-cloth 17.53 17.80 15.96 18.18
tshirt-tshirt 16.26 15.19 16.45 18.01
cloth-tshirt 26.26 27.06 30.23 32.16
Table 2. Comparison of Depth, Normals and N+D in different
scenarios. In general, the normal predictions yield lowermD error
than the predicted depth maps, and joint training outperforms the
single-decoder models.
cloth and test on tshirt.
As can be seen in Table 2, using the normal predictions,
followed by integration, tends to yield lower errors than the
predicted depth maps. More importantly, training jointly on
normals and depth performs best overall, which is in keep-
ing with the idea that forcing the network to learn features
that disentangle the different contributions helps [34, 22].
Interestingly, training on cloth and testing on tshirt
degrades the accuracy but still yields a competitive result as
we will see in the following section.
5.5. Comparing against a State-of-the-Art SfS Ap-
proach
Here, we compare our results to those of the SIRFS
method [5], which we briefly described in Section 2. This
choice was motivated by the fact that SIRFS constitutes a
state-of-the-art SfS method whose code is publicly avail-
able, unlike that of the other contemporary SfS methods de-
scribed in that section. Given the input image and segmen-
tation mask, SIRFS performs intrinsic image decomposition
into a normal map, depth map, lighting and reflectance. To
compare with our method we take SIRFS’s normal map and
depth map predictions, integrate the normals and align to
the ground-truth depth map, as explained in Section 5.2 and
we do the same for our own results.
The results of this comparison are summarized in Ta-
ble 3, where we evaluate several normal-based error met-
rics and one depth-based metric, the mD. For the latter,
we report the best results of SIRFS obtained either directly
from the depth estimates, or by integrating the normal es-
timates. For our approach, we report the results based
on the predicted normals, since we have found that they
were slightly better than those obtained from our depth
predictions. Note that we outperform SIRFS in all met-
rics. In the most challenging scenarios, cloth-tshirt,
cloth-sweater, cloth-hoody and cloth-paper,
our method still achieves lower errors, particularly in met-
rics evaluating normal quality. Figs. 1 and 7 show qualita-
tive results for normal prediction on tshirt. Our method
clearly outperforms SIRFS when it comes to reconstructing
the finer details of local creases. Furthermore, if we train
our model on the combined dataset of cloth and tshirt,
the generalization capability for objects of different cate-
gories drastically increases as is shown in Table 4.
In Table 5, we compare the run-times of our approach
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Figure 7. Qualitative comparison to SIRFS for the cloth-tshirt scenario. Even in this challenging scenario, our method is able to
recover finer details than SIRFS.
experiment method mAE [◦] dAE [◦] < 10◦ < 20◦ < 30◦ mD [mm]
cloth-cloth
SIRFS 37.98± 23.18 33.52 7.25 24.93 43.96 31.55± 10.93
OURS 17.37± 12.51 14.44 30.6 68.85 87.29 17.53± 5.50
tshirt-tshirt
SIRFS 30.17± 20.26 25.53 11.78 36.63 59.62 31.09± 15.03
OURS 18.07± 12.71 15.17 28.28 66.27 85.85 17.18± 18.58
cloth-tshirt
SIRFS 30.08± 19.43 25.93 10.49 35.03 59.15 30.29± 10.42
OURS 25.74± 15.81 22.81 13.45 41.98 67.7 26.26± 7.72
cloth-sweater
SIRFS 33.25± 21.60 28.11 8.94 30.7 54.02 39.51± 14.96
OURS 31.52± 19.07 28.06 9.25 30.97 54.25 38.93± 10.36
cloth-hoody
SIRFS 36.84± 23.14 32.11 7.79 26.2 46.11 43.51± 13.79
OURS 32.54± 21.15 28.02 9.88 31.78 54.05 43.22± 24.81
cloth-paper
SIRFS 56.69± 27.09 59.53 1.71 7.06 15.73 49.35± 18.51
OURS 35.53± 22.16 31.13 8.42 27.54 47.84 24.16± 7.15
Table 3. Comparison with the method of [5]. Our approach outperforms SIRFS in all metrics, even in the challenging cloth-tshirt,
cloth-sweater, cloth-hoody and cloth-paper scenarios, with a particularly large gap for the first 5 metrics that evaluate the
quality of the predicted normals. We report mean values averaged over test sets consisting of 100 samples each with standard deviations
for the mAE and mD metrics.
Test set mAE [◦] dAE [◦]< 10◦< 20◦< 30◦ mD [mm]
sweater 25.75± 16.72 22.18 14.35 43.81 68.45 28.36± 7.59
hoody 24.66± 17.36 20.5 17.53 48.6 71.49 25.40± 5.07
Table 4. Evaluation of our model trained on the combined
cloth and tshirt dataset. Exposing the model not only to
the generic cloth but also to the T-Shirt worn by a person at train-
ing time helps the model learn a better shapes distribution which
significantly improves the predictions when tested on different gar-
ment pieces (compare these results with the corresponding ones in
Table 3).
Model SIRFS OUR N OUR D OUR N+D
t [s] 113.653 0.01 0.01 0.016
Table 5. Comparison of the run-times of our approach with
those of SIRFS. We report the average time needed to process
one input image of size 224× 224 px.
with those of SIRFS. Note that our method performs orders
of magnitude faster. This is due to the fact that SIRFS relies
on a costly optimization, whereas, in our case, all the heavy-
lifting was done at training time and inference only requires
a feed-forward pass through the network.
6. Conclusion
We have introduced a framework for reconstructing the
3D shape of a texture-less, deformable surface from a sin-
gle image. To this end, we have followed a data-driven
approach, thus essentially learning to perform Shape-from-
Shading. Our experiments have demonstrated that, while
meshes have proven effective to deal with well-textured
deformable surfaces, they are much less well-suited than
depth- and normal-based representations for texture-less
ones in our setting. Furthermore, our comparison with a
state-of-the-art SfS method has shown that our reconstruc-
tions were more accurate, particularly in terms of normal
quality. This is the case even when training our model on
one object and testing it on a different one. We expect that
such a generalizability would further increase were we to
use larger amounts of training data. Therefore, in the fu-
ture, we will dedicate time to creating a larger-scale dataset
of texture-less, deformable objects.
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