Abstract-This paper considers an optimization technique in which the objective is attained via alterations to the physical geometry of the system. This optimization framework, to be considered in the context of electron guns, is known as optimal shape design. Optimal shape design has been used in a number of applications including wing design, magnetic tape design, and nozzle design, among others. In this investigation, we use the methods of shape optimization to design the cathode of an electron gun. The dynamical equations modeling the electron particle path as well as the generalized shape optimization problem will be presented. Illustrative examples of the technique on gun designs that were previously limited to spherical cathodes will be given.
I. INTRODUCTION
T HE electron gun is used in a number of devices, including radar guns, television and computer monitors (CRTs), and TWT amplifiers. The name gun is indicative of the function of the device in that it shoots off a continuous stream of electrons. The amount of emission can be more than one billion electrons per second. Along with the advance of 3-D visualization software and the ability to prototype new designs for electron guns has come the need to increase a designer's ability to quickly alter the components of an electron gun. The process of designing a gun usually involves finding an existing gun, with characteristics similar to those desired in the new gun, and altering it by hand until the new characteristics have been attained. This involves tedious manipulation that would be better left to an optimization routine.
In this work, we perform a feasibility study for using the methods of optimal shape design on an electron gun. Optimal shape design, otherwise known as structural optimization or redesign, is a process by which an engineer or designer can use mathematical optimization methods to design and determine the shape of a structure. The advance of graphical user tools (such as CAD design programs) has resulted in an increase in the ability to visualize structural designs. However, as is often the case, the design of the physical components and layout of a system or composite structure is goal oriented. For instance, the goal when designing a nozzle might be prescribing a certain velocity at the exit. Hence, finding the shape of the structure (for instance, the curvature of a nozzle) to achieve the said goal(s) can be a time-intensive task. The goal in optimal shape design problems is to take some of the guess work out of the design process and allow computational routines to alter the geometry in a directed manner. Specifically, if one seeks to attain the desired goal through altering the geometry of a structure and the behavior of the structure can be modeled mathematically, then the goal can be attained using optimization techniques.
Section II includes an explanation of a simple electron gun and describes some of the characteristics that an objective function might emphasize. We introduce the general optimal shape design problem in Section IV, and we specify the design problem for the electron gun in Section III. In the latter section, we also present results for our feasibility study.
II. ELECTRON GUN BASIC ELEMENTS
We begin by describing the basic components and functions of an electron gun. As depicted in Fig. 1(a) , there are three basic components associated with the electron gun: the cathode, anode, and the focusing electrode. Anode and cathode are commonly used terms in electricity and refer to the positive and negative electrode. The cathode emits the electrons that later will make up the beam. The primary characteristics that the ideal cathode will adhere to are [3] : 1) emits electrons freely without any sort of influence (heating, bombardment, etc.); 2) emits abundantly so as to supply an unlimited current density; 3) electron emission continues unimpaired as long as it is needed; 4) emits electrons uniformly with practically zero initial velocity. Of course, these characteristics are not within the realm of possibility. First of all, although electrons move freely in conductors like metals, they normally do not leave the metal without some manipulation. In fact, heating and bombardment are the two primary ways in which electrons are emitted through the use of a heating element behind the cathode (termed thermionic emission) or as a result of bombardment with a beam of electrons, ions, or metastable atoms (termed secondary emission). The guns in which we are interested use heating elements so we focus our attention on thermionic emission. In thermionic devices the cathode is heated in the neighborhood of 1000 C, and this allows electrons to escape from the surface into an electron cloud. The second major component, the anode, is a positively charged electrode. The function of the anode is to provide the potential energy to the emitted electrons. Thus, it attracts the electrons and causes them to accelerate. The final component of the electron gun that we discuss is the focusing electrode. This device bends the equipotential lines to cause uniform emission from cathode and focus the beam. , and the point where the beam minimum occurs in the direction, . In a beam with no magnetic fields, the electron beam is converging when it approaches . However, the forces between the electrons (the space charge forces) cause the beam to stop converging at this point, and they then begin to diverge. Hence, it is customary to optimize the beam (e.g., to attain a desired beam minimum) in the absence of a magnetic focusing field. Finally, it is noted that the electron trajectories in Fig. 1(a) do not emanate from the cathode surface. This is a default initialization of EGUN to avoid numerical difficulties. This default characteristic is also observed in later figures (Figs. 5-7) in this paper.
III. SHAPE OPTIMIZATION OF AN ELECTRON GUN
In this section, we detail the optimal shape design problem of an electron gun and what tools we have available to complete the task. Put simply, we wish to alter the shape of the cathode in an attempt to attain a specified beam minimum and laminar flow at the beam minimum. Historically, cathodes are spherical due to limitations in fabrication and designs based on legacy models. Nonspherical cathodes were advocated by Oscar Heil in the mid-1960s [10] . In Heil's design, the spherical surface from the center of the cathode transitioned to a conical surface toward the outer edge. Heil believed that this reduced crossover of outer electrons. Cathodes using this design were implemented into klystrons built by Eimac for production; however, they were more expensive than totally spherical cathodes. Heil's cathodes were dropped from the klystron after spherical cathodes developed by Arthur Goldfinger demonstrated equivalent performance. However, due to the implementation of numerically controlled machines for parts fabrication, it is now feasible that the cathode take on different shapes. This leads to some interesting problems in that it could radically alter the layout and function of electron guns (such as eliminating the need for focus electrodes, etc.). Because of the geometric nature of the optimization, we treat this as an optimal shape design problem.
The optimal shape design problem requires two main parts-a solution to the PDE and a cost functional based on this solution. There are two main components to the mathematics involved in the electron gun-the setup of the static field and the particle pusher. We initiate this study by first simplifying the electron gun problem. To do so, we assume that we are dealing with a gun that has no magnetic components to aid in beam formation. The electric field in the gun is first calculated using Poisson's equations, derived from Maxwell's equations. The electron trajectories are then calculated using the Lorentz force equations.
For statics, the governing equations of the fields are the timeindependent Maxwell's equations given by where is the electric field, is the charge density, and F/m is the permittivity of vacuum. When a magnetic field is induced, there is a magnetic field equation accompanying this equation. However, we assume that the magnetic field is zero. We then define the electric potential (scalar) as so that 
In Fig. 2 , we present a diagram for the classic form of the electron gun that serves as a test bed for these shape optimization studies. This gun, designed at the University of Maryland (included with example files in [5] ), is a simple gun that is radially where is the momentum. Here, is the particle's mass is a scaling factor, is the velocity of the particle, and is the velocity of light. The behavior of the electron gun is simulated via a particle pusher. A particle pusher using a self-consistent approach generally proceeds as follows (assuming no magnetic field). One of the widely used simulation programs for 2-D electron guns is EGUN, created by W. B. Herrmannsfeldt at the Stanford Linear Accelerator Center. EGUN is a finite-difference-based particle pusher that can be used for very complex electron guns. For numerical proof of concept, we use this program to generate the electron gun dynamics. This provides a nice starting point because it allows for analysis that is independent of the actual code so that it relies on "black box" information. This will allow for easy adaptation once the three-dimensional (3-D) particle pusher (Beam Optics Analysis by Calabazas Creek Research, Inc.) is complete. EGUN is an executable DOS based program. The output, a text file, provides a number of useful things, including (but not limited to) six fully traced rays (electron trajectories) with the coordinates and the radial derivative values of each ray at each time step. We denote the th electron trajectory as and the radial derivative of the electron trajectory at as . EGUN also comes with a program, POLYGON, which takes limited information about the gun and creates a boundary file that can be used with EGUN.
Therefore, the remaining issues are defining the free variables for the optimization and a cost functional that will achieve the design goal. POLYGON takes ordered pairs, in part, for input. We can thus treat the cathode as a discrete number of ordered pairs given by
The desired gun will still maintain relative size and scaling in the direction so that the distance between the first point of the focus electrode and the axis remains the same. Thus, the free variables are the values ( , ) of the cathode, where the last point of the cathode is relatively fixed since it is also the first point of the focus electrode. For a graphical depiction of the free variables, see Fig. 3 . POLYGON has the ability to take the new cathode values, along with the fixed boundary points, on each iteration and compose a boundary input file. The objectives of the optimal shape design problem for the electron gun are related to the beam minimum, (see Section II). The engineer usually, as a first step, tries to obtain a specified beam minimum, . Hence, the cost functional that we use takes a user defined desired beam minimum as input. As mentioned above, EGUN can fully trace six electron trajectories throughout the domain. However, the simulation can be run with up to 100 rays (their trajectories are not reported). Let be the total number of electron trajectories. To find the beam minimum, we must track the outermost electron. The beam minimum is then the minimum of the values for the outermost ray. Hence, a cost functional that we could use is However, there are several other aspects to consider. Let denote the value where the beam minimum occurs. It is of practical importance that all of the rays attain their minima in a neighborhood of . In particular, the six rays that are fully tracked must attain their minima in a small neighborhood of . This implies that we must add a term (here ) such as where is the location of the th tracked electron minimum (in the direction), to our cost functional. Finally, we require laminar flow for each ray in a neighborhood of the beam minimum. We do so by assuming that in a neighborhood of the radial derivatives, with respect to time, are close to zero. Therefore, we take values of the radial derivatives around for each tracked ray and require that the sum of these values squared is close to zero. Thus, the cost functional that we choose to minimize in the shape optimization problem is given by (4) We first present some local results. For comparison, we use both the Nelder-Mead and implicit filter algorithms since there is no analytic gradient available. The flowchart for the local minimization is found in Fig. 4 . We now describe each block of the flowchart in detail. Note that increasing the number of points in EGUN for the cathode definition might not necessarily result in a better shape. This is due to the fact that if the points are more than two mesh units apart then EGUN uses a fitting curve to connect the points. Otherwise, EGUN will connect Otherwise, all of the data relevant to the cost functional are stored in arrays. We run the simulation with N r = 9 rays. As mentioned, we can only track six. The rays that we track (from the bottom to the top) are rays 1, 2, 4, 6, 8, and 9.
• Find Cost: We then calculate the value of F (z c ) given by (4) . We take all @ e i (z; r)=@ r values in a neighborhood of z m 6 3 for the cost functional.
• New Cathode: Iterate using some optimization algorithm until convergence criteria are met. In this work, the optimization routines that we employed are outlined in Section IV. These optimization methods include Nelder-Mead, implicit filter, DIRECT, and a hybrid of DIRECT and Nelder-Mead or DIRECT and implicit filter, which attempts to capture the best features of the two.
The electron gun that we have been considering was designed with a spherical cathode. The column labeled Spherical in Table I displays the beam minimum radius , the location where the th tracked ray attains its minimum , and the cost functional value. Notice that the beam minimum is 4.198. Therefore, we can assume that the optimization routine will find a local solution for a specified desired beam radius of given a good initial guess. The cost functional value for the spherical cathode is 210.180 (with ). This higher cost functional value is due to the disparity between the location of the ray local minima and the location of the beam minimum . The dynamics of the particle pusher for the spherical cathode are depicted in Fig. 5(a) . In Fig. 5(b) , we display the initial guess for the optimization problem. Here, we have made a good initial guess (see column labeled Initial Guesses in Table I ) for the five values of the cathode (see Algorithm 3.2). The cost functional value as well as the beam minimum are given in Table I .
The results for Algorithm 3.2 using a Nelder-Mead and implicit filter search algorithms are given in columns 3 and 4 of Table I for . Here, it is clear that the implicit filter routine finds a much better set of parameters. The graphical representation for the implicit filter optimal solution can be found in Fig. 6(a) . If we specify the desired radius of the beam minimum to be , then we expect the cathode to have a different characteristic, given that all other components of the electron gun remain unchanged. Fig. 6(b) is a graphical depiction of the local optimal solution (found via the implicit filter) with and the cathode, indeed, has less curvature than that of the electron gun found with . Columns 6 and 7 represent the beam minima, location of the ray minima, and the functional values for when using Nelder-Mead and implicit filter, respectively, to find the optimal cathode shape. Again, the implicit filter finds a cathode shape that results in a more desirable electron gun.
The local optimization routines are effective so long as the user has a good initial guess. However, ideally one would prefer to design the gun (minus the cathode), input a beam current and desired beam minimum radius and position, and have the optimization routine find the cathode. For our feasibility study, we ignore the beam current requirement; however, it can be added to the cost function for a more complete design. Due to the requirement that our set of admissible boundaries be piecewise continuous and that the gun have a length requirement, there are hard bounds on the cathode locations. Thus, since the information to compute is "black box" and there are constraints on the free variables, DIRECT is a logical choice for optimization. We impose hard bounds of and for each of the five cathode values. We then iterate DIRECT for either 20 or 40 iterations. Upon completion, we use the resulting values for the local minimization routine. The results for a desired beam minimum radius of are given in Table II . We note that DIRECT followed by the Nelder-Mead local search algorithm found cathode shapes resulting in the closest beam minima for both 20 and 40 iterations of DIRECT. However, the lowest cost functional value came after using 40 iterations of DIRECT followed by the implicit filter routine. The graphical representation of the EGUN results using the cathode found via 40 iterations of DIRECT followed by the local implicit filter search is given in Fig. 7(a) .
The results for a desired beam minimum radius of are given in Table III . We see again that the global search followed by the Nelder-Mead algorithm found cathode shapes resulting in the closest beam minima for both 20 and 40 iterations of DIRECT. In fact, in both global optimizations, the implicit filter routine does not move the D20 guess. The lowest cost functional value came after using 20 iterations of DIRECT followed by the Nelder-Mead routine. The results for this optimization methodology (20 DIRECT iterations followed by Nelder-Mead) are displayed in Fig. 7(b) . As in the local optimization, we notice that the cathode displays less curvature than when .
IV. SHAPE OPTIMIZATION
We now seek to formulate the general mathematical description for an optimal shape design problem, detailed explicitly in [4] and [8] , and to describe optimization algorithms that we utilized to obtain its solution. Let denote domains that are admissible to the problem at hand. In other words, each Thus, upon defining a reasonable goal and a cost functional that reflects this goal, we can use numerical optimization to find the optimal domain. For a summary of some of the methods for finding , we refer the interested reader to [4] , [7] , and [8] . In this work, we assume that the designer wishes either to slightly alter a domain from one which is optimal for a relatively close objective function or to put in the bounds of a feasible domain and find a "global" solution from within the defined bounds (a more time consuming task). We describe here the methods by which we will attempt to obtain local and global solutions. It is noted that for many industrially important applications including the electron gun design problem, the discrete nature of variables embedded in these problems coupled with the nonlinear interaction physics give rise to nonsmoothness and nonconvexity in the optimization landscapes. This type of complex optimization landscapes can defeat most gradient based methods such as the Gauss-Newton-type methods [7] . In this work, we employ sampling methods that do not use derivative information, but rather sample the objective function on a stencil or pattern to determine the progress of the iteration. Sampling methods, for the most part, need many iterations to obtain a high-precision result. Therefore, when gradient information is available and the optimization landscapes are relatively smooth, conventional gradient-based algorithms usually perform far better.
In particular, the sampling methods that were employed in this work including the implicit filter and a Nelder-Mead routine to obtain local optimal solutions, and to find a global solution we incorporate the use of the Direct method (also hybrid schemes, Direct followed by the implicit filter or Nelder-Mead).
A. Nelder-Mead Algorithm
The Nelder-Mead algorithm [9] is a simplex based method. Define a cost functional and assume that we have a simplex of points where for each , . Let the minimum of the functional evaluated at the points in this simplex be denoted by and be the point where this minimum occurs (the subscript is the value of the index). Likewise, let the maximum of the functional evaluated at the points in this simplex be denoted by and be the point where this maximum occurs (the subscript is the value of the index). Then, the goal of the algorithm is to find the minimum over the space by modifying the worst point of the simplex. • If f(x) < f(r), replace x max withx.
• Else, replace x max with r. Stopping criteria can be based on a number of things including tolerance between the functional values at each iteration or the total number of iterations.
B. Implicit Filter Method
Implicit filtering is a projection based quasi-Newton optimization technique that uses difference approximations to the gradient [7] . As the optimization progresses, the difference increment decreases so as to filter out the initial oscillations and avoid local minima. Thus, if the cost functional is of the form where is smooth and is noise with low amplitude, then it has been shown that the implicit filter is quite effective. We now discuss, in a simplified manner, the implicit filtering routine. Assume that is the current minimum and that . The iterate starts by creating a stencil about at the current step size . That is, let the dimensional stencil be given by where are the unit vectors. Then, we evaluate at each of the points in the stencil. Let and denote the element of the stencil where the minimum occurs as . If , then we let and set where is a parameter used to assure sufficient decrease (see [1] ) and
Note that if , then we refer to this as stencil failure and reduce . This process repeats until reaches a minimum user defined value.
In essence, implicit filtering is a sampling method that does not use derivatives, but rather sample the objective function on a stencil to determine the progress of the iteration and whether or not to change the size, but not the shape, of the stencil. Nelder-Mead algorithm, on the other hand, is not a stencil-based method (in the sense as described above) since it uses an irregular pattern that changes as the optimization progresses.
C. DIRECT Method
DIRECT is a global optimization routine that does not require a gradient and is based on the Lipschitzian approach [2] , [6] . The main difference is that DIRECT does not require input of the Lipschitz constant. Instead the algorithm considers values between zero and "infinity" for the Lipschitz constant. The name DIRECT stands for DIviding RECTangles and this is pretty indicative of how the method works. We assume that we are minimizing a cost functional over some bounded parameter space . That is, we are trying to find the solution to where and is continuous in at least some region of the global optimum (of the parameter space). Since has hard bounds, we refer to as a hyper-rectangle in . Let denote a set of hyper-rectangles, initially with a single element . Upon calculating the functional value at the center, , of , the first iteration of DIRECT consists of evaluating at points, , , where are the unit vectors in . Then the region is trisected in every direction creating smaller hyperrectangles with centers given by , , and these hyper-rectangles are made elements of . In each subsequent iteration of DIRECT, potentially optimal hyper-rectangles in are identified and divided in a similar fashion. For an in-depth description of the method, we refer the interested reader to [6] . At each iteration, the DIRECT method balances the global and local searches by identifying potential optimal hyper-rectangles based upon not only the functional value of the center but also the size of the hyper-rectangle. We note that the method also normalizes the parameter space to the unit hypercube in the first iteration and uses scaling factors to identify the functional values.
V. CONCLUSION
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