Abstract. We establish quadratic asymptotics for solutions to special Lagrangian equations with supercritical phases in exterior domains. The method is based on an exterior Liouville type result for general fully nonlinear elliptic equations toward constant asymptotics of bounded Hessian, and also certain rotation arguments toward Hessian bound. Our unified approach also leads to quadratic asymptotics for convex solutions to Monge-Ampère equations (previously known), quadratic Hessian equations, and inverse harmonic Hessian equations over exterior domains.
Introduction
In this paper, we establish an exterior Bernstein type result for special Lagrangian equations with supercritical phases: every exterior solution is asymptotic to a quadratic polynomial at infinity. Special Lagrangian equation (1.1) is the potential equation for the minimal Lagrangian or "gradient" graph (x, Du(x)) ⊂ R n × R n , in calibrated geometry [HL78] . When n = 2, the trigonometric equation (1.1) also takes the algebraic form cos Θ ∆u + sin Θ det D 2 u = sin Θ ; while for n = 3, and |Θ| = π or π/2, equation (1.1) is equivalent to ∆u = det D 2 u or σ 2 (D 2 u) = λ 1 λ 2 + λ 2 λ 3 + λ 3 λ 1 = 1 respectively. The phase or Lagrangian angle (n − 2)π/2 is called critical, since the level set {λ ∈ R n | λ satisfying (1.1)} is convex only when |Θ| ≥ (n − 2)π/2 [Y06, Lemma 2.1]. Simple solution sin x 1 e x2 and precious one (x 2 1 + x 2 2 )e x3 − e x3 + e −x3 /4 [W16] to (1.1) with Θ = (n − 2)π/2, n = 2 and n = 3 respectively show that the "critical" phase condition in Theorem 1.1 is indeed necessary. The "entire" Bernstein-Liouville type problem has been well-studied, see for instance [Bo92, Fu98, BCGJ03, Y02, Y06, WY08] .
Corresponding to minimal surface equations over exterior domains, there are the well-known exterior Bernstein type results only in low dimensions [B51] (for n = 2) [Si87] (for 3 ≤ n ≤ 7), which assert that all solutions approach to linear functions asymptotically near infinity. The same linear asymptotics continue to hold in all higher dimensions, if certain necessary conditions such as the boundedness of the gradient of solutions are assumed (cf. [Si87] ). For Monge-Ampère equations in exterior domains, there are exterior Jörgens-Calabi-Pogorelov type results [FMM99] (for n = 2) and [CL03] [BLZ15] (for n ≥ 2), which state that all (convex) solutions are asymptotic to quadratic polynomials near infinity.
Heuristically the plane asymptotic behavior for minimal surfaces in exterior domains (quadratic for special Lagrangian equations and linear for minimal surface systems) is "clear"-seen through the monotonicity formula-once the tangent cone at infinity is flat. But as one tries to employ Allard's ε-regularity to locate the "flat" plane, those approximated planes over larger and larger annuli could potentially keep changing. This difficulty still prevents us from seeing the quadratic asymptotics for solutions to general special Lagrangian equations and linear asymptotics for solutions to minimal surface systems in exterior domains, where entire rigidity results are available, or tangent cones at infinity are flat, for example [Y02, WY08] (except for convex solutions) and [HJW80, Fi80, X03] .
To circumvent the difficulty in proving Theorem 1.1, we take advantage of the fully nonlinear elliptic equation with concavity satisfied by the single potential. The key is to show that the Hessian of the solutions has a finite limit at infinity. Still unlike in the case of minimal surface equation, the gradient of the solution enjoys Moser's Harnack inequality, then the limit of the bounded gradient can be quickly drawn at infinity. Fortunately, the pure second derivatives of the solutions are supersolutions to the linearized elliptic equation, then satisfy Krylov-Safonov's weak Harnack inequality (over annuli) and Evans-Kylov's Hessian estimates. From here, the limit of the Hessian at infinity can be achieved. This is the content of Section 2, where a finer exterior Liouville theorem for general fully nonlinear uniformly elliptic concave equations with bounded Hessian (Theorem 2.1)-along with an exterior Liouville theorem for positive solutions to linear elliptic equations in nondivergence form (Theorem 2.2)-is established.
There is still another hurdle in making all the above work: we need the Hessian of solutions to be bounded and the fully nonlinear concave equation to be uniformly elliptic. This is done via a rotation device developed in [Y02, Y06] ; see the proof of Theorem 1.1 in Section 3.
In passing, we make the following remarks. All solutions to special Lagrangian equation (1.1) with critical phase and with quadratic growth near infinity must have the same quadratic asymptotic behavior, if one combines the a priori gradient and Hessian estimates in [WY09a, WY10, WdY14] 
Exterior Liouville theorems
In this section, we establish the following Liouville type theorem for general fully nonlinear elliptic equations with bounded Hessian in exterior domains.
Theorem 2.1. Let u be a smooth solution of
in the exterior domain R n \B 1 , where n ≥ 3, F is uniformly elliptic with the ellipticity constants λ and Λ, and also, F is either convex, or concave, or the level
Then there exists a unique quadratic polynomial
Furthermore, if F is infinitely smooth, then we have
By symmetry, we discuss only the case that F is concave, which implies that the pure second derivative u ee , for any fixed direction e ∈ ∂B 1 , is a subsolution of the linearized equation F Mij (D 2 u(x))v ij = 0 of (2.1). Before going further, we first collect here some preliminary results, for their proofs one may consult [CC95] and [GT98] .
(1) (Krylov-Safonov's weak Harnack inequality in annulus) Let v be a nonnegative supersolution of a ij (x)v ij = 0 in B (1+3γ)R \B (1−3γ)R , where a ij (x) is uniformly elliptic with the ellipticity constants λ and Λ, and 0 < γ < 1/3 is a constant. Then
where δ = δ(n, λ, Λ) > 0 and C = C(n, λ, Λ, γ) > 0.
(2) (Evans-Krylov estimate) Let u be a solution of (2.1) and u ee be its pure second derivative in any fixed direction e ∈ ∂B 1 . Then there exist C = C(n, λ, Λ) > 0 and α = α(n, λ, Λ) > 0, such that osc
for any 0 < r < R and any B R (z) ⊂ R n \B 1 .
2.1. Limit of the Hessian. The key step toward Theorem 2.1 is the following lemma.
Lemma 2.1. Let u be as in Theorem 2.1. Then there exists a symmetric matrix A such that
To prove this, we need only to show that, for any fixed e ∈ ∂B 1 , the pure second derivative u ee tends to some constant number at infinity. If it were not, we would havew − w =: 5d > 0. Clearly, for any 0 < ε < d, there exists a large constant R = R(ε) > 1 such that w − ε ≤ w(x) ≤w + ε for all x ∈ B C R/2 , and also there exists a sequence of x k in B C R/2 , tending to ∞, such that w(x k ) ≤ w + ε for all k ∈ Z + . Then there exists a pointx on the sphere ∂B |x| for at least one x ∈ {x k }, such that w(x) ≥w − ε.
Otherwise, as a subsolution, w <w − ε on the spheres ∂B |x k | for all k ∈ Z + , by comparison principle, we would have w(x) <w − ε for all x ∈ B C |x 1 | , which leads tō w <w − ε, a contradiction.
Applying the Evans-Krylov estimate to w = u ee in B |x|−1 (x), we obtain osc
Employing the weak Harnack inequality to the nonnegative supersolution v(x) = w + ε − w(x) in the annulus B (1+3γ)|x| \B (1−3γ)|x| , we obtain
Then 3d ≤ 2Cε, where C is independent of ε. Letting ε → 0, we get d = 0, a contradiction.
Finer asymptotic behavior.
Once the second order derivatives of u in Theorem 2.1 have limits at infinity, we can get the asymptotic behavior for all other order derivatives of u. To this end, we first note that auxiliary functions |x| −n , and |x| −1/2 as well as |x| 2−n − |x| 2−n−ε are indeed subsolution and supersolutions, respectively, to the linearized equations of F (D 2 u) = 0, which now are close to constant coefficient ones, say the Laplace equation, near infinity.
Next we prove an exterior Liouville theorem for positive solutions to linear elliptic equations in nondivergence form.
Furthermore, if we have in addition
for some positive constants C and α, then
Proof. Without loss of generality and for simplicity of notations, we assume that a ij ∞ = δ ij and, say |a ij (x) − δ ij | ≤ 1/4 for |x| ≥ 1. Note also that the constants C's in the following steps might be different from line to line.
Step 1. We prove lim We first prove that v < +∞. Otherwise, we would have
(2.5)
Relying on the equation a ij (x)w ij = 0, let us take this solution v(x) and supersolution ξ(x) = 2|x| −1/2 − 1 to bound subsolution η(x) = |x| −n . For any ε > 0, according to (2.5), there exists R ε > 16 such that εv(x) > 2 for all x with |x| ≥ R ε . Then η ≤ ξ + εv on ∂B Rε ∪ ∂B 1 . By the comparison principle, we obtain η ≤ ξ + εv in B Rε \ B 1 . In particular, at x * = (16, 0, ..., 0),
Letting ε → 0+, we get 0 ≤ −1/2, a contradiction. Now we prove thatv ≤ v. For any ε > 0, there exists R ε > 0 such that
such that 2R ε ≤ r k = |x k | → +∞, r k < r k+1 and v(x k ) ≤ 2ε. Applying the Krylov-Safonov's Harnack inequality to v, we obtain v(x) ≤ C v(x k ) ≤ 2Cε for all x ∈ ∂B r k and all k ∈ Z + . By the comparison principle, we have v(x) ≤ 2Cε for all x ∈ B C r1 . By letting |x| → ∞ and taking limit superior, we getv − v + ε ≤ 2Cε for any ε > 0. Letting ε → 0, we obtainv ≤ v.
Therefore, v(x) tends to some finite constant v ∞ as |x| → ∞.
To obtain the finer asymptotic behavior (2.2) and (2.4), we follow the arguments of [GS56, in the rest of the proof.
Step 2. Let δ = min {δ/2, (n − 2)/2}. Consider the supersolution φ(x) = |x| 2−n+ δ to a ij (x)φ ij = 0 inB
. Since, for any ε > 0, there exists R ε > 1, depending on ε and v, such that
Rε , we conclude that there exists C > 0, depending on v, but independent of ε, such that
Applying the comparison principle, we get
By letting first R → +∞ and then ε → 0+, we deduce that
In summary, the assertion (2.2) is proved.
Step 3. In light of the Hölder continuity condition (2.3) for the coefficient a ij (x) at infinity, as noted in the beginning, function φ(x) = |x| 2−n − |x|
By taking φ in place of φ and following the same lines as in Step 2, we conclude that
Rα , the optimal asymptotic behavior (2.4). This finishes the proof of the lemma.
Proof. In virtue of Theorem 2.2, we need only to show that v is bounded at least on one side. We show this by contradiction and by following the same way as in the first part of the proof of [GS56, Theorem 4]. Indeed, if v were unbounded on both sides, there would exist a sequence {x k } ∞ k=1 , such that 1 < |x k | < |x k+1 | → +∞ and v(x k ) = 0 for all k ∈ Z + . Then, it follows from |Dv(x)| ≤ C/|x| (for all x ∈ B C 1 ) that, for any k ∈ Z + and any x ∈ ∂B |x k | , we have
where the integration path γ is the minor arc connecting x k and x in the great circle of the sphere ∂B |x k | . By the maximum principle, we thus conclude that
, contradicts the unboundedness assumption.
Remark 2.1. Corollary 2.1 is slightly different from [GS56, Theorem 4] which only asserts that the limit lim |x|→∞ v(x) exists, but does not state that the limit can not be infinity. We also note that [Se65, Lemma 11] says that, for solution to the linear elliptic equation in divergence form on the exterior domain, if the limit exists and the dimension n ≥ 3, then the limit must be finite. This result does not need the coefficient a ij (x) converges, that is "close to the Laplacian", but needs the divergence structure of the equation. For nondivergence equations, if the coefficient a ij (x) does not converge, there are counterexamples for the finiteness of the limit; for example, function v(x) = log |x| satisfies the nondivergence uniformly elliptic equation
nor its linearized equations have divergence structure for n ≥ 3. Now we proceed with the proof of Theorem 2.1. Note that the constants C > 0 appeared in the following proof might be different from line to line.
Proof of Theorem 2.1. Step 1. Let
where A comes from Lemma 2.1 and satisfies F (A) = 0. Then we have
and
for all e ∈ ∂B 1 , wherē
are uniformly elliptic with the corresponding ellipticity constants depending only on n, λ and Λ.
It is clear that
according to Lemma 2.1. Thus, by assuming without loss of generality that a ij ∞ = δ ij , we have the supersolution
for some large R 0 > 1. Since, for any e ∈ ∂B 1 , a ij (v ee ) ij ≥ 0 and v ee (x) → 0 (|x| → ∞), (2.8)
we can use ϕ as a barrier function, as in
Step 2 of the proof of Theorem 2.2, to conclude that
for some constant C > 0. Let λ max (M ) and λ min (M ) denote the maximal and minimal eigenvalue of the matrix M , respectively. Then we have
On the other hand, sinceā ij (x)v ij = 0 andā ij (x) is uniformly elliptic, we get
Hence we conclude that
which in turn implies
is a supersolution of a ij (x)w ij = 0 inB C R0 for some other large R 0 > 1. Recalling (2.8) and using ϕ as a barrier function, as in Step 2 or rather Step 3 of the proof of Theorem 2.2, we conclude that
Repeating the argument above, we get
and hence
Step 2. We follow the argument in [CL03, p. 567] to capture the linear and constant terms in the asymptotic quadratic polynomial Q(x) for the solution u(x).
For any e ∈ ∂B 1 , it follows from (2.9) that
Since a ij (v e ) ij = 0, by (2.11) and Corollary 2.1, we conclude that there exists a constant b e such that v e (x) = b e + O(|x| 2−n ) (|x| → ∞).
Sinceā ijv ij =ā ij v ij = 0, by (2.10) and Corollary 2.1, we thus deduce that there exists a constant c such that
Step 3. For any fixed x with |x| sufficiently large, let
where
By the Evans-Krylov estimate (fully nonlinear Schauder estimate) and the Schauder estimate, we have
Step 4. The uniqueness of the quadratic polynomial Q(x) can be traced from the above argument. Another way is the following. Given the asymptotic behavior of u(x) to Q(x) near infinity, the difference between any two quadratic asymptotics of the solution u(x) is zero at infinity, in turn, they must be the same.
3. Proof of Theorem 1.1
As in [Y06, Y02] , we first make a transformation of the solution, or a U (n) rotation of the ambient space C n = R n × R n ⊃ {(x, Du(x))}, so that the Hessian of the new potential function is bounded. By symmetry, we only consider the case Θ > (n−2)π/2. Let n i=1 θ i = (n−2)π/2+nϑ with θ i = arctan λ i and ϑ ∈ (0, π/n).
The first inequality follows from (n − 2)π/2 + nϑ < θ i + (n − 1)π/2, and it enables us to extend u smoothly overΩ such that
We rotate the (x, y) ∈ R n × R n coordinate system to ( x, y) by ϑ, z = e − √ −1ϑ z, namely x = cx + sy and y = −sx + cy with (c, s) = (cos ϑ, sin ϑ). Then (x, Du(x)) has a new parametrization
By the convexity of u(x) + cot ϑ |x| 2 /2 from (3.1), we have the distance increasing property
We deduce that x → x is a diffeomorphism from R n to R n and Ω = x(Ω) is a bounded domain (for more details, see
Step 1 of proofs for Theorem 4.2 and Theorem 4.3).
Next we define the new potential
where we integrated by parts for the last equality. Note that the above two equivalent integrals are well-defined for diffeomorphism x → x = cx + sDu(x). It follows that D u( x) = y = −sx + cDu(x), and by the chain rule
3.1. Proof of Theorem 1.1 (n ≥ 3).
Step 1. Now that u satisfies a uniformly elliptic fully nonlinear equation, which is also concave by the convexity observation of the level set {λ ∈ R n | λ satisfying (1.1) with Θ = (n − 2)π/2}
[Y06, Lemma 2.1]. Applying Theorem 2.1 or Lemma 2.1 to u, we obtain
for some constant symmetric matrix A.
Step 2. We claim that λ i ( A) < cot ϑ, for all i = 1, 2, ..., n. Otherwise, by rotating the x-space to make A diagonal, we may assume that A 11 = cot ϑ. Then the rotated graph {( x, D u( x))} would have the asymptote
in {( x 1 , y 1 )} ∩ R n \¯ Ω, according to the asymptotic behavior of D u by Theorem 2.1 (see also (2.12)). Thus we infer that
which states that R n \Ω is bounded in the x 1 -direction (geometrically, this also means that, by rotating back to the original (x 1 , y 1 )-space, the "gradient" graph {(x, Du(x))} would be inside a vertical strip of width O(1) around the vertical y 1 -axis), a contradiction.
It follows from the above claim that the matrix cos ϑ I − sin ϑ A is invertible. By the explicit formula
resulting from (3.2), we conclude that
and hence the original equation (1.1) is also uniformly elliptic. Applying Theorem 2.1 to u, we complete the proof of (1.2).
Proof of Theorem 1.1 (n = 2).
Step 1. By rotation (3.2), we have a harmonic function u satisfying ∆ u = 0 and |D 2 u| ≤ C(Θ) in R 2 \¯ Ω.
has linear growth at infinity. By the Laurent expansion, we obtain
for all large z. Since Re a −1 z −1 dz = Re(a −1 log z), as a part of u, is well defined in an exterior domain, we see that a −1 must be a real number. Thus we have
Since the Laurent series (3.7) for holomorphic function h(z) is allowed to be taken derivatives term by term, it follows from (3.8) that
Step 2. By (3.8) and the same strip argument in the proof of (3.5), we deduce that |λ i ( A)| < cot ϑ for i = 1, 2, where ϑ = Θ/2. Thus the matrix cos ϑ I − sin ϑ A is invertible. Recall (c, s) = (cos ϑ, sin ϑ). By the explicit formula (3.6), we obtain
where in the last equality we used the inequality C| x| ≥ |x| resulting from the distance increasing inequality (3.3). Substituting the asymptotic behavior (3.8) of D u into the inverse rotation formula of (3.2), we get
It follows from (3.11a) that
Plugging (3.12) into (3.11b), we obtain
where we used with θ * i = arctan λ i (A) for i = 1, 2. Finally, by integrating (3.13) term by term, we get
Step 3. To calculate the coefficient a −1 for the logarithmic term We have
where E R = x ∈ R 2 | x T (I + A 2 )x < R 2 and (C, S) = (cos Θ, sin Θ). In view of the asymptotic behaviors (3.10) and (3.13), we get
Letting R go to ∞, we obtain
We still have to verify the appearance of the 2πa −1 term in (3.16). Instead of going through the direct, but tricky and long calculation for the corresponding boundary integral, we use divergence theorem. Without loss of generality, we assume A is diagonal with eigenvalues (µ 1 , µ 2 ). From the equation arctan µ 1 + arctan µ 2 = Θ, it follows that cos Θ ∆Γ + sin Θ (Q 22 Γ 11 − 2Q 12 Γ 12 + Q 11 Γ 22 )
Step 4. For any fixed x with |x| sufficiently large, let
By the Nirenberg estimate (two dimensional fully nonlinear Schauder estimate) and the Schauder estimate, we have
Step 5. The uniqueness of the quadratic polynomial Q(x) is proved in the same way as in Step 4 in the proof of Theorem 2.1.
Remark 3.1. Once we reach a fast enough rate for the Hessian of the solution approaching its limit at infinity, we can reveal the asymptotics of the solution through linearized equations. By the asymptotic behavior (3.10) of D 2 u, we set
where F is the one given in (3.18) and a
it follows that
From the Newtonian representation of v(x) as in [CL03, p. 569], we deduce that
for some b ∈ R n and c, d ∈ R. (ii) Another way is to consider the algebraic form of the special Lagrangian equation (3.15). It follows from (3.10) and the expansion formula of the determinant that tr
where M = cos Θ I + sin Θ (det A)A −1 . Because of (the "conformality")
we obtain the same linearized equation and the same logarithmic term log
Note that, when Θ = π/2, the special Lagrangian equation (3.15) becomes the Monge-Ampère equation det D 2 u = 1. We have M = A −1 and hence the logarithmic term log x T Ax, which is as same as the one given in [CL03, Theorem 1.2] (see also Theorem 4.1).
Remark 3.2. Via the rotation argument in Step 1, we actually have a harmonic representation of the potential u to two dimensional special Lagrangian equations, which in turn, also leads to the asymptotics of the solution.
Since x = (cos ϑ I + sin ϑ A)x + O(1) via the asymptotic behavior (3.13) of Du (the rough version is enough), we obtain
On the other hand, since x = (cI − s A) x + O(1) via (3.11a), and A = (sI + c A)(cI − s A) −1 , by the definition (3.9) of A, it is not hard to verify that the highest degree term of
is exactly x T Ax. Thus we conclude also that 
for all k ∈ N, and when n = 2,
for all k ∈ N, where
Case n = 2 was treated earlier in 1999 by Ferrer, Martínez and Milán [FMM99] using complex analysis method. The method in [CL03] is, to deduce first that the solution is close to a quadratic polynomial with a sub-quadratic error, by using Caffarelli's theory on Monge-Ampère equation, and then to obtain the Hölder closedness at infinity of the Hessian to some constant matrix, by estimates of Pogorelov, Evans-Krylov, and Schauder.
We remark that, by extending the solution u inside Ω such that the new u is smooth and convex in R n , and then invoking the Pogorelov estimate (see [P78, pp. 73-76] or [GT98, pp. 467-471]), we deduce that
which also implies that the equation is uniformly elliptic. Applying Theorem 2.1, we have a new proof of the above exterior Jörgens-Calabi-Pogorelov type result for the Monge-Ampère equation when n ≥ 3. Our argument for Theorem 1.1 (n = 2) gives yet another proof of Theorem 4.1 (n = 2), as the Monge-Ampère equation now is equivalent to the special Lagrangian equation (1.1) with Θ = π/2.
In 2010, Chang and the third author [CY10] proved an entire Liouville theorem for the quadratic Hessian equation, which asserts that every convex solution must be quadratic. The argument is to make a Legenre-Lewy transformation of the solution to a new solution of a new uniformly elliptic and convex equation with bounded Hessian from both sides, so that Evans-Krylov-Safonov theory applies. Combining this idea with our exterior Liouville Theorem 2.1 for general fully nonlinear elliptic and convex equations, we obtain the following exterior Liouville theorem for the quadratic Hessian equation. 
for any fixed δ > 0. Then there exists a unique quadratic polynomial Q(x) such that
Proof.
Step 1. As in [CY10] , we make a Legendre-Lewy transformation of the solution to a solution of a new uniformly elliptic and convex equation with bounded Hessian from both sides. Write K = 2/(n(n − 1)) and let w(x) = u(x) + K|x| 2 /2 for all x ∈ R n \Ω. Then D 2 w > δI in R n \Ω. By assuming ∂Ω is smooth and extending u smoothly to R n such that D 2 w > δI in R n , we have the distance increasing property
for all x, x ⋆ ∈ R n . Thus x → y = Dw(x) is globally injective. Because the Jacobian of the map det D x y = det D 2 w(x) = 0, the closed map Dw(x) is also open. Therefore, Dw(x) is surjective, Dw(R n ) = R n , Dw(Ω) =: Ω is a bounded domain, and hence y → x, R n → R n is also bijective.
Consider the Legendre transformw(y) of w(x) given byw(y) = x(y)·y −w(x(y)). We have x = Dw(y) and D 2w (y) = (D 2 w(x)) −1 . It follows that the function u(y) = −w(y) satisfies
for all y ∈ R n and
As proved in [CY10, pp. 661-663], we have (i) the level set Σ = λ | g( λ) = 1 is convex; (ii) the normal vector Dg of the level set Σ is uniformly inside the positive cone Γ + = λ λ i > 0 for all i = 1, 2, ..., n provided λ i ∈ (−δ −1 , 0) for all i = 1, 2, ..., n. Thus u(y) satisfies a uniformly elliptic equation with convexity.
Step 2. In view of (4.3) and applying Theorem 2.1, we obtain
as |y| → ∞, for all k ∈ N. In particular,
as |y| → ∞. By the strip argument described in the proof of (3.5) in Subsection 3.1, we see that λ i ( A) < 0 for all i = 1, 2, ..., n. (Otherwise, R n \ Ω is bounded in x i0 -direction for some i 0 , a contradiction.) Thus the matrix A is invertible. Therefore
as |x| → ∞, and |D 2 u(x)| ≤ C for all x ∈ Ω C , which implies that the original quadratic Hessian equation σ 2 (λ) = 1 is uniformly elliptic in D 2 u(Ω C ). Since the level set {λ | σ 2 (λ) = 1} is originally convex, by applying Theorem 2.1 again, we thus complete the proof of Theorem 4.2.
In 1960, Flanders [Fl60] established an entire Liouville theorem for the inverse harmonic Hessian equation
which says that every smooth convex solution u of (4.4) in the whole space R n must be a quadratic polynomial. As an application of the same idea in establishing our main Theorem 1.1, we obtain the following exterior Liouville theorem for inverse harmonic Hessian equations. Theorem 4.3. Let u be a smooth convex solution of the inverse harmonic Hessian equation (4.4) in the exterior domain R n \Ω. Then there exists a unique quadratic polynomial Q(x) such that when n ≥ 3,
Proof. We first make a Legendre transform of the solution u to a new solutionū to the Laplace equation with D 2ū being bounded from both sides. From the equation (4.4), it is clear that D 2 u > I inΩ C . By assuming ∂Ω is smooth and extending u smoothly to R n such that D 2 u > I in R n , we have the distance increasing property By the strip argument, as described in the proof of (3.5) in Subsection 3.1, we see that the matrixĀ is invertible. Hence as |x| → ∞, and |D 2 u(x)| ≤ C, for all x ∈ Ω C .
Applying Theorem 2.1 again, we finally obtain u(x) = Q(x) + O k (|x| 2−n ) as |x| → ∞ for all k ∈ N.
Remark 4.1. Another way to reach the above asymptotic behavior (4.5) is to adopt a similar, but simpler (without logarithmic term) substitution procedure as in the proof of (1.3) in Subsection 3.2. Indeed, by substituting
we obtain (4.5). Noting that (4.7) reads D x y = D 2 u(x) = A + O k (|x| −n ), by the chain rule we see that the asymptotic behavior O k (|x| 2−n ) for any k is also preserved.
Case n = 2. Now we are exactly in a similar situation as in Subsection 3.2 for the proof of (1.3) of Theorem 1.1 (n = 2). Repeating the complex analysis argument of Step 1, the similar, but simpler notation-wise rotation argument of Step 2 (the Legendre transform is just a π/2-U (n) rotation followed by a conjugation, namely, (3.4) with (c, s) = (0, 1)), the same divergence argument of Step 3, and the same Schauder argument of Step 4 in Subsection 3.2, we conclude that , (4.6) follows. Note that one can also proceed as in Remark 3.1 or Remark 3.2 to obtain (4.6).
