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SEMICROSSED PRODUCTS OF C∗-ALGEBRAS
AND THEIR C∗-ENVELOPES
EVGENIOS T.A. KAKARIADIS
Abstract. Let C be a C∗-algebra and α : C → C a unital ∗- endomor-
phism. There is a natural way to construct operator algebras which are
called semicrossed products, using a convolution induced by the action
of α on C. We show that the C∗-envelope of a semicrossed product is
(a full corner of) a crossed product. As a consequence, we get that,
when α is ∗-injective, the semicrossed products are completely isomet-
rically isomorphic and share the same C∗-envelope, the crossed product
C∞ ⋊α∞ Z.
We show that minimality of the dynamical system (C, α) is equiva-
lent to non-existence of non-trivial Fourier invariant ideals in the C∗-
envelope. We get sharper results for commutative dynamical systems.
1. Introduction and preliminaries
The purpose of this paper is to give a clear picture of how non-selfadjoint
operator algebras arise by a dynamical system consisting of a C∗-algebra and
a ∗-homomorphism, i.e. a semicrossed product. Our examination focusses
on finding the C∗-envelope of the semicrossed products subject to a covari-
ance relation, for which we give a full answer in every possible case. We see
the C∗-envelope as the appropriate candidate for a C∗-algebra that inherits
some of the properties of the dynamical system has and we show how this
is justified for commutative systems. For completeness we have included
in Section 4 an application of the joint work [26] with Elias Katsoulis. We
prove some of the results of [26] needed here, in an ad-hoc manner, avoiding
using the language of C∗-correspondences, hence preserving self-containment
of the paper. (The careful reader will notice though that the current paper
and [26] were conducted in parallel.)
Given a dynamical system (C, α) there are various ways of considering
universal C∗-algebras over collections of pairs (π, V ), so that (H,π) is a
representation of C, V an operator in B(H) and “a covariance relation”
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holds. Some of the forms the covariance relation may have are
(1) π(α(c)) = V ∗π(c)V, (“implements”)
(2) V π(α(c)) = π(c)V, (“intertwines”)
(3) V π(α(c))V ∗ = π(c), (“undoes”)
and some possible choices for V is to be a contraction, an isometry, a co-
isometry or a unitary∗. For example, when α is a ∗-automorphism and V is
considered a unitary, then all three relations are equivalent and the universal
C∗-algebra is nothing else but the usual crossed product C⋊αZ. Also, when
C is unital, α is injective and we consider relation (1) for co-isometries V ,
then we get the crossed product by an endomorphism of Stacey [41] (we
assume that α is non-unital in that case, otherwise relation (1) would force
π to be chosen non-degenerate, hence V to be unitary). Moreover, it seems
that some relations are absurd; for example relation (1) cannot hold for
arbitrary contractions, since this would imply that
V π(x∗)V ∗V π(x)V ∗ = π(α(x∗))π(α(x)) = π(α(x∗x)) = V π(x∗x)V ∗,
for all x ∈ C, which triggers more assumptions on V . Indeed, for x = eC , i.e.
the identity of C, we obtain that V π(eC)V
∗ is a projection that commutes
with π(C) (note that we do not know a priori that π is non-degenerate).
It is clear that when V is a co-isometry then [(1) ⇒ (2) ⇒ (3)], whereas
when V is an isometry the reverse implications hold. Hence, we can say
that relation (2) is the linking condition; for this reason we choose relation
(2) to play the role of the covariance relation throughout this paper. Going
even further we examine the “adjoint” of this relation, i.e.
(2)# π(α(c))V = V π(c), (“intertwines”) .
A semicrossed product is a universal non-selfadjoint operator algebra rel-
ative to covariant pairs (π, V ) that satisfy (2) or (2)# (see Definition 2.1),
and has been under investigation by various authors [1, 3, 5, 9, 12, 18, 31],
starting with the work of Arveson [3] in the late sixties. They are a rather
powerful tool used for the investigation of the dynamical system as they pro-
vide a complete invariant for outer conjugacy in various cases [11, 12, 13].
Many times, the authors make assumptions such as, commutativity of C, or
injectivity of α. In the same direction with [25], the main objective of this
paper is to identify the C∗-envelope of the semicrossed products (i.e. the
smaller C∗-cover) in the general case. Towards this we prove that the C∗-
envelope of any semicrossed product is (a full corner of) a crossed product.
Moreover, we show that when α is injective, then the C∗-envelope is the
usual crossed product that arises from the direct limit dynamical system
(C∞, α∞) of Stacey [41]. These extend the results of Peters [37], whose
work was our initial point.
∗ The presentation we give here follows the list presented by M. Lamoureux in his talk
in GPOTS (1999), and I thank A. Katavolos for bringing this to my attention.
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Likewise to the multiple choices for a semicrossed product, there is a vari-
ety of C*-algebra crossed products by endomorphisms introduced as possible
generalizations of the crossed product, initiated by the work of Cuntz [8]
(for example see [7, 17, 26, 29, 30, 34, 35, 41]). Notable examples are
Stacey’s crossed product C⋊1αN [41, Definition 3.1], Exel’s crossed product
C ⋊α,L N [17, Definition 3.7] and U(C, α) [17, Definitions 4.4]. Moreover, a
connection between Stacey’s and Exel’s crossed products was established by
an Huef and Raeburn [21, 22], after the present paper appeared in public as
a preprint (see also [27]). Unlikely to [17] we do not assume the existence
of a transfer operator, as we wanted to keep low on the assumptions that
determine the classes of the representations we examine. Moreover, in many
of the above cases the dynamical systems are non-unital, which case is not
examined here. Nevertheless, in our unital case there is indeed a connec-
tion between C⋊1αN, U(C, α) and the C
∗-envelope of a semicrossed product,
as shown in Remark 3.9. In addition, we remark that generalized crossed
products appear as enveloping C∗-algebras relative to C∗-representations,
whereas the first objective of this paper is to identify the C∗-envelope of
enveloping non-selfadjoint operator algebras relative to contractive repre-
sentations of non-involutive Banach algebras (see also the remarks at the
end of this Section).
Adding to the literature of the generalized C∗-crossed product, we propose
the C∗-envelope as one more possible candidate of a C∗-algebra connected
to a dynamical system. There is a great number of results showing that the
usual crossed product captures some of the properties of an automorphic dy-
namical system. Since the C∗-envelope is (a full corner of) a crossed product
it seems reasonable to try and “pull back” these results to non-surjective dy-
namical systems. Towards this, we obtain results concerning minimality. In
particular, for the commutative case, we prove that minimality of the C∗-
envelope is equivalent to the compact Hausdorff space being infinite and the
dynamical system being minimal. As a consequence, one gets that all the
ideals in any C∗-cover of the semicrossed product are boundary with respect
to the semicrossed product.
Structure of the paper. In section 2 we give the main definitions for the
operator algebras that we call the semicrossed products of (C, α), by using
left (resp. right) covariant pairs. Also, we develop an argument of duality
that enables us to examine just the left or the right case. Thus can drop
down to four operator algebras A(C, α, contr)l, A(C, α, is)l, A(C, α, co-is)l and
A(C, α,un)l.
In Section 3 we show that A(C, α, co-is)l and A(C, α,un)l are completely
isometrically isomorphic and that their C∗-envelope is a crossed product.
We mention that the semicrossed product A(C, α, is)l is Peters’ semicrossed
product introduced in [36]. In that paper the author was asking about the
case of the right covariance relation; this is exactly the semicrossed product
A(C, α, is)r that is explored here. Theorem 3.6 generalizes [37, Theorem 4].
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In Section 4 we examine A(C, α, contr)l and A(C, α, is)l which are com-
pletelly isometrically isomorphic. In a joint work with Elias Katsoulis [26]
we have shown that the C∗-envelope of A(C, α, is)l is a full corner of a crossed
product, using the language of C∗-correspondences. Here, we give the proof
by using ad-hoc versions of the arguments of [26] that preserves the self-
containment of this paper.
In Section 5 we present some remarks that arise naturally from the work
of the previous two sections. For example we show that the semicrossed
products we construct with respect to left covariant pairs are completely iso-
metrically isomorphic (in a natural way) if and only if the ∗-endomorphism
α is injective.
In Section 6 we show that the C∗-envelope has no Fourier-invariant ideals
(see Definition 6.3) if and only if the dynamical system is minimal (see Defi-
nition 6.1). In this case, all four semicrossed products are completely isomet-
rically isomorphic and their C∗-envelope is the crossed product C∞ ⋊α∞ Z.
Moreover, when C is a commutative C∗-algebra C(X) over a compact Hau-
dorff space X, the C∗-envelope is simple if, and only if, the dynamical system
is minimal and X is infinite.
Finally we mention that all the dynamical systems (C, α) are considered
unital, meaning that C has a unit e and α(e) = e. Therefore, the operator al-
gebras examined here are always unital. Analogous results may be obtained
(with similar methods) for non-unital cases, when the homomorphism α is
non-degenerate.
Notation. In what follows Z+ = {0, 1, 2, . . . } and we use the symbol s
(resp. u) for the unilateral (resp. bilateral) shift on ℓ2(Z+) (resp. ℓ
2(Z)),
given by s(en) = en+1 (resp. u(en) = en+1). Before we begin, we present
some basic constructions that are associated to a pair (C, α).
For such a pair we can define the radical ideal Rα = ∪n kerαn; it is
immediate that an element c ∈ C is in Rα if, and only if, limn α
n(c) = 0.
Thus α(Rα) ⊆ Rα, α
−1(Rα) = Rα and an injective ∗-homomorphism is
defined by
α˙ : C/Rα → C/Rα : c+Rα 7→ α(c) +Rα.
Note that Rα = (0) if, and only if, α is injective.
There is a well known direct limit process introduced by Stacey [41] that
associates an automorphic system (C∞, α∞) to any pair (C, α), defined by
C
α
//
α

C
α
//
α

C
α
//
α

· · · // C∞
α∞

C
α
// C
α
// C
α
// · · · // C∞
It is easy to see that α∞ is always a ∗-automorphism. However C is not
always embedded in C∞, thus α∞ does not always extend α. Indeed, if
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ιn : Cn → C∞ are the induced ∗-homomorphisms, then ker ιn = Rα; thus
C/Rα embeds in C∞ and α∞ extends α˙.
Note that the direct limit C∞ may be the trivial C
∗-algebra C (for example
let (C, α) be as in Remark 1.1 below). Nevertheless, when α : C → C is
injective, then Rα = (0) and the pair (C∞, α∞) is indeed an extension of
(C, α).
Remark 1.1. There are cases where the ideal Rα may be “too large”, in
the sense that C/Rα ≃ C. For example, let X = R
+ ∪ {+∞} be the one-
point compactification of R+ and let C = C(X). Then C is the unitization
of C0(R
+). Define the map φ : X → X, by φ(x) = x+1 and φ(∞) =∞ and
consider the ∗-homomorphism α : C → C given by α(f) = f ◦ φ.
We will also need the construction of the enveloping operator algebra of
a unital Banach algebra (see [6, 2.4.6 and 2.4.7]). In a few words, let B be
a unital Banach algebra and let F be a collection of (possibly degenerate)
contractive representations (Hpi, π) of B, where Hpi is a Hilbert space with
dimension less or equal to an ordinal β, such that βℵ0 = β. For any integer
ν ≥ 1 and [Fij ] ∈ Mν(B), let the seminorms
ων([Fij ]) = sup
{
‖[π(Fij)]‖Mν(B(Hpi)) : (Hpi, π) ∈ F
}
.
If N = kerω1, then we can define the induced ν-norms on the quotient B/N ;
we let ‖F +N‖∞ := ω1(F ). The enveloping operator algebra A(B,F) of B
with respect to the collection F , is the completion of the quotient B/N with
respect to the norm ‖·‖∞, and has the following (universal) property: there
is a unital completely contractive homomorphism ι : B → A(B,F), whose
range is dense, such that for any contractive representation (Hpi, π) ∈ F
there exists a (necessarily unique) completely contractive homomorphism
π˜ : A(B,F)→ B(Hpi) such that π˜ ◦ ι = π (for details see [27, Section 1.2]).
In order to construct the operator algebras that we will call semicrossed
products of (C, α), we first define the following ℓ1-Banach algebras. Note
that this is the (non-selfadjoint) analogue of the procedure that produces
the usual C∗-crossed product. First we equip the linear space c00(Z+) ⊙ C
(the algebraic tensor product of linear spaces) with the left multiplication
(δn ⊗ c) ∗l (δm ⊗ y) = δn+m ⊗ (a
m(c) · y),
and we denote by ℓ1(Z+, C, α)l the Banach algebra that is obtained by com-
pleting with respect to the | · |1-norm∣∣∣∣∣
k∑
n=0
δn ⊗ cn
∣∣∣∣∣
1
=
k∑
n=0
‖cn‖C .
In an analogous way, we equip the linear space C ⊙ c00(Z+) with the right
multiplication
(c⊗ δn) ∗r (y ⊗ δm) = (c · a
n(y))⊗ δn+m,
and we denote by ℓ1(Z+, C, α)r the Banach algebra obtained.
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Note that ℓ1(Z+, C, α)l and ℓ
1(Z+, C, α)r are isometrically isomorphic as
Banach spaces but not as Banach algebras. Also, if e is the unit of C then
δ0 ⊗ e is the unit for both algebras.
As we will see in Definition 2.1, the semicrossed products of a pair (C, α)
are the enveloping operator algebras of the ℓ1-Banach algebras ℓ1(Z+, C, α)l
and ℓ1(Z+, C, α)r, with respect to various collections of contractive repre-
sentations.
We use the following notation concerning crossed products (see, for exam-
ple, [42]). Let α : C → C be a ∗-isomorphism of the C∗-algebra C and fix a
faithful representation (H0, π) of C. For the Hilbert spaceH = H0⊗ℓ
2(Z), we
define π̂ : C → B(H), so that π̂(c) = diag{π(αn(c)) : n ∈ Z} and U = 1H0⊗u,
where u is the forward bilateral shift on ℓ2(Z), such that π̂(c)U = Uπ̂(α(c)),
for all c ∈ C. The representation (U × π̂) of the crossed product C ⋊α Z
that integrates the pair (π̂, U) is called the left regular representation. Anal-
ogously, the representation (π̂×U∗) that integrates the pair (π̂, U∗) is called
the right regular representation. It is known that the C∗-algebras that are
generated by the ranges of (U × π̂) and (π̂ × U∗) are both ∗-isomorphic to
the crossed product C ⋊α Z.
Finally, recall that a C∗-algebra C is said to be a C∗-cover for an operator
algebra A, provided that there is a completely isometric homomorphism
ι : A → C and ι(A) generates C as a C∗-algebra, i.e. C = C∗(ι(A)). An
ideal J ⊆ C, with the property that the restriction of the natural projection
C→ C/J on A is a complete isometry, is called a boundary ideal. The Sˇilov
ideal JA of A in C is the largest boundary ideal and the C
∗-envelope C∗
env
(A)
of A is then the quotient C/JA. An equivalent way to define the C
∗-envelope
of an operator algebra is through the following universal property: for any
C∗-cover (C, ι) of A there is a ∗-epimorphism Φ: C → C∗env(A), such that
Φ(ι(a)) = a for any a ∈ A.
The existence of the C∗-envelope was initiated by Arveson in late 60’s.
Hamana [19] gave the first general proof and later Dritschel and McCul-
lough [16] gave an independent proof. These independent proofs were later
simplified by the author [24] and Arveson [4], respectively.
The universal property of the C∗-envelope suggests that it is the smaller
C∗-cover of A. Based on that one could “rename” the C∗-envelope as C∗-
minimal. Even though this would make the significant difference between
envelopping C∗-algebras and the C∗-envelope more apparent, it seems quite
hard at this point to make a complete change on a terminology that has
been established for more than 40 years.
2. Definitions
Before we give the main definitions we have to take a closer look at the
representations of the ℓ1-Banach algebras. Let us consider first the case
of ℓ1(Z+, C, α)l. Let ρ : ℓ
1(Z+, C, α)l → B(H) be a | · |1-contractive repre-
sentation (denoted simply by | · |1-representation, from now on); then the
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restriction of (H, ρ) to the C∗-algebra C defines a contractive homomor-
phism (thus a ∗-representation) of C. Also, let V = ρ(δ1 ⊗ e); then V is a
contraction in B(H) and the definition of the left multiplication gives
π(c)V = ρ(δ0 ⊗ c)ρ(δ1 ⊗ e) = ρ
(
δ1 ⊗ (α(c) · e)
)
= ρ(δ1 ⊗ e)ρ(δ0 ⊗ α(c)) = V π(α(c)),
for all c ∈ C. Conversely, let (H,π) be a ∗-representation of C and V be a
contraction in H such that the following equality holds
(1) π(c)V = V π(α(c)), c ∈ C.
We define the map
(V × π) : ℓ1(Z+, C, α)l → B(H) :
∞∑
n=0
δn ⊗ cn 7→
∞∑
n=0
V nπ(cn).
It is easy to check that (V × π) is a | · |1-representation of ℓ
1(Z+, C, α)l.
Hence, (H, ρ) is a | · |1-representation of ℓ
1(Z+, C, α)l if, and only if, ρ =
(V × π) for a pair (π, V ), where (H,π) is a ∗-representation of C, V is a
contraction in H and equality (1) holds. Such pairs (π, V ) are called left
covariant contractive, isometric, co-isometric or unitary if V ∈ B(H) is a
contraction, an isometry, a co-isometry or a unitary, respectively. We refer
to equality (1) as the left covariance relation.
Analogously, there exists a bijection between the representations of the
algebra ℓ1(Z+, C, α)r and the right covariant pairs (π, V ), i.e. pairs satisfying
the right covariance relation V π(c) = π(α(c))V , c ∈ C. In this case we write
(π × V )(c⊗ δn) := π(c)V
n.
Definition 2.1. Let C be a unital C∗-algebra and α : C → C a unital ∗-
homomorphism. We define the following enveloping operator algebras of
ℓ1(Z+, C, α)l,
• A(C, α, contr)l: with respect to the collection of representations
{(V × π) : (π, V ) is a left covariant contractive pair},
• A(C, α, is)l: with respect to the collection of representations
{(V × π) : (π, V ) is a left covariant isometric pair},
• A(C, α, co-is)l: with respect to the collection of representations
{(V × π) : (π, V ) is a left covariant co-isometric pair},
• A(C, α,un)l: with respect to the collection of representations
{(V × π) : (π, V ) is a left covariant unitary pair}.
For the right-covariant case, we define the enveloping operator algebras
A(C, α, contr)r, A(C, α, is)r, A(C, α, co-is)r and A(C, α,un)r of ℓ
1(Z+, C, α)r ,
analogously.
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As we will see, the above cases sum up to 2 different classes, the left
isometric and the right isometric case. This is done by using a two-step
method. First, we use a duality between the left and the right cases, which
we establish below. Secondly we use dilation theory [32, 41] to identify com-
pletely isometrically the operator algebras, as we explain in the appropriate
sections.
Remark 2.2. There is a bijection between the left covariant pairs and the
right covariant pairs. More precisely (π, V ) is a left covariant contractive
(resp. isometric, co-isometric, unitary) pair if, and only if, (π, V ∗) is a right
covariant contractive (resp. co-isometric, isometric, unitary) pair. Indeed,
taking adjoints in the relation (1) implies V ∗π(c∗) = π(α(c∗))V ∗, hence
V ∗π(c) = π(α(c))V ∗, for any c ∈ C, since C is selfadjoint.
However, the map c 7→ π(c∗) is not a ∗-homomorphism and we can-
not pass from the representations of ℓ1(Z+, C, α)l to the representations of
ℓ1(Z+, C, α)r simply by taking adjoints. Nevertheless, the following trick,
establishes a duality that simplifies our proofs.
For convenience, we use the symbol Ft,l, t = 1, 2, 3, 4, for the collection
of the left covariant contractive, isometric, co-isometric and unitary pairs,
respectively. Also, we use the symbol Ft,r, t = 1, 2, 3, 4, for the right covari-
ant contractive, co-isometric, isometric and unitary pairs, respectively. We
define the antilinear bijection
# : c00(Z+)⊙ C → C ⊙ c00(Z+),
so that (δn ⊗ c)
# = c∗ ⊗ δn, for every c ∈ C. Abusing notation we write
(F#)# = F , for every F ∈ c00(Z+) ⊙ C. This bijection is an isometry and
extends to an isometry of ℓ1(Z+, C, α, )l onto ℓ
1(Z+, C, α, )r , for which we use
the same symbol. Moreover, for every representation (H, ρ) of ℓ1(Z+, C, α)r
we define
ρ# : ℓ1(Z+, C, α)l → B(H) : ρ
#(F ) = ρ(F#)∗.
It is routine to see that (H, ρ#) is a | · |1-representation of ℓ
1(Z+, C, α)l, and
that ρ ∈ Ft,r if and only if ρ
# ∈ Ft,l.
Lemma 2.3. Let ρ ∈ Ft,r, t = 1, 2, 3, 4 and [Fi,j ] ∈ Mν(ℓ
1(Z+, C, α)r),
ν ≥ 1. Then ρ# ∈ Ft,l and
‖[ρ(Fi,j)]‖B(Hν) =
∥∥∥[ρ#(F#i,j)]∥∥∥
B(Hν)
.
Proof. Recall that the transpose map A 7→ At is isometric; hence for every
[Fij ] ∈ Mν(ℓ1(Z+, C, α)r), we have∥∥∥[ρ#(F#ij )]∥∥∥ = ∥∥∥[ρ((F#ij )#)∗]∥∥∥ = ∥∥[ρ(Fij)∗]∥∥
=
∥∥[ρ(Fij)∗]∗∥∥ = ∥∥[ρ(Fji)]∥∥ = ∥∥∥[ρ(Fij)]t∥∥∥ = ∥∥[ρ(Fij)]∥∥ ,
and the proof is complete. 
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Remark 2.4. One has to be careful with the connection between the left
case and the right case. Following [37, Remark 4] we get that even if α is a
∗-automorphism and C is a commutative C∗-algebra then A(C, α, is)l is not
always isometrically isomorphic to A(C, α, is)r, otherwise α would be always
conjugate to its inverse. For a counterexample see [20].
3. Semicrossed products over left co-isometric and left
unitary covariant pairs
Let us start by examining the semicrossed products A(C, α, co-is)l and
A(C, α,un)l. We show that they are completely isometrically isomorphic
and that their C∗-envelope is a crossed product. To do so, it is easier first to
consider the enveloping operator algebras A(C, α, is)r and A(C, α,un)r, and
then use Lemma 2.3 to pass to the left case.
By Definition 2.1, A(C, α, is)r is the enveloping operator algebra of the
Banach algebra ℓ1(Z+, C, α)r with respect to the representations (π × V ),
where (π, V ) is a right covariant isometric pair. For every ν ≥ 1 and [Fij ] ∈
Mν(ℓ
1(Z+, C, α)r), let the seminorms
ων([Fi,j ]) = sup
{
‖[(π × V )(Fi,j)]‖B(Hν) : (π, V ) r.cov.isom. pair
}
.
and let N = {F ∈ ℓ1(Z+, C, α)r : ω1(F ) = 0}. Then ω1 induces a norm on
the quotient ℓ1(Z+, C, α)r/N , given by ‖F +N‖∞ := ω1(F ).
An analogous procedure is followed for the definition of the semicrossed
product A(C, α,un)r.
Proposition 3.1. The semicrossed products A(C, α, is)r and A(C, α, un)r
are completely isometrically isomorphic.
Proof. Since every right covariant unitary pair is a right covariant isometric
pair, it suffices to prove that every right covariant isometric pair dilates to
a right covariant unitary pair. But this is established in the proof of [41,
Proposition 2.3]. 
Remark 3.2. The seminorms ων are not norms in general. For example,
assume that the ∗-homomorphism α has non-trivial kernel and let c ∈ kerα.
Then V π(c) = π(α(c))V = 0 for every right covariant isometric pair (π, V ).
Since V is an isometry we get that π(c) = 0. Hence ω1(c ⊗ δ0) = 0. Note
that the same holds for every c ∈ Rα.
The next proposition shows the connection between the radical Rα and
the kernel N . In its proof we prove also the existence of a non-trivial right
covariant unitary pair. As a consequence A(C, α, is)r and A(C, α,un)r are
not zero.
Proposition 3.3. Let N = {F ∈ ℓ1(Z+, C, α)r : ω1(F ) = 0}. Then N =
ℓ1(Z+,Rα, α)r.
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Proof. First of all, note that ℓ1(Z+,Rα, α)r is a | · |1-closed ideal of the alge-
bra ℓ1(Z+, C, α)r that is contained in N . Now, consider the crossed product
C∞ ⋊α∞ Z (see the definitions in the introduction). Then the right regular
representation (π × U∗) of the crossed product induces a right covariant
unitary pair for (C, α). Indeed, it suffices to prove that π induces a repre-
sentation of C. Let q : C → C/Rα be the canonical ∗-epimorphism and recall
that C/Rα embeds in C∞. Thus (π ◦ q, U
∗) is a right covariant unitary pair
of (C, α).
Let F ∈ N with F = | · |1 − limN
∑N
n=0 cn ⊗ δn. Then
lim
N
N∑
n=0
π(q(cn))U
−n = lim
N
N∑
n=0
((π ◦ q)× U∗) (cn ⊗ δn)
= ((π ◦ q)× U∗) (F ).
But F ∈ N , hence ((π ◦ q)× U∗) (F ) = 0. For ξ, η ∈ H we have
〈π ◦ q(cn)(ξ), η〉 = lim
N
N∑
k=0
〈
π(q(ck))U
−k(ξ ⊗ en), η ⊗ e0
〉
=
〈(
(π ◦ q)× U∗
)
(F )(ξ ⊗ en), η ⊗ e0
〉
= 0,
hence π(q(cn)) = 0, so q(cn) = 0. Thus cn ∈ Rα, for every n ≥ 0. 
For the next Proposition, recall that we can define the injective ∗- homo-
morphism α˙ : C/Rα → C/Rα, with α˙(c+Rα) = α(c) +Rα.
Proposition 3.4. The semicrossed product A(C, α, is)r is completely iso-
metrically isomorphic to the semicrossed product A(C/Rα, α˙, is)r.
Proof. It suffices to show that the map
Q : ℓ1(Z+, C, α)r/N → ℓ
1(C/Rα, α˙,Z+)r
c⊗ δn +N 7→ (c+Rα)⊗ δn,
is completely isometric. To this end, let F =
∑k
n=0 cn ⊗ δn and G = Q(F +
N ) =
∑k
n=0(cn +Rα) ⊗ δn. If (π, V ) is a right covariant isometric pair for
ℓ1(Z+, C, α)r acting onH, then π(Rα)H = 0 by Remark 3.2. Thus π induces
a representation σ : C/Rα → B(H) with σ(c + Rα) = π(c). Hence (σ, V )
is a right covariant isometric pair of ℓ1(C/Rα, α˙,Z+)r and (π × V )(F ) =
(σ × V )(G). Thus,
‖(π × V )(F )‖ = ‖(σ × V )(G)‖ ≤ ‖G‖∞ .
Hence ω1(F ) ≤ ‖G‖∞ and so ‖F +N‖∞ = ω1(F ) ≤ ‖G‖∞ .
On the other hand, let (ρ, V ) be a right covariant isometric pair of the
algebra ℓ1(C/Rα, α˙,Z+)r; then the map
π := ρ ◦ q : C → B(H) : c 7→ ρ(c+Rα)
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is a representation of C. It is easy to see that (π, V ) is a right covariant
isometric pair of ℓ1(Z+, C, α)r and that (π × V )(F ) = (ρ× V )(G). Hence,
‖(ρ× V )(G)‖ = ‖(π × V )(F )‖ ≤ ω1(F ) = ‖F +N‖∞ .
Thus ‖G‖∞ ≤ ‖F +N‖∞. The same arguments work for the matricial
elements [Fij ] ∈ Mν(ℓ
1(Z+, C, α)r), ν ≥ 1, and the proof is complete. 
Hence, we can assume that α : C → C is injective. Then ω1 = ‖·‖∞ and C
embeds in C∞.
Proposition 3.5. Let α : C → C be an injective ∗-homomorphism. Then,
the C∗-envelope of A(C, α, un)r is the crossed product C∞ ⋊α∞ Z.
Proof. First we show that C∞ ⋊α∞ Z is a C
∗-cover of A(C, α,un)r. It is
clear that ℓ1(Z+, C, α)r ⊆ ℓ
1(Z, C∞, α∞)r and that by restricting any right
covariant unitary pair of (C∞, α∞) we get a right covariant unitary pair of
ℓ1(Z+, C, α)r . Thus ‖F‖C∞⋊α∞Z ≤ ‖F‖∞ , for every F in ℓ
1(Z+, C, α)r .
On the other hand, let (ρ, U) be a right covariant unitary pair of the
algebra ℓ1(Z+, C, α)r. We can extend (H, ρ) to a representation of C∞ in
the following way: let x ∈ C∞ be such that α
n
∞(x) ∈ C for some n and let
ρ′(x) = Unρ(αn∞(x))(U
∗)n. It is easy to see that ρ′(x) is independent of the
choice of n, hence ρ′ extends to a representation of C∞. Moreover, (ρ
′, U)
is a right covariant unitary pair of ℓ1(Z, C∞, α∞)r. Indeed, let x ∈ C∞ such
that αn∞(x) ∈ C; then α(α
n
∞(x)) = α
n+1
∞ (x), since α∞ extends α. Thus,
Uρ′(x) = U · Unρ
(
αn∞(x)
)
(U∗)n = Un · Uρ
(
αn∞(x)
)
· (U∗)n
= Un · ρ
(
α(αn∞(x))
)
U · (U∗)n = Unρ
(
αn+1∞ (x)
)
(U∗)n−1
= Unρ
(
αn∞(α∞(x))
)
(U∗)n · U = ρ′
(
α∞(x)
)
U.
Hence, for every F in ℓ1(Z+, C, α)r and every right covariant unitary pair
(ρ, U) of ℓ1(Z+, C, α)r , we have that
‖(ρ× U)(F )‖ =
∥∥(ρ′ × U)(F )∥∥ ≤ ‖F‖C∞⋊α∞Z ,
so ‖F‖∞ ≤ ‖F‖C∞⋊α∞Z+ . Note that the same arguments work for [Fij ] ∈
Mν(ℓ
1(Z+, C, α)r), ν ≥ 1. Hence, if (π̂ × U) is the right regular representa-
tion of the crossed product, the map
A(C, α,un)r → C∞ ⋊α∞ Z :
k∑
n=0
c⊗ δn 7→
k∑
n=0
π̂(c)Un
is a completely isometric homomorphism.
In order to conclude that the crossed product is a C∗-cover, it suffices
to prove that every element of the form π̂[0, . . . , c, α(c), . . . ] is in the C∗-
algebra C∗(π̂, U) generated by the range of (π̂×U). Recall that π̂(α∞(x)) =
Uπ̂(x)U∗ for every x ∈ C∞, so π̂(x) = Uπ̂(α
−1
∞ (x))U
∗, for every x ∈ C∞.
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Thus
π̂[0, c, α(c), . . . ] = Uπ̂(α−1∞ [0, c, . . . ])U
∗
= Uπ̂[c, α(c), . . . ]U∗ ∈ C∗(π̂, U).
Induction shows that every element of the form π̂[0, . . . , c, α(c), . . . ] is in
C∗(π̂, U).
To end the proof, let C∗e be the C
∗-envelope of A(C, α,un)r and Φ be the
∗-epimorphism Φ: C∞ ⋊α∞ Z → C
∗
e, such that Φ(π̂[c, α(c), . . . ]) = c ⊗ δ0
for every c ∈ C. Assume that the Sˇilov ideal J = ker Φ is non-trivial.
Then it is invariant by the gauge action for the right regular representation,
hence it has non-trivial intersection with the fixed point algebra of the gauge
action, which is exactly C∞. So, there is an n such that J ∩ α
−n
∞ (C) 6=
(0). Let 0 6= c ∈ C such that π̂[0, . . . , c, . . . ] ∈ J . Then π̂[c, α(c), . . . ] =
(U∗)nπ̂[0, . . . , c, . . . ]Un ∈ J , so J ∩ C 6= (0). But then
0 = ‖π̂[c, α(c), . . . ] + J ‖ = ‖Φ(π̂[c, α(c), . . . ])‖ = ‖c⊗ δ0‖∞ = ‖c‖C ,
which is a contradiction, since C is contained isometrically in the semicrossed
product. Thus J = (0). 
Using Propositions 3.1, 3.4 and 3.5, we arrive to the following Theorem
for the general case.
Theorem 3.6. Let α : C → C be a ∗-homomorphism. Then the C∗-envelope
of the semicrossed products A(C, α, is)r and A(C, α, un)r is the crossed prod-
uct (C/Rα)∞ ⋊(α˙)∞ Z.
Proof. By Propositions 3.4 and 3.1 we have that
A(C, α, is)r ≃ A(C/Rα, α˙, is)r ≃ A(C/Rα, α˙,un)r,
thus they have the same C∗-envelope. By Proposition 3.5 this is the crossed
product (C/Rα)∞ ⋊(α˙)∞ Z. 
Now, for the left case, let N3,l be the kernel with respect to the collection
F3,l. Then N3,l = N , by Lemma 2.3 and because Rα is self-adjoint. By the
same Lemma,
‖[Fij +N ]‖ν =
∥∥∥[F#ij +N ]∥∥∥
ν
,
for every [Fij ] ∈ Mν(ℓ
1(Z+, C, α)l), ν ≥ 1. Hence, we get the next proposi-
tion.
Proposition 3.7. The semicrossed product A(C, α, co-is)l is completely iso-
metrically isomorphic to the semicrossed product A(C/Rα, α˙, co-is)l.
Theorem 3.8. Let α : C → C be a ∗-homomorphism. Then the C∗-envelope
of the semicrossed products A(C, α, co-is)l and A(C, α, un)l is the crossed
product (C/Rα)∞ ⋊(α˙)∞ Z.
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Proof. Without loss of generality, we can assume that α : C → C is injec-
tive. We will show that there is a completely isometric homomorphism
of A(C, α, co-is)l into C∞ ⋊α∞ Z. Let [Fij ] ∈ Mν
(
(ℓ1(Z+, C, α)l
)
and let
(π, V ) be a left covariant co-isometric pair. Then, (π, V ∗) is a right co-
variant isometric pair, hence it dilates to a right covariant unitary pair
(Π, U) of (C∞, α∞). Thus, (Π × U) is a dilation of the representation
(π × V ∗) = (V × π)#. So, the pair (Π, U∗) is a left covariant unitary
pair of (C∞, α∞), hence (Π×U)
# is a representation of the crossed product
C∞ ⋊α∞ Z. Thus, we have that
‖[(V × π)(Fij)]‖ =
∥∥∥[(V × π)#(F#ij )]∥∥∥ ≤ ∥∥∥[(Π× U∗)(F#ij )]∥∥∥
=
∥∥∥[(Π× U)#(Fij)]∥∥∥ ≤ ‖[Fij ]‖Mν(C∞⋊α∞Z) .
Thus ‖[Fij ]‖ν ≤ ‖[Fij ]‖Mν(C∞⋊α∞Z). Moreover one can easily check that
‖[Fij ]‖Mν(C∞⋊α∞Z)
≤ ‖[Fij ]‖ν . Hence, the identity map ℓ
1(Z+, C, α)l →֒
C∞⋊α∞ Z is a completely isometric homomorphism. Since we have assumed
that α is injective, then N3,l = (0). Thus the identity map extends to a
completely isometric homomorphism of A(C, α, co-is)l. The rest of the proof
goes in a similar way with the one of Proposition 3.5. 
Remark 3.9. From a first look, it seems that the theory we used here could
be related to the crossed product by an endomorphism T (C, α,L) examined
in [17], but there is a significant difference. In [17, Definition 3.1] Exel
considers a universal C∗-algebra for which the representation theory consists
of pairs (π, S) such that Sπ(c) = π(α(c))S, but also S∗π(c)S = π(L(c)), for
a chosen transfer operator L. On the other hand the pairs we examined do
define a transfer operator on every Hilbert space (just by defining L(π(c)) =
S∗π(c)S), but L is not the same for every such pair.
Nevertheless, our theory is applicable to U(C, α) defined in [17, Definition
4.4]. Let the operator algebra generated by the analytic polynomials in
U(C, α). Then, every representation consists of pairs (π, S) where S is an
isometry, subject to the relation π(α(c)) = Sπ(c)S∗. Hence, for any such
a pair we get that π(α(c))S = Sπ(c) and we can apply the methods of
Theorem 3.6. In particular, one can show that the C∗-envelope of the non-
selfadjoint part of U(C, α) generated by polynomials is the crossed product
C∞ ⋊α∞ Z.
The same holds for C ⋊α,L N [17, Definition 3.7] when α(C) is hereditary
and α is ∗-injective, because of [17, Theorem 4.7].
4. Semicrossed products over left contractive and left
isometric covariant pairs
We recall that A(C, α, contr)l is the enveloping operator algebra of the
algebra ℓ1(Z+, C, α)l with respect to the family of the representations (V×π),
where (π, V ) ranges over left covariant contractive pairs. For every ν ≥ 1
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and [Fij ] ∈ Mν(ℓ
1(Z+, C, α)r), we define the seminorms
‖[Fi,j ]‖ν = sup{‖[(π × V )(Fi,j)]‖B(Hν) : (π, V ) r.cov.contr. pair}.
Proposition 4.1. The semicrossed products A(C, α, contr)l and A(C, α, is)l
are completely isometrically isomorphic.
Proof. Since every left covariant isometric pair is a left covariant contractive
pair, it suffices to prove that every left covariant contractive pair dilates to
a left covariant isometric pair. But this is established in [32]. 
The following is an example of a left covariant isometric pair. It follows
that the semicrossed products A(C, α, contr)l and A(C, α, is)l are not zero;
moreover, that the ν-seminorms are in fact norms. In Theorem 4.3 we show
that the following construction gives a completely isometric representation
of A(C, α, contr)l and A(C, α, is)l.
Example 4.2. Let (H0, π) be a representation of C. We define π˜(c) =
diag{π(αn(c)) : n ∈ Z+}, and S = IH0 ⊗ s, where s is the unilateral shift,
acting on the Hilbert space H0 ⊗ ℓ
2(Z+). Then (π˜, S) is a left covariant
isometric pair.
Moreover, if (H0, π) is faithful, then the induced representation (S × π˜)
is faithful on ℓ1(Z+, C, α)l. Indeed, let F = | · |1 − limN
∑N
n=0 δn ⊗ cn, such
that (S × π˜)(F ) = 0. Then, for every ξ, η ∈ H0,
〈π(cn)ξ, η〉 = lim
N
N∑
k=0
〈
Skπ˜(ck)(ξ ⊗ e0), η ⊗ en
〉
= 〈(S × π˜)(F )(ξ ⊗ e0), η ⊗ en〉 = 0.
Hence cn = 0 for every n, since π is faithful, thus F = 0.
For every left covariant isometric pair (π, V ) we denote by C∗(π, V ) the
C∗-algebra generated by the range of the representation (V × π). Due to
the left covariance relation, C∗(π, V ) is the closure of the polynomials∑
n,m
V nπ(cn,m)(V
∗)m, cn,m ∈ C, n,m ∈ Z+.
Let Hu = ⊕iHi, πu = ⊕iπi and Vu = ⊕iVi, where the summand ranges
over the left covariant isometric pairs (πi, Vi) that act on Hilbert spaces Hi.
Then the semicrossed product A(C, α, is)l is the closure of the polynomials∑k
n=0 V
n
u πu(cn), cn ∈ C, k ∈ Z+.
The C∗-algebra C∗(πu, Vu) has the following universal property: for every
left covariant isometric pair (π, V ) there is a ∗-epimorphism Φ: C∗(πu, Vu)→
C∗(π, V ), such that Φ ◦ πu = π and Φ ◦ Vu = V . (The ∗-epimorphism Φ is
induced by restricting πu and Vu to H ⊆ Hu.)
For any z ∈ T we define a ∗-automorphism βz of C
∗(πu, Vu), such that
βz(πu(c)) = πu(c), c ∈ C and βz(V
n
u ) = z
nV nu , n ∈ Z+. An ε/3-argument,
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along with the fact that C∗(πu, Vu) is the closed linear span of the mono-
mials V nu π(c)(V
∗
u )
m, shows that the family {βz}z∈T is point-norm contin-
uous. Thus, we can define the conditional expectation E : C∗(πu, Vu) →
C∗(πu, Vu), by E(F ) :=
∫
T
βz(F )dz, F ∈ C
∗(πu, Vu), where dz is Haar
measure on the unit circle T. The fixed point algebra C∗(πu, Vu)
β, i.e.
the range of E , is the closed linear span of
∑k
n=0 V
n
u πu(cn)(V
∗
u )
n, cn ∈ C.
Hence, the fixed point algebra is (the inductive limit) ∪kBk, where Bk =
span{
∑k
n=0 V
n
u πu(cn)(V
∗
u )
n : cn ∈ C}. It is a routine to check that E is a
norm-continuous, faithful projection onto the fixed point algebra.
Now, fix a faithful representation (H0, π) of C, and let (π˜, S) be as in
Example 4.2. For every z ∈ T we define the unitary operator uz : ℓ
2(Z+)→
ℓ2(Z+), by uz(en) = z
nen. Let Uz = 1H0 ⊗ uz; the map γz = adUz satis-
fies γz(π˜(c)) = π˜(c), c ∈ C and γz(S
n) = znSn, n ∈ Z+, hence defines a
∗-automorphism of C∗(π˜, S). Again, an ε/3-argument shows that {γz}z∈T is
a point-norm continuous family, hence induces the conditional expectation
E(F ) :=
∫
T
γz(F )dz, F ∈ C
∗(π˜, S). The map E is a norm-continuous faith-
ful projection onto the fixed point algebra C∗(π˜, S)γ = span{kSnπ(c)(S∗)n :
c ∈ C}.
For the canonical ∗-epimorphism Φ: C∗(πu, Vu) → C
∗(π˜, S) we obtain
that Φ ◦ βz = γz ◦ Φ, hence Φ ◦ E = E ◦ Φ. Thus the restriction of Φ on
C∗(πu, Vu)
β is a ∗-homomorphism onto C∗(π˜, S)γ . The following is a revision
of [23, Theorem 1.4].
Theorem 4.3. The ∗-epimorphism Φ: C∗(πu, Vu) → C
∗(π˜, S) is injec-
tive, hence a ∗-isomorphism. As a consequence, the semicrossed products
A(C, α, contr)l and A(C, α, is)l are completely isometrically isomorphic to
the closure of the polynomials
∑k
n=0 S
nπ˜(cn), cn ∈ C, (in C
∗(π˜, S)), for any
faithful representation (H0, π) of C.
Proof. First we show that the restriction of Φ to C∗(πu, Vu)
β is injective.
Assume that ker(Φ|C∗(piu,Vu)β ) is not trivial. Since C
∗(πu, Vu)
β is an in-
ductive limit there is a k such that Bk ∩ ker(Φ|C∗(piu,Vu)β ) 6= (0), thus
there is a non-zero analytic polynomial F =
∑k
n=0 V
n
u π˜u(cn)(V
∗
u )
n such that
Φ(F ) =
∑k
n=0 S
nπ˜(cn)(S
∗)n = 0. Note that
Snπ˜(c)(S∗)n = diag{0, . . . , 0︸ ︷︷ ︸
n-times
, π(c), π(α(c)), . . . },
hence the (m,m)-element (Φ(F ))m,m of Φ(F ) equals to
(Φ(F ))m,m =
{
π
(
αm(c0) + α
m−1(c1) + · · ·+ cm
)
, for m < k,
π
(
αm(c0) + α
m−1(c1) + · · ·+ α
m−k(ck)
)
, for m ≥ k,
= π
min{m,k}∑
j=0
αm−j(cm−j)
 .
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Since Φ(F ) = 0, we obtain (Φ(F ))0,0 = 0, hence π(c0) = 0. Since (H0, π)
is injective we get that c0 = 0. Thus (Φ(F ))1,1 = π(c1) and arguing as
previously we obtain c1 = 0. The repetition of the argument shows that
cm = 0 for all m = 0, 1, . . . , k, hence F =
∑k
n=0 V
n
u π˜u(cn)(V
∗
u )
n = 0, which
is a contradiction. Thus the restriction of Φ to C∗(πu, Vu)
β is injective.
Now, let F ∈ kerΦ, then F ∗F ∈ kerΦ. Hence, Φ ◦ E(F ∗F ) = E ◦
Φ(F ∗F ) = 0. But, E(F ∗F ) ∈ C∗(πu, Vu)
β , and the restriction of Φ to
C∗(πu, Vu)
β is injective; thus E(F ∗F ) = 0. So, F = 0, since E is faithful. 
The next Theorem follows by Lemma 2.3 as used in Proposition 3.8.
Theorem 4.4. The semicrossed products A(C, α, contr)r and A(C, α, co-is)r
are completely isometrically isomorphic to the closed linear span of the poly-
nomials
∑k
n=0 π˜(cn)(S
∗)n, cn ∈ C, for any faithful representation (H,π) of
C and (π˜, S) as in the Example 4.2.
We now proceed to the determination of the C∗-envelope of the semi-
crossed products A(C, α, contr)l and A(C, α, is)l. As mentioned in the in-
troduction, in [37] Peters computes the C∗-envelope of A(C, α, is)l, when
C is commutative and α is injective. In [25] we prove a similar Theorem
without the assumption of commutativity, but still assuming that α is a
∗-automorphism. In [26] with Elias Katsoulis we gave the result for the
general case in the context of C∗-correspondences, by extending the method
of “adding tails” introduced in [33]. In particular [26, Proposition 3.12]
shows the necessity of that extension.
Let M ≡ M(kerα) be the multiplier algebra of kerα, and θ : C → M
be the unique unital ∗-homomorphism extending the natural embedding
kerα →֒ M. Also, consider the C∗-algebra T = c0(θ(C)); we use the letters
~x,~y, etc. for the elements (xn), (yn) ∈ T and the symbol ~0 for the zero
sequence (0) ∈ T . For the C∗-algebra B = C⊕T we define the map β : B → B
by
β(c,~x) ≡ β(c, (xn)) = (α(c), θ(c), x1, x2, . . . ) ≡ (α(c), θ(c),~x),
for every c ∈ C and ~x ≡ (xn) ∈ c0(θ(C)). Note that B contains C, but β
does not extend α. Also, β is an injective ∗-homomorphism. Indeed, let
(c,~x) ∈ ker β; then xn = 0, θ(c) = 0 and α(c) = 0. Thus, c ∈ kerα, so
c = θ(c) = 0. Hence (c,~x) = 0. Finally, if e is the unit of C, we have
(2) βm(e,~0)(c,~0) = (e, 1M, . . . , 1M︸ ︷︷ ︸
m-times
, 0, . . . )(c,~0) = (c,~0),
for every m ∈ Z+.
For the ∗-automorphism β∞ : B∞ → B∞ (which is an extension of β),
consider the crossed product
B∞ ⋊β∞ Z = span{U
nπ̂(y) : y ∈ B∞, n ∈ Z},
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where (π̂, U) is the pair that induces the left regular representation of
(B∞, β∞). Since B∞ = ∪nβ
−n
∞ (B), and due to the left covariance relation,
we get
B∞ ⋊β∞ Z = span{U
nπ̂(b)(U∗)m : n,m ∈ Z+, b ∈ B}.
From now on, fixD be the C∗-subalgebra of the crossed product generated
by Uπ̂(e,~0) and π̂(c,~0), c ∈ C. Then D is the closed linear span of the
monomials Unπ̂(c,~0)(U∗)m, n,m ∈ Z+, c ∈ C. Also, note that
(3) Uπ̂(e,~0) = π̂(e,~0)Uπ̂(e,~0).
Lemma 4.5. [26, Lemma 3.4] Every element Unπ̂(b)(U∗)n, b ∈ B, can be
written as A+ π̂(0,~y), where A ∈ D.
Proof. For n = 0, we have π̂(b) = π̂(c,~x) = π̂(c,~0) + π̂(0,~x). For n = 1,
Uπ̂(b)U∗ = Uπ̂(c,~x)U∗ = Uπ̂(c,~0)U∗ + Uπ̂(0,~x)U∗.
Let c′ ∈ C such that θ(c′) = x1; then
β∞(c
′, x2, x3, . . . ) = β(c
′, x2, x3, . . . )
= (α(c′), θ(c′), x2, . . . ) = (α(c
′),~0) + (0,~x).
Thus (c′, x2, x3, . . . ) = β
−1
∞ (α(c
′),~0) + β−1∞ (0,~x), hence
Uπ̂(0,~x)U∗ = π̂(β−1∞ (0,~x)) = π̂(c
′, x2, . . . )− π̂(β
−1
∞ (α(c
′),~0))
= π̂(c′,~0)− Uπ̂(α(c′),~0)U∗ + π̂(0, x2, . . . ).
Thus, Uπ̂(b)U∗ = A+ π̂(0, x2, . . . ).
The proof is completed by using induction on n. 
Proposition 4.6. [26, Lemma 3.7] The semicrossed product A(C, α, is)l is
completely isometrically isomorphic to the closure of the polynomials of the
form
∑k
n=0 U
nπ̂(cn,~0). Hence, D is a C
∗-cover of A(C, α, is)l.
Proof. Let (H0, π) be a faithful representation of B∞ and let (π̂, U) be the
unitary covariant pair in H = H0 ⊗ ℓ
2(Z), that gives the left regular repre-
sentation of the crossed product. For simplicity, let φ be the representation
of C given by φ(c) := π̂(c,~0). Then (φ,Uφ(e)) is a left covariant contractive
pair for (C, α). Indeed,
φ(c) · Uφ(e) = π̂(c,~0)U · π̂((e,~0)) = Uπ̂(β∞(c,~0)) · π̂((e,~0))
= Uπ̂
(
β(c,~0)(e,~0)
)
= Uπ̂(α(c),~0) = Uφ(e) · φ(α(c)).
Hence, for every ν ≥ 1 and [Fij ] ∈Mν(ℓ
1(Z+, C, α)), we have that
(4)
∥∥[ (Uφ(e)× φ) (Fij)]∥∥ ≤ ‖[Fij ]‖∞ .
Using equation (3), we note that
(Uφ(e) × φ)(δn ⊗ c) = (Uφ(e))
nφ(c) = Unφ(c),
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for every n ∈ Z+ and c ∈ C. Thus, we have to prove that, for every ν ≥ 1,
the inequality (4) is an equality.
Let K = [en : n ≥ 0] ⊆ ℓ
2(Z). It is easy to see that H0 ⊗ K is a
reducing subspace for (H,φ). Then the restriction φ|H0⊗K of φ to H0⊗K is
faithful representation, since its (0, 0)-entry is the faithful representation π.
Moreover, the pair (PH0⊗KUφ(e)|H0⊗K , φ|H0⊗K) satisfies the left covariance
relation for (C, α). We note that
PH0⊗KU |H0⊗K = (1H0 ⊗ PK)(1H0 ⊗ u)|H0⊗K = 1H0 ⊗ s = S,
hence, using induction on the relation (3), we get that(
PH0⊗KUφ(e)|H0⊗K
)n
=
(
PH0⊗KUPH0⊗K
)n
φ(e)|H0⊗K = S
nφ(e)|H0⊗K .
Let C be the C∗-algebra C∗
(
φ|H0⊗K , PH0⊗KUφ(e)|H0⊗K
)
and Φ be the
∗-epimorphism from C∗(πu, Vu) onto C. We will show that Φ is injective; as
in the proof of Theorem 4.3 it suffices to show that the restriction of Φ to
the fixed point algebra is injective. To this end, for z ∈ T, let γz = adUz ,
where Uz(ξ ⊗ ek) = z
kξ ⊗ ek, k ∈ Z+. Then γz is a ∗-automorphism of C.
Since (
PH0⊗K
(
Uφ(e)
)
|H0⊗K
)n
φ(c)|H0⊗K
(
(PH0⊗K
(
Uφ(e)
)
|H0⊗K)
∗
)n
= Snφ(e)φ(c)|H0⊗Kφ(e)(S
∗)n = Snφ(c)|H0⊗K(S
∗)n
= diag{0, . . . , 0︸ ︷︷ ︸
n-times
, π(c,~0), π(β∞(c,~0)), . . . },
we get that the fixed point algebra of C is the closed linear span of these
monomials. Recall that (H0, π) is a faithful representation of C; hence we
can follow mutatis mutandis the arguments of the proof of Theorem 4.3, and
conclude that the restriction of Φ to the fixed point algebra Cγ is injective
Thus, for every F ∈ ℓ1(Z+, C, α)l,
‖F‖∞ =
∥∥∥∥((PH0⊗KUφ(e)|H0⊗K)× φ|H0⊗K)(F )∥∥∥∥ .
But, (
(PH0⊗KUφ(e)|H0⊗K)× φ|H0⊗K
)
= PH0⊗K
(
Uφ(e)× φ
)
|H0⊗K
and eventually, for any F ∈ ℓ1(Z+, C, α)l, we obtain
‖F‖∞ =
∥∥∥∥((PH0⊗KUφ(e)|H0⊗K)× φ|H0⊗K)(F )∥∥∥∥
=
∥∥∥∥PH0⊗K(Uφ(e)× φ)|H0⊗K(F )∥∥∥∥
≤
∥∥(Uφ(e)× φ)(F )∥∥ ≤ ‖F‖∞ .
Hence, ‖F‖∞ =
∥∥(Uφ(e)× φ)(F )∥∥, for F ∈ ℓ1(Z+, C, α)l. The same argu-
ment can be used for any matrix [Fij ], and the proof is complete. 
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Our goal is to show that D is a full corner of B∞⋊β∞ Z. Recall that for a
projection p in the multiplier algebra of a C∗-algebra C, the C∗-subalgebra
pCp is called a corner of C. A corner is called full if the linear span of CpC
is dense in C. Equivalently, if pCp is not contained in any proper ideal of C.
Let p = π̂(e,~0). Then it is easy to see that p is a projection in (the
multiplier algebra of) B∞ ⋊β∞ Z, and that
(1) pπ̂(c,~0) = π̂(c,~0) = π̂(c,~0)p, for every c ∈ C,
(2) pUnπ̂(b) = Unπ̂(c, x1, . . . , xn,~0), for every b = (c,~x) ∈ B,
(3) Unπ̂(b)p = Unπ̂(c,~0), for every b = (c,~x) ∈ B,
(4) pAp = A, for every A ∈ D; hence pDp = D.
Proposition 4.7. [26, Theorem 3.10] The corner p(B∞⋊β∞ Z)p is full and
equals to D.
Proof. Let Unπ̂(b)(U∗)m be a monomial in the crossed product. If n ≥ m,
then by Lemma 4.5
p
(
Unπ̂(b)(U∗)m
)
p = p
(
Un−mUmπ̂(b)(U∗)m
)
p
= p
(
Un−m
(
A+ π̂(0,~y)
))
p = pUn−mAp = Un−mA,
for someA ∈ D. In the same way we get that p(Unπ̂(b)(U∗)m)p = A(U∗)m−n,
for some A ∈ D, when n < m. Hence, p(B∞ ⋊β∞ Z)p ⊆ D. On the other
hand, D ⊆ B∞ ⋊β∞ Z, hence D = pDp ⊆ p(B∞ ⋊β∞ Z)p. Thus D is the
corner p(B∞ ⋊β∞ Z)p.
To prove that it is also full, let I be an ideal in the crossed product,
such that D ⊆ I. We will prove that I is not non-trivial. To this end, it
suffices to prove that π̂(B∞) ⊆ I. Since B∞ = ∪β
−n
∞ (B) and due to the
left covariance relation, it suffices to show that π̂(B) ⊆ I. First, π̂(C) ∈
D ⊆ I. In order to prove that π̂(c0(θ(C))) ⊆ I, it suffices to show that
π̂(0, 0, . . . , 0︸ ︷︷ ︸
n-times
, 1M, 0, . . . ) ∈ I, for every n ∈ Z+. Note that
π̂(0, 0, . . . , 0︸ ︷︷ ︸
n-times
, 1M, 0, . . . ) = π̂(β
n(0, 1M,~0))
= π̂
(
(β∞)
n(0, 1M,~0)
)
= (U∗)nπ̂(0, 1M,~0)U
n.
Hence, it suffices to show that π̂(0, 1M,~0) ∈ I. Indeed,
π̂(0, 1M,~0) = π̂(β(e,~0)− (e,~0)) = π̂(β(e,~0))− π̂(e,~0)
= π̂(β∞(e,~0))− π̂(e,~0) = U
∗π̂(e,~0)U − π̂(e,~0) ∈ I,
since π̂(e,~0) ∈ I. 
Theorem 4.8. [26, Theorem 4.6] The C∗-envelope of the semicrossed prod-
ucts A(C, α, contr)l and A(C, α, is)l is the full corner p
(
B∞ ⋊β∞ Z
)
p of the
crossed product B∞ ⋊β∞ Z, where p = π̂(e,~0).
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Proof. We have shown that D = p
(
B∞ ⋊β∞ Z
)
p is a C∗-cover of the semi-
crossed products. Let J be the Sˇilov ideal. First of all, note that J cannot
intersect C. Indeed if there was a π̂(c,~0) ∈ J ∩ C then
‖c‖ = ‖π̂(c,~0)‖ = ‖π̂(c,~0) +
〈
π̂(c,~0)
〉
‖ = 0.
Since, J is βz-invariant, there is an x in the fixed point algebra and in J .
Suppose that x has the form
x =
n∑
k=0
(Up)kπ̂(ck,~0)(pU
∗)k,
and without loss of generality we may assume that k is the least such integer.
Indeed, otherwise substitute x with x − UpU∗x. Then for a ∈ kerα⊥ we
have that
J ∋ xa =
n∑
k=0
(Up)kπ̂(ck,~0)π̂(αk(a),~0)(pU
∗)k = π̂(c0a,~0).
Therefore π̂(c0a) = 0 which implies that c0 ∈ kerα
⊥. Now recall that U is
a unitary, hence
π̂(c0,~0) = π̂(c0,~0)UU
∗ = Uπ̂
(
β(c0,~0)
)
U∗
= Uπ̂(α(c0), θ(c0),~0)U
∗ = (Up)π̂(α(c0),~0)(pU)
∗.
Consequently,
UpU∗x = UpU∗
(
n∑
k=1
(Up)kπ̂(c′k,~0)(pU
∗)k
)
=
n∑
k=1
(Up)kπ̂(c′k,~0)(pU
∗)k = x,
and also UpU∗xUpU∗ = UpU∗x = x. Thus
pU∗xUp =
n−1∑
k=0
(Up)kπ̂(c′k+1,~0)(pU
∗)k ∈ J .
By assumption pU∗xUp = 0, hence x = UpU∗x = Up(pU∗xUp)pU∗ = 0. 
5. An overview
In this section we gather some remarks concerning the semicrossed prod-
ucts we have defined. We present them just for the semicrossed products
that satisfy the left covariance relation. Of course one can get the analogues
for the right case. However, one must distinguish the left from the right
case, as we have already argued in Remark 2.4.
Propositions 3.7 and 4.1 imply that A(C, α, contr)l ≃ A(C, α, is)l and
A(C, α, co-is)l ≃ A(C, α,un)l, and by the universal property of A(C, α, contr)l,
the identity map ℓ1(Z+, C, α)l → ℓ
1(Z+, C, α)l extends to a unital completely
contractive homomorphism of A(C, α, contr)l onto A(C, α, co-is)l (since every
covariant co-isometric pair is a covariant contractive pair).
But there are cases where the semicrossed products are not completely
isometrically isomorphic. Indeed, consider the dynamical system (C, α) of
SEMICROSSED PRODUCTS OF C∗-ALGEBRAS 21
Example 1.1. Then the semicrossed products A(C, α, co-is)l and A(C, α,un)l
are completely isometrically isomorphic to the disc algebra A(D). On the
other hand, by Theorem 4.3, the semicrossed products A(C, α, contr)l and
A(C, α, is)l contain a copy of C. Since A(D) does not contain a copy of
C(R+ ∪ {∞}) (the only C
∗-algebra that lives in A(D) is C), we have that
A(C, α, is)l and A(C, α, co-is)l cannot be completely isometrically isomorphic.
The following proposition shows that this happens because α is not injective.
Proposition 5.1. There is a unital completely isometric isomorphism Φ :
A(C, α, contr)l → A(C, α, co-is)l, such that Φ fixes C pointwise if, and only
if, α is injective. The same holds for the right case.
Proof. Let Φ: A(C, α, contr)l → A(C, α, co-is)l be such that Φ(δ0⊗c) = δ0⊗c.
Then for c ∈ Rα,
0 = ‖δ0 ⊗ c‖A(C,α,co-is)l = ‖Φ(δ0 ⊗ c)‖A(C,α,co-is)l
= ‖δ0 ⊗ c‖A(C,α,contr)l = ‖c‖C .
Hence, Rα = (0), so α is injective.
For the converse, assume that α : C → C is injective. Then the ideal Rα is
trivial and the C∗-algebra B of Section 4 is exactly C. Hence, Theorems 3.8
and 4.3 give that the map δn⊗c 7→ δn⊗c ∈ C∞⋊α∞Z extends to a completely
isometric homomorphism from A(C, α, contr)l onto A(C, α, co-is)l. 
Remark 5.2. By the previous proposition the mapping δn ⊗ c 7→ δn ⊗ c
defines a completely isometric isomorphism between all pairs of semicrossed
products if, and only, if α is injective. In this case, they all share the same
C∗-envelope, the crossed product C∞ ⋊α∞ Z.
Finally, we note that when α : C → C is a ∗-automorphism, then C∞ = C
and α∞ = α, thus the C
∗-envelope of the semicrossed products is the crossed
product C ⋊α Z, and we recover [23, Theorem 1.5].
Remark 5.3. Theorem 3.6 and Theorem 4.8 extend [37, Theorem 4]. In
[37] Peters studies the semicrossed products A(C, α, is)l and A(C, α, is)r,
where C is a commutative C∗-algebra C(X) and α(f) = f◦φ, with φ : X → X
surjective, i.e. α is injective. In this case, one can construct an extension
(X˜, φ˜) of (X,φ), where φ˜ is an homeomorphism. In a few words, let
∏
n∈Z+
X
with its usual topology and define the subset
X˜ = {(xn) ∈
∏
n∈Z+
X : φ(xn+1) = xn},
which is a compact Hausdorff space. Then the continuous map
φ˜ : X˜ → X˜ : (xn) 7→ φ˜((xn)) = (φ(x1), (xn))
is a homeomorphism of X˜ and by [37, Theorem 4] the C∗-envelope of
A(C, α, is)l and A(C, α, is)r is C(X˜)⋊φ˜ Z. But by [37, Corollary 4] (X˜, φ˜) is
exactly (C(X)∞, α∞).
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6. Minimality
In this section, we indicate why we believe that the C∗-envelope of a
semicrossed product is a good candidate for the C∗-algebra generated by a
unital dynamical system. The reason is that properties of (C, α) pass natu-
rally to the dynamical systems (B, β) and (B∞, β∞) and vice versa. To give
an example, we prove a result that connects a notion of minimality to a
notion of simplicity. There are a number of similar results in the literature.
For example, Davidson and Roydor have proved that, for commutative mul-
tivariable dynamical systems, minimality is equivalent to the simplicity of
the C∗-envelope of the tensor product [14, Definition 5.1, Proposition 5.4].
Also, there are well known criteria that give equivalence of simplicity of a
crossed product to properties of a dynamical system by a ∗-automorphism
(for example see [2, 28, 39] and/or [40]). However, none of these results
fits in our case. For example [14, Proposition 5.4] is proved for dynami-
cal systems where at least two ∗-endomorphisms participate. Moreover, in
our context we deal in general with non-automorphic dynamical systems.
Nevertheless, in most of the cases the C∗-envelope of a semicrossed product
is a crossed product of a larger dynamical system and our intention is to
show how results for crossed products can be used for semicrossed products
with a small effort. Let us fix the notion of minimality that will be used
throughout this section.
Definition 6.1. A dynamical system (C, α) is called minimal if there are
no non-trivial ideals J of C that are α-invariant. Moreover, when α is
a ∗-automorphism, it is called bi-minimal if there are no non-trivial α-bi-
invariant ideals J of C, i.e. that satisfy α(J ) = J .
Remark 6.2. When α is a ∗-automorphism, then (C, α) is minimal if and
only if it is bi-minimal. Indeed, let J such that α(J ) ⊆ J , and define
I = ∪nα−n(J ). Then I is a α-bi-invariant ideal, hence if (C, α) is bi-
minimal, then eC ∈ I. Thus, for ε > 0, there is n0 and x ∈ J such that
‖eC − α
−n0(x)‖ < ε. Since α is isometric and unital we get
‖eC − x‖ =
∥∥α−n0(eC − x)∥∥ = ∥∥eC − α−n0(x)∥∥ < ε.
Since ε > 0 was arbitrary and x ∈ J we get that eC ∈ J , hence J = C.
Thus (C, α) is minimal. The converse is trivial.
Before we proceed to the first main Theorem of this section, let us briefly
discuss the Fourier transform of a crossed product. Let (C, α) be a dynamical
system such that α : C → C is a ∗-automorphism. If E : C⋊αZ→ C⋊αZ
β ≡ C
is the conditional expectation of the crossed product, we define the Fourier
co-efficients
En : C ⋊α Z→ C ⋊α Z
β ≡ C : F 7→ En(F ) := E(U
−nF ), n ∈ Z.
A Fe´jer-type Lemma shows that the Ce´saro means of the Fourier monomials
UnEn(F ) converge to F in norm. Moreover, if I is a non-zero ideal of C⋊αZ,
then En(I) is a non-zero α-bi-invariant ideal in C.
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Definition 6.3. Let (C, α) be a dynamical system such that α : C → C
is a ∗-automorphism. An ideal I of C ⋊α Z is called Fourier-invariant if
En(I) ⊆ I for all n ∈ Z.
Note that this is equivalent to saying that the Fourier monomials UnEn(F )
are in I, for every F ∈ I and n ∈ Z.
For the next Theorem we use the constructions of Section 4.
Theorem 6.4. The following are equivalent:
(1) (C, α) is minimal,
(2) (B, β) is minimal,
(3) (B∞, β∞) is bi-minimal,
(4) the crossed product B∞ ⋊β∞ Z has no non-trivial Fourier-invariant
ideals.
If any of the previous conditions holds, then α is injective and C = B. More-
over, the semicrossed products we have defined with respect to the collections
Ft,l, for t = 1, 2, 3, 4, are completely isometrically isomorphic to one another
and share the same C∗-envelope C∞ ⋊α∞ Z.
Proof. If (C, α) is minimal, then α is injective, otherwise kerα would be an
α-invariant ideal. Hence, T = (0) which gives that (B, β) = (C, α), thus
(B, β) is minimal.
Conversely, assume that (B, β) is minimal. Then T = (0), since T is
β-invariant and cannot be equal to B. Thus (B, β) = (C, α), hence (C, α)
is minimal. So α is injective, otherwise M(ker α) 6= (0) which leads to the
contradiction T 6= (0).
Assume that (C, α) is minimal (hence α is injective), and let J 6= (0)
be a α∞-invariant ideal in C∞. Then J has non-trivial intersection with C.
Indeed, assume that J ∩ C = (0) and let 0 6= c ∈ J ∩ Cn0 (if there is not
such an n0 then J = (0)). Then
αn0∞ (c) ∈ α
n0
∞ (J ) ∩ α
n0
∞ (Cn0) ⊆ J ∩ C = (0).
Hence, c ∈ kerαn0∞ , which leads to kerα∞ 6= (0), a contradiction. Now, let
I = J ∩ C 6= (0) which is an ideal in C; then
α(I) = α∞(I) ⊆ α∞(J ) ∩ α∞(C) ⊆ J ∩ C = I,
hence, I is a non-zero α-invariant ideal of C. Thus I = C, therefore eC∞ =
eC ∈ I ⊆ J . So J = C∞.
To end the proof, assume that (B∞, β∞) is minimal, and let J 6= (0) be a
β-invariant ideal in B. Let J∞ be the C
∗-subalgebra of B∞ defined by the
directed system
J
β
−→ J
β
−→ J
β
−→ . . . .
It is well defined because β restricts to an injective ∗-endomorphism of J .
It is easy to see that J∞ is a non zero ideal in B∞ and, moreover, that is
β∞-invariant. Hence J∞ = B∞. Then J = J∞ ∩ B = B.
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Finally the equivalence [(3) ⇔ (4)] is a standard result for crossed prod-
ucts. 
Remark 6.5. It is immediate that simplicity of the crossed product implies
minimality of the dynamical system. But there is no hope of proving the
converse in general. As Davidson and Roydor point out in [14, Remark
5.12] if we consider the minimal dynamical system (C, α) where C = C({x})
and α = id, then B∞ ⋊β∞ Z ≃ C ⋊id Z ≃ C(T) which is not simple. To go
even further, assume that we are given the dynamical system (C, id), where
C is simple (thus the dynamical system is bi-minimal). Then C ⋊id Z is
isomorphic to C⊗̂C(T). Hence, given a non-trivial ideal J ⊳ C(T) we have
that C ⊗ J is a non-trivial ideal in the crossed product.
On the other hand, there are well known dynamical systems with ∗-
automorphisms, such that the crossed product they produce is a simple
C∗-algebra. An example is Aθ with θ ∈ R \Q (see [10, Theorem VIII.3.9]).
Let us drop to the case of commutative dynamical systems. So, let X be
a compact Hausdorff space and φ : X → X a continuous map. For simplicity
we write (X,φ) instead of (C(X), α), where α(f) := f ◦ φ.
Assume that φ is not surjective, i.e. α is not injective, then we can add
the tail we produced in Section 4. We use notation as in [14]. Define
U = X \ φ(X), T = {(u, k) : u ∈ U, k < 0} and XT = X ⊔ T . Then the
continuous mapping φT : XT → XT with φT |X = φ and
φT (u, k) = (u, k + 1), for k < −1, and φT (u,−1) = u
is surjective. Moreover, (XT , φT ) is the dynamical system (B, β) we con-
struct in Section 4 for (C(X), α).
When φ is surjective, we can use the projective limit described in Remark
5.3 and get the dynamical system (X˜, φ˜).
Theorem 6.6. Let (X,φ) be a dynamical system, where X is a compact
Haudorff space. Minimality implies surjectivity and the following are equiv-
alent:
(1) (X,φ) is minimal and X is infinite,
(2) (X˜, φ˜) is minimal and X˜ is infinite,
(3) the crossed product C(X˜)⋊φ˜ Z is simple.
If any of the previous conditions hold, the semicrossed products we have
defined with respect to the collections Ft,l, for t = 1, 2, 3, 4, are completely
isometrically isomorphic to one another and share the same C∗-envelope
C(X˜)⋊
φ˜
Z.
Proof. Note that X is infinite if and only if X˜ is infinite. So, Theorem
6.4 gives the equivalence [(1) ⇔ (2)]. Also [(2) ⇒ (3)] is [10, Theorem
VIII.3.9]. To finish the proof, assume that C(X˜) ⋊
φ˜
Z is simple. Then
by [2, Corollary] (X˜, φ˜) is minimal and topologically free, i.e. for every
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0 6= k ∈ Z the open set {x ∈ X˜ : φ˜k(x) 6= x} is dense in X˜ (see [2, Definition
1] and the remarks following it). If X˜ were finite, then by the pigeonhole
principle there is at least one periodic point x0 ∈ X˜, say with period m.
Then x0 /∈ {x ∈ X˜ : φ˜
m(x) 6= x}, and since {x ∈ X˜ : φ˜m(x) 6= x} is dense in
X˜, thus nonempty, we can assume that {x ∈ X˜ : φ˜m(x) 6= x} = {x1, . . . , xl}.
Since X is Hausdorff there is an open neighborhood U of x0 such that none
of x1, . . . , xl is in U . Hence, {x ∈ X˜ : φ˜
m(x) 6= x} is not dense in X˜, which
is a contradiction. Thus X˜ is infinite and the proof is complete. 
Remark 6.7. Simplicity of the C∗-envelope induces semi-simplicity of the
semicrossed product (see [37, Proposition 3]), but the converse is false. For
example, assume X = T and φ : T → T be rotation by a rational angle
θ. It is obvious that φ is surjective, thus the semicrossed products are
completely isometrically isomorphic. Every point in T is recurrent, hence
by [15, Theorem 10] the semicrossed products are semisimple. But Aθ is
not simple.
Theorem 6.6 provides the identification of all ideals of any C∗-cover of the
semicrossed products as boundary ideals.
Corollary 6.8. Let (X,φ) be a dynamical system, where X is a compact
Haudorff space. If any of (1)−(3) of Theorem 6.6 holds, then the semicrossed
products are u.c.is.is, and if I is an ideal in a C∗-cover C of the semicrossed
product, then it is boundary.
Proof. Let I ✁ C and the ∗-epimorphism Φ: C→ C(X˜)⋊
φ˜
Z. Since the C∗-
envelope is simple, then Φ(I) = (0), hence I ⊆ kerΦ; thus it is a boundary
ideal for the semicrossed product, since ker Φ is the Sˇilov ideal, i.e. the
biggest boundary ideal. 
Question. Note that for the proof of Theorem 6.6 we have used [2, Corol-
lary], which holds for commutative dynamical systems. For non- commuta-
tive and automorphic dynamical systems there exist criterias that lead to
simplicity of the crossed product. Hence, the natural question that is raised
here is if there is an analogue of Theorem 6.6 for non-commutative dynami-
cal systems (C, α) at least when the spectrum Ĉ is Hausdorff. The first step
to that direction would be to answer the following question:
Let (C, α) be a unital dynamical system such that the spec-
trum Ĉ is a Hausdorff space. Then (C, α) is minimal and
topologically free if, and only if, (C∞, α∞) is minimal and
topologically free.
Recall that an arbitrary dynamical system (C, α) is called topological free
if for any n1, . . . , nk ∈ Z+\{0}, ∩
k
i=1{x ∈ Ĉ : x◦α
ni 6= x} is dense in Ĉ. When
Ĉ is Hausdorff this is equivalent to saying that {x ∈ Ĉ : x◦αn = x} has empty
interior for any n ≥ 1 (by the remarks following [2, Proposition 1]). In the
case where α is a ∗-automorphism, this is equivalent to the usual topological
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freeness [2, Definition 1], since {x ∈ Ĉ : x ◦αn 6= x} = {x ∈ Ĉ : x ◦α−n 6= x}
for any n ≥ 1.
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