ABSTRACT
INTRODUCTION
Vector space models and relevance feedback have long been used in information retrieval (Salton, 1989; Baeza-Yates & Ribeiro-Neto, 1999 ). In the n-dimensional vector space model, a collection of n index terms or keywords is chosen, and any document d is represented by an n- (Bollmann & Wong, 1987) that if a user preference relation p is a weak order satisfying some additional conditions then it can be represented by a linear classifier. That is, there is a query vector q = (q 1 , …, q n ) ∈ R n such that
Here, " • " denotes the inner product of vectors. In general, a linear classifier over the vector space [0, 1] n is a pair of (q,θ ) which classifies any document d as relevant if q • d > θ , or irrelevant otherwise, where the query vector q ∈ R n , the classification threshold θ ∈ R + , and [0, 1] denote the set of all real values between 0 and 1. Recall that q • d is usually used as the relevance rank (or score) of the document d with respect to user preference.
Let D r be the set of all relevant documents in D with respect to a user's information needs (or search query). Assume that a user preference relation has a simple structure with only two levels, one level consisting of all relevant documents and the other consisting of all irrelevant documents, and within the same level no preference is given between any two documents. Then, finding a user preference relation satisfying the expression (1) is equivalent to the problem of finding a linear classifier (q,θ ) over [0, 1] n with the property
where q ∈ R n is the query (or weight) vector.
The goal of relevance feedback in information retrieval is to identify a user preference relation p with respect to his/her information needs from documents judged by that user. Since user preference relations vary from users and may have various unknown representations, it is not easy for an information system to learn such relations. The existing popular relevance feedback algorithms basically use linear additive query expansion methods to learn a user preference relation as follows:
• Start with an initial query vector q 0 .
• At any step k ≥ 0, improve the k-th query vector q k to
where d 1 , …, d s are the documents judged by the user at this step, and the updating factors α i ∈R for i = 1, … s.
One particular and well-known example of relevance feedback is Rocchio's similaritybased relevance feedback (Rocchio, 1971) . Depending on how updating factors are used in improving the k-th query vector as in expression (3), a variety of relevance feedback algorithms have been designed (Salton, 1989) . A similarity-based relevance feedback algorithm is essentially an adaptive supervised learning algorithm from examples (Salton & Buckley, 1990; Chen & Zhu, 2000; . The goal of the algorithm is to learn some unknown classifier (such as the linear classifier in expression (1) (Rosenblatt, 1958) . The linear additive query updating technique has a disadvantage: its converging rate to the unknown target classifier is slow (Chen & Zhu, 2000; Kivinen et al., 1997) . In the real world of Web search, a huge number of terms (usually, keywords) are used to index Web documents. To make the things even worse, no users will have the patience to try, say, more than 10 iterations of relevance feedback in order to gain some significant search precision increase.
This implies that the traditional linear additive query updating method may be too slow to be applicable to Web search, and this motivates the authors to design new and faster query updating methods for user preference retrieval.
THE MULTIPLICATIVE ADAPTIVE QUERY EXPANSION

ALGORITHM
In this section, a multiplicative query updating technique is designed to identify a user preference relation satisfying expression (1) (Chen, 2001) . The authors believe that linear additive query updating yields some mild improvement on the hypothetical query vector towards the target user preference. One wants a query updating technique that can yield dramatic improvements so that the hypothetical query vector can be moved towards the target in a much faster pace. The idea is that when an index term is judged by the user, its corresponding value in the hypothetical query vector should be boosted by a multiplicative factor that is dependent on the value of the term itself. If a document is judged as relevant, its terms are promoted by a factor. If a document is judged as irrelevant, its terms are demoted by a factor. The algorithm is described in Figure 1 . (Littlestone, 1988) and algorithm TW2 can be derived from algorithm MA as follows.
Algorithm Winnow: Algorithm MA becomes algorithm Winnow when the following restrictions are applied:
• The vector space is set to the binary vector space {0,1} n .
• The initial query vector is set to q 0 = (1,…,1).
• The updating function is chosen as f(x) = α, a positive constant function.
• At step (iv), equivalence query is adopted. That is, the user is asked to judge at most one document that is a counterexample to the current classification of the algorithm.
Algorithm TW2: Algorithm MA becomes algorithm TW2 when the following restrictions are applied:
• The initial query vector is set to q 0 = (0,…,0).
The performance of algorithm MA is now analyzed when it is used to identify a user preference satisfying expression (2), a linear classifier (q, 0). Here the case when the threshold θ = 0 is considered. The algorithm is said to make a classification error at step k when the user judged a document as a counterexample to the algorithm's current hypothesis. The total number of classification errors that algorithm MA will make can be estimated based on the worst-case analysis. Also, at most one counterexample is provided to the algorithm at each step. From now on to the end of the section, it is assumed that q is a non-negative query vector with m non-zero components and θ > 0. Define
In other words, when a document is indexed with respect to a threshold δ, any index term with a value below the threshold δ is considered not significant, and hence is set to zero. Recall that in the vector space model a document and its vector have the equivalent meaning, so one may not distinguish the two concepts. 
because f is non-decreasing. Since q i,k will never be demoted, it follows from expression (4) that
times. Since each promotion yields a promotion for at least one q i,k for 1 ≤ i ≤ m, the total number of promotions u is at most m times the value given in expression (5). denote the number of zero components in q k at step k. Note that once a component of q k is promoted to a non-zero value, it will never become zero again. For a promotion at step k with respect to a relevant document d judged by the user, for i = 1, …, n, the following relation can be
Since a promotion only occurs when
the following derivation can be carried out. 
For a demotion at step k with respect to an irrelevant document d judged by the user, for i = 1, …, n, it is true that Let the sum of the initial weights to be σ. Hence, after u promotions and v demotions,
Note that at any step the weights are never negative. It follows from the above relation that
It follows from the Lemma, expressions (6), (7) and (8) that the total number of promotions and demotions, i.e. the total number of classification errors T, is bounded by
This completes our proof. □
THE META-SEARCH ENGINE MARS
This section reports the experimental meta-search engine MARS (Multiplicative Adaptive Refinement Search) that has been built using the algorithm MA to actually test the effectiveness and efficiency of the algorithm. MARS can be accessed from the URL specified at the end of the chapter. Figure 2 shows a general architecture of the meta-search engine MARS.
Figure 2. Architecture of MARS
User queries to MARS are accepted from a Web browser. Besides entering the query, a user can also specify a particular general-purpose search engine he/she would like MARS to use and the maximum number of returned results (the larger the number is, the more time it takes to process).
The QueryConstructor organizes the query into a format conforming to the specified search Figure 4 shows the initial results returned by a general-purpose search engine with the search key-word being "mars". Figure 5 shows the results after the user feedback has been processed by MARS. 
EMPIRICAL PERFORMANCE ANALYSIS Experiment Setting
The experiments were conducted in the summer of 2002. A collection of 72 random queries were sent to a general-purpose search engine (AltaVista was used in this study). Each of these queries resulted in a list of documents returned by the search engine. The number of returned documents was set to be 200, 150, 100, and 50, respectively. For each of the returned set of documents, the authors used the MARS meta-search engine that utilizes algorithm MA to interactively refine the search results. The returned documents from AltaVista would be marked as relevant or not relevant. The marked results were sent to MARS that would promote or demote index terms of each documents based on the feedback. The refined results were displayed to the user for possibly more feedback. For each query the process typically involved two to three rounds of feedback, until a satisfactory set of results were found.
At the time, the MARS meta-search engine was running on a Sun Ultra-10 workstation with 256 mega-bytes of memory. The code was written in a combination of C and C++, and the executables were generated by the GNU g++ compiler. The data collection process lasted about one month.
Statistics Collected
Three types of performance measures were collected and studied. The first is the precision-recall statistics. The information retrieval standard measurements of performance are precision and recall. The precision is defined as the ratio between the number of relevant documents returned and the total number of documents returned. The recall is defined as the ratio between the number of relevant documents returned and the total number of relevant documents. In many applied information retrieval systems such as the Web, such statistics as the total number of documents and the total number of relevant documents are not available. Two alternate measures are defined in this study to approximate the standard measurements. The set of documents returned by a search engine is defined as A. Then |A| denotes the number of total returned documents. Assume a set of R documents in A is relevant to the search query judged by the user(s). For a given constant m (the number of top returned documents), define R m to be the set of relevant documents among the top-m returned documents. Then the relative recall R r and relative precision P r are defined as follows. 
Results and Analysis
The first set of statistics is reported in Table 1 . The measurements were taken with |A| = 200, 150, 100, 50, respectively, and m = 10. The statistics in the Table 3 indicates two measures, the original time and the refinement time. The values listed are mean, standard deviation, 95% confidence interval, and the maximum. One should note that the initial time is needed to get any search results from the external search engine whether or not the algorithm MA is involved. As can be seen, the time spent in refining the search results is very small relative to the time to get the initial result. The term memory can mean human memory, or the memory chips used in computers; the term language can refer to spoken language or computer programming language. The examples show that the search precision improves dramatically with very limited relevance feedback in MARS compared to a general-purpose search engine such as AltaVista.
Memory:
The top-10 initial results sent back from AltaVista include two types of URLs, as expected. One is related to computer memory, the other is related to memory in human beings. With one round of refinement where a total of four URLs were marked (two marked in the top 10 list and two marked in the bottom 10 list), four of the original irrelevant URLs were R http://www.memorytogo.com/ X http://memory.loc.gov/ X http://lcweb2.loc.gov/ammem/ammemhome.html R http://www.datamem.com/ R http://www.samintl.com/mem/index.htm X http://www.asacredmemory.com/ X http://www.exploratorium.edu/memory/lectures.html X http://www.exploratorium.edu/memory/index.html R http://www.satech.com/glosofmemter.html R http://www.lostcircuits.com/memory/ eliminated. The revised top 10 URLs are listed in Figure 7 . The number of relevant documents now increases from five to eight, with relevant documents that the user hasn't seen before.
Figure 7. Refined Search Results for Keyword memory
Language: Similar to the term memory, the search results for language can be roughly divided into two classes, the ones related to human languages and the ones related to computer programming language. Figure 8 lists the original list of top 10 URLs returned from AltaVista.
Assume the information about programming languages is of interest here. As can be seen in Figure 8 , only one URL www.python.org is really relevant to the intention of the query. With a refinement of three URLs marked, one marked irrelevant from the top 10 list, one marked relevant from the top 10 list, and one marked relevant from the bottom 10 list (www.suse.de/lang.html), the refined list now contains six relevant URLs shown in Figure 9 , compared to only one before refinement. Of these six URLs, one was originally in top 10 and was marked; one was originally in bottom 10 and was marked; the other four were not examined nor marked before at all. But they now showed up in the top 10 list!
APPLYING THE MA ALGORITHM TO PERSONALIZATION AND CLUSTERING
The multiplicative adaptive approach in the algorithm MA can be used in cooperation with other mechanisms to improve search accuracy. Here we discuss two such applications, personalization and clustering.
General-purpose search engines return a large number of URLs in response to a query. These returned URLs typically contain the key words used in the query. (Meng & Chen, 2003) In the PAWS-Cluster project, the words that appeared in user's documents on his/her desk-top computer were used as the base of the profile. The profile consists of a number of most frequently used words in user's document collection. The collecting process simply traverses the directory tree of the user's computer, examining every document on its way. After some basic text processing, the result is sorted according to the appearance frequencies of these words. The top m words are kept as the profile.
When a URL is retrieved from a search engine along with its brief summary, a similarity measure is computed between the profile and the URL. The similarity is measured by the popular cosine similarity (Salton, 1989) . A returned URL U along with its short summary contains a set of words, so does the user's profile P. U and P can be represented as an m-dimensional vector Since a typical general-purpose search engine returns a long list of URLs when a search query is issued, it is easier to mark the URLs as clusters. The user would not have to examine every URL in a cluster. Rather the user only needs to examine a representative from a cluster. Once the cluster is marked relevant or not, the same MA algorithm is applied to each URL in the cluster.
That is, the relevant documents are promoted and the irrelevant documents are demoted. The clusters are derived by the correlation similarities among the URLs.
If the correlation similarity between two URLs is greater than a given threshold, these two URLs are put into the same cluster.
The clustering algorithm takes two steps. Cluster Example: Search keyword xiannong, first name of one of the authors. Before clustering, all relevant URLs are scattered among the returned URLs. After applying the cluster algorithms many related URLs are clustered together. Some URLs that were seemingly un-related are now put into the same cluster because their contents (a brief description that was sent from the general-purpose search engine) are indeed related. Two examples are quoted here. 
TRENDS AND CHALLENGES
Search engines have become dominant tools to find information over the Web in the few past years. How to accurately and efficiently locate a piece of information among hundreds or thousands of Web pages is an increasingly important and challenging issue. With ever growing number of Web pages available and the ambiguous nature of human languages, it is just not possible for a general-purpose search engine to return exactly what the user wants when a query is given in most cases. Refining what a general-purpose search engine will return in response to a search query becomes inevitable. Researchers are taking many different approaches to tackle the problem. The authors believe that adaptive refinement using relevance feedback is an important way of solving the problem. Some basic questions would have to be answered before real progresses can be made.
• How to represent and capture user preferences: This is a question that both ends of the search would have to answer. A user may use a particular set of vocabulary to represent his/her search intention. A search engine has to be able to capture and understand the true search intention when a query is received. Personalized profiles may help narrow this gap. But profiling raises the issues of privacy and scalability.
• How to make adaptive refinement efficient: Search engines can refine the search when receiving users' feedback. To effectively use the feedback to narrow the search results, the search engines would have to understand the feedback and be able to refine the search. AI techniques, machine learning in particular, may help improve this process.
• Collaboration between search engines and browsers: Currently the search engines and the browsers work as two independent camps. For adaptive refinement to succeed, browsers should understand how search engines work and carry out certain processing that is traditionally done by the search engines.
CONCLUDING REMARKS
The motivations of the work in this chapter come from the reality of Web search: Web search users usually have no patience to try, say, more than five iterations of relevance feedback for some intelligent search system in order to gain certain significant search precision increase. In contrast to the adoption of linear additive query updating techniques in existing algorithms, a new algorithm, multiplicative adaptive query expansion algorithm MA, is designed. The algorithm uses multiplicative query updating techniques to adaptively improve the query vector.
Algorithm MA has been implemented in project MARS to show its effectiveness and efficiency.
The algorithm has provable better performance than the popular Rocchio's similarity-based relevance feedback algorithm in learning a user preference determined by a linear classifier with a small number of non-zero coefficients over the real-valued vector space. Experiments indicate that algorithm MA substantially improves the search performance.
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