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The majority of quantum information tasks require error-corrected logical
qubits whose coherence times are vastly longer than that of currently available
physical qubits. Among the many quantum error correction codes, bosonic
codes are particularly attractive as they make use of a single quantum har-
monic oscillator to encode a correctable qubit in a hardware-efficient manner.
One such encoding, based on grid states of an oscillator, has the potential to
protect a logical qubit against all major physical noise processes. By strobo-
scopically modulating the interaction of a superconducting microwave cavity
with an ancillary transmon, we have successfully prepared and permanently
stabilized these grid states. The lifetimes of the three Bloch vector components
of the encoded qubit are enhanced by the application of this protocol, and
1
ar
X
iv
:1
90
7.
12
48
7v
1 
 [q
ua
nt-
ph
]  
29
 Ju
l 2
01
9
agree with a theoretical estimate based on the measured imperfections of the
experiment.
Introduction
In quantum physics, a multi-partite system can be prepared in a zero-entropy pure state even
though the outcome of any local measurement performed on one of the system components is
perfectly random (1). Such a composite system can implement a fully non-local, protected log-
ical qubit. To understand how this protection arises, let us first consider the case of a partially
non-local qubit formed by a particle placed in one of two distant positions, T and B (for Top
and Bottom). In the thought experiment represented in Fig. 1a, the state e−iφ/2 cos(θ/2)|T 〉 +
eiφ/2 sin(θ/2)|B〉 is generated by sending a magnetic spin-1/2 neutral atom polarized along
(θ, φ) through a magnetic field gradient which deflects it according to its vertical spin com-
ponent. After this Stern-Gerlach-type device, the phase φ gets rapidly randomized due to un-
desired interactions with spurious degrees of freedom in the environment. These degrees of
freedom couple to the logical qubit through the Z = |T 〉〈T | − |B〉〈B| Pauli operator. Such
an operator, which reveals the presence of the particle in T or B, is local. Interactions with
the environment through this operator trigger random Z gates on the logical qubit known as
phase-flips (φ → φ + pi) (2). On the other hand, if the positions T and B are distant enough,
direct tunneling between them is suppressed, so any physically realistic Hamiltonian has van-
ishing values for the matrix elements of the form |T 〉〈B| and |B〉〈T |. As a consequence, the
X = |T 〉〈B|+ |B〉〈T | and Y = −i|T 〉〈B|+ i|B〉〈T | logical Pauli operators cannot be probed
directly and bit-flips (θ → pi− θ) of the logical qubit can be suppressed by trapping the particle
in one of two boxes in T and B. In this example, the logical qubit is only partially delocalized
and thus only partially protected: theX andY operators are non-local in the sense thatX andY
gates connect distant positions—and thus do not take place directly, offering an opportunity for
correction of bit-flips—but the Z operator is local—so that phase-flips are not correctable. Ex-
tending this idea to a fully delocalized qubit, for which all three Pauli operators are non-local,
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is at the heart of quantum error correction schemes such as the Steane code (3), the surface
code (4), and the proposed implementations for topological quantum computation (5).
In the same vein as the partially delocalized particle example described above, one can en-
code a logical qubit over two distant coherent states in position-momentum (q, p) phase-space
of a harmonic oscillator. This bosonic code, known as the Schro¨dinger cat code (6–8), provides
a “half-protected” qubit. Indeed, if the two coherent states are distant enough in the oscillator
phase space, two logical Pauli operators—encoding the phase of the superposition—are non-
local, but the third one—encoding which-location information—is local and can be directly
probed by a q or p detection. Can we solve this conundrum and design a bosonic code so that
all three logical Pauli operators are non-local?
In 2001, Gottesman, Kitaev, and Preskill (GKP) proposed one such entirely non-local bosonic
encoding (9). The code states are grid states, periodic in phase-space along both q and p (10).
Defining displacements as D(β) = e−iRe(β)p+iIm(β)q, with the normalization [q,p] = i and
〈q2〉 = 〈p2〉 = 1/2 in the ground state of the oscillator, the operators Sa = D(a = 2
√
pi) and
Sb = D(b = ia) commute. They are the stabilizers of a two-dimensional code defined as their
mutual +1 eigenspace. The Pauli operators of the logical qubit are also displacement operators
given byX = D(a/2), Z = D(b/2), andY = D((a+b)/2). They commute with the stabilizers
and respect the Pauli group composition rules within the code manifold (X2 = Y2 = Z2 = I
and XYZ = iI). All of these operators are non-local since they directly connect regions of
phase-space separated by at least a/2. In contrast with other bosonic codes that have been pro-
posed (11, 12) and experimentally realized (13, 14), the GKP code offers a possible protection
against most physical noise processes (9, 15–17).
To understand this protection, we must consider physically realistic logical states, such
as those recently experimentally synthesized in the motional degree of freedom of a trapped
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Figure 1: Non-locally encoded quantum information a) Partially non-local encoding: in a
thought experiment, a Stern-Gerlach setup maps a local qubit (spin-1/2 particle) onto a partially
non-local qubit (particle confined in one of two boxes). Bit-flips are then suppressed, but a local
observer can reveal the particle position, dephasing a superposition of |T 〉 and |B〉. b) Fully
non-local encoding: realistic GKP code states are finitely squeezed grid states. The simulated
Wigner function of the fully mixed logical state in a code defined by a width σ = 0.25 for the
peaks and ∆ = 1/(2σ) = 2 for the normalizing envelope is given here as an illustration. Our
stabilization protocol entails position and momentum-dependent shifts of the state which pre-
vent the squeezed peaks from spreading (blue arrows) and the overall envelope from extending
(purple arrows). Side panels represent the probability distributions of the | ±XL〉 and | ± ZL〉
states along each quadrature, which retain disjoint supports along q or p under stabilization. The
GKP qubit is thus fully non-local and protected both against phase-flips and bit-flips.
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ion (18). In contrast with the ideal code states which extend infinitely in phase-space, a realistic
state |ΨL〉 is only an approximate eigenstate of the stabilizers verifying 〈ΨL|Sa,b|ΨL〉 ≈ 1. For
the square code, such a state is a superposition of squeezed states periodically displaced by a
with a Gaussian weight profile (see Fig. 1b). For a balanced code with equal squeezing in both
quadratures, the standard deviation σ of each peak in phase-space is related to the width ∆ of
the normalizing envelope (dashed gray line in Fig. 1b) by σ∆ = 1/2. If σ  a, two states
within this manifold that are shifted from one another by a along q or p are quasi-orthogonal
and form a valid logical qubit. Remarkably, this qubit can be protected against any noise pro-
cess acting on the system via local operators such as q, p, and any finite-order polynomial
of these two. These include decoherence processes such as photon relaxation (16, 17) or pure
dephasing of the oscillator, and Hamiltonian evolutions such as those induced by spurious non-
linearities. Indeed, when acting on logical GKP states with finite extent, these processes result
in a continuous evolution of quasi-probability distribution in phase-space (9,15,19). Since each
pair of quasi-orthogonal logical qubit states | ±XL〉, | ± YL〉 and | ±ZL〉 have non-overlapping
support in phase-space as shown in Fig. 1b, no flip between these states can occur at short times.
In this framework, error-correction consists of preventing a logical state from shifting far
enough to be erroneously decoded as the orthogonal one. Small shifts can be detected with-
out perturbing the logical qubit by measuring the real and imaginary part of the stabilizers,
which are commuting Hermitian operators. Indeed, the measurement outcomes only reveal
the position of the state in phase-space modulo 2pi/a =
√
pi, which does not depend on the
state of the logical qubit. One can then apply a corrective shift to recenter the grid state in
q, p = 0 mod 2pi/a. The error-correction protocol described in the two next sections is based
on such stabilizer measurements and feedback.
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Figure 2: Code stabilization sequence. a) Schematic of the two coaxial resonators bridged by
a single transmon as used in the experiment. b) Detailed pulse sequence for a single stabilization
round lasting 2.5 µs. The transmon control pulses (green) include pi/2-rotations for initialization
and readout along the σx and σy axes (dispersive readout pulse in gray), and stroboscopic pi-
rotations to cancel the effect of undesired terms in (2). The storage oscillator drive pulses
(light pink) temporarily shift the oscillator state by a large value α to implement the conditional
displacement CD, and perform the feedback displacement D concluding the round. c) The
sign of α is inverted at the same time as a pi-rotation of the transmon, leading to CD from
the second term in (2). d) The full stabilization sequence alternates indefinitely two peak-
sharpening rounds and two envelope-trimming rounds to prevent spreading of the grid state
peaks and envelope in phase-space (respectively blue and purple arrows in Fig. 1). Each round,
a conditional displacement entangles the transmon and the storage oscillator. A subsequent
measurement of the transmon controls the sign of a feedback shift of the oscillator and of a
pi/2-rotation resetting the transmon (double-stroke black arrows). The peak-sharpening shift
δ ' 0.2 maximizes the stabilizer value in steady-state. The envelope-trimming conditional
displacement by  ' 0.2 sets the width of the grid state envelope, which is optimal given
experimental constraints (10).
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1 Measurement of displacement operators
In our experiment, two reentrant coaxial microwave cavities made out of bulk aluminum are
bridged by a single superconducting transmon (20) and are anchored at the base-stage of a dilu-
tion refrigerator (see Fig. 2a). The fundamental mode of the first cavity (storage) hosts the GKP
grid states and is engineered to have rather long single-photon lifetime Ts = 245 µs, while the
fundamental mode of the second cavity (readout), overcoupled to a transmission line, performs
a quantum non-demolition readout of the transmon in 700 ns (10). The transmon energy and
coherence lifetimes are T1 = 50 µs and T2 = 60 µs. The storage mode and the transmon are dis-
persively coupled, and in the doubly rotating frame at these two modes resonance frequencies,
their joint Hamiltonian is
H(t)
~
= −χ
2
a†aσz + iEs(t)a† − iE∗s (t)a, (1)
where a = (q+ ip)/
√
2 is the annihilation operator of the storage mode, σz is a Pauli operator
of the transmon, χ/2pi = 28 kHz is the dispersive shift, and the displacement rate Es results from
a resonant microwave drive applied to the storage mode through a weakly coupled port. One can
mathematically cancel this drive term by moving to a displaced frame via the transformation
a→ a + α(t), where α(t) = ∫ t
0
Es(t′)dt′ is the response of the storage oscillator in absence of
the transmon (8). In this frame, the Hamiltonian now reads
H˜(t)
~
= −χ
2
a†aσz − χ
2
(
α(t)a† + α∗(t)a
)
σz − χ
2
|α(t)|2σz. (2)
In this expression, the first term leads to a rotation of the storage mode conditioned on the
transmon state, the second term creates a displacement of the storage mode conditioned on the
transmon state, and the third term gives a rotation of the transmon around the σz axis. In or-
der to measure a displacement operator D(β) of the storage mode, we perform the sequence
depicted in Fig. 2b-c. This sequence, akin to the measurement scheme introduced in (21),
cancels the effect of the first and last terms while retaining the effect of the middle one. Af-
ter preparing the transmon in | + x〉, the storage mode is displaced by a large value α (up to
7
|α|2 ' 1000 photons in the laboratory frame in our experiment) and brought back to the origin
of phase-space after an arbitrary time. Next, the transmon state is flipped and the oscillator
state is displaced in the opposite direction for the same duration. Overall, this results in the os-
cillator state being displaced conditioned on the transmon state following the unitary evolution
CD(β) = ei
(
−Re(β)p+Im(β)q
)
σz
2 for β = i
√
2χ
∫
t
α+(t)dt, where α+ = α for the first half of
the evolution, and α+ = −α for the second half, which accounts for the changing sign of σz
when the transmon is flipped. In this evolution, we have neglected a small deterministic dis-
placement of the storage mode resulting from the non-commutation of H˜ at different times (10).
This conditional displacement can equivalently be viewed as a rotation of the transmon
Bloch vector around the σz axis by an angle dependent on the phase-space distribution of the
storage mode. Measuring the transmon along σx or σy then yields up to one bit of information
about this distribution. More precisely, after the conditional displacement CD(β), we show
that 〈σx− iσy〉 = 〈D(β)〉 (10,22). As a consequence, if the storage mode is in the manifold of
D(β) with eigenvalue eiλ, the transmon is in the pure state whose Bloch vector forms an angle
λ with σx on the equator. Measuring the transmon along a varying angle, resetting it (23, 24),
and repeating the sequence until λ is found thus performs phase-estimation of D(β) (25, 26).
Several schemes applying this procedure to β = a, b were proposed to sequentially prepare
ideal grid states (15, 27–31). In the next section, we describe how to circumvent the complex
calculations or heavy post-selection required by these schemes by using a proportional-like,
Markovian feedback to permanently stabilize the finitely squeezed GKP code.
Conveniently, conditional displacements can also be employed to obtain the expectation
value 〈D(β)〉 of any displacement operator for an arbitrary state of the storage oscillator. This
leads precisely to the state characteristic function (32), which is the two-dimensional Fourier
transform of the Wigner function, C(β) = 〈D(β)〉 = ∫∫ W (q, p)e−iRe(β)p+iIm(β)qdqdp. This
complex-valued representation fully characterizes an arbitrary state. In our experiment, we mea-
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Figure 3: Stabilized square code in steady-state. a) Measured average value of the code sta-
bilizers real part when turning on stabilization from the vacuum state. Each stabilizer oscillates
over a 4-round period as a result of the periodicity of the stabilization sequence (see Fig. 2d),
and steady-state is reached in about 20 rounds. The maximum value of Re(Sa,b) for this finitely
squeezed code is 0.86 (10). b) Real part of the measured characteristic function of the storage
mode in steady-state (after 200 rounds stabilization). Particular points corresponding to stabi-
lizers and Pauli operators are indicated by black circles, and the dashed lines enclose an area of
4pi.
sure Re(C(β)), which contains the information about the symmetric component of the Wigner
function, to characterize the generated grid states as represented on Fig. 3–6. The imaginary
part Im(C(β)) contains information about the anti-symmetric component of the Wigner func-
tion and is expected to take a uniform null value for the symmetric grid states we consider. We
have verified this property at critical points (10).
2 Stabilization of the GKP code manifold
Given experimental constraints, we aim to stabilize a finite size GKP code with envelope width
∆ ' 3.2, chosen to maximize the logical qubit coherence time (10). Given this envelope, a
state within the manifold has a peak width satisfying σ = 1/(2∆) = 0.16, and we verify that
a pair of encoded Clifford states at opposite points on the logical Bloch sphere have an overlap
bounded by |〈+YL|−YL〉|2 = 4×10−7 (10). Thus, the logical qubit is rigorously defined in this
finitely squeezed code, for which Sa, Sb,X,Y and Z are only approximate stabilizers and Pauli
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operators. Photon dissipation and other decoherence mechanisms tend to diffusively shift the
oscillator state, which, on average, results in a state with off-centered and broader peaks (width
σ˜ > σ) (10). Efficient quantum error-correction then requires two conditions. First, we should
keep the oscillator state probability distribution peaked in phase-space at q, p = 0 mod 2pi/a
and require σ˜  a/2 at all times to avoid flips of the logical qubit. Second, we should prevent
the grid-state envelope from drifting or expanding beyond ∆ in phase-space.
To satisfy the first condition, we repeatedly corral the oscillator state into an approximate
+1 eigenstate of the stabilizers by repeating elementary peak-sharpening rounds. During one
of these rounds, we acquire one bit of information on the stabilizer Sa (or Sb), which encodes
the state coordinate p mod 2pi/a (respectively q mod 2pi/a) in phase space. Following this
measurement, we apply feedback to the oscillator by shifting its state in p (respectively q) based
on this value only (see Fig. 2d). More precisely, for a p-peak sharpening round, the transmon
is prepared in | + x〉 and the storage mode state conditionally displaced by CD(a) so that
〈σx − iσy〉 = 〈Sa〉. In the limit that the state is close enough to the coding manifold prior to
the stabilization round (〈Sa〉 ' +1), measuring σx does not yield any information at first order.
On the other hand, measuring σy provides one bit of information as to whether the grid state is
more likely to be positioned to the left (Im(Sa) < 0) or right (Im(Sa) > 0) of pmod 2pi/a = 0.
The backaction of such a single-round measurement of Im(Sa) partly collapses the peaks of
the p-distribution in the corresponding direction (see (10) for the explicit form of the associ-
ated Kraus operators and details on the oscillator state evolution). This sharpens the peaks as
desired, and shifts each peak center of mass, which we correct by applying a feedback displace-
ment of ±δ ' ±0.2 to the oscillator, where the sign is determined by the σy measurement
result. The displacement length δ is chosen to compensate for the backaction-induced shift in
the steady-state of stabilization, and thus maximize the stabilizer expectation value (10). Con-
tinuously repeating such p peak-sharpening rounds, and similarly arranged q peak-sharpening
rounds, results in position and momentum dependent shifts of the quasi-probability distribution
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as schematized by blue arrows in Fig. 1b. These shifts anchor the grid state to the center of
phase-space and prevent the peaks from spreading.
In order to meet the second condition and maintain the desired code extension in phase-
space, we regularly trim the grid state envelope by a controlled amount with a modified version
of this feedback protocol (see Fig. 2d). This is needed as the conditional displacements applied
during peak-sharpening expand the envelope, which increases sensitivity to dissipation (10). In
the stabilization sequence, we thus interleave peak-sharpening rounds with envelope-trimming
rounds, for which measurement of the imaginary part of the stabilizers is replaced by that of
much shorter displacements D() and D(i), with  ' 0.2. Just as the peak-sharpening rounds
cause position and momentum dependent shifts of the oscillator state with a period 2pi/a in
phase-space (blue arrows in Fig. 1b), the shifts induced by envelope-trimming rounds follow a
much larger periodicity of 2pi/ (purple arrows). They effectively confine the probability dis-
tribution to a region of phase-space centered at the origin. The displacement length  sets the
envelope width in steady-state (10). The feedback shifts in these envelope-trimming rounds are
chosen to be exactly±a/2, which translates the grid state center of mass without modifying the
stabilizer values.
Starting from the ground state of the oscillator, we apply indefinitely the full stabiliza-
tion protocol alternating measurement of 4 different displacement operators as summarized in
Fig. 2d. In Fig. 3a we plot the measured average values of Re(Sa) and Re(Sb) after n rounds
of stabilization. The stabilizer values increase rapidly to converge to a steady-state in about 20
rounds. On top of this trend, each stabilizer mean value oscillates over a period of 4 rounds by
increasing to 0.62 when the peaks are sharpened in the corresponding phase-space quadrature
and then decaying down to 0.5 over the 3 next rounds. Beyond this periodic oscillation, the
stabilizers do not evolve over hundreds of rounds (not shown), which indicates that our protocol
fully stabilizes the code manifold.
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We plot the real part of the characteristic function of the steady state after 200 rounds of
stabilization in Fig. 3b. This state is a maximally mixed state of the logical qubit, as can be
seen from the null value of the points corresponding to all three logical Pauli operators. Note
that this characteristic function representation is the Fourier conjugate to the theoretical Wigner
representation given in Fig. 1, even though the two are similar for grid states. These results are
quantitatively reproduced by master-equation simulations (10) (lines in Fig. 3a) whose param-
eters are all independently calibrated. From these simulations, we estimate that the squeezing
of the peaks of the generated grid states oscillates between 7.4 dB and 9.5 dB in steady-state—
close to the level required for fault-tolerant quantum computation with a next-level of quantum
error-correction (33–35)—and the average photon number oscillates between 8.6 and 10.2 pho-
tons.
3 Logical qubit initialization
Once steady-state of the stabilization has been reached, the oscillator is approximately in the
code manifold and we may initialize or readout the logical qubit by replacing one of the stabi-
lization rounds with a measurement of the real part of one of the ideal, infinitely squeezed code
Pauli operators X,Y and Z. These operators, whose complex eigenvalues lie on the unit circle,
have a sharply peaked distribution around +1 and -1 so that this initialization can be done with a
single-round measurement. To measure Re(X), Re(Y), or Re(Z), we initialize the transmon in
|+x〉 and apply the conditional displacementCD(β) with β = a/2, (a+b)/2, b/2 respectively.
This gate is followed by the displacement D(−β/2) in order for the whole sequence to shift the
grid state by 0 or β rather than ±β/2, which would offset the grid state by half a lattice period.
After the sequence, 〈σx − iσy〉 = 〈X〉, 〈Y〉 or 〈Z〉 and a subsequent σx readout of the trans-
mon with outcome±1 heralds the preparation of the approximate |±XL〉, |±YL〉 or |±ZL〉 state.
However, the logical qubit cannot be perfectly initialized with a single-round measurement
12
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Figure 4: Initialization and coherence characterization of the logical qubit in the square
encoding. a) Left panel: characteristic function of |−XL〉 prepared, in steady-state, by applying
a feedback Z-gate conditioned on the outcome +1 of a first single-round Re(X) measurement,
before heralding a higher fidelity state on the outcome −1 of a second identical measurement.
Right panel: same procedure to prepare | −YL〉. b) After preparing | −XL〉, | −YL〉 or | −ZL〉,
the time-decay of the real part ofP = X,Y or Z, respectively, is measured when continuously
applying the stabilization sequence (ON) or not (OFF). In the former case, we track determin-
istic flips of the logical qubit (not visible here) caused by the stabilization protocol (10). The
stabilization extends the lifetime of the 3 Bloch vector components to TX = TZ = 275 µs
and TY = 160 µs, and the results are quantitatively reproduced by master-equation simulations
(lines).
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of eitherX,Y orZ since, for the finite width code we consider, the Clifford states are not strictly
±1 eigenstates of these operators. Experimentally, after four more rounds of stabilization which
approximately project the generated state onto the stabilized code, a second measurement of the
same operator yields the same result as the first measurement with probability ∼ 0.8. This im-
perfect correlation originates equally from the imperfect preparation after the first measurement,
and from the finite contrast of the second one. We can further improve the fidelity of prepara-
tion to the finitely squeezed Clifford state by substituting in the previous protocol the single
measurement of the Pauli operator of the infinitely squeezed code with two consecutive such
measurements. In order to prepare |−XL〉 (respectively |−YL〉), after a first Re(X) (respectively
Re(Y)) measurement, we apply a feedback displacementD(b/2) (respectivelyD(a/2)), which
implements a Z-gate in the ideal code (respectively aX-gate), if the measurement yields the un-
desired outcome. We then post-select realizations in which the second measurement yields the
desired outcome. The oscillator characteristic function is subsequently measured conditioned
on the success of this preparation (see Fig. 4a). The ideal code Pauli operators value in these
two cases are respectively 〈Re(X)〉 = −0.8 and 〈Re(Y)〉 = −0.63. We insist here that these
values do not reflect the preparation fidelity to the finitely squeezed logical states | −XL〉 and
|−YL〉, and the prepared state is as close, within experimental uncertainties, to the target state as
allowed by the imperfect code stabilization (see (10) for details). The same methods are applied
to prepare other Clifford states (data not shown). In particular, the | − ZL〉 state characteristic
function is the one of | −XL〉 rotated by 90◦ (not shown).
4 Coherence of the stabilized logical qubit
In order to test the error-correction performance of our stabilization scheme, we prepare one of
the logical states | −XL〉, | − YL〉 or | − ZL〉, then compare the decay of the mean value of the
real part of the corresponding operator P = X,Y or Z in time when performing stabilization
(open circles in Fig. 4b) or not (crosses). In all three cases, our error-correction protocol extends
the coherence of the logical qubit. We extract the stabilized qubit coherence times TX = TZ =
14
275 µs and TY = 160 µs. The shorter coherence time of the Y Pauli operator, also visible in
the unstabilized case, is expected as the distance in phase-space from the probability peaks of
the | + YL〉 state to those of the | − YL〉 state is
√
2 shorter than in the case of | ± XL〉 and
| ± ZL〉 (see Wigner representation of all Clifford states in (10)) . Therefore, diffusive shifts in
phase-space induced by photon dissipation cause more flips of the Y component of the logical
qubit Bloch vector. Master-equation simulations again reproduce quantitatively these results
(lines). It is worth noting that the lifetime of the X and Z components of the stabilized logical
qubit are longer than the photon lifetime in the storage oscillator, demonstrating the potential of
bosonic quantum error correction.
5 Hexagonal code
It is possible to modify the square GKP code to obtain a more symmetric encoding for which
the coherence times of all three Pauli operators are equal. In general, a two-dimensional code
manifold can be defined as the +1 eigenspace of two commuting stabilizers Sa = D(a) and
Sb = D(b) with Im(a∗b) = 4pi. Geometrically, this condition implies that the magnitude of the
cross-product of the two vectors representing these stabilizers in characteristic function space
span an area of 4pi (see Fig. 3b, 5b). In the hexagonal GKP code (9), we choose b = aei
pi
3 , which
respects the above area condition for a =
√
8pi√
3
. The Pauli operators correspond to equal length
displacements X = D(a/2), Y = D(b/2) and Z = D(c/2) with c = aei
2pi
3 . For symmetry
reasons (10), we also define a third stabilizer Sc = Z2 = D(c) that commutes with the two
others.
We stabilize this code by adapting the protocol described in Sec. 2 (10). Here, measurement
of the 3 hexagonal stabilizers followed by small corrective feedback displacements sharpen the
peaks from three different directions. These are interleaved with measurement of 3 short dis-
placement operators orthogonal to the stabilizers, followed by feedback displacements of length
a/2, which trim the envelope. When applying this protocol on the storage mode initialized in
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Figure 5: Stabilization, state-preparation and coherence in the hexagonal code. a) The grid
state peaks and envelope are sequentially sharpened and trimmed from three directions. When
turning on stabilization from the ground state of the oscillator, the real part of the stabilizers
expectation values oscillate every six rounds and increase to rapidly reach a steady-state. b)
After 200 rounds, the oscillator state is a fully mixed logical state revealing the code structure
(top). A Clifford state such as | − YL〉 (bottom) can be prepared by single-round measurement
of Re(Y) followed by a feedback displacement. c) Due to the code symmetry, the decay of the
logical Bloch vector is isotropic. An exponential fit (black line) indicates a lifetime of 205 µs,
enhanced by stabilization.
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the ground state, the stabilizers mean values oscillate every 6 rounds as each of these displace-
ment operators is measured in turn, and rapidly converge to a stationary regime for which their
value oscillate between 0.4 and 0.55 (see Fig. 5a). We measure the real part of the characteristic
function of the fully mixed logical state reached after 200 rounds, which reveals the hexagonal
structure of the code (Fig. 5b). Here again, master equation simulations reproduce quantitatively
these results and indicate that the generated grid states are characterized by the same squeezing
for the peaks as in the square encoding (between 7.5 dB and 9.5 dB in steady-state). Note that
the temporary negative value of Re(Sa) registered at short times originates from the particular
programming of the feedback algorithm on the fast-electronics FPGA board: the oscillator state
gets shifted at the beginning of the sequence, which is included in simulations.
As in the square case, we prepare the logical qubit in each Clifford state with a single-round
measurement of Re(X), Re(Y) or Re(Z). In Fig. 5b, we show the measured characteristic
function of the |−YL〉 state. Note that the characteristic functions of |−XL〉 and |−ZL〉 are equal
to the one of | − YL〉 but rotated by ±60◦ (not shown). Finally we characterize the coherence of
the stabilized logical qubit by measuring the decay of the Pauli operator mean values in time.
As expected, the decoherence of the logical qubit is now isotropic and significantly extended
compared to the unstabilized case, with coherence times of TX = TY = TZ = 205 µs. These
values do not allow us to reach break-even (13, 14), but our setup, still in the exploratory stage,
is far from having been optimized for this goal.
6 Preparation of an arbitrary logical state
Beyond Clifford states, it is possible to prepare an arbitrary logical state with a simple teleported
gate (10, 18). We illustrate this feature by preparing the “magic” state (36)
|ML〉 = cos(pi/8)| + XL〉 − sin(pi/8)| − XL〉 in both the square and hexagonal codes. The
logical qubit is first deterministically prepared in | + ZL〉 and the transmon in | + x〉. We then
apply the conditional displacement CD(a/2) followed by a code-recentering shift D(−a/4).
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Figure 6: Magic state preparation in the square (a) and hexagonal (b) codes. The sequence
D(−a/4)CD(a/2) applied on the storage-transmon |+ ZL〉|+ x〉 state prepares the entangled
Bell state (| + XL〉| + x〉 + | −XL〉| − x〉)/
√
2. Measuring the transmon in any state |ψ〉 then
heralds the preparation of the same state |ΨL〉 in the storage oscillator. Here |ΨL〉 = |ML〉 =
cos(pi/8)|+XL〉 − sin(pi/8)| −XL〉.
This sequence, which is also used to measureX (see Sec. 3), prepares the Bell state (|+XL〉|+
x〉 + | −XL〉| − x〉)/
√
2. Given any pair of orthogonal logical states | ± RL〉 and denoting as
| ± r〉 the transmon states with same positions on the Bloch sphere, we can re-write this Bell
state as (|+RL〉|+ r〉+ | −RL〉| − r〉)/
√
2. Thus, measuring the transmon in |+ r〉 or | − r〉
heralds the preparation of | + RL〉 or | − RL〉 in the storage oscillator. We use this protocol
to prepare |ML〉, whose measured characteristic function is represented in Fig. 6. Note that
the preparation can be made deterministic with a simple feedback displacement and the whole
sequence can be modified to perform an arbitrary rotation of the logical qubit (10).
7 Logical errors and outlook
The coherence of the logical qubit is limited by two factors. First, the repetition time of the
stabilization rounds, despite being a factor of a hundred shorter than the storage mode single-
photon lifetime, is not negligible. The transmon dispersive readout and its signal processing
using fast electronics accounts for about half of this duration, and the conditional displacement
gate for the other half. This gate could in principle be made shorter by using larger displace-
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ments of the storage oscillator (amplitude α in Fig. 2c), but in our experiment, this strategy
resulted in spurious errors that may be attributed to residual Kerr non-linearity of the oscilla-
tor (10). The second factor limiting the logical qubit coherence are transmon errors. Among
these, σz errors (phase-flips) commute with the storage-transmon interaction Hamiltonian and
thus do not propagate to the logical qubit. They are equivalent to transmon readout errors, and
are corrected for by subsequent stabilization rounds (10). On the other hand, the σx and σy
transmon errors (bit-flips), as well as excitations to the higher excited states of the transmon,
propagate to the logical qubit as they lead to random displacements of the storage mode. Simu-
lations indicate that bit-flips of the transmon and photon loss in the storage mode each account
for about half of the logical qubit error rate.
In conclusion, we have demonstrated the successful preparation, readout, and full error-
correction of a logical qubit encoded in GKP grid states of a superconducting microwave res-
onator. Our stabilization scheme only requires a weak dispersive interaction between a har-
monic mode of the resonator and an ancillary transmon mode in conjunction with stroboscopic
controls of both modes, and significantly enhances the lifetime of all logical Pauli operators.
This coherence can be further improved by replacing the transmon with a noise-biased ancil-
lary qubit (37, 38). Moreover, in the GKP code based on superconducting cavities and qubits,
protected single and multi-qubit Clifford gates can be implemented in a straightforward way,
paving the way for the embedding of the logical qubit in a further layer of protection (33–35,39).
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Supplementary materials
S1 Experimental design
The experimental system is schematically represented in Fig. S1, and its parameters are sum-
marized on Table 1. The storage and readout oscillators are the fundamental modes of two
rectangular coaxial microwave cavities machined out of a single 6061 aluminum alloy block. A
section of rectangular waveguide with the same dimensions extends each cavity and is closed
off by a top lid coated with copper powder mixed in Apiezon Wax W (brown layer in Fig. S1).
We embed in the wax a copper braid attached to the base-plate of the refrigerator in order to
thermally anchor this non-magnetic, highly dissipative material, which damps and thermalizes
the higher frequency modes of the structure. The cavities are protected from external magnetic
fields using an Amumetal A4K shield.
The cavities are bridged by a single transmon superconducting circuit, made of a double-
angle-evaporated Al/AlOx/Al Josephson junction (inductance 7.3 nH) bridging two 0.7 mm-
by-0.4 mm rectangular aluminum pads. It is fabricated using the bridge-free fabrication tech-
nique on a double-side-polished 5 mm-by-37.5 mm chip of c-plane sapphire with a 0.43 mm
thickness. The chip is clamped from two sides (out of the representation plane in Fig. S1) by
compressing it between thermally anchored copper blocks covered with a 200 µm thick indium
foil.
The full wiring diagram of the experiment is depicted in Fig. S1. The microwave lines are
filtered using both homemade eccosorb-based dissipative filters and commercial reflective K&L
filters. The pulses used to probe and control the system are generated at room temperature by IQ
mixing of a local oscillator (LO) provided by a microwave source at ω+ωh with a low frequency
signal at ωh (50 MHz < ωh/2pi < 100 MHz) with arbitrary envelope delivered by the Digital
to Analog Converter (DAC) of an integrated FPGA system. For reading out the transmon, the
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Figure S1: Wiring diagram. Two coaxial microwave resonators (gray) bridged by a single
transmon superconducting qubit (black) fabricated on a sapphire chip (blue, see text for details)
are anchored on a dilution refrigerator base plate. The cavities are machined out of a single
aluminum block, and closed by a lid coated with copper powder mixed in Apiezon Wax W
(brown). Microwave pulses used to probe or control the system are generated by IQ mixing of a
local oscillator (LO) with a low frequency signal with arbitrary envelope delivered by the DAC
of an integrated FPGA system. The microwaves propagate down heavily attenuated lines to
the system. Circulators are used to route the reflected readout signal to a near quantum limited
SNAIL-parametric amplifier (SPA) (40) used in phase-sensitive mode (pulsed pump microwave
at twice the readout signal frequency). The signal is further amplified and down-converted at
room-temperature before digitization by the FPGA board.24
Storage oscillator single-photon lifetime Ts 245 µs
Storage oscillator frequency ωs/2pi 5.26 GHz
Storage oscillator Kerr anharmonicity Ks/2pi 1 Hz
Transmon energy lifetime T1 50 µs
Transmon coherence lifetime (echo) T2e 60 µs
Transmon coherence lifetime (Ramsey) T2R 8 µs
Transmon resonance frequency ωt/2pi 6.71 GHz
Transmon anharmonicity Kt/2pi 193 MHz
Readout oscillator single-photon lifetime Tr 65 ns
Readout oscillator frequency ωr/2pi 8.2 GHz
Storage-transmon dispersive shift χ/2pi 28 kHz
Readout-transmon dispersive shift χr/2pi 1 MHz
Jump rate to higher transmon levels during stabilization Γ→f (3 ms)−1
Table 1: Measured experimental parameters. Parameters entering the master-equation sim-
ulations described on Sec. S2.6 are highlighted in gray.
signal reflected off from the cavity is pre-amplified by reflection on a near quantum limited
SNAIL-parametric amplifier (SPA) (40) used in phase-sensitive mode: a pulsed, high-power,
pump at twice the readout signal frequency is generated by frequency-doubling and IQ-mixing
the signal from the same LO. The readout signal is then further amplified, down-converted at
room-temperature and digitized by the FPGA system.
S2 Experimental parameters characterization
S2.1 Transmon readout
The transmon is readout using a dedicated resonator (see Fig. S1) overcoupled to an output
line (photon exit rate κr = 2pi × 2.5 MHz) forming a near-quantum limited amplification
chain. The transmon and the readout oscillator are dispersively coupled with a dispersive shift
χr = 2pi × 1 MHz. We measure the transmon with the largest possible photon number without
degrading its T1. Note that the dispersive coupling between the readout mode and the storage
mode χsr = χχr2Kt ∼ 2pi × 70 Hz (see Table. 1) is small enough that the storage mode is not
dephased by this measurement.
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Figure S2: Fast transmon readout a) Trajectories of the readout oscillator state in phase-
space conditioned on the transmon state. By alternating positive and negative amplitude drives
of the oscillator, the two trajectories separate then recombine (see text). b) Measured differential
signal when the transmon is prepared in | ± z〉. The reflected signal from the readout resonator
is amplified (near quantum limited amplifying chain including a phase-sensitive parametric
amplifier (40)). The down-converted, digitized and window-integrated signal quadratures I
and Q reflect the intra-cavity field coordinates Re(α) and Im(α), respectively amplified and
de-amplified.
In order to shorten the ringdown time of the resonator, which is desired to limit the dead
time before manipulating the transmon again, we use a fast unloading protocol (41). This mod-
ified dispersive readout scheme is schematized in Fig. S2a. It starts by driving the resonator
with a positive amplitude 1. The readout oscillator state gets displaced and separates along an
angle given by the state of the transmon. We then revert the amplitude of the drive to a large
negative value 2 (green arrows) to displace the two possible coherent states to the opposite di-
rection in phase-space. The two states then recombine and are brought back to the origin using
a third drive with a positive amplitude 3. One can understand this sequence by comparing it to
the conditional displacement sequence described in Sec. 1. The joint transmon-readout Hamil-
tonian is similar to the transmon-storage one given in Eq. (2). However, here, we do not flip
the transmon state in the middle of the sequence. Thus, the overall conditional displacement
resulting from the action of the second term in Eq. (2) is canceled: depending on the transmon
state, the oscillator trajectories in phase-space first separate, then recombine. Integrating the
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transient signal yields the transmon state, with the oscillator left in the ground state at the end
of the sequence.
A noticeable difference with the case of the storage mode conditional displacement is that
the photon lifetime in the oscillator is, here, of the same order as the sequence duration. We
optimize the exact amplitudes and phases of 1,2,3 using an algorithm that minimizes the number
of photons in the oscillator after 600 ns. As a result, the transmon can be rotated 100 ns later
(see Fig. 2b) with no detectable spurious dephasing. The measured differential signal for the
transmon prepared in |±z〉 is plotted on Fig. S2b. From its maximum value, the signal drops by
more than 99 % in about 200 ns, which is shorter than the time∼ 10TR = 650 ns required for the
oscillator field amplitude to decay by a comparable amount with passive photon damping. The
overall readout fidelity is close to unity, and the sequence is modeled as a perfect instantaneous
projection of the transmon state after 350 ns in master-equation simulations (see Sec. S2.6).
S2.2 Displacement length characterization
The transmission of the input lines cannot be precisely known, so the storage oscillator dis-
placement rate for a given room-temperature pulse power is a priori unknown. We thus need
to calibrate the displacement D(δ) associated with a given driving pulse amplitude (the pulses
used for feedback displacements have a Gaussian temporal shape with a fixed standard devia-
tion of 5 ns). Similarly, for the driving sequence represented in Fig. 2b, we need to estimate
the conditional displacement CD(β) corresponding to a given drive amplitude. Note that we
could in principle deduce one of these scaling factors from the other (conditional displacements
result from large unconditional ones), but such an estimate would be imprecise due to the vastly
different timescales involved.
We start by estimating the conditional displacements scale. This is done by measuring the
characteristic function of the vacuum state, which reads Cvac(β) = e−
|β|2
4 with our convention.
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Figure S3: Displacement length calibration. a) We adjust the scaling of the conditional
displacements so that the measured characteristic function of the vacuum state (blue circles)
is a Gaussian with standard deviation
√
2 (orange line). b) Unconditional displacements are
calibrated by applying a sequence of conditional displacements CD(2
√
pi) (red arrows) and
unconditional ones D(±γ) (black arrows) on the transmon prepared in |+ x〉. At the end of the
sequence, the transmon state has picked up a geometrical phase φ = −φ|+z〉+φ|−z〉 where φ|±z〉
is the oriented area circled in the oscillator phase-space when the transmon is in | ± z〉. The
displacement scaling is adjusted so that varying γ results in oscillations of 〈σx〉 (blue circles)
with a period
√
pi (orange line).
We assume the oscillator to be in the vacuum state at equilibrium and, as described in Sec. 1,
we measure C(β) (plotted in Fig. S3a) by averaging a transmon measurement following a con-
ditional displacement CD(β). Neglecting the transmon bit-flip errors during the conditional
displacement and spurious thermal excitations of the oscillator, the scale of the conditional dis-
placements is then set by adjusting C(β) to a Gaussian with standard deviation
√
2. As for the
other parameters relevant to the performance of our stabilization protocol, this original calibra-
tion of the conditional displacements is finely tuned (variation of about 1 %) by empirically
maximizing the coherence of the logical qubit under stabilization.
We now turn to calibrating the unconditional displacements length. This is done by per-
forming the sequence of gates D(−iγ)CD(−2√pi)D(iγ)CD(2√pi) on the oscillator initially
in vacuum and the transmon in |+x〉. γ is the a priori unknown displacement length we want to
calibrate. As represented in Fig. S3b, the storage oscillator state follows a transmon-dependent
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trajectory in phase space. At the end of the sequence, the two possible trajectories recombine,
so that the oscillator and the transmon are disentangled. However, the two trajectories circle
around two opposed oriented areas in phase-space, so that the transmon picks up a geometrical
phase: at the end of the sequence, its state reads ei
√
piγ|+ z〉+ e−i√piγ|− z〉 up to normalization.
When varying γ, a final σx measurement of the transmon yields oscillations with a period
√
pi.
The recorded oscillations plotted in Fig. S3c are used to calibrate the displacement length.
S2.3 Single-photon lifetime in the storage mode
We estimate the photon lifetime in the storage mode by recording the decay of a coherent state
amplitude and neglecting any pure dephasing (see Sec. S2.7 for comments on this hypothesis).
We start by displacing the oscillator state by δ0 (coherent state |δ0/
√
2〉 with our notation), the
transmon being in its ground state. The free decay of the coherent field is expected to be
δ(t) = δ0e
−i∆st− t2Ts . (S1)
where ∆s is the detuning between the microwave used to displace the oscillator (loading and
characteristic function measurement) and the resonance frequency. The characteristic function
of the oscillator in this coherent state reads
C(β, t) = e−
1
4
|β|2e−iIm(δ(t)β
∗). (S2)
We measure C(β, t) for β ∈ R and β ∈ iR and fit this signal to obtain δ(t). The fitted value
as a function of time is represented in Fig. S4a. The coherent state rotates in phase-space and
its amplitude decays exponentially with a characteristic time 2Ts = 490 µs.
S2.4 Storage mode resonance frequency and dispersive coupling to the
transmon
From the same field amplitude decay measurement described in the previous section, we can
extract the storage mode resonance frequency ωs − χ2 when the transmon is in its ground state
(see Eq. 1). We repeat this measurement after preparing the transmon in its excited state, in
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Figure S4: Storage oscillator characterization a) With the transmon in its ground state, the
free decay of a coherent state |δ(t)/√2〉 in the storage oscillator is monitored by measuring
the characteristic function at a varying time t and fitting it using Eq. (S2). The state amplitude
decays exponentially with characteristic time 2Ts = 490 µs. b) After preparing the logical qubit
in |+XL〉, the free decay of the X component of the logical Bloch vector (stabilization turned
off) is monitored by measuring circular cuts of the real part of the characteristic function C(β)
with |β| = a/2. The function maximum is 〈Re(X)〉, and, the transmon being in its ground
state, its position rotates at −χ/2.
which case the mode resonates at ωs+ χ2 . We thus get a first estimate of the oscillator frequency
ωs (the rotating frame frequency of the Hamiltonian (2)), and of the dispersive shift χ.
However, transmon relaxation events during the field decay and during the characteristic
function measurement sequence limit the precision of this calibration. A more precise estimate
of ωs within ±100 Hz is obtained by varying the frequency of all the oscillator control pulses
during stabilization and empirically maximizing the logical qubit coherence time. χ is also more
finely estimated by considering the decay of the logical Pauli operators expectation value when
the stabilization is OFF. For a varying time t after preparing the logical qubit in | + XL〉 and
resetting the transmon in its ground state, we measure circular cuts of the characteristic function
Re
(
C(a
2
eiφ)
)
with φ ∈ [0, pi] in Fig. S4b. At t = 0, it takes its maximal value, corresponding to
〈Re(X)〉, at φ = 0. For t > 0, the position of the maximum rotates at −χ
2
, which is the detun-
ing between the working frequency and the oscillator frequency for the transmon in its ground
state. We thus get χ = 2pi × 28 kHz, which is the value used to estimate the maximum pho-
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ton number of |αmax|2 = 320 reached when performing the conditional displacements for the
measurement of the stabilizers. We can also estimate the storage oscillator Kerr anharmonicity
inherited from its hybridization to the transmon mode (42) to be Ks = χ
2
4Kt
= 2pi× 1 Hz, where
Kt = 2pi × 193 MHz is the transmon anharmonicity.
Extracting the maximum value of the circular characteristic function cuts at all times after
preparing |+XL〉, |+YL〉 and |+ZL〉, we reconstruct the decay of the three components of the
logical Bloch vector 〈Re(X)〉OFF, 〈Re(Y)〉OFF and 〈Re(Z)〉OFF, used as a baseline to evaluate
the quantum error-correction performances of our stabilization scheme (color crosses in Fig. 4b
and Fig. 5c).
S2.5 Excitation to higher levels of the transmon
Excitations of the transmon to its second excited state |f〉 lead to a depolarization of the logical
qubit. Indeed, while our protocol includes resets of the transmon every stabilization round by
non-demolition readout and feedback, the control pulses on the |g〉 ↔ |e〉 transition are inef-
fective when the transmon is in |f〉. Thus, when the transmon excites to |f〉, the oscillator state
rotates at ∆s = −32χ, which is the detuning between the working frequency and the disper-
sively shifted oscillator frequency, until the transmon spontaneously relaxes back to |e〉. Such
relaxation happens after a typical time T1/2, which is longer than 1/∆s, so the oscillator state
is rotated by a random angle during the time the transmon spends in |f〉. Once the transmon is
back in the {|g〉, |e〉} manifold, the stabilization turns back on, projecting the oscillator state in
the code manifold. However, the logical qubit ends up in a random (fully mixed) state.
Such excitations of the transmon can be either thermally activated (the equilibrium occu-
pation of the first excited state of the transmon is found to be ∼ 1 %) or triggered by the fast
control pulses applied on the |g〉 ↔ |e〉 transition. Indeed, the total duration of these pulses is
30 ns, which corresponds to a spectral width of the same order as the transmon anharmonicity.
31
t (µs)
P
(|f
〉)
# round
Figure S5: Excitation to |f〉. From the thermal equilibrium state of the transmon (negligible
occupation of the |f〉 level), the same pulse sequence used for stabilizing the GKP code mani-
fold is applied to the system. The occupation of |f〉 is measured as a function of round number
using a modified dispersive readout. The finite readout fidelity F ≈ 0.9 is calibrated and cor-
rected for. The orange line is an exponential fit with characteristic time T = 16.5 µs . T1/2.
We limit these undesired excitations by using derivative removal via adiabatic gate (DRAG)
pulse shaping (43).
We estimate the rate Γ→f of transmon excitation to |f〉—translating into a spurious depo-
larization of the logical qubit with identical rate—by measuring the |f〉 level occupation as a
function of round number during stabilization (see Fig. S5), and using a hidden Markov model.
Before the stabilization is turned on, the probability of occupation of |f〉 is negligible (ther-
mal equilibrium). When the stabilization is on, the average occupation of the first excited state
instantaneously becomes P (|e〉) = 0.5, and the |f〉 level starts to fill. P (|f〉) reaches a new
equilibrium Peq(|f〉) = P (|e〉)ΓefΓfe with a characteristic time 1/(Γef/2 + Γfe), where Γef (re-
spectively Γfe) is the excitation rate to |f〉 (respectively de-excitation rate to |e〉) when the
transmon is in |e〉 (respectively |f〉). Fitting P (|f〉) with an exponential, we extract Γef and
then get Γ→f = P (|e〉)Γef = (3 ms)−1.
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S2.6 Master equation simulations
In this section, we briefly describe the master-equation simulations reproducing all experimen-
tal data presented in the main text. The parameters entering the simulations are summarized in
Tab. I and are independently calibrated.
The joint storage-transmon state is represented by a 300 × 300 density matrix (150 × 2-
dimension Hilbert space). Its dynamics is found by solving the Lindblad master-equation
dρ
dt
= − i
~
[H˜,ρ] +
1
Ts
D[a]ρ + 1
T1
D[σ−]ρ + 1
2Tφ
D[σz]ρ, (S3)
where D[L]ρ = LρL† − 1
2
(L†Lρ + ρL†L) and Tφ = 1/(1/T2 − 1/2T1) is the transmon pure
dephasing time. The Hamiltonian H˜ is taken in the displaced frame during the conditional
displacements and following Eq. (2), it reads
H˜
~
= −χ
2
(a† + α∗)(a+ α)σz − Ks
2
(
(a† + α∗)(a+ α)
)2
, (S4)
where we have included for completeness the Kerr anharmonicity inherited by the oscillator.
We numerically solve this equation using Qutip (44) during each round of stabilization.
The transmon control pulses and the feedback displacements of the storage oscillator are mod-
eled as instantaneous unitary evolutions (rotation and displacement operators applied on the
density matrix). The transmon readout is modeled as a perfect, instantaneous projection tak-
ing place at the middle of the actual readout pulse (time t1). We compute the two possible
un-normalized density matrices resulting from this measurement ρ±(t1) = M±ρ(t1)M
†
± cor-
responding to the two possible measurement outcomes, with M± = | ± z〉〈±z|. We sim-
ulate separately the evolution of these two matrices. After a time t2 including the second
half of the readout pulse and the delay required for the fast-electronics board to process the
measurement signal, we apply the feedback operations U± (oscillator displacement and rota-
tion of the transmon) corresponding to each measurement outcome and sum the two matrices
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ρ(t1 + t2) = U+ρ+(t1 + t2)U
†
+ +U−ρ−(t1 + t2)U
†
−.
These simulations allow us to reproduce quantitatively the expectation values of the stabi-
lizers measured experimentally (see Figs. 3a-5a and Fig. 5a) as well as the preparation fidelity
of all logical states. Occupation of the |f〉 level of the transmon (below 1 %) is then neglected.
On the other hand, when considering the lifetime of the components of the logical qubit Bloch
vector, the depolarization induced by transmon excitations to |f〉 with rate Γ→f (see Sec. S2.5)
cannot be neglected: the decaying coherence signal returned by simulations is fitted with an
exponential law, and the supplementary dephasing rate Γ→f is added to the simulated decay
rate to get the predicted decay plotted in Figs. 4b-5c.
Overall, the simulations reproduce experimental data within a ∼ 2 % margin, except for the
expectation values of the hexagonal code stabilizers, for which the mismatch increases to 5 %.
This discrepancy is probably explained by the fact that this particular data set was recorded sev-
eral days later than the rest of the experimental results presented in the paper, without re-tuning
the experimental setup parameters (in particular compensating for drifts in the various pulses
power).
We also use master equation simulations to estimate the impact of the various error chan-
nels on the error-correction performances. The results of these simulations are summarized
on Table 2. We do not give a quantitative error budget as some errors appear to slightly com-
pound each other and their effect cannot be quantitatively estimated independently. Qualita-
tively, propagation of transmon bit-flips errors (see Sec. S6.2) and errors linked to the intrinsic
storage photon dissipation (see Sec. S4.1) dominate the error budget and each account for about
half of the logical qubit errors. As expected, phase-flips of the transmon only marginally affect
the stabilization performances (see Sec. S6.1).
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X,Z square code Y square code X,Y,Z hex. code
Error channel T (µs) Γ/2pi (kHz) T (µs) Γ/2pi (kHz) T (µs) Γ/2pi (kHz)
Dissip. 890 0.18 450 0.36 600 0.27
Bit-flips 650 0.24 340 0.47 470 0.34
Phase-flips 12000 0.013 6500 0.025 8000 0.020
Dissip. & Bit-flips 340 0.47 180 0.88 250 0.64
Leakage to |f〉 3000 0.053 3000 0.053 3000 0.053
All 295 0.54 165 0.96 220 0.72
Table 2: Impact of the various error channels on error-correction performances. We use
master equation simulations to estimate the lifetime of the logical qubit Bloch vector compo-
nents in presence of each noise process separately (storage mode photon dissipation, bit-flips
and phase-flips of the transmon and excitation of the transmon to the |f〉 level). The corre-
sponding decay rate is given in each case. The storage oscillator photon dissipation and the
transmon bit-flips dominate the error budget and slightly compound each other.
S2.7 Non-linearity and pure dephasing of the storage mode
A crucial feature of our experimental system is the low value of the storage oscillator non-
linearity inherited from its hybridization to the transmon mode. As mentioned is Sec. S2.4,
residual Kerr non-linearity is estimated to be Ks ≈ 2pi × 1 Hz. A larger value could limit the
coherence of the logical qubit in two ways. First, Kerr non-linearity distorts the grid states,
which can be understood at first order as a position and momentum dependent rotation term
in the oscillator phase-space. This effect gets stronger as the grid state envelope gets broader,
which makes the envelope-trimming procedure described in Sec. 2 even more relevant. Second,
spurious resonant terms appear in the displaced frame-Hamiltonian given in Eq. (S4). These
terms of order Ks|α|2 lead to distortion of the grid state when performing too fast conditional
displacements. In the experiment, we used a maximum value |αmax|2 =320 photons. For twice
faster conditional displacements (more than 4 times larger maximum photon number), we ob-
served a lower logical qubit coherence time, which is reproduced by simulations. Note that
overall, designing the experiment with a lower transmon-storage dispersive coupling should
decrease the oscillator Kerr non-linearity while retaining the ability to perform conditional dis-
placements with the same speed: the conditional displacement rate scales as χ|α| while the
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spurious non-linear terms appear at a given value of χ2|α|2.
One can transpose this reasoning to the case of higher order non linearities and decoherence
processes of the resonator. In particular, we can place an upper bound on the storage mode
pure dephasing rate κφ . 2pi × 1 Hz. Indeed, adding the decoherence operator κφD[a†a]ρ
in the Lindblad master equation also results in spurious terms of order |α|2 when moving to
the displaced frame, and simulations indicate that a larger pure dephasing rate would result
in a shorter logical qubit coherence time than reported in the experiment. This upper bound
justifies our approach for calibrating the storage oscillator energy relaxation time as described
in Sec. S2.3.
S3 The ideal GKP code
S3.1 Square code
The two-dimensional square GKP code is stabilized by the two operators Sa = D(a = 2
√
pi)
and Sb = D(b = ia) (9). One can geometrically verify that these displacement operators
commute using D(−β)D(−α)D(β)D(α) = eiA, where A = Im(α∗β) is the oriented surface
circled in phase-space when applying sequentially the four displacement operators. In Fig. S6,
we represent the Wigner quasi-probability distributions of all 6 Clifford states as well as the
maximally mixed logical state. The code words are +1 eigenstates of the stabilizers, which can
be viewed as displacement operators by a along q = r0 and p = rpi/2, so that all the Wigner
functions are a-periodic in r0 and rpi/2 (we use the notation rθ for the generalized phase-space
coordinate along the axis forming an angle θ with the q-axis). Alternatively, one can view
the stabilizer Sa = e−iarpi/2 (respectively Sb = e−iarpi ) as a function of rpi/2 (respectively
rpi) of modulus 1. Thus, for all the ideal logical states, the marginal probability distributions
Pθ =
∫
rθ+pi/2
W (rθ, rθ+pi/2)drθ+pi/2 along the directions of the reciprocal lattice θ = pi/2 and
θ = pi (black lines in Fig. S6) have a support limited to the antecedents of +1 by this function.
This function is (2pi)/a-periodic and these antecedents verify rθ = 0 mod 2pi/a.
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Figure S6: Logical states in the ideal square code. Wigner quasi-probability distributions
and their marginals along axes orthogonal to a, b, and a + b are schematically represented for
the maximally mixed logical state–revealing the square lattice structure, highlighted with gray
lines—and the 6 Clifford states. We give quasi-probability peaks (red and blue dots) as well as
peaks of the marginals (black lines) a finite extension for better visualization. The distribution
extends infinitely in phase-space and is obtained by tessellating the pattern of the unit cell
delimited by a black dashed line (area 4pi).
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The logical Pauli operators are X = D(a/2), Y = D((a + b)/2) and Z = D(b/2). They
commute with the stabilizers and verify the Pauli group composition rules inside the code. Fol-
lowing similar arguments as for the stabilizers, we show that the Wigner functions of the states
|±XI〉, |±YI〉 and |±ZI〉 are a/2-periodic along rθ with respectively θ = 0, pi/4, pi/2, and one
peak out of two vanishes for their probability distribution Pθ+pi/2 along the reciprocal axis. In
particular, we notice that the probability peaks of |+ YI〉 are
√
2 closer to those of | − YI〉 than
for | ± XI〉 or | ± ZI〉, which explains the shorter lifetime of the Y component of the logical
Bloch vector.
Finally, let us note that the non-zero values of the Wigner functions are points on a square
lattice with cell side twice smaller than that of the lattice defining the actual probability peaks
of Ppi/2 and Ppi (highlighted with gray lines in Fig. S6). Thus, by analogy with Schro¨dinger cat
states (32), we can interpret the non-zero values of the Wigner function on the larger lattice as
“probability blobs”, when those shifted by half the lattice period are “interference fringes”.
S3.2 Hexagonal code
The two-dimensional hexagonal GKP code is stabilized by the two commuting displacement
operators Sa = D(a =
√
8pi√
3
) and Sb = D(b = aei
pi
3 ) (9). We also consider a third displace-
ment operator, which commutes with the two previous ones, Sc = D(c = aei
2pi
3 ). Any two
of these operators can define unambiguously the hexagonal code, which is the intersection of
their manifold with eigenvalue +1. In practice, our stabilization protocol employs symmetri-
cally measurements of the three stabilizers in order for the peaks of the stabilized grid states
to verify rotational symmetry. This is needed in order for the decay of the logical qubit Bloch
vector to be isotropic (see Sec. S5.5).
The logical Pauli operators are X = D(a/2), Y = D(b/2) and Z = D(c/2). The Wigner
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Figure S7: Logical states in the ideal hexagonal code. Wigner quasi-probability distributions
and their marginals along axes orthogonal to a, b, and c are schematically represented for the
maximally mixed logical state–revealing the hexagonal lattice structure, highlighted with gray
lines—and the 6 Clifford states. We give quasi-probability peaks (red and blue dots) as well as
peaks of the marginals (black lines) a finite extension for better visualization. The distribution
extends infinitely in phase-space and is obtained by tessellating the pattern of the unit cell
delimited by a black dashed line (area 4pi).
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function of the 6 Clifford states are represented in Fig. S7. From similar arguments given for
the square code, we find that these functions are all a-periodic along r0, rpi/3 and r2pi/3, with an
extra a/2-periodicity along one of these axes for each Clifford state. Moreover, on the reciprocal
lattice, the marginals Pθ with θ = pi/2, θ = pi/3 + pi/2 and θ = 2pi/3 + pi/2 of all states have
non-zero values only at rθ = 2pi/a. For the states | ±XI〉, | ±YI〉 and | ±ZI〉, every other peak
vanishes respectively for θ = pi/2, pi/3 + pi/2, 2pi/3 + pi/2.
S4 Finitely squeezed GKP code
In this section, we study the properties of the stabilized code in Wigner space. In order to avoid
aberrations linked to maximum-likelihood reconstruction of the grid states Wigner functions
from the measured characteristic functions, we extrapolate the code properties from master-
equation simulations reproducing the data presented in the main paper with independently mea-
sured parameters. Thus, the figures of merit we find correspond to a realistic code whose width
is optimized for the measured parameters of our experiment, but will not reflect the unknown
experimental imperfections that are not captured by simulations.
S4.1 Optimal envelope size
In this section, we estimate the optimal envelope size for the GKP code in presence of storage
oscillator photon loss only. Following Ref. (32), the dynamics of a harmonic oscillator entailed
by photon damping at rate κs is modeled by a Fokker-Planck equation on its Wigner quasi-
probability distribution. With the conventions used in the main text,
∂W
∂t
=
κs
2
(∂(qW )
∂q
+
∂(pW )
∂p
+
1
2
∂2W
∂q2
+
1
2
∂2W
∂p2
)
. (S5)
One can integrate this equation over, say, p to get an equation on the probability distribution
P (q)
∂P
∂t
=
κs
2
(∂(qP )
∂q
+
1
2
∂2P
∂q2
)
. (S6)
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We then have
d〈q〉
dt
=
∫
q
q
∂P
∂t
dq
=
κs
2
∫
q
q
∂(qP )
∂q
+
1
2
q
∂2P
∂q2
dq
=
κs
2
(−
∫
q
qP (q) dq + 0)
= −κs
2
〈q〉,
(S7)
and
d〈q2〉
dt
=
∫
q
q2
∂P
∂t
dq
=
κs
2
∫
q
q2
∂(qP )
∂q
+
1
2
q2
∂2P
∂q2
dq
=
κs
2
∫
q
−2q2P (q) + P (q) dq
= κs(−〈q2〉+ 1
2
).
(S8)
Thus, the first two terms in Eq. (S5) are drifts at speed−κsq/2 (deterministic contraction of the
probability distribution with rate κs), while the last two correspond to diffusion with a constant
κs/2 of the probability distribution. In steady-state, they compensate each other and the oscil-
lator is in the vacuum state characterized by 〈q〉 = 〈p〉 = 0 and 〈q2〉 = 〈p2〉 = 1
2
.
Both drift and diffusion terms contribute to distorting the grid states and can lead to logical
flips after some finite time. Indeed, the evolution of the quasi-probability distribution is con-
tinuous and the probability of a logical flip is the fraction of the distribution that has traveled
by more than a/4 in phase-space. We estimate the optimal envelope width for the GKP code
by requiring that the drift and the diffusion of the probability distribution result in the same
average traveled distance during the typical time T of stabilization (defined more rigorously
in the next paragraph), in the limit of short time κsT  1. We consider a square grid state
whose envelope width is ∆, and, for clarity, we consider the evolution of the q-probability dis-
tribution only. Over the time T , an infinitely squeezed state at position q drifts by a length
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ddrift(q) = |q|(1− e−κsT/2) so that the average traveled distance for the whole distribution is
Ddrift =
∫
q
ddrift(q)P (q)dq
= ∆(1− e−κsT/2)
≈ ∆κsT
2
.
(S9)
Following Eq. (S8), photon dissipation also leads to a uniform diffusion of probability distribu-
tion in phase-space with a constant κs/2. Thus, an infinitely squeezed state at position q spreads
over the time T to a peak with width ddiff(q) =
√
κsT
2
. The average traveled distance for the
whole distribution is
Ddiff =
∫
q
ddiff(q)P (q)dq
=
√
κsT
2
.
(S10)
For the optimal envelope size, we get
Ddrift = Ddiff =
√
κsT
2
∆ =
√
2
κsT
.
(S11)
These results can be understood with a simple model. We assume that after time-intervals of
duration T , we perform instantaneous phase-estimation (15, 25, 26) of the stabilizers to project
the oscillator state in a grid state with envelope ∆ and peak width σ = 1
2∆
= 1
2
√
κsT
2
(note that
in general, we can have σ∆ > 1/2 if the oscillator state has been randomly shifted out of the
code manifold, which increases σ, while keeping ∆ constant). During the next time interval,
diffusion and drift of the quasi-probability inflate the peaks by∼
√
κsT
2
= 2σ so that their width
remains of order σ. Thus, the envelope size is optimal: if one were to change phase-estimation
parameters to target grid states with thinner peaks (larger envelope), Ddrift would increase and
the peaks would re-inflate to a width larger than σ. On the other hand, if the target states have
broader peaks (smaller envelope), orthogonal logical states overlap more than necessary, result-
ing in an increased logical flip rate. The shorter the stabilization time T , the thinner the peaks
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Figure S8: Simulation of the experimentally stabilized code a) The probability distribution
of the steady-state of stabilization (orange line) has an envelope width ∆ = 3.2, chosen to
maximize the logical qubit coherence time. The peaks are broadened to a width σ˜ = 0.29 > σ =
1/2∆ by dissipation compared to the maximally mixed logical state strictly inside the code (gray
line). b) Probability distribution of the state prepared when aiming for | + XL〉. The blue line
corresponds to a single Re(X) measurement conditioning a feedback Z-gate, and the orange
line to the same protocol followed by a second Re(X) measurement to herald a higher fidelity
state. By integrating the distribution on [−√pi/2,√pi/2] mod 2√pi (gray stripes), we estimate
that a perfect homodyne measurement along the q quadrature would assign the two prepared
states to the target state |+XL〉with respective probability F2 = 0.9, 0.97. However, the relative
distance of these states to |+XL〉 (plain black line) with respect to the orthogonal state |−XL〉
(dashed black line) defines another preparation fidelity with higher value F3 = 0.976, 0.996.
of the target states can be.
In the Markovian protocol used in the experiment, we can replace T by the characteristic
convergence time ∼ 25 µs to reach steady-state when turning on the stabilization (see Fig. 3a).
We then estimate an optimal envelope size ∆ ∼ 4. This estimation only provides an order
of magnitude as a rigorous treatment should include details of the stabilization scheme, higher
moments of the probability distribution induced by drifts and other decoherence mechanisms
beyond photon loss. We find quantitatively the optimal envelope width by maximizing the
coherence time of the logical qubit in simulations, yielding ∆ = 3.2 (see Fig. S8a).
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S4.2 Characteristics of the stabilized code
In this section, we summarize the properties of the experimentally stabilized GKP code, ex-
tracted from master-equation simulations (see Sec. S2.6). For simplicity sake, we consider the
square code only during the remainder of this section. As noted in the main text, the properties
of the stabilized hexagonal code are similar. In particular, the stabilized grid states are charac-
terized by the same squeezing of the peaks for both encodings in steady state.
In Fig. S8a, we represent the q-probability distribution in steady-state of the stabilization
(mixed logical state whose characteristic function is represented in Fig. 3b), right before a q-
peak sharpening round. This is the time when the peaks of the q-probability distribution are
the widest, and we would find the same distribution on p before a p-peak sharpening round.
The grid state envelope has a width ∆ = 3.2, which is chosen to maximize the logical qubit
coherence time. As detailed in Sec. S5.2, this width is set by the length of the conditional
displacements used in envelope trimming rounds. The peaks of the grid state have a standard
deviation σ˜ = 0.3 > 1/2∆, which corresponds to a squeezing of 20 Log10(
δqvac
σ˜
) = 7.4 dB
(δqvac = 1/
√
2 is the standard deviation of the vacuum state probability distribution). Due
to dissipation acting on the oscillator and other decoherence mechanisms, the peaks are thus
broader than those of the actual code states, for which σ = 1/2∆ = 0.15 (13.4 dB squeezing).
This is consistent with the oscillator state purity which is smaller than that of the fully mixed
logical qubit state Tr(ρ2ss) = 0.17 < 0.5 = Tr(ρ
2
mix). As mentioned in the main text, the peaks
of the distribution are thinner after a q-peak sharpening round, with a standard deviation corre-
sponding to a squeezing of 9.5 dB.
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We can now rigorously define the code states by
〈q|+XL〉 ∝
∑
n∈2Z
e−
(q−n√pi)2
4σ2
− n2pi
4∆2
〈q| −XL〉 ∝
∑
n∈2Z+1
e−
(q−n√pi)2
4σ2
− n2pi
4∆2
〈r|+ YL〉 ∝
∑
n∈2Z
e−
(r−n
√
pi/2)2
4σ2
−n2pi/2
4∆2
〈r| − YL〉 ∝
∑
n∈2Z+1
e−
(r−n
√
pi/2)2
4σ2
−n2pi/2
4∆2
〈p|+ ZL〉 ∝
∑
n∈2Z
e−
(p−n√pi)2
4σ2
− n2pi
4∆2
〈p| − ZL〉 ∝
∑
n∈2Z+1
e−
(p−n√pi)2
4σ2
− n2pi
4∆2
(S12)
where |q〉, |p〉 and |r〉 respectively represent infinitely squeezed states along q, p and the axis
r rotated from q at 45◦. Note that in these expressions, the width of the wavefunction peaks is
√
2σ, larger than that of the probability distribution peaks. We estimate the overlap between
two states representing orthogonal logical states to be |〈+XL| − XL〉|2 = |〈+ZL| − ZL〉|2 
|〈+YL| − YL〉|2 = 4.10−7. This negligible overlap allows us to rigorously define a logical qubit
in the finitely squeezed code.
S4.3 State preparation fidelity
We now use simulations described in Sec. S2.6 to estimate the preparation fidelity for the logical
Clifford states (see Sec. 3). In Fig. S8b, we represent the simulated q-probability distribution
of the state generated when aiming for | + XL〉. The blue line represents the state ρ1 obtained
with a single-round measurement of Re(X) followed by a feedback Z-gate if the outcome is
−1. Again, note that X corresponds to the Pauli operator of the ideal, infinitely squeezed GKP
code, so that Re(X) is strictly bi-valued only in that case. We reiterate that in the case of the
finitely squeezed code, the distribution of the operator X, whose complex eigenvalues lie on
the unit circle, is still sharply peaked near +1 and -1. Thus, extracting one bit of information is
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sufficient to prepare approximately |+XL〉 (plain black line on Fig. S8b). As described before,
this measurement is performed with a σx readout of the transmon, following its preparation
in | + x〉 and a conditional displacement CD(a/2). Note that this conditional displacement is
followed by a shift to recenter the grid at q = 0 mod 2pi/a (see Sec. S5.4). This shift, as well
as the feedback Z-gate, displaces the grid state envelope, which translates into an asymmetry
of the q-probability distribution, or equivalently a non-zero value of the characteristic function
imaginary part (not shown). Subsequent envelope-trimming steps corral the envelope back to
the center of phase-space, restoring the symmetry of the grid.
We can give a first definition of the preparation fidelity as the expectation value of the real
part of the ideal code Pauli operator, re-scaled to belong to [0,1]: F1 = (〈Re(X)〉+1)/2 = 0.86.
This definition is relevant as it corresponds to the result of a subsequent logical qubit readout
along X as performed in the experiment (neglecting dissipation during the conditional dis-
placement and transmon errors). However, it does not reflect fairly the preparation fidelity to
the finitely squeezed target state | + XL〉. Indeed, this fidelity would be smaller than one even
when perfectly preparing the target state since the logical states that we consider here are not
eigenstates of X and thus 〈+XL|Re(X)| + XL〉 < 1. Similar arguments show that a protocol
based on a single-round measurement of Re(X) and feedback cannot perfectly prepare |+XL〉.
A second definition of the preparation fidelity is given by integrating the q-probability distri-
bution of the generated state over regions [−√pi/2,+√pi/2] + 2n√pi (gray stripes in Fig. S8b).
We thus find the fidelity F2 = 0.90. It corresponds to the probability that an ideal homodyne
detection along the q quadrature, which collapses the grid state to an infinitely squeezed state,
assigns the generated state to the target state |+XL〉.
We can go one step further and consider the best possible guess in assigning the generated
state to |+XL〉 or | −XL〉 from the full information of the simulated density matrix. This third
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definition yields a higher fidelity to the target state F3 =
Tr(ρ1 |+XL〉〈+XL|)
Tr(ρ1 |+XL〉〈+XL|)+Tr(ρ1 |−XL〉〈−XL|) =
0.976. It is the value that one would get by performing a perfect projection of the state on
the code manifold before measuring the bi-valued operator (| + XL〉〈+XL| + 1)/2. Note that
such an operation is for the moment hypothetical as it would require to measure the actual
stabilizer of the finite width code, keeping in post-selection only the states belonging to the
code manifold, before performing a single-shot measurement of the finite code Pauli operator
|+XL〉〈+XL| − |−XL〉〈−XL|. This operator is rigorously defined since |+XL〉 and | −XL〉
are orthogonal up to a very good approximation (see Sec. S4.2), and it should also be possible
to construct the stabilizers of the finite code, but no measurement protocol for these operators
exists as of yet.
In the experiment, we boost the preparation fidelity by performing a second Re(X) mea-
surement and post-selecting the cases when the outcome is +1. We reproduce the generated
state ρ2 in simulations and, using the definitions given above, we find the preparation fidelities
F1 = 0.90, F2 = 0.97 and F3 = 0.998. The reason for F2 < F3 is that the peaks of the
generated state when targetting |+XL〉 (orange line on Fig. S8b) are broadened enough by dis-
sipation for them to non-negligibly overlap with the regions colored in gray. Thus, a single-shot
detection of q can assign the state to | − XL〉 with non-negligible probability 1 − F2. How-
ever, the peak are not broad enough to significantly overlap with the actual pure logical state
| −XL〉 of the code (dashed black line on Fig. S8b), so that the thought-experiment described
above, which includes post-selection, would assign the state to |+XL〉 with higher probability
F3. Interestingly, one could similarly obtain a higher preparation fidelity F2′ ' F3 using an
homodyne detection of q at the expense of post-selecting out the most ambiguous results when
q mod
√
pi ' √pi/2 (obviously, this strategy cannot improve the readout fidelity of the logical
qubit for this q-detection based scheme). Although 1 − F3 = 0.2 %, this metric is irrelevant
for assessing quantum computational resources. However, it still gives us the indication that the
state preparation fidelity is limited by the broadening of the grid states peaks only. The fact that
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F3 is close to unity indicates that preparation cannot further improved by repeating again the
Re(X) measurement.
Finally, it is important to note that the decay of the components of the logical qubit Bloch
vector, as presented in Figs. 4-5, is independent of the used definition.
S5 Details of the stabilization protocol
S5.1 The conditional displacement gate
In this section, we compute explicitly the evolution induced by the Hamiltonian H˜ (see Eq. (2)),
which is approximated by a conditional displacement in Sec. 1. We note Tint the duration of
interaction (pulse sequence preceding the readout in Fig. 2c), ε = χTint
2N
and tk = kε. In the
limit N →∞, we can write the evolution operator as
U =
N∏
k=1
eiε(H1(tk)+H2(tk)+H3(tk)), (S13)
where
H1(t) =a
†a s(t)σz
H2(t) =(α(t)a
† + α(t)∗a) s(t)σz
H3(t) =|α(t)|2 s(t)σz
s(t) =1− 2Θ(t− Tint/2)
(S14)
In these expressions, s(t) = ±1 accounts for the transmon echo at Tint/2 (see Fig. 2b), and we
use the ordering
∏N
k=1Uk = UNUN−1...U1 for the product so that the evolution operators are
applied in chronological order. The terms H3(tk) commute with H1(tl), H2(tl) and H3(tl) at
all times tl, and can thus be factored out of the exponential and grouped in a separated product.
Moreover,
∏N
k=1 e
iεH3(tk) = I so that the corresponding evolution can be dropped out. We now
use the Baker-Campbell-Hausdorff formula to expand the exponential terms inH1+H2 at each
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time tk
U =
N∏
k=1
eiεH1(tk)eiεH2(tk)Unc(tk), (S15)
where Unc captures an infinite product of nested commutators exponentials. We verify that
log(Unc(tk)) = O(ε
2) so that these evolutions can be neglected when integrating over [0, Tint].
We use again the Baker-Campbell-Hausdorff formula to rearrange the remaining terms in Eq. (S15):
U =
( N∏
k=1
k−1∏
l=1
e−ε
2G(tl)
)( N∏
k=1
eiεH2(tk)
)( N∏
k=1
eiεH1(tk)
)
. (S16)
Here, we have defined G(t) = [H1(t),H2(t)] = α(t)a† − α∗(t)a, and commuted the terms
e−ε
2G(tl) through the others by neglectingN2/2 evolution operatorsVnc(tk, tl) with log(Vnc(tk)) =
O(ε3).
Now using that [H1(tk),H1(tl)] = [H2(tk),H2(tl)] = [G(tk),G(tl)] = 0 for all k, l (α keeps
the same phase modulo pi over the whole evolution) and going to the continuous limit we get
U = e−
χ2
4
∫ Tint
t=0
∫ t
t′=0 G(t
′)dt′dtei
χ
2
∫ Tint
t=0 H2(t)dtei
χ
2
∫ Tint
t=0 H1(t)dt. (S17)
The last term in this product cancels due to the transmon echo at Tint/2. The second term gives
the conditional displacement CD(β) with β = i
√
2χ
( ∫ Tint/2
t
α(t)dt − ∫ Tint
Tint/2
α(t)dt
)
that we
consider in Sec. 1. The first term gives a short unconditional displacement of the oscillator
orthogonal to the desired conditional displacement. We finally get
U = D(γ)CD(β), (S18)
with γ = − χ2
2
√
2
∫ Tint
t=0
∫ t
t′=0 α(t
′)dt′dt. Note that in the limit of a fast conditional displacement
for which
∫ |α|dt→∞ and Tint → 0, we have |γ/β| → 0.
For the values of α and the interaction time we use for the square grid stabilization, we
find |γ| = 0.04 ∼ |β|/60. This small spurious shift of the oscillator state is compensated for
when applying the feedback displacement following the interaction (see Fig. 2c), which is also
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in the orthogonal direction to the conditional displacement. The feedback shifts after peak-
sharpening steps are thus asymmetric and read δq = +0.04 ± 0.2 when sharpening the peaks
along q, and δp = −0.04 ∓ 0.2 when sharpening the peaks along p. In practice, we vary
the length of these corrective shifts around the predicted value and find δq = +0.06 ± 0.2 and
δp = −0.06∓0.2 to empirically maximize the logical qubit coherence time (see Sec. S5.3). This
small discrepancy can be attributed to experimental imperfections shifting the grid states during
the other stabilization rounds: for comparison, a relative variation by ∼ 10−3 of the voltage of
the DAC used to generate the storage mode displacements pulses (see Fig. S1) between the first
and second half of the conditional displacements is sufficient to create such systematic shifts.
S5.2 Markovian feedback stabilization in the square code
We now write explicitly the Kraus operators acting on the oscillator state when measuring the
transmon on a round of stabilization. Each round starts with a preparation of the transmon in
| + x〉 (see Fig. 2b). We re-write the following conditional displacement as CD(β) = eiβ⊥ σz2 ,
where we have defined β⊥ = −Re(β)p + Im(β)q. Finally, the transmon is measured along
σy. If we neglect decoherence during the sequence and the short unconditional displacement
described in the previous section, the Kraus operators acting on the storage mode associated
with a transmon detection in | ± y〉 is
M± =〈±y|eiβ⊥ σz2 |+ x〉
=〈+x|ei(β⊥±pi2 )σz2 |+ x〉
= cos
(
(β⊥ ±
pi
2
)/2
)
.
(S19)
In Fig. S9, we represent the backaction of the transmon readout, including effect of deco-
herence during the transmon-oscillator interaction, found using the master-equation simulations
described in Sec. S2. After a large number of stabilization rounds (steady-state of Fig. 3), we
consider a q-peak sharpening round of the square code for which β⊥ = aq (top panel). The
black line represents the q-probability distribution P0(q) =
∫
p
W0(q, p)dp for the oscillator state
ρ0 right before performing the sharpening round. The plain red and blue curves represent the
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Figure S9: Simulated backaction of the transmon readout on the oscillator probability
distribution. a) During a q-peak sharpening round occurring in steady-state (logical qubit in a
fully mixed state), the backaction of the measurement of the transmon in | ± y〉 multiplies the
initial q-probability distribution (black line) by cos2
(
(qa ± pi
2
)/2
)
(blue and red dashed lines,
scaled down for convenient representation). The peaks thus get sharper and offset (blue and red
plain lines). When measuring the transmon in | + y〉 or | − y〉, this offset is asymmetric with
respect to the origin due to a displacement term appearing in the oscillator state evolution during
the sharpening round (see Sec. S5.1). Thus, the feedback shifts (arrows) re-centering the grid
back towards q = 0 mod 2pi/a are asymmetric and read δ|±y〉 = ±0.2 + 0.04. b) During a q-
envelope trimming step, the initial distribution is multiplied by cos2
(
q(± pi
2
)/2
)
with  ≈ a/20
(same color code). The probability distribution is partly collapsed towards positive or negative
values and a feedback displacement by a/2 shifts it back towards the origin without changing
the code stabilizers value.
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probability distribution P±(q) of the state ρ± after performing the conditional displacement and
measuring the transmon in | ± y〉 (neglecting decoherence during the interaction and the small
unconditional displacement described in the previous section, ρ± =
M±ρ0M†±
Tr(M±ρ0M†±)
). The dashed
lines represent cos2
(
(qa ± pi
2
)/2
)
(scaled down for convenient representation). Qualitatively,
we verify that P±(q) ∝ P0(q) cos2
(
(qa± pi
2
)/2
)
. The measurement backaction thus partly col-
lapses the peaks of the q-probability distribution, which get sharpened. Their center of mass
are offset, which is corrected for by a small feedback displacement (red and blue arrows). The
peaks also become skewed, but quickly retrieve a Gaussian shape under the effect of dissipation.
One also needs to consider the measurement backaction on the p-probability distribution
(not represented). The Kraus operators of Eq. (S19) can be re-written as
M± =
1
2
(
e±i
pi
4D(β/2) + e∓i
pi
4D(−β/2)
)
, (S20)
with β = b = ia for a q-peak sharpening round. Along p, the probability distribution expands
with the generation of a new outward peak. It also gets shifted by a
2
modulo a, which determin-
istically flips the logical qubit (Z-gate for the q-peak sharpening rounds, X-gate for the p-peak
sharpening rounds). Finally, interference between the two displaced versions of the state with a
relative pi
2
-phase distorts the p-probability distribution envelope, which can be seen as a conse-
quence of the skewness acquired by the q-peaks by virtue of the Fourier transform properties.
To mitigate this undesired expansion of the envelope, we alternate stabilization rounds ded-
icated to sharpening the peaks with rounds dedicated to trimming the envelope. In this case,
we use a shorter conditional displacement CD(), with || ≈ a/20. In Fig. S9b, we represent
the backaction of the transmon σy readout at the end of a q-envelope trimming step for which
β⊥ = q. Similarly to the peak sharpening step, this backaction can be understood as a multi-
plication of P (q) by cos2
(
(q± pi
2
)/2
)
, which partly collapses the distribution towards positive
or negative q-values. A following feedback displacement (blue and red arrows) shifts the whole
distribution back towards the origin. These displacements by a/2 are large enough to com-
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pensate for the envelope expansion induced by peak-sharpening rounds. They commute with
the code stabilizers and thus do not modify their values. The logical qubit is deterministically
flipped (the feedback displacement performs a X-gate for the q-envelope trimming rounds, and
a Z-gate for the p-envelope trimming rounds).
The value of  sets the “strength” of the measurement. When → 0, the multiplying cosine
has a period much larger than the represented q-probability distribution. The backaction would
then only marginally modify the state, and the envelope would keep expanding during peak-
sharpening rounds until it reaches a steady-state with a much larger envelope. In the opposite
limit, a larger  value would result in a stronger collapse of the probability distribution and a
smaller envelope in steady-state.
S5.3 Optimization of the feedback displacements
The optimal length of the feedback displacements applied at the end of each stabilization round
is first estimated in simulations, and then finely adjusted by maximizing the real part of the
stabilizers expectation value in steady-state.
The general procedure is the following. Starting from an initial guess for all the feedback
shifts, we apply stabilization for a large number of rounds in order to reach steady-state. For
the last stabilization round only, we vary independently the length of the shift applied when the
transmon is detected in |+y〉 or |−y〉. Conditioned on this last measurement outcome, we then
measure the expectation value of the stabilizers (this measurement is performed by resetting the
transmon and averaging the result of a subsequent measurement of Sa or Sb as described in
Sec. 1). The conditional expectation values 〈Sa〉|±y〉 when tuning the feedback shift at the end
of a p-peak sharpening round are represented on Fig. S10a-b. Varying the length δ of a shift
displaces the generated grid state along p, which rotates the phase of 〈Sa〉|±y〉 by an angle aδ.
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Figure S10: Tuning of the feedback displacements. a) After reaching steady-state of the
stabilization, we perform a last p-peak sharpening round for which we vary the length δ of the
feedback shift when the transmon is measured in | + y〉, and record the stabilizer expectation
value 〈Sa〉|+y〉 conditioned on this same outcome (dots). The phase of 〈Sa〉|+y〉 oscillates with
a period 2pi/a (lines represent a sine and cosine function with this period), and the optimal
feedback shift (vertical dashed line) cancels its imaginary part. The grid state is then centered
in p mod 2pi/a = 0. b Idem when measuring the transmon in |− y〉. c Same measurement after
a p-envelope trimming round. The optimal feedback shifts length is a/2 = 2pi/a.
We fit the recorded real and imaginary parts (circles) with a cosine and a a sine function (lines)
with period 2pi/a. The phase-offset of these oscillations directly indicates the optimal feedback
shift (vertical dashed line) following a transmon measurement in |+ y〉 or | − y〉: after applying
these shifts, 〈Sa〉 becomes real and the grid state is centered in p mod 2pi/a = 0. Note that the
shifts corresponding to the | ± y〉 outcomes are asymmetric, which is expected (see Sec. S5.1).
We perform the same tuning for the feedback shifts following a p-envelope trimming round
(see Fig. S10c). Here, as expected, the optimal shifts are symmetric and their length is close
to a/2 (enforcing that they are strictly a/2 can be seen as a more precise calibration of the
displacements length compared to the method described in Sec. S2.2). We also tune the shifts
following q-peak sharpening and q-envelope trimming rounds (nullifying 〈Sb〉|±y〉, not shown).
Since the steady-state grid used as an input to this optimization uses an imprecise initial guess
for the feedback shifts and can thus be offset, we then iterate the whole protocol. The shifts
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are adjusted one final time to maximize the Pauli operators lifetime, and we obtain the optimal
shift value δq = +0.06 ± 0.2 after a q-peak sharpening round and δp = −0.06 ∓ 0.2 after a
p-peak sharpening round, in good agreement with our model for conditional displacements (see
Sec. S5.1). Note that for simplicity, we do not mention the shifts asymmetry in the main text.
S5.4 Measurement of the logical Pauli operators in the square code
Measurement of Re(X) (respectively Re(Y) and Re(Z)) is performed by replacing a q-peak
sharpening step with a conditional displacement CD(β) with β = a/2 (respectively (a +
b)/2, b/2) followed by a σx readout of the transmon. The Kraus operators corresponding to
the two measurement outcomes are
N+ = cos(β⊥/2) =
1
2
(
D(β/2) +D(−β/2)
)
N− = sin(β⊥/2) =
1
2i
(
D(β/2)−D(−β/2)
) (S21)
where β⊥ = −a2p (respectively β⊥ = a2(q−p), β⊥ = a2q). The measurement backaction thus
multiplies the β⊥-probability distribution by 1±cosβ⊥2 , which damps one peak of the distribution
out of two. On the conjugate variable, it displaces the state by ±β/2, which reverses the sign
of one or both of the stabilizers (shifts the grid state by half the lattice period). We flip back the
stabilizer sign by applying an unconditional displacement D(−β/2) at the end of sequence.
S5.5 Stabilization and measurement of the Pauli operators in the hexag-
onal code
We recall that the hexagonal code words are approximate eigenstates with eigenvalue 1 of the
stabilizers Sa = D(a =
√
8pi√
3
), Sb = D(b = aei
pi
3 ) and Sc = D(c = ae2i
pi
3 ). These stabilizers
are redundant for the infinitely squeezed code as any two of them can define it unambiguously,
but as explained below, our stabilization protocol based on measurement of two stabilizers only
would result in grid states with peaks without rotational symmetry. Then, the lifetime of the
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Figure S11: Hexagonal code stabilization. a) Simulated Wigner function of the logical mixed
state for an hexagonal code with similar envelope width as in the experiment. The Markovian
feedback stabilization generates position and momentum dependent shifts from 6 directions:
displacements along a⊥, b⊥ and c⊥ prevent the grid state peaks from spreading (blue arrows),
while displacements along a, b and c prevent the envelope from expanding (purple arrows). b)
Repeated stabilization sequence. Peak-sharpening steps consist of conditional displacements
with same direction and length as the displacements stabilizing the code, followed by a trans-
mon measurement triggering short feedback displacements on the orthogonal direction. An
envelope-trimming step consists of a short conditional displacement orthogonal to the axes of
the stabilizers, followed by a transmon readout triggering a long feedback displacement (half a
stabilizer length).
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three Pauli operators X = D(a/2), Y = D(b/2) and Z = D(c/2) would not be equal.
The Markovian feedback protocol is directly adapted from the square code case, and is
schematized in Fig. S11. The peaks of the grid state quasi-probability distribution are sharp-
ened from the three directions a⊥ = aei
pi
2 , b⊥ei
pi
2 and c⊥ei
pi
2 orthogonal to the stabilizers dis-
placement. Indeed, as detailed in Sec. S5.2, the peak-sharpening step corresponding to the
measurement of Sβ (β = a, b, c) is based on the conditional displacement CD(β) = eiβ⊥
σz
2 ,
with β⊥ = −Re(β)p+ Im(β)q. The effect of this entangling gate is to map the oscillator state
probability distribution P (β⊥) =
∫
β
W (β, β⊥)dβ onto the statistics of the transmon Bloch vec-
tor longitudinal angle. The subsequent transmon σy measurement backaction multiplies P (β⊥)
by an oscillating function which sharpens its peaks by partly collapsing them. A feedback shift
along β⊥ with length ±δ = ±0.2 recenters the peaks at β⊥ = 0 mod 2pik . Overall, the repeated
feedback shifts generate an effective dissipation preventing the peaks from spreading (blue ar-
rows in Fig. S11a). Note that the conditional displacement CD(a),CD(b),CD(c) applied
during each stabilization round flips the logical qubit in a deterministic way (X, Y, Z-gate).
As represented on Fig. S11, the repetition of peak sharpening steps generates position and
momentum dependent kicks in phase-space along a⊥, b⊥ and c⊥. It is here clear that the same
stabilization protocol based on two stabilizers measurement only would result in ellipse-shaped
peaks. For instance, not sharpening the peaks along a⊥ = p would result in peaks more elon-
gated along this direction than along the orthogonal direction q.
To trim the envelop of the grid state, In practice, we perform short conditional displace-
ments along a⊥, b⊥, c⊥ followed by transmon readout along σy and feedback displacements
respectively by ±a/2, ±b/2, ±c/2. These trimming directions are chosen so that feedback
displacements do not modify the stabilizers value, even if they flip the logical qubit in a de-
terministic way (applying a X, Y and Z gate respectively). As in the square code case, the
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feedback displacements could be made longer by an integer factor with no added complexity,
but simulations indicate that these choices would result in a larger envelope in steady-state and
a shorter logical qubit coherence time.
Finally, let us note that similarly to the initialization of the square code logical qubit de-
scribed in Sec. S5.4, measurement of Re(X), Re(Y) or Re(Z) is done by modifying a peak-
sharpening round of the corresponding stabilizer Sa, Sb or Sc: we set the conditional displace-
ment to be twice shorter as CD(a/2), CD(b/2) and CD(c/2), and the transmon is readout
along σx. An additional unconditional displacement D(−a/2), D(−b/2), D(−c/2) is applied
to recenter the grid state, which is otherwise shifted by half a stabilizer period by the conditional
displacement.
S6 Transmon errors and feedback performances
In this section we estimate the convergence rate towards the code manifold under stabilization
and discuss the impact of transmon errors on our stabilization scheme. For simplicity sake,
we reason in the framework of the square code, but the qualitative results which are given also
apply for the hexagonal code, unless otherwise noted.
S6.1 Readout errors and phase-flips of the transmon
The interaction Hamiltonian used to engineer the conditional displacements acts on the trans-
mon via the σz operator only (see Eq. (2)). Phase-flips of the transmon (σz-gates applied at
random times) thus commute with the interaction Hamiltonian: they have the same effect on
the system that they occur before, during, or after the interaction. In our Markovian feedback
protocol, transmon phase-flips are thus equivalent to transmon readout errors and simply lead
to a feedback displacement applied in the wrong direction. We prove in this section that the
convergence rate toward the stabilized manifold decreases only linearly with the probability of
error: if this rate remains much larger than the dissipation rate κs, the stabilization performance
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is only marginally affected.
To prove this, let us suppose that there exists in the oscillator a highly squeezed GKP state
(peak width σ  a). We define x =
(
(q + pi/a) mod 2pi/a
)
− pi/a. The distribution P (x) is
a centered Gaussian with width σ. We note that the p-peak sharpening rounds and the envelope
trimming rounds do not modify P (x) (in the limit of large envelope). Moreover, during the
q-sharpening rounds, the measurement backaction (multiplication by cos(a
2
x ± pi
4
) according
to Eq. (S19)) does not modify x in the limit of large squeezing. x can thus be understood
as encoding the position of a classical particle performing a 1D random walk. In absence of
transmon phase-flips, its position is shifted each q-sharpening round by ±δ, with respective
probability
P 0±(x) = cos
2(
a
2
x± pi
4
)
≈ 1
2
(1∓ 2ax),
(S22)
where we have used that x a. Now considering phase-flips of the transmon or readout errors
taking place with probability  each round, we get the new probabilities for the left and right
jumps of the particle
P±(x) =
1
2
(1∓ (1− 2ax). (S23)
The continuous version of this random walk is a process corresponding to a Fokker-Planck
equation on the distribution P (x)
∂P
∂t
= Γ
∂(xP )
∂x
+D
∂2P
∂x2
(S24)
with Γ = δ(1 − 2)a/τ and D = δ2/τ (for x  a). Here, τ = 4Tround is the time between
two q-peak sharpening rounds. Similarly to the case of photon dissipation (see Eq. (S6)), the
distribution P (x) converges with rate Γ toward a Gaussian centered in 0 and with variance
σ2∞ =
D
Γ
= δ
(1−2)a . Thus, in the limit δ → 0, one can achieve infinite squeezing of the GKP
state despite an arbitrary large phase-flip rate or an arbitrary low transmon readout fidelity (as
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long as this readout does provide some information so that  > 0.5).
Let us comment on this result.
• This short feedback displacements strategy is qualitatively equivalent to performing phase-
estimation (15, 25, 26) of the stabilizers based on a great number of redundant transmon
measurements before applying a feedback displacement: the repeated transmon measure-
ments mitigate any infidelity of the readout and allow one to achieve arbitrary precision
on the phase-estimation.
• The convergence rate Γ toward the code manifold is proportional to the transmon readout
contrast 1−2. It is thus simply linear in the information extraction rate from the system.
• Γ ∝ δ so that by decreasing δ to reduce σ∞, one sacrifices on the stabilization rate. When
considering photon loss at rate κs in Eq. (S24), one gets the steady-state peak width
σ ≈
√
D+κs/2
Γ
. Here, we have used an effective diffusion coefficient κs/2 for the photon
dissipation, which assumes an optimal choice of envelope size (see Sec. S4.1). For a
given stabilization time Tround, the optimal value of δ is thus the result of a trade-off:
long displacements are desired to counteract dissipation-induced diffusion, but need to be
shortened when the transmon readout is inaccurate.
• Following Eq. (S20), the envelope trimming rounds (respectively in q, p) can be seen as
conditional displacements by , and also contribute to broadening the peaks (respectively
in p, q).
In our experiment, the transmon pure dephasing rate is Γφ = (1/T2−1/2T1)/2 = (140 µs)−1
and readout errors are negligible (readout fidelity above 99.5 %). As can be seen from Table. 2,
the impact of transmon phase-flips on the error-correction performances is negligible: with the
stabilization parameters used in the experiment, simulations indicate that they only account for
∼ 1.5 % of the logical errors.
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S6.2 Bit-flips of the transmon
Contrary to phase-flips, bit-flips of the transmon (random σx-gate) do not commute with the
interaction Hamiltonian and can thus perturb the oscillator state. Let us for now set aside the
details of our protocol for performing conditional displacements, and assume that we have a
controllable interaction Hamiltonian H = g(t)rσz (with r = q or p). We note Tint the duration
of the transmon oscillator interaction (Tint = 1.1 µs in the experiment, see Fig. 2b). For the
peak sharpening rounds, we have
∫ Tint
t=0
s(t)g(t)dt = a/2, where s(t) = ±1 accounts for the
transmon echo pulse at Tint/2. During these rounds, the oscillator state is conditionally dis-
placed by ±a/2. As mentioned in Sec. S5.2, the logical qubit is thus deterministically flipped
(the conditional displacement by ±a/2 performs an unconditional X-gate when sharpening the
peaks along p, and the conditional displacement by ±b = ±ia a Z-gate when sharpening along
q). If a transmon bit-flip occurs during the interaction, s(t) changes sign at a random time and
part of the evolution is canceled. The oscillator state is then displaced out of the code by ±d
with d < a/2. Subsequent stabilization rounds recenter the grid state in the code manifold, but
if d < a/4, a logical flip has occurred (the expectedX or Z-gate has not been applied). If on the
other hand d > a/4 or if the transmon bit-flip happens after the interaction with the oscillator,
no logical flip occurs (the following feedback displacement can still be in the wrong direction
similarly to what happens after a transmon phase-flip).
Therefore, transmon bit-flips induce X (respectively Z, Y) logical errors only if they take
place during a p-peak sharpening round (respectively a q-peak sharpening round, a p-peak or
q-peak sharpening round) at a time t with Tint
4
. t . 3Tint
4
(see Fig. 2b, the inequality would be
exact if |g(t)| were constant). Moreover, in the experiment, the transmon decays to a cold bath
so that bit-flips originate from an amplitude damping channel at rate 1/T1. Regular echoes in
the stabilization sequence (see Fig. 2b) tend to symmetrize this channel, but the average occupa-
tion of the excited level is only 0.5, so that bit-flips happen at rate 1/2T1. We can then estimate
the rates of logical flips induced by transmon bit-flips as ΓX = ΓY /2 = ΓZ ≈ 16T1 TintTround , which
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limit the lifetime of the three components of the logical Bloch vector to TX , TZ . 8T1 TroundTint and
TY . 4T1 TroundTint . With a similar reasoning, we can show that TX , TX , TZ . 6T1
Tround
Tint
for the
hexagonal code.
This picture is only slightly modified when considering the real interaction Hamiltonian
(see Eq. (2)). In that case, beyond the random displacements that we just described, transmon
bit-flips also lead to spurious rotations of the oscillator state. Such rotations arise from the dis-
persive transmon-oscillator coupling, which are normally echoed out by regular pi-rotations of
the transmon applied every Te ∼ Tint/2. A transmon bit-flip acts as a supplementary echo
which breaks the regularity of the echo sequence and can result in a rotation by an angle
φ ≤ χTe ≈ 10◦ in our experiment. These rotations increase slightly the logical error rate,
but could be mitigated by performing more frequent echoes of the transmon during the con-
ditional displacements (reversing accordingly the sign of the frame shift α in Eq. 2) and the
readout. Such echoes become even more relevant as one considers stabilizing grid states with
larger envelopes, for which the logical qubit is more sensitive to small rotations. With our cur-
rent stabilization parameters, master-equation simulations reproduce qualitatively the error rate
induced by transmon bit-flips as given in the previous paragraph (see Table. 2).
S7 Teleported gates
In this section, we detail a protocol allowing one to perform an arbitrary manipulation of the
logical qubit via a teleported gate (18).
In all generality, We consider the case of a target rotation around V, where V = X, Y or Z.
We can write any state |ΨL〉 of the logical qubit on the |±VL〉 basis as |ΨL〉 = α|+VL〉+β|−VL〉.
The teleported gate starts with preparing the transmon in |+x〉. We then apply a conditional
displacement CD(γ), with γ chosen so that V = D(γ) (same conditional displacement as if
measuring V). Finally, we apply an unconditional displacement D(−γ/2) to recenter the code
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(see Sec. S5.4). At the end of the sequence, the joint transmon-oscillator state reads
|ψtot〉 = α
2
(I+V)|+ VL〉|+ x〉+ α
2
(I−V)|+ VL〉| − x〉
+
β
2
(I+V)| − VL〉|+ x〉+ β
2
(I−V)| − VL〉| − x〉
≈ α|+ VL〉|+ x〉+ β| − VL〉| − x〉,
(S25)
the last equality being strictly verified for an infinitely squeezed state only. We then perform a
transmon readout along an axis rotated by (θ, φ) from σx: the two pointer states of the measure-
ment are |θ, φ〉 and |θ + pi, φ〉 with the definition |θ, φ〉 = eiφ/2 cos θ
2
|+ x〉+ e−iφ/2 sin θ
2
| − x〉.
The Kraus operators acting on the oscillator state depending on the measurement outcome are
Mθ,φ and Mθ+pi,φ with
Mθ,φ = e
iφ/2 cos
θ
2
|+ VL〉〈+VL|+ e−iφ/2 sin θ
2
| − VL〉〈−VL|. (S26)
If we choose θ = pi
2
, these operators are unitary up to a scaling factor. Applying a feedback
V-gate if the transmon is found in (θ + pi, φ), we find that
Mθ,φ|ΨL〉
Tr(Mθ,φ|ΨL〉) = −V
Mθ+pi,φ|ΨL〉
Tr(Mθ+pi,φ|ΨL〉) = RV (−φ)|ΨL〉 (S27)
so that the whole sequence performs an unconditional rotation RV (−φ) of the logical qubit
around V by an angle −φ with
RV (−φ) = eiφ/2|+ VL〉〈+VL|+ e−iφ/2| − VL〉〈−VL|. (S28)
Note that in the magic state preparation described in Sec. 6, we choose V = X and (θ, φ) =
(−pi
4
, 0). In all generality, the total evolution is non-unitary. However, applied to the state
| + ZL〉, when the transmon is measured in | − pi4 , 0〉 (respectively in |3pi4 , 0〉), it rotates it by
3pi/4 around Y (respectively −pi/4 around Y). In the experiment, we herald the preparation
of |ML〉 = cos pi8 | + XL〉 − sin pi8 | − XL〉 when the transmon is measured in | − pi4 , 0〉, but the
preparation could be made deterministic by applying a Y-gate when the transmon is measured
in the orthogonal state.
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