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ABSTRACT   
 
J. C. Dillon. Improving estimates of white-tailed deer abundance under sub-optimal survey 
conditions in Syracuse, New York, 73 pages, 6 tables, 10 figures, 4 appendices, JWM Format 
2019. 
 
Keywords: abundance, density, binomial N-mixture models, distance sampling, unequal 
coverage, white-tailed deer, Odocoileus virginianus 
 
I conducted weekly counts of deer in a 39 km2, peri-urban landscape. Counts were conducted 
during the hours after sunrise along public roads. Using conventional distance sampling methods, 
I estimated and compared deer density between 2016 and 2017 from data collected between the 
months of May and October. I also modeled deer abundance as a function of percent tree cover 
and the inverse of the route length in each 1-km2 unit. Hierarchical models were constructed in 
the unmarked R-package and in the WinBUGS programming environment. None of the models 
analyzed with unmarked fit the data. Simulation of data with characteristics of actual counts 
revealed widespread heterogeneity due to important, unmodeled random effects in the survey 
protocol. Using WinBUGS, I incorporated specific random effects and produced models with 
little or no overdispersion. These models were used to predict density variation across the study 
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Over the last century, there has been a significant increase in white-tailed deer 
(Odocoileus virginianus) populations throughout the eastern United States (McCabe and 
McCabe 1997). In urbanized landscapes white-tailed deer thrive where ample food 
patches in the form of cemeteries, gardens, lawns, and shrubs enable high reproduction, 
and where limited pressure from predators, and hunters reduces overall mortality 
(Warren 1997, Etter et al. 2002). Deer overabundance often results in conflicts with 
humans including vehicular collisions, property damage, deleterious vegetation impacts, 
and increased concern over disease transmission (Urbanek et al. 2011).  
White-tailed deer in peri-urban areas experience high survival rates and have adapted to 
living in human-dominated landscapes (Kilpatrick and Spohr 2000).  Populations commonly do 
not equilibrate at low or moderate densities because fecundity is high and natural regulatory 
mechanisms are not present (Etter et al. 2002). The lack of regulated hunting in urban areas also 
often enables populations of deer to expand to completely occupy available habitats, which may 
endanger biological resources and exceed carrying capacity (Vercauteren et al. 2011). With 
continued peri-urban, sprawl habituation of deer to the presence of humans will continue to 
increase and will exacerbate conflicts. 
Within developed landscapes, science-based, creative methods of managing 
overabundant white-tailed deer are often tested under exceptionally close scrutiny of a public 
that harbors varied opinions about deer (Nielsen and Porter 2011). Knowledge of abundance and 
distribution of white-tailed deer in peri-urban landscapes is important for developing effective 
management strategies and assessing herd reduction programs (Kilpatrick and Spohr 2000). 
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In this thesis, I develop a detailed assessment of the abundance and distribution of white-
tailed deer throughout the eastside communities of the city of Syracuse and the Town of DeWitt.  
I attempt to do so through a statistical modeling approach of a series of counts conducted along 
the network of public roads. By incorporating specific covariates which impinge on deer 
encounter rates, I hope to provide more accurate and precise estimates of population density and 
abundance. 
In Chapter One, I use conventional distance-sampling (CDS) to estimate density and 
abundance of white-tailed deer across a peri-urban landscape. Conventional distance sampling 
utilizes probability of detection to correct for missed detections, and relies on design-based 
inference for estimating encounter rate during surveys and to provide estimates of density. I 
compare estimated density between two years to explore merits and challenges with this 
approach. Comparisons like these can be used to identify the best time of year for assessing 
abundance. I intend to publish this chapter as a contributed paper in the Journal of Wildlife 
Management. 
 In Chapter Two, I develop statistical models of white-tailed deer abundance across the 
study area that account for unequal coverage probability and important land cover covariates.  I 
model deer abundance using the binomial N-mixture model (NMIX) with adjustments for 
unequal survey coverage. Unlike CDS, the NMIX model incorporates important land cover 
covariates (see Underwood and Kilheffer 2016) to explain spatial variation in abundance across 
the study area, and deals with missed detections through repeated counts. My intent is to publish 
this chapter as a contributed chapter in Methods in Ecology and Evolution. 
 Evaluating the efficacy of conservation and management action is dependent on reliable 
estimates of population size (Cubaynes et al. 2010).  Obtaining dependable abundance estimates, 
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however, is difficult for most populations of vertebrates, because comprehensive counting of 
free-ranging animals is practically impossible (Cubaynes et al. 2010).  Abundance estimates may 
be used to investigate ecological questions such as understanding the processes that drive 
population size (Meents et al. 1983). More often, however, knowledge of abundance and 
distribution of wildlife facilitates population management decisions (Underwood 2005, Curtis et 
al. 2009). 
 
STUDY AREA  
  
The eastside communities of the city of Syracuse and the Town of DeWitt are centrally 
located (43° 03’ N and 76° 10’ W) in Onondaga County, New York.  The salt industry brought 
development to Onondaga County, specifically Syracuse, in the late 1800s, which caused drastic 
land-use changes and subsequent loss of forested land cover.  After the industrial revolution, 
many cleared areas were abandoned and allowed to regenerate.  Farming and agriculture 
increased after the Great Depression and forests were fragmented and cleared again.  The land 
cover in Onondaga County currently consists of patchy forest surrounded by non-forested areas 
resulting from the county’s dynamic land-use history (Zipperer et al. 1997).  Elevation varies 
from 110 – 240 m due to glacial erosion (Van Druff and Rowse 1986). Onondaga County is 
humid due to its proximity to Lake Ontario, and annual precipitation is high (90 cm yr-1), of 
which 45% is rain (Hill 1985).  In Syracuse, average temperatures in January and July range 
from -9 C to -1 C and 16 C to 28 C, respectively (NOAA 2014).  
The eastside communities include urban areas and scattered, exurban residential 
communities (Nyland et al. 1986), and are home to approximately 144,000 people (USCB 2012). 
The eastside communities encompass an area of approximately 40 km2, bounded by I-481 to the 
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south and east, I-81 to the west and I-690 to the north (Figure 1). They include residential 
communities of professionals and students associated with the area’s institutions of higher 
education, medical and health care facilities and primary and secondary schools.  
The majority of the study area is classified as either low- or high-intensity development 
or developed open space (Jin et al. 2013). The forested areas are patchy (Fig. 1) and the green 
spaces are comprised of cemeteries, golf courses, city parks and undeveloped private property. 
Tree cover (i.e., the projection of the canopy onto a horizontal plane) in the TNT-5 portion of the 
study area is approaching 30% (Nowak and O’Connor 2001).  The deer population has irrupted 
over the past 30 years, resulting in a substantial increase in deer-human conflicts.  In a survey of 
residents conducted in the early 1980s, conflicts with deer were mentioned only in passing (Van 
Druff and Rowse 1986, O’Donnell and Van Druff 1987).  In a more recent survey, deer issues 
were the primary concern among residents who, in large majority (89%), support an immediate 
















Chapter One: Deer density estimation in the eastside communities of Syracuse and the 
town of DeWitt.  
    
INTRODUCTION  
  
Evaluating the efficacy of conservation and management action is dependent on reliable 
estimates of population size (Cubaynes et al. 2010).  Obtaining reliable estimates of abundance, 
however, is difficult for most populations of vertebrates because comprehensive counting of 
free-ranging animals is practically impossible (Cubaynes et al. 2010).  Abundance estimates may 
be used to investigate ecological questions such as understanding the processes that drive 
population size (Meents et al. 1983). More often, however, knowledge of abundance and 
distribution of wildlife facilitates population management decisions (Underwood 2005, Curtis et 
al. 2009). 
The estimation of deer abundance is a challenging undertaking in any context, but more 
so in a heavily urbanized area where conventional methods are often impractical.  For example, 
counts of deer are typically conducted at night with the aid of a powerful spotlight (see 
Underwood 2010, Underwood and Knutson 2011), which would be intrusive and problematic in 
residential neighborhoods. Aerial surveys under ideal conditions have been used with modest 
success in peri-urban landscapes (Witham and Jones 1990, Porter and Underwood 2001).  
However, aerial surveys are prohibitively expensive, require trained observers, and are 
dependent on specific environmental conditions for maximizing detectability of deer from the air 
(Kufeld et al. 1980, Beringer et al. 1998, Underwood and Kilheffer 2016). 
The use of forward-looking infrared (FLIR) technology has been a popular method of 
counting deer over the past decade (Storm et al. 2011). Aerial FLIR eliminates the need for 
ferrying skilled observers at flight time; the pilot navigates the study area, typically at night, and 
camera images are reviewed later.  Garner et al. (1995) exposed several critical shortcomings of 
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FLIR for applications of wildlife abundance estimation, though recent advances that combine 
FLIR and high resolution, daytime, color photography are more robust (Millette et al. 2011). In 
addition to being costly, aerial FLIR counts typically underestimate deer abundance, sometimes 
substantially (Garner et al. 1995). However, FLIR applications that incorporate distance 
sampling also look promising (Kissell and Nimmo (2011). Vehicle-mounted or handheld FLIR 
devices may increase detection rates and are less intrusive than high-powered spotlights but are 
prohibitively expensive for most municipal applications (Belant and Seamans 2000). 
Curtis et al. (2009) used infrared triggered trail cameras in a suburban neighborhood to 
estimate abundance of deer. With this technology, multiple trail cameras are deployed 
throughout the study area and images of recognizable individuals are used to simulate a mark-
release-recapture experiment for estimating population size. Although the method can be used 
without recognizable individuals, additional detailed movement data are required to estimate 
abundance (Rowcliffe et al. 2008). More recently, a full CDS methodology for use with trail 
cameras has been developed for estimating animal density (Howe et al. 2017). However, with all 
trail camera applications, there are significant upfront costs associated with camera purchases, 
and trapping, tagging or radio-collaring individual deer (Pooler et al. 1997). In addition, there are 
also significant post-processing costs associated with the management and analysis of thousands 
of trail camera images. 
For community-based deer management (Decker et al. 2004), the ideal method for 
assessing deer abundance could be implemented during the daytime and from a motorized 
vehicle along public roads. It would require minimal training, account for false-negative 
detection and would not depend upon a sample of uniquely identifiable deer.  In addition, it 
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would be relatively inexpensive and not require costly, specialized equipment.  The challenges 
associated with the attainment of the ideal methodology is the focus of my thesis. 
Counting wildlife from roads is fraught with statistical difficulties (Buckland et al. 2001).  
Key concepts that must be accounted for include sampling bias, coverage probability, 
availability bias and effective area sampled. Avoiding sampling bias through design is perhaps 
the most challenging obstacle to overcome when counting wildlife from roads. Should wild 
animals be attracted to, or repelled from roads, severe bias in estimated density and abundance 
will result (Ruette et al. 2003). For example, there is ample evidence that deer utilize certain land 
cover-types disproportionately along roads (McShea et al. 2011, Beaver et al. 2014), which 
would bias estimated density upward.  In addition, most wildlife abundance survey designs 
assume equal coverage probability (i.e., the inclusion probability of an arbitrary location within 
the survey region is equal to every other location). Across peri-urban landscapes where access to 
deer is dependent upon the total length and distribution of roads, an assumption of equal 
coverage is patently false.   
Availability bias refers to the probability that all individuals in a population are available 
to be counted at the time of survey (Chandler et al. 2011). For crepuscular species like deer that 
utilize concealment cover for a substantial portion of the diel, maximum availability is 
questionable if surveys are conducted outside periods of peak activity, which would certainly be 
the case for daytime counts. Finally, effective area sampled cannot be ascertained without 
additional information collected at the time of survey. Distance sampling is the most common 
method for estimating the effective area sampled (Thomas et al. 2010). 
Distance sampling is a widespread method of wildlife abundance estimation (Williams 
2002, Thomas et al. 2010). Conventional distance-sampling (CDS), which uses line transects or 
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points as samplers, is a hybrid method that relies on design-based inference for estimating 
encounter rate and its uncertainty and model-based inference for estimating detection probability 
(Thomas et al. 2010). In distance sampling, the effective area sampled is estimated as a function 
of the perpendicular distance (or radial distance and angle) of each detection from the transect 
centerline (Buckland et al. 2001). In CDS repeated visits are not necessary because the 
probability of detection can be estimated during a single count; however, replications increase 
the precision of estimated quantities (Sollmann et al. 2015). 
 Potential pitfalls of CDS in my study area include coverage bias resulting from the 
unequal access to deer due to the lack of roads in certain parts of the study area (Buckland et al. 
2001), and availability bias (Chandler et al. 2011) induced by the timing of the count relative to 
peak activity of deer. The software for analyzing distance data allows for the inclusion of 
multipliers to deal with availability bias and a pathway for unbiased estimation from uneven 
coverage probabilities using a Horvitz-Thompson- like estimator (Thomas et al. 2009). However, 
these solutions are likely to exceed the scope of the average user and are not consistent with the 
proposed ideal method. 
 In this chapter, I utilize CDS for estimating density of white-tailed deer across a 
heterogeneous peri-urban landscape. The purpose of this project is to estimate density of white-
tailed deer throughout the eastside communities of Syracuse and the Town of DeWitt.  My 
research objectives are to: (1) compare estimated density for surveys conducted between May 








To estimate white-tailed deer density and abundance along curving paths, such as roads, I 
used distance sampling methodology (Pierce 2000, Hiby and Krishna 2001, Thomas et al. 2010).  
White-tailed deer are active at both dawn and dusk (Saunders 1989), as result I initiated counts 
shortly before (~15 minutes) official sunrise.  While deer activity is higher during dusk hours 
(Saunders 1989), preliminary investigation indicated heavy vehicular and pedestrian traffic 
during this time, and therefore, dusk surveys were deemed too hazardous (Kilheffer 2014).  
With the aid of GPS navigation, I generated routes of approximately 20 km by randomly 
selecting entry and exit locations originating from the exterior and traversing across the study 
area (Figure 1.1). Routes consisted of randomly selected road segments whose average turn 
angles minimized the probability of encountering the same deer. Roads which paralleled each 
other at a distance of 200 m or less were excluded as these also increased the possibility of 
double counting. Routes were selected to ensure timely completion of counts, and to minimize 
exposure to higher traffic volumes during the morning commute.   
Deer are moderately social animals (Hirth 1977), to account for this I recorded detections 
of clusters (i.e., ≥1 deer) of deer. Observations were recorded on both sides of the vehicle. The 
location of each detection and its nearest informative landmark were recorded along the roadside 
using a GPS dashboard unit. During each observation the number of deer (cluster size) was 
recorded, as well as the sex and age classification (i.e., fawn, juvenile, or adult) of all deer in 
each cluster. 
I used mapping software to convert the coordinates for routes and points into ESRI 
shapefiles to be used in a geographic information system (GIS; ArcGIS ver. 10.5.1, ESRI, 
Redlands, CA). Each detection was precisely mapped by utilizing recorded landmark descriptors.  
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Finally, I calculated the closest approach distance (i.e., perpendicular) of each detection offset to 
the respective survey route by using the Near function in ArcGIS (GIS; ArcGIS ver. 10.5.1, 
ESRI, Redlands, CA). 
The closest approach distances (Pierce 2000) were imported to PROGRAM DISTANCE 
(vers. 6.1; Thomas et al. 2009) and analyzed for deer density estimation. I analyzed density 
variance components for pooled surveys in each year. I compared the uniform, half-normal and 
hazard-rate detection key functions and used multi-model inference for choosing the best one 
(Thomas et al. 2009). I tested for cluster size-biased detection and adjusted cluster sizes only if 
the regression of the natural log of cluster size on conditional probability of detection was 
significant at α = 0.15, and estimated the variance of encounter rate empirically. I right-truncated 
perpendicular distances >120 m, and allowed for all possible combinations of three adjustment 
terms for the series expansion. I performed goodness-of-fit testing of the detection function by 
using Q-Q plots, Kolmogorov-Smirnov and Cramér-von Mises tests on exact distances 
(Buckland et al. 2004). The uncertainty around encounter rate was estimated empirically 
(Fewster et al. 2009), and 95% confidence intervals were constructed around overall density 
(Buckland et al. 2001). 
Because counts of deer were conducted at sunrise in this instance, I used a 
multiplier to adjust the encounter rate upward based upon evidence that sunrise counts 
consistently underestimate encounter rates with deer relative to sunset counts (Hirth 
1977, Underwood et al. 1994).  Data from other deer populations for which both sunrise 
and sunset counts were available were analyzed, and a multiplier of 1.43 was selected 




RESULTS   
  For this analysis, I used data collected between May and October to limit 
potential bias, due to temporary emigration of deer during mating season. A total of 39 
roadside distance sampling surveys were completed within the sampling period, with 19 
in 2016 and 20 in 2017; totaling 1015 km of roadway sampled (Table 1.1, and Table 
1.2). Of the 327 km of roadway available for sampling at any given time, 35 km (10.7%) 
were never selected; all others were surveyed up to 4 times. Of the road segments not 
sampled in the study area, a majority was concentrated in the northwestern, heavily 
developed portion of the study area (Figure 1.2.). Roads which were not sampled were 
either too hazardous to count due to traffic volume or were on the periphery of the study 
area with limited access.  
In total, two-hundred ninety-four clusters of deer were detected in a broad band 
stretching from southwest to northeast across the study area. The majority of detections 
were located in neighborhoods north of Tecumseh Drive, and with noticeable 
concentrations in Oakwood and St. Mary’s cemeteries (Figure 1.3.). Average cluster size 
varied over the course of the study. Cluster size was lowest in June and highest in 
September (Table 1.1., and Table 1.2.).  
Examination of exact perpendicular distances revealed a lack of detections near 
the transect for both years, which was confirmed in the Q-Q plots and the goodness-of-fit 
tests reported in the CDS output (Figs. 1.4 and 1.5). Consequently, I left-truncated the 
distance data until test statistics indicated acceptable fits. Final detection functions were 
fitted by including all distances >10 m in 2016 and >30 m in 2017 (Figs 1.4. and 1.5.). 
No cluster size biased detection was indicated for 2016 but was evident for 2017; 
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average clusters sizes were 2.36 and 2.33, respectively. For 2016, the best detection key-
function was the hazard-rate with polynomial adjustment (Fig. 1.4.), but for 2017 a half-
normal key-function with polynomial adjustment fit best (Fig 1.5.). 
DISCUSSION  
 
Weekly counts conducted between the months of May and October revealed no change in 
estimated deer density between 2016 and 2017. Deer density for 2016 (11.5 deer km-2) and 2017 
(10.8 deer km-2) was higher than density previously estimated in the eastside communities of 
Syracuse (Kilheffer 2014, Underwood et al. in review) (Table 1.3, Figure 1.6). The observed 
increase suggests that the population is still expanding, a process which could continue into the 
future depending on availability of resources and management regimes. That density did not 
continue to increase from 2016 to 2017 is a matter for speculation, however. For instance, the 
area experienced a particularly severe winter during 2014-15, with deep snow (> 38.1 cm) and 
cold (< -17.7 C) temperatures for an extended duration. Severe winters can have both immediate 
and latent effects on deer populations that could persist for several years (Verme 1968, 
DelGuidice et al. 2002).  Protracted, harsh winters can negatively affect body condition of does, 
which may result in depressed morphologic development of neonates (Powell and DelGuidice 
2005). 
Analysis of my data revealed a noticeable lack of deer near the survey route, 
which is typically attributed to responsive movement of animals prior to detection 
(Buckland et al. 2001). However, a similar pathology would manifest in the data from an 
avoidance of that space by deer. Deer were typically indifferent to my presence during 
counts, and were often observed bedded down and facing away from my vehicle. The 
effect is noticeable in the 2016 data and pronounced in the 2017 data. Either from 
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responsive movement, from avoidance, or from some unknown cause, that space is null 
and must be excluded from the estimation of effective strip half-width (Buckland et al. 
2001). Failing to exclude unutilized space leads to underestimates of density because it 
inflates the area in the denominator of the density formula (Buckland et al. 2001).  
CDS methodology has existed for decades but was originally adapted and utilized 
in an urbanized setting by Underwood et al. (1998). Because perfect detection of all 
individuals along a survey route is not required for distance sampling, it is superior to 
conventional methods that assume otherwise. Consequently, the method has grown in 
popularity with governmental agencies, such as the National Park Service (NPS), that 
commonly rely on estimated density of white-tailed deer to develop management plans 
(Underwood 2005, McShea et al. 2011, Underwood and Knutson 2011). Key 
assumptions of distance sampling include (1) deer directly on the transect are detected 
with perfect probability, (2) distances are measured accurately, (3) there is no responsive 
movement of animals prior to detection (Buckland et al. 2001). 
CDS is not without its limitations in peri-urban applications, however. First, 
sampling along roads is problematic because habitat (and therefore, animal distribution) 
along roads may be different from non-roaded areas, resulting in biased estimates of 
density (Buckland et al. 2004, Ruette et al. 2003). In my study area, however, the 
proportion land cover-types along the road was not significantly different from that in the 
larger landscape (Kilheffer 2014). More importantly, the availability of roads in some 
sections of the study area has significant implications regarding sample coverage 
probability of the landscape. For example, there are many areas containing undeveloped 
forest patches that I was not able to sample due to poor road access, particularly on the 
periphery of the study area. These areas probably exhibit a different deer density that is 
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not reflected in my estimates. By assuming equal coverage probability when it is not 
present, this can lead to considerable bias in the point estimates (Buckland et al. 2004). 
Finally, the multiplier I used was derived from a study of white-tailed deer in a rural 
setting (Underwood et al. 1994). Agetsuma et al. (2014) reported evidence that white-
tailed deer in urban areas are potentially more nocturnal in their activity and behavioral 
patterns than in rural areas. As a result, it is unknown to what extent the multiplier that I 
used is valid.  
MANAGEMENT IMPLICATIONS  
 
 Distance sampling of white-tailed deer across peri-urban landscapes seems to be an 
affordable, feasible alternative to more expensive methods typically used for density estimation. 
It is a method which can be implemented by trained volunteers in urban and suburban 
communities struggling with issues of deer overabundance. Municipalities often do not have the 
financial resources to allocate to intensive population studies. However, important limitations 
include: (1) the inability to conduct counts during peak deer activity, which requires the use of 
an encounter rate multiplier, and (2) potentially poor sample coverage when restricted to 
counting deer from roads. 
 A solution to the former might require a radio-collared sample of deer where activity 
sensors can confirm a disparity between sunrise and sunset encounter rates. Such a study would 
require considerable expense and time, however. A solution to the latter would be restrict counts 
to areas with approximately equal coverage, which might exclude areas capable of supporting 
higher deer densities. Alternatively, a fully model-based approach could be attempted where 
abundance of deer is modeled as a function of an important covariate, and where unequal sample 





Table 1.1. Number of counts by month including the accumulated effort (km) expended, number 
of detections and average cluster size for counts of white-tailed deer in the eastside communities 







No. of  
Detections 
Average Cluster Size  
May 2 46.9 10 2.0  
June 3 65.5 12 1.4  
July 5 130.1 33 1.9  
August 4 96.9 34 2.5  
September 4 97.4 30 3.0  

















Table 1.2.  Number of counts by month including the accumulated effort (km) expended, number 
of detections and average cluster size for counts of white-tailed deer in the eastside communities 






















No. of  
Detections 
Average Cluster Size  
May 3 79.3 23 2.4  
June 3 77.6 21 1.6  
July 3 80.3 21 2.2  
August 4 103.0 30 2.3  
September 5 125.1 32 2.5  
October 2 57.4 16 2.6  
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Table 1.3. Estimated deer density and abundance from Program DISTANCE for the 
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Figure 1.1. Entry and exit points of routes selected at random throughout the eastside 







Figure 1.2. Total distance surveyed in each tile for white-tailed deer in the eastside 








Figure 1.3. Distribution of detections of white-tailed deer in the eastside communities of 






Figure 1.4. Fitted versus empirical distributions of white-tailed deer (upper), and fitted 
detection function for deer detection along random, roadside traverses (lower) in the 




Figure 1.5. Fitted versus empirical distributions of white-tailed deer (upper), and fitted 
detection function for deer detection along random, roadside traverses (lower) in the 






Figure 1.6. Estimated May – October white-tailed deer density (+/- 95% CI) in the 









































Chapter Two: Modeling abundance variation across a peri-urban landscape by accounting for 




 Being able to predict site-specific abundance variation is a key objective in wildlife 
conservation, ecology and management (Kéry and Royle 2016). The logistical challenges of 
collecting detailed abundance and distribution data have led to the development of a range of 
predictive modeling techniques (Joseph et al. 2009). Commonly, these techniques model the 
relationship between survey data and environmental characteristics to obtain estimates of site 
and total abundances (Pearce and Ferrier 2001).  
It is critical both to identify and model the sources of variation in data, as they are crucial 
components of successfully predicting abundance (Joseph et al. 2009). The variability in the 
number of individuals recorded in count-based data are often the product of both ecological 
processes (true variation) and sampling error (i.e., false variation; Martin et al. 2005). False 
variation in count data results from misidentification, and more commonly imperfect detection, 
such as an observer miscounting or failing to observe an individual that occupies the survey site 
(Tyre et al. 2003) This may be a factor of an organism that typically resides within the area, 
being absent at the time of survey, or assuming equal coverage of all areas sampled during 
counts. Thus, it is important to account for this variation when estimating abundance of wildlife 
populations, and to account for how these factors may impact probability of detection as well. 
 Because counts of animals are a confounding of true abundance and probability of 
detection (Buckland et al. 2001), methods that account for false-negative detection are critical to 
abundance estimation (Thomas et al. 2010). In recent years, biologists have turned to the 
binomial, N-mixture model as a dual solution to this problem (Kéry and Schaub 2011). First, 
through temporal replication, the observation error (i.e., false-negative detection) is disentangled 
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from the count. Second, abundance is estimated as a latent state to form a hierarchical model 
(Kéry and Schaub 2011). This is the typical two-part, binomial N-mixture model (NMIX) so 
often used in ecological studies. NMIX models use spatial replicates to model abundance and 
multiple visits to estimate detection probability simultaneously, which makes them ideal for my 
analysis (Royle 2004, Joseph et al. 2009). 
The NMIX model can easily incorporate important land cover covariates to explain 
spatial variation in abundance (Underwood and Kilheffer 2016). By incorporating important land 
cover covariates and by adjusting for unequal sampling coverage, abundance can be modeled 
with less bias and increased precision than raw counts. The overarching goal of this chapter is to 
evaluate the merits of model-based estimation of wildlife abundance in environments where key 
elements of survey design may be compromised. My purpose is to generate maps of deer density 
variation across a heterogenous, peri-urban landscape. Specifically, my objectives are to develop 
statistical models of white-tailed deer abundance across the study area that account for important 
land cover covariates and unequal coverage probability. 
METHODS  
 In a previous analysis, Underwood and Kilheffer (2016) conducted parametric modeling 
of deer counts using the binomial N-mixture model (Royle 2004, Cunningham and Lindenmayer 
2005, Wenger and Freeman 2008). Binomial N-mixture models account for imperfect detection 
through repeated visits to a number of sites and occurrence and abundance are estimated as latent 
states and translated through link functions (Royle 2004). The primary assumption of binomial 
N-mixture modeling is that the population is demographically closed to births, deaths, 
immigration, and emigration (Kéry and Royle 2016). I excluded fawns born into the study area 
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in each year from modeled counts, because surveys extended through the spring, summer and 
autumn of each year. 
For my model-based approach, I overlaid a field of 39, 1-km2 tiles across the study area 
in a GIS and summarized counts of deer by tile (Kilheffer 2014, Underwood and Kilheffer 
2016). All visualizations recorded, as well as each individual survey route on each respective 
survey date, were converted into ESRI shapefiles to be used in a geographic information system 
(GIS; ArcGIS ver. 10.5.1, ESRI, Redlands, CA). Percent land cover composition was calculated 
from a supervised classification of high-resolution imagery (Kilheffer 2014). Details of the 
classification, its accuracy assessment and relationship to land use can be found in Underwood 
and Kilheffer (2016). Land cover was distinguished into five classes: tree, water, shrub/scrub, 
grass and impervious. The impervious class included buildings, roads and bare ground. Of 
particular interest in this study were the tree and impervious land cover types due to their 
relevance to deer. 
A high percentage of tree cover usually indicates the presence of green space and habitat 
for deer, while impervious cover is considered non-habitat (Underwood and Kilheffer 2016). The 
creation of survey designs with equal coverage probability is not always possible (Strindberg and 
Buckland 2004). Thus, it is critical to account for unequal coverage and sampling effort when it 
is inevitable. To account for variation in survey coverage among grid cells, I incorporated an 
additional covariate on abundance, which was defined as the inverse of the total length (ilen) of 
roadway surveyed in each 1-km2 tile (Kéry et al. 2005, Kéry and Royle 2016: page 256). In this 
manner, I could make predictions of deer abundance based on any level of coverage in each tile. 




Initially, I modeled deer counts as the product of occurrence and abundance, each with 
individual covariates (Wenger and Freeman 2008). Because this approach indicated only modest 
support for modeling occurrence separately from abundance, I abandoned it. Instead, I 
constructed models of abundance by using the R package unmarked (Fiske and Chandler 2011), 
and performed goodness-of-fit testing of models and their zero-inflated counterparts, using the 
parametric bootstrap function (MacKenzie and Bailey 2004, Kéry et al. 2005). Preliminary 
results indicated that while estimated parameters were significant, these models did not fit due to 
the over-dispersed nature of the data (Underwood and Kilheffer 2016). 
Consequently, I conducted a detailed simulation (Appendix D) to ascertain the nature of 
the lack-of-fit and its effects on estimated model parameters by incorporating specific sources of 
variation (i.e., random effects) due to abundance, site and site-by-survey factors (Kéry and Royle 
2016). Once I identified the key source of unexplained variance, I analyzed each year’s data with 
models constructed in the WinBUGS programming language so that the extra effects could be 
incorporated and estimated properly (note: unmarked does not permit the modeling of random 
effects as of this writing). Finally, I produced maps of average abundance per 1-km2 tile from 
modeled counts for both years. 
 RESULTS   
 
 A combination of 39 tiles by 19 and 20 visits in 2016 and 2017, respectively, provided a 
total sample of about 780 opportunities (i.e., 39 x 20) to count deer in each year, of which, I 
exploited about one-half of them. On any given occasion, I visited about one-third of available 
tiles. Of those visited, at least one deer was counted on about 70 percent (Table 2.1). A 
noticeable difference between years was the absence of counts with ≥6 deer in 2017. 
Consequently, the data set is sparse with many missing observations and zero counts. 
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 Models constructed in unmarked which included %tree and ilen as covariates on 
abundance and no covariates on detection resulted in coefficients significantly different from 
zero with the exception of %tree in 2017 (Table 2.2). Zero-inflated models were always selected 
by virtue of AIC in unmarked (Appendix C). However, all models constructed in unmarked did 
not fit the data well as determined by the overdispersion coefficient (i.e., c-hat) returned from the 
parametric bootstrap. 
 Analysis of simulated data contaminated with random effects revealed significant 
contributions to overdispersion from extra site-level variation on abundance and site by survey-
level variation on the probability of detection. The consequence of these unmodeled variance 
components on estimated parameters of the NMIX model in unmarked was about a 30% 
underestimation of the probability of detection, which resulted in an overestimation of 
abundance by similar magnitude. No discernable bias was evident for either of the two covariates 
on abundance. However, there was a slight underestimation of the complement of the zero-
inflation parameter. 
 Estimates of model parameters for the 2016 and 2017 data from the WinBUGS 
formulation of the imperfect detection, zero-inflated Poisson N-mixture model revealed 
significant contributions from both %tree and ilen on estimated abundance (Table 2.3). Dropping 
the ilen coefficient from the model corresponds to saturation coverage and estimates of the 
number of deer per 1-km2 tile (i.e., density, excluding fawns) ranged from 3.1 to 9.0 in 2016 and 
from 2.8 to 6.6 in 2017 (Figs 2.2, and 2.3). 
DISCUSSION 
 Unmodeled heterogeneity due to site and site-by-survey effects led to severe bias in the 
estimation of the probability of detection and latent abundance when analyzed using 
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conventional methods for the NMIX model. This phenomenon is widely acknowledged in the 
literature (Dennis et al. 2015, Kéry and Royle 2016, Barker et al. 2018, Duarte et al. 2018, Knape 
et al. 2018) and remains an important criticism of the method. Usually, heterogeneity of the sort I 
discovered arises due to failure in modeling important covariates on abundance or probability of 
detection (Kéry and Royle 2016). However, I explored multiple iterations of the NMIX model 
for my data with combinations of land cover covariates for both abundance and detection but 
failed to find more parsimonious or better fitting models than those presented here. I attribute the 
observed heterogeneity to sampling variation due to low sampling intensity obtained when 
counting deer over such a large area. 
 On the other hand, the NMIX model returned reasonable estimates of abundance (i.e., 
density) despite the sparseness of the data set once the appropriate random effects were included 
in the model specification. This is an encouraging finding because it paves the way to a more 
simplified data collection strategy that can be performed by volunteers. In addition, the 
significance of %tree confirms the importance of green space on this peri-urban landscape as a 
critical habitat element for deer (Underwood and Kilheffer 2016). Likewise, the ability to correct 
for disparate coverage probability by using the ilen covariate is also encouraging. This approach 
was first adopted by Kéry et al. (2005) when attempting to account for variation in effort in 
breeding bird point count surveys. The approach was refined in Kéry and Royle (2016) as a 
means for mapping the entire distribution of a species from count data with variable effort. 
 Analyses revealed apparent differences in the importance of the covariates between years, 
however. For example, the effect of %tree was not as important a predictor of deer abundance 
for 2017 as it was for 2016. The effect is obvious in the mapped distributions of deer abundance 
across the study area over both years. The ilen coefficient (i.e., the correction for unequal 
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coverage) was not as large either. While the coefficients were of similar magnitudes, and their 
signs consistent, I am unable to explain the observed differences other than from sampling 
variation. 
An important characteristic of NMIX models is that they assume that the effective area 
sampled is known and reflected in the counts (Kéry and Royle 2016). I chose to model 
abundance on 1-km2 units based upon a review of the literature about landscape utilization of 
urban deer but have no way of knowing if 1-km2 accurately captures the spatial extent of deer use 
on this particular landscape. Home range sizes substantially larger than 1-km2 would translate 
into a lower estimated density. Conversely, smaller home range sizes would lead to higher 
estimated density. Some credence is given to the selection of 1-km2 tiles in that modeled density 
is not substantially different from CDS estimates derived in Chapter One of this thesis. 
The great advantage of NMIX is the ability to model abundance as a function of one or 
more covariates in a general-linear model format. Understanding abundance variation is a key 
objective in ecological studies. From a pragmatic standpoint, knowing “where” deer are likely to 
be encountered on the landscape facilitates the development of management plans. It is critical to 
understand that any unmodeled heterogeneity is likely to bias parameter estimates, as well as 
result in poor model fit. Being able to model deer abundance as a function of tree cover, an 
important habitat constituent, while simultaneously correcting for unequal coverage, represents a 
major leap forward in the quest for a rigorous, but simple deer survey methodology. 
By incorporating random effects, I was able to satisfy a key assumption of model-based 
predictors of wildlife abundance. Random effects essentially absorb variation and decrease bias 
in parameter estimates. The trade-off for less bias is lower precision, however (Kéry and Schaub 
2012). The improved fit of models after the addition of random effects demonstrates that there is 
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still a significant amount of heterogeneity which was not accounted for in the survey protocol. 
The higher level of variation within these survey-specific characteristics were likely a result of 
variability in the day of the year, time of the visit, and potentially unknown habitat 
characteristics (Olea and Mateo-Tomás 2011). More study is needed to ascertain the value of 
incorporating additional covariates into the modeling framework. For example, by combining 
elements of distance sampling, which allows a precise estimation of the effective area sampled, 
with parametric modeling of important covariates like land cover percentages, survey coverage 




 Collecting data using a relatively low-cost, simple survey design facilitates its potential 
adoption in municipalities with community-based deer management programs. The injection of 
design principles, and a rigorous treatment of unavoidable deficiencies is paramount to proper 
application.  Model-based estimation of abundance of wildlife populations in urbanized areas 
like the eastside communities of Syracuse has merit over ad-hoc methods which do not correct 
for imperfect detection and designs which cannot guarantee equal coverage probability. 
However, with model-based estimates, it is even more critical to evaluate all forms of lack-of-fit 
in order to avoid biased parameter estimation. With proper evaluation, model-based estimation 
can produce accurate estimates of density and distribution of species at a relatively low cost and 




Table 2.1. Summary of unmarked data frame objects corresponding to counts of white-tailed 
deer in 39 tiles visited on multiple occasions in each of two years in the eastside communities of 
Syracuse, New York and the Town of DeWitt. 
 
    Frequency of Deer Numbers Per Tile 
Year Tiles Counts With >1 Detection 0 1 2 3 4 5 6 7 8 9 
2016 39 19 26 277 45 19 9 9 3 1 1 0 1 



































Table 2.2. Parameter estimates for a zero-inflated, binomial N-mixture model of a white-tailed 
deer population in the eastside communities of Syracuse, New York, incorporating land cover 
and coverage covariates. Data were analyzed using unmarked. 
 
Year Parameter Estimate SE z P(>|z|) 
2016 intercept 3.172 0.479 6.620 3.68E-11 
 %tree 0.326 0.092 3.560 3.76E-04 
 ilen -0.809 0.192 -4.220 2.39E-05 
 logit(det) -3.040 0.462 -6.570 4.96E-11 
 logit(zif) -2.500 1.020 -2.450 1.41E-02 
 c-hat 2.085    
      
2017 intercept 4.046 1.269 3.188 1.43E-03 
 %tree 0.056 0.082 0.684 4.94E-01 
 ilen -0.293 0.138 -2.127 3.35E-02 
 logit(det) -4.350 1.300 -3.350 8.21E-04 
 logit(zif) -2.200 0.783 -2.810 4.91E-03 
 c-hat 1.776    
























Table 2.3. Mean and standard deviation (SD) of the posterior distribution of parameters for an 
imperfect detection, zero-inflated binomial N-mixture model of white-tailed deer abundance in 






Mean SD Mean SD 
lam(Int) 1.634 0.224 1.429 0.205 
%tree 0.271 0.152 0.105 0.08 
ilen -0.672 0.193 -0.481 0.193 
p(Int) -2.827 1.201 -3.178 1.245 
sd.lamda 0.339 0.206 0.172 0.140 
sd.p.site 1.266 0.743 1.898 1.003 
sd.p.survey 2.026 0.329 3.009 0.465 
c-hat 0.997  1.005  
bpv 0.536  0.512  
 a c-hat is the overdispersion parameter 
 b bpv is the Bayesian p-value 





























Figure 2.1. Posterior distribution of parameter estimates derived from a zero-inflated, binomial 
N-mixture model of simulated data which incorporate important random effects.  Data were 





Figure 2.2. Predicted white-tailed deer density (excluding fawns; No. km2) for 2016 in the 
eastside communities of Syracuse, New York, based on a zero-inflated, binomial N-mixture 















Figure 2.3. Predicted white-tailed deer density (excluding fawns; No. km2) for 2017 in the 
eastside communities of Syracuse, New York, based on a zero-inflated, binomial N-mixture 




 The goal of this thesis was to assess the application and feasibility of CDS and model-
based methods (e.g., NMIX) of estimating abundance of wildlife populations in areas where 
conventional design elements may be compromised. In particular, coverage probability is a 
critical component of most wildlife survey designs. Designs that yield unequal coverage 
probability are prone to biased density estimates (Buckland et al. 2004). Because CDS explicitly 
estimates the effective area sampled, it is superior to ad-hoc methods which do not account for 
imperfect detection. Attaining equal coverage probability is the most significant challenge with 
CDS survey designs which use roads as samplers. Still, I am most confident in the CDS density 
estimates for the interior portions of the study area. A major drawback of CDS is an inability to 
understand density variation across the study area. 
 By adopting a model-based approach like NMIX, density variation can be modeled as 
functions of important covariates. In addition, effort expended can be used to correct for unequal 
coverage probability. Because NMIX models assume demographic closure, I was only able to 
predict the abundance of animals already in the population at the initiation of surveys. 
Consequently, NMIX abundance estimates were lower, on average, than their CDS counter parts. 
However, since I know the proportion of fawns in the population, I can add them back into the 
population post-hoc. For example, the proportion of fawns was 39.8% in 2016 and 39.1% in 
2017. Multiplying the posterior mean density in each year by these fractions yields the necessary 
animals to add. Deer density corrected for the number of fawns was 7.4 deer per km2 in 2016 and 
5.8 deer per km2 in 2017. These estimates are still substantially lower than the CDS estimates 
from Chapter One because they omit 3.6 and 5.1 deer per km2, respectively, due to random 
effects in the modeled estimates.  
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 Because the estimated proportion of fawns also exhibits uncertainty, a method that 
combines the NMIX model estimated proportion and propagates the uncertainty in a statistically 
robust manner is desirable. Modifying the WinBUGS code used for analyzing the count data to 
include the proportion of fawns and its uncertainty is one way to integrate these two sources of 
data to derive a density estimate comparable to CDS. 
LITERATURE CITED  
 
Abrahams, M. V. 1986. Patch choice under perceptual constraints: a cause for departures from an 
 ideal free distribution.  Behavior, Ecology, Sociobiology. 19:409-415. 
Agetsuma, N., R. Koda, R. Tsujino, Y. Agetsuma-Yanagihara. 2014. Impact of anthropogenic 
 disturbance on the density and activity pattern of deer evaluated with respect to spatial 
 scale-dependency. Mammalian Biology. 79:44-51. 
Anderson, D. 2001. Opinion: the need to get the basics right in wildlife field studies. Wildlife 
 Society Bulletin. 29:1294-1297. 
Barker, R. J., Schofield, M. R., Link, W. A. and Sauer, J. R. (2018), On the reliability of N‐
 mixture models for count data. Biometrics. 74:369-37. 
Beaver, J.T., Harper, C.A., Kissell, R.E., Muller, L.I., Basinger, P.S., Goode, M.J., Van Manen, 
  F.T., Winton, W. and Kennedy, M.L., 2014. Aerial vertical‐looking infrared imagery to 
 evaluate bias of distance sampling techniques for white‐tailed deer. Wildlife Society 
 Bulletin. 38:419-427.  
Belant, J. L., and Seamans, T. W., 2000. Comparison of 3 devices to observe white-tailed deer at 
 night. Wildlife Society Bulletin. 28:154-158. 
Beringer, J., Hansen, L., & Sexton, O. 1998. Detection Rates of White-Tailed Deer with a 
 Helicopter over Snow. Wildlife Society Bulletin. 26:24-28. 
41  
  
Buckland, S.T., Anderson, D.R., Burnham, K.P., Laake, J.L., Borchers, D.L., and L Thomas 
 (eds). 2004. Advanced Distance Sampling. Oxford University Press, Oxford. 
Buckland, S. T., and Elston, D. A. 1993. Empirical models for the spatial distribution of 
 wildlife. Journal of Applied Ecology. 30:478-495. 
Buckland, S. T., D. R. Anderson, K. P. Burnham, J. L. Laake, D. L. Borchers, and L. Thomas. 
 2001. Introduction to distance sampling: Estimating abundance of biological populations. 
 Oxford University Press, New York, USA. 
Chandler, R.B., Royle, J.A. and King, D.I., 2011. Inference about density and temporary 
 emigration in unmarked populations. Ecology. 92:1429-1435. 
Chandler, R.B. and King, D.I., 2011. Habitat quality and habitat selection of golden‐winged 
 warblers in Costa Rica: an application of hierarchical models for open 
 populations. Journal of Applied Ecology. 48:1038-1047. 
Cubaynes, S., Pradel, R., Choquet, R., Duchamp, C., Gaillard, J. M., Lebreton, J. D., and P. 
 Taberlet. 2010. Importance of accounting for detection heterogeneity when estimating 
 abundance: the case of French wolves. Conservation Biology. 24:621-626. 
Curtis, P. D., Boldgiv, B., Mattison, P. M., and J. R. Boulanger, 2009. Estimating deer 
 abundance in suburban areas with infrared-triggered cameras. Human–Wildlife 
 Interactions. Paper 25. 
Garner, D. L., Underwood, H. B., & Porter, W. F. 1995. Use of modern infrared thermography 
 for wildlife population surveys. Environmental Management, 19:33-238. 
Decker, D. J., D. B. Raik, and W. F. Siemer. 2004. Community-based deer management: a 




DeLgiudice, G., Riggs, M., Joly, P., & Pan, W. 2002. Winter Severity, Survival, and Cause-
Specific Mortality of Female White-Tailed Deer in North-Central Minnesota. The Journal 
of Wildlife Management. 66:698-717. 
DeNicola, A. J., K. C. VerCauteren, P. D. Curtis, and S. E. Hygnstrom. 2000. Managing white-
tailed deer in suburban environments: technical guide. Cornell Cooperative Extension 
Information Bulletin 245. Cornell University, Ithaca, New York, USA.  
Dennis R (2001) Progressive bias in species status is symptomatic of fine-grained mapping units 
subject to repeated sampling. Biodiversity Conservation. 10:483–494. 
Dennis, E. B., Morgan, B. J. and Ridout, M. S. 2015. Computational aspects of N‐mixture 
models. Biometrics. 71:237-246. 
Duarte, A., M. J. Adams, and J. T. Peterson. 2018. Fitting N-mixture models to count data with 
unmodeled heterogeneity: Bias, diagnostics, and alternative approaches. Ecological 
Modelling. 374:51-59. 
Etter, D. R., K. M. Hollis, T. R. Van Deelen, D. R. Ludwig, J. E. Chelsvig, C. L. Anchor, and R. 
 E. Warner. 2002. Survival and movements of white- tailed deer in suburban Chicago, 
 Illinois. Journal of Wildlife Management. 66:500–510. 
Fafarman, K. R, and C. A. DeYoung. 1986. Evaluation of spotlight counts of deer in south 
 Texas.  Wildlife Society Bulletin. 13:146–149. 
Fewster, R.M., S. T. Buckland, K. P. Burnham, D. L. Borchers, P. E. Jupp, J. L. Laake and L. 
 Thomas. 2009. Estimating the encounter rate variance in distance sampling. Biometrics. 
 65:225-236. 
Fiske, I., and Chandler, R. 2011. unmarked: An R package for fitting hierarchical models of 
 wildlife occurrence and abundance. Journal of Statistical Software. 43-10:1-23. 
43  
  
Focardi, S., A. M. D. Marinis, M. Rizzotto, and A. Pucci. 2001. Comparative evaluation of 
 thermal infrared imaging and spotlighting to survey wildlife. Wildlife Society Bulletin. 
  29:133–139. 
Gast, C. M., Skalski, J. R., Isabelle, J. L., Clawson, M. V., 2013. Random Effects Models and 
 Multistage Estimation Procedures for Statistical Population Reconstruction of Small 
 Game  Populations. PLOS ONE 8-6:65244. 
Hedley, S. L., & Buckland, S. T. 2004. Spatial models for line transect sampling. Journal of 
 Agricultural, Biological, and Environmental Statistics. 9-2:181. 
Heydon, M. J., J. C. Reynolds, and M. J. Short. 2000. Variation in abundance of foxes (Vulpes 
 vulpes) between three regions of rural Britain, in relation to landscape and other 
 variables. Journal of Zoology. 251:253–264. 
Hill, D.B., 1985. Forest fragmentation and its implications in central New York. Forest Ecology 
 and Management. 12:113-128. 
Hirth, D. H. 1977. Social behavior of white-tailed deer in relation to habitat. Wildlife
 Monographs. 53:3-55. 
Hiby, L. and M. B. Krishna. 2001. Line transect sampling from a curving path. Biometrics. 
 57:727-731. 
Howe, E. J., Buckland, S. T., Després‐Einspenner, M. and Kühl, H. S.. 2017. Distance sampling 
 with camera traps. Methods Ecology and Evolution. 8:1558-1565. 
Hubbard, R. D., and C. K. Nielsen. 2011. Cost–benefit analysis of managed shotgun hunts for 
 suburban white-tailed deer. Human–Wildlife Interactions. 5:13–22. 
Johnson, D., Laake, J., & Hoef, J. 2010. A Model-Based Approach for Making Ecological 
 Inference from Distance Sampling Data. Biometrics. 66:310-318. 
44  
  
Jin, S., L. Yang, P. Danielson, C. Homer, J. Fry and G. Xian. 2013. A comprehensive change 
 detection method for updating the National Land Cover Database to circa 2011. Remote 
 Sensing of Environment. 132:159-175. 
Joseph, L. N., C. Elkin, T. G. Martin, and H. P. Possingham. 2009. Modeling abundance using 
 N-mixture models: the importance of considering ecological mechanisms. Ecological 
 Applications. 19:631-642. 
Kendall, W.L., Nichols, J.D. and Hines, J.E., 1997. Estimating temporary emigration using 
 capture–recapture data with Pollock’s robust design. Ecology. 78:563-578. 
Kéry, M., & Royle, J. A. 2016. Applied hierarchical modeling in ecology. 
Kéry, M., Royle, J. A., and Schmid, H. 2005. Modeling avian abundance from replicated counts 
 using binomial mixture models. Ecological Applications. 15:1450–1461. 
Kéry, M., & Schaub, M. 2011. Bayesian population analysis using WinBUGS: a hierarchical 
 perspective. Academic Press. 
Kilheffer, C., 2014. Effects of landscape composition and structure on abundance and 
 distribution of  urban white-tailed deer. State University of New York College of 
 Environmental Science and Forestry. 
Kilpatrick, H., & Spohr, S. (2000). Spatial and temporal use of a suburban landscape by female 
  white-tailed deer. Wildlife Society Bulletin. 28:1023-1029. 
Kissell Jr, R. E., & Nimmo, S. K. 2011. A technique to estimate white-tailed deer Odocoileus 




Knape, J, Arlt, D, Barraquand, F., Berg, Å., Chevalier, M., Pärt, T., Ruete, A., and Żmihorski, M. 
2018.Sensitivity of binomial N‐mixture models to overdispersion: The importance of 
assessing model fit. Methods Ecology and Evolution. 9:2102–2114. 
Kufeld, R. C., Olterman, J. H., & Bowden, D. C. 1980. A helicopter quadrat census for mule 
 deer on Uncompahgre Plateau, Colorado. The Journal of Wildlife Management. 77:632-
 639. 
MacKenzie, D. I., and L. L. Bailey. 2004. Assessing the fit of site occupancy models. Journal of 
 Agricultural Biology Environmental Statistics. 9:300– 318. 
Marques, T. A., S. T. Buckland, D. L. Borchers, D. Tosh and R. A. McDonald. 2010. Point 
 transect sampling along linear features. Biometrics. 66:1247–1255. 
Martin, T. G, B. A. Wintle, J. R. Rhodes, P. M. Kuhnert, S. A. Field, S. J. Low-Choy, A. J. Tyre, 
 and H. P. Possingham. 2005. Zero tolerance ecology: improving ecological inference by 
 modelling the source of zero observations. Ecology. 8:1235-1246. 
Mcshea, W. J., Stewart, C. M., Kearns, L., & Bates, S. 2011. Road bias for deer density 
 estimates at 2 national parks in Maryland. Wildlife Society Bulletin. 35:177-184. 
McCabe, T. R., and R. E. McCabe. 1997. Recounting whitetails past. McShea, W. J.,
 Underwood, H. B., and J. H. Rappole, editors. The science of overabundance: deer 
  ecology and population management. Smithsonian Books, Washington. 
McShea, W. J., C. M. Stewart, L. J. Kearns, S. Liccioli, and D. Kocka. 2008. Factors affecting 
 autumn deer–vehicle collisions in a rural Virginia county. Human–Wildlife Conflicts. 
 2:110–121. 
McShea, W. J., C. M. Stewart, L. Kearns, and S. Bates. 2011. Road bias for deer density 
 estimates at 2 national parks in Maryland. Wildlife Society Bulletin. 35:177–184. 
46  
  
Meents, J. K., Rice, J., Anderson, B. W., & Ohmart, R. D. 1983. Nonlinear relationships between 
 birds and vegetation. Ecology. 64:1022-1027. 
Miller, D. L., Burt, M. L., Rexstad, E. A., & Thomas, L. 2013. Spatial models for distance 
 sampling data: recent developments and future directions. Methods in Ecology and 
 Evolution. 4:1001-1010. 
Millette, T. L., Slaymaker, D., Marcano, E., Alexander, C., & Richardson, L. 2011. AIMS-
 Thermal-A thermal and high resolution color camera system integrated with GIS for 
 aerial moose and deer census in northeastern Vermont. Alces: A Journal Devoted to the 
 Biology and Management of Moose, 47:27-37. 
Mitchell, A. 1999. The ESRI guide to GIS analysis. Volume I. Geographic patterns & 
 relationships. Environmental Systems Research Institute, Inc., Redlands, CA. 
LaRue, M. A., C. K. Nielsen, and M. D. Grund. 2007. Using distance sampling to estimate 
 densities of white-tailed deer in south-central Minnesota. Prairie Naturalist 39:57–68. 
National Oceanic and Atmospheric Administration [NOAA]. 2005. NOAA Coastal Services 
 Center. C-CAP Land Cover Atlas, Onondaga County, New York.  Accessed 16 May 
 2019. 
Nichols, J. D., L. Thomas, and P. B. Conn., 2009. Inferences about landbird abundance from 
 count data: Recent advances and future directions. Environmental and Ecological 
 Statistics, vol. 3 (D. L. Thomson, E. G. Cooch, and M. J. Conroy, Editors). Springer, 
 New York, NY, USA. 201–235. 
Nielsen, C.K. and W. F. Porter. 2011. Ecology and Management of Deer in Developed 
 Landscapes: An Introduction. Wildlife Society Bulletin 35:124–125. 
47  
  
Nowak, D. J. and P. R. O’Connor. 2001. Syracuse Urban Forest Master Plan: Guiding the City’s 
 Forest  Resource into the 21st Century. USDA Forest Service, Newtown Square, PA, 
 USA. 
Nyland, R. D., Zipperer, W. C., & Hill, D. B. 1986. The development of forest islands in 
 exurban central New York State. Landscape and Urban Planning. 13, 111-123. 
O’Donnell, M. A. and L. W. Van Druff. 1987. Public attitudes and response to wildlife and 
 wildlife problems in an urban-suburban area. In Adams, L.W. & D.L. Leedy, eds., 
 Integrating man and nature in the metropolitan environment. Proceedings of National 
 Symposium on Urban Wildlife, 4-7 November 1986, Chevy Chase, Maryland. 
Olea, P. & Mateo-Tomás, P. 2011. Spatially explicit estimation of occupancy, detection 
 probability and survey effort needed to inform conservation planning. Diversity and 
 Distributions. 17:714–724. 
Pardo, I., Pata, M. P., Gómez, D., & García, M. B. (2013). A novel method to handle the effect 
 of uneven sampling effort in biodiversity databases. PloS ONE, 8. 
Pierce, B. L. 2000. A non-linear spotlight line transect method for estimating white-tailed deer 
 population densities. Thesis, Southwest Texas State University. San Marcos, TX, USA. 
Pearce, J., and S. Ferrier. 2001. The practical value of modelling relative abundance of species 
for regional conservation planning: a case study. Biological Conservation 98:33-43. 
Pooler, R. L., Curtis, P. D., and Richmond, M. E. 1997. Cost comparisons for white-tailed deer 
live capture techniques. 8 - Eighth Eastern Wildlife Damage Management Conference. 
25. 
Porter, W. F., and Underwood, H. B. 2001. Contraception & deer: the Irondequoit report. 
48  
  
Powell, M.C., & DelGiudice, G.D. 2005. Birth, morphologic, and blood characteristics of free-
 ranging white-tailed deer neonates. Journal of Wildlife Diseases, 41:171-83 . 
Reddy S, Da´valos LM. 2003. Geographical sampling bias and its implications for conservation 
 priorities in Africa. Journal of Biogeography. 30:1719–1727. 
Romin, L. A., and L. B. Dalton. 1992. Lack of response by mule deer to wildlife warning 
whistles. Wildlife Society Bulletin 20:382–384. 
Rowcliffe, J. M., Field, J., Turvey, S. T., and Carbone, C. (2008). Estimating animal density 
using camera traps without the need for individual recognition. Journal of Applied 
Ecology. 45(4), 1228-1236. 
Royle, J. A., Chandler, R. B., Sollmann, R., and B. Gardner, B.. 2014. Spatial Capture-
Recapture. Academic Press, Waltham, Massachusetts. 577 pp. 
Royle, J. A., Dawson, D. K., and Bates, S. 2004. Modeling abundance effects in distance 
 sampling. Ecology. 85:1591-1597. 
Royle J. A., and Dorazio R.M. 2008. Hierarchical Modeling and Inference in Ecology. Academic 
 Press, London. 
Royle, J. A. 2004. N‐Mixture Models for Estimating Population Size from Spatially Replicated 
  Counts. Biometrics. 60:108-11. 
Ruette, S., Stahl, P., and Albaret, M. 2003. Applying distance sampling methods to spotlight 
counts of red foxes. Journal of Applied Ecology. 40:32-43. 
Saunders, D. A. 1989. Adirondack Mammals. Syracuse University Printing, New York, USA. 
Schaub, M., and Kéry, M. 2012. Combining information in hierarchical models improves 
 inferences in  population ecology and demographic population analyses. Animal 
 Conservation, 15-2:125-126. 
49  
  
Sollmann, R., Gardner, B., Chandler, R. B., Royle, J. A., & Sillett, T. S. 2015. An open‐
 population hierarchical distance sampling model. Ecology. 96:325– 331. 
Strindberg, S. 2001. Optimized automated survey design in wildlife population assessment. 
 Dissertation, University of St. Andrews. 
Strindberg, S., and S. T. Buckland. 2004. Zigzag survey designs in line transect sampling. 
 Journal of Agricultural, Biological, and Environmental Statistics 9:443-461. 
Storm, D. J., Samuel, M. D., Van Deelen, T. R., Malcolm, K. D., Rolley, R. E., Frost, N. A., & 
 Richards, B. J. 2011. Comparison of visual-based helicopter and fixed-wing forward-
 looking infrared surveys for counting white-tailed deer Odocoileus virginianus. Wildlife 
 Biology. 17:431-440. 
Thomas, L., Laake, J.L., Rexstad, E., Strindberg, S., Marques, F.F.C., Buckland, S.T., Borchers, 
 D.L., Anderson, D.R., Burnham, K.P., Burt, M.L., Hedley, S.L., Pollard, J.H., Bishop, 
 J.R.B. and Marques, T.A. 2009. Distance 6.0. Release “x”. Research Unit for Wildlife 
  Population Assessment, University of St. Andrews, UK. 
 http://www.ruwpa.stand.ac.uk/distance/. 
Thomas, L., Buckland, S.T., Rexstad, E.A., Laake, J.L., Strindberg, S., Hedley, S.L., Bishop, 
 J.R., Marques, T.A. and Burnham, K.P., 2010. Distance software: design and analysis of 
 distance sampling surveys for estimating population size. Journal of Applied 
 Ecology. 47:5-14. 
Tyre, A. J., B. Tenhumberg, S. A. Field, D. Niejalke, K. Parris, and H. P. Possingham. 2003. 
 Improving precision and reducing bias in biological surveys: estimating false-negative 
 error rates. Ecological Applications. 13:1790-1801 
50  
  
Underwood, H. B., K. A. Austin, W. F. Porter, R. L. Burgess and R. W. Sage, Jr. 1994. 
 Interactions of white-tailed deer and vegetation at Saratoga National Historical Park. 
 Technical Report-NPS/NAROSS/NRTR/95-28. 
Underwood, H. B., and R. Knutson. 2011. Analysis of night-spotlighting counts for white-tailed 
 deer: Indiana Dunes National Lakeshore, 1991-2006. Natural Resource Technical Report 
 NPS/GLKN/NRTR. National Park Service, Fort Collins, Colorado. NPS 626/10654. 
Underwood, H. B., & Kilheffer, C. 2016. Modeling the effects of land cover and use on 
 Landscape Capability for Urban Ungulate Populations. Urban Landscape Ecology Sci. 
 Policy Pract. Taylor & Francis, Routledge. 181-208. 
Underwood, H. B. 2005. White-tailed Deer Ecology and Management on Fire Island National 
 Seashore (Fire Island National Seashore Science Synthesis Paper). Technical Report 
 NPS/NER/NRTR--2005/022. National Park Service, Boston, MA. 
Underwood, H. B., F. D. Verret, and J. P. Fischer. 1998. Density and herd composition of white-
 tailed deer populations on Fire Island National Seashore. Technical Report NPS/NESO-
 RNR/NRTR/98-4, National Park Service, MA. 62pp. 
United States Census Bureau [USCB]. 2016. State and County Quick Facts. Syracuse, New 
 York.  http://quickfacts.census.gov/qfd/states/36/3673000.html 
Urbanek, R. E., Allen, K. R., and Nielsen, C. K.. 2011. Urban and suburban deer management by 
 state wildlife-conservation agencies. Wildlife Society Bulletin. 35:310-315. 
Welsh, A. H., R. B. Cunningham, C. F. Donnelly, and Lindenmayer, D. B.. 1996. Modelling the 
 abundance of rare species: statistical models for counts with extra zeros. Ecological 
 Modelling. 88:297–308. 
51  
  
Wenger, S.J. and Freeman, M.C., 2008. Estimating species occurrence, abundance, and detection 
 probability using zero‐inflated distributions. Ecology. 89:2953-2959. 
Williams, B. K., Nichols, J. D., and M. J. Conroy. 2002. Analysis and management of animal 
 populations. Academic Press. 
Witham, J. H., & Jones, J. M. 1990. White-tailed deer abundance on metropolitan forest 
 preserves during winter in northeastern Illinois. Wildlife Society Bulletin.18:13-16. 
VanDruff, L.W. and Rowse, R.N., 1986. Habitat association of mammals in Syracuse, New 
 York. Urban Ecology. 9:413-434. 
Vercauteren K. C.,. Anderson, C. W., Van Deelen T. R., Drake, D., Walter W. D., Vantassel S. 
 M., and Hygnstrom S. E. 2011. Regulated Commercial Harvest to Manage Overabundant 
 White-Tailed  Deer: An Idea to Consider?. Wildlife Society Bulletin. 35:185-194. 
Warren, R.J. 1997. The challenge of deer overabundance in the 21st century. Wildlife Society 
 Bulletin. 25:213-214. 
Welsh, A. H., R. B. Cunningham, C. F. Donnelly, and D. B. Lindenmayer. 1996. Modelling the 
 abundance of rare species: statistical models for counts with extra zeros. Ecological 
 Modelling. 88:297–308. 
Wenger, S.J. and Freeman, M.C., 2008. Estimating species occurrence, abundance, and detection 
 probability using zero‐inflated distributions. Ecology. 89:2953-2959. 
Williams, B. K., Nichols, J. D., and M. J. Conroy. 2002. Analysis and management of animal 
  populations. Academic Press. 
Witham, J. H., & Jones, J. M. 1990. White-tailed deer abundance on metropolitan forest 
 preserves during winter in northeastern Illinois. Wildlife Society Bulletin. 18:13-16. 
52  
  
VanDruff, L.W. and Rowse, R.N., 1986. Habitat association of mammals in Syracuse, New 
 York. Urban Ecology. 9:413-434. 
Verme, L. 1968. An Index of Winter Weather Severity for Northern Deer. The Journal of 
 Wildlife Management. 32:566-574. 
Zipperer, W. C., T. W. Foresman, S. M. Sisinni, and R. V. Pouyat. 1997. Urban tree cover: an 












Appendix A. R code used to generate an imperfect detection zero-inflated Poisson abundance 
model of white-tailed deer of white-tailed deer incorporating coverage, and land cover types as 
covariates by in the eastside communities of Syracuse, New York, May-October 2016-2017. 
# Incomplete-Detection Zero-Inflated Poisson Abundance Model 
# largely from AHM and BPA from Kéry and Royle and Kéry and Schaub 




library(rjags)          






bugs.dir <- "C:/WinBUGS14/winBUGS14/"  #Set directory to find WinBugs 
#bugs.dir <- "D:/WinBUGS14/" 
setwd ("***") #Set working directory 
 
#  2016 Data 
mydata <- as.matrix(read_excel("G:/Dillon/DeWitt/Data/new/justab2016.xlsx", col_types = 
c("skip", rep("numeric", 19)))) 
covs <- as.matrix(read_excel("G:/Dillon/DeWitt/Data/new/covs2016.xlsx", col_types = c("skip", 
rep("numeric", 9)))) 
#detcovs <- as.matrix(read_excel("H:/Dillon/DeWitt/Data/old/detcovs16.xlsx", col_types = 
c("skip", rep("numeric", 19)))) 
#timecov <-as.matrix(read_excel("H:/Dillon/DeWitt/Data/new/o2016.xlsx", na="-", col_types = 
c("skip", rep("numeric", 19)))) 
#A <- as.matrix(read.csv(file="H:/Dillon/DeWitt/Data/new/o2016.csv", header=FALSE, na="-")  ) 
 
#date <- A[1,2:20] 
#survd <- as.Date(date,format='%m/%d/%Y') 
#indx <- as.vector(survd-as.Date('2016-05-01')) 
 
# standardize all covariates 
grass <- as.vector((covs[,1])) 
imper <- as.vector((covs[,2])) 
water <- as.vector((covs[,3])) 
tree <- as.vector(scale(covs[,4])) 
shrb <- as.vector((covs[,5])) 
ilen <- as.vector(1/(covs[,6])) * 10000       #old scaling 
#ilen <- as.vector(scale(1/(covs[,6])))       #new scaling 
#ilen <- as.vector(scale(1/(covs[,6]), center=FALSE))       #no centering 
 
# bundle data 
# 2016  
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y = mydata 
 
R = dim(y)[1] 
T = dim(y)[2] 
 
#timecov[is.na(timecov)] <- 0 
win.data <- list(nsite = R, nrep = T, y = y, tree = tree, ilen = ilen)   
 






# ZIF - suitability 
phi ~ dunif(0, 1) 
theta <- 1 - phi                #zero-inflation (proportion unsuitable) 
ltheta <- logit(theta) 
 
# for abundance 
beta0 ~ dunif(0, 2)             #log(lambda) intercept 
beta1 ~ dunif(0, 2)             #beta for trees 
beta2 ~ dunif(-10, 10)          #beta for ilen 
 
# site random effecs on lambda 
tau.lam <- 1 / (sd.lam * sd.lam) 
sd.lam ~ dunif(0, 1) 
 
# detection 
for (j in 1:nrep){ 
  alpha0[j] <- logit(mean.p[j]) 
  mean.p[j] ~ dunif(0, 1) 
} 
 
# site and survey random effects on detection 
tau.p.site <- 1/(sd.p.site * sd.p.site) 
sd.p.site ~ dunif(0, 10) 
 
tau.p.survey <- 1/(sd.p.survey * sd.p.survey) 
sd.p.survey ~ dunif(0, 10) 
 
# Likelihood     
for (i in 1:nsite){   
  a[i] ~ dbern(phi)                              # zero-inflation 
 
  # extra Poisson variation 
  eps.lam[i] ~ dnorm(0, tau.lam)                 # Random site effects in log(abundance) 
 
  # ecological model for latent abundance 
  loglam[i] <-  beta0 + beta1*tree[i] + beta2*ilen[i] + eps.lam[i] * 1    # repl 1 with 0 to turn off  
  lam[i] <- exp(loglam.lim[i])  
55  
  
  loglam.lim[i] <- min(250, max(-250, loglam[i]))# stabilize the logarithm 
  mu.poisson[i] <- a[i] *lam[i] 
  N[i] ~ dpois(mu.poisson[i]) 
 
  eps.p.site[i] ~ dnorm(0, tau.p.site)           # Random site effects in logit(p) 
   
  # observation model for replicated counts 
 for (j in 1:nrep) {  
  y[i,j] ~ dbin(p[i,j], N[i]) 
    p[i,j] <- 1/(1 + exp(-lp.lim[i,j])) 
    lp.lim[i,j] <- min(250, max(-250, lp[i,j]))  # stabilize the logit 
 
    lp[i,j] <- alpha0[j] + eps.p.site[i] * 1 + eps.p.survey[i,j] * 1      # repl 1's with 0's to turn off 
    eps.p.survey[i,j] ~ dnorm(0, tau.p.survey)   # Random site-survey effects in logit(p) 
  
    # Bayesian Predictive Check. Note: some programmers put this in a separate loop 
    # but WinBUGS does not care! 
 
    # compute fit statistic (Chi-squared) for observed data 
    eval[i,j] <- p[i,j] * N[i] 
    E[i,j] <- pow((y[i,j] - eval[i,j]),2) / (eval[i,j] + 0.5) 
 
    # Generate replicate data and compute fit stats for them 
    y.new[i,j] ~ dbin(p[i,j], N[i]) 




# derived and other quantities 
fit <- sum(E[,]) 
fit.new <- sum(E.new[,]) 
bpv <- step(fit.new-fit) 
 
# overdispersion ratio 







# Inits function  
Nst <- round(apply(y, 1, max, na.rm=TRUE) + 1) 
 
inits <- function(){list(N=Nst, mean.p=rep(0.1, T), beta0=2, beta1=0, beta2=-1, phi=0.9)} 
 
# Parameters to estimate 
params <- c("theta", "ltheta", "phi", "beta0", "beta1", "beta2", "mean.p", "sd.lam", "sd.p.site", 
"sd.p.survey", "fit", "fit.new", "bpv", "c.hat") 
 
# MCMC settings (need at least 100K iterations and 20K burn-ins for final)  
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nc <- 3   ;   ni <- 12000   ;   nb <- 2000   ;   nt <- 2 
 
# Run JAGS from R and summarize posteriors 
model1 <- jags(win.data, inits, params, "zipnmix.txt", n.chains = nc, n.iter = ni, n.burn = nb, 




#MCMCtrace(model1, params = c("theta", "ltheta", "phi", "beta0", "beta1", "beta2", "sd.lam", 
"sd.p.site", "sd.p.survey", "fit", "fit.new", "bpv", "c.hat"), ind = TRUE) 
 




















Appendix B. R code used to simulate a sparse, zero-inflated, N-mixture dataset representing 
white-tailed deer using parameter estimates derived from incomplete-detection zero-inflated 
poisson abundance model in the eastside communities of Syracuse, New York, May-October 
2016. 
 
# Function to simulate a sparse, zero-inflated, N-mixture dataset 
# Written by: H. Brian Underwood and Jacob C. Dillon 
# Heavily modified version of data.fn() shown on page 137 in AHM 
# by Marc Kéry and Andy Royle 
# Note: defaults are for the 2016 dataset collected by JCD 
 
data.fn <- function(M=39, T=20, mean.zif=-2.5, mean.lambda=1.6, beta1=0.285, beta2=-.9, 
mean.detection=-.2, sd.lam=0.339, sd.p.site=1.266, sd.p.survey=2.026, pmiss=0.57){ 
   
  #create covars 
  tree <- rnorm(M, 0, 1) 
  len <- runif(M, 438, 61000) 
   
  ilen <- (1/len) * 10000 
   
  # zero-inflation 
   
  phi <- 1-(expit(mean.zif)) 
  beta0 <- mean.lambda 
   
  # set up arrays 
  eps.lam <- matrix(NA, nrow=M, ncol=1) 
  eps.p.site <- matrix(NA, nrow=M, ncol=1) 
  eps.p.survey <- matrix(NA, nrow=M, ncol=T) 
   
  a <- matrix(NA, nrow=M, ncol=1) 
  N <- matrix(NA, nrow=M, ncol=1) 
  loglam <- matrix(NA, nrow=M, ncol=1) 
  lambda <- matrix(NA, nrow=M, ncol=1) 
  lp <- matrix(NA, nrow=M, ncol=T) 
  p <- matrix(NA, nrow=M, ncol=T) 
  C <- matrix(NA, nrow=M, ncol=T) 
   
  # generate data set  
  for (i in 1:M){ 
    a[i] <- rbinom(1, 1, phi)          # a Bernoulli trial 
    eps.lam[i] <- rnorm(1, 0, sd.lam) 
 
    # model for abundance 
    loglam[i] <- beta0 + beta1*tree[i] + beta2*ilen[i] + eps.lam[i] * 1  # zero const to turn off re 
    lambda[i] <- exp(loglam[i])       
58  
  
    N[i] <- rpois(1, lambda[i]*a[i]) 
     
    eps.p.site[i] <- rnorm(1, 0, sd.p.site) 
     
    # model for observations 
    for (j in 1:T){ 
      eps.p.survey[i,j] <- rnorm(1, 0, sd.p.survey)   # Random site-survey effects 
 
      lp[i,j] <- mean.detection + eps.p.site[i] * 1 + eps.p.survey[i,j] * 1   # zero const to turn off re 
      p[i,j] <- 1/(1 + exp(-lp[i,j])) 
 
      # Keep some NAs to simulate sparse matrix 
      z <- runif(1) 
      if (z>pmiss){ 
        C[i,j] <- rbinom(1, N[i], p[i,j]) 
      } 
    } 
  } 
   
  # output data 
  return(list(M=M, T=T, C=C, cov1=tree, cov2=ilen)) 
} 
 
# auxiliary functions 




















Appendix C. R code used to invoke the simulation and process the output of generated data 
matrices derived from defaults of n-mixture model of abundance and density of white-tailed deer 
incorporating coverage, and land cover types as covariates in the eastside communities of 
Syracuse, New York, May-October 2016-2017. 













################## Simulation ######################### 
# added system.time() 
# Define simulation settings and arrays for sim results  
# print(sys) will give you elapsed time in seconds 
####################################################### 
 
# Run simulation 
simreps <- 100 
estimates <- array(NA, dim = c(simreps, 5)) 
 
sys <- system.time(for (t in 1:simreps){ 
      simdat <- data.fn(mean.zif=-2.83, mean.lambda=1.634, beta1=0.271, beta2=-.672, 
mean.detection=-1.254, sd.lam=0.339, sd.p.site=1.266, sd.p.survey=2.026, pmiss=0.57) 
 
      umf <- unmarkedFramePCount(y=simdat$C, siteCovs=data.frame(cov1=simdat$cov1, 
cov2=simdat$cov2)) 
      sm2 <- pcount(~1~cov1+cov2,umf,mixture="ZIP",K=500) 
      estimates[t,] <- coef(sm2) 




# Visualization -- use 50 breaks for sims >= 100 
# use smaller breaks or defaults for fewer sims 
 
mybreaks = 21 
 
hist(estimates[,1], xlab="intercept", main="", breaks=mybreaks, col="grey") 




hist(estimates[,2], xlab="tree", main="", breaks=mybreaks, col="grey") 
abline(v=0.271, col="red", lwd=2) 
 
hist(estimates[,3], xlab="ilen", main="", breaks=mybreaks, col="grey") 
abline(v=-.672, col="red", lwd=2) 
 
hist(expit(estimates[,4]), xlab="detection", main="", breaks=mybreaks, col="grey") 
abline(v=expit(-1.254), col="red", lwd=2) 
 
hist(1-(expit(estimates[,5])), xlab="phi", main="", breaks=mybreaks, col="grey") 
abline(v=1-expit(-2.83), col="red", lwd=2) 
 
# Export parameter estimates to excel file 
myresults <- data.frame(estimates) 
names(myresults) <- c("log.int", "tree", "ilen", "logit.det", "logit.theta") 
write_xlsx(x = myresults, path = "myresults.xlsx", col_names = TRUE) 
 
























Appendix D. Simulating parameter bias in binomial, N-mixture models of white-tailed 
deer abundance across a heterogeneous, peri-urban landscape. 
Background 
A key assumption of the binomial, N-mixture model for abundance estimation is 
no residual, unmodeled heterogeneity (Royle 2004). Violation of this key assumption, as 
it turns out, can result in seriously biased parameter estimates (Dennis et al. 2015, Kéry 
and Royle 2016, Barker et al. 2018, Duarte et al. 2018, Knape et al. 2018). This is 
particularly concerning for sparse data, like those collected in this study. Although my 
study area included 39, 1-km2 tiles (i.e., sites), in approximately 20 km of roadway, I 
could only survey 10 to 12 on any given occasion. Furthermore, interior sites had a 
higher probability of being sampled due to the shape and size of the study area even 
though strict randomization was employed in the selection of starting and ending 
locations (see Chapter One). Consequently, a computer simulation was conducted to 
assess the potential bias induced by unmodeled heterogeneity in a sparse dataset like 
mine. 
Procedures 
The simulation required the ability to generate data with specific properties, 
including the presence of certain random effects. Typically, extra-Poisson variation in 
abundance by site is an important random effect as well as site and survey variation in 
the probability of detection (Kéry and Royle 2016). Random effects are required to 
remedy issues of overdispersion, and are modeled a normal distribution with zero mean 
and specified standard deviation. I made use of the R function data.fn() of Kéry and 
Royle (2016), which I modified for this application. In addition to modeling counts in a 
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site (i.e., M) by time (i.e., T) framework, the function incorporates the addition of zero-
inflation on abundance, two covariates affecting abundance (i.e., %tree and ilen), up to 
three random effects in the survey protocol, and the specification of the proportion of 
missing observations. The simulation itself was relatively simple to construct. Within the 
main loop of simulation replications, a call is made to data.fn() with default, data-
generating parameters. In this case, the M x T data matrix of simulated counts, along 
with site-level covariates, was output by the function and packed into an unmarked data 
frame. I used the pcount() function of unmarked to analyze each simulated dataset. 
Coefficients of estimated parameters were stored in an array and the simulation repeated. 
Data generating values I used matched closely those returned from an analysis of 
the 2016 data to provide realism in the simulation. They were derived using a WinBUGS 
specification of a zero-inflated, Poisson N-mixture model with site random effects 
specified on abundance and site-survey random effects on the probability of detection 
(see Appendix B). A Bayesian approach was necessary because unmarked has no 
capacity for modeling random effects (Fiske and Chandler 2011). Based on the lack-of-
fit of all previous models analyzed with unmarked, I ran multiple analyses with selected 
random effects terms enabled in order to isolate the cause of the poor model fits. Model 
fit was evaluated in WinBUGS by using the posterior predictive check, based on the Chi-
squared statistic, and Bayesian p-value (Gelman et al. 1996, Kéry and Schaub 2012). An 
overdispersion parameter (i.e., c-hat) was calculated as a derived variable in WinBUGS 
as the ratio of Chi-squared deviations from the fitted model and those from the posterior 
distribution of model predictions. A ratio close to 1.0 indicates a model with little or no 
overdispersion. Similarly, the Bayesian p-value represents the proportion of replications 
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where the discrepancy measure for the simulated data is more extreme than that for the 
actual data set. Under the null hypothesis that the model in question is the data-
generating model, this should happen about 50% of the time; hence Bayesian p-values 
near 0 or 1 indicate a poor-fitting model (Kéry and Schaub 2012), 
With estimates in hand for all model parameters, including the intercept, 
covariates and random effects, I performed the simulation as described by analyzing the 
fake data contaminated with random effects and missing observations. I specified 1000 
simulation replications and plotted the distribution of parameters estimated in unmarked 
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