Number of Predictors and Multicollinearity: What Are Their Effects on Error and Bias in Regression?
Multicollinearity, or collinearity, is often encountered in applied regression models, and occurs when two or more predictor variables are correlated. Multicollinearity becomes a problematic condition when it influences the inferences made about significance and parameter estimates. High levels of multicollinearity may lead to large variances in the least squares estimators of beta coefficients in the regression equation. It may also have unpredictable and inconsistent effects on parameter estimates and significance and may lead to biased results.
Multicollinearity masks the true relationship of the predictor variables with the dependent variable, thereby undermining the unique variance explained by predictors in the model.
The magnitude of correlation between the predictor variables has an important influence on the variance inflation factor (VIF). VIF is the reciprocal of tolerance (Dormann et al., 2013) :
Tolerance is 1 minus the proportion of variance a predictor variable shares with the other predictor variables in the regression model (shown here as the squared correlation between the predictor in question, , and the other predictors in the model, ¬ ). Tolerance represents the proportion of variance in a predictor variable that is not shared or related to the other predictor variables. In the literature, a number of rules or criteria have been recommended to indicate when VIF or tolerance values are considered to be very high to the extent that it may bias the regression results. Sometimes a VIF of 10 is considered to be excessive or a VIF as low as 4
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The Version of Record of this manuscript has been published and is available in Communications in Statistics -Simulation and Computation, 07 Nov 2017, doi:10.1080/03610918. 2017.1371750 important to understand the extent to which predictor variables are correlated with each other and with the outcome variable in the context of VIF and other factors that influence the variance of regression coefficients and the bias in the model. Kraha, Turner, Nimon, Zientek and Henson (2012) explained the role that predictor variables play in making the regression coefficients in conjunction with other factors such as correlation coefficients, β weights, and structure coefficients in order to interpret and correct for collinearity in light of theoretical and statistical significance.
Previous research has already established that the correlations between predictor variables influences VIF and may introduce bias in the regression results (Azen, Budescu, Reiser, 2001; Johnson, 2001; Johnson & Lebreton, 2004; Kraha, et al., 2012) . However, there are no specific guidelines for researchers to understand how the number of predictors, magnitude of inter-correlations between them and proportion of variance jointly explained in the outcome variable by the predictor variables influence the amount of VIF and bias in the regression model.
In the present study, we systematically varied the sample size and analyzed parameter bias, model bias, rates of Type I and Type II error, and VIF values produced under various multicollinearity conditions with two, four, and six predictors. The objective of the present study is to provide specific guidance to applied researchers regarding the degree of multicollinearity that can be problematic for multiple regression depending on the number of predictors modeled and the degree of inter-correlations between them.
Review of the Literature
Multicollinearity is a common phenomenon that occurs in regression when two or more predictors are correlated with one other and commonly occurs in almost all regression-based NUMBER OF PREDICTORS AND MULTICOLLINEARITY (Lomax, 2007; Stevens, 2007) . Hence, multicollinearity makes it difficult to evaluate the individual importance of each predictor in a model. Adding to this, high levels of multicollinearity do not allow unique estimates of the regression coefficients associated with predictors because the coefficients are interchangeable, making it difficult to assess the distinctive relationship between a predictor and the dependent variable relative to the relationship between another predictor and that same dependent variable (Gunst & Mason 1980; Marquardt & Snee 1975) . As collinearity increases, the standard errors of the regression coefficients also increase making the coefficients less stable across samples and less representative of the population-level estimates. So multicollinearity not only affects the evaluation of predictor contributions but also makes regression coefficients unreliable (Gunst & Mason 1980; Marquardt & Snee 1975; O'Brien, 2007) because the coefficients are more likely to vary from sample to sample. This means the regression equation formed will be unstable across samples as well (Kutner, Nachtsheim, Neter, & Li, 2005) . Related to this, Mason and Perreault (1991) positive and negative correlations of equal magnitude can have different effects on the inflation of parameter variance estimation and that one correlation structure can severely influence variable omission bias and have little effect on variance inflation whereas other correlation structure can have the opposite effects. So, to determine the consequences of multicollinearity it is important to examine an array of collinearity diagnostics -not just one. Using this strategy, Mela and Kopalle (2002) found that positive correlations between predictor variables yields less precise estimates, can influence coefficients to change signs and affect effect size of the model.
However, negative correlations among predictor variables have greater influence on variable omission bias than equivalent positive correlations
The degree of multicollinearity may be assessed either through careful analysis of a correlation matrix of the predictors used in the model, or by examining the variance inflation factor (VIF) for each predictor. In the literature, the VIF has been a common method of identifying multicollinearity. As the name suggests, VIF indicates how much of the variance in the dependent variable explained by the predictor variables is inflated. In other words, the VIF is directly related to the regression coefficient associated with a predictor variable, and it provides a clear assessment of the influence of collinearity on the estimated variance of the regression coefficient (O'Brien, 2007 O 'Brien (2007) provided recommendations to cope with the issue of multicollinearity.
One way to deal with the issue of collinearity is to combine predictor variables that are conceptually similar and share high correlation into a single measure and then utilize the newly created measure in the regression model which would take care of collinearity created by the high correlation between the two variables and would usually provide a more reliable estimate of the variable of interest. Another way is to remove the collinear variable from the model. There are some general guidelines that have been followed in the literature for assessing when VIF is a cause of concern:
• If VIF is greater than 10 then the predictor variables are highly correlated indicating high levels of multicollinearity and is a matter of concern (Bowerman & O' Connell, 1990) .
• If the average VIF is substantially greater than 1, then the regression coefficients and the models may be biased (Bowerman & O'Connell, 1990) . Mason and Perreault (1991) examined how multicollinearity influences Type II error rates in addition to the accuracy of regression coefficients and associated standard errors. They varied the degree of collinearity, the values of true regression coefficients, sample size, and the model R 2 . However, they did not vary the number of predictor variables and kept it fixed at four.
The results suggested that collinearity should be viewed along with power and its interaction NUMBER OF PREDICTORS AND MULTICOLLINEARITY with the sample size, the values of true regression coefficients and the overall fit of the model.
The simulations results suggest that small sample size and low R 2 interacts with high collinearity to produces inaccurate regression coefficients. The results also suggested that Type II error is high when sample size is small or the overall fit of the model is low and any combination of these factors along with high levels of collinearity makes it difficult to obtain reliable inferences.
Blaze and Ye (2012) studied the effects of multicollinearity on the parameter estimates and standard errors in multilevel models by designing a Monte Carlo simulation study in which they included a two-level predictor model with correlation between level-1 and level-2 predictors and group-mean centering level-1 predictors. They varied the intra-class correlation coefficients, number of groups and cases per group. Their simulation findings were consistent with other simulation studies in the literature examining effects of multicollinearity in regression analysis.
High levels of multicollinearity inflated the standard errors and the estimate of the intercept for the random slope component was biased when multicollinearity existed between level-1 predictors. The fixed effects remained relatively stable even at high levels of multicollinearity.
There was an increase in positive bias of standard error estimates with increase in inter-class correlation coefficient.
The current simulation study adds to the regression literature on understanding the influence of predictors, multicollinearity, VIF and bias in several different meaningful ways. Greenland, Sander, Schwartzbaum & Finkle, 2000) . Kiers and Smilde (2007) found that the ordinary least square regression yielded best regression model results with sample size of 10, 20, and 50 data points. Kroll and Song (2013) studied the performance of four regression techniques (ordinary least squares, variance inflation factor screening, principal component regression, and partial least squares regression) to evaluate the impact of multicollinearity (by varying sample sizes, inter-correlations between predictor variables and model error variances) on different regression models. They found that the undesirable influences of multicollinearity are magnified at smaller sample sizes, higher correlations between predictor variables and larger unexplained or error variances. In the current study, the sample size was systematically varied according to the rules of thumb by . Third, the number of predictor variables were varied to two, four and six. Fourth, the proportion of variance in the outcome variable explained by the predictor variables was systematically varied according to small, medium and large according to Cohen's (1992) recommendations and was then used to calculate the model bias. Fifth, how much is the model and parameter bias when these factors interact with VIF. Sixth, the behavior of VIF was examined as a function of the correlations between the predictor variables, correlation between each predictor and outcome variable (proportion of variance explained; PVE), sample size, error rates (Type I and Type II), bias (model and parameter), and how the coefficients and standard errors change when these factors interact with VIF.
Methods and Data
The present study uses a Monte Carlo simulation design (Fan, Felsovalyi, Sivo, & Keenan, 2002) in which data is generated with known properties, analyzed using least squares NUMBER OF PREDICTORS AND MULTICOLLINEARITY multiple regression, and the results are analyzed to determine the effects of multicollinearity and the number of predictors in the model on significance, parameter estimates, and the VIF. Data sets are generated for analysis with one of the following regression equations: Predictors were generated with four multicollinearity conditions, one in which the predictors are uncorrelated ( ¬ = 0), and correlations of .3, .6, and .9, as well. Predictors were generated to share .1, .3, and .5 of the outcome variable's variance, resulting in a small, medium, and large proportion of variance explained (PVE), respectively (Cohen, 1992) .
Simulated data sets were initially generated to reflect the rules of thumb recommended by , where small samples contained n = 50 + 8m observations and medium samples contained n = 104 + m observations (where m = number of predictors), and where large samples contained n = 500 observations. The rules of thumb suggested by Green were used for the small and medium samples because of their prevalence in the literature. Preliminary findings indicated that the initial small sample sizes lacked the necessary statistical power (discussed in Results), thus the researchers used recommended medium sample of n = 104 + m observations as the small sample in this study, using n = 250 and n = 500 as the medium and large samples, respectively. Samples were then analyzed using PROC REG in SAS 9.4. For each of the 108 experimental conditions, data was generated and analyzed 1000 times and the rates of Type I and Type II error were calculated. Model and parameter bias was also calculated as the difference between the parameter estimates produced by the regression procedure and the known value as a proportion of the known theoretical value. Model bias was calculated as
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where PVE is the known proportion of variance in the dependent variable jointly explained by the predictors which was used during data generation. Parameter bias was calculated as
where is the known correlation between the predictor and the dependent variable, also used during data generation. These methods of calculating bias produce a value that indicates the degree to which the estimate is inflated or deflated as a proportion of the known value, where negative values indicate that the parameter has been underestimated and positive values indicate that the parameter has been overestimated. When Bias = 0, the estimate produced by the regression procedure matches the known value exactly. The Variance Inflation Factor (VIF) was also collected and analyzed across all iterations.
Results

Type I and Type II Error Rates
Results indicate that neither multicollinearity nor number of predictors has an effect on the predictors was .049 (SD = .005). Both at the model and predictor levels, the observed Type I error rate was appropriate for the selected alpha of .05. The Type II error rate, however, was influenced both by multicollinearity and number of predictors (see Table 1 ).
According to , a small sample of n = 50 + 8m should provide sufficient power to detect a medium effect for the model as a whole, but not necessarily for its individual predictors, while a medium sample of n = 104 + m should be sufficient to evaluate the individual predictors, as well. The preliminary findings suggested that the rules of thumb offered by Green are insufficient to provide adequate power. The results in Table 1 indicate .
In Equation (5) respectively for individual predictors. The interaction between increased collinearity and additional predictors appears to have a mitigating effect on Type II error, however, as the interaction term lowers the odds ratio with Exp(B) = .524 for models and Exp(B) = .890 for predictors.
Model and Parameter Bias
Simulation results indicate that both collinearity and number of predictors in the model are related to bias. The results in Table 3 demonstrate that, across all simulated conditions, the sample sizes did not significantly contribute to the explanation of model bias, however, with t(107993) = -1.608, p = .108, and t(107993) = .145, p = .884, respectively. All other variables included in the model were significant at p < .001 and are listed in Table 4 . Equation (6) also significantly explained 3.5% of the variance in predictor bias, with F(6, 431993) = 2622.19, p < .001. The proportion of variance explained (PVE) did not contribute significantly to parameter bias, t(431993) = -.225, p = .822. Dummy-coded variables for small and large sample sizes also did not significantly contribute to the explanation of parameter bias, t(431993) = -.172, p = .863, and t(431993) = .225, p = .822, respectively. All other simulation conditions significantly explained parameter bias, p < .001, and are listed in Table 4 .
In order to better understand the influence of the various conditions simulated on bias, researchers analyzed the mean and standard deviation of model and parameter bias values for each of the thirteen simulated conditions. Inspection of the values in Table 5 
Variance Inflation Factor (VIF)
Simulation results indicate that both collinearity and number of predictors in the model are related to VIF. The results shown in Table 6 indicate that VIF values reported by the regression procedure are greatest when collinearity is greatest, and that reported VIFs are highest within collinearity conditions when more predictors are included in the model. Interestingly, none of the observed VIF values approached 10, the commonly used rule of thumb for indication of problematic collinearity (O'brien, 2007) . In order to analyze the extent to which simulation conditions explain the observed VIF values, researchers conducted the linear regression = 0 + 1 + 2 ¬ + 3 + 4 + 5 + 6 ( × ¬ ) + .
The regression model was significant, F(6, 431993) = 165082.58, p < .001, explaining 69.6% of the variance in parameter VIF. While ¬ has, perhaps unsurprisingly, the highest estimated coefficient in the explanation of VIF (see Table 7 ), examination of the standardized beta-weights indicates that the interaction between collinearity and number of predictors may be more influential than collinearity alone. In fact, while increasing the number of predictors may explain a slight reduction in the observed VIF, the interaction term overshadows this reduction by the magnitude of the increase in VIF that it explains. Only the proportion of variance in the dependent variable jointly explained by the predictors (PVE) did not significantly explain the variance in observed VIF values, t(431993) = -.482, p = .630. All other parameters were significant at p < .001.
Discussion
The model. The interaction between number of predictors and collinearity behaves differently in the calculation of the regression model's adjusted R 2 than it does in the estimation of predictors' beta weights, however. In determining the proportion of variance explained by the model, the interaction between collinearity and number of predictors increases bias (or, more accurately, decreases the magnitude of underestimation) by the same amount that the number of predictors increase the magnitude of underestimation on its own. Thus, in the presence of collinearity, increasing the number of predictors simultaneously increases and decreases model bias, greatly mitigating its effect. When estimating predictor beta weights, however, the number of predictors, collinearity, and the interaction between number of predictors and collinearity all decrease bias (again, more accurately, increase the magnitude of parameter underestimation), greatly compounding the problems of collinearity.
In the absence of collinearity, the number of predictors included in the model has no noticeable effect on VIF. In fact, according to the results of the linear regression analyses reported in Table 7 , the number of predictors slightly reduces the VIF values reported for each predictor. In the presence of collinearity, however, VIF values inflate substantially. Increased VIF values can be explained primarily by collinearity and by the interaction between number of predictors and collinearity. In this case, it would be more appropriate to say that the number of predictors, m, slightly mitigates the VIF inflation caused by collinearity and the interaction effect, rather than the interaction effect mitigating the two main effects.
Interestingly, comparison of the means and standard deviations of predictor bias across simulated conditions (Table 5) indicates that, as the number of predictors' increases, the standard deviation of parameter bias increases, as well. This suggests that, while across repeated NUMBER OF PREDICTORS AND MULTICOLLINEARITY
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The Version of Record of this manuscript has been published and is available in Communications in Statistics -Simulation and Computation, 07 Nov 2017, doi:10.1080/03610918.2017.1371750 regression analyses, one could expect the beta weights of predictors to be underestimated by a greater magnitude than comparable models with fewer predictors, there is no way to be certain whether the beta weights for any single analysis are underestimated. The increased variance in parameter bias for models with more predictors makes the results of any single regression even more unpredictable than collinearity, itself. Taken together, the results of the present study emphasize the importance of parsimony, particularly when predictors are correlated. Note. n = 108,000 for logistic regression of model error and n = 432,000 for logistic regression of predictor error. 0 is the logistic regression constant term, is the known proportion of variance in the dependent variable jointly explained by the predictors in the model, ¬ is collinearity expressed as the known correlation between a given predictor ( ) and all other predictors (¬ ) in the model, m is the number of predictors in the regression model, S and L are dummy coded variables comparing small samples (n = 104 + m; and large samples (n = 500), respectively, to un-coded medium samples (n = 250), and * ¬ is an interaction term for number of predictors and collinearity. * p < .01; all other parameters p < .001
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is the known proportion of variance in the dependent variable Y jointly explained by the predictors in the model, ¬ is collinearity expressed as the known correlation between a given predictor ( ) and all other predictors (¬ ) in the model, m is the number of predictors in the regression model. Model bias = Note. n = 432,000. 0 is the linear regression constant term, is the known proportion of variance in the dependent variable Y jointly explained by the predictors in the model, ¬ is collinearity expressed as the known correlation between a given predictor ( ) and all other predictors ( ¬ ) in the model, m is the number of predictors in the regression model, S and L are dummy coded variables comparing small samples (n = 104 + m; and large samples (n = 500), respectively, to un-coded medium samples (n = 250), and * ¬ is an interaction term for number of predictors and collinearity.
