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Abstract
Split algorithms for Toeplitz matrices exploit besides the Toeplitz structure additional sym-
metry properties to reduce the number of operations. In this paper split Levinson and Schur
algorithms for hermitian Toeplitz matrices are presented that work, in contrast to previous
algorithms, without additional conditions like strong nonsingularity. The main contribution
is the generalization of the split Levinson-type algorithms of B. Krishna/H. Krishna and H.
Krishna/S. Morgera to general nonsingular hermitian Toeplitz matrices. Furthermore, a Schur-
type counterpart of this algorithm is presented that is also new in the strongly nonsingular case.
Some auxiliary considerations concerning the kernel structure of hermitian Toeplitz matrices
might be of independent interest.
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1. Introduction
It is well known that linear systems with a Toeplitz coefficient matrix Tn =
[ai−j ]ni,j=1 can be solved with O(n2) computational complexity compared with O(n3)
for a general system (see for example [1,4,9]). The classical algorithms of Levinson–
Durbin and Schur–Bareiss that do this job are based on recursions for the leading
principal submatrices Tk = [ai−j ]ki,j=1, k = 1, . . . , n and work only if all Tk are
nonsingular, i.e. if Tn is strongly nonsingular. Modifications of the Levinson–Durbin
algorithm that work without additional restrictions were first proposed in [11] and
later, for example, in [4,10,14,27] (see also references therein). The papers [7,24]
are dedicated to the special case of hermitian Toeplitz matrices, which is also the
subject of the present paper.
The present paper can be seen as the third in a series in which so-called “split”
algorithms are presented that work without additional conditions. Split algorithms
exploit additional symmetry properties of the matrix in order to reduce the number
of operations. As a rule, split algorithms are based on three-term recursions whereas
the classical algorithms for Toeplitz matrices are based on two-term recursions. The
first split Levinson algorithm for real symmetric Toeplitz matrices was presented
in [5], a split Schur algorithm in [6]. These two split algorithms save, compared
with the classical algorithms, about half the number of multiplications while keeping
the number of additions. The number of operations can further be slightly reduced
by considering double steps. Double-step split algorithms for symmetric Toeplitz
matrices were presented in [12,22,23]. Double-step algorithms in their original form
work under the condition that every second principal leading submatrix is nonsingu-
lar.
Double-step split algorithms for skewsymmetric Toeplitz matrices were presented
in [16]. Note that surprisingly the skewsymmetric case has some peculiarities com-
pared with the symmetric case. For example, in the skewsymmetric case the split
algorithms provide immediately factorizations of the matrix or its inverse, which is
not the case for symmetric matrices.
The generalization of the split algorithms from symmetric and skewsymmetric to
hermitian Toeplitz matrices is not immediate. As a reason for this one can see the fact
that the splitting is of different nature. In the symmetric and skewsymmetric cases
the matrix is unitarily equivalent to the direct sum of two matrices of about half the
size (see [12]). The splitting in the hermitian case is explained in Section 2.
Nevertheless, split algorithms for hermitian Toeplitz matrices with the same reduc-
tion of computational complexity do exist and can be found in the literature. A first
(Levinson-type) algorithm of this type was presented in [21] and a slight modifi-
cation of it in [20]. In [3] (see also [2]) a whole family of split (both Levinson
and Schur-type) algorithms for hermitian Toeplitz and quasi-Toeplitz matrices are
presented and discussed on the basis of a deep analysis of the relations between
scattering-type and immitance-type variables. All these algorithms work only in the
strongly nonsingular case.
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In our recent paper [18] a generalization of the double-step split algorithms for
symmetric Toeplitz matrices was presented that works without additional assump-
tion. In [17] the same was done for skewsymmetric Toeplitz matrices.
The main aim of the present paper is to design split algorithms for hermitian
Toeplitz matrices working without restrictions. The Levinson-type algorithm can be
seen as a generalization of the algorithms presented in [20,21]. However, let us point
out that the algorithms in the present paper are not generalizations of the algorithms
in [17,18]. In the later two papers, the step-size is always even whereas the step-
size of the algorithms in the present paper is always odd. There seems to be no
double-step split algorithm in the hermitian case.
Let us describe the content of this paper. The initial point for the construction
of split algorithm is the observation that hermitian Toeplitz matrices are also cen-
tro-hermitian. An m× n matrix A is called centro-hermitian if JmAJn = A. Here
Jn denotes the n× n matrix of the flip operator, which has ones on the antidiag-
onal and zeros elsewhere, and the bar denotes the matrix with conjugate complex
entries. In Section 2 we collect some elementary properties of centro-hermitian
matrices.
In this paper we use the common two-stage approach for solving Toeplitz systems
of equations, which consists, at the first stage, in constructing certain “fundamental
solutions” via a fast algorithm and then, at the second stage, to apply a formula
for the inverse matrix involving the fundamental solutions. Other approaches are
factorizations with back substitution or direct recursions.
In Section 3 we present a new inversion formula. The classical inversion formu-
las [8,14] involve columns of the inverse of Tn or an extension of Tn, whereas the
new formula involves the solution of the equation Tnqn = e, where e = [1 · · · 1]T,
and the corresponding solution qn+1 of an (n+ 1)× (n+ 1) extension of Tn. The
modification was desirable because in the algorithms the vectors qn and qn+1 will
be computed.
Note that the new formula might be important beyond this paper for the solution
of some types of ill-conditioned Toeplitz systems. Let us explain this. In some appli-
cations, like in numerically solving integral equations of the first kind with difference
kernel, Toeplitz matrices occur that are globally highly ill-conditioned but are well-
conditioned on “low frequencies”. That means that the norms of the columns of T −1n
are huge but the norms of the solutions qn are moderate.
In Section 4 we sketch some algorithms for the strongly nonsingular case, namely
the classical Levinson–Durbin and Schur–Bareiss algorithms, the algorithm of
Krishna and Krishna [20] (hereafter called Krishna algorithm) and the Schur version
of it, which seems to be new.
The Levinson-type algorithm designed in [11] working for general Toeplitz matri-
ces with any rank profile relies on some remarkable kernel structure properties for
the submatrices Tk and jumps in a look-ahead manner from one nonsingular Tk to
the next one. If one wants to mimic this approach for the construction of split algo-
rithms one faces some problems that are originated in the fact that in the desired
238 G. Heinig, K. Rost / Linear Algebra and its Applications 392 (2004) 235–253
three-term recursions the step-size must be always even or always odd. In the case
of a symmetric or skewsymmetric Toeplitz matrix one can make the step-size always
even but not in the hermitian case. We show here that for hermitian Toeplitz matrices
odd step-size is always possible. For this we investigate the subspaces of all vectors
in the kernel of Tk that are orthogonal to e. The behavior of this subspaces in depen-
dence of k guarantees the existence of the algorithm. Section 5 is dedicated to the
study of these subspaces.
In Section 6 we present the main results of the paper which are Levinson and
Schur-type algorithms working for a nonsingular hermitian Toeplitz matrix with an
arbitrary rank profile. The Levinson-type algorithm can be seen as generalization of
the Krishna algorithm and the algorithm in [21].
In Section 7 we mention, for completeness, another approach to reduce the num-
ber of operations in algorithms for hermitian Toeplitz matrices, which is based on
the Frobenius–Fischer transformation that transforms hermitian Toeplitz into real
Hankel matrices. This approach seems to be, however, mainly of theoretical inter-
est, since the Frobenius–Fischer transformation transforms large well-conditioned
Toeplitz into, in general, highly ill-conditioned Hankel matrices.
2. Centro-hermitian matrices
In this paper we regard the complex space Cn = Rn + iRn as a 2n-dimensional
real vector space. The reason for this is that with this understanding the operator of
complex conjugation (xj )nj=1 → (xj )nj=1 is linear. If not stated otherwise the dimen-
sion of a subspace means dimension over the reals. A complex m× n matrix will be
identified with the corresponding linear operator over the reals, acting from Cn to
Cm.
A vector u ∈ Rn is called symmetric if u = Jnu and skewsymmetric if u = −Jnu.
An m× n matrix B is called centrosymmetric if JmBJn = B and centro-skewsym-
metric if JmBJn = −B.
We introduce the conjugate flip operator Wn in Cn by Wn(xj )nj=1 = (xn+1−j )nj=1
and denote x# := Wnx = Jnx. A vector x ∈ Cn is called conjugate-symmetric if x =
x#. Obviously, x is conjugate-symmetric if and only if x = xr + ixi, where xr is real
and symmetric and xi is real and skewsymmetric. The set of conjugate-symmet-
ric vectors form a (real) subspace of Cn which will be denoted by Cn+. Any vector
x ∈ Cn can be represented in the form x = x+ + ix−, where x± ∈ Cn+, i.e. Cn =
Cn+ ⊕ iCn+. In fact, x+ = 12 (x + x#) ∈ Cn+ and x− = 12i (x − x#) ∈ Cn+.
An m× n matrix A is centro-hermitian if and only if its real part is centro-
symmetric and its imaginary part is centro-skewsymmetric. Furthermore, it is easily
shown that a matrix A is centro-hermitian if and only if ACn+ ⊆ Cm+. That means
if A is centro-hermitian, then it is sufficient to know the action of A on the sub-
space Cn+. Let A+ denote the restriction of A to Cn+. A linear system Ax = b with
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b = b+ + ib−, b± ∈ Cm+, is equivalent to the two systems A+x± = b±, x± ∈ Cn+,
where x = x+ + ix−. In particular, the kernel of A is given by
kerA = kerA+ ⊕ i kerA+.
Finally, we mention the crucial property that a square Toeplitz matrix Tn =
[ai−j ]ni=1 is centro-hermitian if and only if it is hermitian. This immediately follows
from the fact that JnTnJn is the transpose of Tn.
3. Inversion formula
Let Tn = [ai−j ]ni,j=1, a−i = ai , be a nonsingular hermitian Toeplitz matrix and
an ∈ C such that Tn+1 = [ai−j ]n+1i,j=1, a−n = an is nonsingular. It is easily checked
that for almost all values an the matrix Tn+1 is nonsingular. It was observed in [8]
that the inverse of Tn can be described with the help of the first column x = (xj )n+1j=1
of T −1n+1.1 It is convenient to present this formula in polynomial language.
For a matrixA = [aij ]ni,j=1,A(t, s)will denote the bivariate polynomialA(t, s) =∑n
i,j=1 aij t i−1sj−1. For u = (ui)ni=1 ∈ Cn we set u(t) =
∑n
i=1 uit i−1.
In this language the result of [8] can be written as
T −1n (t, s) =
x(t)x(s)− x#(t)x#(s)
x1(1 − ts) , (1)
where x1 is the first component of x.
Formula (1) can be written as recursion for the entries of T −1n , like in [25], or,
what is more important, as a global inversion formula involving triangular Toep-
litz matrices, like in [8]. Most efficient from the computational point of view are
representations that only include DFT’s and diagonal matrices (see [15,26]).
For our purposes it is convenient to have an inversion formula not in terms of the
first column of T −1n+1 but in terms of the solutions qk of the equations
Tkqk = e (= [1 · · · 1]T)
for k = n and k = n+ 1. Since e is conjugate-symmetric, the solutions qk are also
conjugate-symmetric, which means that they contain only about half of the informa-
tion compared with a general vector. This is the reason why we need two solutions
for representing T −1n .
Since qn+1 ∈ Cn+1 and qn ∈ Cn are conjugate-symmetric, qn+1(t)− tqn(t) is
not identically equal to zero. Hence
x(t) = b(qn+1(t)− tqn(t)) (2)
for some nonzero b ∈ C.
1 Actually, in [8] general (non-hermitian) Tn were considered. In the general case also the last column
of T−1
n+1 is needed.
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Besides qn we consider the coefficient vector w of w(t) = i(t − 1)qn(t), which
is obviously conjugate-symmetric.
Theorem 3.1. The inverse T −1n is given by








where c = qn+1(1)− qn(1).
Proof. We insert (2) into (1) and obtain, after an elementary calculation, formula (3)
with c = x1|b|2 /= 0. Taking into account that qn(t) = (T −1n e)(t) = T −1n (t, 1) and that,
due to (3), T −1n (t, 1) = 1cqn(t)(qn+1(1)− qn(1)) we find that c = c = qn+1(1)−
qn(1). 
4. Recursive algorithms for the strongly nonsingular case
In this section, we give a brief overview over some fast algorithms for the strongly
nonsingular case. In all what follows let ej denote the vector the j th component of
which equals one, the others are equal to zero. Furthermore, 0 will be a zero vector
of appropriate length.
4.1. The classical Levinson–Durbin algorithm computes recursively the first (or
last) columns xk of the inverses of Tk = [ai−j ]ki,j=1. For k = n+ 1 one gets finally
the data for the inversion formula (1). Alternatively, one can compute recursively
the “normalized” vectors yk = 1x1k xk , where x1k denotes the first component of xk .
The latter is preferable, because it requires less operation. Note that yk(t) are the
well-known comonic Szegö orthogonal polynomials.
The vectors yk are the (unique) solutions of the Yule–Walker equations
Tkyk = σke1, eT1 yk = 1.





























or, in polynomial language,
yk+1(t) = yk(t)− sk
σk
ty#k(t). (6)
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Furthermore, σk+1 = σk − |sk |2σk . This recursion computes the vector yn+1 starting
with y1 = 1. The vector x in the inversion formula is now given by x = 1σn+1 yn+1.
For the computation of the numbers sk inner product calculations are necessary.
This can be avoided if the Schur algorithm for the residual vector is applied instead.
Let us first adapt some notation. For a vector u = (uj )nj=1, we denote by [u]+,[u]−, and [u]± the vectors
[u]+ = (uj )nj=2, [u]− = (uj )n−1j=1, [u]± = (uj )n−1j=2,
respectively.




an+1−k . . . an
...
...
a1 . . . ak
Tk
ak . . . a1
...
...




and the vectors sk = T̂kyk . Let sk = (sik)2n+2−ki=1 . Then, by definition, sik = 0 for








From this and the recursion for the yk we conclude that
sk+1 = [sk]+ − sk
σk
[sk]#+








where P2n+1−k is the projection that cuts off the term with t−1 and the term with
t2n+1−k . The recursion starts with s1 = (aj )nj=−n.
The recursion for the sk is the Schur (or Schur–Bareiss) algorithm. Note that the
vectors sk also provide the factors of the LU-factorization of Tn.
4.2. The Krishna algorithm [20] computes the solutions q˜k of the equations
Tkq˜k = θke,
where θk is any (nonzero) real number. We allow this degree of freedom in admitting
a factor θk in order to save operations.























where λk = [ak · · · a1 ]˜qk .










would belong to the kernel
of Tk+1, which contradicts the nonsingularity of Tk+1.
Choosing γk = θk−1−λk−1θk−λk and setting
q˜k+1(t) = (γk + γ kt )˜qk(t)− t q˜k−1(t), (9)
we obtain Tk+1q˜k+1 = θk+1e, where θk+1 = 2θk Re(γk)− θk−1. Thus (9) provides
the recursion for the q˜k . The recursion starts with q˜1 = 1, θ1 = a0, q˜2(t) = a0 −
a1 + (a0 − a1)t , and θ2 = a20 − |a1|2. As a result of the algorithm we get the vectors
q˜n and q˜n+1 and, together with θn and θn+1, qn and qn+1, i.e. all vectors that occur
in the inversion formula (3).
We are going to present the corresponding Schur algorithm, which seems to be
new. Since the matrix T̂k is centro-hermitian and q˜k is conjugate-symmetric, there is





































From this and (9) we obtain the recursion
lk+1 = γk[lk]+ + γ k[lk]− − [lk−1]±.




−1 + γ k)lk(t)− t−1lk−1(t)
)
, (10)
where Pn−k denotes the projection cutting off the term with t−1 and the term with
tn−k . The initialization follows from the initialization of recursion (9).
4.3. We present some slight modification of the algorithms in Section 4.2. The
Levinson-type version is very similar to the algorithm presented in [21]. In Section 6
we will generalize just these modifications to general nonsingular hermitian Toeplitz
matrices.
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Instead of the vectors q˜k we consider here the vectors wk defined by wk(t) =
i(t − 1)˜qk . Clearly, these vectors are also conjugate symmetric, wk ∈ Ck+1+ .
Obviously,
Tk+1wk = ρkek+1 + ρke1, (11)
where
ρk = [ak · · · a0]wk = i(θk − λk).
As we will see later in Proposition 5.4, the solution wk of an Eq. (11) that satisfies
wk(1) = 0 is uniquely determined up to a real factor.






















The initializations for computing the wk and rk follow directly from the initiali-
zation for the q˜k and lk in Section 4.2.
To compute the data of the inversion formula (3) we have to find the vector wn+1
which has length n+ 2. Hence we have to consider a nonsingular hermitian (n+
2)× (n+ 2) Toeplitz extension Tn+2 = [ai−j ]n+2i,j=1 of Tn.
The vectors qn and qn+1 involved in the inversion formula (3) are computed as
follows. First we find q˜k(t) = i1−t wk(t) for k = n and k = n+ 1. Then we compute
θk by θk = [ak−1 · · · a0 ]˜qk for k = n, n+ 1. Finally we have
qk = 1
θk
q˜k (k = n, n+ 1).
Complexity. We estimate the gain we obtain if we apply the algorithms in Section
4.2 instead of the classical algorithms in Section 4.1. We consider only the factor of
n2 and neglect lower order terms. CM stands for complex multiplications, CA for
complex additions, RM for real multiplications and RA for real additions. We count
1 CM as 4 RM plus 2 RA and 1 CA as 2 RA.
In the Levinson–Durbin algorithm one has in each step to compute a complex
inner product of length k, which results in 2n2 RM and 2n2 RA. The same amount
is required for the recursion, so the total amount equals
4n2 RM plus 4n2 RA.
In the Krishna algorithm one can take advantage of the fact that the vectors q˜k
are conjugate-symmetric. This reduces the amount for inner product calculation to
n2 RM and 2n2 RA. The recursion requires only n2 RM and 1.5n2 RA, so that the
total amount is
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2n2 RM plus 3.5n2 RA.
The situation is similar for the Schur-type algorithms that compute the residual
vectors. They involve, in principle, recursions of double length but no inner products,
so that the amount is
4n2 RM plus 4n2 RA
for the classical Schur and
2n2 RM plus 3n2 RA
for the Schur version of the Krishna algorithm.
5. Kernel structure
In this section, we consider nonsingular hermitian Toeplitz matrices Tn with sin-
gular principal leading submatrices Tk = [ai−j ]ki,j=1. The restrictions of Tk to Ck+
will be denoted by T +k . Assume that m > l, and that the matrices Tl and Tm are
nonsingular whereas the Tk are singular for k = l + 1, . . . , m− 1. We denote the
complex dimension of the kernel of Tk by αk . According to the discussion in Section
2, αk is also the real dimension of the kernel of T +k .
It was shown in [14] that the Toeplitz structure of the matrix has remarkable con-
sequences for the structure of the kernels of the leading principal submatrices Tk for
k = l + 1, . . . , m− 1. For instance, m− l is always even. Moreover, the following
was proved in [14, I, 5.2].
Proposition 5.1. There is a nonzero vector u ∈ Cl+1+ such that, for k = 1, . . . , d,
d = m−l2 ,
1. ker Tl+k(t) is the complex span of u(t), . . . , tk−1u(t),
2. ker Tm−k(t) is the complex span of td−ku(t), . . . , td−1u(t).
In particular, for k = 1, . . . , d, αl+k = αm−k = k.
In terms of the restriction T +k this can be stated as follows.
Corollary 5.2. There is a nonzero vector u ∈ Cl+1+ such that, for k = 1, . . . , d,
d = m−l2 ,
1. ker T +l+k(t) = {u(t)ξ(t) : ξ ∈ Ck+},
2. ker T +m−k(t) = {td−ku(t)ξ(t) : ξ ∈ Ck+}.
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and their restriction T˜ +k to C
k+. The kernel of T˜ +k consists of
all vectors v ∈ ker T +k for which v(1) = 0. We denote by α˜k the dimension of the
kernel of T˜ +k .
Corollary 5.3. Let u be as in Corollary 5.2.
1. If u(1) = 0, then ker T˜ +k = ker T +k for k = l + 1, . . . , m− 1.
2. If u(1) /= 0 and w(t) = i(t − 1)u(t), then, for k = 2, . . . , d,
ker T˜ +l+k(t) = {w(t)ξ(t) : ξ ∈ Ck−1+ }
and
ker T˜ +m−k(t) = {td−k+1w(t)ξ(t) : ξ ∈ Ck−1+ }.
Let us give two simple examples.
Example 1. Consider the nonsingular 5 × 5 hermitian Toeplitz matrix T5 =
[ai−j ]5i,j=1, where (ai)4i=0 = (1, 1, 1, i, 0). Then α1 = α5 = 0, α2 = α4 = 1, α3 =




spans the kernel of T2. Since u(1) = 0 we have also α˜2 = α˜4 = 1
and α˜3 = 2.
Example 2. For the nonsingular hermitian Toeplitz matrix T5 = [ai−j ]5i,j=1 with
(ai)
4
i=0 = (1,−1, 1, i, 0) we have the same values for αk as in the previous example.





. This time we have u(1) /= 0. That means






have w(t) = i(t − 1)u(t).
We consider now the matrices Tk obtained from Tk by canceling its first row and




. The corresponding restrictions to Ck+1+ will be denoted by T +k and T˜
+
k .
Proposition 5.4. If Tk is nonsingular, then the kernel of T˜ +k is one dimensional.
If Tk is singular, then the dimension of the kernel of T˜ +k is equal to α˜k + 1. In
particular, dim ker T˜ +k = 1 if α˜k = 0.
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Proof. If Tk is nonsingular, then the kernel of Tk is spanned by two vectors u and
v for which the polynomials u(t) and v(t) are coprime (see e.g. [14, I, 5.3]). Since
Tk is centro-hermitian these two vectors may be assumed as conjugate-symmetric,
and its real span equals ker T +k . Since u(1) and v(1) are real, there exists a real
linear combination w = c1u + c2v for which w(1) = 0, and, since u(t) and v(t) are
coprime, w ∈ Ck+1+ is unique up to a real factor. Consequently, dim ker T˜ +k = 1.
If Tk is singular, then (ker Tk)(t) = (ker Tk)(t)+ t (ker Tk)(t), which implies
dim ker T +k = αk + 1. We also conclude from this that dim ker T˜ +k = α˜k + 1. 
The following fact is decisive for the construction of the algorithms in the next
section.
Proposition 5.5. Suppose that l > 1. If α˜l = 0 and α˜l+1 > 0, then α˜l−1 = 0.
Proof. Assume the contrary. Let v ∈ Cl−1+ be a nonzero vector in the kernel of
T˜ +l−1. Since Tl−1 is obtained from Tl by deleting the first and last columns, we have






. By Proposition 5.4 we have dim ker T˜ +l = 1. Hence w
spans the kernel of T˜ +l . Since α˜l+1 = 1 and Tl is obtained from Tl+1 by deleting









belong to the kernel of Tl , and the sum of these two vectors is conju-
gate-symmetric. We conclude from this that α˜l > 0, which is a contradiction to our
assumptions. Consequently, α˜l−1 = 0. 
Note that Proposition 5.5 is not true if the numbers α˜k are replaced by αk . For
example, if Tn = iSn, where Sn is a real skewsymmetric Toeplitz matrix such that Tk
is nonsingular for all even k, then αk−1 = αk+1 = 1 whereas αk = 0, for all even k.
6. Algorithms
Let Tn be a nonsingular hermitian Toeplitz matrix. We present an algorithm that
computes the data in the inversion formula (3). For this we have to consider also a
nonsingular hermitian Toeplitz extensions Tn+1 of Tn.
Let n1 = 1 and n2 < · · · < np = n+ 1 all integers i > 1 for which α˜i = α˜i−1 =
0. Recall that α˜i = 0 means that Ti is nonsingular or has at least no nontrivial vector
orthogonal to e in its kernel. This is equivalent to the fact that the dimension of the
subspace ker T˜i of all vectors that belong to ker Ti and are orthogonal to e is equal
to 1. Let w˜k (k = 1, . . . , p) be vectors spanning the subspaces ker T˜ +nk ⊆ Cnk+1+ .
Each of these vectors is unique up to a real factor.
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1 2 3 4 5 6 7 8 k
Fig. 1.
According to Proposition 5.5, nk+1 − nk is always odd. We set dk = 12 (nk+1 −
nk + 1), i.e. nk+1 = nk + 2dk − 1. Fig. 1 illustrates a typical behavior of the integers
α˜k in dependence of k and marks the corresponding nk .
Let T6 be nonsingular 6 × 6 hermitian Toeplitz extensions of the matrices T5 in
the examples of Section 5. Then we have in Example 1 p = 2 and n2 = 6, and in
Example 2 p = 4, n2 = 2, n3 = 5, n4 = 6.
Suppose that w˜k−1 ∈ Cnk−1+1+ and w˜k ∈ Cnk+1+ are given. We show how to find
nk+1 and w˜k+1.
Let the “residuals” rjk be defined by
rjk = [ank+j−1 · · · aj−1]w˜k (j = 1, 2, . . .).
The recursion step starts with computing residuals rjk for j = 1, 2, . . . until a
nonzero one appears. Assume that r1k = · · · = rd−1,k = 0 and rdk /= 0. We will see
that d = dk . Then we compute the residuals rd+1,k, . . . , r2d−1,k and form the lower









r2d−1,k . . . rdk

 . (14)
If d > dk−1, then we also compute the residuals rj,k−1 for j = 2dk−1, . . . , dk−1 +
d − 1 in order form the vector rk−1 = (rdk−1+j−1,k−1)dj=1. The other components
of the vector were computed in the previous step.
In the sequel, we use the following notation. For a vector u = (ui)li=1, let Mk(u)



















k + l − 1.
It is easily checked that, for x ∈ Ck , (Mk(u)x)(t) = u(t)x(t), i.e. Mk(u) is the matrix
of the operator of multiplication by u(t).
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where R∗k = R
T
k . From this representation we can see that if d = 1, i.e. r1k /= 0, then
α˜nk+1 = 0, due to the kernel structure properties discussed in Section 5. Hence dk =
d = 1. Furthermore, we see that if d > 1, then α˜nk+j > 0 for j = 1, . . . , 2d − 3 but





 spans the one-dimensional kernel of Tnk+2d−2.
According to Proposition 5.5 we have also α˜nk+2d−1 = 0. Hence nk+1 = nk + 2d −
1, i.e. d = dk+1.





















That means that the vector






belongs to the kernel of Tnk+2d−1 and satisfies w˜(1) = 0. Hence w˜k+1 = w˜. In
polynomial language, this can be expressed as follows.
Theorem 6.1. For k = 2, . . . , p − 1, the polynomials w˜k(t) satisfy the three-term
recursion
w˜k+1(t) = pk(t)w˜k(t)− tdk+dk−1−1w˜k−1(t).
To complete the algorithm we have to find w˜1 and w˜2. We set n1 = 1 and w˜1 =[−i
i
]
, i.e. w˜1(t) = i(t − 1). The integer n2 and the vector w˜2 are found in the follow-
ing way. As in the case k > 1 we compute rj1 until the result is nonzero. Suppose
that r11 = . . . = rd−1,1 = 0, and rd1 /= 0. Then we compute rd1, . . . , r2d−1,1 and
observe that


















Note that the middle row of the matrix on the right-hand side has, in contrast to the
case k > 1, nonzero elements at the left and right ends, which makes the construction
different to the case k > 1. But as in the case k > 1 we can conclude from (15) that
d1 = d .
We form the d × d lower triangular Toeplitz matrix R1 by (14) for k = 1, find the



























Hence d1 = d and w˜2 = M2d(w˜1)p1 or, in polynomial language, w˜2(t) =
p1(t)w˜1(t).
It is easily checked that the recursion in Section 4.3 is a special case of the recur-
sion in Theorem 6.1 since in this case ρk = r1k .
The algorithm described above computes vectors w˜p ∈ Cn+2 and w˜p−1 ∈
Cnp−1+1. We show how we can find from them the data of the inversion formula (3).
For the inversion formula we need a nontrivial vector in the kernel of T˜ +n . If






, where the zero vectors have length dp−1 − 1. Now we proceed as in
Section 4.3. We find
q˜n+1(t) = 1i(t − 1) w˜p(t) and q˜n(t) =
tdp−1−1
i(t − 1) w˜p−1(t),
and compute θk = [ak−1 · · · a0 ]˜qk for k = n and k = n+ 1. Then we have qk =
1
θk
q˜k for k = n, n+ 1.
Let us test the algorithm for two 4 × 4 examples.
Example 3. Let T4 = [ai−j ]4i,j=1 with (ai)3i=0 = (1, 1, i, 0). Then r11 = 0 and r21 =
1 + i; hence d1 = 2 and n2 = 4. We find that
R1 =
[
1 + i 0
−1 1 + i
]






Applying the recursion formula we obtain
w˜2 = 12 [1 − i −1 0 −1 1 + i]
T.
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Example 4. Let T4 = [ai−j ]4i,j=1 with (ai)3i=0 = (1,−1, i, 0). The matrix T2 is
singular but, nevertheless, d1 = 1, since r11 = 2i /= 0. Clearly, w˜2 = 12 [−i 0 i]T.
Applying the recursion formula we obtain d2 = 1,
w˜3 = [1 − i −1 −1 1 + i]T
and d3 = 1,
w˜4 = 14 [2 −1 − i −2 −1 + i 2]
T.
The Levinson-type algorithm described by Theorem 6.1 has an Schur-type coun-







for vectors rk ∈ Cn−nk+1, (k = 1, . . . , p − 1).
Let Pj denote the projection that cuts off all powers t i for i  j and i < 0.
In order to transform the recursion in Theorem 6.1 into recursions for rk we apply
the following lemma.
Lemma 6.2. Let T̂mw = b ∈ C2n+2−m and T̂m+rMr+1(w)c = b˜ ∈ C2n+2−m−r ,
c ∈ Cr+1. Then
b˜(t) = P2n+2−m−r t−rc(t)b(t).
Proof. Let w(j) ∈ Cm+r (j = 0, . . . , r) be defined by w(j)(t) = tjw(t) and b(j) =
T̂m+rw(j). Then it is immediately checked that b(j)(t) = P2n+2−m−r tj−rb(0)(t). The
rest follows by linear combination. 
With the help of this lemma we conclude from Theorem 6.1 the following.







The recursion starts with r0(t) = 0 and r1(t) = i∑ni=1(ai−1 − ai)t i−1.
For Example 3 the recursion for the residuals makes no sense, because we have
only one step. We check Example 4. We have in this case
r1 = [2i 1 − i −1]T and r2 = 12 [1 + i −i]
T.
The recursion of Theorem 6.3 gives r3 = 2, which can be verified directly.
Complexity. The presence of singular leading principal submatrices does not lead to
an essentially higher complexity compared with the strongly nonsingular case. We
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demonstrate this for the case of an isolated interval of singularity. That means we
assume that nk = m, nk−1 = m− 1 and nk+1 = m+ 2d − 1, d > 1. Furthermore,
we suppose that d is small compared with n.
For the recursion step from k − 1 and k to k + 1 we have to compute 2d − 1
inner products to find Rk and d − 1 inner products to find rk−1. In inner product
calculations we can take advantage of the fact that one vector is conjugate-symmet-
ric, so that the amount for one inner product is 2m RM and 4m RA, and the total is
(6d − 4)m RM and (12d − 8)m RA.
For the application of the recursion formula we have d multiplications of a con-
jugate-symmetric vector by a number and its conjugate complex and corresponding
additions resulting in 2dm RM and 2dm RA. But finally we have another d addi-
tions of complex conjugate-symmetric vectors which require dm RA. For the overall
amount we obtain (8d − 4)m RM and (15d − 8)m RA.
Let us compare this with the case that α˜i = 0 for all i. In this case we have 2d − 1
simple steps. Using the complexity estimation from Section 4.3 we obtain an amount
of (8d − 4)m RM and (14d − 7)m RA. That means in the singular case we only have
a few more additions.
In [18] it is shown that, for the algorithms presented there, in the case when all
dk are equal to some d the complexity decreases if d increases. These arguments
transfer also to the algorithms in this paper.
For the Schur-type algorithm the estimation will be still more in favor of singular
submatrices, because no inner product calculations are needed.
Finally, let us note that in the case of a real symmetric Toeplitz matrix Tn one can
apply both the algorithms in [18] and the algorithms in this paper. Both algorithms
compute recursively solutions of Tjvj = ρj (e1 + ej ) but for different values of j .
The values of j for which vj is computed in [18] are characterized by “j is even
and the kernel of Tj contains no nonzero symmetric vector”. In this algorithm ρj is
always nonzero. The j for which vj is computed in the present paper are character-
ized by “the kernels of Tj−1 and Tj−2 contain no nonzero vector that is orthogonal to
e”. Here ρj might be zero. The comparison shows that the algorithms in [18] and here
are rather different, so also the complexity could be different, depending on the rank
profile of the matrix. In the generic case the algorithms here require approximately
the same number of multiplications and a few more additions than the algorithms in
[18], because the algorithms in [18] are double-step.
Similar is the comparison with the algorithm in [17] for skewsymmetric Toeplitz
matrices, which are in spirit close to the algorithms in [18].
7. Transformation into Hankel matrices
In this section, we present briefly another possibility to reduce the number of
operations in calculations with hermitian Toeplitz matrices. This possibility is based
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on the fact that hermitian Toeplitz matrices can be transformed into real Hankel
matrices.
Let ϕ be the linear fractional transformation ϕ(t) = 1+t1−t i, defined on the Rie-
mann sphere. Then ϕ transforms the unit circle onto the real line extended by ∞.
Let Mn be defined by (Mnx)(t) = x(ϕ(t))(1 − t)n−1 for x ∈ Cn. The transforma-
tion T → M∗nTMn, which is called Frobenius–Fischer transformation (see [14,19]),
transforms hermitian Toeplitz matrices into real Hankel matrices.
This can be shown as follows. Let |t | = 1 and Tt = [t−(i−j)]ni,j=1. Then Tt =
*(t)*(t)T, where *(t) = (t i−1)ni=1. We have
*(t)TMnx = (1 − t)n−1*(ϕ(t))Tx.
In view of ϕ(t) = ϕ(t) we obtain M∗n*(t) = (1 − t)n−1*(ϕ(t)). The latter implies
M∗nTtMn = α(t)*(ϕ(t))*(ϕ(t))∗, (16)
where α(t) = (1 − t − t + |t |2)n−1. Since α(t) is real and *(ϕ(t))*(ϕ(t))∗ =
[hi+j ]ni,j=1 with hj = |ϕ(t)|j−1, the right-hand side of (16) is a real Hankel matrix.
To complete the proof we observe that the set of all matrices Tt is complete in the
space of all hermitian Toeplitz matrices.
With the help of the Frobenius–Fischer transformation the problem of solving a
hermitian Toeplitz system can be transferred to the problem of solving a real Hankel
system. The multiplication by Mn and M−1n and their transpose can be carried out
with O(n log2 n) complexity if a divide-and-conquer approach and FFT is applied.
The Levinson-type algorithm for Hankel systems is the Berlekamp–Masey algo-
rithm which is, in principle, based on the three-term recursion for orthogonal polyno-
mials on the real line. Its complexity is, if it is combined with an inversion formula,
2n2 RM and 2n2 RA plus O(n log n) operations. There are also algorithms working
for any nonsingular Hankel matrix (see [13] and references therein). This means
that the algorithms obtained by using this approach would need less operation than
the algorithms presented before in this paper. However, applying the transformation
approach to large matrices would cause numerical problems which are a consequence
of the fact that the norms of the matrices Mn grow exponentially with n, so that this
approach seems to be, despite of theoretical interest, not practical.
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