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Abstract
In this paper, we study nonsymmetric and highly nondiagonally dominant linear systems
that arise from discretizations of constant-coefficient first-order partial differential equations
(PDEs). We apply the generalized minimal residual method [Y. Saad, Iterative Methods for
Sparse Linear Systems, PWS Publishing Company, Boston] for solving the system with a
preconditioner based on the fast sine transform. An analytic formula for the eigenvalues of the
preconditioned matrix is derived and it is shown that the eigenvalues are clustered around 1
except some outliers. The outlier eigenvalues are bounded and well separated from the origin
when the size of system increases. In numerical experiments, we compare our preconditioner
with the semi-Toeplitz preconditioner proposed in [SIAM J. Sci. Comput. 17 (1996) 47]. We
refer to [J. Numer. Linear Algebra Appl. 1 (1992) 77, Numer. Math. J. Chinese Univ. 2 (1993)
116, BIT 32 (1992) 650, Linear Algebra Appl. 293 (1999) 85] for the early works on precon-
ditioning techniques for PDEs.
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1. Discretized system
In this section, we derive discretized linear systems from constant-coefficient
first-order partial differential equations. Let us consider
u
t
+ σ1 ux + σ2
u
y
= g(x, y, t), (1)
where 0 < x < 1, 0 < y < 1, t > 0, g(x, y, t) is a given function and σ1, σ2 > 0 are
two constants. Eq. (1) is well-posed if we define the following boundary and initial
conditions suitably,
u(x, 0, t) = f0(x, t), u(0, y, t) = f1(y, t), u(x, y, 0) = f2(x, y).
The uniform mesh is defined as
xi = ih1, yj = jh2,
for i = 0, . . . , m1 and j = 0, . . . , m2, where h1 and h2 are space steps in x and y di-
rections respectively. Let uni,j be the approximate solution at (xi, yj ) when t = nt
(t is the time step) and gni,j = g(xi, yj , nt). If we use the trapezoidal rule to
discretize the time, the centered difference to discretize the interior spatial derivative,
and the backward difference at boundaries (x, 1, t) and (1, y, t) (see [5]) then we
have the following linear systems of equations:
un+1i,j − uni,j
t
+ σ1
un+1i+1,j − un+1i−1,j + uni+1,j − uni−1,j
4h1
+ σ2
un+1i,j+1 − un+1i,j−1 + uni,j+1 − uni,j−1
4h2
= gni,j ,
for i = 1, . . . , m1 − 1 and j = 1, . . . , m2 − 1;
un+1m1,j − unm1,j
t
+ σ1
un+1m1,j − un+1m1−1,j + unm1,j − unm1−1,j
2h1
+ σ2
un+1m1,j+1 − un+1m1,j−1 + unm1,j+1 − unm1,j−1
4h2
= gnm1,j ,
for j = 1, . . . , m2 − 1;
un+1i,m2 − uni,m2
t
+ σ1
un+1i+1,m2 − un+1i−1,m2 + uni+1,m2 − uni−1,m2
4h1
+ σ2
un+1i,m2 − un+1i,m2−1 + uni,m2 − uni,m2−1
2h2
= gni,m2 ,
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for i = 1, . . . , m1 − 1; and
un+1m1,m2 − unm1,m2
t
+ σ1
un+1m1,m2 − un+1m1−1,m2 + unm1,m2 − unm1−1,m2
2h1
+ σ2
un+1m1,m2 − un+1m1,m2−1 + unm1,m2 − unm1,m2−1
2h2
= gnm1,m2 .
In matrix form, we have
Aun+1 = bn+1,
where
un+1 ≡ (un+11,1 , un+12,1 , . . . , un+1m1,1, un+11,2 , . . . , un+11,m2 , . . . , un+1m1,m2)T,
bn+1 is known and depends only on un and the given function g. The matrix A has a
tensor form:
A = 4Im1m2 + κ1Im2 ⊗ Rm1 + κ2Rm2 ⊗ Im1 ∈ Rm1m2×m1m2 , (2)
where
Rmj =


0 1
−1 . . . 1
.
.
.
.
.
.
.
.
.
−1 0 1
−2 2


∈ Rmj×mj ,
for j = 1, 2, and κ1 ≡ (t/h1)σ1, κ2 ≡ (t/h2)σ2. The matrix A is nonsymmetric
and usually not diagonally dominant. Classical stationary iterative methods may not
converge. We will apply the generalized minimal residual (GMRES) method [6] for
solving the linear systems.
In the j th iteration, the GMRES method generates a residual vector r(j) that sat-
isfies
‖r(j)‖2 = min
pj∈Pj ,pj (0)=1
‖pj (M−1A)r(0)‖2,
where Pj is the set of all polynomials of degree j and M is a preconditioner. In
addition, if M−1A is diagonalizable, then we have
‖r(j)‖2
‖r(0)‖2  κ(QM−1A) · minpj∈Pj ,pj (0)=1 maxk |pj (λk)|,
where QM−1A is the eigenvector matrix of M−1A, κ(QM−1A) denotes the condition
number of QM−1A and λk are the eigenvalues of M−1A, see [6]. Therefore, if M−1A
has N distinct eigenvalues, the GMRES method will converge to the true solution
within N + 1 iterations in exact arithmetic.
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2. Operation cost and convergence rate
First of all, we construct a preconditioner for A defined as in (2). We then discuss
the operation cost and the convergence rate of our method. In [1], a semi-Toeplitz
preconditioner T was constructed for A. More precisely, T was obtained by using a
Toeplitz matrix to approximate Rm1 . We will follow the same approach but we make
use of a near-by Toeplitz matrix to approximate Rm1 instead. Our preconditioner M
is defined as follows:
M ≡ 4Im1m2 + κ1Im2 ⊗ R˜m1 + κ2Rm2 ⊗ Im1 ,
where
R˜m1 =


0 1
−1 . . . 1
.
.
.
.
.
.
.
.
.
−1 0 1
−2 0


∈ Rm1×m1 .
In the following, we present a fast algorithm for computing the matrix–vector
multiplication M−1v. We introduce the following two theorems. The proofs of them
are straightforward.
Theorem 1. The matrix R˜m1 can be diagonalized as follows,
S−1R˜m1S = diag(λ1,1, . . . , λ1,m1),
where the entries of S are given by
(S)j,k = ij sin (2k − 1)jπ2m1 , i ≡
√−1, (3)
for j, k = 1, . . . , m1, and
λ1,j = 2i cos (2j − 1)π2m1 , (4)
for j = 1, . . . , m1.
Theorem 2. The inverse of the matrix S is given by
S−1 = S∗diag
(
2
m1
, . . . ,
2
m1
,
1
m1
)
, (5)
where “* ” denotes the conjugate transposition.
With the help of (5) and a version of discrete sine transforms, see [1,4], S−1v
can be done in O(m1 logm1) operations. Now, our preconditioner M can be decom-
posed as
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M = (Im2 ⊗ S)(Im2 ⊗ S−1),
where  is a block tridiagonal matrix with diagonal blocks. Therefore, the multi-
plicationM−1v will require 2m2 discrete sine transforms, andm1 tridiagonal solvers,
each of order m2. Hence, the matrix–vector multiplication M−1v costs O(m2m1 ×
logm1) operations, see [1–3].
Now, we are going to analyse the convergence rate of the GMRES method. Let
E ≡ A−M = Im2 ⊗ E(1),
where E(1) is a rank one matrix given by
E(1) =


0 · · · 0 0
...
...
...
0 . . . 0 0
0 . . . 0 2κ1

 = 2κ1em1eTm1 (6)
with em1 being the m1th unit vector. Since
M−1A− Im1m2 = M−1(Im2 ⊗ E(1)),
we have
rank(M−1A− Im1m2) = rank(M−1(Im2 ⊗ E(1))) = m2.
Therefore, the eigenvalues of the preconditioned matrix M−1A are 1 except m2
outliers. If the GMRES method is applied for solving the preconditioned system
M−1Aun+1 = M−1bn+1, the convergence rate will be fast if m2 is not very large.
Theorem 3. The GMRES method converges in at most m2 + 1 iterations in exact
arithmetic when it is applied for solving the preconditioned system M−1Aun+1 =
M−1bn+1.
Regarding the cost per iteration, the main work in each iteration of the GMRES
method is the matrix–vector multiplication M−1Az for some vector z, see for in-
stance [6]. Since A is a block banded matrix with banded blocks, the matrix–vec-
tor multiplication Az can be done very fast with O(m1m2). We already knew that
M−1(Az) costs O(m2m1 logm1) operations. Therefore the cost per iteration is also
O(m2m1 logm1) operations. By using Theorem 3, we know that the total operation
cost of our method will be O(m22m1 logm1).
3. Spectral analysis
We give a detailed analysis of the spectrum of the preconditioned matrix M−1A
by devising formulae for its eigenvalues. Without loss of generality, we assume that
288 X.-Q. Jin, S.-L. Lei / Linear Algebra and its Applications 366 (2003) 283–294
σ1 = σ2 = 1 in later discussion. Let E(a, b) ⊂ C denote the closed ellipse centered
at the origin with the semi-major axis b oriented along the imaginary axis and the
semi-minor axis a, and let
E+(a, b) ≡ {z|z ∈ E(a, b) with real part Re(z)  0}.
We need the following lemma for the eigenvalues of Rm2 , see [1].
Lemma 1. The eigenvalues λ2,k, for k = 1, . . . , m2, of Rm2 satisfy:
(i) λ2,p /= λ2,q if p /= q,
(ii) λ2,k ∈ E+
(
4m−3/42 , 2 + 4m−3/22
)
.
In the following, let us compute the eigenvalues of M−1E first. From Lemma 1,
we know that Rm2 is diagonalizable. Let V be the eigenvector matrix for Rm2 , i.e.,
V −1Rm2V = diag(λ2,1, . . . , λ2,m1).
Then, the matrix M can be diagonalized as follows,
M = (V ⊗ S)D(V ⊗ S)−1,
where S is defined by (3), and
D = diag(D(1), . . . , D(m2))
with
D(k) = diag(4 + κ1λ1,1 + κ2λ2,k, . . . , 4 + κ1λ1,m1 + κ2λ2,k),
for k = 1, . . . , m2. Here λ1,j , for j = 1, . . . , m1, are given by (4). Now we have
(V ⊗ I )−1M−1E(V ⊗ I ) = (I ⊗ S)D−1(I ⊗ S−1E(1))
= diag(SD−1(1)S−1E(1), . . . , SD−1(m2)S−1E(1)).
Let
W ≡ (V ⊗ I )−1M−1E(V ⊗ I ),
then W and M−1E will have the same eigenvalues. Moreover,
W = diag(W(1), . . . ,W(m2))
with
W(k) =


0 · · · 0 W(k)(1, m1)
...
...
...
0 . . . 0 W(k)(m1 − 1, m1)
0 . . . 0 W(k)(m1, m1)

 ∈ Rm1×m1 ,
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for k = 1, . . . , m2. Obviously, the eigenvalues of W(k) are 0 with multiplicity m1 − 1
and W(k)(m1, m1). Let us assume that W(k)(m1, m1) is nonzero as it will be con-
firmed later in Theorems 6 and 7. Note that W(k) = SD−1(k)S−1E(1). By using (3) and
(6), one can easily prove the following theorem which identifies the last column of
W(k).
Theorem 4. The entries of the last column of W(k) are given by
W(k)(l, m1) = 2κ1
m1
m1∑
j=1
il (−i)m1(−1)j+1 sin (2j−1)lπ2m1
4 + κ1λ1,j + κ2λ2,k , i ≡
√−1, (7)
for l = 1, . . . , m1.
Let λk denote the nonzero eigenvalue of W(k). Then λk can be obtained by putting
l = m1 in (7), i.e.,
λk = W(k)(m1, m1) = 2κ1
m1
m1∑
j=1
1
4 + κ1λ1,j + κ2λ2,k .
By evaluating the above sum, we have the following theorem. The proof of this
theorem is tedious and we therefore omit it.
Theorem 5. The nonzero eigenvalue of W(k) is given by
λk = − 2i
zk − z−1k
1 − z2m1k
1 + z2m1k
,
where
zk = i
(
4 + κ2λ2,k
2κ1
−
√
1 +
(
4 + κ2λ2,k
2κ1
)2)
, (8)
for k = 1, . . . , m2, and “−√ ” denotes the complex square root such that |zk| < 1.
Since M−1A = I +M−1E and the matrices M−1E and W have the same spec-
trum, all the eigenvalues of M−1A are determined now.
Corollary 1. The preconditioned matrix M−1A has (m1 − 1)m2 eigenvalues that
are equal to 1. The other m2 eigenvalues µk are given by
µk = 1 − 2i
zk − z−1k
1 − z2m1k
1 + z2m1k
, (9)
with zk defined as in (8).
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We have the following asymptotic results for the spectrum of the preconditioned
matrices.
Theorem 6. Assume that κ1 is a large fixed constant and
m1 = m2
(
1 + 2m−3/22
)
/φ (10)
where 0 < φ < 1 and a/b denotes the closest integer greater than a/b. When
m1 →∞, all the m2 eigenvalues of M−1A that are different from 1 lie on a curve
µ(γ ) given by
µ(γ )≡ 1 + 1√
1 + (2/κ1 + iγ )2
≡ 1 + 1√
1 − γ 2 − i
2γ
κ1(1 − γ 2)3/2 + O(κ
−2
1 ), −φ  γ  φ. (11)
Proof. From (9), we have
µk = 1 − 2i
zk − z−1k
1 − z2m1k
1 + z2m1k
,
where zk is defined in (8). Since |zk| < 1, we have z2m1k → 0 as m1 →∞. Let
ζk ≡ 4 + κ2λ2,k2κ1 = 2κ
−1
1 + ωk,
where ωk = (m2/2m1)λ2,k for k = 1, . . . , m2. By using Lemma 1, we have
ωk ∈ E+
(2m1/42
m1
,
m2
m1
(
1 + 2m−3/22
))
.
We note that by (10), m2 < m1 and (m2/m1)(1 + 2m−3/22 )  φ, we get,
ωk ∈ E+
(2m1/42
m1
, φ
)
⊂ E+(2m−3/41 , φ).
Therefore, ωk can be written as ωk = 2δkm−3/41 + γki, where 0  δk  1 and−φ  γk  φ. Hence
ζk = 2κ−11 + 2δkm−3/41 + γki.
By using (8), we have
zk = i
(
ζk −
√
1 + ζ 2k
)
= 2κ−11 i + 2δkm−3/41 i − γk − i
√
1 + (2κ−11 + 2δkm−3/41 + γki)2.
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When m1 →∞, we obtain zk →−γk + 2κ−11 i − i
√
1 + (2κ−11 + γki)2 with
−φ  γk  φ. Furthermore, one can easily obtain
µk → 1 + 1√
1 + (2κ−11 + γki)2
,
where −φ  γk  φ. By using Taylor expansion, we have
1 + 1√
1 + (2κ−11 + γki)2
= 1 + 1√
1 − γ 2k
− 2γki
κ1(1 − γ 2k )3/2
+ O(κ−21 ),
and this completes the proof. 
In Fig. 1, the agreement of the asymptotic formula (11) and the outlier eigenvalues
(9) is clear as m2 increases.
Fig. 1. (+) Outlier eigenvalues, (−) asymptotic spectrum, φ = 0.8, κ1 = 200.
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Theorem 7. Assume that t ≡ chβ1 where 0 < β < 1 and c > 0. Let
m1 = m2(1 + 2m−3/22 )/φ
with 0 < φ < 1. When m1 →∞, all the m2 outlier eigenvalues of M−1A that are
different from 1 are real and lie on a curve µ(γ ) given by
µ(γ ) ≡ 1 + 1√
1 − γ 2 , −φ  γ  φ. (12)
The proof of the theorem is similar to that of Theorem 6, we therefore omit
it. In Fig. 2, the size of the y-axis decreases when m2 increases. This shows a
good fit of the asymptotic formula (12) and the outlier eigenvalues (9). Note that
the outlier eigenvalues are bounded and well separated from the origin as the size
of system increases, which is favorable to the convergence rate of the GMRES
method. Numerical results in next section show the effectiveness of our pre-con-
ditioner.
Fig. 2. (+) Outlier eigenvalues, (−) asymptotic spectrum, φ = 0.8, c = 10, β = 0.6.
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4. Numerical experiments
We compare the number of iterations of our preconditioner with that of the semi-
Toeplitz preconditioner proposed in [1]. The semi-Toeplitz preconditioner T is de-
fined as follows:
T = 4Im1m2 + κIm2 ⊗ Rˆm1 + κ2Rm2 ⊗ Im1 ,
where
Rˆm1 =


0 1
−1 . . . 1
.
.
.
.
.
.
.
.
.
−1 0 1
−1 0


∈ Rm1×m1 .
Figs. 3 and 4 give the number of iterations obtained from the restarted GMRES
(10) method (see [6]) for different mesh sizes. The iteration terminates when
‖r(k)‖2
‖r(0)‖2 < 10
−6,
where r(k) is the residual vector at the kth iteration.
We remark that the operation cost of the matrix–vector multiplication T −1v is the
same as that of M−1v. The spectrum of the preconditioned matrix T −1A is also clus-
tered, see [1]. However, we observe from Figs. 3 and 4 that the number of iterations
of our preconditioner is much less than that of the semi-Toeplitz preconditioner for
various φ and β.
Fig. 3. Left: φ = 0.99, right: φ = 0.5, dotted line = T , solid line = M , β = 0.99, c = 100.
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Fig. 4. Left: φ = 0.99, right: φ = 0.5, dotted line = T , solid line = M , β = 0.1, c = 10.
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