Under certain assumptions (including d ≥ ) we prove that the spectrum of a scalar operator in
Introduction

Preliminary remarks
This work is inspired by a paper [PS] by L. Parnovski and A. Sobolev, in which a classical Bethe-Sommerfeld conjecture was proven for operators (− ) m + B(x, D) with operator B of order < m. In this paper the crucial role was played by a (pseudodifferential) gauge transformation and thorough analysis of the resonant set, both introduced in the papers of L. Parnovski and R. Shterenberg [PS1, PS2, PS3] , S. Morozov, L. Parnovski and R. Shterenberg [MPS] and earlier papers by A. Sobolev [So1, So2] , devoted to complete asymptotics of the integrated density of states.
Later in [Ivr3] I used the gauge same transformation in the semiclassical settings, which allowed me to generalize the results and simplify the proofs of those papers 1) . Now I would like to apply this gauge transform to BetheSommerfeld conjecture in the semiclassical settings. The results obtained are more general (except the smoothness with respect to assumptions in [PS] are more general than here) and the proofs are simpler.
Consider a scalar self-adjoint h-pseudo-differential operator A h := A(x, hD) in ℝ d with the Weyl symbol A(x, ), such that Then A h is semibounded from below. Also we assume that it is -periodic with the lattice of periods :
(1.3)
A(x + , ) = A(x, ) ∀x ∈ ℝ n ∀ ∈ .
We assume that is non-degenerate 3) and denote by * the dual lattice:
(1.4) ∈ * ⇐⇒ ⟨ , ⟩ ∈ ℤ ∀ ∈ ;
since we use * and it's elements in the paper much more often, than and it's elements, it is more convenient for us to reserve notation for elements of * . Also let = ℝ d / and * = ℝ d / * be fundamental domains; we identify them with domains in ℝ d .
It is well-known that
(A) has a band-structure. Namely, consider in L ( ) operator A h (ξ) = A(x, hD) with the quasi-periodic boundary condition:
(1.5) u(x + ) = e i⟨ ,ξ⟩ u(x) ∀x ∈ ∀ ∈ with ξ ∈ * ; it is called a quasimomentum. Then (A h (ξ)) is discrete
and depends on ξ continuously. Further,
with the spectral bands n,h := ⋃︀ ξ∈ * { n,h (ξ)}. One can prove that the with of the spectral band near energy level is O(h). Spectral bands could overlap but they also could leave uncovered intervals, called spectral gaps. It follows from [Ivr3] that in our assumptions (see below) the width of the spectral gaps near energy level is O(h ∞ ). Bethe-Sommerfeld conjecture in the semiclassical settings claims that there are no spectral gaps near energy level (in the corresponding assumptions, which include d ≥ ).
Main theorem (statement)
We assume that
where A ( ) satisfies (1.1), (1.2) and B(x, ) satisfies (1.1) and (1.3) and > is a small parameter. For A ( ) instead of n (ξ) we have
Recall that (as in [Ivr3] )
(1.10) with = * where due to (1.1)
with an arbitrarily large exponent L.
Theorem 1.1. Let d ≥ and let operator A h be given by (1.8) with = O(h ) with arbitrary > and with A h = A (hD) satisfying (1.1), (1.2) and B(x, ) satisfying (1.1) and (1.3).
Further, assume that the microhyperbolicity and strong convexity conditions on the energy level are fulfilled:
Furthermore, assume that there exists ∈ such that for every ∈ ,
(1.14)
, intersected with some vicinity of and shifted by ( − ), coincides in the vicinity of with { : k = g (k} and coincides in the vicinity of with { : k = f (k} 5) and ∇ (f − g )( ) ̸ = for some : | | = 6) .
If is strongly convex and connected then for every ∈ there exists exactly one antipodal point ∈ ; then < and assumption (1.14) is fulfilled. In particular, if A ( ) = | | m , then = − and = − .
(ii) If is is strongly convex and consists of p connected components, then the set Z( ) = { ∈ , ̸ = : ∇ A ( ) ‖ ∇ A ( )} contains exactly p − elements, and for p of them < and assumption (1.14) is fulfilled for sure, while for (p − ) of them > .
Idea of the proof and the plan of the paper
One needs to understand, how gaps could appear, why they appear if d = and why it is not the case if d ≥ . Observe that n (ξ) can be identified 4) I.e. A ( ) = ∇ A ( ) with ̸ = ; we call antipodal pont. 
Figure 1: Spectral gap is a red interval If d ≥ the picture becomes more complicated: there are much more opportunities for (ξ) and ′ (ξ) to become close, even if and ′ are not that far away; on the other hand, there is a much more opportunities for us to select = h( + ξ) ∈ and then to adjust ξ so that = h( + ξ) remains on but = h( ′ + ξ) moves away from sufficiently far away
8)
and then tune-up ξ once again so that ∈ (A h (ξ)). In fact, we prove the following statement which together with Theorem 1.1 (which follows from it trivially) are semiclassical analogue of Theorem 2.1 of [PS] : Theorem 1.3. In the framework of Theorem 1.1 there exist n and ξ * such that n (ξ * ) = and n (ξ) covers interval [ − h, + h] when ξ runs ball 7) Consisting of (i⟨x, + ξ⟩). 8) This will happen if either ∇ A ( ) differs from ∇ A ( ), or if coincides with it but (1.14) is fulfilled.
with arbitrarily small exponent > .
Proof of Theorem 1.3 occupies two next sections. In Section 2 we reduce operator in the vicinity of to the block-diagonal form and study its structure. To do this we need to examine the structure of the resonant set of the operator. In Section 3 we prove Theorem 1.3 and thus Theorem 1.1.
Finally, in Section 4 we discuss our results and the possible improvements.
Reduction of operator 2.1 Reduction
On this step we reduce A to the block-diagonal form in the vicinity of
In what follows, we assume that ≥ h, i.e.
To do this we need just to repeat with the obvious modifications definitions and arguments of Sections 1 and 2 of [Ivr3] . Namely, now := * is a non-degenerate lattice rather than the pseudo-lattice, as it was in that paper, and all conditions (A), (B), (C), (D), and (E), are fulfilled with ′ := ∩ ( , ) with = h − where we select sufficiently small > later and ′ K = ∩ ( , K ) be an arithmetic sum of K copies of ′ with sufficiently large K to be chosen later.
We call point non-resonant if
where ( ) is the set of , violating (2.3) for given ∈ ′ K ∖ . It obviously follows from the microhyperbolicity and strong convexity assumptions (1.12) and (1.13) that (2.5) µ -measure 9) of ∩ , does not exceed C r 
Furthermore, according to Proposition 2.7 of [Ivr3] that on the nonresonant set one can "almost" diagonalize A(x, hD). More precisely Proposition 2.1. Let assumptions (1.12) and (1.13) be fulfilled.
(i) Then there exists a periodic pseudodifferential operator P = P(x, hD) such that
Here P(x, hD), B ′ (hD) and B ′′ (x, hD) are operator with Weyl symbols of the same form (1.10) albeit such that
and symbol of B ′ also satisfies (2.9).
(ii) Further,
and
In what follows
(ii) If = h( + ξ) is non-resonant, then due to (2.10) in ′ -vicinity of this (ξ) is also an eigenvalue of .
(iii) Without any loss of the generality one can assume that
We assume that this is the case.
(iv) Let us replace operator defined by (2.7) by operator (2.14)
with T (hD) operator with symbol T ( ) which is a characteristic function of defined by (2.1) with C = . Then (2.6) holds.
From now on := ′ and ℬ := ℬ ′ .
It would be sufficient to prove Theorem 1.3 for operator . Indeed,
(ii) Conversely, for each point
(iii) Furthermore, if ∈ (A(ξ))∩{| − | ≤ h − } is a simple eigenvalue separated from the rest of (A(ξ)) by a distance at least h M− , then there exists ′ ∈ ( (ξ)) ∩ {| ′ − | ≤ Ch M } separated from the rest of ( (ξ)) by a distance at least h M− .
(iv) Conversely, if ′ ∈ ( (ξ))∩{| − | ≤ h − } is a simple eigenvalue separated from the rest of ( (ξ)) by a distance at least h M− , then there exists ∈ (A(ξ)) ∩ {| ′ − | ≤ Ch M } separated from the rest of (A(ξ)) by a distance at least h M− .
Proof. Trivial proof is left to the reader.
Remark 2.4. One can generalize Statements (iii) and (iv) of Proposition 2.3 from simple eigenvalues to subsets of (A(ξ)) and ( (ξ)) separated by the rest of the spectra; these subsets will contain the same number of elements.
Classification of resonant points
We start from the case d = . Then We have only one kind of resonant points = . If d ≥ then there are d − kinds of resonant points. First, following [PS] consider lattice spaces V spanned by n linearly independent elements , ... , n ∈ * ∩ ( , r ), where we take r = Kh − . Let n be the set of all such spaces.
It is known [PS] that
Fix < < ... < n arbitrarily small and for V ∈ n let us introduce
It follows from Proposition 2.5 that 10) This angle( V, W) is defined as the smallest possible angle between two vectors v ∈ V ⊖ (V ∩ W) and w ∈ W ⊖ (V ∩ W).
Proposition 2.6. Let > in the definition of ′ and > in the definition of be sufficiently small 11) . Then for sufficiently small h
(ii) If / ∈ n+ and ∈ ′ + V,
Corollary 2.7. Let > in the definition of ′ and > in the definition of be sufficiently small 11) . Let h be sufficiently small. Then for each ∈ n ∖ n+ is defined just one V = V( ) such that
(2.17) We slightly change definition of n : = h( + ξ) ∈ n, iff h ∈ n . From now on n := n, .
Consider
′ , ′′ ∈ n ∖ n+ . We say that ′ ∼ = ′′ if there exists ∈ V, V ∈ such that ′ , ′′ ∈ + V and if ′ − ′′ ∈ . In virtue of above (2.18) This relation is reflexive, symmetric and transitive.
For ∈ n we define
Structure of operator
For ∈ n ∖ n+ denote by H( ) the subspace L ( ) consisting of functions of the form
In virtue of the properties of and ℬ and of resonant sets we arrive to 11) They depend on and , ... , n .
Proposition 2.8. Let > in the definition of ′ and > in the definition of be sufficiently small 11) . Let h be sufficiently small. Then for ∈ n ∖ n+ operators ℬ and transform H( ) into H( ).
Let us denote by
(ξ) and ℬ (ξ) restrictions of and ℬ to H(h( + ξ)). Here for n = we consider to be the set of all non-resonant points and X( ) = { } for ∈ .
Then due to Propositions 2.5 and 2.8 we arrive to
is a simple eigenvalue separated from the rest of (A(ξ)) by a distance at least h M− , then there exist and ′ , such that for = h( +ξ), ′ ∈ ( ( ))∩{| ′ − | ≤ Ch M }, separated from the rest of ( ( )) by a distance at least h M− and from ⋃︀ ′ ∈ * , ′ ̸ = ( ′ (ξ) by a distance at least h M− as well.
(iv) Conversely, if ′ ∈ ( (ξ))∩{| − | ≤ h − } is a simple eigenvalue separated from the rest of ( (ξ)) by a distance at least h M− , and also separated from ⋃︀
Proof. Proof is trivial.
3 Proof of Theorem 1.3
Choosing
*
The first approximation is * ∈ satisfying (1.14). Any ∈ in ′ -vicinity of * also fits provided ′ > is sufficiently small. Indeed, it follows from (2.5). From now on * := * . Then, according to Proposition 2.1 we can diagonalize operator in -vicinity of * and there = . Then there
Then in the non-resonant points we are interested in functions (ξ) = (h( + ξ)) rather than in (ξ) = A (h( + ξ)). One can prove easily the following statements: (ii) Further, all antipodal to * points * ,. . . , * p− have the same properties.
Then values in the nearby points are sufficiently separated:
Non-resonant points
Consider other non-resonant points (with = / h − ). Let us determine how (ξ) changes when we change ξ. Due to (3.3) (3.6)
To preserve * (ξ) = in the linearized settings we need to shift ξ by δξ which is orthogonal to ∇ ( * ).
Let us take δξ = t
Then in all non-resonant the shift will be ⟨∇ ( ), δξ⟩ with an absolute value |⟨∇ ( ), ⟩| · |t|.
Let us start from the easiest case d = . Without any loss of the generality we assume that ξ * is strictly inside * (at the distance at least C * from the border). Then there is just one tangent direction and
is an angle between ∇ ( )| =h * and ∇ ( )| =h , and * , ... , * p− are antipodal points, and
by . In the nonlinear settings to ensure that (3.9) * (ξ * + δξ(t)) = we need to include in δξ(t) a correction:
Then the set ( ) := {t : |t| ≤ , | ( (t)) − | ≤ h} is an interval of the length ≍ and then the union of such sets over = h + ξ with indicated does not exceed R with
where we sum over set { :
The last restriction is due to the fact that ( ) ̸ = ∅ only for points with
One can see easily that
) contains an interval of the length ℓ = and for all t, belonging to this interval,
Then we need to take = R − = h| h| − and for d = as far as non-resonant are concerned, Theorem 1.3 is almost proven 12) .
Case d ≥ . In this case we need to be more subtle and to make (d − ) steps. We start from the point * = h( * + ξ * ); again without any loss of the generality we assume that ξ * is strictly inside * (at the distance at least C * from the border). Then after each step below it still will be the case (with decreasing constant).
Step I . On the first step we select = and consider only such that (3.8) holds; more precisely, the left-hand expression needs to be greater than the right-hand expression, multiplied by 13) . Then R ≍ h −d and therefore exists ξ * such that * (ξ * ) = and | (ξ
Step II . On the second step we select = perpendicular to . To preserve inequality (3.12) (with smaller constant ) for , already covered by Step I , we need to take |δ | ≤ Next steps. Continuing this process, on k-th step we select k orthogonal to , ... , k− . Then we get k = R − k− and on the last (d − )-th step we achieve a separation at least d− = R −d .
Remark 3.2. In Subsection 4.1 we discuss how to increase for d ≥ .
Almost antipodal points. We need to cover points with | −
.. , p − and as we already know for each k (and fixed ξ) there exists no more than one such point = h( + ξ) with | (ξ) − | ≲ h + . We take care of such points during Step I . Observe that during this step we automatically take care of any point with (3.13) |∇ ( ), ⟩| ≥ h, 12) We need to cover almost antipodal points and it will be done in the end of this subsection. We need to consider resonant points and as well, and it will be done in the next subsection.
13) One can see easily, that the opposite holds.
assuming that |t| ≤ with sufficiently small = ( ). Let us select so that on quadratic forms at points * , ... , * p− in condition (1.14) are different from one at point * by at least . Then for each j = , ... , p − the the measure of the set {t : |t| ≤ , | j (ξ + δξ(t))| ≤ h} does not exceed Ch − ( h) , and then the measure of the union of such sets (by j) also does not exceed and therefore for = h d− (for d ≥ ) and = h| h| − (for d = ) with sufficiently small we can find t : |t| ≤ so that condition (3.8) is fulfilled for all non-resonant points.
Resonant points
Next on this step we need to separate * (ξ) from all n (ξ) (save one, coinciding with it) by the distance at least h by choosing ξ. We can during the same steps as described in the previous section: let ,j (ξ) denote eigenvalues of (ξ) with j = #X( h). Observe that both (ξ) and #X( h) depend on the equivalency class [ ] of rather than on itself and that (3.14)
∑︁
where on the left [ ] runs over all equivalency classes with ∈ ⋃︀ ≤n≤d− n . We also observe that for resonant points
and therefore for ′ , which are eigenvalues of (h( + ξ)) 14) (3.10) holds and signs are the same for in the same block. On the other hand,
and therefore for ,j (t) which are eigenvalues of [ ] (ξ) (3.10) sill holds. Therefore the arguments of each Step I , Step II etc extends to resonant points as well. However the number of new points to be taken into account 14) Recall, that is diagonal matrix.
on each step is given by the right-hand expression of (3.14) and therefore R needs to be redefined
This leads to the final expression (1.15) for . Theorem 1.3 is proven.
Discussion
Improving
Can we improve (increase) expression for given by (1.15)? I do not know if one can do anything with the restriction
which is due to resonant points, but restriction ≤ h (d− ) could be improved for d ≥ , which makes sense only if
Indeed, on
Step n, n ≥ , we need to take into account only non-resonant points belonging to the set
Determination of upper estimate for such number falls into realm of the Number Theory. I am familiar only with the estimate
which follows from Theorem at page 224 of [Gui] . Probably it was improved, but those improvement have no value here. The second term in the right-hand expression of (4.2) is larger, however, the second term in the right-hand expression of (3.17) is still larger and therefore on each Step n ≥ we have R := / h −d− , and this leads us to the following improvement of Theorem 1.3: should be taken into account on n-th step.
4.2 Condition (1.14)
We know that for connected component this condition (1.14) is fulfilled automatically.
On the other hand, let = ⋃︀ ≤j≤p (j) with connected (j) . Let p = and condition (1.14) be violated at each point of . Does it mean that ( ) = ( ) + (i.e. ( ) shifted by )?
Next, let (j) = ( ) + j for j = , ... , q. Then for these components instead of condition (1.14) one can impose the similar condition involving level surfaces , of ( ) + B ( ). This would affect only
Step I of our analysis, leading to , := ( h, ) with defined without taking into account of antipodal points. Since ≤ h d− anyway, under assumption ≥ h we get the same formulae for for d ≥ as stated in Theorems 1.3 and 4.1, while for d = we get (4.5) = h ( , − / h ).
Differentiability
Definitely our result would follow from the asymptotics of the density of states is an integrated density of states:
is an eigenvalue of A h (ξ)}. 
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