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Abstract
We investigate Dirac‘s equation with an anisotropic Bianchi type
I background spacetime utilizing the concept of differential forms and
orthonormal frames. Specializing to the massless case and power law
scale factors αj(t) = t
qj of the metric where q1 = q2 6= q3, we derive a
general expression of the time evolution operator (TEO). It is shown,
that this outcome agrees with results of exactly soluble models, where
the background is given by the spacetime of a radiation dominated
universe or a universe containing a stiff fluid. It also agrees with
asymptotic solutions of models where no exact results are at disposal,
e.g. if the background is described by the Kasner spacetime with axial
symmetry. The TEO approach, however, goes beyond a standard
(asymptotic) calculation since the initial value problem can be fully
taken into account. By means of the TEO we were also able to study
backgrounds with weak anisotropy. In particular, it is shown that the
limiting case of vanishing anisotropy renders the correct result.
I. INTRODUCTION
The behavior of particles in a curved background which obey the Dirac equa-
tion is of considerable interest in cosmology and astrophysics. An early dis-
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cussion of the massless case has been given by Brill and Wheeler [1]. An
investigation of quantized spin - 1/2 fields in (conformally) flat Robertson -
Walker (RW) universes has been performed by Parker who showed that no
production of massless particles can take place in those spacetimes [2].
It is comparatively easy to find exact classical solutions of Dirac‘s equation
in some isotropic backgrounds. But for anisotropic spacetimes only a few
exactly solvable models exist. Especially if one wants to quantize such a
model, the perturbative treatment of the background is often the only way
to get analytical results. One considers for example in a method utilized by
Zel‘dovich and Starobinsky small anisotropic perturbations about a flat RW
spacetime [3]. For a model with a special form of weak anisotropy, Birrell
and Davies performed the quantization of the massive scalar field [4], and
Lotze treated the quantization of the corresponding massive spin - 1
2
field [5].
In this paper we also study small deviations from flat RW spacetimes, but
the bulk of the work is devoted to the investigation of models with nonper-
turbative anisotropic backgrounds described by axisymmetric Bianchi type
I (BI) spacetimes. Although the present day universe seems to be isotropic
to a very high degree, this needed not necessarily be the case at a very early
stage of development of the universe. Zel‘dovich suggested that, if one starts
with an anisotropic universe and takes into account quantum effects in the
vicinity of the initial singularity, this could lead to an isotropization of the
universe on the Planck time - scale due to particle creation processes [6]. A
semiclassical calculation by Hu and Parker [7] lent further credit to this point
of view. Recently, the issue of anisotropic BI spacetimes has been discussed
in the context of preinflationary scenarios of the universe [8].
Classical solutions of the Dirac equation in BI spacetimes have been in-
vestigated e.g. by Henneaux who considered gravitational and spinor fields
being both invariant under an Abelian 3 - parameter group of transforma-
tions [9], or by Saha and Boyadjiev who studied (interacting though space
- independent) spinor and scalar fields [10]. Chimento and Mollerach at-
tempted to obtain solutions exploiting an ansatz which has been utilized to
solve Dirac‘s equation in RW - backgronds [11]. They found only two inde-
pendent spinor solutions, an outcome which has been subsequently shown by
Castagnino et al. to be a consequence of their special ansatz [12].
Mostly no exact solutions are at disposal, but one can still compute the
large and short - time solutions. Such a calculation, however, suffers from
various shortcomings, for instance how (and whether at all) short - and large -
time solutions match in the sense that to an asymptotic solution a correspon-
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ing short - time solution could be uniquely related (and vice versa). Hence,
within the framework of asymptotic calculations the initial value problem
can not be addressed at all. Since the necessary information is encoded in
the time evolution operator (TEO), it provides an incentive to approach the
problem of obtaining (asymptotic) solutions of Dirac‘s equation in BI back-
grounds by means of the TEO formalism.
The structure of this paper is as follows: In sect. II. we set up the Dirac
equation in BI backgrounds. In sect. III. we specialize to the case of massless
fermions in planar BI spacetimes with power law scale factors and derive for
those backgrounds an expression of the TEO which is nonperturbative w.r.t.
the underlying spacetime. This TEO has been recently determined by use of
a single approximation [13], and we introduce a simple modification of this
approximation which improves the large - time behavior of the TEO.
This outcome is compared in sect. IV. A with exact solutions of a simple
model where the modes are restricted by propagation within a hypersurface,
and in sect. IV. B with exact solutions of two models, where in the first case
the background - spacetime is given by a flat RW universe, and in the other
case by an anisotropic stiff - fluid spacetime. In sect. IV. C the background is
described by the planar Kasner - spacetime. No exact solutions are available
for this model, so that we compare the TEO results with results of a standard
asymptotic and short - time calculation. In sect. V. we investigate the case
of weakly anisotropic backgrounds, and finally, in sect. VI. properties of the
(Weyl - and Dirac - ) TEO, especially unitarity, are being scrutinized.
II. ORTHONORMAL FRAMES ANDDIRAC
EQUATION
We start with the formulation of Dirac‘s equation using the concept of or-
thonormal frames and the pertaining differential geometric formalism1. In
the usual approach the line element of a BI universe is defined by
ds2 = dt2 −
3∑
i=1
α2i (t)(dx
i)2 (1)
1 An analogous treatment of Maxwell‘s equations can be found in ref. [14]
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with metric tensor g = gµνdx
µ⊗dxν , where gµν = diag(1,−α21,−α22,−α23).
A natural choice of an orthonormal frame at p ∈M is given by the covectors
Θ0 = dt, Θj = αj(t) dx
j (no sum), which with varying p constitute bases
of the elements of the fibers T ∗p (M) of the cotangent bundlespace T
∗(M) =⋃
p∈M T
∗
p (M), with base space M a differentiable manifold. In the same way,
e0 = ∂t, ej = α
−1
j (t) ∂j represent the corresponding basis vectorfields of the
fibers of the tangent bundlespace T (M) =
⋃
p∈M Tp(M). The line element
(1) reads ds2 = (Θ0)2− (Θ1)2− (Θ2)2− (Θ3)2 and the metric tensor assumes
the form g = ηµνΘ
µ ⊗Θν with ηµν = g(eµ, eν) ≡ diag(+1,−1,−1,−1) since
Θµ(eν) = δ
µ
ν . The exterior derivative of the covector Θ
j is given by the 2-form
dΘj = −Cj0jΘ0 ∧Θj (2)
where the nonvanishing commutation coefficients Cαµν read
Cj0j = −
α˙j
αj
(3)
(j = 1, 2, 3, no summation). In general holds dΘµ = −CµαβΘα ∧Θβ and
correspondingly [eµ, eν ] = C
α
µνeα with C
α
µν = −Cανµ.
In bundlespaces where the fibers are given by the tangent spaces Tp(M)
of the underlying base manifold M , or are closely related spaces such as
the cotangent space T ∗p (M) or more general Tp(M) ⊗ . . . ⊗ T ∗p (M) ⊗ . . .
(i.e. the fibers are not only loosely connected with M but are so to speak
soldered to M) one can define a soldering form Ξ = eν ⊗ Θν reflecting the
close relationship between fiber and base manifold. This soldering form can
be viewed as a vector-valued 1-form, and applying the exterior covariant
derivative to Ξ results in D ∧ Ξ = eν ⊗ T ν , where the quantity
T ν = dΘν + ωνµ ∧Θµ (4)
denotes the torsion 2-form. The exterior covariant derivative of the solder-
ing form must be distinguished from its covariant derivative which is trivially
zero here, i.e. DΞ = 0 [15]. In order to obtain Dirac‘s equation in a curved
spacetime one starts with the following ansatz of the connection 1-form:
ωµν = L
µ
ναΘ
α. (5)
Because we are dealing with a (pseudo-) Riemannian manifold, the two
conditions metricity
dgµν = ωµν + ωνµ (6)
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and vanishing torsion, that is D ∧ Ξ = 0 or equivalently
T ν = 0, (7)
can be utilized to determine ωµν explicitly: vanishing torsion implies
Cµαβ = L
µ
βα − Lµαβ , and from metricity follows ωµν = −ωνµ and Lαβγ =
−Lβαγ , since gµν = ηµν in an orthonormal frame. Hence, Cj0j = −Lj0j = Lj0j
(no sum), and one finds for the nonzero entries of the connection 1-form:
ωj0 = −Cj0jΘj ≡ ω0j. (8)
The covariant differentiation of a Dirac bispinor is given by the 1-form
(Dψ)I = dψI +
1
8
ωµν [γµ, γ
ν ]IJψ
J (9)
(with spinor indices I, J) [16], where the γµ are the flat space Dirac
matrices in standard representation: γ0 = iσ3⊗σ0, γj = iσ2⊗σj . From (9)
follows [D, γ5] = 0 (with γ5 = iγ
0γ1γ2γ3). Hence, in the massless case the
chirality operator γ5 generates a global symmetry of the free Lagrangian. In
spacetime (1) one gets owing to (8), (9)
γµDψ(eµ) =
{
γ0 e0 −
3∑
j=1
γj ej − 1
4
3∑
j=1
Cj0jγj[γ0, γj]
}
ψ (10)
so that Dirac‘s equation takes the explicit form{
e0 − γ0
3∑
j=1
γjej − 1
2
C + iγ0m
}
ψ = 0 (11)
where C := ∑3j=1Cj0j = −∂t ln(√|g|) and g = det gµν . Spatial transla-
tion invariance of the spacetime (1) motivates the ansatz
ψ(x, t) = ck e
ikx
(
ϕ(k, t)
χ(k, t)
)
(12)
with normalization constant ck, and ϕ, χ denote Weyl - spinors. Eq. (11)
can then be rearranged as a coupled system for those spinors:
e0
(
e+imt|g|1/4ϕ(k, t))− ipσ e+imt|g|1/4χ(k, t) = 0
e0
(
e−imt|g|1/4χ(k, t))− ipσ e−imt|g|1/4ϕ(k, t) = 0 (13)
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where the physical 3 - momentum p is defined to be
pj(t) = kj/αj(t). (14)
In the massless case the problem simplifies as the system (13) decouples
by setting χ = ∓ϕ. The negtive sign defines the eigenspinor of γ5 with
eigenvalue -1, while the psitive sign defines that one with eigenvalue +1. From
(12) follows then for the two chirality - eigenstates: ψ(∓) ∼ (ϕ(∓),∓ϕ(∓))T .
We focus now on the massless case and introduce the Weyl - spinors
φ(∓)(k, t) =
(
φ
(∓)
1 (k, t)
φ
(∓)
2 (k, t)
)
φ
(∓)
J (k, t) = |g(t)|1/4 exp
[
± (−1)J i
t∫
t
A˜
p3(x)dx
]
ϕ
(∓)
J (k, t).
(15)
From (13) one gets
∂tφ
(j,∓)(k, t)− Ω(∓)(k, t)φ(j,∓)(k, t) = 0, (16)
where the two linearly independent spinor solutions for each chirality
state are from now on labeled by j, and where the matrix Ω(∓) is defined by
Ω(∓)(k, t) =
(
0 P(∓)(k, t)
−[P(∓)(k, t)]∗ 0
)
(17)
with
P(∓)(k, t) = ±(ip1 + p2) exp
[
∓ 2i
t∫
t
A˜
p3(x)dx
]
(18)
(tA˜ ≥ 0). An interesting property of the system (16), (17) is the following:
Given any solution Φ ≡ (Φ1,Φ2)T , then Ψ ≡ (Ψ1,Ψ2)T with Ψ1 = Φ∗2,
Ψ2 = −Φ∗1 is a second solution, which is orthogonal to Φ w.r.t. the hermitean
scalar product
(Φ(k, t),Ψ(k, t)) =
2∑
J=1
Φ∗J (k, t)ΨJ(k, t) (19)
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On solving (16) one can determine the pertaining four bispinor solutions
satisfying (11) by virtue of (12) and (15):
ψ(j,∓)(x, t) = c(j,∓)k e
ikx
(
ϕ(j,∓)(k, t)
∓ϕ(j,∓)(k, t)
)
. (20)
(j = 1, 2). Note that (18) implies P(−)(k, t)→ P(+)(k, t) when k→ −k.
Thus, with ( 16), (17) one must only find the two solutions of, say, the
negative chirality case and then gets the positive chirality solutions owing to
φ(j,+)(k, t) = φ(j,−)(−k, t). (21)
An appropriate scalar product for Dirac - spinors is defined by
〈u, v〉 =
∫
Σ
∗Fu,v (22)
with Σ a spacelike Cauchy hypersurface and ∗ the duality operator. Fur-
thermore, Fu,v denotes a 1-form given by
Fu,v(x) ≡ [Fu,v(x)]µΘµ := u(x) γµv(x) Θµ, (23)
where u and v are solutions of (11) and u stands for the Dirac adjoint.
The integral on the r.h.s. of equation (22) is independent of the choice of the
hypersurface Σ, which can be seen as follows: The 4-form
∗ δFu,v = −Θ0 ∧Θ1 ∧Θ2 ∧Θ3{eµ([Fu,v]µ) + Cµµν [Fu,v]ν}
(with δ being the codifferential or adjoint operator) vanishes, since
eµ([Fu,v]
µ) + Cµµν [Fu,v]
ν = 0. (24)
We therefore get the desired result as a consequence of Gauss‘ theorem,∫
∂V
∗Fu,v =
∫
V
∗δFu,v = 0. The inner product (22) is sesquilinear and satisfies
〈u, v〉 = 〈v, u〉∗. Moreover, it is also positive definite. Hence, eq.s (22) and
(23) define a hermitean scalar product.
The covectors Θµ are related to the covectors of the coordinate frame via
Θµ = Dµl(x) dx
l (greek indices refer to the orthonormal, latin ones to the
coordinate frame), where the Dµl(x) denote the vierbein fields. Correspond-
ingly one has for the vectors eµ, ∂l the relation eµ = (D
−1(x))l µ ∂l. In a
coordinate frame eq. (23) reads: Fu,v(x) = (F˜u,v(x))ldx
l ≡ u(x) γ˜l(x)v(x) dxl
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with γ˜l(x) = D
µ
l(x) γµ, and (24) takes then the form ∂l(
√|g|(F˜u,v)l) = 0 .
III. MASSLESS FERMIONS IN PLANAR BI
SPACETIMES
We specialize now to spacetimes (1) with α1 = α2 = t
ν , α3 = t
1−µ (µ ≥ 0)
ds2 = dt2 − t2ν(dx1)2 − t2ν(dx2)2 − t2−2µ(dx3)2. (25)
The components of the 3 - momentum p are p1 = k1t
−ν , p2 = k2t−ν and
p3 = k3t
µ−1. On defining
k± = (k2 ± ik1) exp
(
±2ik3
µ
tµ
A˜
)
(26)
one gets from (18)
P(−)(k, t) = k+
tν
exp
(−2ik3
µ
tµ
)
. (27)
In what follows we seek negative chirality solutions of equation (16). To
this end it is useful to define the linear operator Ωˆk acting on the function φ
Ωˆk[φ] := φA +
t∫
tA
Ω(−)(k, x)φ(x)dx (28)
with Ω(−) given in (17), φA := φ(tA) and tA ≥ tA˜. With the help of this
operator the problem of solving the system of differential equations (16) can
be cast into the equivalent fixed point problem Ωˆk[φ] = φ. It can be shown
that such a fixed point must exist and that it is the only one. Moreover, it
holds Ωˆnk[θ]→ φ for any arbitrary continous function θ(k, t), if n→∞ [17]:
φ(−)(k, t) = lim
n→∞
(
Ωˆnk[θ]
)
(t) =
[
12 +
∞∑
n=1
t∫
tA
dt1
t1∫
tA
dt2...
tn−1∫
tA
dtnΩ
(−)(k, t1)
× Ω(−)(k, t2)...Ω(−)(k, tn)
]
φ(−)(k, tA)
(29)
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where the n × n unit matrix 1n is given by (1n)pq = δpq, and where for
simplicity we chose θ(k, tA) ≡ φ(−)(k, tA). It is convenient to introduce
s(t) = tµ (30)
as new time variable, and define the parameter
δ =
1− ν
µ
. (31)
This parameter can also vanish or even take negative values (i.e. ν ≥ 1)
provided tA > 0. Note that with Ω˜(k, sm) := t
ν Ω(−)(k, tm) follows from (17)
Ω˜(−)(k, sm)Ω˜(−)(k, sn) = −κ2 diag
(
e−i2k3[sm−sn]/µ, ei2k3[sm−sn]/µ
)
,
where owing to axial symmetry k1 and k2 appear often in the combination
κ =
√
k21 + k
2
2. (32)
As a consequence Ω˜(−)(k, sm) and Ω˜(−)(k, sn) commute only when sm =
sn. Bearing this in mind one gets
φ(−)(k, t) = K(−)k (t|tA)φ(−)(k, tA) (33)
with the TEO for the negative chirality spinors given by
K
(−)
k (t|tA) = 12 +
∞∑
n=1
(
In(s) 0
0 I∗n(s)
)(
0 k2+ik1
κ
−k2−ik1
κ
0
)n
(34)
and
In(s) =
(
2ηδ
µ2
)n/2
(|k3|s)δn
1∫
σA
dσ1
σ1∫
σA
dσ2...
σn−1∫
σA
dσn
[
n∏
l=1
σδ−1l
]
× exp
[
i
2k3s
µ
n∑
m=1
(−1)mσm
]
.
(35)
where
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ηδ =
κ2
2|k3|2δ (36)
and
σj(t) =
sj(t)
s(t)
, σA(t) =
s(tA)
s(t)
≡ τA
τ
. (37)
As we shall see ηδ plays for δ > 0 the role of a natural expansion parameter
at large times. This means that ηδ can be taken to be small when
τ(s) =
2k3s
µ
≡ 2k3t
µ
µ
. (38)
tends to infinity. Since this condition is satisfied by either t≫ |k3/µ|−1/µ
or for fixed t of, say, order unity by |k3| ≫ µ, one can view |k3| as a large
and hence ηδ as a small quantity.
Equations (33) - (35) together with (20), (15) represent the two linearly
independent exact (negative chirality) Weyl spinor solutions of a massless
spin - 1
2
- field in spacetime (25). From inspection of (35) one can see that
In(s) ≡ I(1)n (τ˜ )I(2)n (τ) with τ˜(s) ≡ κsδ/µ. When in the following there is
talk of asymptotic (or large - time) calculations, then it is always meant that
|τ | ≫ 1 holds, i.e. the time scale is basically set by |k3|−1/µ. But it must be
stressed here, that |τ | ≫ 1 does not imply |τ˜ | ≫ 1!
Throughout this paper we choose the initial time sA ≡ s(tA) such that it
is surely within the short - time regime. Hence, it is smaller or of the order
of a period of the oscillating term: sA ≤ O(πµ/|k3|), or simply |τA| ≤ O(2π).
The form of In(s) suggests now the following approximation [13]: We first
put ǫl = 1− σl implying 0 ≤ ǫ1 ≤ ... ≤ ǫn−1 ≤ ǫn < 1 (if s(tA) > 0) and then
write σδ−1l ≈ e(1−δ)ǫl so that
n∏
l=1
σδ−1l ≈ σδ−1n e(1−δ)(n−1) exp
[
(δ − 1)
n−1∑
l=1
σl
]
(39)
i.e. we replace for l < n (but not if l = n!) in (39) the function f1(σl) ≡
σδ−1l with f2(σl) ≡ e(δ−1)(σl−1), where f1 > f2 for 0 ≤ σl < 1 and f1 ≈ f2
when σl ≈ 1 (that is ǫl ≪ 1). However, when σl ≪ 1 or equvalently ǫl ≈ 1,
f1 diverges while f2 stays finite, so that in this case (39) is seemingly not
applicable any longer. But the situation is not as unfavourable as it looks
like at first glance. Since contributions to the multiple integral in (35) are
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in the large - time limit |τ | → ∞ (k3 6= 0) chiefly given by those ”σ -
configurations” σ1 > σ2 > ... > σn which satisfy 0 < −
∑n
m=1(−1)mσm ≪ 1,
one notes that apart from the obvious condition 1 ≫ σ1 > σ2 > ... the case
σ1 > σ2 > ... > σn > 1 − ǫ˜ with ǫ˜ ≪ 1 is equally relevant. While in the
latter case approximation (39) is clearly good, it is in fact also sensible in
the first case2. Below it will be shown that (39) can be improved by a simple
modification when k3 6= 0, 0 < δ < 1.
Substituting (39) into (35) gives
In(s) ≈
(
2ηδ
µ2
)n/2
(|k3|s)δn e(1−δ)(n−1)
1∫
σA
dσ1
σ1∫
σA
dσ2...
σn−1∫
σA
dσnσ
δ−1
n
× exp
[
(δ − 1)
n−1∑
l=1
σl + iτ
n∑
m=1
(−1)mσm
]
.
(40)
This result yields the correct short - time limit as approximation f1 ≈ f2
has not been applied to the in this limit most dominant factor σδ−1n in (39)
(δ < 1). In the ensuing calculation we consider from now on only spacetimes
satisfying 0 < δ ≤ 1. For the explixit computation of (40), it is useful to
introduce the difference times σk − σk+1 with σ0 = 1. Then
In(s) ≈ sδne−i
τ(s)
2
1−σA∫
0
dz hn(1− σA − z) (g0,n−1 ∗ g1,n−1 ∗ ... ∗ gn−1,n−1) (z; s)
(41)
with
gl,j(z; s) = exp
{[
(1− δ)(j − l) + i(−1)l τ(s)
2
]
z
}
,
hj(z; s) = (z + σA)
δ−1 exp
{
i
2
(−1)j τ(s) (z + σA)
}
,
(42)
where the asterisk denotes the Laplace convolution product. On perform-
ing a Laplace - transformation Lz,λ[f ] of the Laplace product in eq. (41) and
afterwards applying its inverse, L−1z,λ[ f˜ ] = (2πi)−1
∫
J dλ e
λzf˜(λ), one obtains
2For a discussion of this point see ref. [13].
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(g0,n−1 ∗ g1,n−1 ∗ ... ∗ gn−1,n−1) (z; s) = 1
2πi
∫
J
dλ eλz
[
n∏
l=1
1
λ− Gl,n(s)
]
=
n∑
l=1
eGl,n(s) z
n∏
m=1
′
∆Gl,m(s)
(43)
where ∆Gl,m(s) = Gl,j(s)−Gm,j(s) and Gl,j(s) = −i(−1)l τ(s)2 +(1−δ)(j−l).
The prime in the product on the r.h.s. of eq. (43) indicates that the factor
∆Gl,l(s) = 0 must be omitted. Inserting (41), (43) into (34) one gets for the
TEO a matrix expression where in the entries terms of the form
∑
n
(
iκsδ
µ
)n n∑
l=1
eGl,n(s) z
n∏
m=1
′
∆Gl,m(s)
appear. Exploiting obvious properties of Gl,j(s) and ∆Gl,m(s) such as
Gk,j(s) = Gk,l(s)+(1−δ)(j−l) and ∆Gl+2k,m+2k(s) = ∆Gl,m(s) (with j, l,m ∈
N (m > l) and k ∈ Z), and performing an appropriate reshuffling of the
summands yields after some algebra
∞∑
n=1
(
iκsδ
µ
)2n−1 2n∑
l=1
eGl,2n(s) z
2n∏
m=1
′
∆Gl,m(s)
= − eG1,1(s) z S1 S∗4 + eG2,2(s) z S2 S∗3
=: − e−iτz/2 V ∗k (z; s) (44)
and
∞∑
n=1
(
iκsδ
µ
)2(n−1) 2n−1∑
l=1
eGl,2n−1(s) z
2n−1∏
m=1
′
∆Gl,m(s)
= eG1,1(s) z S1 S3 + eG2,2(s) z S2 S4
=: eiτz/2 U∗k(z; s) (45)
where
S1 = Γ(λ)
(x
2
)λ∗
J−λ∗(x), S3 = Γ(λ∗)
(
xe(1−δ)z
2
)λ
J−λ(xe(1−δ)z),
S2 = −iΓ(λ∗)
(x
2
)λ
Jλ∗(x), S4 = iΓ(λ)
(
xe(1−δ)z
2
)λ∗
Jλ(xe
(1−δ)z),
(46)
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with definitions
x(s) =
κsδ
µ(1− δ) ,
λ(s) =
1
2
+ i
τ(s)
(1− δ) ,
(47)
Jλ denotes Bessel‘s function of the first kind, Γ the Gamma function [18].
With (44), (45) substituted into (43) one eventually obtains from (34), (41)
K
(−)
k (t|tA) =

(
K
(−)
k (t|tA)
)
11
(
K
(−)
k (t|tA)
)
12
−
(
K
(−)
k (t|tA)
)∗
12
(
K
(−)
k (t|tA)
)∗
11
 (48)
with
(
K
(−)
k (t|tA)
)
11
= 1 + i(1− δ) x(s)
1−σA(s)∫
0
dz (1− z)δ−1 Vk(z; s),
(
K
(−)
k (t|tA)
)
12
=
k+
κ
(1− δ) x(s) e−2ik3s/µ
1−σA(s)∫
0
dz (1− z)δ−1 Uk(z; s).
(49)
On introducing
R(z; s) = J−λ(s)(x(s))Jλ(s)[x(s)e
(1−δ)z ]− Jλ(s)(x(s))J−λ(s)[x(s)e(1−δ)z ], (50)
Z(z; s) = J−λ(s)(x(s))J−λ∗(s)[x(s)e
(1−δ)z ]+Jλ(s)(x(s))Jλ∗(s)[x(s)e
(1−δ)z ], (51)
one gets from (44) - (46), and by virtue of
1
Z(0; s)
=
x(s)
2
Γ(λ∗(s)) Γ(λ(s)) =
πx(s)
2 cosh( πτ(s)
2(1−δ) )
(52)
[19], that
Vk(z; s) = i e
(1−δ)λ∗(s)z R(z; s)
Z(0; s)
(53)
and
Uk(z; s) = e
(1−δ)λ(s)z Z(z; s)
Z(0; s)
. (54)
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In order to derive eqs. (49) - (54) only once use has been made of an
approximation. As stated above, for k3 6= 0, 0 < δ < 1 this approximation,
given by (39), can be improved as follows: instead of f2(σl) ≡ e(δ−1)(σl−1) one
takes the function f˜2(σl) = D1(δ)f2(σl) and determines the constant D1 by
means of the ”normalization”
1∫
0
dσlf˜2(σl) =
1∫
0
dσlf1(σl) ≡
1∫
0
dσlσ
δ−1
l
yielding
D1(δ) = 1− δ
δ
1
e1−δ − 1 , (55)
where D1(δ) → 1 for δ → 1. This is a necessary condition, since ap-
proximation (39) becomes exact in this limit. The normalization ensures the
correct (for sA = 0 divergent) behavior when δ approaches zero.
A further improvement can be obtained with the help of a second constant
D2(δ) given explicitly for 0 < δ < 1/3 by
D2(δ) = 2 1F1(1; 1 + δ; 1− δ)
e1−δ + 1
. (56)
Like D1, D2 must also fulfill D2(1) = 1, and curiously the r.h.s. of (56)
tends in fact (formally) to unity when δ → 1. To summarize, we get
D(δ) = D1(δ)D2(δ). (57)
with D(1) = 1, and in order to implement this modification in eq.s (48),
(49) one must only replace x(s) with D(δ)x(s) in eq.s (50), (51) and (52).
By construction eq.s (49) together with (53), (54) exhibit the correct be-
havior at early times. It is more demanding to show that this is also true in
the asymptotic case |τ | ≫ 1. An asymptotic expansion for 0 < δ < 1/3 and
k3 6= 0 has been derived in the appendix.
IV. EXACT AND ASYMPTOTIC RESULTS
We consider first three exactly solvable models as testing ground for eq.s
(33), (48), (49) together with (20), (15), (21): massless fermions moving in
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the timelike hypersurface x3 = 0 with general background (25), and in the
second and third case moving in a conformally flat RW - (µ = ν = 1/2) and
a stiff - fluid - background (µ = 1, ν = 1/2). The last example deals with
massless fermions in the planar Kasner background (µ = 4/3, ν = 2/3) where
an exact treatment is not feasible.
A. Propagation in the hypersurfaces x3 = 0
From (16), (17) and (27), follows in the limiting case k3 → 0:
∂tφ
(j,−)
1 (k, t) = k+ t
−ν φ(j,−)2 (k, t)
∂tφ
(j,−)
2 (k, t) = −k− t−ν φ(j,−)1 (k, t)
with k ≡ (k1, k2, 0)T . The exact solutions are given by
φ(1,−)(k, t) = A(−)1
 cos(κ t1−ν−t1−νA1−ν )
− κ
k+
sin
(
κ
t1−ν−t1−νA
1−ν
) 
φ(2,−)(k, t) = A(−)2
 sin(κ t1−ν−t1−νA1−ν )
κ
k+
cos
(
κ
t1−ν−t1−νA
1−ν
)  (58)
which either can be directly calculated [20], or by virtue of (33), (34)
and (35). These solutions are oscillating with time - dependent frequency
ω(t) = κt−1ln(t/tA), if ν = 1, and ω(t) = κt−ν/(1 − ν) otherwise. As has
already been mentioned above, (39) is not applicable when k3 = 0. Ignoring
this for the time being one gets from (53), (54):
Vk(z; s) → i sin[x(s)(e(1−δ)z − 1)]
Uk(z; s) → cos[x(s)(e(1−δ)z − 1)]
so that the integrals in (49) are approximately given by
1−σA(s)∫
0
dz (1− z)δ−1 Vk(z; s) ≈ −i cos[ξ(s)]− 1
x(s)(1 − δ)
1−σA(s)∫
0
dz (1− z)δ−1 Uk(z; s) ≈ sin[ξ(s)]
x(s)(1− δ)
(59)
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with
ξ(s) = x(s)(e(1−δ)(1−σA(s)) − 1). (60)
Hence, one obtains with (48), (49)
K
(−)
k (t|tA) ≈
(
cos[ξ(s)] k+
κ
sin[ξ(s)]
−k−
κ
sin[ξ(s)] cos[ξ(s)]
)
. (61)
This TEO is of the same form as the exact result following from (34), (35)
with, however, ξ(s) = κ
µδ
(sδ − sδA) in the exact case. With initial conditions
φ(1,−)(k, tA) = A1
(
1
0
)
, φ(2,−)(k, tA) =
κA2
k+
(
0
1
)
one arrives with the help of (33), (61) at
φ(1,−)(k, t) = A1
 cos(κ t1−νG )
− κ
k+
sin
(
κ t
1−ν
G
)  φ(2,−)(k, t) = A2
 sin (κ t1−νG )
κ
k+
cos
(
κ t
1−ν
G
) 
(62)
(compare with (58)!) where
G =
(1− δ)µ
e(1−δ)(1−σA) − 1 .
In the short - time limit t → tA holds: κ t1−ν/G → κ (t1−ν − t1−νA )/µ,
which becomes exact when µ = 1 − ν (δ = 1). However, when δ → 0 (i.e.
ν → 1) this outcome does not reproduce the correct logarithmic behavior, a
consequence of eq. (39) being not suitable when k3 → 0, δ → 0.
B. Flat RW background and stiff - fluid model
We consider first the behavior of massless spin - 1
2
- particles in a radiation
- dominated universe with line - element (25) where µ = 1/2, ν = 1/2. By
use of the formula for products of Bessel functions [19] one gets (δ = 1)
J±λ(x)J±λ∗+n(x)
Z(0; s)
=
κ
k3
(κ/k3)
n±1
2 (∓i)n
(
1 +
√
1 + κ
2
k23
)−(n±1)
√
1 + κ
2
k23
(63)
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where (for κ > |k3|) on the r.h.s. the analytic continuation of Gauss‘
function 2F1(a, b; 2a;−κ2/k23)) has been utilized. We employ now the multi-
plication theorem for Bessel functions [19] and obtain from (53), (54), (63)
Uk(z; s) =
k + |k3|
2k
e2i signk3 (k+|k3|)sz +
k − |k3|
2k
e−2i signk3 (k−|k3|)sz
Vk(z; s) = signk3
κ
2k
{
e2i signk3 (k−|k3|)sz − e−2i signk3 (k+|k3|)sz} . (64)
Substituting eq.s (64) into (49) and executing the integration one finds
the exact result for the TEO (48)(
K
(−)
k (t|tA)
)
11
= e−2ik3
√
t
{
cos(2k
√
t) + i
k3
k
sin(2k
√
t)
}
(
K
(−)
k (t|tA)
)
12
=
k+
k
e−2ik3
√
t sin(2k
√
t)
(65)
(tA = 0). This TEO is unitary w.r.t. (19). Since we want to compare
this result with that of Barut and Duru [21], we choose as initial condition
φ(j,−)(k, 0) =
(
1
i (−1)
j k signk3− k3
k+
)
and get the negative chirality bispinor solutions
ψ
(j,−)
k (x, t) = c
(j,−)
k e
ikx
(
ϕ(j,−)(k, t)
−ϕ(j,−)(k, t)
)
(66)
with Weyl spinors
ϕ(j,−)(k, t) = |g(t)|−1/4 e2i(−1)j k signk3
√
t
(
1
i (−1)
j k signk3− k3
k2+ik1
)
(67)
(|g| = t3) [13]. Analogously, the positive chirality solutions are owing to
(21):
ψ
(j,+)
k (x, t) = c
(j,+)
k e
ikx
(
ϕ(j,+)(k, t)
ϕ(j,+)(k, t)
)
(68)
where
ϕ(j,+)(k, t) = |g(t)|−1/4 e−2i(−1)j k signk3
√
t
(
1
i (−1)
j k signk3− k3
k2+ik1
)
. (69)
17
The constants c
(j,±)
k are calculated by use of the normalization condition〈
ψ
(j,±)
k , ψ
(j,±)
k′
〉
= δ(k − k′). (70)
One finds e.g. with the negative chirality solution (j = 2) from (66), (67)
〈
ψ
(2,−)
k , ψ
(2,−)
k′
〉
=
e−2i (k signk3− k
′ signk′3)
√
t
t3/2
c
(2,−)
k
(
c
(2,−)
k′
)∗
w†k wk′
× ǫabc0
3!
∫
Σ˜
Θa ∧Θb ∧Θc e−i(p−p′)ϑ
(71)
where we chose in (22) the surface Σ˜ with normal vector (1, 0, 0, 0)T . Here
wk =

1
i k signk3− k3
k2+ik1−1
−i k signk3− k3
k2+ik1

and ϑj := αj(t) x
j (note that ϑp ≡ xk). Within Σ˜ holds: Θ0 ≡ dt = 0,
implying dϑj = Θj ≡ αj(t)dxj, so that
1
3!
ǫabc0
∫
Σ˜
Θa ∧Θb ∧Θc e−i(p−p′)ϑ = (2π)3
√
|g(t)| δ(k − k′).
Hence, with (70), (71) one obtains
c
(2,−)
k =
cos ζ√
2 (2π)3/2
(72)
up to a constant phase factor, where cos ζ :=
√
(k + |k3|)/2k. The same
procedure yields for the remaining normalization constants
c
(1,−)
k = tan ζ c
(2,−)
k , c
(j,+)
k = c
(j,−)
k . (73)
The four solutions (66), (68) establish an orthogonal system of bispinors
w.r.t. (22). Suitable linear combinations of these chirality eigenspinors yield
the results of Barut and Duru [22], for example:
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signk3 [sin ζ ψ
(1,+)
k (x, t) + cos ζ ψ
(2,−)
k (x, t)] =
1√
2(2π)3/2
eikx
t3/4
e2i k signk3
√
t

1
0
− signk3
k
k3
− signk3
k
(k1 + ik2)
 .
This special model belongs to that class of models which have conformally
flat backgrounds and hence satisfy δ = 1. In sect. V we will come back to
this case and also consider small deviations off conformal flatness.
Next we investigate exact solutions of Einstein‘s field equations when the
material content is described by a ”perfect fluid” [23]. A special case is given
by line element (25) with µ = 1 (δ = 1/2) . Starting with (16), (17) and (27)
one obtains for the negative chirality case (j = 1, 2):
∂tφ
(j,−)
1 (k, t) =
k+√
t
e−2ik3t φ(j,−)2 (k, t)
∂tφ
(j,−)
2 (k, t) = −
k−√
t
e2ik3t φ
(j,−)
1 (k, t).
(74)
Exact solutions of this system are given by [20]
φ
(1,−)
1 (k, t) = (−2ik3t)−1/4 e−ik3tW− 1
4
−iη; 1
4
(2ik3t)
φ
(1,−)
2 (k, t) =
√−2ik3
k+
(−2ik3t)−3/4 eik3t
× [iη W− 1
4
−iη; 1
4
(2ik3t) − W 3
4
−iη; 1
4
(2ik3t)]
(75)
and
φ
(2,−)
1 (k, t) = (−2ik3t)−1/4 e−ik3tW 1
4
+iη; 1
4
(−2ik3t)
φ
(2,−)
2 (k, t) = i
k− signk3√
2ik3
(−2ik3t)−3/4 eik3t
× [W 1
4
+iη; 1
4
(−2ik3t) + (iη − 1
2
)W− 3
4
+iη; 1
4
(−2ik3t)]
(76)
[24], where Wµ;ν(z) denotes Whittaker‘s function, and we defined
η = signk3 η 1
2
≡ κ2/2k3. (77)
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These solutions are orthogonal w.r.t. (19). The bispinor solutions read
owing to (20) with (15), (21) (where |g(t)| = t2)
ψ(j,∓)(x, t) = C(j,∓)k e
ikx |g(t)|−1/4

eik3t φ
(j,∓)
1 (k, t)
e−ik3t φ(j,∓)2 (k, t)
−eik3t φ(j,∓)1 (k, t)
−e−ik3t φ(j,∓)2 (k, t)
 . (78)
(j = 1, 2). One gets from the exact solutions (75), (76) for t≪ |k3|−1:
φ(1,−)(k, t) =
√
π ei
π
4
signk3
 1Γ(1+iη) − 2√2ik3tΓ( 12+iη)
−
√
2ik3
k2+ik1
[
1
Γ( 1
2
+iη)
− 2
√
2ik3t
Γ(iη)
]  + O(k3t)
φ(2,−)(k, t) =
√
π
 1Γ( 12−iη) − 2√−2ik3tΓ(−iη)
i (k2−ik1) signk3√
2ik3
1
Γ(1−iη)
[
1 − 2
√−2ik3t Γ(1−iη)
Γ( 1
2
−iη)
]  + O(k3t)
(79)
and for t≫ |k3|−1
φ(1,−)(k, t) ∼ eiπ4 signk3 (2ik3t)−iη
 e−2ik3t√2ik3t [1− 1+3iη−2η24ik3t ]
−
√
2ik3
k2+ik1
[
1 + signk3
iη−2η2
4k3t
] 
φ(2,−)(k, t) ∼ (−2ik3t)iη
(
1− iη+2η2
4ik3t
i (k2−ik1) signk3√
2ik3
e2ik3t√−2ik3t
[
1 + (1−iη)(1−2iη)
4ik3t
] ) .
(80)
We compare this outcome with (48), (49). For |k3|t→∞ one gets [13]
(
K
(−)
k (t|0)
)
11
∼ 1 +O(η) + √π |η| e
−2ik3t
√
2ik3t(
K
(−)
k (t|0)
)
12
∼ k2 + ik1√−2ik3
{−i√π signk3 + e
−2ik3t
√−2ik3t
[1 + O(η)]}.
(81)
On formally choosing for the time being
φ(j,−)(k, 0) =
(
φ
(j,−)
1 (k, 0)
φ
(j,−)
2 (k, 0)
)
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with at least one component φ
(j,−)
L (k, 0) 6= 0, one obtains the two negative
chirality Weyl - spinor solutions φ(j,−)(k, t) ∼ K(−)k (t|0)φ(j,−)(k, 0) for |k3|t→
∞. Although eq.s (81) are asymptotic expansions valid for t≫ |k3|−1, there
is an important difference between a standard asymptotic calculation of so-
lutions of the system (74) and expression φ(j,−)(k, t) ∼ K(−)k (t|0)φ(j,−)(k, 0)
which consists in that the latter comprises also information about φ(j,−)(k, t)
at t = 0. To see this explicitly, we impose the following asymptotic condition
φ
(1,−)
1 (k, t)
|k3|t→∞→ 0, φ(1,−)2 (k, t)
|k3|t→∞→ const. 6= 0, (82)
which makes it possible to compare with the exact result (75) when t≫
|k3|−1 (see eq. (80)). In this case the two spinor components φ(1,−)L (k, t) must
obey a second condition at t = tA ≡ 0 following from (81), (82):
φ
(1,−)
2 (k, 0) = −
√
2ik3√
π (k2 + ik1)
[1 +O(η)]φ
(1,−)
1 (k, 0). (83)
But this condition represents the correct initial condition of the exact
solution φ(1,−)(k, t) (for η ≪ 1, see eq. (79)). This outcome also indicates
that in the limiting case |k3|t→∞ an η - expansion is sensible.
The asymptotic expansion of φ(1,−)(k, t) reads
φ(1,−)(k, t)
φ
(1,−)
1 (k, 0)
=
1√
π
 e−2ik3t√2ik3t [1 + q(η) +O ( η√2ik3t)]
−
√
2ik3
k2+ik1
[
1 + q(η) +O
(
η√−2ik3t
)]  (84)
with
q(η) = [π sign k3 − 2 i
√
e (1 + 1/6) + ...] η +O(η2).
The determination of the asymptotic expansion of φ(2,−)(k, t) by use of
(81) proceeds along the same lines as before: We demand instead of (82) as
asymptotic condition (guaranteeing orthogonality of the two solutions φ(j,−)):
φ
(2,−)
1 (k, t)
|k3|t→∞→ const. 6= 0, φ(2,−)2 (k, t)
|k3|t→∞→ 0. (85)
(see eq.s (76) and (80)) implying analogous to (83) the second condition
φ
(2,−)
2 (k, 0) =
i
√
π (k2 − ik1) signk3√
2ik3
[1 +O(η)]φ
(2,−)
1 (k, 0). (86)
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Again, this result is the correct initial condition for the exact solution
φ(2,−)(k, t) (for η ≪ 1, see eq. (79)). For t≫ |k3|−1 one obtains
φ(2,−)(k, t)
φ
(2,−)
1 (k, 0)
=
 1 + q∗(η) +O ( η√2ik3t)
i (k2−ik1)signk3√
2ik3
e2ik3t√−2ik3t
[
1 + q∗(η) + O
(
η√
2ik3t
)]  . (87)
The comparison of (84), (87) with the asymptotic expansions (80) of the
exact results shows agreement apart from the prefactors (±2ik3t)∓iη. These
are up to a constant given by a time dependent phase factor with vanishing
frequency for large times, ω(t) = κ2ln(2|k3|t)/2k3t, and can be disregarded
in the asymptotic limit.
In the short time limit t→ 0 one obtains with eq.s (48) - (51) [13]
K
(−)
k (t|0) =
(
1 k+
µ δ
sδ
−k−
µ δ
sδ 1
)
[1 +O(s2δ)], (88)
and insertion of the initial values φ(1,−)(k, 0), φ(2,−)(k, 0) (pertaining to
solutions (75), (76)) together with (88) into (33) yields for δ = 1/2 the exact
short - time limits (79).
C. The axisymmetric Kasner model
In this model the background is described by line element (25) where µ =
4/3, ν = 2/3 (δ = 1/4). The other possibility (µ = ν = 0) will not be
considered here, since a simple coordinate transformation brings this metric
to Minkowskian form [25]. The system of differential equations reads:
∂tφ
(j,−)
1 (k, t) =
k+
t2/3
e−
3i
2
k3t4/3 φ
(j,−)
2 (k, t)
∂tφ
(j,−)
2 (k, t) = −
k−
t2/3
e
3i
2
k3t4/3 φ
(j,−)
1 (k, t),
. (89)
where due to the lack of exact solutions results valid at late (t≫ |k3|−3/4):
φ(1,−)(k, t)|t≫ =
(
i sign k3 u
∗(k,t)− k3 t
ζ∗(k,t)
1
) (
φ
(2,−)
1 (k, t)|t≫
)∗
(90)
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φ(2,−)(k, t)|t≫ =
(
1
i sign k3 u(k,t)− k3 t
ζ(k,t)
)
φ
(2,−)
1 (k, t)|t≫
≡
 (φ(1,−)2 (k, t)|t≫)∗
−
(
φ
(1,−)
1 (k, t)|t≫
)∗
 (91)
and at early times (t≪ |k3|−3/4):
φ(1,−)(k, t)|t≪ =
√
β(k, x) ξ−1/4(k, x)
×
(
Wα;1/4(ξ)
−2t−1/3β−1
{[
ξ2
6
− ξ
2
+ α+ 1
4
]
Wα;1/4(ξ) +Wα+1;1/4(ξ)
} ) (92)
φ(2,−)(k, t)|t≪ =
 (φ(1,−)2 (k, t)|t≪)∗
−
(
φ
(1,−)
1 (k, t)|t≪
)∗
 (93)
will be utilized [26]. Here,
φ
(2,−)
1 (k, t)|t≫ =
√
3ζ(k, t) exp
3i signk3
t1/3∫
t
1/3
A˜
dx u(k, x3)
 (94)
and
α(k) =
3
2
η1/4 e
− i π
4
signk3
β(k, t) = 3k+ e
− ξ2(k,t)
6
ζ(k, t) = k+ e
− 3i
2
k3t4/3
ξ(k, t) = 3
√
|k3| ei π4 signk3 t2/3
u(k, t) =
√
k23 t
2 + κ2 − i κ
2
2k3
t−4/3,
and as before Wα,β denotes Whittaker‘s function. The Weyl - spinors
φ(1,−) and φ(2,−) given in (90) - (93) are obviously orthogonal w.r.t. (19).
It must be emphasized, that in order to relate correctly the short - and
large - time results, eq.s (90), (92) and likewise eq.s (91), (93), we have in
23
fact used the TEO. The correct assignment of short - and large - time results
is not an outcome of the standard asymptotic calculation performed in [26]!
We compare these results with the solutions given by (48) and (A11),
(A15). With (33), (48) one obtains
φ
(1,−)
1 (k, t) ≡
(
K
(−)
k (t|0)
)
11
φ
(1,−)
1 (k, 0) +
(
K
(−)
k (t|0)
)
12
φ
(1,−)
2 (k, 0)
∼
(
1 + 2i(1− δ)DG(τ)
[
e1−δ
δ
{
1− iD2G(τ)} Fδ(δ − 1)
+
e3(1−δ)
δ
iD2G(τ)Fδ(3(δ − 1))− e
−iτ [1+D2E1(τ)]
|τ |δ
Γ(δ)
(−i signk3)δ
+ i
eiD
2(E2(τ)−E1(τ))
τ [1 +D2E2(τ)]
]
+ ...
)
φ
(1,−)
1 (k, 0)
+
k+
κ
√
2ηδ
µ
(µ
2
)δ (
eiD
2 τE1(τ)
[
Γ(δ)
(i signk3)δ
+ i signk3
e−iτ [1+D
2 E2(τ)]
|τ |1−δ [1 +D2E2(τ)]
]
+ ...
)
φ
(1,−)
2 (k, 0)
(95)
where Fδ(x) ≡ 1F1(δ; δ + 1; x), and for simplicity we have again put
tA = 0 = τA. Furthermore, use has been made of [19]
Fδ(∓ iτ [1+D2 E2(τ)]) ∼ Γ(δ+1) e
∓ iπδsignk3
(∓ iτ)δ ± i δ
e∓ iτ [1+D
2 E2(τ)]
τ [1 +D2E2(τ)] +... (96)
(|τ | ≫ 1). Using again the asymptotic condition (82) in order to compare
with (90), one gets from (95) a second condition which reads (δ = 1/4)
φ
(1,−)
1 (k, 0) = −
3
4
Γ(1/4) k+
(
3i
2
k3
)−1/4
φ
(1,−)
2 (k, 0). (97)
On the other hand, from the corresponding eq. (92) results:
φ
(1,−)
1 (k, 0) = −
33/4
25/4
Γ(1
4
− α(k))
Γ(3
4
− α(k)) k+
(
3i
2
k3
)−1/4
φ
(1,−)
2 (k, 0) (98)
As before (see sect. IV. B.), (97) represents the initial condition of the
exact solution for η1/4 ≪ 1. It agrees (almost) with the result of the standard
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asymptotic calculation, eq. (98): Since α(k) = O(η1/4), we replace in (98)
Γ(1/4−α)/Γ(3/4−α) with Γ(1/4)/Γ(3/4), and this result differs by a factor
(8/3)1/4/Γ(3/4) = 1.042817... from (97).
From the corresponding expression to (95) for the second solution φ(2,−),
φ
(2,−)
2 (k, t) ≡
(
−K(−)k (t|tA)
)∗
12
φ
(2,−)
1 (k, tA) +
(
K
(−)
k (t|tA)
)∗
11
φ
(2,−)
2 (k, tA)
one gets instead of (97):
φ
(2,−)
1 (k, 0) =
4
3
1
Γ(1
4
)
1
k−
[(
3i
2
k3
) 1
4
]∗
φ
(2,−)
2 (k, 0), (99)
where now the asymptotic condition (85) (compare with (91)) had been
utilized. From (93) follows:
φ
(2,−)
1 (k, 0) =
25/4
33/4
Γ(3
4
− α(k)∗)
Γ(1
4
− α(k)∗)
1
k−
[(
3i
2
k3
) 1
4
]∗
φ
(2,−)
2 (k, 0). (100)
In the small - η1/4 expansion the r.h.s. of (100) differs from the r.h.s. of
(99) by 1/1.042817... = 0.958940... Note that with eq.s (98) and (88) one
recovers the short - time expansion of (92), and analogously (99) together
with (88) reproduces eq. (93) at early times.
We now determine for |τ | ≫ 1 the spinors φ(1,−) and φ(2,−) with the help
of the TEO. Eq. (97) into (95) yields (with δ ≡ 1/4):
φ
(1,−)
1 (k, t) ∼ A(1,−)1 (k)
e−iτ
|τ |1−δ [1 + O(ηδτ
2δ−1)] [1 +O(ηδ)]φ
(1,−)
2 (k, 0) (101)
with
A
(1,−)
1 (k) = i signk3
(
µ
2
)δ−1
k+
2 |k3|δ ,
and use of (97) and
φ
(1,−)
2 (k, t) =
(
−K(−)k (t|0)
)∗
12
φ
(1,−)
1 (k, 0) +
(
K
(−)
k (t|0)
)∗
11
φ
(1,−)
2 (k, 0)
together with (A11), (A15) gives
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φ
(1,−)
2 (k, t) ∼
[
1− i signk3
2
(µ
2
)2δ−2
D
{
1F1(1; 1 + δ; 1− δ)
δ
+ O(ηδ)
}
× ηδ|τ |2δ−1 + O(|τ |δ−1)
]
[1 + O(ηδ)]φ
(1,−)
2 (k, 0)
(102)
where the spinor φ
(1,−)
2 (k, 0) on the r.h.s of eq.s (101), (102) is under-
stood to be the lowest order term of the ηδ - expansion of the exact solution
φ
(1,−)
2 (k, t) at t = 0. In the same way one finds
φ
(2,−)
1 (k, t) ∼
[
1 +
i signk3
2
(µ
2
)2δ−2
D
{
1F1(1; 1 + δ; 1− δ)
δ
+ O(ηδ)
}
× ηδ|τ |2δ−1 + O(|τ |δ−1)
]
[1 + O(ηδ)]φ
(2,−)
1 (k, 0)
φ
(2,−)
2 (k, t) ∼A(2,−)2 (k)
eiτ
|τ |1−δ [1 + O(ηδτ
2δ−1)] [1 +O(ηδ)]φ
(2,−)
1 (k, 0)
(103)
with A
(2,−)
2 = −(A(1,−)1 )∗. As above φ(2,−)1 (k, 0) denotes the lowest order
term of the ηδ - expansion of the exact solution φ
(2,−)
1 (k, t) at t = 0.
On the other hand, since for large times holds
t1/3∫
t
1/3
A˜
dx u(k, x3) ∼ 1
4
|k3|t4/3 + uo(k, tA˜) −
η1/4√
|k3|t4/3
+ ...
(with constant uo), one obtains from (90) together with (94):
φ
(1,−)
1 (k, t)|t≫ =B(1,−)1 (k)
e−
3i
2
k3t4/3
k3t
[1 +O(
η1/4√
|k3|t4/3
)]
φ
(1,−)
2 (k, t)|t≫ =B(1,−)2 (k) [1 + 3i signk3
η1/4√
|k3|t4/3
+ ...]
(104)
and from (91), (94)
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φ
(2,−)
1 (k, t)|t≫ =B(2,−)1 (k)[1− 3i signk3
η1/4√
|k3|t4/3
+ ...]
φ
(2,−)
2 (k, t)|t≫ =B(2,−)2 (k)
e
3i
2
k3t4/3
k3t
[1 +O(
η1/4√
|k3|t4/3
)].
(105)
These asymptotic results agree with (101) - (103) to lowest order.
V. EXPANSION ABOUT CONFORMALLY
FLAT SPACETIMES
The class of conformally flat spacetimes is given by line - element (25) with
δ = 1. In the following we will study spacetimes with small deviations off
conformal flatness. To this end we put δ = 1 − ǫ, where ǫ denotes a small
positive anisotropy parameter. Apart from µ being close to unity holds:
ǫ ≈ 3(1− µ)
µ
∆H13
H
where H =
∑
j ∂t lnαj/3 denotes the average Hubble parameter, ∆Hij =
∂t lnαi − ∂t lnαj the difference of the directional Hubble parameters, and
the scale factors αj are given in (25). Before embarking on the computation
we note that for any arbitrarily small ǫ > 0 not any two such anisotropic
spacetimes of the equivalence class of spacetimes satisfying δ = 1 − ǫ are
conformally equivalent, in contrast to the case δ = 1, where all spacetimes
are even conformally flat. Furthermore, for any nonzero ǫ this class of space-
times comprises already all possible types of anisotropic universes with axial
symmetry (for arbitrary δ < 1): expansion along all spatial axes, expan-
sion along the x1− and x2− axes and contraction along the x3− axis with
increasing and decreasing 3 - volume, and contraction along all spatial axes.
In order to derive suitable expressions for R(z; s), Z(z; s) defined in (50),
(51), we use again the product formula for Bessel functions [19] and obtain
J∓λ(x) J±λ(xe
ǫz) = e±λǫz
∞∑
n=0
[x
2
(1− e2ǫz)]n
n!
J±λ+n(x) J∓λ(x)
J±λ(x) J±λ∗(xeǫz) = e±λ
∗ǫz
∞∑
n=0
[x
2
(1− e2ǫz)]n
n!
J±λ∗+n(x) J±λ(x),
(106)
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with 2λ ≡ 1 + iτ/ǫ and x ≡ κs1−ǫ/µǫ. By virtue of (A4), (A5) holds:
J±λ+n(x) J∓λ(x) =
1
π
π
2∫
−π
2
dv e±i2λv einvJn(2x cosv)
J±λ∗+n(x) J±λ(x) =
1
π
π
2∫
−π
2
dv e∓τv/ǫ e−invJn±1(2x cosv).
From (50) together with (106) one finds (with C a small positive constant)
R(z; s) =
iǫ
πτ
e
π|τ |
2ǫ (1 +O(e−C|τ |/ǫ))
∞∑
n=0
[i signk3Dx(s)1−e2ǫz2 ]n
n!
×
[
(−1)n+1 eλǫz
∞∫
0
dv e−v ei(n+1)ǫv/τ Jn[2Dx sin(ǫv/|τ |)]
+ e−λǫz
∞∫
0
dv e−v e−i(n−1)ǫv/τ Jn[2Dx sin(ǫv/|τ |)]
]
,
(107)
where from now on we again use the improved approximation introduced
in (57). Provided |τ | ≫ 1, the integrals in (107) read
∞∫
0
dv e−ρ±(n) v Jn[DAk(s)v] =
(
DAk√
ρ2±(n)+D2A2k + ρ±(n)
)n
√
ρ2±(n) +D2A2k
[27], where we utilized sin(ǫv/|τ |) ≈ ǫv/|τ | and defined
Ak(s) =
κ
|k3|s
−ǫ, (108)
ρ±(n) := 1 − i(1 ± n)ǫ/τ . Insertion of this result with ρ±(n) ≈ 1 into
(107) yields
R(z; s) =
− i ǫ
πτ
e
π|τ |
2ǫ√
1 +D2A2k(s)
(
eλǫz+ iYk(z;s) − e−λǫz− iYk(z;s)) (109)
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with
Yk(z; s) = e
2ǫz − 1
2ǫ
yk(s), yk(s) =
τ(s)
2
D2A2k(s)√
1 +D2A2k(s) + 1
. (110)
Eq. (109) with (52) (as before: substitute Dx for x) into (53) yields
Vk(z; s) =
1
2
DAk(s)√
1 + D2A2k(s)
(
eǫz+ iYk(z;s) − e−iτz− iYk(z;s)) (1 +O(e−π|τ |/ǫ)) .
(111)
Defining
Q±(s;k) =
√
1 +D2A2k(s)± 1√
1 +D2A2k(s)
(112)
one gets in the same manner as before starting with (51) and (106)
Z(z; s) =
e
π|τ |
2ǫ
2Dπx(s)
[
Q+ e−λ∗ǫz+ iYk(z;s) + Q− eλ∗ǫz− iYk(z;s)
]
, (113)
and (113) together with (52) into (54) yields then
Uk(z; s) =
1
2
[
Q+ eiτz+ iYk(z;s) + Q− eǫz− iYk(z;s)
]
[1 +O(e−π|τ |/ǫ)]. (114)
Hence, one obtains with (49), (111) and (114) the following results:
(
K
(−)
k (t|tA)
)
11
= 1 + Q+ iyk(s)
2D
[
I1(k; s) − I2(k; s)
]
, (115)
(
K
(−)
k (t|tA)
)
12
=
k+
2µ
s1−ǫ e−iτ
[
Q− I∗1 (k; s) + Q+I∗2 (k; s)
]
. (116)
where (with 0 ≤ σA(s) ≡ sA/s ≤ 1)
I1(k; s) =
1−σA(s)∫
0
dz (1− z)−ǫ eǫz+ iYk(z;s)
I2(k; s) =
1−σA(s)∫
0
dz (1− z)−ǫ e−iτz− iYk(z;s).
(117)
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Thus far no explicit use has been made of the smallness of ǫ. Provided
ǫ≪ 1, an expansion of (1− z)−ǫ (requiring now σA(s) > 0) yields
I1(k; s) = 1
2ǫ
E(s)∫
0
dv eiyk(s)
v
2ǫ
[
1 − ǫ
{
ln(1 + v)
2ǫ
+ ln
(
1− ln(1 + v)
2ǫ
)}
+ O(ǫ2)
]
,
(118)
where we defined
E(s) = e2ǫ[1−σA(s)] − 1. (119)
Because v ≤ E = O(ǫ) ≪ 1 we use ln(1 + v) ≈ v, where now v/2ǫ ≤
E/2ǫ < 1 must be satisfied. One gets eventually [27]
I1(k; s) = e
i[1−S(s)]yk(s) − 1
iyk(s)
+ ǫ
eiyk
iyk
[
− {1− S + ln(S)} e−iSyk + ln(S)
+
e−iSyk − e−iyk
iyk
+ C˜i(Syk)− iSi(Syk)−
{
C˜i(yk)− iSi(yk)
}]
+O(ǫ2)
(120)
with constraint S > 0, where
S(s) = 1 − E(s)
2ǫ
, C˜i(x) = Ci(x) − log x,
and Ci(x), Si(x) are the Cosine and Sine - integrals, resp. [19]. Note
that the r.h.s. of (120) is defined for S ≥ 0! However, when s approaches
infinity, then S ≈ − ǫ. We therefore employ the analytic continuation of I1:
I(c)1 (k; z) =
ei[1−S(z)]yk(z) − 1
iyk(z)
+ ǫ
eiyk
iyk
[
− {1− S + log(S)} e−iSyk + log(S)
+
e−iSyk − e−iyk
iyk
+ C˜i(Syk)− iSi(Syk)−
{
C˜i(yk)− iSi(yk)
}]
+ O(ǫ2)
(121)
where now instead of s the complex variable z appears, and ln[S(s)] has
to be replaced with the principal branch of the complex logarithmic function,
log[S(z)], with branch cut3
3note that S(z) is no entire function, in contrast to Si(z) and C˜i(z)!)
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{S(z) = reiϕ|r ≥ 0, ϕ = α− π (0 < α≪ 1)} .
More precisely, I(c)1 (k; z) represents the analytic continuation of I1(k; s)
along a contour which starts on the real axis at the point z = sA > 0
(S(sA) = 1), encircles the branch - point zo = sAǫ [1+O(ǫ)] (S(zo) = 0) counter
- clockwise along a semi - circle with radius ρ≪ ǫ, and after returning back
to the real axis at sA
ǫ
[1+O(ǫ)]+ρ, proceeds from there to +∞ (corresponding
to 0 > S(z) ≥ − ǫ+O(ǫ2)).
The asymptotic series of I(c)1 valid for s > sAǫ reads [18]
I(c)1 (k; s) ∼
ei[1−S(s)]yk(s) − 1
iyk(s)
+ ǫ
eiyk
iyk
[
− e−iSyk (1− S + log S)
+
e−iSyk − e−iyk
iyk
+
ie−iSyk
Syk
∞∑
n=0
(−iSyk)−nn!
− ie
−iyk
yk
∞∑
n=0
(−iyk)−nn!
]
+ O(ǫ2),
(122)
where yk(s) ∼ s1−2ǫ when s → ∞. The asymptotic expansion of the
second integral is given by:
I2(k; s) ∼ e
−iA(k;s)
1− ǫ
{
F1−ǫ[iA(k; s)] −
(τA
τ
)1−ǫ
F1−ǫ
[
i
τA
τ
A(k; s)
]}
+ ...
(123)
with F1−ǫ(x) ≡ 1F1(1− ǫ; 2− ǫ; x) and
A(k; s) = τ(s)
[
1 +
1
2
D2A2k(s)[1 +O(ǫ)]√
1 +D2A2k(s) + 1
]
. (124)
Inserting (122), (123) into (115), (116) yields the asymptotic expansion
of the TEO for Weyl - spinors, when the background is weakly anisotropic:
(
K
(−)
k (t|tA)
)
11
∼ ei[1−S(s)]yk(s)
(
1− ǫ
[
1− (e−i[1−S(s)]yk(s) − 1)d1
+ log(−ǫ+ sA/s+ ...)
]
+O(ǫ2) +O(τ−ǫ)
)
(
K
(−)
k (t|tA)
)
12
∼ − i signk3 k+
2|k3| e
i
τ(s)
4
A2
k
(s)
(
1 +O(ǫ) +O(τ−ǫ)
) (125)
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where D(1−ǫ) = 1+ǫd1+O(ǫ2). At the end of this section we demonstrate
that the limiting case ǫ→ 0 reproduces the exact TEO for the class of models
with backgrounds given by conformally flat RW - spacetimes. Since
yk(s)
ǫ→0→ signk3
µ
(k − |k3|)s, A(k; s) ǫ→0→ signk3
µ
(k + |k3|)s
F1−ǫ[iA(k; s)] ǫ→0→ e
i
signk3
µ
(k+|k3|)s − 1
i signk3
µ
(k + |k3|)s
,
eq.s (115), (116) reduce to(
K
(−)
k (t|tA)
)
11
ǫ→0→ e−i k3µ (s−sA)
{
cos
[
k
µ
(s− sA)
]
+ i
k3
k
sin
[
k
µ
(s− sA)
]}
(
K
(−)
k (t|tA)
)
12
ǫ→0→ k+
k
e−i
k3
µ
(s+sA) sin
[
k
µ
(s− sA)
]
.
Because |K(−)11 |2+ |K(−)12 |2 ≡ 1, this TEO is obviously unitary w.r.t. (19).
For µ = 1/2 one recovers eq.s (65).
VI. THE TIME EVOLUTION OPERATOR
We are now going to revisit the TEO for Weyl - spinors and to study also
the corresponding expression for Dirac - spinors. We start with the negative
chirality TEO acting on the Weyl spinors φ(j,−) at time t > tA:
φ(j,−)(k, t) = K(−)k (t|tA)φ(j,−)(k, tA) (126)
where K
(−)
k has been given by (48), (49). For small ∆t = t− tA one has
K
(−)
k (t|tA) =
(
1 k+ e
−2ik3tµ/µ tµδ−1∆t
−k− e2ik3tµ/µ tµδ−1∆t 1
)
+ O[(∆t)2].
(127)
We recall that for tA = 0 the TEO is given by equation (88). Owing to
(17), (18), eq. (127) can be rewritten as
K
(−)
k (t|tA) = 12 + Ω(−)(k, t)∆t + O[(∆t)2] (128)
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so that (126) and (127) represent the integrated system (16) up to order
(∆t)2. With (128) one finds that K
(−)
k (t|tA) satisfies infinitesimally
K
(−)
k (tC |tB)K(−)k (tB|tA) = K(−)k (tC |tA). (129)
We turn next to the TEO for bispinors ψ(j,−). Eq. (15) can be cast into
ϕ(j,−)(k, t) = |g(t)|−1/4Q−1(k3; t) φ(j,−)(k, t)
with
Q(k3, t) =
(
Q11(k3, t) 0
0 Q11(k3, t)
∗
)
, Q11(k3, t) = exp
−i t∫
t
A˜
p3(x)dx

(130)
(0 ≤ tA˜ ≤ tA). Hence, ϕ(j,−)(k, t) = K˜(−)k (t|tA)ϕ(j,−)(k, tA) is equivalent
to (126) where the modified Weyl - TEO reads
K˜
(−)
k (t|tA) =
[ |g(tA)|
|g(t)|
]1/4
Q−1(k3, t)K
(−)
k (t|tA)Q(k3, tA). (131)
The Dirac - TEO for the negative chirality bispinor (20) is given by
K(−)k (t|tA) = 12 ⊗ K˜(−)k (t|tA) (132)
The expression for the positive chirality TEO can be obtained by ex-
ploiting relations (21) and (126). One gets K
(+)
k (t|tA) = K(−)-k (t|tA), and the
corresponding Weyl - TEO for the spinors ϕ(j,+) is given by
K˜
(+)
k (t|tA) =
[ |g(tA)|
|g(t)|
]1/4
Q(k3, t)K
(+)
k (t|tA)Q−1(k3, tA). (133)
Thus, the positive chirality Dirac - TEO takes the form
K(+)k (t|tA) = 12 ⊗ K˜(+)k (t|tA). (134)
Since K˜
(+)
k (t|tA) = K˜(−)-k (t|tA) it is evident that
K(+)k (t|tA) = K(−)-k (t|tA). (135)
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It can be easily verified that the operators K(±)k (t|tA) satisfy the relation
analogous to (129), and that(
K(±)k (t|tA)
)†
K(±)k (t|tA) =√
|g(tA)|
|g(t)|
[∣∣∣(K(−)k (t|tA))
11
∣∣∣2 + ∣∣∣(K(−)k (t|tA))
12
∣∣∣2] 14 (136)
where with (A15) for |τ | ≫ 1 holds:∣∣∣(K(−)k (t|tA))
11
∣∣∣2 = 1 +O(η2δτ 4δ−2) (137)
and likewise with (A11)∣∣∣(K(−)k (t|tA))
12
∣∣∣2 = Γ2(δ) (µ
2
)2δ−2 ηδ
2
[
1 + O(|τ |δ−1)] . (138)
The scalar product of the solutions ψ
(j,±)
k is given by〈
ψ
(j,±)
k (t) , ψ
(l,±)
k (t)
〉
≡
〈
K(±)k (t|tA)ψ(j,±)k (tA) , K(±)k (t|tA)ψ(l,±)k (tA)
〉
.
According to (22) and with
∗FK(±)
k
ψ
(j,±)
k
,K(±)
k
ψ
(l,±)
k
=
1
3!
(
ψ
(j,±)
k (x, tA)
)† (
K(±)k (t|tA)
)†
γ0
× γν K(±)k (t|tA)ψ(l,±)k (x, tA) ǫαβγν Θα ∧Θβ ∧Θγ
one obtains〈
ψ
(j,±)
k (t) , ψ
(l,±)
k (t)
〉
=
∫
ΣtA
Θ1 ∧Θ2 ∧Θ3
(
ψ
(j,±)
k (x, tA)
)†
ψ
(l,±)
k (x, tA)
× [1 +O(ηδ) +O(ηδ|τ |δ−1)].
(139)
Here, the choice of the hypersurface ΣtA is again such that Θ
0 = 0 within
ΣtA , and use has been made of
ǫαβγ0Θ
α ∧Θβ ∧Θγ(t) = 3!
√
|g(t)|
|g(tA)| Θ
1 ∧Θ2 ∧Θ3(tA).
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On the other hand〈
ψ
(j,±)
k (tA) , ψ
(l,±)
k (tA)
〉
=
∫
ΣtA
Θ1 ∧Θ2 ∧Θ3
(
ψ
(j,±)
k (x, tA)
)†
ψ
(l,±)
k (x, tA),
(140)
so that for 0 < δ < 1/3 holds:〈
ψ
(j,±)
k (t) , ψ
(l,±)
k (t)
〉
=
〈
ψ
(j,±)
k (tA) , ψ
(l,±)
k (tA)
〉
[1 +O(ηδ) +O(ηδ|τ |δ−1)].
(141)
For δ = 1/2, eq. (141) can be confirmed in an analogous way. When
δ = 1− ǫ, one gets with eq.s (125)∣∣∣(K(−)k (t|tA))
11
∣∣∣2 + ∣∣∣(K(−)k (t|tA))
12
∣∣∣2 = 1 + η1
2
[1 +O(ǫ)]
+ 2ǫ [ln ǫ+ 1 + ... +O(ǫ)] +O(η1−ǫτ−ǫ)
so that〈
ψ
(j,±)
k (t) , ψ
(l,±)
k (t)
〉
=
〈
ψ
(j,±)
k (tA) , ψ
(l,±)
k (tA)
〉 [
1 +O(η1)
+O
(
ǫ [ln ǫ+O(1) + ...]
)
+O(η1−ǫτ
−ǫ)
]
.
(142)
As a result, it has been shown that the TEOs K(±)k for Dirac - spinors are
apart from small terms of order ǫ ln ǫ, ηδ (ǫ ≪ 1, ηδ ≪ 1) unitary operators
in the long time regime when 0 < δ < 1/3, δ = 1/2, and δ = 1− ǫ.
Similarly, at early times one gets either for tA˜ = tA = 0 from (48), (88)∣∣∣(K(−)k (t|0))
11
∣∣∣2 + ∣∣∣(K(−)k (t|0))
12
∣∣∣2 = 1 +O(t2µδ), (143)
or for tA > 0 owing to (127)
∣∣∣(K(−)k (t|tA))
11
∣∣∣2 + ∣∣∣(K(−)k (t|tA))
12
∣∣∣2 = 1 +O[(∆t)2]. (144)
For t→ 0 (tA = 0) and t→ tA > 0, resp., one has〈
ψ
(j,±)
k (t) , ψ
(l,±)
k (t)
〉
=
〈
ψ
(j,±)
k (tA) , ψ
(l,±)
k (tA)
〉
. (145)
Thus the K(±)k (t|tA) are unitary when t and ∆t, resp., tend to zero.
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VII. CONCLUSION
Starting with the formulation of Dirac’s equation in anisotropic Bianchi type
I (BI) spacetimes w.r.t. anholonomic orthonormal frames we derived, spe-
cializing to BI background - spacetimes with axial symmetry, an analytical
outcome of the time evolution operator (TEO) for massless fermions. The
basic result is given by eq.s (48) - (54), where use has been made of approx-
imation (39) and its modification (57). These expressions are valid for all
spacetimes (25) satisfying 0 < δ ≤ 1 with δ ≡ (1− ν)/µ.
On comparing this outcome with the solutions of exactly solvable models,
we found that it reproduces correctly the exact short - and large - time
behavior of the anisotropic stiff - fluid - model solutions (δ = 1/2). It even
yields useful results when k3 = 0 (0 < δ < 1), where (39) is actually not
applicable. Moreover, for the flat RW - model (δ = 1) the TEO could be
exactly determined because approximation (39) becomes exact itself. These
results indicate that the TEO - approach utilized in this work is reliable.
Exact solutions are for almost all values of the parameter δ (with 0 < δ <
1, k3 6= 0) not available. In these cases it is still possible to correctly compute
the behavior of the exact solutions at early and late times with all possible
pertaining initial and asymptotic conditions, if one employs the TEO. This
is a decisive advantage in comparison with the usual approach, where short
- time and asymptotic solutions can not be related at all without additional
information. Hence, asymptotic solutions are of only limited value since one
can not identify the pertaining initial conditions. As an concrete example we
investigated a model with unknown exact solutions, where the background
spacetime describes the axisymmetric (anisotropic) Kasner universe (δ =
1/4). It has been explicitly demonstrated that with the help of the TEO the
short - and large - time results can be correctly related. This outcome could
not be obtained within the standard approach.
We have been able to derive asymptotic expansions of the TEO valid for
0 < δ < 1/3, δ = 1/2 and δ = 1 − ǫ with ǫ ≪ 1, while the much easier
calculable result at early times, given by eq. (88) and (127), resp., holds for
0 < δ ≤ 1 − ǫ. For the class of models with weak anisotropy (δ = 1 − ǫ)
it has been shown that the TEO becomes exact when ǫ tends to zero. The
two limiting cases t→∞ and ǫ→ 0, however, can not be interchanged: the
anisotropy parameter ǫ must stay finite once the asymptotic expansion of the
TEO has been used. Finally, for the above given range of δ it has been shown
that the Weyl - and Dirac - TEO derived in this work are unitary operators
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at early and late times.
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APPENDIX: ASYMPTOTIC EXPANSIONS
FOR 0 < δ < 1/3 AND k3 6= 0
In order to derive the asymptotic expansion of the TEO (48) one must deter-
mine the asymptotic behavior of R(z; s) and Z(z; s) given by (50) and (51),
i.e. one must study the Bessel function Jλ(s)[x(s)] for large s. However, since
both quantities, order λ and variable x, increase indefinitely when s(t) ≡ tµ
tends to infinity, an asymptotic investigation becomes much more involved as
compared to the cases when only either order or variable approach infinity.
To start with it is convenient to rewrite the r.h.s. of (51) as follows [19]:
Z(z; s) =
2λ(s)
DX(z; s) Z+(z; s)− Z˜+(z; s) + Z˜−(z; s) (A1)
with
Z±(z; s) := J±λ(DX)J∓λ(Dx), Z˜±(z; s) := J1±λ(DX)J∓λ(Dx), (A2)
and
X(z; s) := x(s)e(1−δ)z . (A3)
Here, use has been made of modificationD defined in (57) and the identity
Jα−1(z) = 2αJα(z)/z − Jα+1(z), and x, λ have been given in (47). A useful
property of the Bessel function valid for Re(µ+ ν) > −1 is
Jµ(αy)Jν(βy) =
(2α)µ(2β)ν
π
π/2∫
−π/2
dθ eiθ(µ−ν)
(
cos θ
Λ(θ)
)µ+ν
Jµ+ν [Λ(θ)y] (A4)
[19] with
Λ(θ) =
√
2 cos θ (α2eiθ + β2e−iθ). (A5)
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It follows (with α = ez(1−δ) and β = 1) that
2λ
DX Z+(z; s) =
1− ia
πDx e
−(1−δ)λ∗z eπ/2|a|
×
π/2|a|∫
0
dve−(1−ia)v J0
[
Λ
(π
2
+ av; z
)
|Dx|
] (
1 +O(e−π/2|a|)
)
Z˜+(z; s) = − 2aDx
π
e(1−δ)(1+λ)z eπ/2|a|
×
π/2|a|∫
0
dve−(1−2ia)v sin(av)
J1[Λ(
π
2
+ av; z) |Dx|]
Λ(π
2
+ av; z)|Dx|
(
1 +O(e−π/2|a|)
)
Z˜−(z; s) =
2aDx
π
e(1−δ)λ
∗z eπ/2|a|
×
π/2|a|∫
0
dve−v sin(av)
J1[Λ(
π
2
− av; z) |Dx]
Λ(π
2
− av; z)|Dx|
(
1 +O(e−π/2|a|)
)
.
(A6)
where
a(s) =
1− δ
τ(s)
, (A7)
and τ as in eq. (38). In the asymptotic case |τ | ≫ 1 the upper limit of
the integrals in (A6) can be replaced by infinity. By virtue of
Λ
(π
2
∓ av; z
)
|Dx| = 2B±(z; s)
√
v
(
1∓ i
2
coth[(1− δ)z] av +O[(av)2]
)
with
B±(z; s) =
√
± ia(s) sinh[(1− δ)z] e(1−δ)z/2 |D(δ)x(s)|
and Jα(βy) = β
α
∑∞
n=0[y(1− β)2/2]nJα+n(y)/n! [19] one gets as asymptotic
expansions of the above integrals in terms of Kummer‘s function 1F1:
∞∫
0
dve−(1−ia)v J0
[
Λ
(π
2
+ av; z
)
|Dx|
]
∼
1F1
(
1; 1;−B2−(z;s)
1−ia
)
1− ia
− 2i a B2−(z; s) coth[(1− δ)z]
1F1
(
3; 2;−B2−(z;s)
1−ia
)
(1− ia)3 + ...
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∞∫
0
dve−(1−2ia)v sin(av)
J1[Λ(
π
2
+ av; z) |Dx|]
Λ(π
2
+ av; z)|Dx| ∼
− i
4
1F1
(
1; 2;−B2−(z;s)
1−3ia
)
1− 3ia −
1F1
(
1; 2;−B2−(z;s)
1−ia
)
1− ia
+ ...
∞∫
0
dve−v sin(av)
J1[Λ(
π
2
− av; z) |Dx|]
Λ(π
2
− av; z)|Dx| ∼
− i
4
1F1
(
1; 2;−B2+(z;s)
1−ia
)
1− ia −
1F1
(
1; 2;−B2+(z;s)
1+ia
)
1 + ia
+ ...
On substituting these expansions for the integrals in (A6) one arrives at
Z(z; s)
Z(0; s)
∼ [L1(z; s) + L2(z; s) + L3(z; s)][1 +O(e−π/|a|)] (A8)
with
L1(z; s) := e−λ∗(s)(1−δ)z e
−B2−(z;s)
1−ia(s) {1− L1(z; s)− L2(z; s)− ...}
L2(z; s) := e
λ(s)(1−δ)z
2 sinh[(1− δ)z]
[
e
−B2−(z;s)
1−ia(s) {1− L2(z; s)− ...}
− e
−B2−(z;s)
1−3ia(s) {1− L3(z; s)− ...}
]
L3(z; s) := e
−λ(s)(1−δ)z
2 sinh[(1− δ)z]
[
e
−B2+(z;s)
1−ia(s) {1 + L2(z; s) + ...}
− e
−B2+(z;s)
1+ia(s) {1− L∗2(z; s) + ...}
]
(A9)
and
L1(z; s) =
2ia(s) coth((1− δ)z)B2−(z; s)
[1− ia(s)]2
L2(z; s) =
−ia(s) coth((1− δ)z)B4−(z; s)
[1− ia(s)]3
L3(z; s) =
(
1− i a(s)
1− 3i a(s)
)3
L2(z; s),
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where use has been made of (52). This outcome is valid for 0 < δ < 1/3.
With (A8), (A9) into (54) one gets the asymptotic expansion of the fol-
lowing integral (discarding terms of order e−π/|a|)
1−σA(s)∫
0
dz (1− z)δ−1 Uk(z; s) ∼
3∑
j=1
1−σA(s)∫
0
dz (1− z)δ−1 e(1−δ)λ zLj(z; s)
(A10)
where the l.h.s. represents according to (49) up to a simple prefactor the
off - diagonal element K
(−)
12 of the TEO in (48).
It is now a straightforward but tedious calculation to evaluate the r.h.s.
of (A10). The somewhat cumbersome result reads eventually
(
K
(−)
k (t|tA)
)
12
∼ k+
κ
√
2ηδ
µ
(µ
2
)δ
|τ |δe−iτ
[
eiτ(1+D
2E1(τ))
δ
{
1 +O(ηδD2|τ |2δ−2)
}
×
{
Fδ(−iτ [1 +D2E2(τ)])−
(τA
τ
)δ
Fδ(−iτA[1 +D2E2(τ)])
}
+
e1−δηδ
2δ
(µ
2
)2δ−2
D2|τ |2δ−2 {1 +O(ηδD2|τ |2δ−1)}
×
{
Fδ(δ − 1)−
(τA
τ
)δ
Fδ
(
[δ − 1]τA
τ
)}
+
e2−2δηδ
2δ
(µ
2
)2δ−2
D2|τ |2δ−2eiτ {1 +O(ηδD2|τ |2δ−1)}
×
{
Fδ(2[δ − 1]− iτ)−
(τA
τ
)δ
Fδ(2[δ − 1]− iτA)
}]
(A11)
where Fδ(x) ≡ 1F1(δ; δ + 1; x). Furthermore,
E1(τ) :=
e2(1−δ) − 1
4(1− δ) ηδ
(µ
2
)2δ−2 |τ |2δ−2
1− i1−δ
τ
E2(τ) :=
e2(1−δ)
2
ηδ
(µ
2
)2δ−2 |τ |2δ−2
1− i1−δ
τ
.
(A12)
Note that (A11) still fulfills K
(−)
12 → 0 when t → tA. The determination
of the asymptotic limit of the diagonal element K
(−)
11 proceeds analogously.
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We put R(z; s) := Z+(z; s) − Z−(z; s), where
Z−(z; s) = −ia(s)
π
e−(1−δ)λz eπ/2|a|
π/2|a|∫
0
dτe−(1−ia)τ J0
[
Λ
(π
2
− aτ ; z
)
Dx
]
× (1 +O(e−π/2|a|)) .
(A13)
The same manipulations as above lead then to
R(z; s)
Z(0; s)
∼ − ia(s)Dx(s)
1− ia(s)
×
[
eλ(s)(1−δ)z e
−B2−(z;s)
1−ia(s)
{
1− L1(z; s)
[
1− 1
2
B2−(z; s)
1− ia(s)
]
+ ...
}
− e−λ(s)(1−δ)z e
B2−(z;s)
1−ia(s)
{
1− L1(z; s)
[
1 +
1
2
B2−(z; s)
1− ia(s)
]
− ...
} ]
.
(A14)
For δ < 1/3 one obtains in the limit |τ | → ∞ with (49), (53)
(
K
(−)
k (t|tA)
)
11
∼ 1 + 2i (1− δ)DG(τ)
[
e1−δ
δ
{
1− iD2G(τ)}
×
{
Fδ(δ − 1)−
(τA
τ
)δ
Fδ
(
[δ − 1]τA
τ
)}
+ i
e3(1−δ)
δ
D2G(τ)
{
Fδ(3[δ − 1])−
(τA
τ
)δ
Fδ
(
3[δ − 1]τA
τ
)}
+O(D4G2(τ))− e
−iτ(1+D2E1(τ))
δ
{
1 +O(ηδD2|τ |2δ−2)
}
×
{
Fδ(iτ [1 +D2E2(τ)])−
(τA
τ
)δ
Fδ(iτA[1 +D2E2(τ)])
}]
(A15)
with E1, E2 defined above and
G(τ) :=
τE1(τ)
e2(1−δ) − 1 (A16)
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