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Abstract
Latent position models and their corresponding estimation procedures offer a statistically principled
paradigm for multiple network inference by translating multiple network analysis problems to familiar
task in multivariate statistics. Latent position estimation is a fundamental task in this framework yet
most work focus only on unbiased estimation procedures. We consider the ramifications of utilizing biased
latent position estimates in subsequent statistical analysis in exchange for sizable variance reductions in
finite networks. We establish an explicit bias-variance tradeoff for latent position estimates produced by
the omnibus embedding of Levin et al. (2017) in the presence of heterogeneous network data. We reveal
an analytic bias expression, derive a uniform concentration bound on the residual term, and prove a
central limit theorem characterizing the distributional properties of these estimates. These explicit bias
and variance expressions enable us to show that the omnibus embedding estimates are often preferable to
comparable estimators with respect to mean square error, state sufficient conditions for exact recovery in
community detection tasks, and develop a test statistic to determine whether two graphs share the same
set of latent positions. These results are demonstrated in several experimental settings where community
detection algorithms and hypothesis testing procedures utilizing the biased latent position estimates are
competitive, and oftentimes preferable, to unbiased latent position estimates.
1 Introduction
Multiplex networks describe a set of entities, with multiple types of relationships among them, as a collection
of networks over a common vertex set (Kivela¨ et al. 2014; Battiston, Nicosia, and Latora 2017). There is
a growing demand for inferential frameworks for multiplex networks in a diverse variety of fields such as
neuroscience (Battiston, Nicosia, Chavez, et al. 2016; De Domenico 2017; Ginestet et al. 2017), transportation
systems (Cardillo et al. 2013; Kaluza et al. 2010), and the social sciences (Coscia et al. 2013; Goldblum et al.
2019; Takes et al. 2018; Szell and Thurner 2013; Stella, Beckage, and Brede 2017; Lazega and Snijders 2016).
While developing a principled paradigm for random graph inference has been of great interest for individual
networks (Kolaczyk 2009; Avanti Athreya et al. 2017), lesser attention has been given to multiplex networks.
This data structure offers a more appropriate representation of complex systems by viewing the collection
of networks as being drawn from a multivariate network distribution rather than a sample from one network
distribution, yet poses novel challenges when developing a formal statistical framework that requires new
insights.
Several recent works have focused on extending familiar descriptive statistics such as clustering coefficients
(Battiston, Nicosia, and Latora 2014; Cozzo et al. 2015) and node centrality (Tudisco, Arrigo, and Gautier
2017; Taylor, Porter, and Mucha 2019), tools for network visualization (De Domenico, Porter, and Arenas
2014; Fatemi, Salehi, and Magnani 2016), and community detection algorithms (Ma et al. 2018; Hmimida
and Kanawati 2015) to multilayer network data. Probabilistic models inspired by individual network models
have been proposed in an attempt to capture multilayer network structure (Bianconi 2013; Nicosia and
Latora 2015; Murase et al. 2014) and corresponding approaches to estimation and subsequence inference
include likelihood approaches, tensor decompositions, and variational methods (Paez, Amini, and Lin 2019;
Paul and Chen 2018; Gligorijevic´, Panagakis, and Zafeiriou 2019). While several of these frameworks are
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constructed for general multilayer networks, we restrict our attention to multiplex networks; that is we study
collections of node-aligned networks over a common vertex set.
A class of models that have seen success in capturing multiplex network phenomena, such as multilayer
and time varying community structure, while remaining analytically tractable are latent position models
(LPM) extended to multiplex data (Levin et al. 2017; S. Wang et al. 2017; Nielsen and Witten 2018;
Arroyo et al. 2019). LPMs for single networks posit that the vertices are each associated to a point in a
low dimensional space (Hoff, Raftery, and Handcock 2002; Young and Scheinerman 2007; Shalizi and Asta
2017; Rubin-Delanchy et al. 2017). One of the most ubiquitous random graph models of this type is the
Random Dot Product Graph (RDPG) (Young and Scheinerman 2007). Under this model, each vertex in
the network is associated with a latent position in a low dimensional Euclidean space and edge connection
probabilities are given by the inner product of each vector-pair in this space. Estimates of these vectors,
entitled node embeddings, are then amenable to statistical analysis using familiar techniques from multivariate
statistics and machine learning (Luxburg 2007; Avanti Athreya et al. 2017; Vince Lyzinski et al. 2014). In
characterizing the behavior of these estimates, one can derive guarantees on the statistical algorithms that
utilize these node representations (Vince Lyzinski et al. 2014; M. Tang et al. 2017; A. Athreya et al. 2016;
Levin et al. 2017).
In multiplex networks, we anticipate different layers of the network to share common structure. Recent
works on multiplex extensions of the RDPG have incorporated this assumption and have focused on devel-
oping consistent estimators for this common structure as well as parameters specific to each layer (Nielsen
and Witten 2018; S. Wang et al. 2017; Arroyo et al. 2019). These extensions are amenable to rigorous
statistical analysis by studying the latent position estimation schemes. As estimation of the latent positions
is a crucial task, the class of proposed estimators should extend beyond consistent estimators. Indeed, a
biased latent position estimator may be preferable for certain inference tasks for finite networks. Latent
position estimators that effectively borrow strength across layers of the multiplex may be biased due to layer
specific variation, yet obtain sizable variance reductions by leveraging the common structure shared across
layers. Moreover, if this incurred bias highlights an important network feature, the use of these biased latent
position estimates may aid the performance of subsequent algorithms.
In what follows, we consider the omnibus embedding of Levin et al. (2017) as a method for latent position
estimation. The omnibus embedding was proposed for inference under a multiplex network model where each
random adjacency matrix is marginally distributed according to a RDPG with the same latent positions.
Omnibus embedding estimates are biased for the latent positions in the presence of heterogeneous network
data. Yet in Arroyo et al. (2019), empirical studies in the heterogeneous network regime show that community
detection and graph classification algorithms that utilize the biased omnibus estimates are competitive and
often preferable to algorithms that utilize unbiased estimates.
In this work we look to analytically establish the bias-variance tradeoff of the omnibus embedding es-
timates when confronted with heterogeneous network data. To that end, we propose the Eigen-Scaling
Random Dot Product Graph (ESRDPG) as a model that extends the RDPG to multiplex network data. The
ESRDPG is similar to models proposed by S. Wang et al. (2017) and Arroyo et al. (2019) and is asymptot-
ically equivalent to the model proposed in Nielsen and Witten (2018). Under the ESRDPG, each vertex is
associated with a latent position in a low dimensional Euclidean space where edge connection probabilities
vary from graph to graph by altering the inner product between these latent positions. In particular, we
consider diagonally weighted inner products of the form xTC(g)y for some diagonal matrix C(g) that vary
by layer. By requiring each vertex has a common latent position across each layer, the ESRDPG is able to
capture shared structure across the multiplex network while describing layer specific variation.
In studying the omnibus embedding under the ESRDPG, we are able to extend the analysis completed
in Levin et al. (2017) to the heterogeneous network setting. Under the ESRDPG, we provide an analytic
expression for the bias in terms of the original latent positions the scaling matrices C(g). In addition, we
provide a uniform rate of convergence of the corresponding residual term that decays to zero as the network
size increases. To further characterize the distributional properties of these estimates, we establish each
embedded point converges in distribution to a mixture of normal distributions centered around this bias
term. This bias and distributional result shed light on an implicit and often favorable bias-variance tradeoff
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induced by the omnibus embedding for finite heterogeneous networks.
Next, we analyze the impact of the bias-variance tradeoff in subsequent statistical inference tasks such
as multiplex community detection and network hypothesis testing. We theoretically and empirically demon-
strate that applying common clustering techniques (e.g. k-means clustering, Gaussian Mixture Models) to
the estimated latent positions produced by the omnibus embedding is competitive with state of the art meth-
ods for multiplex community detection. Moreover, we propose a pivotal test statistic that can be estimated
directly from the data that allow for parametric testing procedures to be utilized in multiple network hy-
pothesis testing. We empirically demonstrate that this approach to network hypothesis testing outperforms
semi-parametric testing procedures proposed in Levin et al. (2017) that rely on unknown model parame-
ters. These analyses establish that the bias-variance tradeoff induced by the omnibus embedding under the
ESRDPG does not harm, and oftentimes aid, in downstream statistical inference.
This paper will be organized as follows. In Section 2, we introduce the ESRDPG model and discuss
its properties. In addition, we revisit the omnibus embedding and consider a toy example that highlights
the bias-variance tradeoff of various node embeddings. In Section 3, we provide theoretical results that
establish the asymptotic bias and distributions of the rows of the omnibus estimator. In Section 4, we
analyze the ramifications of these theoretical results on statistical tasks such as latent position estimation,
multiplex community detection, and two-graph hypothesis testing, and empirically demonstrate these results
in rigorous simulation settings. Finally, in Section 5 we discuss several extensions to the current work.
2 Background & the ESRDPG
In this section we review the Random Dot Product Graph (RDPG) for single-layer network data and intro-
duce our extension to multiplex network data, the Eigen-Scaling RDPG (ESRDPG) for modeling heteroge-
neous network data. Next, we revisit the omnibus embedding as an approach to estimating the parameters
of interest under the ESRDPG.
Throughout this work we will let n denote the number of nodes in the common vertex set, m denote the
number of networks over this vertex set, and Rd be the associated latent space of dimension d. Let Mi =
denote the i-th row M written as a column vector Mi = (Mi·)T
2.1 Eigen-Scaling RDPG
Under the RDPG, each vertex in the graph is associated with a latent position in Euclidean space. Condi-
tional on these latent positions, edge connection probabilities are given by the inner product of the latent
positions.
Definition 2.1. Suppose that x1,x2, . . . ,xn ∈ Rd have the property that xTi xj ∈ [0, 1] for all i, j ∈ [n].
Then we say that a random adjacency matrix A ∈ Rn×n follows a Random Dot Product Graph with latent
positions {xi}ni=1 if {Aij}i<j are conditionally independent with Aij |xi,xj ∼ Bern(xTi xj) for i < j.
We will also assume that the latent positions are drawn i.i.d. from a distribution F over an appropriate
subset of Rd. The requisite properties of this distribution F are given in the following definition.
Definition 2.2. Let F be a distribution over Rd with the property that for all x,y ∈ supp(F ) has the
property xTy ∈ [0, 1]. If F satisfies these properties we say F is a d-dimensional inner production distribution.
In order to capture varying network structure, we extend this model to the multiplex graph setting by
applying graph-specific weights to the inner products between each vector in the support of F . This inner
product distribution induces a space of d × d, diagonal weighting matrices CF that weight each component
of this inner product while remaining in the unit interval.
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Definition 2.3. Suppose that F is a d-dimensional inner product distribution. Then we say F induces a
diagonal weighting space, CF , where CF is given by
CF = {C ∈ Rd×d≥0 : C is diagonal,xTCy ∈ [0, 1],∀x,y ∈ supp(F )}.
This leads us to our definition of the ESRPDG model.
Definition 2.4. Let F be a d-dimensional inner product distribution such that for y ∼ F the second
moment matrix ∆ = E[yyT ] ∈ Rd×d is diagonal and full rank. Let X1, . . . ,Xn i.i.d.∼ F and organize these
vectors in the rows of the matrix X = [X1,X2, . . . ,Xn]
T . Let C(1), . . . ,C(m) ∈ CF with the property that
mini∈[d] maxg∈[m] C
(g)
ii > 0. Then we say that the vertex-aligned, random adjacency matrices {A(g)}mg=1
are distributed according to the Eigen-Scaling Random Dot Product Graph and write ({A(g)}mg=1,X) ∼
ESRDPG(F, n, {C(g)}mg=1) if
P[A(1),A(2), . . . ,A(m)|X] =
m∏
g=1
∏
i<j
(XTi C
(g)Xj)
A
(g)
ij (1−XTi C(g)Xj)1−A
(g)
ij
Under this model, {A(g)}mg=1 are conditionally independent given X with A(g)ij |X ∼ Bernoulli(XTi C(g)Xj).
By associating each network with a different weighting matrix in CF , we can flexibly capture variation
between networks within the RDPG framework. Given X, the probability of observing an edge between
vertex i and vertex j in graph g is given by XTi C
(g)Xj . We denote the matrix containing these probabilities
as P(g) = XC(g)XT for each graph g ∈ [m], so that A(g)|X ∼ Bern(P(g)). See Figure 2.1 for a visual
illustration of this model.
Heuristically, each dimension in the latent space can be interpreted as a principle direction capturing
important features that govern the connectivity structure in the system. The diagonal elements of the
weighting matrices C
(g)
ii can then be interpreted as how influential the features captured by the i-th dimension
are in determining the connectivity structure of graph g.
In the definition of the ESRDPG, we impose assumptions on the distribution F and weighting matrices
{C(g)}mg=1. Similar assumptions on F are made in previous analysis (A. Athreya et al. 2016; Levin et al.
2017) but have somewhat different implications here. The assumption rank(∆) = d specifies the dimension
of the latent space. ∆ being diagonal is an assumption made to ensure the weighting matrices {C(g)}mg=1 are
asymptotically scaling the eigenvalues of {P(g)}mg=1 and enables analytic computation of the bias presented in
Theorem 1. In addition, this assumption helps address the identifiability of the ESRDPG which we discuss
in Remark 1. The assumption mini∈[d] maxg∈[m] C
(g)
ii > 0 is a technical assumption to ensure that each
latent dimension is given a nonzero weight in at least one graph.
We note that the ESRPDG includes settings where C
(g)
ii = 0. Therefore, if certain principle directions
in graph g are inconsequential in the connectivity structure of graph k, the ESRDPG can capture this
relationship within a common probability model. Indeed, by adjusting d accordingly, the ESRDPG can
capture a collection of conditionally independent RDPGs of differing dimension. We explore some of these
distributions in the experiments section of this work.
The ESRDPG is similar to other multiple random graph models that extend the RDPG to multiplex
network data. Nielsen and Witten (2018) propose the Multiple Random Dot Product Graph (MRDPG)
in which the probability matrices take the form P(g) = UΛ(g)UT where U ∈ Rn×d is orthogonal and
Λ(g) ∈ Rd×d is diagonal with positive entries for all g ∈ [m]. Under the ESRDPG, the probability matrices
take the form P(g) = XC(g)XT and due to the assumption that ∆ is diagonal, it can be shown that X
has orthogonal columns asymptotically. This observation and the fact that C(g) has strictly positive entries
establishes asymptotic equivalence between the ESRDPG and the MRDPG.
Models that extend this paradigm include the Multiple Random Eigen Graphs (MREG) of S. Wang
et al. (2017) and the Common Subspace Independent-Edge (COSIE) model of Arroyo et al. (2019). The
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Figure 1: An illustration of the ESRPDG model’s hierarchical structure. Latent positions are drawn from a common
distribution F . From here each P(g) is defined as a function of the latent positions X and weighting matrix C(g). These
scaled latent positions (yellow boxes) change the probability structure for each network. The random adjacency matrices
(green boxes) are then drawn from A(g) ∼ Bern(P(g)).
MREG model requires P(g) = UΛ(g)UT where the columns of U have euclidean norm 1, but need not be
orthogonal, and Λ(g) be a diagonal matrix. The COSIE model assumes P(g) = UR(i)UT where U ∈ Rn×d
has orthonormal columns and R(g) ∈ Rd×d is any symmetric matrix. These network models extend the
class of potential probability matrices by allowing each P(g) to have different eigenvectors, while under the
ESRDPG, each probability matrix shares a common eigenvectors asymptotically.
Notice that each method assumes the matrices {P(g)}mg=1 share common structure through a vertex
specific latent structure. Under the ESRDPG, the rows of the matrix X are drawn i.i.d. from a common
distribution F . In this way, the ESRDPG preserve the notion of an exchangeable latent position model in
extending the RDPG to heterogeneous networks while asymptotically maintaining the shared latent structure
of the probability matrices. This contrasts with MRDPG, COSIE, and MREG network models which make
assumptions on the finite probability matrices P(g). These assumptions make it less clear how to exploit the
exchangability structure of the RDPG.
Remark 1 (Identifiability). In most latent position models, the model parameters are typically identifiable
only within a larger equivalence class. Of note, the latent positions of the RDPG are only identifiable up
to an orthogonal transformation as the edge probabilities are invariant under such transformation. Similar
issues arise for the ESRDPG though the common structure among the graph somewhat limits the non-
identifiability.
Generally, the latent positions and weighting matrices are only identifiable within the equivalence class
(X , C) = {(XM, {M−1C(g)M−T }mg=1) : M ∈M,X ∼ F}.
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whereM is the subset of d× d invertible matrices such that MT∆M and {M−1C(g)M−T }mg=1 are diagonal
and can be characterized more precisely by considering the co-multiplicities of the diagonal values of ∆ and
{∆C(g)}mg=1. We can circumvent several of these identifiability issues by instead regarding the scaled latent
X
√
C(g) for all g ∈ [m] as the parameters of interest. While the scaled latent positions are identifiable within
the equivalence class (X , C), in changing the estimand we introduce a new identifiability issue. Namely, for
all g ∈ [m]
P(g) = (X
√
C(g)W(g))(X
√
C(g)W(g))T
for some orthogonal matrix W(g) ∈ Od×d.
For X
√
C(g)W(g) to correspond to a ESRDPG, we further require the matrices W(g)TC(g)∆W(g) are
also diagonal for all g ∈ [m]. Therefore the scaled latent positions are only identifiable within the equivalence
class
L = {L = [X
√
C(g)W(g)]mg=1 ∈ Rnm×d : W(g) ∈ W(g)}
W(g) = {W ∈ Od×d : WTC(g)∆W is diagonal for all g ∈ [m]}.
Therefore, our goal will be to estimate the scaled latent positions up to a rotation within the equivalence
class. We note the size ofW(g) ⊆ Od×d is determined entirely by the matrices C(g)∆. Assuming ∆ = δI and
C(g) = I thenW(g) = Od×d. However, if C(g)∆ is of full rank with unique elements, thenW(g) = {diag(w) :
w ∈ {±1}d} and hence finite.
Based on these identifiability considerations, we now focus on the estimation of
L = [
√
C(1)XT
√
C(2)XT . . .
√
C(m)XT ]T ∈ Rnm×d,
the m-block matrix consisting of the scaled latent positions.
2.2 Omnibus Embedding
We focus on estimating L using the omnibus embedding Levin et al. (2017), a method which simultaneously
estimates the scaled latent positions for each graph.
Definition 2.5. Let {A(g)}mg=1 ∈ Rn×n be a a set of undirected, vertex-aligned, adjacency matrices. Let
A˜ ∈ Rnm×nm be the omnibus matrix of {A(g)}mg=1 given by
A˜ =

A(1) A
(1)+A(2)
2 . . .
A(1)+A(m)
2
A(2)+A(1)
2 A
(2) . . . A
(2)+A(m)
2
...
...
. . .
...
A(m)+A(1)
2
A(m)+A(2)
2 . . . A
(m)
 .
Denote the eigendecomposition of A˜ as
A˜ = [UA˜|U˜A˜][SA˜ ⊕ S˜A˜][UA˜|U˜A˜]T
where the columns of UA˜ ∈ Rnm×d are the d eigenvectors of A˜ corresponding to the d largest positive
eigenvalues of A˜ and SA˜ ∈ Rd×d is a diagonal matrix containing these d eigenvalues in decreasing order.
Then the d-dimensional omnibus embedding of {A(g)}mg=1, denoted as Omni
({A(g)}mg=1, d), is given by the
d-dimensional spectral embedding of A˜. That is
Omni
(
{A(g)}mg=1, d
)
= UA˜S
1/2
A˜
∈ Rnm×d
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Note that the omnibus embedding is of dimension nm× d yielding m separate latent position estimates
for each vertex in the vertex set.
The omnibus embedding was introduced as a method for the simultaneous embedding of multiple networks
and was analyzed in the case of i.i.d. networks. Under the ESRDPG, the graphs are i.i.d. if C(g) = I for all
g ∈ [m]. In this setting, the omnibus embedding provides an asymptotically unbiased estimate of the latent
positions in each graph. Moreover, the authors produce a 2 → ∞ norm bound on the residual term and
prove a central limit theorem for the estimated latent positions.
Under the ESRDPG the networks are not i.i.d. and we therefore expect the omnibus embedding to
produce biased estimates of the scaled latent positions. In turn, we will demonstrate that this bias is offset
by a favorable variance reduction in the estimation of the scaled latent positions. As an illustrative toy
example, consider the following simulation experiment which we will use as a running example in the next
sections.
Example 1. Consider m = 2 networks over n = 100 vertices. Suppose that the first network is distributed
according to the Erdo˝s-Re´nyi model with parameter p = 1/2 and the second network is an Erdo˝s-Re´nyi with
parameter c2p for some constant c ∈ [0,√2]. This model falls under the ESRDPG with X = √p1n, C(1) = I,
and C(2) = c2I and gives rise to the probability matrices P(1) = p1n1
T
n and P
(2) = c2p1n1
T
n .
In this experiment we look to estimate the scaled latent positions, p1n and cp1n, using three different
methods. Following the adjacency spectral embedding (ASE) of Sussman et al. (2012), we first embed the
networks separately, ignoring their common structure to attain the estimates Xˆ
(1)
ASE and Xˆ
(2)
ASE of p1n and cp1n
respectively. Second, we embed the the average of the two observed adjacency matrices A¯ = 12 (A
(1) + A(2))
as proposed in R. Tang et al. (2019), a method that assumes the network structures are the same to attain
a global estimate XˆAbar of both sets of latent positions. Lastly, we jointly embed the networks using the
omnibus embedding to attain the estimates Xˆ
(1)
Omni and Xˆ
(2)
Omni of p1n and cp1n respectively. Note that none
of these estimators would be optimal if the Erdo˝s-Re´nyi structure were known but instead illustrate the
behavior of these varying embeddings under the ESRDPG.
For values of c spaced from 0.1 to 1.4, we sample adjacency matrices for each model and produce the
estimates described above. We replicate this process T = 1000 times and denote each estimate as Xˆ
(g),t
E
for each estimator E ∈ {ASE,Abar,Omni}, each graph g ∈ {1, 2}, and each Monte Carlo replicate t ∈ [T ].
With these estimates, we estimate MSE for each vertex i ∈ [n] in each graph g ∈ {1, 2} as
MSE
(1),i
E =
1
T
T∑
t=1
(Xˆ
(g),t
E − p1n)2i MSE(2),iE =
1
T
T∑
t=1
(Xˆ
(2),t
E − cp1n)2i .
The results of this simulation can be found in Figure 2. The values {MSE(g),iE } are plotted on a log
scale along the vertical axis against varying values of c on the horizontal axis. As each vertex has the same
latent position under the Erdo˝s-Re´nyi model, each point is estimating the same mean square error. In the
left panel are the MSE plots for Graph 1 and in the right panel are the MSE plots for Graph 2. The lines
are theoretical mean squared error curves calculated a priori based on the expressions given in Table 1.
While these lines are based on asymptotic distributional results, they match very closely with finite sample
networks (i.e. n = 100). As network size increases, these differences diminish to zero.
This simulation highlights the ability of the omnibus estimator to robustly estimate the scaled latent
positions of heterogeneous networks under the ESRDPG. At c = 1, the network connectivity structures are
the same and XˆAbar (red) has the lowest MSE followed by the omnibus embedding (blue) and lastly the ASE
(green). This is not surprising as the embedding of A¯ correctly assumes that the networks are identically
distributed which substantially reduces variance. As c varies away from 1, however, the bias of this method
increases the MSE significantly.
For c values far from this 1 (networks with very different edge probabilities) the individual embeddings
given by the ASE have the lowest MSE followed by the omnibus estimates and then the Abar estimates.
Again, this should not be surprising as this method assumed that the networks shared no joint structure. For
7
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Figure 2: Comparing the MSE of three estimators; the individual adjacency spectral embedding (green),
the embedding of the sample average of the adjacency matrices (red), and the omnibus embedding (blue).
It appears that the omnibus embedding is the most robust estimator for networks with similar connectivity
structure.
c values larger than ≈ .25 however, it appears that the omnibus embedding is the most robust estimator. This
relationship is not symmetric around c = 1 suggesting that the omnibus embedding is borrowing strength
from the denser network for more accurate estimation in the sparser network.
As this simulation demonstrates, the omnibus approach offers a favorable bias-variance tradeoff for classes
of {C(g)}mg=1 that do not vary too far from I. In the following section, we analytically quantify the asymptotic
bias and variance of the omnibus embedding estimator for scaled latent positions under the ESRDPG.
3 Main Results
In this section we present the main theoretical analysis of the asymptotic bias and variance of the omnibus
embedding under the ESRDPG. Theorem 1 provides the asymptotic bias of the omnibus embedding for
estimating the scaled latent positions. Theorem 1 also provides a uniform bound of the residual term,
supporting our bias result. Theorem 2 states a central limit theorem for the rows of the omnibus embedding,
showing that the rows of the omnibus embedding converge to a mixture of normal random variables. We
then provide a corollary that characterizes the asymptotic joint distribution of the rows of the omnibus
embedding which will be useful in the analysis of subsequent statistical applications.
Before we state these results, we provide relevant notation necessary in the presentation of Theorem 1
and Theorem 2. We say a sequence of events {En}∞n=1 occurs with high probability if P(ECn ) ≤ n−2. Next,
we define a set of diagonal matrices we call scaling matrices with entries that are nonlinear transformation
of the weighting matrices {C(g)}mg=1.
Definition 3.1. Define the vector vi ∈ Rm as vi =
[
C
(1)
ii C
(2)
ii . . .C
(m)
ii
]T
and let H(x) = 2−1(x1Tm +
1mx
T ) ∈ Rm×m. Let α(i) = ASE(H(vi), 1) ∈ Rm≥0 for i ∈ [d] chosen such that α(i) has strictly positive
entries. Define the scaling matrices S(g) ∈ Rd×d for g ∈ [m] by
S(g) = diag
(
α(1)g , α
(2)
g , . . . , α
(d)
g
)
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Finally, define the nm× d block matrix LS as
LS = [S
(1)XT S(2)XT . . . S(m)XT ]T ∈ Rnm×d
These scaling matrices will be central to our bias result stated in Theorem 1. As stated Proposition B.1
in Appendix B, the Perron-Frobenius theorem for irreducible matrices allows us to choose the entries of α(i)
to be strictly positive. We also show the mapping from the weighting matrices {C(g)}mg=1 to the scaling
matrices {S(g)}mg=1 is one-to-one. Moroever, as {S(g)}mg=1 are constructed through the leading eigenvector
of the matrices H(vi), the {S(g)}mg=1 are nonlinear, smooth functions of the weighting matrices {C(g)}mg=1.
Therefore, the weighting matrices uniquely determine the scaling matrices {S(g)}mg=1. In two-graph settings,
such as Example 1, we can directly analyze the behavior of the entries of {S(g)}mg=1 as a function of the
scaling matrices {C(g)}mg=1.
Example 1. (continued) Under this simulation d = 1 so the weighting matrices C(1),C(2) take on
scalar values. Moreover, S(1),S(2) ∈ R are real, positive numbers. From C(1) = 1,C(2) = c we construct
v1 = (1, c)
T and the matrix
H(v1) =
[
1 1+c2
1+c
2 c
]
.
By definition, (S(1),S(2))T = ASE(H(v1), 1). The Taylor expansions of these values around c = 1 results in
the approximations
S(1) ' 1 +O((c− 1)2)
S(2) ' c+ 1
2
+O((c− 1)2)
Near c = 1, the scaling of the first network is nearly flat at 1, S(1) ' 1. In the second network, the linear
scaling is given by S(2) ' 1+c2 , indicating the second network’s embedding is subject to a linear scaling bias
of 1−c2 . As
1+c
2 is the mean of the scaling in the first and second network, we can interpret this scaling bias
as the omnibus embedding shrinking the latent position scaling towards the matrix
(
1+c
2
)
I.
This example highlights how the elements of the scaling matrices {S(g)}mg=1 are combining elements of
the weighting matrices {C(g)}mg=1 in each dimension of the latent space. Our first result identifies the bias
of the omnibus embedding under the ESRDPG.
Theorem 1. Suppose that ({A}mg=1,X) ∼ ESRDPG(F, n, {C(g)}mg=1) for some d-dimensional inner product
distribution F . Let Lˆ = Omni
({A}mg=1, d) and L be given as above. Let h = n(g − 1) + i for some g ∈ [m]
and i ∈ [n] denote some row of Lˆ. Then there exists a sequence of orthogonal matrices {W˜n}∞n=1 depending
on A˜ and P˜ such that
(LˆW˜n − L)h = (S(g) −
√
C(g))Xi + Rh (A)
where Rh is a residual term that with high probability satisfies
max
h∈[nm]
‖Rh‖2 ≤ Cm3/2 log nm√
n
(B)
Proof. The proof can be found in Appendix B.
The essence of this result is that the estimated scaled latent positions Lˆ do not concentrate around the
scaled latent positions L = [X
√
C(g)]mg=1 but instead around LS = [XS
(g)]mg=1. Therefore, the omnibus
embedding introduces a row-wise asymptotic bias of (S(g) −
√
C(g))Xi. The second portion of this theorem
provides a uniform rate for this concentration.
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The rate O(m3/2n−1/2 log nm) is reminiscent of those given in Levin et al. (2017) with an additional
factor of m due to permitting C
(g)
ii = 0 for all but one g ∈ [m]. If all C(g)ii are positive then the uniform
bound is instead O(
√
m/n log(nm)).
Uncovering this asymptotic bias completes the first stage in characterizing the bias-variance tradeoff of
the estimates provided by the omnibus embedding. The result allows for rigorous analysis of community
detection methods for individual and multiplex networks which we discuss in Section 4. In order to more
precisely characterize the behavior of this residual term, we uncover its limiting distributional behavior in
Theorem 2.
Theorem 2. Suppose that ({A}mg=1,X) ∼ ESRDPG(F, n, {C(g)}mg=1) for some d-dimensional inner product
distribution F . Let S2 =
∑m
g=1(S
(g))2 and h = n(g−1)+ i for some g ∈ [m] and i ∈ [n]. Then in the context
of Theorem 1 we have
lim
n→∞P
[√
nRh ≤ x
]
=
∫
supp(F )
Φ(x; 0,Σg(y))dF (y) (1)
where Φ(x;µ,Σ) is the multivariate normal cumulative distribution function with mean µ and covariance
matrix Σ. Moreover, the covariance matrix can be written as
Σg(y) =
1
4
(S2∆)−1
(S(g) +mS¯)Σ˜g(y)(S(g) +mS¯) +∑
k 6=g
S(k)Σ˜k(y)S
(k)
 (∆S2)−1
and Σ˜`(y) is given by
Σ˜`(y) = E
[
(yTC(`)Xj − (yTC(`)Xj)2)XjXTj
]
Proof. The proof can be found in the Appendix C.
Similar results were achieved in A. Athreya et al. (2016) and Levin et al. (2017) using a combination of
perturbation arguments. These arguments largely study the differences in eigenstructure between A˜ and its
expectation P˜ = E[A˜|X]. In previous work, under the assumption that the m graphs are iid, the rank of
this matrix was equal to that of the latent space, i.e. rank(P˜) = d. However, under the ESRDPG the rank
of P˜ could be as great as 2d and we must characterize how these eigenvalues relate to model parameters.
This result establishes that the rows of omnibus embedding when centered by the bias term given in
Theorem 1 converges in distribution to a mixture of mean zero normal random variables. Moreover, the
variance of this random variable, while complicated, is a function of the weighting matrices {C(g)}mg=1, and
the latent position distribution F . Together with Theorem 1, these results show the weighting matrices
{C(g)}mg=1 are central in the bias-variance tradeoff of the omnibus embedding under the ESRDPG.
In statistical applications of these estimates, it will often be necessary to consider linear combinations of
the rows of Lˆ. Our next corollary establishes the asymptotic joint distribution of any two rows Lˆ and can
be easily extended to study any finite collection of rows.
Corollary 1. Let ri = i + n(g − 1) and rj = j + n(k − 1) for i, j ∈ [n] and g, k ∈ [m]. Define the vector
V = (RTri R
T
rj )
T ∈ R2d and let v ∈ R2d. Then in the context of Theorem 2 we have
lim
n→∞P
[√
nV ≤ v] = ∫
supp(F )
Φ(v; 0,Ωrirj (y))dF (y)
where Ωrirj (y) ∈ R2d×2d is given by
Ωrirj (y) =
[
Σg(y) Σ
(ij)
gk (y)
Σ
(ij)
kg (y) Σk(y)
]
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where Σg(y) and Σk(y) are as in Theorem 2 and Σ
(ij)
gk (y) = Σkg(y)
(ij)T . For g 6= k, if i 6= j then Σ(ij)gk (y) = 0
and if i = j the covariance can be written as
Σ
(ii)
gk (y) =
1
4
(S2∆)−1
(S(g) +mS¯)Σ˜g(y)(S(g)) + (S(k))Σ˜k(y)(S(k) +mS¯) + 2 ∑
6`=g,k
S(`)Σ˜`(y)S
(`)
 (S2∆)−1.
For g = k, if i 6= j then Σ(ij)gg (y) = 0 and if i = j then Σ(ii)gg (y) = Σg(y).
This result establishes that the asymptotic covariances of the rows of Lˆ is zero for rows corresponding
to a different vertex and provides an explicit expression for the covariance of rows of Lˆ corresponding to a
common vertex across graphs.
4 Statistical Consequences
Having characterized the large-graph properties of the rows of the omnibus embedding under the ESRDPG,
we turn to analyzing the statistical consequences of this bias-variance tradeoff both analytically and in
experimental settings. We first analyze the mean squared error for estimation of the latent position of the
omnibus embedding under the ESRDPG and compare this error to other embedding techniques. Next, we
rigorously analyze the ability of various clustering algorithms to detect community structure in individual
and multiplex networks when applied to the rows of the omnibus embedding estimates. Finally, we develop
a two graph hypothesis test which exploits the distributional results for the estimated latent positions found
in Corollary 1.
4.1 Latent Position Estimation
To support the theoretical findings discussed in Section 3, we consider a simulation of a three-layer multiplex
graph and show that (i) the estimates produced by the omnibus embedding are biased, (ii) they concentrate
around the unique rows of LS at the rate given in Theorem 1, and (iii) each unique latent position has a
unique, graph-specific variance.
Consider the two-group stochastic block model parameterized by prior class probabilities pi = (0.5, 0.5)
and block probability matrix B ∈ R2×2. Under this model, F is a discrete distribution over two la-
tent positions each with probability 12 . The specific parameterization we consider is x1 = (−0.39, 0.32)T
and x2 = (−0.39,−0.32)T . Suppose F describes this discrete distribution and consider ({A(g)}3g=1,X) ∼
ESRDPG(F, n, {C(g)}3g=1). Let B and {C(g)}3g=1 be given by
B =
[
0.25 0.05
0.05 0.25
]
C(1) =
[
0.75 0
0 0.5
]
C(2) =
[
0.5 0
0 0.75
]
C(3) =
[
1 0
0 0
]
(2)
Marginally, A(1) is a down weighted two-group SBM, A(2) is a disconnected SBM, and A(3) is an Erdo˝s-Re´nyi
network model with parameter 3/20.
We sample each A(1),A(2),A(3) from this ESRDPG for n ∈ {250, 500, 1000}. For each sample, we
construct the omnibus matrix A˜ and calculate the omnibus embedding Lˆ in d = 2 dimensions. We look to
compare Lˆ to the scaled latent positions L as well as the matrix LS . We compare these three quantities in
the left panel of Figure 3. The xs represent the points S(g)xi and the +s represent the points
√
C(g)xi for each
i = 1, 2 and g = 1, 2, 3. The colored points are the estimated latent positions. The confidence ellipses are
calculated a priori from known model parameters and expressions given in Theorem 2. Theorem 1 provides
a uniform bound on the rows of Lˆ−LS . The right panel of Figure 3, compares the log(nm)/
√
n rate of this
bound to the observed residuals from the simulation study.
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Figure 3: Left panel: Estimated scaled latent positions produced by the omnibus embedding for the ESRDPG
in Eq. (2). Rows correspond to each network A(1), A(2), A(3) while columns represent network size. Points
correspond to vertices and are colored by community labels. The xs correspond to the biased estimands LS
and the +s correspond the original scaled latent positions L. Right panel: Centered scaled latent positions
Lˆ− LS . The dashed balls are of radius n−1/2 log 3n corresponding to the bound provided in Theorem 1.
The results from Section 3 along with previous results for other embeddings (A. Athreya et al. 2016) allow
us to analytically compare the MSE of the omnibus estimator to similar estimators. Namely, we consider
the three embedding techniques used in Example 1; the adjacency spectral embedding (ASE) of Sussman
et al. (2012), the Abar estimator of R. Tang et al. (2019), and the omnibus estimator as introduced by
Levin et al. (2017). As the the omnibus embedding provides m distinct points in Rd corresponding to each
vertex i ∈ [n], Levin et al. 2017 propose estimating the scaled latent positions using the rows of the so called
omnibar matrix
XˆOmnibar =
1
m
m∑
g=1
Xˆ
(g)
Omni (3)
where Xˆ
(g)
Omni is the g-th, n× d block matrix of Lˆ. While the distributional properties of the ASE and Abar
estimates can be derived from results in A. Athreya et al. (2016), the distribution of the omnibar estimate
has not been established. The results of Section 3 allow us to readily derive the asymptotic bias and variance
of this estimator.
Corollary 2. Let X¯ = m−1
∑m
g=1 Xˆ
(g)
Omni be the omnibar matrix. Let {Wn}∞n=1 be as in Theorem 2 and
let S¯ = m−1
∑m
g=1 S
(g). Then the i-th row of this matrix satisfies
lim
n→∞P
[√
n(X¯Wn −XS¯)i ≤ x
]
=
∫
supp(F )
Φ(x; 0,ΣOB(y))dF (y)
where the variance is given by
ΣOB(xi) =
1
4
(S2∆)−1
m∑
g=1
(
S¯ + S(g)
)
Σ˜g(xi)
(
S¯ + S(g)
)
(∆S2)−1
This result will be helpful in selecting appropriate clustering algorithms for multiplex community detec-
tion discussed in the Section 4 as well as facilitate our mean squared error comparisons here. This result
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Method Bias Variance
ASE 0 (
√
C(g)∆)−1Σ˜g(xi)(∆
√
C(g))−1/n
Abar (
√
C¯−
√
C(g))xi (
√
C¯∆)−1
∑m
g=1 Σ˜g(xi)(∆
√
C¯)−1/m2n
Omni (S(g) −
√
C(g))xi Σg(xi)/n
Omnibar (S¯−
√
C(g))xi ΣOB(xi)/n
Table 1: The asympoptic bias and variance of the ASE, Abar, omnibus, and omnibar embedding techniques
under the ESRDPG.
serves as an example for how Corollary 1 can be used to derive asymptotic distributions of finite linear
combinations of rows of Lˆ.
Equipped with asymptotic distributions for all four estimates, we can now compare their the mean
squared error for estimating the scaled latent positions. The bias and asymptotic variance of each estimator
can be found in Table 1.
The ASE is the only asymptotically unbiased estimator of the scaled latent positions. This method,
however, ignores common structure among the networks and as a consequence suffers higher variance than
the other methods. The remaining methods all incur bias in the direction of the true latent position xi, but
are unbiased when C(g) = I.
The comparison of variances under the ESRDPG is a more complicated undertaking. The variance
introduced in Theorem 2 and Corollary 2 can be interpreted as linear combinations of the individual network
variances Σ˜g(xi) with weights given by the scaling matrices {S(g)}mg=1. This interpretation becomes more
clear for the omnibar estimator where we see each S(g) is included in the scaling of each Σ˜g(xi). The variance
of ASE and Abar can be seen as a normalization of the graph variance Σ˜g(xi) by pre and post multiplying
either (
√
C(g))−1 or (
√
C¯)−1. In the i.i.d. setting, Σ˜g(x)i = Σ˜(xi) for all g ∈ [m] and the Abar variance
reduces to ∆−1Σ˜(xi)∆−1/mn. This expression was presented in Theorem C.1 of R. Tang et al. 2019 and
highlights the variance reduction enjoyed by the Abar embedding.
As the MSE of each estimator is somewhat difficult to interpret for general model parameters, we turn
to a simulation study, as in Figure 2, to demonstrate the relative performance of these methods and the
accuracy of the asymptotic bias-variance results.
Example 2. Suppose that F corresponds to the two-group SBM introduced in Figure 3. Next assume that
({A(g)}2g=1,X) ∼ ESRDPG(F, n = 100, {C(g)}2g=1) where C(1) = I and C(2) is given by
C(2) = C(t) =
[
t+ 1 0
0 1− t
]
t ∈ [0, 1]. (4)
For t = 0, C(2) = I and hence A(1) and A(2) follow the same marginal distribution. When t = 1, A(2)
follows an Erdo˝s-Re´nyi with parameter p = 0.3. Under this model, we look to estimate four latent positions;
one for each community in each network. As in Example 1, we compare the mean squared error of the ASE,
Abar, and Omni estimators as well as the Omnibar estimator for different values of t ∈ [0, 1] for T = 500
Monte Carlo replicates. For each replicate, we plot the average empirical vertex-level mean square error as
a point in Figure 4. The lines represent the theoretical mean square error computed via the asymptotic
distributions.
This figure is consistent with Example 1. For t near zero, the networks share near identical marginal
distributions and the Abar and the Omnibar estimators outperform the ASE and Omni estimators in es-
timating the latent positions for each community in each graph. The omnibus embedding becomes the
preferred estimator in Graph 1 for t ≥ 0.3 and in Graph 2 for t ≥ 0.55 due to its favorable bias-variance
tradeoff. Moreover, these figures suggest that the Omni estimator is the most robust estimator of the four
embedding techniques considered here. Note that embedding the networks individually (ASE) is never the
optimal estimator for these graph parameters.
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Figure 4: Comparing the MSE of four estimators as a function of t. At t = 0 the A(1) and A(2) have the same
marginal distribution - a two group SBM. At t = 1, A(1) is a two group SBM and A(2) is an Erdo˝s-Re´nyi
graph. Columns correspond to the two networks and rows to the different communities within each network.
For latent position in Graph 1, the MSE of the ASE method does not depend on t and has better
performance than Abar and Omnibar for t ≥ 0.5 where the bias dominates the MSE of the A¯ embedding
when the graphs have very different structure. For latent positions in Graph 2, the MSE of the ASE method
is growing as a function of t. As t nears 1, A(2) is approximately distributed according to an Erdo˝s-Re´nyi
random graph with parameter p = 0.3. As this model can be captured by a one dimensional RDPG, this
increased MSE and the deviation away from the theoretical line can be explained by the fact that we are
embedding A(2) into a d = 2 dimensional space which adds additional noise to this estimate. Moreover, as
the size of each community is n = 50, the effective sample size for each ASE estimate is small. However,
in general, these finite sample MSE’s match closely with our theoretical results derived from asymptotic
distributional results.
The omnibus embedding can robustly estimate latent positions under a heterogeneous network structure
due its favorable bias-variance tradeoff. This tradeoff will further benefit the performance of downstream
statistical analysis.
4.2 Community Detection
The omnibus embedding provides m separate node embeddings in Rd corresponding to each vertex. With
a Euclidean representation of each network, familiar techniques from statistics and machine learning can
be employed to complete multiple network inference. For example, by applying clustering techniques for
Euclidean data to the node embeddings produced by the omnibus embedding, we can readily complete
community detection tasks. Our results enable a rigorous analysis of the performance of these clustering
techniques when applied to the omnibus node embeddings. In this section we consider the performance of
the k-means and Gaussian Mixture Model (GMM) clustering algorithms. We analyze these methods both
theoretically and in simulation studies and highlight the ramifications of the bias-variance tradeoff of the
omnibus embedding. In Section 4.2.1 we consider individual network community detection (i.e. identify-
ing community structure for each layer separately) and in Section 4.2.2 we consider multiplex community
detection (i.e. identifying community structure shared across layers).
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4.2.1 Individual Network Performance
In this section we focus on identifying communities in individual networks for each g ∈ [m] by clustering the
rows of Xˆ
(g)
Omni. In particular, we consider community detection under Stochastic Block Model (SBM) where F
is a discrete distribution over {xk}Kk=1 ⊂ Rd with respective probabilities {pik}Kk=1 ⊂ (0, 1) with
∑K
k=1 pik = 1.
Under the RDPG, vertices i, j ∈ [n] belong to the same community if and only if Xi = Xj . Recall, Theorem 1
established that the rows of Xˆ
(g)
Omni concentrate around the scaled cluster centers {S(g)xk}Kk=1. For k-means
to achieve exact recovery of community labels in finite sample networks, these scaled cluster centers must
be sufficiently separated. That is, provided
‖S(g)(xi − xj)‖2 > β(m,n, pi),
where β(m,n, pi) is a constant depending on model parameters that satisfies β = ω(m3/2n−1/2 log nm), for
fixed {xi}Ki=1 and pi, then k-means attains exact recovery with high probability when applied to the rows
of the matrix Xˆ
(g)
Omni. An analogous analysis of k-means applied to the rows of Xˆ
(g)
ASE was completed in
Vince Lyzinski et al. (2014). As the rows of the matrix Xˆ
(g)
ASE concentrate around the vectors {xk}Kk=1, exact
recovery is achieved provided the points {xk}Kk=1 are sufficiently separated. As the argument here follows
mutatis mutandis from Theorem 2.6 of Vince Lyzinski et al. (2014) with the application of Theorem 1, we refer
the reader to this analysis and and remark these results can similarly be extended to the Degree Corrected
Stochastic Block Model (DCSBM). These different separation requirements highlight the ramifications the
bias introduced by the omnibus embedding plays in the analysis of individual community detection.
We next consider alternative clustering techniques to identify community structure. Suppose again that
F corresponds to a SBM. Then under the RDPG parameterization of the SBM, conditioning on a vertex’s
community assignment is equivalent to conditioning on its latent position {Xi = xi} which gives rise to the
distributional result in Corollary 3.
Corollary 3. In the context of Theorem 2, suppose that x ∈ supp(F ) such that P(Xi = x) > 0. Then
conditional on {Xi = x}
lim
n→∞P
[√
n(LˆWn − LS)h ≤ z|Xi = x
]
= Φ(z; 0,Σg(xk)) (5)
The community specific covariance Σg(xk) in Corollary 3 suggests the use of GMM fit using the EM
algorithm as this algorithm can flexibly incorporate differing variance structures between communities. To
further understand the ramifications of this graph specific variance, we investigate the Mahalanobis distance
between cluster centers for each embedding method considered; ASE, Abar, Omni, and Omnibar. Optimal
embedding methods will both separate the centroids sufficiently and reduce dispersion around these centroids
as both contribute to clustering performance. By analyzing the Mahalanobis distance between centroids, we
can quantify the difficulty of the community detection task with respect to both centroid separation and the
node embeddings’ dispersion imposed by each method.
Example 2. (continued) In the context of Example 2, for a grid of values in t ∈ [0, 1] we estimate
{Xˆ(g)Omni, Xˆ(g)ASE, Xˆ(g)Abar, Xˆ(g)Omnibar} and then perform GMM clustering on the rows of each matrix. Using
these community assignment estimates, we then estimate the Mahalanobis distance between the first and
second community centroid for each network. To estimate these distances we calculate
d(x¯1, x¯2) = (x¯1 − x¯2)T Σˆ−1(x¯1 − x¯2)
where x¯i is mean of the rows of Xˆ classified to community i and Σˆ
−1 is the standard pooled variance estimate.
We visualize these distances as a function of t in Figure 5.
As t increases, the estimated distance between cluster centers decreases for all methods save Xˆ
(1)
ASE as
this embedding method is independent of t. As t approaches 1, A(2) is approaching an Erdo˝s-Re´nyi graph
and we therefore expect the community detection task to become more difficult. This increased difficulty
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Figure 5: Estimated Mahalanobis distance between cluster centers as a function of t. As t increases, the
distance between clusters decrease.
is captured by the decrease in distance between centroids. In Graph 1, for t ≤ 0.25 the distance between
centers of XˆAbar and XˆOmnibar are the greatest. As the networks become more heterogeneous however,
these distances quickly become smaller than the distances corresponding to XˆOmni (t ∈ [.25, .75]) and XˆASE
(t ∈ [.75, 1]). In Graph 2, the distance corresponding to XˆOmnibar is the greatest for all t followed by XˆAbar,
XˆOmni, and then XˆASE. These distances demonstrate that the optimal embedding technique for individual
network community detection greatly depends on the level of heterogeneity between the two networks.
Corollary 3 gives an exact limiting distribution but this distribution is only approximate for finite n.
Moreover, while Corollary 1 establishes asymptotic independence between (Xˆ
(g)
Omni)i and (Xˆ
(g)
Omni)j for i 6= j,
for finite n these estimates are correlated. Nonetheless, these results motivate the use of a pseudo-likelihood
method that assume the rows of Xˆ
(g)
Omni are independent, normally distributed vectors. Let Z ∈ [K]n be a
vector in which Zi is the community assignment of vertex i. Then the pseudo-likelihood has the form of a
GMM and is defined as
PL(Xˆ(g)Omni,Z) =
n∏
i=1
p((Xˆ
(g)
Omni)i|Zi)p(Zi) =
n∏
i=1
K∏
k=1
pi
I(Zi=k)
k φ(S
(g)xk, n
−1Σg(xk))I(Zi=k)
where φ(µ,Σ) is the density function of a normal random variable with mean µ and covariance Σ.
The maximization step is slightly more complex than that of a standard in GMM as the variance is
mean dependent and hence represent a curved sub-family of the multivariate normal model. However, to
avoid difficultly, we implement the traditional GMM algorithm to derive estimates for the model parameters(
pi,S(g)xk, n
−1Σg(xk)
)
and community assignment vector Z.
Having introduced and analyzed two approaches to individual network community detection, we now
analyze their performance in a simulation setting. As the GMM is equipped to utilize community specific
variance structures, we compare the clustering performance of GMM clustering using the estimated latent
positions {Xˆ(g)Omni, Xˆ(g)ASE, Xˆ(g)Abar, Xˆ(g)Omnibar}.
Example 2. (continued) For t = 0.5 and a grid of network sizes between 25 and 250, we estimate
{Xˆ(g)Omni, Xˆ(g)ASE, Xˆ(g)Abar, Xˆ(g)Omnibar} and then perform GMM clustering on the rows of each matrix. From here
we calculate the misclassification rate for each method. Finally, we complete 200 Monte Carlo replicates.
Figure 6 compares the misclassification rate of each method as a function to the network size.
As network size increases, the performance of each method improves. For vertices in Graph 1, it appears
that all methods behave almost identically with the clustering on the rows of Xˆ
(1)
Omni perhaps being the
preferable method. For vertices in Graph 2, it is clear that clustering performance on the rows of Xˆ
(2)
ASE is
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Figure 6: For t = 0.5, a plot of the misclassification rate for each method as a function of network size. As
network size increases, each method approaches exact recovery.
poor in comparison to other methods. This is not surprising as A(2) is approaching an Erdo˝s-Re´nyi model.
The methods that combine the structure of A(1), A(2) are preferable in this setting. In particular, clustering
on the rows of XˆOmnibar or XˆAbar appear to be the optimal methods in this setting. Clustering on the rows
of XˆOmni lags behind these approaches as it more accurately reflects the changes in the latent positions in
Graph 2. We note that the distances corresponding to t = 0.5 in Figure 5 almost perfectly corresponds with
the clustering performance as seen in the Figure 6.
4.2.2 Multiplex Network Performance
To this point, we have only considered the ability of the omnibus embedding to detect community structure
within individual layers. To broaden this analysis, we consider the ability of this method to recover commu-
nities shared across layers, the multiplex community detection task. In an attempt to use the representation
of all m networks, following Levin et al. (2017) one could apply clustering algorithms to the rows of the
Omnibar matrix, X¯, to estimate a global community assignment vector. Recall that Corollary 2 gives an
asymptotic distributional characterization of the rows of X¯, enabling a similar analysis of these multiplex
clustering algorithms as was completed in the individual network setting. By an identical argument as pre-
sented in the individual network setting, with high probability, k-means clustering applied to the rows of X¯
achieves error free classification provided the unique rows of XS¯ are sufficiently separated. Moreover, under
the SBM, the rows of X¯ are distributed according to a finite mixture of normal distributions motivating the
use of the GMM for independent, normally distributed data.
Having summarized two approaches to multiplex community detection that utilize the omnibus embed-
ding, we compare their performance to competing methods in the following simulation studies. In these
settings, we only consider the GMM approach as it uniformly outperformed k-means. We compare the
performance of this algorithm when applied to the ommnibus embedding, Multiple Adjacency Spectral Em-
bedding (MASE) of Arroyo et al. (2019), the Multiple Random Dot Product Graph (MRDPG) of Nielsen
and Witten (2018), and the Joint Embedding of Graphs (JE) of S. Wang et al. (2017). We refer the reader
to Section 2.1 for an overview of these models.
Example 2. (continued) In the context of Example 2, we consider the task recovering the community
labels for different values of t. We attain estimates of the community assignment for each method described
above by training the GMM clustering algorithm on the rows of UˆJE, UˆMRDPG, UˆMASE, and XˆOmnibar. In
addition, we consider the GMM trained to the rows of Xˆ
(1)
ASE and Xˆ
(2)
ASE, and denote these methods as ASE1
and ASE2, respectively. We sample networks of size n = 100 and attain these estimated community labels
for each method for 500 Monte Carlo iterations. The results of this simulation can be found in Figure 7.
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Figure 7: Comparing misclassification rates of multiple network community detection methods. As t in-
creases, the second network’s community structure is less pronounced, resulting in a more difficult community
detection task.
From Figure 7 it is clear that as the second network begins to lose its community structure the performance
of each method, save ASE1, declines. As Xˆ
(1)
ASE is independent of t, the misclassification rate is constant
with respect to t. In contrast, as the rows of Xˆ
(2)
ASE concentrate around a single point for both communities
as t approaches 1 and as a result the misclassification rate approaches that of random chance 1/2.
For small values of t, t ∈ [0, 0.25], it appears that each multiplex community detection method achieve
similar misclassification rates and improves that of the individual network approaches ASE1 and ASE2.
As t increase to moderate sizes, t ∈ [0.25, 0, 5], the JE method appears to become the preferred method,
followed by Omnibar and MRDPG. Indeed, the JE is optimal for almost all values of t except for those near
1, where no multiplex approach improves on simply clustering the first graph. The Omnibar and MRDPG
demonstrate similar performance and are preferable over the individual network performance of ASE1 for
t ≤ 0.5. The MASE community detection method is the least preferable multiplex method considered in this
simulation yet offers improvement over the individual network approaches for t ≤ 0.3.
Example 2 establishes that multiplex community detection methods may be preferable to individual
network algorithms for two networks with similar structure. As m increases, however, we expect multiplex
community detection methods to outperform individual network algorithms even when the networks have
much different edge probabilities. To that end, consider following simulation study.
Suppose that ({A(g)}4g=1,X) ∼ ESRDPG(F, n = 100, {C(g)}4g=1) where F corresponds to a SBM with
K = 3 groups. Let B be the block probability matrix given by
B =
0.3 0.1 0.10.1 0.25 0.15
0.1 0.15 0.25
 .
corresponding to latent positions x1 = (0.41,−0.37, 0)T , x2 = (0.41, 0.18−0.23)T , and x3 = (0.41, 0.18, 0.23)T .
Moreover, suppose the four weighting matrices are given by
C(1) = I C(2)(t) =
1 0 00 1 0
0 0 1− t
 C(3)(t) =
1 0 00 1− t 0
0 0 1
 C(4)(t) =
1 0 00 1− t 0
0 0 1− t

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Figure 8: Comparing misclassification rates of multiple network community detection methods. As t in-
creases, the networks become more heterogeneous and resulting in a more difficult community detection
task. The MRDPG or Omni method offer the best performance for all values of t.
for t ∈ [0, 1]. As above, t parameterizes the distance from homogeneity. At t = 1, A(2)|X corresponds to
a K = 2 group SBM, A(3)|X corresponds a K = 3 group SBM with different connectivity structure, and
A(4)|X corresponds to an Erdo˝s-Re´nyi graph. We sample networks of size n = 100 and attain estimated
community labels from the GMM for each method 500 times. The results of this simulation can be found in
Figure 8.
From Figure 8 it is clear as the networks become more heterogeneous the performance of each multiplex
method declines. However, each multiplex method outperforms every individual network algorithm for every
value of t ∈ [0, 1]. For small to moderate values of t, t ∈ [0, 0.6] it appears that the MRDPG methods is
preferable followed closely by the Omnibar method. In contrast to Example 2, the JE clustering technique
never appears to be competitive in this setting possibly suggesting this approach is able to effectively pool
information across few networks but not across many networks with similar structure. The MASE technique
suffers the worst misclassification rate for homogeneous networks (i.e. t = 0) but appears to be relatively
stable with respect to t. This could suggest that MASE, while effective at modeling a larger class of
heterogeneous networks, does not integrate information shared across networks under the ESRDPG as readily
as the MRDPG or Omnibar approaches.
4.3 Hypothesis Testing
Under the ESRDPG, we parameterize network differences through the graph specific weighting matrices
{C(g)}mg=1. In this section, we consider the task of testing the hypothesis that two networks drawn from the
ESRDPG share the same scaling matrix:
H0 : C
(1) = C(2) HA : C
(1) 6= C(2).
Recall, as the scaling matrices S(1) and S(2) are one-to-one functions of C(1) and C(2), we see that C(1) = C(2)
if and only if S(1) = S(2). Furthermore, as X is full rank, S(1) = S(2) if and only if XS(1) = XS(2). That is,
an equivalent hypothesis test is given by
H0 : XS
(1) = XS(2) HA : XS
(1) 6= XS(2).
Theorem 1 probabilistically ensures that the matrix Dˆ = Xˆ
(1)
Omni − Xˆ(2)Omni will reflect differences in C(1) and
C(2). For this reason, it will be useful to derive the asymptotic distribution of the rows of Dˆ which in turn
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will help uncover asymptotic distributions of global asymptotic test statistics that rely on these row-wise
differences.
Corollary 4. Let i ∈ [n] be some row of Dˆ and let {Wn}∞n=1 be as in Theorem 2. Then we have the
distributional result
lim
n→∞P
[√
n(DˆWn −X(S(1) − S(2)))i ≤ x
]
=
∫
supp(F )
Φ(x; 0,ΣD(y))dF (y)
where the variance is given by
ΣD(y) = (S
2∆)−1S¯(Σ˜1(y) + Σ˜2(y))S¯(S2∆)−1
The proof of this Theorem is a straightforward application of Corollary 1. Notice that this variance is not
simply Σ1(y)+Σ2(y) again illustrating that the rows of Lˆ corresponding to the same vertex are asymptotically
correlated. This additional covariance will slightly complicate the analysis of our test statistic but provides
an explicit covariance useful in construction of Wald statistics to detect vertex level differences.
Levin et al. (2017) compare the test statistic T = ‖Dˆ‖2F to a reference distribution constructed through
Monte Carlo iterations under the null hypothesis. In simulation settings, this test statistic demonstrates
higher empirical power than a Procrustes based test introduced by M. Tang et al. (2017) that utilizes
individual network embeddings. We stress that this statistic does not correct for row-wise correlation in Dˆ
and relies on a reference distribution that is constructed with prior knowledge of the latent positions X. In an
attempt to remedy these issues, we propose a test statistic that does not rely on unknown model parameters
and utilizes the covariance expressions presented in Corollary 4. As the test statistic T is computed based on
Euclidean rather than Mahalanobis distances, we expect our test statistic will offer improvements in practice
over that of T . We propose a Wald statistic for each row of Dˆ which we present in Theorem 3.
Theorem 3. Let D(x) = (S(1)−S(2))x and let Fχ2d(x) be the cumulative distribution function of a χ2 random
variable with d degrees of freedom. The asymptotic distribution of the statistic Wi = Dˆ
T
i Σ
−1
D (Xi)Dˆi under
both hypotheses is given by
H0 : lim
n→∞P [nWi ≤ x] = Fχ2d(x)
HA : lim
n→∞P
[√
n[Wi −D(Xi)TΣ−1D (Xi)D(Xi)] ≤ x
]
=
∫
suppF
Φ(x; 0, 4D(y)TΣ−1D (y)D(y))dF (y)
This statistic is only constructed for each row of Dˆ but suggests a global test statistic to test the full
network hypothesis H0 : XS
(1) = XS(2). We propose using the statistic W =
∑n
i=1Wi for this network
wide testing task. Notice that if each Wi were independent for finite n, under the null W would follow a χ
2
nd
distribution. However, as the rows of Dˆ are not independent, we assume W is approximately distributed as
χ2nd as a principled approach to testing H0 : C
(1) = C(2). This assumption is similar to that made in the
application of the GMM for community detection and has minimal effects in practice for moderate network
sizes as demonstrated in our simulation study.
To this point, the test statistics W still relies on unknown model parameters, ΣD(Xi), which will need to
be estimated in practice. We propose a combination of method of moments estimators to estimate ΣD(Xi)
under H0. Under the null hypothesis, ΣD(Xi) takes the form
ΣD(Xi) =
∆−1Σ˜(Xi)∆−1
2
where Σ˜(Xi) = E[(XTi Xj − (XTi Xj)2)XjXTj ]. Due to Theorem 1, under the null hypothesis Lˆ concen-
trates around LSW
T
n = 1m ⊗X. Moreover (nm)−1LTL = m−1
∑m
g=1 n
−1XTX a.s.−→ ∆. Therefore we use
((nm)−1LˆT Lˆ)−1 as an estimator for ∆−1. By Corollary 2, under the null X¯j concentrates around Xj . Using
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Figure 9: The empirical power of T , W , Wˆ , and W˜ for testing H0 : I = C(t) in the context of Example 2
for differing values of t.
this result we can estimate Σ˜(Xi) by
ˆ˜Σ(xi) =
1
n− 1
∑
j 6=i
(X¯Ti X¯j − (X¯Ti X¯j)2)X¯jX¯Tj
Combining these estimates, the covariance estimate can be written as
ΣˆD(Xi) =
1
2
(
1
nm
LˆT Lˆ
)−1 1
n− 1
∑
j 6=i
(X¯Ti X¯j − (X¯Ti X¯j)2)X¯jX¯Tj
( 1
nm
LˆT Lˆ
)−1
.
To ensure that this estimate is positive semi-definite, we then project this matrix onto the p.s.d. cone,
denoted ΣˆD(Xi)
+. Given our estimates for ΣD(Xi), we define our estimates Wˆi as
Wˆi = n
−1DˆTi (Σˆ
+
D(Xi))
†Dˆi
and our estimate of W as Wˆ =
∑n
i=1 Wˆi. Using this test statistic, we reject H0 when Wˆ > F
−1
χ2nd
(1−α) where
F−1
χ2nd
is the quantile function of a χ2nd random variable and α is the predetermined significance level. We note
that Wˆ is purely a function of the data and can be estimated after having computed the omnibus embedding
of A(1) and A(2). We also consider a level-corrected version of the Wˆ statistic, W˜ . These corrections are
completed by choosing cn ∈ N0 such that the critical value χ2nd+cn achieves an α-level rejection under H0 for
each value of n. We compare the empirical power of T , W , Wˆ , and W˜ in the following simulation setting.
Example 2. (continued) In the context of example 2, we look to test the hypothesis H0 : I = C(t) where
t = 0 corresponds to H0 and t ∈ (0, 1] corresponds to HA. We sample networks of size n ∈ {50, 100, 200}
and test H0 using T , W , Wˆ , and W˜ . We complete 1000 Monte Carlo replicates and calculate the empirical
power of each testing procedure. The results of this simulations study can be found in Figure 9.
First, as t increases the power of each method achieves perfect power. Moreover, as n increases, each
method achieves perfect power for smaller values of t. For networks of size n = 50, there appears to be no
difference between the T and W test statistics but as the networks increase to moderate size, (n = 100, 200),
our proposed test statistic W outperforms the T statistic. Indeed, W offers an average relative improvement
in empirical power over T of {1%, 7%, 21%} for networks of size {50, 100, 200}, respectively. Both T and
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W achieve the correct level for each value of n but the test statistic Wˆ is overpowered for small network
sizes. This is due to the under estimation of the variance matrix ΣD(xi). As n increases, our proposed
estimator ΣˆD(xi) improves and Wˆ begins to achieve level. The corrected version of the Wˆ statistic, W˜ ,
achieves similar level of power as that of T for networks of size n = 100 and outperforms this statistic for
networks of size n = 200. The degree of freedom correction for W˜ was (c50, c100, c200) = (19, 13, 10).
The Wˆ test statistic is a fully data-dependent approach to testing the hypothesis H0 : C
(1) = C(2) yet
does not achieve level for moderate network sizes. The level corrected test statistic, W˜ , offers comparable
empirical power to semi-parametric testing approaches for moderate network sizes but relies on unknown
model parameters. An estimation scheme for the degrees of freedom of the critical value for the level-
correction of Wˆ will offer an improved fully data-dependent, parametric testing framework that achieves
comparable empirical power to semi-parametric approaches.
5 Discussion
In this work we establish an explicit bias-variance tradeoff for latent position estimates provided by the
omnibus embedding in the presence of heterogeneous network data. We reveal an analytic bias expression
introduced by the omnibus embedding, derive a uniform concentration bound on the residual term at a rate
of O(m3/2n−1/2 log nm), and prove a central limit theorem which characterizes the distributional properties
of the estimator. By deriving an analytic bias and variance for the estimated latent positions, we show
that the omnibus embedding is a robust estimator for a wide variety of multiplex networks and is often
a preferable estimator when compared to similar estimators with respect to mean squared error. These
explicit bias and variance expressions enable us to state sufficient conditions for exact recovery in community
detection tasks, determine appropriate clustering algorithms for community detection, and develop a test
statistic to determine whether two graphs drawn from the ESRDPG share the same weighting matrices.
This analysis underscores the benefits of using biased latent position estimators that effectively pool strength
across networks in multiplex network analysis.
In what follows we provide remarks on possible extensions of Theorem 1 and Theorem 2 beyond the
ESRDPG. Specifically, we consider the possibility of reducing our assumptions on the scaling matrices C(g)
and the implications of asymptotics in the number of graphs m.
In Definition 2.4, it is required that the {C(g)}mg=1 are diagonal and nonnegative. This is an assumption
needed to identify the d most positive eigenvalues of the expected omnibus matrix P˜ = E[A˜|X] as the
d dimensions best for estimating the latent positions. Under certain graph models, our analysis would
need to be generalized to settings where these weighting matrices contain negative values. In particular,
the Generalized Random Dot Product Graph (GRDPG) of Rubin-Delanchy et al. (2017) is an extension of
the RDPG that that captures both assortative and disassortative community structure. By allowing for
the weighting matrices to contain negative eigenvalues, the ESRDPG can model multiplex networks with
widely varying community structures across different layers. By enriching the model class, however, P˜ isn’t
guaranteed to have d positive eigenvalues which obfuscates the proper embedding dimension. A further
analysis of the positive definite part of P˜ and the proper embedding dimension will yield similar results as
those presented here. Additionally, following the approach of Rubin-Delanchy et al. (2017) and embedding
P˜ into R2d by considering the largest eigenvalues of P˜ in magnitude will yield similar results.
Further extending the ESRDPG to include non-diagonal weighting matrices is a more complicated un-
dertaking. Assuming the scaling matrices are diagonal allowed us to exploit a dimension-wise Kronecker
product structure of P˜. This structure allowed for us to analyze the eigenvectors of P˜ in terms of the latent
positions X and the weighting matrices {C(g)}mg=1. In extending the ESRPDG to non-diagonal matrices,
this dimension-wise Kronecker product structure is lost and relating the eigenstructure of P˜ to these model
parameters will require a modified approach to those considered here.
Throughout, we assumed that the number of networks m was of fixed size but we can readily extend the
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results an asymptotic analysis in the number of networks, m. Considering the convergence rate presented
in Theorem 1, O(m3/2n−1/2 log nm) by letting n = ω(m3/2+ξ) for ξ > 0 we still achieve asymptotic con-
centration. If the number of nonzero {C(g)ii }mg=1 grows as ω(m), for instance if each weighting matrix has
strictly positive entries, then concentration presented in Theorem 1 occurs at the rate consistent with Levin
et al. (2017), O(m1/2n−1/2 log nm). Hence, provided n = ω(m1/2+ξ) for ξ > 0 concentration will occur
asymptotically in m
max
h∈[nm]
‖Rh‖2 ≤ C logm
5/2+ξ
mξ
.
This result is of particular interest as we establish that the number of networks can dominate the number of
vertices while still achieving concentration of the rows of the omnibus embedding. This result suggests that
the omnibus embedding may be useful in dynamical network applications where the weighting matrices are
a discrete time stochastic process {C(t)}Tt=1. This stochastic process could impose a dependence structure
among edges across layers or among the scaling matrices {S(t)}Tt=1. Characterizing this dependency structure
for different stochastic processes models will result in a wide array of new theoretical questions as well as
potential methodological developments for dynamical network models.
Finally, a full power analysis of the test statistic introduced in Section 4 will provide further insight
into the proposed testing paradigm. Deriving guarantees on the covariance estimator ΣˆD(xi) will help in
establishing the asymptotic distribution of Wˆi and by extension Wˆ . These asymptotic distributions could
lead to a power analysis for this test statistic and offer insights into a data dependent choice of the finite
sample corrected test statistic W˜ . A full analysis of this statistic would suggest it is possible to develop and
analyze test statistics for testing the hypothesis H0 : C
(i) = C(j) for i 6= j which will lead to a MANOVA
framework for heterogeneous network data. Further developing a testing framework with the alternative
hypothesis falling outside the ESRDPG will further enrich the hypothesis testing framework supported by
these theoretical findings.
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A Analysis Layout
Our main focus is on the rows of the matrix LˆW − L for some orthogonal matrix W. We propose that
W = V˜TW˜T where V˜ and W˜ are rotation matrices to be introduced. Define LS the nm× d block matrix
whose g-th, n× d block is XS(g). Then by adding and subtracting this term, we arrive at our first moment
expansion
LˆW − L = (LˆW − LS) + (LS − L) (6)
From here we will prove the following.
1. Theorem 1 (A): The second term in (6) captures the asymptotic bias of the omnibus embedding
B = (LS − L) where B is a known matrix that is a smooth, one-to-one function of the weighting
matrices {C(g)}mg=1 and the latent positions X.
2. Theorem 1 (B): Defining R(1) = LˆW − LS we intend to show
‖R(1)‖2,∞ ≤ O
(
m3/2n−1/2 log nm
)
We establish Theorem 1 (A) directly by uniquely constructing the {S(g)}mg=1 from only {C(g)}mg=1. Then,
we prove Theorem 1 (B) through a series of perturbation arguments. Moving to the second moment, we
adopt the expansion of (LˆW−LS) = (Lˆ−ZV˜)V˜TW˜T introduced by Levin et al. (2017). In particular, we
consider
Lˆ− ZV˜ = (A˜− P˜)UP˜S−1/2P˜ V˜
+ (A˜− P˜)UP˜
(
V˜S
−1/2
A˜
− S−1/2
P˜
V˜
)
−UP˜UTP˜(A˜− P˜)UP˜V˜S
−1/2
A˜
+
(
I−UP˜UTP˜
)
(A˜− P˜)R3S−1/2A˜
+ R1S
1/2
A˜
+ UP˜R2
− U˜P˜S˜P˜U˜TP˜UA˜S
−1/2
A˜
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where each matrix introduced above will be introduced throughout. We will show that the last five lines,
which we denote by R(2), will converge in probability to zero after scaled by
√
n. For this first term, we will
consider the following decomposition
(A˜− P˜)UP˜S−1/2P˜ V˜ = (A˜− P˜)ZS
−1
P˜
V˜ = (A˜− P˜)LSW˜S−1P˜ V˜.
Reapplying the rotations V˜TW˜T we arrive at (A˜− P˜)LSW˜S−1P˜ W˜T from which scaling the h = n(g− 1) + i
row by
√
n gives
√
n
[
(A˜− P˜)LSW˜S−1P˜ W˜
T
]
h
= n
(
W˜S−1
P˜
W˜T
)
∗ 1√
n
[
(A˜− P˜)LS
]
h
We will analyze this term similarly as A. Athreya et al. (2016) and Levin et al. (2017). For concreteness we
consider the expansion
LˆW − LS = (A˜− P˜)LSW˜S˜−1P˜ W˜
T + R(2)
from which we intend to prove the following.
1. Theorem 2: Following an analysis technique closely related to the power method, we intend to show
√
n[(A˜− P˜)LSW˜S˜−1P˜ W˜
T ]h|{Xi = xi} D−→ N(0,Σg(xi)).
2. Theorem 2: We provide a residual bound
√
nR
(2)
h
P−→ 0.
Having established the asymptotic bias and variance of the omnibus embedding estimates, we can use these
results to prove corollaries and useful in subsequent statistical procedures.
B First Moment
To begin, we first relate the form of Z = ASE(P˜, d) to that of the latent positions X. In doing so, we can
analyze the difference between the rows of Z, properly rotated, and those of the scaled latent positions L.
This analysis, summarized in Theorem 1 (A), will capture the bias of the omnibus embedding under the
ESRDPG. Secondly, we establish bounds on the corresponding residual term, R(1). Namely, we establish a
uniform concentration rate of the rows of Lˆ = ASE(A˜, d) to those of Z. This is the focus Theorem 1 (B).
To this end, we provide Lemma 1 and Lemma 2 which establish the analytic form of Z.
Lemma 1. Let x ∈ Rm≥0 such that maxi∈[m] xi > 0. Define the matrix H(x) = 12 (x1Tm+1mxT ). Then H(x)
is at most rank two and
λmin(H(x)) =
1
2
(‖x‖1 −
√
m‖x‖2) ≤ 0 < 1
2
(‖x‖1 +
√
m‖x‖2) = λmax(H(x))
Proof. Recall a matrix A ∈ Rn×n with rank(A) = 2 satisfies tr(A) = λmin+λmax and tr(A2) = λ2min+λ2max.
Notice
tr[H(x)] =
m∑
i=1
xi = ‖x‖1 tr[H(x)2] = ‖x‖
2
1 +m‖x‖22
2
and the proposed eigenvalues satisfy
λmin + λmax = ‖x‖1, λ2min + λ2max =
‖x‖21 +m‖x‖22
2
.
Moreover, by the Cauchy-Schwarz inequality ‖x‖1 ≤
√
m‖x‖2. Hence, λmin = ‖x‖1−
√
m‖x‖2
2 ≤ 0 and
λmax =
‖x‖1+√m‖x‖2
2 > 0.
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Lemma 2. Suppose that LS ∈ Rnm×d with its g-th block given by XS(g) and Z = ASE(P˜, d). Then there
exists an orthogonal matrix W˜ ∈ Od×d such that ZW˜T = LS .
Proof. Suppose that ({A(g)}mg=1,X) ∼ ESRDPG(F, n, {C(g)}mg=1). We wish to understand the expected
omnibus matrix P˜ = E[A˜|X]. Recall from Definition 3.1, vi = (C(g)ii )mg=1 ∈ Rm. Notice that we can express
P˜ in terms of the matrices H(vi) as
P˜ = (Im×m ⊗X)
(
d∑
i=1
H(vi)⊗ eieTi
)
(Im×m ⊗X)T .
Using this expression can bound the rank of P˜ as follows.
rank(P˜) ≤ min
{
rank(Im×m ⊗X), rank
(
d∑
i=1
H(vi)⊗ eieTi
)
, rank(Im×m ⊗X)T
}
≤ min {md, 2d,md}
= 2d
Moreover, by the assumption that ∆ = E[X1XT1 ] is full rank and the Sylvester rank inequality, the rank of
P˜ is also bounded from below d ≤ rank(P˜). Next, consider the following decomposition of P˜.
P˜ =
d∑
j=1
H(vj)⊗X·jXT·j
Lemma 1 establishes rank(H(vj)) = 2 with λmin(H(vj)) ≤ 0 < λmax(H(vj)). Therefore, we can factor
H(vj) into a positive definite and negative semidefinite matrix as H(vj) = H
+(vj)−H−(vj). With this we
write
P˜ =
d∑
j=1
H+(vj)⊗X·jXT·j −
d∑
j=1
H−(vj)⊗X·jXT·j
Define P˜+ =
∑d
j=1 H
+(vj)⊗X·jXT·j and P˜− =
∑d
j=1 H
−(vj)⊗X·jXT·j so that P˜ = P˜+−P˜−. Seeing H+(vj)
and X·jXT·j are both positive definite and rank 1, we see that P˜
+ is positive definite with rank(P˜+) = d.
Similarly, P˜− is negative semidefinite with rank(P˜−) ≤ d. With these observations, and d ≤ rank(P˜) ≤ 2d,
P˜ has d positive eigenvalues that will come from the matrix P˜+ (Horn and Johnson 2012, Proposition 4.1.13
and 4.1.P22). Therefore, for Z = ASE(P˜, d) we have
P˜+ = ZZT =
d∑
j=1
 [H
+(vj)]11X·jXT·j . . . [H
+(vj)]1mX·jXT·j
...
. . .
...
[H+(vj)]m1X·jXT·j . . . [H
+(vj)]mmX·jXT·j

Define the diagonal matrices D by Dij = Dji = diag[(H
+(vk))ij ]
d
k=1. Then
ZZT =
XD11X
T . . . XD1mX
T
...
. . .
...
XDm1X
T . . . XDmmXX
T

Now, consider LSL
T
S .
LSL
T
S =
 X(S
(1))2XT . . . XS(1)S(m)XT
...
. . .
...
XS(1)S(m)XT . . . X(S(m))2XT

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Now recall that S(g) = diag(α
(1)
g , . . . , α
(d)
g ) where α(k) = ASE(H(vk), 1). Notice that α
(k)(α(k))T = H+(vk)
so [α(k)(α(k))T ]ij = α
(k)
i α
(k)
j = [H
+(vk)]ij and therefore
S(k)S(`) = diag
(
α
(1)
k α
(1)
` , α
(2)
k α
(2)
` , . . . , α
(d)
k α
(d)
`
)
= diag
(
[H+(vr)]k`
)d
r=1
= Dk`
Therefore, we see that ZZT = LSL
T
S . With this we conclude that there exists some orthogonal matrix
W˜ ∈ Od×d such that Z = LSW˜.
Having established the analytic expression for Z we now turn to analyzing the mapping from {C(g)}mg=1 to
{S(g)}mg=1. In doing so, we demonstrate the scaling matrices’ impact on the bias introduced by the omnibus
embedding.
Proposition B.1. The map from the scaling matrices {C(g)}mg=1 to the set {S(g)}mg=1, {C(g)}mg=1 7→
{S(g)}mg=1, is one-to-one.
Proof of Proposition B.1. By definition, S(g) = diag(α
(1)
g , α
(2)
g , . . . , α
(d)
g ) where α(i) = ASE(H(vi), 1) for
i ∈ [d]. Under the ESRDPG, there exists a j ∈ [m] such that (vi)j > 0. Therefore, H(vi) has positive
entries in its j-th row and j-th column. Hence, H(vi) is an irreducible matrix. By the Perron-Frobenius
Theorem, H(vi) has a largest positive eigenvalue of multiplicity one that corresponds to a unique eigenvector
with strictly positive entries. As α(i) is a product of the square root of this positive eigenvalue and this
eigenvector, we can always choose it to be positive valued. Moreover, as this eigenvalue-eigenvector pair
were unique, then α(i) is also unique with respect to vi. That is vi 7→ α(i) is one-to-one. As the scaling
matrices {C(g)}mg=1 uniquely determine {vi}di=1 and the {α(i)}di=1 uniquely determine the {S(g)}mg=1, the
map from {C(g)}mg=1 7→ {S(g)}mg=1 is one-to-one.
Having successfully related the form of Z to the latent positions and characterized the scaling matrices
{S(g)}mg=1 as a smooth, one-to-one function the weighting matrices {C(g)}mg=1 we are ready to prove Theorem
1 (A).
Proof of Theorem 1 (A). Suppose that W˜ ∈ Od×d given in Lemma 2. Then we see that ZW˜T = LS . Recall
for a matrix M we denote Mi = (Mi·)T and letting h = n(g − 1) + i denote the row corresponding to node
i in graph g, we have
(LS − L)h = (XS(g) −X
√
C(g))i = (S
(g) −
√
C(g))Xi.
As a consequence of Proposition B.1 the {S(g)}g=1 are smooth functions of the weighting matrices. Therefore,
the bias matrix LS −L is a known smooth, one-to-one function of the weighting matrices {C(g)}mg=1 and the
latent position matrix X.
The proof of Theorem 1 (A) reveals that the bias is given by coordinate scaling of the matrix X. To
affirm that this term captures the asymptotic bias of the omnibus embedding, we establish a concentration
rate of the corresponding residual term. We follow the approach introduced by Levin et al. (2017) mutatis
mutandis. For this reason, we only include proofs in which the argument was fundamentally changed by the
ESRDPG model. Other results we state without proof and refer the reader to Levin et al. (2017). To begin,
we prove the bound in Theorem 1 (B) and highlight results used therein that will be subsequently stated.
Proof of Theoerem 1 (B). Suppose that V˜ is defined as in Lemma 5 and R1,R2, and R3 as in Lemma 8.
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Consider the following decomposition
Lˆ− ZV˜ = (A˜− P˜)UP˜S−1/2P˜ V˜ + (A˜− P˜)UP˜(V˜S
−1/2
A˜
− S−1/2
P˜
V˜)
−UP˜UTP˜(A˜− P˜)UP˜V˜S
−1/2
A˜
+ (I−UP˜UTP˜)(A˜− P˜)R3S
−1/2
A˜
+ R1S
1/2
A˜
+ UP˜R2
− U˜P˜S˜P˜U˜TP˜UA˜S
−1/2
A˜
.
Using the supporting Lemmas to be developed it holds with high probability that
‖(A˜− P˜)UP˜(V˜S−1/2A˜ − S
−1/2
P˜
V˜)‖ ≤ Cm
3/4d1/2 log3/2 nm
n
(Lemma 6, 7)
‖UP˜UTP˜(A˜− P˜)UP˜V˜S
−1/2
A˜
‖F ≤ Cd
√
log nm
n
(Lemma 6)
‖R1S1/2A˜ + UP˜R2‖F ≤
Cm3/2 log nm√
n
(Lemma 8)
‖(I−UP˜UTP˜)(A˜− P˜)R3S
−1/2
A˜
‖F ≤ Cm
5/4 log nm√
n
(Lemma 8)
‖U˜P˜S˜P˜U˜TP˜UA˜S
−1/2
A˜
‖F ≤ C dm
3/2 log nm√
n
(Lemma 9)
Therefore, we with high probability, we can write
‖Lˆ− ZV˜‖F = ‖(A˜− P˜)UP˜S−1/2P˜ ‖F +O
(
m3/2 log nm√
n
)
and note
‖(A˜− P˜)UP˜S−1/2P˜ ‖2,∞ ≤ ‖(A˜− P˜)UP˜‖2,∞‖S
−1/2
P˜
‖.
Let uj be the j-th column of P˜. Then we have
‖(A˜− P˜)UP˜‖2,∞ ≤
√
dmax
j∈[d]
‖(A˜− P˜)uj‖∞ =
√
dmax
j∈[d]
max
h∈[nm]
|(A˜− P˜)uj |h
An application of Hoeffding’s inequality as in Lemma 6 shows that |(A˜ − P˜)uj |h ≤ Cm1/4
√
c log nm with
probability at least 1−(nm)−c. Changing c only changes the constant C for this element-wise bound. Hence,
choosing c sufficiently large and a union bound shows
√
dmax
j∈[d]
max
h∈[nm]
|(A˜− P˜)uj |h ≤ Cdm1/4
√
log nm
with high probability. Lastly, as ‖S−1/2
P˜
‖ ≤ C(n√m)−1/2 and integrating over X then establishes the bound
‖(A˜− P˜)UP˜S−1/2P˜ ‖2,∞ ≤ Cd
√
log nm
n
.
Finally, we have with high probability
‖LˆW − LS‖2,∞ = ‖(Lˆ− ZV˜)V˜TW˜T ‖2,∞ ≤ ‖Lˆ− ZV˜‖2,∞ ≤ O
(
m3/2 log nm√
n
)
.
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To support this result, we begin by stating two key Lemmas, Lemma 3 and Lemma 4. Lemma 3 gives
spectral norm control on the difference between A˜ and P˜. This will allow us to use tools from perturbation
theory including Weyl’s inequality to show the eigenvalues of A˜ are close to those of P˜. Lemma 4 gives a
lower bound on the growth of the eigenvalues of P˜ at a rate of O(n
√
m) from which an application of the
Davis-Kahan Theorem (Yu, T. Wang, and Samworth 2014) will allow us to relate the eigenvectors of A˜ to
those of P˜.
Lemma 3. (Adapted from Levin et al. 2017, Lemma 2) Let A˜ ∈ Rnm×nm be the omnibus matrix of
{A(g)}mg=1 where {A(g)}mg=1 ∼ ESRDPG(F, n, {C(g)}mg=1). Then w.h.p. ‖A˜− P˜‖ ≤ Cm
√
n logmn
Lemma 4. (Adapted from Levin et al. 2017, Observation 2) Let F be an inner product distribution on Rd
and let X1, . . . ,Xn
i.i.d.∼ F . Define S2 = ∑mk=1(S(k))2. With probability 1− d2/(nm)2 for all i ∈ [d] it holds
that |λi(P˜)− nλi(S2∆))| ≤ Cd2m
√
n log nm. Moreover, for all i ∈ [d], λi(P˜) ≥ Cδ
√
mn.
Proof. Let λ1 ≥ λ2 ≥ · · · ≥ λd > 0 be the positive d eigenvalues of P˜. Then λi(P˜) = λi for i ∈ [d]. Moreover,
λd(P˜) = λd(LSL
T
S ) = λd(L
T
SLS). Notice that L
T
SLS takes the form
LTSLS =
m∑
k=1
S(k)XTXS(k)
Next, consider ∥∥∥∥∥
m∑
k=1
S(k)
[
XTX− n∆]S(k)∥∥∥∥∥
F
≤
m∑
k=1
‖S(k)‖2‖XTX− n∆‖F
First notice,
(
XTX− n∆)
ij
=
∑n
k=1 (XkiXkj −∆ij) which is a sum of bounded, i.i.d random variables.
Applying Hoeffding’s inequality yields
P
[∣∣XTX− n∆∣∣
ij
≥ 2
√
n log nm
]
≤ 2
n2m2
Therefore, applying a union bound over the matrix we have ‖XTX − n∆‖F ≤ 2d2
√
n log nm with high
probability. Moreover, as {S(k)}mk=1 is independent of n we see that ‖S(k)‖2 ≤ C. Therefore, with high
probability ∥∥∥∥∥
m∑
k=1
S(k)
[
XTX− n∆]S(k)∥∥∥∥∥
F
≤
m∑
k=1
‖S(k)‖2‖XTX− n∆‖F ≤ Cd2m
√
n log nm
Let S2 =
∑m
k=1(S
(k))2. Using Weyl’s inequality and bounding the spectral norm by the Frobenius norm, we
have for i ∈ [d]
|λi(P˜)− λi(nS2∆)| = |λi(LTSLS)− λi(nS2∆)| ≤
∥∥LTSLS − nS2∆∥∥F ≤ Cmd2√n log nm
Using this result with the reverse triangle inequality, we see that for sufficiently large n
λi(P˜) = λi(L
T
SLS) ≥ |nλd(S2∆)− Cmd2
√
n log nm| ≥ Cnδmin
i∈[d]
S2ii
where δ = mini ∆ii > 0. Notice that S
2
ii =
∑m
k=1[S
(k)
ii ]
2 and recall α(i) = (S
(1)
ii , . . . ,S
(m)
ii ) = ASE(H(vi), 1).
Therefore, S2ii = ‖α(i)‖22. Recall, as α(i) is rank 1 adjacency spectral embedding of H(vi) we have
S2ii = ‖α(i)‖22 = λmax(H(vi)) =
‖vi‖1 +
√
m‖vi‖2
2
Defining λ∗ = mini∈[d] 2−1(‖vi‖1 +
√
m‖vi‖2) and the fact λ∗ ≥ C
√
m and we see with high probability for
i ∈ [d]
λi(P˜) ≥ Cδnλ∗ ≥ Cδn
√
m
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We note that this rate is slower than that presented in Levin et al. (2017) by a factor of
√
m. However, if
‖vi‖2 = ω(
√
m) then the this rate is improved to that of O(nm) consistent with that of Levin et al. (2017).
A setting where is occurs is when the diagonal elements of C(g) are strictly positive. By allowing Cii = 0
for all but one g ∈ [m], this slower rate O(n√m) is a direct consequence in extending the model class of the
ESRDPG.
The next two results are cited directly in the proof of Theorem 1 (B). These proofs are analogous to
the argument given in Vince Lyzinski et al. (2014) and Levin et al. (2017). Lemma 5 gives a concentration
bound of the eigenvectors UT
P˜
UA˜ while Lemma 6 are useful Hoeffding bounds used throughout.
Lemma 5. (Adapted from V. Lyzinski et al. 2017, Proposition 16) Let P˜ = UP˜SP˜U
T
P˜
− U˜P˜S˜P˜U˜TP˜ be the
eigendecomposition of P˜ where UP˜, U˜P˜ ∈ Rmn×d and SP˜, S˜P˜ ∈ Rd×d are the diagonal matrices containing
the d most positive and negative eigenvalues of P˜, respectively. Let A˜ = UA˜SA˜U
T
A˜
+ U˜A˜S˜A˜U˜
T
A˜
be the
eigendecomposition of A˜ where UA˜ ∈ Rmn×d and SA˜ ∈ Rd×d is the diagonal matrix containing the top
d eigenvalues of A˜. Lastly, let UT
P˜
UA˜ = V1Σ˜V
T
2 be the singular value decomposition of U
T
P˜
UA˜ and let
V˜ = V1V
T
2 . Then w.h.p.
‖UT
P˜
UA˜ − V˜‖F ≤ C
dm log nm
n
‖U˜T
P˜
UA˜‖F ≤ C
dm log nm
n
Proof. Recall, by definition, that Σ˜ = diag(σ˜1, . . . , σ˜d) are the singular values of the matrix U
T
P˜
UA˜. By this
definition, the vector Θ = (θ1 = cos
−1(σ˜1), . . . , θd = cos−1(σ˜d)) contains the canonical angles between the
subspace spanned by UP˜ and UA˜. Therefore by the Davis-Kahan Theorem, as given in Yu, T. Wang, and
Samworth (2014),
‖UA˜UTA˜ −UP˜UTP˜‖ = maxi∈[d] | sin(θi)| ≤
2
√
d‖A˜− P˜‖
λd(P˜)− λd+1(P˜)
with high probability. Using the bound in Theorem 3 and the results from Lemma 4 we see that with high
probability
‖UA˜UTA˜ −UP˜UTP˜‖ ≤ C
√
m logmn
n
With this result in mind, consider the following,
‖UT
P˜
UA˜ −V1VT2 ‖F = ‖Σ˜− I‖F =
√√√√ d∑
i=1
(1− σ˜i)2 ≤
d∑
i=1
(1− σ˜2i ) =
d∑
i=1
sin2(θi)
≤ d‖UA˜UTA˜ −UP˜UTP˜‖2 ≤ Cd
m log nm
n
Next, let U˜T
P˜
UA˜ have singular value decomposition U˜
T
P˜
UA˜ = W1Λ˜W
T
2 . Seeing U˜P˜ and UP˜ span
orthogonal subspaces, by Property 2.1 of Zhu and Knyazev (2013), Λ˜ = diag(λ˜1 = sin(θd), . . . , λ˜d = sin(θ1)).
Therefore, we see
‖U˜T
P˜
UA˜‖F = ‖W1Λ˜WT2 ‖F = ‖Λ˜‖F =
√√√√ d∑
i=1
sin2(θi)
≤
d∑
i=1
| sin(θi)| ≤ d‖UA˜UTA˜ −UP˜UTP˜‖2 ≤ Cd
m log nm
n
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Lemma 6. With the same notation above an application of Hoeffding’s inequality gives with high probability
‖UT
P˜
(A˜− P˜)‖F ≤ Cm3/4
√
dn log nm
‖UT
P˜
(A˜− P˜)UP˜‖F ≤ Cd
√
m log nm.
Next, we state three key Lemmas used in the proof of Theorem 1 (B). We closely follow a decomposition
given in V. Lyzinski et al. (2017) and Levin et al. (2017).
Lemma 7. Define V˜ = V1V
T
2 as in Lemma 5. Then with high probability
‖V˜SA˜ − SP˜V˜‖F ≤ Cdm log nm
‖V˜S1/2
A˜
− S1/2
P˜
V˜‖F ≤ Cm
3/4 log nm√
n
‖V˜S−1/2
A˜
− S−1/2
P˜
V˜‖F ≤ C log nm
n3/2
Proof. First define R = UA˜ −UP˜UTP˜UA˜ and notice by Lemma 5 and the Davis-Kahan theorem
‖R‖F = ‖UA˜ −UP˜UTP˜UA˜‖F
≤ ‖UA˜ −UP˜V˜‖F + ‖UP˜(V˜ −UTP˜UA˜)‖F
≤ O
(√
m logmn
n
)
+O
(
dm log nm
n
)
= O
(√
m logmn
n
)
Next, consider the following decomposition
V˜SA˜ = (V˜ −UTP˜UA˜)SA˜ + UTP˜UA˜SA˜
= (V˜ −UT
P˜
UA˜)SA˜ + U
T
P˜
(A˜− P˜)UA˜ + UTP˜P˜UA˜
= (V˜ −UT
P˜
UA˜)SA˜ + U
T
P˜
(A˜− P˜)R + UT
P˜
(A˜− P˜)UP˜UTP˜UA˜ + SP˜UTP˜UA˜
Rewriting this final term as SP˜U
T
P˜
UA˜ = SP˜(U
T
P˜
UA˜− V˜) + SP˜V˜ we can rearrange terms and using Lemma
5 and Lemma 6 we have
‖V˜SA˜ − SP˜V˜‖F ≤ ‖V˜ −UTP˜UA˜‖F (‖SA˜‖+ ‖SP˜‖)
+ ‖UT
P˜
(A˜− P˜)R‖F
+ ‖UT
P˜
(A˜− P˜)UP˜‖F ‖UTP˜UA˜‖
≤ O(m log n) +O
(
d1/2m3/8 log nm
)
+O(d
√
m log n)
= O (dm log nm)
Now, notice that as the ij−th entry elements of V˜S1/2
A˜
− S1/2
P˜
V˜ can be written as
V˜ij(λ
1/2
i (A˜)− λ1/2j (P˜)) = V˜ij
(
λi(A˜)− λj(P˜)
λ
1/2
i (A˜) + λ
1/2
j (P˜)
)
Then noting that the order of the eigenvalues of λ
1/2
j (P˜) and λ
1/2
i (A˜) are of order at least O((n
√
m)1/2).
Lastly, notice that the ij−th entry elements of V˜S−1/2
A˜
− S−1/2
P˜
V˜ can be written as
V˜ij(λ
−1/2
i (A˜)− λ−1/2j (P˜)) = V˜ij
(
λ
1/2
i (A˜)− λ1/2j (P˜)
−λ1/2i (A˜)λ1/2j (P˜)
)
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Noting that the order of λ
1/2
i (A˜)λ
1/2
j (P˜) is at least O(nm
3/4) concludes the proof.
We place a bound on the remaining residual terms in Lemma 8 and Lemma 9. We do this directly
following Lemma 5 in Levin et al. (2017), using Lemmas 3, 5, 6, 7 stated above. These Lemmas introduce
the leading order concentration rate and the argument follows directly from the above results combined with
the strategy proposed in Levin et al. 2017.
Lemma 8. Define R1 = UP˜U
T
P˜
UA˜−UP˜V˜, R2 = V˜S1/2A˜ −S
1/2
P˜
V˜, and R3 = UA˜−UP˜UTP˜UA˜+R1. Then
with high probability
‖R1S1/2A˜ + UP˜R2‖F ≤
Cm3/2 logmn√
n
‖(I−UP˜UTP˜)(A˜− P˜)R3S
−1/2
A˜
‖F ≤ Cm
5/4 log nm√
n
Lemma 9. Let P˜−1 = U˜P˜S˜P˜U˜
T
P˜
∈ Rnm×nm be the negative definite part of P˜. Then with high probability
‖P˜−UA˜S−1/2A˜ ‖2,∞ ≤ C
dm log nm
n
‖P˜−UA˜S−1/2A˜ ‖F ≤ C
dm3/2 log nm√
n
Proof. First recall that the rows of U˜P˜S˜
1/2
P˜
are bounded in Euclidean norm by 1. Using this fact and the
fact ‖S˜1/2
P˜
‖ ≤ C(nm)1/2 and ‖S˜1/2
A˜
‖ ≤ C(nm)−1/2 we have
‖U˜P˜S˜P˜U˜TP˜UA˜S
−1/2
A˜
‖2,∞ ≤ ‖U˜P˜S˜1/2P˜ ‖2,∞‖S˜
1/2
P˜
‖‖U˜T
P˜
UA˜‖‖S−1/2A˜ ‖ ≤ C‖U˜
T
P˜
UA˜‖F
Then applying Lemma 5 we have the result
‖P˜−UA˜S−1/2A˜ ‖2,∞ ≤ C‖U˜
T
P˜
UA˜‖F ≤ C
dm log nm
n
.
We can use this result to directly establish the Frobenius norm bound.
‖P˜−UA˜S−1/2A˜ ‖F =
√√√√nm∑
i=1
‖(P˜−UA˜S−1/2A˜ )i‖22 ≤
√
nm‖P˜−UA˜S−1/2A˜ ‖2,∞ ≤ C
m3/2 log nm√
n
This concludes our analysis of the first moment properties of the omnibus embedding under the ESRDPG.
By first studying the structure of the expected omnibus matrix P˜ we are able to express the omnibus
embedding of P˜, Z, in terms of the latent positions X and the corresponding scaling matrices {S(g)}mg=1
which capture the bias of the omnibus embedding. Then by demonstrating spectral bound control on the
difference of A˜ and P˜ and developing a lower bond on the eigenvalues of P˜ we successfully employ techniques
from perturbation theory, as sketched by Levin et al. (2017), to provide a uniform concentration rate of the
residual term. Next, we turn our attention to the distributional proprieties of this residual term.
C Second Moment
In this section we focus on the distributional properties of the residual term introduced in Theorem 1 (B).
We further factor this residual into two terms, an additional residual term and a term reminiscent of the
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power method. We will prove that this residual term converges in probability to 0 after being scaled by
√
n.
Next, we prove that the power method term converges to a mixture of normal random variables and specify
its variance explicitly. As we follow the approach introduced by Levin et al. (2017) mutatis mutandis, we
only include proofs in which the argument was fundamentally changed by the ESRDPG model. We first
prove Theorem 2; highlighting results that will be justified later in the Appendix.
Proof of Theorem 2. First define the second residual term R(2) by
R(2) = (A˜− P˜)UP˜
(
V˜S
−1/2
A˜
− S−1/2
P˜
V˜
)
−UP˜UTP˜(A˜− P˜)UP˜V˜S
−1/2
A˜
+
(
I−UP˜UTP˜
)
(A˜− P˜)R3S−1/2A˜ + R1S
1/2
A˜
+ UP˜R2 − U˜P˜S˜P˜U˜TP˜UA˜S
−1/2
A˜
Then using the same decomposition we utilized in the first momement analysis we can write
LˆWn − LS = (Lˆ− ZV˜)V˜TW˜Tn = (A˜− P˜)LSW˜nS−1P˜ W˜
T
n + R
(2)V˜TW˜Tn
In Lemma 10, we establish conditional on {Xi = xi}
√
n[(A˜− P˜)LSW˜nS−1P˜ W˜
T
n ]h|{Xi = xi} D−→ N(0,Σg(xi))
Integrating over all possible values of xi and using the Lebesgue Dominated Convergence Theorem gives for
some sequence of {W˜n}∞n=1
lim
n→∞P
[
(A˜− P˜)LSW˜nS−1P˜ W˜
T
n ≤ x
]
=
∫
supp(F )
Φ(x; 0,Σg(y))dF (y)
where Φ(x;µ,Σ) is the normal cumulative distribution function with mean µ and covariance matrix Σ
evaluated at x and Σg(y) is given in Theorem 2. As V˜W˜
T
n is orthogonal, it remains to show that
√
nR
(2)
h
P−→
0. To that end, we show each term in R(2) converges 0 after being scaled by
√
n in subsequent Lemmas.
√
nR
(n)
h =
√
n[(A˜− P˜)UP˜(V˜S−1/2A˜ − S
−1/2
P˜
V˜)]h (Lemma 11)
−√n[UP˜UTP˜(A˜− P˜)UP˜V˜S
−1/2
A˜
]h (Lemma 11)
+
√
n[(I−UP˜UTP˜)(A˜− P˜)R3S
−1/2
A˜
]h (Lemma 12)
+
√
n[R1S
1/2
A˜
+ UP˜R2]h (Lemma 11)
−√n[U˜P˜S˜P˜U˜TP˜UA˜S
−1/2
A˜
]h (Lemma 11)
Employing Slutsky’s Theorem and combining this result with the distributional result given above concludes
the proof.
Lemma 10. Conditional on the event {Xi = xi} there exists a sequence of orthogonal matrices {W˜n}∞n=1
such that
√
n[(A˜− P˜)LSW˜nS−1P˜ W˜
T
n ]h|{Xi = xi} D−→ N(0,Σg(xi)) (7)
where the covariance matrix is given by
Σg(xi) = (S
2∆)−1
(S(g) +∑
k 6=g
1
2
S(k)
)
Σ˜g(xi)
(
S(g) +
∑
k 6=g
1
2
S(k)
)
+
1
4
∑
k 6=g
S(k)Σ˜k(xi)S
(k)
 (∆S2)−1
where Σ˜k(xi) is given by
Σ˜k(xi) = E
[
(xTi C
(k)Xj − (xTi C(k)Xj)2)XjXTj
]
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Proof. For notational convenience, for all that follows we will condition on the event {Xi = xi}. First notice
that we can rewrite this term as follows
√
n[(A˜− P˜)LSW˜nS−1P˜ W˜
T
n ]h = nW˜nS
−1
P˜
W˜Tn ∗
1√
n
[(A˜− P˜)LS ]h
We will focus on each term in this product individually and then use Slutsky’s Theorem to establish the
result. First notice that
1
n
LTSLS =
m∑
g=1
S(g)
(
1
n
XTX
)
S(g)
By the strong law of large numbers,
1
n
XTX =
1
n
n∑
j=1
XjX
T
j =
1
n
xix
T
i +
n− 1
n
∗ 1
n− 1
∑
j 6=i
XjX
T
j
a.s.−→ ∆
Therefore, we see that
1
n
LTSLS −
m∑
g=1
S(g)∆S(g) =
1
n
LTSLS −∆
m∑
g=1
(S(g))2
a.s.−→ 0
For ease of notation, let S2 =
∑m
g=1(S
(g))2. Next, notice SP˜ = S
1/2
P˜
UT
P˜
UP˜S
1/2
P˜
= ZTZ. Therefore, there is
a sequence of orthogonal matrices {W˜n}∞n=1 such that W˜nSP˜W˜Tn = (ZW˜Tn )T (ZW˜Tn ) = LTSLS . Thus, we
conclude
1
n
W˜nSP˜W˜
T
n − S2∆ a.s.−→ 0
Applying the continuous mapping theorem gives nW˜nS
−1
P˜
W˜Tn
a.s.−→ (S2∆)−1. Next, consider the decompo-
sition of the power method term
1√
n
[(A˜− P˜)LS ]h = 1√
n
[
m∑
k=1
(
A(g) −P(g)
2
+
A(k) −P(k)
2
)
XS(k)
]
i
=
1√
n
m∑
k=1
S(k)
n∑
j=1
(
A
(g)
ij −P(g)ij
2
+
A
(k)
ij −P(k)ij
2
)
Xj
=
m∑
k=1
S(k)
1√
n
∑
j 6=i
(
A
(g)
ij − xTi C(g)Xj
2
+
A
(k)
ij − xTi C(k)Xj
2
)
Xj

−
m∑
k=1
S(k)
1√
n
{
xTi C
(g)xi
2
+
xTi C
(k)xi
2
}
Notice as xTi C
(g)xi and x
T
i C
(k)xi are bounded by 1. Moreover, as S
(k) is independent of n for all k ∈ [m]
−
m∑
k=1
S(k)
1√
n
{
xTi C
(g)xi
2
+
xTi C
(k)xi
2
}
P−→ 0
Focusing on this second term, notice that we can write the sum of n− 1 random variables as
1√
n
∑
j 6=i

S(g) +∑
k 6=g
1
2
S(k)
 (A(g)ij − xTi C(g)Xj)Xj +∑
k 6=g
1
2
S(k)(A
(k)
ij − xTi C(k)Xj)Xj

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From which the the multivariate central limit theorem gives
1√
n
∑
j 6=i
{(
S(g) +
∑
k 6=g
1
2
S(k)
)
(A
(g)
ij − xTi C(g)Xj)Xj
+
∑
k 6=g
1
2
S(k)(A
(k)
ij − xTi C(k)Xj)Xj
}
D−→ N(0, Σ¯g(xi))
where the covariance matrix is given by
Σ¯g(xi) =
(
S(g) +
∑
k 6=g
1
2
S(k)
)
Σ˜g(xi)
(
S(g) +
∑
k 6=g
1
2
S(k)
)
+
1
4
∑
k 6=g
S(k)Σ˜k(xi)S
(k)
and Σ˜k(xi) is given by
Σ˜k(xi) = E
[
(xTi C
(k)Xj − (xTi C(k)Xj)2)XjXTj
]
Using the multivariate Slutsky’s theorem then provides
√
n[(A˜− P˜)LSW˜nS˜−1P˜ W˜
T
n ]h
D−→ N (0,Σg(xi))
where
Σg(xi) = (S
2)−1∆−1Σ¯g(xi)∆−1(S2)−1
Having demonstrate the asymptotic normality of this power method term, we now turn to showing the
remaining residual terms converge to zero in probability. As these Lemmas follow directly from Levin et al.
(2017) and the bounds stated in Appendix B, we state then without proof and refer the reader to Levin
et al. (2017).
Lemma 11. Let h = n(g − 1) + i. Then with the notation as given in the proof of Theorem 2 we have the
following convergence results.
√
n[(A˜− P˜)UP˜(V˜S−1/2A˜ − S
−1/2
P˜
V˜)]h
P−→ 0 (8)
√
n[UP˜U
T
P˜
(A˜− P˜)UP˜V˜S−1/2A˜ ]h
P−→ 0 (9)
√
n[R1S
1/2
A˜
+ UP˜R2]h
P−→ 0 (10)
√
n[U˜P˜S˜P˜U˜
T
P˜
UA˜S
−1/2
A˜
]h−→0 (11)
Lemma 12. With the notation as used in the proof of Theorem 2 we have the following convergence
√
n[(I−UP˜UTP˜)(A˜− P˜)R3S
−1/2
A˜
]h
P−→ 0
D Corollaries and Statistical Consequences
Included below are proofs of the Corollaries utilizing the asymptotic joint distribution of the rows of the
omnibus node embeddings. These proofs largely follow direction from Theorem 1 and 2. We derive the
asymptotic covariances of each set of rows explicitly as it serves as a format for the development of further
estimators that utlize the rows of Lˆ.
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Proof of Corollary 1. Define the vector Rrk = (LˆW˜n−LS)rk ∈ Rd for a finite collection of rows indexed by
{rk}Kk=1 ⊂ [n]. Consider the vector
V = [RTr1 |RTr2 | . . . |RTrK ]T ∈ RKd×1
Utilizing the decomposition in the proof of Theorem 2 each Rrk can be written as
√
nRrk =
√
n
[
(A˜− P˜)LSW˜nS−1P˜ W˜
T
n
]
rk
+
√
nR(2)rk
where
√
nR
(2)
rk
P−→ 0. Moreover, we can write the remaining term as
nW˜nS
−1
P˜
W˜Tn
1√
n
[
(A˜− P˜)LS
]
rk
As nW˜nS
−1
P˜
W˜Tn
a.s.−→ (S2∆)−1 for each rk we can use the multivariate Slutsky theorem as well as the
distributional of the remaining term to establish the result. Suppose that each rk can be written as rk =
n(gk − 1) + ik for some gk ∈ [m] and ik ∈ [n]. What remains is the term
1√
n
n∑
j=1
1
2
(S(g) +mS¯) (A(gk)ikj − xTikC(gk)Xj)Xj +∑6`=g S(`)(A(`)ikj − xTikC(`)Xj)Xj

This is the term that appears in Theorem 2 and is a sum of i.i.d. mean zero random variables. Therefore,
conditional on {Xik = xik} for all k ∈ [K] we can apply the multivariate central limit theorem to establish
asymptotic normality. The main d × d block diagonal of this matrix is just given by variances derived in
Theorem 2. Therefore, it suffices to derive the covariances off this main diagnol. Here, we need only consider
the covariances when gk 6= gk′ ∈ [m] and ik 6= ik′ for k 6= k′. First, consider gk 6= gk′ . The covariance for
these terms are given by
E
[
Cov
(1
2
(S(gk) +mS¯) (A(gk)ikj − xTikC(gk)Xj)Xj + ∑6`=gk S(`)(A(`)ikj − xTikC(`)Xj)Xj
 ,
1
2
(S(gk′ ) +mS¯) (A(gk′ )ikj − xTikC(gk′ )Xj)Xj + ∑
` 6=gk′
S(`)(A
(`)
ikj
− xTikC(`)Xj)Xj
∣∣∣Xj)]
=
1
4
E
[
(S(gk) +mS¯)XjCov(A
(gk)
ikj
,A
(gk′ )
ikj
|Xj)XTj (S(gk′ ) +mS¯)
]
+
1
4
E
(S(g) +mS¯)Xj ∑
6`=gk′
Cov(A
(gk)
ikj
,A
(`)
ikj
|Xj)XTj S(`)

+
1
4
E
∑
` 6=gk
S(`)XjCov(A
(`)
ikj
,A
(gk′ )
ikj
|Xj)XTj (mS¯ + S(gk′ ))

+
1
4
∑
6`=gk
∑
`′ 6=gk′
E
[
S(`)XjCov(A
(`)
ikj
,A
(`′)
ikj
|Xj)XTj S(`
′)
]
=
1
4
(S(gk) +mS¯)Σ˜gk(xik)(S
(gk)) + S(gk′ )Σ˜gk′ (xik)(mS¯ + S
(gk′ )) +
1
2
∑
` 6=gk,gk′
S(`)Σ˜`(xik)S
(`)
Therefore, we see the rows of Lˆ corresponding to vertex xik are correlated with the above covariance pre
and post multiplied by (S2∆)−1. Next, consider the setting where ik 6= ik′ and gk = gk′ = g. Then we look
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to calculate the covariance
E
[
Cov
(1
2
(S(g) +mS¯) (A(g)ikj − xTikC(g)Xj)Xj +∑
` 6=g
S(`)(A
(`)
ikj
− xTikC(`)Xj)Xj
 ,
1
2
(S(g) +mS¯) (A(g)ik′ j − xTik′ C(g)Xj)Xj +∑6`=g S(`)(A(`)ik′ j − xTik′ C(`)Xj)Xj
∣∣∣Xj)]
=
1
4
E
[
(S(g) +mS¯)Cov(A
(g)
ikj
,A
(g)
ik′ j
|Xj)XTj (S(g) +mS¯)
]
+
1
4
E
(S(g) +mS¯)Xj∑
` 6=g
Cov(A
(g)
ikj
,A
(`)
ik′ j
|Xj)XTj S(`)

+
1
4
E
∑
6`=g
S(`)XjCov(A
(`)
ikj
,A
(g)
ik′ j
|Xj)XTj (mS¯ + S(g))

+
1
4
∑
` 6=g
∑
`′ 6=g
E
[
S(`)XjCov(A
(`)
ikj
,A
(`′)
ik′ j
|Xj)XTj S(`
′)
]
= 0
Therefore, we see that rows of Lˆ that correspond to different vertices are asymptotically independent. These
two covariance results characterize the joint distribution of the rows of Lˆ.
Proof of Corollary 2. Utilizing the same decomposition as in Theorem 2, we can write
√
n
[
X¯Wn −XS¯
]
i
=
√
n
1
m
m∑
g=1
(
Xˆ
(g)
OmniWn −XS(g)
)
i
=
1
m
m∑
g=1
{√
n
[
(A˜− P˜)LSW˜nS−1P˜ W˜
T
n
]
i+n(g−1)
}
+
1
m
m∑
g=1
√
nR
(2)
i+n(g−1)
From the proof of Theorem 2,
√
nR
(2)
i+n(g−1)
P−→ 0. Expanding the remaining term, we have
1
m
m∑
g=1
{√
n
[
(A˜− P˜)LSW˜nS−1P˜ W˜
T
n
]
i+n(g−1)
}
= nW˜nS
−1
P˜
W˜Tn
1
m
m∑
g=1
{
1√
n
[
(A˜− P˜)LS
]
i+n(g−1)
}
From our proof of Theorem 2, nW˜nS
−1
P˜
W˜Tn
a.s.−→ (S2∆)−1. All that remains is analyzing this sum of power
method terms. As we did above, condition on the event {Xi = xi}.
1
m
m∑
g=1
{
1√
n
[
(A˜− P˜)LS
]
i+n(g−1)
}
=
1
m
m∑
g=1
1√
n

m∑
`=1
S(`)
n∑
j=1
(
A
(g)
ij −P(g)ij
2
+
A
(`)
ij −P(`)ij
2
)
Xj

=
1√
n
∑
j 6=i
{
1
m
m∑
g=1
m∑
`=1
S(`)
(
A
(g)
ij − xTi C(g)Xj
2
+
A
(`)
ij − xTi C(`)Xj
2
)
Xj
}
− 1√
n
{
1
m
m∑
g=1
m∑
`=1
S(`)
(
xTi C
(g)xi
2
+
xTi C
(`)xi
2
)
xi
}
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Letting n→∞, we see this second term converges in probability to zero. That is
− 1√
n
{
1
m
m∑
g=1
m∑
`=1
S(`)
(
xTi C
(g)xi
2
+
xTi C
(`)xi
2
)
xi
}
P−→ 0
Rearranging terms in the remaining terms we have
1√
n
∑
j 6=i
{
1
m
m∑
g=1
m∑
`=1
S(`)
(
A
(g)
ij − xTi C(g)Xj
2
+
A
(`)
ij − xTi C(`)Xj
2
)
Xj
}
=
1√
n
∑
j 6=i

m∑
g=1
 1
2m
∑
6`=g
S(`) +
m+ 1
2m
S(g)
 (A(g)ij − xTi C(g)Xj)Xj

This is a sum of n − 1 random variables which by the multivariate central limit theorem gives implies this
sum converges in distribution to a normal random variable with variance given by
Var
 m∑
g=1
 1
2m
∑
` 6=g
S(`) +
m+ 1
2m
S(g)
 (A(g)ij − xTi C(g)Xj)Xj

= E
Var
 m∑
g=1
 1
2m
∑
` 6=g
S(`) +
m+ 1
2m
S(g)
 (A(g)ij − xTi C(g)Xj)Xj∣∣∣Xj

=
m∑
g=1
 1
2m
∑
` 6=g
S(`) +
m+ 1
2m
S(g)
 Σ˜g(xi)
 1
2m
∑
` 6=g
S(`) +
m+ 1
2m
S(g)

Proof of Corollary 3. Conditional on a vertices community under the RDPG is equivalent with conditioning
on a community’s latent vector. Conditional on this event, the event {Xi = xi}, the distribution of Xi
reduces to a point mass over xi. Therefore, when integrating in the final step of the proof of Theorem 2 is
equivalent to evaluating the normal cumulative distribution at xi. This is the statement given in Corollary
3.
Proof of Corollary 4. Utilizing the same decomposition as in Theorem 2, we can write
√
n(LˆWn − LS)rg −
√
n(LˆWn − LS)rk =
√
n
[
(A˜− P˜)LSW˜nS−1P˜ W˜
T
n
]
rg
−√n
[
(A˜− P˜)LSW˜nS−1P˜ W˜
T
n
]
rk
+
√
nR(2)rg −
√
nR(2)rk
From the proof of Theorem 2,
√
nR
(2)
rg
P−→ 0 and √nR(2)rk P−→ 0. Expanding the remaining term, we have
√
n
[
LˆWn − LS)rg − (LˆWn − LS)rk
]
= nW˜nS
−1
P˜
W˜Tn
1√
n
{[
(A˜− P˜)LS
]
rg
−
[
(A˜− P˜)LS
]
rk
}
From our proof of Theorem 2, nW˜nS
−1
P˜
W˜Tn
a.s.−→ (S2∆)−1. All that remains is analyzing this difference of
power method terms. As we did in the proof of Theorem 2, condition on the event {Xi = xi} and consider
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the following
1√
n
{[
(A˜− P˜)LS
]
rg
−
[
(A˜− P˜)LS
]
rk
}
=
1√
n
n∑
j=1
{(
m∑
`=1
S(`)
)(
A
(g)
ij − xTi C(g)Xj
2
− A
(k)
ij − xTi C(k)Xj
2
)}
=
1√
n
∑
j 6=i
{(
m∑
`=1
S(`)
)(
A
(g)
ij − xTi C(g)Xj
2
− A
(k)
ij − xTi C(k)Xj
2
)
Xj
}
− 1√
n
{(
m∑
`=1
S(`)
)(
xTi C
(g)xi
2
− x
T
i C
(k)xi
2
)
xi
}
Letting n→∞, we see this second term converges in probability to zero. That is
− 1√
n
{(
m∑
`=1
S(`)
)(
xTi C
(g)xi
2
− x
T
i C
(k)xi
2
)
xi
}
P−→ 0
Considering the remaining terms, we see that
1√
n
∑
j 6=i
{(
m∑
`=1
S(`)
)(
A
(g)
ij − xTi C(g)Xj
2
− A
(k)
ij − xTi C(k)Xj
2
)
Xj
}
is a sum of n−1 random variables which by the multivariate central limit theorem implies this sum converges
in distribution to a normal random variable with variance given by
Var
((
m∑
`=1
S(`)
)(
A
(g)
ij − xTi C(g)Xj
2
− A
(k)
ij − xTi C(k)Xj
2
)
Xj
)
=
(
m∑
`=1
S(`)
)
E
[
Var
((
A
(g)
ij − xTi C(g)Xj
2
− A
(k)
ij − xTi C(k)Xj
2
)
Xj
∣∣∣Xj)]( m∑
`=1
S(`)
)
=
(
m∑
`=1
S(`)
)[
Σ˜g(xi) + Σ˜k(xi)
4
](
m∑
`=1
S(`)
)
Therefore, we see that the full variance is given by
ΣD(xi) = (S
2∆)−1
(
m∑
`=1
S(`)
)[
Σ˜g(xi) + Σ˜k(xi)
4
](
m∑
`=1
S(`)
)
(S2∆)−1
Integrating over all possible values of xi gives the result.
Proof of Theorem 3. Theorem 1 and Theorem 2 establish the asymptotic distribution of the rows of Lˆ
(LˆWn)h = S
(g)Xi + [(A˜− P˜)LSW˜nS−1P˜ W˜
T
n ]h + WnR
(2)
h .
Define Nh = [(A˜−P˜)LSW˜nS−1P˜ W˜Tn ]h = W˜nS
−1
P˜
W˜Tn [(A˜−P˜)LS ]h and express the statistic Dˆi = (Xˆ(1)Omni)i−
(Xˆ
(2)
Omni)n+i as
(DˆWn)i = (S
(1) − S(2))Xi + (Ni −Nn+i) + Wn(R(2)i −R(2)n+i).
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Corollary 4 establishes that the asymptotic distribution of
√
n[DˆWn−X(S(1)−S(2))]i is a mixture of normal
random variables with covariance given by ΣD(Xi). This inspires the test statistic Wi = Dˆ
T
i Σ
−1
D (Xi)Dˆi.
Under H0, S
(1) = S(2) and Wi takes the form
Wi = W
T
nWiWn = (Ni −Nn+i)TΣ−1D (Xi)(Ni −Nn+i)
+ 2(Ni −Nn+i)TΣ−1D (Xi)(R(2)i −R(2)n+i)
+ (R
(2)
i −R(2)n+i)TΣ−1D (Xi)(R(2)i −R(2)n+i).
Corollary 4 establishes that
√
n(Ni−Nn+i) converges in distribution to a mixture of normal random variables.
Moreover, results in Appendix C establishes
√
nR
(2)
i
P−→ 0. These results, the fact that Σ−1D (Xi) is bounded
in n, and Slutsky’s Theorem gives
n
[
2(Ni −Nn+i)TΣ−1D (Xi)(R(2)i −R(2)n+i)
]
P−→ 0
n
[
(R
(2)
i −R(2)n+i)TΣ−1D (Xi)(R(2)i −R(2)n+i)
]
P−→ 0.
All that remains is analyzing the behaviour of [
√
nΣ
−1/2
D (Xi)(Ni − Nn+i)]T [
√
nΣ
−1/2
D (Xi)(Ni − Nn+i)].
Corollary 4 establishes that
√
nΣ
−1/2
D (Xi)(Ni −Nn+i) D−→ N(0, I). Therefore, by the second order Delta
Method,
n(Ni −Nn+i)TΣ−1D (Xi)(Ni −Nn+i) D−→ χ2d
Under the alternative hypothesis, C(1) 6= C(2) and by Proposition B.1 S(1) 6= S(2). Following a similar
analysis as above, the results from Appendix B and Appendix C with Slutsky’s Theorem and Corollary 4
gives
lim
n→∞P
[√
n(Wi −XTi (S(1) − S(2))TΣ−1D (Xi)(S(1) − S(2))Xi) ≤ x
]
= lim
n→∞P
[√
n(2XTi (S
(1) − S(2))TΣ−1D (Xi)(Ni −Nn+i) ≤ x
]
=
∫
supp(F )
Φ(x; 0, 4yT (S(1) − S(2))TΣ−1D (y)(S(1) − S(2))y)dF (y).
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