In this paper, we introduce a new theory of blur invariants. Blur invariants are image features which preserve their values if the image is convolved with a point-spread function (PSF) of a certain class. We present the invariants to convolution with an arbitrary N-fold symmetric PSF, defined in Fourier domain by means of projection operators. We introduce a notion of a primordial image as a canonical form of all blur-equivalent images. We illustrate by experiments the invariance and recognition power of the new features. Potential applications of this method are wherever one wants to recognize blurred images.
Introduction
Automatic recognition of 2D objects, which is based on invariant features, has become an established discipline in image analysis. Numerous invariants have been proposed in the literature. They differ from one another by mathematical tools they are based on and by the type of object distortions/modifications they are invariant to. In this paper we deal with invariance to image blurring.
Assuming the blurring does not change in time during the image formation and also assuming that the blurring is of the same kind for all pixels and all colors/gray-levels, we can describe the observed blurred image g(x, y) of a scene f (x, y) as a convolution g(x, y) = (f * h)(x, y),
where the kernel h(x, y) stands for the point-spread function (PSF) of the imaging system. The model (1) is a frequently used compromise between universality and simplicity -it is general enough to describe many practical situations such as out-of-focus blur of a flat scene, motion blur of a flat scene in case of translational motion, motion blur of a 3D scene caused by camera rotation around x or y axis, and media turbulence blur. At the same time, its simplicity allows reasonable mathematical treatment. In many cases, we do not need to know the whole original image the restoration of which may be ill-posed, time consuming or even impossible; we only need, for instance, to localize or recognize some objects on it (typical examples are matching of a blurred template against a database and a feature-based registration of blurred frames). In such situations, the knowledge of a certain incomplete but robust representation of the image is sufficient. However, such a representation should be independent of the imaging system and should actually describe those features of the original image, which are not affected by the degradations. We are looking for a functional I that is invariant to the degradation (1), i.e.
must hold for any admissible h(x, y). Descriptors satisfying condition (2) are called blur invariants or convolution invariants.
The notion of blur invariance and the first invariants were introduced by Flusser et al. in [1, 2, 3] . They were based on image moments, geometric as well as complex, and have found numerous practical applications, namely in image matching and registration of satellite and aerial images [4, 5] , in medical imaging [6, 7] , in normalizing blurred images into canonical forms [8] , in image forgery detection [9] , and in many other application areas (see [10] , Chapter 8) .
Although the PSF is supposed to be unknown, we always have to accept certain assumptions about it to find the invariants (for an arbitrary PSF no non-trivial blur invariants exist). In all papers quoted above, the invariance property was considered only to convolution with centrosymmetric PSF's. This limitation decreases the discrimination power. Hence, some authors tried to construct invariants to more specific blurs. Flusser et al. and others derived invariants to motion blur [11, 12] , to axially symmetric blur [13, 1] , to circularly symmetric blur [14] , and to Gaussian blur [15] . The latest results on this field were published in [10] , where moment-based invariants with respect to a convolution with N -fold symmetric PSF were introduced.
In this paper, we present blur invariants with respect to PSF's having N -fold rotation symmetry, for N ranging from one to infinity, defined in Fourier domain. We show they can be defined in an elegant way by means of projection operators. They are in principle equivalent to momentbased invariants (as is briefly discussed in the paper) but they have several advantages. They provide much better insight into the construction and structure of blur invariants comparing to the moment invariants. Thanks to this, we proved the theorem of completeness, which was in [10] formulated for moment-based invariants in much weaker form. This is the main theoretical result of the paper.
2 Blur invariants for N-fold symmetric PSF's
Preliminaries
By an image function (or image) we understand any absolutely integrable real function f (x, y) defined on a compact support and having a nonzero integral. We use the traditional definition of Fourier transform
Since f ∈ L 1 , its Fourier transform always exists. Let f (x, y) and h(x, y) be two arbitrary image functions and let g(x, y) = (f * h)(x, y). Then g(x, y) is also an image function and
. Now we define the N -fold rotation symmetry (N -FRS). Function h is said to have N -FRS if it is "rotation periodic", i.e. if it repeats itself when it rotates around the origin by α j = 2πj/N for all j = 1, . . . , N . In polar coordinates this means that h(r, θ) = h(r, θ + α j ) j = 1, . . . , N.
Particularly, N = 1 means no symmetry in a common sense and N = 2 denotes the central symmetry h(−x, −y) = h(x, y). We use this definition also for N = ∞. Thus, in our terminology, a function having circular symmetry h(r, θ) = h(r) for any θ is said to have ∞-FRS. Later in this paper, the assumption of N -fold rotation symmetry will be imposed on the blurring PSF's.
We denote a set of all functions with N -fold rotation symmetry as S N . For any N , the set S N is closed under addition, multiplication and convolution. The closure property of S N with respect to convolution is especially important -without it, it would be meaningless to look for the invariants. The space S N is closed also with respect to Fourier transform: If h ∈ S N then also H ∈ S N .
Projection operators
In this section, we introduce projection operators onto S N . These operators decompose a function into N -fold symmetric part and "the rest", similarly as in 1-D one can decompose any function into an even and an odd part.
Projection operators P N (for a finite N ) and P ∞ are defined as
Operator P N rotates f repeatedly by 2π/N and calculates an average (see Fig. 1 ). The following properties are valid for any f and N .
• P N f ∈ S N (i.e. P N projects f onto S N ).
• If f ∈ S N then P N f = f and vice versa.
• Any function f can be expressed as
where f A is its N -fold antisymmetric part 1 . Clearly, P N f A = 0.
• Operator P N commutes with Fourier transform:
Definition of N -fold blur invariants
Let us consider an image which was blurred according to (1) with an unknown PSF h ∈ S N . Now we formulate the central theorem of this paper. Figure 1 . The projection operators: (a) original image f , (b) its projection P 2 f , (c) its projection P 3 f , (d) its projection P 8 f and (e) its projection P ∞ f .
Theorem 1 Let f be an arbitrary image function, then
Since also H ∈ S N , we have H(r, θ + α j ) = H(r, θ) for any j = 1, · · · , N . Consequently,
The above theorem holds also for N = ∞, the proof is similar.
Relation to moments
Let us recall the relationships to moment blur invariants [10] . The Fourier-domain blur invariant I N can be expressed as an (absolutely convergent) power series the coefficients of which are geometric moments. After the substitution U = u + v, V = i(u − v) we obtain an analogous expressions in terms of complex moments:
where the coefficients A N (p, q) are given in a recursive form
and c (f ) jk are complex moments of the image f . Since I N was proven to be invariant to blur, all coefficients A N (p, q) must be also blur invariants. If we further assume that the PSF has a unit integral, then c 00 is a blur invariant as well and the product c 00 A N (p, q) is exactly equal to the invariants K N (p, q) introduced in [10] , Chapter 5.
The recognition power
The blur invariants do not have a straightforward "physical" interpretation. However, understanding what image properties they reflect is important for their practical application. A crucial question concerns the discrimination power -what are the "equivalence classes" of images having the same values of the invariants? We may ask an equivalent question about the reconstruction possibility. Knowing, for a given N , the invariant I N , what image can we reconstruct? What are the degrees of freedom of this reconstruction?
Apparently, any shape descriptor invariant to a certain group of transformations cannot, in principle, distinguish objects that differ from one another only by transformations from this group. (For instance, any two N -fold symmetric images cannot be distinguished by I N , because always I N (u, v) = 1. It is intuitively clear because any Nfold symmetric image can be considered to be a PSF acting on a delta-function.) Complete descriptors are able to distinguish all other cases, incomplete descriptors do not have this ability. Below we demonstrate the completeness of the blur invariants.
The frequency domain provides us with a good insight. I N is a ratio of two Fourier transforms which may be interpreted as a deconvolution. Having an image f , we try to "deconvolve" it by the kernel P N f . This "deconvolution" exactly eliminates the symmetric part of f (more precisely, it transfers P N f to δ-function) and acts on the antisymmetric part only:
Note that such an interpretation is correct only if F −1 (Ψ N ) exists and fulfils the properties of an image, which is not guaranteed -it may contain for instance negative values. I N can be viewed as a Fourier transform of a primordial image (although such an image may not exist in a common sense). In other words, this is a kind of normalization. We seemingly calculate a blind deconvolution with an N -fold symmetric kernel which is chosen in such a way that it eliminates the N -fold symmetric component of the image. Hence, the primordial image, which plays the role of a canonical form of f , is the "maximally deconvolved" antisymmetric part. Any quantity calculated on the primordial image (Fourier coefficients, moments, wavelet coefficient, etc.) are obviously invariants to N -fold convolution. Now we can understand the limitation of the recognition power: two images having the same primordial image cannot be distinguished. This conclusion is incorporated into the following theorem, which at the same time says that in all other cases the images are distinguishable, i.e. the blur invariants I N are complete. 
Proof
The backward implication follows directly from the invariance property. To prove the forward implication, let us realize that if I (f )
Since both P N f and P N g are from S N regardless of f and g, the proof is completed. ⊓ ⊔ Note that the completeness is guaranteed only if we consider all frequencies (u, v). In practice we always work with a finite (sometimes very small) representation of I N , so the actual discriminability is influenced also by this factor.
Experiments
In this section, we demonstrate the performance and limitations of the convolution invariants. We focus on the experiments showing the specific behavior of the invariants A N (p, q) for various N and we highlight the differences from the earlier invariants [2] .
Basic experiment on simulated data
The aim of the first experiment was to illustrate the behavior of the invariants I N in situations, where the convolution model and the assumption of the symmetry of the PSF are both perfectly valid. The only source of errors could be image sampling (note that the theory was derived in a continuous domain only) and finite precision of the calculations, so the properties of the invariants can be precisely analyzed.
We took 1000 images (common photographs), blurred them by convolution with masks of various sizes, coefficients, and symmetries (we used N = 2, 3, 4, 6, 8 and N = ∞). We prevented the boundary effect by zeropadding and calculated the invariant I N , which was represented by its Taylor coefficients A N (p, q), for each blurred image. The relative error of the first 100 coefficient was, in each case, less than 10 −10 as one expects from the theory. Then we compared the values that according to the theory need not match -for instance A 4 (p, q) of the original with A 4 (p, q) of its blurred version but with the PSF's of N = 2 and N = 3. Here the relative errors ranged up to 100% depending on the size of the blur. This clearly shows the necessity of having special invariants for each N . See Fig. 2 for an illustration of this experiment.
Traffic sign recognition
The second experiment was performed also in a controlled environment.
The aim was to demonstrate that special care is required in the tasks where not only the blur but also the objects themselves are symmetric. If the fold number M of the object equals the fold number N of the PSF (or its integer multiple), then I N = 1 (the invariant actually treats the object as a part of the PSF) and such objects cannot be recognized by I N . If M is not a multiple of N , then the invariant I N should provide enough discrimination power. The problem of symmetric objects might seem to be a marginal one but it is an opposite case. Most of artificial objects as well as many natural objects, which use to be a subject of classification, have certain type of symmetry (very often N -FRS).
We used a collection of 16 traffic signs from various countries (see Fig. 3 ) intentionally chosen in such a way that they include 7 signs of 2-FRS, 4 signs of 3-FRS, 4 signs of 4-FRS, and one sign having ∞-FRS. Each sign, the original size of which is 300 × 300 pixels, was available in 10 versions, starting from the non-blurred original up to a heavy blur of the radius 100 pixels (see Fig. 4 for some examples). In all cases, a circular constant PSF, which simulated an out-of-focus blur, was used. We calculated various invariants and plotted them pair-wise to illustrate their discrimination power. First we plotted the feature space of the moments c 11 and c 22 (see Fig. 5 ). These moments are not invariant to blurring and that is why the clusters of the individual traffic signs are not separable (with one excep- tion). This graph demonstrates the need for blur invariants.
In Fig. 6 , one can see the feature space of real and imaginary parts of the invariant K 2 (3, 0). Since the PSF is circular, it satisfies the condition of N -FRS for any N . Thus, K 2 (3, 0) should be invariant. However, the traffic signs with even-fold symmetry lie in its nullspace, so we cannot expect their separability. This is exactly what happened -the four signs having 3-FRS ("Give way", "Be careful in winter", "Roundabout ahead" and "Roundabout") create perfectly separate clusters, while all the others have K 2 (3, 0) = 0. (Note that here as well as in most other graphs the clusters have so small variance that they appear as a single point but they actually contains 10 samples.)
Then we investigated the "mixed-order" feature space of the invariants K 4 (2, 0) and K 4 (3, 0) (the real parts only). According to the theory, the signs with a 3-FRS should have K 4 (2, 0) = 0 while their K 4 (3, 0) should be different. The signs with two-fold symmetry should be distinguishable by both invariants while the signs with four and infinity-fold symmetry should all fall into zero. The experiment confirmed all these expectations. In Fig. 7 the coarse scale was used but the signs "Roundabout", "Railway crossing" and "End of all prohibitions" are out of the graph anyway. To show the neighborhood of zero, we plotted this graph again on a finer scale, see Fig. 8 . You can see five non-separable clusters overlapping each other (the intra-cluster variances of order 10 −15 are caused by sampling and round-off errors).
Finally, we show the situation in the feature space of real parts of the invariants K ∞ (3, 0) and K ∞ (4, 0), see Figs. 9 -11. Theoretically, these invariants should separate all the traffic signs which is actually true here. To see the separability clearly on the graphs, we used three scales -the coarse in Fig. 9 , the middle one Fig. 10 and the fine scale in Fig. 11 . This experiment clearly illustrates that the choice of proper parameters N, p, q is essential, particularly if there are symmetric objects in the database. If only the earlier blur invariants to centrosymmetric blur [2] were applied, 14 traffic signs out of 16 would fall into one mixed cluster.
Conclusion
In this paper we extended the theory of blur invariants. We presented the invariants to convolution with an arbitrary Nfold symmetric PSF defined by means of projection operators in Fourier domain. We introduced the notion of a primordial image as a canonical form of all blur-equivalent images. We proved they form a complete set of invariants and we illustrated their discrimination power by experiments. We envisage the application of the new theory in tasks and systems where one has to recognize objects on blurred images.
The question potential users are interested in is -shall we preferably use Fourier-domain or moment-based invariants? Although theoretically equivalent, they may behave differently. In most applications the invariants are typically required for relatively small images or templates and a few of them is sufficient. In such a case moment-based invariants are a preferable choice. If the image in ques- tion is large (several hundreds or thousands of pixels in one dimension) and/or high discriminability is required, then Fourier domain might be better because the moment values may overflow. On the other hand, when constructing I N , we possibly divide by very small numbers that requires certain care. High frequencies of I N are sensitive to noise so it may be better to suppress them by a low-pass filter.
