Abstract-This paper presents the design of an adaptive controller for the control of the ram velocity of an injection moulding machine, based on a physical nonlinear model which describes the filling phase in detail. Polynomial series are first used to simplify the mathematical model such that the system parameters and the system states are essentially separated. The errors arising from the approximation are reduced with the introduction of certain robustification terms into the control law representative of the residual effects. A sliding surface is subsequently defined and a self-tuning robust controller capable of achieving tight set-point regulation is proposed in which the control gains are tuned by an adaptive algorithm. The convergence property of the adaptive controller is proven in the paper. Finally, simulations are provided to evaluate the performance of the proposed control system.
I. INTRODUCTION

I
NJECTION moulding is one of the major processes used in the plastics manufacturing industry. Control of the injection moulding process involves three phases: filling, packing and holding, and cooling. The schematic of a typical injection molding machine is shown in Fig. 1 . Raw material (resin), at almost constant temperature in the hopper, is fed into the barrel by the screw revolution. The solid resin is heat-melted through the iron layer from band heaters and by the frictional heat generated on the inside of the barrel. When a sufficient amount of the molten resin accumulates in front of the screw, the ram moves quickly along the axis of the barrel, injecting the molten resin into the mould through the nozzle. As the resin begins to cool, a holding pressure on the screw is maintained to force more resin into the mould and "pack" the part into a compact unit. After the resin at the gateway to the mould solidifies, the holding pressure is removed and the part remains in the mould to cool. When the part has sufficiently cooled, the mould opens and ejects the solid plastic part.
For precise and consistent part production, it is very important to be able to accurately control the key injection moulding machine variables during each phase. This paper will be mainly concerned with the process control of the filling phase. Agrawal and Pandelidis [1] have shown that controlling the ram velocity is most essential during the filling phase. The entire phase may be regulated by controlling the injection speed of the ram to follow a pregenerated trajectory. The problem to be addressed in the paper is to design an advanced control algorithm to optimally track the velocity trajectory in the face of practical conditions, such as disturbance noise, nonmeasurable states and input time delay. There have been many efforts to apply advanced control techniques to this control problem. In [2] , Pandelidis and Agrawal proposed optimal control of ram velocity assuming that the full states are available. Since the measurements from the available sensors often are corrupted by noise, Agrawal and Pandelidis [3] further presented an application of linear quadratic Gaussian (LQG) technique to estimate the process states. In [4] , an adaptive control method was suggested for the ram velocity tracking problem. Based on predictive control concepts, Huang et al. [5] , [6] presented a predictive control scheme and analyzed the closed-loop properties. However, all these results are based on a linear mathematical model of the injection moulding process proposed by Wang in [7] . When the requirements on the system performance are mild and the system essentially operates in a small dynamic regime, the controllers based on the linear models may often be acceptable. Additionally, in the injection moulding process, the nonlinearities inherent in the machine, such as servo-valves and friction in hydraulic system, are dominant and significant so that the controllers can hardly meet the stringent requirements on systems performance, especially in the response time of the hydraulic unit since the controller responds very quickly to changes in velocity setpoint. Several nonlinear models of injection molding have been obtained based on physical principles [8] - [10] . Direct application of existing nonlinear control techniques [12] , [13] to these models is difficult as the physical parameters are often not precisely known and the system description is not linear with respect to the unknown parameters. In this paper, polynomial series are first used to simplify the system description so that the system parameters and the system states are essentially separated. The errors arising from the approximation are reduced by introducing certain robustification terms to represent the residual effects. A sliding surface is subsequently defined and a self-tuning version of the robust controller, with the control gains tuned by an adaptive algorithm, is developed which is capable of achieving efficient set-point regulation. Finally, simulation examples are provided to illustrate the design principles and achievable performance of the control system.
II. NONLINEAR PHYSICAL MODEL FOR RAM VELOCITY
The reader is referred to [9] and [10] for the general theory of injection moulding, and to [10] for the related control problems. A nonlinear dynamic model of the injection moulding process governing the ram velocity to the hydraulic oil flow during the filling phase is described by 
, , , , and are the system parameters. The physical interpretation of these parameters are defined in the Appendix 1. In this paper, we will assume that these parameters are unknown and to be determined. In order to consider our problem simply, we will make the following assumptions.
Assumption 1: During the filling phase, the polymer melt flow is assumed to be in the steady state, i.e., constant. Define the system parameter set is called the Lie derivative of along the vector field (see [11] ). Thus, since , the system has a relative degree 3 according to the nonlinear theory in [11] . Therefore, by changing the coordinates (see [11] ), the system can be written as the following system: (10) in -coordinates. and are the same as defined in the above. For , its physical meaning is the ram acceleration. In this paper, we assume that the ram acceleration is available (see Remark 4 for detailed comment). The equilibrium point can be obtained as , , , , that is . Since the system parameters are unknown exactly, it is an objective of the paper to design an adaptive controller to track the velocity profiles. For such a design, we normally need the system description to be linear-in-the-parameters and the system parameters and the system states to be separated. In this paper, the approach to developing such a system description is to use polynomial expansion of the system nonlinearity.
For a given continuous function , it can be shown that there exists constants such that can be represented as (11) where is the error term and it is bounded. It is well known that (11) Note that no error term is included in (14), since has a clear linear relationship between the state and the system parameters.
III. RAM VELOCITY TRACKING CONTROL
While the key aspects of the structure of the nonlinearities present in injection moulding may be essentially modeled, the physical parameters are most often not precisely known. This motivates the approach on the development of an adaptive controller for the injection moulding process.
To achieve ram velocity tracking control, we define a sliding surface in the state space with (15) where , , and are the desired position, velocity, and acceleration of the ram, respectively. , should be chosen to meet Hurwitz condition. The problem of tracking is equivalent to that of remaining on the surface for all -indeed represents a linear differential equation whose solution is (this also implies that and as ; see (29) in Appendix 3). It is well known that the sliding mode in (15) leads to control chattering. This is undesirable in practice, since it involves high control activity. We can minimize the chattering phenomenon by smoothing out the control in a thin boundary layer neighboring the switching surface, as in [13] and [14] ( 16) where is a saturation function defined as if otherwise (17) is the boundary layer thickness. Thus, the problem is to design a control law which ensures that the tracking error metric lies in the predetermined boundary for all time . By using a straightforward exact model knowledge, we consider now a control input as (19) where is an additional control which is obtained as follows.
where . After substituting the control input given by (19) into the open-loop expression of (18), we obtain the closed-loop filtered tracking error system . Since , the resulting system is stable. Unfortunately, the nonlinear functions , , , are unknown a priori in practice. However, the controller (19) suggests indeed that well-estimated functions , , , of , , , could be used to improve the tracking performance. To this end, we let the function estimates for , , and be given by
Then, the following controller is constructed for the injection molding model:
where , are additionally introduced robustification terms for the residual errors (discussed below).
We now specify the parameter update laws which are obtained from Lyapunov design (25) with , positive constants. Theorem 1: Convergence of adaptive controller. Consider the plant (7)- (10) In this paper, the polynomial series are valid in the neighborhood of origin (0,0,0). The validity extent depends on the parameters of the series. Since the working points are along the trajectories described in Fig. 2 , it is necessary to cover these points when designing the polynomial series approximations. To achieve this, the polynomial series should first be trained off-line in the range . After training, the estimates are used as the initial coefficient values of the adaptive laws. Such a design will allow the polynomial series to cover the working points.
Remark 2: Where the polynomial approximations are inadequate to cover the working points, the robustification terms (24) can step in and play an important role. In this case, the traditional adaptive sliding mode control will reject the large system disturbances (possibly, the controller is a high-gain one in order to reject the disturbances). The main function of in the control is to compensate the function approximation errors, such as and . These robustification terms are relay-based feedback that will eliminate the effect of the bounded approximation errors. Due to introducing adaptive sliding mode, the bounded error disturbances are estimated on-line. Initially, the system first wanders outside the boundary layer , and the information thus generated is used to improve the error estimates. When the error bounds estimated are known exactly, i.e., adaptation is successfully completed, the system trajectories eventually converge to the boundary layer . An important feature of the methodology, is that it provides a consistent rule for ceasing adaptation. This can be seen from (25), that the adaptation ceases as soon as the system reach the boundary layer .
Remark 3: The proposed approach is based on a polynomial expansion. Obviously, increasing the number of terms of the series improves the control performance at the expense of additional computation time. A compromise is usually sought. A recommended procedure for selecting number of terms is to consider both a term series and a term series, and to then check whether the relative error is acceptable. There are two approaches to achieve this. The first one is to substitute all the approximated functions into the controller and check whether the errors between the desired ram velocity and actual trajectories are acceptable. If this error is acceptable, the series would terminate with only number of terms. Otherwise, the series would consider a number of terms. This is a trial and error procedure. The second one is to use the known parameter ranges to roughly train the approximated parts of the system (see the simulation section). For off-line training, the parameters are chosen as the mean values of the known parameter ranges. Similar to the above procedure, if the errors between the known parts and approximated functions are acceptable, the series would terminate. Otherwise, the number of terms is further increased.
Remark 4: The ram displacement and velocity in the assumption (A1) can be measured by sensors, but is difficult to measure and some approximations are usually necessary. For a practical control problem, the acceleration can be estimated by using a nonlinear observer similar to that presented in [15] . Alternatively, since the hydraulic pressure and nozzle pressure are measurable by using the pressure transducers, the acceleration can be indirectly obtained from (4) by incorporating the estimated parameters. The assumption (A3) will always hold since the coefficients of are positive and . The assumption (A4) is useful in the design of the parameter . For the controller design, a large will cause a high-gain control which is undesirable. Thus, we should try to find a small value of . To achieve this, the lower bound of in the assumption (A4) should be small as possible. This implies that should be chosen as small as possible (note that is independent of ). We recommend that should be within Remark 5: The sliding mode control has been used to regulate the injection pressure/flow rate in resin transfer molding processes (see [16] ). Since the parameters are linear with respect to the system variables in the physical dynamics of [16] , the adaptive sliding mode control can be applied directly [16] . However, for the ram velocity control, the physical dynamics containing the ram velocity is more complicated than that presented in [16] . It is seen from (4) that the system includes nonlinearly-occuring parameters, such as , , and (also, , ,
). Thus, the traditional sliding mode design is not applicable (in fact, many nonlinear controls are based on the presence of linearly parameterized uncertainties). This is a challenging problem. To resolve this difficulty, we first adopt the polynomial series to approximate the nonlinear functions in the system. Thus, the system parameters are separated linearly with respect to the variables. We then use the adaptive sliding mode control to adjust the parameter estimates in the polynomial series. Finally, the approximation errors are compensated by the additional robustification terms in the controller.
IV. SIMULATIONS
The proposed control algorithm has been simulated for an injection molding. The model parameters are listed in Appendix 1. Fig. 2 shows a typical ram velocity profile to fill a mould having the characteristics of an initially increasing cross-section and a subsequent constant cross section thereafter (see Fig. 2 ). The profile can be divided into several sections. In Section I of the figure corresponding to filling of the runner, velocity is very rapidly increased and then held constant. In Section II, the velocity is rapidly reduced to eliminate jetting at the gate. Once the melt enters the cavity, the aim is to maintain a constant flow front speed. Section III corresponds to filling of the increasing cross section portion of the cavity while Section IV is concerned with filling of the lower-stream constant cross section portion of the cavity. The ram velocity profile should increase to maintain constant velocity of the melt across the mold surface during Section III, while the ram velocity should be maintained at a constant value during Section IV. Finally, the velocity is reduced in Section V to eliminate flashing and/or overpacking. All of the above objectives have to be achieved in the short duration of time available for mould filling.
We now illustrate how to implement the proposed controller. The initial weightings of the polynomial series can be obtained off-line by letting the system parameters . Since it is easy to obtain the system geometry data, we assume that the following system parameter ranges only are used in the simulation. , where the selected value of is larger than that of since our main objective is to control ram velocity. The adaptive factors for the adaptive law (25) are , , respectively. The simulation test is required to track the desired trajectories as shown in Fig. 5. Fig. 6 shows the ram velocity tracking performance. Since the oil flow control is tight, a little chattering appears in the Section V of the velocity profile.
To illustrate the improvement in performance, we compare a conventional PID controller with the proposed controller. Using the Ziegler-Nichols tuning method, the PID controller is given by Fig. 7 shows the tracking performance. Unfortunately, during Section V the closed-loop system appears a strong chattering phenomenon. The reason for this is that the "static," nature of the PID control is not capable of adapting as the response surface changes due to strong nonlinearities in the injection moulding. This also implies that the traditional PID control (fixed gains) is only effective over certain operating points.
Since the model parameters vary as the temperature and polymer properties change, we need to test the system robustness against the variation of the system parameters. In practice, the polymer viscosity may fluctuate during the process. We assume that the parameter changes as shown in Fig. 8 . The proposed adaptive controller still gives good tracking performance (see Fig. 8 ). The PID controller cannot work, as shown in Fig. 9 .
Furthermore, in a practical injection molding process, the average melt flow rate is not a constant as we assumed earlier. It is proportional to the cavity pressure whose response during the entire process is shown in Fig. 10 . We model this case by letting the melt flow rate t . The proposed controller still maintains good performance as shown in Fig. 11 . Clearly, the proposed adaptive controller can drive the system close to the desired trajectories. Simulations have also confirmed that our controller has a strong robustness against the variations of the system parameters.
V. CONCLUSION
A new adaptive controller has been developed for the control of the ram velocity of an injection moulding machine during the filling phase. A physical nonlinear model of the process is first simplified using the polynomial series to a form that is useful for adaptive control design. The errors arising from the simplification are reduced with certain robustification terms introduced into the control law. A sliding surface is subsequently defined and a self-tuning version of the robust controller is developed which is capable of achieving tight set-point regulation. Simulations have illustrated and verified the effectiveness of the proposed adaptive control system. The fact that , , are bounded and the system parameters are bounded implies that the second term of the right side of (26) is bounded. This implies that is bounded since is bounded. By definition, is either 0 or . Thus, is bounded. Equation (28) and the definiteness of imply that Applying Barbalat's lemma, we obtain which by virtue of (28), implies
The proof is completed.
