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Some Dependence Structures* 
HENRY W. BLOCK AND ZHAOBEN FANG 
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Communicated by the Editors 
Characterization problems of setwise independence are considered by introducing 
the setwise dependence class &V,(n). Two questions are answered: 
(i) Under which conditions is a strongly positive orthant dependent random 
vector setwise independent. 
(ii) Under what kind of dependence structure does a block diagonal 
covariance matrix imply setwise independence. 
The techniques involved in dealing with the above questions allow us to answer 
some open problems involving the SPOD class raised in Newman (1984, 
Inequalifies in Statistics and Probability. IMS Lecture Notes-Monograph Series 5, 
pp. 127-140. IMS, Hayward, CA). 0 1990 Academic press, Inc 
1. INTRODUCTION 
Much research on dependence structures has recently been developed, 
Positive and negative dependence concepts have led to a better under- 
standing of the structure of multivariate distributions. Application areas 
include reliability, testing hypothesis, and simultaneous inference. 
In certain circumstances, there is a need to understand relationships 
among random vectors. For example, in a complex engineering system, the 
relationships among subsystems can be considered in the framework of 
setwise dependence. Certain types of multivariate regression models with 
particular blocked covariance structures lead to simultaneous inference 
involving dependencies among the vectors. 
Characterization problems of setwise independence are closely related to 
those involving ordinary independence. Many authors have discussed these 
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problems including Lehmann [ 111, Newman [ 121, Chhetry et al. [4, 51, 
and Block and Fang [2]. In this paper we introduce a new dependence 
class SM,(n) which is the natural extension of M(n) in Block and Fang 
[2]. This allows us to answer some open problems raised in Newman [ 121 
concerning the SPOD class. 
As noted in Block and Fang [Z], two approaches are considered 
concerning the characterization of independence or setwise independence. 
One is to first demand that Cov(X,, X,) = 0 for i#j (or Cov(X,, X,) = 0 
for all in A, in B in this paper) and then to search for appropriate 
dependence structures such that uncorrelatedness (or its extension) implies 
independence (or setwise independence). 
The second approach is to first assume a certain dependence structure 
then to search for suitable moment conditions which imply independence. 
Most previous work has been directed toward the first approach. In this 
paper we mostly use the second approach. 
Recall some definitions first. Let X = (X,, . . . . X,) be a random vector and 
A be a subset of { 1, . . . . n}. 
DEFINITIONS 1.1. The random variables are said to be strongly 
positively orthant dependent (SPOD) if for every set of indices A and for all 
x = ( x , , . . . , x,) the following three conditions hold: 
(i) P(X>x)>P(X,>xi, iEA)P(Xj>xj,jEA’); 
(ii) P(Xdx)3P(X,6xi, iEA)P(X,6xj,jEA’); 
(iii) P(X,>xj, iEA, X,<x,, jEA”)dP(X,>x,, iEA) P(X,<x,, 
jEA”) 
and strongly negative orthant dependent (SNOD) if the inequalities are 
reversed. 
For simplicity, let pj= 1 -pi= 1 cx,G.r,l, where l,., is the indicator 
function of [.I, pa = nj,, pi, IjA =nj,, pj. Notice that PA =Pa(x,), 
where xA = (xi, j E A). Now for any disjoint subsets A, Bc { 1, . . . . n} the 
above three conditions reduce to 
6) COV(P,, ps) 2 0 (1) 
(ii)’ Cov(p,, ps) 2 0 
(iii)’ Cov(p,, De) d 0 
for any real xys. 
DEFINITION 1.2. The k disjoint sets of rv’s {X,, Jo A;}, i= 1, . . . . k, are 
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said to be setwise independent (SI) if for all xi, i = 1, . ..) k, where 
k k 
E FI PA,= I-I EPA,. 
i=l *=I 
(2) 
Notice that for k=2, {Xj,j~Ai}, i= 1, 2, are SI if for all x1, x2, 
cov(pA,, PA>) = O. (3) 
Newman [12] noted the following. Suppose that X is either associated 
or negatively associated. Then {Xi, i E A } and {Xi, j E B} are SI if 
Cov(X,, X,) =0 for all iE A and Jo B. Chhetry et al. [S] weakened the 
associated condition for the SPUSD class (setwise positively upper set 
dependent). One of the open problems raised by Newman [12] was 
whether these covariance conditions are enough to ensure SI for SPOD 
rv’s. Recall that SPOD is also a weaker type of dependence than 
association. 
In Section 2 we introduce a new dependence structure and give a charac- 
terization for SI. In Section 3, we give a solution to the open problem 
mentioned above. In Section 4, we give characterization conditions for 
SPOD rv’s. In that last section we introduce a weaker dependence class 
than association such that if a covariance matrix is block diagonal then the 
rv’s are SI. Finally, some applications are mentioned. 
2. THE SETWISE DEPENDENCE CLASS SM,(n) 
Joag-Dev [S] introduced the distribution class M(3) given in the 
following definition. 
DEFINITION 2.1. Three rv’s X,, A’*, X3 are said to belong to class M(3) 
if there exist a certain set of inequalities, Aj, i = 1,2, 3 and the inequality 
A each of which can either be > or < such that 
P(XIAIXI, &A,xz, XXA~X~)A fi P(xJiXi) (4) 
i= 1 
for all x,, xq, x3. 
The multivariate class M(n) which extends this was given in Block and 
Fang [2]. The definition is similar to Definition 2.1 with n instead of three 
rv’s. Theorem 2 in that paper gives a characterization of independence for 
this class. 
We extend this class for sets of rv’s in the following definition. 
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DEFINITION 2.2. The rv’s X,, . . . . X, are said to belong to class &W,(n) 
with respect to a partition A 1, . . . . A, of { 1, 2, . . . . rz} if there exists a certain 
set of inequalities, A ;, i = 1, . . . . li, k d n, and an inequality A, which can 
either be > or <, such that 
P(XjAjxj, Jo Ai, i = 1, . . . . k)A fi P(X,A,xj,jeAi) (5) 
i=l 
holds for all x. 
Remark 2.1. It is easy to see that any random vector (Xi, . . . . X,)E 
&W,(n) and also that &V,(n) = M(n). If Xi, . . . . X, E &V,(n) w.r.t. 
A 1 , ..., A,, there exists a subset C of { 1, . . . . n}, e.g., C= u::: A;, such 
that {Xi, iE C} E SM,- ,(card C) w.r.t. Ai c C. Here card C means the 
cardinality of the set C. 
Remark 2.2. Many positive or negative dependence classes such as 
MTP, (of Karlin and Rinott [7]), association, SPOD, SNOD, MPD 
(only (iii)’ in (1) holds), UPD (only (‘)’ 1 in ( 1) holds), LPD (only (ii)’ in 
(1) holds) are all contained in SM,(n) w.r.t. any partition A, B of ( 1, . . . . n 1. 
To obtain a characterization of SI for rv’s in &W,(n) we use the 
technique of joint cumulants developed in Block and Fang [2]. 
DEFINITION 2.3. The rth order joint cumulant of (Xi, . . . . X,) denoted by 
cum(X,, . . . . X,) is defined by 
cum( X, , . . . . X,)=C(-l)p-’ (p-l)! 
where the summation extends over all partitions (vr , . . . . v,), p = 1, 2, ..,, r, of 
{ 1, . . . . r}. 
THEOREM 2.1 (Block and Fang [2]). For the random vector 
(Xl, . . . . X,), r > 1, with E lXilr < CO, i = 1, 2, . . . . r, 
cum(X,, . . . . X,) = j”, J cum(p i , . . . . p,) dx, . . . dx,. 
LEMMA 2.1. Let A,, A, be a partition of { 1, . . . . n}. Assume for any sets 
B,cA, i=l,2, where B,uB, is a proper subset of { 1, . . . . n} that 
{X,, jEBl) and {Xi, jEB2) are SI. Then 
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ProoJ: Let Y, =niGA, Xi, Y,= njEAZ X,. Then Cov( Y,, Y,) is the 
right side of (8). By Theorem 2.3.2 in Billinger [3], 
Cov( Y,, Y,) = cum( Y, , Y,) 
=Zcum(Xi, iEv,)...cum(Xi, iEv,), 
where the summation is over all indecomposable partitions v = vi u 
v2 u . . u vP w.r.t. to the partition A,, A,. (See Billinger [3] or Speed 
[ 131 for the definition of an indecomposable partition.) Recall the fact that 
if any group of Xi’s is independent of the remaining Xls then the cumulant 
will equal 0. It follows that the sum is just equal to cum(X,, . . . . X,). 
We can now give our SI characterization theorem for the &U?(n) class. 
THEOREM 2.2. Let (X, , . . . . X,) E &U,(n) w.r.t. the partition (A,, AZ) of 
{ 1, . . . . n}. Then {X,, jEA,} and {X,, je A,} are SI if and only iffor all 
&GA,, 
(9) 
Proof: We use double induction on the cardinality of the sets A,, A,. 
When card A, = card A, = 1, by Theorem 2 in Block and Fang [2] we 
know Xi, X,ESM,(~) = M(2) and EX,X, =EX, EX, iff Xi, X, are 
independent. When B, E Ai, i = 1,2, and B, u B, is a proper subset of 
{ 1, 2, . . . . n}, we have {X,, je B,} and {Xi, je B2} are SI by the induction 
assumption. Now by Lemma 2.1 and Theorem 2.1, 
=syrn ...s cum(p,, . . . . p,) dx, . ..dx., 
=,_“, . ..J (EP, . ..P.-EP,,EP,,) dx, . ..dx. 
=J_“, . ..J COV(P/+, P,+) dx, . . . dx,,. (10) 
Since (X, , . . . . X,,)E SM,(n) w.r.t. A,, A,, we know that for all 
xis cov(p,,, pal) will not change sign. Because of (9) it follows that 
Cov(p,,, pAJ = 0, i.e., (X,, je A,} and {Xi, jE A,} are SI. The remaining 
part of the result is trivial. 
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Remark 2.3 The generalization from 2 to k > 2 is straightforward and 
follows by an appropriate modification of Lemma 2.1 which is given in the 
following lemma. 
LEMMA 2.2. Zf for all subsets Bi& Ai, i= 1, . . . . k, such that 
C:=, card Bi< n, where Ai, i= 1, . . . . k, a partition of { 1, . . . . n}, we have 
{Xi, jg Bi} are SZ, then 
J-1 . ..A’.,-- fi E n X,=cum(X, ,..., X,). (11) 
i=l jpAd 
Proof Let Yi = nj, A, X,. By Lemma 1 in Block and Fang [2] and 
Theorem 2.3.2 in Brillinger [3], 
EX,...X,- fi E n Xj=EY,... Yk- fi EY, 
i=l /GA, ,=l 
=Ccum(Y,.iEv,)...cum(Y,,i~v~) 
= cum( Y,, . . . . Y,) 
=C* cum(x,,jE~~)...curn(X~,jEv~) 
= cum(X,, . . . . X,). 
Here C exends over all partitions of { 1, . . . . k} and C* over all indecom- 
posable partitions of { 1, . . . . R} w.r.t. A,, . . . . A,. 
Using this lemma we have the following theorem. 
THEOREM 2.3. Zf (X,, . . . . X,,) E &W,(n) w.r.t. the partition {A,, . . . . Ak} oj 
{ 1, . . . . n} then {X,.J’EA,} i= 1, . . . . k are SZ ifffor all Bit Ai, i= 1, . . . . k, 
(12) 
Remark 2.4. Theorem 2 in Block and Fang [2] and Theorem 2.2 are 
special cases of this result. 
3. SOLUTION TO AN OPEN PROBLEM 
In Joag-Dev [lo], Newman [12], and Block and Fang [2], the result 
that Cov(X,, Xi) = 0 for all i # j implies the independence of SPOD rv’s is 
proven using different methods. A related result to random vectors is given 
by the following theorem. 
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THEOREM 3.1. Assume (X, , . . . . X,,) are either associated or negatively 
associated ( cJ: Joag-Dev and Proschan [ 141). It follows that 
X, = (X,,~E A,) is independent of X2= (X,,~E AZ) if and only if 
Cov(X,,X,)=OforaNk~A~ annIEA?. 
Proof: This is proven in Newman [ 123. 
The above theorem has been improved in Chhetry, Kimeldorf, and 
Sampson [5], where the association assumptions are weakened. 
Let C be the covariance matrix of the vector X = (X,, X,) and let ,Z‘, , C, 
be the covariance matrix of X, and X,. Theorem 3.1 tells us that if X is 
associated and 
C= c, 0 [ 1 0 c2
(where 0 represents the matrix with 0 entries of suitable order), then X, is 
independent of X,. One might expect that this is also true for the weaker 
assumption of SPOD. This was one of the questions raised in Newman 
[ 121. The conjecture is true in some cases but not in general as is shown 
in the following theorems and examples. 
THEOREM 3.2. Assume Xi, i= 1, . . . . 4 are SPOD rv’s. Then (X,, X2) and 
(X,,X,)are SIiffCov(Xi,Xj)=OforaZI iE{1,2),jE{3,4}. 
Proof: First by SPOD, 
C~V(P,P,,P,P,)=EP,P,P,P,-EP,P,EP,P,~O. (13) 
On the other hand, by SPOD and the conditions of the theorem, 
COV(P,P2>P3P‘J 
=EP,PzP~P~-EP,P*EP~P~ 
=E(~-~,)(~-~,)P,P,-EP,P,EP~P, 
- - 
=EP,P,-EP~P,P,-E~~P~P~+EP~P~P~P~-EP~P~EP~P~ 
- - 
~EP,P,-E~,P,P,-E~,P,P,+EP,P,EP,P,-EP,P,EP,P, 
=EP,P~P,+EP,P,P,-EP,EP,P,-EP,EP,P, 
=~~~~P,~P,P,~+~~~~P,~P,P,~ 
=E~,COV(P,,P,)-(E~,~,P,-E~,EP~E~,) 
+E~,COV(P,,P,)-(E~,P,P,--~,E~,E~,). 
In the last equality we use Cov(p,, pi)=0 for ie { 1, 2}, Jo (3, 4) which is 
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implied by the corresponding Cov(X,, A’,) = 0 and SPOD. By Epip,p, > 
EpiEp3p4 for i= 1,2, we get 
COV(P,P,,P,P,)GEF, COV(P,,P,)- b%J&P,-&%EP&%) 
+ 0, COV(P,, P.,) - {&%ED& - GWiGA} = 0. 
(14) 
Combining (13) and (14) completes the proof. 
The example given below shows that Xi, i= 1, . . . . 4, is SPOD and 
Cov(X, , X,) = 0 for k = 2, 3,4 does not imply Xi = {Xi }, 
X, = {X,, X,, X4} are SI. 
EXAMPLE 3.1. Let X,, X2, X,, X, be rv’s with the following distribu- 
tion: 
Xl x2 x3 x4 pr 
1 I 1 1 118 
1 1 0 0 1116 
1 0 1 0 1116 
I 0 0 1 1116 
I 1 1 0 l/32 
1 1 0 1 1132 
1 0 1 1 1132 
1 0 0 0 3132 
0 0 0 0 118 
0 1 1 0 1116 
0 1 0 1 1116 
0 0 1 1 1116 
0 1 0 0 1132 
0 0 I 0 1132 
0 0 0 1 l/32 
0 1 1 1 3/32 
By the definition of SPOD, we have to check conditions (i), (ii), (iii) of 
Definition 1.1 for all subsets A, A’, and all real xls. Fortunately, the X,‘s 
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are binary and, if Xi > 1 or Xj < 0, .the conditions we need to check reduce 
to subsets of A and A’. Without loss of generality, take xi = 4. We list 
values of Ep, and EPA for xj = 4 and different A’s 
A A’ 16A’ l#A’ 
-G” PA’ 
14 {ik, 1) W-2 3132 
i&j} Ik 4 l/16 l/16 
{Li k) 111 3132 l/32 
{L&3,4} 118 
-0.4 {CA k} 5132 7132 
ii,.i) 4116 5116 
ii) 112 112 
{ L2, 3,4} l/8 
ED.4 {LL k} 5132 7132 
{ii} 4116 5116 
(4 u2 l/2 
By symmetry within X,, X,, X, and symmetry of the O’s and l’s it is not 
hard to check that 
EP,P~P~P~~EP~EP~P~P~~EE~~EP~EP~P~~EP~EP~EP~EPI 
(8/64 2 7164 or 5164 2 5164 2 4164) 
and Ep,p2p3p,>EpipjEp,p, (81642 5164) for all i, j, k, 1. Similar results 
hold for the EDA’s. Furthermore, 
EPiPjPkPlGEPiEPjPkP, (2164 < 5164 or 6164 < 7/64), 
EPiDjPkP/bEDiPjEPkPr (d/64 < 5164 1, 
EPiPjPkP/ GEPiDjPkEP/ (6164 < 7164 or 2164 G 5164); 
i.e., the Xi’s are SPOD. Since EXi = 5, EX,Xj= $ for j= 2, 3,4 we get 
Cov(X,, Xj)=O for j=2,3,4,. By Ep,p2p3p4-EpIEp2p3p4= 1/64#0. 
We have proven that {Xi >, {X2, X,, X,} are not SI. 
Remark 3.1. The rv’s in Example 3.1 are not LPQD (cf. Newman [ 123 
for definition), since 
The above example answers one of the questions raised by Newman 
683/32,‘-8 
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[12]. That is, in general the first result of Corollary 3 in Newman [12] is 
not valid when only assuming SPOD or SNOD (consequently MPD). 
Several authors have established independence characterizations based 
upon a useful inequality given by Lebowitz [15]. For A and B subsets of 
{ 1, . . . . n} and real xj’s define 
H(A,B)=P(Xj>xj,j~AuB)-P(Xk>xk,k~A)P(X,>.x,, IEB) 
= COV(PA 3 PB) (15) 
and let H,,j=H({i}, {j})=Cov(p,, p,). 
THEOREM 3.3 (Lebowitz [ 151). If the X,‘s are associated then 
O<H(A,B)< c c H,,,. 
ksA /EB 
If the Xis are negatively associated then for disjoint A, B, 
O~WA,B)> C 1 H,,,. (17) 
Another open problem raised by Newman [ 121 is whether inequality (16) 
and (17) (possibly modified by a constant factor related to n) are valid 
under the weaker conditions of SPOD or SNOD. 
By the argument in this Section we claim that (16) in general is not valid 
for SPOD rv’s. This follows since for SPOD rv’s H,, j = 0 for all xis if and 
only if Cov(X,X,) = 0 for all iE A, j E B by Hoeffding’s lemma. But 
Cov(X,, Xi) = 0 for ie A, Jo B is not enough to insure SI for {Xi, ie A} 
and {X,, LIZ B} as shown in Example 3.1. This contradicts (16) which 
implies the SI of {Xi, ie A}, and {X,, Jo B}. Similarly, for SNOD rv’s, 
(17) does not hold. 
4. SETWISE INDEPENDENCE FOR SPOD RANDOM VECTORS 
Because of Example 3.1 we search for conditions that imply the SI for 
SPOD rv’s. 
THEOREM 4.1. Zf X,, . . . . X, are SPOD rv’s then X, = (Xi, iE A,} and 
X2= {X,, iEA,} are SIifandonly iffCov(njEB, Xi, njeB2 X,)=Ofor all 
Big Ai, i= 1,2, such that card Bi, i= 1, 2, are both odd numbers. 
Proof: Since SPOD implies %4,(n) w.r.t. A,, A,, Theorem 2.2 is 
applicable. We need only check (9) for those Bi’s, where at least one B has 
SETWISE INDEPENDENCE 113 
an even cardinal. Without loss of generality suppose card B, = 2m. Use 
induction on the cardinality of the A;s. For card A, = card A, = 1 it is 
trivial that SPOD and Cov(X,, Xi) = 0 imply X, and X, independent. For 
general card B, = 2m, we have by the induction assumption, Lemma 2.2 
and SPOD that 
= cum(X,, . . . . X,) 
= j_“, . ..j cum@,, . . . . p,) dx, . ..dx. 
= s O” (0, -.pn-Epe,Ep& dx, ...dx. -cc 
=jym...j Cov(pB,, pBJ dx, . .-d-x,, > 0. 
Similarly, 
=E(z, O)(~r Ki)eE(E, (-4)) ‘(E2 4) 
=cum(-Xj,jEB,, Xi, iEB2) 
=,_“,...j CUm(pj, jE B,, pi, iE B2) dx, . ..dx. 
=jym...j (EPB,PB~-EDB,EPBJ dx, . ..dxn 
=j_“,...j Cov(/YB,, pe,) dx, . ..dx. ~0. 
(18) 
(19) 
Combining (18) and (19) we obtain the result, 
Remark 4.1. Theorem 3.2 is a consequence of Theorem 4.1. Also when 
n = 3 for any partition A, B of { 1,2, 3) if Cov(X,, X,) = 0, ig A, jE B, then 
{Xi, in A) and {Xi, je B} are setwise independent for SPOD rv’s. 
Several corolaries are immediate. Proofs are similar to Theorem 4.1. 
Denote {Xj,j~Ai} by Xi. 
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COROLLARY 4.1. When the UPD, LPD, MPD conditions all hold for the 
specific partitions A, and A, for all xj’s, X, and X, are SI if and only if 
CoV(rIjeB1 xj Iljc& Xj)=OforallBj~Aj,j=1,2,suchthatbothcardB, 
and card B, are odd. 
COROLLARY 4.2. If the UPD and LPD conditions hold for the specific 
partitions A,, A, for all xi’s, then X, and X, are SI if and only if 
Cov(nj,,, X,, n,,B, X,)=0 for all BicAi, i=l,2, such that 
card B, + card B, = even number. 
COROLLARY 4.3. If only the MPD condition holds for the partition A,, 
A, for all XI’s, X, and X, are SI ifand only ifCov(njcB, X,, njeez Xi) =0 
for all Bi c Ai, i = 1,2, such that card B, + card B, = even number. 
5. SETWISE INDEPENDENCE FOR k SETS OF RANDOM VECTORS 
Let X = (X,, X,, . . . . X,) be a set of k random vectors, where 
Xi=(Xj, jeAi), i=l,..., k, and let C and C; denote the covariance matrix 
of X and Xi, i= 1, . . . . k, respectively. It is well known that if X is multi- 
variate normal then if Z is a diagonal matrix this implies the Xi’s in X are 
mutually independent. Furthermore if C is a diagonal block of form 
(20) 
then the Xi, i= 1, . . . . k, are independent so they are SI w.r.t. to A,, 
i=l k. 9 ..., 
It is of interest to ask for which kinds of dependence does a similar 
characterization property hold. In the following we will prove that this is 
true for association and a new class which we designate the SPPOD class. 
We start by determining SI for SPOD rv’s. 
THEOREM 5.1. If X = (X, , . . . . X,) = (X, , . . . . X,) are SPOD, where X, = 
(X,, je Ai), i= 1, . . . . k, and the A,‘s form a partition of { 1, . . . . n}, then X is 
SI w.r.t. A,‘s ifand only ~~COV(IJ,~, X,, njee, X,)=0, for all (k, 1) and 
B,, B,, such that B, c Ak, B, E A, and where card B, and card B, are both 
odd numbers. 
ProoJ We use induction on the cardinality of the Afs. When 
card Ai = 1, i = 1, . . . . k, the result is proved in Joag-Dev [lo], Newman 
[12], and Block and Fang [2]. By the induction assumption we know, 
under the conditions of the theorem, for all subsets B,, . . . . B,, such that 
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BiG Ai, uf= r B, is a proper subset of { 1, . . . . n} that X,, in ur= r Bj are SI 
w.r.t. Bis. To prove that Xi are SI w.r.t. Ais we need to check that 
E ii PA,= ii EPA! for all xis. (21) 
i= 1 i= I 
Consider the case where there exists at least one Ai such that card Ai is an 
even number. Without loss of generality, suppose the card A, is even. By 
SPOD, 
E fi pa,> E ‘fj’ P/$P,+ B .‘. 
k 
2n EPA, (22) 
r=l i= I i=l 
and 
EPA, fi PA,=E n (l-Pj) fi PA,=(-~)~"E n 0, fl PA,+~ 
i=2 jeAl i=2 iEAi j=2 
GE II P,Ei PA~+~:=E n (1-p,)E h pA, 
ieAl i=2 joAl i=2 
=EPA,E fi p~,=Ep,~...Ep,,, (23) 
i=2 
where 2 denotes the remaining terms in the expansion of 
E njsAl (l-Pj) FIj=2 PA, which can be split into a product of expecta- 
tions of the pi’s in A, and in Af separately. The above follows since X is 
SI w.r.t. B,‘s for u j B, which are proper subsets of { 1, . . . . n} and the last 
three equalities hold by the induction assumption. Combining (22) and 
(23), (21) follows in this case. 
If all card Ai are odd, then card A, + card A, = even. By the argument 
above 
EP AIUAZ ii 
k 
PA, G EPA, u A2 E n PA,=EPA,EPA~EPA;~~E~A,. (24) 
i=3 i=3 
Combining (22) and (24), (21) follows in the case and consequently the 
theorem is true for k > 3. For k = 2 and both card A,, i = 1,2, odd this case 
was treated in Theorem 4.1 so we are done. 
THEOREM 5.2. Let X1, . . . . X, be associated. Then X is SZ w.r.t. partition 
A 1, . . . . A, of { 1, . . . . n} if and only ifz is of diagonal block form as in (20). 
Proof: Since X,, . . . . X, are associated, they are SPOD so that Theorem 
5.1 is applicable. We need to check Cov(nj, B, X,, nj, B, X,) = 0 for all 
(1, m) and B,, B, such that B, c A,, B, G A,,, and card B, and card B, are 
both odd. By Theorem 3.1, X associated implies Cov(X,, Xi) = 0, in A,, 
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je A,, if and only if X, and X, are SI. Thus Cov(nj,,, Xj, nisBm X,) = 0 
for all B, G A,, B, G A,, i.e., the conditions in Theorem 5.1 are satisfied. 
This completes the proof. 
In order to find a smaller class such that the above characterization 
property holds we introduce a new dependence class called SPPOD. 
DEFINITION 5.1. The rv’s X,, . . . . X,, are said to be strongly product 
indicator positive orthant dependent (SPPOD) if for any partition A i, . . . . A, 
of { 1, . ..) n}, pa, i= 1, . . . . k are SPOD for all xis. 
Some basic properties for SPOD rv’s are listed below. Proofs are left to 
reader. 
PROPOSITION 5.1. Zf X,, . . . . X,, are SPOD and A., i = 1, . . . . n are strictly 
increasing functions then the fi(Xi)‘s are SPOD rv’s. 
PROPOSITION 5.2. Zf Xi’s are SPOD and the f,‘s are strictly decreasing 
functions then fi(Xi)‘s are SPOD rv’s. 
PROPOSITION 5.3. The ru’s X,, . . . . X, are SPOD if and only if 
pii = 1, . . . . n are SPOD for all xi’s 
PROPOSITION 5.4. Zf the X, , . . . . X,, are SPPOD then they are SPOD. 
Remark 5.1. The relationships among association, LPQD, SPPOD, 
and SPOD are as follows (see Newman [ 121 for the definition of LPQD). 
No other implications are possible as is shown in the examples below: 
SPPOD + SPOD 
/ 
ASSOCIATION 
\ 
LPQD 
(25) 
Example 3.1 shows that SPOD does not imply SPPOD. Taking x = 1 we 
have 
P(P, < & P2 < $9 P3P4 < t, = 5 
< P(P, < t, fYP2 < 13 P3P4 < iI= (f,(M) = g 
which violates the definition of SPPOD. But for n = 3, we have the 
following. 
PROPOSITION 5.5. The rv’s X,, X2, X, are SPOD if and only if X,, X,, 
X3 are SPPOD. 
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EXAMPLE 5.1 (Joag-Dev[ lo]). Let X,, X,, X, be rv’s with df given 
below. The X;s are SPOD but not LPQD. By Proposition 5.5 the X,‘s are 
SPPOD + LPQD. Consequently, SPPOD =+ association. 
0 0 0 3114 
1 0 0 2114 
0 1 1 l/14 
1 0 0 l/14 
1 1 0 I/14 
0 2 0 l/14 
0 2 1 2114 
1 2 1 3114 
Now we are ready to give characterization for setwise independent for 
SPPOD rv’s which answers the question raised at the beginning of this 
section. 
Similar to Theorems 3.1 and 5.2, we have Theorems 5.3 and 5.4 for 
SPPOD rv’s. Also Theorem 5.4 follows from Theorem 5.3 in the same way 
as Theorem 5.2 follows from Theorem 3.1. 
THEOREM 5.3. If X1, . . . . X,, are SPPOD then X, and X, are SI if and 
onZy zfCov(X,, xj)=Ofor all iEA,, jEA,. 
ProoJ Using induction on the cardinality of the Ai’s, Cov(X,, X,) = 0 
for all i, j implies Cov(p,, pi) = 0 and it is enough to check that EpA,pAl = 
Ep,,Ep,, for all x,‘s. First, 
-OA,P.+~EPA,EP,+ (26) 
by SPPOD which implies SPOD. On the other hand, let A,,, A,, be a 
subpartition of A,. By SPPOD we obtain 
EP,,(~ -~,.,2,)(1 -P&GEP~,E(~ -~Az,)(l -~a>& (27) 
Using induction we know EpA,pAz, = Epa, EpA2, and EpA,pAZ2 = Ep,, Epat,, 
which reduces (27) to 
EPA,PAZ=EPA,PA~,PAZZ~EPA,EP~~,P~~*=EP,,EP,,. 
Combining (26) and (28) completes the proof. 
(28) 
THEOREM 5.4. If X,, . . . . X, are SPPOD the X,, . . . . X, are SI if and only 
if the convariance matrix C of X is of form (20). 
Dual versions of the above involving negative association, SPNOD, and 
SNOD can be discussed similarly. 
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6. APPLICATIONS 
Finally, we want to discuss some possible applications of the results 
obtained in previous sections. 
(a) Testing Hypothesis 
According to Theorems 3.1, 5.2, 5.3, and 5.4, in case of nonnormality, the 
test of independence of random vector X,, . . . . X, which have association 
and SPPOD dependence structure will reduce to a simpler null hypothesis 
about covariance matrices: Cgh = 0, g # h, g, h = 1, . . . . k, where 
c RX” = (C,,) is the covariance matrix of X = (X,, . . . . X,) partitioned into 
k x k minors of order pn x ph. As shown in Ito [6], an approximate test 
can be N( 1 - 1 T/I /l-Ii=, 1 Vggl ) > x’(f), where N is the sample size, V and 
V,, are sample versions of covariance matrices and the corresponding 
minors, and f = C, < h pg ph is the degrees of freedom for a x2 distribution. 
In the case of weaker dependence structure SPOD, Theorem 5.1 suggest 
that the sample product moment or Fisher’s k-statistic are good test 
statistics for a test of SI. 
(b) Multivariate Linear Model 
Some statistical models can be put into the framework of models with 
block diagonal covariance matrices. Consider the multivariate linear model 
Y=XB+&, where Y,,.,=(y,), xnxq=(xij), E,.~=(E~), B,.,=(8ii), and 
EE = 0. If the rows of E are uncorrelated with common covariance matrices 
C > 0, then this model is equivalent to a univariate linear model 
B+ E, 
where 
y= (Yll 2 . . . . Yip, Y,,, . . . . Y2P, ‘.., Y,, .‘.Ynp)‘, 
B= (PII, . . . . BJ E= (~11, . . . . Q’, 
and 
.z 0 
COVE= 
i i 
. . . 
0 i 
SETWISE INDEPENDENCE 119 
Other examples include conditional multiple regression and repeated 
measures models (cf. Arnold [ 1 ] for details). 
(c) Probability Inequalities 
The definition of SPOD or SPPOD involve probability inequalities. 
Investigation of the conditions under which a specific family of multivariate 
distributions are SPOD or SPPOD is an open area of interest. More 
specifically, it is known that if X N N(0, Z), then 1X,1, . . . . IX,,/ are 
associated only under some conditions (cf. Joag-Dev [9]). What condi- 
tions are required for SPPOD or SPOD? Do these classes coincide for 
absolute value multivariate normals? All these lead to new inequalities of 
multivariate distributions which, in turn, are useful in simultaneous 
statistical inference and the estimation of reliability of complex systems. 
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