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If thou doest well, shalt thou not be accepted? And if thou does not well, sin lieth at 
the door. And unto thee shall be his desire, and thou shalt rule over him.
—Genesis 4:7
Any system in chemical equilibrium, as a result in the variation in one of the factors 
determining the equilibrium, undergoes a change such that, if this change had 
occurred by itself, it would have introduced a variation of the factor considered in 
the opposite direction.
—Henry Le Chatelier
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Justin, Samantha, and Jack
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Foreword
“It’s snowing again,” says my neighbor as we walk our dogs along the road, “and it’s been so 
cold for months.” I can see him sliding into a moment of comforting self- delusion. If there’s 
so much snow and cold this winter, then clearly there is no global warming going on. Right?
I don’t want to ruin our walk in the woods, but I can’t help mentioning the melting glaciers, 
the warming seas. And because he is a cordial man not given to argument, he nods that yes, 
there is that to think about. So we go our separate ways to our houses in the woods, with the 
smoke from our wood- burning fi re places waft ing picturesquely from our chimneys, and we 
think about how expensive this precious life is becoming. Our propane bills are huge, and gas 
is climbing toward $4 a gallon again. Such is life. For the foreseeable future, anyway.
I make a mental note to give my neighbor Micha Tomkiewicz’s book Climate Change: Th e 
Fork at the End of Now as soon as it is published. Prof. Tomkiewicz, Director of the Environ-
mental Studies program at Brooklyn College, CUNY, has been telling students and colleagues 
for years just how long the foreseeable future, or what he calls “now,” really is. One hundred 
years. It’s an estimate, but a learned one, of how much time this “superspecies,” the human race, 
has before the earth runs out of recoverable fossil fuels to keep our cars and furnaces running. 
One could say that we are, on this pleasant, snowy day, complicit in sanctioning a future geno-
cide by not paying att ention.
Despite the compelling evidence that we are changing the planet in ways that may fi nally 
eliminate us from the system, Prof. Tomkiewicz remains hopeful. It’s not too late, he believes, 
if we act now. A massive environmental studies program needs to take place and the United 
States needs to assume a leadership position in launching that program. We now need not 
cowboys but shepherds, not isolationists but world partners to care for our home. We need to 
understand exactly what climate change means: what is causing it, what the consequences will 
be if we ignore it, and how we can ameliorate it so that the human race can, quite literally, go 
on living.
Writt en to be a textbook for his own course, Prof. Tomkiewicz’s work is an accessible and 
objective source to help all of us learn the science and responsibly join the public policy debate. 
Th e fi rst half of the book provides a short, intense course on the physics and chemistry of cli-
mate change. Prof. Tomkiewicz gives us a working vocabulary of concepts and principles, and 
in boxes that accompany the narrative, he provides detailed explanations, formulas, diagrams, 
equations. What is the carbon cycle? What is energy? What is biomass? A reader with a basic 
knowledge of chemistry and physics can follow the explanations step by step, doing the math 
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to see exactly what is happening to the atoms and molecules of the atmosphere, to the water, 
the soil, the plants, the animals, as we burn fossil fuels, denude the forests, and manufacture 
cement, a product that is problematic not only when it is laid, but in its creation. He anticipates 
our questions and raises some we would never think to ask, and steadily a complex body of 
knowledge unfolds for us.
Climate change, Prof. Tomkiewicz explains, has always been part of the earth’s history— 
long preceding the human race. And it will continue to occur. But for us to assume, then, 
that the changes now occurring are a natural part of those great cycles is to ignore the evi-
dence that we have dramatically increased the pace and the magnitude of change in the 
last 50 years. “Th e rate of atmospheric buildup can [now] be measured in terms of years 
and not thousands of years” (page 52). Th e charts illustrate the dramatic changes that will 
begin at mid-century. We do have the collective intelligence and imagination to moderate 
that change, but we have to stop wasting time. We can’t rely on business as usual, counting 
on the notion that somehow, what he calls the “Just World Hypothesis” will sustain us and 
everything will be fi ne in the end. Everything will not be fi ne, never has been, and this latest 
and greatest challenge to our well-being will not go away for us unless we die tomorrow. But 
what will happen to our children and to theirs? We must direct our best selves to the chal-
lenge of “reestablishing an atmospheric equilibrium that we can live with” (page 109), and 
time is running out.
Th e second half of the book takes up the paths available to us. Prof. Tomkiewicz describes 
in precise detail the existing and proposed sources of alternative fuel and the costs involved 
in shift ing from fossil fuels and nuclear fi ssion, with their att endant dangers, toward other 
forms of energy that are sustainable and will not adversely aff ect the climate. Some of these 
have yet to be developed. But the catastrophic consequences of our pursuit of more of the 
same sources of fuel become harder to ignore. Consider the British Petroleum oil spill of 
the summer of 2010. We can learn to celebrate a landscape of windmill farms—those odd, 
long-stalked fl owers turning against the sky, reminding us what an ingenious, adaptable, and 
wise species we can be.
Th e word “existentialism” has always meant a philosophy of mind to me. How do we make 
meaning in the world and in our lives in the face of a pressing “nothingness” that laps at our 
consciousness. To Prof. Tomkiewicz, the existential dilemma is literally about existence. How 
do we cast off  our malaise, our greed, our short- sightedness to engage the most daunting prob-
lem the human race has ever faced: its ability to continue to exist.
One cannot read this book without being transformed by it. I want to give it to everyone 
I know. It can be turned to again and again as our desire to learn more deepens and as we 
consider how to be part of the solutions. It is a book composed with a vast knowledge of the 
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physical world and the global community, by a man who hangs on to his sense of humor, his 
hope, and his love for our stressed- out planet and its careless stewards. He models for us a way 
to love the earth with all the passion, gratitude, and precious care it deserves. As poet Mary 
Oliver puts it, “As for myself, I swung the door open. And there was the wordless, singing 
world. And I ran for my life.”1
Geraldine DeLuca
Retired Professor of English2
Brooklyn College, CUNY
March 2011
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analysis— no epistemological lawyers. Th is book started to take shape about 10 years ago with 
the idea of addressing these issues based on fi rst principles.
Over the last 6 years, I have used draft s of various parts of the book to teach two general 
education courses at Brooklyn College: “Energy Use and Climate Change” in the upper- 
level general education program and a mandatory seminar for our Honors College students 
designed to provide some exposure to science. Both courses have no prerequisites.
imo-tomkiewicz-00fm.indd   xix 4/25/11   9:56 AM
xx Acknowledgments
Th is project would not have been possible without the support of many people. First, I 
would like to acknowledge the constant support of, and feedback from, the Brooklyn College 
students who took my courses. Th e students were not shy about providing comments rang-
ing from trivial typos to a complete incomprehension of certain sections. I would like to give 
special thanks to Lea Ruggiero, who volunteered the fi rst comprehensive editing of my manu-
script (aft er fi nishing the course and gett ing her grade). She was working hard doing it until 
family reasons forced her to leave the college.
Special thanks to two friends, Prof. Geraldine Deluca, from the English department, and 
Ken Clark for going very carefully through relatively recent versions of the manuscript, some-
times going through the calculations and the data in the boxes, double- checking numbers, 
and highlighting any inconsistencies or obscure arguments they could fi nd. Th ey have spent 
countless hours immersing themselves in topics new to them and have been instrumental in 
providing me with a sense the eff ort is worthwhile. Th ey also allowed me to test the accessibil-
ity of the ideas presented for a nontechnical audience.
During the time this book was in “incubation,” I spent quality time discussing various 
aspects with many colleagues. I would like to single out Profs. David Cahan and Reshef Tenne 
from the Weizmann Institute in Israel for the countless discussions on many of the issues 
addressed. I would like also to thank Ms. Fran Columbus for taking the manuscript and trying 
to help spread the word.
I would like to express my special thanks to the editorial team of Momentum Press under 
the leadership of Joel Stein for converting the manuscript into a book of which I am proud. 
Special thanks to Stan Wakefi eld, a literary agent who introduced me to Joel Stein and Momen-
tum Press— great matchmaking.
Finally, special thanks to my wife, Louise Hainline. She is mentioned in the book as a 
source of inspiration on number of specifi c issues, but her greatest impact was in fortifying my 
perseverance to bring the eff ort to a successful conclusion.
imo-tomkiewicz-00fm.indd   xx 4/25/11   9:56 AM
xxi
Preface
Arnold Toynbee wrote that civilizations die from suicides, not murder.1 Th e predicted con-
sequences of “business as usual” environmental scenarios over the next 70 years could be 
imprecise in some details and even slightly wrong in timing. Still, it is clear that once we pass 
a critical point in the ability of the planet to adapt to the accumulation of greenhouse gases 
in our atmosphere, the consequences amount to a global genocide— but a self- infl icted one. 
We know how to mitigate this possible future, but we need our collective will to do so. Th e 
top- down approach through the political system is facing many obstacles. Th e bott om- up 
approach through the educational system might provide badly needed assistance.
Th e main issues in this book are the climatic consequences of societal energy policies. Th e 
main thesis I subscribe to is that a decision about our future energy mix rests at the “bott om of 
the food chain” with likely direct impact on most other collective policy decisions that will be 
required in the near future. In terms of climatic consequences, the issue addressed is the neces-
sity and practicality of shift ing our energy use to energy sources that do not have climatic conse-
quences. All fossil fuels emit carbon dioxide upon burning and thus have climatic consequences.
Th is book presents the case that the synergism between global anthropogenic (man- 
made) climatic changes, energy policy, and resource allocation on every level makes a holistic 
approach the most productive one. Th e data consists of energy use, population, and various 
wealth indicators. It requires collaboration among individuals with a broad range of expertise, 
as well as ordinary citizens who participate in the political process, and it requires all these 
groups somehow become “multilingual” enough to understand (if not agree with) the con-
cerns and perspectives of those with diff erent types of expertise and diff erent points of view. 
Th e book describes how the information is collected, explores the underlying scientifi c prin-
ciples, and uncovers the assumptions embedded in projected scenarios.
Th e general structure of the book is based on a dual presentation. Th e key data and the cor-
responding descriptions are presented in a continuous way without resorting to “tutorials” about 
the prerequisite science. Th e prerequisite science and some specifi c issues are presented in a 
series of inserts, or “boxes.” Th e inserts will be trivial to some and very demanding to others. 
Th ey provide the foundation to the story. Th e science includes topics such as use and conversion 
of units; a short introduction to the language of chemistry with examples from the “chemistry of 
life,” which includes photosynthesis, respiration, and combustion of fossil fuels; and a brief intro-
duction to energy and power with the anchored restrictions science puts on conversion of energy 
from one form to another. Th e boxes include a description of the chemistry of carbon dioxide in 
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the atmosphere and in water. A few boxes include interactive exercises that allow readers to cal-
culate, from fi rst principles, key global phenomena, such as the construction of a simple model 
to estimate the energy content of the Amazon forest and compare it with the energy we use; and 
calculate, again from fi rst principles, the average global temperature and how much energy it 
takes to make rain. It is intended to be demanding of the reader but accessible and achievable for 
those committ ed to a deeper understanding of this globally critical problem.
Th is book was writt en to address the fundamental issue that in democratic societies, the 
decision- making process to address an existential issue such as man- made climate change is 
in our collective hands, and yet most of us need help with the fundamental scientifi c back-
ground to consider it in a rationally productive way. Collective choices come mostly through 
the political process. Political decisions aff ecting the future must be based on some ability to 
predict the future. Predicting the future on the time scale needed here is a very risky business. 
Here, I am trying to make an argument that we must discard the easy choice of relying only on 
“experts” to make predictions or learning from the experiences of others.
Th e basic premise— that anthropogenic changes to the atmosphere have major eff ects 
on the climate through changes of the solar energy balance— can withstand critical scrutiny. 
We fail to act upon this premise at our peril. But, the argument continues, the global warm-
ing issue is much too important to be left  to scientists to decide on actions and remedies. 
Th roughout the book, I have consistently described the required change in behavior as a 
“feeding transition”— namely, that the science is solid enough to initiate a global transition 
from very convenient fossil fuels to largely experimental nonfossil fuel sources. Th e majority 
of the world’s community agrees: the political process started with the Rio Declaration on 
Environment and Development, matured to implementation with the Kyoto Protocol, and 
got somewhat shaken with Copenhagen is a testimony to this sentiment.
Th e case is made throughout the book that although the issue of anthropogenic causality of climate 
change is a complex issue and encompasses vast domains of our intellectual, physical, moral, politi-
cal, and economic world, it can and must be addressed. However, the observations from which we 
draw much of our understanding span an equally broad spectrum. Because many of the issues relate to 
rather long- range projections (“end of now”), the public discussion invites cherry picking— pursuing 
a certain agenda, choosing the evidence to support that agenda, and ignoring evidence that points 
in other directions. Such a process creates polarized positions that reinforce and feed on each other. 
Th is kind of dynamic reduces the issue to one of arbitration. Yet because climate change aff ects us all, 
it is very unlikely we will fi nd an objective and informed judge who will act as a universally acceptable 
arbiter, and it is probably equally unlikely we collectively wish to search for one. What is left  for us to 
do is to continue to rely on the political process to formulate policies, with the physical environment 
dispensing its canaries from time to time to warn us against drift s in the wrong direction.
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People are currently paying much att ention to the ability of present and future human pop-ulations to infl uence Earth’s climate through the emission of greenhouse gases (GHGs) 
such as carbon dioxide. According to some, such a self- induced change in our physical envi-
ronment qualifi es humans for the distinction of a “superspecies” that has passed a threshold 
of biological evolution. Some 2 to 3 billion years ago, another organism changed the envi-
ronment in a very pronounced way: a primitive unicellular organism called cyanobacteria1 
(blue- green algae). Th ese cyanobacteria “discovered” a new energy source that enabled them 
to develop a photosynthetic apparatus that assimilates carbon dioxide through conversion of 
solar energy to chemical energy. In the process, a “useless” waste product, oxygen, began to 
accumulate and gradually changed the composition of the atmosphere. As a result, new, more 
complex oxygen- consuming forms of life evolved, eventually leading to humans. Th e algae that 
started it all, while still fl ourishing, then became the fi rst link in a very elaborate food chain. (I 
will return to algae as a source of biofuel in Chapter 11).
Billions of years later, starting with the Industrial Revolution of the 18th century, humans 
learned to exploit a new source of energy: fossil fuels. Th e fossil fuels became the driving force 
for the 20th century’s technical revolutions that now have the potential to impact today’s 
atmosphere and our future climate. But unlike the cyanobacteria, we can make choices about 
how these developments will aff ect our environment. Th ese choices (including the choice to 
do nothing) require collective action that can only be implemented through the political pro-
cess. Collective action requires shared knowledge of some basic information relevant to envi-
ronmental issues. Th is book presents the fundamental issues through examination of the data 
on global warming. Selected data, in the form of graphs or tables, are chosen not to emphasize 
or “prove” a point of view but to lay a foundation for interpretation. Many diff erent stories can 
be derived by emphasizing diff erent aspects of the data, but we must all refer to the same frame 
of reference. Th is book will present the case that the synergism between global anthropogenic 
(man- made) climatic changes, energy policy, and resource allocation on every level makes a 
holistic approach the most productive one. Th e data consist of energy use, population, and 
various wealth indicators. Chapter notes at the end of the book provide a summary of the 
databases that I use as sources. Th ese sources are also marked wherever data are used. Th e 
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data on these issues are constantly changing. Fact- checking in this context is not equivalent 
to checking exact numbers. In Chapter 2, I will try to quantify the delicate balance between 
accuracy and transparency (Box 2.5). Th us trends and ideas should be accurately represented; 
database- derived numbers should agree within an order of magnitude (with exceptions). If a 
reader is double- checking the databases (Great!) and fi nds disagreements that result in the 
repudiation of my conclusions, then I will be the fi rst one to cheer.
We start with four key fi ndings (Chapter 2):
• Average global temperature trends over the last 100 years
• Carbon dioxide emissions over the same periods
• Measures of our standard of living in the form of gross domestic product per capita 
versus our energy use per capita
• An examination of how and if carbon dioxide sources match nature’s carbon dioxide 
sinks and how this relates to changes in atmospheric chemistry
I will describe how the information is collected, explore the underlying science, and uncover 
the assumptions embedded in projected scenarios.
Time scales are fundamental to the presentation. In the fi rst four chapters I will present 
data on temperature variations over the last 100 years as compared to those of the last 700,000 
years. Further, I will explore the use of geological tools such as isotopic content and fossil 
identifi cation, as well as the environmental archeology of land, ice, sea, rock formations, and 
minerals, which allow us to read history on a geological time scale. Th e emphasis here will be 
on paleoclimatology, the geological history of Earth’s climate. My purpose is to distinguish 
between man- independent natural cycles and anthropogenic contributions. I will follow with 
a detailed discussion of the carbon cycle and the timing of movements and mixing that deter-
mine equilibration times for areas with high and low concentrations of carbon dioxide. Th is 
is germane for questions such as how long it will take for the enormous amount of carbon 
dioxide stored in rocks (primarily limestone) and oceans to equilibrate with the atmosphere 
and how to estimate the consequences of disturbing the equilibrium between air and oceans.
Chapters 5 and 6 will lay the foundation for the basic scientifi c issues involved in the over-
all balance of energy use and climate change. I will start with the physics of temperature and 
radiation, describing Earth’s energy balance with a simple demonstration of how to calculate 
Earth’s average temperature. I then describe how certain transparent thermal shields can shift  
this balance and change the equilibrium temperature. I will follow with descriptions of atmo-
spheric substances that act as thermal shields, such as GHGs, and of atmospheric compo-
nents, such as aerosols and ash, that act in the opposite manner and will include a discussion 
of the thermal shields’ mechanisms. I will continue with more complex feedback mechanisms, 
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many of which are not yet fully understood, and discuss their possible eff ects on the suc-
cessful prediction of climatic changes. Th is will lead into a discussion of the mix of possible 
energy sources and the correlations between energy mixes and the anthropogenic discharge 
of GHGs. Th e key fi gure in Chapter 10 will be the ever- changing estimate of our recoverable 
oil reserves. I will present the argument that we must decide on how the energy mix will look 
aft er we exhaust recoverable oil reserves.
Choices that we make today are based on predictions about tomorrow. Th e principal tools 
that we use to predict the future involve simulations. In Chapter 8 I will explore present, state- 
of- the- art climate simulations, emphasizing possible scenarios and their implications. I will 
compare present results with past simulations and analyze the diff erences in predictions.
Th e most important choice concerning resource allocation that we have to make with 
respect to the energy- climate mix involves the postoil energy mix. Th e economic issues 
(Chapter 12) of these choices are discussed in the context of their eff ects on standard of living 
and how the choices are manifested in terms of the price of energy products and the allocation 
of research and development (R&D) dollars to various alternative technologies. Reallocation 
of resources requires political debate on a global scale. Th e status and history of the Kyoto 
Protocol (Chapter 13), as well as global population dynamics, portray the dynamics of this 
debate. Chapters 14 and 15 describe early manifestations of global warming not necessarily 
anthropogenic in nature— namely, the physical manifestation of temperature increases and 
their economic consequences and some proposed fi rst steps in the process to infl uence global 
energy use. A prerequisite to such an eff ort is to learn how to perform our own energy audit. 
Th e book ends with some personal conclusions about our collective diffi  culties accepting pre-
dictions about the catastrophic consequences of inaction.
Th e general structure of the book has a dual presentation. Th e key data and the corresponding 
descriptions are presented continuously without resorting to “tutorials” about the prerequisite sci-
ence. Instead, boxes present the prerequisite science and other scientifi c issues. Th ese inserts will be 
trivial to some and very demanding to others, but they provide the foundation to the story.
Th omas Friedman wrote it best in an op- ed in the New York Times, by quoting Rob Watson: 
“As the environmentalist Rob Watson likes to say: ‘Mother Nature is just chemistry, biology and 
physics. Th at’s all she is.’ You cannot sweet- talk her. You cannot spin her. You cannot tell her that 
the oil companies say climate change is a hoax. No, Mother Nature is going to do whatever chem-
istry, biology and physics dictate, and ‘Mother Nature always bats last, and she always bats 1.000,’ 
says Watson. Do not mess with Mother Nature. But that is just what we’re doing.”2
In democratic societies, the decision- making process to address such an existential issue is 
in our collective hand, and yet most of us can use some help with the fundamental science in 
order to think about it in a rational way.
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Before we proceed I must address two important issues. Th e fi rst focuses on the available 
mechanisms for acceptance or rejection of information. Th e second aims to establish a common 
language for discussion, specifi cally in regard to a quantitative description of physical data.
WHOM TO BELIEVE?
Many of the issues raised in the book have become intensely contested political topics. 
Chances are these issues will remain at the center of the public debate well into the foreseeable 
future. As we will see, the numbers support that observation. In countries where the political 
process is determined through the vote, the question is raised as to whether the general public 
can make informed, educated decisions about these issues. And the question applies not only 
to the knowledge base of the voting public but also to that of the political leadership respon-
sible for making decisions that impact so many others.
One could pose the question as to what makes us, the nonspecialist general public, believe 
in something that requires in- depth understanding of highly specialized technical knowledge. 
In the face of confl icting opinions, how do we know what the “truth” is? Th ere are a few estab-
lished methods that help us determine the truth. Th e fi rst, and probably the most popular 
method, is to rely on authority. If we have a single authority that dictates our lives, such as in 
the case of religious beliefs, then we have no problem in terms of our decision- making ability. 
If we have more than one authority, each providing confl icting information, then we need to 
make a choice. Th e second method was adopted by the legal system: this is the advocacy sys-
tem. We choose lawyers to represent diff erent points of view, and an impartial judge decides 
which lawyer makes a bett er case. We can shop for an epistemological lawyer who will advise 
us how to make these decisions, but how do we choose these lawyers?
If we choose to assume individual responsibility for our interactions with the physical environ-
ment, then we need to use the same language that scientists use to describe the physical environ-
ment. Th e language and reasoning associated with the physical environment are summarized in 
what is known as the scientifi c method. In spite of the fact that the scientifi c method is taught as part 
of science education and philosophy courses, any random assemblage of scientists who presumably 
practice the method will come up with a diff erent rendition that represents more their personal 
experience than the philosophical underpinnings of the method. Since I am going to base most 
of my arguments on the method, it is appropriate that I clarify what I mean by the scientifi c 
method. Th e basic elements are presented in Figure 1.1. One starts with observations, followed 
by analysis of the data, which might include fi tt ing the data to a mathematical formula, statistical 
analysis, and so on. Th e next stage is to formulate a hypothesis that places the data in the context 
of other data and off ers some explanation of the observations, as well as predictions for further 
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observations. Th e next step is to try to connect various hypotheses into an axiomatic structured 
theory that models parts of reality in terms of some fundamental concepts. So far there is really no 
diff erence between perceptions of reality based on religious belief and ones based on science. Th e 
fundamental diff erence rests in what follows— and here I will lean on Karl Popper’s idea that the 
only diff erence is that the scientifi c method requires that the hypothesis and the theory are refut-
able.3 Objections to this requirement arise based on the argument that it is oft en as diffi  cult to refute 
a theory as it is to prove it. We can see in Figure 1.1 that the Popperian interpretation is cyclical— 
namely, that there is a constant testing of the hypothesis and the theory. It took 2000 years for Nico-
laus Copernicus to suggest that the Aristotelian hypothesis that Earth is the center of the universe 
around which the planets and the stars revolve should be replaced by the hypothesis that the sun 
is at the center and that Earth is just another planet that revolves around the sun. It took about 200 
more years for Isaac Newton to formulate the law of gravity, to describe the connection between 
Figure 1.1. Schematic description of the scientifi c method
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Figure 1.2. Simplifi ed description of the scientifi c method
motion and force, and to formulate a general theory of gravity that would describe the motions of 
planetary bodies in terms of laws that could be tested and refuted on a laboratory bench top. It took 
an additional 200 years for Albert Einstein to show that when objects move at a speed approaching 
the speed of light, the fundamental Newtonian concept that reality is expressed in terms of fi xed, 
independent coordinates of time and space must be revised. Th e Newtonian description of reality 
was replaced by an axiom in which the speed of light is constant and time and distance change with 
the relative velocity of the observer and the event observed. New observations will constantly chal-
lenge the accepted view, and thus an increase in knowledge is accomplished through continuous 
inquiry and, when needed, reformulation of theories.
One of the arguments against practicing the scientifi c method is that there is a distinction 
between experimental sciences such as physics, chemistry, and to a lesser degree, biology, in 
which one can perform controlled experiments designed to refute a hypothesis, and observa-
tional sciences such as astronomy (including astrophysics), most of geology, and most of the 
social sciences, in which one cannot make such controlled experiments. I do not share this view. 
Th e refutability (and testability) of observational sciences rests not in the ability to perform 
experiments that test a hypothesis but in the ability to look for observations that might refute 
the hypothesis. Th e two key ingredients in Figure 1.1 are the two gray circles— the observations 
and the theory. Th e whole scheme is anchored to the observations. All the testing of the various 
theoretical scenarios is done through observations. Th e reliance is such that David Deutsch— in 
his fascinating book Th e Fabric of Reality4 on the “parallel universes” picture of nonintuitive real-
ity within the Popperian interpretation of the scientifi c method— presents the nonobservation 
part of the theory as a “story.” Th is is shown schematically in Figure 1.2, where I have replaced 
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the circles that designate the theory, model, and hypothesis with one circle labeled “story.” Th e 
“story” might be a very good story— but it never reaches the status of absolute truth. Absolute 
truth, by this interpretation, does not exist in science. Th is does not mean that scientifi c knowl-
edge is a cultural construct. Th e laws of science are universal laws that describe reality in the best 
way that we know how. It only means that there is intrinsic asymmetry between validation of a 
theory and refutation of a theory. One can never absolutely validate a theory, but one critical 
experiment that can stand scrutiny can refute a theory. Th e more entrenched the theory, the 
more scrutiny the experiments to refute it will receive, but once the observations pass reliability 
and reproducibility tests, the theory is discarded. A new theory must be developed. 
Let us take an example of such a story from the mythology of ancient civilizations. Th e story 
that Earth is supported by a living creature runs through most civilizations. In Hindu myth, the 
turtle Chukwa supports the elephant Maha- Pudma, which in turn supports Earth. Th e Iroquois 
believed that Earth was created out of growing mud on the back of a giant turtle. It all sounds 
primitive today; we “know” that Earth does not sit on the back of an elephant or a turtle. We 
know because we have satellites that take photographs of Earth, and Earth just fl oats in space 
held in orbit around the sun by the gravitational force. Th e ancient Hindu and the Iroquois did 
not have satellites. Th eir range was measured by their walking distance. Nothing around them 
just fl oated in empty space. Based on their observations, the best story for Earth was that it was 
supported by something— a giant turtle was as good as anything else. What supports the turtle 
was a diff erent issue that they did not address— this situation is not that much diff erent from our 
present best story to explain the creation of the universe, the big bang theory. What happened 
“before” the big bang is a subject of mostly silence because time and space were created at the big 
bang. Nevertheless, the ignorance is the same. Th e ancient mythologies are refutable because, in 
principle, one can walk to the edge of Earth or acquire the technology to build a satellite that will 
fl y above Earth and observe whether one can see the turtle. Up to here the story follows all the 
rules of the Popperian scientifi c method. Suppose that we walk to the edge of Earth or launch 
the satellite and do not observe the giant turtle. Th en we have refuted the theory and need to 
come up with a diff erent theory that fi ts the observations. But the story may say that not seeing 
the giant turtle is not because it is not there but because it is invisible. Now, in a single stroke, we 
have converted the “scientifi c” theory into an irrefutable religious theory and the arguments stop.
An interesting observation I made on a New York City subway ride to work succinctly 
demonstrates the importance of raw data. Th e aforementioned ride was in one of the newest 
subway cars, in which a public address system, in the form of a very pleasant female voice, 
announced each station. I was dozing, and in my half conscious state, I suddenly heard the 
name of stations way outside my route. I immediately woke up and looked out the window to 
see what stations we were passing. It became immediately clear that I was on the right train 
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and that the public address system was malfunctioning. I was able to look at the raw data and 
immediately realize that my fi rst interpretation (that I was on the wrong train) was incorrect. A 
similar experience in Japan might have ended diff erently. A few years ago the subway in Osaka 
had similar subway cars. Th e public address system in the subway cars in Osaka was announc-
ing names of stations in both Japanese and English; however, at that time, the names of the 
stations were writt en only in Japanese (now they are writt en in both languages). A Westerner 
such as myself who does not read Japanese relies exclusively on the public address system. I 
would have had to step out of the train, fi nd myself an epistemological lawyer (somebody who 
can read Japanese and speak English), and establish whether I was on the right train or not. 
Th e original data were not available to me.
LEARNING FROM EXPERIENCE
A common way of fi guring out what to do in particular situations is to learn from experience: 
either from our own experience or from the experience of others. On the issues that con-
cern us here we do not have that luxury. Everything that marks human existence in relation 
to the outside environment is dominated by unique events. We cannot, with certainty, make 
the statement that life on our planet is unique in the universe. Personally, I believe that there 
is a possibility that some advanced form of self- reproducing species might exist (present, past, 
or future) somewhere in the universe. Th ere are billions of stars in our galaxy and there are 
billions of galaxies in the universe and a billion is a very large number. Many of these stars 
probably have planets that circle them, and some of these planets might have an average sur-
face temperature suitable for liquid water. Given enough time, a series of complex chemical 
processes might lead to the evolution of self- reproducing adapting species similar to what we 
have on our own planet. Th ere are a lot of strongly conditional sentences in this paragraph. 
Th e reason is that we have no idea if any of this is true because the distances are so large that 
communication is impractical. In our own solar system, we are unique. It is possible that on a 
planet such as Mars one might fi nd traces of microscopic living organisms— the search is con-
tinuing and seasonal announcements that follow with counterarguments are in abundance. 
However, we cannot “learn” from microscopic organisms. Th e nearest star to our solar system 
is the bright double star Alpha Centauri and its small neighbor Proxima Centauri. Th ey are 
about 4 light- years away from us. A light- year sounds like a unit of time, but it is really a unit 
of distance that astronomers use to describe distances of celestial objects. A light- year is 
the distance that a beam of light travels in 1 year. According to Einstein’s theory of special 
relativity, the speed of light is the fastest speed that can be att ained. Th e value of the speed 
of light is approximately 300,000 km/sec, so the distance to our nearest neighbor stars is 
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about 40,000 billion (40 trillion) km. Th e speed of light is also the fastest rate that informa-
tion can travel. Th us everything that we are presently able to observe in the neighborhood 
of Alpha Centauri happened there 4 years ago, and it would take 8 years for a message to get 
there and back. We have not yet found any planets orbiting Alpha Centauri. Th e closest one 
that has been observed outside our solar system orbits a star called Epsilon Eridani about 10 
light- years away. Th ese planets are much larger and more massive than Earth. Th ey resemble 
Jupiter and Saturn in our solar system. Like Jupiter and Saturn and the rest of the universe, 
the main chemical element in these planets is hydrogen. Planets outside our solar system are 
called exoplanets. We are constantly looking for new one (as of July 2010, the count is around 
300). As far as we know these are not conditions suitable for the development of complex 
life. Th e conclusion from all this is that although there are billions and billions of stars that in 
principle might host planetary systems suitable for the development of complex life- forms, we 
are presently still searching for planets, and it is unreasonable to assume that we will fi nd extra-
terrestrial civilizations that will be able to share their experiences with us about the secrets of 
maintaining equilibrium with the environment and the consequences of not succeeding.
What about learning from past civilizations on our own planet? If we count the beginning 
of agriculture (i.e., the domestication of plants and animals and the beginning of collective 
governance in terms of the fi rst urban sett lements) as the onset of human civilization, then 
archeological evidence can establish a timeline that starts around 10,000 years ago. Figure 3.2 
in Chapter 3 shows that this is halfway through the present warming period that took us out 
of the most recent ice age. Human civilization did not yet have time to develop through even a 
single global climatic cycle, so predictions based on past experience are impossible. Th is does 
not mean that storms, fl oods, droughts, fi res, and volcanic eruptions do not aff ect civilizations. 
Th ey do today and they did throughout history. We can learn from the experience of past civi-
lizations and we can learn from each other how best to handle such experiences. However, all 
these natural disasters are local both in terms of geography and in terms of duration.
From this analysis we can conclude that learning from either our own experience or that 
of others about interactions between global climatic changes and civilizations is impossible. 
We must fi nd another way to gain knowledge of the possible consequences of our interactions 
with the global environment. To a limited degree this can be done through scientifi c modeling 
of the global system— modeling that includes the human race as an important contributor to 
the system and an important inheritor of the consequences. We are starting to do that mainly 
through the initiatives of the United Nations. Th is eff ort is discussed in Chapter 8.
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THE FERMI PARADOX
Th e search for extraterrestrial life captures our collective imagination. A recent book by Paul 
Davies, titled Eerie Silence,5 beautifully and critically summarizes the eff orts to make a contact 
with a technologically advanced (i.e., capable of sending and receiving radio messages) life- 
form. Th e eff ort to communicate with extraterrestrial life through observations (as opposed to 
visit them) is known as Search for Extra Terrestrial Intelligence (SETI). Th e probability of the 
existence of such life- forms was estimated by Frank Drake in 1960 and summarized in Davies’s 
book. It involves two kinds of terms: cosmological terms and “biological” terms. Th e cosmo-
logical terms calculate the probability that a planet exists in our galaxy (in other galaxies it 
becomes really too far to make any useful contact) that can support biological systems consist-
ing of large bodies of liquid water and that can be stable long enough to allow for evolution to 
the degree of complexity that will enable sett ing and interpreting radio telescope observations.
Th e two “biological” terms are as follows: one for converting a nonliving mixture of essential 
chemicals into a living organism (defi ned in terms of its ability for independent reproduction 
by using environmental resources) and the other for building and interpreting observations 
from a radio telescope when such life-forms reach the complexity and life-span required to 
send signals. What is of great interest to us here is the last issue. Davies points out that since we 
are the only intelligent life- form that we know about, the best place to start the search for these 
two conditions is here on Earth. He gives some suggestions for the fi rst but is silent on the 
second. Th e search for such intelligence became very famous (at least among physicists) by 
a lunch remark made by Enrico Fermi while working at the Los Alamos National Laboratory 
in 1950. Fermi was one of the most respected productive physicists at that time, and when he 
spoke people listened. His remarks came as a response to the perceived commonality of extra-
terrestrial life (mainly in the form of unidentifi ed fl ying objects, or UFOs) and the time that 
the extraterrestrials had to develop “galactic” technical capabilities. But Fermi asked, where are 
they? By now, extraterrestrials should have had enough time to explore the galaxy and contact 
us. Th is “dilemma” became known as the Fermi paradox.
Th e beginning of our technological intelligence can be traced to the middle of the previous 
century (computers, rockets, lasers, etc.). Th e time scale that the scientists at SETI are talking 
about is about a million years. Even if we are a bit more modest and choose a time scale of only 
1000 years to develop technology to reach habitable planets in case Earth becomes inhospi-
table, we cannot control most cosmological events that might lead to the destruction of life on 
Earth. We can, however, control some of our local collective behavior and monitor the planet 
to assure survival.
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QUANTITATIVE DESCRIPTION OF DATA: UNITS
We oft en hear that we cannot compare apples to oranges or, as my math teacher used to say, 
you cannot add doors and windows. Actually, you can add apples and oranges if you general-
ize them to “fruits,” thus describing them in terms of common “units.” To describe quantities 
in the physical world, we usually need both numbers and units. Th irty miles is diff erent from 
30 hours— this is the equivalent of comparing doors and windows. Even when we describe 
a single physical quantity, such as distance, we need to specify the units— miles, kilometers, 
centimeters, and so forth.
It would be lovely if each physical quantity came with a unique set of units with appropriate 
subdivisions to describe various denominations— similar to describing the monetary values of 
items. However, when we describe the monetary value of an item in the United States versus one 
in England, we use diff erent currencies. When we travel abroad we need to change our currency 
for the local currency. What would happen in a world with a single currency? Such a world would 
require a central bank that would set the same interest rate all over the world and thus eliminate 
the ability of local governments to use monetary policy to adjust for local imbalances. Neverthe-
less, in January 2002 most countries in the European Union substituted their local currencies 
with the euro. Can we do the same with units of other physical quantities?
Th e reasons that we have diff erent sets of units that describe the same physical quantity stem 
from decision processes based partially on ignorance and partially on geographic isolation. Th e 
physical quantity that I will use the most in this book is energy, and there is no bett er example 
for describing the origin of the diversity of units. Th e background for the use of energy units is 
described in Box 1.1. Th e practice adopted by most books and articles is to adopt a set of units 
(e.g., the British thermal unit, or Btu) and convert all other given energy units to match. Th is 
minimizes eff ort for the reader. In some cases I chose not to follow this practice; in these cases I 
feel that the presented data should refl ect the data source. So oil supply will usually be presented 
in barrels of oil (or millions or billions of them), natural gas will be represented in cubic feet, elec-
trical consumption in kilowatt - hours, and so forth. Th e purpose is not to confuse the issues but 
to keep the anchor at the data sources. Th e data that we work with are constantly changing, and 
we should be able to refer to the sources at any time and decide if the conclusions that we outline 
here are consistent with the data— this is the only valid yardstick.
Fortunately, in the Internet age we have easy access to what are oft en called “unit conver-
sion” calculators into which we can plug the numbers in one set of units and easily convert 
them to another unit of the same quantity that we want (we still cannot convert doors to win-
dows by using a calculator). A summary of the units that we use in this book, and examples of 
unit conversion, is provided in Appendix 1.
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Box 1.1 includes a description of another set of units— those of quantities of matt er or 
mass. Everyday practice describes the quantity of matt er in units such as pounds (lb) or kilo-
grams (kg). Many aspects of the science of the physical environment require expressing quan-
tities of matt er in terms of the number of molecules. Th e following box will make the connec-
tion between the two presentations.
Box 1.1
UNITS: ENERGY AND MASS
Energy
When we pay our heating bill in the United States, the units we use are Btus for oil, 
cubic feet for natural gas, and kilowatt- hours for electricity. If we want to convert from 
one fuel to another fuel and calculate the relative cost, then we have a problem. If we 
were to move to continental Europe, we would suddenly be faced with whole new sets 
of units for energy such as the joule ( J). At the same time, when we eat a big New York– 
style bagel, the package tells us that the bagel contains 300 food calories. If we want to 
get rid of these calories by running up and down the stairs, our exercise book will help 
us to calculate how much work we are doing, often providing the results in joules.
One of the main reasons for the multiplicity of energy units is that until some key 
experiments were conducted in the 19th century, mainly by English physicist James 
Prescott Joule (1818– 1889), the prevailing thinking was that heat energy and mechani-
cal work were largely unrelated quantities, thus deserving different sets of units. So 
Calories are defi ned in terms of heat production, whereas joules are used to measure 
work. Calories are units of heat based on the metric system, which is mainly used in 
Europe, and uses meters (km, cm, mm, etc.) to measure length, kilograms (mg, g, metric 
tons, etc.) to measure mass, seconds (minutes, hours, etc.) to measure time, and degrees 
Celsius to measure temperature.
What is known as the English system of units uses feet (miles, yards, etc.) to measure 
distance, pounds to measure weight, and degrees Fahrenheit to measure temperature. 
Mercifully, the units for time are the same in both systems of units. The units for energy 
derive from this set of basic units, so that one Calorie (= 1 food calorie) is the amount 
of heat that it takes to raise the temperature of 1 kg of water (1 L) by 1°C, whereas 




There is a unit of mass not widely used outside schools and science, and this will require 
a short plunge into chemistry. The unit is the gram- molecular weight (otherwise known 
as the mole). It is the amount of a substance in which the weight, in grams, is numeri-
cally equal to the molecular weight of that substance. For example, 1 mole of molecular 
oxygen, O2 (molecular weight approximately 32), is 32 g, and 1 mole of water, H2O 
(molecular weight approximately 18), is 18 g. The molecular weight may be calculated 
from the molecular formula of the substance; it is the sum of the atomic weights of the 
atoms making up the molecule. For example, water has the molecular formula H2O, indi-
cating that a molecule of water has two atoms of hydrogen and one atom of oxygen. In 
chemistry, a formula is an expression showing the chemical composition of a compound. 
Chemical compounds are combinations with fi xed proportions of chemical elements. The 
list of known elements is given in the periodic table of the elements (see Appendix 2). 
The smallest unit of an element is the atom. The atom consists of a central, positively 
charged core, the nucleus, and negatively charged particles called electrons located in 
orbits around the nucleus. Atomic nuclei are composed of two types of particles, pro-
tons and neutrons, which are collectively known as nucleons. The sum of the number 
of protons and neutrons in an atomic nucleus of an atom of an element is the atomic 
weight of this element. The molecular formula of water is H2O— two atoms of hydrogen 
(atomic weight approximately 1) and one atom of oxygen (atomic weight approximately 
16). This makes the molecular weight of water approximately 18, and 1 mole of water 
thus weighs 18 g. A mole of a compound contains a fi xed number of molecules. This 
number, called Avogadro’s number, is very large. It is equal to 6 × 1023 molecules or 600 
sextillion molecules. When we deal with global issues, we often must use very large 
numbers. We can try to remember the names such as million, billion, trillion, quadrillion, 
sextillion, and so forth, but we fi nd that even for these names, we have different conven-
tions in England and in the United States. An alternative is to use scientifi c notation that 





In this chapter, I will introduce the main issues that will be discussed in this book. Th ree important graphs will introduce these issues: Figure 2.1 shows the change in the concentra-
tion of carbon dioxide in the atmosphere over the last 50 years as measured at one monitoring 
station, Figure 2.3 shows the changes in the average global temperature over the last 120 years, 
and Figure 2.4 shows the relationship of gross domestic product (GDP) per capita to average 
energy use per capita. In Chapter 9 and in the following chapters, I will discuss how econo-
mists roughly associate GDP per capita with a country’s standard of living.
Box 2.1 and Chapters 4 and 6 show that emission of carbon dioxide is closely correlated 
with energy use, thus connecting the data from Figures 2.1 and 2.4. Chapter 6 shows the strong 
connection between atmospheric concentrations of carbon dioxide and climatic change, thus 
correlating the fi ndings in Figures 2.3 and 2.1, regardless of how skeptical one might be of the 
fi ndings in Figure 2.3. We will introduce model building using a simple model that demon-
strates that the increase in the atmospheric carbon dioxide concentration has a large anthro-
pogenic (man- made) component, resulting in climate changes. State- of- the- art modeling of 
future climatic changes is described in Chapter 8.
We start with a simple description of the two key chemical processes that living systems use 
to acquire energy to function: photosynthesis and respiration.
In Chapter 4, I will show that the emission and sequestration of carbon dioxide are the 
two main components of the carbon cycle. Th e carbon cycle is the dominant pump that pro-
vides energy to the biosphere, which contains all living organisms on Earth. Th e energy is 
provided either directly through the photosynthetic process or indirectly through the diges-
tion of products of the photosynthetic process through respiration reactions. Th e chemical 
reactions that summarize these two processes are shown in Box 2.1. Th e photosynthetic 
reaction sequestrates carbon dioxide to produce sugar and, in the process, stores the solar 
energy in the form of chemical bonds richer in energy than those of carbon dioxide and 
water, which are the starting materials for the process. Th e respiration reaction uses high- 
energy chemicals, such as sugars, which in turn produce low-energy products in the form 
of carbon dioxide and water. Th e excess energy is available for use in biochemical reactions 
that require additional energy.
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Box 2.1
ENERGY FOR LIFE
The chemical reactions that occur between atoms and molecules (see Box 1.1) are 
often described in terms of chemical equations. Here I describe three such reactions: 
the photosynthetic reaction, the digestion of sugar in the respiration process, and the 
reaction between methane and oxygen during the combustion of fossil fuels.
Reactions require that the same number of atoms of each element are on the left 
side (reactants) of the reaction as on the right side (products). The numerical subscripts 
indicate the number of atoms in a molecule and the numerical coeffi cients indicate the 
number of molecules in the reaction. in equation 2.1, 6CO2 means six molecules of 
carbon dioxide with a molecular formula of CO2 (which is one carbon atom bonded to 
two oxygen atoms).
Photosynthesis
A schematic representation of the photosynthetic reaction is given by
 6CO2 + 6H2O 
sun  → C6H12O6 + 6O2. [2.1]
C6H12O6 represents one of the simplest sugars: glucose.
Respirati on
A schematic representation of respiration is given in the following:
 C6H12O6 + 6O2 → 6CO2 + 6H2O + biologically stored energy. [2.2]
Burning of Fossil Fuel
Last, a schematic representation of the combustion of fossil fuel is
 CH4 + 2O2 → CO2 + 2H2O + energy. [2.3]
CH4, methane, is the main constituent in natural gas.
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As I will discuss in Chapter 4, plants perform a significant fraction of the terrestrial 
chemical sequestration of carbon dioxide. In the case of an imbalance between sequestra-
tion and emission, the difference will change the atmospheric concentration of carbon 
dioxide. The relationship is not straightforward because it depends on the equilibration 
of carbon dioxide between the atmosphere and Earth’s oceans. The timing and extent of 
this equilibration process will be discussed in Chapter 4. Mankind contributes to this bal-
ance by burning fossil fuels in chemical reactions similar to the methane reaction shown 
in Box 2.1 and through the destruction of forests and other changes in land use resulting 
from population growth.
WHAT ARE FOSSIL FUELS?
Fossil fuels are remnants of trees and other plants that died as early as 600 million years ago. 
Fossilization occurs when dead plants are prevented from decomposing back to carbon diox-
ide and water due to lack of oxygen. Instead they are buried in the ground where they are sub-
jected to temperatures and pressures high enough to induce chemical changes that remove the 
oxygen from the sugar derivatives and other biomolecules. In this way, plants are converted 
to the hydrocarbons that constitute fossil fuels ranging from oil, gasoline, and natural gas, to 
coal, which is mostly carbon. In essence, this process stores the photosynthetically converted 
solar energy for millions of years for us to use as a relatively inexpensive and convenient energy 
source. In terms of the carbon dioxide balance, it provides us with the “opportunity” to emit 
long-sequestrated carbon dioxide.
In 2005, total world energy consumption was 4.6 × 1017 Btu (15 TW; see Box 2.2). About 
85% of the energy sources used were carbonated fossil fuels. Because all this fuel originated 
from carbon dioxide sequestrated a long time ago, its burning constitutes a net emission with-
out the compensating sequestration.
Figure 2.1 shows air sample concentrations collected continuously from 1958 at 
Mauna Loa on the island of Hawaii.1 Samples of air were collected four times a day, and 
the concentration of carbon dioxide is measured by infrared absorption spectroscopy, 
using the same properties of carbon dioxide that makes this material a greenhouse gas 
(GHG). The Mauna Loa site is considered one of the most favorable locations for mea-
suring undisturbed air because possible local influences of vegetation or human activi-
ties on atmospheric carbon dioxide concentrations are minimal and any influences from 
volcanic vents can be excluded from the records. The measurements show an increase 
of around 17% from 1958 until 2004. Although Mauna Loa is the oldest site in which such 
measurements are made, the monitoring has expanded to diff erent sites at diff erent latitudes. 
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An example from data taken in Antarctica is shown in Figure 2.2. Th e patt ern of a mono-
tonic increase in the carbon dioxide concentration is found at every site. However, the two 
fi gures also show something else. Superimposed on the steady increase at Mauna Loa, and 
almost completely absent from the South Pole measurements, are very regular oscillations. 
Th ese oscillations directly represent the yearly cycle of the diff erence between the source 
and the sink of carbon dioxide at Mauna Loa. Th e full complexities of the carbon cycle as it 
equilibrates between land, air, and ocean will be discussed in Chapter 4. Here we deal only 
with the size of human contributions as measured against global natural phenomena. Th e 
yearly cycles in Figure 2.1 were att ributed to the large fraction of trees in the northern hemi-
sphere that shed their leaves in the fall and regrow them in the spring. Th e result is that less 
carbon dioxide is captured during the winter than in summer.
Box 2.2
ENERGY AND POWER
A common reference point throughout the book will be energy use per year. Energy 
per unit time is power. Thus
power × time = energy.
The kilowatt (kW) is a unit of power, whereas kilowatt- hours (kW·h) is a unit of energy 
that can be directly converted to other energy units such as Btus (Appendix 1):
1 Btu = 2.93 × 10– 4 kW·h.
When we specify the 2005 world energy consumption as 4.6 × 1017 Btu, we are actually 
specifying power and can easily convert it to the more usual power units:
2005 energy use = 4.6 × 1017 Btu/year = 1.3 × 1014kW·h/year = 
1.5 × 1013 W = 15 terawatts (TW).
For very large numbers we will often use prefi x multipliers:
Giga (G) = 109
Tera (T) = 1012
Peta (P) = 1015
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Figure 2.1. Carbon dioxide concentrations as observed at Mauna Loa
Source: Keeling and Whort (2004).1
Figure 2.2. Carbon dioxide concentrations as observed at the South Pole
Source: Keeling and Whort (2004).1
20 Climate Change: The Fork at the End of Now
Figure 2.3. Deviations of mean annual global temperature from a 1951– 1980 average of 14°C
Source: NASA Goddard Institute.2
In Chapter 5, I discuss why an increase in carbon dioxide and other GHGs in the atmo-
sphere is a cause for alarm when considering the climate of Earth. Figure 2.3 shows global 
temperature data for the last 130 years.
Th e long- term mean temperature data for Earth were calculated by processing data from 
thousands of worldwide observation sites on land and sea for the entire period of record of the 
data. Earth’s long- term mean temperatures were calculated by interpolating over uninhabited 
deserts, inaccessible Antarctic mountains, and so on, taking into account factors such as the 
decrease in temperature with elevation. By adding the long- term monthly mean temperature 
for Earth to each anomaly value, one can create a time series that approximates the tempera-
ture of Earth and how it has been changing through time.
Th e data start around 1880 because the mercury thermometer was invented by Gabriel 
Fahrenheit in 1714, and therefore the second part of the 19th century was the earliest that 
one could gather reliable direct temperature measurements over a wide enough geographic 
distribution to calculate average global temperature.
Figure 2.3 does not appear to be a very alarming curve. In fact, when it was presented to 
students and faculty (on separate occasions) the response was a big yawn. Th e “noise,” due 
to short- term fl uctuations, is large and the overall trend in the deviations is small compared to 
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everyday experience. Members of the faculty even suggested that I not include it in an intro-
ductory course that includes discussion of global warming for fear that the data would con-
fuse inexperienced minds. Th ese data are even less impressive when viewed in the context of 
historic global temperature fl uctuations that will be discussed in the next chapter. Th ere, we 
will see that the data for the carbon dioxide increase clearly demonstrate a dominant anthro-
pogenic contribution, whereas at present, the temperature anomaly data do not. However, 
in Chapter 5 I will discuss the correlation between anthropogenic atmospheric changes and 
temperature changes with the conclusion that the cause- eff ect relationship between the two is 
supported by very solid science developed out of controlled experiments and works very well, 
not only on Earth, but also throughout the universe.
Why is carbon dioxide so special? Why can’t we regulate carbon dioxide emission the same 
way the international community regulates the use of chlorofl uorocarbons found to be destruc-
tive to the stratospheric ozone layer? Th e answer again is in Box 2.1. Extraction of energy from 
fossil fuels results in the emission of carbon dioxide. Th us banning emission of carbon dioxide 
means banning the use of fossil fuels as an energy source (not counting the accompanying res-
piration processes). Finding “substitutes” for carbon dioxide means fi nding alternative energy 
resources. Th e prospects for using alternative energy will be discussed in Chapter 11.
Th e reason the continuing use of fossil fuels is such a pressing political issue is best sum-
marized in Figure 2.4, which shows the relationship of GDP per person with the energy con-
sumption per person for various countries in the world. Th e data for this fi gure were taken 
from the US Central Intelligence Agency website, which includes a detailed collection of data 
for all the world’s countries. Similar data can be found on the World Bank website and those of 
various national energy agencies. Almost all the data are supplied by the individual countries.
Th e GDP per capita is a measure of the economic development of a country. Th e ratio of 
energy use to GDP is called energy intensity. In Chapter 13, when I discuss att empts to reach 
a global consensus on global warming, the energy intensity issue will play a dominant role in 
describing the offi  cial US view as to how to approach this issue. In Chapter 12, I will discuss 
in greater depth the relations between energy use and economic indicators. Because GDP is 
measured in monetary units, we will examine the problems associated with comparing GDP 
between countries with diff erent monetary and economic systems.
Readers from diff erent countries might also ask questions specifi c to data about their coun-
tries: why, for example, is Singapore where it is in Figure 2.4? Because the data for the fi gure 
were taken from a single source, the data for a particular country might simply be wrong.
However, for the purpose of our discussion, there are three aspects of Figure 2.4 very robust 
with respect to diff erent defi nitions of economic wellness or where a particular country ends up 
in the graph. If we look at the overall trend, then GDP per person increases linearly (in a straight 
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line) with the energy use per person until about $25,000 per person and then becomes satu-
rated; further energy use does not result in a GDP increase. Th ere is also a great deal of scatt er in 
the graph. If we look at constant energy use per person, say 0.2 billion Btu per person, and trace 
a line parallel to the vertical axis, we will fi nd diff ering information for the following countries: 
Russia has a GDP per capita of $4500; South Korea and Taiwan have a GDP per capita of about 
$13,000; European countries such as Germany, England, Italy, and France are clustered around 
$20,000 to $22,000; and Japan lands around $24,000. Th at represents more than a factor of six in 
the diff erence in energy intensity. In other words, Japan is more than six times more effi  cient in 
using energy to produce economic output as compared to Russia. If we now take a complemen-
tary trace and put our fi nger at a GDP per capita of $22,000 and trace a line parallel to the hori-
zontal axis, then we will fi nd Italy with 0.13 billion Btu per capita; Germany, England, and France 
with 0.17 billion Btu per capita; the Netherlands with 0.24 billion Btu per capita; Singapore with 
0.24 billion Btu per capita; and Canada with 0.41 billion Btu per capita. Again, we see more than 
a factor of three in the diff erence in energy intensity. In Chapter 12, we will investigate the history 
Figure 2.4. GDP as a function of energy use for various countries
Source: US Central Intelligence Agency.3
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of this correlation and try to determine the factors that aff ect a country’s energy effi  ciency and 
the possible reasons for the saturation eff ect.
Th e saturation point will allow us to estimate the consequences, in terms of energy and 
carbon dioxide emission, of the developing countries that strive to reach the economic devel-
opment of the developed countries. Th e graph also helps to explain the confl ict between eco-
nomically developed and developing countries in terms of the global solution to the issue 
of anthropogenic release of carbon dioxide. If economic development is driven by low- cost 
energy sources, then it is diffi  cult for developing countries to accept the argument that the use 
of such sources should be banned at the point where the developed countries are no longer 
benefi ting from their availability.
In Chapter 11, I will explore the issue of alternative energy sources not based on stored fossil 
fuels and thus not contributing to the emission of carbon dioxide. We will fi nd that, at present, 
all these sources are considerably more expensive than traditional fossil fuels. Th e net result is 
that a large- scale shift  to such sources will require a shift  of resources toward energy production.
I will get back to this issue in Chapters 10 and 11, where I will try to estimate the total 
amount of fossil fuels still available and calculate the amount of carbon dioxide that will be 
emitt ed as a consequence of burning this fuel and the aff ect of this on the atmospheric com-
position and the world’s climate. I will describe the problems that we encounter in estimating 
how long these resources will be available and how to defi ne their exhaustion point.
I will try to develop the argument that a satisfactory solution is that by the time oil and 
natural gas are exhausted, we should be in position to replace them with noncarbon sources.
ARMAGEDDON OR A SELF- LIMITING PROCESS
In 1888, Henri Louis Le Chatelier, a French industrial chemist, made the observation that sys-
tems in equilibrium respond to stress by restoring equilibrium through minimizing the sources of the 
stress. Th is observation is known as Le Chatelier’s principle. Over the years, the principle has with-
stood countless challenges, and it now constitutes one of the most important building blocks 
of modern science. An argument can be made that nature, on its own, is able to compensate for 
the anthropogenic stresses that we impose through our growing use of fossil fuels, and thus we 
really need not bother with the search for potentially painful solutions. However, Le Chatelier’s 
principle does not specify the method or rate of restoration. One possible mechanism is creating 
conditions that will eliminate the source of the disturbance: the human race. Th us we obviously 
cannot leave the job of maintaining equilibrium between nature and man to this principle alone.
Will the “business as usual” scenario result in the end of the world (Armageddon)? Most 
probably not. In Chapter 8, I will explore the state- of- the- art mechanisms used to try to 
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predict the future, which are based on modeling. Most models of climatic consequences, 
and the resulting rise in sea level, span about 100 years. Th e projected average global tem-
perature increases are between 1°C and 3°C. Th e projected average global sea level rise is 
between 20 and 90 cm. Most of the rise in sea level originates from the thermal expansion 
of liquid water and not from the melting of the ice caps. Ice cap melting is not contributing 
much because most of the ice is in Antarctica, and because one of the most important con-
sequences of global warming is increase in precipitation, the increase in snow precipitation 
in Antarctica is predicted to be larger than the melting, and as a result Antarctica acts as a 
water sink and not a source.
Th e projected temperature increases and consequent sea- level changes will certainly cause 
local dislocations and changes, some of them already visible. Th ese early signs will be dis-
cussed in Chapter 14. Th ese changes do not predict a global Armageddon. Why do the projec-
tions stop at 100 years? Th is time period is hardly beyond our defi nition of “now.” One reason 
is simply technical: our ability to make projections based on modeling involves assumptions 
and simplifi cations that introduce a great deal of uncertainty. Th ese uncertainties increase dra-
matically with an increase in the length of time that we try to project. If we take the worst- case 
scenario, and the average temperature of a signifi cant portion of Antarctica rises above 0°C 
(the melting point of ice), melting the Antarctic ice cap, the average global sea- level increase 
is projected to be around 80 m (about 260 ft .). Th is will fl ood the living habitat of 90% of the 
world’s population.
In Chapter 10, I will explore another reason for stopping the projections at 100 years. Over 
this period, there is high probability that we will run out of recoverable fossil fuels. Th e projec-
tions here are also uncertain but most likely true for low- cost, convenient sources such as oil 
and natural gas. Coal is a bit more problematic, and a big uncertainty rests on the vast reserves 
of fossil resources such as shell oil, sand tar, and in particular, deep ocean deposits of methane 
hydrates. Yet Chapter 4 will make it clear that the anthropogenic contributions of carbon diox-
ide to the atmosphere are very small compared to the natural fl ux of the equilibrium between 
the atmosphere, the oceans, and land biota. Small, climate- induced changes to these balances 
can have large eff ects, but the triggering of such changes can be man induced or “natural.” 
Chapter 7 tries to explore the meaning of “natural.” It is now agreed, although not necessar-
ily fully understood, that the major past climatic changes originated from astronomical varia-
tions in the sun- Earth energy balance. Th ese variations can take the form of changes in orbital 
motion that aff ect distribution and in insolation (solar radiation that intercepts Earth). Some 
of the variations were shown to be periodic on a scale in which climatic records are available 
and some are not. In this sense, even if we do all the “right things” and ensure the mainte-
nance of a “natural” atmospheric equilibrium, we do not necessarily ensure ourselves against 
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catastrophic changes. We only ensure ourselves against catastrophic changes on a human time 
scale. Th e rest is not up to us.
What will follow is a “back-of-the-envelope,” simplistic model designed to achieve two 
objectives: fi rst, to make the case that the issues are real and, second, to provide us with more 
technical leverage when we read about what other people and “scientists” are doing. Th e 
model will require us to work with numbers from real databases. Th e models are interactive in 
a sense that the results strongly depend on the data that we choose to use and the details of the 
simplifi cations that we apply. We can choose to skip it or we can choose to play with it, but in 
both cases we assume control.
“BACK- OF- THE- ENVELOPE” INTERACTIVE 
MODELS TO CHECK OUR ASSUMPTIONS
Th is simple model will estimate the amount of carbon dioxide presently sequestrated. We want 
the model to be transparent and based on scientifi c principles. Th is requires that the model be 
as simple as possible. Th ese requirements will cost us in terms of the accuracy of the estimates 
that this model can derive.
Before we embark on such an estimate, it is useful to address the degree of accuracy we 
should try to achieve. Box 2.3 shows that for the purpose of this book, accuracy of an order of 
magnitude (within a factor of 10) is suffi  cient. Att empts at higher accuracy will inevitably cost 
us in transparency. Stated diff erently, political decisions that our grandchildren will need to 
make should be regarded as our own problems.
Figure 2.5 shows a photograph of the landscape that we are modeling. It is a “typical” land-
scape of the Amazon rain forest. Rain forests such as this are usually described in terms of the 
layers of diff erent greenery, starting from the tallest emergent layer with trees that can grow as 
high as 60 m (200 ft .), followed by the canopy, which is the primary layer of the rain forest that 
captures about 80% of the sunlight. Trees in the canopy can rise to 45 m. Th e next layer is the 
understory, which receives only a small fraction of the light and where plants can rarely grow 
above 3.5 m. Th e last layer is the forest fl oor, which receives almost no light and allows very 
few plants to grow.
Such a complex landscape is defi nitely diffi  cult to model. I will try to model the Amazon 
rain forest by using a much simpler picture. I will describe the forest as an ensemble of identi-
cal trees, equally spaced from each other. Box 2.4 provides the details. I am estimating each 
tree to be 20 m high and 0.5 m wide, and I assume a distance of 10 m between trees. I assume 
that the trees are only bark without leaves and branches. I further assume that the cross sec-
tions of the trees are square.
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Figure 2.5. A “typical” view of the Amazon rain forest
Source: Gutro (2004).4
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Box 2.3
TIME AND APPROXIMATIONS
What time periods are we concerned about? Because the main objective of this book is 
to collect suffi cient information to provide us with tools to make choices and enforce 
them in the political process, the relevant time period is important.
In an arbitrary way, let us defi ne the time span of cohabitation of three generations 
as “now.” In my case, three generations include (using 2005 as a reference year) me; my 
grandchildren Justin, Samantha, and Jack; and my son, their father. On average, my grand-
children’s life expectancy is about 75 years.
Suppose that the average yearly increase of our economic activity, as measured by 
GDP, is about 3%. If we assume a constant increase by the same 3%, then the increase 
will apply to a larger and larger base. This is an example of exponential growth. A useful 
parameter to characterize such growth is the doubling time. A good approximation of 
the relation between doubling time and percentage growth is given by
Doubling time =
70
Percentage of growth .
The doubling time for constant 3% growth is 70/3 ≈ 23 years. Let us designate present GDP 
as 1 and try to determine the GDP in coming years. The following table shows the increase.
Table 2.1






Based on this rate of growth, within the time span that we have designated as “now,” 
we will get approximately a factor of 10 increase in GDP, as well as the good and not- 
so- good things that come with an increase in economic activity. We will see throughout 
this book that there are many uncertainties based on the estimated future increases in 
economic activity, energy use, and emission of GHGs. Any pretension of “exact” num-
bers is misleading. Thus an estimate within a factor of 10 should provide us with the 
tools to make informed decisions.
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Among all the assumptions made, the one that caught the eye of students and faculty to 
whom the model was presented is the assumption of square trees. Everybody knows that 
trees are not square, so the model must be wrong. Th e approximation involved in treating 
the cross sections of the trees as square is analyzed in Box 2.5. Actually this approximation 
is unnecessary— calculations that involve circular cross sections are as easy as the ones that 
involve square cross sections. However, it is an eye- catching approximation and is amenable to 
exact analysis. Now, if any one of us has problems with any of the other assumptions made, it 
is a good exercise to change the assumptions and study the model’s sensitivity to them and try 
to determine if the conclusions we draw from the model are sensitive to the assumptions we 
make. If we can accomplish that, then it means our fi rst- principle analysis works. If we cannot, 
then we try again.
Box 2.4
A SIMPLE MODEL TO ESTIMATE THE ENERGY 
CONTENT OF THE AMAZON RAIN FOREST
Single Tree
Assume that an Indian teak tree is 20 m high, 0.5 m in diameter, and has a density = 0.7 
g/cm3. Thus
weight of the tree = volume × density,
volume = base × height = (assume square base) (50 cm)2 × 2000 cm = 5 × 106 cm3,
weight = (5 × 106 cm3) × (0.7 g/cm3) = 3.5 × 106 g = 3.5 tons.
We take the tree to be made of structural cellulose, a derivative of sugar:
sugar ≡ cellulose ≡ (HCOH)n.
The subscript n indicates that cellulose is a polymer of repeating structural units 
that consists of HCOH, similar to a simple sugar like glucose. The length of individual 
polymer chains may vary, but the relative ratio of hydrogen (H), carbon (C), and oxygen 
(O) remain approximately constant. Thus
 The Issues 29
fraction of carbon = 12/(12 + 2 + 16) = 0.4 = 40% (See Box 2.1 and Box 1.1),
amount of carbon in each tree = 3.5 × 0.4 = 1.4 tons = 1.4 × 106 g.
Amazon Rain Forest
Thus you can calculate the amount of carbon in the rain forest. Assume that the space 
between trees is 10 m:
area = 2.7 × 106 miles2 = 7 × 106 km2,
number of trees in the forest = area/(area/tree) = 
7 × 1012 m2/100 m2 = 7 × 1010 trees (70 billion),
total amount of carbon in the rain forest: = number of trees × amount of carbon/tree
 = 7 × 1010 × 1.4 tons/tree
 = 1 × 1011 tons of carbon.
Thus the carbon density is 1 × 1011 tons/7 × 106 km2 = 1.4 × 104 tons of carbon/km2.
National forest inventory and direct satellite measurements are quoted at 8 × 103 
tons/km2, which is a difference less than a factor of 2.5 (Whereas it almost looks like we 
have adjusted the parameters to arrive at such an agreement, this is wrong.)
Burning of glucose (equation 2.2) releases 684 Cal. Glucose has 6 carbon atoms. The 
amount of released energy per carbon atom is 114 Cal/carbon atom:
amount of energy released by complete burning of the forest: = total carbon × energy/g C
 =  (1 × 1011 tons) × (106 g/
ton) × (114 Cal/12 g of C)
 =  1 × 1018 Cal =3.8 × 1018 
Btu (1 Btu = 0.252 Cal).
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Box 2.5
THE CIRCLE IN THE SQUARE ISSUE
The model for the energy stored in the Amazon rain forest was presented to a group 
of faculty members at Brooklyn College as part of a working group that tried to intro-
duce quantitative reasoning across the curriculum. The issue that caught the attention of 
many of the participants and took about half of the discussion time was the assumption 
that the base of the trees is square. Let us examine this assumption. Figure 2.6 shows a 
circle inscribed in a square.
Figure 2.6. Circle in a square
The side of the square and the diameter of the circle are equal. Let us designate them 
with the letter d. The radius of the circle is half its diameter; let us designate it with the 
letter r. Thus d = 2 × r.
The area of the square is d2 = (2 × r)2 = 4r2.
The area of the circle is πr2, where π = 3.14 to a very good approximation.
The ratio of the area of the square to that of the circle is 4r2/πr2 = 1.27.
The error in representing the bases of the trees as squares instead of circles amounts 
to 27%. This is a very small error compared to the other approximations in the model.
Th e Amazon rain forest constitutes approximately 60% of all the area of tropical forest on 
Earth. Th e carbon stocked in tropical forests constitutes approximately 50% of carbon stocked 
in vegetation of all kinds on Earth. Th e fi nal result in Box 2.4 leads us to 3.8 × 1018/(0.6 × 0.5) 
= 1.2 × 1019 Btu of energy stored in all vegetation on Earth, which occurs mostly in forests.
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Th e anthropogenic energy consumption of carbonated fossil fuels in 2005 was 3.9 × 1017 Btu. 
Th is is 3.2% of all the energy stored in vegetation on Earth. Th e sequestration in the forests takes 
place over the lifetime of the trees in the forests (and other vegetation), whereas the release of car-
bon from the fossil energy use is annual. Because the area of the forests is decreasing and the anthro-
pogenic carbon dioxide emission is increasing, the release will outpace sequestration within the 
boundaries of our defi nition of “now” in Box 2.3. As will be discussed in Chapter 4, the carbon 
balance is more complicated than the one depicted here, but it will point to the same conclusions.
Can we support or refute the conclusions from this simple model based on direct, indepen-
dent measurement? It turns out that we can.
Figure 2.7 is an enlargement of Figure 2.1 over a 1- year period. Th e shaded area represents 
sequestration of carbon dioxide (yearly reduction from the maximum level for that year). Cal-
culating the shaded area can tell us the amount of yearly sequestration that diff uses to that 
particular location.
Inspection of Figure 2.7 shows that the shaded area covers approximately half the 
yearly rectangle between the minimum and maximum levels for the year. The size and 
frequency of these oscillations seem to be more or less constant. Figure 2.8 approximates 
Figure 2.7. Enlargement of 1 year in Figure 2.1
Source: Keeling and Whort (2004).1
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this distribution for a geometry that is much easier to calculate. The yearly sequestra-
tion that occurs in broad- leaf trees takes place only in the downward pointing rectangles, 
during the summer. One of the rectangles is shaded for emphasis. From Figure 2.4, the 
height is approximately 5.3 parts per million volume (ppmv) and the width is half a year. 
Calculating this area is very simple, and one should be able to directly compare these 
measurements with our model calculations in Box 2.4. However, there is a problem. Fig-
ure 2.1 provides data for air concentration, whereas what we need is the absolute amount 
of carbon dioxide to compare with our previous model. As we will see shortly, the units of 
ppmv express the ratio of carbon dioxide molecules to air molecules, so to extract the abso-
lute amount of carbon dioxide molecules sequestrated per year from Figure 2.1, we need to 
estimate the number of molecules (or moles, see Box 1.1) of air. To do that we need a little 
bit of atmospheric science. Box 2.6 gives us a rough estimate of the number of molecules 
in the atmosphere
Figure 2.8. Simplifi ed depiction of the oscillation in Figure 2.7




Our objective here is to create a simple model that will allow us to convert the data in 
Figure 2.1 into the total amount of carbon dioxide in the atmosphere and thus enable us 
to compare the direct atmospheric concentration of carbon dioxide with the amount 
stored in vegetation calculated in Box 2.3 and the amount released annually from com-
bustion of fossil fuels.
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Earth’s atmosphere is an extremely thin sheet of air extending from the surface of 
Earth to the edge of space. Gravity holds the atmosphere to Earth’s surface. The sun 
heats the atmosphere through two main mechanisms: direct heating of Earth followed 
by the transfer of surface heat to higher altitudes through movement of air masses, and 
through directly heating the air molecules through absorption of the ultraviolet solar 
radiation by ozone in the stratosphere. Measurements of atmospheric temperature as 
a function of height above the surface of Earth, primarily conducted by the US National 
Aeronautics and Space Administration (NASA), produce the results shown in Figure 2.9.
Figure 2.9. Variation of temperature with height in the troposphere and the low 
stratosphere
Source: NASA (2009).6
First, the temperature decreases sharply as the height increases, and then it stabilizes 
around – 55°C. Around an altitude of 25 km, the temperature starts to rise again due to 
the ozone layer’s direct absorption of solar energy in the stratosphere. The low region 
in which the temperature decreases is the troposphere, and the region above it is the 
stratosphere. Based on these data, the transition between the troposphere and the 
stratosphere is around 11 km.
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Table 2.2
Variation of temperature with height in the troposphere
Height (km) Temperature (°C) Pressure (Atm) n (1019 moles)
0 15.0 1.00 2.15
1 8.5 0.89 1.96
2 2.0 0.78 1.76
3 – 4.5 0.69 1.59
4 – 10.9 0.61 1.44
5 – 17.4 0.53 1.28
6 – 23.9 0.47 1.17
7 – 30.4 0.41 1.05
8 – 36.9 0.35 0.92
9 – 43.4 0.30 0.81
10 – 49.9 0.26 0.73
11 – 56.4 0.22 0.63
Source: NASA (2009).6
The data for temperature and pressure as a function of height for the troposphere 
are given in tabular form in the fi rst three columns in Table 2.2. We should now con-
vert these data to the number of molecules (or moles). This conversion is performed 
through a law sometimes referred to as the ideal gas law, which gives the relationship 
between the volume, pressure, temperature, and the number of moles of the gas in the 
volume for a dilute gas. This relationship is given in equation 2.4:
 PV = nR(T + 273). [2.4]
In this equation, P is the pressure in units of atmospheres, V is the volume in units of 
m3, and n is the number of moles (remember Box 1.1). T is the temperature in degrees 
Celsius. We add the 273 to convert the Celsius temperature into a different scale, but 
this is another issue that is explained in chapter 5. R is a constant given by 8.23 × 10– 5 (or 
0.0000823) Atm·m3/mole·deg. With these units, the units on the left side of the equation 
will be the same as the units on the right side of the equation, as it should always be.
Because the temperature and pressure change with height, we will model the atmo-
sphere as thin layers of 1 km depth surrounding Earth. A schematic presentation of 
these layers is shown in Figure 2.10.
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The approximate volume of each of these layers is given by the surface area of the 
sphere multiplied by 1000 m (= 1 km). The area of a sphere is given by 4πr2, where r is 
the radius of the sphere. The radius of Earth is 6380 km or 6.38 × 106 m. So the area 
of Earth will be 4 × 3.14 × (6.38 × 106)2 = 5.1 × 1014 m2, and the volume of the fi rst 
layer will be 5.1 × 1014 × 1000 = 5.1 × 1017 m3. Because 1 km is very small compared 
to the radius of Earth, we can treat all the layers as having the same volume. Each 
row in Table 2.1 now represents one of these layers, in which we assume that the 
pressure and temperature remain constant. We apply equation 2.4 to each layer to 
calculate the number of moles. The results of these calculations are shown in the last 
column. We will sum up the numbers in the last column and get 1.5 × 1020 moles of 
air in the troposphere.
We now go back to Figure 2.2. One ppmv will be equal to this number divided by a 
million or 1 ppmv = 1.5 × 1020 × 1 × 10– 6 = 1.5 × 1014 moles of carbon dioxide. From 
Figure 2.2 the height of the oscillations is approximately 5.3 ppmv, and because the 
sequestration takes only half a year, the number of moles of carbon dioxide seques-
trated is 5.3 × 1.5 × 1014/2 = 4 × 1014 moles of carbon dioxide per year.
Figure 2.10. A schematic representation of the 1 km layers of the troposphere sur-
rounding Earth
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From Box 2.6, the total number of moles of carbon (which is the same as the number of 
moles of carbon dioxide) sequestrated in the atmosphere by broad- leaf trees in the northern 
hemisphere, as observed at the Mauna Loa site, is 4 × 1014. Each mole of carbon weighs 12 g (see 
Box 1.1). So the weight of carbon sequestrated every year by these trees is 4 × 1014 × 12/106 = 
5 × 109 (5 billion) tons of carbon.
Again, the amount of carbon released through burning of fossil fuel in 2005 (again ignoring 
the 15% nonfossil fuel energy sources) is approximately 27 × 109 (27 billion) tons. Th e two 




Before we make any statements about anthropogenic contributions to global planetary characteristics, such as the composition of the atmosphere and the climate, we need to 
have a solid baseline to compare it with. I will start with the assumption that because of a rela-
tively small population and a relatively primitive technology independent of fossil fuel, we can 
begin to count possible anthropogenic contributions starting with the Industrial Revolution 
and the invention of the steam engine around the middle of the 18th century. Th is is a period 
of approximately 250 years against the larger background of around 4.5 billion years, the 
accepted age of Earth. It is a daunting task. In this chapter I will explore the methods currently 
being used to trace the history of our planetary climate and the composition of the atmo-
sphere. Th e science mostly concerned with measuring the history of Earth on this time scale is 
geology. Th e science concerned with the history of climate is paleoclimatology. Th e scientifi c 
techniques now available to study these subjects are derived from nuclear physics and physical 
chemistry. To be able to compare past climate and atmospheric composition with the present, 
it is essential that we collect data that will help us determine the time sequence of the climate 
in many locations so that we can get an average at various locations, which will approximate 
the time sequence of average global temperatures and the corresponding average atmospheric 
composition. Fortunately, some of the governmental agencies responsible for coordinating 
and fi nancing this work are doing a stellar job in posting the raw data in a well- designed and 
accessible platform on the web that can serve as an example for transparency in reporting on 
environmental issues. Th e original data that I present in this chapter come primarily from the 
US National Oceanic and Atmospheric Administration (NOAA).1 Before we get to the data, 
we should cover some basic principles.
TOOLS
Relative Time
We see geological layers in sedimentary rocks, and we know that the top layer was deposited 
aft er the bott om layer. Th e number of rings in a cross section of a tree’s trunk corresponds 
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approximately to the age of the tree. Holes dug in permanent ice, or permafrost, reveal ice 
layers that correspond to annual precipitation. Th ese layers provide some sense of timing 
but not at the precision that one needs for an adequate mapping of the physical chronology 
of the planet.
In many cases biological organisms that died during the formation of a geological layer left  
their imprints with their fossil remains. Fossils of diff erent organisms have been found in dif-
ferent geological layers, which leads us to the conclusion that the same fossil populations belong 
to the same time periods. Time periods are defi ned through scientifi cally unearthed fossils, and 
this chronology is still the dominant one for the “recent” history of the planet. Th e periods that 
correspond to the fossils are summarized in Table 3.1. It is a biocentric scale that provides only 
a relative time scale. We need the help of some basic physics and chemistry to provide infor-
mation about planetary history that provides various clocks to time the evolution of physical 
characteristics on an absolute scale. Radiometric dating and isotopic fractionation provide 
such clocks.
Table 3.1. 
Th e geological time scale
Era Period Epoch Million years 
before present
























Radiometric dating and isotopic fractionation may be unfamiliar technical terms, yet they pro-
vide essential tools to make accurate estimates of the history of many of the physical character-
istics of the planet, including the temperature and composition of the atmosphere, which are 
our principal areas of concern here. Absolute time is determined by using radiometric dating, 
and isotopic fractionation helps identify the processes. Th e principle of radiometric dating 
is summarized in Box 3.1, and that of isotopic fractionation is summarized in Box 3.2. Th e 
combination of these two classes of measurements provides a powerful tool kit for tracing the 
history of the physical processes on the planet.
Box 3.1
DATING TOOLS: ISOTOPES
In Chapter 1 (Box 1.1), I made a brief excursion into chemistry by describing how mol-
ecules are made of atoms and by briefl y describing the structure of atoms. The atoms 
were described in terms of condensed nuclei surrounded by negatively charged elec-
trons. The nuclei are made of positively charged protons and neutral neutrons. Because 
the atom itself is electrically neutral, the number of protons has to be equal to the 
number of electrons. The number of protons is the atomic number of the atom and 
defi nes the element in the periodic table (carbon, oxygen, hydrogen, etc.). The periodic 
table of the elements is the arrangement of the various elements according to their 
atomic number. The mass number of an atom is the total sum of protons and neutrons 
in the nucleus of the atom. The periodic table of the elements is shown in Appendix 2. 
Each element is marked with two numbers. Let us take carbon (12 6C) as an example: the 
lower number, 6, indicates that carbon has 6 protons, and the upper number, 12, is the 
mass number that indicates that carbon has 6 protons and, therefore, 6 neutrons. If on 
the other hand we look at carbon in the periodic table in Appendix 2, then we also fi nd 
two numbers: one of them is the same atomic number, 6, but the other number is 12.01. 
This is the atomic weight of carbon, which is similar to the mass number but not exactly 
the same. We need the protons to counteract the electric charge of the electrons, but 
why do we need the neutrons and why did we express the atomic weight as 12.01 and 
not exactly 12?
Electric charges of the same sign repel each other, whereas charges of opposite 
signs attract each other. The nucleus is loaded with protons that have the same electric 
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charge. For these protons to stay together, we need another attractive force that will 
counter the electric repulsive force that the protons experience. This force is the strong 
nuclear force. This is the attractive force between the nucleons (protons and neutrons) 
that operates over short distances (i.e., on the order of the size of the nucleus). By 
adding neutrons to a nucleus with a fi xed number of protons, we increase the strength 
of the attractive strong nuclear force without changing the repulsive electric force. The 
elements in the periodic table are arranged such that the nuclei of a given element with 
a given number of protons will show the maximum stability. This is not always a unique 
arrangement. To go back to carbon, there are two kinds of stable nuclei: one with 6 
neutrons and the other with 7 neutrons. Atoms with the same number of protons but 
a different number of neutrons are called isotopes. The designation of the carbon iso-
tope with 6 neutrons is 12 6C: It has 6 protons (atomic number) and 6 neutrons (mass 
number 12 = 6 protons + 6 neutrons). We will use shorthand to eliminate the cumber-
some subscripts and superscripts and instead describe it as C- 12. The isotope with 7 
neutrons is C- 13. The natural abundance of the two stable carbon isotopes is 98.89% 
of C- 12 and 1.11% of C- 13. The atomic weight at the bottom of elements in the peri-
odic table describes the natural abundance of the stable isotopes. That is why it is given 
as 12.01. For the 92 stable elements shown in the periodic table, there are about 400 
stable isotopes, and as we will see, their existence provides a gold mine of methods for 
determining the planet’s history.
Carbon Dati ng
There is a third carbon isotope, one with 8 neutrons, designated as C- 14. It is not as 
stable as C- 12 and C- 13, and because nature always strives to achieve stability, it is even-
tually converted to an isotope with a more stable nucleus. The conversion takes place 
through the following nuclear reaction:
 C- 14 → N- 14 + e– . [3.1]
In this reaction, one of the neutrons in C- 14 is converted to a proton. This increases 
the number of protons by one and hence converts carbon with an atomic number of 6 
to nitrogen with an atomic number of 7. However, a neutron is not electrically charged, 
whereas a proton is. In order to conserve charge, the conversion must include a nega-
tive charge so as to compensate for the positive proton charge. The negative charge 
is consequently carried by the electron emitted in the reaction. This emission is an 
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example of radioactive decay. Historically, the emitted electrons are called beta particles 
and the radiation of such electrons is called beta radiation.
The decaying of C- 14 to N- 14 and the other similar nuclear transformations are 
very robust processes. They follow kinetics in which they decay in an exponential way: 
the amount of C- 14 decreases by a fi xed percentage over a given amount of time. The 
time that it takes to reduce an amount by 50% is designated as the half- life of the par-
ticular radioactive isotope. The half- life of C- 14 is 5700 years. Because the half- life is a 
nuclear property, it is not affected by external environmental factors such as tempera-
ture and the chemical environment.
C- 14 is formed in the outer atmosphere when nitrogen is bombarded by neutrons 
coming primarily from the sun’s cosmic radiation. The nuclear reaction is essentially a 
reverse of the reaction in equation 3.1:
 N- 14 + n → C- 14 + p+. [3.2]
The rate of formation and the rate of decay determine the steady- state concentration 
in the atmosphere. C- 14 is rapidly oxidized to carbon dioxide, labeled in C- 14 and 
dispersed into the atmosphere. The rate of this dispersal was determined by measure-
ments of radioactive carbon produced from hydrogen- bomb testing. The carbon dioxide 
is removed from the atmosphere either by being assimilated by the biosphere through 
the photosynthetic process or by being dissolved in the ocean in one form or another. 
The fl ow of carbon dioxide will be fully discussed in the next chapter. Once C- 14 is 
removed from the atmosphere, it can only decay. If the carbon is blocked from access 
to new atmospheric carbon, then the ratio between C- 14 and stable C- 12 will decrease 
with time. This ratio serves as an accurate clock to determine the time since the carbon 
was removed from access to the atmosphere, which usually is the time in which the 
photosynthetic organism dies and is no longer able to assimilate carbon dioxide.
The approximately constant concentration of C- 14 in the atmosphere is small: 
approximately one C- 14 for a trillion C- 12. However, this amounts to approximately 50 
billion C- 14 atoms for 1 g of atmospheric carbon. Our sensitivity of detecting radioac-
tive radiation is very high— better than one particle per minute. Fifty billion C- 14 atoms 
with a half- life of 5700 years correspond to a decay rate of 10 particles per minute. 
When a sample is isolated from atmospheric exchange for 5700 years, the number of 
C- 14 atoms (per gram of carbon) is reduced by half, bringing it to 2.5 billion and the 
corresponding rate of radiation to 5 particles per minute. After 5700 × 2 = 11,400 years 
(two half- lives), the number of atoms is reduced to 1.25 billion and the rate of radiation 
to 2.5 particles per minute, and so on.
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Radiometric Dating
In radiometric dating, we compare the measurements of the ratio of an unstable isotope with 
that of a much more stable one. Radioactive dating determines how long ago the object being 
dated became a closed system and was no longer exchanging material with the environment.
In the case of rocks, closure to the environment occurs when the temperature goes below 
the closure temperature— that is, the lowest temperature at which the system stops exchanging 
material with the environment. For biological materials, closure usually occurs with the death 
of the photosynthetic organisms responsible for the assimilation of the atmospheric carbon 
dioxide. In the case of air bubbles in permanent ice, closure comes when enough pressure 
accumulates to seal the pores in the ice.
An essential step for accurate radioactive dating is to determine the isotopic concentration 
at the time of closure. For carbon, it means the atmospheric isotopic ratio at the time when the 
organism was alive, and for other elements, it means verifi cation of the absence of daughter 
products that should result from the nuclear transformations at the time of closure. Carbon 
dating is useful to about 70,000 years (about 12 half- lives).
Recent remains of biological systems are mainly dated through the ratio of C- 14 to C- 12, 
whereas longer time scales are estimated through the decay of other elements. Table 3.2 sum-
marizes the principal isotopes used to date geological formations.
Isotopic Fractionation
Th e rate of most physical processes that involve movement of atoms or molecules is some-
what infl uenced by the particular isotope that participates in the process. Th e reason for this 
is that, in most cases, the rate of the process depends on the velocity of the atoms or mol-
ecules that participate and the velocity depends on the mass of the participants. Th is is similar 
Table 3.2. 
Radioactive isotopes used to determine the age of rocks
Isotope (element) Half- life (years) Main daughter product 
(element)
K- 40 (potassium) 1.3 billion Ar- 40 (argon)
U- 238 (uranium) 4.5 billion Pb- 206 (lead)
U- 235 (uranium) 713 million Pb- 207 (lead)
Th - 232 (thorium) 14.1 billion Pb- 208 (lead)
Rb- 87 (rubidium) 49 billion Sr- 87 (strontium)
C- 14 (carbon) 5730 N- 14 (nitrogen)
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to two runners who are equal in every respect except that one of them carries a bit of extra 
weight. If the weight is completely passive (i.e., does not add strength), then the runner with 
the extra weight is at a slight disadvantage. In chemical terms, the result is that at any particular 
time, the product will be slightly richer with the lighter isotope than with the heavier isotope. 
Th e slightly diff erent rates will result in an isotopic composition of products that will depend 
slightly on the mechanism of the formation of these products and on the prevailing condi-
tions at the time of the product formation. Th ese small diff erences in isotopic composition can 
oft en serve as fi ngerprints for the conditions under which the products were formed. A useful 
parameter used to characterize this diff erence is shown in Box 3.2, using carbon as an example.
Box 3.2
ISOTOPIC FRACTIONATION











































The C- 13 fractional difference (delC- 13) between the standard and the sample is 
expressed in units of per mil (tenth of a percent, or ‰).
An instrument very sensitive to the isotopic composition of a chemical compound 
is a mass spectrometer.
Table 3.3 shows some examples of the isotopic ratios found in diff erent natural sett ings.
One can see from Table 3.3 that land plants, organic soil matt er, soil CO2, organic marine 
matt er, and fossil fuels all have an isotopic composition in the range of –20 to –30 (tenth of a 
percent).
Th e reason for this ratio is that each of these carbon sources originates from photosynthetic 
organisms, and the photosynthetic process has a preference for the lighter carbon isotope. 
Th us the carbon fi xed by the photosynthetic organisms will have a delC- 13 smaller than the 
source of the carbon dioxide. Shallow oceans have higher positive concentrations than deeper 
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oceans because photosynthetic planktonic organisms prefer lighter carbon from the shal-
low water, which is used to make everything but their shells. When these organisms die, they 
sink to the deeper ocean, where organic remains decompose, returning the carbon to the water. 
Th e diff erence in the delC- 13 between shallow and deep water is a measure of the effi  ciency of 
the biological pump. We will go further into this topic in the next chapter. Th is diff erence can 
be measured by studying the surface- dwelling shelled organisms and deep- sea- dwelling shelled 
organisms. In addition, limestone tends to measure and preserve the carbon isotopic signature of 
ocean water. In Table 3.3 we see that methane is very negative. Th is is because it is the end prod-
uct of a number of biochemical steps, each one with a preference for the lighter carbon.
DATA
Based on the tools that we have described, we will trace the history of average global temperature 
and the composition of the atmosphere as far back as 5 million years ago. At that time, humans 
did not use thermometers to measure temperature because the genus Homo can be traced back 
only as far as 2.5 million years ago. Even if our early ancestors had had these capabilities, we 
would not know much about the results because of the lack of lasting communication in the 
form of writing. Th is is approximately the time that descendents of African apes started to walk 
on two feet instead of four. In the absence of direct information, we need proxy measurements 
to tell us the story. We need physical phenomena that will “remember” history. I will describe a 
few of these proxies; each proxy provides the information based on a specifi c set of assumptions, 
and a check for the validity of many of these assumptions lies in our ability to get a coherent 
picture from diff erent proxies. We will start by using corals as proxies because we can test the 
Table 3.3. 
delC- 13 for various carbon sources (per mil)
Biogenic methane (– 48) – (– 50)
Soil CO2 (– 15) – (– 30)
Deep ocean CO2 0
Shallow ocean CO2 (+2) – (+5)
Atmospheric CO2 (– 5) – (– 7)
Limestone CO2 (+1) – (– 3)
Fossil fuels (– 15) – (– 28)
Land plants (– 23) – (– 33)
Source: Trumbore and Druff el (1995).2
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data collected on them with direct measurements. Th e corals will lead us to small shells of plank-
tonic organisms that, aft er the death of the plankton, are deposited on the ocean fl oor. Coring of 
these ocean fl oors can provide us with information about the climate’s earliest history. I will then 
proceed with ice core measurements as proxies because they provide us with the ability to get 
annual information from as far back as nearly a million years ago, with the added advantage that 
they can store isolated air bubbles that can provide us with information about the history of the 
composition of the atmosphere. I will continue with other proxies such as tree rings, fossil pol-
len, and ocean and land sediments. In all cases the strength of the data lies in our ability to use a 
combination of the layer’s relative dating with absolute dating.
Corals
Corals build their hard skeletons from calcium carbonate synthesized when lime (CaO) reacts 
with carbon dioxide according to the following reaction:
 CaO + CO2 → CaCO3. [3.3]
Calcium carbonate is the main constituent in limestone, a sedimentary rock that forms from 
the sinking of the shells of corals and other aquatic organisms. Limestone forms the largest 
carbon depository on Earth. Th is issue will be discussed in the next chapter when I discuss the 
carbon cycle. Corals will come up again when I discuss advance warnings of global warming.
in Chapter 15.
Coral skeletons that form in the winter have diff erent densities from those that form in the 
summer because of the variations in the skeleton’s growth rate in relation to temperature and 
cloud cover. Th is manifests itself in the form of annual growth bands that form an excellent 
basis for relative timing, as previously described. Corals can live for several hundred years; 
aft er they die, the skeletons sink into the ocean, where they can be dated. Th e dating of the 
corals in the deposit can be based on their C- 14 content, as well as their content of Th - 230, 
which incorporates in small amounts into the skeleton. Th e half- life of Th - 230 is 75,200 years. 
Because the skeletons form in the shallow water where corals grow, the isotopic content of 
the oxygen in the skeleton refl ects the isotopic content of the oxygen in the shallow water and 
hence the temperature of the shallow water.
Figure 3.1 shows an annual comparison of the sea surface temperature (SST) directly 
recorded in the Galápagos Islands with the delO- 18 of oxygen. Th e data are given on a quarterly 
basis from 1936 to 1982. Th e data in Figure 3.1 were fi rst normalized on a yearly basis (taking 
the four 3- month periods, adding them, and dividing by four). Th is was followed by taking the 
average for the whole period and presenting the deviations from this average in Figure 3.1.
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Th e fi t is not perfect, but the trends follow each other closely: almost every peak and val-
ley of the surface temperature is matched by a peak and valley in the fractionation measure-
ment of O- 18. Th e largest deviation in the normalized amplitude (between 1945 and 1950) 
amounts to 1°C.
Plankton
Th e earliest records for ancient climate come from the coring of deep- ocean sediments of 
sunken ocean shells with the same carbonate chemistry as in equation 3.3. Th ese shells belong 
to small, nonphotosynthetic ocean drift ers— zooplankton. Th e ones most commonly used 
for measurements are the foraminifera, also known as “forams.” Th ey are approximately the 
size of a grain of sand, and they deposit under favorable conditions to build layers at a rate 
of 2.5 cm/10,000 years. As with the corals, the isotopic compositions of their shells represent 
the water conditions at the time that the shells were formed. Water temperature is one of the 
Figure 3.1. Comparison between the sea surface temperature anomaly and delO- 18 of coral 
skeletons near the Galápagos Islands
Source: Adapted from Shen et al. (1992).3
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most important parameters that determine the shells’ composition, and thus the shells serve 
as a good proxy to the temperature of the water at the time of the formation of the shells.
Ice Cores
At present, there is an international eff ort to probe the ice sheets of Antarctica and Greenland— 
and any other location in the world where thick, old ice deposits have the potential to reveal 
their secrets as to the climatic conditions at the time that the snow of a given era fell.4,5 Scien-
tists are investigating global climate information by looking at the correlations of the climate 
in other locations with the ice core locations.6,7 Th e most investigated locations for ice cores 
being used for this purpose are in Antarctica— one in Vostok that covers about 400,000 years 
and another, more recent survey conducted by the European Project for Ice Coring in Antarc-
tica (EPICA) that focuses on East Antarctica, which was able to provide high- resolution data 
for a period going back more than 800,000 years. Th e isotopic composition of the hydrogen 
and oxygen in the ice provides information about the temperature during the time that the 
ice was formed. Th e timing is determined by counting the layers of snowfall. Here, however, 
there is an additional benefi t because during the consolidation of the ice layers, air bubbles, 
isolated from the outside world, remain behind. Th e gases trapped in the bubbles refl ect the 
atmospheric composition at the time the bubbles were sealed. Here I present the data from 
the Vostok site. Th e data describe isotopic fractionation of oxygen; nitrogen of the trapped air; 
the isotopic fractionation of the hydrogen and oxygen of the ice; and carbon dioxide, methane, 
and other atmospheric gases. Deuterium and O- 18 are used to trace the climate. Cooling of 
10°C results in a decrease of 9 per mil in the deuterium fractionation ratio. Figure 3.2 shows 
the temperature profi le deduced from the deuterium fractionation at the Vostok ice core in 
east Antarctica. Figure 3.3 shows the profi le of the concentration of carbon dioxide, and Fig-
ure 3.4 shows the timeline of the atmospheric methane concentration.
Tree Rings
Tree growth is infl uenced by climatic conditions— patt erns in tree rings such as width, density, 
and isotopic composition refl ect variations in climate. In regions with distinct growing seasons, 
one usually fi nds annual ring formation and thus a record of the climate for that year. Trees can 
grow to be hundreds, even thousands, of years old. Th e oldest one is reputed to be a bristlecone 
pine that grows in California. It is more than 4700 years old and was given the name “Methu-
selah” for obvious reasons. Such trees can record annually resolved climate for long periods. 
Perhaps their greatest utility is to calibrate the C- 14 atmospheric concentrations for extended 
periods of time to enable dating of specimens that died long ago. Th is is necessary because C- 14 
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Figure 3.2. Temperature profi le at the Vostok ice core
Source: Courtesy of the National Oceanic and Atmospheric Administration Central Library Photo Collection.8
Figure 3.3. History of the carbon dioxide concentration at the Vostok ice core
Source: Courtesy of the National Oceanic and Atmospheric Administration Central Library Photo Collection.8
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dating is based on the assumption that the atmospheric concentration of C- 14, which the organ-
ism assimilates while alive, is known. Th e concentration is approximately constant, but it fl uctu-
ates because of the variations in solar radiation responsible for the formation of C- 14.
Fossil Pollen
Flowering plants produce pollen; therefore the analysis of pollen grains that have been pre-
served in sediment has the potential to identify specifi c eras in which these plants existed. 
One can also infer the climate from the time period and nature of the plants embedded in the 
sediment. One of the issues that will be discussed in Chapter 14, where we will also discuss 
the warning signs for global warming, is the need for people to change the seed mixes used in 
their home gardens because of perceived climatic changes.
ANCIENT HISTORY AND MORE RECENT HISTORY
In Chapter 1, I argued that everything that marks the human experience in relationship 
with the global environment is dominated by unique events. We can learn about climate 
change neither from our predecessors nor from our contemporaries on some other planet 
Figure 3.4. History of the concentration of methane at the Vostok ice core
Source: Courtesy of the National Oceanic and Atmospheric Administration Central Library Photo Collection.8
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(in the case of the latt er, we have no idea if they exist). However, we are trying to learn from 
past changes in the physical environment that had major impacts on the biosphere. Going 
back to Table 3.1, the last 500 million years show the history of multicellular organisms. It 
is not a smooth evolutionary history. It was punctuated by fi ve known global events that 
caused the extinction of most of the life- forms on Earth. Th ese punctuations took place at 
the end of the Ordovician period (443 million years ago), the end of the Devonian period 
(374 million years ago), the end of the Permian period (251 million years ago), and the 
end of the Triassic period (201 million years ago); the most well- known extinction took 
place at the end of the Cretaceous period (65 million years ago) and caused the extinction 
of the dinosaurs, most likely due to impact of a large meteorite, a remnant of which can be 
found in the Yucatán Peninsula in Mexico. It was an astronomical event that can obviously 
repeat itself, but fortunately not too oft en. Some of these extinctions and the recoveries 
from them (through major changes in the species distribution) were fast on the geological 
time scale, and some were much slower. Th e events that led to the earlier extinctions are still 
being intensely researched. Most of the methods discussed previously do not extend over 
such long periods, and therefore good data are hard to come by. Information about atmo-
spheric composition and temperature depends on the interpretation of geological forma-
tions. Th e available paleoclimatological data of the earlier extinctions do not favor another 
astronomical event but rather enhanced volcanic activity that resulted in a major increase of 
atmospheric carbon dioxide. Numbers such as 1000 ppmv (3 times the present concentra-
tions) and a temperature increase of 5°C are reported. Th e review by Peter Ward in Scientifi c 
American summarizes the scientifi c evidence for the extinctions and discusses an interest-
ing mechanism that involves an explosion of population of anaerobic bacteria that gained 
advantage due to the high temperature and the oxygen that comes with a volcanic eruption.9 
Th e bacteria release large quantities of hydrogen sulfi de that essentially poison the planet. 
As we will see, the business- as- usual scenario of energy use that relies on fossil fuels is pre-
dicted to cause similar conditions toward the end of the century.
Going forward in history, the Vostok data in Figures 3.2– 3.4 are qualitatively reproduc-
ible in other locations in which such measurements are feasible. Th ese data are all very 
“noisy,” with strong repeating peaks of intervals of about 100,000 years. In terms of tem-
perature, at present we are at the height of such a peak. Th e period of time between now 
and the previous peak is the recent ice age. Th e EPICA data described previously and that 
had extended the ice core dating to close to a million years ago matches the Vostok data, but 
for times earlier than 400,000 years, the periodicity loses its sharpness. As one goes even 
further back in history, the deep- ocean coring of planktonic shells shows these changes in 
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periodicity in an even more pronounced way. Th e astronomical origin of these cycles will 
be discussed in Chapter 7.
Human civilization can be traced approximately to 10,000 years ago, which marks the 
warming period from the last ice age. Th erefore it is obvious that these profi les have absolutely 
nothing to do with human activities. Th e temperature profi le of this period is shown in Figure 
3.5. Th ese data were taken by simply expanding the Vostok data (Fig. 3.2). However, as we 
trace the temperature to more recent times, more proxies are available, and the number of 
places that one can monitor climate change extends well beyond Antarctica and Greenland, 
where ice cores are preserved. Qualitatively, the features shown in Figure 3.5 repeat in other 
places to such a degree that we give names to diff erent peaks and troughs. Th ese are marked in 
Figure 3.5. Th e recent cooling between 1400 and 1800 AD is named the “Litt le Ice Age,” the 
warming before that, the “Roman Climate Optimum,” and so on. We can also see that none of 
these peaks and valleys comes even close to the temperature diff erences between the ice ages 
and the average warm periods in between the ice ages. Th e noisy temperature data clearly indi-
cate that a present heat wave here or there cannot be directly traced to human activities. How-
ever, this is not the case with the chemical composition of the atmosphere with respect to gases 
such as carbon dioxide and methane. Th ese can be directly traced to human activities because 
Figure 3.5. Climate history since the end of the last ice age based on expansion of the data 
from Figure 3.2
Source: Courtesy of the National Oceanic and Atmospheric Administration Central Library Photo Collection.8
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their concentrations are considerably higher (see Chapter 2) than any historic levels (limited 
to 1 million years of ice core studies) of these gases, and indirect measurements, which include 
atmospheric oxygen content and isotopic profi les, point directly at anthropogenic activities. 
Th is will be discussed in some detail in the next chapter. Furthermore, the rate of atmospheric 
buildup can be measured in terms of years and not thousands of years. In Chapter 6, I will 




The chemistry of the interaction between living organisms and the global physical envi-ronment is the chemistry of the carbon cycle. Th e anthropogenic part of global warm-
ing is one important part of this interaction. Carbon dioxide is the main currency that fl ows 
through this cycle.
Th e anthropogenic contribution to changes in Earth’s climate originates mainly (but not 
exclusively) from man’s infl uence on the atmospheric concentration of carbon dioxide. Th e 
mechanism by which changes in this concentration aff ect the climate will be discussed in 
the next two chapters. In this chapter we cover the global carbon balance and its eff ect on 
the atmospheric concentration of carbon dioxide.1 An excellent review of the recent his-
tory of att empts to separate anthropogenic from nonanthropogenic contributions to atmo-
spheric CO2 concentrations can be found in the research of S. Khatiwala, F. Primea, and 
T. Hall.2 Th e starting point, again, is with data. Carbon dioxide is a minor constituent of the 
atmosphere. Fewer than 4 molecules in 10,000 are carbon dioxide (remember the ppmv 
unit from Chapter 2). Th e rest are mainly nitrogen and oxygen (see Chapter 6 for details). Th e 
central issue in the human role in global warming is our infl uence on this quantity and its cli-
matic consequences. Most of the anthropogenic contributions come from the burning of fossil 
fuels, which results in the direct emission of carbon dioxide into the atmosphere. It may seem 
straightforward to perform a calculation similar to the one that we did in Chapter 2, in which 
we convert the amounts that we emit to changes in atmospheric concentrations. However, as 
usual, things are more complicated.
THE ATMOSPHERIC CARBON BUDGET
Figure 4.1 shows the present carbon “budget” of the atmosphere. Th is budget is traditionally 
measured in units of billions tons of carbon (Gt- C; billion ton = gigaton = Gt). Most atmospheric 
carbon is in the form of carbon dioxide (CO2). As can be seen in the chemical formula, the mol-
ecule consists of two oxygen atoms (atomic weight 16) and one carbon atom (atomic weight 12). 
For this compound, this means that 12 kg of carbon are equivalent to 44 kg of carbon dioxide, or 
1 billion tons of carbon is equivalent to 3.7 billion tons of carbon dioxide. Th is fi gure includes the 
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present amount of carbon in the atmosphere, on land, and in the ocean and the yearly fl uxes of 
carbon (mainly, but not exclusively, in the form of carbon dioxide). Th e striking feature of these 
data is that they are large (compared to the anthropogenic contributions) but nearly balanced.
Anthropogenic contributions include approximately 7.2 Gt- C per year, mainly due to the 
burning of fossil fuels and cement production in addition to 1.6 Gt- C per year due to defores-
tation and other land- use changes.
Th e contribution due to the burning of fossil fuels was discussed in Chapter 2 and will be 
discussed in greater depth in Chapter 10. Th e contribution due to deforestation and other 
land- use changes was also discussed in Chapter 2. In order to clear land, we directly burn 
forested areas (adding carbon dioxide to the atmosphere in a process similar to the burning of 
fossil fuels) and we physically remove trees and other photosynthetic plants that contribute to 
the sequestration of atmospheric carbon dioxide.
Th e issue of cement production is a bit more complicated and is receiving less att ention. 
Th e total amount of cement that we produce every year is about 1.4 billion tons. Th is cement 
is used to build our infrastructure: houses, bridges, and so forth. If approximately 140 mil-
lion people are born every year, then we are, on average, welcoming the new citizens to the 
world with new cement structures to the extent of 10 tons of cement per person. From this 
Figure 4.1. Atmospheric carbon budget. Fluxes (with arrows) are in Gt- C/year. Quantities 
(no arrows) in Gt- C.
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perspective we are not much diff erent from marine crustaceans such as shellfi sh (e.g., shrimp, 
lobsters, and crabs). Cement (such as Portland cement) is manufactured through the use 
of high- temperature (~1500°C) calcinations of limestone (calcium carbonate) and silico- 
aluminous materials. Each molecule of calcinated calcium carbonate releases one molecule 
of CO2 to the atmosphere. Th is amounts to about 3% of the anthropogenic contributions of 
atmospheric carbon dioxide. If we add this to the carbon dioxide produced by burning the 
fuel needed to maintain the high calcination temperature, recent estimates converge to about 
7% of man- induced carbon dioxide production. Figure 4.1 tells us that the atmosphere is not 
isolated; there are large fl uxes of carbon moving in and out due to exchanges with the oceans 
and with the biota on land. Summing up the fl uxes reveals that about a third of atmospheric 
carbon is exchanged every year, but only about 3% of this fl ux is anthropogenic in origin.
Th e budget components of photosynthesis, respiration, and physical processes will be dis-
cussed in the two following sections (land and ocean carbon budgets).
LAND CARBON BUDGET
Figure 4.2 shows the land carbon budget. Th e numbers are almost the same as in Figure 4.1. 
Th ese numbers are diffi  cult to estimate and the uncertainty is signifi cant. Some processes not 
Figure 4.2. Land carbon budget. Fluxes are in Gt- C/year. Land quantity is in Gt- C.
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present in Figure 4.1 were added here, but the overall balancing is based on Figure 4.1. Th e 
carbon reservoir in Figure 4.2 does not include carbonated minerals such as limestone (which 
will be discussed later) because of the very slow exchange of this carbon with the other carbon 
pools. Th e reservoir consists exclusively of the organic matt er from which all living organisms 
are made. Th e two fundamental processes of the land carbon cycle are photosynthesis and 
respiration. Together they constitute the energy cycle of all living organisms, and because the 
energy cycle also involves the material synthesis of living organisms, the two processes can be 
viewed as constituting the life cycle more fundamentally than the basic processes of life and 
death. We will soon see that there are strong correlations between the two. Photosynthesis 
and respiration were briefl y covered in Box 2.1, but it is now time to take them out of the box.
Photosynthesis
In the most common photosynthetic reaction, carbon dioxide reacts with water to produce 
sugar. Th e energy source for the reaction is the sunlight absorbed by the pigments in plants 
(the most common pigment is chlorophyll, which provides their green color). Oxygen is the 
by- product of this reaction. Th e sugars are used both as an energy source and as material for the 
construction of the plant. In plants the photosynthetic process takes place in organelles called 
chloroplasts located in their leaves. Carbon dioxide enters the leaf through small openings the 
plant controls, and thus the plant is able to adjust the fl ow of carbon dioxide. When the plant 
is actively photosynthesizing, these openings are open wide enough to allow the maximum 
amount of carbon dioxide to enter. However, the openings also allow water from the interior 
of the leaf to evaporate. If water is scarce, the plant must adjust the openings to control water 
loss, and this reduces the rate of photosynthesis. If there is enough water and other nutrients, 
such as nitrogen, then the more carbon dioxide there is in the air, the higher the rate of pho-
tosynthesis will be. Th is phenomenon, known as CO2 fertilization, will be discussed further 
toward the end of this chapter when we discuss the fate of anthropogenic carbon dioxide. 
When a leaf becomes saturated with carbon dioxide, it adjusts its intake by reducing the size 
of the leaf openings, and in the process, it limits water evaporation, thus making the plant more 
water effi  cient. Th ere is, of course, an upper limit to this eff ect, when further increases in the 
surrounding concentration of carbon dioxide do not result in additional use by the plant.
Respiration
Th e respiration process is the exact opposite of the photosynthetic process. In its simplest 
form, living organisms use oxygen to convert sugars to carbon dioxide and water. Th is process 
releases energy biologically stored and used to fuel biological activities that need energy input. 
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In Figure 4.2 I distinguish between two respiration processes: that of land biota and that of 
microorganisms. Both contribute about equally in terms of the carbon dioxide they release. 
Land biota includes animals and plants (plants not only photosynthesize but also respire). Th e 
obvious time for plant respiration is when there is no sunlight and when the plants shade their 
photosynthetic leaves. In plants, the ratio between photosynthesis and respiration is about 
2:1. It obviously varies with the plant’s age because young plants need to grow, and the only 
mechanism for growth is to have a positive balance between photosynthesis and respiration.
Soil Respiration
Soil respiration refers to the respiration of microorganisms responsible for the decomposition 
of dead biota. A great diversity of microorganisms lives in the soil, and they are the key means 
by which nutrients such as carbon and nitrogen recycle through the soil. Th ey consume falling 
leaves, sections of root systems, and dead plants and animals. Th e products of this microbial 
consumption are carbon dioxide, water, and a collection of other chemicals known collec-
tively as “humus.” Th e turnover of organic material in the soil is rather fast— on the order of 1 
to 3 years. Th e residence time of the remaining humus is much longer.
OCEAN CARBON BUDGET
As can be seen in Figure 4.1 and 4.3, the exchange of carbon dioxide between the atmosphere 
and the oceans plays a key role in the equilibrium distribution; about 90 Gt- C is exchanged 
every year. If there is a slight change in the exchange rate, then the balance can change drasti-
cally. Approximately 93% of global carbon is located in the oceans. Th e oceans can hold much 
larger reservoirs of carbon dioxide compared to the atmosphere and the terrestrial biosphere 
because most of the carbon dioxide that diff uses to the ocean reacts with seawater to produce 
carbonic acid and its dissociated products (see Box 4.1).
The Driving Forces
Water fl ows due to a force that pushes the water in the direction of the fl ow. For a river fl owing 
downhill, the force is gravity; for a horizontal water pipe, this force can come from a pump. 
Another way to express this is that water responds to diff erences in pressure and fl ows from 
a point of high pressure to one of low pressure. Pressure is the force per unit area of a cross 
section of the fl owing water. Air and other gases behave in the same way. Th e driving force for 
the exchange of carbon dioxide between the atmosphere and the ocean is the diff erence in the 
pressure of the carbon dioxide in the area of the atmosphere in contact with the water and in 
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the water layer on the surface. Carbon dioxide is a minor element in both layers, so in this case 
we talk about partial pressures. Th ese are the pressures that would have been measured if we 
took out all the other elements from both layers. We can interconvert pressure and concentra-
tions using the same procedure that we explored in Chapter 2 (Box 2.6). Table 4.1 describes 
the distribution of the pressure diff erences across Earth’s oceans.
Figure 4.3. Carbon budgets in deep and shallow oceans. Fluxes are in Gt- C/year. Ocean 
quantities are in Gt- C.
Table 4.1. 
Partial pressure diff erences in sea air (in units of microatmospheres)
Latitude January April July October Annual
North of 50°N – 15.9 – 18.6 – 50.4 – 46.3 – 34.5
14°N– 50°N – 16.3 – 20.2 +2.8 – 1.8 – 9.2
14°S– 14°N +26.7 +28.6 +25 +21.9 +25.3
14°S– 50°S – 3 – 2.9 – 11.2 – 10.4 – 7.1
South of 50°S – 13.6 – 6.6 – 3.0 – 5.4 – 7.9
Global mean +0.7 +1.1 +1.3 – 0.4 +0.4
Source: Takahashi et al. (1997).4
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Box 4.1
CO2— H2O
CARBON DIOXIDE IN WATER
Back to Chemistry: Bonding, Stability, Att racti on, 
Repulsion, and Some of the Consequences
Atoms combine to form molecules by sharing electrons, but how does this sharing 
occur? In a sense it is similar to some card games: two or more atoms can put the most 
loosely bound electrons into a common “pool” and then divide this “pool” in a number 
of ways (i.e., either one of the atoms grabs the entire pool, leaving the other atoms “defi -
cient” in electrons, or there is a sharing of the pool such that the electrons revolve around 
multiple nuclei, or perhaps something in between these two extremes). The purpose of 
this confi guration is for each participating atom to achieve an electronic confi guration 
similar to the atoms in the last column of the periodic table (see Appendix 2). The elec-
tronic arrangement of atoms in this column is considered the most stable. This is the 
reason that elements in this column (such as helium, neon, and argon) do not tend to 
form chemical compounds with other elements. The number of electrons that each 
atom puts in the “pool” is the valence of that particular atom. Let us take examples from 
the two extreme ends of this “pool” sharing.
Hydrogen is the lightest element in the periodic table. It has one electron that orbits 
around a nucleus that consists of one proton. It is not a very stable arrangement— at 
least not as stable as helium, the fi rst element in the last column of the table, which 
has two electrons orbiting a nucleus that, in its most common form (remember iso-
topes from the previous chapter), consists of two protons and two neutrons. For 
hydrogen to achieve the stability of the electronic confi guration of helium, it puts its 
single electron in a “pool” that can be shared with another hydrogen atom. The two 
shared electrons then orbit both nuclei forming a covalent bond and thus a hydrogen 
molecule with the chemical symbol H2. The strength of this bond is measured by the 
amount of energy it takes to break the bond to produce the original hydrogen atoms. 
Because both hydrogen atoms are identical, the “pool” of the two electrons will orbit 
symmetrically around both nuclei. On the other extreme, let us take a look at the 
sodium atom (Na) and the chlorine atom (Cl). Sodium is in the fi rst column of the 
periodic table, as is hydrogen. However, it is in the third row. This means that sodium 
has three “layers” of electrons that orbit its much heavier nucleus, with only one 
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electron in its most loosely bound layer. For sodium the easiest way to achieve the 
stability of the last column is to lose one electron and get the electronic confi guration 
of the more stable neon atom. But remember from Chapter 2 that because electrons 
have a negative electric charge and protons have a positive electric charge, for an 
atom to be neutral, the number of electrons has to match the number of protons. To 
achieve the stability of neon, we took one electron from the sodium atom leaving it 
with one uncompensated proton. This leaves it with a positive charge that chemists 
call an ion. The symbol for a sodium ion is Na+. We call positively charged ions cations. 
Where will the extra electron go? Now let us look at the chlorine atom, which is on 
the same row of the periodic table as sodium but close to the other end. Chlorine has 
seven electrons orbiting its nucleus in the most loosely bound layer. The easiest way for 
chlorine to achieve the stability of the last column is to acquire an extra electron, which 
will give it the confi guration of argon, immediately to its right. However, this will destroy 
the charge balance between the protons and electrons and leaves chlorine with a negative 
charge, represented with the symbol Cl– . This chlorine atom is also an ion— but now a 
negatively charged ion called an anion. Now, because positive charges attract negative 
charges, the sodium ion will attract the chlorine ion, forming a molecule of NaCl, or 
common table salt. This electrical bond, where the electrons in the “pool” are local-
ized around one of the nuclei— in this case the chlorine nucleus— is called an electro-
valent bond. Most chemical bonds are in between these two extremes. Water (H2O) 
and carbon dioxide (CO2) are not purely ionic like NaCl and not purely covalent like 
the hydrogen molecule. The bonding electrons in both water and carbon dioxide orbit 
closer to the oxygen atoms, which makes them polar but nonionic. We will describe 
some of the dielectric properties of water, and then we will put some carbon dioxide 
in it and see what happens.
Water
Water is the most abundant substance on the surface of Earth and the most abun-
dant substance in living organisms. Although it is not ionic like common salt, a very 
small fraction exists under equilibrium conditions as ions. About two parts in a bil-
lion exist as H+ cations and the same fraction as OH–  anions. In concentration, this 
amounts to 10– 7 moles per liter of water. The dissociation reaction can be written 
in the following form:
 H2O ↔ H
+ + OH– . [4.1]
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The double arrow indicates that the dissociation process is under equilibrium. The 
product of the ionic concentrations is a constant that equals 10– 7 × 10– 7 = 10– 14.
It is cumbersome to compute with exponentials, so chemists invented the concept 
of pH. A concentration of 10– 7 moles per liter of H+ is defi ned as pH = 7. If we increase 
the concentration to 10– 6 moles per liter, the pH is reduced to 6 and so on. As men-
tioned earlier, the product of the H+ concentration and OH–  concentration is constant 
and equal to 10– 14. So if we reduce the pH to 6 by increasing the concentration of H+ 
to 10– 6, then the concentration of OH–  ions will be reduced to 10– 8 moles per liter by 
driving equation 4.1 from right to left. The principle here is that when we have a chemi-
cal equilibrium, disruption of the equilibrium by adding or subtracting a chemical that 
participates in the equilibrium process drives the chemical reaction in the direction 
that minimizes the perturbation. This is another example of Le Chatelier’s principle 
that was discussed in Chapter 2 in a different context. In this particular case, adding H+ 
from an outside source results in minimizing the perturbation by forcing the reaction 
in equation 4.1 to recombine H+ with OH–  to produce the nonionized water molecule, 
reducing the concentration of the OH–  ion. But how do we add H+ from an outside 
source? Usually by adding acid. Acids are ionic compounds in which the cations are H+ 
ions. Examples of strong acids (ones fully ionized in water) are hydrochloric acid (HCl), 
nitric acid (HNO3), and sulfuric acid (H2SO4). An example of the dissociation of a strong 
acid is given in equation 4.2:
 HCl → H+ + Cl– . [4.2]
When we add acid to water, we lower water’s pH. The complements of strong acids 
are strong bases— that is, ionic compounds in which the anions are OH– . An example is 
sodium hydroxide (caustic soda, NaOH). When we add a base to water, we add OH–  and 
we increase the pH of the water. Because water is a polar material, it tends to dissolve 
ionic compounds by shielding the individual ions and having them diffuse independently 
of each other. Thus salts like NaCl, strong acids, and strong bases will dissociate when 
added to water, and their ions will act independently.
Adding Carbon Dioxide to Water
Adding carbon dioxide to water leads to some very interesting chemistry. Carbon 
dioxide, as well as gases such as nitrogen and oxygen, dissolves to a certain extent 
in water. We see this when we buy carbonated water or make it using small cylin-
ders of pressurized carbon dioxide. We know from experience that as we raise the 
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water temperature, we lose a lot of the “fi zz”: carbon dioxide is escaping because 
the solubility of the gas decreases as the water temperature increases. With gases 
such as nitrogen and oxygen this is the end of the story, but with carbon dioxide 
it is only the beginning because carbon dioxide reacts with water according to the 
following reaction:
 CO2 + H2O ↔ H2CO3. [4.3]
The product is carbonic acid, a weak acid (i.e., not fully ionized). It is ionized according 
to the following two reactions:
 H2CO3 ↔ HCO3 
–  + H+, [4.4]
 HCO 3 
–  ↔ CO – 2 3 + H
+, [4.5]
This means that in seawater one can fi nd all these carbon species coexisting, but 
under seawater conditions the predominant species are HCO3 
–  and CO– 2 3. Both of these 
species are negatively charged anions. Ions like calcium (Ca+2), sodium (Na+), potassium 
(K+), and magnesium (Mg+2) add positive charges to seawater, and they are partially 
compensated by other negatively charged anions such as chloride (Cl– ), sulfate (SO– 2 4), 
nitrate (NO3 
– ), and bromide (Br– ). The excess positive charge of seawater that must be 
balanced by the different forms of dissolved carbonic acid is called the alkalinity of the 
seawater. It is equal to the sum of the concentration of HCO3
–  and twice the concentra-
tion of CO– 2 3.
The reactions in equations 4.3– 4.5 are equilibrium reactions. This means that the 
forward and reverse rates of each reaction are the same, establishing a steady- state 
equilibrium in the concentrations of each chemical. These equilibria, and thus the 
resulting steady- state concentrations, strongly depend on temperature. Le Chatelier’s 
principle still works: disturb these equilibria, and the system minimizes the distur-
bance. Thus adding CO2 to the reaction in equation 4.3 will move it to the right, 
increasing the concentration of carbonic acid, and as a result, equations 4.4 and 4.5 
will also move to the right, increasing the concentration of the hydrogen ions and 
thus lowering the pH and increasing the concentrations of the carbonic acid ions and 
thus increasing the alkalinity. Increasing the hydrogen ion concentration (lowering the 
pH) will drive the reactions toward an increase in the carbon dioxide concentration. 
This is important because it determines if the oceans act as a sink or as a source for 
atmospheric carbon dioxide.
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Th ese data in Table 4.1 are based on about 250,000 experimental observations at various 
locations. Th e variations with time were averaged so that the data are projected to a single 
calendar year (1990). Positive partial- pressure diff erences indicate that the ocean is an atmo-
spheric source of carbon dioxide, and negative partial pressures indicate that the ocean is an 
atmospheric sink of carbon dioxide. Th e warm areas of the ocean (the tropics between 14°S 
and 14°N) act as sources of atmospheric carbon dioxide and the cold areas act as sinks. Here 
again the balance is very delicate. Th is means that our global oceans are nearly in equilibrium 
with the atmosphere, although they can be locally out of equilibrium by as much as 30%. As 
is shown in Figures 4.1 and 4.3, the ocean acts as a net sink to the extent of 2 billion tons of 
carbon per year (more than 7 billion tons of carbon dioxide). Th e near equilibrium means that 
the fl ux is critically dependent on the prevailing winds. Climate change can easily change the 
distribution of the partial pressures and therefore the wind distribution to convert the ocean 
from a sink to a source. I will show toward the end of this chapter that although 2 billion tons 
of carbon per year is a small amount in the overall exchange with the atmosphere, it is a signifi -
cant fraction of the uncompensated anthropogenic emission that partially mitigates its impact.
The Biological Pump
Water covers 70% of Earth’s surface. Th e surface water of the world’s oceans is home to many 
organisms that directly or indirectly use photosynthetic phytoplanktons as the basis of their 
food chain.
Phytoplanktons are responsible for approximately 40% of the planet’s total photosynthetic 
production. Th ey constitute a large variety of species with common behavior— they all are 
free- fl oating and drift  in water. Th ese organisms range from single- cell cyanobacteria to multi-
cellular, macroscopic organisms visible to the naked eye. Th ey utilize carbon dioxide gas dis-
solved in seawater and turn it photosynthetically into organic matt er. Like land plants, they 
also respire to return carbon dioxide to the surface water. Many planktonic organisms also 
extract dissolved carbonate ions and turn them into calcite (CaCO3) shells. Light and nutri-
ents are the primary factors regulating phytoplankton growth. Light att enuates with depth, 
penetrating approximately 200 m into the ocean. Solar energy heats the surface water, creating 
a temperature gradient. Th is, together with the salinity gradient generated by surface rainfall, 
creates a gradient in the water density that eff ectively isolates the surface region from the 
water below. When these planktonic organisms die, their soft  parts are consumed and decom-
pose quickly before they can sett le on the deep- ocean fl oor. Th is decomposition returns carbon 
dioxide (together with other nutrients) to seawater. However, some of the organic remains and 
the calcite shells sink down to the deep ocean, transferring carbon from the shallow surface to 
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the large reservoir of the deep oceans. Th is transfer is referred to as a biological pump. Th is 
pump is mostly responsible for the large concentrations of carbon and other nutrients, par-
ticularly phosphorous and carbon compounds, in the deep ocean, which are essential to the 
growth of surface biota. Th ese nutrients eventually return to the surface through deep- ocean 
currents to participate in the growth process. Th e equilibration time between the deep ocean 
and the surface ocean can be as long as several thousand years.
CARBONATE ROCKS
Limestone
Limestone is a sedimentary rock composed mostly of calcium carbonate (CaCO3). It usually 
forms in shallow seawater, beginning with grains that are skeletal fragments of marine organ-
isms such as fossil remains of the corals and encrusting algae. Other limestones (coquina) 
form from the cementation of shells that accumulate on the seafl oor. Limestone easily crystal-
lizes and thus oft en destroys the fi ngerprints of its origin.
Dolomite
Th e calcium in limestone can be partially replaced by magnesium from seawater. Th e resulting 
mineral is dolomite with a molecular formula of CaMg(CO3)2.
ANTHROPOGENIC CARBON
Figure 4.1 shows that out of a yearly fl ux of about 250 Gt- C into and out of the atmosphere, about 
8 Gt originate from anthropogenic activities, mostly from the burning of fossil fuels. Is all this extra 
carbon dioxide staying in the atmosphere? Fortunately not. Only about half of this carbon dioxide 
stays in the atmosphere; the rest distributes itself over time between the two other big reservoirs— 
the oceans and Earth’s land mass (marked as a back dott ed arrow on the land side and the diff er-
ence between ocean uptake and emission in Fig. 4.1). Th is is important because the approximate 
relationship between the expected rise in average global temperatures and the increase in the CO2 
concentration is approximately linear, so that the doubling of the pre– Industrial Revolution con-
centration of 280 ppm to 560 ppm (present concentration is 330 ppm) will increase the tempera-
ture by about 2.8°C. If all 8 Gt- C remained in the atmosphere, then we would have reached that 
stage in approximately one generation. As it stands, if everything else stays the same, then we will 
reach that situation in about two generations. Following our defi nition in Chapter 2, both situations 
are basically now— the fi rst a bit closer than the second.
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What tools do we have to trace the fate of this anthropogenic carbon dioxide? In principle, 
we can try to directly measure the amount of carbon. Only the atmosphere is suitable for this 
kind of measurement because it is relatively well mixed and measurements in just a few loca-
tions can give us a good idea about the total carbon contents. We used this kind of measurement 
when we made the case in Chapter 2 that atmospheric carbon contents are increasing. However, 
it is impossible to take this measurement to estimate carbon contents in the oceans or on land 
because of the nonhomogeneous distribution of carbon in these environments. We cannot fi nd a 
“typical” place that represents the carbon distribution well enough to use such a place to sample 
the total carbon contents in these environments. In addition to the sampling issue, we need to 
distinguish anthropogenic from natural carbon at an accuracy of the ratio of the anthropogenic 
contributions to the total fl ux (~8 out of 250; see Fig. 4.1), which is approximately 3%. To have 
any chance of distinguishing anthropogenic carbon from other types of carbon emissions, we 
need an accuracy of measurement bett er than 3%. If we cannot use brute force, then we must be 
clever. Two methods developed only very recently are of major help.
Th e fi rst method is based on measurements of atmospheric oxygen contents. From Box 
2.1 we saw that the burning of fossil fuels requires the presence of oxygen in a fi xed stoichio-
metric ratio with respect to the amount of burned carbon. Th e same is true for photosyn-
thetic and respiration reactions. On the other hand, the dissolution of carbon dioxide in the 
oceans depends on the diff erences between the partial pressures of carbon dioxide in the air 
and the sea at the ocean’s surface and is independent of the oxygen contents. Th erefore, only 
the uptake of carbon dioxide by the terrestrial biosphere will leave an imprint on atmospheric 
oxygen contents. By measuring the oxygen contents of the atmosphere and knowing the fossil 
fuel emissions and the stoichiometric ratio, we can accurately separate the ocean uptake from 
that of the terrestrial biosphere.
Th e second method is based on the isotopic distributions discussed in the previous chap-
ter. Th ere we saw that fossil fuels are slightly depleted in C- 13 compared to C- 12, so if we “con-
taminate” the atmosphere with carbon that originates in fossil fuel, then we should slightly 
decrease the isotopic ratio of C- 13 to C- 12. In addition, fossil fuels are depleted of the radio-
active C- 14 because the carbon in these fuels was isolated from the atmosphere for periods of 
time that far exceed the half- life of C- 14. So, again, introduction of carbon that does not con-
tain C- 14 into the atmosphere should dilute the atmospheric contents of C- 14 compared to the 
atmosphere’s contents prior to the use of such fuels. As described in the previous chapter, the 
atmospheric contents of C- 14 prior to the use of fossil fuels can be determined by calculating 
the C- 14 contents in tree rings from that period.
Th e latest data from the Intergovernmental Panel on Climate Change show that out of the 
6.3 Gt- C/year emitt ed from fossil- fuel burning, 3.2 Gt- C/year remains in the atmosphere. Th e 
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ocean acts as a net sink absorbing an additional 1.7 Gt- C/year. Th at leaves about 1.4 Gt- C/year 
to be absorbed by the terrestrial biosphere. However, an additional anthropogenic contribu-
tion to the carbon balance is deforestation. Figure 4.1 shows that deforestation results in the 
decreased ability of land biota to absorb atmospheric carbon dioxide to the extent of 1.5 Gt- C/
year. So to accommodate these data, the rest of the terrestrial biosphere needs to increase its 
ability to absorb atmospheric carbon dioxide, using carbon fertilization that was discussed 
earlier in this chapter, to the extent of 1.5 + 1.4 = 2.9 Gt- C/year. Modeling of the carbon cycle 
shows that the increased ability of the terrestrial biosphere to sequester carbon dioxide resides 
equally between the tropics (50%) and the densely inhabited areas of the middle and high 
latitudes of the Northern Hemisphere (50%).
Most of the consequences of man- induced changes in atmospheric chemistry focus on cli-
mate change. We have seen in this chapter that the oceans mitigate these changes by absorb-
ing about a quarter of the anthropogenic emissions. Th ere are serious environmental conse-
quences to this mitigation. Net absorption of carbon dioxide by the oceans involves changes in 
the oceans’ chemistry. Th e oceans’ chemistry was discussed in Box 4.1. An addition of carbon 
dioxide means an increase in the concentrations of carbonic acid in the form of carbonate and 
bicarbonate. Increased concentrations of carbonic acids result in the increased concentration 
of hydrogen ions and therefore the lowering of the oceans’ PH (see Box 4.4).5 Most of the 
oceans are slightly alkaline, with a pH between 8 and 8.3. Th e global ocean is also host to a vast 
majority of living species. Many of them are anthropods that include crustaceans such as lob-
sters, crabs, and many others. Th ey all have external skeletons very sensitive to pH. Th e main 
mineral in these skeletons is calcium carbonate. (To demonstrate this sensitivity, one can peel 
a shrimp and drop the shell in vinegar [a mild acid] and observe the result). Th e acidifi cation 
of the ocean, a corrosive action that endangers sea life, will make it harder for these organisms 
to form their shells.
In the next few chapters, we will try to model the climatic consequences of such atmo-
spheric changes. However, one of the main points here is the realization of the delicate bal-
ance of the CO2 fl ow between the atmosphere, land, and ocean. Such a complex equilibrium is 
dependent on the temperature in ways not yet fully understood. Because of the magnitude of 
the fl uxes, small disturbances can result in major changes that can lead to major consequences. 





Earth is essentially an isolated island that fl oats in outer space on a “sea” of gravity. It stays in its orbit around the sun because of mutually att ractive gravitational forces. Aside from 
this gravitational interaction and relatively minor gravitational perturbations from other plan-
ets and the moon, the only consistent energy input we get from outer space comes as light 
(including not only visible light but also the entire electromagnetic spectrum) emitt ed by the 
sun. Directly and indirectly this light is responsible for most of the activity on the surface of 
Earth, including life and climate, the topics of this book. Th e translation of light into global 
surface activities takes place through the interplay of three physical quantities: energy, temper-
ature, and entropy. In this and the next chapter, I will discuss the science behind this interplay, 
ending with a quantitative description of the greenhouse eff ect.
ENERGY
You may have an intuitive feeling of what we mean by “energy.” I associate it with the well- 
known comic character Popeye introduced in Elzie Segar’s comic strip in 1929. His “energy” is 
manifested by the big muscles that he develops when he eats spinach. When I was a kid, most 
of my friends hated spinach, and even today we are still looking for alternative energy sources. 
Physics defi nes energy as the ability to do work. Th is is not much of a bett er a defi nition than 
Popeye’s muscles. How do we measure “ability”? “Work” in this defi nition is mechanical work 
defi ned as the product of force times the distance in which the force is applied (mental work 
does not count). As simple as this defi nition is, it does convey the concept that you can convert 
energy into work. Th ere are rules that determine how effi  ciently you can make this conver-
sion (these will be discussed later in this chapter), just as Popeye is able to convert spinach to 
muscle strength. It is much easier to defi ne and do calculations on specifi c sources of energy. 
In Table 5.1, I list the specifi c sources of energy that play an important role in the discussion of 
global warming and possible solutions to the issue.
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Th e fundamental law that governs energy use is the law of conservation of energy, which 
states energy is a conserved quantity— it cannot be created nor destroyed, but it can only be con-
verted fr om one form to another. Specifi c att empts to violate this law can be traced as far back as 
the 13th century. Machines that violate this law are called perpetual motion machines. One pos-
sible statement that can be extracted from the law of conservation of energy is that a perpetual 
motion machine cannot be constructed. A common belief was that one should be able to invent 
a machine that creates energy, and any statement to the contrary represents a defeatist att i-
tude perpetuated by the priesthood of professional scientists. Th is att itude is understandable 
because the law was never proved. It is one of the key “axioms” on which modern science is 
based. Th e science derived from this law is so overwhelmingly supported by observations that 
any att empt to shake this foundation must be both convincing and reproducible (remember 
Chapter 1— there is no “absolute” truth in the scientifi c method). Th e trust in the validity of 
this law is so strong that the US patent offi  ce has standing regulations to reject any application 
for a patent that implies a violation of the law.
Heat and work represent special forms of energy. Th ey do not constitute forms of energy 
of a system but rather energy in “transit” to or from the system. Heat is usually associated with 
energy delivered to a system that will result in temperature change or some phase change such 
as evaporation, melting, and so forth. Mechanical work done by the system implies conver-
sion of some of the internal energy of the system to mechanical force that operates over a 
Table 5.1. 
Energy forms
Energy Description Typical applications











Energy associated with height (weight × height) Waterfalls
Chemical Energy responsible for binding atoms in chemical 
compounds
Fossil fuels, batt eries
Electrical Energy associated with electrically charged 
particles
Electricity
Solar Energy delivered to Earth through solar radiation Photovoltaics, biomass
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distance (or the inverse— adding to the internal energy by applying work on the system). Th e 
internal energy of the system is approximately the sum of the energies of all the molecules of 
the system.
Until the 19th century, heat and work were considered separate quantities and were given 
a separate set of units: Calories and Btus to measure heat and joules to measure work. It was 
Sir James Joule (1818– 1889) who studied how water can be heated by vigorous stirring with 
a paddle wheel. Th e paddle wheel adds energy to the water by doing work on the water. Joule 
found that the temperature rise is directly proportional to the amount of work done— thus 
establishing heat and work as interconvertible forms of energy.
Today we associate heat and work with a degree of order associated with the transfer of 
energy. Work represents a very orderly dispensation of energy, such as pushing a cylinder in a 
piston along a straight line. Heat, on the other hand, represents a very disorderly dispensation 
of energy, such as increasing the velocity of molecules to move in all possible directions. We 
will return shortly to this issue.
TEMPERATURE
We all have common experiences with temperature as an indicator of what is hot and what is 
cold. We also know how to use various kinds of thermometers to measure temperature. We 
also know that unfortunately the scale that we use to measure the temperature depends on 
where we are— Fahrenheit in the United States and primarily Celsius in the rest of the world. 
Because the main topic of this book is the global greenhouse eff ect that connects temperature 
with sunlight, we will have to go a bit deeper.
Temperature is a property that does not depend on the quantity of a material. If we go to the 
ocean and insert a thermometer to measure its temperature and then take a small container, 
fi ll it with water, remove it from contact with the ocean, and measure the water temperature 
in the container, we will get approximately the same reading. Th is is because temperature is 
an “intensive” property. Another familiar intensive property that we have already encountered 
(Chapter 2) and that does not depend on the quantity of material is density. Heat and energy 
on the other hand are “extensive” properties, as they do depend on the amount of material. 
Th e amount of energy stored in the molecules of the water in the container is much smaller 
than the amount of energy stored in the ocean.
Temperatures in Fahrenheit and Celsius are related through the equation
 Tf = 1.8Tc + 32. [5.2]
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Box 5.1
ENERGY AND MASS
Until the beginning of the 20th century, when Albert Einstein published his papers on 
special relativity, mass and energy were viewed as separately conserved quantities. Ein-
stein’s famous consequence of the theory,
 E = mc2, [5.1]
puts an end to this dichotomy and, in the process, had a pronounced effect on our use and 
understanding of energy. Some of this has a direct effect on the global energy picture— a 
main concern of this book. In this equation, m is mass and c is the speed of light in empty 
space (a vacuum), which is a universal constant with an approximate value of
c = 3 × 108 m/sec (300 million meters per second).
Let us fi rst estimate how much energy is associated with 1 kg of mass:
E (of 1 kg of mass) = (1 kg) × (3 × 108 m/sec)2 = 9 × 1016 J (8.5 × 1013 Btu).
This is a lot of energy. It is so much energy that converting the mass of a small, 
loaded, 4- ton pickup truck into energy would satisfy the energy needs of the world for 
a full year.
Fortunately, the conversion of mass to energy takes place under very special cir-
cumstances. The object has to move at speeds close to the speed of light or overcome 
very strong binding forces such as nuclear forces. The strongest practical manifestation 
of the release of this energy is through the use of nuclear energy, for either military 
use in the form of nuclear weapons (atomic and hydrogen bombs) or peaceful use 
in the form of nuclear reactors. I will discuss nuclear energy in later chapters when 
I discuss alternatives to fossil fuels. The only nuclear reaction that we can control to 
generate this energy in a nuclear reactor is a fi ssion reaction. In fi ssion we split a heavy 
nucleus such as U- 235 by bombarding it with neutrons (this reaction will be discussed 
in Chapter 11 when we discuss alternative energy sources to fossil fuels). The total mass 
of the products is slightly less than the mass of the starting nuclei. This difference in 
mass is converted to energy. If we split 1 kg of U- 235 into lighter elements such as 
barium and krypton, we lose about 0.3 g, which is converted to 1.7 × 1013 J, or about 
17 billion Btu.
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So 75°F ≈ 24°C. Th ese scales are based on standard reference points. Th e Celsius scale is 
defi ned such that the freezing point of water is 0°C and the boiling point of water is 100°C at 
normal atmospheric conditions.
Th ere is a third temperature scale rarely used in everyday activities. We have avoided using 
this until now, but at this point it must be introduced. Th is is the Kelvin scale, Tk. It is related 
to the Celsius scale through
 Tk = Tc + 273. [5.3]
Th us 25°C is equal to 298 K. Th is scale is important because in liquids and gases it is approxi-
mately proportional to the average energy of a single molecule. Zero on this scale is an abso-
lute zero in which all the molecules stand absolutely still— nothing moves. Th is situation is 
forbidden in physics (for reasons derived from the famous uncertainty principle), so the abso-
lute zero temperature is an unatt ainable target. We can get very close to it (to about millionth 
of a degree), but we can never achieve it.
ENTROPY
Th e law of conservation of energy is a fundamental, universal law (meaning that we believe 
it to apply throughout the universe) that puts limits on our ability to create “something from 
nothing” at least as far as energy is concerned. It tells us that we cannot drive a car or oper-
ate an electrical power station without feeding it with some sort of fuel. We cannot create a 
perpetual motion machine that will move constantly without supplying it with energy. Th is 
sort of limitation off ends some of us, but for most of us it is not very surprising. It is one of the 
pillars of the work ethic that we were exposed to since early childhood and try to pass on to 
our children and grandchildren.
What about the following scenario? Imagine that we are cruising on a vast ocean. Th e ocean 
contains a very large number (around 1045) of molecules of water. Each molecule moves ran-
domly in all directions and interacts with other water molecules. All this energy is the internal 
energy of the ocean. Can we create an engine that will use a very small fraction of this energy 
to propel the ship? We are not violating any conservation law— we are not even depleting 
any reservoir because the sun will continue to hit the water, and our energy withdrawal will 
hardly cause any temperature change in the ocean. In practical terms, for us as passengers on 
that ship, we would be able to cruise the oceans forever without using any fuel (indirectly we 
are using solar energy)— we would enjoy a perpetual motion machine without violating the 
energy conservation law. Well, not surprisingly, we cannot do that. If it is too good to be true 
it probably is, but why?
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Th e reason is that there is another fundamental law, as basic as the energy conservation 
law (some even think more basic) that states that left  on its own, a system tends to evolve in such 
a way as to increase disorder. To paraphrase it: left  on its own, the universe tends to evolve to a 
state of maximum mess (just like my grandchildren do to a room full of toys). You will notice 
that the statements start with “left  on its own,” which means that my grandchildren can still 
fi x up their room— but they will have to put energy into the eff ort; if they are not willing to 
exert the energy, the room will get messier and messier. Th is law is known as the second law of 
thermodynamics; thermodynamics is the scientifi c discipline that deals in processes involv-
ing the fl ow of heat. Th e fi rst law of thermodynamics deals with the application of the law of 
conservation of energy to thermal processes. Th is all sounds a bit philosophical— why do we 
need it here? How can we use it to show that we cannot have our dream cruise? We need it 
because, as I will show in Chapter 6 when I discuss the solar energy cycle, the only commod-
ity we get from outer space in a constant supply is “order” for us to dissipate. Th is “order” is 
carried by the solar radiation. In a sense, the greenhouse eff ect is a perturbation on this “order 
in” and “disorder out” balance that we engage in with the sun. We should get serious about the 
concept and try to quantify it in a way that will allow us to do some calculations and predict or 
explain some important observations in a quantitative way.
Th e physical property associated with this trend to “disorder” is called entropy. We connect 
it to thermal processes through a very simple equation:




Q in this equation is the amount of heat coming in to heat the system (when Q is positive) or 
going out to cool the system (when Q is negative). Tk is the absolute temperature (in Kelvin). 
Th e rationale behind this defi nition is that the absolute temperature, Tk, is associated with the 
average energy per molecule. So the ratio Q
T k
 represents the average number of molecules that 
share the given amount of heat Q. Because all these molecules move in all possible directions, 
the disorder will increase with the number of possible, equally probable movements. Th is is 
analogous to a room with many drawers that have items randomly distributed, as compared 
to a single drawer stuff ed with items. Th e disorder in the fi rst case is considered to be much 
higher than in the second case.
Let us restate the second law of thermodynamics in terms of entropy: Left  on its own, a 
system will evolve in a way that will increase its entropy. So what happens with our wonderful 
cruise? Th e only thermal process involved is the extraction of heat from the ocean. We are 
decreasing the heat contents of the ocean (negative Q in equation 5.4) without any compen-
sating increase in entropy because the heat energy is converted to work that represents a very 
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low-entropy (high-order) process, hence the net result of the process is decrease in entropy— 
which is forbidden by the second law.
Let us apply the principle to another issue: we take a hot object and put it in contact with a 
cold object— what happens? Our everyday experience tells us that heat will move from the hot 
object to the cold object and that, as a result, the temperature of the hot object will decrease 
and that of the cold object will increase until the two objects equal the same temperature. 
From a perspective of energy conservation, heat can move either way without violating the 
law. Tk(H), the temperature of the hot object, is larger than Tk(C), the temperature of the cold 
object. So Q
Tk (H)
 will be smaller (due to the bigger number in the denominator) than Q
Tk (C)
. 
If we extract heat from the hot object (Q negative) and put it in the cold object (Q positive), 
the entropy of the hot object will decrease, but the entropy of the cold object will increase by 
larger amount, so the change in entropy is positive and in agreement with the second law.
As a fi nal example, let us construct an abstract power station and try to see if the second law 
imposes any limit on our ability to generate power. Th is will be useful later when I discuss pos-
sible alternatives to current energy sources. Th e most common power stations generate elec-
trical power by rotating a coil inside a magnet. Usually the rotation of the coil is performed by 
a steam turbine; hot steam at around 400°C enters the turbine to rotate the coil that generates 
the electricity. We get the steam by heating water with whatever energy source we choose— 
nuclear, coal, natural gas, and so forth. Whatever energy source we use, the energy of the hot 
steam is converted into the mechanical energy in the rotation of the coil that results in the 
production of electrical power. Th e internal combustion engine, which is mostly responsible 
for the propulsion of our cars, works on a similar principle: we inject a mixture of gasoline and 
air into a cylinder, the mixture gets compressed, and a spark ignites the mixture to a tempera-
ture higher than 1000°C. Th e fuel gets “burned,” meaning that the hydrocarbons get oxidized 
by oxygen to produce carbon dioxide and water. Th e oxidation releases energy that heats the 
gas. Th e hot gas expands to push a piston that rotates the crankshaft  that, in turn, rotates the 
wheels. We are converting the chemical energy in the fuel (by burning it) into heat energy and 
converting this heat into the mechanical energy of the car. In both cases an exhaust of cooler 
steam or exhaust gases exits the engine. Th e second law imposes an absolute limit on to the 
effi  ciency of converting the heat energy. Th e limit depends on the operating temperature of 
the engine (approximately 400°C for the electric generator and 1000°C for the car engine). 
Th is limiting effi  ciency is called the Carnot effi  ciency aft er the French physicist Sadi Carnot 
(1796– 1832). It states that
 Maximum effi  ciency (as a percentage) = (1 –  Tk (C)
Tk (H)
) × 100. [5.5]
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Th e temperatures here are in Kelvin— for the electric generator the hot source (hot steam) 
reaches the temperature of 400°C = 400 + 273 = 673 K. Th e cold sink is the exhaust gas that at 
ambient temperature will be 25°C = 25 + 273 = 298 K.
So the maximum effi  ciency of the generator will be
 Maximum effi  ciency of the electric generator = (1 –  298
673
) × 100 = 56%.
We will see in future chapters that such limits on the effi  ciency of converting heat energy into 
work play a key role in discussing the intimate connections between the climatic change expected 
from the greenhouse eff ect and the foundational energy situation of our technological society.
LIGHT
Figure 5.1 shows a beautiful, common experience— when the conditions are right, and sun-
light mixes with rain, we see a rainbow in the sky. We can also generate a rainbow on our own 
Figure 5.1. Rainbow over New York City
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by taking a garden hose on a sunny day, putt ing our fi nger on the nozzle, and generating a fi ne 
spray— if we are lucky, then we will see a rainbow. We can achieve similar results by taking a 
source of white light and passing it through a glass prism. All this indicates that what seems to 
be “white” light is actually a superposition of colors. What are these colors?
Figure 5.2 shows a familiar image— we throw a pebble into a small pond and see wave 
creation at the point of impact. Th e wave moves in approximately concentric circles until it 
dissipates. Th e motion of the wave is one common mechanism through which the water in the 
pond propagates the energy provided by the pebble. Another common mechanism is through 
currents in which the motion of the water molecules carries the energy.
Waves are important to our discussion because light exists as a special kind of wave called 
an electromagnetic wave. Some of us think that in the water wave, water moves with the wave. 
However, in reality, the water molecules move only up and down, oscillating in height without 
changing their surface position while the energy of the wave propagates parallel to the surface, 
away from the disturbance. In an electromagnetic wave, electric and magnetic fi elds oscillate 
up and down perpendicular to the direction of energy propagation of the wave and perpen-
dicular to each other.
Th e simplest form of wave is shown in Figure 5.3. What we also show in the fi gure is a 
schematic description of an electromagnetic wave consisting of two kinds of simple waves, 
one for the electric fi eld and one for the magnetic fi eld. Both waves are perpendicular to each 
other (one black and one gray in the fi gure) and the direction of propagation is perpendicular 
to both waves.
Figure 5.2. Concentric water wave introduced by dropping a small pebble into a pond
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Let us now concentrate on the simple wave in Figure 5.3. One can see the amplitude of 
the perturbation (the height of the water or the intensity of the electric or magnetic fi eld) as a 
function propagation of the wave. We can show this amplitude either by freezing the pertur-
bations in time the way that I have photographed the water wave in Figure 5.2— in that case, 
the simple wave will show the amplitude as a function of location— or by standing in one 
place and looking at changes in the amplitude as a function of time, passing through crests 
and troughs in a periodic way. Figure 5.3 shows the amplitude as a function of location. Th e 
distance between two crests (or two troughs) is the length of the wave, measured in units of 
distance such as meters. If we stand in one place and count the number of crests (or troughs) 
that pass in a second, then we get the frequency of the wave measured in units of cycles per 
second or Hertz.
Electromagnetic waves travel in empty space (a vacuum) at the speed of light— a univer-
sal constant that constitutes the highest speed that anything in the universe can achieve. Th e 
wavelength and the frequency of light are connected to each other through the following 
relationship:
 c = wavelength × frequency, [5.6]
where c is the speed of light in vacuum that approximately equals 300 million m/sec (3 × 108 
m/sec). Th e distribution of wavelengths or frequencies represents the spectrum of the radia-
tion. Table 5.2 lists the electromagnetic spectrum.
What we can see from the table is that the spectrum spans more than 10 orders of mag-
nitude in wavelengths (it is unbounded at the lower and higher ends) and correspondingly 
more than 10 orders of magnitude in frequency. Visible light is only a very small part of 
Figure 5.3. Characteristics of a simple wave and a schematic drawing of an electromagnetic 
wave
Direction of wave motion
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this vast spectrum. Th e beautiful colors that we see in the rainbow are due to a separa-
tion of the parts of visible white light according to wavelength. Our eyes can distinguish 
between the diff erent wavelengths and we associate colors with these wavelengths— the 
long- wavelength region of the visible part of the spectrum we associate with the color red 
and the short- wavelength region we associate with the color blue. Th e other colors are in 
between these two.
Many experimental observations with light can be explained in terms of the wave 
nature outlined here. The most convincing of these are interference and diffraction, phe-
nomena characteristic of waves. Some experiments, however, cannot be explained by the 
wave nature of light. The most famous of these experiments is the photoelectric experi-
ment in which light generates an electric current when metals are illuminated with light of 
short enough wavelength. To explain the photoelectric effect, Albert Einstein postulated 
that light consists of individual particles called photons and that each photon has energy 
given by
 E = h × f, [5.7]
where f is the frequency of the radiation and h is a universal constant called Planck’s 
constant.
Th is equation is very interesting because the right- hand side contains frequency, which 
is a wave property, and the left - hand side contains the photon’s energy, which is a property 
of a particle. So what is light— waves or particles? Th e conventional answer now is that it is 
both— in some experiments it behaves like waves and in others like particles. Th is is a way of 
stating the principle of complementarity proposed by Niels Bohr (1885– 1962). Light is not 
unique in having this kind of duality; it extends to matt er as well.
Table 5.2. 
Electromagnetic spectrum
Radiation Wavelength (meters) Frequency (Hertz)
Radio waves Greater than 0.01 Smaller than 3 × 1010
Microwaves 10– 2 to 10– 3 3 × 1010 to 3 × 1011
Infrared 10– 3 to 7 × 10– 7 3 × 1011 to 4.3 × 1014
Visible 7 × 10– 7 to 4 × 10– 7 4.3 × 1014 to 7.5 × 1014
Ultraviolet 4 × 10– 7 to 10– 8 7.5 × 1014 to 3 × 1016
X- rays 10– 8 to 10– 10 3 × 1016 to 3 × 1018
Gamma rays Shorter than 10– 10 Larger than 3 × 1018
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Th e relationship between the energy of photons and frequency tells us that high- frequency 
radiation will have photons with high energy, and low-frequency radiation will have photons 
with relatively low energy.
In the beginning of the book I stated that our objective is to understand climate change 
from fi rst principles. Chapter 5 is a short summary of many of these principles. But all this 
sounds like science for the sake of science— unrelated to the many things that concern us in 




In this chapter we start with a photograph of a greenhouse taken in the Brooklyn Botanical Garden. Almost every botanical garden in the world contains such greenhouses. It is obvi-
ous that we refer by analogy to such a structure when we talk about a greenhouse eff ect being a 
cause for global warming. In this chapter I will build on the science explored in the last chapter 
and try to understand the energy balance of greenhouses and extrapolate this balance to the 
energy balance of the planet.
Greenhouses such as the one in Figure 6.1 are covered with glass and the temperature 
inside is higher than outside. Why? Th e short explanation is that the glass is transparent to 
Figure 6.1. Greenhouse in the Brooklyn Botanical Garden
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the incoming visible light from the sun but partially opaque to the (invisible) infrared radia-
tion that the ground emits back to the atmosphere. Th is energy imbalance causes the inside 
to warm up. Th e wavelength and intensity of the outgoing radiation adjusts to reestablish the 
balance between the incoming and the outgoing radiation at a higher temperature.
Why does the ground emit radiation at all? We discussed in the previous chapter that if net 
energy is absorbed by an object, and nothing else (such as evaporation, melting, etc.) takes 
place, then its temperature will rise. For the temperature to be stable, a balance in energy input 
and output must be maintained. Th e way for any object to establish such a balance is to rera-
diate the radiation. What kind of radiation? To try to answer this question I will use another 
example— we take an iron poker and insert it into a furnace. Initially we will see no change, but 
if we touch the end of the poker, we get burned and will not try to touch it again. If we keep the 
poker in the furnace, and if the furnace is powerful enough, the end of the poker will turn red. 
We describe this as “red hot,” and the object emits red light. If we continue to keep the poker in 
the furnace, the color will gradually change to blue— even hott er than “red hot.” Th is example 
demonstrates that we can generate light by heating an object, and the kind of light emitt ed will 
depend on the temperature of the object. Can we arrive at a quantitative description that cor-
relates the temperature of the object with the emitt ed light?
BLACKBODY RADIATION
Th e idealized model that enables us to calculate the relationship between the emitt ed radia-
tion and the temperature assumes that the hot object is an ideal blackbody, which is an object 
that is an ideal absorber of radiation, and therefore there is no refl ection at any wavelength 
(color). As we discussed in Chapter 5, in order to maintain a steady temperature, one requires 
that if the object is an ideal absorber it also has to be an ideal emitt er of radiation. Th e radiation 
emitt ed by such an object is called blackbody radiation. Th e model assumes that the radiation 
from such an object depends only on the temperature of the object— not on the nature of the 
incoming radiation and not on the material that the blackbody is made of. Th e closest one 
can get in constructing such an object is to construct a cavity, paint it black on the inside, and 
make a very small hole in the cavity for the incoming and outgoing radiation. Once we assume 
such an object, it is fairly easy to calculate the spectrum of the radiation that comes out of such 
a cavity as a function of the temperature of the cavity. Th e calculation is not much diff erent 
from calculating the possible tones that emerge out of a musical instrument (however, the 
radiation is diff erent). Th e spectrum of the radiation may be seen in the plots of the intensity 
of the radiation as a function of wavelength. Two such plots, for two diff erent temperatures, 
are shown in Figures 6.2 and 6.3.
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Figure 6.2. Th e spectral distribution of blackbody radiation at 5800 K
Figure 6.3. Spectral distribution of blackbody radiation at a temperature of 290 K
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Th ere are a few things to notice in these fi gures: First, the horizontal axis gives the wave-
length of the emitt ed radiation. I present the wavelengths not in meters, as I did previously, but 
in units of nanometers (nm; billionths of a meter). We do this by multiplying the wavelength 
by a billion, thus avoiding carrying the negative exponents that will always be present as long 
as the wavelength is considerably smaller than 1 m. All the wavelengths of interest here will 
be considerably smaller than 1 m. Second, the scales are diff erent. Th e scale on the horizontal 
axis in Figure 6.2 is between 0 and 4000 nm. Th e scale on the horizontal axis in Figure 6.3 is 
between 0 and 60,000 nm. Th e maximum of the peak in Figure 6.2 is around 500 nm, whereas 
the maximum in Figure 6.3 is around 10,000 nm. It is clear that the spectrum in Figure 6.3, 
which corresponds to a much lower temperature, extends toward much longer wavelengths 
as compared with the spectrum in Figure 6.2. Th e scales of the vertical axes in both fi gures 
are normalized to the height of the peak in Figure 6.2. Th is means that we arbitrarily assign 
the value of 1 to that peak and the rest of the amplitudes are expressed as a fraction of this 
value. We can see that the amplitude at the maximum of the peak in Figure 6.3 is consider-
ably smaller than the corresponding amplitude in Figure 6.2— in fact more than 5000 times 
smaller. Aside from these quantitative diff erences, the shapes of the two fi gures are remarkably 
similar. Th is shape is the fi ngerprint that indicates that the objects behave very much like the 
ideal blackbody for which we can make the calculations.
Let us now summarize the main conclusions from our defi nition and calculations of 
blackbodies:
• Th e density of the radiation fl ux depends only on the absolute temperature (in Kelvin) of 
the blackbody.
• Th e shape of the spectrum is approximately independent of the temperature.
• As we lower the temperature, the position of the radiation peak shift s to longer 
wavelengths.
• As we lower the temperature, the density of the radiation fl ux is drastically reduced.
One can express the last two conclusions in terms of two important formulas that will allow 
us to make quantitative connections between light sources such as the sun and the tempera-
ture of objects with which their light interacts:
 Wien’s displacement law: position of the maximum of 




 Stefan- Boltzmann law: energy fl ux (in Watt s) = 5.67 × 10- 8 × A × T4. [6.2]
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Th e T in both equations refers to the absolute temperature (in Kelvin) and the A in the Stefan- 
Boltzmann equation refers to the area of the surface of the blackbody in units of m2.
Let us now try to predict some consequences from these relationships. Th e temperatures 
in Figures 6.2 and 6.3 were not chosen arbitrarily. One (Fig. 6.2) represents the surface of the 
sun and the other one (Fig. 6.3) represents the surface of Earth. When we check the spectral 
distribution of the radiation from the sun and Earth, they roughly resemble the distribution 
that we expect from radiation from an ideal blackbody. Th e maximum intensity of the solar 
radiation corresponds to the color green, which approximately corresponds to wavelength of 
500 nm. We see the sun as white- yellow because of the mixture with other wavelengths. If we 
insert the value of 500 nm in Wien’s formula, then we get a temperature of 5800 K. Figure 
6.2 corresponds to the equivalent blackbody radiation of the surface of the sun. Th e average 
temperature on Earth is around 15°C, which corresponds to 288 K (Fig. 6.3). We see that the 
much shorter wavelengths of the solar radiation correspond to a much higher temperature 
than Earth’s radiation. In the previous chapter I discussed the concept of entropy, its relation 
to disorder, and the second law of thermodynamics that tells us that if left  on its own, a system 
tends to maximize its entropy. I defi ned changes in entropy as the ratio between the amount 
of heat added or removed from a system and its absolute temperature. Here we discover that 
short- wavelength light has a much higher temperature than longer- wavelength light. So for a 
given amount of energy, the light with a short wavelength will have much lower entropy than 
light with a longer wavelength (equation 5.7). In the last chapter we saw that a given amount 
of energy with a lower entropy content (high temperature) can be converted more effi  ciently 
to work than the same amount of energy with higher entropy content (equation 5.5). Th at 
is why we refer to the short- wavelength solar radiation as “high- quality” radiation and the 
long- wavelength thermal radiation emitt ed by Earth as “low- quality” radiation. In the energy 
interplay between Earth and the sun, there should be a balance between the short- wavelength 
solar energy absorbed by the Earth and the long- wavelength thermal energy emitt ed by Earth 
into outer space. Otherwise Earth’s temperature will change over time. We see that the incom-
ing energy is of a higher quality than the outgoing energy. Th e physical property that describes 
this quality is the entropy. One can translate these statements to say that the only net input 
from outer space is the “order” with which everything on Earth (including us) is being ener-
getically maintained.
Box 6.1 uses the Stefan- Boltzmann relationship, together with very simple geometric consider-
ations, to calculate the energy balance between Earth and the sun, from which we calculate the aver-
age temperature on Earth. We use the Stefan- Boltzmann equation to derive the energy fl ux from 
the sun and then estimate the fraction of this energy intercepted by Earth. For Earth’s temperature 
to be in equilibrium, this energy should be equal to the energy fl ux that Earth emits into space. 
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Box 6.1
A SIMPLIFIED ESTIMATE OF THE 
AVERAGE GLOBAL TEMPERATURE
Figure 6.4. Schematic diagram of Earth’s orbit around the sun
This box will demonstrate a simple use (although with big numbers) of the Stefan- 
Boltzmann law with simple geometry to estimate the global average temperature. This 
provides us with the baseline on which all the Earth– sun interplay that determines 
Earth’s climate is based.
Let us fi rst use the Stefan- Boltzmann equation to calculate the energy fl ux from the 
sun. We have already calculated that the temperature equivalent of the green light from 
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the sun is 5800 K. The radius of the sun is 700 million meters (7 × 108 m). So the surface 
area of the sun is 4πR2 = 4 × π × (7 × 108)2 = 6.1 × 1018 m2. Thus
solar energy fl ux = 5.7 × 10– 8 × A × T4 = 5.7 × 10– 8 × 6.1 × 1018 × (5800)4 = 
3.9 × 1026 W.
This energy is spreading in space in all directions. The average distance between 
Earth and the sun is often known in astronomical calculations as 1 astronomical unit 
(1 AU) and is equal to 1.5 × 1011 m. At this distance, the light spans the surface of a big 
sphere with this radius. Most of this light goes unobstructed into outer space. A small 
fraction is intercepted by Earth. This fraction is equal to the ratio of the cross section of 
Earth to the area of this big sphere. Let us calculate this ratio:
area of the sphere of 1 AU radius = 4 × π × (1.5 × 1011)2 = 2.8 × 1023 m2,
area of Earth’s cross section = π × (radius of Earth)2 = π × (6.4 × 106)2=1.3 × 1014 m2.
The ratio between these two numbers times the solar energy fl ux will give us the 
solar energy fl ux intercepted by Earth:
energy fl ux intercepted by the Earth: = 3.9 × 1026 × 1.3 × 1014/2.8 × 1023 = 1.8 × 1017 W.
Not all of this energy is absorbed. About 30% of this energy (given the name albedo) is 
refl ected back into outer space by the ground, oceans, and clouds— a process that will 
be discussed more fully in the next chapter. So the net absorbed energy fl ux is 1.8 × 
1017 × (1 – 0.3) = 1.3 × 1017 W.
In order to maintain a constant temperature, all the absorbed energy is radiated 
back into space at a wavelength characteristic of Earth’s temperature. Applying again the 
Stefan- Boltzmann equation,
Earth energy fl ux = 1.3 × 1017= 5.7 × 10- 8 × 4 × π × (Earth radius)2 × 
T4 = 5.7 × 10- 8 × 4 × π × (6.4 × 106)2 × T4
will give us T = 258 K = – 15°C. This is cold. The recorded global average temperature 
is 15°C, which in absolute degrees is 288 K. The “error” in our very simple calculation 
is on the order of 10%.
“Outside the box” we will see that there are good physical reasons why our calcu-
lated temperature is on the low side.
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Again I use the Stefan- Boltzmann equation— this time to calculate the blackbody temperature 
that emits the energy. Th e value that we arrive at is an average temperature of – 15°C. Th is is cold. 
Th e measured average temperature is 15°C. It looks like a big diff erence— but if we translate 
these temperatures to the absolute scale with which we did the calculations, the temperature 
that we calculated is 258 K while the measured average temperature is 288 K— a diff erence of 
about 10%, small but very important because it swings around the freezing point of water. At 
– 15°C almost all water would be frozen and life would have certainly been diff erent from what 
we experience. What did we forget in our calculations? We “forgot” that we have an atmosphere.
Let us go back to the greenhouse shown in Figure 6.1. Without the glass, the temperature 
inside the structure would be the same as the temperature outside because the interior of the 
greenhouse is part of the outside. We know that the glass is responsible for the hott er tem-
perature because we have relevant experiences within diff erent contexts that we actually can 
control to some extent. We leave our car locked outside on a sunny day— we return and the car 
is steaming. If we want to equilibrate the temperature with the outside, we open the window. 
If we want to minimize the eff ect, we leave the windows of the car shaded with a cardboard 
sun shade. What the glass is doing is lett ing the visible light from the sun get in but blocking 
the thermal radiation that the interior is trying to radiate back. Glass can do that because it is 
almost completely transparent to the incoming short- wavelength radiation from the sun but is 
partially opaque at the wavelengths that the interior is trying to radiate back. In the case of the 
greenhouse, the sun shines and the light just passes through and gets absorbed in the interior 
by the plants and the ground.
To equilibrate the temperature, the interior radiates back the thermal radiation characteris-
tic of its temperature. But the glass is not transparent to this radiation. Th e radiation in a sense 
will be trapped inside. Th is will create an imbalance between the incoming and the outgoing 
radiation (which can be quantifi ed and is known as radiative forcing). As a result the tem-
perature of the interior will rise. Th is temperature rise will result in some shift  in the outgoing 
radiation toward shorter wavelengths (Wien’s displacement law) and an increase in the energy 
fl ux of the outgoing radiation (Stefan- Boltzmann law) until a new equilibrium between the 
incoming and the outgoing radiation is established that leaves the interior of the greenhouse 
at a higher temperature than the outside.
Let us now go back to our global temperature calculations in Box 6.1— what does the glass 
have to do with this calculation? In a sense, the atmosphere acts as our global “glass.” Th e 
approximate composition of the atmosphere is given in Table 6.1.
Th e two main elements of the atmosphere, nitrogen and oxygen, are transparent to both 
the visible and infrared parts of the spectrum and have only indirect roles in the energy balance 
of Earth. Th ey are active in transporting heat by convection (movement of air). Argon, neon, 
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helium, and krypton are inert gases that also do not have direct roles in the energy balance. 
Methane, nitrous oxide, and ozone are “greenhouse gases” (“GHGs”), and their role will be 
discussed separately. Th eir concentration in the atmosphere is relatively small. Th e two con-
stituents that play the most important roles are water and carbon dioxide.
ENERGY BALANCE
Th e full energy budget of Earth is presented in Figure 6.5. Th e outer atmosphere intercepts 
341.3 W/m2 solar radiation. For the temperature to remain constant on the average, we need 
the same amount of energy to be emitt ed into outer space. About 30% of the incoming radia-
tion is refl ected and scatt ered back into outer space. Th is percentage is known as the albedo. 
As we will see shortly, it plays a crucial role in the balance. Th e remaining 70% is returned to 
outer space as infrared radiation. Figure 6.5 shows that not only the overall energy fl ow but 
also the regional energy fl ow is balanced in order to have approximately constant temperature 
on the surface of Earth.
Table 6.1. 





Water (H2O) 0.05– 2 (variable)
Argon (Ar) 0.9






Nitrous oxide (N2O) 0.00005
Ozone Variable
88 Climate Change: The Fork at the End of Now
Greenhouse Gases
Atmospheric water is the most important element responsible for the rise of the average tem-
perature on Earth to values above freezing (0°C) and has nothing to do with the human pres-
ence on Earth. Th e intimate connection between the energy balance and the water cycle will 
be discussed in the next chapter. Following our discussion in Chapter 2, humans are probably 
responsible for about 30% of the carbon dioxide in the atmosphere, and as long as the main 
energy source for human development is fossil fuels, this fraction will continue to rise. Th is 
issue is the common thread throughout the book. Before we continue with our focus on our 
dependence on fossil fuels, we need to examine the eff ects of the other gases in the atmo-
sphere on global warming. Th ese gases include methane, nitrogen oxides, ozone, chlorofl uo-
rocarbons, and various particulate, atmospheric components known collectively as aerosols. 
Before we proceed we need a common scale that will quantify the contributions of the diff er-
ent atmospheric constituents to global warming.
Figure 6.5. Global energy balance (in W/m2). Solar radiation is on the left  and thermal 
radiation is on the right.
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RADIATIVE FORCING
Radiative forcing is defi ned as the change in the net radiation at the top of the troposphere 
that occurs because of a change in concentration of an atmospheric component or some other 
change in the overall climatic system, such as solar insolation. Sudden doubling of the pre– 
Industrial Revolution atmospheric concentration of carbon dioxide while holding everything 
else unchanged will result in a radiation imbalance at the top of the troposphere to the extent 
of 4 W/m2. More solar radiation will reach the top of the troposphere than the infrared radia-
tion that will be radiated back by Earth because of the trapping of the outgoing radiation by 
carbon dioxide. Th is imbalance will, in time, readjust itself to restore a new equilibrium at a 
higher average global temperature. Positive forcing, on average, will cause readjustment by 
warming Earth and negative forcing results in cooling Earth. A summary of the radiative forc-
ing of various atmospheric components is given in Table 6.2.
Concentrations in Table 6.2 are given in units of parts per billion by volume (ppbv). If we 
take the pre– Industrial Revolution concentration of methane to be 700 ppbv, then we mean 
that there are 700 methane molecules per billion gas molecules.
Table 6.2 shows that the concentrations of non– carbon dioxide GHGs are small com-
pared to carbon dioxide. However, their relative radiative forcing is much larger than their 
relative concentration. Th is is because they are much bett er absorbers of thermal radiation 
than carbon dioxide is. Th e result is that the total radiative forcing of methane, nitrous oxide, 
and the most prominent chlorofl uorocarbons amount to over 50% of that of carbon dioxide. 
Th e contributions of these gases, and a few not included in Table 6.2 that will be discussed 
shortly, to global warming are so important that one of the most respected experts in this fi eld, 
Table 6.2. 









tion in 1994 
(ppbv)
Radiative forc-









CO2 278,000 358,000 1.46 1
Methane CH4 700 1721 0.48 20
Nitrous 
oxide
N2O 275 311 0.15 200
CFC- 12 CCl2F2 0 0.5 0.17 18,000
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Dr. James Hansen, head of the NASA Goddard Institute for Space Studies, in his testimony 
to the Senate Commerce Committ ee, suggested that in the short term it might be benefi cial 
to focus policy att ention on reducing their concentrations at the expense of less emphasis on 
carbon dioxide.2
An alternative measure of contribution to global warming is the global warming potential 
(GWP). It measures the contribution to global warming of a given mass of gas relative to the 
same mass of carbon dioxide over a given period of time. For short- lived materials such as 
methane, the GWP will be considerably greater for a short interval than a long interval.
I will now proceed to discuss the origin, including the anthropogenic origin, of these gases. I 
will include in this discussion gases such as ozone and aerosols that are not included in table 6.2.
Methane
Methane is the main component of natural gas. About 70% of the current methane emissions 
to the atmosphere are anthropogenic in origin. Table 6.2 shows that the atmospheric increase 
of methane since the Industrial Revolution far outpaces (as a percentage of the pre– Industrial 
Revolution level) that of carbon dioxide. Methane is produced when biological materials 
decompose in environments defi cient in oxygen. Such conditions prevail when the decom-
position takes place under waterlogged conditions such as in swamps. Th at is the reason that 
methane is sometimes referred to as “swamp gas.” Ruminant animals, such as catt le and sheep, 
that can digest cellulose produce large amounts of methane as a “by- product” of their digestive 
process. Decomposition of organic garbage in landfi lls that takes place under oxygen- starved 
conditions also produces large amounts of methane.
Th e presence of large quantities (probably larger than the total known land fossil- fuel 
reserves) of “methane hydrates” trapped at the bott om of the oceans will be discussed in 
Chapter 10. Th e lifetime of methane in the atmosphere is a relatively short 12 years. Methane 
is destroyed in the atmosphere through oxidation to carbon dioxide by very active intermedi-
ate products of the solar- induced decomposition of water and oxygen molecules.
Nitrous Oxide
Th e common name for nitrous oxide is “laughing gas.” Table 6.2 shows that per molecule, this 
gas is about 200 times more eff ective in blocking outgoing thermal radiation than carbon diox-
ide. About 40% of the current nitrous oxide emissions results from anthropogenic sources. 
Most of the natural supply of nitrous oxide originates through oceanic release. Th e gas is a 
by- product of biological reactions that add or subtract nitrogen from biological molecules. 
Th e anthropogenic contributions are due to the increased use of fertilizers and the industrial 
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synthesis of products such as nylon. Th e lifetime of nitrous oxide in the atmosphere is about 
100 years. It slowly rises to the stratosphere where it absorbs energetic solar radiation that 
decomposes it to nitrogen gas and atomic oxygen.
Air Suspensions
Routine monitoring of air quality, such as that conducted by the US Environmental Protec-
tion Agency (EPA), includes tests for chemicals such as carbon monoxide, nitrogen dioxide, 
ozone, sulfur dioxide, and so forth. Th ese chemicals originate from some form of human activ-
ity, and all can cause a variety of environmental damage. Th ey are well- specifi ed chemicals 
with known properties. An additional, widely monitored pollutant is referred to as particulate 
matt er, oft en with a designation such as PM- 10. Th is pollutant is not a chemical compound 
but a mixture of solid particles and liquid droplets suspended in the air. Scientists oft en refer 
to these particles as aerosols. Some of these particles are large or dark enough to be seen as soot 
or smoke, whereas others are so small they can be detected only with powerful electron micro-
scopes. Th ese particles have the ability to scatt er light and to reduce visibility. Th ese abilities 
make them participants in Earth’s energy balance, but their importance as signifi cant partici-
pants in global warming was only recently recognized. Th ese particles come in a wide variety 
of sizes. Th e size designation appears as the number associated with the lett ers PM: PM- 10 are 
course particles with size less than 10 μm (one thousandth of a centimeter), whereas PM- 2.5 
are fi ne particles with sizes less than 2.5 μm. Th ese particles originate from many anthropo-
genic and natural sources. Th ey can be emitt ed from fuel combustion in motor vehicles, power 
generation stations, industrial emissions, and smokestacks. Th ey are the products of atmo-
spheric reactions of other air pollutants such as sulfur dioxide (SO2), nitrogen oxides, and 
volatile organic carbon. Th ey form in powerful volcanic eruptions, from which they can reach 
the upper atmosphere or stay in the lower troposphere. Th e ability of these suspensions to 
scatt er light means that they can refl ect incoming solar radiation and absorb or refl ect outgo-
ing thermal radiation. In the next chapter I will discuss the role that clouds play in the energy 
balance, as clouds are local aggregates of particulate water droplets.
A vivid demonstration of the contributions of these suspensions to the global climate came 
with the eruption of Mount Pinatubo in the Philippines in 1991. A massive injection of vol-
canic ash into the stratosphere took place due to the eruption. Th is injection of largely black 
ash, composed of relatively large particles, immediately resulted in the absorption of incom-
ing sunlight and outgoing thermal radiation. Th e result was a signifi cant heating of the lower 
atmosphere. Th is local heating lasted only few months. Within a few months, the heavy ash 
particles had been subjected to the gravitational force, and they precipitated by falling back 
92 Climate Change: The Fork at the End of Now
to Earth. What remained in the atmosphere from the eruption was about 30 million tons of 
sulfur dioxide. In time, the sulfur dioxide got oxidized and recombined with water to form 
droplets of sulfuric acid (which will be discussed in the next section on Venus). Th ese droplets 
scatt ered the incoming solar radiation to a degree that the average global temperature over the 
next 2 years dropped by about 0.2°C.
It is now recognized that the net eff ect of the air suspensions is negative radiation forcing in 
the radiation balance. On average they cause a reduction in the global temperature. In scien-
tifi c publication and in his testimony before the US Senate, James Hansen has estimated that 
the sum of the forcing of sulfate aerosols and suspensions caused by organic carbon, biomass 
burning, and soil dust contribute about – 1.2 W/m2. Volcanic aerosols contribute an addi-
tional – 0.2W/m2. Th e sum of these contributions is approximately equal to the contribution 
of carbon dioxide. If one adds indirect eff ects such as cloud changes, then the negative radia-
tion forcing can be even larger. Because of the diversity of mechanisms, the uncertainty in 
these estimates is very large. One might be tempted to look at these numbers and suggest 
countering the carbon dioxide contribution with a deliberate increase in the release of mate-
rial that contributes to air suspensions. As Hansen pointed out, this will be a Faustian bargain 
because the potential improvement in the energy balance will be more than compensated for 
by environmental deterioration in other areas, such as acid rain and the adverse health eff ects 
of breathing these particles.
Ozone
One chemical in Table 6.2 was not yet mentioned. It is designated there as CFC- 12. It is a 
member of the chlorofl uorocarbon family, which consists of compounds that have carbon 
chains in which the hydrogen atoms are replaced with chlorine and fl uorine atoms. CFC- 12 is 
one of the simplest and has a the chemical formula CCl2F2. Th is family of compounds became 
very well-known because they are major contributors to the recent anthropogenic creation of 
a hole in the stratospheric ozone layer. Th e issues of global warming and the destruction of the 
stratospheric ozone layer are oft en lumped together. Th ese are two separate issues, but as with 
most other environmental issues, there are connections.
What is ozone? A chemical reaction between molecular oxygen and atomic oxygen that can 
be writt en as
 O2 + O → O3 [6.3]
produces a new molecule— ozone. If we are unlucky enough to be in an urban area that suf-
fers from severe smog, then we can smell it. We can also smell it if we want to look good and 
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get an artifi cial tan in a tanning bed, which contains mercury lamps. Ozone is a very reactive 
molecule. At low levels of the troposphere, it is an indirect environmental pollutant, excessive 
amounts of which can invoke government warnings to limit our activities and cause severe 
health damage. On the other hand, stratospheric ozone acts as a shield against the ultraviolet 
parts of the solar radiation, which would cause irreversible chemical changes in the principal 
organic molecules that constitute the backbone of all living organisms, such as DNA, RNA, 
and proteins, making them unsuitable for life support.
Ozone in the Stratosphere
Box 2.6 in Chapter 2 shows a graph that describes changes in the atmospheric temperature 
with height. As we rise in the atmosphere, the temperature decreases until we reach heights of 
around 12 km, where the temperature starts to rise again. Th e height where this temperature 
change takes place constitutes the boundary between the troposphere and the stratosphere. 
Th e main reason the temperature starts to rise at this point is that the stratospheric ozone 
absorbs the ultraviolet part of the solar radiation. Th is absorption is the important shield dis-
cussed in the previous section.
Th e ozone in the stratosphere is formed by the reaction of molecular oxygen with the most 
energetic part of the solar radiation. Th is radiation is energetic enough to break the bond in 
the oxygen molecule and create oxygen atoms that can react with other oxygen molecules to 
create ozone according to the previous reaction. Th is simple molecule provides the shield for 
Earth- bound biological systems for the billion years or so that oxygen was present in the atmo-
sphere. Suddenly, very recently, the ever- innovative human mind came up with a wonderful 
product: chlorofl uorocarbons, commonly known as Freon. Th ese were mainly used as refrig-
erant fl uids. Other uses included solvents, aerosol propellants, and so forth. Th ey were ideal: 
very stable, not corrosive, and nontoxic. But in these applications, we were releasing them to 
the environment, and because of their stability, they stayed in the troposphere for a very long 
time and eventually entered the stratosphere. Once they entered the stratosphere, the intense 
ultraviolet radiation is energetic enough to break the carbon– chlorine bond according to the 
following reaction:
 CF2Cl2 → Cl· + CClF2·. [6.4]
(Th e dots in these compounds indicate that these are “free radicals”— very active chemicals.) 
Th e chlorine atom is very active and reacts with ozone according to the following reaction:
 Cl· + O3 → O2 + ClO·. [6.5]
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ClO· is a very active intermediate that, with the help of oxygen atoms, can decompose to 
form chlorine atoms that can fi nd other ozone molecules to decompose. So the chlorofl uo-
rocarbons here act as catalysts in a sense because very few of them are needed to decompose 
large quantities of ozone. From Table 6.2 we can see that the chlorofl uorocarbons are powerful 
GHGs with a very large radiative forcing per molecule. Th is positive radiative forcing will be 
partially compensated for by the reduction in stratospheric ozone.
Ozone in the Troposphere
How do we get ozone into the troposphere? In order to get ozone, we need oxygen atoms. We 
do not get enough energetic solar radiation in the troposphere to break the oxygen– oxygen 
bond of molecular oxygen. Th e secret to the formation of ozone in the troposphere is in the 
activity of nitrogen. What happens with nitrogen? In the case of the internal combustion 
engine, fossil fuel is burned by oxidizing the fuel with oxygen from air. Close to 80% of air is 
molecular nitrogen. Under ordinary conditions nitrogen is a very inert gas. However, at the 
high temperatures inside the engine, nitrogen can interact with oxygen according to the fol-
lowing reaction:
 N2 + O2 → 2NO. [6.6]
Th is reaction produces nitric oxide, which reacts relatively easily with oxygen to produce 
nitrogen dioxide— NO2. Together NO and NO2 are oft en called NOx. NO2 is a pungent, red- 
brown gas that can eff ectively absorb solar radiation. When the gas absorbs solar radiation, it 
will decompose back to nitrogen oxide and atomic oxygen according to the following reaction:
 NO2 + solar radiation → NO + O. [6.7]
Now we have again our atomic oxygen that can react with molecular oxygen to produce 
ozone. Ozone is a direct health hazard, is a GHG, and also reacts chemically with many other 
chemicals in the atmosphere to have a signifi cant eff ect on almost every environmental issue 
the atmosphere is involved in.
VENUS
I shall end this chapter by discussing the situation on Venus, a neighboring planet. Table 6.3 
shows a comparison between Earth and Venus.
Th e properties of the two planets are very similar— all the way down to the last entry. Th e 
calculation of the temperature in the absence of atmosphere follows exactly the same model 
we used in Box 6.1— these calculated temperatures are also very similar. However, the last row 
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shows a big diff erence. On Earth, the measured average temperature is a comfortable 15°C, 
whereas on Venus the average surface temperature is 464°C, which is probably unsuitable for 
any life- form. What causes such a diff erence? It turns out the atmosphere of Venus is made 
of 96.5% carbon dioxide, as compared with 0.036% on Earth. In addition the atmospheric 
pressure on Venus is about 90 times that of Earth. Venus has a much more eff ective thermal 
blanket than Earth. In addition, clouds and rain on Venus are made of sulfuric acid. One might 
be inclined to speculate that Venus was “created” to demonstrate what will happen to a planet 
run amok. As far as we know, no humans or any other advanced life- form ever drove cars on 
Venus. Th e reasons behind the atmospheric diff erences on the two planets are still subjects of 
active research focused on the premise that Earth and Venus have similar amounts of carbon 
dioxide but on Earth most of the carbon dioxide is dissolved in the oceans, whereas on Venus 
oceans never formed and the carbon dioxide stayed in the atmosphere. Th e original carbon 
dioxide on both planets came from volcanic eruptions that took place very early in the life of 
both planets. On Earth, water was a major part of the eruptions, and the surface temperature 
was cold enough for water to condense, creating oceans able to dissolve the carbon dioxide. 
On Venus, either the eruption was dry (no water) or, because of the closer proximity of Venus 
to the sun, the temperature was high enough (the albedo probably also changed with time) to 
prevent condensation. Th e atmospheric water was decomposed by the ultraviolet radiation of 
the sun. Th e resulting hydrogen escaped into outer space, and the oxygen probably was used 
in other chemical reactions. Th e end result in both scenarios is the same: no water, no oceans, 
and nothing to dissolve the carbon dioxide. Th e carbon dioxide remains in the atmosphere to 
form a dense thermal blanket that absorbs the thermal radiation— and the temperature rises 
until energy balance is reestablished.
Table 6.3. 
Some physical characteristics of Earth and Venus
Property Earth Venus
Radius (m) 6.4 × 106 6.3 × 106
Mass (relative to Earth) 1 0.814
Density (g/cm3) 5.52 5.24
Average distance to sun (m) 1.5 × 1011 1.1 × 1011
Albedo 0.39 0.59
Temperature calculated in the absence of atmosphere (°C) – 15 – 11




Sun, Water, and Weather
What does the sun have to do with the weather? What does the sun have to do with water? Th ese issues, and the corollary issue of possible human involvement, are at the center 
of our interest here.
Th e most obvious parts of the weather system that we experience regularly are the seasons 
(if you do not happen to live in the tropics or places like San Francisco): spring, summer, fall, 
and winter. We know it is relatively hot in the summer and cold in the winter and that days are 
longer in the summer as compared with the winter. We also know that when we have summer 
in the Northern Hemisphere, we have winter in the Southern Hemisphere and vice versa. In 
the last chapter we were able to calculate the approximate average temperature on Earth based 
only on the average amount of light we receive from the sun and the resulting thermal radia-
tion Earth emits back into outer space. We were not interested in regional variations on Earth. 
I will start to explore the issue of regional variations in this chapter and expand on this issue in 
the next chapter, where we discuss modeling of the weather system. For this purpose we need 
a model of the orbit Earth takes around the sun. Two types of motion will be considered:
 1. Th e spinning of Earth around the polar axis takes approximately 24 hours per revolu-
tion and determines the oscillations of day and night.
 2. Th e orbital motion of Earth around the sun determines the length of the year, around 
which the seasons oscillate. Th e orbit of Earth around the sun is shown schematically 
in Figure 7.1.
Th e orbit spans an approximate circle with the sun at the center. However, this is only an 
approximation— Earth actually traces an elliptical orbit (an ellipse is a geometrical shape that 
can be obtained by stretching two opposite ends of a circle) in which the sun is at one of the 
foci. Such a trajectory provides a quick intuitive explanation for the seasons: when Earth is 
closest to the sun, near the small elliptical axis, it should be hot and therefore summertime. 
When Earth is farthest from the sun, near the long elliptical axis, we receive less solar energy 
and it should be wintertime. It is a nice intuitive explanation, but it is wrong. For starters, if 
this had been the source of the seasons, we should have gott en a cycle of four: two alternating 
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summers and winters, but instead we have a cycle of two— one summer and one winter per 
year. Also, this explanation does not account for the alternating seasons between the Southern 
and the Northern Hemispheres.
SPATIAL VARIATIONS IN THE CLIMATE
A mechanism that accounts for all the seasonal observations is shown in Figure 7.1. Seasons 
exist because of the tilt of the axis of rotation of Earth relative to the elliptical orbit that Earth 
traverses around the sun. Presently, the angle of this tilt is 23.5°. Let us have a look at summer 
in the Northern Hemisphere (right side of Fig. 7.1): the North Pole is inclined toward the sun 
and the South Pole is inclined away from the sun.
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Th e boundary between day and night is always perpendicular to the Earth– sun line. 
because of the polar axis’s tilt, the lengths of the day and night change with the latitude: dur-
ing the northern summer, the day is longer than the night. As we approach the North Pole, 
there is no night at all: a 24- hour day is not only an expression but also a reality. Half a year 
later, when Earth is on the other side of the sun, the season and the relative lengths of day and 
night reverse. On the equator, there are no seasons in the regular sense— no summer, spring, 
winter, or fall. However, we can have a “wet” season and a “dry” season. Th e lengths of day and 
night are approximately the same throughout the year. Around June 21 (the summer solstice), 
days in the Northern Hemisphere are the longest and nights are the shortest because the angle 
between the polar axis and the Earth– sun axis reaches its maximum of 23.50. On that day 
the Northern Hemisphere receives its maximum amount of solar radiation. Th e same will be 
observed 6 months later in the Southern Hemisphere. What is the reason that June 21 is the 
beginning of summer (in the Northern Hemisphere) and December 21 is the beginning of 
winter, instead of both dates being the heights of summer and winter respectively? Th e reason 
is that around 70% of the surface of Earth is covered by oceans. Th e oceans heat and cool much 
slower than the land. Th is “memory eff ect” of the oceans postpones the heights of summer and 
winter by about a month and a half. All of this tells us that the tropics receive approximately 
the same amount of solar energy year round, whereas as we go toward the poles, the amount of 
solar energy varies with the seasons. Th is distribution of incoming solar energy generates large 
temperature diff erences between the regions. Temperature diff erences like these create an 
opportunity for a heat engine (the same kind of engine that was discussed in Chapter 5 using 
the internal combustion engine and electrical power stations as examples). Th ese engines 
were discussed in the context of converting heat into mechanical work. Th e global heat engine 
also converts heat into mechanical work. Th e mechanical work comes in the form of global air 
and water circulations that are the key to the understanding of global weather systems. Th us 
the oceans play a major role in the connection between the global energy distribution and the 
global weather system.
THE ASTRONOMICAL ORIGIN OF PAST CLIMATE
Th ese movements of Earth relative to the sun have the most direct impact on both the amount 
of energy that Earth receives from the sun and its geographic variations and thus on early cli-
mate. Th ese movements are not constant— they vary in periodic ways. Th e fi rst scientist who 
was able to quantitatively correlate the periodicities of the astronomical cycles with the history 
(Chapter 3) of the glacial– interglacial cycles of Earth’s climate was the Serbian physicist Milu-
tin Milankovic (1879– 1958). Th e elliptical orbital motion of Earth around the sun changes 
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with a periodicity of around 100,000 years.1 Th e tilt of the axis of Earth’s rotation relative to its 
orbital motion changes with a periodicity of around 41,000 years. Th e rotation axis also wob-
bles (precession) like a spinning top with a periodicity of around 23,000 years. A cursory look 
at the glacial– interglacial cycles over the last 400,000 years, using data derived from the Vostok 
ice core and shown in Figure 3.2, shows a clear periodicity of 100,000 years— thus the ellipti-
cal orbital motion of Earth around the sun seems to be the dominant factor. However, a careful 
analysis of these data reveals that all three periodic motions play roles. Extension of the ice- 
core analysis performed by the European Project for Ice Coring in Antarctica (EPICA) team 
(Chapter 3) to earlier times and further extension of the ocean- core drilling analysis to even 
earlier times show that earlier than 400,000 years ago, the 100,000- year glacial– interglacial 
periodicity breaks down and gradually shift s to a 41,000- year periodicity that is characteristic 
of the tilt of the rotational axis. Th e reasons for these shift s are unclear.
LATENT HEAT AND THE WATER CYCLE
In Chapter 5 we learned that when we heat a substance, its temperature will increase. But this 
is not always the case. A substance can experience a phase transition (converting from solid to 
liquid or from liquid to gas) without a change in temperature. I will concentrate here on the 
conversion from liquid to gas. Th e main diff erence between liquid and gas is that in a liquid 
state the molecules att ract each other, whereas in the gas phase these att ractive forces are con-
siderably smaller relative to the energy of motion of individual molecules. In the ideal case, 
there are no att ractive forces between the gas molecules, and each molecule behaves as though 
it is completely independent of other molecules. A gas like that is called an ideal gas. All gases 
behave very much like an ideal gas at suffi  ciently high temperatures and low pressures. We dis-
cussed such a gas in Chapter 2, where we used its properties to calculate the amount of carbon 
dioxide in the atmosphere. When a liquid is converted into a gas, the att ractive forces between 
the molecules at the liquid– gas interface break. Th e amount of energy it takes to break these 
forces and transform a given amount of liquid into a gas is called the latent heat of evaporation. 
It is an extensive property that depends on the amount of evaporated liquid. Th e usual unit of 
weight this quantity is associated with is the mole (remember Chapter 1) because when we 
compare diff erent substances, we would like to compare the same number of molecules. For 
water, one mole weighs 18 g (the sum of the atomic weights of two hydrogen atoms and one 
oxygen atom). Th e latent heat of evaporation of water is 45,000 J/mole at the boiling point of 
water. Th is translates into 2.5 million J/kg of water. Referring back to our discussion of units 
in Chapter 1 (Appendix 1),
 4180 J = 1 Cal.
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So in units of Calories, we need approximately 600 Cal to evaporate 1 kg of water at its 
boiling point. Because the defi nition of a Calorie is the amount of heat needed to raise the 
temperature of 1 kg of water by 1°C, we can see that evaporation takes a lot of energy, and it is 
the most crucial link between the global energy balance and the global water cycle.
Th e inverse of evaporation is condensation— the energy needed to evaporate a liquid we 
then get back when the same amount of water vapor condenses to a liquid. Th ere are two basic 
ways to evaporate a liquid (or the inverse— condense a gas): either we add heat to the system 
or we do not add heat to the system. If we add heat to the system, then we fi rst increase its 
temperature until we reach the boiling point of the liquid, at which the temperature will stop 
rising and energy instead will go into breaking the forces of att raction between molecules, 
causing the liquid to boil. Th e other possible way to evaporate liquid is without heating the 
system. In that case, equilibrium is established between the liquid and the atmosphere above 
the liquid. Let us examine this equilibrium in some detail. For evaporation to take place with-
out extra energy from a heat source, liquid molecules need to fi nd energy to escape the att rac-
tive forces that keep them together with other molecules. Th e temperature of the liquid (in 
Kelvin) measures approximately the average energy per molecule. Th is means that approxi-
mately half the molecules have energy higher than the average and the other half have energy 
that is lower. (Let us not dwell here on diff erences between average and mean; when we have 
so many molecules, these two quantities are basically the same.) Few molecules have energy 
much higher than the average— that is, high enough to break from the att ractive forces with 
the rest of the molecules and evaporate. Once these molecules evaporate, the remaining liquid 
is left  with less energy and the smaller amount of energy will redistribute among the remain-
ing molecules— thus lowering the temperature of the liquid. (Th e average energy will come 
out lower than before because the molecules with the highest energy have left .) Th is process 
is known as evaporative cooling and is the main natural mechanism available to us in order to 
cool ourselves on a hot day— we refer to this as sweating. Th is is also a way for many homes 
throughout the world to provide cooling in hot temperatures by using water sprinklers on 
the roof that facilitate evaporation of the water. Th e reverse process of water condensation 
takes place by collision of water molecules in the gas phase, reestablishing the att ractive forces 
between molecules. Th e equilibrium between evaporation and condensation depends on the 
temperature and the concentration of the vaporized liquid in the atmosphere.
THE WATER CYCLE
About 70% of the surface of Earth is covered by water. Th e solar- driven evaporation of water 
from the oceans is the driving force for the water cycle and is responsible for all the fresh 
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water needed to sustain the biosphere, including humans. As the water evaporates, it rises 
in the atmosphere together with hot, dry air. As the hot air rises, it moves to regions with 
lower atmospheric pressure— a process discussed in Chapter 2. In a sense this hot air is 
performing mechanical work similar to the gas in a car engine that expands by pushing the 
piston in a cylinder. The energy to perform this mechanical work comes from the internal 
energy of the humid air, and thus the air’s temperature will fall. As the hot air expands and 
cools, it can hold less water vapor and eventually becomes saturated. At this point some 
of the water vapor will condense into tiny water droplets to form clouds (about 1 million 
cloud droplets are contained in one raindrop). In the presence of small dust particles 
(0.5– 20 μm in diameter) that can act as condensation seeds, the cloud formation can 
start below the saturation pressure. Clouds are categorized as low clouds (below 2.5 km 
above Earth), middle clouds (2.5– 6 km above Earth), or high clouds (above 6 km above 
Earth). All clouds are white, but when viewed from the ground some appear gray or dark 
gray according to their depth and shading from the higher clouds. When cloud particles 
become too heavy to remain suspended, they fall as precipitation in the form of rain or 
snow. Water that falls on land runs off over the surface as streams, or percolates into the 
ground to become groundwater. It can return to the atmosphere again by evaporation or 
transpiration (evaporation of water from plants). Eventually both the surface water and 
the groundwater find their way back into the oceans.
Th is cycle is oft en referred to as the water cycle and is shown schematically in Figure 7.2. 
Th e driving force of this cycle is solar energy. Th e cycle involves redistribution of two key 
ingredients essential to the survival of much of the biosphere, and as a result, any man- induced 
climate changes are of major importance. Th e two key ingredients are water and mineral 
deposits. Th e strong connection between energy distribution, water distribution, and the dis-
tribution of salinity among the water reservoirs will be discussed next.3
Th e energy balance (Fig. 6.5) determines the average global temperatures for separate 
regions. Any disturbance of these balances results in temperature changes that lead to cli-
matic changes. In Box 7.1 I provide a quick analysis of an important ingredient in this 
balance. Th e box shows a quantitative connection between the energy budget discussed 
in the previous chapter and the global water distribution presented in Table 7.1. I try to 
calculate there, from fi rst principles, the amount of energy spent on water evaporation. 
My starting point is the recorded average monthly global precipitation. Again I use simple 
geometric modeling to calculate the amount of water involved in the precipitation and 
then I calculate the amount of energy needed to evaporate this amount based on the heat 
of evaporation of water.
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Figure 7.2. Th e water cycle
Source: Adapted from US Geological Survey World Energy Assessment Team (2010).2
The Water Cycle
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Box 7.1
HOW MUCH ENERGY DOES IT TAKE TO MAKE RAIN?
Figure 7.3 shows the average global rainfall.
Figure 7.3. Global monthly average precipitation, 1987–1999 (mm/day)
The average rainfall over this period is about 2.7 mm/day, or on average, every place 
on Earth experiences a daily rainfall of 2.7 mm (2.7 × 10– 3 m). In order to calculate the 
total quantity of water (in cubic meters) that falls daily per one unit area of Earth (1 m2),
total daily amount of rainfall per 1 m2 = average daily rainfall 
(in meters) × (1 m2) = 2.7 × 10– 3 m3 of water.
Each cubic meter of water weighs 1 metric ton = 1000 kg, so the total weight of the 
average daily rainfall of water on 1 m2 is (2.7 × 10- 3 m3) × (1000 kg/m3) = 2.7 kg.
It takes 2.5 × 106 J to evaporate 1 kg of water (latent heat of evaporation). Assum-
ing that, on average, all the evaporated water results in rainfall (no average changes in 
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the atmospheric water contents), the solar energy that is required to evaporate this 
quantity of water is given by
weight of precipitation (in kg) × latent heat of evaporation (in J/kg) = 
2.7 × 2.5 × 106 = 6.75 × 106 J/m2.
The solar power that is required to evaporate this water (given in watts) equals this 
amount of energy divided by the number of seconds in a day:
solar power required for evaporating the daily precipitation = 
6.75 × 106/(24 × 60 × 60) = 78 W/m2.
In Chapter 6 I calculated that, based on a very simple geometrical model, Earth 
intercepts about 350 W/m2. Our result here shows that 22% of this energy is spent on 
evaporation of water that results in precipitation.
This part is explicitly shown in Figure 6.4 as latent heat.
FEEDBACK AND CLOUDS
We refer to feedback when the result of a process changes the process itself. Negative feed-
back acts on a process to reduce the deviation from an expected outcome, thus stabilizing the 
process, and positive feedback amplifi es the deviation from an expected outcome. Let us look 
at the correlation between global warming and the water cycle as an example. As the aver-
age temperature increases because of the presence of greenhouse gases (GHGs) in the atmo-
sphere, the amount of water that evaporates from the oceans increases. Water vapor is prob-
ably the most important GHG (although it is not anthropogenic). Addition of a GHG should 
enhance the greenhouse eff ect and increase the temperature further. One might expect to have 
a runaway greenhouse eff ect that perhaps can produce a catastrophic result, such as the one 
described in the last chapter on the planet Venus. Th is is an example of a positive feedback that 
acts to destabilize the system. Fortunately, there are eff ects that act in the opposite direction. 
As was mentioned before, water evaporation does not simply increase water vapor concentra-
tion in the air. Most of the water vapor rises in the atmosphere, causing a reduction in tempera-
ture that leads to cloud formation. Th e clouds, at least looking from above, are all white, and 
they look like a blanket of snow. Th is blanket of clouds signifi cantly increases the refl ection of 
the incoming solar radiation, thus increasing Earth’s albedo. Th is increase in albedo reduces 
the amount of absorbed radiation and thus acts to reduce the temperature. As a result we have 
two strong eff ects that act in opposite directions: one is the increase in water concentration 
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in the atmosphere that acts to increase the temperature by absorbing the outgoing infrared 
radiation, and the other is an increase in the albedo that acts to decrease the temperature by 
decreasing the amount of incoming solar radiation.
In technical terms we are looking for a way to determine the radiative forcing of clouds 
(from Chapter 6). Th ere is an extensive ongoing eff ort to determine the role clouds play in the 
energy balance.4 Th e modeling of cloud forcing is diffi  cult because clouds are very dynamic 
and move easily. As will be discussed in the next chapter, the most important present limita-
tion on climate modeling is the size of the grid that one can put in the model. Clouds are small 
by today’s modeling standard. Nevertheless, the present consensus is that clouds have small 
negative radiative forcing, which means that the increase in the albedo narrowly wins over the 
increased absorption of the infrared radiation.
SALINITY
Th e total global supply of fresh water constitutes about 1% of the total water supply. About 
60% of the fresh water supply is locked in frozen ice caps. Th e availability of fresh water is one 
of the most pressing issues society now faces, and some of the political issues associated with 
that will be discussed in Chapter 13. Because 70% of the surface of Earth is covered by oceans, 
and water on the planet is conserved, it is obvious that there is no shortage of water— there is 
a problem only with fr esh water.
Figure 7.4. Clouds over Belize
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Seawater is a complex solution of nearly 60 chemical elements. Th e most abundant (aside 
from water itself) is common salt. Th e molecular structure of common salt is NaCl. Na stands 
for an atom of sodium, and Cl stands for an atom of chlorine. Common salt constitutes about 
78% of the total dissolved solids in the ocean. Degree of solubility is usually expressed in units 
of parts per thousand (ppt)— that is, how many grams of common salt per 1 kg of water (or 
how many pounds of common salt per 1000 pounds of water). Th e range in the oceans is 
between 32 ppt and 37 ppt with an average around 35 ppt or 35 g per 1 kg of water. In the polar 
regions the salinity is lower, and it can get below 30 ppt.
Th e evaporation process evaporates pure water, leaving the salt behind. So the resulting 
precipitation in the form of rain or snow is relatively salt- free— it is fresh water. In the North 
Pacifi c, rainfall is greater than evaporation, so the average salinity is lower. In parts of the Indian 
Ocean, evaporation is greater than precipitation, and as a result the salinity is higher.
Pure water freezes around 0°C (32°F), and the freezing temperature decreases by approxi-
mately 0.3°C for each 5 ppt increase in salinity. At 35 ppt seawater begins to freeze at around 
– 2°C (29°F). Sea ice fi rst forms as salt- free crystals near the surface.
How did the sea become salty? Th e evaporated salt- free water condenses in clouds and 
then returns to Earth through precipitation as rain or snow. Th e precipitation that falls on 
land drains through rivers or groundwater back to the oceans (Fig. 7.2). On its way, this water 
dissolves many of Earth’s minerals, carrying them to the oceans. In a sense the water cycle is 
trying to equalize the distribution of minerals between land and sea. Th is is another manifes-
tation of the second law of thermodynamics (discussed in Chapter 5) in which nature always 
tries to maximize disorder. If I have two items piled separately, nature will always tend to mix 
them up if there is a way to do so. Th is is what the water cycle is doing with the land minerals. 
Why, in that case, is the composition of Earth minerals diff erent from the composition of the 
water in the ocean? Th e minerals that end up in the oceans can precipitate on the ocean fl oor, 
and some of them incorporate into the ocean’s biota. Common salt does neither and ends up 
dissolved in the water.
THE HUMAN INFLUENCE
In these complexities in the climate system, where do humans play a role? One of the cen-
tral arguments on the societal causes of climate change is the claim that one cannot separate 
“natural” causes (i.e., causes that do not depend on human activities) from human-induced 
(i.e., anthropogenic) causes. In the next chapter I start with a description of present eff orts 
to separate the two through modeling, and the rest of the book is focused on human activi-
ties that are directly related to climate change— specifi cally, our energy use. From the issues 
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discussed in this chapter, it is clear that human activities have nothing to do with the astro-
nomical periodicities that infl uence our climate or with the direct role that the ocean plays in 
the climate system. In Chapters 2 and 4 I presented the data that support the direct human 
infl uence on the chemical composition of the atmosphere through emission of GHGs such 
as carbon dioxide, methane, and others. Th ese changes in the atmospheric chemical composi-
tion directly infl uence the energy balance and thus the climate. Th e temperature change, in 
turn, has a direct infl uence on the water cycle that induces, among other things, changes in 
the salinity distribution of the oceans. Th ese changes aff ect Earth’s ability to equalize regional 





Science dominated the fi rst seven chapters. It is now time to start the transition to the human- induced aspects of global warming. Specifi cally, we want to address decision making. If we 
accept the premise that the data support an increasingly signifi cant anthropogenic contribution 
to the composition of the atmosphere that aff ects the global climate, then the question becomes, 
what can we do to reestablish an atmospheric equilibrium we can live with? Many of the pro-
cesses described span a multitude of time scales that aff ect the correlation between human activi-
ties and the resulting changes in the atmospheric composition. Th ese time scales can be as slow 
as a few thousand years for the mixing time of deep ocean water and surface ocean water (Chap-
ter 4). We must adjust our activities to avoid large deviations from atmospheric equilibrium. We 
will be wise to remember Le Chatelier’s principle— one way or another, the physical system will 
reestablish equilibrium. If humans disturb the equilibrium in a signifi cant way, then one possibil-
ity for restoration is to dislodge us from the top of the food chain.
Collective choices come mostly through the political process. Political decisions that will 
aff ect the future must be based on some ability to predict the future. Predicting the future on the 
time scale needed here is a very risky business. In Chapter 1 I tried to discard the easy choices: 
relying on somebody else to make the predictions or learning from the experiences of others.
CLIMATE AND WEATHER
Th e alternative that remains is modeling. Th e idea is to model the global climate, introduce 
anthropogenic contributions, and monitor the changes that take place in the model. Climate 
is defi ned as “average” weather. Th e time scale for averaging is not well defi ned; it can span a 
year or several decades. Weather predictions and climate predictions are related, but they are 
not identical. Weather predictions are considered one of humanity’s oldest dreams. Initially, in 
many religions, the weather was seen as a divine response to human behavior. Science now is 
in the process of adopting the same thesis with a distinctly diff erent methodology and reason-
ing. Weather forecasting was initially part of mythology, superstition, and folklore, with early 
forecasters being high priests, witch doctors, or medicine men. Advanced scientifi c weather 
forecasting, based on the solutions of equations that refl ect rigorously tested physical laws, 
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is a skill acquired during the 20th century, and the eff ectiveness of the predictions more or 
less parallels the advances in digital computing. Th e usual validation of weather predictions is 
done by experiencing the real weather and comparing it with the predictions. Th e time span 
for predictions is measured in days, although recent long- term predictions measured in weeks 
and months are becoming more common. In many aspects climate predictions are easier than 
weather predictions because they smooth over sharp local and spatial extreme events. How-
ever, because present political decisions are driven mostly through response to local events, 
there is a strong incentive to develop climate models accurate enough to predict localized 
extreme events. Both the weather and the climate systems are modeled based on the physical 
laws described in the previous chapters. Th is is complicated because we saw in the previous 
chapters that the atmosphere is coupled to the oceans and to the land biota. We illustrate this 
complexity again in Figure 8.1. To monitor the anthropogenic contributions that amount to 
a mere 3% of the natural carbon fl uxes, we need to model the carbon and water cycles. But 
the biggest hurdle to modeling is probably not the modeling of the physical environment but 
the modeling of the human environment. One of the diffi  culties is cultural and educational— 
physical scientists investigate and model physical environments. Models are based on physical 























laws repeatedly tested under controlled laboratory conditions. Human behavior, however, 
individual or collective, is investigated by social scientists. Th e main tools that social scien-
tists use are statistical correlations between measurable quantities. Here we are required to 
use both methods. It is not surprising that some of the harshest criticisms of the results of 
the future impact of anthropogenic atmospheric emissions come from economists and politi-
cians. More about this later.
THE INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE
Th e kind of coordination we are looking for on a global scale requires global political and scien-
tifi c cooperation. On the scientifi c side, the global community met this challenge by creating 
the Intergovernmental Panel on Climate Change (IPCC) in 1988. Th e political coordination 
is still a work in progress, which will be discussed in Chapter 13. Th e IPCC was created by two 
United Nations (UN) organizations: the World Meteorological Organization (WMO) and 
the UN Environment Programme (UNEP). Th e role of the IPCC was to assess the scientifi c, 
technical, and socioeconomic information relevant to understanding the scientifi c basis of 
human- induced climate change. Th e IPCC does not collect data or carry out research; it acts 
to produce assessments based on published, peer- reviewed, scientifi c literature. Th ey publish 
periodic assessment reports (in 1990, 1995, 2001, and 2007) and technical reports. Some of 
the information we have presented so far is based on these reports.1
Th e constant interplay between governments and science unavoidably puts the IPCC in 
the middle of the global political debate on climate change. Th e IPCC tries to be policy rel-
evant and policy neutral— a shaky ground to stand on. Th e IPCC shared (with Al Gore) the 
2007 Nobel Peace Prize for the eff ort to “build up and disseminate greater knowledge about 
man- made climate change and to lay the foundations for the measures that are needed to 
counteract such changes.”2 Th e role of the IPCC will continue to be discussed as we proceed 
to discuss human involvement. Most of the recent political global activity related to climate 
change is stimulated by their reports. Because the main role of the IPCC is to provide the 
scientifi c and technical basis for political action, the main instrument at their disposal is mod-
eling. Th ey must try to predict outcomes of actions and inactions for all the issues related to 
climate change. It is not surprising that most of the modeling att empts are centered on this 
organization. Th e information in this chapter will be largely based on the IPCC’s 2007 report. 
Before we address the specifi cs of modeling, it will be useful again to look at the modeling on 
a more abstract level.
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Box 8.1
DETERMINISM, CHAOS, AND UNCERTAINTY
The era of modern science arguably starts with what is often referred to as the Coper-
nican revolution, named after the Polish priest Nicolaus Copernicus. Copernicus’s main 
contribution was the suggestion that astronomical observations at that time are easier 
to explain if Earth revolves around the sun, rather than, as was the common belief at the 
time, if the sun revolves around Earth. The culmination of this revolution is commonly 
associated with Isaac Newton, an English scholar who, among his other contributions, 
formulated three basic laws that associate forces with the detailed movement of objects 
and defi ned the basic force responsible for the motion of celestial objects. Newton’s 
fi rst law states that if an object does not experience a net force then it will remain at 
rest if it was at rest, and if it was not at rest, then it will continue to move at constant 
velocity in a straight line. Newton’s second law states what will happen to an object 
that experiences a net force. The object will accelerate in the direction of the force. The 
formula that describes this law is very simple and given as
 F = ma, [8.1]
where F is the net force and a is the acceleration. The proportionality constant is the 
mass m that describes the mass of the object. For a given force, a big object will acceler-
ate a little, and a small object will accelerate a lot. Newton’s third law simply states that 
forces never operate alone; they always come in pairs. That is, for every action that one 
object exerts on another, there is a reaction force that the second object exerts back.
The issue of direct interest to us here is the second law. Acceleration is the change 
of velocity with time. The second law tells us that if we know the net force being applied 
to an object and we know its mass and its position and velocity at any time then we 
should be able to calculate the changes in velocity (because we know the accelera-
tion) and the changes in position at any time. More than that, we can apply this simple 
formula backward and calculate the entire history of the object. If we now extrapolate 
this statement to the entire universe— if we fi nd all the forces that act on objects in 
the universe and the masses of these objects and measure the positions and velocities 
of all these objects at one particular time— then Newtonian mechanics tells us that we 
should be able to calculate the future and the past of the universe. The universe, accord-
ing to this picture, is fully deterministic. All that we need in order to model the future of 
the universe is to get complete information about its present. Moreover, we can validate 
the model by calculating the past and compare it to what we actually know happened 
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MODELING
Th e usual outcomes of modeling the anthropogenic contributions to the global climate are 
future trace- gas concentrations, global mean temperature changes, and predicted mean sea- 
level rise.1 Th e reasoning is sequential— we estimate the changes in trace- gas concentra-
tions based on socioeconomic analysis of the global society, which includes projections as to 
changes in population growth, standard of living, energy mix, and so forth. Th ese estimates 
let us calculate future atmospheric concentrations of greenhouse gases (GHGs). Th ese con-
centrations in turn allow us to calculate average radiative forcing. Earth responds to forcing by 
increasing its average temperature, and the rise in the average temperature, in turn, causes the 
sea level to rise. Th e modeling involves covering the area that we model with a grid. Each unit 
of the grid has inputs and outputs of material and energy, depending on the changes that take 
place within the unit. What usually distinguishes relatively simple models from much more 
complicated models is the size and dimensionality of the grid. Even the most complex climate 
models used to project climate over the next century have a typical horizontal resolution of 
hundreds of kilometers. Th e computing power needed to increase the resolution to the size of 
a small country or a typical size of a large city is not yet available. Many important elements 
of the climate system, such as clouds and land structures, are much smaller than this scale. 
Th e infl uence of these subgrid elements on the climate model is usually introduced through a 
process called parameterization. Th ese parameters are typically some average quantities either 
computed with much more restricted models or directly measured at few locations. All mod-
els, no matt er how complex, require parameterizations and the uncertainty associated with 
them. A valid question is, why not always use the most elaborate, three- dimensional models? 
Th e main reason is time and economics. If one needs to investigate changes in predictions as a 
result of changes in many input parameters, then it is oft en impractical to use the most expen-
sive and time- consuming computer models.3– 5
in the past through direct measurements. In many ways, this is the essence of modeling 
the climate of Earth. We assume that the system is Newtonian.
The weather is famous for being unpredictable, and indeed we cannot necessarily 
predict the exact future of every Newtonian system. Our prediction depends on evolving 
the system from some initial conditions. If the system turns out to be very sensitive to 
these initial conditions, then very small changes in the initial conditions, which can result 
from unavoidable small errors in measurements, can lead to widely divergent evolutionary 
trajectories. We call such systems “chaotic.” Major contributions to the understanding of 
chaotic systems have come from meteorologists trying to predict the weather.
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FEEDBACKS, UNCERTAINTY, AND PREDICTIONS
As Figure 8.1 reminds us, land, sea, and the atmosphere are interconnected through various 
chemical and physical processes that take diff erent times to equilibrate, ranging from processes 
that have practically instantaneous equilibration to processes that can take thousands of years, 
such as the equilibration between deep ocean water and the atmosphere. Th ese equilibration 
processes change with the temperature. Water evaporation can serve as a good example for 
some of the complexities of these interdependencies— this issue was discussed in some detail 
in the previous chapter. Other areas in which feedbacks play important roles include snow and 
ice coverage, vegetation coverage, and the various processes that take place in the carbon cycle. 
Most models include at least some aspects of the fast- feedback processes— but the uncer-
tainties are signifi cant. Th ese uncertainties are compounded by the uncertainties in modeling 
human contributions to the emissions of GHGs because such modeling requires estimates 
of future social behavior, including future energy policy, price of fuel, changes in the stan-
dard of living, and changes in wealth distributions— not counting catastrophic events such 
as wars and natural calamities. Th e concept of climate sensitivity was introduced to separate 
the uncertainties involved in studying the feedback processes and uncertainties in estimating 
future human behavior. Climate sensitivity calculates the expected average global temperature 
increase for a given increase of the atmospheric concentrations of GHGs. A typical yardstick 
oft en used is the expected global average temperature increase as a result of a doubling of 
atmospheric carbon dioxide concentrations from preindustrial levels.
A typical set of predictions from the IPCC IV report are shown in Figure 8.2. Figure 8.2 
shows a bound area that indicates the uncertainty in the predictions and a line in the middle 
of the most likely prediction. Th e horizontal axis measures the GHG concentrations in units 
of CO2 equivalents (see Chapter 6 on radiative forcing). Taking the IPCC metric for climate 
sensitivity as measure of the equilibrium temperature due to doubling the GHG concentra-
tion from the preindustrial level of 280 ppmv, one obtains value of 3°C with an uncertainty 
of 2°C to 4.6°C. In principle these numbers should refl ect pure physical measurements with 
much smaller uncertainty because one should be able to construct a relatively simple model 
such as a greenhouse, adjust the properties of the glass to refl ect the desired radiative forc-
ing, and measure the resulting temperature increase for various light intensities. Aft er all, 
Earth is a physical system that one could simulate. In principle, this should have nothing 
to do with ability to predict the future because all the uncertainty in predicting the future 
is anchored on the prediction of the atmospheric concentrations of the GHGs. Th e main 
uncertainty in the predictions of Figure 8.2 rests on our limited knowledge of a compli-
cated greenhouse such as Earth. Two issues stand out. First, the temperature in Figure 8.2 is 
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equilibrium temperature, and we do not have a very good idea about equilibration times of 
the temperature mainly, again, because of the strong interconnection between the atmosphere 
and the land and the sea. Second, the uncertainty also rests on the fact that a signifi cant con-
tribution to the climate sensitivity comes from the contributions of the feedback mechanisms 
previously described. Feedback mechanisms will also be discussed in future chapters and are 
oft en referred to as tipping points. Figure 8.2 also includes division of the climate sensitivity 
area into a few domains that describe various stabilization regimes. In future chapters I will 
explore the probable consequences of these regimes.
VALIDATION
How do we know how good these predictions are? In terms of weather forecasting, we have 
no problems— the next day or so we know how close the forecaster was to the actual weather, 
and in time we develop either faith or skepticism about the ability of the forecaster. Decadal 
climate forecasting is a diff erent business. None of us will live long enough to test the accuracy 
of such forecasters. Yet we are expected to devise policies based on these forecasts— some of 
which require painful sacrifi ces.
Figure 8.2. Projected global temperature increase as a function of the increase in atmo-
spheric concentrations of GHGs expressed in CO2 equivalents. Th e roman numerals indicate 
various stabilization scenarios.
Source: Intergovernmental Panel on Climate Change (2007).5
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Th ere are three ways that existing climate models are being tested:
 1. Th e fi rst method is very similar to validations of models used for weather forecast-
ing. Th e climate model can run over a number of years of simulated forecast, and 
the climates generated by the model are constantly compared with observations. 
For a model to be considered valid, the average distribution and seasonal variations 
of parameters such as surface pressure, temperature, and rainfall must compare well 
with observations. All present climate models being considered by the IPCC pass 
this test.
 2. In the second method, models can be compared against simulations of past climates 
when the distribution of past climatic variables, such as variations in the orbital 
motion of Earth around the sun aff ecting the distribution of solar energy on Earth, 
is signifi cantly diff erent from their present values. Th e largest manifestation of such 
changes is during ice ages. In Box 8.1 we saw that the basic assumption made on the 
global system is that it is deterministic and Newtonian. We know of many physical 
non- Newtonian systems. Th ese systems may be too small, and as a consequence, both 
their position and velocities cannot be determined simultaneously to a perfect accu-
racy (i.e., they are subject to Heisenberg’s famous uncertainty principle). Or these 
systems move very fast, resulting in space and time that change with velocity; such 
systems are subject to Einstein’s relativity theory. Presently, nothing in Earth’s climate 
system requires deviating from Newton’s laws. Th e Newtonian approximation is a 
very good approximation for Earth’s material and energy balance. A key feature of 
the Newtonian approximation is that once we know in detail the situation at any par-
ticular time, we can, in principle, insert all the velocities, positions, masses, and forces 
into Newton’s equations and calculate the properties at other times— future and past. 
Th ese systems should be symmetrical to time reversal. Th e time- reversal symmetry 
enables us to test the models by inserting present- day measurements to calculate the 
climate in the past. We can try to validate these “predictions” through direct measure-
ments by using the techniques described in Chapter 3.
 3. Th e third way is to use the models in order to predict eff ects of large perturbations on 
climate. Th ese perturbations include the El Niño eff ects, large volcanic eruptions, and 
so on. Here the present models are not yet very eff ective mainly because of the limited 
spatial resolution that they off er.
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THE RISE IN SEA LEVEL
Sea- level rise is probably the most directly disruptive predicted outcome of global warming.6 
Over half the world population, about 3.2 billion people, presently occupy a narrow zone of a 
width of about 200 km that stretches along the coasts of the global oceans and are bound to be 
directly aff ected by a signifi cant rise in the sea level.
History
Figure 3.2 in Chapter 3 describes the temperature history of Earth over the last 400,000 years. 
Th e data for this fi gure came from the study of the Vostok ice core in Antarctica. Th e main cli-
matic cycles in this fi gure are astronomically driven temperature oscillations with a dominant 
period of about 100,000 years. Th e fi gure shows that we are now in the warm phase of the last 
ice age that started more than 100,000 years ago with the temperature dropping by about 5°C. 
Th e temperature oscillated around this value for the next 80,000 years. About 20,000 years 
ago, the temperature started to rise again. In the previous chapter we saw connections between 
the energy cycle and the water cycle. As the global temperature started to fall, the temperature 
diff erence between the polar regions and the equator was also increasing. Th is process drove 
water evaporation from the oceans to end up as precipitation on land in the form of snow and 
ice. As snow falling in the wintertime exceeds snow melting during summertime, glaciers form 
and grow. Th e formation of glaciers peaked around 20,000 years ago. Glaciers at that period 
covered much of North America, Europe, and large areas in Asia. About one- third of the pres-
ent land surface was covered with ice. Th is process essentially moved water from the oceans 
to land. Th e resulting sea level at the peak of this process was about 125 m below today’s sea 
level— Alaska was linked to Siberia, England was linked to the European continent, Papua 
New Guinea was linked to Australia, and Tasmania and Malta were not islands. As the climate 
started to warm, the melting during the summer started to surpass snowfall during the winter, 
and the glaciers started to melt and retract. Water started to move back from land to sea with 
a resulting rise in the sea level— this process continues to take place today. Th e warm period 
in the cycle is called the interglacial period. Th ere is strong geological evidence to suggest that 
during past warm periods, sea levels were on the average between 3 m and 20 m higher than 
current sea levels.
Mechanisms for Sea- Level Rise
Th e sea level rises during the warming periods for two main reasons. First, with a few impor-
tant exceptions, all objects expand with increasing temperature. Th e water in the oceans at 
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temperatures above 4°C expands with increasing temperature. As a result of this expansion, 
the volume of the water increases and the sea level rises. A simple quantitative estimate of this 
process is given in Box 8.2. Second, ice caps, ice fi elds, and mountain glaciers are melting. In 
this process water returns from land to sea. Th is process is more diffi  cult to model because 
it depends not only on the average temperature but also on the distribution of temperatures 
between diff erent regions. Such distributions are diffi  cult to model because of the models’ lim-
ited spatial distributions. Th e projected sea- level rise is at the end of the predictions of climate 
changes. All the uncertainties accumulate. Th e most important parameter for the prediction 
of sea- level rise is the predicted rise in average global temperature. Figure 8.3 is an example 
of the IPCC predictions of future sea- level rise superimposed on actual measurements from 
the beginning of the 19th century. Th e sea level was gradually rising in the 20th century and 
continues to rise with an accelerated pace.
Figure 8.3. Predictions of the sea- level change under climate change scenarios





































With a few important exceptions, the volume of all objects increases with temperature. 
The parameter that describes the degree of this expansion is the coeffi cient of thermal 
expansion, defi ned as







A very important exception to this rule is water at temperatures between 0°C and 
4°C. At this temperature range, the volume of a fi xed quantity of water decreases with 
rising temperature. The coeffi cient of thermal expansion becomes negative. Because of 
this property, the volume of a given quantity of liquid water is smallest at 4°C. Because 
the density of a material is defi ned as the ratio of weight to volume, the density of liq-
uid water is highest at 4°C. This means that water at 4°C is heavier than water at 0°C, 
where it can be in equilibrium with ice. The heavier water can sink and the ice can fl oat 
on top of it. That is why lakes and ponds freeze fi rst at their upper surface.
Calculati ng the Rise in Sea Level
We will calculate here the expected sea- level rise due to thermal expansion of ocean 
water as the average global temperature rises by 3°C, a value that roughly corresponds 
to doubling of the preindustrial levels of CO2 atmospheric concentration. The coef-
fi cient of thermal expansion of water at 15°C is 1.5 × 10– 4 C– 1 (the units of this coef-
fi cient are inverse temperature). The area of Earth’s ocean is 0.36 billion km2. To cal-
culate the volume of water, we need the depth. The average depth of Earth’s oceans 
is about 5 km. However, as was discussed in Chapter 4, in the context of the carbon 
cycle, differences in salinity and temperature result in a density distribution that affects 
the mixing between the deep ocean and the surface ocean and slows it to the order of 
thousands of years. It will take that long for the extra heat to diffuse to the deep oceans. 
For shorter periods (compared to human experience), the surface ocean and the deep 
ocean are thermally isolated from each other. The dividing line is sometimes called the 
thermocline. On average it falls at a depth of 1 km. This layer is also not uniform: the 
surface layer that spans approximately the fi rst 100 m is homogeneous because the mix-
ing due to surface winds and surface currents is very effi cient. The next layer, called the 
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pycnocline zone, is a transition layer between the deep ocean and the surface layer. In 
this layer the temperature changes with depth such that the upper boundary matches 
the temperature of the surface zone whereas the lower boundary matches the tem-
perature of the deep ocean.
Let us now calculate the rise in the sea level due to the thermal expansion of just 
the surface level due to a homogeneous temperature rise of 3°C. In the previous equa-
tion, the volume appears in the denominator and a change in volume appears in the 
numerator. We can assume to a very good approximation that as long as the sea- level 
rise is small, the change in the surface area is small and can be neglected. That means 
that the unchanged surface area of the oceans appears in both the numerator and the 
denominator and cancels out, and the equation can be rewritten as
 Coefficient of volume expansion =
1
Depth of surface l ayer
⊗
Sea level rise
Change in temperature . [8.3]
If we now insert the value of the coeffi cient of thermal expansion (1.5 × 10– 4 C– 1), 
the depth of the surface layer (100 m), and the change in temperature (3°C), then the 
expected rise in sea level should be 0.045 m or 4.5 cm. Much more elaborate models 
that take into account temperature changes in the pycnocline levels predict, under the 
same circumstances, a rise in sea level due to thermal expansion to be in the range of 
15– 28 cm.
ANTARCTICA
It is obvious from Table 8.1 that catastrophic consequences will result from the melting of 
the Antarctic ice. Antarctica is not yet melting. Ice cover of Antarctica is slightly increasing. 
In Chapter 14, where I discuss early signs of climate change, we will see that at the edges, 
ice starts to break. In terms of sea- level rise, Antarctica now serves as a water sink and not a 
water source.
Antarctica is the southernmost continent, covering approximately 14.2 million km2 (5.5 
million square miles). It is divided into two unequal parts, East and West Antarctica, sepa-
rated by the 3200 km long Transantarctic Mountains. East Antarctica, a high, ice- covered pla-
teau, is the larger of the two regions. West Antarctica consists of an archipelago of mountain-
ous islands covered and bonded together by ice. A great deal of the ice in West Antarctica is 
bonded to the rocks on the fl oor of the sea and thus lies below sea level. Th e average thickness 
of the ice in Antarctica is 2 km. Many parts of the Ross and Weddell Seas that penetrate the 
continent are also covered by ice shelves and ice sheets that fl oat on the sea.
 Modeling 121
Antarctica was ice- free during most of its history, but it was diff erent both in location and 
shape. It was further away from the South Pole and it included Australia and parts of Asia and 
South America. Continental drift s over time are responsible for the present layout of the con-
tinents. Th is does not exclude the possibility that Antarctica will again be ice- free. Th e climate 
in Antarctica is very cold: the mean winter temperatures are – 20°C to – 30°C (– 4°F to – 22°F) 
on the coast and – 40°C to – 70°C in the interior. Midsummer temperatures are 0°C (32°F) 
on the coast and – 20°C to – 35°C (– 4°F to – 31°F) in the interior. On the Antarctic Peninsula 
summer temperatures can be as high as 15°C (59°F). Because of the low temperatures, the 
Antarctic atmosphere is very dry. What litt le humidity in the air there is comes from the ice- 
free regions of the surrounding southern oceans. As a result of the low humidity, the average 
precipitation in the polar plateau is only 50 mm (2 in.; water equivalent) per year and about 10 
times as much in the coastal regions. In that sense the polar plateau must be considered like a 
dry desert in spite of the fact that the surface is covered with a thick layer of ice (the common 
defi nition of a desert is an area with annual precipitation of less than 10 in.). As the projected 
temperature rises, the humidity will increase and as long as the average temperatures remain 
well below freezing, most of the resulting precipitation will be snow, resulting in a net removal 
of liquid water from the oceans and thus a net decrease in sea- level height.
TIDES, GRAVITY, AND HOW HIGH IS HIGH
Are the oceans one big, fl at surface that stretches around Earth, around which about half the 
world’s population has sett led, so that any rise in sea level relative to the surrounding land is a 
major threat? Not exactly.
Th e height of the surface of the oceans and connected estuaries, bays, and lagoons is in 
constant change. Every 25 hours and 50 minutes we experience two high tides and two low 
Table 8.1. 
Estimated potential maximum sea- level rise from total melting of present- day glaciers
Location Volume (km3) Potential sea- level increase (m)
East Antarctic ice sheet 26,039,200 64.80
West Antarctic ice sheet 3,262,000 8.06
Antarctic peninsula 227,100 0.46
Greenland 2,620,000 6.55
All other ice caps, ice fi elds, and valley glaciers 180,000 0.45
Total 32,328,300 80.32
Source: US Geological Service.7
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Box 8.3
TIDES AND GRAVITY
The formulation of the law of gravity and its relation to the formation of tides can be 
traced to Isaac Newton, the same giant of modern science discussed in Box 8.1 in the 
context of his laws of motion.
Newton felt that the laws of motion that worked on the surface of Earth should also 
apply to the motions of stars and planets in the sky.
The moon is orbiting Earth, and all the planets orbit the sun. What force drives their 
orbital motion? Newton’s genius was to recognize that this force that keeps us “glued” 
to the surface of Earth is the same one responsible for the fall of all unsupported 
objects. Newton was able to quantify this force of gravity with the following equation:
 Force of gravity = Constant ×
Mass of object1 × Mass of object2
Square of distance between the objects
, [8.4]
where the constant is a universal constant measured with a great deal of precision by 
using laboratory experimental setups. The gravity force in this form explained the tra-
jectories of heavenly bodies but also predicted the existence of unknown planets from 
the deviations from the calculated trajectories. These predictions were later confi rmed 
by direct observations. Now let us look at the Earth– moon system a bit more closely.
Earth and the moon are two masses that attract each other through gravitational 
force. The force changes with the square of the distance between the objects. Point A 
in Figure 8.4 is closer to the moon than point B. As a result the gravitational force on a 
given mass of A is stronger than on a given mass of B. This difference in forces has only 
slight effects on solid materials, but water is free to move, and the water of point A 
moves away from its solid support closer to the center of Earth, which experiences less 
tides. Th e height diff erence between the high and low tides in the middle of the ocean is about 
1 m (3 ft .), but in a few places it can reach much greater heights. In the Canadian Bay of Fundy, 
the diff erence between high and low tides can reach 16 m (54 ft .). Th ese height changes are 
sometimes depicted as the “heartbeats” of Earth. When humans inhabit the coastline, they 
usually have to take into account these heartbeats; otherwise they can fi nd themselves in deep 
water. What are the reasons for these heart beats? In one word, gravity. A simple description 
that connects gravity with tides is given in Box 8.3.
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RAMIFICATIONS OF UNCERTAINTIES
Emphasizing the uncertainties involved in our att empts to model the future was unavoidable 
until now. Uncertainties and margins of error tend to leave us skeptical, and the most obvious 
retreat in the face of such skepticism is to do nothing and hope everything will turn out OK. In 
spite of these uncertainties, the overall trend is inescapable: the continuing use of fossil fuels is 
changing the composition of the atmosphere, and this change leads to an average temperature 
increase that in turn will cause the sea level to rise. How much of a rise and when it will happen 
are subject to uncertainties. Th e time that most of the models address is hardly beyond our defi -
nition of “now” (Chapter 2). Uncertainties are funny— we might be wrong in either direction. If 
we could be wrong, then it might be useful to take (and prepare for) the worst- case scenario. As 
far as humans are concerned, the worst case scenario is that the global temperature will rise to 
such a degree that all global ice and snow will melt. Table 8.1 shows the potential rise in sea level 
as a result of such a meltdown. Th e rest of the book tries to analyze the consequences of our role.
Figure 8.4. Earth and the moon
Earth MoonAB
of a pull because of the larger distance. The reverse is happening at point B but with the 
same fi nal result. Here the solid support is closer to the moon and it pulls away from 
the surface water. The result is again high tide. Between A and B, we have the points of 
low tide. The result is two high tides and two low tides per cycle. A cycle consists of 
Earth’s spin around its axis corrected for the changing position of the moon during this 
time period. Because the two motions are in the same direction, one cycle takes about 
25 hours and 50 minutes. The sun’s gravitational pull makes a contribution, but it is con-
siderably smaller than that of the moon because of the much larger distance between 




Human Involvement, the Separation 
of Variables, and the IPAT Identity
In the previous chapter I described the eff orts to predict the climatic consequences from a given set of emission scenarios. Th e modeling of anthropogenic contributions to future cli-
matic trends is now being coordinated by the Intergovernmental Panel on Climate Change 
(IPCC). Th e political coordination is still a work in progress. Th e models start with a scenario for 
socioeconomic projections that assume population growth, changes in gross domestic product 
(GDP) and GDP distribution, and total energy use and energy mix that drive these projections. 
From these data the quantity of greenhouse gas (GHG) emissions are estimated. Th e dynamics 
of the distribution of the GHG between air, land, and oceans are modeled; from these models, 
future atmospheric concentrations of GHG are being estimated. Based on present radiative forc-
ing estimates (Chapter 6) of these gases, the future increase in the average global temperature 
can be estimated. Th is estimate can be translated into terms such as the potential rise in sea level 
and local changes in the frequency of weather extremes. Up to now, the book focused on science; 
the socioeconomic projections were hardly mentioned. Th e rest of this book will focus on the 
socioeconomic and political aspects of anthropogenic contributions to future climate changes.
SEPARATION OF VARIABLES
As was mentioned in Chapter 8, the essential role that both the socioeconomic human factor 
and the science of the physical environment play in modeling future climate changes makes 
the issue very complex. A method was proposed in the 1970s to simplify the issue by formally 
presenting the increase in GHGs as a product of various factors so that dimensions of the vari-
ous terms will cancel out. Th is kind of analysis is referred to as dimensional analysis. In the 
context of environmental issues, this methodology is known as the IPAT identity,1– 3 where I 
stands for impact, P for population, A for affl  uence, and T for technology.
For emission of CO2 the identity can take the following form:
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GDP/population (or as it is more oft en expressed as GDP/capita) is the measure of affl  uence. 
Th is term was already discussed in Chapter 2 in the context of the linear relationship with 
energy use. It will be further discussed here and in more detail in Chapter 12. Th e rest of the 
terms are the technology part of the identity.
In this chapter I will discuss the fi rst three terms of this equation, which is the foundation of 
the present political, global discussion, oft en referred to as the Kyoto process, to wrestle with 
these issues. Th is process will be covered in Chapter 13. Th e discussion in this chapter is based 
on data from United Nations (UN) and World Bank databases— data for which are supplied 
mostly by individual countries. Th ese data oft en carry agendas beyond an academic interest 
and are oft en criticized for that reason. Th e advantage of these data is that they are transparent 
and are freely available through the Internet. Th e numbers are more or less compatible with 
other available databases and any serious challenge to these data can be immediately explored.
Th e IPAT equation is convenient for discussion because it allows us to diff erentiate the 
various contributors to climate change. It is not necessarily correct— one can achieve dimen-
sional agreements through other devices. However, one can examine the validity through the 
available data and conclude that, although simplifi ed, it is essentially valid. Our discussion will 
be based on this equation. In this chapter I will discuss the fi rst three terms on the right side of 
the equation and in the next chapter I will examine the last two terms.
POPULATION
Figure 9.1 shows the UN estimate for changes in the world’s population over the next 50 years. 
Th e world’s present population is about 6 billion, and it is estimated that in about 50 years, 
the population will increase by about 50% to about 9 billion people. One can see from the 
fi gure that the rate of global population increase (the slope of the curve) decreases with 
time. It is estimated that this decrease will continue until we reach a stable population of 
about 10– 11 billion people toward the end of the 21st century. Similar to the projections in 
Chapter 8, these population change estimates are based on models of the socioeconomic devel-
opments in the near future (within our “now” period discussed in Chapter 2). Th e estimate in 
Figure 9.1 is the UN’s median estimate— one can fi nd high estimates and low estimates based on 
somewhat diff erent scenarios— just like climate modeling in Chapter 8. Since these estimates are 
available for the last 50 years, one can compare their validity with the actual population growth. 
Th e median estimate is doing well by this measure, and is the one that I am using here. Th e pro-
jected population growth is not geographically uniform. Th is is shown in Figure 9.2.
Figure 9.2 shows the projected continental distribution of population growth. Asia domi-
nates the growth picture and is projected to increase its share of the world’s population. Perhaps 
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Figure 9.1. UN median estimate of the world population
Source: UN Department of Economic and Social Aff airs (2004).4
Figure 9.2. Projected continental distribution of estimated population growth
Source: UN Department of Economic and Social Aff airs (2004).4
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more important than the projected continental distribution is the distribution of wealth and 
its correlation with demographic distribution.
Figure 9.3 shows the population growth rate for 10 countries that together account for 
more than 50% of the world’s population as a function of their GDP per capita. Th ere are seri-
ous complications one encounters when using GDP per capita to measure a country’s wealth. 
Most important among these is that many factors that directly infl uence GDP per capita have 
nothing to do with the wealth of a country. Chief among these factors are devaluation of cur-
rency and infl ation in the country that serves as a reference. To account for some of these 
issues, the measure in Figure 9.3 is normalized to US$ in one particular year (1995). Usually 
more adjustments are needed, and some will be refl ected in data presented in this and subse-
quent chapters. Th is topic will be discussed further in Chapter 12.
In Figure 9.3 I compare the population growth rates for 1975 and 2003. Inspection of 
this fi gure immediately brings to our att ention the most important trends that led to the UN 
projections together with some inadequacies of my presentation here. Let us start with the 
Figure 9.3. Population growth as a function of GDP per capita for the following coun-
tries (in increasing GDP per capita for 2003): India, China, the Philippines, Egypt, Russia, 
Mexico, Brazil, France, the United States, and Germany
Source: World Bank.5
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latt er— a critical reader will observe that the data for 10 countries are shown in the 2003 
population growth data while only 9 are shown in the 1975 data. In addition, the population 
growth of one poor country in the 2003 data drops way below the general trend. Both issues 
revolve around Russia. I could have eliminated both issues by not including Russia in the 2003 
data, but I chose not to do that. Th e reason for Russia’s behavior is clear— in 1975 Russia was 
part of the Soviet Union, and the World Bank database did not keep separate statistics for 
Russia. Th us its separate GDP was not available, and the drop in the population growth rate 
refl ects the upheaval. I chose to include Russia mainly to emphasize two points: First, aside 
from esthetic considerations, we do not sacrifi ce any information by including Russia in the 
2003 data— we do not take any averages to be distorted by Russia’s abnormal behavior, and we 
clearly mark the value of each country. Second, to get general trends we should be able to fi lter 
out stark deviations from the trend aft er satisfactorily accounting for the deviations specifi c to 
each country that do not aff ect the trend. Two general trends can be easily observed: in both 
years the population growth of the richer countries is lower than for the poorer countries, 
and there is a marked decrease in population growth for the rich and poor countries from 
1975 to 2003. Th e poorer countries are experiencing a larger decrease in population growth 
than the richer countries (because they started from a much higher base). Th ese conclusions 
are not based on the data in Figure 9.3; it is always dangerous to stipulate a trend based on an 
extrapolation between two data points. Th e World Bank and similar data sources provide a 
continuous set of data (subject to availability) from around 1950, yearly, for all countries. Th e 
trends can withstand the scrutiny of adding more countries at more frequent time intervals. 
Th e predicted saturation of the world’s population (a population growth of zero) can already 
be seen in the developed world.
What are the reasons for the observed global decline in population growth crucial to the 
predictions of population impact on environmental changes? Th e underlying reasons are the 
topic of intense research eff orts— which usually means that the issue is important and not 
well understood. It might also mean that we need some historical perspective in order to sort 
out important causes from less important ones. In all the main scenarios people use to try to 
explain the trend, women’s increased participation in decision making, education, and pro-
fessional and societal aspirations play a central role. However, many questions remain. For 
instance, GDP per capita is an average number that refl ects the economic well- being of a coun-
try. Fertility rates in most countries, with some very notable exceptions such as China, are 
results of individual decisions. Some of these decisions are the result of individuals acquiring 
control over reproductive processes, and some are not. Th e declining population growth can 
also be seen in theocratic countries such as Iran and Saudi Arabia, in which major obstacles 
still remain for women’s equality.
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Whatever the causes, the trend is clear— a major decrease in population growth will gradu-
ally stop the global population increase in stages. First, the population of the developed, rich 
countries will reach zero growth, a process that in many developed countries is already on its 
way. Th is will be followed by population saturation in developing countries. Th e result of this 
diff erential rate is that toward the end of the century, when the population is estimated to reach 
10– 11 billion, 90% of this population will reside in countries now classifi ed as developing.
GROSS DOMESTIC PRODUCT
Can the world be divided into rich countries and poor countries, and what are the dividing 
lines?
Currently (2003), the UN is working with the following classifi cation: high- income coun-
tries are the 56 countries with GDP per capita greater than US$9000— they include most 
European countries, the United States and Canada, Australia and New Zealand, and few small 
Asian countries. Middle- income countries are the 72 countries with GDP per capita smaller 
than US$9000 and greater than US$735— these include countries such as China, Egypt, Bra-
zil, Turkey, and so forth. Low- income countries are the 64 countries with GDP per capita 
smaller than US$735— these include countries such as India, Nigeria, Pakistan, and others.
One can take the total GDP of each category, divide by the total population of countries 
that belong to a certain category, and calculate the average GDP per capita for that particular 
group of countries. Table 9.1 shows the results together with the corresponding value for the 
entire planet. All of this is a snapshot of the present situation (2003). Here we att empt to make 
projections at least to the edge of “now.” Figure 9.4 shows some of the trends that need to be 
accounted for. Th e fi gure shows the changes in the GDP per capita since 1960 for India and 
the United States. India was chosen as an example because it is the most populous country 
in the low- income group while the United States was chosen because it is the most popu-
lous country in the high- income group. You will notice something peculiar in the graph not 
Table 9.1. 
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yet mentioned in this book. Th e scale of the vertical axis is not linear: 100– 1000 is the same 
distance on the vertical axis as 1000– 10,000, which on a linear scale would take 10 times the 
space. Such a scale is called a logarithmic scale. It is used here because the Indian GDP per 
capita is more than a factor of 10 smaller than the US GDP per capita. If we showed both coun-
tries on the same linear graph, then the scale of the graph would have to be adjusted to that of 
the United States, and India will be extremely close to the horizontal axis. Plott ing them on a 
logarithmic scale makes both economies visible and relatively easy to compare.
I will push this a bit further. Inspecting the two lines on this scale, we notice that the US line 
is approximately a straight line, while the India line changes to an increased slope around 1980. 
Straight lines on this scale means exponential growth with a constant growth rate (remember 
Chapter 2). One can calculate this rate from the graph. In this case I will skip the details. Th e 
rate for the United States is 1.5%. Th is rate is expressed in constant US dollars, which means 
that the infl ation rate in the United States is discounted. We can do the same for India— the 
Indian economy grew until 1980 at an approximate rate of 0.9% in real US dollars, followed 
by an accelerated rate of approximately 2.5%. Th ese calculations are performed with units that 
already discount population growth (because we calculate GDP per capita) and infl ation in 
Figure 9.4. Recent history of the GDP per capita of India and the United States in constant 
1995 US$
Source: World Bank.5
132 Climate Change: The Fork at the End of Now
the United States. It is an old axiom of geometry that two unparallel, straight lines must meet 
somewhere. From the graph, we can calculate where the lines will meet. If the US economy 
continues to grow at the same rate that it grew since 1960, and the Indian economy continues 
to grow at the same rate that it grew since 1980, then the two economies will have the same 
GDP per capita in about 300 years. Th is time is way beyond “now,” but it is a trend that needs 
to be seriously considered. Presently the average American is richer than the average Indian by 
a factor of about 60. When the two extrapolated economies will converge in terms of an aver-
age individual standard of living 300 years from now, the GDP per capita of the two econo-
mies will reach the astronomical number of 3.5 million US$ (this is already aft er discounting 
infl ation and population growth). Such is the power of an extrapolated exponential growth 
without imposed limits.
ENERGY INTENSITY
Th e third term in the IPAT equation is energy/GDP— how much energy a country needs to 
generate a unit of GDP. Th e lower the number, the more effi  cient the use of energy to enhance 
the standard of living. Th e common name for this is the energy intensity. In Chapter 2 we saw a 
graph of GDP versus energy use (Fig. 2.4). Th e data in that fi gure were a 1- year snapshot (2000) 
and show an approximate straight- line (linear) behavior with a great deal of scatt er because for 
that particular year, the energy intensity was approximately constant, independent of how rich 
the country was or how much energy it used. I introduced the graph in Chapter 2 in order to 
emphasize why the use of fossil fuels became such an important policy issue. Th e perception is 
that use of low- cost fossil fuel energy directly leads to an increase in the standard of living. Th e 
opposite is also believed to be true— att empts to limit the use of fossil fuels as an energy source 
will directly aff ect the growth of economic activity. Th is is the main reason that the US adminis-
tration in 2004 refused to sign the Kyoto Protocol, which att empts to limit the growth in GHG 
emissions— an issue that will be discussed in some detail in Chapter 13.
Figure 9.5 shows another aspect of this issue: the recent history of changes in energy inten-
sity for India and the United States. Th e fi gure starts in 1975 where Indian energy use was 
about 25% more effi  cient (i.e., the energy intensity was about 25% smaller) than that of the 
United States, and the fi gure ends in 2000 where the energy intensity of both countries con-
verges. Th e converging point marks about a 25% decrease in the energy intensity of India 
and about a 38% decrease for the United States (i.e., an increased energy effi  ciency for both 
countries). Th e reason for this increased effi  ciency is now a topic for a major research eff ort. 
Unquestionably, the reasons involve changes in the importance (or, to use a term that econo-
mists use, “weight”) of the various components used to calculate the GDP— changes away 
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from energy- dependent heavy industry and agriculture and toward service and information 
industries, which are less dependent on energy. In Chapter 12 we will return to this issue to 
explore the sensitivity of our changes in energy use to the price we pay for energy.
SUMMARY AND VALIDATION
In this chapter we have examined three concepts from the right- hand side of the IPAT equa-
tion. We found that the global growth in population is decreasing, with a predicted saturation 
of the global population at around the end of the century. Inspection of the data shows that the 
global standard of living as measured by the GDP per capita is increasing exponentially, with 
recent growth of the most populated developing countries outpacing the economic growth 
of developed countries. We found that the recent trends in energy intensity are down, which 
means we can produce more economic activity with a smaller input of energy globally.
Th e role of the last two terms of the equation and the probable limits to the trends we are 
discussing here will be explored in the next two chapters. At this stage I will develop a scenario 
of a fossil fuel– based economy in which the mix of fuels (coal, natural gas, and petroleum) 
does not vary too much across the world. In that case the last two terms will remain constant, 
Figure 9.5. Recent history of energy intensity of India and the United States
Source: World Bank.5
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independent of energy use, GDP, and energy intensity, and our att ention will shift  to the left - 
hand side of the IPAT equation.
For all the reasons that we have examined, our collective aspirations are to minimize emis-
sion of CO2 per capita and maximize the generation of GDP per capita. However, in order to 
do that we must fi rst examine if the IPAT equation is just an att empt to separate the various 
reasons for generating GHGs so that the units on the right side of the equation agree with the 
units on the left  side (dimensional analysis) or if the functional relation is actually supported 
by the available data.
Figure 9.6 shows the recent history of CO2 emissions for India and the United States. Th e 
CO2 emissions are divided by the population, thus moving the population term from the 
right- hand side to the left - hand side of the IPAT equation and, in so doing, normalizing to 
the increase in population of the two countries. Th e fi gure is also presented in linear scale, 
although the closeness of the Indian data to the horizontal axis makes it very tempting to 
resort to a logarithmic scale. In the fi gure we see a sharp increase in the US emission from 1960 
to 1970 that, for reasons that will be explored in the next few chapters, levels off  aft er 1970. 
Th e Indian emission level (per capita) is steadily increasing, although it is still lower than the 
US emission by more than a factor of 10.
Figure 9.6. Recent history of CO2 emission per capita of India and the United States
Source: World Bank.5
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Figure 9.7 shows (this time in logarithmic scale) the recent history of the product of the 
GDP per capita and the energy intensity of India and the United States. Under the assump-
tions that the last two terms of the IPAT equation are constant, if the IPAT equation can be 
supported by the data, then the product of the GDP per capita and the energy intensity should 
refl ect the same trend as the CO2 emissions. Figure 9.7 shows that indeed this is the case.
If we decide to keep using fossil fuels as our main energy source, the feasibility of which 
and the possible alternatives to will be examined in the next two chapters, then the only way 
to minimize CO2 emissions and at the same time increase our standard of living (i.e., GDP 
per capita) is to decrease the energy intensity faster than the increase in the GDP per capita. 
Determining if there are upper limits to this process is an interesting problem— one in which 
I am trying to interest my economist friends with limited success.
BACK TO THE FUTURE
As was discussed in the previous chapter (Fig. 8.1), the predictions of the anthropogenic 
contributions to climate change are based on the predictions of our socioeconomic develop-
ment. Th e IPAT equation (equation 9.1) captures these developments as population, GDP, 
Figure 9.7. Recent history of the product of GDP per capita and energy intensity of India 
and the United States
Source: World Bank.5
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and terms that relate to energy use. Prediction of these developments is a diffi  cult task I will 
revisit in almost every remaining chapter of the book. Th e IPCC knows outcome predictions 
cannot possibly be bett er than the input that goes into the computer models that calculates the 
outcome. Th is is shown clearly in Figure 8.1. Th e IPCC is addressing these issues by avoiding 
predictions. Instead the IPCC relies on a set of scenarios. Every scenario is in essence a possible 
story of what will happen with an associated outcome that produces exact numbers as to the 
environmental stresses that result. Th ese numbers serve as the input to the computer models 
that calculate the climatic consequences of these scenarios. Th e scenario family includes 40 sce-
narios known as Special Report on Emission Scenarios (SRES).6 Th e IPCC emphasizes that it is 
not pretending to know what the future will bring and that the probability of any given scenario 
to materialize is the same as any other. Recently, I have tried to address the issue of whether, even 
in principle, we have a chance to avert a global disaster.7 In order to accomplish this I took two 
of the scenarios from the SRES compilation— one that represents a business- as- usual scenario 
and the other a friendlier (to the environment) scenario and superimposed these scenarios on 
recent changes in socioeconomic activities. Th e results in terms of projected growth of popula-
tion, GDP, and emission are shown in Figures 9.8– 9.10. Th e results in terms of energy use will be 
shown in Chapter 11, where I discuss alternative energy sources.
Figure 9.8. Real and projected changes in global CO2 emissions in billion tons of carbon
Source: Tomkiewicz (2010).7
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Figure 9.9. Real and projected changes in global population
Source: Tomkiewicz (2010).7
Figure 9.10. Real and projected changes in GDP per capita
Source: Tomkiewicz (2010).7
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Th e eye- catching aspect of this analysis is that although Figure 9.8 clearly shows that in 
terms of CO2 emission B1 is the environmentally friendly scenario and A2 is the business- as- 
usual scenario, Figure 9.10 shows that, on average, we are much bett er off  with the environ-
mentally friendly scenario. Th e reason is that the A2 scenarios predict a much faster population 
growth. However, in the beginning of this chapter it was shown that the median population 
growth scenario based on UN data, which has the best track record of accuracy, is very close 
to the B1 scenario, and we have discussed some of the driving forces predicted to continue to 
mitigate the population growth. One additional aspect of these fi gures is worth mentioning 
here— Figure 9.8 shows that the predictions for CO2 emissions until 2050 show very litt le dif-
ference; it seems we will get there no matt er what we will do. Th e diff erence starts to materialize 
aft er 2050. Th is is my fork. It starts even earlier than my earlier defi nition of now. In Chapter 11 




The main issues in this book are the climatic consequences of societal energy policies. I subscribe to the thesis that the decision about our future energy mix rests at the “bott om 
of the food chain,” with likely direct impact on most other collective policy decisions required 
in the near future. In terms of climatic consequences, the issue that needs to be addressed is 
the necessity and practicality of shift ing our energy use to energy sources that do not have cli-
matic consequences. All fossil fuels emit carbon dioxide upon burning and thus have climatic 
consequences. Th is chapter will concentrate on fossil fuels and examines two main issues: the 
amount of carbon dioxide emitt ed per unit of energy generated for diff erent fossil fuels (the 
last two terms in the IPAT [I for impact, P for population, A for affl  uence, and T for technol-
ogy] equation described in the previous chapter) and our present estimate as to how much 
fossil fuel is available to be used. Th e next chapter will examine alternative energy sources that 
do not emit carbon dioxide or that balance that emission with sequestration of carbon dioxide. 
Th e possible global transition to diff erent energy sources is so basic that some researchers call 
it the “global feeding transition” and try to equate it to how other organisms have dealt with 
a sudden need to change their food source. In order to be able to make a collective decision 
on such a transition in an orderly and nondisruptive way, we need to know as much as we 
can about how to extrapolate present policy decisions to future consequences and then try to 
extrapolate as far into the future as we can. In the last chapter we dealt with three important 
contributing factors: population growth, standard of living, and energy intensity. Th e three 
factors are not independent. However, I tried to make a case that we can go a long way by 
assuming that they are. I have also adopted the position that the trend in population growth 
is toward zero growth rates (constant population) and, with some exceptions, is largely based 
on individual decisions driven by cultural forces and not through collective policy decisions. 
At present, few people believe that they can enhance their chances of a bett er life through a 
major increase in their fertility rate. Th is leaves us with an aspiration for a bett er standard of liv-
ing that might be compensated for by a decrease in energy intensity. Th e last two terms in the 
IPAT equation were not addressed at all. Can we satisfy our energy needs, without sacrifi cing 
our aspirations for a bett er life, with energy sources that will minimize climatic consequences? 
How can we determine what energy mix is bett er than another? What are the driving forces 
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that determine our choices for energy sources? And do we have enough fossil fuel available for 
all of this to make any diff erence in terms of climatic consequences?
THE ROLE OF FOSSIL FUELS
Between 1980 and 2002 the world’s energy consumption increased by 44% from about 10 
TW (285 × 1015 Btu) to 14 TW (411 × 1015 Btu). Th e percentage of fossil fuels in the total 
energy mix over this period is shown in Figure 10.1: human consumption has shift ed less than 
5% away from fossil fuels. At least over this time period, the corresponding term in the IPAT 
equation described in the last chapter can be regarded as a constant.
Th e last term in the IPAT equation is CO2/fossil fuel— that is, how much CO2 we emit by 
burning a given fuel in order to get a unit of energy. Th e term is oft en referred to as carbon 
dioxide intensity, and similar to energy intensity, we want to keep it low. Th e term carbon 
intensity is also used to refl ect CO2/gross domestic product (GDP), similar to the defi nition 
of energy intensity. In this book I will use it to measure CO2/energy exclusively. Th is is the only 
term in the equation that changes with the particular fossil fuel that we choose to use. Th e main 
fossil fuels currently in use are natural gas, petroleum, and coal. Th e distribution of the use of 
these fuels among the developing countries and the rest of the world is shown in Figure 10.2. 
In Box 10.1 I show how to calculate the CO2 intensities of the various fossil fuels.
Figure 10.1. Changes in the fraction of fossil fuels in the world’s energy consumption
Source: US Energy Information Administration.1
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Box 10.1
CO2 INTENSITY
In Box 2.1 of Chapter 2 I compared the two main life- supporting processes of respira-
tion and photosynthesis with the burning of fossil fuels. For simplicity, the fuel that I used 
there was methane, the main constituent of natural gas. We burn methane to get energy 
through the following chemical reaction:
 CH4 + 2O2 → CO2 + 2H2O + energy. [10.1]
The amount of energy that we get is 210 Cal/mole.
One mole of methane is 16 g (12 g from the carbon atom and 4 g from the four 
hydrogen atoms).
Figure 10.2. Mix of consumed fossil fuels in 2002 for countries in the Organisation for 
Economic Co- operation and Development and the rest of the world
Source: US Energy Information Administration.1
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One mole of methane is responsible for the emission of 1 mole of CO2. One mole 
of CO2 is 44 g (12 g for the carbon atom and 32 g for two oxygen atoms). From these 






or, converting to Btus, – 0.053 g of CO2/1 Btu of energy (1 Btu = 0.252 Cal).
Let us now compare this with coal. The main constituent of coal is carbon. We burn 
carbon according to
 C + O2 → CO2 + energy. [10.2]
The amount of energy is 94.4 Cal/mole.
Burning of 1 mole of carbon is responsible for the emission of 1 mole of CO2 that 





1Cal of energy .
For a given energy output, we emit more than twice the amount of CO2 by burning coal 
as compared to natural gas. Petroleum is a mixture of carbon- hydrogen compounds of 
various lengths with carbon dioxide intensity intermediate between coal and natural gas.
These numbers approximately agree with published numbers (US Department of Energy) 
based on the actual composition of the fuels and are often referred to as “carbon coeffi cients.”1
Table 10.1 summarizes the CO2 intensities of the three main fossil fuels together with their 
2004 percentage use (out of the total energy mix) and the 2004 price for constant energy 
(million Btu). Th e price comparison is complicated by many factors such as transportation, 
taxes, subsidies, producing capacity, regulation, and so forth. For comparison I have selected 
average US prices for industrial use. Some of these issues will be discussed in Chapter 12. If 
the only driving force in choosing among fuels is the price per unit of energy, then the incen-
tive will be to use coal, the fuel with the highest CO2 intensity and thus the greatest climatic 
consequences. Coal is also the fuel with the most adverse environmental consequences, yet 
it is the least expensive fuel and, as we will see shortly, the fuel with the largest reserves. It is 
highly inconvenient to drive automobiles with coal as the fuel source. However, one can use 
technology, to be explored in the next chapter, that enables us indirectly to accomplish this. 
Such technology comes with a price tag that changes the price comparison. Th e rest of this 
chapter will att empt to assess how far into the future we can rely on fossil fuels.
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LIMIT TO GROWTH: HISTORY
We have already encountered the “magic” of exponential growth in the previous chapter and 
in Chapter 2. A simple, familiar example is a bank deposit. If the bank pays a constant 5% 
interest, in 14 years the deposit of $100 will double to $200. In 14 more years the deposit will 
double again to $400 and so on. In principle, this is an easy way to accumulate money, but, 
as usual, if things seem too good to be true, then they usually are. Usually these “unlimited 
growth” mechanisms hit a wall. In the case of the bank deposit, we have to pay taxes on the 
interest, and if the infl ation rate happens to be a bit larger than the interest we receive, then 
aft er 28 years we will still get the $400 but our purchasing power with these dollars will be con-
siderably lower than our original $100, and we will end up with a loss. Th is is the reason that 
the data on the standard of living presented in the previous chapter were adjusted to the rate 
of infl ation by presenting them in constant US dollars. Items grow exponentially if the growth 
depends on the size of present quantity; items grow linearly if the additions are a constant 
quantity independent of the existing pool. Populations grow exponentially because babies are 
born to existing couples: the more couples, the more babies, provided that each couple has 
on average the same number of babies. Mathematically, it is relatively simple to construct a 
model based on such dynamics to predict a future critically dependent on population growth. 
Th e person credited with starting this kind of modeling is the British economist Robert Mal-
thus (1766– 1834). According to Malthus, populations grow exponentially whereas the food 
to supply them grows linearly. Whenever the food supply grows, the population growth accel-
erates to match. On the other hand, the only accommodating mechanism for a population 
that grows faster than its food supply is a catastrophic collapse through hunger, war, or dis-
ease. Such a model is relatively simple to compute, and, indeed, as soon as digital computers 
started to play a major role in economic modeling, these kinds of “limit to growth” projections 
became very popular. Th e best known of the early computer models was a report titled Limits 
to Growth published by an organization called the Club of Rome in 1972.2 Th ey extended the 
Malthusian limit of food supply to natural resources, but the conclusions were very similar. 
Th e report’s main conclusion was that fi nding additional natural resources was not going to 
Table 10.1. 
CO2 intensities, price, and use of fossil fuels in 2004
Fuel CO2 intensity (gCO2/Btu) 2004 price ($/MBtu) 2004 use (%)
Petroleum 0.078 9.5 39
Natural gas 0.053 7.2 23
Coal 0.12 2.5 24
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solve the problem because the much faster exponential population growth would soon out-
pace it. Th e only solution was to limit population growth.
However, around 1956 an American geologist by the name of M. King Hubbert, who was 
working in the oil industry, did a similar calculation concentrating on American oil reserves. 
In his case the exponential growth was not the population but the related growth in energy 
demand. Based on such modeling he predicted that the US oil supply will have a bell- shaped 
curve, such as the one shown in Figure 10.3, with a peak around 1970.
Hubbert’s work did not att ract much att ention at fi rst. However in 1973 the oil- producing 
Arab countries declared an embargo on the shipment of oil to the West, the result of which 
were major shortages in supply, and not long aft er the price of oil increased by a factor of 10 
(from around $3/barrel in 1973 to $38/barrel in 1982, back to around $10/barrel in 1997, 
climbing to $57/barrel in 2005, when this chapter is writt en, without an embargo). People 
have started to pay att ention.3
Th e Malthusian Club of Rome scenarios have strong opponents among economists and 
other social scientists and are still topics of major debates. Th eir predictions of the timing of 
various collapse scenarios were never accurate enough to be directly tested. However, Hub-
bert’s predictions about the US oil supply, aft er minor adjustments, were found to accurately 
refl ect the observations of available supply. Presently there are att empts to extend Hubbert’s 
analysis to global availability of fossil fuels. Th e climatic consequences of such limits will be 
discussed next.
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LIMIT TO GROWTH: SUPPLY
Th e hidden term that does not show explicitly in the IPAT equation (previous chapter) but 
has a profound eff ect on the energy (i.e., “technology”) terms in the equation is the supply of 
fossil fuel. Do we have enough fossil fuel to raise the global GDP in a sustainable way, keeping 
the other terms in the equation constant? Table 10.2 provides us with yearly energy use and 
emission data that will serve as a base line for calculating the available supply and correspond-
ing potential CO2 emissions.
Table 10.3 shows the proven reserves of conventional fossil fuels (oil, natural gas, and 
coal) in 2002. Th e last column in this table is marked R/P (reserves/yearly production). 
Th is ratio approximately indicates the number of years that the reserves will last at current 
production levels.
We expect that oil and natural gas will last about 50 years and coal about 200 years. As 
are many of the statistical indicators that we use here, the numbers are “soft .” Th e data for the 
proven oil reserves are probably soft er than other data. A good measure of the “soft ness” of the 
data is to list the changes in the estimates over time. Table 10.4 provides such tabulation for oil 
for diff erent geographic regions and for the world at large. One can observe some interesting 
Table 10.2. 
Global energy use and emission in 2005
Energy use (Btu) 4.7 × 1017
Carbon dioxide emission 7.9 Gt- C
Change in the atmospheric concentration due to 
addition of carbon dioxide




Proven “conventional” world fossil fuel reserves in 2002
Fossil fuel Proven reserves R/P (years)
Oil 16 40.6
Natural gas 14.7 60.7
Coal 710 204
Note: In units of multiples of 1999 energy use.
Source: British Petroleum.5
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patt erns: About 60% of the world’s proven reserves are in the Middle East, so the world’s 
estimate of proven reserves is critically dependent on the estimate of Middle East reserves. 
Between 1982 and 1992, there is a jump by a factor of almost 2 in the proven oil reserves in 
the Middle East. If one normalizes for that jump (by extrapolating the 1992– 2002 average 
backward to 1982), then the data seem very consistent. Nevertheless, “proven reserves” is 
more of an economic term than a scientifi c term. It enters into the asset allocation of oil 
companies and is thus regulated by rules that include the probability of tapping the reserves 
in the near term. Th e probability of using the reserves will in turn depend on the market 
prices of the fuels and the extraction costs. Data are also supplied by some of the countries 
that own the reserves. High estimates increase the nominal wealth of the country and thus 
enable it to obtain a bett er credit rating, A diff erent measure, of somewhat bett er objectiv-
ity, is the amount of fuel in the ground. Table 10.5 shows an estimate of ultimate fossil fuel 
energy reserves. Again, the estimate of “ultimate” should be regarded with some suspicion 
mainly because it does not take into account some of the factors the “proven reserves” esti-
mate does. If the fuel’s extraction from the ground takes more energy than the amount of 
energy expected to be generated from the fuel, then it can hardly be counted as fuel reserve. 
But the cost and amount of energy needed to extract a fuel source depend on the extraction 
technology, which improves with time.
Th e values in column 2 of Table 10.5 are adjusted to common energy units, and column 3 
shows the amount of the released carbon. Th e last column in the table estimates the increase 
in the CO2 atmospheric concentration that will result from burning the fuel, assuming that 
only 50% of the released CO2 will stay in the atmosphere. Th e conversion to atmospheric 
Table 10.4. 
Proven oil reserves in billions of barrels
Region 1982 1992 2001 2002 R/P
North America 1.4 1.4 1.0 0.76 10.3
South and Central America 0.46 1.1 1.5 1.5 42
Europe and Eurasia 1.3 1.1 1.3 1.5 17
Middle East 5.6 10.1 10.4 10.4 92
Africa 0.9 0.9 1.2 1.2 27.3
Asia- Pacifi c 0.6 0.7 0.7 0.6 13.7
World 10.3 15.3 16 16 40.6
Note: In units of multiples of 1999 energy use.
Source: British Petroleum. 5
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concentrations is based on the technique explored in Box 2.5 in Chapter 2. Th e conclusion 
from these numbers is very clear and seems robust enough to withstand the soft ness of the 
numbers in the table: oil and natural gas will add only 120 ppmv to the atmosphere. Following 
our discussion in Chapter 8, such an increase is currently modeled to raise the average global 
temperature by about 1°C. If coal, oil shale, and tar sand are added to the mix, then the added 
carbon dioxide could increase atmospheric concentrations by as much as 2500 ppmv. Such 
an increase could raise the average global temperature by as much 10°C and will open the 
possibility of a Venusian fate. Th e use of methane hydrate, which a number of sites are already 
developing, opens the possibility for a much faster time line to reach such a fate. Th e R/P 
values given in Table 10.3 provide us with a time of about two generations to reach a policy 
decision to prevent such an occurrence. Th is is the fork at the end of now. Th e next chapter 
will explore alternative energy scenarios, and the following two chapters will explore available 
mechanisms to manage such a feeding transition.
Table 10.5. 
Ultimate energy reserves




Estimated increase in atmo-
spheric concentration (ppmv)
Oil 31.6 2.7 75
Natural gas 26.3 1.5 42
Coal 552 80 2222
Oil shale 9.7 3 83
Tar sand 5.5 1 28
Methane hydrate 660,000 37,000 1,025,000






I will now explore the alternatives to our reliance on fossil fuels as the dominant source of our energy needs. In this chapter we will explore the science of energy sources under the 
collective designation of “alternative” energy sources. By “alternative” one means alternative to 
direct use of fossil fuels or, more accurately, fuels that do not contribute to chemical changes 
in the atmosphere. Th e next chapter will focus on the economic tools, driving forces, and pos-
sible consequences of the transition to such fuels, and Chapter 13 will focus on the ongoing 
political processes involved in facilitating the transition.
Alternative energy sources are oft en divided into two main categories that share many similar-
ities but att ract and repel diff erent constituencies: nuclear energy and sustainable energy sources. 
Th e term “sustainable” is oft en associated with energy sources that will last forever and will not 
have adverse, irreversible, climatic impacts on the environment— the two most problematic 
aspects of fossil fuels. Whereas the laws of physics tell us truly sustainable energy sources do not 
exist, we know we can do much bett er than we are currently doing with fossil fuels.
As reluctant as I am to stray outside the main topic of the book, I feel that this is the place 
to explore our relationship with the rest of the universe within the context of our global 
energy balance. Box 11.1 shows that our sun is a typical star (i.e., one referred to as in the 
middle of the “main sequence,” or neither newly born nor dying, in astronomy), about 5 bil-
lion years old, that derives its energy from the fusion of hydrogen to helium. Each of the bil-
lions of billions of “main sequence” stars in the universe derives its energy in a similar way. 
Th e hydrogen that serves as a fuel for this reaction was formed either directly or indirectly 
(through circulation from “dead” stars) in the big bang— the moment of creation. A star 
starts to die when the hydrogen in its core starts to run out— we (i.e., our sun) have about 
5 billion years left .
Approximately 80% of the universe is composed of hydrogen. In principle, we can take a 
litt le bit of this hydrogen and try to mimic what the sun is doing— we are trying. As is men-
tioned in the box, the only “success” we have had so far with this process is in making bombs; 
we have not yet harnessed nuclear fusion for peaceful applications.
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Earth was created at approximately the same time as the sun, but we are not an “indepen-
dent” star— Earth’s core is not compressed enough to ignite a fusion reaction, and its chemical 
composition consists of the most stable nuclei; if it had been otherwise, life on Earth would 
not exist. Our core is compressed enough to sustain high temperatures, as high as the surface 
of the sun (not the sun’s core). In principle, we could tap this heat source if we could reach 
it. In Chapter 7 we saw that Earth’s interior hardly contributes anything to the global energy 
balance— life on Earth is confi ned to Earth’s surface and the energy balance is between us and 
the sun. Exceptions to this statement in the form of small ecosystems that develop around 
thermal vents near the surface of the ocean only serve to reinforce this general rule. We saw 
in Chapter 5 that to maintain approximately constant temperature, we radiate back into outer 
space all the energy we get from the sun. Th e property of the solar radiation that allows life- 
sustaining activities is the high “quality” of the radiation (short wavelength) coming in com-
pared to what we emit back into outer space.
PRIMARY AND SECONDARY ENERGY SOURCES
Taking such a global perspective forces us to discuss energy alternatives in terms of primary 
sources and secondary sources. Primary sources include three forms of energy: nuclear energy 
that mimics the sun in using cosmological sources of energy that directly or indirectly were 
created with the creation of the universe, solar energy in its various forms, and geothermal 
energy resulting from heat leaks from Earth’s interior to the surface. Fossil fuels fall into these 
categories because they represent stored solar energy (the conversion took place in Earth’s 
earlier history). In spite of the law of conservation of energy discussed in Chapter 5 and our 
ability to convert energy from one form to another, not all forms of energy are equally use-
ful for all applications. It is currently very diffi  cult to devise cars with a nuclear reactor as the 
energy source. Our energy mix needs to refl ect the targeted applications. Secondary energy 
sources shift  energy production from distributed applications such as automobiles to central-
ized power stations that distribute power through an electric grid.
Centralized power stations generate electricity mainly, but not exclusively, by convert-
ing mechanical energy to electrical energy using electric generators. Electric generators are 
machines that convert mechanical power into an alternating- current electric power source. 
Th e physical principle that makes the generator work is based on the observation that if an 
electric conductor moves through a magnetic fi eld, then electric current will fl ow in the con-
ductor. Th e mechanical energy of the moving wire is converted into the electrical energy of the 
current fl ow. Th e mechanical energy comes from turbines that either convert the heat energy 
of steam in the same way as heat engines discussed in Chapter 5, generate their energy from 
falling water in waterfalls or dams, or generate their energy from wind.
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Box 11.1
WHERE IS ALL THIS ENERGY COMING FROM?
The structure of atoms plays a key role in our discussion. In Chapter 1 I introduced the 
basic structure of nuclei that consists of positively charged protons and neutral neutrons 
bound together, as well as negatively charged electrons that orbit the nuclei. The number of 
protons determines the atomic number of the element and its place in the periodic table. 
In Chapter 3 we addressed how the very small nuclei can accommodate all these positively 
charged protons that have the same electric charge and thus tend to repel each other: 
neutral neutrons that do not contribute to the electrical force but strongly contribute to 
the strong nuclear force, which is an attractive force that operates only over the short intra-
nuclear distances, keep the protons together. We observed there that for a given element, 
atoms with the same number of protons can accommodate different numbers of neutrons 
to stabilize the nuclei. Atoms of the same element with different numbers of neutrons are 
isotopes. In principle, we can bombard a nucleus and have all its protons and neutrons dis-
perse to become independent particles. To accomplish that, we need energy: the minimum 
amount of energy required is the binding energy of that nucleus. Figure 11.1 shows the 
binding energy of various nuclei after we divide the total binding energy by the total number 
of protons and neutrons (collectively called nucleons). I show this as a function of the total 
number of nucleons, which we defi ne as the mass number of the atom.
Figure 11.1. The binding energy per nucleon as a function of the total number of 
nucleons (adjusted to the binding energy of deuterium)
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Arguably, Figure 11.1 is the most important fi gure in our understanding of the working 
of our physical world. This is a bombastic statement deserving some explanation, but fi rst, 
how do we measure this energy? Today we can measure atomic masses very accurately 
using a mass spectrometer, which traces the trajectory of the atoms in magnetic and 
electric fi elds. As an example, Table 11.1 shows the mass of 12 6C, as well as the masses of 
neutrons, protons, and electrons. (The top number indicates the sum of protons and neu-
trons, and the bottom number indicates the number of protons or the atomic number.)
Table 11.1. 






One atom of 12 6 C comprises 6 protons, 6 neutrons, and 6 electrons— so by summing 
up the components we get 6 × 1.00728 + 6 × 1.00867 + 6 × 0.00055 = 12.099. This 
number is obviously larger than 12.0000. What is the reason for this difference, and 
what are the units of mass we are using here? The units are normalized to the mass of 
12 
6C that per the defi nition we set at exactly 12. If we now take 1 mole (back to Chapter 1) of 
each of the quantities of Table 11.1, then the units can be expressed in grams. If we take 
1 mole (6 × 1023 atoms) of 12 6C, then it will weigh 12 g, but if we weigh the corresponding 
protons, neutrons, and electrons separately, then they will weigh 12.099 g. We can now 
use, for the difference in weight, Einstein’s famous formula (Chapter 5):
 E = mc2 . [11.1]
We will get E = (0.099 g) × (1 kg/1000 g) × (3 × 108 m/sec)2 ≈ 9 × 1012 J ≈ 1010 Btu 
(where c is the speed of light = 3 × 108 m/sec).
This is the binding energy of the 6 protons and the 6 neutrons of 1 mole (12 g) of 
the 12 6C nuclei. We divide this number by the number of nucleons and get the binding 
energy of 12 6C per nucleon shown in Figure 11.1. To eliminate the need to introduce units 
that will express properties of individual atoms, the fi gure shows the binding energy relative 
to deuterium, which is a hydrogen isotope with 1 proton and 1 neutron. To put the strength 
of the binding energy in context, in 1999 the entire world’s energy use was 4 × 1017 Btu. We 
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could have gotten this energy from assembling 4 × 1017/1010 moles of carbon, which weigh 
480 tons, from its components. This amount of carbon is roughly equivalent to the amount 
of carbon in 5000 barrels of oil. The actual 1999 energy consumption was equivalent to 50 
billion barrels of oil— 10 million times more. The energy from this kind of assembling is the 
energy of fusion— we start with smaller nuclei and form bigger ones with a higher bind-
ing energy per nucleon. In terms of Figure 11.1, we climb from the left- hand side toward 
the middle. We actually use this kind of energy directly for destructive purpose, with the 
hydrogen bomb, and indirectly through the use of solar energy.
Let us go to the beginning— the beginning of the universe through the big bang. 
We have very good evidence that at that time (approximately 13 billion years ago) the 
universe comprised hydrogen and helium with the approximate ratio of 12 hydrogen 
atoms to 1 helium atom. The present average composition of the universe is not very 
different. This is obviously very different from the composition of Earth, which is domi-
nated by heavier elements such as iron, silicon, oxygen, carbon, and so forth, but it is not 
very different from the present composition of our sun. The sun and all the other stars 
in the universe in their prime can perform nuclear fusion but have not yet exhausted 
the main fuel for this reaction.
The fusion reaction that fuels all the main sequence stars, including our sun, is the 
fusion of hydrogen to form helium in the core of the star:
 4 1 1H → 
4 
2 He + energy. [11.2]
To ignite this reaction a star needs to have enough mass for gravity to compress its gas 
to temperatures that exceed 100 million degrees. Once ignition is achieved, the star gets 
its energy from the fusion reaction until the hydrogen in its core is exhausted. Our sun 
will exhaust its core hydrogen in about 5 billion years. When stars reach the last stages 
in their lifetime following the exhaustion of their core hydrogen, they climb up the fusion 
ladder in Figure 11.1 until they cannot ignite more fusion reactions— the exact end point 
will largely depend on how big they are. No matter how big they are, the end product of 
this is iron, the most stable nucleus. To fuse to a larger atom than iron, one needs to put 
great amounts of energy in the process. The only known mechanism to do that is through 
supernova explosions. These explosions take place at the death of very massive stars. Thus 
all the elements heavier than iron were formed long ago in such explosions. This brings us 
to the second way to get energy from changes in binding energy: start on the right- hand 
side of Figure 11.1, from the heavier elements such as uranium, and split them to form 
lighter elements. This process is the fi ssion reaction, which will be discussed shortly.
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PRESENT DISTRIBUTION OF ENERGY CONSUMPTION
Table 11.2 shows the energy consumption and the percentage of electricity production glob-
ally and in four large countries. Th e percentage of the energy used as electricity looks small— 
but looks can be deceiving. Th e mechanical energy used in electric generators must be pro-
duced by gett ing it from a primary energy source in some way. Table 11.3 lists the main energy 
sources.
All the listed sources, except for hydroelectric, provide mechanical energy by boiling water 
to produce steam and using the resulting heat energy to drive turbines. Th e effi  ciency of con-
version of heat energy into mechanical energy is limited by the second law of thermodynamics 
(Chapter 5) and depends on the temperature of the steam. Th e temperature and other condi-
tions vary with the design of the generator, but typical conversion effi  ciency is about 33%. Th e 
world’s electricity production in 2000 was 13% of the total energy consumption. If we now 
take the heat equivalent of this, taking 33% as a typical effi  ciency, we get close to 40% of the 
total energy consumption. Th e rest of the energy is used for transportation, space heating, and 
Table 11.2.







United States 9.2 × 1016 15 3
Brazil 7.35 × 1015 16 23
India 1.8 × 1016 10 39
Japan 2.1 × 1016 17 1
World 4.1 × 1017 13 11
Source: World Bank.1
Table 11.3.
Production of electricity from diff erent primary energy sources in 2000 (%)
Coal Hydroelectric Natural gas Nuclear Oil
United States 53 6 16 20 3
Brazil 3 87 1 2 5
India 71 13 8 3 5
Japan 22 8 23 31 10
World 39 17 18 17 8
Source: World Bank.1
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industrial production. However, not all electricity production is subject to the second law of 
thermodynamics. As we will see shortly, hydroelectric electricity production uses solar energy 
through the water cycle, which does not require conversion of heat to electricity and thus is 
not subject to the second law’s restrictions. Other forms of solar energy discussed shortly, such 
as wind energy and photovoltaic power, are not passing through a heat- to- electricity stage and 
thus are not subject to the thermodynamics restrictions. Presently, the contributions of wind 
and photovoltaic energy to the global electricity production are below 1%.
Aside from nuclear power, the alternative energy sources that play a signifi cant role in the 
global energy options are, in one form or another, old sources of energy in use well before the 
Industrial Revolution and the subsequent discovery of fossil fuels. Nuclear power, in principle, 
can provide a global alternative to fossil fuels. However I will show it has very serious problems 
that must be overcome before we can put our global trust in it. Th ere are many other options 
to utilize alternative energy sources currently in various stages of research, manufacturing, and 
penetration into the energy markets. Most of the new methods involve the use of solar energy, 
whereas two of them— geothermal power and tidal power— do not.
Table 11.4 lists the share of the main alternative energy sources in the mix. Excellent tech-
nical reviews of alternative energy sources can be found in the notes.2
Table 11.4.




























World 14 80 16 2.8 0.08 0.08
Developed 
countries
6 54 39 6.4 0.27 0.28
Developing 
countries
25 89 9.5 1.6 0.01 0.006
Source: International Energy Agency.3
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LIFE- CYCLE ASSESSMENT
Before we proceed with the various possible alternative energy sources, it is important to out-
line the method now in use to address whether we are doing any good. In terms of environ-
mental impact, are we putt ing more stresses on the environment by substituting for the fossil 
fuels as compared to the stresses using present technology? Life- cycle assessment (LCA) is 
rapidly becoming the dominant approach to assess environmental stresses with a global eff ort 
to create a life- cycle inventory (LCI) that can function as a global library for best practices.4– 5 
Th e analysis involves a cradle- to- grave assessment of environmental impacts including non-
renewable resource depletion, greenhouse eff ect, air acidifi cation, eutrophication (overfeed-
ing of aquatic environments), human toxicity, and waste generation. Th e analysis follows the 
international standard International Organization for Standardization (ISO) 14000. Cradle- 
to- grave means it includes production, use, and disposal. As we will see shortly, the analysis 
is still a work in progress mainly because of the intricate interdependence of systems requir-
ing oft en contentious boundary specifi cation. In terms of alternative energy sources, the two 
most important impacts that should come out of the analysis are whether one produces more 
energy than one consumes and whether the CO2 emission resulting from using the alternative 
energy is smaller than that emitt ed using an equivalent amount of energy from conventional 
sources. A third consideration, considerably important for nuclear energy, explores whether a 
new set of stresses, specifi c to the alternative energy, have a worse impact than the ones we try 
to remediate. Th e ongoing global research eff ort to develop alternative energy sources focuses 
on effi  ciency and price. Progress in LCA will redirect some of this eff ort to minimize adverse 
environmental impact. Because LCA evaluation requires detailed technical accounting of pro-
duction, use, and disposal, it may be an eff ective tool for optimizing the various stages of the 
life cycle and thus also contribute to effi  ciency and cost. In the United States the government 
laboratory in charge of the development of alternative energy resources, the National Renew-
able Energy Laboratory (NREL), has a special section responsible for calculating the LCA 
of energy systems.5 Development eff orts obviously change the LCA, so an eff ort to estimate 
dynamic LCA is given in Martin Pehnt’s paper.4
Detailed accounts of LCA eff orts for various energy systems will require a separate book 
that most likely will be obsolete by the time it is fi nished. Th e only current, controversial issue 
with serious policy implications is biomass use.6
I will now proceed to describe the various forms of alternative energy sources.
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SOLAR ENERGY
Solar energy is our most important primary energy source. We convert it in a variety of ways 
to energy used to fuel humans’ various needs. Solar energy is the primary energy for all the 
energy sources enumerated in Tables 11.2 and 11.3, except for nuclear energy. In the case of 
fossil fuels, the conversion took place long before humans appeared on Earth. Wood can be 
considered renewable and possibly sustainable if we plant new trees. Hydropower is used to 
create electricity, whereas the use of wood is usually confi ned to domestic use, such as cooking 
and boiling water. Th ese two power sources will be discussed next.
Biomass
Biomass consists of food crops such as sugar cane, maize stalks, straw, and fi ber crops that mainly 
consist of forest products such as fi rewood and charcoal. Wood is perhaps the oldest energy source. 
Until the Industrial Revolution and the subsequent discovery of fossil fuels to power various engines, 
wood was used for power generation since the discovery of fi re. Many parts of the developing world 
still use wood this way. As we can see in Table 11.2, biomass in the form of wood and agricultural 
products still provides about 11% of the world’s energy supply. However, the geographic distribu-
tion of the use of wood as an energy source is very uneven— developed countries (United States 
and Japan) are hardly using any (with noticeable exceptions such as the Scandinavian countries), 
whereas the developing countries, represented by India, use it to satisfy a very signifi cant fraction of 
their energy needs. Some African countries such as the Democratic Republic of the Congo, Eritrea, 
Ethiopia, Mozambique, and Tanzania use it to satisfy more than 60% of their energy needs. Most 
of the wood comes from forests. Globally, more than 50% of roundwood production is targeted for 
energy use; the rest is used for paper production and construction. Th e designation of wood as a 
renewable energy source is problematic. Th e ancient practice of going to the forest and chopping 
the wood without worrying what happens to the forest is still widely used in diff erent parts of the 
world. In that sense it is not much diff erent from using fossil fuels— as we burn the wood, we emit 
the same carbon dioxide that we emit by burning of fossil fuels. Th e issue here is accounting. Going 
back to Chapter 4 and Figures 4.1– 4.2, where I enumerate the anthropogenic contributions to the 
carbon fl uxes, we see 7.2 Gt- C/year are emitt ed by burning fossil fuel and 1.6 Gt- C/year are emit-
ted through deforestation and other changes in land use. If we count wood burning in the same cat-
egory as fossil- fuel burning, then we will be counting it twice. In principle, when we cut a tree and 
burn it, we are canceling the sequestration done by the tree throughout its lifetime. If we restore the 
forest, then the wood burning is truly a sustainable use of solar energy; if we do not, then it is not. 
Table 11.4 shows the situation in terms of changes in the global forest coverage in the four countries 
we follow throughout this chapter.
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In addition to these four countries, Africa, with 17% of world forests, is losing coverage at a 
rate of 0.8%/year, South America with 23% of world forest coverage is losing at a rate of 0.4%/
year, and Indonesia with 2.7% of world forests is losing its forests at a rate of 1.2%/year.
A fascinating, if somewhat controversial, book that enumerates the collapse of civiliza-
tions due to uncontrolled cutt ing of forest areas to supply energy and agricultural needs 
with no att empt to restore the forest is Collapse by Jared Diamond.8 One serious att empt to 
reduce deforestation for commercial use is to certify the forest area needed for the manu-
facture of the commercial products is used in a sustainable way. One credible certifi cation 
program is run by the Forest Stewardship Council (FSC). However, less than 4% of world’s 
forest areas are certifi ed.
Ethanol
Th is is probably the preferred biomass product used in the developed countries. Ethanol is 
the same alcohol we consume at parties. It is mostly produced for energy use by fermenting 
and distilling starch products. In the United States the main source is corn, and in Brazil it is 
sugar cane. It is used in the United States as additive to gasoline claimed to enhance the gaso-
line quality and reduce pollution. It is considered a sustainable fuel source because the corn 
(or the sugar cane) is replanted annually. Th ere is a long- standing argument as to the energy 
audit of ethanol.6 Some claim that if you count all the energy needed to produce ethanol, 
then you exceed the energy content of ethanol, whereas others argue that about 30% is a net 
gain and thus it qualifi es as an energy source. Th e political aspect of ethanol production is 
convoluted with thorny issues such as agricultural subsidies, energy security, and so on. Th e 
technique used to investigate such an issue is the LCA. Table 11.6, with data taken from a 
review by Harro von Blott nitz et al.6 summarizes the fi ndings. Th e main conclusions out of 
this analysis are the following:
Table 11.5.
Forest cover change from 1990 to 2000
Country Total forest area (square miles) Annual change 1990– 2000 (%)
United States 873,000 0.2
Brazil 2,100,000 – 0.4
India 247,500 0.1
Japan 92,977 0
World 14,940,000 – 0.2
Source: UN Environment Programme.7
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 1. Make ethanol from sugar crops in tropical countries, but be careful in use of agricul-
tural land because you are competing with food production and you are substituting 
crops so the CO2 sequestration by the substituted crop need to be subtracted.
 2. Further develop hydrolysis and fermentation of lignocellulosic residues (which 
include agricultural residues such as corn stover and bagasse [shown in Table 11.6], 
wood residues, and municipal paper waste) to ethanol.
 3. Devote more research to the LCA results of grasses.
By some estimates ethanol production can substitute for signifi cant fraction of current 
gasoline use (up to 30%). However, coupling energy production with food production is 
a problematic issue. Energy is a global commodity with approximately equal unsubsidized 
prices across the world. Poor countries do not have the purchasing power to fulfi ll their energy 
needs. Th ey can fi nd substitutes for fuels (which are not necessarily sustainable). If one allows 
food prices and energy prices to converge, then poor countries will suff er. Th us granting agen-
cies emphasize research on ethanol production from waste material and weeds that do not 
compete with food production.
Other biomass- derived energy sources include biodiesel, a mixture of vegetable oil, animal 
fat, and other greasy products with diesel oil. Many cars are now designed to accommodate 
these kinds of brews.
One promising source for biofuel that does not compete with food production is derived 
from photosynthetic algae. Algae can grow at a high density with high yield for solar induced 
sequestration of carbon dioxides to yield a variety of oils that can be distilled for various 
applications.
Table 11.6.
Bioenergy yield to fossil energy input ratios for bioethanol systems
Sugarcane (Brazil) 7.9
Sugar beet (Great Britain) 2.0
Corn (United States) 1.3
Molasses (India) 48
Molasses (South Africa) 1.1
Corn stover (United States) 5.2
Wheat straw (Great Britain) 5.2
Bagasse (India) 32
Source: von Blott nitz et al. (2007).6
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Hydropower
Th e primary source of energy that produces hydropower is the sun. In Chapter 7 we saw that 
about 70% of the solar energy that falls on Earth is falling on the oceans and this drives the 
water cycle in which water evaporates to form clouds that condense on land to form rain or 
snow that eventually fl ows back to the oceans. Some of this backfl ow comes through rivers 
fl owing from high areas to low- lying areas. From an energy balance point of view, the sun 
provides the energy for water molecules to dissociate themselves from the binding forces 
of other water molecules in the liquid and provides the energy for these water molecules 
to move against the gravitational force of Earth to form clouds. We get this energy back 
when the water condenses in the clouds and responds to the gravitational forces to end up 
in as low an energy state as possible— at the end of the cycle, it is back in the ocean. We 
can directly intercept and convert some of this energy to electrical energy with waterfalls 
and dams. In both cases the force of the falling waterfalls against turbine blades causes the 
turbine to spin.
Effi  ciencies can be as high as 90%. Box 11.2 demonstrates quantitatively how much energy 
we can get from a waterfall.
Figure 11.2. Niagara Falls
Source: US Environmental Protection Agency (2009).9
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Box 11.2
THE NIAGARA WATERFALLS
How Much Energy Can We Get from a Waterfall?
Niagara Falls is the majestic falls on the Niagara River that connects Lake Erie with Lake 
Ontario on the border between Canada and the United States (Fig. 11.2). Within the con-
tinental United States, it is probably the most famous attraction for honeymooners that 
from the sight draw its energy for a lifetime of happiness. The falls provide a much more 
earthly form of energy used by both Canada and the United States to generate about 
4 billion Watts of electric power. The falls consist of two cataracts: The Canadian falls 
(Horseshoe Falls) on the Canadian side of the river and the American Falls on the Ameri-
can side. The height of the Canadian falls is approximately 57 m (188 ft.) and that of the 
American Falls is about 55 m (181 ft.). These are gross heights that do not consider rock 
formations and other obstacles. The volume of water that fl ows through a cross section of 
the river is approximately 5520 m3/sec (1 m3 = 265 US gallons). About 50 years ago, the US 
and Canadian governments came to a landmark agreement to share this potential energy 
to generate electricity and still guarantee honeymooners and other tourists can enjoy the 
sight. In this agreement 2830 m3 of water must fall over the falls during the tourist season 
during day time and about 1400 m3 must fall during the night and off season. The remain-
ing water should be equally divided between the two countries. The US government is 
diverting up to 1400 m3 to a storage pool above the falls from which they derive power 
by letting it fl ow to power turbines below the falls.
The potential energy of this water fl ow (Chapter 5) is the weight × height. The energy 
units we want to get is in joules. If we want to get the energy in this unit, then we must 
use the other quantities in the same set of units: height in meters and weight in New-
tons (N; see appendix 1 for conversion).
Therefore, 1 m3 of water weighs 9800 N, so the potential energy of the water falling 
through the American Falls per unit time is
1400 × 9800 × 56 ≈ 0.8 billion J/sec,
where 1 J/sec = 1 W of power.
This 0.8 billion W is considerably less than the generating capacity of power stations that 
can generate up to 2 billion W power. However, the water can also store power. Electric 
power, once generated, must be used immediately. However, there are big differences in 
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power use during peak consumption and during off- peak consumption, such as at night. 
When there is low demand, power can be used to lift the water from below the falls 
level to the storage pool above the falls for use when needed.
Wind
Winds are air movements resulting from uneven heating of the atmosphere by the sun. Th e 
direction and intensity of winds are directly infl uenced by the rotation of Earth and by the 
landscape. Th e kinetic energy of wind can be harnessed to drive an electric turbine in a 
similar way to the water turbine previously discussed. Probably the oldest known windmills 
can be found in ancient Persia (now Iran), dating from as early as the 7th century AD. More 
familiar to many of us are the ones found in Spain and Holland. Th ese windmills did not 
produce electricity; they were mainly for milling grains and irrigation (Fig. 11.3). Today 
one is more likely to see landscapes with electricity- producing wind turbines such as the 
ones in Figure 11.4.
Figure 11.3. Reconstructed windmills near Consuegra, Castilla- La Mancha, Spain
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Th eir use is increasing and there are still many untapped sites that can accommodate them.
Photovoltaic Solar Cells
Table 11.4 shows that solar cells currently contribute approximately the same amount of 
power to global energy use as does wind. Th e entry includes contributions from both photo-
voltaic solar cells and photothermal solar cells. Th e diff erence is that photovoltaic cells convert 
Figure 11.4. Wind- turbine farm near Zaragoza, Spain
Table 11.7.







Source: US Energy Information Administration.10
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sunlight directly into electricity, whereas photothermal devices use a heat absorber to heat 
water used to drive a generator to produce the electric power.
Ocean Thermals
Oceans cover about 70% of the surface of Earth. Ocean thermal schemes are known by ocean 
thermal energy conversion (OTEC). Th e principle is simple— the average ocean surface tem-
perature is about 25°C, which is sustained by solar irradiation, evaporative cooling, winds, 
and ocean currents. At a depth of about 1000 m, there is almost no direct solar input, and the 
temperature is a remarkably steady 5°C. While discussing energy in Chapter 5, we saw that 
whenever we have two heat reservoirs at diff erent temperatures, one can convert some of the 
heat energy into work in the form of electricity. Almost all electrical generators work this way. 
Th e limiting effi  ciency for such a process is known as the Carnot effi  ciency (equation 5.5). If 
we know the ocean surface’s high temperature and the deep ocean’s lower temperature, then 
we will get a limiting effi  ciency of around 6.7%. Th is is a low conversion effi  ciency, and the 
construction costs of such a facility are high. Presently there are no commercial plants that 
operate on this principle.
Wave Power
Ocean waves are caused by wind as it fl ows across the sea. One can put an air chamber in 
the ocean, in which the oscillating motion of the waves induces water in the chamber to rise 
and fall, causing the air in the chamber to gain mechanical energy to drive an electric turbine. 
Th e Wavegen company operates a 500 kW facility off  the Scott ish coast that works on this 
principle.
NUCLEAR ENERGY
I will concentrate on the peaceful use of nuclear energy, in contrast to its military use in the 
form of nuclear weapons. As we will see shortly and in subsequent chapters, one cannot com-
pletely separate the two. If it was possible, nuclear energy would be playing a much more 
important role as an energy source. Currently, the peaceful use of nuclear energy is primarily 
in electric power generation and in the powering of large transportation systems, such as ships 
and submarines (some of them peaceful and some of them less so). For electrical power gen-
eration, nuclear energy is fi rst converted into heat, most oft en in the form of steam, and the 
heat is used to drive a turbine that drives the generator. So in its simplest manifestation, the 
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use of nuclear energy as an alternative to fossil fuels boils down to a controlled use of nuclear 
power to boil water.
In the United States, aft er World War II, the control of nuclear power shift ed from military 
to civilian authorities, with the stated intention of shift ing the emphasis from military to civil-
ian use— that is, from an instantaneous release of power to a controlled release of power. As we 
can easily see in Table 11.3, this shift  was not very diffi  cult for nuclear fi ssion but is much more 
diffi  cult for the more promising nuclear fusion. Th e meaning of “control” and the principles 
of the fi ssion and fusion reactions, and their relation to Figure 11.1, are explained in Box 11.3.
Fission
Th e most important chemical elements that can undergo fi ssion reactions are uranium and 
plutonium. Th e fi rst is a natural element, whereas the second one is man- made. However, we 
need to revisit the discussion we had in Chapter 3 on the nature of isotopes. Th e atomic num-
ber of uranium (see the periodic table in Appendix 2) is 92. Th is means that uranium nuclei 
have 92 protons. Most natural uranium (more than 99%) has nuclei with 146 neutrons. We 
designate this isotope as 238  92U, where 92 stands for the number of protons (atomic number) 
and the 238 stands for the sum of the numbers of protons and neutrons (mass number). Th is 
isotope is not fi ssile. Around 0.7% of natural uranium consists of an isotope with 3 fewer neu-
trons: 235  92U. Th is isotope is fi ssile. Another fi ssile isotope of uranium now targeted for use in a 
relatively new design of nuclear reactor is 233  92U. Th e fi ssionable nucleus absorbs a neutron, and 
as a result, it splits into two lighter elements, more than one neutron, and a large quantity of 
released energy. Th e released neutrons can continue the process in a chain reaction described 
in Box 11.3. Th e control of the process means the control of the chain reaction. Th e chain 
reaction is sustained as long as the number of absorbed neutrons in a subsequent reaction 
is larger than in the preceding reaction. If we allow too many neutrons to escape, then we 
cannot sustain the reaction because of a shortage of neutrons, and if we do not have enough 
fi ssionable material, then the reaction will stop because of shortage of absorbers. Most of the 
fi ssion products are unstable isotopes that further decay at various rates through emission of 
radioactive radiation. About 80% of the energy released in the fi ssion reaction is heat; the rest 
is associated with the radiation. In a nuclear bomb the chain reaction is sustained by achiev-
ing a critical mass of fi ssionable material. In the case of a uranium bomb, this mass is about 10 
kg. One achieves the criticality by a rapid joining of subcritical parts. In nuclear reactors the 
control is achieved through the use of control rods made of materials that capture the neutrons 
more effi  ciently than the fi ssionable material. Such materials are cadmium and boron. When 
the reactor is on, the control rods are out, ensuring that enough neutrons are available for the 
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sustained chain reaction, and when we want the reaction to stop, we insert the rods to decrease 
the number of neutrons below the level needed to sustain the chain reaction.
Th e typical yield of a fi ssion reaction is 0.1%. Th is means that about 0.1% of the starting 
mass is converted to energy. If we take our typical 10 kg atomic bomb and assume it is made 
of pure U- 235 and that all the uranium undergoes fi ssion, then the amount of energy liberated 
can be calculated by using Einstein’s formula (equation 11.1; Chapter 5). Using the formula 
yields E = 0.001 × (10 kg) × (3 × 108 m/sec)2 = 9 × 1013 J. Th is is approximately equal to the 
destructive power of 20,000 tons of conventional explosives.
Fusion
Th e energy yield of fusion reactions is approximately 0.4%– 0.7%. Th e key to the ignition of a 
fusion reaction is very high temperatures: 20,000,000°C– 100,000,000°C.
Box 11.3
CHAIN REACTIONS
In many aspects this box is a continuation of Box 11.1. In Figure 11.1 we saw that the 
nuclei of heavy elements such as uranium are not very stable and given the opportunity 
they tend to split their nuclei to form lighter elements whose nuclei are more stable, 
releasing large amount of energy in the process:
 14
  357La + 
90  








  56Ba + 
92  
36Kr + 3 
1 
0n + energy [11.3]
 137
  53I + 
97  
39Y + 2 
1 
0n + energy
Such an opportunity varies from element to element. Elements that can be split through 
bombardment of slow neutrons are sometimes called fi ssile, and the most important 
are the heavy uranium isotopes: 235  92U, 
233
  92U, and the artifi cially made plutonium isotope 
233
  92Pu. Equation 11.3 shows three different possible splits. The elements produced here 
are lanthanum, bromine, barium, krypton, iodine, and yttrium. In addition to these ele-
ments, in each of these reactions, more neutrons are produced than are used in trig-
gering the reaction.
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Even in the sun, only the inner core reaches temperatures as high as this and so only there 
can fusion reactions take place. Th e temperatures are so high that the electrons of atoms are 
stripped away, forming what is called the fourth state of matt er (aft er solid, liquid, and gas): 
plasma. Th e most stable materials on Earth liquefy at 4000°C and vaporize at 6000°C. At such 
high temperatures the atoms move so fast they can overcome the repulsive electrical forces 
that originate from the loss of the surrounding electrons, and they fuse. Once they fuse, their 
binding energy moves from left  to right in Figure 11.1, and as a result they liberate a great deal 
of energy. Reaction 11.2 shows a simple example of such a collision that takes place in the sun 
and most other stars: four hydrogen atoms collide to produce helium. However, the chance of 
four atoms colliding is small, so it takes very high temperatures and very high concentrations 
of hydrogen for such a reaction to take place.









0n + energy. [11.4]
Th is reaction is between two less- common isotopes of hydrogen: deuterium with one neu-
tron (mass number 2) and tritium with two neutrons (mass number 3). Whereas hydrogen 
atoms are available in almost infi nite amounts in the water of the oceans, deuterium is present 
in much lower concentrations (about 1 deuterium atom for every 6000 atoms of hydrogen). 
Tritium cannot be extracted but rather must be synthesized. Th e most common procedure is 








1H + energy. [11.5]
Th e supply of lithium is much more limited than that of deuterium. An alternative to this 








0n + energy. [11.6]
Th e availability of deuterium is not a problem here, but the ignition temperature in this case is 
considerably higher than for the deuterium– tritium reaction.
Sustainability
Sustainability also comes into play when we discuss nuclear energy. Like fossil fuels, nuclear 
energy, in a sense, is a stored energy— in this case storage is in the binding energy of the partic-
ular nucleus. One must discuss the availability of the element used to store the energy and the 
feasibility of retrieving this energy. In the case of fi ssion energy retrieved from U- 235, the issue 
is the availability of U- 235. Th e supply of U- 235, in terms of stored energy, does not exceed the 
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available supply of fossil fuels. A new, experimental, nuclear reactor called a breeder reactor 
operates on a diff erent principle— it converts the much more abundant U- 238 into the fi s-
sionable artifi cial element plutonium (hence it breeds the fi ssionable plutonium) by exposing 
the uranium to fast neutrons generated through fi ssion of U- 235. A diff erent design— not yet 
commercially available— is the liquid- fuel thorium (Th ) reactor in which Th - 232 is converted 
to U- 233. Th orium is more common than uranium, and this reactor is not expected to have the 
problems of waste and weapon conversion that uranium reactors suff er from.11
As for fusion, the deuterium– deuterium reaction (11.6) does not pose a problem because 
the energy content in the available deuterium is so large. Th e much- easier- to- ignite deuterium– 
tritium reaction (11.4) is limited in usefulness by the amount of available lithium (equation 
11.5) needed to produce the tritium.
Problems and Issues
Table 11.3 shows that nuclear energy is playing an important role in the distribution of 
energy sources from which we derive our energy. Because it does not change the composi-
tion of the atmosphere, is it a desired solution to all our problems? Not exactly! Here again 
the old saying is valid— “If it seems too good to be true it probably is.” All our commercial 
nuclear power plants are fi ssion reactors. Th e fi rst ones were built in the Soviet Union and 
the United States in the 1950s. In the United States, 50 operating licenses were issued in the 
1980– 1990 period, whereas none were issued aft er 1996. Only 17 new applications were 
received since 2007. China is now considered the fastest growing nuclear industry, with 
the fi rst operating reactor (Qinshan 1) operational since 1991. Eight new reactors entered 
commercial service in the period 2000– 2005, with a target of two nuclear reactors per year 
for the next 17 years. So the 30% of nonfossil energy in the United States shown in Table 
11.3 comes from reactors about 20– 50 years old. Th e trend in the rest of the world depends 
strongly on individual countries and is not as sharp as in the United States but is similar in 
its direction. Specifi cally, penetration of nuclear energy into developing countries is now 
accelerating as their economic development accelerates and with it the need for depend-
able energy sources. What were the causes for the inactivity in the United States and most 
other developed economies? It starts with simple economics to be addressed in the next 
chapter. Nuclear power plants are big: a typical size is 1000 MW of electrical production. 
Th eir costs are considerably higher than fossil fuel– based, traditional plants. In the 1970s 
the higher costs were justifi ed by fast- increasing oil prices. In the period 1970– 1985, the 
construction costs of nuclear power plants have increased by close to a factor of three in 
infl ation- adjusted dollars, whereas the price of oil has decreased by almost the same ratio. 
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In addition, nuclear accidents such as the Th ree Mile Island disaster in the United States in 
1979 and at Chernobyl in the Ukraine in 1986 did not endear the concept to the general 
public. About 50 years aft er the introduction of the fi rst commercial nuclear power plants, 
no permanent solution exists to the problem of disposal of the highly radioactive nuclear 
waste, a by- product of these reactors. Discussions and plans are abundant, but agreed- on 
and functional solutions are in short supply.
Inspection of Table 11.3 reveals that currently nuclear power makes a signifi cant contribu-
tion to the energy mix only in developed countries such as the United States and Japan. Th is 
situation is changing fast but not smoothly. Th e numbers for some European countries such as 
France are even higher. Th e contribution to the energy mix in developing countries is almost 
negligible. Economics plays an important part; trust is also very important. One cannot eas-
ily separate the stated intentions of a country to acquire or produce fi ssionable materials for 
energy use from the unstated plans to acquire nuclear weapons. Any activity by a country that 
does not belong to the relatively small club of countries that international treaties recognize as 
allowed to possess nuclear weapons raises suspicions of nuclear proliferation.
Th e situation is very diff erent as to the use of fusion energy to generate electricity— we 
do not yet know how to do it. Th ere is active research in this area with major expenditures by 
developed countries and international consortia. Th e potential payoff  is great— if we achieve 
success via the more diffi  cult deuterium– deuterium scheme, then we will never run out of the 
fuel source and there will be no spillover to destructive weapons applications, as well as no 
major problem associated with nuclear waste. It is easy to idealize solutions not put to test but 
within the two generations of our target transition time, the prospects are reasonably good.
OTHER ALTERNATIVE ENERGY SOURCES
Th e incomplete list of alternative sources includes the following.
Geothermal Energy
In spite of the fact that Earth’s core is hot because of gravitational pressure and radioactive 
decay, very litt le of this heat permeates through Earth’s crust to reach the surface. We cannot 
yet penetrate the crust and generate heat from the mantle, but the heat can penetrate through 
cracks in the crust to form, in some locations, underground reservoirs of steam, hot water, and 
hot, dry rocks. If such reservoirs are accessible, then it is relatively simple to tap this energy 
and convert it into electricity using technology similar to the steam generators previously dis-
cussed. Currently, most of the appropriate sites for easy access are already in use, so the pros-
pects for expansion are limited.
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Tides
Lunar and solar tides were discussed in Chapter 8. Everywhere along the coastline, the dif-
ferential gravitation att raction of land and water produces displacements that cause two daily 
high tides and low tides. One can capture this energy by retaining the water of high tide behind 
a dam and releasing the water during low tide in a way similar to a hydroelectric power facil-
ity. Th e required dams are much bigger than typical dams. A handful of tidal power stations 
around the world operate on a commercial basis. Th e best known (and probably the oldest) is 
on the Rance River in France. Th e facility went into operation in 1966 with a capacity of 240 
MW. Th e diff erence between high and low tides there is about 8 m.
CARBON SEQUESTRATION
Th e complexities of the issues we are discussing here require that I appear to contradict myself 
from time to time. Th is is such an occasion. I have been showing repeatedly throughout this 
book that burning fossil fuels causes emission of carbon dioxide that results in chemical 
changes in the atmosphere, leading to the disruption of the atmospheric energy balance and 
climate change. Here I will show that the emitt ed carbon dioxide can be captured and stored 
in a way that prevents it from entering the atmosphere, and thus in principle, we can separate 
the energy use from its climate-altering consequences.
Such a possibility is particularly att ractive when looking at the future use of coal. In the last 
chapter we saw that the world’s coal reserves far exceed the reserves of oil and natural gas. Equally 
important, large coal reserves are located in the most populous countries, such as India, China, 
and the United States. Development of environmentally acceptable technologies for coal use 
would help these countries satisfy both energy security and the development of environmentally 
benign energy sources— an issue that will be further discussed in Chapter 14.
Th e removal of carbon dioxide from a gas fl ue or the air is not new. Such technology facili-
tates activities that require long underwater stay, such as scuba diving or submarine opera-
tions, and it is also required in the cleaning of natural gas pipelines. One of the most promis-
ing technologies currently used in commercial and pilot applications is passing the burned 
fuel through a water solution of a special class of compounds called amines. Th e amines are 
derivatives of ammonia. Th e formula of ammonia is NH3: three hydrogen atoms bonded to a 
nitrogen atom. If we replace some of the hydrogen atoms with hydrocarbon chains, then we 
get amines. If we pass carbon dioxide through a water solution of some of these amines, then 
the reaction takes the following form:
 CO2 + H2O + R3N ↔ R3NH
+ + HCO3 
– , [11.7]
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where R represents symbolically the hydrocarbon chains. Th is equation represents a similar 
dissolution mechanism to the dissolution of carbon dioxide in the oceans discussed in Chap-
ter 4. Th e positive and negative ions form salts that can be separated from the fl ue. Aft er sepa-
ration, the salt is heated to drive reaction 11.7 back to the left  to capture carbon dioxide and 
prepare it for long- term storage. Carbon dioxide is stored in the long term either deep under-
ground in stable geological formations or deep in the ocean where the high pressure and low 
temperature can keep the gas in a condensed, isolated form similar to the methane hydrates 
discussed in the last chapter.
Currently the process is expensive and requires energy. Commercially it is used in a few 
demonstration plants. However, active research aimed at fi nding cost- eff ective and energy- 
effi  cient alternatives is pursued all over the world.
COST
Renewable energy technologies are characterized by relatively high capital costs and low oper-
ation and maintenance costs. When determining fuel sources to use in the construction of 
new generating plants, the levelized cost determines which technology and energy source will 
be most cost- eff ective. Levelized cost considers capital, fuel, and operating and maintenance 
costs. In levelized costing, capital costs are amortized over the expected power output for the 
life of the plant.
Th e biomass power cost comes mainly from the burning of waste and does not include any 
credit for waste disposal costs. Wind power seems att ractive, but the intermitt ent nature of the 
source requires storage.
Table 11.8.
Cost of renewable energy generating technologies estimated for 2016









Source: US Energy Information Administration.10
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Th e numbers in Table 11.8 are encouraging. Environmental impact is not included in the 
cost analysis. In the long term, the price of fossil fuels will continue to increase, whereas the 
capital cost of some of the renewable technologies will decline as a result of expanded markets 
and bett er technologies.
BACK TO THE FUTURE
As was discussed at the end of Chapter 9, the predictions of the anthropogenic contributions to 
climate change are based on the predictions of our socioeconomic development. Th e IPAT (I for 
impact, P for population, A for affl  uence, and T for technology) equation (9.1) captures these 
developments as population, gross domestic product (GDP), and terms relating to energy use. 
In Chapter 9 I addressed the issue whether, even in principle, we have a chance to avert a global 
disaster.12 In order to accomplish this I took two of the scenarios from the Special Report on 
Emission Scenarios (SRES) compilation13— one that represents the business- as- usual scenario 
and the other a friendlier (to the environment) scenario— and superimposed these scenarios 
on recent changes in socioeconomic activities. In Chapter 9 we saw the results in terms of pro-
jected growth of population, GDP, and emissions. Th e main conclusions from the data from 
Chapter 9 were that until about 2020, it is almost irrelevant which scenario we follow— they 
all lead to about the same increase in CO2 concentrations. Th e diff erence will materialize aft er 
2020— approximate stabilization following the environmentally friendly B1 scenario and con-
tinuation of growth at an alarming rate for the business- as- usual A2 scenario. I have identifi ed 
this bifurcation as the fork for our present decision making. Th e driving force for the bifurcation 
in Chapter 9 was population growth. I have also mentioned in Chapter 9 that the median United 
Nations future population estimates that have a credible accuracy record predict, mainly because 
of global trends for women’s education and incorporation in the global workforce, the popula-
tion dynamics will slowly follow a scenario very close to the B1 scenario. So we are in good 
shape? Not exactly.
Figure 11.5 shows there is no diff erence in the two scenarios in the projected energy use 
per person. However, because the A2 scenario predicts a population of 15 billion people at the 
end of the century whereas the B1 scenario predicts that the population will peak at around 8 
billion in mid- century and then decline back to around 7 billion, there will be very large diff er-
ence (by a factor of 2) in terms of total energy use.
Figure 11.6 predicts what kind of energy will be used. Th e business- as- usual A2 scenario 
predicts a slight improvement of use of nonfossil energy sources from about the present 15% 
to around 20%, whereas the B1 scenario predicts we will stabilize the atmospheric CO2 con-
centrations through a reduction of the contribution of fossil fuels to about 50% of or energy 
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Figure 11.5. Real and projected changes in global primary energy use per person (in units of 
billion joules per capita)
Source: Tomkiewicz (2010).12
Figure 11.6. Real and projected changes in global use of nonfossil fuels
Source: Tomkiewicz (2010).12
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needs. Th is reduction in the contribution of fossil fuels to our energy mix, together with the 
projected reduction (scenario independent) in our energy intensity, will be enough to stabi-
lize the atmospheric concentration of CO2. Can we do this?
As was mentioned in the beginning of this chapter, the three components that dominate 
present nonfossil energy use are nuclear energy, hydroelectric energy, and the catch- all cate-
gory the World Bank designates as combustible, renewable, and waste (CRW). Th e dominant 
users of CRW are underdeveloped countries that have neither fossil fuels nor the resources to 
import them. In its present form it is not a sustainable alternative to fossil fuels.
Figure 11.7 shows the history of the global use of nuclear energy and hydroelectric energy. 
Th e fi gure shows that the present annual growth rate of these energy sources is less than 2%. 
Th is slow growth for nuclear power followed a much more rapid growth for reasons discussed 
previously. Th is growth rate will not bring us to the required 50% reliance on nonfossil sources 
required under the B1 scenario.
Direct solar- energy conversion methods, such as wind power, photovoltaic, and photo-
thermal, are emerging technologies presently buried within the noise in the global statistics 
of energy use (see Table 11.4). However, the statistics are based on past and present use. Th e 
future looks a bit brighter. Figure 11.8 shows the global accumulated installed capacity of wind 
Figure 11.7. Changes in global use of nuclear and hydroelectric energies 
(expressed in exajoules)
Source: Tomkiewicz (2010).12
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turbines. We notice the scale on this fi gure— it is again a logarithmic scale (used before in 
Chapter 9). We need such a scale when things move fast. A straight line on such a scale indi-
cates a constant growth rate. Analysis of Figure 11.8 indicates that starting in 1990 the growth 
rate is approximately constant at about 20% per year. A 20% growth rate means a doubling 
time of 3.5 years. Photovoltaic cells follow similar growth dynamics. Simple arithmetic shows 
that with this growth rate we can easily approach the B1 scenario and stabilize the atmosphere. 
Th e obstacles for these scenarios will be explored in the next two chapters.







The Intergovernmental Panel on Climate Change (IPCC) is an arm of the United Nations (UN; Chapter 8). Its mandate is to provide information to policy makers around the 
world about the possible consequences of global climate changes that result from anthropo-
genic contributions to chemical changes in the atmosphere, as well as steps that must be taken 
to curb the threat. National policy makers need to set budgetary priorities; one of the fi rst 
questions they ask is how much it will cost. Th e IPCC supplies the answer— again (Chap-
ters 8 and 9) in terms of possible scenarios. Almost all the scenarios are expressed in terms of 
estimated reductions in the growth of gross domestic product (GDP). Once you make these 
estimates and express the result in terms of today’s US dollars, the answers can be very inter-
esting. Th e IPCC runs the projected costs of mitigation or adaptation for the next 100 years 
from about 2% of GDP down to nothing. Some have translated these projections in terms of 
today’s US dollars and come up with a cost reaching US$18 quadrillion. Th is number is about 
500 times the present world GDP. More moderate translations run to few hundred trillion US 
dollars (about 10 times today’s world GDP). Either way, these are big numbers. Th e most cited 
economic report about the cost of mitigation, adaptation, and economic impact of business as 
usual was writt en by Nicholas Stern.1 It is now considered by many the benchmark for a quan-
titative economic evaluation of the impact.
Bjorn Lomborg, a young statistician who became famous for writing the book Th e Skep-
tical Environmentalist in 1998, which garnered contempt from many environmentalists and 
admiration from many politicians (especially on the Right of the political spectrum) and 
some economists, again managed to att ract att ention in 2004, when he brought together eight 
famous economists in Copenhagen (three of them Nobel Prize laureates) and paid them 
$30,000 for the week to try to answer one question: what would you do with US$50 billion to 
benefi t mankind? Th ey were to forget about politics and personal preferences and concentrate 
on cost- benefi t analysis to determine where the money would do the most good. Th ey ended 
up judging four projects “very good” from cost- benefi t perspective: controlling of HIV/AIDS 
and malaria, addressing malnutrition by providing micronutrients, and liberalizing trade.2 
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(Why trade liberalization will cost money is a diff erent issue.) Th ree out of the four projects 
judged “worst,” from a cost- benefi t perspective, involved mitigating anthropogenic contribu-
tions to climate change. Two of the mitigation methods were based on taxing carbon products, 
which we will discuss shortly, and one was to enforce the Kyoto Protocol, discussed in the next 
chapter. In all these cases the benefi ts do not seem to justify the cost.
Before we go any further, it is important to clarify a concept used throughout the book cen-
tral to the cost- benefi t analysis: monetary exchange rates. If we use, as I have been doing since 
Chapter 2, GDP per capita as a global or regional measure of wealth, then we need to specify 
the currency in which we measure GDP. As simple as it sounds, it is a problematic concept. 
Th e next section will outline this issue.
PURCHASING POWER PARITY
GDP is designed to measure the sum of economic activities in a country. It is natural that 
we measure these activities in units of the respective country’s currency. If we want to com-
pare the activities of diff erent countries, then we must compare their currencies. Th e simplest 
way to compare currencies is to use the offi  cial exchange rate. We did exactly that— we used 
the US dollar as the reference currency. We could then calculate global GDP by summing up 
the individual countries’ GDP aft er adjusting for the exchange rate. If we wanted to compare 
these numbers across time, we would have to correct for the infl ation rate in the United States. 
Otherwise US infl ation would distort the numbers. Th is produced values in what economists 
call “constant dollars,” which usually specify the year. All the original data sources I have used 
provide the numbers in this form; in the majority of the cases, the numbers are supplied by 
the individual countries. Th e IPCC uses these numbers for their input scenarios (Chapter 8). 
However, some economists have raised objections to the use of offi  cial currency exchange 
rates for these comparisons and have suggested using a diff erent concept called purchasing 
power parity (PPP) rates. Th is objection was important enough for the IPCC to promise to 
include the conversion in future reports. It is important to include the concept in our discus-
sion because its omission reduces the credibility of the basis of this book’s observations.
What is PPP and why is it needed? PPP is a theory of exchange- rate determination that 
assumes the actions of importers and exporters, motivated by cross- country price diff erences, 
will induce changes in the exchange rate. It is an extension of the “law of one price,” which 
assumes that if there are no costs associated with transport, taxes, duties, and so forth, then 
identical goods should sell for identical prices in diff erent countries. Otherwise, smart people 
will see the price diff erence and buy the items in the low- cost countries and sell them in the 
high- cost countries. In the process, demand will increase in the low- cost country, enabling 
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merchants there to raise the local prices and, at the same time, increase supply in the high- cost 
country, forcing suppliers there to lower the prices until the equilibrium prices are same. Th ese 
kinds of transactions are known as arbitrage, and they underlie a great deal of economic think-
ing. Let us take an example that actually serves some good purpose: Big Mac hamburgers are 
now sold in over 200 countries. In the United States, an average price (taken from the prices 
in New York, Los Angeles, and Chicago) is $3. An identical hamburger in Paris, France, will 
cost 2.7 euros. Th e US$/euro exchange rate at the time we did this market research was 1.3 
US$/euro. If we are tourists in Paris— we have only US dollars in our pockets— then we have 
to change 2.7 × 1.3 = US$3.50 to get enough money to buy the hamburger. Th is means that 
the euro is overvalued relative to the dollar to the extent of 3.5/3 = 1.17 or about 17%. If we 
wanted to make money and do arbitrage on this diff erence, then we should buy the Big Macs 
in New York, Los Angeles, and Chicago and sell them in Paris, making sure they stay fresh and 
transportation costs are zero. Th is infl ux of American hamburgers would force the price of 
hamburgers to go down in Paris and up in the United States until the prices reach equilibrium, 
where the PPP rate equals the actual exchange rate. Th is forms the basis of what Th e Economist 
calls the “Big Mac Index,” which the magazine publishes every year for some major countries. 
An obvious extension is to compile a typical basket of goods that a typical family purchases in 
various countries and get the average exchange rate that equalizes the various prices of the bas-
ket as measured in US dollars or any other currency. Conversion tables between PPP exchange 
rates and the more common spot exchange rates are available on the Internet. An example of 
such a comparison is given in Table 12.1.
Inspection of the table shows immediately that for rich countries such as the United States 
and Japan, the rate diff erence is very small. On the other hand, for poor countries such as India 
and Pakistan, the diff erence is very large. Shift ing the calculation to PPP will make the GDP 
per capita in India not 50 times smaller than in the United States but instead only 10 times 
Table 12.1. 
Comparison of offi  cial exchange rate and PPP exchange rate






United States 1 1
Source: World Bank.3
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smaller. Qualitatively, it does not change any of the previous discussions, but quantitatively, 
the diff erences are signifi cant.
PPP is a statistical concept because the conditions of the arbitrage are unrealistic for most 
of the items for one reason or another. However, it is a useful construct against the use of spot 
exchange rates because PPP rates are much less susceptible to government manipulation to 
encourage import or export or speculators who want to increase volatility in the exchange mar-
kets to maximize their profi t opportunities. However, for our analysis they are too opaque as they 
rely on statisticians to come up with numbers that for ordinary people appear arbitrary. Th is diffi  -
culty is amplifi ed because the statistical analysis is done in developed countries, whereas much of 
the political debate centers on the relative roles developed and developing countries must play to 
fi nd a solution to the climate change issue. Th is issue will be further explored in the next chapter.
BACK TO COST- BENEFIT ANALYSIS
How do we cost the possibility that failure will turn the planet against us (remember Le Chat-
elier’s principle) through climate change, making the planet uninhabitable? Some of us believe 
that costing items such as life, death, freedom, love, or sustainability of the planet are mean-
ingless. Others (many of them economists) maintain that costing mainly quantifi es societal 
priorities and we do it all the time, whether we are aware of the process or not, so we must 
learn to be methodical. One can get the impression that the IPCC was not very happy with 
the costing requirements because for nearly every line that presented costing scenarios, 10 
lines presented reservations about the accuracy of the estimates. Lomborg’s panel was asked 
about their preference for spending the money now, but economists are not enthusiastic about 
spending money now to reap the benefi ts 100 years from now.
Before we go any further and try to outline cost, let me summarize the issues covered so far. 
Th e issue of signifi cant changes to the chemistry of the atmosphere resulting from reliance on 
fossil fuels is real. Th e issue is global and requires a global approach. Th e time scale for action 
is within the next 2 to 3 generations or toward the end of my defi nition of “now.” Within this 
time period it is likely that the world’s population will stabilize at a level approximately 50% 
higher than the present population. Th e population at that time will be dominated by the 
population of the current developing countries. Within this scenario, most of the contribu-
tions to atmospheric- chemistry changes will originate in developing countries. Th e contribu-
tions from the economic activities of the developed countries will be small irrespective of the 
political decisions they will make.
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WHAT MUST BE DONE?
Over the last three chapters I was using the term “feeding transition” to indicate the present time 
period in which we should change from reliance on fossil fuels as our main energy sources to 
reliance on sustainable energy sources that do not contribute to atmospheric changes. Th e IPCC 
costing of the price of such transition and the Lomborg panel’s cost- eff ectiveness proclamations 
are concentrated on reduction of CO2 emissions with only occasional mention, without going 
into details, of the alternative energy sources that will replace fossil fuels. Th e only sure way to 
reduce CO2 emissions is to use less fossil fuel. If reduction of fossil fuels leads to a commensurate 
decrease in energy use without a compensatory fall in energy intensity, then GDP will decline. 
For most of the developed world with a relatively high standard of living, this is objectionable; 
for developing countries, some of them with a standard of living 100 times smaller than that of 
the developed countries, this is unacceptable and unfair. To do this we must replace fossil fuels 
with alternative energy sources that will also increase the standard of living.
Based on our discussion in the previous chapter, we are far from ready with alternative 
energy sources. Th e only alternatives currently on the map of global energy consumption are 
nuclear energy based on fi ssion, solar energy in the form of hydroelectric power, and biomass 
relying on the burning of wood fuels without renewing the associated forests (Table 11.3). 
Other energy sources discussed in the previous chapter are in various phases of research and 
development with some local impact on energy use, but globally they are not yet in use in 
quantities signifi cant enough to aff ect the overall energy picture. Nuclear energy has major 
problems, which were discussed in the last chapter and presently stand in the way of adopt-
ing it as a source for further expansion. Most of the promising sites for effi  cient hydropower 
energy conversion are already in use, and the prospects for signifi cant expansion are limited. 
Unsustainable use of wood fuel is not a real alternative fuel; it negates sequestration and is 
presently counted as an alternative only for energy- accounting purposes. A feeding transition 
without acceptable alternative food leads to death. Transition management should thus focus 
on two separate, related aspects: lengthening the transition time and using the time to develop 
acceptable alternatives. From a resource- availability and climate- change standpoint, length-
ening the transition means reducing energy use and shift ing to alternative sources whenever 
feasible. Th e big challenge for the developed countries is to use their resources to develop 
alternative energy sources so developing countries will be convinced that these sources are 
compatible with their desire to increase their standard of living. Th is will require some major 
changes in our lives. Some of these changes are political and will be explored in the next chap-
ter. Some are economic and will require paying higher prices for the energy we use. Th ese 
changes will be explored in the remainder of this chapter.
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I will start with a relatively well- defi ned issue, lowering gasoline consumption, because of 
the interdependence of national security issues inserted into our collective consciousness dur-
ing the oil crisis of the 1970s and early 1980s.
Lowering Gasoline Consumption
From the time of the oil shocks of the 1970s, fi nding ways to lower gasoline consumption, and 
more recently to lower consumption of fossil fuels, has been at the center of an ongoing public 
debate. In 2002, few members of the US Congress asked the Congressional Budget Offi  ce 
(CBO), a nonpartisan consulting arm of the US Congress, to investigate alternative policies 
that would decrease gasoline consumption. Here I describe the outcome of this inquiry in 
some detail because it illuminates the available options for the more general reduction of fossil 
fuel use. Th e main rationale for the request was national security. Th e United States, like much 
of world, is unsett led by its own dependence on foreign energy suppliers. Th e aft ereff ects of 
the Arab oil embargo in the 1970s are still not far removed from the collective memory. For 
many purposes the steps suggested to satisfy both the security concerns and the concern about 
anthropogenic climate changes are the same, but not always. Th e proposed search for oil in 
Alaska’s Arctic National Wildlife Refuge (ANWR) is an example of diverging methodologies 
between the two objectives.
In its report, the CBO identifi es three options for encouraging the public to use less 
gasoline:
 1. Increase the corporate (automobile manufacturers) average fuel economy (CAFE).
 2. Raise federal gasoline taxes.
 3. Set limits on carbon emissions from gasoline combustion and require gasoline pro-
ducers and importers to hold allowances for those emissions.
CAFE Standards
CAFE standards were mandated in 1975 in response to the oil crisis. Manufacturing output 
was divided into four categories: imported and domestic passenger cars (two separate catego-
ries) and two and four wheel drive light trucks, which includes sport utility vehicles (SUVs). 
Th e four categories then were reduced to two: passenger cars and light trucks. A standard of 
average fuel consumption was mandated for each category. Th e standards for imported and 
domestic vehicles were the same, but the averaging was done separately. One could get credit 
for alternative fuels and for averages that exceeded the mandated average. CAFE took eff ect 
in 1978, and the standard for passenger cars was set at 18 miles/gallon (MPG). In 1999 it 
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was raised to 27.5 MPG. In 2002, the standard for light trucks was set to 20.7 MPG. Actual 
gas mileage followed the mandated standards very closely. Once the mandated standard was 
reached, research eff orts were directed at improving power for a given gas mileage instead of 
the more traditional goal of improving gas mileage for a given power.
Gasoline Taxes and Prices
In 1932 the US government levied its fi rst tax on gasoline— 1 cent/gallon. Th is was about 
6% of the price of gasoline at the time. Th e tax was raised in 1950 to 15 c/gallon and it is now 
18.6 cents/gallon. With an average price of gasoline of $2.0/gallon, this amounts to about 9% 
of the price. US legislators have refused to use a percentage in the law for a variety of reasons. 
Revenues from these taxes go to the Highway Trust Fund created to fi nance the interstate 
highways system. In 1983 the fund’s mandate was extended to fi nance public transportation. 
At the end of 2001, the balance of the fund stood at $27.7 billion, of which $20.4 billion went 
to highways and $7.4 billion went to public transportation. In addition to federal taxes, state 
and local governments add taxes that vary among localities. In New York, the tax is 35 cents/
gallon and in Alaska it is 8 cents/gallon. For comparison, in Italy the tax per gallon is $2.43 
and in the United Kingdom it is $3.29. In the United Kingdom it constitutes nearly 77% of the 
price of gasoline. In real terms, the US price (adjusted for infl ation) of gasoline was approxi-
mately constant from around 1987 to 2002, aft er which it climbed and then fell.
Caps and Trade
Trading in pollution rights (or emission allowances) appeared in academic publications around 
1968. It was used to achieve various environmental objectives such as lowering the amount of 
lead in gasoline, phasing out ozone- depleting chemicals, and meeting federal mandates on 
electrical generators for sulfur dioxide emissions that cause acid rain. Essentially, the govern-
ment will set a cap on the total amount of carbon contained in all the gasoline consumed in 
the United States and enforce it by issuing a limited number of allowances. Th e government 
can sell the allowances or distribute them for free to gasoline manufacturers and importers. 
Aft er the distribution, people will be able to trade them— the net eff ect will be a rise in prices.
Th e three alternatives can extend to fossil fuels to refl ect the three available alternatives: 
reducing fossil fuel use through price increase, regulation, and taxation based on the amount 
of carbon in the fuel (carbon tax) and emission allowances based on set caps of fossil fuel use 
that allow for trade in the allowances. Th e last topic will be further discussed in the next chap-
ter in the context of the Kyoto Protocol.
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Price Elasticity
Raising prices does not guarantee decreased use. Th e concept of price elasticity deals with the 
correlations between prices of products and services and the corresponding demand. Numeri-
cally it indicates the extent to which a 1% increase in price would aff ect the demand for a good 
or a service (measured in % compared with the base level). Estimates for gasoline price elastic-
ity vary widely, but in the United States they converge to a short- term elasticity at – 0.26 and 
a long- term elasticity at – 0.86. Based on these numbers, a 10% increase in price results in a 
2.6% short- term decrease in the use of gasoline and an 8.6% decrease in long- term use. Th ere 
are also indications that the elasticity varies between periods of rising and declining prices. 
Customers adapt faster in times of increasing prices as compared to periods of falling prices. 
Th e adjustment of consumers and industry to rising energy prices is one of the main driving 
forces to an increase in energy effi  ciency and a decrease in energy intensity, which plays such 
an important role in our att empt to maintain and increase our collective well- being during the 
transition period. Most diff erences in the short- term and long- term price elasticity result from 
the capital expenditures needed to adapt. As a business we will not invest heavily in research, 
development, or implementation of energy- saving policies if we believe the high prices are 
not here to stay, and as consumers we will not try to change our lifestyle through relocation 
to places with shorter commuting time and greater availability of public transport unless we 
assume the high prices are here to stay.
Money
Lengthening the time of the feeding transition oft en involves imposing, through one mechanism 
or another, higher prices for fossil fuels and allowing the market to fi nd cost- eff ective mecha-
nisms to accommodate them. Our discussion on price elasticity made it clear that short- term 
policies will have minimal eff ects whereas long- term policies can be very eff ective, leading to 
nearly a 1:1 correspondence between price increase and reduced use. I will assume here that the 
decrease in use of fossil fuels will be induced through direct or indirect (cap and trade) pricing 
policies and not simply through regulations. Here I will discuss three related issues: First, who 
will collect the taxes? Second, what should we do with the money? Th ird, if the proposed money 
expenditures will prove eff ective in making the feeding transition as painless as possible, then can 
we justify other forms of taxation not directly related to short- term reduction in consumption of 
fossil fuels but rather to building the infrastructure for alternative fuels?
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Who Will Collect the Money?
Th ere are two obvious options for who receives the money: energy companies and the govern-
ment. If the objective is to search for new energy supplies (fossil fuels), then we can make the 
case that the energy companies can do it more effi  ciently than the government. Th is is more 
or less the rationale for allowing drug companies to charge high prices to facilitate research 
on new drugs. If, on the other hand, we want the money directed at the development of infra-
structure and technology needed to expand the use of alternative energy sources, then the 
government is probably the bett er bet. Th is method is similar to the federal gasoline tax: create 
a trust fund to use the resources for the stated objectives.
What Should We Do with the Money?
Th is is similar to the question Bjorn Lomborg asked his panel, but with much more money 
at stake. We will change the emphasis here from his emphasis on lengthening the transition 
through reduced use of fossil fuels to working on developing the technology and implement-
ing the infrastructure for the alternative energy sources. Th is will be consistent with the “high 
priority” questions that got favorable review from the panel. Remedies that will facilitate the 
transition to renewable energy sources include the following:
• Developing fusion reactors
• Financing the introduction of distributed renewable energy sources into rural 
communities not connected to the electrical grid by accommodating energy modes of 
specifi c users’ profi les
• Ensuring the global decline in forest area will stop and possibly be reversed
• Increasing global research and development into alternative energy resources
• Increasing research and development into enhancing energy effi  ciency on all levels
• Subsidizing the use of alternative energy sources and an increase in energy effi  ciencies 
until the time these technologies become competitive with fossil fuels
• Developing technology and the political climate required to solidify confi dence in global 
use of fi ssion nuclear reactors, including fi nding acceptable solutions to the resulting 
nuclear- waste and proliferation issues
• Developing carbon sequestration technologies for fossil fuels that will allow us to use the 
remaining fossil fuels as part of a safe energy mix
Th ese suggestions do not imply that every problem can be solved with money. Many 
att empts will end in failure, but such is the nature of exploring unexplored areas. Almost all 
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these activities are currently being investigated on one scale or another, but we should not 
come with fi xed ideas about the future mix of sustainable energy sources but should develop 
alternatives without competitive price criteria with respect to the present energy mix. At this 
stage we are ignorant of the competitive environment that will exist at the end of “now.” Some 
of these expenditures will result in major resource transfers from developed to developing 
countries. I strongly believe that this is essential for the successful management of the transi-
tion. Th ere is no solution to this issue without such a transfer.
Other Forms of Taxation
At this stage I can think of one other form of taxation. I live in an apartment building con-
structed in the 1930s in New York City. Not unexpectedly, we periodically face major repairs 
such as fi xing leaks, roof rebuilding, major elevator repairs, and so forth. Normally, when a 
major repair is needed, the necessary funds are collected to pay for the repair. At one meeting 
to discuss a needed repair, one of the tenants raised the following issue: Right now tenants 
pay for the deterioration that partially took place when previous owners were occupying their 
apartment. Similarly owners do not pay for amortization until a repair is needed that might 
well be aft er they sell their apartments. Th ere exists an accounting alternative to ensure owners 
pay for their share of the amortization in which depreciation tables are used that are issued by 
the tax authorities for businesses that generate income from dwellings. We can then calculate 
each tenant’s share of the monthly depreciation and add it to the normal maintenance fee that 
pays for regular upkeep. Th is money is then used as a reserve fund to pay for major repairs. Th is 
way we ensure that present tenants pay for their share of the depreciation. 
Let us take a simple example: Th e tax authorities set a recovery period for various properties 
over which time the business is allowed to recover its original investment. For a rental prop-
erty it is 27.5 years. Let us assume that the market value of my apartment is set at $100,000. 
Under the straight- line method of depreciation, I divide the $100,000 by the 27.5 years to get 
the yearly depreciation of $3636/year or about $300/month added to my maintenance fee to 
cover major repairs. In calculating the depreciation, the US tax authorities ask you to remove 
the price of land from the asset’s price, as land does not depreciate. However, we now know 
bett er, so let us expand the thinking globally. Suppose that we buy the world for the price of its 
present (2003) GDP of $36 trillion (remember the discussion on PPP for this kind of exercise). 
Generously assume that the recovery period is 100 years— way beyond our requirement to com-
plete the transition. We again use the straight- line method to calculate the depreciation: $360 
billion will go to our environmental trust fund to provide the resources on an equitable basis 
for what must be done. Th e number seems very big, but any number connected to the global 
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GDP is bound to be big. In the US it will amount to an average tax of less than $400/person 
per year. In the rest of the world, it will be considerably less. I hope that we will gladly pay.
DRIVING FORCES FOR CHOICE
Th e most important driving forces for consumer preferences are quality and prices. Th e price 
elasticity of energy was discussed at some length. Th e other option of regulating and legislat-
ing behavior was also discussed to a more limited degree. Th is allows the market and research 
and development activities to develop to accommodate the priorities in the most effi  cient 
way. Legislation and regulations assume legislators and regulators know the best way how to 
achieve stated objectives. Th is is almost always based on yesterday’s technologies and alterna-
tives. Th ere are two additional driving forces that determine evolution of economic and envi-
ronmental policies: good citizenship and fear of litigation.
Good Citizenship
One of the major driving forces to pursue policies compatible with minimizing potential cli-
mate change derives from citizens’ and businesses’ concern for the long- term well- being of 
the planet. Many businesses also consider it a long- term smart business practice. Th e form 
that such concern takes varies. Regardless of governments’ approval or disapproval of the 
Kyoto Protocol, many businesses throughout the world are announcing independent eff orts 
to reduce emission of greenhouse gases across their activities, such as by using environmen-
tal labels from credible certifi cation programs. An example of such a label in the context of 
climate change is the Forest Stewardship Council (FSC) label described in some detail by 
Jared Diamond in his book Collapse and briefl y mentioned in the previous chapter. Another 
example will be discussed in detail in Chapter 15. Th e FSC was formed in 1993 by a coalition 
of businesses, governments, and environmental organizations. Th e membership consists of 
the timber industry, environmental groups, and the general public. Th e council draws up a 
list of criteria for sound and sustainable forest management practices and certifi es any par-
ticular forest that satisfi es those criteria. It then traces products from such certifi ed forests 
through the complex supply chain all the way to consumers and labels such products as FSC 
approved. In a controlled experiment in collaboration with one of the largest home improve-
ments stores, when two piles of identical wood products with identical prices were placed 
in front of consumers, one certifi ed and the other one not certifi ed, a signifi cant majority of 
customers chose the certifi ed products. When the experiment was repeated in another store 
where the certifi ed stock was more expensive by an average of 2%, the majority of customers 
chose the less- expensive, uncertifi ed products, but a very signifi cant minority (around 35%) 
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chose the more- expensive certifi ed product. Like most other commodities, good citizenship 
has its price.4
Fear of Litigation
Following the litigation concerning Big Tobacco, asbestos, and drugs shown to have unex-
pected side eff ects aft er release to the general public, business became very sensitive to legal 
liabilities. Some of this litigation resulted in the transfer of billions of US dollars, leading to 
bankruptcy declarations and massive employment losses for large, established companies. 
Climate change seems at present too controversial and long term for successful litigation. Cur-
rently (2005), there are lawsuits all over the world demanding multibillion- dollar compensa-
tion from energy companies and government agencies for not taking preventive steps. Th ese 
suits include the following:
 1. Twelve US states, cities, and environmental groups are suing the US Environmental 
Protection Agency for not taking protective steps and including carbon dioxide in the 
Clean Air Act (as of 2010, it is now included).
 2. Th e Inuit people are developing a human rights case against the United States charg-
ing that the impact in the Arctic of human- induced climate change infringes upon 
their environmental, subsistence, and other human rights.
 3. In New York, the City of New York and a few major American states are seeking an 
order from the courts to force listed US power companies to reduce CO2 emissions.
 4. In Australia, nongovernmental organizations (NGOs) are challenging the govern-
ment to include greenhouse gas emissions in the approval process of new coal mines.
 5. In Germany, NGOs have begun legal action against the government’s export credit 
support for fossil fuel projects.
 6. Organizations and individuals in Belize, Nepal, and Peru are petitioning the World 
Heritage Corporation to place glaciers and coral reefs on the list of World Heritage 
Sites in danger as a result of climate change.
 7. Academics and lawyers in many European countries are seriously considering suing 
energy companies and governments for the 2003 heat wave that resulted in the hot-
test summer on record. Th e French government has estimated an excess death of 
about 14,000 people in France alone.
Th ough many consider most of these legal actions a nuisance, many lawyers and scholars 
think they rest on established legal precedents. No credible claim exists that will directly tie 
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the 2003 heat wave in Europe with a particular business practice. However, the Big Tobacco 
legal wars and other litigation based on epidemiological fi ndings lend credence to “fractional 
att ributable risk” in which one does not need to prove a specifi c cause- eff ect relationship but 
simply a contributory role maintained with full awareness of the consequences. Th is is oft en 
compared to shift ing the odds with loaded dice. (I will return to this analogy in the last chap-
ter.) One does not need to prove the direct cause- eff ect relationship between loading the die 
and the result of one throw. It is suffi  cient to show the overall odds are aff ected by the loading. 
One of the major tools used to quantify the “fractional att ributable risk” is computerized cli-
mate simulations (Chapter 8). Th e more confi dent we get with climate simulations, the more 




Politics: Global Issues, Local Decisions
In this chapter I will identify the main actors and forces currently used to formulate and enforce policies for a productive global response.
COMMON GLOBAL ATMOSPHERE
Globally we have one, commonly shared atmosphere. Airplanes need permission to fl y through 
the air space of diff erent countries; chemicals in the atmosphere do not. Greenhouse gases 
(GHGs) are no exception. It takes 2 to 30 days for traced chemicals to drift  across the Atlantic 
Ocean provided they remain stable over such periods. Remnants of sandstorms originating in 
the Sahara Desert can be observed in Florida, and the smoke of an Alaskan fi re can be observed 
across the European continent. Th e transport mechanism usually involves atmospheric air 
currents. One of the most eff ective mixing mechanisms is a vertical air rise due to density dif-
ferentials to reach the upper troposphere where the air currents are stronger, followed by drift  
with those air currents. Th e long- distance drift  of anthropogenic pollutants is measured by 
specially designed satellite projects, aircraft  measurements, and ground monitoring. Th e data 
are fed into weather and climate computer models constantly tested by comparing the models’ 
predictions with observations. Th e research eff ort is international in scope and involves coop-
eration on many levels. Some of it is spearheaded by the United Nations (UN) and much of it 
involves direct agreements between governmental and supergovernmental (such as European 
Union [EU]) research organizations. Th e required political follow- up for policy recommenda-
tions is a work in progress. Th is chapter examines this process.
Th e recent history of environmental policy making follows the interplay between the spa-
tial scope of environmental threats and the ability of governance structure to regulate and miti-
gate the threats. Th e mixing and spreading of anthropogenic trace chemicals is much more 
eff ective in the atmosphere than on sea and land, although cross- boundary transport of pol-
lutants through the water cycle is a serious problem. Th e earliest management of air pollutants 
focused on local visible irritants such as smoke, soot, and odors. National standards in the 
United States for air quality control were issued in the 1970s and include mandatory standards 
for pollutants such as ozone, oxides of sulfur and nitrogen, lead, suspended particles, and so 
192 Climate Change: The Fork at the End of Now
forth. Th e process has expanded to longer- range transport with the realization that environ-
mental eff ects such as acid rain are oft en caused by sources hundreds of miles away and oft en 
cross national boundaries.
Th e breakthrough was the realization that once chlorofl uorocarbons reach the stratosphere, 
they destroy the ozone layer that blocks the solar ultraviolet radiation from reaching the sur-
face of Earth. Th is process was described in detail in Chapter 6. Th e international agreement 
that resulted from this discovery will be described in this chapter.
GOVERNANCE
World governance is based on sovereign states. States can issue laws and enforce the laws within 
the jurisdiction of those states. Th e governance in most countries is more complicated. Many 
of them are federal with a clear distinction between local and federal jurisdictions. However, 
most countries directly and indirectly created legal structures in which fi nal jurisdiction rests 
at the sovereign- state level. Multinational and global issues are decided through incorporation 
of international laws into the legal codes of sovereign states or through mutual, not necessarily 
codifi ed, agreements. International law consists of long- standing customs, provisions of trea-
ties, and general principles of law recognized by nations.
Th e present system of international law remains largely consensual and centers on the sov-
ereign state. It is within the discretion of each state to participate in the negotiation of, or to 
sign or ratify, any international treaty. Likewise, each member state of an international orga-
nization such as the UN is free to ratify any convention adopted by that organization. Treaty 
law is thus created by the express will of states. Enforcement of international law is oft en dif-
fi cult because nations are sovereign (independent) powers that may put their own interests 
ahead of those of the international community. In addition, the mechanisms of enforcement 
are new and not well developed. Enforcement may be eff ectively achieved, however, through 
the actions of individual nations, agencies of international organizations such as the UN, and 
international courts. Th e UN Security Council can authorize economic sanctions, diplomatic 
sanctions, or military force to maintain or restore international peace and security.
INTERNATIONAL LAWS AND INTERNATIONAL AGREEMENTS
Customary international law is unwritt en and derives from the actual practices of nations over 
time. To be accepted as law, the custom must be long- standing, widespread, and practiced in 
a uniform and consistent way throughout nations. Treaties represent another source of cus-
tomary law. Although treaties generally bind only those countries that ratify them, customs 
may be deduced from the rules and statements contained in treaties. Th ese new customs may 
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be considered binding even on those states that did not sign and ratify the original treaty. 
Whether or not they are embodied in a writt en treaty, customs become part of international 
law because of continued acceptance by the great majority of nations. Some customary inter-
national law has been codifi ed in recent years. For example, the Vienna Convention on the 
Law of Treaties, which was approved in 1969 and took eff ect in 1980, codifi ed the customary 
law that treaties between sovereign states are binding on their signatories and must be fol-
lowed in good faith. Th e Vienna Convention states that a party may not invoke the provisions 
of its internal law as justifi cation for its failure to abide by an international treaty. Every nation 
is expected to obey international law. Failing to do so will rarely bring international police or 
an army to enforce the law, but it can provoke international retaliation in other areas of the law.
In this chapter I will focus on recent international treaties that att empt to stabilize the 
chemistry of the atmosphere and the resulting climatic consequences of these treaties.
The Power to Influence Sovereign States
Sovereign states drive the global environmental agenda through international organizations, 
treaties, etc. What determines the agenda of these states? Th is depends on many factors, prin-
cipal of which is the form of the states’ governments. Th e time of the prince- philosopher ruler 
(Plato) or the French king (Louis XIV), reported to declare, “the state, it is I,” is over in most 
of the world’s countries. Th e time when communication was a reserved privilege, in which 
information mainly fl owed to the general population from the government, which directly 
or indirectly controlled the means of communication, is coming to an end in most countries. 
Globally we are now participating in a profound communication revolution, through the 
spread of the Internet and mobile phones, that emerged from the electronics revolution dur-
ing the second half of the 20th century. Table 13.1 shows the penetration of these technologies 
into selected countries and the changes of penetration over the last 3 years for which data are 
available. We can see that although these technologies have much deeper penetration into the 
industrialized countries, the developing countries are catching up fast.
Newspapers and books have been available since the invention of the printing press, and 
in some countries radio and television are providing news independent of the government. 
However none of these communication tools can compare with the mass communication ava-
lanche made possible through the use of the new communication tools. Th ese tools provide 
eff ective vehicles to organize across state lines and form discussion groups, chat groups, web 
logs (electronic diaries or blogs), and organizational web pages in which people who share 
a common interest can coordinate their activities. Some governments are trying to limit the 
information that can be exchanged, with very limited success. A 2010 search of blogs that 
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discuss global warming indicates about 24 million hits. I did not check whether all are rel-
evant, but the opportunities are obviously there. Governments will disassociate from such a 
conversation at their own peril. As we will see as we follow the Kyoto Protocol, this technol-
ogy also forces governments on all levels to be more transparent, which in turn helps to assure 
that globally sound environmental practices are followed.
Local Governments, Nongovernmental Organizations, and Corporations
Andorra, with about 70,000 citizens, is a sovereign state; California, with a population of close 
to 40 million, is not. When the majority of the residents of California became unhappy (or 
the state government estimated they were unhappy) with decisions at the federal level, they 
entered into an agreement with a few other states to impose their own limits on GHG emis-
sions. About nine states on the East Coast of the United States did the same. Th ese actions will 
likely be constitutionally challenged in federal courts on the ground of interference in inter-
state commerce, but it is also likely that the issue will remain in the forefront of the public’s 
consciousness and require constant att ention, convincing the federal government to realign its 
policies to those of the rest of the world.
Nongovernmental Organizations
Nongovernmental organizations (NGOs) are increasingly becoming key players in global gov-
ernance on issues of transnational concern. Th ey are usually single- issue organizations that get 
independent funding or get contracts from state agencies to carry out specifi c missions. Th ese 
Table 13.1. 
Telephones (fi xed line and mobile), Internet users, 
and personal computers per 1000 people (2002/1999)
Country Phone subscribers Internet subscribers Personal computers
China 328/120 46/7 28/12
France 1216/944 314/92 347/267
India 58/28 16/3 7/3
Japan 1195/1006 449/214 382/287
Nigeria 19/4 3.5/0.46 7/6.4
United States 1114/970 551/397 659/507
World 364/234 131/59 101/69
Source: World Bank.1
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organizations can be local, national, regional, or global. Although they were functioning in 
various forms well before the Internet, they got a big boost from the enhanced communication 
capabilities that the Internet provides. In order to participate in global activities spearheaded 
by the UN, they need to be accredited. Th ere are about 2000 NGOs currently accredited with 
the UN. Of these organizations, 430 are accredited with the Global Environmental Facility 
(GEF) that provides grants to developing countries for projects benefi ting the global environ-
ment. GEF funds originate from developed countries. Local and international NGOs partici-
pate in activities both at the project level and at the level of broader policy recommendations.
Corporations
Th e business of corporations is business. Uncertainty is not good for business. Th e General 
Electric Corporation (GE) has recently started a campaign they have labeled “Ecomagina-
tion,” which includes a worldwide, coordinated eff ort to cut its GHG emissions, boost envi-
ronmental technology spending, and make sure the world knows about it. Its chief executive 
has called on the United States to set mandatory limits for carbon emissions— that is, to join 
the rest of the world and implement the Kyoto Protocol without explicitly stating it. Th is is not 
necessarily an expression of good citizenship— GE is hoping they can do good business with 
green technologies that involve many of the alternative energy sources discussed in Chap-
ter 11. Most power companies are still opposed to mandatory emission targets, but some are 
more opposed than others. Th e push and pull within the US business community is currently 
at full strength. Th ere is no doubt the results will aff ect policy.
INTERNATIONAL AGREEMENTS
The Montreal Protocol
Th e connection between the stratospheric ozone and chemicals such as chlorofl uorocarbons 
(CFCs) widely used in refrigerators, air- conditioners, and as dry- cleaning sprays was exam-
ined in Chapter 6. Toward the end of the 1970s, it became increasingly clear through the eff orts 
of scientists such as Paul Crutzen, Mario Molina, and Sherwood Rowland that stratospheric 
ozone is destroyed by anthropogenic emissions of CFCs and other ozone- depleting chemi-
cals. By 1985 it was established that the chemical- induced ozone destruction was responsible 
both for the formation of a large stratospheric hole in the ozone layer centered on Antarctica 
and for the thinning of the ozone layer in other locations. It was also established that the thin-
ning of the ozone layer increases the atmospheric penetration of ultraviolet solar radiation 
that directly contributes to skin cancer. Th is was clearly a global challenge to which the world 
community, through the leadership of the UN, was able to react quickly and eff ectively.
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In 1985, the Vienna Convention established mechanisms for international cooperation in 
research on the ozone layer and the eff ects of ozone- depleting chemicals. On the basis of this 
agreement, the Montreal Protocol on Substances Th at Deplete the Ozone Layer was signed in 
1987 in Montreal, Canada. Th is was followed by periodic multinational meetings for updates 
and follow- ups.
Th e agreement called for the parties to phase out the use of CFCs and other man- made 
ozone- depleting chemicals. Th e protocol stipulates (with some minor exceptions) that pro-
duction and consumption of ozone- depleting chemicals should be phased out by the year 
2000. Th e agreement includes threats of trade sanctions in case of noncompliance and off ers 
incentives for nonsignatory nations to join. Th e agreement was designed to be fl exible enough 
to accommodate periodic scientifi c and technological assessments that might require changes 
in the schedule and in the list of chemicals covered by the protocol. Governments are not 
legally bound by the protocol until they ratify it. So far, 189 countries have ratifi ed the proto-
col. Th e ratifi cation of the amendments is a bit slower.
Th e results were spectacular: the annual global production of CFCs declined sharply 
immediately following the signing of the agreement. Th e stratospheric concentrations of 
ozone- depleting chemicals declined following a rising trend prior to the agreement. Th e pres-
ent predictions are that the ozone layer will recover over the next 50 years, conditional on 
continuing compliance.
Th e UN secretary general was heard to say that “perhaps the single most successful interna-
tional agreement to date has been the Montreal Protocol.” 2
Th e international community regards the Montreal Protocol as a good template for an 
agreement on other global environmental threats such as GHGs. However, there are two 
major diff erences between the two issues:
 1. It was relatively inexpensive to fi nd substitutes for CFCs.
 2. Almost all the CFC manufacturing was concentrated in a few developed countries, 
with the largest share contributed by the DuPont Corporation. For most of the signa-
tories, it was relatively inexpensive to be good citizens.
The Earth Summit
With the apparent success of the Montreal Protocol and fi rst report issued by the Intergov-
ernmental Panel on Climate Change (IPCC; see Chapter 8) in 1990 on the possible global 
impact of climate change induced by anthropogenic contributions from the burning of fossil 
fuel, the world was ready to tackle global environmental threats through a systematic, holistic 
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approach. Th e Earth Summit conference was convened in Rio de Janeiro, Brazil, in June 1992 
to reconcile global economic development with the protection of the environment. Th e par-
ticipants included representatives from 178 nations, 117 heads of state, and many of the lead-
ing NGOs. At this conference most nations started to formally commit to pursuing economic 
development in ways consistent with a global sustainable environment. Th is commitment was 
codifi ed in the Rio Declaration, included here in its entirety in Appendix 3. Th e declaration 
establishes the balance between environmental concerns and economic development (prin-
ciples 2 and 3). It states that “environmental protection shall constitute an integral part of a 
development process and cannot be considered in isolation from it” (principle 4). It acknowl-
edges the diff erential responsibility of developed and developing countries (principle 7) and 
states that “each individual should have appropriate access to information concerning the 
environment that is held by public authorities” (principle 10), thus acknowledging the neces-
sity of transparency. Pointedly, there is no mention of the necessity to ensure that individuals 
will be able to understand the information.
Aside from the Rio Declaration, the main binding documents agreed on are the Conven-
tion on Biological Diversity, which requires nations to take inventories of their plants and wild 
animals and protect their endangered species; Agenda 21, which outlines strategies for clean-
ing the environment and encourages environmentally sound development; and the Frame-
work Convention on Climate Change, which addresses global warming. A related nonbinding 
Statement of Principle on Forests was issued to try to preserve the world’s forests. Appendix 3 
provides the main articles and principles of the global warming agreement known as the UN 
Framework Convention on Climate Change (UNFCCC). Th e full text of the UNFCCC and 
the other agreements can be found on the UN website.3
Th e UNFCCC states, “Th e ultimate objective of this Convention and any related legal 
instruments that the Conference of the Parties may adopt is to achieve, in accordance with 
the relevant provisions of the Convention, stabilization of GHG concentrations in the atmo-
sphere at a level that would prevent dangerous anthropogenic interference with the climate 
system. Such a level should be achieved within a time- frame suffi  cient to allow ecosystems 
to adapt naturally to climate change, to ensure that food production is not threatened and to 
enable economic development to proceed in a sustainable manner.”
Th e signatories to the UNFCCC are split into three groups: Annex I countries (industrial-
ized countries); Annex II countries, which are the Annex I countries rich enough to support 
some costs of the developing countries (excluding countries previously a part of the eastern 
bloc and very small countries such as Liechtenstein and Monaco); and the developing coun-
tries. By this agreement, Annex I countries agree to reduce their GHG emission to target levels 
below their 1990 emissions. If they cannot do so, then they must buy emission credits or invest 
198 Climate Change: The Fork at the End of Now
in conservation. Developing countries have no immediate restrictions under the UNFCCC, but 
they must develop an accounting system that will monitor their GHG level. Th e convention 
also established committ ees responsible for implementation (articles 7– 10); these include the 
Conference of the Parties (COP), the Secretariat, and a Subsidiary Body for Scientifi c and Tech-
nological Advice. Th e UNFCCC entered into force upon ratifi cation by 50 countries in March 
1994. Since then the parties have been meeting annually to establish legally binding obligations 
and assess progress in dealing with the issues. As a result of these meetings, a binding protocol 
was draft ed in the COP- 3 meeting in December 1997 in Kyoto, Japan.
The Kyoto Protocol
Appendix 3 provides the main articles and principles of the Kyoto Protocol. Th e full text of 
the Kyoto Protocol can be found on the UNFCCC website.3 In accordance with the protocol, 
parties from developed countries are committ ed to reduce their combined GHG emissions by 
at least 5% from the 1990 levels by the period 2008– 2012. By 2005 developed countries must 
have made demonstrable progress. Th e protocol establishes innovative mechanisms known as 
joint implementation emissions trading (article 6), clean development mechanisms (CDM; 
article 12), and emission trading (article 17), designed to reduce the cost of implementation 
in the developed countries and to provide resources to the developing countries to reduce 
their emissions. Th e protocol entered into force on February 16, 2005, upon ratifi cation by 
countries responsible for more than 55% of the GHG emissions. Th e most notable exception 
to ratifi cation is the United States, which, upon an administration change aft er the 2000 elec-
tions, decided not to be a part of the Kyoto process.
Under the clean development mechanism, developed countries can get credit for fi nancing 
emission of GHGs in developing countries. Under the emission trading mechanism, devel-
oped countries can trade emission rights with other developed countries, and under the joint 
implementation mechanism, developed countries can implement projects in other countries 
that remove or reduce the amount of carbon in the atmosphere and get credit for the reduc-
tion. Th e number of emission credits provides a controlled ceiling for GHG emissions, and 
the various trading options provide companies with mechanisms to achieve emission limits at 
a lowest possible cost. Th e success or failure of the process depends on stringent verifi cation 
mechanisms and full transparency. Much of the post- Kyoto international eff ort is dedicated to 
achieving these objectives.
As of 2010, the mechanisms for implementation are in some disarray. In 2005, the 25 coun-
tries of the EU, which are committ ed to joint implementation, launched their emission trading 
systems (ETSs).4 Currently, ETSs cover emission of carbon dioxide by large emission sources. 
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Nevertheless, it covers more than 10,000 organizations, and the trading volume was expected 
to reach $13 billion/year by 2008. Th e emission limits are established through national alloca-
tion plans by which each country gets emission credit allowances with each unit of allowance 
corresponding to the right to emit 1 ton of carbon dioxide. Th e individual countries distribute 
the allowances (presently no money is changing hands) to the emitt ing companies that then 
trade them with other organizations or countries. At the end of each year, the companies are 
expected to surrender allowances that correspond to the volume of the actual emissions. In 
most cases the emission volumes are calculated based on the fuel input, the nature and volume 
of the output (e.g., cement production), or both. Since its inception, the price of an allowance 
has increased steadily to reach €30/ton of CO2 on April 2006. On September 2007 the price 
fell to €0.1/ton. Th is decline stems from the present global uncertainty as to the post- Kyoto 
(2012) global regulatory environment for GHG emissions.
Th e UNFCCC and the Kyoto Protocol require signifi cant progress by 2005. Th e United 
States took itself out of the Kyoto Protocol, but as was mentioned before, this is not necessar-
ily a reason to predict that the United States will be out of step with the rest of the world in 
terms of compliance. As of 2010, it might be too early to tell, as the latest consistent data on all 
relevant parameters are for 2006.
Th e timeline is relatively simple. Th e baseline is 1990, the Earth Summit took place in 
1992, the UNFCCC was ratifi ed in 1994, and the Kyoto Protocol was set in 1997 and ratifi ed 
in 2005. Th e Kyoto Protocol was set to show progress in 2005 and it basically expires in 2012.
Tables 13.2– 13.4 show the results for seven countries that constitute 53% of the CO2 emissions 
in 2006 and 46% in 1990. Th e table includes representatives from the three income groups 
and account for more than half the world population. All three tables include the correspond-
ing global data. Th e fi rst two tables also include the corresponding per- capita numbers. From 
1990 to 2006 the global CO2 emission increased by 40% compared to a 33% increase in global 
energy use. Th e global per- capita CO2 emission and energy use hardly changed. Th e diff erence 
in the emission and energy use also indicates the CO2 intensity increased— more emission for 
the same energy use. Th e Annex II countries included in the tables, which have ratifi ed the 
Kyoto Protocol, did rather well. Th ese countries include France, Japan, and the United King-
dom. From 1990 to 2006 their CO2 emission increased by 10% compared to a 12% increase in 
their energy use. China is the obvious leader in its increases CO2 emission (more than 250%) 
and energy use (214%). Recently China became the largest global CO2 emitt er. Most of the 
Chinese increase was due to a per- capita increase because of very fast economic development, 
not an increase in population. Table 13.4 shows that China decreased their energy intensity 
(energy/GDP; Chapter 9) by 50%. Within the Kyoto framework, China is a developing coun-
try only obligated of increased transparency in terms of emission and energy use. Th e United 
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States is another outsider that needs specifi c analysis. In terms of GDP per capita, the United 
States is the richest country among those mentioned in Tables 13.2– 13.4. From 1990 to 2006 
US CO2 emission increased by 12% compared to a 12% increase in their energy use. Th e per- 
capita value remains approximately the same— almost twice as large as other rich countries 
in the list. With a bit more than 4% of world’s population, the US carbon emission is close to 
20%, and its energy use about the same fraction. Its energy intensity is the highest among the 
listed developed countries, but it came down considerably from 1990 (about 25%). It is clear 
from the data in these tables that without binding commitments from China and the United 
States, a global binding commitment for reduction of GHGs is impossible.
Table 13.2. 
CO2 emissions (kilotons)/(emissions/capita [metric tons])
Country 1990 1994 2000 2006
Brazil 209,000/1.4 242,000/1.5 330,000/1.9 352,000/1.9
China 2,413,000/2.1 2,997,000/2.5 3,403,000/2.7 6,099,000/4.7
France 398,000/7 369,000/6.4 367,000/6.2 383,000/6.2
India 690,000/0.8 864,000/0.9 1,186,000/1.2 1,509,000/1.4
Japan 1,171,000/9.5 1,250,000/10 1,259,000/9.9 1,292,000/10.1
United Kingdom 573,000/10 563,000/9.7 548,000/9.3 568,000/9.4
United States 4,861,000/19.5 5,219,000/19.8 5,738,000/20.3 5,748,000/19.3
World 22,512,000/4.3 22,871,000/4.1 24,677,000/4.1 30,155,000/4.4
Source: World Bank.1
Table 13.3. 
Energy use (kilotons oil equivalent)/(energy use/capita [kg of oil equivalent/capita])
Country 1990 1994 2000 2006
Brazil 140,000/933 155,000/973 189,000/1086 223,000/1185
China 863,000/760 980,000/822 1,092,000/865 1,845,000/1407
France 224,000/3957 228,000/3958 252,000/4299 268,000/4363
India 318,000/374 365,000/400 457,000/450 561,000/505
Japan 438,000/3546 481,000/3846 518,000/4080 518,000/4057
United Kingdom 207,000/3619 217,000/3744 224,000/3803 219,000/3464
United States 1,913,000/7664 2,046,000/7776 2,283,000/8092 2,303,000/7861
World 8,555,000/1666 8,777,000/1606 9,733,000/1646 11,370,000/1793
Source: World Bank.1
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Th e 2008 presidential election in the United States brought with it a new government com-
mitt ed to work toward a post- Kyoto binding global agreement to reduce GHG emissions. Th e 
losing candidate was also campaigning in this spirit. One of the other remaining governments 
showing hostility to Kyoto (Australia) was also replaced by the party advocating to join the 
eff ort. It seems the world is fi nally prepared to act together to face the issue. All eyes were 
focused on Copenhagen.
Copenhagen
Th e 2009 UN Climate Change conference was held in Copenhagen, Denmark, on December 
7– 18 to draft  a global framework for climate change mitigation beyond 2012. Th e result was a 
great disappointment. Th e conference did not result in any binding document for ratifi cation. 
A document was draft ed by a small group of nations, including the United States and China, 
India, South Africa, and Brazil.5 Th e document was mainly declaratory and it was agreed that 
the other delegates will take note of the document. Many countries have declared commit-
ments to reduce emission, but these were soft  commitments with varying base years. At best it 
can be described as work in progress.
GLOBAL SECURITY VERSUS NATIONAL SECURITY
It is not surprising that almost every aspect of global warming is controversial. Th e science is 
less controversial among professional scientists who study the issue than it sometimes seems 
from press reports. Nevertheless, any observation not explained in a straightforward manner 
Table 13.4. 
Energy intensity (kg oil equivalent/$1000 GDP [constant 2005 PPP])
Country 1990 1994 2000 2006
Brazil 130 130 137 135.5
China 692 489 325 311
France 159 155.5 147 140
India 310 299 262 209
Japan 137 142 143 131
United Kingdom 152 151 128 108
United States 240 233 207 181
World 238 226 203.5 190
Source: World Bank.1
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based on conventional wisdom is viewed by some, and oft en portrayed, as a refutation of the 
basic premises. (I emphasized in Chapter 1 that the scientifi c method is based on the prin-
ciple that a single observation that contradicts an established theory is suffi  cient to render 
the theory invalid). Th e noisy global temperature data discussed in Chapters 2 and 3 pro-
vide ample opportunity for skeptics. Regardless of the directly observed temporal and spatial 
aspects of the consequences, the basic premise that anthropogenic changes to the atmosphere 
will have major eff ects on the climate through changes of the solar energy balance can with-
stand scrutiny. We fail to act upon this premise at our peril. But, as the argument continues, 
global warming is much too important to be left  to scientists to decide actions and remedies. 
Th roughout this book I have consistently described the required change in behavior as a feed-
ing transition— namely, that the science is solid enough to initiate a global transition from 
very convenient fossil fuels to largely experimental nonfossil fuels. Th e majority of the world’s 
community agrees: the political process started with the Rio Declaration, matured to imple-
mentation with the Kyoto Protocol, and got somewhat shaken with Copenhagen is a testi-
mony to this sentiment. As was mentioned previously, the agreement is not universal, and it is 
still at the center of a continuous debate.
In Chapter 10 the case was made that the global reserves of conventional fuels— namely, 
oil and natural gas— will run out within 2 generations. Th e distribution of the resources was 
given in Table 10.4, from which we can deduce that most of the oil reserves are not located 
within the jurisdictions of the industrialized countries. Th irty years ago, political instabilities 
in the Middle East (the Arab– Israeli war and the Iran– Iraq war) gave rise to major oil short-
ages that resulted in major price increases. At that time industrial economies were much more 
aff ected by the price of oil than they are now, mainly because the economies in industrialized 
countries were more dependent on industry and agriculture. Since then, as a result of increased 
political stability in the regions holding most of the world’s oil supply and the reduced depen-
dence on oil in the industrialized countries due to the signifi cant increase of the service sector 
in their economies, the price of oil fi rst signifi cantly declined and then stabilized as measured 
in infl ation- adjusted dollars. Aft er 2000, the price of oil started to climb; in 2005 the price 
rose by nearly 50% in 6 months to reach $70/barrel. In infl ation- adjusted dollars, the price 
was still below the peak during the Iran– Iraq war (about $85 in 2005 dollars) but very close. 
Aft er the 2008 global recession, the price declined again to around $70/barrel, as of 2010. Th e 
recent price increase is more complicated compared to the previous increase because it did 
not involve wars or other political instabilities but rather antiquated infrastructure (mainly 
refi ning capacity) in industrialized countries, a growing appetite from fast- moving develop-
ing countries such as India and China, and a nondeclining appetite in the United States. As of 
2010, the eff ect on industrial countries is not as severe as it was in the 1980s, mainly because 
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of increased energy effi  ciency in industrial economies. However, there is already enough of 
a disturbance for people to get nervous. When people get nervous, politicians get nervous. 
In such circumstances there is a tendency to try to fi nd culprits not under our (the sover-
eign state) control. We (governments) cannot be blamed for the actions of culprits not under 
our control. Dynamics like this lead to a collective desire to have our energy needs supplied 
internally. For industrial countries currently importing signifi cantly more than 50% of their 
energy needs, this is an impossible objective without a major feeding transition, but striving 
to achieve energy independence is a powerful force that comes under the label of national 
security. Currently in the United States this is one of the two dominant forces for government 
action in the energy area (the other one is climate change, as it’s gett ing hott er).
Th ere is a considerable degree of overlap between global security through sustainable 
energy use and self- reliance in energy supply. But there are also major diff erences. Th e overlap 
is in areas such as conservation and alternative energy sources that were described in Chap-
ter 11. Th e emphasis on conservation limits dependence on imported energy sources by an 
overall reduction in energy demand. Th e emphasis on renewable energy sources is because 
almost all the major candidates to replace fossil fuels require innovative technologies. In large 
part the technologies are based on universally shared science, and they are subject to national 
decisions as to the allocation of development resources and their subsidized use during the 
transition. Th e last statement is biased because it currently applies only to the developed coun-
tries; in many cases developing countries do not have the resources needed to develop new 
technologies. Th is reality is in constant fl ux and is changing rapidly due the rapid economic 
development in the most populous developing countries. China is now the leading producer 
of alternative energy sources. Th e international community, through the series of agreements 
previously described, recognizes this reality and puts the burden of the development of the 
new energy sources on the shoulders of the industrialized countries.
Th e main diff erence between global security and national security objectives is in two 
areas: (1) the continuous search for fossil fuels regardless of climatic and other environmental 
consequences and (2) nuclear energy.
The Continuous Search for Fossil Fuels
Currently, a search for new deposits of fossil fuels becomes controversial only if energy com-
panies seek permission to explore protected areas such as off - shore formations and sites such 
as the Arctic National Wildlife Refuge (ANWR) in Alaska. However, the most serious global 
controversies are still likely to surface. If we go back to Chapter 10, the fork was placed at 
the point where we collectively must decide how to replace the present feedstock of oil and 
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natural gas, either by replacing fossil fuels with alternative fuel sources that do not contribute 
to irreversible changes in the atmospheric chemistry or by shift ing to alternative and abundant 
fossil fuel sources, such as coal and methane hydrates. Th e reported reserves of these are so 
large that catastrophic consequences due to climate change can be expected unless active steps 
are taken to limit the damage (business as usual in the Special Report on Emission Scenarios 
[SRES] scenarios). At present, our knowledge of the global distribution of methane hydrates 
is limited. We have much bett er data on the global distribution of coal deposits.
Table 13.5 provides recent estimates of the global distribution of coal together with the 
reserves/yearly production (R/P) ratio that approximates the availability of the resources. 
Comparison of Table 13.5 with Table 10.4, which showed the global oil distribution, shows 
the important diff erences in the nature of the distribution. Oil and natural gas are mostly 
found in the Middle East, whereas major coal deposits are found in four countries: the 
United States, Russia, China, and India. Together these four countries account for approxi-
mately half the world’s population and are among the fastest growing economies. If national 
security considerations win the political debate in these countries, then the fork will come 
considerably earlier than our estimates in Chapter 10 based on global availability of oil and 
natural gas.
Table 13.5. 
Proven reserves of coal at the end of 2004 (million tons)
Total Share of total (%) R/P ratio
United States 246,643 27.1 245
Total North America 254,432 28.0 235
Total South and Central America 19,893 2.2 290
Russian Federation 157,010 17.3
Total Europe and Eurasia 287,095 31.6 242
South Africa 48,750 5.4 201
Total Afr ica and Middle East 50,755 5.6 204
Australia 78,500 8.6 215
China 114,500 12.6 59
India 92,445 10.2 229
Total Asia- Pacifi c 296,889 32.7 101
Total world 909,064 100.0 164
Note: Designated countries have a minimum of 5% of the reserves.
Source: British Petroleum.6
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Nuclear Energy
We saw in Chapter 11 that, currently, only three signifi cant nonfossil sources of energy con-
tribute to the global energy mix: nuclear energy, hydropower, and wood. Nuclear energy con-
tributes around 6% of global energy needs. However, the global distribution is not uniform. 
Of the world’s nuclear energy, 85% is used by rich, industrialized countries that belong to the 
Organization for Economic Co- operation and Development (OECD). Th e remaining 15% is 
used by the countries of the former Soviet Union. Nuclear energy supplies around 10% of the 
energy needs of the OECD countries. As was mentioned in Chapter 11, this situation is also 
in constant fl ux because of China’s growth as a producer of nuclear energy. Most developing 
countries hardly use any nuclear energy. In fact, when some of them, such as North Korea 
and Iran, recently expressed interest in using nuclear energy and started programs to acquire 
or develop the technology to do so, they found themselves less sovereign than they wished 
to be. Th e industrial countries strongly objected, claiming, not without good reasons, that 
the real interest of these countries was to develop nuclear weapon capabilities and bypass the 
international eff ort to limit the spread of nuclear weapons. It is an inescapable conclusion that 
international eff orts to enable developing countries who are not yet members of the nuclear 
club to use nuclear energy as part of an alternative energy mix are in need of development to 
recognize that smaller, developing countries are just as entitled to feel secure in their energy 
sources as rich, industrial countries.
From my own perspective, the most surprising confl uence of national security and global 
warming came as a report draft ed by two US Pentagon researchers, dated October 2003, 
titled “An Abrupt Climate Change Scenario and Its Implications for United States National 
Security.”7 At the top of the report it states that “the purpose of this report is to imagine the 
unthinkable— to push the boundaries of current research on climate change so we may bet-
ter understand the potential implications on United States national security.” Th is is followed 
by a declaration that “we have created a climate change scenario that although not the most 
likely, is plausible, and would challenge United States national security in ways that should be 
considered immediately.” Th e report outlines in some detail abrupt regional climate changes, 
where some regions undergo major cooling and some major warming. Th e changes induce 
major disruptions in food, energy, and water supply that in turn lead to political instabilities, 
regional confl icts, and so forth, posing a signifi cant threat to US national security. Such reports 
might add to the infl uences to convince the United States to join the implementation of Kyoto, 
either formally or informally.
In the next chapter I will try to go from the collective to the personal: what can each one of 




What Can I Do, and What 
Can I Learn from Doing It?
The previous 13 chapters made the case that although the issue of anthropogenic causality of climate change is a complex issue and encompasses vast domains of our intellectual, 
physical, moral, political, and economic world, it can and must be addressed. However, the 
observations from which we draw much of our understanding span an equally broad spec-
trum. Because many of the issues relate to rather long- range projections (the “end of now”), 
the public discussion invites “cherry picking”— pursuing a certain agenda, choosing the evi-
dence to support that agenda, and ignoring evidence that points in other directions. Such a 
process creates polarized positions that reinforce and feed on each other. Th is kind of dynamic 
reduces the issue to one of arbitration. But because climate change aff ects us all, it is very 
unlikely that we will fi nd an “objective” and informed “judge” who will act as a universally 
acceptable arbiter, and it is probably equally unlikely that we would want to search for one. 
What is left  for us to do is to continue to rely on the political process to formulate policies, with 
the physical environment dispensing its canaries from time to time to warn us against drift s 
in the wrong direction. Chapter 13 showed that at present our collective wisdom is wanting.
However, the issues remain abstract, and aside from the immersion that you have just expe-
rienced in this book, there is no escape from the realization that for most of us it will remain 
necessary to follow or believe in somebody who is willing to do the work of inspecting the data 
and forming an informed opinion. My own very limited experience with people who read pre-
liminary versions of this book, including a selection of students, colleagues, friends, and family 
members, is that they always end up asking, “OK, now what can we do about it?”
If the top- down approach through the political process is not yet functioning, then how are we 
doing individually through the bott om- up approach? Th e data that we presented in the last chapter 
are not too encouraging. It was obvious from the time of the Earth Conference in 1992, when the 
issue came to the forefront of public discussion, that energy use and the carbon footprint per cap-
ita is rising in developing countries because of their rapid development whereas it approximately 
remains constant in developed countries. Even the factor- of- two diff erence between the United 
States and most other developed countries is not budging. If we want to improve our bott om- up 
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performance, then we fi rst need to know how we are doing. Th e fi rst step in this direction is to esti-
mate our energy use and carbon footprint and identify the practices that can be improved.
MY PERSONAL ENERGY AUDIT
I will start with my personal energy audit and refl ect on this audit to the much larger numbers 
that characterize the national and global scenes. Such an audit will not only account for the 
larger energy picture and its environmental consequences but also empower us with the tools 
to translate relevant political issues to more controllable issues and may even save us some 
money in the process.
My personal audit starts with my energy utility bills. Examples of my electricity and gas 
bills are shown in Figure 14.1. First, notice that aside from the bott om line of how much I 
have to pay, everything else is hardly transparent. For us these are hardly “energy” bills; they 
are separate bills for gas and electricity. If I wanted to choose between gas cooking and electric 
cooking, then I have very litt le information to go on unless I do my homework and work my 
way through the oft en complicated unit conversions. Th is is not a universal phenomenon— I 
asked my British friends to send me copies of their bills, which are shown in Figure 14.2.
Th e American and British electric and gas bills come with the same units— gas in 100 ft 3 
(nearly equivalent to therms; see Appendix 1) and electricity in kilowatt - hours (kW·h). However, 
the British gas bill takes the extra step of converting gas usage into its equivalent energy content in 
kilowatt - hours by using the same process we use in Box 14.1 and unit conversions similar to the 
ones in Appendix 1. Th e same practice is followed in other European countries (I checked only in 
France). In England, we can now make an informed decision about gas cooking and electric cook-
ing because we can immediately see that 1 kW·h equivalent of electricity is priced at the approxi-
mate rate of 9 p (taking the average of fi rst and next rates) and 1 kW·h equivalent of gas is priced at 2 
p. In Chapter 11 we saw that electricity is not a primary energy source. We need fuel to boil water to 
make steam to run a turbine. Th e second law of thermodynamics (Chapter 5) imposes strict limits 
on this conversion. Th e conversion effi  ciency of a typical electrical generator is about 30%, so we 
need much more fuel to get the same unit energy from electricity as we get from natural gas, and 
hence it is much more expensive. Interestingly, if we compare the electric prices in England and the 
United States using an approximate exchange rate for October 2005 of $1.70/1£, then the prices 
that I pay and my English friends pay for a kilowatt - hour are about the same (though I end up pay-
ing more because of the fi xed service charge and the sales tax). Box 14.1 goes into the details of my 
energy audit, and Table 14.1 summarizes the results. In the box, where we go to the elementary pro-
cesses, I calculate the energy in Calories (or Cal). Later, to be a bit more compatible with everyday 
experience in the United States, I convert the units to Btus.
 What Can I Do, and What Can I Learn from Doing It?  209
Figure 14.1. Examples of my monthly electric and gas bills
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Figure 14.2. Electric and gas bills from England
Table 14.1. 
My personal energy audit





Food 10,000 1 Solar 0.67 of sugar equivalent
Gas (cooking) 23,000 1.2 Natural gas 0.5 of methane 
equivalent
Gasoline 125,880 8.4 Gasoline 2.7 of octane equivalent
Electricity 89,744 4.7 Natural gas 1.7 of methane 
equivalent
Space and water heating 840,000 44 Natural gas 16 of methane 
equivalent
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Box 14.1
MY PERSONAL ENERGY AUDIT
Input
If I count my calories, I eat, on average, food equivalent to 2500 Cal/day. On average I 
drive 20 miles per day— I divided my total mileage by the number of days I have owned 
the car. At home I took my electric and gas bills for few months, added the numbers, 
and divided by the number of months to get my average monthly usage of electricity 
and gas. I then divided these amounts by the total number of days to get my average 
daily use for this period. I ended up using 7.9 kW·h/day of electricity and 0.23 therms/
day of natural gas. At home I directly use natural gas only for cooking. To calculate my 
space and water heating, however, I had a slight problem: I live in an apartment building 
that has 42 apartments in a cooperative arrangement in which we own shares. We pay 
the heating bill collectively and mostly use natural gas for heating. I had to estimate the 
energy that we use for heating by assuming that my share of the heat energy is equal to 
the fraction of shares I own, which approximately scales to the area of the apartment. 
In addition, space heating is very seasonal; we heat only during the winter. To adjust 
for that, I took the yearly average and divided it by the number of days in the year. If a 
signifi cant fraction of the electricity bill is going toward air- conditioning, one should do 
similar averaging. After all this, my average heat consumption came out to be equivalent 
to 8.4 therms/day (we use therms here because we mostly use natural gas for heating).
Food
To make my life (or at least this calculation) easy, I will assume I am getting all my calo-
ries from simple sugar— the same glucose that we explored in Chapter 2. The complete 
digestion of the sugar generates energy through the following reaction (from Box 2.1):
 C6H12O6 + 6O2 → 6CO2 + 6H2O + energy. [14.1]
The amount of energy we generate in this reaction is 673 Cal/mole and 1 mole of glu-
cose is 180 g. Assuming that all my daily caloric consumption comes from glucose, my 
daily consumption of 2500 Cal amounts to 2500/673 = 3.7 moles of glucose (0.67 kg). 
Equation 14.1 tells me that a complete oxidation of 1 mole of glucose results in the 
formation of 6 moles of carbon dioxide. Because each mole of carbon dioxide weighs 
44 g, I will end up exhaling 446 × 3.7 = 977 g or about 1 kg of CO2/day.
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Natural Gas
The main component of natural gas is methane (Box 2.2). Combustion of methane takes 
the following form:
 CH4 + 2O2 → CO2 + 2H2O + energy. [14.2]
The amount of energy that we generate is 210 Cal/mole. Appendix 1 tells us that 1 
therm of natural gas (approximately equivalent to 100 ft3 of natural gas) is equal to 
25,000 Cal. So my daily consumption is equal to 0.23 × 25,000 = 6500 Cal/day. Divid-
ing this number by 210 Cal/mole gives the number of moles of CH4 we consume daily: 
5750/210 = 27 moles/day. One mole of CH4 weighs 16 g and, from equation 15.2, burn-
ing 1 mole of methane results in the formation of 1 mole of CO2 that weighs 44 g. So 
my daily consumption of natural gas requires burning 16 × 27 = 432 g of methane and 
will release 44 × 27 = 1188 g (or 1.2 kg) of CO2.
Gasoline
Gasoline is a mixture of light hydrocarbons produced mainly by distillation of petro-
leum. I will use octane as an example. (What hydrocarbon I use for this demonstration 
makes very little difference; I use octane because of the general association of a “high 
octane number” with the quality of the gasoline, although the octane in the octane 
number is not the straight hydrocarbon chain I use here as an example.) The chemical 
reaction that describes the combustion of octane is
 2C8H18 + 25O2 → 16CO2 + 18H2O + energy. [14.3]
The amount of energy we generate through this reaction is 1313 Cal/mole. Appendix 
1 tells us that combustion of 1 gallon (US) of gasoline produces 31,470 Cal of energy. 
Because I am using 1 gallon of gasoline/day on average, my energy consumption is 
31,470 Cal/day. Dividing this number by 1313 Cal/mole gives the equivalent number 
of moles of octane that I burn: 31,470/1313 = 24 moles/day. One mole of octane 
weighs 114 g and, from equation 15.3, burning of 1 mole of octane produces 8 moles 
of CO2 (because we form 16 moles of CO2 by burning 2 moles of octane). So my daily 
gasoline consumption requires 114 × 24 = 2736 g (2.7 kg) of gasoline and will release 
24 × 8 × 44 = 8,448 (8.4 kg) of CO2.
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Electricity
Appendix 1 tells me that 1 kW·h = 3414 Btu. This appendix also tells me that 1 Btu = 
0.25 Cal.





= 3414 × 0.25 Cal = 853 
Cal. So my average daily electric consumption is 7.9 × 853 = 6739 Cal/day. The typical 
conversion effi ciency of an electric generator is 30%. So the actual energy needed to 
supply my 6739 Cal/day of electricity usage is actually 6739/0.3 = 22,463 Cal/day. As was 
discussed in Chapter 11, my utility company can use many primary fuels to produce this 
energy. I will use natural gas as an example, so our previous calculations for natural gas 
become relevant. The number of moles my utility company will need to produce my daily 
electric energy is 22,463/210 = 107 moles/day of methane. This corresponds to 107 × 16 
= 1712 g (1.7 kg) of natural gas, the burning of which will produce 107 × 44 = 4708 g (4.7 kg)
 CO2. The calculations will change slightly (creating more CO2) if my utility company is 
using coal to produce the steam and change in a major way (creating no CO2) if my utility 
is using nuclear energy to boil the water or hydropower to run the turbines.
Space and Water Heati ng
As was mentioned at the beginning of this box, I have calculated that on average I 
am using 8.4 therms/day of natural gas to heat my apartment and supply the heat for 
my hot water. This amounts to 8.4 × 25,000 = 210,000 Cal/day. This energy amounts 
to 210,000/210 = 1000 moles of methane (16 kg). Burning this methane will release 
1000 × 44 g = 44,000 g (44 kg) of CO2. Many of us use oil for space heating. Heating oil 
is a mixture of hydrocarbons heavier than the ones used for gasoline. A typical com-
pound is hexadecane (C16H34). The input information we get is the average number of 
gallons of oil that we use per day. From this information we proceed in a similar way to 
our calculation of the contribution of gasoline use to our personal energy audit.
Let us fi rst compare this to the US national scene and then att ach a price tag to it. Th e total 
US energy consumption (2005) is 1017 Btu/year. Th is energy is equivalent to 1017/365 = 2.7 × 
1014 Btu/day. Th ere are around 300 million people in the United States, so the average energy 
consumption per person is approximately 2.7 × 1014 Btu/3 × 108 people = 900,000 Btu/day.
per person. Summing up all my energy usage from the second column of Table 14.1 yields 
1,090,000 Btu/day. When you consider that I am an old guy, I live with my wife, and we share 
all our energy use (aside from the food), my energy audit is really an audit for two people. So 
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the national average is well above my own numbers (which is usually the case for city dwellers 
with decent mass transit). How much do I pay for all this (not counting the food)?
My energy costs are $31/day for natural gas (directly [heat + cooking] and indirectly [elec-
tricity]) and $3/day for gasoline.
Amounting to more than $11,300/year, $31/day for energy is a signifi cant expense. What 
can I do about it? Some of these expenses result from my choice of lifestyle. My apartment is 
much larger than I actually need, and if I moved to a smaller place, then I would cut my energy 
expenses considerably. I oft en drive to work in spite of the fact I have excellent public transport 
available to me. However, I cannot deny I waste a lot of energy for the simple reason that I do 
not bother to change my habits. Before I go any further into detail, let me expand a bit on the 
sort of waste that does not add very much to my lifestyle choices.
TRIVIALITIES ADD UP
Th e following examples were taken from Robert L. McConnel and Daniel C. Abel’s book Envi-
ronmental Issues: Measuring, Analyzing, and Evaluating.1 I sometimes use this book to teach 
environmental quantitative reasoning to students who wish to be elementary school teachers.
• Video cassett e recorders (VCRs). In the United States, 88% of households own at least 
one VCR. (In 2005 VCRs are already considered in many circles passé, so this statistic 
might be somewhat suspect— however the numbers are still large enough for the general 
message to be valid.) About 20% of VCR owners cannot program the clock. Th ese VCRs 
end up with “12:00” fl ashing constantly on and off .
Th e population of the United States is around 300 million, with an average of 2.6 people 
per household. Th e number of households in the United States is about 115 million. If we 
have, on average, one VCR per household with 20% of them having fl ashing clocks, then the 
resulting number of such clocks is around 23 million. Each clock consumes around 2 W of 
electricity for every 24 hours/day, 365 days a year. Th e amount of electricity required to run 







)=  17.5 kW·h. [14.4]
Th e amount of energy required to run all these clocks is 17.5 × 2.3 × 107 = 4 × 108 kW·h (400 
million kW·h). I pay for electricity around 18 cents/kW·h (November 2005). Assuming that 
everybody pays the same price, the total cost of this ignorance is about 4 × 108 × 0.181 = $7 × 107 
or $70 million/year. Th is is a lot of money that could be put to much bett er uses. However, if we 
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divide this by the number of VCRs— the result will be $3/year per VCR with a nonfunctioning 
clock. Th is is nothing to write home about. However, these kinds of nonfunctioning gadgets are 
not restricted to VCRs, and before we know it, we are talking real money. Th e climate change 
consequences follow similar reasoning. In Box 14.1 we calculated that 1 kW·h of electricity pro-
duced by burning natural gas emits 0.6 kg of CO2. Th e 17.5 kW·h the unadjusted VCR wastes 
produces about 10.5 kg/year of CO2. Daily, this amounts to only 0.05% of my average daily CO2 
production (Table 14.1), but it is totally avoidable without a sacrifi ce. Such a waste is not limited 
to VCRs but is common with many electronic instruments, and the numbers add up.
• Iced drinks. Americans and non- Americans alike are fond of having ice in their drinks. 
Typically, the amount of ice in a cup of any iced drink is 100– 200 g. To convert 1 kg of 
water at 0°C requires 80 Cal (Chapter 7). Additional energy is required to cool the ice 
to around – 20°C. One can estimate that the total energy required to make 1 kg of ice is 
around 150 Cal/kg. All this energy comes from electrical energy. So the total amount of 
electrical energy required to produce the ice for one iced drink is 30 Cal (assuming 200 g 
of ice for one drink). A valid question to ask is how much energy is needed to supply ice 
such that every person in the US will be able to have one cup of an iced drink a day. From 
Box 14.1, 30 Cal = 30/853 = 0.035 kW·h. Multiplication of this number by the total US 
population and by 365 days/year gives 3.8 × 109 kW·h/year. Th is is nearly 10 times more 
energy than needed for the malfunctioning VCRs discussed earlier. Collectively this 
costs more than half a billion dollars and will result in yearly CO2 emission of around 7.7 
kg/person or about 0.03% of my personal CO2 balance.
• “Instant on” appliances. Televisions and other electronic devices have an “instant on” 
feature that continuously draws electricity. A typical television draws 40 W of electricity 
when turned off . In the United States, one can fi nd an average of 2.4 TVs per home. For 
the 115 million households in the United States, we have approximately 280 million 







)x (2.8x108 )  = 9.8 × 1010 kW·h/year. [14.5]
Th is energy is about 25 times more than the energy that we waste on the ice cubes. Now we 
are talking about a national waste of more than $10 billion (for reference, the United Nations 
(UN) entire direct administrative budget is around $1.2 billion, not including operations such 
as peacekeeping, which has its own separate budget). Th e CO2 emission that results from this 
energy use is around 196 kg/person per year or around 1% of my average CO2 budget. Th is 
convenience is not restricted to TVs.
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WASTE AND CHOICES
My own energy audit is not typical of anything or anybody but is something that I familiarized 
myself with and a focus that I clearly can do something about. My energy choices are a direct 
result of my family’s choices and circumstances. Th e resulting numbers do not deviate consid-
erably from the national average. Th e energy audit of every family is specifi c to that family, yet 
the results accumulate to represent collective choices that bear directly on collective energy 
use and the resulting climate changes.
My own audit shows that space and water heating is by far my largest energy consumption 
category. I actually found out how much energy I am using for this purpose only recently fol-
lowing the recent sharp increase in the price of natural gas. I was not surprised. In my apartment 
building, we use a furnace and central distribution system for space and water heating. Our fur-
nace can use both natural gas and oil. We pay for the fuel through our regular maintenance bill 
that approximately scales with the size of our apartments but not with the amount of energy we 
actually use. It is not unusual in such a sett ing to hear residents occasionally complain that they 
are forced to open windows in the middle of the winter because of overheating whereas others 
complain of cold apartments. A rough estimate of the energy cost of an open window in the 
middle of the winter can be obtained by calculating the outside air infi ltration through a rela-
tively small 1 m × 1 m window open to the outside with an ambient temperature diff erence of 
20°C (38°F). Th e heat loss through such an opening is approximately 14,000 Cal/hour (56,000 
Btu/hour). Th e energy loss through such an open window for an entire day exceeds my family’s 
daily energy use. Th e sight of an open window in a heated building in the middle of the winter (or 
in a centrally air- conditioned building in the middle of the summer) is very common. Heat loss 
through infi ltration is estimated to account for 30%– 50% of the energy used for space heating. In 
my building there are approximately two modular air- conditioning units per apartment. Usually, 
window installations of such units leave practically half of the window exposed to the outside 
(as it is oft en covered with a thin, sometimes cracked, plastic board). Every energy audit profes-
sional, as well as utility companies and government agencies, strongly recommend removal of 
such units during the winter time— with very litt le compliance.
Heat distribution is more diffi  cult to personalize than electric power distribution. In some 
cases where a centralized electric- metering system was modifi ed to include submetering of 
individuals, there have been energy savings that exceeded 30% of consumption. Most of 
these savings are att ributed to behavioral savings because people start to pay att ention to their 
energy use. Wasteful appliances and other electronic gadgets, and wasteful energy practices, 
some of which were examined here, start to get att ention, resulting in choices that take energy 
use into consideration.
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MY OWN KYOTO PROTOCOL
A good place to begin participating in the climate debate is to personalize key parts of the 
international agreements on climate change and to understand their impact on our personal 
lifestyle choices. We can then relate much more closely with the collective eff orts, whether 
on the community, national, or global levels, and thus join the discussion at our own comfort 
level. Th e following are three statements and commitments taken from the UN Framework 
Convention on Climate Change (UNFCCC) document (Chapter 13 and Appendix 3) that 
we can easily personalize.
Common Concern
“Concerned that human activities have been substantially increasing the atmospheric concen-
trations of greenhouse gases, that these increases enhance the natural greenhouse eff ect, and 
that this will result on average in an additional warming of the Earth’s surface and atmosphere 
and may adversely aff ect natural ecosystems and humankind.”
Personal translation: We believe the science and we care enough to do something about it.
Economic Justification
“Recognizing that various actions to address climate change can be justifi ed economically in 
their own right and can also help in solving other environmental problems.”
Personal translation: Steps that we decide to take to mitigate the environmental stresses 
might also save us some money and help to mitigate other concerns.
Awareness
“Develop, periodically update, publish and make available to the Conference of the Parties, in 
accordance with Article 12, national inventories of anthropogenic emissions by sources and 
removals by sinks of all greenhouse gases not controlled by the Montreal Protocol, using com-
parable methodologies to be agreed upon by the Conference of the Parties.”
Personal translation: Th e best way to accomplish the mitigation is to audit our energy use 
and keep our eyes open for more sustainable ways use resources such as energy sources.
We can use my metaphor of “feeding transition” to organize our eff orts. Once we accept 
the necessity for the transition, because of either climate consequences or the availability 
of resources, we will follow with att empts to control the two main aspects of the transition, 
the rate of the transition and the availability of alternative energy sources, in economically 
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sustainable ways. We control the rate of the transition by energy saving that, over the long run, 
does not aff ect adversely our present and future economic well- being. Adopting the language 
used throughout the book, we try to reduce our own energy intensity— that is, the amount 
of energy that we require to sustain our own gross domestic product per capita. None of the 
wasteful practices I described earlier in this chapter makes any positive contribution to our 
economic well- being. In most cases these are practices we did not care to address simply 
because energy was cheap and we did not care about excessive use. By all accounts this period 
is over. If we do a good job and reduce energy waste in economically feasible ways, and the 
price of fuel stays high and does not fall precipitously (similar to the events that took place 30 
years ago described in Chapter 10) and our concerns for climate consequences stay high, then 
some of our neighbors might notice and try to adopt some of our practices. Some might even 
fi nd eff ective practices we did not think about. Hopefully, politicians will take notice and start 
formulating policies that will enhance and expand the eff ort.
Governments are already moving in this direction on many fronts, but in most countries it 
is still a political struggle. In the United States the political struggle is probably more intense 
than in many other countries, with no obvious winners as of yet. However, many steps are 
already being taken that contribute to the eff ort. I will expand on one such step that directly 
relates to the wasteful energy practices described earlier.
In 1992 the US Environmental Protection Agency (EPA) introduced the Energy Star proj-
ect, a voluntary labeling program designed to identify and promote energy effi  cient products. 
In 1996 the program was expanded so that the US Department of Energy (DOE) would off er 
energy- savings labels for activities such as new home construction and the energy effi  ciency 
of commercial and industrial buildings. To qualify for the label, products must meet strict 
energy- effi  ciency guidelines set by the program’s administrators. Th e products that qualify 
are advertised on the Internet2– 3 and through other channels. Typically, energy savings for 
Energy Star products save about 30% of the energy requirement of an equivalently functional, 
nonparticipating product. Th e program is now in the process of coordinating its activities with 
similar programs in other countries.
New technologies are helping with many of these issues. To a large degree, their success or 
failure depends on whether we, as consumers, are willing to try the technologies by buying the 
devices and on the government’s willingness to subsidize the devices by recognizing that these 
technologies help solve a long- range societal issue and that they need time to be fully exposed 
to direct competition with fossil fuels.
Some of the new technologies help us use energy more effi  ciently and some off er ways to 
capture alternative primary energy sources such as solar energy. Two new technologies that 
help us use energy more effi  ciently are hybrid engines for automobiles and microturbines for 
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electric power distribution. Hybrids help by signifi cantly increasing the fuel effi  ciency of auto-
mobiles by capturing energy produced through braking and converting it to electrical power 
stored in batt eries used to assist the internal combustion engine. Microturbines help by using 
the heat generated in the conversion process of heat to electricity for space and water heating.
Alternative energy sources independent of fossil fuels were discussed in Chapter 11. Some 
of these technologies, such as solar heating, photovoltaics, small wind turbines, and engines 
that use biological fuels such as farmed agricultural and forest products, can be adopted by 
individuals and small communities such as apartment buildings. Other alternative technolo-
gies, such as nuclear power, large- scale wind power, hydroelectric, or wave-generating power 
stations, can be adopted by larger entities with distributing capacities such as electric utilities.
If the decision is left  to us, then how do we decide on the economic viability of a new tech-
nology? For the conversion process to be sustainable, we must do the economic analysis. Even 
if we philosophically agree to subsidize the alternative technology, we need to approximate the 
size of the subsidy. Otherwise, when the time comes to pay, we might live to regret the deci-
sion, be the laughingstock of the neighborhood, and set back the whole process.
How do we compare the technologies? Some of this was discussed in Chapter 11 in a similar 
context, but here we discuss it in the context of an individual doing the price estimate, not as 
a standardized procedure adopted by business. Th e elements we consider are the capital cost, 
operating costs, and maturity of the technology, all of which will help us decide how much we 
should believe the promises from advocates of these technologies. Th e operating costs include 
fuel costs (including future estimates of the fuel prices over the lifetime of the power source), 
maintenance, and approximate downtime. As was mentioned in Chapter 11, most alternative 
technologies, and especially alternative energy sources, involve signifi cantly higher capital cost 
justifi ed through savings in operating cost realized through the saving of fuel. In order to estimate 
such a trade- off , we have to convert (on paper) the capital cost into operating costs. How can we 
do the conversion? We can decide (again on paper) not to put our own money into the purchase 
but instead get a loan from a bank for the expected lifetime of the device. If we take a fi xed- rate 
loan, then we can fi nd the prevailing rates and compare the operating costs.
Economic analysis of future technologies is not an exact science. It is only as good as our 
assumptions. Even with this caveat we need to put a lot of work into this analysis. We might 
choose not to do the work by hiring a consultant who will serve as our epistemological lawyer. 





Chapter 13 ended with a short description of a Pentagon report that highlighted the pos-sibility of major regional climate changes caused by changes in the circulation of ocean 
currents and the atmosphere. Th e depicted changes were in both directions— leading in some 
regions to sharp temperature increases with an accompanied increase in precipitation, and 
in some regions to excessive cooling with a decline in precipitation. Th e report was trying to 
highlight US security threats that might follow such a scenario. Th e details of the report, in 
terms of assigning probabilities to such scenarios, are not more credible than the movie Th e 
Day aft er Tomorrow, which was released at approximately the same time. However, that local 
weather conditions are determined by both Earth– sun radiation balance and heat convection 
through the circulation of atmospheric and ocean currents is indisputable. Th us local weather 
and climate changes do not have to evolve in the same direction as the average global changes, 
at least not in the short term. In terms of the public discussion on global warming, this pres-
ents a serious issue: each side of the debate can present enough local data appearing to sup-
port its position and refute the position of the other side. Because of the increased availability 
of historical weather information via the Internet, one could compile a book of changes in 
local temperature to support either position. Th is was done by Michael Crichton in his book 
State of Fear,1 which criticizes environmental groups that try to convince the public about the 
threat of global warming. Th is is a serious issue because the evidence the public can directly 
experience is all local— and, at least in democratic societies, the public is the fi nal arbiter of 
policy response. Recently publicized local conditions that made big news include a heat wave 
in Europe, glaciers receding in Alaska, coral bleaching in Australia and other tropical deposits, 
massive ice breaks in the Antarctic Peninsula, and at the same time, a temperature drop in 
continental Antarctica and southern Greenland. Th e overwhelming majority of local condi-
tions agree with the warming trends of the global average temperature, but there are enough 
counterexamples to satisfy everyone and keep the debate going. Th e only real arbiters at the 
moment are computer models that can calculate the diff erent contributions to local weather 
trends, and as was described in Chapter 8, the spatial resolution of these models is not yet good 
enough to account for local conditions without introducing some degree of arbitrariness due 
to the parameterization process. Once we accept computer models as our arbiters, we again 
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delegate decisions to professional scientists. At the moment, I do not see a simple way out of 
this dilemma except through risk management: existential risks merit precautionary steps that 
seem to outweigh the probability of dire predictions, but the scientists, the computer simula-
tors, and nearly everyone else who cares to look at the details just might be right. Th is issue 
will be further discussed in the last chapter. In this chapter, however, I will enumerate some of 
the visible signs of the global changes taking place.
THE CRYOSPHERE
Th e cryosphere is the portion of Earth’s surface where water is frozen year- round in snow, ice, 
or frozen ground (permafrost). Th e two areas that stand out are the Arctic and Antarctica. Not 
many people live there to be directly aff ected by climate change— however, the consequences 
can be easily seen, and their eff ects on the climate of the rest of the planet are understood well 
enough to be discussed in some detail. Th ere are mechanisms previously discussed that oper-
ate around the poles that considerably amplify the eff ects of warming. Most importantly, when 
ice and snow covers are reduced through melting, the refl ection of solar energy is reduced 
(albedo; see Chapter 6), and the energy balance shift s to further warming. In addition, the 
polar regions are covered with frozen ground (permafrost) containing signifi cant amounts 
of carbon that upon thawing are released to join the carbon cycle (Chapter 4) to further 
change atmospheric chemistry, causing further climate change. Th ese eff ects work in the same 
direction: to increase warming. At the same time, changes in the polar regions also alter the 
global conveyor belts of ocean and atmospheric currents that redistribute global heat. As was 
mentioned before, these changes can infl uence climate by impacting global heat distribution, 
resulting in local changes in both directions (in some places the temperature will increase, 
while in others it will decrease). Accelerating the warming at the poles further is the consid-
erably smaller fraction of the solar energy going to evaporate water from the oceans and the 
larger fraction going to warm a thinner atmosphere.
The Arctic
Th e Arctic Circle is defi ned as a latitude north of which the sun does not rise for at least 1 
day during the winter and does not set for at least 1 day during the summer. In 2004, the 
eight countries that share the Arctic, together with representatives from six organizations 
of indigenous people, nongovernmental organizations, and offi  cial observers from other 
countries and organizations, met and published a report that described some of the present 
early signs of climate change in the Arctic and some projections for their impact based on a 
moderate IPCC scenario.2
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Th e report observes that there is already a signifi cant decrease in the extent and thickness 
of the Arctic Sea ice, signifi cant permafrost thawing, coastal erosion, changes in ice sheets and 
ice shelves, and an altered distribution and abundance of species. Th e average temperature of 
the Arctic is rising at about twice the rate of the average global temperature. Snow- cover extent 
has declined by about 10% over the last 30 years. Th ey report an increase in precipitation of 
about 8% over the last century, mostly in the form of rain. Th e extent of the summer sea- ice 
cover has declined by 15%– 20% over the last 30 years, with an average thickness reduction of 
10%– 15%. Th ey estimate a total loss of the sea ice toward the end of the century. Ocean salin-
ity is a key factor that drives the global ocean currents that distribute solar energy across the 
globe. One expects that the accelerated melting of sea ice and the increased precipitation will 
cause a decrease in ocean salinity, and that is what is being observed. When sea ice forms, it 
rejects most of the salt back to the ocean. It fl oats because at temperatures close to freezing, the 
ice is lighter than water. Aft er rejecting the salt the density diff erence becomes greater. When 
sea ice melts, the reverse process takes place.
Th e report also observes that the permafrost is warming, the depth of the thawed layer 
is increasing, and the Greenland ice sheet is experiencing accelerated melting. Observations 
of temperature changes across the Arctic indicate accelerated warming. Th ere are reported 
exceptions to this trend— some of the regions surrounding the Labrador Sea, which includes 
the south of Greenland and parts of Canada, are experiencing mild cooling during this time 
period, which is att ributed to oscillations of ocean currents.
In a certain sense, these statistics do not necessarily speak to us, but they help us see the 
big picture. Th ere is no bett er way to get direct visual experience of what’s happening than to 
visit some of these areas. To directly experience the change we do not need to cross the Arctic 
Circle. A short summer visit to some of the most popular tourist destinations in Alaska, well 
south of the Arctic Circle, can convey an unmistakable picture. Recent typical summer tem-
peratures in Anchorage or Fairbanks are around 20°C (68°F). Th ese are very pleasant condi-
tions for an American tourist coming from the mainland, but speaking with “old- timers” or 
native Alaskans can quickly convince you that, for them, it is a heat wave. Th e landscape is 
quickly, and probably irreversibly, changing from being dominated by ice and snow to having 
a marked increase in abundance of shrubs.
Figure 15.1 shows the retreat of the Exit Glacier in Kenai Fjord National park from 1951 
to the present (2004). Th is vista presently repeats itself throughout Alaska and the rest of 
the Arctic.
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Antarctica
Th e climate of Antarctica is complex as is its response to the chemical changes in the atmo-
sphere. In Chapter 8 we saw that melting of Antarctic ice is an existential issue (potential 
rise in sea level of more than 70m upon total melting). Yet among all the ice deposits in 
the cryosphere, Antarctic ice thickness is currently increasing. Th is is due to an increase in 
precipitation caused by warming, and yet most of the glaciers on the Antarctic Peninsula 
are receding and the speed of retreat is increasing. In the past 50 years, the average tempera-
ture over the peninsula has risen by about 5°C, yet the surface temperature over most of 
the Antarctic continent has decreased over the same period. Th e cooling is consistent with 
shift s in the Southern Annular Mode (SAM) that constitutes a ring of climate variability 
that encircles the South Pole. Climate modeling strongly suggests that stratospheric ozone 
depletion and changes in the atmospheric concentrations of greenhouse gases are partially 
Figure 15.1. Th e path to Exit Glacier in the Kenai Fjord National Park. Th e glacier is the over-
exposed, refl ective part in the background. Th e marker is for the glacier’s location in 1951.
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responsible for the SAM’s shift . Th e same models predict a change in the shift s over the next 
50 years resulting in the warming of most of the continent at rates signifi cantly faster than 
the rest of the southern hemisphere.
To add to the complexities, Figure 15.2 shows a satellite photograph of a complete shatt er-
ing of a 3000 km2 part of the Larsen ice shelf located on the West Antarctic Ice Sheet (WAIS). 
Th e ice shelf contains about 3.8 million km3 of ice. Th e shatt ering indicates the instability that 
might pose the most immediate threat of a catastrophic global rise in sea level. Th e WAIS is 
partially grounded on land below sea level and it partially fl oats. Th e exact mechanism of the 
instability and the incidental breakup are not yet well understood, but they are likely to involve 
an accelerated melting of the grounding. A complete collapse and melting of the ice sheet 
could raise global sea levels by as much as 4– 6 m. Similar, though much smaller, collapses have 
been observed around the Greenland ice sheet in the Arctic.
The Cryosphere in the Temperate Zone and the Tropics
Permanent snow can be spott ed at the top of high mountains not only around the poles but 
throughout the rest of the planet. In all reported cases the snow and ice are receding. Th ese 
att ract more att ention because they usually att ract heavier tourist traffi  c than the poles and 
they oft en have special meaning in defi ning the surroundings. Mount Kilimanjaro (elevation 
5895 m) serves as a postcard symbol not only of Tanzania but oft en of the whole African con-
tinent. Th e age of the ice at the top of the mountain can be traced back 11,000 years and it is 
Figure 15.2. Larsen ice shelf breakup
Source: NASA (2006).3
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shrinking fast. Global warming is oft en blamed but so is the drying of East Africa that can be 
traced to before the start of the Industrial Revolution. Th e melting of the ice caps in the alps 
and the Himalayan mountains aff ects the supply of fresh water in China, India, and Pakistan 
and the self- suffi  ciency of Switzerland, which relies heavily on hydroelectric power. Warming 
usually increases precipitation, but as we saw in the Arctic, it shift s some of the precipitation 
from snow to rain. Th is changes the patt ern, though not necessarily the total amount, of fresh- 
water fl ow. When a dam is located on a particular river fed from snow melting high in the 
mountains, changes in the volume and location of the feeding streams can be crucial.
THE TROPICS
Th e two most visible climate- related signs associated with signifi cant man- induced global- 
warming contributions are the recent increase in frequency of intense tropical storms and the 
periodic massive bleaching of coral reefs. Th e 50- year drying trend in southern Africa has been 
linked to a corresponding warming of the Indian Ocean, causing moist air to rise over the 
water, and inducing an opposite motion in the air mass over the continent.
Storms
At the time that I am writing this chapter, Hurricane Katrina hit the Gulf Coast of the United 
States, devastating coastal areas and fl ooding New Orleans. Th e hurricane hit the coastline 
with a strength of 4 on the Saffi  r- Simpson scale, which classifi es storms through the sustain-
able wind speed they develop. When a climate- related natural disaster hits, global warming 
is a popular culprit, and the political discussions on anthropogenic contributions intensify. 
Th e logical connections are not diffi  cult to make— the water gets warmer, and thus with the 
right conditions, the storm has more energy to draw from and the chances for intensifi cation 
increase. Indeed the data support this: the frequency of storms with strength of 4 and 5 doubled 
in the period 1990– 2005 as compared to 1970– 1985. Th e surface temperature of the Atlantic 
Ocean that fuels these storms has risen by 0.5°C since 1970. Th e frequency of the storms did 
not change much. Th e results are similar in other parts of the world. Th e mechanism that cor-
relates this intensifi cation with anthropogenic atmospheric changes is not fully understood 
and is only partially supported by detailed computer modeling. However, the threat of a sharp 
increase in damage to life and property is an eff ective tool to counter accounting approaches 
centering on the economic cost of the required shift s to diff erent energy sources.
 Early Signs 227
Coral Bleaching
Th e National Oceanic and Atmospheric Administration’s International Year of the Coral Reef 
was in 1997. Coral reefs, fascinating and beautiful to behold, are probably Earth’s most diverse 
living ecosystem, and they att ract millions of admiring tourists yearly, adding considerable incen-
tive to host countries to take good care of them. An argument can be made that a giant reef, 
such as the Great Barrier Reef in eastern Australia that spans thousands of kilometers, not only 
is host to millions of diverse living species but also can be viewed as a living organism capable 
of digesting nutrients from the environment and reproduction. In 1998 it was reported that a 
signifi cant increase in sea- surface temperature aff ected almost all coral species, leading to global 
coral bleaching and mortality. Some of the bleached corals were more than 1000 years old.
At the time I was an active solar energy researcher, and the reported global coral bleaching 
was enough to convince me to devote more of my time to record the consequences of global 
warming and its causal relation to our energy use. Th is book is one of the results of that shift . 
As a result, at a relatively advanced age, I was able to convince my wife to take a diving course 
and travel to the Great Barrier Reef to see it for ourselves. Figure 15.3 is an undersea photo-
graph that my wife took of a bleached coral.
Th e bleaching was global. In some parts of the Indian Ocean, mortality rates exceeding 90% 
have been reported. Projections show that in the coming years these episodes will increase in 
severity and frequency.
Figure 15.3. Bleached coral on the Great Barrier Reef
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Corals are a large class of marine invertebrates characterized by a calcium carbonate– 
protected skeleton. Each stalk includes an individual animal called a polyp and has an opening 
at the top through which the polyp gathers some of the food that it eats, excretes its waste 
products, and during reproduction, excretes gametes that contain either eggs or sperm. Corals 
can reproduce both sexually and asexually. Most corals live in colonies that can constitute only 
males, only females, or mixed populations. Polyps usually live on the deposits of their prede-
cessors along with symbiotic algae called zooxanthellae capable of photosynthetic activity. In 
most cases the algae give the corals their colors. Th e algae use sunlight and carbon dioxide to 
produce food and energy that they share with the polyps. In return, the polyps share with the 
algae, shelter, protection, and nitrogen- and phosphorous- rich food sources they gather from 
their environment.
Under stressful conditions— which usually include not only elevated water temperature 
but also pollutants, water turbidity, or unusually high light intensity— the photosynthetic pro-
cess is impaired, and the algae start to produce toxic materials. Th e result is that the polyps 
expel the algae. If the stress is mild and of short duration, then the coral can recover; if not, it 
will die.
BIOLOGICAL ADAPTABILITY
Here it is worthwhile to repeat the objective of the United Nations Framework Convention on 
Climate Change (UNFCCC) adopted in Rio and ratifi ed by most of the world’s countries (see 
Chapter 13 and Appendix 3): “Th e ultimate objective of this Convention and any related legal 
instruments that the Conference of the Parties may adopt is to achieve, in accordance with 
the relevant provisions of the Convention, stabilization of greenhouse gas concentrations in 
the atmosphere at a level that would prevent dangerous anthropogenic interference with the 
climate system. Such a level should be achieved within a time- frame suffi  cient to allow ecosys-
tems to adapt naturally to climate change, to ensure that food production is not threatened and 
to enable economic development to proceed in a sustainable manner.”
For our present discussion, the key sentence is the last one. Th e objective is not to keep 
the climate from changing. As we have seen throughout this book, the climate was changing 
before man appeared, and it will continue to change no matt er what man does. Th e emphasis 
is to constrain the induced changes to “a time- frame suffi  cient to allow ecosystems to adapt 
naturally to climate change, to ensure that food production is not threatened and to enable 
economic development to proceed in a sustainable manner.”
Th e detailed adaptation mechanisms, not only man’s but also the entire global ecosys-
tem’s, are a topic of very intense research and, currently, probably the weakest link in our 
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understanding of the ecosystem. Long- term (in terms of a few generations, not geological 
time span) changes in reproductive effi  ciencies and food supply as a result of changes in habi-
tat are now revealing their secrets. Animals that can move migrate; shrubs replace tundra. A 
global shift  in the distribution of plants and animals can be observed taking place within a time 
frame of less than a generation. Nowhere is this more evident than in the shift s of productive 
fi shing grounds in the ocean. How much of this shift  is due to unsustainable fi shing practices 




The Future, the Past, and 
the Just World Hypothesis
I was born in Warsaw, Poland, in May 1939. Th e fi rst 3 years of my life were spent in the Warsaw ghett o as the Nazis developed their plans for systematic Jewish genocide. Before the destruc-
tion of the ghett o in 1943, I was hidden for a time on the Aryan side by a family friend, but a Nazi 
“deal”1 to provide foreign papers to escape Poland resulted in my mother bringing me back to the 
ghett o to be included in a list of people to be sent to safety in Palestine. Th en a Nazi double- cross 
sent the remnants of my family not to Palestine but to the Bergen- Belsen concentration camp to 
be kept as possible pawns in exchange for German prisoners of war. As the war was nearing the 
end, in April 1945, we were put on a train headed to Th eresienstadt, a camp farther away from the 
front lines. American tank commanders with the 743rd tank batt alion of the American 30th divi-
sion intercepted our train near Magdeburg, Germany, liberating nearly 2500 prisoners. Within 
the year, my mother and I began building new lives in Palestine.
Fift y- six years later, in 2001, Matt  Rozell, a high school history teacher in Hudson Falls, New 
York, decided that teaching World Word II history can be made much more interesting by asking 
his students to interview veterans and encourage them to tell their stories.2 One of the veterans, 
Carol Welsh, had a grandson in the class and was one of the two tank commanders that liber-
ated our train. While describing the event, he was able to quickly point out that the second tank 
commander was George Gross, a retired English professor (now deceased) at California State 
University– San Diego. As it turned out, Gross had a small camera in April 1945 and took pic-
tures of the liberation. Rozell was able to interview Welsh and Gross and post the interview with 
the photographs on his website. Six years later I got an e- mail from Bergen- Belsen asking me to 
have a look. At that time three more survivors found out about the interviews. We all contacted 
Rozell. I decided in 2007 that we owed Gross our personal thanks and fl ew with my wife to San 
Diego to spend a wonderful Memorial Day with him and his family. In September Rozell orga-
nized the fi rst liberators (Welsh) and survivors’ (three of us) reunion in Hudson Falls covered 
by the Associated Press and publicized globally. Th e events took place in front of hundreds of 
Hudson Falls high school students. In informal interactions with the students, we were asked 
how the Holocaust can be denied. I was able to point out the diff erences between denials of past 
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events such as the Holocaust and denials of projected future events such as climate change. A 
website came out immediately following the event, declaring that the whole event was a big lie, 
with faked photographs of some of the participants, including myself.
Th e Spanish American philosopher George Santayana noted that “those who cannot 
remember the past are condemned to repeat it,” to which the English writer and cartoonist 
Max Beerbohm replied, “History does not repeat itself. Th e historians repeat one another.”3
It is easy to teach students to condemn the Holocaust; it is much more diffi  cult to teach 
how to prevent future genocides. Genocides do not repeat themselves; they come out in dif-
ferent forms. Th e biggest diffi  culty is to see them coming. Hitler was democratically elected 
German chancellor in 1933. His manifesto, Mein Kampf, was published in 1925 and 1926. 
Very few people believed in 1933 that he would seriously try to accomplish what he preached 
and the consequences that would result. Th e future is never as clear as the past, but the past is 
unchangeable, whereas future is preventable and changeable.
Th e Merriam- Webster Dictionary defi nes genocide as “the deliberate and systematic 
destruction of a racial, political, or cultural group.”4 Th e term, derived from the Greek genos 
(“race,” “tribe,” or “nation”) and the Latin cide (“killing”), was coined by Raphael Lemkin, a 
Polish- born jurist who served as an adviser to the US Department of War during World War II. 
Th ere is no question that the Holocaust was genocide, but can the projected impact of climate 
change be labeled as such?
END- OF- THE- CENTURY PROJECTED IMPACT OF CLIMATE CHANGE
Projections of rising temperatures depend on which scenario is taken. Th e scenario I used in 
Chapters 9 and 11 to represent business as usual (A2 in Fig. 9.8) has a best estimate of a 3.4°C 
increase in temperature, with a likely range of 2°C– 5.4°C. A1F1 is even higher. Th e global rise in 
sea level for the A2 scenario is projected at 0.5 m; it is 0.6 m for A1F1. Th ese numbers are global 
averages. Temperature increases over land are projected to be higher than those over sea, and the 
temperature increase at the poles is projected to be much higher than in the tropics. Th e tem-
perature in the Arctic could increase by as much as 7°C. Large parts of the Arctic would no longer 
have ice year- round. Th e Th ermohaline ocean circulation (Chapter 7), with its large impact on 
regional climate change, is predicted to slow down toward the end of the century.
Committed Warming
“Committ ed warming” is a term used by the Intergovernmental Panel on Climate Change 
(IPCC) to describe the situation that will develop once the world stabilizes the atmospheric 
concentration of greenhouse gases. Th e climate will continue to get warmer due to the thermal 
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inertia of the oceans and ice sheets and the long time scale needed to reach full thermal equilib-
rium. Full equilibrium needs equilibration of the lower atmosphere (a fast process), upper ocean 
(a few years), and deep ocean (as long as thousands of years). All three determine the climate.
Table 16.1 shows the onset of some of the main impacts predicted to take place as a result 
of warming.
Table 16.1. 




1°C Water Hundreds of millions of people exposed to increased water stress →
Ecosystems Increased coral bleaching and increasing species range shift s and 
wildfi re risks →
Coasts Increased damage from fl oods and storms →
2°C Water
Ecosystems Up to 30% of species at increasing risk of extinction →
Coasts
3°C Water
Ecosystems Widespread coral mortality →
Terrestrial biosphere tending toward net carbon source, aff ecting 
15% of ecosystems
Coasts Millions more people experiencing coastal fl ooding each year →
4°C Water
Ecosystems
Coasts Global coastal wetlands decreasing about 30% →
5°C Water
Ecosystems Terrestrial biosphere tending toward net carbon source, aff ecting 
around 40% of ecosystems
Signifi cant extinctions around the globe →
Coasts
6°C Water
Ecosystems Ecosystem changes due to weakening of the Th ermohaline ocean 
circulation →
Coasts
Source: Intergovernmental Panel on Climate Change (2007).5
Note: Arrows aft er the impact signify continuous increases in temperature; temperature change indicates global 
average annual temperature change relative to 1980– 1999.
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Th e impact projections are based on the current understanding of the coupling of climate 
change and the biogeochemical cycles discussed in Chapters 4 and 7. Th e strength of this 
coupling varies with the scenario used and the degree of feedback in the climate model. Th e 
details of the impact are highly uncertain.
Th e IPCC is putt ing a considerable eff ort toward att empts to quantify uncertainties. It 
sounds oft en as argument building and an att empt to counter deniers.
I have encountered similar dynamics in visits to Holocaust memorials. A recent guided 
visit to the new exhibition opened at Bergen- Belsen started with a superposition of aerial 
photographs then and now. Th e explanation was an att empt to counter arguments that the 
“then” did not exist. In both cases, these att empts are worthwhile in debates based on rational 
argumentation.
GENOCIDES AND THE JUST WORLD HYPOTHESIS
Why do we tend to underestimate risks relating to natural hazards when a catastrophic event 
has not occurred for a long time? If the catastrophic events are preventable, can this lead to 
catastrophic inaction?
Th e key predictions of the impact of climate change are the signifi cant extinction of ecosys-
tems around the world, a rise in sea level that on average can exceed half a meter, and a major 
redistribution of fresh water availability. How can we even think about genocide here? We 
think about genocide in terms of actions that man is doing to man. In the Merriam- Webster 
defi nition given previously, the collective inhabitants of the planet are not explicitly stated. 
Two reasons for the omission might be that global destruction of people is fortunately rare and 
global destruction does not leave much room for destroyers. Th e concept of self- infl icted geno-
cide correctly addresses the issue that we are both the destroyer and the destroyed (some of us 
more than others). A historical precedent might be the black death, which peaked in Europe 
in the middle of the 14th century and killed about 30%– 60% of Europe’s population. Th e most 
probable cause of the black death is an epidemic of the bubonic plague carried by black rats. 
Th is epidemic is considered by some to be the fi rst Malthusian crisis, discussed in Chapter 12. 
Th e epidemic, believed to have started in central Asia, had a worldwide death toll of approxi-
mately 75 million (out of an estimated population of half a billion). It was not a self- infl icted 
genocide because it was not “deliberate and systematic.” To continue with the business- as- 
usual environmental scenario, however, does qualify as “deliberate and systematic” and is 
projected to result in massive, indiscriminate, global destruction. Th e similarities between 
the Holocaust (or any past genocide) and climate change are not in the events themselves— 
they are obviously diff erent. Th e similarities are in the consequences of the “deliberate and 
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systematic” destruction of large groups of people. But there is a basic diff erence: the Holocaust 
and other genocidal acts we read about happened in the past. Th e impact of climate change is 
predicted to take place in the future with the timeline and uncertainties discussed throughout 
this book. Th e similarities are obviously not there. To fi nd the similarities on this level, we 
have to put ourselves in a similar place with respect to the Holocaust as we are with respect 
to climate change. Th e extensive Holocaust literature contains good, personal descriptions of 
the uncertainties and confusion in communities of Holocaust victims before and during the 
genocide. A good focal point is Samuel Kassow’s recently published book Who Will Write Our 
History?,6 which describes the situation in the Warsaw ghett o between the prewar period and 
the destruction of the ghett o aft er the 1943 ghett o uprising. Half a million people were packed 
into the ghett o ready to be sent to death camps by the Germans. Out of half a million, about 
30,000 are known to have survived. Th e book focuses on the historian Emanuel Ringelblum 
and his organization Oyneg Shabes. Its objective was to mobilize contemporary intellectu-
als to write about their experiences and hide the material from the Nazis with the hope that 
the Germans would eventually lose the war and the history of the period would be evaluated 
through the eyes of the victims. Indeed, aft er the war, signifi cant portions of the archives were 
found undamaged, and Kassow’s book summarizes their contents. Rumors about, and even 
eyewitnesses to, the camps were abundant. Yet the active resistance was minimal. Th e opti-
mists carried the day throughout the prewar and war periods, and the result is known. Because 
we are currently at a similar fork in terms of our collective decision making (at least following 
the analysis of many of us), it helps to try to understand the reasons for this slow action.
My wife, an experimental psychologist and now the dean of research at my college, pointed 
out that social psychology has a possible explanation for inaction in the face of dire threats, 
mediated by a strong need to believe that we live in a “just world,” a belief deeply held by  many 
individuals that the world is a rational, predictable, and just place. Th e “just world” hypothesis 
also posits that people believe that benefi ciaries deserve their benefi ts and victims their suff er-
ing.7 Th e “just world” concept has some similarity to rationale choice theory, which underlies 
current analysis of microeconomics and other social behavior. Rationality in this context is the 
result of balancing costs and benefi ts to maximize personal advantage. It underlies much of 
economic modeling, including that of stock markets, where it goes by the name “effi  cient mar-
ket hypothesis,” which states that the existing share price incorporates and refl ects all relevant 
information. Th e need for such frameworks emerges from att empts to make the social sciences 
behave like physical sciences with good predictive powers. Physics is not much diff erent. A 
branch of physics called statistical mechanics, which is responsible for most of the principles 
discussed in Chapter 5 (conservation of energy, entropy, etc.), incorporates the basic premise 
that if nature has many options for action and we do not have any reason to prefer one option 
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over another, then we assume that the probability of taking any action is equal to the probabil-
ity of taking any other. For large systems, this assumption works beautifully and enables us to 
predict macroscopic phenomena to a high degree of accuracy. In economics, a growing area of 
research is dedicated to the study of exceptions to the rational choice theory, which has shown 
that humans are not very rational creatures. Th is area, behavioral economics, includes major 
contributions by psychologists.
In focusing on the unthinkable, it is helpful to ask why despite so much good evidence 
(much of it reviewed in this book), there has been so much resistence and even rejection of the 
work of scientists on global warming. Some recent research has tested whether resistence on 
the part of individuals to accepting the science behind global warming and climate change, and 
the predictions of what may happen in the future, could be related to people’s need to maintain 
a belief in a “just world.” Th e hypothesis of the study, by Matt hew Feinberg and Robb Willer,8 
was that information about the potentially tragic impact of global warming may be a serious 
threat to individuals with a strong belief in a just world. Communications that emphasize the 
dire consequences of failing to act to rein in global warning may paradoxically shift  individuals 
with strong “just world” beliefs into denial of climate change rather than energizing them to 
accept the problem and consider ways to address it. Th e study involved giving college students 
a standardized questionnaire that tested strength of believe in a just world. Several weeks later, 
they were randomly assigned to read one of two versions of a short piece that appeared to 
be a news article. Until the fi nal paragraphs, the articles were identical. Some of the students 
got a version in which the fi nal paragraphs emphasized the terrible devastation and poten-
tially apocalyptic consequences from global warming. Another group emphasized possible 
solutions to stem global warming, including the potential for application of technologies that 
might slow and even reverse the conditions leading to climate change. Two test questions were 
given to each group—one asked how much people believed that global warming was actu-
ally happening, and the other asked how likely they thought it was that the science on global 
warming was wrong. Th e results showed that the greater the participant’s belief in a just- world, 
the more skeptical they became about global warming when exposed to the dire message. 
However, while the dire message led to increased skepticism about the science behind global 
warming predictions, the more positive message focusing on solutions lead to a decrease in 
skepticism about the underlying science for climate change.
In this chapter and throughout the book, I have used dire phrases such as “genocide,” “exis-
tential,” and “Venusian future” that might make some people deny the possibility of climate 
change. Th is would be very a unfortunate outcome, as the main goal of the book is to induce 
readers to see that action is possible and can potentially mitigate the predicted outcomes, if 
not delayed too long. My goal has been to lay the foundations of principles to help readers 
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motivated to make up their own minds about the validity of a range of arguments about causes 
and actions. Specifi c steps, though oft en diffi  cult ones, have been described that can be taken 
now to avoid the possibility of a catastrophic future. Th ere is too much at stake for communi-
cation about the threats about climate change to backfi re and have the opposite eff ect on the 
initiation of individual and collective actions that are the means to preserve our planet.
UNCERTAINTY AND INSURANCE
Can we insure the survival of the planet as a habitable environment? If the answer is yes, then 
who and how will pay the premium? If climate change is just a big catastrophic event, then 
the mechanism of fi nancial preparation should not be much diff erent than the insurance of 
present catastrophic events. Th e trouble is that we are not very good at insuring catastrophic 
events. Th e present situation of fl ood insurance is a good example. In the United Kingdom, 
fl ood insurance is provided by private insurance, but in the United States it comes through a 
federally backed insurance system. In France and Spain fl ood insurance is bundled with other 
natural perils into a national pooling arrangement, and in Holland it is completely unavailable. 
Th e insurance industry is heavily involved in the debate on climate change. “Climate change 
is a clear business opportunity for the insurance industry,” declared Shinzo Abe, former prime 
minister of Japan, at the Geneva Association meeting in Kyoto on May 29, 2009.9
Th e main reason is defensive— the worst thing that can happen to the insurance industry is 
to grossly underestimate risk. If the planet is becoming progressively more risky aft er the pol-
icy is draft ed, then the industry will lose. Th e objective of insurers is to form a community of 
the insured where premium payments are suffi  cient to cover the cost of repairing damage. Th e 
profi tability of the insurance industry critically depends on its ability to assess risk, defi ned as
 loss potential × occurrence fr equency.
To illustrate the risk– premium dynamics of the insurance business, the famous Swiss rein-
surance company Swiss Re uses a dice game analogy.10 Th e number on the die is the severity of 
the loss; the frequency is how oft en the number is rolled. “Catastrophe” is defi ned as the point 
at which a 6 is rolled 10 consecutive times or more. We can calculate the probability exactly 
for such an event taking place, but are we willing to pay against such a low probability event? 
Insurance is against future losses, not past losses. For past losses, we rely only on sympathy.
Natural catastrophes such as major fl oods or earthquakes remain unpredictable in spite of 
huge technical and scientifi c advances. According to Swiss Re there is a tendency to underes-
timate risks relating to natural hazards when a catastrophic event has not occurred for a long 
time (the “just world” hypothesis again).
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Th e loss potential (i.e., direct human loss, not planetary loss) of climate change is a direct 
function of population growth and gross domestic product (GDP) growth and is thus pre-
dictable (Special Report on Emission Scenarios [SRES] scenarios). Th e issue, however, is the 
frequency of the occurrence. One prediction of the climate change model is the increased 
intensity of extreme events. Is this prediction solid enough to put our money on (or rather 
strong enough for the insurance and reinsurance companies to put our money on?). Local 
catastrophic losses can be put in a pool along with a large number of separate geographical 
locations with the assumption that the frequency of occurrence in these locations is inde-
pendent. Th ey must include willingness to pay by policy holders in the pool formation. If 
there is a tendency to underestimate risks relating to natural hazards when a catastrophic event 
has not occurred for a long time, then it is diffi  cult to fi nd payers. One possible solution is 
diff erentiated- premium pricing on a global scale. With sovereign states in control, how this 
will work within the confi nes of a regulated insurance environment remains an issue.
ADAPTATION
We have diffi  culty believing in long- term, self- infl icting, global catastrophic events. We do not 
want to pay for insurance against such events. Our confi dence in our political leadership is 
not strong enough to facilitate eff ective top- down approaches that require large changes in 
the way we live our lives— or order us to pay for such insurance. Such an att itude translates 
into diffi  culties mitigating the environmental stresses that result from the way that we support 
ourselves (mainly, but not exclusively) through our energy choices. We have two options left : 
do nothing and hope that the predictions are wrong, or try to adapt.
Adaptation requires diff erent dynamics than mitigation. As we have seen, mitigation 
requires changes in the energy supply. Th e required changes must be global and have direct 
impact on the price we pay for energy. If we allow for free choice of energy sources, we must 
price the environmental stresses we produce by using our present supply. Because rich coun-
tries are the largest energy users per person, they will be required to pay the most. Pricing envi-
ronmental stresses is a top- down approach that requires governmental decisions and coordi-
nated global decisions. Adaptation, on the other hand, requires decisions by local governments 
and individuals. Th e amount of press that local governments are gett ing for taking adaptation 
steps is thankfully considerably lower than the corresponding mitigation att empts. Adapta-
tion is targeted at reducing vulnerability and increasing resilience. Adaptation implies strong 
physical constraints on future developments for poor and rich alike. In his recent book, Clima-
topolis, 11 Matt hew Kahn notes that mitigation is failing and that “we are unlikely to invent a 
magical new technology that allows us to live well without producing greenhouse gases.” He 
 The Future, the Past, and the Just World Hypothesis  239
develops a scenario in the future of our cities in a hott er, more urbanized, and more populated 
world. In his scenario, adaptation is king— “billions of households will seek strategies for pro-
tecting their families from harm. Some will move to higher grounds that are unlikely to fl ood; 
others will seek out products ranging from more energy- effi  cient air conditioning to higher 
quality building materials to protect themselves from climate change’s blows. . . . We will be 
‘saved’ by our multiple self-interests.”11 Kahn is an economist, and the rationale choice theory 
previously discussed is in full bloom in his book. He argues that destruction oft en triggers a 
boom with examples such as Hiroshima and Nagasaki aft er World War II and New York City 
aft er September 11, 2001. Timing, however, is not discussed.
Th e required adaptation and what, therefore, must be done, short of moving people from 
one place to another, is not controversial. Th e timing and the details are uncertain because 
here one cannot work through such scenarios— things must be done to adapt to coming 
risks. We generally agree, however, that adaptation must be fl exible. To put it diff erently— 
adaptation can rely only generally on long- term simulation; it must rely on real, local mea-
surements. Th e stresses are known— the infrastructure is constructed with materials with 
properties sensitive to the temperature. Design standards should be recalibrated to refl ect 
the risks of climate change. With the changing standards, the codes for every piece of infra-
structure must be revisited. Th e uncertainties in insurance policies discussed in the previ-
ous section must be addressed. Issues of liabilities must be addressed through changes in 
the legal structure. Risks associated with the eff ects of climate change on cities’ water sup-
plies, drainage, and wastewater management must be addressed. Changes in precipitation 
patt erns, the rise in sea level, and more intense and frequent extreme events must be taken 
into account. Historical climate precedents are no longer valid for long- term environmental 
planning. Local governments are much bett er equipped to address many of these issues than 
national governments, and many local governments are responding to the challenge. Th is is 
encouraging. Half the world’s population now lives in cities, a share that is expected to grow 
to 70% by 2050. In terms of adaptation, cities count. According to the World Bank, 90% 
of the global urban population in 2050 will reside in what are now known as developing 
countries.12 Cities are prospering in coastal areas and are therefore vulnerable. Out of the 20 
megacities (defi ned with population greater than 10 million people), 15 are in coastal zones 
defi ned as low fl ooding zones. New York City, where I live, is considered to be at the fore-
front in the preparation process. PlaNYC2030 includes a comprehensive summary of the 
initiatives and the progress the city is making in preparation for climate change and other 
environmental challenges.13 One of the reports, titled Climate Change Adaptation in New 
York City, published on the site in 2010, summarizes present and future eff orts in adapting 
to the new environment.
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Should we adopt Kahn’s prospective in Climatopolis and give up on mitigation and use 
adaptation as a reasonable alternative? Two main reasons force us to reject this option: Th e 
fi rst reason is futility. A quick look at Table 16.1 indicates that most of the stresses are not self- 
limiting. Once we reach the tipping points, they accelerate. Most biological systems, including 
humans, have a very narrow window for survival. Adaptations (including technological ones) 
that allow them to survive outside these windows are evolutionary processes that take a long 
time and will take place through selection processes that will require massive extinctions of 
the less adaptable. Th e second reason is that adaptations, especially technological ones, need 
resources. Most likely, rich countries (or rich individuals) most responsible for the failure of 
mitigation will have the best chance of acquiring the means for successful adaptations. Th is will 
not go unnoticed by the global majority and will most likely result in a global upheaval. Th is 
is one of the main reasons why climate change has att racted the att ention of the US defense 
establishment, as was discussed in Chapter 13.
Adaptation is not a substitute for mitigation, but it is a necessary intermediary supplement 
to take us through the transition.
CONCLUDING REMARKS
Arnold Toynbee wrote that civilizations die from suicides, not murder.14 Th e predicted conse-
quences of business- as- usual environmental scenarios over the next 70 years could be impre-
cise in some details and even slightly wrong in timing. Still, it is clear that once we pass a criti-
cal point in the ability of the planet to adapt to the accumulation of greenhouse gases in our 
atmosphere, the consequences amount to a global genocide— a self- infl icted genocide. We 
know how to mitigate this possible future Holocaust, but we need our collective will to do so. 
Th e top- down approach through the political system is facing many obstacles. Th e bott om- up 
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Appendix 1
Units Conversions and Equivalencies
ENERGY
 1 Btu (British thermal unit) = 0.252 Cal (Cal) = 1055 J (joules).
 1 Cal = 1 kcal (kilocalorie) = 1 food calorie = 1000 calories.
 1 kW·h (kilowatt -hours) = 3413 Btu.
 1 quad = 1015 Btu.
 1 tonne of oil equivalent (toe) = 40 million Btu = 40 MBtu.
FUEL RELATIONSHIPS
 1 barrel of crude oil = 42 gal (gallons) = 5.8 × 106 Btu = 6.12 × 109 J.
 1 standard cubic ft . (foot) natural gas (SCF) = 1000 Btu.
 1 therm = 100,000 Btu = 100 SCF.
 1 gal of gasoline = 1.24 × 105 Btu.
 1 ton of bituminous coal = 2.5 × 106 Btu.
LENGTH
 1 in. (inch) = 2.54 cm (centimeters).
 1 ft . = 30.5 cm.
 1 mile = 5280 ft . = 1.61 km (kilometers).
WEIGHT
 1 kg (kilogram) on Earth = 2.2 lb (pounds).
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In this appendix I present the text of the three international treaties that were recently draft ed 
in order to coordinate the global response to the threat of man- induced atmospheric changes 
leading to climate change: the Rio Declaration, the United Nations Framework Convention 
on Climate Change (UNFCCC), and the Kyoto Protocol. Th e Rio Declaration is fully quoted. 
Only selected articles that are directly relevant to the discussion in Chapter 13 are included for 
the other two treaties. Th e articles are quoted in full. Th e full text is available at the UNFCCC 
website at htt p://unfccc.int/2860.php.
THE RIO DECLARATION
Th e United Nations Conference on Environment and Development, Having met at Rio de 
Janeiro from 3 to 14 June 1992, Reaffi  rming the Declaration of the United Nations Confer-
ence on the Human Environment, adopted at Stockholm on 16 June 1972, and seeking to 
build upon it, With the goal of establishing a new and equitable global partnership through 
the creation of new levels of cooperation among States, key sectors of societies and people, 
Working towards international agreements which respect the interests of all and protect the 
integrity of the global environmental and developmental system, Recognizing the integral and 
interdependent nature of the Earth, our home, Proclaims that:
Principle 1
Human beings are at the centre of concerns for sustainable development. Th ey are entitled to 
a healthy and productive life in harmony with nature.
Principle 2
States have, in accordance with the Charter of the United Nations and the principles of inter-
national law, the sovereign right to exploit their own resources pursuant to their own environ-
mental and developmental policies, and the responsibility to ensure that activities within their 
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jurisdiction or control do not cause damage to the environment of other States or of areas 
beyond the limits of national jurisdiction.
Principle 3
Th e right to development must be fulfi lled so as to equitably meet developmental and envi-
ronmental needs of present and future generations.
Principle 4
In order to achieve sustainable development, environmental protection shall constitute an 
integral part of the development process and cannot be considered in isolation from it.
Principle 5
All States and all people shall cooperate in the essential task of eradicating poverty as an indis-
pensable requirement for sustainable development, in order to decrease the disparities in stan-
dards of living and bett er meet the needs of the majority of the people of the world.
Principle 6
Th e special situation and needs of developing countries, particularly the least developed 
and those most environmentally vulnerable, shall be given special priority. International 
actions in the fi eld of environment and development should also address the interests and 
needs of all countries.
Principle 7
States shall cooperate in a spirit of global partnership to conserve, protect and restore the 
health and integrity of the Earth’s ecosystem. In view of the diff erent contributions to global 
environmental degradation, States have common but diff erentiated responsibilities. Th e 
developed countries acknowledge the responsibility that they bear in the international pursuit 
of sustainable development in view of the pressures their societies place on the global environ-
ment and of the technologies and fi nancial resources they command.
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Principle 8
To achieve sustainable development and a higher quality of life for all people, States should 
reduce and eliminate unsustainable patt erns of production and consumption and promote 
appropriate demographic policies.
Principle 9
States should cooperate to strengthen endogenous capacity- building for sustainable develop-
ment by improving scientifi c understanding through exchanges of scientifi c and technological 
knowledge, and by enhancing the development, adaptation, diff usion and transfer of tech-
nologies, including new and Innovative technologies.
Principle 10
Environmental issues are best handled with the participation of all concerned citizens, at the 
relevant level. At the national level, each individual shall have appropriate access to informa-
tion concerning the environment that is held by public authorities, including information on 
hazardous materials and activities in their communities, and the opportunity to participate in 
decision- making processes. States shall facilitate and encourage public awareness and partici-
pation by making information widely available. Eff ective access to judicial and administrative 
proceedings, including redress and remedy, shall be provided.
Principle 11
States shall enact eff ective environmental legislation. Environmental standards, management 
objectives and priorities should refl ect the environmental and developmental context to which 
they apply. Standards applied by some countries may be inappropriate and of unwarranted 
economic and social cost to other countries, in particular developing countries.
Principle 12
States should cooperate to promote a supportive and open international economic system 
that would lead to economic growth and sustainable development in all countries, to bett er 
address the problems of environmental degradation. Trade policy measures for environmental 
purposes should not constitute a means of arbitrary or unjustifi able discrimination or a dis-
guised restriction on international trade. Unilateral actions to deal with environmental chal-
lenges outside the jurisdiction of the importing country should be avoided. Environmental 
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measures addressing transboundary or global environmental problems should, as far as pos-
sible, be based on an international consensus.
Principle 13
States shall develop national law regarding liability and compensation for the victims of pollu-
tion and other environmental damage. States shall also cooperate in an expeditious and more 
determined manner to develop further international law regarding liability and compensation 
for adverse eff ects of environmental damage caused by activities within their jurisdiction or 
control to areas beyond their jurisdiction.
Principle 14
States should eff ectively cooperate to discourage or prevent the relocation and transfer to 
other States of any activities and substances that cause severe environmental degradation or 
are found to be harmful to human health.
Principle 15
In order to protect the environment, the precautionary approach shall be widely applied by 
States according to their capabilities. Where there are threats of serious or irreversible dam-
age, lack of full scientifi c certainty shall not be used as a reason for postponing cost- eff ective 
measures to prevent environmental degradation.
Principle 16
National authorities should endeavor to promote the internalization of environmental costs 
and the use of economic instruments, taking into account the approach that the polluter 
should, in principle, bear the cost of pollution, with due regard to the public interest and with-
out distorting international trade and investment.
Principle 17
Environmental impact assessment, as a national instrument, shall be undertaken for proposed 
activities that are likely to have a signifi cant adverse impact on the environment and are sub-
ject to a decision of a competent national authority.
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Principle 18
States shall immediately notify other States of any natural disasters or other emergencies that 
are likely to produce sudden harmful eff ects on the environment of those States. Every eff ort 
shall be made by the international community to help States so affl  icted.
Principle 19
States shall provide prior and timely notifi cation and relevant information to potentially 
aff ected States on activities that may have a signifi cant adverse transboundary environmental 
eff ect and shall consult with those States at an early stage and in good faith.
Principle 20
Women have a vital role in environmental management and development. Th eir full participa-
tion is therefore essential to achieve sustainable development.
Principle 21
Th e creativity, ideals and courage of the youth of the world should be mobilized to forge a 
global partnership in order to achieve sustainable development and ensure a bett er future 
for all.
Principle 22
Indigenous people and their communities and other local communities have a vital role in 
environmental management and development because of their knowledge and traditional 
practices. States should recognize and duly support their identity, culture and interests and 
enable their eff ective participation in the achievement of sustainable development.
Principle 23
Th e environment and natural resources of people under oppression, domination and occupa-
tion shall be protected.
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Principle 24
Warfare is inherently destructive of sustainable development. States shall therefore respect 
international law providing protection for the environment in times of armed confl ict and 
cooperate in its further development, as necessary.
Principle 25
Peace, development and environmental protection are interdependent and indivisible.
Principle 26
States shall resolve all their environmental disputes peacefully and by appropriate means in 
accordance with the Charter of the United Nations.
Principle 27
States and people shall cooperate in good faith and in a spirit of partnership in the fulfi llment 
of the principles embodied in this Declaration and in the further development of international 
law in the fi eld of sustainable development.
UNITED NATIONS FRAMEWORK 
CONVENTION ON CLIMATE CHANGE (UNFCCC)
Th e Parties to this Convention,
Acknowledging that change in the Earth’s climate and its adverse eff ects are a common con-
cern of humankind,
Concerned that human activities have been substantially increasing the atmospheric con-
centrations of greenhouse gases, that these increases enhance the natural greenhouse eff ect, 
and that this will result on average in an additional warming of the Earth’s surface and atmo-
sphere and may adversely aff ect natural ecosystems and humankind,
Noting that the largest share of historical and current global emissions of greenhouse gases 
has originated in developed countries, that per capita emissions in developing countries are 
still relatively low and that the share of global emissions originating in developing countries 
will grow to meet their social and development needs,
Aware of the role and importance in terrestrial and marine ecosystems of sinks and reser-
voirs of greenhouse gases,
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Noting that there are many uncertainties in predictions of climate change, particularly with 
regard to the timing, magnitude and regional patt erns thereof,
Acknowledging that the global nature of climate change calls for the widest possible coop-
eration by all countries and their participation in an eff ective and appropriate international 
response, in accordance with their common but diff erentiated responsibilities and respective 
capabilities and their social and economic conditions,
Recalling the pertinent provisions of the Declaration of the United Nations Conference on 
the Human Environment, adopted at Stockholm on 16 June 1972,
Recalling also that States have, in accordance with the Charter of the United Nations and 
the principles of international law, the sovereign right to exploit their own resources pursuant 
to their own environmental and developmental policies, and the responsibility to ensure that 
activities within their jurisdiction or control do not cause damage to the environment of other 
States or of areas beyond the limits of national jurisdiction,
Reaffi  rming the principle of sovereignty of States in international cooperation to address 
climate change,
Recognizing that States should enact eff ective environmental legislation, that environmen-
tal standards, management objectives and priorities should refl ect the environmental and 
developmental context to which they apply, and that standards applied by some countries may 
be inappropriate and of unwarranted economic and social cost to other countries, in particular 
developing countries,
Recalling the provisions of General Assembly resolution 44/228 of 22 December 1989 on 
the United Nations Conference on Environment and Development, and resolutions 43/53 of 
6 December 1988, 44/207 of 22 December 1989, 45/212 of 21 December 1990 and 46/169 
of 19 December 1991 on protection of global climate for present and future generations of 
mankind,
Recalling also the provisions of General Assembly resolution 44/206 of 22 December 1989 
on the possible adverse eff ects of sea- level rise on islands and coastal areas, particularly low- 
lying coastal areas and the pertinent provisions of General Assembly resolution 44/172 of 19 
December 1989 on the implementation of the Plan of Action to Combat Desertifi cation,
Recalling further the Vienna Convention for the Protection of the Ozone Layer, 1985, and 
the Montreal Protocol on Substances that Deplete the Ozone Layer, 1987, as adjusted and 
amended on 29 June 1990,
Noting the Ministerial Declaration of the Second World Climate Conference adopted on 7 
November 1990,
Conscious of the valuable analytical work being conducted by many States on climate 
change and of the important contributions of the World Meteorological Organization, the 
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United Nations Environment Programme and other organs, organizations and bodies of the 
United Nations system, as well as other international and intergovernmental bodies, to the 
exchange of results of scientifi c research and the coordination of research,
Recognizing that steps required to understand and address climate change will be environ-
mentally, socially and economically most eff ective if they are based on relevant scientifi c, tech-
nical and economic considerations and continually re- evaluated in the light of new fi ndings in 
these areas,
Recognizing that various actions to address climate change can be justifi ed economically in 
their own right and can also help in solving other environmental problems,
Recognizing also the need for developed countries to take immediate action in a fl exible 
manner on the basis of clear priorities, as a fi rst step towards comprehensive response strate-
gies at the global, national and, where agreed, regional levels that take into account all green-
house gases, with due consideration of their relative contributions to the enhancement of the 
greenhouse eff ect,
Recognizing further that low- lying and other small island countries, countries with low- 
lying coastal, arid and semiarid areas or areas liable to fl oods, drought and desertifi cation, and 
developing countries with fragile mountainous ecosystems are particularly vulnerable to the 
adverse eff ects of climate change,
Recognizing the special diffi  culties of those countries, especially developing countries, 
whose economies are particularly dependent on fossil fuel production, use and exportation, 
as a consequence of action taken on limiting greenhouse gas emissions,
Affi  rming that responses to climate change should be coordinated with social and economic 
development in an integrated manner with a view to avoiding adverse impacts on the latt er, 
taking into full account the legitimate priority needs of developing countries for the achieve-
ment of sustained economic growth and the eradication of poverty,
Recognizing that all countries, especially developing countries, need access to resources 
required to achieve sustainable social and economic development and that, in order for devel-
oping countries to progress towards that goal, their energy consumption will need to grow 
taking into account the possibilities for achieving greater energy effi  ciency and for controlling 
greenhouse gas emissions in general, including through the application of new technologies 
on terms which make such an application economically and socially benefi cial,
Determined to protect the climate system for present and future generations,
Have agreed as follows:
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Article 1
Definitions*
For the purposes of this Convention:
 1. “Adverse eff ects of climate change” means changes in the physical environment or 
biota resulting from climate change which have signifi cant deleterious eff ects on the 
composition, resilience or productivity of natural and managed ecosystems or on the 
operation of socio- economic systems or on human health and welfare.
 2. “Climate change” means a change of climate which is att ributed directly or indirectly 
to human activity that alters the composition of the global atmosphere and which is 
in addition to natural climate variability observed over comparable time periods.
 3. “Climate system” means the totality of the atmosphere, hydrosphere, biosphere and 
geosphere and their interactions.
 4. “Emissions” means the release of greenhouse gases and/or their precursors into the 
atmosphere over a specifi ed area and period of time.
 5. “Greenhouse gases” means those gaseous constituents of the atmosphere, both natu-
ral and anthropogenic, that absorb and re- emit infrared radiation.
 6. “Regional economic integration organization” means an organization constituted by 
sovereign States of a given region which has competence in respect of matt ers gov-
erned by this Convention or its protocols and has been duly authorized, in accor-
dance with its internal procedures, to sign, ratify, accept, approve or accede to the 
instruments concerned.
 7. “Reservoir” means a component or components of the climate system where a green-
house gas or a precursor of a greenhouse gas is stored.
 8. “Sink” means any process, activity or mechanism which removes a greenhouse gas, an 
aerosol or a precursor of a greenhouse gas from the atmosphere.
 9. “Source” means any process or activity which releases a greenhouse gas, an aerosol or 
a precursor of a greenhouse gas into the atmosphere.
Article 2
Objective
Th e ultimate objective of this Convention and any related legal instruments that the Confer-
ence of the Parties may adopt is to achieve, in accordance with the relevant provisions of the 
* Titles of articles are included solely to assist the reader.
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Convention, stabilization of greenhouse gas concentrations in the atmosphere at a level that 
would prevent dangerous anthropogenic interference with the climate system. Such a level 
should be achieved within a time- frame suffi  cient to allow ecosystems to adapt naturally to cli-
mate change, to ensure that food production is not threatened and to enable economic devel-
opment to proceed in a sustainable manner.
Article 3
Principles
In their actions to achieve the objective of the Convention and to implement its provisions, 
the Parties shall be guided, inter alia, by the following:
 1. Th e Parties should protect the climate system for the benefi t of present and future 
generations of humankind, on the basis of equity and in accordance with their com-
mon but diff erentiated responsibilities and respective capabilities. Accordingly, the 
developed country Parties should take the lead in combating climate change and the 
adverse eff ects thereof.
 2. Th e specifi c needs and special circumstances of developing country Parties, espe-
cially those that are particularly vulnerable to the adverse eff ects of climate change, 
and of those Parties, especially developing country Parties, that would have to bear 
a disproportionate or abnormal burden under the Convention, should be given full 
consideration.
 3. Th e Parties should take precautionary measures to anticipate, prevent or minimize 
the causes of climate change and mitigate its adverse eff ects. Where there are threats 
of serious or irreversible damage, lack of full scientifi c certainty should not be used 
as a reason for postponing such measures, taking into account that policies and mea-
sures to deal with climate change should be cost- eff ective so as to ensure global bene-
fi ts at the lowest possible cost. To achieve this, such policies and measures should take 
into account diff erent socio- economic contexts, be comprehensive, cover all relevant 
sources, sinks and reservoirs of greenhouse gases and adaptation, and comprise all 
economic sectors. Eff orts to address climate change may be carried out cooperatively 
by interested Parties.
 4. Th e Parties have a right to, and should, promote sustainable development. Policies 
and measures to protect the climate system against human- induced change should 
be appropriate for the specifi c conditions of each Party and should be integrated with 
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national development programmes, taking into account that economic development 
is essential for adopting measures to address climate change.
 5. Th e Parties should cooperate to promote a supportive and open international eco-
nomic system that would lead to sustainable economic growth and development in all 
Parties, particularly developing country Parties, thus enabling them bett er to address 
the problems of climate change. Measures taken to combat climate change, including 
unilateral ones, should not constitute a means of arbitrary or unjustifi able discrimina-
tion or a disguised restriction on international trade.
Article 4
Commitments
 1. All Parties, taking into account their common but diff erentiated responsibilities and 
their specifi c national and regional development priorities, objectives and circum-
stances, shall:
 (a) Develop, periodically update, publish and make available to the Conference of 
the Parties, in accordance with Article 12, national inventories of anthropogenic 
emissions by sources and removals by sinks of all greenhouse gases not con-
trolled by the Montreal Protocol, using comparable methodologies to be agreed 
upon by the Conference of the Parties;
 (b) Formulate, implement, publish and regularly update national and, where appro-
priate, regional programmes containing measures to mitigate climate change 
by addressing anthropogenic emissions by sources and removals by sinks of 
all greenhouse gases not controlled by the Montreal Protocol, and measures to 
facilitate adequate adaptation to climate change;
 (c) Promote and cooperate in the development, application and diff usion, includ-
ing transfer, of technologies, practices and processes that control, reduce or pre-
vent anthropogenic emissions of greenhouse gases not controlled by the Mon-
treal Protocol in all relevant sectors, including the energy, transport, industry, 
agriculture, forestry and waste management sectors;
 (d) Promote sustainable management, and promote and cooperate in the conserva-
tion and enhancement, as appropriate, of sinks and reservoirs of all greenhouse 
gases not controlled by the Montreal Protocol, including biomass, forests and 
oceans as well as other terrestrial, coastal and marine ecosystems;
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 (e) Cooperate in preparing for adaptation to the impacts of climate change; 
develop and elaborate appropriate and integrated plans for coastal zone man-
agement, water resources and agriculture, and for the protection and rehabili-
tation of areas, particularly in Africa, aff ected by drought and desertifi cation, 
as well as fl oods;
 (f) Take climate change considerations into account, to the extent feasible, in their 
relevant social, economic and environmental policies and actions, and employ 
appropriate methods, for example impact assessments, formulated and deter-
mined nationally, with a view to minimizing adverse eff ects on the economy, 
on public health and on the quality of the environment, of projects or measures 
undertaken by them to mitigate or adapt to climate change;
 (g) Promote and cooperate in scientifi c, technological, technical, socio- economic 
and other research, systematic observation and development of data archives 
related to the climate system and intended to further the understanding and to 
reduce or eliminate the remaining uncertainties regarding the causes, eff ects, 
magnitude and timing of climate change and the economic and social conse-
quences of various response strategies;
 (h) Promote and cooperate in the full, open and prompt exchange of relevant scien-
tifi c, technological, technical, socio- economic and legal information related to 
the climate system and climate change, and to the economic and social conse-
quences of various response strategies;
 (i) Promote and cooperate in education, training and public awareness related to 
climate change and encourage the widest participation in this process, including 
that of non- governmental organizations; and
 (j) Communicate to the Conference of the Parties information related to imple-
mentation, in accordance with Article 12.
 2. Th e developed country Parties and other Parties included in Annex I commit them-
selves specifi cally as provided for in the following:
 (a) Each of these Parties shall adopt national policies and take corresponding mea-
sures on the mitigation of climate change, by limiting its anthropogenic emis-
sions of greenhouse gases and protecting and enhancing its greenhouse gas 
sinks and reservoirs. Th ese policies and measures will demonstrate that devel-
oped countries are taking the lead in modifying longer- term trends in anthro-
pogenic emissions consistent with the objective of the Convention, recognizing 
that the return by the end of the present decade to earlier levels of anthropo-
genic emissions of carbon dioxide and other greenhouse gases not controlled 
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by the Montreal Protocol would contribute to such modifi cation, and taking 
into account the diff erences in these Parties’ starting points and approaches, 
economic structures and resource bases, the need to maintain strong and sus-
tainable economic growth, available technologies and other individual circum-
stances, as well as the need for equitable and appropriate contributions by each 
of these Parties to the global eff ort regarding that objective. Th ese Parties may 
implement such policies and measures jointly with other Parties and may assist 
other Parties in contributing to the achievement of the objective of the Conven-
tion and, in particular, that of this subparagraph;
 (b) In order to promote progress to this end, each of these Parties shall communi-
cate, within six months of the entry into force of the Convention for it and peri-
odically thereaft er, and in accordance with Article 12, detailed information on 
its policies and measures referred to in subparagraph (a) above, as well as on its 
resulting projected anthropogenic emissions by sources and removals by sinks 
of greenhouse gases not controlled by the Montreal Protocol for the period 
referred to in subparagraph, with the aim of returning individually or jointly to 
their 1990 levels these anthropogenic emissions of carbon dioxide and other 
greenhouse gases not controlled by the Montreal Protocol. Th is information 
will be reviewed by the Conference of the Parties, at its fi rst session and periodi-
cally thereaft er, in accordance with Article 7;
 (c) Calculations of emissions by sources and removals by sinks of greenhouse gases 
for the purposes of subparagraph (b) above should take into account the best 
available scientifi c knowledge, including of the eff ective capacity of sinks and 
the respective contributions of such gases to climate change. Th e Conference of 
the Parties shall consider and agree. Th is includes policies and measures adopted 
by regional economic integration organizations on methodologies for these cal-
culations at its fi rst session and review them regularly thereaft er;
 (d) Th e Conference of the Parties shall, at its fi rst session, review the adequacy of 
subparagraphs (a) and (b) above. Such review shall be carried out in the light 
of the best available scientifi c information and assessment on climate change 
and its impacts, as well as relevant technical, social and economic information. 
Based on this review, the Conference of the Parties shall take appropriate action, 
which may include the adoption of amendments to the commitments in sub-
paragraphs (a) and (b) above. Th e Conference of the Parties, at its fi rst session, 
shall also take decisions regarding criteria for joint implementation as indicated 
in subparagraph (a) above. A second review of subparagraphs (a) and (b) shall 
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take place not later than 31 December 1998, and thereaft er at regular intervals 
determined by the Conference of the Parties, until the objective of the Conven-
tion is met;
 (e) Each of these Parties shall:
 (i) Coordinate as appropriate with other such Parties, relevant economic and 
administrative instruments developed to achieve the objective of the Conven-
tion; and
 (ii) Identify and periodically review its own policies and practices which encour-
age activities that lead to greater levels of anthropogenic emissions of green-
house gases not controlled by the Montreal Protocol than would otherwise 
occur;
 (f) Th e Conference of the Parties shall review, not later than 31 December 1998, 
available information with a view to taking decisions regarding such amend-
ments to the lists in Annexes I and II as may be appropriate, with the approval of 
the Party concerned;
 (g) Any Party not included in Annex I may, in its instrument of ratifi cation, accep-
tance, approval or accession, or at any time thereaft er, notify the Depositary that 
it intends to be bound by subparagraphs (a) and (b) above. Th e Depositary shall 
inform the other signatories and Parties of any such notifi cation.
 3. Th e developed country Parties and other developed Parties included in Annex II shall 
provide new and additional fi nancial resources to meet the agreed full costs incurred 
by developing country Parties in complying with their obligations under Article 12, 
paragraph 1. Th ey shall also provide such fi nancial resources, including for the trans-
fer of technology, needed by the developing country Parties to meet the agreed full 
incremental costs of implementing measures that are covered by paragraph 1 of this 
Article and that are agreed between a developing country Party and the international 
entity or entities referred to in Article 11, in accordance with that Article. Th e imple-
mentation of these commitments shall take into account the need for adequacy and 
predictability in the fl ow of funds and the importance of appropriate burden sharing 
among the developed country Parties.
 4. Th e developed country Parties and other developed Parties included in Annex II shall 
also assist the developing country Parties that are particularly vulnerable to the adverse 
eff ects of climate change in meeting costs of adaptation to those adverse eff ects.
 5. Th e developed country Parties and other developed Parties included in Annex II shall 
take all practicable steps to promote, facilitate and fi nance, as appropriate, the transfer 
of, or access to, environmentally sound technologies and know- how to other Parties, 
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particularly developing country Parties, to enable them to implement the provisions 
of the Convention. In this process, the developed country Parties shall support the 
development and enhancement of endogenous capacities and technologies of devel-
oping country Parties. Other Parties and organizations in a position to do so may also 
assist in facilitating the transfer of such technologies.
 6. In the implementation of their commitments under paragraph 2 above, a certain 
degree of fl exibility shall be allowed by the Conference of the Parties to the Parties 
included in Annex I undergoing the process of transition to a market economy, in 
order to enhance the ability of these Parties to address climate change, including with 
regard to the historical level of anthropogenic emissions of greenhouse gases not con-
trolled by the Montreal Protocol chosen as a reference.
 7. Th e extent to which developing country Parties will eff ectively implement their com-
mitments under the Convention will depend on the eff ective implementation by 
developed country Parties of their commitments under the Convention related to 
fi nancial resources and transfer of technology and will take fully into account that 
economic and social development and poverty eradication are the fi rst and overrid-
ing priorities of the developing country Parties.
 8. In the implementation of the commitments in this Article, the Parties shall give full 
consideration to what actions are necessary under the Convention, including actions 
related to funding, insurance and the transfer of technology, to meet the specifi c 
needs and concerns of developing country Parties arising from the adverse eff ects 
of climate change and/or the impact of the implementation of response measures, 
especially on: (a) Small island countries; (b) Countries with low- lying coastal areas; 
(c) Countries with arid and semi- arid areas, forested areas and areas liable to for-
est decay; (d) Countries with areas prone to natural disasters; (e) Countries with 
areas liable to drought and desertifi cation; (f) Countries with areas of high urban 
atmospheric pollution; (g) Countries with areas with fragile ecosystems, including 
mountainous ecosystems; (h) Countries whose economies are highly dependent on 
income generated from the production, processing and export, and/or on consump-
tion of fossil fuels and associated energy- intensive products; and (i) Land- locked and 
transit countries.
Further, the Conference of the Parties may take actions, as appropriate, with 
respect to this paragraph.
 9. Th e Parties shall take full account of the specifi c needs and special situations of the 
least developed countries in their actions with regard to funding and transfer of 
technology.
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 10. Th e Parties shall, in accordance with Article 10, take into consideration in the imple-
mentation of the commitments of the Convention the situation of Parties, particu-
larly developing country Parties, with economies that are vulnerable to the adverse 
eff ects of the implementation of measures to respond to climate change. Th is applies 
notably to Parties with economies that are highly dependent on income generated 
from the production, processing and export, and/or consumption of fossil fuels and 
associated energy- intensive products and/or the use of fossil fuels for which such Par-
ties have serious diffi  culties in switching to alternatives.
Article 7
Conference of the Parties
 1. A Conference of the Parties is hereby established.
 2. Th e Conference of the Parties, as the supreme body of this Convention, shall keep 
under regular review the implementation of the Convention and any related legal 
instruments that the Conference of the Parties may adopt, and shall make, within 
its mandate, the decisions necessary to promote the eff ective implementation of the 
Convention. To this end, it shall:
 (a) Periodically examine the obligations of the Parties and the institutional arrange-
ments under the Convention, in the light of the objective of the Convention, 
the experience gained in its implementation and the evolution of scientifi c and 
technological knowledge;
 (b) Promote and facilitate the exchange of information on measures adopted by the 
Parties to address climate change and its eff ects, taking into account the diff ering 
circumstances, responsibilities and capabilities of the Parties and their respec-
tive commitments under the Convention;
 (c) Facilitate, at the request of two or more Parties, the coordination of measures 
adopted by them to address climate change and its eff ects, taking into account 
the diff ering circumstances, responsibilities and capabilities of the Parties and 
their respective commitments under the Convention;
 (d) Promote and guide, in accordance with the objective and provisions of the Con-
vention, the development and periodic refi nement of comparable methodolo-
gies, to be agreed on by the Conference of the Parties, inter alia, for preparing 
inventories of greenhouse gas emissions by sources and removals by sinks, and 
for evaluating the eff ectiveness of measures to limit the emissions and enhance 
the removals of these gases;
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 (e) Assess, on the basis of all information made available to it in accordance with 
the provisions of the Convention, the implementation of the Convention by the 
Parties, the overall eff ects of the measures taken pursuant to the Convention, in 
particular environmental, economic and social eff ects as well as their cumulative 
impacts and the extent to which progress towards the objective of the Conven-
tion is being achieved;
 (f) Consider and adopt regular reports on the implementation of the Convention 
and ensure their publication;
 (g) Make recommendations on any matt ers necessary for the implementation of the 
Convention;
 (h) Seek to mobilize fi nancial resources in accordance with Article 4, paragraphs 3, 
4 and 5, and Article 11;
 (i) Establish such subsidiary bodies as are deemed necessary for the implementa-
tion of the Convention;
 (j) Review reports submitt ed by its subsidiary bodies and provide guidance to 
them;
 (k) Agree upon and adopt, by consensus, rules of procedure and fi nancial rules for 
itself and for any subsidiary bodies;
 (l) Seek and utilize, where appropriate, the services and cooperation of, and infor-
mation provided by, competent international organizations and intergovern-
mental and non- governmental bodies; and
 (m) Exercise such other functions as are required for the achievement of the objec-
tive of the Convention as well as all other functions assigned to it under the 
Convention.
 3. Th e Conference of the Parties shall, at its fi rst session, adopt its own rules of proce-
dure as well as those of the subsidiary bodies established by the Convention, which 
shall include decision- making procedures for matt ers not already covered by decision- 
making procedures stipulated in the Convention. Such procedures may include speci-
fi ed majorities required for the adoption of particular decisions.
 4. Th e fi rst session of the Conference of the Parties shall be convened by the interim 
secretariat referred to in Article 21 and shall take place not later than one year aft er 
the date of entry into force of the Convention. Th ereaft er, ordinary sessions of the 
Conference of the Parties shall be held every year unless otherwise decided by the 
Conference of the Parties.
 5. Extraordinary sessions of the Conference of the Parties shall be held at such other 
times as may be deemed necessary by the Conference, or at the writt en request of 
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any Party, provided that, within six months of the request being communicated to the 
Parties by the secretariat, it is supported by at least one third of the Parties.
 6. Th e United Nations, its specialized agencies and the International Atomic Energy 
Agency, as well as any State member thereof or observers thereto not Party to the 
Convention, may be represented at sessions of the Conference of the Parties as 
observers. Any body or agency, whether national or international, governmental or 
non- governmental, which is qualifi ed in matt ers covered by the Convention, and 
which has informed the secretariat of its wish to be represented at a session of the 
Conference of the Parties as an observer, may be so admitt ed unless at least one third 
of the Parties present object. Th e admission and participation of observers shall be 
subject to the rules of procedure adopted by the Conference of the Parties.
Article 8
Secretariat
 1. A secretariat is hereby established.
 2. Th e functions of the secretariat shall be: (a) To make arrangements for sessions of 
the Conference of the Parties and its subsidiary bodies established under the Con-
vention and to provide them with services as required; (b) To compile and transmit 
reports submitt ed to it; (c) To facilitate assistance to the Parties, particularly develop-
ing country Parties, on request, in the compilation and communication of informa-
tion required in accordance with the provisions of the Convention; (d) To prepare 
reports on its activities and present them to the Conference of the Parties; (e) To 
ensure the necessary coordination with the secretariats of other relevant international 
bodies; (f) To enter, under the overall guidance of the Conference of the Parties, into 
such administrative and contractual arrangements as may be required for the eff ective 
discharge of its functions; and (g) To perform the other secretariat functions speci-
fi ed in the Convention and in any of its protocols and such other functions as may be 
determined by the Conference of the Parties.
 3. Th e Conference of the Parties, at its fi rst session, shall designate a permanent secre-
tariat and make arrangements for its functioning.
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Article 9
Subsidiary Body for Scientific and Technological Advance
 1. A subsidiary body for scientifi c and technological advice is hereby established to pro-
vide the Conference of the Parties and, as appropriate, its other subsidiary bodies 
with timely information and advice on scientifi c and technological matt ers relating 
to the Convention. Th is body shall be open to participation by all Parties and shall 
be multidisciplinary. It shall comprise government representatives competent in the 
relevant fi eld of expertise. It shall report regularly to the Conference of the Parties on 
all aspects of its work.
 2. Under the guidance of the Conference of the Parties, and drawing upon existing com-
petent international bodies, this body shall: (a) Provide assessments of the state of 
scientifi c knowledge relating to climate change and its eff ects; (b) Prepare scientifi c 
assessments on the eff ects of measures taken in the implementation of the Conven-
tion; (c) Identify innovative, effi  cient and state- of- the- art technologies and know- 
how and advise on the ways and means of promoting development and/or transfer-
ring such technologies; (d) Provide advice on scientifi c programmes, international 
cooperation in research and development related to climate change, as well as on ways 
and means of supporting endogenous capacity building in developing countries; and 
(e) Respond to scientifi c, technological and methodological questions that the Con-
ference of the Parties and its subsidiary bodies may put to the body.
 3. Th e functions and terms of reference of this body may be further elaborated by the 
Conference of the Parties.
Article 10
Subsidiary Body for Implementation
 1. A subsidiary body for implementation is hereby established to assist the Confer-
ence of the Parties in the assessment and review of the effective implementa-
tion of the Convention. This body shall be open to participation by all Parties 
and comprise government representatives who are experts on matters related to 
climate change. It shall report regularly to the Conference of the Parties on all 
aspects of its work.
 2. Under the guidance of the Conference of the Parties, this body shall: (a) Consider 
the information communicated in accordance with Article 12, paragraph 1, to assess 
the overall aggregated eff ect of the steps taken by the Parties in the light of the latest 
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scientifi c assessments concerning climate change; (b) Consider the information com-
municated in accordance with Article 12, paragraph 2, in order to assist the Confer-
ence of the Parties in carrying out the reviews required by Article 4, paragraph 2(d); 
and (c) Assist the Conference of the Parties, as appropriate, in the preparation and 
implementation of its decisions.
Article 12
Communication of Information Related to Implementation
 1. In accordance with Article 4, paragraph 1, each Party shall communicate to the Con-
ference of the Parties, through the secretariat, the following elements of information: 
(a) A national inventory of anthropogenic emissions by sources and removals by 
sinks of all greenhouse gases not controlled by the Montreal Protocol, to the extent 
its capacities permit, using comparable methodologies to be promoted and agreed 
upon by the Conference of the Parties; (b) A general description of steps taken or 
envisaged by the Party to implement the Convention; and (c) Any other information 
that the Party considers relevant to the achievement of the objective of the Conven-
tion and suitable for inclusion in its communication, including, if feasible, material 
relevant for calculations of global emission trends.
 2. Each developed country Party and each other Party included in Annex I shall incor-
porate in its communication the following elements of information: (a) A detailed 
description of the policies and measures that it has adopted to implement its com-
mitment under Article 4, paragraphs 2(a) and 2(b); and (b) A specifi c estimate of 
the eff ects that the policies and measures referred to in subparagraph (a) immediately 
above will have on anthropogenic emissions by its sources and removals by its sinks 
of greenhouse gases during the period referred to in Article 4, paragraph 2(a).
 3. In addition, each developed country Party and each other developed Party included 
in Annex II shall incorporate details of measures taken in accordance with Article 4, 
paragraphs 3, 4 and 5.
 4. Developing country Parties may, on a voluntary basis, propose projects for fi nancing, 
including specifi c technologies, materials, equipment, techniques or practices that 
would be needed to implement such projects, along with, if possible, an estimate of 
all incremental costs, of the reductions of emissions and increments of removals of 
greenhouse gases, as well as an estimate of the consequent benefi ts.
 5. Each developed country Party and each other Party included in Annex I shall 
make its initial communication within six months of the entry into force of the 
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Convention for that Party. Each Party not so listed shall make its initial communi-
cation within three years of the entry into force of the Convention for that Party, or 
of the availability of fi nancial resources in accordance with Article 4, paragraph 3. 
Parties that are least developed countries may make their initial communication at 
their discretion. Th e frequency of subsequent communications by all Parties shall 
be determined by the Conference of the Parties, taking into account the diff erenti-
ated timetable set by this paragraph.
 6. Information communicated by Parties under this Article shall be transmitt ed by the 
secretariat as soon as possible to the Conference of the Parties and to any subsidiary 
bodies concerned. If necessary, the procedures for the communication of information 
may be further considered by the Conference of the Parties.
 7. From its fi rst session, the Conference of the Parties shall arrange for the provision to 
developing country Parties of technical and fi nancial support, on request, in compil-
ing and communicating information under this Article, as well as in identifying the 
technical and fi nancial needs associated with proposed projects and response mea-
sures under Article 4. Such support may be provided by other Parties, by competent 
international organizations and by the secretariat, as appropriate.
 8. Any group of Parties may, subject to guidelines adopted by the Conference of the 
Parties, and to prior notifi cation to the Conference of the Parties, make a joint com-
munication in fulfi lment of their obligations under this Article, provided that such a 
communication includes information on the fulfi lment by each of these Parties of its 
individual obligations under the Convention.
 9. Information received by the secretariat that is designated by a Party as confi dential, 
in accordance with criteria to be established by the Conference of the Parties, shall be 
aggregated by the secretariat to protect its confi dentiality before being made available 
to any of the bodies involved in the communication and review of information.
 10. Subject to paragraph 9 above, and without prejudice to the ability of any Party to 
make public its communication at any time, the secretariat shall make communica-
tions by Parties under this Article publicly available at the time they are submitt ed to 
the Conference of the Parties.
THE KYOTO PROTOCOL
Th e Parties to this Protocol,
Being Parties to the United Nations Framework Convention on Climate Change, hereinaf-
ter referred to as “the Convention”,
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In pursuit of the ultimate objective of the Convention as stated in its Article 2,
Recalling the provisions of the Convention,
Being guided by Article 3 of the Convention,
Pursuant to the Berlin Mandate adopted by decision 1/CP.1 of the Conference of the Par-
ties to the Convention at its fi rst session,
Have agreed as follows:
Article 1
For the purposes of this Protocol, the defi nitions contained in Article 1 of the Convention 
shall apply. In addition:
 1. “Conference of the Parties” means the Conference of the Parties to the Convention.
 2. “Convention” means the United Nations Framework Convention on Climate Change, 
adopted in New York on 9 May 1992.
 3. “Intergovernmental Panel on Climate Change” means the Intergovernmental Panel 
on Climate Change established in 1988 jointly by the World Meteorological Organi-
zation and the United Nations Environment Programme.
 4. “Montreal Protocol” means the Montreal Protocol on Substances that Deplete the 
Ozone Layer, adopted in Montreal on 16 September 1987 and as subsequently 
adjusted and amended.
 5. “Parties present and voting” means Parties present and casting an affi  rmative or nega-
tive vote.
 6. “Party” means, unless the context otherwise indicates, a Party to this Protocol.
 7. “Party included in Annex I” means a Party included in Annex I to the Convention, as 
may be amended, or a Party which has made a notifi cation under Article 4, paragraph 
2(g), of the Convention.
Article 2
 1. Each Party included in Annex I, in achieving its quantifi ed emission limitation and 
reduction commitments under Article 3, in order to promote sustainable develop-
ment, shall:
 (a) Implement and/or further elaborate policies and measures in accordance with 
its national circumstances, such as: (i) Enhancement of energy effi  ciency in rel-
evant sectors of the national economy; (ii) Protection and enhancement of sinks 
and reservoirs of greenhouse gases not controlled by the Montreal Protocol, 
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taking into account its commitments under relevant international environmen-
tal agreements; promotion of sustainable forest management practices, aff ores-
tation and reforestation; (iii) Promotion of sustainable forms of agriculture in 
light of climate change considerations; (iv) Research on, and promotion, devel-
opment and increased use of, new and renewable forms of energy, of carbon 
dioxide sequestration technologies and of advanced and innovative environ-
mentally sound technologies; (v) Progressive reduction or phasing out of mar-
ket imperfections, fi scal incentives, tax and duty exemptions and subsidies in all 
greenhouse gas emitt ing sectors that run counter to the objective of the Conven-
tion and application of market instruments; (vi) Encouragement of appropri-
ate reforms in relevant sectors aimed at promoting policies and measures which 
limit or reduce emissions of greenhouse gases not controlled by the Montreal 
Protocol; (vii) Measures to limit and/or reduce emissions of greenhouse gases 
not controlled by the Montreal Protocol in the transport sector; (viii) Limita-
tion and/or reduction of methane emissions through recovery and use in waste 
management, as well as in the production, transport and distribution of energy;
 (b) Cooperate with other such Parties to enhance the individual and combined 
eff ectiveness of their policies and measures adopted under this Article, pursu-
ant to Article 4, paragraph 2(e)(i), of the Convention. To this end, these Parties 
shall take steps to share their experience and exchange information on such poli-
cies and measures, including developing ways of improving their comparability, 
transparency and eff ectiveness. Th e Conference of Parties serving as the meet-
ing of the Parties to this Protocol shall, at its fi rst session or as soon as practicable 
thereaft er, consider ways to facilitate such cooperation, taking into account all 
relevant information.
 2. Th e Parties included in Annex I shall pursue limitation or reduction of emissions of 
greenhouse gases not controlled by the Montreal Protocol from aviation and marine 
bunker fuels, working through the International Civil Aviation Organization and the 
International Maritime Organization, respectively.
 3. Th e Parties included in Annex I shall strive to implement policies and measures under 
this Article in such a way as to minimize adverse eff ects, including the adverse eff ects 
of climate change, eff ects on international trade, and social, environmental and eco-
nomic impacts on other Parties, especially developing country Parties and in par-
ticular those identifi ed in Article 4, paragraphs 8 and 9, of the Convention, taking 
into account Article 3 of the Convention. Th e Conference of the Parties serving as 
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the meeting of the Parties to this Protocol may take further action, as appropriate, to 
promote the implementation of the provisions of this paragraph.
 4. Th e Conference of the Parties serving as the meeting of the Parties to this Protocol, 
if it decides that it would be benefi cial to coordinate any of the policies and measures 
in paragraph 1(a) above, taking into account diff erent national circumstances and 
potential eff ects, shall consider ways and means to elaborate the coordination of such 
policies and measures.
Article 3
 1. Th e Parties included in Annex I shall, individually or jointly, ensure that their aggre-
gate anthropogenic carbon dioxide equivalent emissions of the greenhouse gases 
listed in Annex A do not exceed their assigned amounts, calculated pursuant to their 
quantifi ed emission limitation and reduction commitments inscribed in Annex B and 
in accordance with the provisions of this Article, with a view to reducing their overall 
emissions of such gases by at least 5 per cent below 1990 levels in the commitment 
period 2008 to 2012.
 2. Each Party included in Annex I shall, by 2005, have made demonstrable progress in 
achieving its commitments under this Protocol.
 3. Th e net changes in greenhouse gas emissions by sources and removals by sinks 
resulting from direct human- induced land- use change and forestry activities, lim-
ited to aff orestation, reforestation and deforestation since 1990, measured as verifi -
able changes in carbon stocks in each commitment period, shall be used to meet the 
commitments under this Article of each Party included in Annex I. Th e greenhouse 
gas emissions by sources and removals by sinks associated with those activities shall 
be reported in a transparent and verifi able manner and reviewed in accordance with 
Articles 7 and 8.
 4. Prior to the fi rst session of the Conference of the Parties serving as the meeting of 
the Parties to this Protocol, each Party included in Annex I shall provide, for con-
sideration by the Subsidiary Body for Scientifi c and Technological Advice, data to 
establish its level of carbon stocks in 1990 and to enable an estimate to be made of its 
changes in carbon stocks in subsequent years. Th e Conference of the Parties serving 
as the meeting of the Parties to this Protocol shall, at its fi rst session or as soon as prac-
ticable thereaft er, decide upon modalities, rules and guidelines as to how, and which, 
additional human- induced activities related to changes in greenhouse gas emissions 
by sources and removals by sinks in the agricultural soils and the land- use change 
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and forestry categories shall be added to, or subtracted from, the assigned amounts 
for Parties included in Annex I, taking into account uncertainties, transparency in 
reporting, verifi ability, the methodological work of the Intergovernmental Panel on 
Climate Change, the advice provided by the Subsidiary Body for Scientifi c and Tech-
nological Advice in accordance with Article 5 and the decisions of the Conference of 
the Parties. Such a decision shall apply in the second and subsequent commitment 
periods. A Party may choose to apply such a decision on these additional human- 
induced activities for its fi rst commitment period, provided that these activities have 
taken place since 1990.
 5. Th e Parties included in Annex I undergoing the process of transition to a market 
economy whose base year or period was established pursuant to decision 9/CP.2 of 
the Conference of the Parties at its second session shall use that base year or period 
for the implementation of their commitments under this Article. Any other Party 
included in Annex I undergoing the process of transition to a market economy which 
has not yet submitt ed its fi rst national communication under Article 12 of the Con-
vention may also notify the Conference of the Parties serving as the meeting of the 
Parties to this Protocol that it intends to use an historical base year or period other 
than 1990 for the implementation of its commitments under this Article. Th e Confer-
ence of the Parties serving as the meeting of the Parties to this Protocol shall decide 
on the acceptance of such notifi cation.
 6. Taking into account Article 4, paragraph 6, of the Convention, in the implementation 
of their commitments under this Protocol other than those under this Article, a cer-
tain degree of fl exibility shall be allowed by the Conference of the Parties serving as 
the meeting of the Parties to this Protocol to the Parties included in Annex I undergo-
ing the process of transition to a market economy.
 7. In the fi rst quantifi ed emission limitation and reduction commitment period, from 
2008 to 2012, the assigned amount for each Party included in Annex I shall be equal 
to the percentage inscribed for it in Annex B of its aggregate anthropogenic carbon 
dioxide equivalent emissions of the greenhouse gases listed in Annex A in 1990, or the 
base year or period determined in accordance with paragraph 5 above, multiplied by 
fi ve. Th ose Parties included in Annex I for whom land- use change and forestry con-
stituted a net source of greenhouse gas emissions in 1990 shall include in their 1990 
emissions base year or period the aggregate anthropogenic carbon dioxide equivalent 
emissions by sources minus removals by sinks in 1990 from land- use change for the 
purposes of calculating their assigned amount.
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 8. Any Party included in Annex I may use 1995 as its base year for hydrofl uorocarbons, 
perfl uorocarbons and sulfur hexafl uoride, for the purposes of the calculation referred 
to in paragraph 7 above.
 9. Commitments for subsequent periods for Parties included in Annex I shall be estab-
lished in amendments to Annex B to this Protocol, which shall be adopted in accor-
dance with the provisions of Article 21, paragraph 7. Th e Conference of the Parties 
serving as the meeting of the Parties to this Protocol shall initiate the consideration of 
such commitments at least seven years before the end of the fi rst commitment period 
referred to in paragraph 1 above.
 10. Any emission reduction units, or any part of an assigned amount, which a Party 
acquires from another Party in accordance with the provisions of Article 6 or of Arti-
cle 17 shall be added to the assigned amount for the acquiring Party.
 11. Any emission reduction units, or any part of an assigned amount, which a Party trans-
fers to another Party in accordance with the provisions of Article 6 or of Article 17 
shall be subtracted from the assigned amount for the transferring Party.
 12. Any certifi ed emission reductions which a Party acquires from another Party in accor-
dance with the provisions of Article 12 shall be added to the assigned amount for the 
acquiring Party.
 13. If the emissions of a Party included in Annex I in a commitment period are less than 
its assigned amount under this Article, this diff erence shall, on request of that Party, 
be added to the assigned amount for that Party for subsequent commitment periods.
 14. Each Party included in Annex I shall strive to implement the commitments men-
tioned in paragraph 1 above in such a way as to minimize adverse social, environmen-
tal and economic impacts on developing country Parties, particularly those identifi ed 
in Article 4, paragraphs 8 and 9, of the Convention. In line with relevant decisions of 
the Conference of the Parties on the implementation of those paragraphs, the Con-
ference of the Parties serving as the meeting of the Parties to this Protocol shall, at 
its fi rst session, consider what actions are necessary to minimize the adverse eff ects 
of climate change and/or the impacts of response measures on Parties referred to in 
those paragraphs. Among the issues to be considered shall be the establishment of 
funding, insurance and transfer of technology.
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Article 4
 1. Any Parties included in Annex I that have reached an agreement to fulfi l their com-
mitments under Article 3 jointly, shall be deemed to have met those commitments 
provided that their total combined aggregate anthropogenic carbon dioxide equiva-
lent emissions of the greenhouse gases listed in Annex A do not exceed their assigned 
amounts calculated pursuant to their quantifi ed emission limitation and reduction 
commitments inscribed in Annex B and in accordance with the provisions of Article 
3. Th e respective emission level allocated to each of the Parties to the agreement shall 
be set out in that agreement.
 2. Th e Parties to any such agreement shall notify the secretariat of the terms of the 
agreement on the date of deposit of their instruments of ratifi cation, acceptance or 
approval of this Protocol, or accession thereto. Th e secretariat shall in turn inform the 
Parties and signatories to the Convention of the terms of the agreement.
 3. Any such agreement shall remain in operation for the duration of the commitment 
period specifi ed in Article 3, paragraph 7.
 4. If Parties acting jointly do so in the framework of, and together with, a regional eco-
nomic integration organization, any alteration in the composition of the organization 
aft er adoption of this Protocol shall not aff ect existing commitments under this Pro-
tocol. Any alteration in the composition of the organization shall only apply for the 
purposes of those commitments under Article 3 that are adopted subsequent to that 
alteration.
 5. In the event of failure by the Parties to such an agreement to achieve their total com-
bined level of emission reductions, each Party to that agreement shall be responsible 
for its own level of emissions set out in the agreement.
 6. If Parties acting jointly do so in the framework of, and together with, a regional eco-
nomic integration organization which is itself a Party to this Protocol, each member 
State of that regional economic integration organization individually, and together 
with the regional economic integration organization acting in accordance with 
Article 24, shall, in the event of failure to achieve the total combined level of emis-
sion reductions, be responsible for its level of emissions as notifi ed in accordance 
with this Article.
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Article 5
 1. Each Party included in Annex I shall have in place, no later than one year prior to the 
start of the fi rst commitment period, a national system for the estimation of anthro-
pogenic emissions by sources and removals by sinks of all greenhouse gases not con-
trolled by the Montreal Protocol. Guidelines for such national systems, which shall 
incorporate the methodologies specifi ed in paragraph 2 below, shall be decided upon 
by the Conference of the Parties serving as the meeting of the Parties to this Protocol 
at its fi rst session.
 2. Methodologies for estimating anthropogenic emissions by sources and removals by 
sinks of all greenhouse gases not controlled by the Montreal Protocol shall be those 
accepted by the Intergovernmental Panel on Climate Change and agreed upon by 
the Conference of the Parties at its third session. Where such methodologies are not 
used, appropriate adjustments shall be applied according to methodologies agreed 
upon by the Conference of the Parties serving as the meeting of the Parties to this 
Protocol at its fi rst session. Based on the work of, inter alia, the Intergovernmental 
Panel on Climate Change and advice provided by the Subsidiary Body for Scientifi c 
and Technological Advice, the Conference of the Parties serving as the meeting of the 
Parties to this Protocol shall regularly review and, as appropriate, revise such method-
ologies and adjustments, taking fully into account any relevant decisions by the Con-
ference of the Parties. Any revision to methodologies or adjustments shall be used 
only for the purposes of ascertaining compliance with commitments under Article 3 
in respect of any commitment period adopted subsequent to that revision.
 3. Th e global warming potentials used to calculate the carbon dioxide equivalence 
of anthropogenic emissions by sources and removals by sinks of greenhouse gases 
listed in Annex A shall be those accepted by the Intergovernmental Panel on Climate 
Change and agreed upon by the Conference of the Parties at its third session. Based 
on the work of, inter alia, the Intergovernmental Panel on Climate Change and advice 
provided by the Subsidiary Body for Scientifi c and Technological Advice, the Confer-
ence of the Parties serving as the meeting of the Parties to this Protocol shall regularly 
review and, as appropriate, revise the global warming potential of each such green-
house gas, taking fully into account any relevant decisions by the Conference of the 
Parties. Any revision to a global warming potential shall apply only to commitments 
under Article 3 in respect of any commitment period adopted subsequent to that 
revision.
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Article 6
 1. For the purpose of meeting its commitments under Article 3, any Party included in 
Annex I may transfer to, or acquire from, any other such Party emission reduction 
units resulting from projects aimed at reducing anthropogenic emissions by sources 
or enhancing anthropogenic removals by sinks of greenhouse gases in any sector 
of the economy, provided that: (a) Any such project has the approval of the Parties 
involved; (b) Any such project provides a reduction in emissions by sources, or an 
enhancement of removals by sinks, that is additional to any that would otherwise 
occur; (c) It does not acquire any emission reduction units if it is not in compliance 
with its obligations under Articles 5 and 7; and (d) Th e acquisition of emission reduc-
tion units shall be supplemental to domestic actions for the purposes of meeting com-
mitments under Article 3.
 2. Th e Conference of the Parties serving as the meeting of the Parties to this Protocol 
may, at its fi rst session or as soon as practicable thereaft er, further elaborate guidelines 
for the implementation of this Article, including for verifi cation and reporting.
 3. A Party included in Annex I may authorize legal entities to participate, under its 
responsibility, in actions leading to the generation, transfer or acquisition under this 
Article of emission reduction units.
 4. If a question of implementation by a Party included in Annex I of the requirements 
referred to in this Article is identifi ed in accordance with the relevant provisions of Arti-
cle 8, transfers and acquisitions of emission reduction units may continue to be made 
aft er the question has been identifi ed, provided that any such units may not be used by a 
Party to meet its commitments under Article 3 until any issue of compliance is resolved.
Article 7
 1. Each Party included in Annex I shall incorporate in its annual inventory of anthropo-
genic emissions by sources and removals by sinks of greenhouse gases not controlled 
by the Montreal Protocol, submitt ed in accordance with the relevant decisions of the 
Conference of the Parties, the necessary supplementary information for the purposes 
of ensuring compliance with Article 3, to be determined in accordance with para-
graph 4 below.
 2. Each Party included in Annex I shall incorporate in its national communication, sub-
mitt ed under Article 12 of the Convention, the supplementary information necessary 
to demonstrate compliance with its commitments under this Protocol, to be deter-
mined in accordance with paragraph 4 below.
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 3. Each Party included in Annex I shall submit the information required under para-
graph 1 above annually, beginning with the fi rst inventory due under the Convention 
for the fi rst year of the commitment period aft er this Protocol has entered into force 
for that Party. Each such Party shall submit the information required under paragraph 
2 above as part of the fi rst national communication due under the Convention aft er 
this Protocol has entered into force for it and aft er the adoption of guidelines as pro-
vided for in paragraph 4 below. Th e frequency of subsequent submission of informa-
tion required under this Article shall be determined by the Conference of the Parties 
serving as the meeting of the Parties to this Protocol, taking into account any timeta-
ble for the submission of national communications decided upon by the Conference 
of the Parties.
 4. Th e Conference of the Parties serving as the meeting of the Parties to this Protocol 
shall adopt at its fi rst session, and review periodically thereaft er, guidelines for the 
preparation of the information required under this Article, taking into account guide-
lines for the preparation of national communications by Parties included in Annex I 
adopted by the Conference of the Parties. Th e Conference of the Parties serving as 
the meeting of the Parties to this Protocol shall also, prior to the fi rst commitment 
period, decide upon modalities for the accounting of assigned amounts.
Article 8
 1. Th e information submitt ed under Article 7 by each Party included in Annex I shall 
be reviewed by expert review teams pursuant to the relevant decisions of the Confer-
ence of the Parties and in accordance with guidelines adopted for this purpose by the 
Conference of the Parties serving as the meeting of the Parties to this Protocol under 
paragraph 4 below. Th e information submitt ed under Article 7, paragraph 1, by each 
Party included in Annex I shall be reviewed as part of the annual compilation and 
accounting of emissions inventories and assigned amounts. Additionally, the infor-
mation submitt ed under Article 7, paragraph 2, by each Party included in Annex I 
shall be reviewed as part of the review of communications.
 2. Expert review teams shall be coordinated by the secretariat and shall be composed of 
experts selected from those nominated by Parties to the Convention and, as appropri-
ate, by intergovernmental organizations, in accordance with guidance provided for 
this purpose by the Conference of the Parties.
 3. Th e review process shall provide a thorough and comprehensive technical assessment 
of all aspects of the implementation by a Party of this Protocol. Th e expert review 
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teams shall prepare a report to the Conference of the Parties serving as the meeting 
of the Parties to this Protocol, assessing the implementation of the commitments of 
the Party and identifying any potential problems in, and factors infl uencing, the fulfi l-
ment of commitments. Such reports shall be circulated by the secretariat to all Par-
ties to the Convention. Th e secretariat shall list those questions of implementation 
indicated in such reports for further consideration by the Conference of the Parties 
serving as the meeting of the Parties to this Protocol.
 4. Th e Conference of the Parties serving as the meeting of the Parties to this Protocol 
shall adopt at its fi rst session, and review periodically thereaft er, guidelines for the 
review of implementation of this Protocol by expert review teams taking into account 
the relevant decisions of the Conference of the Parties.
 5. Th e Conference of the Parties serving as the meeting of the Parties to this Protocol 
shall, with the assistance of the Subsidiary Body for Implementation and, as appro-
priate, the Subsidiary Body for Scientifi c and Technological Advice, consider: (a) 
Th e information submitt ed by Parties under Article 7 and the reports of the expert 
reviews thereon conducted under this Article; and (b) Th ose questions of implemen-
tation listed by the secretariat under paragraph 3 above, as well as any questions raised 
by Parties.
 6. Pursuant to its consideration of the information referred to in paragraph 5 above, the 
Conference of the Parties serving as the meeting of the Parties to this Protocol shall 
take decisions on any matt er required for the implementation of this Protocol.
Article 10
All Parties, taking into account their common but diff erentiated responsibilities and their 
specifi c national and regional development priorities, objectives and circumstances, without 
introducing any new commitments for Parties not included in Annex I, but reaffi  rming exist-
ing commitments under Article 4, paragraph 1, of the Convention, and continuing to advance 
the implementation of these commitments in order to achieve sustainable development, tak-
ing into account Article 4, paragraphs 3, 5 and 7, of the Convention, shall:
 (a) Formulate, where relevant and to the extent possible, cost- eff ective national and, 
where appropriate, regional programmes to improve the quality of local emission fac-
tors, activity data and/or models which refl ect the socio- economic conditions of each 
Party for the preparation and periodic updating of national inventories of anthro-
pogenic emissions by sources and removals by sinks of all greenhouse gases not 
imo-tomkiewicz-19app3.indd   279 4/25/11   9:55 AM
280 International Treaties
controlled by the Montreal Protocol, using comparable methodologies to be agreed 
upon by the Conference of the Parties, and consistent with the guidelines for the 
preparation of national communications adopted by the Conference of the Parties;
 (b) Formulate, implement, publish and regularly update national and, where appropriate, 
regional programmes containing measures to mitigate climate change and measures 
to facilitate adequate adaptation to climate change: (i) Such programmes would, inter 
alia, concern the energy, transport and industry sectors as well as agriculture, for-
estry and waste management. Furthermore, adaptation technologies and methods 
for improving spatial planning would improve adaptation to climate change; and 
(ii) Parties included in Annex I shall submit information on action under this Proto-
col, including national programmes, in accordance with Article 7; and other Parties 
shall seek to include in their national communications, as appropriate, information on 
programmes which contain measures that the Party believes contribute to addressing 
climate change and its adverse impacts, including the abatement of increases in green-
house gas emissions, and enhancement of and removals by sinks, capacity building 
and adaptation measures;
 (c) Cooperate in the promotion of eff ective modalities for the development, application 
and diff usion of, and take all practicable steps to promote, facilitate and fi nance, as 
appropriate, the transfer of, or access to, environmentally sound technologies, know- 
how, practices and processes pertinent to climate change, in particular to develop-
ing countries, including the formulation of policies and programmes for the eff ective 
transfer of environmentally sound technologies that are publicly owned or in the pub-
lic domain and the creation of an enabling environment for the private sector, to pro-
mote and enhance the transfer of, and access to, environmentally sound technologies;
 (d) Cooperate in scientifi c and technical research and promote the maintenance and the 
development of systematic observation systems and development of data archives 
to reduce uncertainties related to the climate system, the adverse impacts of climate 
change and the economic and social consequences of various response strategies, and 
promote the development and strengthening of endogenous capacities and capabili-
ties to participate in international and intergovernmental eff orts, programmes and 
networks on research and systematic observation, taking into account Article 5 of the 
Convention;
 (e) Cooperate in and promote at the international level, and, where appropriate, using 
existing bodies, the development and implementation of education and training 
programmes, including the strengthening of national capacity building, in particular 
human and institutional capacities and the exchange or secondment of personnel to 
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train experts in this fi eld, in particular for developing countries, and facilitate at the 
national level public awareness of, and public access to information on, climate change. 
Suitable modalities should be developed to implement these activities through the 
relevant bodies of the Convention, taking into account Article 6 of the Convention;
 (f) Include in their national communications information on programmes and activities 
undertaken pursuant to this Article in accordance with relevant decisions of the Con-
ference of the Parties; and
 (g) Give full consideration, in implementing the commitments under this Article, to 
Article 4, paragraph 8, of the Convention.
Article 11
 1. In the implementation of Article 10, Parties shall take into account the provisions of 
Article 4, paragraphs 4, 5, 7, 8 and 9, of the Convention.
 2. In the context of the implementation of Article 4, paragraph 1, of the Convention, in 
accordance with the provisions of Article 4, paragraph 3, and Article 11 of the Conven-
tion, and through the entity or entities entrusted with the operation of the fi nancial 
mechanism of the Convention, the developed country Parties and other developed 
Parties included in Annex II to the Convention shall: (a) Provide new and additional 
fi nancial resources to meet the agreed full costs incurred by developing country Par-
ties in advancing the implementation of existing commitments under Article 4, para-
graph 1(a), of the Convention that are covered in Article 10, subparagraph (a); and 
(b) Also provide such fi nancial resources, including for the transfer of technology, 
needed by the developing country Parties to meet the agreed full incremental costs of 
advancing the implementation of existing commitments under Article 4, paragraph 
1, of the Convention that are covered by Article 10 and that are agreed between a 
developing country Party and the international entity or entities referred to in Article 
11 of the Convention, in accordance with that Article. Th e implementation of these 
existing commitments shall take into account the need for adequacy and predictabil-
ity in the fl ow of funds and the importance of appropriate burden sharing among 
developed country Parties. Th e guidance to the entity or entities entrusted with the 
operation of the fi nancial mechanism of the Convention in relevant decisions of the 
Conference of the Parties, including those agreed before the adoption of this Proto-
col, shall apply mutatis mutandis to the provisions of this paragraph.
 3. Th e developed country Parties and other developed Parties in Annex II to the Conven-
tion may also provide, and developing country Parties avail themselves of, fi nancial 
imo-tomkiewicz-19app3.indd   281 4/25/11   9:55 AM
282 International Treaties
resources for the implementation of Article 10, through bilateral, regional and other 
multilateral channels.
Article 12
 1. A clean development mechanism is hereby defi ned.
 2. Th e purpose of the clean development mechanism shall be to assist Parties not 
included in Annex I in achieving sustainable development and in contributing to 
the ultimate objective of the Convention, and to assist Parties included in Annex I in 
achieving compliance with their quantifi ed emission limitation and reduction com-
mitments under Article 3.
 3. Under the clean development mechanism: (a) Parties not included in Annex I will 
benefi t from project activities resulting in certifi ed emission reductions; and (b) Par-
ties included in Annex I may use the certifi ed emission reductions accruing from such 
project activities to contribute to compliance with part of their quantifi ed emission 
limitation and reduction commitments under Article 3, as determined by the Confer-
ence of the Parties serving as the meeting of the Parties to this Protocol.
 4. Th e clean development mechanism shall be subject to the authority and guidance of 
the Conference of the Parties serving as the meeting of the Parties to this Protocol 
and be supervised by an executive board of the clean development mechanism.
 5. Emission reductions resulting from each project activity shall be certifi ed by opera-
tional entities to be designated by the Conference of the Parties serving as the meeting 
of the Parties to this Protocol, on the basis of: (a) Voluntary participation approved 
by each Party involved; (b) Real, measurable, and long- term benefi ts related to the 
mitigation of climate change; and (c) Reductions in emissions that are additional to 
any that would occur in the absence of the certifi ed project activity.
 6. Th e clean development mechanism shall assist in arranging funding of certifi ed proj-
ect activities as necessary.
 7. Th e Conference of the Parties serving as the meeting of the Parties to this Protocol 
shall, at its fi rst session, elaborate modalities and procedures with the objective of 
ensuring transparency, effi  ciency and accountability through independent auditing 
and verifi cation of project activities.
 8. Th e Conference of the Parties serving as the meeting of the Parties to this Protocol 
shall ensure that a share of the proceeds from certifi ed project activities is used to 
cover administrative expenses as well as to assist developing country Parties that are 
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particularly vulnerable to the adverse eff ects of climate change to meet the costs of 
adaptation.
 9. Participation under the clean development mechanism, including in activities men-
tioned in paragraph 3(a) above and in the acquisition of certifi ed emission reductions, 
may involve private and/or public entities, and is to be subject to whatever guidance 
may be provided by the executive board of the clean development mechanism.
 10. Certifi ed emission reductions obtained during the period from the year 2000 up to 
the beginning of the fi rst commitment period can be used to assist in achieving com-
pliance in the fi rst commitment period.
Article 17
Th e Conference of the Parties shall defi ne the relevant principles, modalities, rules and guide-
lines, in particular for verifi cation, reporting and accountability for emissions trading. Th e Par-
ties included in Annex B may participate in emissions trading for the purposes of fulfi lling their 
commitments under Article 3. Any such trading shall be supplemental to domestic actions 
for the purpose of meeting quantifi ed emission limitation and reduction commitments under 
that Article.
Article 18
Th e Conference of the Parties serving as the meeting of the Parties to this Protocol shall, at its 
fi rst session, approve appropriate and eff ective procedures and mechanisms to determine and 
to address cases of non- compliance with the provisions of this Protocol, including through 
the development of an indicative list of consequences, taking into account the cause, type, 
degree and frequency of non- compliance. Any procedures and mechanisms under this Article 
entailing binding consequences shall be adopted by means of an amendment to this Protocol.
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