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Introduction
The back-propagation (BP) algorithm [l] is mainly used for multilayer perceptrons (MLP). This algorithm can approximate Bayes boundary using a sufficient number of training data in the statistical sense [2], [3] . This is the theoretical foundation which MLP are used as a classifier. This condition is, however, not always satisfied in the actual applications. Therefore, how to improve generalization ability using a limited number of the training data is very important [4] - [7] .
Regarding conventional methods, generalization of the BP algorithm highly depends on the training data.
The regularization learning method [4] requires more computation and results in slow convergence rate as the input dimension becomes high. Generalization by the weight elimination [5] is not sufficient for sparse training data. Performance of the SVM [7] depends on selection of the kernel function and other parameters.
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In this paper, first, an internal information optimum (110) algorithm for single-layer perceptron is proposed, which is a basic algorithm for the optimization. The distance between the training data and the hyperplanes formed by connection weights from the input layer to the first hidden layer is called "internal infomation" in this paper. The I10 algorithm moves the hyperplanes taking the internal information into account and improves generalization. Convergence of this algorithm is theoretically proved. Furthermore, a hybrid learning algorithm for MLP is proposed, which combines the BP algorithm and the I10 algorithm. It does not require many training data and computational load, and is useful for not only sparse data but also mixed sparse and dense data distribution.
Assumption of Distribution

Optimum Boundary for Sparse Training Data
Under the sparse training data condition, if the categories are formed by using only the training data, the region of each category shrink compared with the optimum region, which can cover the other data than the training data. In such cases, the position of the hyperplane formed by the BP algorithm is not uniquely decided, rather it depends on the relative size of the connection weights, a learning-rate and a slope of sigmoidal functions. Then, the input potential, that is a linear combination of the inputs reaches a saturation point, where generalization is not sufficient, and the learning stops. Therefore, the BP algorithm cannot approximate the Bayes boundary, which is generally a quadratic hypersurface [8] .
Since, it is difficult to conjecture the distribution of each category precisely by using the sparse training data, in this paper, it is supposed that all data are normally distributed around the training data, occurrence rate of data of each category are equiprobable and all eigenvalues of the covariance matrix are the same.
Under the above assumptions, the optimum boundary orthogonally crosses the line at the center point, which connects the nearest-neighbor training data of two classes.
Evaluation of Generalization
There are deterministic and statistical evaluation of generalization. The former supposes that the training data are sampled from the data set with high density. The latter uses the samples which occur in accordance with the training data distribution density, and evaluates generalization on the average of many trials. First, it is shown that the I10 algorithm improves generalization in deterministic from Sec.3.1 to Sec.3.4 to make it easy to understand. Next, it is shown statistically by using the experiment in Sec.3.5. 
Estimate Function
The multi-dimensional vector space which consists of a weight vector w and the training vectors x1 E Classl,x2 E Class2 is shown in Fig.2 . If we assume where 1x1 is the number of the patterns which belong to a finite subset X of J". P(x) is the weight function which makes the statistic nature of the training vectors reflect on the evaluation function. In this paper, /3 = 1.
I10 Algorithm
The I10 algorithm is based on the gradient descent algorithm, which minimizes the mean squared error Eii,.
w(n) is updated as follows:
w(n+l) = w(.) + AW (w=w(n) (7) AW = ptanh ( --'Z0/T) (8) where n is an iteration number. p is a leaning-rate parameter, 0 < p << l . A slope of the tanh function is controlled by T. The purpose of using the tanh function is to assure convergence even when a hyperplane is in the neighborhood of the training vectors. (The condition of the convergence) Convergence can be assured by deciding a learning rate p in the range that it does not exceed the shortest distance between the regions of the different classes. The sufficient condition for the convergence is given by
where d[xr,zp] is a distance between the elements zP,xf, ( i = l , . --, n), p E XP,q E X Q , p # q. Actually, small value which satisfies Eq.(9) is used to restrain vibration.
The Nature of I10 Algorithm
By minimizing rP, the hyperplane can cross the straight line, connecting the training vectors in two classes, at the center point. The inverse of r p also moves the hyperplane like this. Furthermore, they are orthogonal to each other. This is the important nature realized by using the inverse of r p . In the case of two-pattern two-class classification, from Eq. (8) 
From this analysis, it is confirmed that the I10 algorithm can results w being parallel to the straight line, connecting x1 and x2, that is the adjusted hyperplane and the straight line are orthogonal to each other.
Statistical Generalization of I10 Algorithm
In this section, statistical generalization of the BP algorithm and the I10 learning algorithm, applied after Fig.3 . The horizontal axis indicates the number of the training vectors which occurs in accordance with the distribution density. As the number of the training data is increased, the recognition rate improves and the dispersion becomes small. They are saturated at 7 training data. The recognition rate of the I10 learning algorithm is beyond that of the BP algorithm in all cases. Thus, the I10 learning algorithm can improve generalization based on the statistical evaluation. The "center" on the horizontal axis means the case that the training vectors are fixed at the center of each class. In this case, the recognition rate is higher than the other cases. This means that the recognition rate can be improved by collecting the training vectors around the central of the distribution.
A Hybrid Learning Algorithm for MLP
If the input vectors are mapped onto around the apex of the hypercube through the first hidden layer with a sigmoidal nonlinear function, the generalization ability is not affected by the hyperplanes formed with the connection weights in the upper layers. Because the outputs of the first hidden layer are not affected by disturbance in the input data. The same situation is observed in the upper layers. On the other hand, effects of the hyperplanes formed with the connection weights from the input layer to the first hidden layer on the generalization ability is high. Therefore, these hyperplanes should be moved to the suitable position to improve generalization under the sparse training data condition. So, we propose a hybrid learning algorithm for MLP. The correction of the I10 algorithm is combined to that of the BP algorithm in learning the connection weights from the input layer t o the first hidden layer.
For N + 1 multilayer perceptron with no-input, nNoutput, the connection weight wp,j is updated as fol- applications, we must presume mixed sparse and dense data distribution, in which the training data are overlapped between the categories. In this case, it is may be expected that the quadratic hypersurface, adjusted by using the two-step learning algorithm which emploies the distance between the training data and the hyperplanes, is not good for the generalization. However, the hybrid learning algorithm has the following feature, it moves the hyperplanes to improve generalization in the sparse distribution and does not influence for the dense distribution, in which AwZj is dominant. Even if AwZj is obstructed by AwYG, AwZj increases due to the increase of the BP error, and I A w~~+ A w % I> 0. 
Two-Class Problem
In order to observe the hyperplanes and recognition regions visually, two-dimensional two-class classification is employed for computer simulations. Multilayer perceptrons with two hidden layers are used. The number of the input units, the 1st hidden units, the 2nd hidden units, and the output units are 2, 10, 5 and 2, respectively. An offset unit is included in each layer.
The recognition rate of the BP algorithm and the hybrid learning algorithm are compared by using the same initial connection weights. The targets 0.99, 0.01 are used to destinguish two classes. The classification was done using the threshold 0.5. Regions where the output > 0.5 and < 0.5, are drown with black and white colors, respectively. Gray straight lines indicate the hyperplanes from the input layer to the first hidden layer. Recognition rates are shown in Table 1 .
Example 1:
Sparse Distribution. As shown in Fig.6 , five training data are used, where 1 datum (0) belongs t o Class 1 and 4 data (X) belong t o Class 2. The dotted circles are the assistants of the same distance from each pattern. Recognition rates are calculated by using 1000 test data, which occur around the training data. Figure 6(a) shows the boundary obtained through the BP algorithm. From this result, the generalization is not good. Figure 6(b) shows the result by the proposed hybrid learning algorithm. The hyperplanes shown in Fig.G(a) are further modified to improve the generalization. However, their regions are almost the same. The recognition rate is also equal from Table 1 . From this result, it can confirm that the proposed does not influence the quadratic hypersurface made by the BP algorithm. 
Example 3 :
Mixed Sparse and Dense Distribution. 100 training data in each category are sampled from the distribution, specified with the center coordinate, xi(EClass1) = (0.4,0.6), the standard deviation 01 =0.1, x~(~C l a s s 2 ) = (0.9,0.1), ~2 = 0.02, and x~(ECZass2) = (0.3,0.7), 03 = 0.05. The recognition rate is calculated with 1000 test data. Simulation results are shown in Fig.8 . The proposed algorithm does not influence the dense distribution, and moves the hyperplanes to improve the generalization in the sparse distribution.
Multi-Class Problem
A multi-class problem with 6-dimensional input and 4-classes is employed for computer simulations. A multilayer perceptron with two hidden layers is used. The number of the input units, the 1st hidden units, the 2nd hidden units and the output units are 7, 20, 7 and 5, respectively. The bias unit is included in each layer. Four training data generated, which have distance of 1 among them, and assigned to each class. The de- sired outputs of the assigned class is 0.99, and other classes are 0.01. Recognition rate is calculated by using 1000 test data, which distribute around the training data with the same standard deviation, U = 0.2. The hybrid learning algorithm is compared with the BP algorithm by using the same initial connection weights. The learning is stopped at 50,000 times, resulting in well reduced error. The learning is tried 10 times by changing the initial connection weights. Simulation results are shown in Fig.9 . In any cases, recognition rates of the proposed are better than those of the BP algorithm. Improvement of the recognition rate is large in the 3rd trial, while small in the 5th trial. This difference is caused by the relative size of connection weights, a learning-rate parameter and a slope of sigmoidal function as stated in 2.1. The recognition rates in the 3rd and the 4th trials are low in comparison with the other trials, where the proposed learning algorithm is used. This is caused by the difference in the combination of the hyperplanes constructed by the BP algorithm. It shows that the proposed hybrid algorithm improves the generalization ability within this combination. 
Conclusions
We have proposed the learning algorithm for the sparse training data to achieve high generalization. The generalization can be drastically improved compared with the BP algorithm with sparse training data and without increasing computational load.
N the learning-rate p of the I10 algorithm and 77 of the BP algorithm in the computer simulations. We must clear the effective range of the value 11/77 theoretically as a future subject.
In this paper, we have used the ratio 11/77 = 
