A local minimum is found in the 0 g ϩ long range potential curves of the K 2 and Rb 2 alkali dimers. This well-of magnitude 42 cm Ϫ1 for K 2 and 93 cm Ϫ1 for Rb 2 -is located above the first ns ϩn 2 P 3/2 dissociation limit and metastable states could be populated using laser light blue detuned compared to the resonance line. To compute the previously unknown energies and lifetimes of these quasibound states, two grid methods are employed. One method is based on diagonalizing a Fourier grid Hamiltonian, the other uses a propagation technique in imaginary time to filter out vibrational eigenfunctions. Equivalent results are given by both methods. Then the lifetimes are extracted from the correlation function obtained by propagation in real time of these numerical vibrational wave functions. The methods are employed both in adiabatic representation with one electronic potential curve and in diabatic representation with two potential curves. Two quasibound states are found for K 2 , and three for Rb 2 above seven stable bound states. Their lifetimes vary from 20 ps to 3 ns.
I. INTRODUCTION
Recent progress in laser cooling of atoms has made possible collision experiments at ultracold temperatures, opening the way for detailed studies of long-range interatomic potentials. [1] [2] [3] [4] [5] Indeed, photoassociation spectroscopy ͑PAS͒ within a cold atom sample now provides accurate data for loosely bound rovibrational states of diatomic molecules. For such states, the vibrational motion extends to relative distances between the two atoms up to several hundreds of atomic units (1 a.u.ϭa 0 ϭ5.291 77ϫ10 Ϫ11 m). Most experimental results have been obtained for the first excited states of the alkali dimers M 2 ϭLi 2 , Na 2 , K 2 , Rb 2 , dissociating into M(ns)ϩM(np 2 P 1/2,3/2 ), where ns and np are the ground state and the first excited state of the alkali atom. Starting usually from a continuum state of u symmetry, a rovibrational level of an attractive molecular potential curve of g symmetry is populated by absorption of a photon with a frequency detuned to the red from the atomic transition. Detailed information can then be deduced for the corresponding long-range potentials ͑typically for distances larger than 20a 0 ͒, where the resonant dipole-dipole interaction between the atoms is the dominant electrostatic term and combines with fine structure or hyperfine structure interaction. The existence of so-called pure long-range molecules has been predicted by Stwalley et al. 6 using potential curves calculated by Movre and Pichler. 7 Due to the competition of the various interaction terms, long-range wells containing several bound levels may exist at distances much larger than the typical chemical bond. Up to now, their existence has been demonstrated for Na 2 , 8,9 K 2 , 5 and Rb 2 .
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Some studies using laser light detuned to the blue from the atomic resonance have been recently reported, causing the excitation of long-range molecular states with repulsive potential curves. They result in the suppression of the collisions at ultracold temperatures ͑also called optical shielding͒, demonstrated in Na 2 , 11, 12 in Rb 2 , 13, 14 and in rare-gas species. 15, 16 We consider in the present work a situation where the potential curve is no longer repulsive, and has a local minimum at large distances.
There is a big gap between the range of the internuclear separation where ordinary molecular transitions occur ͑typi-cally for distances 3 -10a 0 ͒ and the interatomic separations where radiative transitions occur in the long-range or pure long-range molecules: In the latter case, inner turning points of the vibrational motion are around 60a 0 in the case of sodium and 20a 0 in the case of cesium. Spectroscopic applications of the population of bound states in long-range wells are very promising, as many other interesting excited states can be reached once this intermediate state has been excited: Applications to two-color spectroscopy of doubly excited states of Na 2 , 17,9 K 2 18 have already been performed. In the present work we discuss the case of external wells in molecular potential curves which may arise from the competition between the spin-orbit interaction and long-range interaction converging to a R Ϫ3 dipole-dipole term. Those wells are located at distances where the asymptotic R Ϫ3 behavior is not yet reached so that ab initio calculations are required. We shall call those states ''intermediate long-range molecules.'' An example of such a situation is provided by the fine structure coupling between the 1 ⌺ g ϩ and 3 ⌸ g Hund's case a states dissociating into the first nsϩnp limit of the alkali dimers, as shown for K 2 in Fig. 1 . There are actually two 0 g ϩ Hund's case c molecular states correlated to the np 2 P 3/2 ϩns 2 S 1/2 and np 2 P 1/2 ϩns 2 S 1/2 states of the separated atoms. Due to the avoided crossing around 17a 0 , the 0 g ϩ (np 2 P 3/2 ϩns 2 S 1/2 ) potential curves exhibits two minima, the usual one at small internuclear separations, and a secondary one at 17.6a 0 , a typical intermediate long-range distance. The minimum of this secondary well lies above the asymptotic level of the two separated atoms. The question arises whether there are any bound levels there, and what are their lifetimes. Such states have never been observed yet, although the consequence of the avoided crossing between two 0 g ϩ states has been detected in the self-broadened quasistatic blue wings of heavier alkali resonance lines. 19 The aim of the paper is twofold:
͑1͒ We present the results of theoretical calculations which discuss the existence of such 0 g ϩ wells for the various alkali dimers and the properties ͑energies and lifetimes͒ of the quasibound vibrational levels lying in them. ͑2͒ We discuss the theoretical methods used to compute such properties. Indeed, standard methods are often difficult to use for the determination of such loosely bound states embedded in a continuum. 20 We have checked, for the specific case of long-range molecules, the efficiency of two numerical grid methods which have recently been developed in view of other applications.
In Sec. II, we briefly discuss the potential curves for the various alkali dimers, showing that intermediate range secondary wells can indeed be observed in the cases of K 2 and Rb 2 . In Sec. III, we present two different approaches to investigate the possibility for such wells to stabilize vibrational states:
͑1͒ A time-independent method using a Fourier grid Hamiltonian method 21 and recently applied to the calculation of bound states for coupled molecular states in the shortrange region.
22,23
͑2͒ A time-dependent method which first uses a filtering procedure based on a propagation technique in imaginary time [24] [25] [26] [27] to filter approximate vibrational wave functions on a grid out of an initial wave packet, then propagates them in real time in order to compute their lifetime.
In Sec. IV the results are discussed in connection with possible experiments.
II. INTERMEDIATE LONG-RANGE POTENTIAL CURVES FOR THE ALKALI DIMERS
We must analyze molecular potential curves in a region where there is competition between fine structure interaction and asymptotic molecular interaction. When the spin-orbit coupling is neglected, the Hund's case a potential curves can be computed accurately by effective potential techniques up to large internuclear distances. We use the 1 Due to the large value of the atomic fine structure in cesium, and with the present accuracy of the calculations it is not possible to assert whether there is a real well or a shoulder in the potential.
We have searched for the possible bound levels lying within these wells by performing both single-channel and two-channel calculations. In the first case, we introduce only the potential energy V(R) of the upper 0 g ϩ ( P 3/2 ) adiabatic curve. In the two-channel calculations, we have used a di-
1 ⌺ g ϩ and 3 ⌸ g potential curves for K 2 ͑fine structure neglected͒.
abatic representation, where we define a 2ϫ2 potential matrix V i j (R):
containing the 1 ⌺ g ϩ and 3 ⌸ g energies V ⌺ and V ⌸ as diagonal elements, and the spin-orbit coupling as an off-diagonal element and correction to the V ⌸ energy. We have taken the atomic values A K ϭ38.4 cm Ϫ1 and A Rb ϭ158.4 cm Ϫ1 for the fine structure constant A of the two molecular states.
Alternatively, the two-channel calculations could have been performed in an adiabatic representation considering the upper and lower 0 g ϩ curves coupled by radial coupling. In the present study, we assume that there is no coupling between the rotation motion of the molecule and the electronic motion.
III. QUASIBOUND STATE CALCULATIONS: DESCRIPTION OF THE METHODS, DETERMINATION OF THE ENERGIES AND LIFETIMES
As can be seen from Table I , the minimum in the outer well for K 2 and Rb 2 , described in Sec. II, lies above the np 2 P 3/2 ϩns 2 S 1/2 and np 2 P 1/2 ϩns 2 S 1/2 dissociation limits, so that the bound states are embedded in two dissociation continua, and should be considered as resonances. However, by performing calculations in a finite box, a bound state treatment can be implemented in a first step.
Two different grid methods are considered. In both methods, the wave functions are represented by their values on a grid of N equally spaced points, either in the coordinate space for internuclear distances, or in the momentum space through Fourier transform. The Hamiltonian operator is computed from the evaluation of the potential operator V, diagonal in the coordinate representation and of the kinetic operator T, diagonal in the momentum representation.
Once these approximate resonant states have been obtained they can be further refined by propagating their wave functions in real time with outgoing boundary conditions, providing a determination for their lifetime.
A. Fourier grid Hamiltonian method
The fundamental principles of the Fourier grid Hamiltonian method ͑FGH͒ are extensively described in Ref. 21 . The present application is very similar to the calculations performed in Ref. 23 for the spin-orbit perturbations in the alkali dimer spectra, the only difference being that the wells are very shallow in the present case. Briefly, the potential energy operator V-local in the coordinate space-and the kinetic energy operator T-local in the momentum spaceare represented by their mapping on a grid of N equally spaced values of internuclear distances. Each potential curve involved is described by a NϫN diagonal matrix:
while the kinetic energy is expressed as a diagonal matrix in the momentum space:
where is the reduced mass of the system. An analytical Fourier transform yields the corresponding nondiagonal matrix in the coordinate representation:
TABLE I. Computed properties of the outer well of the 0 g ϩ ( P 3/2 ) potential curve in the alkali dimers. The minimum of the well is located at distance R e and energy E e , with a depth D e ; the top of the barrier is located at distance R b , and energy E b , the height being H b . The origin of energies is taken at the first sϩ p limit for each dimer, so that The diagonalization of the NϫN matrix ͑single-state calculations͒ or of the 2Nϫ2N matrix ͑two-state calculations͒ provides eigenvalues corresponding either to bound states or to ͑discretized͒ continuum states. True bound states are identified by looking for those wave functions which are located within the extension of the potential well. Bound states interacting with the dissociation continuum have a small oscillating part extending toward the grid edge: this part of the wave function cannot be used for quantitative calculations, as it depends on the extension of the grid, i.e., of the discretization of the continuum; however, it allows one to identify the corresponding state as a quasibound level with a finite lifetime. The energy of such states weakly depends upon the grid extension, as will be discussed below. In contrast, the wave functions for the continuum states extend over all the grid, and the density of states or their energies markedly depend upon the size of the grid.
The accuracy of the FGH method has already been checked for single well curves of Na 2 in Ref. 23 : The computed vibrational wave functions v provide rotational constants B v ϭ͗ v ͉1/(2R 2 )͉ v ͘ in very good agreement with experiment. In the present work, typical results for a single state calculation using the 0 g ϩ ( P 3/2 ) adiabatic curve of K 2 are presented in Fig. 3 . A grid with 500 points has been used, ranging from 6a 0 to 30a 0 . The convergence of the eigenvalues is checked by varying the number of grid points, and a numerical accuracy better than 0.1 cm Ϫ1 is reached. All the vibrational levels of this double-well curve are obtained within such conditions. One may as well restrict the range of the grid to the outer well only, in order to save computing time and memory. Choosing a 100-point grid extending from 15a 0 to 20a 0 , we obtain exactly the same results. This allows us to conclude that the outer well in the adiabatic 0 g ϩ ( P 3/2 ) curve clearly supports two bound states, easily labeled as vϭ0,1. Their energies are reported in Table II . Two determinations for a (vϭ2)-like vibrational state, mainly localized within the external well, are also shown for both grids above. The energy of this state lies slightly above the barrier, and now the shape of the wave function varies according to the grid size, as is illustrated in Fig. 3 .
B. Filter diagonalization method
While the FGH method requires the evaluation of the entire Hamiltonian matrix in a large basis, the filter diagonalization method, [24] [25] [26] [27] hereafter referred to as FDM, is designed to extract a single eigenstate or a small subset of eigenstates of the Hamiltonian within a limited energy range. An energy filter based on a Gaussian filtering procedure is used to locate the wave function in the predetermined energy range. From the filtered wave function, a Krylov space is then constructed and used as a basis for diagonalizing the Hamiltonian. We shall use the same example as in Sec. III A for a single-state calculation.
In order to obtain the ground state of our system, it was suggested in Ref. 24 to choose as an initial wave function int a Gaussian wave packet localized in the region of the minimum of the potential and to propagate it in imaginary time, tϭϪi according to
where H is the Hamiltonian of the system. This procedure filters out the higher energy eigenstates of H and as →ϱ only the ground state survives. Since the normalization is not conserved in this propagation scheme, it is employed repeatedly with a finite and the wave function is renormalized at every time step to keep the numerical calculations within the range of the computer.
In the present work we use for all states the procedure designed by Ref. 25 to obtain excited eigenstates. A Gaussian filter is selecting states in an energy region around an initial guess ⑀: 
The different cases are discussed in Sec. III B. The number of time steps N ͑of 0.5 ps duration͒, the initial guesses ⑀ for the energy, and the dispersion D ͑in cm
Ϫ1
͒ in the filter diagonalization method ͑FDM͒ are also reported. The origin for the energies is the 4sϩ4 p dissociation limit. The top of the barrier being located at 323 cm Ϫ1 , the vϭ2 level should be considered as a resonance. 14 The real parameter has the dimension of a time while ⌬E is the energy range covered by our numerical procedure and appears as a scale factor in the propagation algorithm where the propagator is expanded by Newtonian interpolation polynomials with Chebychev sampling points. 34, 35 This choice for sampling points ensures a uniform convergence in the whole spectral range of the Hamiltonian, i.e., the errors are distributed in a uniform way. This procedure can be interpreted as relaxation to the ground state of a modified Hamiltonian: H*ϭ4(HϪ⑀) 2 /⌬E. The quality of the result can be checked by computing the dispersion
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which is zero for a pure energy eigenstate, and is used as a criterion to stop the propagation process of Eq. ͑3.6͒. The rapidity of the convergence will be influenced by the value of the initial guess ⑀, relative to the final eigenenergy E. As the filtering parameter has the dimension of a time, we shall use a unit value s ϭ20 678 a.u., or 0.5 ps, which is well adapted to the physics of the problem. For the single potential calculation involving the 0 g ϩ ( P 3/2 ) potential curve of K 2 , we employed a 64-point grid extending from Rϭ14a 0 to Rϭ22a 0 with a mesh size ⌬R ϭ0.125a 0 . The initial Gaussian wave packet int of width 4a 0 , is centered at the minimum of the well (R e ϭ17.6a 0 ), and extends far outside the grid borders, in order to ensure that it will contain at least a small part of the continuum eigenstates ͓Fig. 4͑a͔͒. In the momentum space, the wave packet is centered around an arbitrary ͑low͒ value of 0.01 a.u. In Fig. 4͑b͒-4͑d͒ we show a typical filtering sequence for the vϭ1 level, obtained with an initial guess for the energy ⑀ϭ310 cm Ϫ1 and a propagation step s ϭ0.5 ps. The dispersion reaches 0.01 cm Ϫ1 after about N ϭ330 time steps. In principle, the filtering procedure is sufficient to find any energy eigenstate, and the results after filtering individually the vϭ0,1,2 levels are displayed in Table II . For the v ϭ0,1 levels, the results are the same as for the FGH method. In contrast, the wave function of the vϭ2 resonant level, strongly mixed with the continuum, differs from the two previous determinations ͑see Fig. 3͒ and has a very slow convergence with .
A repeated application will eventually lead to zero dispersion. But it has been pointed out by Neuhauser 26, 36, 27 that the convergence of the filtering procedure is slow. This is illustrated in Table II , and in Fig. 5 : the determination of the energy of the excited levels at a given level of accuracy requires many more time steps than for the ground state energy. To speed up the convergence and to obtain at once several neighboring eigenstates, the filtering procedure is stopped after N steps ͑or filter ϭN s ͒, well before reaching an accurate determination of a given vibrational level v. This yields an approximate eigenstate v F . Then a subspace K of n Kryl states is generated from the Hamiltonian H operating on v F :
The dimension n Kryl of K is chosen comparable to the number of eigenstates considered. The Hamiltonian is finally diagonalized within the subspace K, after a suitable orthogonalization scheme, as for example the Gram-Schmidt procedure:
This procedure will be efficient if the elements in K are not linearly dependent, thus requiring one to stop the filtering procedure before reaching a too low value for the dispersion D. The present procedure differs from the procedure suggested by Neuhauser but has the same effectiveness. Mathematically the procedure described by Eqs. ͑3.8͒ and ͑3.9͒ is equivalent to the Lanczos method, 37, 34 but due to the use of the modified Gram-Schmidt procedure ͑3.9͒ it should be more stable. However, the size of the Krylov space is limited by the numerical instabilities generated by the GramSchmidt procedure, practically limiting n Kryl to the range 5-12. 34 In the present example, we have chosen a Krylov space with n Kryl ϭ5. The energies are reported in the bottom of Table II . Through successive trails, we finally generated a ground state approximate wave function vϭ0 F , starting from an initial guess ⑀ϭ270 cm
Ϫ1
, and stopping when reaching a dispersion Dϭ0.1 cm Ϫ1 after N ϭ18 steps ͑or filter ϭ9 ps͒: The resulting dispersion on the three lowest eigenvalues of the Krylov space is then equivalent to the one obtained in the filtering-only procedure, but in a much shorter time, as the filtering procedure has not been repeated for the excited states. As mentioned previously, the vϭ2 level is less accurate as its energy is already slightly above the edge of the well. Nevertheless, the agreement with the previous FGH method is excellent ͑see Table II͒ . The wave function for the vϭ2-like level is drawn in Fig. 3 , and differs slightly from the FGH determinations.
C. Filtering by time propagation: Lifetimes
Due to their energy, larger than the dissociation energy of the 2 Sϩ 2 P 3/2 limit, the states located in the 0 g ϩ ( P 3/2 ) outer potential well have a metastable character, which does not manifest itself clearly in the above procedures, because of the boundary conditions imposed by a finite grid. We must allow the metastable states obtained in the two preceeding sections to evolve freely as a function of real time t: Their wave function K , obtained from the Krylov procedure, is now propagated according to ⌿͑t ͒ϭe ϪiHt/ប ⌿ K .
͑3.10͒
Outgoing boundary conditions are defined by transferring the outgoing portion of the wave function to another grid. 38 Use of an imaginary absorbing potential would have the same effectiveness. 24, 39, 40 Propagating the metastable wave function in real time has the effect of a time filter. The components which belong to the continuum will decay much faster than the long-lived resonance. 41 After a large enough time delay, only the resonance is left which is manifested by a wave function with a constant shape.
As a demonstration, the wave functions of the vϭ0,1,2 levels obtained above, after diagonalization within the Krylov subspace, are chosen as initial wave functions for the real time-propagation procedure. The numerical propagation scheme is the same as for the filtering procedure. The time evolution of the vϭ2 level is illustrated in Fig. 6 : As expected, since this level lies above the barrier, the propagation in real time finally filters out the vϭ1 bound level. A similar time sequence may also be drawn for the vϭ0,1 levels: The shape of their wave function does not vary in time as there is no continuum components in such states.
The lifetime v is deduced from the time dependence of the correlation function
which is represented in Fig. 7 for the three vϭ0,1,2 metastable bound levels of the outer well. The decreasing exponential is clearly manifested for the three levels, so that the lifetime v is readily obtained from 
͑3.12͒
The lifetime could also be obtained by calculating the flux J͑r ͒ϭ ប 2mi ͓͑r͒*ٌ͑r͒Ϫ͑rٌ͒*͑r͔͒.
͑3.13͒
For a pure resonant state the flux should be asymptotically coordinate independent, thus Jϰ v .
In the present one-channel calculations, the computed lifetimes using Eq. ͑3.12͒ are 174 ns, 7.4 ns, and 13.7 ps for the vϭ0,1,2 levels, respectively, in the K 2 long-range well. The marked difference between the time constants of v ϭ0,1 clearly reflects that the uppermost level is the most sensitive to the tunneling through the barrier, which is the only decay process in the one-channel model. In such a model the vϭ0 level may be considered as a true bound state. The vϭ2 level is a resonance lying slightly above the barrier, and decaying with a much smaller lifetime.
The real time filtering procedure is different from the time-energy filter used to locate resonances by Baer 42 and Mandelstam et al. 43 It has the advantage that the procedure directly relates to our intuition of the behavior of a metastable state.
The time filtering procedure could well be implemented from a wave function obtained by the FGH method. More generally, we would like to put emphasis on the ''interconnectivity'' between the different steps of the method presented here, as illustrated by the diagram in Fig. 8 : each filtering step ͑in energy or in time͒ might well be stopped at any arbitrary time step ͑imaginary or real͒, and the resulting wave function then is used as an input for the next filtering procedure, or for the Krylov diagonalization process.
IV. RESULTS
Section III was devoted to the presentation of our methods for calculating energies and lifetimes of resonant states, and illustrated using a single potential picture of the molecular system. Actually, we have shown in Fig. 2 and Sec. II that two potentials should be considered. We now present two-channel calculations in both FGH and FDM approaches for the K 2 and Rb 2 molecules only. Indeed, no bound levels have been found for Na 2 , despite the presence of a well in the upper adiabatic curve: for this molecule, the weakness of the spin-orbit coupling does not allow one to consider Hund's case c as a good approximation for the description of the electronic states.
A. Quasibound states of K 2
Only two states vϭ0,1, with a wave function located mainly in the outer well of the 0 g ϩ ( P 3/2 ) potential, are found within the two-channel FGH approach. As shown in Fig. 9 for both grids defined above, the wave functions are strongly perturbed by the continuum of the 0 g ϩ ( P 1/2 ) potential, and one may expect strong predissociation effects, with a lifetime substantially smaller than for the one-channel model. The corresponding energies and rotational constants are reported in Table III . The energies differ only slightly from those of Table II . Let us note that the size of the grid is a more critical issue than in the one-channel calculations: indeed, the density of continuum states for the 0 g ϩ ( P 1/2 ) potential increases with the size of the grid.
This latter remark also has consequences on the way to run the calculation within the FDM framework. Starting from an initial value ⑀, the value of the dispersion is no longer a good criterion to stop the filtering procedure: the expected bound state now being strongly mixed with the continuum of the 0 g ϩ ( P 1/2 ) channel, we obtain larger values for the dispersion. But for some choices of the initial value ⑀, deduced from the one-channel calculations, the final dispersion for the bound states deduced after diagonalization of the Krylov space is now excellent. Therefore we proceed via successive trials for the number of filtering steps N ; the results displayed in Table III have been found with ⑀ ϭ310 cm Ϫ1 , after N ϭ180 steps with a step size of 0.5 ps and with n Kryl ϭ5. They are very similar to those of the FGH approach.
The real time propagation of the vϭ0 and vϭ1 FDM wave functions provides the correlation functions drawn in Fig. 10 . Both levels are decaying much faster than in the one-channel model, and with comparable time constants ͑20.4 and 17 ps for vϭ0 and vϭ1, respectively͒. The decay through predissociation in the 0 g ϩ ( P 1/2 ) continuum is now the dominant process, and energy of both levels are close enough to be perturbed in a similar way by the coupling term. Let us note that the vϭ0 level exhibits a short-lived component ͑with a time constant of 8.5 ps͒, probably due to a small defect of the filtering procedure ͑the dispersion is larger for this level, see Table III͒ . In contrast, the lifetime of the vϭ2 resonance is now found equal to 4.6 ps. Further work should sort out whether this figure is the real lifetime or still contains errors due to the filtering procedure.
B. Quasibound states of Rb 2
As the Rb 2 (0 g ϩ (P 3/2 )) outer well is deeper than in K 2 , the number of bound states obtained in the one-channel model is larger. The energies of the 11 levels computed by the FGH method are reported in the first column of Table IV. A grid ranging from 14a 0 to 22a 0 , with a step size of 0.07a 0 was used. The position of the levels is only slightly modified when two-channel calculations are performed. Indeed, due to the value of the fine structure constant, four time larger than for K 2 , Hund's case c representation is a good approximation for the two 0 g ϩ electronic states. At the avoided crossing, the two potential curves stay far apart, so that the radial coupling is very small ͑see Fig. 2͒ .
Implementing the FDM method is more delicate than in the K 2 calculations. We used a grid similar to the FGH grid above. We had to filter the vibrational levels by groups ͑v ϭ0 -2, vϭ3 -6, vϭ7 -10͒ with different initial guesses ⑀, to reach a small dispersion on their energies. It is striking that for the one-channel calculations, both methods yield equivalent results within a few 0.01 cm
Ϫ1
, except for the two uppermost levels. This is reflected also in the very small value of the dispersion. The vϭ8,9,10 levels are decaying by FIG. 10 . Correlation function C(t) ͑on a logarithmic scale͒ for the vϭ0 and vϭ1 in the outer well of the 0 g ϩ ( P 3/2 ) potential curve in K 2 ͑two channel calculation͒. ͒, computed within both FGH and FDM approaches, in a one-channel ͑FGH-1, FDM-1͒ and two-channel model ͑FGH-2, FDM-2͒, for the vϭ0 to vϭ10 levels in the outer well of the 0 g ϩ ( P 3/2 ) potential curve in Rb 2 . Lifetimes for the quasibound states yielded by FDM-2 are also reported. The number of filtering time steps N , the initial guess ⑀ and the dispersion D ͑in cm Ϫ1 ͒ in the FDM are also specified. tunneling through the barrier, with lifetimes of 3 ns, 0.67 ns, and 40 ps, respectively. When comparing the two-channel calculations, both methods are still found in very good agreement up to vϭ6, although the dispersion is now one order of magnitude larger. For the vϭ7 -10 levels, the discrepancies between the two approaches are about 0.1 cm
. This is easily interpreted since these uppermost levels have lifetimes shorter than 10 ns ͑see the last column of Table IV͒ , and interact with the 0 g ϩ ( P 1/2 ) dissociation continuum. But the lifetimes are only slightly modified by the presence of this continuum ͑2.6 ns, 0.93 ns, and 54 ps, respectively͒, reflecting the adiabatic character of the coupling. Moreover, they are still larger than in the K 2 molecule.
In view of possible spectroscopic identification of these levels, we also display in Table IV their computed rotational constants B v ϭ͗1/(2R 2 )͘. The extremum predicted for the vϭ3,4 levels will be very sensible to the shape of the potential, and may be found slightly shifted towards neighboring levels in an experimental spectrum.
V. CONCLUSION
In the present work, we have investigated the possibility of populating bound or quasibound levels in the outer well of the 0 g ϩ potential curves correlated to the first ns ϩnp( 2 P 3/2 ) asymptote of the alkali dimers. Wells exist for Na 2 , K 2 , and Rb 2 , their depth ranging from 40 to 90 cm
The bottom of such wells is located 176-317 cm Ϫ1 above the dissociation limit, so that the excitation scheme should use a laser light markedly blue detuned from the atomic resonance frequency. Due to the location of the well, the possible bound states are embedded in the dissociation continuum of the 0 g ϩ (nsϩnp( 2 P 3/2 )) potential curve. Moreover, radial coupling with the continuum states of the 0 g ϩ potential curve located below and correlated to the nsϩnp( 2 P 1/2 ) asymptote, has to be considered. The problem therefore deals with two continua.
We have used this system as a way of checking the accuracy and limitations of two different grid methods which have been developed in different physical situations and, to our knowledge, never been applied to a similar case. One method ͑Fourier grid Hamiltonian͒ is diagonalizing a numerical Hamiltonian directly computed on a grid. The other ͑filter diagonalization͒ uses a filter method based on a propagation technique in imaginary time, to generate approximate vibrational wave functions which are further improved by diagonalization in a Krylov subspace. We have performed both one-channel, and two-channel calculations considering the upper 0 g ϩ ( 2 P 3/2 ) and lower 0 g ϩ ( 2 P 1/2 ) Hund's case c potential curves. The lifetimes of the quasibound states have then been determined by propagation of the wavefunctions in real time.
No quasibound state is found in Na 2 , as the fine structure coupling is too small for the Hund's case c picture to be valid. In the K 2 molecule, both methods give similar results in a one-channel approach where tunneling through the barrier is the only decay mechanism. Results are slightly different in the two-channel calculations, where the predissociation to the continuum of the lower lying 0 g ϩ ( 2 P 1/2 ) curve is the dominant decay mechanism. The existence of two quasibound states is predicted, with lifetimes of the order of 20 ps. The treatment of a double continuum problem has been completed by study of a vϭ2-like level located just above the barrier (0.2 cm
Ϫ1
). The 4.6 ps value found for the lifetime should be checked in further work. The agreement between one-channel calculations with both methods is also very good for Rb 2 , with discrepancies smaller than 0.1 cm Ϫ1 on the energies. The first eight levels are true bound states, and are not perturbed by the coupling with the lower 0 g ϩ ( 2 P 1/2 ) curve. The last three levels vϭ8,9,10 are predicted to be quasibound, with lifetimes varying from 30 ps to 2 ns.
As a conclusion, both methods seem well adapted to analyze such systems with intermediate long-range wells, if the required accuracy on the vibrational energies is around 0.1 cm
. In the present state of potential curve calculations, better accuracy is not relevant.
Experimental work should investigate the possibility of populating the quasibound levels by photoassociation induced by a laser blue detuned from the resonance line. Another population scheme could be by direct bound-bound triplet transition in cold K 2 or Rb 2 molecules weakly attached to helium clusters ͑Refs. 44 and 45͒.
These quasibound levels can be used as an intermediate step in two-color experiments in a cold alkali sample.
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