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ACQUISITION D'INFORMATION DANS 
UN MODÈLE INTERTEMPOREL 
EN TEMPS CONTINU 
Jérôme B. DETEMPLE* 
Columbia University 
et 
Richard E. KIHLSTROM** 
University of Pennsylvania 
Cet article examine la demande d'information et la valeur de l'information dans un 
modèle intertemporel en temps continu. Le modèle étudié est un modèle à information 
incomplète où la technologie d'information est contrôlée par l'investisseur moyennant un 
coût. Le mécanisme bayésien continu de révision des croyances produit, pour cette 
structure, une distribution postérieure gaussienne à tout point du temps. Le contrôle de 
la technologie d'information est équivalent au contrôle de l'estimateur de la position de 
la variable d'état (espérance conditionnelle) ainsi que de la précision de cet estimateur 
(variance conditionnelle). La demande d'information, dans notre modèle, se compose 
de deux termes, qui résultent du conflit entre deux objets d'apprentissage. Sous l'hypothèse 
d'une offre de précision stochastique et inélastique, le prix d'équilibre de l'information 
est dérivé et sa structure analysée. 
Information acquisition in an intertemporal continuous time model. — In this paper 
we examine the demand for information and the value of information in an intertemporal 
continuous time model. The model analyzed is a model with incomplète information 
where the information technology is controlled by the investor at a cost. The continuous 
bayesian updating of beliefs yields, for the information structure postulated, a posterior 
conditional distribution that is Gaussian at any point in time. The control of the information 
technology is équivalent to the control of the estimator of the state variable (conditional 
mean) and of the précision of this estimator (conditional variance). The demand for 
information is composed of two terms which resuit from the conflict between two subjects 
of learning. Under an assumption on the supply of précision, we dérive and analyze the 
equilibrium price of information. 
*Professeur associé de finance. 
**Professeur d'économie et de finance. 
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1. INTRODUCTION 
Cet article examine la demande d'information dans un modèle intertemporel 
d'allocation de ressources en temps continu. Une caractéristique importante de 
la plupart des décisions prises par un agent économique est la possibilité de 
réviser les choix antérieurs. En particulier, cette faculté de révision s'applique 
aux décisions à caractère informatif. La possibilité de modifier ou bien 
d'augmenter le nombre de sources d'information au vu des informations obtenues, 
fait partie intégrante des décisions quotidiennes auxquelles sont confrontés firmes 
et investisseurs. Dans la mesure où ces décisions affectent les activités tradition-
nellement étudiées des agents économiques (consommation, investissement, 
etc.), il nous paraît important de développer une théorie de l'allocation inter-
temporelle des ressources, qui tienne explicitement compte des décisions à carac-
tère informatif. 
Le modèle développé dans cet article se situe dans la lignée des modèles de 
consommation-portefeuille en temps continu sous information incomplète (De-
temple ( 1986(a) et (b)), Dothan et Feldman (1986), Feldman ( 1986(a) et (b)), 
Gennotte (1986)). Il généralise les travaux précédents au cas où la qualité de 
l'information obtenue est contrôlée par l'investisseur. La structure du modèle 
est la suivante. Un investisseur unique alloue sa richesse entre consommation, 
investissement dans des technologies de production, et investissement dans une 
technologie d'information. La production technologique, dans ce cadre d'analyse, 
dépend d'un paramètre non observé (0f), qui évolue stochastiquement au cours 
du temps. Ce paramètre (variable d'état) peut être interprété, par exemple, 
comme les conditions climatiques ou l'état du sol dans le cas d'une technologie 
de production agricole, ou bien encore comme l'état d'une machine dans le cas 
d'une technologie de production industrielle. Le paramètre d'état technologique 
n'est pas observé directement, mais peut être « estimé » sur la base des 
observations transmises par des technologies d'information. L'évolution 
stochastique de ce paramètre ( J6 t) dépend de la position présente du paramètre 
(6t) ainsi que de deux chocs aléatoires non observés (Jz1(O et Jz2(O)-
L'information dans ce modèle provient de deux sources. La première source 
d'information est la production technologique. Étant donné notre hypothèse de 
rendements d'échelle stochastiques constants, la « quantité » d'information 
collectée par ce biais n'est pas contrôlée par l'investisseur. Les rendements 
technologiques, dans notre modèle, sont générés par une combinaison linéaire 
de la position présente de la variable d'état (0f) et de la première source de bruit 
(Jz1(O)- L'observation de ces rendements produit donc une information 
simultanée sur ces deux éléments (0r et Jz1 ( O)-La seconde source d'information 
est une technologie d'information pure, contrôlée par l'investisseur. L'observa-
tion transmise par cette technologie ( det) dépend de la position antérieure de la 
variable d'état (6f) et de la réalisation du second choc aléatoire non observé 
(Jz2(O)- L'information transmise est donc incomplète. L'investisseur peut 
ajuster, par le choix d'un paramètre, la combinaison linéaire spécifique observée. 
La nature du contrôle concerne donc la valeur relative de l'information transmise 
par l'observation, Jef, sur les réalisations des deux éléments 61 et Jz2(O-
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Moyennant un coût (désutilité de l'effort investi, ou bien diminution des ressour-
ces financières), l'amplitude du bruit dans l'information transmise sur la variable 
0r peut être réduite. Cette faculté de contrôle de l'information transmise distingue 
notre étude des analyses antérieures en temps continu sous information incomplè-
te. L'aspect dynamique qui est introduit ici, en outre, généralise les modèles 
statiques d'acquisition d'information (Kihlstrom ( 1974(a) et (b), ( 1976)), Ver-
recchia (1982), Freixas et Kihlstrom (1984), Admati et Pfleiderer (1984), Losq 
et Sobti (1985), Danthine et Magill (1985), Diamond (1985)). Notre étude se 
distingue également des modèles dynamiques d'apprentissage par expérimenta-
tion ( Grossman, Kihlstrom et Mirman ( 1977 ), Kihlstrom, Mirman et Postlewaite 
( 1984)), dans lesquels une décision de consommation produit simultanément de 
l'information. Par opposition, dans cet article, outre la multiplicité des décisions 
prises par l'agent, le choix d'investissement dans la technologie d'information 
est distinct des autres décisions (consommation et investissement financier ou 
dans les technologies de production). 
L'investisseur dans ce contexte procède à une revision bayésienne continue 
de la distribution conditionnelle de la variable d'état non observée. Dans les 
modèles précédents en temps continu et à information incomplète, la structure 
du signal est spécifiée de façon exogène. La procédure de révision bayésienne 
de la distribution postérieure est donc une procédure purement mécanique. Dans 
cet article, la faculté de contrôle de l'information transmise permet à l'investisseur 
d'influencer le mécanisme de révision et donc de « guider » la distribution 
postérieure. Cette capacité de contrôle des croyances introduit des difficultés 
supplémentaires dans l'analyse. En effet, même lorsque la structure jointe des 
processus suivis par la variable d'état et des signaux est markovienne pour un 
contrôle donné, le choix optimal peut théoriquement dépendre de l'historique 
des observations et donc détruire le caractère markovien de l'économie. Si cela 
était le cas, les résultats relatifs à la formulation de Kalman-Bucy du problème 
de filtrage ou à ses dérivées (cf. Liptser et Shiryayev ( 1977)), ne s'appliqueraient 
pas directement à notre problème. 
Afin d'obtenir des résultats concrets nous restreignons la classe des contrôles 
admissibles à celle des contrôles marko viens, qui dépendent de la richesse de 
l'investisseur, ainsi que de l'espérance et de la variance conditionnelles.1 Sous 
cette hypothèse la distribution conditionnelle de la variable d'état étant donné 
les observations passées est normale et est complètement déterminée par deux 
paramètres : l'espérance et la variance. Le système formé par ces deux statistiques 
et la richesse forme un processus de diffusion joint et caractérise complètement 
l'évolution de la distribution conditionnelle. À la différence des structures à 
1. Il est raisonnable de conjecturer que les politiques optimales appartiennent à cette classe, 
même si l'on relâche cette condition. La base intuitive de cette conjecture est extrêmement forte au 
vu de la théorie statistique bayésienne et de la théorie de programmation dynamique en temps discret. 
Une démonstration formelle de ce résultat se situe au delà du domaine de cet article. 
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information incomplète non contrôlée, étudiées auparavant, l'espérance condi-
tionnelle seule ne constitue pas, dans notre analyse, une statistique suffisante 
pour la distribution postérieure. En effet alors que la variance conditionnelle est 
une fonction déterministe du temps en l'absence de contrôle, la possibilité de con-
trôle rend cette variable stochastique. Plus précisément, la variance conditionnelle 
7 suit un processus localement déterministe de la forme ày = [xydt. Le changement 
instantanné |JL7, cependant, dépend par l'intermédiaire du contrôle, de la richesse 
et de l'espérance conditionnelle qui toutes deux suivent des processus stochasti-
ques. 
Sous l'hypothèse de contrôles markoviens décrite ci-dessus, nous montrons 
que le programme initial de l'investisseur sous information incomplète se trans-
forme en un programme sous information complète où l'état du système est 
décrit par la richesse, l'espérance et la variance conditionnelles. Dans la mesure 
où ce triplet suit un processus de diffusion joint, des méthodes classiques de 
programmation dynamique peuvent être appliquées à l'analyse du problème d'al-
location des ressources de l'investisseur. 
La demande d'information dans ce contexte se compose de deux termes. Ces 
deux termes, intuitivement, résultent du conflit entre les deux objets d'apprentis-
sage (0f et dz2{t)). 
(i) En premier lieu, l'investisseur, par le choix de la précision du signal det, 
effectivement contrôle la révision de l'estimateur de la position de la variable 
d'état. La première composante de la demande d'information est donc une de-
mande pour motif de révision de la moyenne conditionnelle. 
(ii) En second lieu le contrôle du signal permet également de contrôler 
l'information obtenue, quant à la réalisation du second choc aléatoire non observé 
(Jz2(O)- La seconde composante est donc une demande d'information quant à 
ce choc aléatoire non observé. La demande totale d'information est une fonction 
décroissante, qui dépend de la somme de ces deux composantes. 
En spécifiant une offre exogène de précision, stochastique et inélastique, 
nous obtenons également le prix d'équilibre de la précision. À l'équilibre ce prix 
est directement proportionnel à l'effet marginal de la précision sur la variance 
locale de l'estimateur (espérance conditionnelle). Dans la mesure où ce prix est 
exprimé en fonction des dérivées partielles de la fonction valeur du programme 
de l'investisseur, des effets indirects existent également. 
La structure de l'article est la suivante. Dans la seconde section, nous pré-
sentons les hypothèses du modèle. La troisième section examine le problème 
d'inférence. Finalement, dans la dernière section nous étudions la structure de 
la demande d'information et celle du prix d'équilibre de l'information. 
I I ) L'ÉCONOMIE 
Dans cette section, nous décrivons la structure du modèle. Le cadre d'analyse 
est un modèle d'équilibre général avec un agent représentatif, similaire au modèle 
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de Cox, Ingersoll et Ross ( 1985). L'agent décideur a pour objectif d'allouer sa 
richesse Wt entre consommation, ct, investissement dans JV technologies de 
production risquées, et investissement dans une technologie d'information. Les 
technologies de production sont à rendements d'échelle stochastiques constants 
et produisent toutes un bien unique. Soit wt le vecteur (de dimension JV) de 
proportions de richesse investies dans ces technologies. L'investissement total 
dans le circuit de production est donné par Y wt Wt9 où _1 représente le vecteur 
unitaire de dimension JV et le symbole ' représente l'opération de transposition. 
La production satisfait l'équation différentielle stochastique spécifiée ci-dessous 
dans l'hypothèse ILl. La moyenne instantanée de ce processus stochastique 
dépend linéairement d'une variable d'état 6f non observée. Cette variable d'état 
peut être interprétée comme un paramètre technologique (progrès technique, 
conditions climatiques, activités de recherche, etc.) qui affecte la production. 
La variable 0r évolue stochastiquement selon le processus décrit dans l'hypothèse 
II.2. L'investisseur dans cette économie n'observe pas 6t directement, mais 
« estime » la position de 6f en utilisant l'information véhiculée par des quantités 
observables. 
La structure de l'économie à ce point correspond au cadre d'analyse des 
modèles à information incomplète (Detemple (1986(a) et (b)), Dothan et 
Feldman (1986), Feldman (1986(a) et (b)) et Gennotte (1986)). Notre étude 
diffère cependant des travaux précédents, dans la mesure où l'information acquise 
est endogène. Spécifiquement, dans ce modèle, nous supposons que l'information 
provient de deux sources : (i) le vecteur de production des diverses technologies, 
et (ii) un signal informatif et contrôlé, distinct des technologies. La première 
source d'information (le vecteur de production), manifestement, joue un rôle 
double dans notre analyse. D'une part les technologies constituent des actifs 
d'investissement dans la mesure où leur usage permet le transfert intertemporel 
du capital (richesse). Mais d'autre part, elles sont source d'information puisque 
la production dépend de la variable d'état 0t non observée. L'information trans-
mise par les technologies est indépendante du montant investi (sous l'hypothèse 
que les technologies sont actives ) puisque la production est à rendements d'échelle 
constants. La seconde source d'information est un pur processus d'information, 
qui satisfait l'équation différentielle stochastique spécifiée dans l'hypothèse IL3. 
Cette variable d'information, er, peut être interprétée comme le résultat d'une 
analyse des conditions de production (par exemple étude météorologique ou 
agronomique si 0t représente les conditions climatiques ou l'état du sol, ou encore 
étude technique afin de déterminer la valeur des paramètres qui affectent la 
production d'une machine, etc.). Ce signal est contrôlé par l'usager, dans la 
mesure où il peut choisir, moyennant un coût, la précision nt de cette information 
( contrôle de la « qualité » de 1 ' analyse des conditions de production ). La structure 
de cette décision est discutée de manière plus approfondie ultérieurement. 
L'agent dans cette économie choisit une stratégie de consommation et d'in-
vestissement (dans les technologies de production et dans l'information) de 
manière à maximiser l'espérance de son utilité à vie. La classe des politiques 
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admissibles est un ensemble de contrôles non anticipatifs, qui vérifient les condi-
tions de non-négativité ct ^ 0, wt^. 0, et nt > 0.2 Les hypothèses suivantes sont 
utilisées. 
Hypothèse ILl. (Technologies) : Les technologies sont à rendements d'échelle 
stochastiques constants et satisfont l'équation différentielle stochastique, 
di\t = In K(O + a^oejdf + InG(OcZz1(O (2.1) 
où Zn est une matrice diagonale de dimension N x N avec le vecteur d'investis-
sements r)t sur la diagonale et zéro ailleurs, 0f est la variable (unidimensionnelle) 
d'état non observée, Jz1(O • O^t^T} est un processus brownien standard non 
observé, et a 0 (0 , Ot1(O et G(O sont des vecteurs de fonctions déterministes de 
dimensions JV x 1. Le vecteur de rendements instantanés Zn1 d-x\t a donc pour 
vecteur moyen O0(O + Ot1(OB, et pour matrice de variance-covariance locale, 
(Kt)G'(t). 
Hypothèse IL 2. (Variable d'état) : La variable d'état 0, évolue stochastiquement 
et satisfait, 
d6 t = [a 0 (0+a i (0e t ] dt + E)1(O^z1(O + b2(t)dz2(t) (2.2) 
où {z2(0 • O^ ^ T} est un processus brownien standard non observé, et indé-
pendant du processus Jz1(O '• O^t^T}. L'espérance et la variance locale de 0, 
sont respectivement données par a 0 (0 + 1^(OOf et ^1(O + o\(t). Le proces-
sus 0t n'est pas observé par l'agent. Celui-ci possède des croyances a priori quant à 
la position initiale 60. Nous supposons que cette distribution conditionnelle a 
priori est normale avec moyenne m0 et variance OQ. 
Hypothèse II.3. (Information) : L'agent représentatif connait la structure de 
l'économie (les paramètres des processus de production et des processus de 
choc). Il observe les réalisations des processus de production {r|f : O^t^T} ainsi 
que les réalisations du signal informatif {st: O^t^T} satisfaisant l'équation 
différentielle stochastique suivante, 
de,= [A 0 (0+A 1 (OeJA+ ^ U 5(OcZz2(O (2.3) 
où A0 (t), A1 (t) et B(t) sont des fonctions déterministes et nt représente un 
contrôle exercé par l'investisseur. L'information collectée au temps t est donc 
donnée par la sigma-algèbre FJ'e générée par la trajectoire {(T|S,£S) : O^s^t}. 
Interprétation: L'investisseur dans ce contexte économique n'observe pas les 
réalisations des chocs technologiques, c.a.d. les réalisations du processus {9f : 
0^t^T]. Il prend ses décisions au temps t sur la base de l'information collectée 
2. Une politique de contrôle est dite non anticipative lorsqu'elle ne dépend que de l'information 
accumulée jusqu'au point de décision. Soit F1)'5= <T-{(T\S,SS) : 0 g s ^ t ] la sigma-algèbre générée 
par les technologies de production (TJ) et la technologie d'information (e). La stratégie x ={xs : 
0 g s g T } est non anticipative si xs est F^e-mesurable pour tout se [0,T]. 
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à ce point, F1J^. Afin de comprendre la nature du contrôle (nt) exercé par 
l'investisseur, notons tout d'abord que l'évolution de la variable d'état ( J0f), 
donnée par l'équation (2.2), est une combinaison linéaire de trois facteurs non 
observés 0t, Jz1(O et dz2(t). La première source d'information est le vecteur 
des rendements des technologies de production (équation (2.1)), qui sont générés 
par une combinaison linéaire de 0 tet de Jz1(O- L'observation de ces rendements 
produit donc de l'information sur une somme pondérée de ces deux composantes. 
La seconde source d'information est le signal {st : O^ £^ T} donné par l'équa-
tion (2.3). Ce signal peut être interprété comme le résultat d'un processus continu 
de contrôle de l'outil de production, qui a pour but de déterminer l'état des 
technologies (la valeur de la variable d'état). Ce signal est généré par une 
combinaison linéaire de 0r et de Jz2(O- La faculté de contrôle du paramètre nt 
permet au décideur d'ajuster l'information collectée. Lorsque nt est grand 
(nt -*00), l'observation det = st+dt— et, au temps H-Jf, révèle la position exacte 
de 6t à un incrément de temps auparavant. Dans ce cas l'information sur Jz2(O 
est nulle. De plus, les rendements technologiques J~ 1 JT^ dévoilent alors la valeur 
de Jz1(O (puisque 0f est connu). Au contraire, lorsque nt est petit (nt -• 0) 
l'effet de Jz2(O sur la réalisation dst domine. L'observation det révèle alors 
Jz 2(O, mais demeure non informative quant à la valeur de 0t. 
Le choix optimal du paramètre nt entraîne donc la prise en compte de la 
valeur de l'information sur la paire (0t, Jz1(O) relative à celle sur dz2(t), ainsi 
que du coût de l'information (Hypothèse II.4 ci-dessous). Lorsque le coefficient 
b2 dans l'équation (2.2) est petit, la solution optimale dicte, intuitivement, un 
choix de nt large. En effet, à la limite, lorsque b2 est nul, l'agent a intérêt à 
extraire le maximum d'information quant à 0t. Si le contrôle était gratuit il devrait 
alors choisir une information complète quant à la position de 0, (cf. Grossman, 
Kihlstrom et Mirman (1977), théorème 3). Lorsque b2 diffère de zéro (en 
particulier lorsque \b2\ est large relativement aux autres coefficients du modèle), 
le balancement entre les deux objets d'apprentissage (dz2 (t) et (0t, Jz1(O) 
induit un choix optimal où l'information quant à 0t reste incomplète. 
Hypothèse IL 4. (Coût de l'information) : La précision du signal et (équation 
(2.3 )) est contrôlée par le choix du paramètre nt. Le flux instantané de ressources 
investies dans cette occupation est une fonction k(nt) strictement croissante et 
strictement convexe par rapport à nt? 
Hypothèse IL 5. (Marchés financiers) : Un titre obligataire non risqué constitue 
l'unique instrument financier dans cette économie. Le prix du titre, Bt, satisfait 
l'équation, dBt = Btrdt, où r représente le taux d'intérêt instantané sans risque. 
Ce taux est déterminé de manière endogène. 
3. Alternativement, le coût d'un accroissement de la précision du système de contrôle peut être 
mesuré en terme de perte d'utilité, associée avec l'intensité de l'effort à fournir pour augmenter la 
précision. Ce phénomène peut être représenté par une fonction d'utilité instantanée de la forme 
u(cvt) - v(n t,t) où la fonction v(-) est strictement croissante et convexe par rapport à l'effort nt. 
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Hypothèse IL6. (Préférences) : L'agent représentatif choisit une stratégie de 
politiques admissibles {( ct, wt, nt) : O^ t^ T} de façon à maximiser son espérance 
d'utilité à vie, E[ j lu[cs,s]ds] où l'opérateur £?[•] représente l'opérateur d'es-
pérance prise par rapport à la mesure de probabilité sous-jacente. L'utilité instan-
tanée u[%t] : R+ -• R est strictement croissante, deux fois continuement diffé-
rentiable, strictement concave, et u'[0,t] = +00 Vfe[0,F). (u'[-, t] dénote la 
dérivée première par rapport au premier argument.) 
I I I ) LE PROBLÈME D'INHÉRENCE 
L'agent représentatif dans ce modèle forme ses croyances sur la position de 
la variable d'état non observée, 0 t, en utilisant l'information collectée jusqu'au 
point de décision,Fvt,e = o—{(r)s,es) : O^s^t}. Ce problème est un problème 
d'inférence bayésienne en temps continu pour un système de processus 
stochastiques partiellement observable (Liptser et Shiryayev (1977)). Des ver-
sions particulières de ce problème sont utilisées dans les études antérieures des 
prix des actifs financiers en économie à information incomplète. Dans ces études 
précédentes, l'investisseur a un comportement passif en ce qui concerne son 
activité de contrôle de l'état de l'appareil productif, dans la mesure où il n'in-
fluence pas la qualité de l'information collectée. Cette hypothèse restrictive est 
relâchée dans cet article : le choix du système d'information constitue une décision 
supplémentaire à l'initiative de l'agent. 
La possibilité de contrôle de la précision du signal st introduit une difficulté 
supplémentaire dans la procédure d'inférence. Pour un processus de contrôle 
{(n
 t, F1J'e) : O^ t^ T}, la mesure de probabilité conditionnelle de 0t étant donnée 
l'information F1J' e peut, en principe, dépendre de la trajectoire des signaux 
{(T]S,£S) : O^s^f} jusqu'au temps t. Il est également possible que l'évolution 
de cette mesure conditionnelle ne puisse pas être représentée par un nombre fini 
et constant de statistiques suffisantes. Par voie de conséquence la méthode de 
programmation dynamique ne pourrait être utilisée, dans ce cas, pour résoudre 
le problème de contrôle de l'investisseur. 
Sous des hypothèses restrictives, il nous est cependant possible de dégager 
certaines implications de la possibilité de contrôle du système d'information. 
Soit Ôt = E [Of|FJ'e] et yt= E[(e,-êf)2|FJ'e] respectivement l'espérance 
et la variance conditionnelles de la variable d'état 61, étant donné l'information FJ e . 
Supposons pour l'instant que les politiques de contrôle n(-) dont dispose 
l'investisseur sont markoviennes de la forme n( 6 t ,7 t , t), c'est-à-dire qu'elles 
ne dépendent que de l'espérance et de la variance conditionnelles courantes.4 
Hypothèses III. 1. (Politiques admissibles): Le processus {nt: 0%t^T} 
satisfait les conditions suivantes : 
4. Voir note 1. 
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(i) nt= ii(Ô t>7i,0, te[0,n 
(ii) P (flB\t)n-t2dt<œ) =1 ; B\t)n-t2 ^ K1 > 0 Vt e [0,T] 
(iii) Bit)]!]1 est Borel-mesurable Vr e [0,7], et satisfait une condition de crois-
sance et une condition de Lipschitz.5 
Nous noterons que la restriction (ii) ci-dessus élimine le choix d'une précision 
infinie ou nulle sur un ensemble de mesure strictement positive. La discussion 
intuitive de la section précédente suggère qu'il existe un ensemble de coefficients 
du modèle (O0, Ot1, b2, k(.), . . .) pour lequel une solution intérieure existe. Pour 
la classe de politiques admissibles décrite à l'hypothèse III. 1., le système (0t,et, 
Tjt,6f,7t) suit un processus de diffusion vectoriel. La distribution conditionnelle 
de la variable d'état 0f étant donné les observations passées F^ est normale et 
est complètement déterminée par le système composé de la moyenne condition-
nelle, 0, et de la variance conditionnelle 7 t. 
Proposition III.L: Sous les hypothèses ILl. , II.2., II.3. et III. 1., la distribution 
conditionnelle de 0f étant donné l'historique F1J'6 = o-— {(T)s,es) : 0^5 ^ t} est 
normale avec pour moyenne 0f et pour variance 7, solutions du système d'équa-
tions, 
d ô , = [a0(0 + *i(0Ô,]<ft 
-Vi [&!(f)G(0 +MO"* I T G(t)GXt) 0 I + 1 . ..m„ I l 52^ I dvt (3.1) 
(V^)2 
yt=2a,(t)yt+ bj(t)+b22(t) 
[ b,(f)G(0 + ai(07 t I b2(0®Û +A1(I)1, j 
= J H 0 , "V0 = CTQ 
I G(OC(O 0 I 
L • $fkl I ^1(OG(O+ «!(07» 1^d2(O ^ i U +A1(O-
(3.2) 
où {vt: O^t^T} est un processus d'innovation défini par, 
5. Voir Liptser et Shiryayev (1977), p. 298, équations (8.4) et (8.5). 
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AJ2(O J 
-Vi [ G(OC(O 0 T r ^ 1 ^ - [ao(0 + OL 1(OOJ* 0 (JW) )2 de t - [A 0 (0 + A1(OeJcZf 
et {(u„ F1J'6): O^f^T} est un processus de Wiener. 
La démonstration de ce résultat apparaît dans l'annexe. Afin de simplifier la 
notation dans la suite de l'article, nous omettrons d'écrire explicitement l'argu-
ment des paramètres du modèle (Ot0, Ct1, etc.). Le système markovien d'équations 
(3. l)-(3.3) caractérise l'évolution de la distribution postérieure. Cette proposition 
nous indique que sous l'hypothèse III. 1, l'information contenue dans l'historique 
des observations F1J'6, est équivalente à l'information générée par l'observation 
de l'espérance et de la variance conditionnelles F^'7 = a—{(0S,7S) : O^s^t}. En 
outre, puisque le filtre constitué de l'espérance conditionnelle (équation (3.1)) 
et de l'équation localement déterministe satisfaite par la variance (équation (3.2)) 
forme un système markovien, nous avons F j ' 7 = GQt,y = a—{6f,yJ: la position 
courante (6t,yt) capture toute l'information contenue dans l'historique F1J'6. 
Le processus d'innovation {vt: O^t^T}, défini à l'équation (3.3), représente 
les surprises générées par l'observation du signal (r|r,et). Pour simplifier la 
discussion, considérons la seconde composante, V2(O, du processus vt, c'est-à-
dire la composante correspondant au signal (st). Puisque {ut,F7'e: O^t^T} est 
un processus de Wiener, en prenant l'espérance conditionnelle du changement 
dans la valeur du signal et (équation (3.3)) nous obtenons E[dst\F^t,e] = [A0+ 
Alèt]dt+[B/\rn]E[dv2(t)\F1]t'e]= [A0H-A1O,]*. Il suit que dv2(t) peut 
s'écrire dv2(t) = (yflï IB)[det—E[dst\F^,e] ]. Le procesus v2(t) représente donc 
l'erreur dans l'estimation du signal det ou encore l'innovation dans l'information 
collectée. 
Le système d'équations (3. l)-(3.3) n'est autre que le résultat d'une procédure 
bayésienne de révision de la distribution conditionnelle de la variable d'état. 
Une dérivation heuristique intuitive de ces équations peut être faite de la manière 
suivante. Nous procédons en deux étapes. Dans un premier temps, nous traiterons 
le cas b2=0. Dans un second temps, nous identifierons les termes supplémentaires 
introduits lorsque b2i=0. Soit donc, pour commencer, le cas b2=0. L'observation 
du signal {et : O ^ ^ T } , dans ce cas, produit de l'information quant à la position 
de la variable 0t exclusivement. Le processus de Wiener non observé {z2(t) : 
O^t^T} représente le bruit dans l'estimation. Pour fixer un point de départ nous 
supposerons également que la distribution a priori de 0f est normale N(Q 9y) avec 
pour espérance 6 et pour variance 7. La distribution du signal det est également 
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normale N(CA0H-A1O)Jt, (B2l(\/~lï)2)dt), avec pour moyenne inconnue (A0 + 
A1G)Jt et pour variance connue (B2l(\Tlï)2)dt Une application classique du 
problème d'estimation bayésienne de la moyenne d'une distribution normale 
avec une distribution a priori normale (Bickel et Doksum (1977), p. 419) donne 
pour la moyenne (A0H-A1G)Jt, la postérieure 
Nl(A0+A1 Q)-T1—-—J—-r dt+ds — u — 7 , ——-—J-—r ] 
Afodt+(B/yfn) A2ydt+ (BIy^)2
 x | (Bly/Tf 
A2ydt 
puisque (A0+ A1G)JtestN[(A0+Afyd^Âîy (dt)2] a priori. Après une série de 
manipulations simples, nous obtenons la distribution révisée de Gt étant donné 
Fe 6 
L'estimateur Gt+dt de la position de Gt+dt sera donc, au vu de l'équation (2.2), 
Gr+d, = Gt + ^ dv2 (t) + [a0+al Gt]Jt. (3.5) 
Les deux premiers termes ci-dessus proviennent de la révision de l'estimateur 
Gf (équation (3.4)), tandis que le troisième terme n'est autre que la valeur révisée 
de l'espérance locale du processus 6f.7 
La variance conditionnelle de Gt+dt, de manière similaire devient, 
Var[Gt+df \F%dt ] = Var[Gt \FEt+dt ] + a?Var[Gf \Fet+dt ] (dt)2 + b\dt 
+ 2 Cov [G^a1G, dt\F£t+dt]. (3.6) 
Soit encore, 
Var[6f+dt|F*+dt] = [1 - ( J ^ L , dt] 7 + b\dt + 2a l 7Jt 
en procédant aux substitutions et simplifications appropriées.8 
6. Afin d'obtenir l'équation (3.4) du texte, nous substituons tout d'abord l'expression 
de = (BlVn) dv2 + [A0+A1Qt]M dans l'expression pour la distribution postérieure de (A0+ A1Q1)(It. 
Une inversion simple produit alors la distribution révisée de 0t étant donné F* + dt. L'équation (3.4) 
est obtenue en utilisant le fait que A1(BlVT) [Ajy dt+(B/\nT)2rldv2(t) - A 1 (Bl^/T)'1 [1 -
(A2yl(BI\nT)2)dt] dv2(t) ~ A1(Bf^ZlTy1 du2(f). La première approximation provient du fait que dt 
est voisin de zéro; la seconde suit puisque dt.dv2(t) = 0. 
7. En effet nous avons E[a0+ai8| i^+ d t]dt= (a0 + al(èt+ l^=dv2)]dt = (a0 + axèt)dt 
Bl \ n 
puisque (dv2)(dt) est un terme de second ordre. Notons également que Eldz^F^+^] = 0 puisque 
(Z1(Ol et {z2(t)} sont indépendants. 
8. Le premier terme à droite de l'équation (3.6) n'est autre que la variance révisée de 0t. En 
,_
 Ah 
(BI V T ) 2 
suit que le gain de précision dû à l'information supplémentaire est égale à (AJyl(B/\Z~n)2)dt. Le 
second terme est d'ordre (dt)2, et disparaît donc de l'équation (3.6). Le troisième terme est la 
variance due au bruit ^1Jz1(O- Finalement le dernier terme représente la covariance conditionnelle 
révisée entre la position initiale 0t et le changement moyen dans cette position ( ( a ^ + a0)dt). Ce terme 
estégaleà2a1Var[0f|Fj+dr]cft = la^dtcn éliminant les termes de second ordre. 
tenant compte du fait que A2ydtest voisin de zéro, ce terme est équivalent à [ 1 — 1^ dt]^. Il 
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L'effet du choix de précision n du signal est obtenu par inspection de l'expres-
sion (3.4) pour la distribution postérieure. Un accroissement de la précision 
réduit le bruit dans le signal et en conséquence réduit la variance postérieure de 
6t. La gain de précision, [A^y/(B/yfn)2] dt, quant à la position 6t+dt, augmente. 
L'accroissement de la précision \/~n, cependant, affecte également la moyenne 
postérieure. La réduction dans le bruit du signal rend en effet la moyenne révisée 
plus sensible aux observations. Il suit que le processus suivi par la moyenne 
conditionnelle (équation (3.5)) a une variance locale plus élevée ([(A1^)2I(BI 
Finalement, si nous relâchons l'hypothèse b2=0, les observations du signal 
st transmettent également de l'information quant à la réalisation du processus 
de Wiener dz2(t). Il suit que [b2BI\/~n~]dt, qui est la covariance entre les 
processus 6f et etintroduite par dz2(t), apparaît dans les expressions (3.1) et (3.2). 
L'expression b2E[ dz2(t) \Fet+dt ] = b2dv2(t) est celle qui doit être ajoutée à la 
moyenne (équation (3.5)) lorsque le signal est corrélé avec le processus de Wiener 
z2(t). En calculant la variance conditionnelle Var [Gf+dr|Fef+dt], les termes Var 
[b2dz2(t) |F?+dJ, 2 Cov [6r,fc2dz2(0|^+dt] e t 2 C o v [a^tdtyb2dz2(t)\Ft+dt] 
s'ajoutent aux termes de l'expression (3.6).9 Comme le terme de variance et la 
deuxième covariance sont de second ordre, la seule modification est l'addition 
du terme 252Cov [9f, dz2(t)\Fet+dt] = -2b2(\f~n/B) A1^dLCz terme est précisé-
ment le terme supplémentaire apparaissant dans l'équation (3.2) puisque 
b\ - [b2(BI\TÏ[)+Artf(BI\T^y2 = -2b2(yrH'/B)Aly -[A^/iB/V^)]2' 
Remarque III. 1. : La raisonnement intuitif suivi ci-dessus ne dépend pas de 
l'hypothèse d'un contrôle markovien du type n( 6,7,0- Les mêmes résultats 
peuvent être dérivés lorsque la classe de contrôles admissibles est celle des 
contrôles mesurables par rapport à l'information F1J^. Ceci nous conduit à la 
conjecture que la distribution postérieure, pour le système d'information décrit, 
est normale lorsque le processus de contrôle est une fonction quelconque, mesu-
rable par rapport aux observations F^.10 
I V . LA DEMANDE D'INFORMATION 
(l) Le programme du consommateur 
Afin de formuler le programme du consommateur il nous faut spécifier la 
contrainte budgétaire dynamique de l'investisseur. Soit Wt la richesse au temps 
t. Nous avons, 
dWt = w'WI~ldT)t + [W(I- w'l)r-c-k(n)]dt (4.1) 
9. Selon (2.3) nous avons dz2 = {\flïlB) [dEt-{AQ+Afît)dt]. D'où, 
b2E[dz2(t)\F£t+dt] = b2dv2(t) 
6iVar[dz2(f)|F?+df] = b\\\TElBfA\ Var[6f|F?+df ](dt)2 
et 
2Cov[8,,dz2(0|F?+dJ ^-1(VTTfB)A1 Var[0f|F?+d,]dt. 
10. Ceci fait partie de l'intuition sous-jacente à la conjecture formulée à la note 1. 
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Puisque le niveau de richesse complète la description de l'économie, cette 
variable est prise en compte dans le processus de décision. L'ensemble des 
contrôles admissibles U est alors redéfini de la manière suivante, 
Hypothèse IV.I. (politiques admissibles): Le processus x = {xt={nt,ct,wt)\ 
O4^t^T) satisfait les conditions suivantes 
(i) xt = x(Wt$t,yt,t), te[0,T] 
(ii) xt ^ 0, oo > nt > 0, t e [0,T] 
(iii) x satisfait les conditions d'existence d'une solution au système d'équations 
différentielles stochastiques (2.3), (3.1), (3.2) et (4.1).11 
Le programme (P-I) de l'investisseur peut alors être écrit de la manière 
suivante, 
Max Ejou[cs, s]ds 
x 
sujet à dWt = [w'Wiao+a^dt+Wil-w'iy-c-kinïïdt + w'WGdz.it) 
xeU 
(0t,et,T|t) satisfaisant les hypothèses II. 1.-II.3. 
Afin de résoudre ce programme l'investisseur prend en compte l'information 
F1}'e. Dans la mesure où les contrôles admissibles sont markoviens et puisque 
l'observation du processus de richesse ( Wt) ne transmet pas d'information sup-
plémentaire quant à la position de la variable d'état (B, ), les résultats de la section 
précédente peuvent être appliqués. Le système (Qt,r\t,st,Qt,yt,Wt) suit un pro-
cessus de diffusion joint et la distribution conditionnelle de 6r étant donné que 
l'information FJ'e est Gaussienne. Cette distribution postérieure est complètement 
déterminée par la moyenne conditionnelle 6f et la variance conditionnelle yt. 
Le système (èt,yt,Wt), finalement, forme un processus de diffusion joint et 
caractérise complètement l'évolution de la distribution conditionnelle. 
Soit maintenant le programme (P-2) défini par 
Max EjQu[cs,s]ds 
x 
sujet à dWt = [w'Wi^+afiù+Wil-w'l^-c-kinïïdt + w'W(GG') Vl 
x e U° = {x: xt est J ^ - w - mesurable, xt ^ 0, oo > nt > 0, 
Vf e [0,T]; x satisfait aux conditions d'existence d'une solution au 
système (3.1),(3.2) et (4.1)}. 
(6f,7f) satisfaisant les équations (3.1)-(3.3). 
L'équation pour la richesse dans (P-2) est obtenue en utilisant la relation 
I71-1JrIf = [oLo+a&dt +(GG')Vl dv.it). Le programme (P-2) constitue un 
programme d'optimisation sous information complète. En effet, l'état du système 
pour ce programme ( Wt,èt,yt) est complètement observé. La proposition sui-
vante établit l'équivalence entre (P-I) et (P-2). 
11. Voir Gihman et Skorohod (1979), p. 216. 
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Proposition IV. 1. : Supposons qu'il existe une loi de contrôle optimale markovien-
ne, x*, pour le programme (P-2) où (Wn 6f,7f) est complètement observé. 
Alors x* est une solution du programme (P-I) avec information incomplète. 
Le programme (P-2) est un programme sous information complète où l'état 
du système est décrit par le triplet (Wt,èt,yt). S'il existe une loi de contrôle 
optimale markovienne xf = x(Wt,Qt,ytft), solution de ce problème, cette loi 
est admissible pour le programme (P-I). Mais lorsque x* e U, la Proposition 
III. 1., adaptée à notre cas, établit que FJ'e = F? ' 7 ' w = G\^^W = (T-{Wt$t9yt}. 
Le système (W,Q,y) obtenu (équations (3.1)-(3.3) et contrainte budgétaire) 
étant le même que celui apparaissant au programme (P-2), il suit que x* est 
solution du programme (P-I). 
Le problème (P-2) est un problème d'optimisation sous information complète 
générée par le système markovien (Wt,Qt,yt). Sous des hypothèses classiques 
(cf. Merton (1971)) ce programme se réduit au problème (P-3) suivant, 
-Jt = max u[c,t] + Jw[w'W(a0^a^-rl)+ Wr-c-k(n)] +JgIa0H-A1O] 
{c,w,n} 
+ J1[2all+b\+bl-(blG'+1a[)(GGT\Gbl+*1) -(b^A^Ç )2] 
^ V2jwww/W(GG/)wW + V2Jfà[(blG'+'sioL[)(GGTl (Gb1+*^) 
+ (b2+yAl*-j )2] + JWeWW(Gb1-^a11) 
sujet à J[W,6,7,T] = 0 et aux contraintes sur les contrôles c ^ 0, w ^ 0, et 
n > 0. 
(2) La demande d'information 
Les conditions de premier ordre pour le programme (P-3) sont, 
v|/c = uc - Jw <; 0 
ci|ic = 0; c ^ 0 
^w = / w [ao+aiÔ-^I] + JwwiGG^wW +/wôCG&i+a^) ^ 0 
W\\JW = 0; w ^ 0 
i|ifl = (V4)(Jôê-2J7) (b2n~lA + yA1B^)1A1B"1 - Jwk'(n) = 0 
22 > 0 
Sous l'hypothèse d'existence d'un maximum intérieur,12 nous obtenons la 
proposition suivante, 
12. Lorsque le coefficientes b2 est nul, la condition de second ordre correspondant au contrôle 
n est satisfaite puisque la fonction de coût k(ri) est strictement convexe (\\tnn = — J^' (n) < 0). 
Dans ce cas les conditions de premier ordre sont nécessaires et suffisantes. 
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Proposition IV.2.: S'il existe un maximum intérieur, la politique optimale x = 
(n, c,w) est donné par, 
c = UZ1UwM (4.1) 
wW= -I?- ( G G T ^ a o + a ^ - r . l ] - ^ - ( G G T 1 I G * ! + ^ ] (4.2) 
Jww Jww 
n = (K1Z2 J™~2Jy (b2n'V2 + 7 A 1 B - 1 ^ A 1 B " 1 ) (4.3) 
où (()( • ) = Jr'( • ) _ 1 est l'inverse de la dérivée de la fonction de coût. 
Les fonctions de demande de consommation et d'investissement (équations 
(4.1) et (4.2)) ont la structure classique obtenue dans les modèles de portefeuille 
à information complète (cf. Merton (1971)). Ceci n'implique pas, cependant, 
l'absence d'effet du choix de précision sur ces décisions. En effet, la fonction 
valeur /( • ) dépend de la structure du problème de l'investisseur et capture donc 
les ramifications de la possibilité de contrôle de l'information. 
La demande d'information est donné par l'équation (4.3). Cette représenta-
tion constitue une forme implicite puisque le contrôle n apparaît dans l'argument 
de l'inverse de la dérivée de la fonction de coût. Elle met, cependant, en évidence 
deux composantes de la demande de précision. 
(i) La première composante (!/2(/^g- 2Jy)Jwl (^A1B-1)2) est une demande 
d'information provenant de la faculté de contrôle de la révision de l'espérance 
conditionnelle au vu des observations nouvelles obtenues ( cf. équation (3.5)). 
(ii) La seconde composante (Vi(J^-2J1) Jw* b2n~V2^AxB~l) provient de 
l'information quant à la réalisation du processus de Wiener dz2( t) transmise par 
l'observation du signal det (cf. la discussion précédant la remarque III. 1 ). Cette 
information existe puisque la covariance entre d0r et dst diffère de zéro (cov 
[d6f,Jej6f,6f,eJ = b2(B/\Œ) =É 0). La demande totale d'information résulte du 
conflit entre ces deux objets d'apprentissage. 
3. Le prix d'équilibre de l'information 
Afin de calculer le prix de l'information, Jr, il nous faut clore le modèle en 
spécifiant les conditions d'équilibre. Nous supposerons que l'offre de précision 
est une fonction markovienne, inélastique par rapport au prix, et qui dépend de 
l'espérance et de la variance de la distribution postérieure (nst = A ( 6 , 7 , 0 ) -
Nous supposerons également que k(n) = p. k(n) oùp est déterminé de manière 
endogène. L'équilibre est défini de la manière suivante, 
Définition IV. 1.: Le processus {(ct,wt,nt,pt,rt): O^t^T} est un équilibre pour 
le mécanisme d'information à offre de précision inélastique si et seulement si 
(ct,wt,nt) résoud le programme (P-3) de l'investisseur, et les marchés sont 
équilibrés aux prix rt ^ 0 et pt ^ 0: 
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(i) marché financier : w'.l = 1 (4.4) 
(ii) marché de l'information: nt = nst (4.5) 
La condition (4.4) exprime le fait qu'à l'équilibre, le titre obligataire sans 
risque n'est pas détenu par l'investisseur (offre nette nulle). L'équilibre sur le 
marché de l'information stipule l'égalité entre l'offre et la demande de précision 
(équation (4.5)). En combinant les conditions de premier ordre du programme 
(P-3 ) de l'investisseur et les conditions d'équilibre sur les marchés, nous obtenons 
les prix d'équilibre rt et pt. 
Proposition IV.3.: S'il existe une solution intérieure {(cf,wf,nf,pf,rf) : O^ 
t^T} le système de prix d'équilibre (pf,rf) est donné par, 
r*= WJww G G ! ! + Jw§ ViGGT^Gb^ag] + 
/w Jw V(GGT1I /  W y(GC) i
! ' (GGTkoo+axÔ) 
V(GGT1I 
(4.6) 
P*= 1/2 JT%?JUb2(nT1/2 + 7^1IT1] ^A1B-1 (4.7) 
jwK (n ) 
où la fonction valeur est solution de l'équation différentielle 
-Jt=u[u-cl[Jw,tU]-V2[ • / * - ( ao+a iô - r*DXCSO'Hoo+axÔ-r* . ! ) 
Jww 
T 2 - T T -
+ / -^(G6 1 +a 1 7) ' (GG , )~ 1 (Gb 1 +a 1 7) + 2 ^ 5 3 L ( G b 1 + « i ^ ) ' ( G O ' ) " 1 
+ V^g0V01(Ii8) (4.8) 
sujet à /[W, 0,7,T] = O, fig, |x7(us) et Vgê(i3s) sont respectivement l'espérance 
locale des processus d8 et 7, et la matrice de variance-covariance locale de d6 
évaluées au point if = 12(8,7,0-
La formule (4.6) du taux d'intérêt d'équilibre est similaire dans sa structure 
à celle obtenue dans les modèles à information incomplète non contrôlée (Detem-
ple (1986(b)), Dothan et Feldman (1986)).13 
L'existence d'un marché supplémentaire (marché de l'information), et d'une 
fonction d'offre d'information exogène (ns) n'affecte pas directement la structure 
du taux d'intérêt. Ces éléments cependant ont un effet par l'intermédiaire de la 
fonction valeur (cf. l'équation de Bellman (4.8)). 
13. La structure du taux d'intérêt d'équilibre est celle obtenue dans Cox, Ingersoll et Ross 
(1985), sous réserve de réinterprétation de la variable d'état. 
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Le prix unitaire de l'information (p*) est donné par l'équation (4.7). Ce 
prix dépend linéairement de deux éléments: (i) la demande d'équilibre d'infor-
mation sur le processus de Wiener Z2(O et (ii) la demande d'équilibre d'infor-
mation induite par le contrôle de la révision de l'estimateur 0f au vu de l'obser-
vation det. Le prix de l'information est également inversement proportionnel à 
k'(n). Ces termes ont également un effet indirect par l'intermédiaire de la 
fonction valeur. Une interprétation alternative est obtenue en notant que [b2(ns) ~Vl 
+ ^A1B " 1 ^ A 1 B - 1 représente l'effet marginal du contrôle n sur la variance 
conditionnelle locale de l'estimateur 6f, évalué à l'équilibre ns. C'est-à-dire 
[b2(nsyV2 + 7A 1 B - 1 ] 7 A 1 B - 1 = [dVK[d§t\F™fi'y]/dn]\n=n*. Le prix d'équi-
libre est alors proportionnel à ce terme ( faisant abstraction des effets indirects ). 
Avant de conclure, nous noterons que la demande d'investissement dans les 
technologies de production (équation (4.2)) ne comprend pas de terme de cou-
verture contre le risque de l'estimateur Gf connecté à l'offre de précision ns. 
Ceci provient de l'indépendance locale entre les deux sources d'information et 
et r\t (Z1(O et Z2(O sont des processus de Wiener indépendants). Lorsque la 
corrélation entre ces deux signaux est non nulle l'investisseur cherchera également 
à se couvrir contre le risque lié à l'offre ns. 
V. CONCLUSION 
Deux points peuvent être dégagés de cet article. En premier lieu nous montrons 
l'application de certaines techniques couramment utilisées en finance à l'étude 
de la demande d'information et de la valeur de l'information. En second lieu, 
le modèle étudié constitue une première approche dans l'élaboration d'une théorie 
de l'acquisition d'information en environnement intertemporel. Dans le contexte 
de la structure spécifique analysée dans cet article, plusieurs questions se posent. 
La première concerne l'optimalité des stratégies markoviennes décrites, dans la 
classe plus générale des contrôles non anticipatifs. Ainsi que notre démonstration 
heuristique le suggère, la distribution postérieure semble être gaussienne pour 
cette classe de contrôles. La seconde question à résoudre est celle de l'existence 
de l'équilibre décrit. En particulier il nous paraît intéressant de développer des 
exemples où la fonction valeur est explicitement dérivée. Ces questions, ainsi 
que des extensions de ce modèle font l'objet de nos recherches actuelles. 
ANNEXE 
Démonstration de la Proposition III. 1. 
Nous montrons que sous les hypothèses de la proposition le système 
(6f,et,Tit,0f,7t) est un processus de diffusion vectoriel et que la distribution 
conditionnelle est gaussienne. Pour un système de diffusion partiellement obser-
vable, la densité conditionnelle, p, satisfait, si elle existe, l'équation différentielle 
stochastique (cf. Théorème 8.6, Liptser et Shiryayev (1977) ), 
ACQUISITION D'INFORMATION 1 3 5 
dp = [-peCao + a ^ ) -Pa 1 + *4pM(&?+&!)]* 
- 1 / 2 
[2V^\ [ A 1 J [ o (V^T)2J 
où vt est le processus de Wiener défini par l'équation ( 3.3 ) dans le texte. Puisque 
nt = /j(ê,7,f) est une fonction mesurable par rapport à F"J,e, nous pouvons 
utiliser les équations générales de filtrage (cf. Liptser et Shiryayev (1977), 
Théorème (8.1), et équations (12.23) et (12.27)). Nous obtenons alors, 
_ i / 2 
L J L {V" J 
d-i^ila^+bi + bl-[ b.G+OLtf "I 
[ GG' 0 1 T ^1G+ax7 1 
(A-2) 
_ y 2 
+ [nt(e3)-nt(82)0t-2êt7(] | ttl 1 | G G ' °D2 I dvt [ «i ] T GG' 0 "I *• J L ° ( v i ) j J (A-3) 
oùnf (x) = E[xt\Fy]. 
Afin d'établir la Proposition, il nous faut montrer que sous l'hypothèse III. 1., 
(i) la solution de l'équation (A-I) est la densité normale et (ii) le système 
(A-2)— (A-3) est markovien. 
1 (6 — 6)2 Soit0(6,0,7) = /-^— expf-Vfr — ]. Nous avons alors 
V 7ITT 7 
nt(63) =3ôfnf(e2)- 2e3 = 3ôfnt(e2)- 2êf t-7f+nt(e2)] 
= 2êf7f + etnt(e2) 
Il suit que le terme stochastique dans l'équation (A-3) s'annule et que le 
système (A-2)—(A-3) est un système fermé. Le processus (8,,7,) est donc un 
processus de diffusion joint. Afin de montrer que p(6,6,7) satisfait l'équation 
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( A-I ) il faut considérer cette densité comme une fonction de 0 et 7. Une appli-
cation du lemme d'Ito (utilisant les formules (A-I) (A-3)) nous donne alors 
l'équation différentielle stochastique satisfaite par p. Finalement, en utilisant les 
relations p0 = — p§, p7 = 1/2p§g et pgg = pee cette équation différentielle se réduit à 
l'équation (A-I). Il suit que p(0,6,7) est une solution de (A-I). Ceci complète 
la démonstration de la proposition. 
Démonstration de la Proposition IV. 1. 
Soit x* e U la stratégie markovienne admissible optimale pour le programme 
(P-I). D'après la proposition III. 1., nous avons l'équivalence entre FT1'e(x*) et 
Fw(X*), ê(**),7(x*) n s u i t immédiatement que 
V[x*] = Ef%u[c*,s]ds = J[x*] 
où V[-] et /[•] représentent respectivement les fonctions valeur associées avec 
(P-I ) et (P-2). Soit maintenant x° la politique optimale pour (P-2). Nous avons 
J[x*] ^ /[x°] et par voie de conséquence V[x*] ^ /[x°]. Sous l'hypothèse de 
la proposition, nous obtenons également l'inégalité inverse. En effet, si la poli-
tique optimale, x°, pour le programme ( P-2 ) est markovienne, x° est une politique 
admissible pour (P-I), et donc J[x°] = V[x°] ^ V[x*]. • 
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