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Abstract
We propose new parallelizable block ILU (incomplete LU) factorization preconditioners
for a nonsymmetric block-tridiagonal H-matrix. Theoretical properties of these block ILU
preconditioners are compared with those of block ILU preconditioners for the corresponding
comparison matrix. Numerical results of the BiCGSTAB using these block preconditioners
are compared with those of the BiCGSTAB using a standard ILU factorization preconditioner
to see the effectiveness of the block ILU preconditioners. Lastly, parallel computations of the
block ILU preconditioners are carried out and evaluated on the Cray C90. © 2000 Elsevier
Science Inc. All rights reserved.
Keywords: Nonstationary iterative method; Preconditioner; ILU factorization; Comparison matrix;
H-matrix
1. Introduction
The discretization of partial differential equations (PDEs) in 2D or 3D, by finite
difference or finite element approximation, leads often to large sparse block-tridiag-
onal linear systems. In this paper, we consider the linear system of equations
Ax D b; x; b 2 Rn; (1)
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PII: S 0 0 2 4 - 3 7 9 5 ( 0 0 ) 0 0 1 4 6 - 4
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where A 2 Rnn is a large sparse nonsymmetric block-tridiagonal H-matrix blocked
in the form
A D
0
BBBBB@
B1 C1 0    0
E1 B2 C2    0
:::
.
.
.
.
.
.
.
.
.
:::
0    Em−2 Bm−1 Cm−1
0    0 Em−1 Bm
1
CCCCCA : (2)
It is assumed that the diagonal blocks Bi of A are square matrices with the same
order. Since A is a large sparse matrix, direct solvers become prohibitively expensive
because of the large amount of work and storage required. As an alternative, we
usually consider nonstationary iterative methods such as the BCG [8], GMRES [17],
CGS [18], and BiCGSTAB [19]. Given an initial guess x0, these algorithms compute
iteratively new approximations xk to the true solution x D A−1b. The iterate xk is
accepted as a solution if the residual rk D b − Axk satisfies krkk=kbk 6 (tolerance).
In general, the convergence is not guaranteed or may be extremely slow. Hence, the
original problem (1) must be transformed into a more tractable form. To do so, we
consider an easily invertible matrix K called the preconditioning matrix or precondi-
tioner and apply the iterative solvers either to the left preconditioned linear system
K−1Ax D K−1b or to the right preconditioned linear system AK−1y D b, where
y D Kx. The preconditioner K should be chosen so that K−1A or AK−1 is a good
approximation to the identity matrix.
Since the ultimate goal of the preconditioned iterative methods is to reduce the
total execution time, the computation of preconditioner K should be done in parallel.
One of the powerful preconditioning methods in terms of reducing the number of it-
erations is the ILU (incomplete LU) factorization method which was first introduced
by Varga [20] and studied by Meijerink and van der Vorst [13]. However, it is very
difficult to parallelize the ILU factorization process because of the recursive nature
of the computation. In order to make the ILU factorization method more suitable for
vector computers and parallel architectures, the incomplete block LU factorizations
for M-matrices using matrix blocks as basic entities were proposed in [2–4,6]. The
incomplete block LU factorizations require the approximate inverses of pivot blocks.
However, the block incomplete Cholesky (IC) factorizations for a symmetric block-
tridiagonal M-matrix which have been recently proposed by Yun [23] do not require
the approximate inverses for pivot blocks and thus they can be computed in parallel
based on matrix blocks. Similarly, the block ILU factorizations for a nonsymmetric
block-tridiagonal M-matrix have been proposed by Yun and Kim [24]. The ILU fac-
torizations for H-matrices were studied in [1,7,11,12,22], and the incomplete block
LU factorizations for H-matrices which also require the approximate inverses of
pivot blocks were proposed in [10,16].
The purpose of this paper is to propose new parallelizable block ILU factorization
preconditioners for a nonsymmetric block-tridiagonal H-matrix which extend the
ideas for an M-matrix introduced by Yun [23] and Yun and Kim [24]. In Section 2,
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we review some basic properties of the ILU factorizations for H-matrices. In Sec-
tion 3, we propose new parallelizable block ILU factorization preconditioners for a
nonsymmetric block-tridiagonal H-matrix, and their theoretical properties are com-
pared with those of block ILU preconditioners for its comparison matrix. In Section
4, we describe how to construct the effective block preconditioners for a special
type of matrix which arises from five-point discretization of the second-order PDE.
In Section 5, we present numerical results of the BiCGSTAB with the block ILU
factorization preconditioners proposed in this paper, and their results are compared
with those of the BiCGSTAB with a standard ILU factorization preconditioner. Also,
parallel computations of the block ILU preconditioners are carried out and evaluated
on the Cray C90. Lastly, some conclusions are drawn.
2. H-matrices and ILU factorization
For two matrices A D .aij / and B D .bij /, A 6 B denotes aij 6 bij for all i and
j, and A > B denotes aij > bij for all i and j. It can be easily shown that A > B
and C > 0 implies AC > BC and CA > CB. Given a matrix A D .aij /, we define
the matrix jAj D .jaij j/. It follows that jAj > 0 and that jABj 6 jAj jBj for any two
matrices A and B of compatible size. For any two matrices A and B of the same
size, the Hadamard matrix product A  B is defined by aij bij , where aij and bij are
the entries of A and B, respectively. Let diag.B/ denote a diagonal matrix which is
obtained by taking the diagonal part of a square matrix B. A matrix A D .aij / is an
M-matrix if aij 6 0 for all i =D j and A−1 > 0. The comparison matrix hAi D .ij /
of a matrix A D .aij / is defined by
ij VD
 jaij j if i D j;
−jaij j if i =D j:
A matrix A is called an H-matrix if hAi is an M-matrix. H-matrices have been stud-
ied by many authors in connection to iterative solutions of linear systems [5,14,15].
Note that M-matrices and strictly or irreducibly diagonally dominant matrices are
contained in the class of all H-matrices. Actually, an H-matrix A D .aij / may be
equivalently characterized by being generalized strictly diagonally dominant [9], i.e.,
jaii j ui >
X
j =Di
jaij j uj ; i D 1; 2; : : : ; n
for some vector u D .u1; u2; : : : ; un/T > 0. The spectral radius .A/ of a matrix A
is .A/ D maxfjj:  2 .A/g, where .A/ denotes the spectrum of A, i.e., the set
of all eigenvalues of A. It was shown in [21] that for n  n real matrices A and B,
jAj 6 B implies .A/ 6 .B/. A representation A D K − N is called a splitting of
A when K is nonsingular. A splitting A D K − N is a convergent splitting of A if
.K−1N/ < 1. It is well known that if A D K − N is a convergent splitting, then
any stationary iterative method of the form
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KxkC1 D Nxk C b; k > 0;
converges to the exact solution of Ax D b for every choice of x0 [21].
Lemma 2.1. Let A D .aij / be an H-matrix, and let B D .bij / be a matrix such that
0 < jaii j 6 jbiij and jbij j 6 jaij j for i =D j:
Then B is also an H-matrix.
Proof. Since A is an H-matrix, hAi is an M-matrix. Since jaii j 6 jbii j and −jaij j 6
−jbij j for i =D j , hBi is an M-matrix. Thus, B is an H-matrix. 
Lemma 2.2. Let A D .aij / be an n  n H-matrix, let B D .bij / be a matrix of order
n, and let C D A  B. If 0 6 bij 6 1 for i =D j and bii > 1 for i D 1; 2; : : : ; n; then
C is also an H-matrix.
Proof. Since A is an H-matrix, there exists a positive vector x such that hAix > 0.
Thus, for all i D 1; 2; : : : ; n,
.hCix/i D jaiibii j xi −
X
j =Di
jaij bij j xj > jaii j xi −
X
j =Di
jaij j xj > 0:
Hence, C is an H-matrix. 
Lemma 2.3. Let A D TAij U be an H-matrix that is partitioned in block matrix form.
Then:
(a) The block diagonal part of A is an H-matrix. In particular, each block Aii is an
H-matrix.
(b) The block lower and upper triangular parts of A are H-matrices.
Proof. To prove part (a), let B D TBij U be partitioned consistently with the parti-
tioning of A and let the entries Bii be unity and the entries Bij , i =D j , be zero. If we
compute A  B, then
A  B D block diagonal part of A:
Thus, from Lemma 2.2, the block diagonal part of A is an H-matrix. In addition, we
can easily show that each block Aii is an H-matrix. Part (b) is proved similarly. 
A general algorithm for building ILU factorization can be derived by performing
Gaussian elimination and dropping some of elements in predetermined off-diagonal
positions. Let Pn denote the set of all pairs of indices of off-diagonal matrix entries,
i.e.,
Pn D f.i; j/ j i =D j; 1 6 i 6 n; 1 6 j 6 ng:
Then, given any n  n matrix A D .aij / and any P  Pn, the ILU factorization of A
corresponding to P is as follows [13].
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Algorithm 1 (ILU Factorization).
A0 D A
For k D 1; 2; : : : ; n − 1
Nk D .nkij /, where nkkj D −ak−1kj if .k; j/ 2 P for all j such that j > k
nkik D −ak−1ik if .i; k/ 2 P for all i such that i > k
nkij D 0 otherwiseNAk D . Nakij / D Ak−1 C Nk
Lk D .lkij / is an elementary lower triangular matrix whose kth
column is .0; 0; : : : ; 1; lkkC1;k; : : : ; l
k
i;k; : : : ; l
k
nk/
T
,
where lkik D −Nakik= Nakkk for i D k C 1; k C 2; : : : ; n
Ak D Lk NAk
L D .Ln−1Ln−2    L2L1/−1
U D An−1
N D Pn−1kD1 Nk
From Algorithm 1, we obtain A D LU − N , where L is a lower triangular ma-
trix with unit diagonal elements and U is an upper triangular matrix. The following
example illustrates how Algorithm 1 works out.
Example 2.4. Consider a 4  4 matrix A of the form
A D
0
BBB@
2 1 1 0
1 2 0 1
−1 1 2 0
0 0 1 3
1
CCCA
Take a zero-pattern set P  P4 as follows:
P D f.1; 4/; .2; 3/; .3; 4/; .4; 1/; .4; 2/g:
Then, for k D 1,
N1 D
0
BB@
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1
CCA ; L1 D
0
BBB@
1 0 0 0
− 12 1 0 0
1
2 0 1 0
0 0 0 1
1
CCCA ; A1 D
0
BBB@
2 1 1 0
0 32 − 12 1
0 32 52 0
0 0 1 3
1
CCCA ;
for k D 2,
N2 D
0
BBB@
0 0 0 0
0 0 12 0
0 0 0 0
0 0 0 0
1
CCCA ; L2 D
0
BB@
1 0 0 0
0 1 0 0
0 −1 1 0
0 0 0 1
1
CCA ; A2 D
0
BB@
2 1 1 0
0 32 0 1
0 0 52 −1
0 0 1 3
1
CCA ;
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and for k D 3,
N3 D
0
BB@
0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
1
CCA ; L3 D
0
BB@
1 0 0 0
0 1 0 0
0 0 1 0
0 0 − 25 1
1
CCA ; A3 D
0
BBB@
2 1 1 0
0 32 0 1
0 0 52 0
0 0 0 3
1
CCCA :
Thus, one obtains A D LU − N , where
L D
0
BBB@
1 0 0 0
1
2 1 0 0
− 12 1 1 0
0 0 25 1
1
CCCA ; U D A3; N D
0
BB@
0 0 0 0
0 0 12 0
0 0 0 1
0 0 0 0
1
CCA :
The following theorem shows the existence of the ILU factorizations of
H-matrices.
Theorem 2.5 T12U. Let A be an n  n H-matrix. Then, for every zero-pattern set P 
Pn; there exist a unit lower triangular matrix L D .lij /; an upper triangular matrix
U D .uij /; and a matrix R D .rij /; with lij D uij D 0 if .i; j/ 2 P and rij D 0 if
.i; j/ 62 P such that A D LU − R. The factors L and U are unique.
Lemma 2.6. The matrices L and U mentioned in Theorem 2.5 are also H-matrices.
Proof. It was shown in [12, Theorem 3.3] that the matrix U is an H-matrix. Thus,
we will show that the matrix L is an H-matrix. Let Lk , k D 1; 2; : : : ; n − 1, be the
elementary lower triangular matrix for the kth step defined in Algorithm 1. Since
L D L−11 L−12    L−1n−2L−1n−1, for every k D 1; 2; : : : ; n − 1, the kth column of L is
the same as that of L−1k and thus the kth column of hLi is the same as that of hL−1k i.
Hence,
hLi D 〈L−11 〈L−12     〈L−1n−2〈L−1n−1:
Since hL−1k i−1 > 0 for k D 1; 2; : : : ; n − 1 and
hLi−1 D 〈L−1n−1−1〈L−1n−2−1    〈L−12 −1〈L−11 −1;
hLi−1 > 0. Since hLi is a unit lower triangular matrix whose off-diagonal elements
are nonpositive, hLi is an M-matrix and hence L is an H-matrix. 
Theorem 2.7 T12U. Let A be an n  n H-matrix. Let A D LU − N and hAi D QL QU −
QN be the ILU factorizations of A and hAi corresponding to a zero-pattern set P 
Pn; respectively. Let Lk and QLk be the elementary lower triangular matrices for the
kth step defined by Algorithm 1 corresponding to A and hAi; respectively. Then each
of the following holds:
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(a) jLkj 6 QLk for k D 1; 2; : : : ; n − 1.
(b) QU 6 hUi.
(c) jL−1j 6 QL−1.
(d) jU−1j 6 QU−1.
(e) jN j 6 QN .
(f) j.LU/−1N j 6 . QL QU/−1 QN .
Lemma 2.8. Let A be an n  n H-matrix. Let A D LU − N and hAi D QL QU − QN
be the ILU factorizations of A and hAi corresponding to a zero-pattern set P  Pn;
respectively. Let D D diag.U/ and QD D diag. QU/. Then each of the following holds:
(a) jLj 6 j QLj; jI − Lj 6 I − QL.
(b) jD−1U j 6 j QD−1 QU j; jI − D−1U j 6 I − QD−1 QU .
Proof. For the proof of part (a), let Lk and QLk be the elementary lower triangu-
lar matrices for the kth step defined in Algorithm 1 corresponding to A and hAi,
respectively. Observe that all diagonal components of both L−1k and Lk are 1 and
every off-diagonal nonzero component of L−1k is the opposite sign of the correspond-
ing component of Lk . This observation also holds for QL−1k . Hence, one obtains the
following relations:L−1k  D jLkj 6 QLk;  QL−1k  D  QLk D QLk for k D 1; 2; : : : ; n − 1;L−11  L−12     L−1n−2 L−1n−1 D L−11 L−12   L−1n−2L−1n−1; QL−11   QL−12      QL−1n−2  QL−1n−1 D  QL−11 QL−12    QL−1n−2 QL−1n−1:
Using these properties, one obtains
jLjD L−11 L−12    L−1n−2L−1n−1
D L−11  L−12     L−1n−2 L−1n−1
6 QL1 QL2    QLn−2 QLn−1
D  QL−11   QL−12      QL−1n−2  QL−1n−1
D  QL−11 QL−12    QL−1n−2 QL−1n−1
D  QL:
Hence, jLj 6 j QLj was proved. Since QL is a unit lower triangular M-matrix, I − QL D
j QLj − I . Thus, the following inequality completes the proof of part (a):
jI − Lj D jL − I j D jLj − I 6  QL− I D I − QL:
For the proof of part (b), let U D .uij / and QU D . Quij /. Then, from Theorem 2.7(b)
0 < Quii 6 juii j and Quij 6 −juij j 6 0 for i =D j . Thus, for i < j ,
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uijuii
 D juij j 1juiij 6 juij j
1
Quii 6 −Quij
1
Quii D −
Quij
Quii D
 QuijQuii
 :
It follows that jD−1U j 6 j QD−1 QU j. Since QD−1 QU is a unit upper triangular M-matrix,
I − QD−1 QU D j QD−1 QU j − I . Thus, the following inequality completes the proof of
part (b):I − D−1U D D−1U − I  D D−1U − I
6
 QD−1 QU − I D I − QD−1 QU: 
3. Block ILU factorizations
We first consider block ILU factorization preconditioners for a nonsymmetric
block-tridiagonal H-matrix of the simplest form
A D

B1 C1
E1 B2

: (3)
It is assumed that the diagonal blocks B1 and B2 of A are ‘  ‘ square matrices.
Since A is an H-matrix, it follows from Lemma 2.3 that B1 and B2 are H-matrices.
From the ILU factorization process, we can find a unit lower triangular matrix Li ,
an upper triangular matrix Ui , and a matrix Ri such that Bi D LiUi − Ri is the ILU
factorization of Bi for each i D 1; 2, see Theorem 2.5. If A D K − N is a splitting
of A and K is a matrix which is easily invertible, then K can be used as a precondi-
tioner for nonstationary iterative methods. The effectiveness of the preconditioner K
depends on how well K approximates A.
Theorem 3.1. Let A be a nonsymmetric H-matrix of the form (3). For each i D
1; 2; let Bi D LiUi − Ri and hBi i D QLi QUi − QRi be the ILU factorizations of Bi and
hBii corresponding to a zero-pattern set, respectively. Let Di D diag.Ui/ and QDi D
diag. QUi/ for each i D 1; 2. Let
L D

L1 0
E1D
−1
1 L2

; U D

U1 C1
0 U2

;
L D

L1 0
E1U
−1
1 L2

; U D
 
U1 L
−1
1 C1
0 U2
!
;
and
QL D
 QL1 0
−jE1j QD−11 QL2
!
; QU D
 QU1 −jC1j
0 QU2
!
;
QL D
 QL1 0
−jE1j QU−11 QL2
!
; QU D
 QU1 − QL−11 jC1j
0 QU2
!
:
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If we let
M D LU; R D M − A; QM D QL QU; QR D QM − hAi;
M D LU; R D M − A; QM D QL QU; QR D QM − hAi;
then each of the following holds:
(a) jL−1 j 6 QL−1 ; jL−1 j 6 QL−1 .
(b) jU−1 j 6 QU−1 ; jU−1 j 6 QU−1 .
(c) jRj 6 QR; jR j 6 QR .
(d) .M−1 R/ 6 . QM−1 QR/; .M−1 R/ 6 . QM−1 QR/.
(e) . QM−1 QR/ 6 . QM−1 QR/ < 1.
Proof. For the proof of part (a), we will show only that jL−1 j 6 QL−1 since the other
property can be proved similarly. If we compute jL−1 j and QL−1 , then
L−1  D
 L−11  0− L−12 E1.L1U1/−1 L−12 
!
;
QL−1 D
 QL−11 0
QL−12
E1 ( QL1 QU1−1 QL−12
!
:
From Theorem 2.7(c), jL−1i j 6 QL−1i for i D 1; 2, and from Theorem 2.7(c) and (d),
j.L1U1/−1j 6 . QL1 QU1/−1. Thus, jL−1 j 6 QL−1 holds. For the proof of part (b), we
will show only that jU−1 j 6 QU−1 . If we compute jU−1 j and QU−1 , then
jU−1 j D
 U−11  − .L1U1/−1C1U−12 
0
U−12 
!
;
QU−1 D
 QU−11 ( QL1 QU1−1 C1 QU−12
0 QU−12
!
:
From Theorem 2.7(c) and (d), jU−1 j 6 QU−1 holds. For the proof of part (c), we will
show only that jRj 6 QR . If we compute jRj and QR , then
jRj D
 jR1j j.L1 − I/C1jE1(D−11 U1 − I E1D−11 C1 C R2
!
;
QR D
 QR1 (I − QL1 C1
jE1j
(
I − QD−11 QU1
 jE1j QD−11 jC1j C QR2
!
:
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From Lemma 2.8, jL1 − I j 6 I − QL1 and jD−11 U1 − I j 6 I − QD−11 QU1. From The-
orem 2.7(d), jD−11 j 6 QD−11 , and from Theorem 2.7(e), jRi j 6 QRi for i D 1; 2. Thus,
jRj 6 QR holds. For the proof of part (d), we will show only that .M−1 R/ 6
. QM−1 QR/. Using parts (a), (b), and (c),M−1 R  D (LU−1R  6 U−1  L−1  jR j 6 QU−1 QL−1 QR D QM−1 QR:
Hence, jM−1 R j 6 QM−1 QR implies .M−1 R/ 6 . QM−1 QR/. Since hAi and hBi i
are M-matrices, part (e) was proved in [24]. 
The following example shows that Theorem 3.1(e) does not hold for the H-matrix
A. In other words, it is not true that

(
M−1 R

6 
(
M−1 R

:
Example 3.2. Consider a nonsymmetric 2  2 block matrix A of the form
A D

B1 C1
E1 B2

D
0
BBB@
2 1 1 0
1 2 0 1
−1 0 2 1
0 −1 1 3
1
CCCA ;
where B1, B2, C1, and E1 are 2  2 square matrices. Since hAi is an M-matrix, A
is an H-matrix. Let B1 D L1U1 and B2 D L2U2 be LU factorizations of B1 and B2,
respectively. Letting D1 D diag.U1/,
L D

L1 0
E1D
−1
1 L2

; U D

U1 C1
0 U2

;
L D

L1 0
E1U
−1
1 L2

; U D
 
U1 L
−1
1 C1
0 U2
!
:
Since M D LU, M D LU , R D M − A, and R D M − A, by simple
calculations
M−1 R D
0
BBB@
0 1160 17180 − 745
0 − 115 845 845
0 − 310 − 1130 215
0 110 730 − 415
1
CCCA ; M−1 R D
0
BBB@
0 0 25 − 13
0 0 − 13 13
0 0 − 715 13
0 0 415 − 13
1
CCCA :
If we compute .M−1 R/ and .M−1 R/ using the MATLAB software, then
.M−1 R/ + 0:5000 and .M−1 R/ + 0:7055:
Hence, .M−1 R/ < .M−1 R/.
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Lemma 3.3. Suppose that A is a nonsymmetric H-matrix of the form (3). Let
A D

B1 C1
E1 K2

;
where K2 D diag.B2/. Let A D LU − R and hAi D QL QU − QR be the ILU
factorizations of A and hAi corresponding to a zero-pattern set P  P2‘ respec-
tively, where the zero-pattern set P contains all off-diagonal positions of .2; 2/-block
component of A .i.e., no fill-ins are allowed in the position of .2; 2/-block compo-
nent of A/ and P does not contain any nonzero positions of A; R2 and QR2 in U
and QU are diagonal matrices,
L D

L1 0
F1 I

; U D

U1 G1
0 R2

; R D

R11 R12
R21 R22

;
QL D
 QL1 0
− QF1 I
!
; QU D
 QU1 − QG1
0 QR2
!
; QR D
 QR11 QR12
QR21 QR22
!
:
Then each of the following holds:
(a) jF1j 6 QF1.
(b) jG1j 6 QG1.
(c) jL1G1 − C1j 6 − QL1 QG1 C jC1j.
(d) jF1U1 − E1j 6 − QF1 QU1 C jE1j.
Proof. Since jAj 6 jAj and every diagonal component of A is the same as that of
A, Lemma 2.1 implies that A is also an H-matrix. From Lemma 2.8(a), jLj 6
j QLj. It follows that jF1j 6 j QF1j. Since QL is an M-matrix, QF1 > 0 and thus jF1j 6QF1. From Theorem 2.7(b), QU 6 hUi and hence jG1j 6 QG1. Since R D LU −
A and QR D QL QU − hAi, one obtains
R12 D L1G1 − C1; QR12 D − QL1 QG1 C jC1j;
R21 D F1U1 − E1; QR21 D − QF1 QU1 C jE1j:
From Theorem 2.7(e), jRj 6 QR and hence jR12j 6 QR12 and jR21j 6 QR21. There-
fore, parts (c) and (d) are proved. 
Remark 3.1.
(i) In Lemma 3.3, the ILU factorizations of A and hAi corresponding to a zero-
pattern set can be done in the ‘th step without proceeding until the .2‘ − 1/th
step.
(ii) The submatrices L1; U1; QL1, and QU1 obtained by the ILU factorizations of A
and hAi in Lemma 3.3 are the same as those obtained by the ILU factorizations
of B1 and hB1i.
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Theorem 3.4. Suppose that A is a nonsymmetric H-matrix of the form (3). For each
i D 1; 2; let Li; QLi; Ui; QUi; Ri; and QRi be defined as in Theorem 3.1. Let F1; QF1;
G1; and QG1 be matrices defined as in Lemma 3.3. Let
Lγ D

L1 0
F1 L2

; Uγ D

U1 G1
0 U2

;
QLγ D
 QL1 0
− QF1 QL2
!
; QUγ D
 QU1 − QG1
0 QU2
!
:
If we let
Mγ D Lγ Uγ ; Rγ D Mγ − A; QMγ D QLγ QUγ ; QRγ D QMγ − hAi;
then each of the following holds:
(a) jL−1γ j 6 QL−1γ .
(b) jU−1γ j 6 QU−1γ .
(c) jRγ j 6 QRγ .
(d) .M−1γ Rγ / 6 . QM−1γ QRγ /.
Proof. For the proof of part (a), if we compute inverse matrices of Lγ and QLγ , then
L−1γ D
 
L−11 0
−L−12 F1L−11 L−12
!
; QL−1γ D
 QL−11 0
QL−12 QF1 QL−11 QL−12
!
:
From Theorem 2.7(c) and Lemma 3.3(a), part (a) holds. For the proof of part (b), if
we compute inverse matrices of Uγ and QUγ , then
U−1γ D
 
U−11 −U−11 G1U−12
0 U−12
!
; QU−1γ D
 QU−11 QU−11 QG1 QU−12
0 QU−12
!
:
From Theorem 2.7(d) and Lemma 3.3(b), part (b) holds. For the proof of part (c), if
we compute Rγ and QRγ , then
Rγ D

R1 L1G1 − C1
F1U1 − E1 F1G1 C R2

;
QRγ D
 QR1 − QL1 QG1 C jC1j
− QF1 QU1 C jE1j QF1 QG1 C QR2
!
:
From Lemma 3.3, part (c) holds. From parts (a), (b), and (c), part (d) is easily
obtained. 
Remark 3.2.
(i) If C1 and E1 are diagonal matrices and no fill-ins are allowed in the .2; 1/-block
and .1; 2/-block components of A in Lemma 3.3, then
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F1 D E1D−11 ; G1 D C1:
Thus, Lγ and Uγ in Theorem 3.4 reduce to L and U defined in Theorem 3.1,
respectively.
(ii) If all fill-ins are allowed in the .2; 1/-block and .1; 2/-block components of A
in Lemma 3.3, then
F1 D E1U−11 ; G1 D L−11 C1:
Thus, Lγ and Uγ in Theorem 3.4 reduce to L and U in Theorem 3.1, respec-
tively.
Next, we consider block ILU factorization preconditioners for a nonsymmetric
block-tridiagonal H-matrix of the general form (2). For simplicity of exposition, let
blockdiag.B1; B2; : : : ; Bm/ denote an m  m block-diagonal matrix whose block-
diagonal components are block submatrices B1; B2; : : : ; Bm, blocksuperdiag.C1;
C2; : : : ; Cm−1/ denote an m  m block-superdiagonal matrix whose block-super-
diagonal components are block submatrices C1; C2; : : : ; Cm−1, and blocksubdiag
.E1; E2; : : : ; Em−1/ denote an m  m block-subdiagonal matrix whose block-sub-
diagonal components are block submatrices E1; E2; : : : ; Em−1. Generalization of
Theorems 3.1 and 3.4 to an H-matrix of the form (2) is easy, so that the following
theorem is described without proof.
Theorem 3.5. Let A be a nonsymmetric block-tridiagonal H-matrix of the form (2).
For each i D 1; 2; : : : ;m; let Bi D LiUi − Ri and hBii D QLi QUi − QRi be the ILU
factorizations of Bi and hBii; respectively. Let Di D diag.Ui/ and QDi D diag. QUi/
for i D 1; 2; : : : ;m. For each i D 1; 2; : : : ;m − 1; let Fi; QFi; Gi; and QGi be subma-
trices obtained by the ILU factorizations of Ai and hAii as in Lemma 3.3, where
Ai D

Bi Ci
Ei KiC1

and KiC1 D diag.BiC1/:
Let
C D blocksuperdiag.C1; C2; : : : ; Cm−1/;
G D blocksuperdiag.G1;G2; : : : ;Gm−1/;
QG D blocksuperdiag. QG1; QG2; : : : ; QGm−1/;
D D blockdiag.D1;D2; : : : ;Dm/;
L D blockdiag.L1; L2; : : : ; Lm/;
QL D blockdiag. QL1; QL2; : : : ; QLm/;
E D blocksubdiag.E1; E2; : : : ; Em−1/;
F D blocksubdiag.F1; F2; : : : ; Fm−1/;
QF D blocksubdiag. QF1; QF2; : : : ; QFm−1/;
QD D blockdiag. QD1; QD2; : : : ; QDm/;
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U D blockdiag.U1; U2; : : : ; Um/;
QU D blockdiag. QU1; QU2; : : : ; QUm/;
and
L D L C ED−1; L D L C EU−1; Lγ D L C F;
U D U C C; U D U C L−1C; Uγ D U C G;
QL D QL − jEj QD−1; QL D QL − jEj QU−1; QLγ D QL − QF;
QU D QU − jCj; QU D QU − QL−1 jCj; QUγ D QU − QG:
If we let
M D LU; M D LU; Mγ D Lγ Uγ ;
R D M − A; R D M − A; Rγ D Mγ − A;
QM D QL QU; QM D QL QU; QMγ D QLγ QUγ ;
QR D QM − hAi; QR D QM − hAi; QRγ D QMγ − hAi;
then each of the following holds:
(a) jL−1 j 6 QL−1 ; jL−1 j 6 QL−1 ; jL−1γ j 6 QL−1γ .
(b) jU−1 j 6 QU−1 ; jU−1 j 6 QU−1 ; jU−1γ j 6 QU−1γ .
(c) jRj 6 QR; jR j 6 QR; jRγ j 6 QRγ .
(d) .M−1 R/ 6 . QM−1 QR/; .M−1 R/ 6 . QM−1 QR/; .M−1γ Rγ / 6 . QM−1γ
QRγ /.
Notice that EiU−1i and L
−1
i Ci required for the construction of L and U in
Theorem 3.5 can be computed efficiently by carrying out the ILU factorization of Ai
with all fill-ins allowed in the position of .2; 1/-block and .1; 2/-block components
of Ai (see Lemma 3.3 and Remark 3.2).
Since Li’s and Ui’s can be computed independently of one another, three types of
the block ILU factorization preconditioners M , M and Mγ presented in Theorem
3.5 can be computed in parallel. This inherent parallelism is a great advantage of
the block ILU factorization preconditioners. In this paper, the right preconditioned
BiCGSTAB is used to test the effectiveness of the block ILU preconditioners in
Theorem 3.5. If A D K − N is a splitting of A, then the convergence rate of the
right preconditioned iterative methods with the preconditioner K for solving Ax D b
largely depends upon how small .K−1N/ is.
4. Construction of Block ILU factorization preconditioners
The construction of three types of the block ILU factorization preconditioners
presented in Theorem 3.5 will be considered in this section for a special type of
H-matrix A whose structure is of the form (2) with Bi ’s tridiagonal matrices and
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Ci’s and Ei’s diagonal matrices. This type of matrix A arises from five-point discret-
ization of the following elliptic second-order PDE:
.aux/x C .buy/y − .cu/x − .du/y − fu D g (4)
with a.x; y/ > 0, b.x; y/ > 0, and f .x; y/ > 0 on a square region X, and with suit-
able boundary conditions on oX which denotes the boundary of X.
For simplicity, the block ILU preconditioners described in Theorem 3.5 were con-
structed based on the ILU factorizations of 1  1 block submatrices Bi . These ideas
can be generalized to the block ILU preconditioners based on the ILU factorizations
of k  k block submatrices, which are from now on called k-block ILU factorization
preconditioners.
We just describe how to construct 2-block ILU factorization preconditioners for
4  4 block-tridiagonal matrix A of the form (2) since these ideas can be easily ex-
tended to the construction of general k-block ILU preconditioners for m  m block-
tridiagonal matrix of the form (2). Let ‘ denote the order of submatrices Bi , Ci , and
Ei . First, A is partitioned into
A D

B1 C1
E1 B2
;

;
where
B1 D

B1 C1
E1 B2

; B2 D

B3 C3
E3 B4

;
C1 D

0 0
C2 0

; E1 D

0 E2
0 0

:
Since A is assumed to be an H-matrix, from Lemma 2.3Bi’s are also H-matrices. It
follows from Theorem 2.5 that the ILU factorization ofBi exists. For each i D 1; 2,
let Bi DLijUij −Rij be the ILU factorization of Bi and let Dij D diag.Uij /,
where 0 6 j 6 ‘ − 1, and the nonzero structures of Lij ’s for ‘ D 7 are illustrated
in Fig. 1 and the nonzero structures ofUij ’s are the same as those ofLTij ’s.
If we let, for each 0 6 j 6 ‘ − 1,
.L/
2
j D
 
L1j 0
E1D
−1
1j L2j
!
; .U/
2
j D

U1j C1
0 U2j

;
.L/
2
j D
 
L1j 0
E1U
−1
1j L2j
!
; .U/
2
j D
 
U1j L
−1
1j C1
0 U2j
!
;
.Lγ /
2
j D

L1j 0
F1j L2j

; .Uγ /
2
j D

U1j G1j
0 U2j

;
then .M/2j D .L/2j .U/2j , .M/2j D .L/2j .U/2j , and .Mγ /2j D .Lγ /2j .Uγ /2j are 2-
block ILU factorization preconditioners of types M , M , and Mγ , respectively,
where the superscript 2 is used to represent 2-block preconditioners. The nonzero
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Fig. 1. Nonzero structures ofLij ’s.
Fig. 2. Nonzero structures ofF1j ’s.
structures of F1j ’s for ‘ D 7 are illustrated in Fig. 2 and the nonzero structures of
G1j ’s are the same as those ofFT1j ’s.
From Figs. 1 and 2, the nonzero structures of .L/2j , .L/2j , and .Lγ /2j for ‘ D 7
are illustrated in Figs. 3–5, and the nonzero structures of .U/2j , .U/2j , and .Uγ /2j
are the same as those of transposes of .L/2j , .L/2j , and .Lγ /2j , respectively.
Fig. 3. Nonzero structures of .L/2j ’s.
Fig. 4. Nonzero structures of .L/2j ’s.
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Fig. 5. Nonzero structures of .Lγ /2j ’s.
From Figs. 3–5, it can be seen that .Mγ /20 D .M/20 and .Mγ /2‘−1 D .M/2‘−1.
From Fig. 4, it can also be seen that .M/2j has much more fill-ins than other block
preconditioners even if j is small. In the similar way as was done for 2-block pre-
conditioners, k-block ILU preconditioners .M/kj , .M/
k
j , and .Mγ /
k
j can be easily
constructed. Notice that .M/1j D .M/10 and .M/1j D .M/10 for all j D 0; 1; : : : ;
‘ − 1 since Bi ’s are tridiagonal matrices and thus the complete LU factorizations of
Bi’s have no fill-in elements.
5. Numerical results
In this section, we provide numerical results of the BiCGSTAB using three dif-
ferent types of the k-block ILU factorization preconditioners .M/kj , .M/
k
j , and
.Mγ /
k
j for solving Ax D b with the special type of matrix A described in Section
4. For each type of block preconditioner, numerical experiments are carried out for
0 6 j 6 2 and various values of k. To evaluate the effectiveness of the k-block ILU
factorization preconditioners, we also provide numerical results of the BiCGSTAB
using the standard ILU factorization preconditioner with 0 extra diagonals which is
called ILU.0/ preconditioner. In all cases, the BiCGSTAB was started with x0 D 0
and it was stopped when krik2 = kbk2 < 10−8, where kk2 refers to L2-norm.
All numerical experiments have been carried out using 64-bit arithmetic and Un-
icos 10.0.0.5 operating system on the Cray C90 at the ETRI supercomputing center.
The Cray C90 has 16 processors with a shared 4 GB of memory. For parallel runs the
wall-clock time is measured using the Cray wall-clock timer TIMEF, and for serial
runs the CPU time is measured using the Cray CPU timer SECOND. Prec in Tables
1–4 stands for preconditioner and Np in Table 4 denotes the number of processors to
be used. All data presented in Tables 1 and 2 represent the number of iterations satis-
fying the stopping criterion mentioned above, and the data across the row I represent
the number of iterations of the BiCGSTAB with no preconditioner. NC in Tables 1
and 2 indicates that the BiCGSTAB does not converge within 1000 iterations. All
data presented in Table 3 represent CPU time for computing ILU.0/, .M/kj , .Mγ /
k
j ,
and .M/kj preconditioners (listed in parentheses) and CPU time for the BiCGSTAB
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Table 1
Number of iterations of the BiCGSTAB for n D 128  128
Prec Example 5.1 Example 5.2 Example 5.3
j D 0 j D 1 j D 2 j D 0 j D 1 j D 2 j D 0 j D 1 j D 2
I 252 NC NC
ILU.0/ 79 67 50
.M/
1
j
84 67 76
.M/
2
j
86 67 60 68 57 58 61 44 41
.M/
4
j
78 56 53 71 51 49 57 35 29
.M/
8
j 79 50 42 62 47 44 47 30 23
.M/
16
j
74 45 39 66 45 42 53 27 22
.M/
32
j
75 45 37 66 41 32 49 24 21
.M/
64
j 74 47 38 62 39 31 48 24 21
.Mγ /
1
j
84 62 63 67 59 49 76 57 56
.Mγ /
2
j 86 58 54 68 52 50 61 41 36
.Mγ /
4
j
78 52 43 71 52 42 57 32 28
.Mγ /
8
j
79 45 38 62 45 38 47 28 23
.Mγ /
16
j 74 44 36 66 42 38 53 26 22
.Mγ /
32
j
75 47 39 66 40 34 49 24 21
.Mγ /
64
j
74 46 38 62 42 33 48 24 21
.M/
1
j 58 50 54
.M/
2
j
68 55 50 62 51 46 50 38 34
.M/
4
j 69 47 45 63 49 41 46 30 27
.M/
8
j
73 47 38 58 43 39 45 27 22
.M/
16
j
74 45 37 65 42 36 44 26 22
.M/
32
j 72 47 39 62 40 34 46 24 21
.M/
64
j
75 47 38 65 40 34 48 24 21
with these preconditioners. All data presented in Table 4 represent CPU time for
serial computations of the k-block ILU preconditioners (listed in parentheses) and
wall-clock time for parallel computations of these preconditioners. Notice that the
block size k D m=Np is used on Np processors (m is assumed to be divisible by Np).
All CPU and wall-clock times are measured in seconds.
For all test problems, the unit square region X D .0; 1/  .0; 1/ and the Dirich-
let boundary condition u.x; y/ D 0 on oX are used. Only the matrix A, which is
constructed from five-point finite difference discretization of the given PDE, is of im-
portance, so the right-hand side vector b is created artificially using b D A.1; 1; : : : ;
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Table 2
Number of iterations of the BiCGSTAB for n D 240  240
Prec Example 5.1 Example 5.2 Example 5.3
j D 0 j D 1 j D 2 j D 0 j D 1 j D 2 j D 0 j D 1 j D 2
I 526 NC NC
ILU.0/ 136 107 73
.M/
1
j
159 128 102
.M/
2
j
159 134 116 130 100 95 86 71 67
.M/
4
j
138 114 98 127 94 83 79 56 51
.M/
15
j 133 94 77 125 73 61 72 44 39
.M/
30
j
145 82 69 117 67 63 72 44 39
.M/
60
j
139 89 71 123 73 59 71 44 38
.M/
120
j 140 96 76 106 69 59 72 43 38
.Mγ /
1
j
159 135 114 128 102 103 102 83 78
.Mγ /
2
j 159 118 97 130 87 78 86 65 57
.Mγ /
4
j
138 94 89 127 86 78 79 52 46
.Mγ /
15
j
133 88 69 125 71 59 72 43 39
.Mγ /
30
j 145 82 68 117 67 59 72 44 38
.Mγ /
60
j
139 80 69 123 76 57 71 43 37
.Mγ /
120
j
140 82 73 106 71 55 72 43 38
.M/
1
j 119 88 79
.M/
2
j
136 107 100 109 87 83 71 60 55
.M/
4
j 138 94 86 99 80 70 71 50 45
.M/
15
j
141 85 69 110 70 62 68 43 38
.M/
30
j
136 83 68 104 70 61 70 42 37
.M/
60
j 130 87 69 113 61 56 70 43 38
.M/
120
j
145 87 75 121 66 59 69 44 38
1/T. Therefore, the right-hand side function g in Examples 5.1–5.3 is not relevant.
Numerical results for all examples in the following are listed in Tables 1–4.
Example 5.1. We consider the following PDE
1u − .cu/x − .du/y D g
with c.x; y/ D 10.x C y/ and d.x; y/ D 10.x − y/. We have used two uniform
meshes of 1x D 1y D 1=129 and 1x D 1y D 1=241, which lead to two matrices
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Table 3
CPU time for computing preconditioners (listed in parentheses) and CPU time for the BiCGSTAB with
these preconditioners for n D 240  240
Prec Example 5.1 Example 5.2 Example 5.3
j D 0 j D 1 j D 2 j D 0 j D 1 j D 2 j D 0 j D 1 j D 2
ILU.0/ 39.6 31.4 21.8
(9.76) (9.76) (9.77)
.M/
2
j
46.1 42.5 39.7 37.6 31.4 32.9 25.0 22.4 23.1
(7.34) (7.49) (7.78) (7.33) (7.46) (7.68) (7.34) (7.43) (7.66)
.M/
4
j
40.0 37.6 35.9 36.7 30.8 31.0 22.7 18.4 18.9
(8.55) (8.81) (9.26) (8.55) (8.80) (9.14) (8.52) (8.81) (9.13)
.M/
15
j
38.3 31.9 29.7 36.1 24.5 23.8 21.0 15.0 15.1
(9.44) (9.78) (10.4) (9.45) (9.74) (10.2) (9.42) (9.74) (10.2)
.M/
30
j
42.2 28.0 26.8 33.8 22.6 24.8 20.9 14.9 15.4
(9.62) (9.96) (10.5) (9.60) (9.92) (10.4) (9.60) (9.92) (10.4)
.M/
60
j
40.4 30.4 27.7 35.4 24.7 23.4 20.6 15.0 15.0
(9.71) (10.0) (10.6) (9.65) (10.0) (10.5) (9.67) (10.0) (10.5)
.M/
120
j
40.8 33.0 29.7 30.5 23.5 23.5 20.8 14.6 15.0
(9.77) (10.1) (10.6) (9.70) (10.1) (10.6) (9.72) (10.1) (10.6)
.Mγ /
2
j
46.1 40.6 38.1 37.6 29.8 31.3 25.0 22.4 22.5
(7.34) (10.5) (10.8) (7.33) (10.5) (10.9) (7.34) (10.4) (10.8)
.Mγ /
4
j
40.0 32.3 35.1 36.7 29.3 31.5 22.7 17.9 18.4
(8.55) (10.6) (10.9) (8.55) (10.6) (11.0) (8.52) (10.5) (10.9)
.Mγ /
15
j
38.3 30.1 27.2 36.1 24.1 23.3 21.0 14.8 15.5
(9.44) (10.6) (11.0) (9.45) (10.7) (11.2) (9.42) (10.7) (11.0)
.Mγ /
30
j
42.2 28.1 27.0 33.8 22.8 23.4 20.9 15.2 15.0
(9.62) (10.7) (11.1) (9.60) (10.7) (11.1) (9.60) (10.5) (11.1)
.Mγ /
60
j
40.4 27.5 27.3 35.4 25.7 22.6 20.6 14.9 14.6
(9.71) (10.7) (11.1) (9.65) (10.6) (11.1) (9.67) (10.6) (11.1)
.Mγ /
120
j
40.8 28.2 28.8 30.5 24.5 21.4 20.8 14.8 15.0
(9.77) (10.7) (11.1) (9.70) (10.7) (11.2) (9.72) (10.6) (11.3)
.M/
2
j
457 362 345 364 313 283 237 203 187
(29.5) (31.7) (33.8) (29.4) (31.6) (34.0) (29.5) (31.6) (34.1)
.M/
4
j
250 174 165 179 155 132 131 92.0 84.4
(19.8) (21.0) (22.4) (19.9) (21.0) (22.5) (19.8) (21.0) (22.3)
.M/
15
j
95.9 61.6 54.6 73.9 51.4 47.8 47.0 31.1 29.2
(12.7) (13.3) (14.2) (12.6) (13.2) (13.9) (12.7) (13.2) (13.9)
.M/
30
j
64.6 43.2 39.2 48.6 37.4 34.7 33.3 21.8 21.0
(11.6) (11.8) (12.4) (11.5) (11.8) (12.5) (11.5) (11.8) (12.4)
.M/
60
j
48.4 36.1 32.6 41.1 25.9 26.3 26.0 17.9) 17.7
(10.9) (11.1) (11.6) (10.9) (11.1) (11.8) (10.9) (11.1) (11.6)
.M/
120
j
45.9 31.9 31.6 38.2 24.2 24.8 21.6 16.3 15.9
(10.3) (10.7) (11.2) (10.3) (10.7) (11.2) (10.3) (10.7) (11.2)
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Table 4
CPU time for serial computations of block preconditioners (listed in parentheses) and wall-clock time for
parallel computations of block preconditioners for n D 240  240
Np Prec Example 5.1 Example 5.2 Example 5.3
j D 0 j D 1 j D 2 j D 0 j D 1 j D 2 j D 0 j D 1 j D 2
2 .M/120j 5.49 5.66 5.92 5.49 5.68 5.98 5.51 5.82 5.96(9.77) (10.1) (10.6) (9.70) (10.1) (10.6) (9.72) (10.1) (10.6)
4 .M/60j 2.75 2.83 2.99 2.76 2.89 3.02 2.76 2.86 3.01(9.71) (10.0) (10.6) (9.65) (10.0) (10.5) (9.67) (10.0) (10.5)
8 .M/30j 1.37 1.42 1.50 1.38 1.43 1.50 1.37 1.43 1.50(9.62) (9.96) (10.5) (9.60) (9.92) (10.4) (9.60) (9.92) (10.4)
16 .M/15j 0.74 0.79 0.81 0.69 0.75 0.80 0.74 0.75 0.84(9.44) (9.78) (10.4) (9.45) (9.74) (10.2) (9.42) (9.74) (10.2)
2 .Mγ /120j 5.48 5.69 5.91 5.57 5.68 5.94 5.48 5.73 5.93(9.77) (10.7) (11.1) (9.70) (10.7) (11.2) (9.72) (10.6) (11.3)
4 .Mγ /60j 2.80 2.86 2.97 2.73 2.87 3.01 2.76 2.86 3.07(9.71) (10.7) (11.1) (9.65) (10.6) (11.1) (9.67) (10.6) (11.1)
8 .Mγ /30j 1.39 1.43 1.50 1.38 1.45 1.51 1.40 1.49 1.54(9.62) (10.7) (11.1) (9.60) (10.7) (11.1) (9.60) (10.5) (11.1)
16 .Mγ /15j 0.72 0.77 0.80 0.73 0.76 0.77 0.73 0.77 0.81(9.44) (10.6) (11.0) (9.45) (10.7) (11.2) (9.42) (10.7) (11.0)
2 .M/120j 5.54 5.72 6.10 5.53 5.85 5.98 5.55 5.82 5.95(10.3) (10.7) (11.2) (10.3) (10.7) (11.2) (10.3) (10.7) (11.2)
4 .M/60j 2.94 3.03 3.22 2.95 3.05 3.15 2.98 3.04 3.19(10.9) (11.1) (11.6) (10.9) (11.1) (11.8) (10.9) (11.1) (11.6)
8 .M/30j 1.54 1.59 1.69 1.55 1.62 1.67 1.57 1.61 1.69(11.6) (11.8) (12.4) (11.5) (11.8) (12.5) (11.5) (11.8) (12.4)
16 .M/15j 0.88 0.95 0.97 0.88 0.91 0.95 0.87 0.93 0.96(12.7) (13.3) (14.2) (12.6) (13.2) (13.9) (12.7) (13.2) (13.9)
of order n D 128  128 and n D 240  240, where 1x and 1y refer to the mesh
sizes in the x-direction and y-direction, respectively.
Example 5.2. We consider the following PDE
r  .a.x; y/ru/ − .cu/x − .du/y D g
with c.x; y/ D 10.x C y/, d.x; y/ D 10.x − y/, and
a.x; y/ D
(
103 if 14 < x; y <
3
4 ;
1 otherwise.
We have used the same uniform meshes as in Example 5.1.
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Example 5.3. We consider the following PDE:
−1u C γ .xux C yuy/ C u D g:
We have used two uniform meshes of 1x D 1y D 1=129 with γ D 500 and  D 40,
and 1x D 1y D 1=241 with γ D 700 and  D 140, which lead to two matrices of
order n D 128  128 and n D 240  240, where 1x and 1y are defined the same as
in Example 5.1.
Since the k-block ILU preconditioners .M/kj require much more storage and
arithmetic than other types of k-block ILU preconditioners for small k, CPU time for
constructing .M/kj and CPU time for the BiCGSTAB with this preconditioner are
much larger than those for other types of k-block ILU preconditioners for small k (see
Table 3). The k-block ILU preconditioners yield good convergence rate as compared
with the ILU.0/ preconditioner, and even for j D 0 there are many cases where the
k-block preconditioners yield better convergence rate than the ILU.0/ precondition-
er (see Tables 1 and 2). Here, the convergence rate is measured by the number of
iterations. Since all k-block ILU preconditioners can be computed in parallel, com-
puting time for constructing these block preconditioners was significantly reduced
on a computer with parallel environment (see Table 4).
6. Conclusions
We presented in this paper three types of block ILU factorization preconditioners
which can be computed in parallel. However, the k-block ILU preconditioner .M/kj
is not recommended for use unless k is large. Notice that the number of arithmetic
operations for constructing the block ILU preconditioners grows as j becomes large.
From our experiments, it is not recommended to use large value of j and the opti-
mal value of j usually ranges from 1 to 3. Parallel computation of the block ILU
preconditioners yielded a lot of performance gain on the Cray C90, so that overall
computing time which is defined as computing time for constructing the block ILU
preconditioner plus computing time for the BiCGSTAB with this preconditioner can
be significantly reduced by computing the block ILU preconditioner in parallel (see
Tables 3 and 4).
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