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Progenitors of short gamma-ray bursts are thought to be neutron stars coalescing with their companion
black hole or neutron star, which are one of the main gravitational wave sources. We have devised a
Bayesian framework for combining gamma-ray burst and gravitational wave information that allows us to
probe short gamma-ray burst luminosities. We show that combined short gamma-ray burst and gravitational
wave observations not only improve progenitor distance and inclination angle estimates, they also allow the
isotropic luminosities of short gamma-ray bursts to be determined without the need for host galaxy or light-
curve information. We characterize our approach by simulating 1000 joint short gamma-ray burst and
gravitational wave detections by Advanced LIGO and Advanced Virgo. We show that ∼90% of the
simulations have uncertainties on short gamma-ray burst isotropic luminosity estimates that are within a
factor of two of the ideal scenario, where the distance is known exactly. Therefore, isotropic luminosities
can be confidently determined for short gamma-ray bursts observed jointly with gravitational waves
detected by Advanced LIGO and Advanced Virgo. Planned enhancements to Advanced LIGO will extend
its range and likely produce several joint detections of short gamma-ray bursts and gravitational waves.
Third-generation gravitational wave detectors will allow for isotropic luminosity estimates for the majority
of the short gamma-ray burst population within a redshift of z ∼ 1.
DOI: 10.1103/PhysRevLett.119.181102
Introduction.—The most likely candidate for the pro-
genitor of a short duration gamma-ray burst (SGRB) event
is the merger of a binary neutron star [1,2]. In this scenario
such an event will be accompanied by the emission of a
characteristic gravitational wave (GW) signal detectable
by the Advanced LIGO-Virgo GW interferometers as they
approach design sensitivity [3]. A binary neutron star
observation would follow the recent historic first detections
of GWs from binary black hole mergers [4–6]. These
merger events, while not consisting of neutron star com-
ponents, were actively followed-up via multiple electro-
magnetic (EM) channels [7] including gamma-ray
telescopes [8–10].
Because of the moderately well constrained properties
of short-duration gamma-ray bursts (SGRBs), they are
observed for only a narrow range of source orientations
relative to the observers line of sight. Since GWs from
compact binary coalescence (CBC) events are emitted
broadly isotropically the expected rate of joint SGRB-GW
detections is relatively low. This event rate for coincident
SGRB-GW events has been discussed in [11–21].
Beyond rate estimates, there have also been a number of
studies, including work presented in this Letter, exploring
how joint SGRB-GW detections can be used to enhance
understanding of the underlying physical system. It has been
shown by [22] that a three-dimensionally localized (sky
direction and distance) SGRB in conjunction with the
detection of the GW signal can improve the estimation of
the inclination angle of the compact binary coalescence
CBC. Also, although not truly a joint analysis, [23] discusses
how a multidetector GW network alone can remove obser-
vational degeneracies in the inclination angle measurement
allowing us to better understand off-axis SGRB events.
In this Letter, we focus on what can we learn from a
single SGRB-GW detection. We model the system as being
described by a set of parameters common to both the SGRB
and GW with additional parameters associated with each
phenomenon exclusively. Because of strong correlations
between parameters, the combination of information from
each observation channel allows improvement in common
and exclusive parameters [24]. We specifically focus on the
improved estimation of the GW inclination angle and the
SGRB luminosity function in the likely scenario that there
is a lack of an SGRB afterglow observation.
The statistical framework.—We use the framework set
out in [24] to set up our analysis of joint EM-GW
observations. Under this framework, for a given set of
SGRB data, S, and GW data, D, we divide our observation
parameters into three sets. The set of parameters common
to both sets of observations is denoted by γ, which for joint
SGRB-GW observations are Right Ascension α, declina-
tion δ, and distance d. The parameters that are distinct to
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either only the EM or GW observations are denoted by ϕ
and ω respectively.
Our initial aim is to compute the posterior distribution on
all parameters θ ¼ ðγ;ϕ;ωÞ conditional on both data sets
S, D and any other implicit model assumptions denoted by
I. We start by using Bayes’ theorem to express the joint
distribution on the complete parameters set as
pðθjS;D; IÞ ¼ pðγ;ω;ϕjIÞpðDjγ;ω; IÞpðSjγ;ϕ; IÞ
pðS;DjIÞ : ð1Þ
In [24], a model dependency was included that allowed the
EM parameters to govern the probability that the GW and
EM events originated from the same source. In this analysis,
we ignore this complexity and assume that all SGRB events
have been uniquely associated with a GW event.
The exclusive unknown SGRB parameters ϕ could
contain many elements including the time of arrival of
the SGRB in the detector frame, the duration of the burst,
and spectral parameters for example. For simplicity, we
include only the jet half-opening angle θjet and the isotropic
SGRB luminosity Liso. Similarly, we have choices regard-
ing the EM data itself and in this analysis we assume that
our relevant measurement information is contained within
the measured peak flux fγ . Hence, our EM likelihood
becomes
pðSjγ;ϕ; IÞ ¼ 1
σfγ
ﬃﬃﬃﬃﬃ
2π
p exp

−
ðfγ − fthÞ2
2σ2fγ

; ð2Þ
where fthðd; Liso; θjetÞ is the expected value of the peak flux
fthðd; Liso; θjetÞ ¼
Liso
4πd2
: ð3Þ
The GW likelihood is obtained from the standard param-
eter estimation output of Bayesian Monte Carlo sampling
algorithms. The input GW data consist of time series of
strain data output from multiple detectors within a GW
interferometer network. The parameter estimation informa-
tion is available as a finite set of discrete samples drawn from
the posterior pðγ;ωjD; IÞ. We note that, in general, this
posterior therefore already contains an assumed prior on the
common and exclusive GW parameters that must be
accounted for when converting back to the GW likelihood.
The specific parameters included within the exclusive GW
parameter set consist only of the neutron star masses m1,
m2, the GW polarization angle ψ , and the binary inclination
angle ι. Note that the inclination angle is linked to the jet
half-opening angle, since SGRBs are thought to be emitted
perpendicular to the binary orbital plane (i.e., ι ¼ 0). Though
these two quantities are related, they describe different
physical properties of the binary merger and are inferred
from separate measurements. Thus, we do not list them as
one of the common parameters.
We assume all parameter priors to be independent with
the exception of the jet half-opening angle and the binary
inclination angle. They can therefore be written as
pðθÞ ¼ pðm1jIÞpðm2jIÞpðψ jIÞpðdjIÞpðLjIÞpðθjet; ιjIÞ:
ð4Þ
The correlation between the θjet and ι priors is due to the
fact that we assume that our sources have been jointly
detected and therefore the jet half-opening angle must
therefore be greater than the inclination angle. We also
adopt the belief that the prior for the isotropic luminosity
follows a power-law distribution [25] such that
pðLisojIÞ ¼
0.4
Lmin

Liso
Lmin

−1.4
ð5Þ
with a lower cutoff luminosity Lmin ¼ 1049 erg s−1.
Simulation.—To characterize our method, we generated
GW signals from binary neutron star (BNS) coalescences
using LALAPPS_INSPINJ [26]. The signal parameters are
drawn from the prior defined in Eq. (4) where masses are
uniformly distributed on the range ð1.3; 1.5ÞM⊙, the sky
position is uniform on the sky, ψ is uniform on the range
ð0; 2πÞ and distance is selected uniformly in volume out to
a maximum distance of 460 Mpc, equal to the horizon
distance of the Advanced LIGO-Virgo network. At such
distances, the effect of cosmological redshift is minimal
and we do not include such effects in our simulations.
The joint distribution on θjet and cos ι is uniform under the
constraints that cos θjet < cos ι and 5° < θjet < 30° with
values generated using rejection sampling. In total 1000
signals are generated and added to simulated noise from a
three-detector network consisting of the two Advanced
LIGO detectors (Hanford and Livingston) and Advanced
Virgo at design sensitivity (see more details in [24]).
In order to construct an estimate of the GW likelihood, a
kernel density estimation procedure [27] is used to compute
the GW likelihood term pðDjγ;ω; IÞ at any location in the
ðγ;ωÞ parameter space. The discrete samples used as input
are those generated from the posterior distribution on the
GW parameters obtained using LALINFERENCE [28,29].
Since we require the likelihood, the prior distributions
used in the generation of the posterior must be removed.
Since the cos ι prior is uniform, the likelihood and posterior
are directly proportional and no change is necessary. The
distance prior used to generate the posterior samples is
uniform in volume, and hence ∝ d2. This is the same as
that assumed for our general analysis as defined in Eq. (4)
and so the GW posterior represents the combined terms
pðDjω; γ; IÞpðdjIÞ.
The EM term pðSjγ;ϕ; IÞ in the numerator of Eq. (1) is
computed under the assumption that the SGRB skymap is
both consistent with, and significantly more constraining
than the GW skymap. This allows us to treat the sky
PRL 119, 181102 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
3 NOVEMBER 2017
181102-2
position as known. As stated above, the jet half-opening
angle is drawn jointly with the binary inclination angle
consistent with the prior. The SGRB luminosity value is
drawn from a power-law distribution according to Eq. (5).
The measured flux fγ value is then drawn from a Gaussian
distribution [consistent with our assumed likelihood,
Eq. (2)] with mean fth given by Eq. (3) and a standard
deviation equal to 30% of the mean.
The final joint posterior distribution on all signal param-
eters pðθjS;D; IÞ is obtained by computing the product of
the estimated GW term and the analytic EM term multiplied
by the priors on the all parameters according to Eq. (1). From
this we can compute marginalized posterior distributions
on any parameter, for example, the isotropic luminosity
posterior for a joint SGRB-GW detection is given by
pðLisojS;D; IÞ ¼
Z
dθð≠LisoÞpðθjS;D; IÞ; ð6Þ
where we have integrated over all parameters excluding the
luminosity (indicated by the superscript ≠ Liso on the θ
parameter set). Such a distribution represents the combined
inference power of both the SGRB and GW observations.
Results.—The improvements in the accuracy of sky
location and trigger time via a joint GW-SGRB observation
have already been discussed in [30]. Here, we focus on the
inference of distance, inclination angle and SGRB isotropic
luminosity.
We select one of the simulations as a case study for
illustrating the effects of the joint analysis (signal parameters
given in Fig. 1). Contours representing the joint posterior on
distance and cos ι are plotted in Fig. 1 together with their
marginalized distributions. The joint SGRB-GW analysis
allows us to apply jet half-opening angle priors which
constrain the inclination angle and consequently signifi-
cantly improves the distance estimate. The combined SGRB-
GW posterior shown in Fig. 1 are produced by applying
Eqs. (2)–(5) and are not obtained by the direct application of
a threshold on the half opening angle posterior. For this
particular case study, the 95% credible intervals for distance
and cos ι are improved by factors of∼2.5 and 8, respectively.
In Fig. 2 we show the marginalized probability density
on the SGRB isotropic luminosity in our case study for
two different scenarios. The first is the luminosity posterior
assuming a joint SGRB-GW detection where we have
marginalized all parameters excluding the luminosity using
Eq. (6). The second curve is the posterior obtained using
only an SGRB detection together with a correctly identified
host galaxy at the true distance d0. In this case the distance
is then assumed known and the corresponding luminosity
posterior is given by
pðLisojS; d ¼ d0; IÞ
∝
ZZ
pðSjϕ; γ; IÞpðϕ; γjIÞδðd − d0Þdϕdγ: ð7Þ
In this case study the 95% credible intervals show that the
joint SGRB-GW luminosity estimation is comparable with
that of the SGRB-host galaxy observation.
Currently, isotropic luminosity estimates for SGRBs rely
on obtaining redshift measurements of their assumed host
galaxies. Only ∼30% of all detected SGRB have an
identified host galaxy [31] ([32]), while all SGRBs observed
in conjunction with GW counterparts will have a distance
estimate directly from the GWobservation. For SGRBs with
identified host galaxies, the flux measurement uncertainty
contributes to the spread in the isotropic luminosity posterior.
For an SGRB-GW observation, all additional posterior
width is due to the uncertainty remaining in the distance
after the degeneracy between inclination angle and distance
has been constrained by the joint SGRB-GW detection.
We examine the effectiveness of our proposed joint
SGRB-GW analysis by examining the posterior credible
intervals for the inferred source distance and SGRB
isotropic luminosity using 1000 simulated signals as
described previously.
In Fig. 3, we compare the 95% credible intervals on the
distance posterior distributions obtained using joint SGRB-
GWobservations with those obtained for GWobservations
alone. Observing a SGRB in conjunction with a GW
provides an additional constraints on the inclination angle
which reduces the uncertainty in the source distance
estimation. The 95% credible regions can be as much as
∼10 times smaller for joint SGRB-GWanalyses. In general,
however, the median ratio is 0.65. The fiducial detection
threshold for ground based detectors is signal-to-noise ratio
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FIG. 1. Joint and marginalized posterior distributions on the
distance and cosine inclination for a GW analysis and a joint
SGRB-GW analysis. The example shown here is for a source at
d ¼ 302 Mpc, cos ι ¼ −0.99, θjet ¼ 14.44°, Liso ¼ 5 × 1049 erg.
The distance and cos ι values are indicated on the figure by an
asterisk. The corresponding GW signal-to-noise ratio is 15.88.
Vertical lines in the marginalized posterior plots indicate the
true simulated values. The restrictions imposed by the SGRB jet
half-opening angle (vertical dash-dotted lines) cause significant
reduction in the distance and inclination angle uncertainties.
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(SNR) ∼12 and if we restrict our analysis to only consider
signals above this value then we find that the distance
uncertainty reduction has a narrower range and shifts to
lower values with a median ratio of 0.45. The fact that it is
most likely that a joint SGRB-GW observation will occur
close to the horizon distance of the GW detector network is
already accounted for in the distance prior. However, if we
further restrict the analysis to detectable but distant signals
such that the SNR > 12 and the distances are > 300 Mpc
then the median ratio becomes 0.50.
We also examine the ability of the joint SGRB-GW
analysis to infer the SGRB isotropic luminosity and
compare it to luminosities inferred using distances from
identified SGRB host galaxies. We have assumed that all
1000 simulated signals have identified host galaxies and the
host galaxy distances have been measured exactly. While
this scenario is favorable for isotropic luminosity estimates
obtained via host galaxy identification, we note that the
host galaxy distance estimates can have a broad range of
uncertainties (e.g. photometric redshifts would have greater
uncertainty than spectroscopic redshifts, and host galaxies
can be incorrectly identified) and can lead to considerable
uncertainties in the corresponding luminosity estimate.
However, to be conservative, we choose to compare
scenarios that favor the SGRB host galaxy approach.
With this in mind, in Fig. 3, we compare the 95% credible
intervals for the isotropic luminosity posterior distributions
from the joint SGRB-GW analysis with that for source
luminosities obtained via perfect galaxy host identification
and corresponding error-free redshift measurements. We
see that the credible intervals for the joint SGRB-GW
analysis are typically within a factor of 2 of that obtained
using the host galaxies. Given our optimistic assumptions
regarding host galaxy identification, the relative level of
uncertainty in the luminosity estimate achieved by the joint
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FIG. 3. (left) A histogram of the 95% credible interval ratios for distance. We take the ratios of the credible intervals between the joint
SGRB-GW observations and the GW only scenarios. (right) A histogram of the 95% credible interval ratios for isotropic luminosity.
We take the ratios of the credible intervals between the joint SGRB-GW observations and the SGRB-host galaxy scenarios. In both
plots we consider three subsets of the results: all results (1000 samples, blue), SNR > 12 (256 samples, red) and SNR > 12 and distance
> 300 Mpc (55 samples, black). All cases are normalized according to their respective sample sizes. Note that the majority of the
credible regions on isotropic luminosity obtained with the SGRB-GW analysis are similar to those obtained using host galaxy
identification, with credible region ratios between ∼1 and 2.
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FIG. 2. The marginalized probability density on SGRB iso-
tropic luminosity for our case study. The bold red curve shows the
result for a joint SGRB-GW observation, and the thin blue curve
shows the result for an SGRB observation with an identified host
galaxy and corresponding exactly known distance. The vertical
red and black dash-dotted lines represent the 95% credible
regions for each case, respectively. The blue dashed curve shows
the assumed prior for both cases [given by Eq. (5)]. The simulated
value of isotropic luminosity is indicated by the vertical magenta
dash-dotted line.
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SGRB-GW analysis shows that we can obtain a reliable
isotropic luminosity estimate for most SGRB-GW obser-
vations using our proposed method.
Discussion.—We have proposed a general procedure for
the parameter estimation of two independent observations
and applying it to reveal the nature of SGRBs using joint
SGRB-GW observations. We have quantified the level to
which the distance–inclination angle degeneracy inherent
to GW observations can be broken with the inclusion of
SGRB data. In addition to this, we have shown that through
this joint analysis and the distance-inclination angle degen-
eracy breaking we are able to estimate the isotropic
luminosity of the SGRB. The precision with which we
are able to do this is comparable with the precision possible
for SGRB analyses without GW counterparts but with a
well-defined host galaxy.
A unique feature of our approach is that it will provide
isotropic luminosity estimate for every joint SGRB-GW
detection. This is in contrast to the fact that only ∼30% of
SGRB events have redshift estimates and hence an iso-
tropic luminosity estimate. In the near term, the Advanced
ground based GW detectors are likely to detect only a
handful of joint events [17] and hence only make a small
contribution to the Oð100Þ that will be known via SGRB
observations on the same time scale. However, third
generation GW detectors [33,34] will be sensitive to
BNS systems out to redshift z ∼ 1 and will therefore jointly
detect ∼ all SGRB events out to this distance. Joint
detections will therefore provide ∼ twice as many lumi-
nosity measurements as are likely with SGRB events alone
(assuming no improvement in redshift estimation).
By combining the information from EM and GW
channels we have been able to quantify the improvements
possible in the merger distance estimation. The spread in
improvement ranges between a factor of 1–8 for all
simulations and those detectable with SNR > 12 showing
improvements clustered around factors of ∼2.
One possible extension to this work is to embed this
analysis inside a hierarchical Bayesian model with the aim
of inferring the SGRB isotropic luminosity distribution. In
this work we have assumed a power-law prior distribution
of the luminosity prior and the corresponding power-law
index. A hierarchical procedure could be used to estimate
this index and other parameters like the lower luminosity
cutoff. It could also be used to perform model selection
between, for example, single and broken power-law mod-
els. Additionally, nonparametric techniques such as
Gaussian process modeling could provide estimates for
the form of the isotropic luminosity distribution.
The method we have introduced in this Letter is not just
applicable to joint observations using SGRBs and GWs.
The power of the joint inference we describe can be applied
to any multimessenger observations (two or more and not
necessarily including GW observations) and will naturally
exploit the parameter correlations between common
parameters. As shown here, such correlations can lead to
improved inference on other system parameters, and they
could be applied to further astrophysical phenomena
associated with GW events such as supernovae, kilonovae,
or high energy neutrino observations.
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