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Abstract 
This thesis presents two approaches to help manage uncertainty in modelling for the 
resolution of  wicked problems , which have no clear problem definition, solution or measure of 
success. It focuses on Sustainable Aquifer Yield (SAY) as an example. SAY is defined as the 
pumping volume obtained by a management plan that is expected to satisfy objectives under 
future conditions within a groundwater system. Integrated modelling can help express, 
systematise and use knowledge of relevant behaviour of the system, while engaging diverse 
stakeholders and addressing their interests. Uncertainty is however a key and multifaceted issue 
when dealing with wicked problems. While many modelling methods exist to help address this 
uncertainty, there is a need for modellers to be able to integrate these methods purposefully for 
an applied problem. 
The research presented involved iteratively proposing two approaches to manage 
uncertainties in integrated modelling that supports decision making, and exploring the value of 
each approach by applying it to case studies. For each approach, the applications specifically a) 
address a technical problem, b) push boundaries on how the problem is viewed, specifically 
identifying hitherto neglected aspects, and c) address a context where accounting for contested 
views and surprise is imperative. This research process is described in terms of Critical Systems 
Practice and resulted in a compilation of linked publications.  
The first approach proposed is an Uncertainty Management Framework that can be used to 
help audit the treatment of uncertainty in a step-wise description of an analysis (e.g. evaluating a 
management plan). The framework provides a formal structure for managing uncertainty by 
incorporating an uncertainty typology and a set of fundamental uncertainty management actions, 
but may be too restrictive and demanding for some contexts. 
To address these limitations, a complementary second approach, designated Iterative 
Closed Question Modelling, addresses uncertainty by constructing models to test whether each 
possible answer to a closed question is plausible. The question, assumptions about plausibility 
and the process of constructing models are all considered uncertain and therefore themselves 
iteratively critiqued. This approach is formalised in terms of Boundary Critique such that it 
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provides a philosophical foundation justifying the use of a broad range of methods to manage 
uncertainty in predictive modelling. 
The thesis concludes that uncertainty needs to be embraced as a natural part of researchers, 
policy makers and community coming to grips with an evolving situation, rather than being an 
obstacle to be eliminated. Training of modellers to manage uncertainty needs to specifically 
address: identification of model scenarios that contradict dominant conclusions; critique of 
model assumptions and questions from multiple stakeholders’ points of view; and negotiation of 
the modeller’s role in anticipating surprise (e.g. through understanding consequences of error, 
design of monitoring, contingency planning and adaptive management). The resulting emphasis 
on critical thinking about alternative models helps to remind the user that modelling is not a 
magic trick for seeing the future, but a structured way to reason about both what we do and do 
not know. 
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Chapter 1: Introduction 
1.1 Scoping of research: Managing uncertainty in 
decision support modelling 
Managing uncertainty is a key issue in supporting decisions on wicked problems, such as 
occur in Integrated Water Resource Management (e.g. Grigg, 2008). Wicked problems, as 
distinct from ‘tame’ problems, have no definitive problem definition, no definitive measure of 
success and no definitive solution (Rittel and Webber, 1973; see also Table 1). However, 
decision making for wicked problems can still benefit from models and tools that help express, 
systematise and use knowledge of the relevant behaviour of the system of interest. Integrated 
models can represent the behaviour of a system across multiple sectors of interest to 
stakeholders by drawing on multiple disciplines as well as stakeholder engagement (Jakeman 
and Letcher, 2003). To play this role, uncertainty must be adequately addressed.  
Uncertainty, in its broadest sense, can result in models and predictions inappropriately 
constraining the debate over decisions on wicked problems (Landry et al., 1996). Being 
simplifications of reality, a model necessarily represents only one view of reality, and should be 
built for a given purpose (Jakeman et al., 2006). Failure to tackle uncertainty in problem 
definition may therefore result in favouring one view of a situation over another (Midgley, 
2000). As predictions are often used to justify an intervention, errors can bias the outcome if 
uncertainty in knowledge is not addressed.  
Constraining the debate over decisions may lead to either the modelling being rejected or 
the decisions based on them having adverse impacts. In the first case, not using modelling may 
lead to decisions inadequately addressing the known behaviour of the system because of a 
decision maker’s cognitive limitations (Sterman, 1994). In the second case, decisions on wicked 
problems can have significant flow-on effects. For instance, water resource decisions affect 
energy and food security, potentially leading to broader social and geopolitical impacts. 
Addressing uncertainty in models is needed to ensure that models can be used, and that they are 
beneficial when they are used. 
Many methods exist to help address uncertainty in models, but there is a need to integrate 
these methods purposefully for an applied problem (Refsgaard et al., 2007; Matott et al., 2009). 
The creation and use of models involves multiple sources and types of uncertainty, including 
not only data, model structure and parameters, but also problem definition, selection of 
scenarios and communication of results (Walker et al., 2003; Refsgaard et al., 2007). The 
overarching nature of this uncertainty highlights the need for a holistic approach to uncertainty 
management, specifically: how can methods of addressing uncertainty be combined and used 
together in practice? 
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In order to help manage uncertainty associated with integrated models, this thesis has two 
aims: 1) to develop a methodology to manage uncertainties in integrated modelling that supports 
decision making, and 2) to explore the value of the methodology by applying it to case studies. 
Application to case studies aims to demonstrate the methodology’s use and evaluate its practical 
relevance with respect to the needs of decision makers, practitioners and stakeholders. The 
problem of designing a water allocation plan to achieve a Sustainable Aquifer Yield (SAY) is 
used as a motivating application. Case studies are selected as simpler problems that provide 
insight into addressing the broader methodological issue. 
The remainder of the introduction will describe the research approach used to achieve 
these aims, and the framing of the SAY problem, closing with the thesis outline. The research 
approach, described in the next section, produced multiple interim publications within an 
iterative process. This allowed flexibility to explore the complex issue of managing uncertainty 
in wicked problems and provided an opportunity to reflect critically from several perspectives. 
This has three key implications: 
 The outcome of the research approach is strongly dependent on the narrative around its 
application, such that early stages are important to understanding how the final stages 
were achieved. 
 Given that one’s reasoning progresses throughout the tenure of PhD study, early 
publications might have been approached differently with the benefit of hindsight, but 
changing them would alter the narrative of its application. 
 The publications do represent complete snapshots of reasoning at the time and in the 
context they were written. They can therefore be easily approached as a sequence of 
stand-alone analyses of the problem. Each stage of the narrative is best understood 
through the original publications.   
Consequently, this thesis is presented as a compilation of separate papers, each either 
already published as journal articles or conference papers, or intended for such publication. This 
format has been approved for submission as a Thesis by Compilation under ANU Guideline 
266/2013, as posted at https://policies.anu.edu.au/ppl/document/ANUP_003405. Rather than 
deconstructing existing publications to link them together, this introductory chapter provides the 
linking context by describing the overarching research approach and framing of the problem of 
SAY. The conclusion chapter draws the research narrative together, reflecting on the outcomes 
of the research and their implications for future work. 
1.2 Research approach 
The research approach involved developing a theory (expressed as a methodology) for 
managing uncertainty, testing it by its application and reflecting on the resulting outcome. This 
was approached as an iterative learning process, where feedback provided opportunity for 
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improvement of the theory and its application. In order to maximise the speed and variety of this 
feedback (Sterman, 1994), multiple small applications were favoured over a single large one. 
Reflection involved seeking out multiple views and opinions on the usability and effectiveness 
of the theory, as evidenced by the applications. Personal reflection was complemented by 
conference publications, presentations to practitioners and research groups, as well as 
participation in stakeholder engagement processes. As the research progressed, theory was 
enhanced by identifying new links to related literature, or achieving new insights into existing 
links. 
In writing this introduction, it became apparent that the research approach could be 
usefully described in terms of the critical systems practice (CSP) meta-methodology (Jackson, 
2003), as shown in Figure 1. CSP consists of four phases: 
 “a ‘creativity’ phase, which surfaces ideas about the current problem situation 
 a ‘choice’ phase, which considers alternative ways of addressing important issues  
 an ‘implementation’ phase during which change processes are managed” (p306, 
Jackson, 2003) 
 a ‘reflection’ phase to produce learning about the problem situation, the meta-
methodology itself [CSP], the generic systems methodologies and the methods etc. 
used” (Jackson, 2003, p312).  
By ‘generic systems methodologies’, Jackson (2003) refers to the formalisation of four 
paradigms that should be used by the CSP practitioner to provide alternate perspectives on each 
of the four phases: 
 The “functionalist” paradigm uses models as a way of representing the ‘real world’ in 
order to learn how best to improve it 
 The “interpretive” paradigm uses models to represent views of a system in order to 
structure debate about changes that are feasible and desirable 
 The “emancipatory” paradigm uses models to focus on “sources of alienation and 
oppression” to allow “allow everyone to participate properly” such that those affected 
can “begin to take responsibility for their own liberation” 
 The “postmodern” paradigm sees the system as far too complex to understand, and 
instead sees benefit in “bringing conflict to the surface, claiming a space for disregarded 
opinions and thus encouraging variety and diversity” (Jackson, 2000). Models are no 
longer tools for rational thinking, being reduced at most to artefacts that might help 
destabilise consensus and promote diversity. Where the emancipatory view seeks out 
the marginalised to bring them into the mainstream, the postmodern seeks out the 
marginalised to promote their individuality. 
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Figure 1 Iterative process of Critical Systems Practice, assigning phases and 
paradigms to chapters.  
F=Functional, E=Emancipatory, I=Interpretive, P=Postmodern 
While the chapters do not explicitly refer to CSP, they can be categorised according to the CSP 
phase and paradigm to which they contribute, as shown in Figure 1. This research followed two 
cycles of CSP, corresponding to two proposals for the problem of managing uncertainty in 
integrated modelling, which are distinguished as: 
 An “uncertainty management framework” that defines what it means to manage 
uncertainty and therefore can be used to help plan or evaluate management of 
uncertainty 
 An “Iterative Closed Question Modelling” methodology that satisfies this framework 
and provides guidance about how methods can be used in order to successfully manage 
uncertainty. It specifically addresses the case where uncertainty is managed to minimise 
the risk of incorrect predictions. 
Each of these cycles involved creativity phases, exploring ideas about uncertainty and the 
problem of SAY in multiple literatures, and engaging in informal experimentation with 
techniques to try to understand the problems in combining them. The two choice phases 
consisted of articulating the framework and methodology based on insights from the creativity 
phase. Implementation aimed to use the framework and methodology to demonstrate change in 
how uncertainty is managed in a variety of applications. Reflection took a number of forms, 
including: 
 The ensuing chapters consist of journal and conference publications that were produced 
to obtain feedback. Wherever possible, they were peer-reviewed. In other cases, they 
succeeded in raising discussion with conference participants, in some cases prompting 
ongoing collaborative relationships.  
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 Presentations to multiple research groups and collaboration as co-author on other peer-
reviewed papers gave direct feedback and helped provide formative ideas as part of the 
creativity phase.  
 Participation in decision support processes provided a venue to discuss concepts with 
colleagues and participants of different disciplines and backgrounds, raised points to 
follow up in the theoretical literature and demonstrated the value of various stakeholder 
engagement methods through formal evaluation.  
 Personal reflection as a modeller, a decision maker, and a stakeholder in my own 
contexts helped reinforce the need for practical relevance. Reflections involved 
answering questions like: Would I continue to use this approach in modelling? What 
does it contribute to my decision-making? If somebody else used it, would it benefit me 
as a stakeholder? 
1.3 Framing the problem of Sustainable Aquifer Yield  
Within CSP, the role of the paradigms in Section 1.2 depends on the problem. This section 
therefore describes how the problem of Sustainable Aquifer Yield (SAY) is viewed within the 
research approach. SAY is defined in order to identify its key characteristics. Its determination 
is discussed, focussing particularly on the role of modelling, concluding with a clear operational 
definition of SAY. This operational definition allows the role of uncertainty in SAY to be 
identified and hence explains how the four paradigms are addressed in the subsequent chapters. 
SAY was chosen as an application area because it is a key issue in groundwater 
management, and it provides a suitable example of the type of problem for which a 
methodology to manage uncertainty is required. In water management generally, use of 
integrated modelling is increasingly common and subject to substantial uncertainty (Letcher et 
al., 2004). SAY can be viewed as a wicked problem because, as will be seen, it has no definitive 
problem definition, measure of success or solution (Rittel and Webber, 1973). 
1.3.1 Defining Sustainable Aquifer Yield 
This thesis approaches the concept of SAY as the broad idea that there is a maximum 
volume of water that can be extracted from an aquifer in any given time period (the ‘yield’) 
before impacts become unacceptable. The concept has been discussed since 1915 (Kalf and 
Woolley, 2005) as “safe yield” (Lee, 1915), “perennial safe yield” (Theis, 1940), “sustainable 
yield” (e.g. Sophocleous, 1997), “consensus yield” (Mace et al., 2001), “acceptable yield” 
(Richardson et al., 2011) and as an aquifer yield continuum (Pierce et al., 2013). This 
discussion has been reviewed by a number of authors (e.g. Bredehoeft et al., 1982; Alley and 
Leake, 2004; Maimone, 2004; Kalf and Woolley, 2005; Pierce et al., 2013). For the most part, 
the fundamental principles determining SAY were present in the early papers, and the 
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subsequent literature has re-articulated and refined them to clarify them and improve how they 
are put into practice. 
Lee (1915) showed that any new use of water from an aquifer will result in reductions in 
natural groundwater discharge. The aquifer naturally tends towards a dynamic equilibrium 
where long-term average recharge and discharge are equal, and groundwater storage is steady. 
Any new use of water disrupts this equilibrium. A new dynamically steady groundwater storage 
can be reached as long as extraction from the aquifer does not exceed recharge minus ‘residual 
groundwater losses’. In this extreme case, natural discharge is completely eliminated.  
Theis (1940) further explains that initially extracted water is taken from groundwater 
storage, and that over time, the extracted water will be made up at least in part by an increase in 
recharge or a decrease in natural discharge, such that the net flow of water out of the aquifer 
decreases. We say that this water has been ‘captured’ (Lohman, 1972). Additionally, the 
proportion of water from each of these sources depends on the location and concentration of 
pumping, as well as the size and properties of the aquifer. In some cases, concentrated pumping 
may never reach an equilibrium, whereas a different pumping configuration would result in 
much smaller changes to water levels and flows. 
Any use of water will therefore over time impact on groundwater storage (and therefore 
groundwater levels), recharge (e.g. percolation from streams), and discharge (e.g. springs and 
baseflow to streams). Though Lee (1915) works in an environment where “a basin has not been 
fully developed as long as the evaporating area persists in years of drought” (Lee, 1915, p217), 
Theis (1940) recognises that these effects may not be acceptable, which restricts the volume of 
water that may be ‘feasible to utilize’. Bredehoeft (1982) states that the “magnitude of 
development depends on hydrologic effects that you want to tolerate, ultimately or at any given 
time (which could be dictated by economics or other factors)”.  
Use of the terms “consensus yield” (Mace et al., 2001) and “acceptable yield” (Richardson 
et al., 2011) aims to emphasise this need to evaluate the social acceptance of the predicted 
impacts, where “sustainable” or “safe” suggested that the yield can be scientifically determined. 
To emphasise this point further, the use of an aquifer yield continuum "joins aquifer 
performance with groundwater governance to delineate the range of all physically possible 
yields as inﬂuenced by human preferences, use and adaptive response” (Pierce et al., 2013).  
SAY is however difficult to use directly as a regulatory restriction on volume of water 
taken, as the impacts vary over time, and in different locations, even when a dynamic 
equilibrium is reached. These effects will vary depending on changes in climate, land use, 
(e.g.return flows from irrigation, Kendy, 2003), economics (e.g. economic feasibility of 
pumping, Meinzer, 1920) and broader geopolitical conditions. Therefore the maximum volume 
that can be extracted, i.e. the SAY, will in principle also vary.  
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Instead, it is preferable to think of SAY as being the pumping volume achieved by a more 
general management plan or process (Pierce et al., 2013). Rather than seeking to define that 
volume, we seek to define the process to achieve it. A key step must clearly be to understand the 
impacts of pumping. Understanding the response of the aquifer requires some form of 
groundwater model (Bredehoeft, 2002). The flow-on impacts through the system that relies on 
groundwater then need to be understood, such as by using an integrated model that predicts 
ecosystem and economic responses. 
The result is that SAY is in fact selected by decision makers based on how the values of 
stakeholders would be impacted, according to a scientific understanding of the effect of a 
management plan within the broader system. Five requirements for determining SAY can 
therefore be identified: 
 Need for stakeholder engagement to evaluate impacts, understand the non-biophysical 
system (e.g. multiple views of human systems and how decisions are made), understand 
potential future anthropogenic drivers, and capture changes and facilitate learning about 
these issues 
 Need for modelling, in order to understand and predict aquifer dynamics and flow-on 
impacts 
 Need to consider policy implementation, in order to consider not just the volume 
pumped, but its location and timing, as well as measures to potentially address impacts. 
The day-to-day sharing and management of water is inseparable from the determination 
of the total volume.  
 Need to understand future drivers, including climactic drivers of recharge, economic 
drivers of groundwater demand and geopolitical drivers of acceptable impacts 
 Need for systems view, in order to understand impacts across sectoral boundaries, 
including the economy and environment, and feedbacks between them 
1.3.2 Determining SAY 
Richardson et al. (2011) describe a process (Figure 2), which provides an example of what 
is necessary to make use of this definition of SAY. They refer to SAY as “acceptable yield” as 
the intent is that the process “produces an acceptable level of impact according to specified 
resource condition limits (RCLs)”. These are “upper limits to the levels of impact on 
groundwater resource condition that cannot be exceeded due to the extraction of groundwater”. 
The limits are agreed on through a stakeholder engagement process which involves 
understanding the value of the groundwater system, in order to define management objectives. 
Richardson et al. place particular emphasis on the need for the collaborative aspect of this 
process in “gaining agreement to groundwater management objectives and principles between 
all stakeholders.” This is in part a response to community tensions that arose in the previous 
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general approach to this particular problem setting, which was “to develop an extraction limit 
via a technical process and then provide that to the community via a water plan. In a sense, it 
was a ‘DAD’ (Decide, Announce and Defend) approach.”  
In parallel, technical understanding of the groundwater system and of threats from 
extraction is packaged into a numerical model that can run various extraction regimes. To bring 
the technical process and stakeholder engagement together, “the acceptable yield volume is 
generated through the evaluation of a series of extraction scenarios modelled using a 
groundwater-flow model. The groundwater-flow model estimates future groundwater levels 
(and in some cases salinity), making it an ideal tool to connect extraction scenarios with the 
agreed condition of groundwater (via RCLs)” (Richardson et al., 2011). In addition to using a 
groundwater model, they identify that “there is a need to develop tools that explicitly link 
changes to the condition of groundwater to indicators of social and economic value. … [as] 
quantitative analysis allows for a more rigorous evaluation of scenarios.” This could be 
considered, at least partially, as a call for an integrated model. 
 
 
Figure 2 A flow of tasks that represents a technical process coupled with 
stakeholder engagement for determination of SAY (from Richardson 
et al 2011) 
 
This theoretical view of the use of models is supported in practice, for example by a 
consultant’s report from one of the case studies used in this thesis (REM and Aquaterra, 2006). 
The intent of creating a groundwater model was to “develop a reliable tool that can assist the 
Board in decisions regarding the direction of future policy for the management of the available 
groundwater resources”. The model allows: 
 “testing of management and policy decisions” 
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 “checking knowledge of the water balance, taking into account the dynamic between 
pumping and changes to groundwater levels” to answer the question “are the current 
water levels near equilibrium or are water levels going to continue to change in 
response to historic extraction?” 
 “identifying potential hot-spots as a result of pumping demand concentrations” 
  “account for system variability over time”.  
This corresponds to resource condition limits that are the basic requirements of SAY: for 
groundwater levels to be maintained and to account for impacts due to spatial distribution of 
pumping over time. A more specific example is given of “assessing the potential of the aquifer 
system to withstand slight overdrafts for short periods to safeguard users against crop failure 
due to prolonged drought conditions.” Resource condition limits are not explicitly stated, but it 
is clear that the intent is that model predictions will be evaluated as to whether limits have been 
met. There is an implicit notion that failing to reach equilibrium, existence of ‘hot-spots’, 
inability to withstand slight overdrafts and failing to safeguard users against crop failure are 
unacceptable impacts to be avoided. The report additionally mentions the use of a model as a 
“framework for evaluation of data adequacy”, which is only indirectly related to determination 
of SAY.  
The theoretical definition of SAY, intended operational use and actual use in practice all 
agree that a model’s central purpose in this problem is prediction of impacts. In Figure 3, we 
distinguish between three uses of prediction results.  
 In the first case, a model simulates impacts of “what-if” scenarios representing 
alternate management rules controlling pumping and external factors such as climate or 
economic conditions. This appears to be the current use in practice (Bredehoeft, 2002; 
REM and Aquaterra, 2006; Richardson et al., 2011). The model user is left to interpret 
these impacts in a separate process.  
 In the second case, stakeholders are consulted to identify preferences which the model 
can apply to determine whether acceptable impacts are achieved, and given multiple 
options, can rank alternate management rules (e.g.  Qureshi et al., 2006). This 
corresponds to the intended operational use, in which standard decision theoretic 
frameworks could be applied (Freeze et al., 1990).  
 This situation can in principle be extended to a third case, where optimisation can 
search for the best variations of management rules that achieve acceptable 
impacts, resulting in the prediction of a best solution (e.g. Pierce, 2006; Brozović et al., 
2006). This optimisation approach has more frequently been seen in groundwater 
contaminant capture problems (e.g. Tiedeman and Gorelick, 1993) rather than SAY. 
The third use of prediction results can in particular directly determine SAY by identifying 
the management rules that maximise the total volume of water pumped, while achieving 
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acceptable impacts. The aim of the concept of SAY is effectively to set an upper limit to 
development of the groundwater resource. This can in principle be achieved by solving a 
constrained optimization problem that consists of: 1) a representation of the groundwater 
system; 2) knowledge of external factors that affect the system; 3) different management rules 
that might be used; and 4) the ability to evaluate preferences of stakeholders regarding impacts 
of changes in the system. As expected, these factors mirror the requirements for determining 
SAY listed above. 
 
Figure 3 Flow diagrams showing three uses of prediction results in Sustainable 
Aquifer Yield (SAY). 
1.3.3 Uncertainty in determining SAY 
Table 1 maps the constrained optimisation problem to the ten characteristics that define a 
wicked problem according to Rittel and Webber (1973). While SAY can be determined as a 
constrained optimisation problem in principle, this depends on all four parts of the problem 
being known. However, the model, external drivers, possible management rules and stakeholder 
preferences are in fact all uncertain. An aquifer’s properties cannot be fully known, and the 
behaviour driving economic and ecological impacts cannot be fully captured in the broader 
integrated model. The future is inherently unknowable, with climate change, economic and 
geopolitical drivers being particularly problematic.  
The representation of the groundwater system is necessarily incomplete, and which view of 
the system is relevant will depend on the perceived solution (Pt 1 in Table 1). This incomplete 
view means that even if, for example, the immediate impacts of a pumping regime on a stream 
or a farmer seem acceptable, the flow-on impacts cannot be exhaustively traced, and the 
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ultimate outcome is uncertain (Pt 4). Similarly, the cause of a situation cannot be uniquely 
determined both because there are multiple explanations (Pt 9) and the problem can be 
considered a symptom of another (Pt 8). The cause of a fall in groundwater level can be 
interpreted as ‘unsustainable’ pumping, ‘unusually’ low recharge or ‘non-stationarity’ in 
evaporative losses. These causes could in turn be attributed to other wicked problems of 
agricultural over-expansion, climate change or ongoing changes in vegetation land cover.  
This uncertainty can only partially be addressed by experimentation or generalisation. 
Firstly, any pumping regime or change in regulation will irreversibly change the problem (Pt 5). 
Secondly, each situation likely differs in some way, such as location of contaminants or 
preferential flow paths, or attitudes and skills of water users (Pt 7). Thirdly, experimentation is 
morally questionable as failures have real consequences on people (Pt 10). 
Table 1 Links between constrained optimisation, requirements for determining 
SAY and characteristics of wicked problems 




Characteristic of wicked 
problem 
(Rittel and Webber, 1973) 
A representation of the groundwater 
system 
Need for modelling 
Need for systems 
view 
Need for stakeholder 
engagement 
1. Problem formulation 
depends on perceived 
solution 
4. Consequences cannot all 
be traced and tested 
5. All interventions have 
irreversible consequences 
7. Particulars of cases may 
be more important than 
similarities 
8. Each problem is a 
symptom of another problem 
9. Multiple explanations of 
problems 
10. Planner has no right to 
be wrong 
Knowledge of external factors that 
affect the system 
Need to understand 
future drivers 
Need for stakeholder 
engagement 
Different management rules that might 
be used 
Need to consider 
policy implementation 
Need for stakeholder 
engagement 
2. Problem never solved – 
can always try to do better 
6. Potential solutions cannot 
be exhaustively described 
The ability to evaluate preferences of 
stakeholders regarding impacts of 
changes in the system 
Need for stakeholder 
engagement 
3. Solutions are good-or-bad, 
not true-false 
 
In a functionalist paradigm, these characteristics of wicked problem can nevertheless be 
interpreted as modelling failures that can be overcome, or at least ameliorated, by identifying 
the relevant problem formulation (Pt 1), adjusting the scope of the integrated model (Pt 4) and 
including additional processes or detail such that leverage points for making changes can be 
isolated and generalised (Pts 7, 8, 9). This work can be cast in an adaptive context to adjust to 
new developments (Pt 5) with uncertainty analysis to address remaining gaps in knowledge (Pt 
10). This framing of SAY within a functionalist paradigm reflects the dominant view of the 
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groundwater management literature, where the problem can be solved within a model 
representing the real world and then implementing the solution in practice. 
1.3.4 Uncertainty in problem definition as need for the 
interpretive paradigm 
Defining the relevant problem formulation, as required by the functionalist approach, is 
however non-trivial from the interpretive paradigm perspective (Rittel and Webber, 1973; Roy, 
1981; Schwenk and Thomas, 1983). There may be multiple evolving views of the human 
system itself, particularly of the use of groundwater and administration of management rules.  
There are as many potential solutions as there are potential views of the problem (Pt1), so 
the management rules to be evaluated cannot be fully enumerated (Pt 6). While SAY is usually 
cast in terms of setting a total volume pumped, a different ‘best’ volume can be obtained by 
changing where and when it is pumped, changing irrigation practices, changing land use in 
recharge areas, restricting uses of water, providing alternate supplies where users are affected by 
poor water quality, mitigating climate change etc. The problem is therefore never solved 
because there might be another combination of factors that achieves a ‘better’ solution (Pt 2). 
Even if rules could be enumerated, they cannot be definitively evaluated. With many 
stakeholders there can be no objectively best management rule or SAY (Pt 3). Someone who 
pumps water for irrigation might prefer SAY to maximise the water available, while someone 
who drinks the water might favour maintaining a flow regime that minimises the risk of 
salinisation and contaminants. 
In this context, a solution to the constrained optimisation problem of SAY might be 
obtained, but will only be an ephemeral one, representing a snapshot understanding of the 
system and its uncertainty. It might be useful to decision makers in some way, but we expect the 
solution to be superseded almost as soon as it is proposed. Even if limited to a moment in time, 
interpretive methods, perhaps combined with functionalist, can help stakeholders agree to a path 
forward. 
1.3.5 Evolving definition of SAY as expression of the 
emancipatory paradigm 
However, agreement might hide marginalisation. The earlier discussion of the definition of 
SAY hid a progression of ideas within an emancipatory paradigm. Despite early discussion of 
impacts (Lee, 1915; Theis, 1940), historical emphasis of the SAY problem was initially on 
determining recharge (Lee, 1915; Bredehoeft et al., 1982; Bredehoeft, 2002), most likely 
because it can in principle be calculated solely from measurement of physical quantities related 
to the aquifer and flow of water.  
On multiple occasions, some authors have since fought to abandon this idea because it 
marginalises concerns about economic feasibility (Meinzer, 1920), impacts on connected rivers 
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(Bredehoeft et al., 1982; Sophocleous, 1997), timing of impacts due to response time 
(Sophocleous, 2000), futility of improving irrigation efficiency (Kendy, 2003), handling 
uncertainty in management (Maimone, 2004) and practicalities of determining SAY and 
management rules (Kalf and Woolley, 2005). Most noticeably, the literature has tried to 
empower the concerns of the environment or ‘ecohydrology’ (Newman et al., 2006; 
Sophocleous, 2007; Kalf and Woolley, 2005)  and broader definitions of social need and 
sustainability (Alley and Leake, 2004; Maimone, 2004; Mace et al., 2001).  
These changes could be seen as a struggle with uncertainty in the problem definition of 
SAY, but they are equally a struggle for fairness in the consideration of impacts and how they 
are addressed. This struggle results not only in providing an opportunity for the disadvantaged 
to emancipate themselves, but a broadening of model capabilities to include additional 
processes. This struggle continues, as the disadvantaged can still question the current set 
boundaries (Ulrich, 2005), perhaps asking “If government regulation is unable to directly 
control groundwater pumping, does that mean that policy is ignoring what irrigators can do 
individually to improve the groundwater system?” or “if groundwater management is about 
managing local impact in time and space, is it really appropriate for regulation to be controlling 
total pumping?”. Modelling would have to respond by respectively being able to model the 
effects of actions of individuals and allowing the expression of management rules that directly 
control pumping space and time. The potential sources of uncertainty in modelling in this 
broader problem increase dramatically and therefore so does the difficulty of addressing 
uncertainty in SAY. 
1.3.6 Complexity as motivation for the post-modern paradigm 
This continuing struggle prompts consideration of the post-modern paradigm. Is the 
problem of SAY simply too complex to ‘solve’? As a result of the difficulties induced by 
uncertainty, the other paradigms would probably agree, but argue that their views of modelling 
and uncertainty can still make a contribution. The contrasting postmodern approach of 
encouraging diversity and creativity is perhaps closest in this context to the ideas of resilience, 
being “the ability to cope with shocks and keep functioning in much the same way” (Walker 
and Salt, 2012).  Any attempt to deal with uncertainty is likely to be undermined by surprise, as 
has already been observed in groundwater modelling (Bredehoeft, 2005; Hunt and Welter, 
2010). Creativity and diversity help broaden the focus beyond computable aspects of a problem 
and look beyond dominant viewpoints in order to help cope with, if not anticipate, that surprise 
(Carpenter et al., 2009).  
1.3.7 Approaching uncertainty in SAY through nesting of 
paradigms 
In the following chapters, the four paradigms were approached in a nested fashion, as 
shown in Figure 4. To tackle an issue of this size, it seemed most efficient to apply a proposed 
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methodology to simplified problems that nevertheless demonstrate similar properties. This 
builds an understanding of how well aspects of the larger problem are addressed. At the same 
time, insights from the SAY application area can be more easily translated to management of 
uncertainty for wicked problems generally. A proposed methodology is therefore expected to 
prove itself useful in each of the nesting levels. In the two implementation phases, publications 
were written in each of these cases, as shown in Figure 5.  
 The core perspective is functionalist, in recognition of its importance in the existing 
groundwater literature. Modelling coupled with uncertainty assessment in a 
functionalist systems perspective makes use of what can be measured. To make the 
problem manageable, simplified problem formulations are used. Chapters 4 and 9 to 
address this view. 
 The second nesting level includes functionalist and emancipatory paradigms. 
Marginalisation in SAY occurs particularly in relation to the limitations of the dominant 
functionalist view. A critical spirit within an emancipatory paradigm pushes the 
boundaries on how the problem is viewed and addresses disadvantage. This shifting of 
the boundary of analysis is depicted with a dotted line in Figure 4. Chapters 5 and 8 
have a clear emancipatory role, as does Chapter 7. 
 The third nesting level includes all four paradigms. The functionalist core and 
emancipatory expansion are retained. Stakeholder participation within an interpretive 
framework helps explore the multiple ambiguous views and tackle what cannot be 
measured. When all these methods inevitably fail to capture all uncertainty, a 
postmodern emphasis on creativity and diversity helps in being open to change and 
ready to deal with the consequences. Chapters 3 and 10 attempt to address this holistic 
picture with SAY case studies.  Chapters 1, 2, 10 and 11 discuss issues crossing all four 
paradigms from a theoretical or reflective point of view. 
 
Figure 4 Roles of Critical Systems Practice Paradigms in addressing 
uncertainty in determining Sustainable Aquifer Yield (SAY).  
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1.4 Thesis outline 
As the thesis tells the narrative of the methodological development through its original 
publications, its structure mirrors the phases of the research approach (summarised in Figure 1) 
and the nesting of paradigms (Figure 4). The thesis is presented in two sections. Each section 
begins by outlining a possible solution to the problem of managing uncertainty, followed by 
applications in each of the three nestings of paradigms. The development over time of the 
papers is shown in Figure 5 along with the phase and paradigm addressed. Note that in several 
cases, for example in Chapter 7, work associated with a paper extended beyond the writing 
itself. The remainder of this outline introduces each chapter in turn relative to the above 
discussion of the problem and research approach.  
 
Figure 5 Approximate timing of work and writing of chapters showing the 
most relevant Critical systems practice phases and paradigms 
 
Chapter 1: Introduction 
Chapter 1 introduces the research approach taken to tackle the issue of managing 
uncertainty in support of decisions on wicked problems, relating it to the Critical Systems 
Practice (CSP) meta-methodology (Jackson, 2003). The problem of sustainable aquifer yield 
(SAY) is discussed as an application area. With reference to the groundwater management 
literature, it is framed as a wicked problem that benefits from modelling, as long as uncertainty 
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can be adequately managed. The complexity of the problem and need for an iterative research 
approach leads to this thesis outline. The remainder of the thesis is structured in two sections. 
Section I  
Section I begins with the question “What does managing uncertainty mean?” It produces 
an uncertainty management framework that answers this question and is subsequently used as a 
structure for uncertainty analysis of a relatively simple hydro-economic integrated model, to 
plan uncertainty analysis of a rainfall-runoff model, to structure the review of uncertainty in the 
groundwater management literature and for quality assurance of uncertainty management. 
Applications demonstrate the theoretical usefulness and flexibility of the framework, but 
identify practical limitations which restrict its use as a methodological tool. 
 
Chapter 2: Introducing an uncertainty management framework 
Chapter 2 builds on concepts in the modelling uncertainty literature to present an 
uncertainty management framework that uses both a typology to define what is uncertainty, and 
uncertainty management actions that define how to manage it.  
This constitutes a ‘choice’ phase in CSP resulting from a ‘creativity’ phase involving 
review and informal discussion with colleagues and visiting fellows. The paper expressly relates 
the framework to SAY as a tool to guide the selection of methods for managing uncertainty. 
This chapter was published and presented as a conference paper. The abstract was peer 
reviewed, and was awarded the “National Groundwater Conference ICE WaRM prize for the 
best oral paper applying science to groundwater management”. 
Guillaume J.H.A, S.A.Pierce, A.J. Jakeman (2010) Managing uncertainty in determining 
sustainable aquifer yield. Paper presented at the Groundwater 2010, Canberra, Australia, 31 
October – 4 November 2010, 
http://www.groundwater2010.com/documents/GuillaumeJoseph_000.pdf 
 
Chapter 3: Illustration of the framework with a simple integrated model 
Chapter 3 performs a preliminary analysis of uncertainty surrounding modelled impacts of 
groundwater extraction rules. Methods to address uncertainty are chosen to illustrate the use of 
the uncertainty management framework. 
This contributes an ‘implementation’ phase of CSP and the discussion identifies broader 
lessons about management of uncertainty, the outcome of a ‘reflection’ phase. The integrated 
model analysed aimed to evaluate alternate groundwater management rules in terms of their 
effect on groundwater level and agricultural profit, consistent with the framing of the SAY 
problem presented. The methods used to address uncertainty are only illustrative in order to be 
able to address a full multi-disciplinary setting that consists of both interpretive and 
functionalist views in economic and groundwater modelling. The paper reflected on the need to 
address uncertainty in problem definition, the difficulty of dealing with a large number of 
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uncertainties, the benefit of being able to experiment with many alternate model components 
within a modular approach, the need for documentation, and the importance of the end-user’s 
view as a final measure of credibility of the models and their conclusions. 
This chapter was peer-reviewed and published as: 
Guillaume, J.H.A, M. E. Qureshi and A. J. Jakeman (2012) A structured analysis of uncertainty 
surrounding modeled impacts of groundwater extraction rules, Hydrogeology Journal, 20(5), 
pp915-932 DOI: 10.1007/s10040-012-0864-0 
 
Chapter 4: Comprehensively implementing the framework in rainfall-runoff 
modelling 
In Chapter 4 the framework is used by subject-matter experts to comprehensively plan the 
management of uncertainty in a hypothetical rainfall-runoff model.  
This implementation and reflection focuses on details of uncertainty of a conceptual 
rainfall-runoff model within a functionalist paradigm. Models of this type can model impacts on 
discharge due to pumping, as part of evaluating SAY, and the underlying functionalist view of 
model components is similar to that in groundwater and unsaturated zone models. As part of the 
reflection, categorisation of existing methods within the framework identifies no significant 
gaps, supporting the need for a methodology to facilitate the combination of methods. 
Uncertainties need to be considered in combination rather than in isolation, and the methods 
used typically replace rather than supplement normal practice, such that they cannot be 
relegated to the end of a project. The framework appeared to successfully allow the expression 
of implicit understanding about uncertainty, but the experts involved agreed that describing the 
treatment of every uncertainty was time-consuming and mentally demanding, even for this 
relatively simple case. It is difficult to see it being applied for planning of uncertainty 
management in larger models. 
This chapter was published and presented as a conference paper. The abstract was peer-
reviewed. 
Guillaume, J.H.A, Croke, B.F.W, El Sawah, S. and Jakeman, A.J. (2011) Implementing a 
framework for managing uncertainty holistically. In: Watermatex 2011: Conference 
Proceedings. 8th IWA Symposium on Systems Analysis and Integrated Assessment 
(Watermatex 2011), San Sebastian, Spain, (527-534). 20-22 June 2011. 
 
Chapter 5: Using the framework to review uncertainty in the groundwater 
management literature 
Chapter 5 uses a documentation format determined by the framework to categorise 
methods used to address uncertainty in the groundwater management literature. 
Chapter 1 Introduction 
18 
The uncertainty management actions and typology provided the means to identify evidence 
in the literature of weaknesses in the treatment of uncertainty in groundwater management 
practice. It therefore helped play an emancipatory role, to motivate the audience to make efforts 
to include issues and associated individuals into their modelling processes. It seems that scoping 
of models is too often performed with minimal stakeholder input. Model recommendations and 
uncertainty are too often ‘delivered’ to end-users rather than helping them to make use of them. 
The issue of surprise could perhaps be addressed by looking beyond the functionalist paradigm 
that dominated this literature, perhaps towards postmodern-style approaches. The paper was 
well received by the audience, but questions indicated that while the framework suggested 
useful areas for improvement, it failed to provide guidance on the best way to achieve it. These 
questions prompted the beginning of the second phase. 
This chapter was published and presented as a conference paper: 
Guillaume, J.H.A, Pierce, S. A. 2011. Groundwater Management: What methods have we used 
to address uncertainty when making decisions? Modflow & More 2011, Golden, Colorado, 
USA, 5-8 June 2011 
 
Chapter 6: The framework as a quality assurance aid 
Chapter 6 describes the use of the framework as part of a structured documentation format. 
The documentation can be used to facilitate quality assurance by supporting the critical review 
of the treatment of uncertainty.  
This chapter represents a ‘reflection’ phase in response to the preceding work. Given the 
limitations in applying the framework for planning, but its usefulness in capturing existing 
management of uncertainty, the framework was positioned as a quality assurance aid, and 
compared with existing tools and concepts. Management of uncertainty can benefit from a 
reflective approach that helps the modeller and other stakeholders express what is actually done 
in a structured way in order to compare it with their tacit knowledge of what they feel ought to 
be done. Given the effort involved, this might perhaps be used in high risk situations, where it is 
important to assure the quality of the modelling and uncertainty analysis process. In 
groundwater management, the containment of radioactive waste presents an extreme case, but 
this may potentially also be useful in SAY situations where important and sensitive ecological 
assets or economic industries operate. 
This chapter was peer-reviewed, published and presented as a conference paper. MODSIM 
papers are ISI listed. 
Guillaume J.H.A. (2011) A risk-based tool for documenting and auditing the modelling process. 
In Chan, F., Marinova, D. and Anderssen, R.S. (eds) MODSIM2011, 19th International 
Congress on Modelling and Simulation. Modelling and Simulation Society of Australia and New 
Zealand, December 2011, pp. 3854-3860. ISBN: 978-0-9872143-1-7. 
http://www.mssanz.org.au/modsim2011/I9/guillaume.pdf 
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Section II  
Research in Section II was prompted by asking “Why are we managing uncertainty?” 
Conversations after the presentation of the conference paper in Chapter 5 suggested that in 
many cases uncertainty needs to be managed in order to test whether conclusions drawn from a 
model’s predictions could be wrong. This is the case both in the previous chapters and in the 
SAY problem as framed in this introduction. It was found that this simplified the problem, and 
allowed the development of a new methodology that could be used in everyday practice, given 
that the framework was limited to a reflective role due to the difficulty in describing every 
uncertainty explicitly. Application demonstrated the methodology’s effectiveness and flexibility 
in managing uncertainty in novel and practical ways. 
Chapter 7: Introducing an Iterative Closed Question Modelling Methodology 
(ICQM) 
Chapter 7 introduces a methodology (ICQM) that consists of formulating a closed question 
with pre-determined answers, and testing whether the answers can be obtained by creating 
models that satisfy agreed criteria regarding what models are acceptable. The question, the 
criteria and the process of creating the models are critiqued in light of the models produced. 
This approach derives directly from the idea of testing whether a model’s answer to a question 
could be wrong.  
This chapter reflects all four phases of CSP. A creativity phase involving conference 
attendance led to a choice phase. The paper goes on to implement the idea with a simple 
example and reflect on the results. The ICQM methodology is expressed in terms of set notation 
and first order logic by defining boundaries according to the principles of process philosophy 
(Midgley, 2000), which results in it being independent of the four paradigms. This allows the 
comparison of implementation of ICQM to manage uncertainty with functionalist Markov 
Chain Monte Carlo (MCMC) and set membership estimation methods, as well as interpretive 
subjective definitions of feasible models. Common emancipatory systems techniques are 
applied, and comments are made on a post-modern use of the concept. The problem of SAY can 
be recast as a closed question to be answered within ICQM, thereby allowing the management 
of its uncertainty across paradigms within a high level structure that supports the freedom to use 
any fit-for-purpose method. 
This chapter is submitted for publication as: 
Guillaume, J.H.A, A.J. Jakeman. Iterative Closed Question Modelling for assessing the effect of 
uncertainty on model predictions. Environmental Modelling and Software. 
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Chapter 8: Existing uses of the concepts of ICQM 
Chapter 8 reviews concepts to help predict uncertain outcomes in an attempt to show that 
by using the term “uncertainty quantification”, modelling has limited its view of how 
uncertainty can be managed.  
This constitutes a ‘reflection’ phase in response to the ideas presented in the preceding 
chapter. It presented ICQM as a practical methodology that allows the management of 
uncertainty to cross paradigms. This chapter has an emancipatory purpose in showing that 
through its discourse, the modelling community has neglected concepts underlying the 
methodology. In the process, this has favoured expert-driven uncertainty methods over 
modellers’ judgement and stakeholder engagement. This opens the door to providing a greater 
role for these groups in discussing uncertainty in the SAY problem, regardless of whether the 
ICQM methodology is used. 
This chapter is submitted for publication as: 
Guillaume, J.H.A, and El Sawah, S.. A review of concepts for holistic managing of uncertainty 
in prediction. Environmental Modelling and Software. 
 
Chapter 9: Applying ICQM to an ecological response model 
Chapter 9 demonstrates how uncertainty can be addressed using the ICQM methodology. 
Extreme case models are identified to test: “Is the ecological suitability of a specific 
hydrological scenario greater than that for a baseline scenario, and for which species and 
ecological assets?”. This testing is implemented using linear programming with constraints on 
the shape of suitability index curves and the importance of hydrological attributes. The models 
prompt reflection on the suitability of those constraints, as well as on the treatment of the 
concept of “suitability” of this type of model. 
This represents ‘implementation’ and ‘reflection’ phases within a functionalist paradigm. 
The intention is for the model to be able to reliably rank alternative hydrological regimes, as 
required within the functionalist view of the SAY problem. This is recognised as a highly 
uncertain problem, but the application shows that some (conditional) certainty can still be 
achieved. The identification of extreme case models emphasises dissension in the scientific 
community, allowing the expression of alternate views, as within an ‘interpretive’ paradigm, 
and perhaps providing an opportunity for an emancipatory use to re-open debate about rejected 
conceptualisations of the ecological system. 
This chapter is submitted for publication. It was written in collaboration with the aim of 
promoting the use of this technique in the ecological modelling community. Case study, data 
and ecological expertise were provided by Fu, and concepts and implementation relating to 
ICQM were provided by Guillaume. 
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Fu, B., J.H.A . Guillaume. Assessing certainty and uncertainty in habitat suitability models by 
comparing extreme cases. Submitted to Environmental Modelling and Software 
 
Chapter 10: Fostering assumption-based stress-test thinking in managing 
groundwater systems: learning to avoid failures due to basic dynamics 
Chapter 10 steps through the implementation of ICQM to help learn about the system 
dynamics of a groundwater resource management system. It uses multiple but simple system 
dynamics models to attempt to find a case where a stakeholder-stated groundwater management 
plan is unable to achieve stakeholder-stated objectives. This challenge prompts workshop 
participants to work through uncertainty in determining management rules and objectives, as 
well as representation of the aquifer, and impacts on the economics and ecology. 
In contrast with the computational methods of the previous chapter, the models used are 
deliberately designed as possible views of the system within an interpretive paradigm. The 
process is intended to improve understanding of the system dynamics in order to build 
stakeholder capacity to be involved in groundwater allocation planning. By challenging 
perceptions, it contests received wisdom about suitable management rules and objectives. It 
therefore plays an emancipatory role in reducing the domination of groundwater and policy 
experts. The models include extreme scenarios, not just best estimates, in the hope of eliciting 
creativity and diversity of responses, as within a postmodern paradigm. A functionalist view is 
not excluded, as models can be rejected by participants as being unrealistic, and further work 
would allow the use of models based on observed data. ICQM therefore succeeds in addressing 
all four paradigms as part of the uncertainty management of models to support the SAY 
problem. It is worth noting that the paradigms are not in play simultaneously. Rather, the model 
changes meaning as it is used. It begins as a subjective view, can be rejected on objective 
grounds, and can prompt either the discussion of an apparent marginalisation or disadvantage, 
or the discussion of alternate creative alternatives. ICQM provides a holistic approach by which 
the four paradigms and their different views of uncertainty are accommodated without 
necessarily impinging on one other. 
This chapter is submitted for publication as: 
Guillaume J.H.A., S. El Sawah. Fostering assumption-based stress-test thinking in managing 
groundwater systems: learning to avoid failures due to basic dynamics. Hydrogeology Journal. 
 
Chapter 11: Conclusion 
Chapter 11 performs a critical assessment of the framework and methodology and 
summarises contributions to the management of uncertainty and the problem of sustainable 
aquifer yield. It then reflects on the research approach that generated these contributions, 
concluding with an appraisal of future prospects. 
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Chapter 2: Introducing an uncertainty 
management framework 
Chapter 2 builds on concepts in the modelling uncertainty literature to present an 
uncertainty management framework that uses both a typology to define what is uncertainty, and 
uncertainty management actions to define how to manage it.  
This constitutes a ‘choice’ phase in CSP resulting from a ‘creativity’ phase involving 
review and informal discussion with colleagues and visiting fellows. The paper expressly relates 
the framework to SAY as a tool to guide the selection of methods for managing uncertainty. 
This chapter was published and presented as a conference paper. The abstract was peer 
reviewed, and was awarded the “National Groundwater Conference ICE WaRM prize for the 
best oral paper applying science to groundwater management”. 
Guillaume J.H.A, S.A.Pierce, A.J. Jakeman (2010) Managing uncertainty in determining 
sustainable aquifer yield. Paper presented at the Groundwater 2010, Canberra, Australia, 31 
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Managing uncertainty in determining 
sustainable aquifer yield 
Joseph H. A. Guillaume, Suzanne A. Pierce, Anthony J. Jakeman 
2.1 Abstract 
It is generally accepted that groundwater systems should not be “over-allocated” and that 
extraction should be limited to “sustainable levels” in relation to socioeconomic and 
environmental considerations. There is, however, substantial uncertainty in determining a 
sustainable aquifer yield and formulating a water allocation plan. This uncertainty must equally 
be accounted for when decisions are supported by using models integrating hydrology, ecology 
and socioeconomics. A framework to guide the choice of methods when addressing uncertainty 
is proposed. Methods are to be selected for a set of fundamental uncertainty management tasks 
based on clear links to purpose, resources, and an uncertainty typology.  
2.2 Introduction 
In a position statement on groundwater, the National Water Commission in Australia 
asserts, “As the most urgent priority, concerted action must be taken to return over-allocated 
systems to sustainable levels” (National Water Commission, 2010). This action requires the 
definition of sustainable aquifer yields, and the development of water management plans. 
Uncertainty is unavoidable in determining sustainable aquifer yield and in water allocation 
planning, even when using integrated models to support decision making. This paper identifies 
tasks required to manage uncertainty related to the consequences of decisions. Tasks are 
organized within a framework to guide the selection of methods, which can help ensure that 
uncertainty is treated systematically, coherently and transparently during analysis and decision 
making. The tasks are illustrated using a simple hypothetical decision situation. 
Sustainable aquifer yield is defined as a limit to the rate of extraction from an aquifer, such 
that acceptable impacts are attained in the long term (Alley et al., 1999; Devlin and 
Sophocleous, 2005; Sophocleous, 2000). The determination of sustainable aquifer yield requires 
tradeoffs because decisions to either extract or limit the use of groundwater carry concomitant 
implications. The centrality of water resources to all sectors of society, including industrial, 
agricultural, economic, cultural, and environmental, increases the importance of weighing trade-
offs in how water is allocated among uses. Risk in decision making, resulting from uncertain 
impacts, needs to be addressed to avoid undesirable outcomes. Models can structure and 
evaluate our knowledge to help anticipate future consequences for each of the water users and 
assess risk. However, models are fallible and predictive uncertainty needs to be addressed 
systematically for modelled outputs to reliably support decision making. 
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2.3 Framework 
This paper builds on three main concepts in the literature: taking a holistic view of 
uncertainty throughout the decision making process (Refsgaard et al., 2007), using an 
uncertainty typology to inform method choice (Walker et al., 2003; Brown, 2004; Refsgaard et 
al., 2007), and using separate tasks to understand the role of methods within the uncertainty 
management process (Matott et al., 2009; Brown, 2010). The focus is on integrated modelling, 
recognising that domain-specific modelling for groundwater needs to be placed in its socio-
economic context when considering sustainable aquifer yield. 
Rather than focussing on existing analytical methods directly, we introduce fundamental 
uncertainty management tasks, to establish a clear link between uncertainty typology and 
methods. Additionally, we modify the uncertainty typology to better capture context-
dependency and the role of ignorance in environmental management. This framework is based 
on two principles;  1) each time uncertainty is addressed, the same set of tasks can be 
distinguished, and 2) methods for each task are chosen depending on the purpose, resources, and 
categorisation of uncertainty.  Figure 1 depicts the uncertainty management framework; a) the 
uncertainty management tasks and their relation to b) the uncertainty typology with its three 
aspects, nature, level and source. 
 
Figure 1 The role of nature, level and source in informing choice of the 
method for uncertainty management tasks 
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2.3.1 Fundamental uncertainty management tasks 
Each fundamental uncertainty management task has a distinct purpose. In general, 
uncertainties are identified, resources to address them are prioritised, uncertainties are reduced, 
and then uncertainties are described, propagated through the analysis, and communicated. 
Uncertainty remaining that has not been reduced, e.g. due to variability, lack of resources or 
ignorance, must be recognized and managed by the decision makers. Two of these tasks may be 
considered optional: prioritising resources and reducing uncertainty. 
Some techniques correspond to several of the uncertainty management tasks, and are 
recognised as fields in their own right. For 
example, as shown in Figure 2, probabilistic 
sensitivity analyses (see Saltelli et al., 2004) aims 
to prioritise uncertainties but completes other tasks 
in order to do so. Sensitivity analysis propagates 
previously described uncertainties such that their 
individual effects can be separated. Tailored 
methods often exist to communicate the results. 
Other methods are required for the tasks that 
identify, reduce and manage remaining 
uncertainties. In particular, a structured 
identification method would isolate uncertainties 
that sensitivity analysis cannot address, such as 
aquifer conceptualisation. Using uncertainty tasks 
formalises the description and treatment of 
uncertainties for a particular method.  This offers 
two key advantages; 1) uncertainty tasks that have 
not been formally addressed are easily identified, 
and 2) such planning allows methods to be chosen that coherently address all relevant 
uncertainties.  
For a particular task, a technique may not be usable at all stages of decision making – 
several methods may be needed. For example, sensitivity analysis is typically used with a model 
in the analysis stage of decision making. It may not suitable for use in prioritising resources at 
other stages, such as when defining the scope of a model, and if uncertainties outside the model 
dominate it may not be considered useful. Informed judgment including use of expert opinion or 
participatory methods may need to be used instead but the aim should be to explore alternatives 
and evaluate them. Purpose, context and resources are clearly important in choosing uncertainty 
management methods. This paper however leaves more detailed guidance to future publications 











Figure 2 Uncertainty management 
tasks addressed with 
sensitivity analysis 
methods 
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2.3.2 Nature 
The nature of uncertainty relates to the nature of knowledge (Brugnach et al., 2008). Three 
categories can be identified: 
 Inherent variability – “accepting not to know”, also known as ontological, irreducible, 
stochastic or aleatory uncertainty e.g. climatic drivers of recharge and extraction  
 Lack of knowledge - “knowing too little”, also known as epistemic or reducible uncertainty 
e.g. imperfect knowledge of aquifer properties 
 Contradiction - “knowing too differently”, also known as ambiguity. “The existence of two 
or more equally plausible interpretation possibilities” (Weick 1995; Dewulf et al. 2005), e.g. 
interpretations of data or weight to place on different objective 
In practice, the nature of an uncertainty is used to identify whether it can be reduced, and if 
so, how. Greater knowledge through data acquisition or more research will improve lack of 
knowledge, but will not reduce inherent variability or contradiction. For contradiction, this 
distinction has been overlooked in the past (e.g. Walker et al., 2003; Refsgaard et al., 2007). 
Instead, to address contradiction, 1) one source of conflicting information must be eliminated, 
2) common ground will be found, or 3) the different sources of information need to be 
represented as separate scenarios to be addressed in the analysis. A typical example of this 
situation is the existence of different points of view on the weighting to be placed on 
environmental and economic objectives. 
2.3.3 Level 
The detail with which uncertainty can be represented is known as the level (Walker et al., 
2003). Knowing the most detailed level of an uncertainty limits how it can be represented. The 
level of uncertainty is needed to know how to propagate uncertainty through a model, or 
whether it cannot be, and must simply be acknowledged as present (i.e. recognised ignorance). 
Examples for each level of uncertainty are presented in Table 1 for a mathematical estimation of 
the number of jelly beans in a jar (which is an example of limited knowledge) and level as it 
relates to groundwater management. 
Level is represented as a one way continuum. Levels of uncertainty that are more detailed 
can be represented in a simpler way, see Figure 1b. While simplifying the representation of an 
uncertainty usually discards information, it may make uncertainties easier to address. For 
example, distributions can be represented as confidence bounds. Similarly, the location of 
leaking water tanks and their contribution to flow could be precisely identified, but is usually 
treated as recognised ignorance, as outcomes are typically insensitive to their omission and it is 
typically more useful to spend the time and money collecting other data. The opposite is not 
true, e.g. bounds cannot necessarily be interpreted as a uniform distribution, bounds cannot be 
deduced from a set of scenarios that do not cover all outcomes. Others (Refsgaard et al., 2007; 
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Warmink et al., 2010) have also referred to “level” as “type”, which does not convey that these 
categories are ordered. 
Table 1 Levels of uncertainty with examples 
Level Jelly bean example 
Groundwater management 
example 
Certainty or Perfect confidence. It 
may be argued that this constitutes 
a trivial lack of uncertainty. 
However, we recognise that perfect 
confidence does not imply 
correctness, and that unrecognized 
unknowns may arise as knowledge 
of a problem evolves.  
The number obtained by 
reliably counting the jelly 
beans, e.g. 100 (but 
perhaps it appears later 
that some of those 
counted were imitation 
and not real jelly beans) 
Nominal water allocation 
held by an irrigator 
Distribution or statistical 
uncertainty, possibly represented 
as an empirical distribution 
The usual distribution of 
jelly beans in similar jars, 
e.g. normal distribution 
with mean of 100, and a 
certain standard deviation 
of 10, or an empirical 
cumulative distribution 
function 
A sampling distribution of 
water quality parameters in 
an aquifer. 
Bounds, including scenarios that 
could be considered extremes 
A bracketing estimate 
from counting the jelly 
beans needed to fill a 
smaller and larger jar, 
e.g. [50,150] 
Using minimum and 
maximum water levels in an 
ephemeral stream to 
estimate surface-
groundwater flow  
 
Scenarios, where not all outcomes 
are known, and therefore only a 
representative few can be 
considered 
The results from filling a 
similar sized jar only once 
or twice, and therefore 
not being able to estimate 
a distribution, e.g. 105, 96 
Possible average annual 
rainfall depending on climate 
change 
Recognised ignorance, where 
scenarios cannot be formulated 
because nothing is known 
Being unable to guess 
because the jar was not 
seen 
Acknowledged limitations 
such as omission of 
processes. Such as the use 
of a porous media 
formulation for a model 
when a groundwater system 
is dominated by conduit 
flows 
Unrecognized unknowns or Total 
ignorance. By definition, no 
recognised uncertainty falls in this 
category. However, unrecognized 
unknowns may impact decisions 
and planning must be aware of that 
possibility. 
Being unaware that a jelly 
bean counting 
competition is being held 
Unknown flow conduit with 
significant influence on 
aquifer performance 
Recognised and total ignorance are special cases of uncertainty in that they cannot be 
described, reduced or propagated through any analysis. These levels must be accounted for in 
management, by contingency planning and taking steps to reduce vulnerability and improve 
resilience (Pahl-Wostl, 2007). Other authors, writing from the point of view of modelling, have 
omitted recognised or total ignorance from the classification (Warmink et al., 2010). Within a 
decision support context, the former needs to be reported as a limitation, and the possibility of 
the latter needs to be accounted for in management. While Brown (2004) treats uncertainty and 
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ignorance as distinct, here ignorance is seen as part of the continuum, as it is possible to convert 
between them, by adding or discarding information, just as it is possible to convert between 
other levels of uncertainty. 
2.3.4 Source 
Source is defined as the origin of an uncertainty within a process to acquire and use 
knowledge, including modelling and decision making. Authors have attempted to identify a set 
of static ‘locations’, usually related to modelling (Walker et al., 2003; Warmink et al., 2010; 
Refsgaard et al., 2007). These generally include delineation of system boundaries, data 
collection, determining model structure and selection of parameters. Within a broader decision 
making context, it must be recognised that sources of uncertainty are case-specific (Brown, 
2004). Every new method brings new, possibly different uncertainties. While standard sources 
may be useful at a higher level, uncertainties at a finer level of detail may be overlooked. It has 
been suggested that steps in a project be used as sources (Belia et al., 2009). This interpretation 
allows sources of uncertainty to be identified by systematically tracing the steps followed, 
ensuring that all known uncertainties can be accounted for, even if only acknowledged as 
ignored. Within a management framework, additional sources of uncertainty include selection 
of methodology to approach the problem, problem framing, deliberation in comparison of 
alternatives, and implementation of actions. The source of uncertainty can also inform method 
selection for describing and reducing it. 
2.4 Illustrated uncertainty management tasks 
A simple sustainable aquifer yield problem illustrates the use of this framework to choose 
methods for treating uncertainty. Figure 3 shows a conceptual model of a sustainable aquifer 
yield case.  In this case,  piezometric observations indicate a drop in hydraulic head for an 
aquifer. The groundwater manager needs to choose a new extraction limit to set, balancing 
economic losses with the magnitude of impacts on ecosystems caused by the drop in hydraulic 
head. A coupled groundwater-agronomic-economic model is used to anticipate impacts. 
2.4.1 Task 1 - Identify 
Identification of uncertainties is currently an ad-hoc process. As noted in our description of 
uncertainty source, attempts to assemble comprehensive lists are unlikely to transfer well to all 
situations, though they might be useful as a starting point. The uncertainties chosen for 
discussion here are displayed in Table 2, according to their source within the set of steps 
followed: scoping, data collection, problem framing, analysis, deliberation and implementation 
To properly account for each uncertainty, it must be uniquely classifiable (Warmink et al., 
2010). For example, parameters for dependence of crop price on yield have two uncertainties: 
limited knowledge of their values, which can be reduced by parameter estimation, and 
variability of their values, which can be described, but not reduced. Similarly, variability in 
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historic rainfall patterns is distinguished from uncertainty in the trends of rainfall under climate 
change. 
 
Figure 3 Conceptual model of simple sustainable aquifer yield problem  
Diagram: Chrisanne Lombard 
2.4.2 Task 2 - Prioritise 
Typically resources are devoted to treating uncertainties that have greatest impact or which 
offer the greatest improvement in confidence for least cost. An uncertainty matrix (Janssen et 
al., 2004) can classify the uncertainties to allow easy comparison. Sensitivity analysis (Saltelli 
et al., 2004) can help identify which uncertainties the outcomes are most sensitive to. 
Techniques, such as POMORE (Pareto Optimal Management Option Rank Equivalence), can 
identify parameters that are decision relevant, in that they can change which management option 
is recommended (Ravalico et al., 2009). Identifiability analysis is used to “expose inadequacies 
in the data or suggest improvements in the model structure” (Matott et al., 2009). To fit with the 
purpose of this paper the uncertainties have been chosen to illustrate different uncertainty types 
and methods. 
2.4.3 Task 3 - Reduce 
Reducing uncertainty at its source allows model predictions to be expressed with more 
precision, improving confidence in the outcomes of a decision. This is equivalent to improving 
the level of the uncertainty, expressing the uncertainty in greater detail or reducing the spread of 
values. In this example, data acquisition planning can be used to choose the position of new 
piezometers to maximise the value of information  for characterising the response of hydraulic 
head (James and Gorelick, 1994) or for minimising risk of flow-on social impacts (de Barros et 
al., 2009). Additional research would help understand ecosystem response to groundwater, but 
may not be timely. It is included in this example to help future management rather than this 
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decision. Parameter estimation uses observed data to quantify the dependence of crop price on 
yield. Different points of view regarding the importance to be assigned to drawdown and 
economic loss cannot be reduced using additional knowledge. As with other contradiction 
uncertainties, it must be resolved by deliberation of decision makers. Variability uncertainty, 
including historic rainfall patterns and changes in the estimated price-model parameters due to 
unpredictable economic conditions, cannot be reduced. 
2.4.4 Task 4 - Describe 
Other than recognised and total ignorance, all uncertainties need to be described in such a 
way that they can be accounted for in the analysis, in this case by propagating them through a 
model. As shown in Table 1, uncertainties are of several levels and sources. Rainfall can be 
characterised as a distribution, possibly with a spatial dimension using data analysis techniques 
(e.g. Brown and Heuvelink, 2007). Decreases in rainfall due to climate change are represented 
as scenarios of adjustments to the historic rainfall distributions. Scenarios of different models of 
extraction behaviour are represented as interchangeable model components. Extreme parameter 
values for the price model are used as bounds. For multi-criteria decision analysis, extreme 
bound scenarios are created where only economic and only environmental objectives are 
included, as well as scenarios in between. Changes in percolation recharge due to changes in 
land use could be quantified, and represented as scenarios. However, it is assumed that land use 
will not change, and this uncertainty is therefore treated as recognised ignorance. If the 
assumption holds true, this means less data is required. 
2.4.5 Task 5 - Propagate 
Methods to propagate uncertainty are selected on the basis of level of uncertainty, 
resources and purpose. The simplest method to propagate uncertainty is to run the model for a 
set of scenarios. For distributions, such as for rainfall, this is referred to as Monte Carlo 
simulation. If a process is monotonic, bounds can be propagated as upper and lower scenarios, 
as for climate change scenarios. Otherwise, a uniform distribution can be propagated, and the 
extreme values calculated, as for the price model parameters. Where there are several 
uncertainties, as is usually the case, the model can be evaluated for every combination of 
scenarios, e.g. (Ye et al., 2010), or a subset, depending on experimental design. Admittedly, this 
raises the problem of computational efficiency, particularly if the model is to be used for 
interactive deliberation. With this approach, model evaluations can all be run simultaneously 
given sufficient computational resources. That said, there are a number of other approaches for 
uncertainty propagation (Helton et al., 2004). For example, if uncertainties are expressed as 
bounds, some software allows interval arithmetic to be used for each operation in the model, 
giving conservative bounds with a single model run. Alternatively, model runs can be 
accelerated by simplifying them or using meta-models, e.g. representing a groundwater model 
in lumped finite element system dynamics form rather than as a finite difference model (Roach 
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and Tidwell, 2009; Pierce et al., 2006). In this example, for each scenario, the model returns the 
projected economic loss and drop in head. Multi-criteria utility of each scenario is also given by 
combining these two outputs with the different weights. These scenarios can be aggregated in a 
nested way, depending on the level of uncertainty. For instance, a set of distributions can be 
estimated from the rainfall scenarios – one within each set of other scenarios. Alternatively, for 
each management option – new sustainable aquifer yield values, bounds on the outputs can be 
calculated for each scenario irrigator behaviour and climate change scenario combination.  This 
nesting approach is also used to distinguish between effects of variability and limited 
knowledge (Ferson and Ginzburg, 1996; Helton and Oberkampf, 2004), e.g. in “two-stage” 
Monte Carlo methods (Cullen and Frey, 1999). 
2.4.6 Task 6 - Communicate 
There is currently no established best practice for communication and visualisation of 
model results and uncertainty. In addition to a best-estimate (usually expected value for 
distributions), an indication of variation can be provided (usually coefficient of variation) 
(Reichert and Borsuk, 2005).  Sensitivity analysis can also be used to identify which model 
inputs are most significant. Calculating differences between policies for each uncertainty 
scenario better represents the ranking of management options even where distributions of 
outputs are large (Reichert and Borsuk, 2005).  In this example, hydraulic head and economic 
value were both represented to allow decision makers to make trade-offs as a separate process. 
Policies can be narrowed down by identifying (e.g. using the method in Deb et al., 2002) and 
representing a Pareto front – a set of policies where none is better than all others on all 
attributes. This example also encourages decision makers to make trade-offs explicit by using 
multi-criteria methods. This makes the decision more transparent to stakeholders, and reduces 
uncertainty in how decision makers combine outputs.  
2.4.7 Task 7 - Manage 
There is significant recognised ignorance not represented in the model, including the effect 
of land use, the response of ecosystems to water table level, and acceptance and compliance 
with extraction limits. In this example, as is also usually the case in practice, there is a need for 
further research and stakeholder engagement. Implementation of the decision will require 
measures to assess success and address any possible failures. Stakeholder engagement can 
ensure the policy is acceptable to irrigators. Compliance is addressed by metering. Monitoring 
of ecosystems, rainfall and land use change allows early detection of undesirable or unexpected 
conditions. These can also be used as policy triggers to enforce additional extraction limitations, 
or begin a review of policy or sustainable aquifer yield. The adaptive management literature 
(e.g. Mysiak et al., 2009) addresses uncertainty in this way. Monitoring and periodic review of 
plans is also common practice in NRM boards (e.g. Sinclair Knight Merz, 2008). 
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Table 2 Uncertainties discussed in this paper 
Source Uncertainty Nature Level Treatment 
Scoping Exclusion of impact of 
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This paper presents a set of fundamental uncertainty management tasks and a framework to 
guide the selection of methods. It is intended to be of use to water planning and integrated 
model practitioners seeking to address uncertainty in sustainable aquifer yield problems. It 
could also be extended to other contexts, including surface water management. This framework 
is currently being trialled and further developed as part of research in the National Centre for 
Groundwater Research and Training. Methods developed will help practitioners better 
incorporate uncertainty in their analyses in a manner sensitive to stakeholder and policy maker 
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needs. It is hoped that this will improve the quality of integrated assessment modelling to 
support decisions related to sustainable aquifer yield. 
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Chapter 3: Illustration of the framework with 
a simple integrated model 
Chapter 3 performs a preliminary analysis of uncertainty surrounding modelled impacts of 
groundwater extraction rules. Methods to address uncertainty are chosen to illustrate the use of 
the uncertainty management framework. 
This contributes an ‘implementation’ phase of CSP and the discussion identifies broader 
lessons about management of uncertainty, the outcome of a ‘reflection’ phase. The integrated 
model analysed aimed to evaluate alternate groundwater management rules in terms of effect on 
groundwater level and agricultural profit, consistent with the framing of the SAY problem 
presented. The methods used to address uncertainty are only illustrative in order to be able to 
address a full multi-disciplinary setting that consists of both interpretive and functionalist views 
in economic and groundwater modelling. The paper reflected on the need to address uncertainty 
in problem definition, the difficulty of dealing with a large number of uncertainties, the benefit 
of being able to experiment with many alternate model components within a modular approach, 
the need for documentation, and the importance of the end-user’s view as final measure of 
credibility of models and their conclusions. 
This chapter was peer-reviewed and published as: 
Guillaume, J.H.A, M. E. Qureshi and A. J. Jakeman (2012) A structured analysis of uncertainty 
surrounding modeled impacts of groundwater extraction rules, Hydrogeology Journal, 20(5), 
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3.1 Abstract 
Integrating economic and groundwater models for groundwater-management can help 
improve understanding of trade-offs involved between conflicting socioeconomic and 
biophysical objectives. However, there is significant uncertainty in most strategic decision-
making situations, including in the models constructed to represent them. If not addressed, this 
uncertainty may be used to challenge the legitimacy of the models and decisions made using 
them. In this context, a preliminary uncertainty analysis was conducted of a dynamic coupled 
economic-groundwater model aimed at assessing groundwater extraction rules. The analysis 
demonstrates how a variety of uncertainties in such a model can be addressed. A number of 
methods are used including propagation of scenarios and bounds on parameters, multiple 
models, block bootstrap time-series sampling and robust linear regression for model calibration. 
These methods are described within the context of a theoretical uncertainty management 
framework, using a set of fundamental uncertainty management tasks and an uncertainty 
typology. 
Keywords: Groundwater-management. Socio-economic aspects. Uncertainty. Australia 
3.2 Introduction 
Modeling of groundwater flow and transport is well established as a tool to help manage 
groundwater resources (Narasimhan 2005; Refsgaard et al. 2009). In the case of developing 
groundwater extraction rules, use of the concept of sustainable aquifer yield (or the related 
acceptable aquifer yield) within modeling has become increasingly common (e.g. CSIRO 2010). 
The definition of this concept continues to shift (Maimone 2004), but usually includes 
consideration of environmental, economic and social aspects into the future. Use of an 
integrated model, with a groundwater model as its core, allows these impacts to be predicted at a 
local scale relevant to decision making. At the time of formulating a water allocation plan 
and/or set of extraction rules, this enables greater stakeholder deliberation about the 
management of groundwater use and undesirable impacts. Further benefits of hydro-economic 
SECTION I: Chapter 3 Illustration of the framework with a simple integrated model 
40 
models have been discussed elsewhere (e.g. Harou et al. 2009) and recent examples abound 
(e.g. Cools et al. 2011; Kragt et al. 2011).  
In order for the model to be reliable and credible, the modeler must be conscious of the 
uncertainties involved. In particular, the modeler must address the uncertainty that model 
assumptions are accurate, and hence to what extent model results will match reality. Doing so 
will in turn help to minimize the risk that decisions based on the model may lead to adverse 
impacts because of what the modeler did not or could not know. 
3.2.1 Context and objective 
This paper presents a proof-of-concept uncertainty analysis of an integrated model of the 
McLaren Vale Prescribed Well Area in South Australia. A structured approach was used, and a 
variety of easily applicable techniques were explored to represent different sources of 
uncertainty. The uncertainty analysis was however limited in scope and resources. A pre-
existing model (Qureshi et al. 2006) of the case study was adopted, and only minor changes 
could be made to that model. Only immediately available data were used, and so uncertainty 
could be characterized, but not reduced. In a groundwater-management context, there are many 
sources of uncertainty. This paper only addresses selected cases of uncertainty in model 
structure, parameters and inputs, and does not refer to all available methods. A more complete 
analysis would help to revise the groundwater-management plan for the region, by managing 
risk in the use of a model for decision support. This analysis is intended to be informed by the 
uncertainty analysis techniques and issues identified in this paper.  
Following a brief literature review to provide context, the paper presents the case study and 
the model analyzed. A set of uncertainty management tasks identified within the uncertainty 
management framework is then used to structure a discussion of the uncertainty analysis 
performed. Alternatives to the methods chosen are also mentioned, and could be used when 
greater resources are available. Following the results of this analysis, the paper ends with a 
discussion of the implications of this work for the management of risk in hydro-economic 
modeling, and decision support more generally. 
3.2.2 Literature review 
This paper aims to contribute to the literature on management of uncertainty in water-
resources modeling. Its focus is on application of simple techniques to the case study within a 
structured framework. The literature on more sophisticated methods (Matott et al. 2009) related 
to uncertainty fits within this framework (Guillaume et al. 2011), and a number of methods are 
mentioned through-out, but will not be extensively discussed. The framework used is derived 
from previous work (Guillaume et al. 2010) that takes a holistic view of uncertainty throughout 
the decision-making process (Refsgaard et al. 2007), develops a typology of uncertainty (Brown 
2004; Refsgaard et al. 2007; Walker et al. 2003), and identifies tasks within the uncertainty 
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management process (Brown 2004; Matott et al. 2009). The resulting high-level approach 
contrasts with other frameworks specifically concerned with hydro-economic models (Jeuland 
2010) or optimization under uncertainty (Dupačová et al. 1991; Labadie 2004; Sahinidis 2004; 
Wagner and Gorelick 1987). Many case studies have applied such frameworks to account for 
uncertainty. Some of these papers addressed issues raised in this case study such as irrigator 
decision making (Griffith et al. 2009) and the use of intervals rather than probabilities where 
appropriate (Huang 1998). Without singling out specific examples, many hydro-economic 
models, however, do not account for uncertainty. This paper shows that uncertainty can be 
addressed with conceptually simple techniques, guided by a high-level framework aimed at 
ensuring that all aspects of uncertainty management are addressed. 
3.3 Case study background 
3.3.1 Aquifer characteristics, water sources, uses and issues 
The case study area is the McLaren Vale Prescribed Well Area (PWA), located on the 
southern edge of the Adelaide suburbs in South Australia, within the Willunga embayment, and 
bordered by the Gulf of St Vincent (see Fig. 1). Groundwater has been managed according to a 
periodically reviewed water allocation plan since November 2000 (Adelaide and Mount Lofty 
Ranges NRM Board 2007). It is a complex, moderately compartmentalized, three aquifer 
system (see Knowles et al. 2007) that is used primarily for viticulture irrigation, the 
predominant industry in the area. Some unmetered stock and domestic use exists in the north-
east of the region where the potable water-supply network is unavailable. While there is some 
irrigation with potable water from the mains water network, its use had decreased due to 
increases in its price. Reclaimed urban wastewater from the adjoining suburbs of Adelaide is 
increasingly becoming the preferred water source for irrigation in areas where it is available. 
Aquifer storage and recovery (ASR) is used for winter storage of reclaimed wastewater. Though 
extraction levels in the aquifer system as a whole are now seen to be sustainable, there remain 
concerns regarding localized drawdown (drop in groundwater levels during pumping), 
contaminants in reclaimed water, possible soil and groundwater salinisation and, of interest in 
this paper, the inflexibility of regulations applying to water use and trade, leading to avoidable 
economic impacts. 
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Fig. 1 Case study area and location in Australia, and near Adelaide, South Australia 
3.3.2 Water allocation planning 
Groundwater management in the PWA occurs within the context of mandated water-
allocation planning (Adelaide and Mount Lofty Ranges NRM Board 2007; Government of 
South Australia 2004). This requires the establishment of water allocations, a water market and 
associated regulations. Other instruments such as subsidies and volumetric taxes have not been 
considered. Allocations in the original 2000 plan were annual, and leftover allocations were 
forgone. There were some requests from irrigators for greater flexibility. When the plan was 
revised according to schedule in 2007, partial rollover of allocations between years was 
permitted, with restrictions. 
3.4 Summary of model structure 
The integrated model is intended to support the evaluation of alternative water-allocation 
plans by predicting their impact on both viticulture profits and aquifer drawdown. The model 
used in this analysis adapts the model of Qureshi et al. (2006) of the same case study area. It is a 
simple “preliminary” analysis, with a number of limitations in scope and assumptions. It is an 
annual, agronomic-hydrologic-economic simulation model. One of the three aquifers is 
represented using a single-cell or two-cell groundwater representation. Groundwater irrigation 
of grape production is modeled, but the impact of other industries on groundwater is represented 
by a fixed extraction rate. Reclaimed water, mains water and ASR are not considered. The 
model uses a dynamic representation of time with pumping determined by optimization 
endogenously. A 5-year planning horizon was used to minimize computational cost for this 
example exercise. 
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There are other models of groundwater (Knowles et al. 2007) and surface water (Adelaide 
and Mount Lofty Ranges NRM Board 2006) in this case study area, which may be used in the 
integrated model in ongoing work, but cannot currently be used to assess allocation policy 
directly. Many other hydro-economic models also exist (see Harou et al. 2009). They were not 
used in this paper as they are broadly similar to this model in structure, and substantial work 
would have been needed to implement them for this case study area. 
To make it easier to use alternative model formulations, the model was expressed as 
functions feeding into each other, with all their parameters exposed (see Fig. 2). At each 
iteration (time step of a year), a rainfall P in ML/ha/yr is provided from a given time series. The 
volume of irrigation water extracted from the aquifer and applied to the grape vine, X
G
, is 
chosen, subject to policy constraints, to maximize profit given current and anticipated future 
rainfall, as will be further discussed later (see section Describe uncertainty). 
 
Fig. 2 Model structure, as functions feeding into each other 
Policy constraints are restrictions on pumping defined by a water allocation plan. The 
model allows any function of an annual extraction time series that returns a Boolean value 
(true/false), which indicates whether or not a series of pumping is permitted. In this paper, five 
policy scenarios are used: 
 Fixed allocations of “1.1 ML/ha/yr” and “1.5 ML/ha/yr” allow the pumping 
sequence if extraction in any year does not exceed 1.1 or 1.5 ML/ha/yr 
respectively  
 A fixed allocation over a 5-year period with annual extractions not exceeding 1.5 
ML/ha and total extractions not exceeding 5.5 ML/ha over the allocation period 
(Qureshi et al. 2006). This is referred to in this paper as the “Qureshi suggestion”. 
 Current water allocation policy (WAP), allowing 1.1 ML/ha/yr as the licensed 
allocation, with 50 % of unused water rolled-over for up to 3 years, up to a 
maximum of 30 % of the licensed allocation, to be used in order of accrual only 
after the licensed allocation has been used (Adelaide and Mount Lofty Ranges 
NRM Board 2007). 
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 Extreme management scenarios “No limit” and “No pumping” always return true 
and false respectively 
Given a choice of X
G












Xt = total water available to be used by the crop (ML/ha) 
ρEFF = proportion of rainfall available to be used by the crop, i.e. effective rainfall 
P = rainfall (ML/ha) 
X
G
 = irrigation water provided to the crop (ML/ha) 
P
RCH
t = recharge (ML/yr) 
ρRCH = proportion of rainfall that recharges aquifer 
Crop yield is modeled for the given available water using a piecewise-quadratic function, 
Y= f(Xt) defined as: 
Y = a1 + b1 X + c1 X
2
 , for X ≤ ω 
Y = a2 + b2 X + c2 X
2
, for X > ω 
Notation: 
Y = grape-yield (tonnes/ha) 
X = total quantity of water used by the crop (ML/ha) 
a1, a2 = intercepts of the yield response function (tonnes/ha) 
b1, b2 = slope coefficients of the yield response function (tonnes/ML) 




ω = total water quantity threshold used for the yield response functions (ML/ha) 
Revenue (Rt) is obtained by multiplying the crop yield (Yt) by grape price (Pt) and 
total grape area (A
g
): 
Rt = Pt Yt A
g
 
Grape price Pt is modeled as a decreasing linear function of yield to reflect the effect of 
decline in quality with yield.  
Pt = m+ nYt 
Notation: 
Pt = Price of grapes ($/tonne) 
m = Intercept of price yield function ($/tonne) 
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n = Slope of price yield function ($/tonne
2
) 
Hydraulic head is modeled from the state at the previous time step, recharge, pumping for 
grape irrigation and fixed pumping for other uses. Two functional forms are used. They are 
referred to as the single-cell lumped ‘bucket’ model and the two-cell ‘donut’ model and 
described in the following section ‘Describe Uncertainty’. Costs are calculated as the sum of 
variable pumping cost due to depth to water (Total Irrigation Cost TIC) and fixed total other 
costs (TOC). TIC and TOC are defined as: 



























γ WL = water levies ($/ML) 
c
P
 = pumping cost ($/ML) 
c
PH
 = pumping cost per meter drop in hydraulic head ($/ML/m) 
h
DSS
 = depth to maximum hydraulic head from the soil surface (m) 
h
MAX
 = maximum hydraulic head (m) 
ht = hydraulic head in a particular year (m) 
c
PM
 = pump maintenance cost ($/ha) 
c
V
 = variable costs excluding irrigation costs ($/ha) 
c
OH
 = overhead costs ($/ha) 
Profit from each time step is calculated as πt = Rt – (TICt + TOCt). The final outputs are the 
minimum hydraulic head and net present value, aggregating the profit time series using a 
discount rate: 
NPV = ∑αt πt 
Notation: 
αt = 1/(1+rt) is the discount factor 
πt = profit in year t 
r = discount rate 0 < r ≤ 1 
Parameters and functional forms were adopted from Qureshi et al. (2006) to account for 
their uncertainties (Table 2 on page 57 and section Demonstrative uncertainty analysis by task). 
A custom modeling environment was developed in R (R Development Core Team 2010) to 
offer two features that support uncertainty propagation. One is that every parameter can be 
modified at model runtime and the other that any model component can be specified as a 
generic function with given inputs and outputs, such that alternate model forms can be used. 
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3.5 Demonstrative uncertainty analysis by task 
This section presents the actions taken to address uncertainty in the model, in the context 
of an uncertainty management framework. The uncertainty management framework used 
(described in Guillaume et al. (2010)) is summarized in Fig. 3. Figure 3b provides context for 
Fig. 3a by showing that uncertainties can be categorized according to their nature, level and 
source. Nature relates to whether the uncertainty can be reduced with additional data. The level 
of an uncertainty is the level of detail with which it can be characterized, the most common 
being the use of scenarios and probability distributions. The source of an uncertainty is where it 
originates within a process to acquire and use knowledge, including modeling and decision 
making. Each of these factors affects how uncertainties are treated. Figure 3a lists the 
fundamental tasks that can be performed in treating uncertainties, along with the aspects of the 
uncertainty from Fig. 3b that influence choice of methods to do so. Uncertainties are identified 
and resources to address them are prioritized. Uncertainties are reduced where necessary, 
described and propagated through the analysis, and communicated to decision makers 
(including assisting them in using the uncertainty information). The ultimate task includes 
anticipating actions to manage residual uncertainties. To address uncertainty in a model, each of 
these tasks is considered, and actions are taken to address them that are mindful of the 
uncertainty typology dimensions. Addressing uncertainty implicitly addresses an underlying 
risk in the use of the model; often the risk is that policy decisions based on misleading or 
inaccurate model output will lead to adverse impacts to the groundwater system. 
This is the way the framework is demonstrated in this paper. For each task, actions taken 
are presented, along with other methods that were considered, or could be used given greater 
resources. The following conventions are used throughout this paper. Section headings 
correspond to the uncertainty management tasks. Terms used in Fig. 3 are italicized when used 
in the text. All actions taken to address uncertainty are summarized in Table 2 according to 
steps in the modeling process and model components. 
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Fig. 3 Uncertainty management framework. a) Generic tasks to address 
uncertainty, b) typology of uncertainty in three dimensions.  
The Factors influencing choice of method are the dimensions that inform the 
choice of methods for each task (Guillaume et al. 2010) 
3.5.1 Identify uncertainties 
The first task consists of identifying uncertainties in the model and modeling process. In 
this case, an ad-hoc approach was taken, and the uncertainties identified in Table 2 are clearly 
not comprehensive. They do, however, still cover a variety of sources. Within the modeling 
process, there are examples of uncertainties in scoping (definition of purpose and boundaries of 
analysis), framing (definition of model inputs and outputs) and analysis (development and use 
of model). Ideally, in future work, a systematic approach should be used to minimize the risk of 
ignoring uncertainties, for example checking through each potential source of uncertainty or by 
using a decision tree to ensure uncertainties represent concepts that cannot be classified in more 
than one category of nature, level and source (Warmink et al. 2010). In the model itself, 
uncertainties are considered across several model components, as well as in the output of the 
integrated model. A number of other sources should be considered, including uncertainties 
arising from the choice of methodology, search for alternative management options, deliberation 
about model results, implementation of the management option, and monitoring and evaluation 
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of its progress. To be comprehensive, uncertainties in the other model components—irrigator 
costs, aquifer recharge, and grape yield—should also be identified. 
3.5.2 Prioritize resources to address uncertainty 
Given a particular modeling purpose, not all uncertainties will be equally important, so 
resources to treat them must be prioritized. Constraints on what can be done must be 
recognized. This was a single person desktop study. There was no capacity for field work, and 
stakeholder engagement was not possible for this paper. Any analysis needed to rely on readily 
available data—which meant that there was insufficient data against which to validate the whole 
integrated model. The existing model scope and structure was not substantially modified. This is 
a key limitation, as processes with substantial impacts were missing from the scope of the 
original model, including representation of alternate water sources. 
Determining the relative importance of uncertainties depends on professional judgment. In 
McLaren Vale, parts of the aquifer system appear to be stressed, while the system on the whole 
is not. This suggests that it is essential to capture the spatial distribution of drawdown and 
pumping. Other uncertainties are likely to be less important. For example, the sensitivity of 
grape price to yield derived from a single year’s data is of lower importance because price is 
also affected by variation in economic conditions between years. The concept of risk as the 
effect of uncertainty on objectives, as defined by ISO (2009), is a useful way to think about 
importance of uncertainties to decision makers. For quantifiable uncertainties, the many forms 
of sensitivity analysis (see Saltelli et al. 2004) are useful tools to help identify uncertainties that 
have the greatest impact on model outputs. Whenever a tool is used to address one of the 
uncertainty management tasks, residual uncertainty and uncertainty introduced by the use of the 
tool must however be considered, for example bearing in mind statistical properties of some 
sampling-based sensitivity analyses (Yang 2011). 
For this paper, parameters that could change the preferred policy were identified. The 
uniroot R function (R Development Core Team 2010) identified the value of each parameter (if 
any) for which the difference between two policies would be zero, i.e. to identify whether 
setting a new parameter value could change whichever of the two policies has the greater 
objective value. This was repeated for each parameter one at a time. It was found that only the 
discount rate had an impact, and further investigation showed this was a result of a weakness of 
a stochastic rainfall representation, which was therefore replaced (see section Describe 
uncertainty). In this form, it is a perfunctory analysis, as advised against by Saltelli and Annoni 
(2010), and ongoing work will use a more comprehensive approach such as the MORE 
(Ravalico et al. 2009) or POMORE algorithms (see Ravalico et al. 2010). For this paper, 
constraints meant that in the end all uncertainties identified are treated quite simply. 
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3.5.3 Reduce uncertainty 
The aim of reducing uncertainty is to narrow an uncertainty range, i.e. improve its level of 
detail, without necessarily characterizing it. How this is done depends on the nature and source 
of the uncertainty. If the nature is variability such as rainfall variation, it cannot be reduced. If 
the nature is limited knowledge, more data can be obtained to improve understanding. In this 
case, there were limited resources to do so, but data were obtained from the internet 
(Phylloxerra and Grape Industry Board of South Australia 2011) to improve knowledge of how 
grape yield (as a surrogate for quality) is related to price in the region. If the uncertainty’s 
nature is contradiction, more data may not help. To determine the importance of minimizing 
drawdown versus economic loss, or equivalently maximizing hydraulic head versus net present 
value, deliberation with stakeholders may be able to reduce the uncertainty by finding common 
ground. As this was outside this paper’s scope, the uncertainty was only reduced by identifying 
policies not worth considering as they are inferior on both objectives. The set of policies not 
eliminated are referred to as a “Pareto front”. 
Some methods for reducing uncertainties are specific to their source. Uncertainty in 
parameters of the model of crop price was reduced by parameter estimation. Multiple robust 
linear regression algorithms were used to minimize the impact of outliers and increase 
confidence that non-outliers were not omitted (Marazzi 1993; Rousseeuw et al. 2011; 
Rousseeuw and Yohai 1984; Venables and Ripley 2002; Wang et al. 2010; Yohai et al. 1991). 
Similarly, in ongoing work, uncertainty in aquifer parameters (transmissivity and storativity) 
could be reduced by using a calibrated groundwater model. 
More generally, uncertainties can sometimes be reduced by accounting for previously 
ignored systematic processes by modeling them. For example, it could be possible to account 
for variation in the effect of price due to economic conditions in other sectors or regions by 
explicitly modeling price setting processes, for instance using computable general equilibrium 
models (e.g. Dixon et al. 2009). As another example, ongoing work will involve using a 
distributed groundwater model to account for spatial distribution of drawdown. 
Engagement with stakeholders, i.e. anyone with a stake in the situation, can be very useful 
in reducing a number of uncertainties. From the sources of uncertainty ‘scoping’ and ‘framing’ 
of the model, it can be useful to identify the management options and socioeconomic processes 
that should be included in the model. By building rapport, stakeholder engagement can facilitate 
social-science data gathering such as in helping to organize interviews to identify determinants 
of irrigator water-abstraction decisions, e.g. how irrigators use information about future rainfall. 
Primary producers (who are often stakeholders through their use of irrigation) are suitable local 
‘experts’ to evaluate the credibility of both agricultural crop yield and crop price models. 
Stakeholders (particularly government agencies) can also contribute to model evaluation by 
judging whether further treatment of uncertainty is needed to suit their needs; for example, is the 
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precision of results provided sufficient to achieve their purpose such as making a policy 
decision? 
3.5.4 Describe uncertainty 
Describing an uncertainty involves characterizing it in a way that it can be propagated 
through an analysis. How this is achieved depends on the level and source of the uncertainty. If 
the uncertainty in data or in a process is not explicitly described, modeling generally implicitly 
treats the data or process as certain. For example, data are often implicitly assumed to be 
accurate and representative (as is the case in this paper for the data used to calibrate the price 
model). 
The most common approach to acknowledging that the model is not certain is to represent 
an uncertainty with distribution as its level. This is the approach used by the original stochastic 
model (Qureshi et al. 2006), representing the rainfall each year by the same distribution. 
However, by assuming independent distributions, this does not capture the relation between 
rainfalls across years, which the water-allocation plans considered explicitly try to address. In 
this analysis the distribution of rainfall is instead represented by a historical-block bootstrap 
sample of rainfall time series. This involves randomly sampling 5-year blocks of rainfall from 
the historical record, in order to describe the uncertainty related to yearly variation and auto-
correlation. The data used are annual rainfall totals for the Willunga rainfall station (Station 
023753, from 1862 to 2009) from the Australian Bureau of Meteorology (BOM 2011). 
Often representing the likelihood of an event occurring is not appropriate (e.g. no 
information is available) or necessary (e.g. the decision maker can address the corresponding 
risk without that information). Instead, the uncertainty can be described at the level of bounds, 
as is used by interval analysis (Helton et al. 2004) and set membership (Norton 1996) 
approaches. How bounds are used depends on the source. For groundwater model parameters, 
bounds were taken from the literature— including Hodgkin (2004) and Watkins and Telfer 
(1995). The bounds for transmissivity, represented as intervals, were [25, 200] m
2
/day and for 




 ]. The large 
range reflects heterogeneity and the need in future for a spatially distributed groundwater model. 
Bounds were produced as confidence intervals in estimating the grape-price model parameters, 
but given the inter-annual variation in the parameter values, bounds were calculated using 
estimation results from data for multiple years. For the linear model of form price P = m + n × 
yield, the bounds on parameters were m ∈ [2000,5000] $/tonne and n ∈ [−200,0] $/tonne2 . In 
other circumstances, other methods that make use of data might also have been considered. 
Formal Bayesian methods identify parameter uncertainty using a likelihood function (Thyer et 
al. 2009; Vrugt et al. 2008). Generalised likelihood uncertainty estimation (GLUE) similarly 
attempts to quantify parameter uncertainty using an informal likelihood and a threshold on what 
is acceptable behavior of the model (Beven 2006; Stedinger et al. 2008; Vrugt et al. 2009). Set 
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membership approaches identify the set of feasible parameters for a given data error (Walter and 
Piet-Lahanier 1990). 
Bounds can also be placed on a process, by modeling two similar processes that represent 
extreme (or bracketing) behaviors of the process of interest. Rather than representing distributed 
drawdown, simple single-cell and two-cell groundwater models were created where either 
pumping was distributed across the whole aquifer, or all pumping occurred in a single centrally 
located well. Observed pumping and drawdown should theoretically fall between these results. 
The first, single-cell, model is described by Qureshi et al. (2006), and can be thought of as a 
single bucket where the water level rises and falls instantly when pumping occurs. 
ht+1 = ht + k (P
RCH




 (1 - ρRET) + XO AO (1 - ρRET) + D) 
Notation: 
ht = hydraulic head at time t (m) 
k = transformation factor between ML and meters, 1 / (A S) 










t = recharge (ML/yr) 
LI = average lateral inflow (ML/yr) 





 = volume of irrigation water and other water pumped (ML/ha/yr) 
ρRET = fraction of irrigation water returning to aquifer as infiltration recharge 
D = average water discharge to ocean during a year (ML/year) 
The second, two-cell, model can be thought of as two buckets in a ‘donut’ configuration 
(see Fig. 4a). The inside bucket is leaky and lets water through at a rate dictated by the 
transmissivity T. All pumping happens in the inner bucket, where the water level drops 
instantly. Water from the outer bucket gradually flows into the inner bucket, slowly equalizing 
the water levels (see Fig. 4b). The equations are: 
ht+1 = ht+1,IN 
ht+1,IN = ht,IN + k φIN (P
RCH




 (1 - ρRET) + XO AO (1 - ρRET) ) + k QOUT,IN 
ht+1,OUT = ht,OUT + k φOUT (P
RCH
t + LI + FAF) - k D + k QIN, OUT 
Qa,b = -Ta,b Ca,b (ha - hb) / La,b 
Notation: 
ht, ht,IN, ht,OUT = hydraulic head at time t reported to model, in inner compartment/bucket 
and in outer compartment (m) 
φIN , φOUT = proportion of area in inner and outer compartments. φIN + φOUT = 1 
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QIN, OUT, QOUT, IN = flow from inner to outer compartment and reverse (ML/yr), calculated 
using the equation for Qa,b using all flows split into daily time steps for numerical stability.  
ha, hb = representative heads in compartments a and b (m) 
Ta,b = effective transmissivity between compartments a and b (m
2
/day) 
Ca,b = length of horizontal contact between compartments a and b (m) 
La,b = effective distance between compartments a and b (m) 
This was implemented as a ‘donut’ of two square areas (inside length 2 km, outside length 
10 km) using the compartment groundwater model described in Roach et al. (2009) (effective 
distance between compartments of 3 km). The size of the inside area was chosen to be as small 
as possible while maintaining numerical stability. In ongoing work it may be preferable to use a 
dedicated spatially distributed groundwater model. 
 
Fig. 4 a) Two square areas and b) cross-section view of leaky bucket 
 
For the economic model, it was intended that extreme behavior models were to be used to 
acknowledge that it is not known to what extent irrigators anticipate future rainfall information 
to plan abstractions. Without knowing what information irrigators use, it can obviously still be 
said that the information they use will fall somewhere between no information and perfect 
information. The perfect information model would represent one extreme by using a multi-
period optimization problem. This was however not completed as it is a non-trivial problem 
when using a non-linear profit function and arbitrary constraints on pumping, through the 
“policy constraint” Boolean function. For this paper, only the other extreme was modeled – 
pumping with no information about future rainfall, therefore underestimating economic 
production. The irrigator is conceptualized as maximizing annual profit by using irrigation 
water to ‘top up’ water available from rainfall, i.e. with a 1-year planning horizon. 
X
G
 = min( X
OPT




 = chosen volume of water to extract for irrigation for the given year (ML) 
X
OPT
 = volume of water (ML) required for maximum single year profit without policy 
constraints, calculated using the equations for πt above (depends only on groundwater level). 
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ρEFF P = effective rainfall, see Section 3. 
X
POL
 = maximum allowable extraction (ML) in a given year as determined by policy 
constraints, depending on extraction in previous years. 
Accuracy of modeled pumping is obviously affected by uncertainty in the actual behavior 
of the irrigators, and their behavior is in turn affected by uncertainty in the information provided 
to them (Botes et al. 1996). These issues will both be further considered in ongoing work. 
For the aquifer and price model parameters, the bounds may not be conservative, in the 
sense that they may take values outside those given. In this paper, they have therefore been 
treated as an approximate inner bound. The alternative is to accept that the extreme values are 
not known, and represent the uncertainty at the level of scenario. This is often the case with 
uncertainties arising from scoping. An initial set of processes that have been omitted can be 
identified—reclaimed water, interaction between aquifers, trade of groundwater allocations—
but it is quite likely that there are other processes with an indirect effect. Similarly, the current 
allocation policy has been implemented, but there may be other emerging issues that have not 
been addressed, and other policies that will be considered in future. 
If the level of an uncertainty is recognized ignorance or unrecognized unknowns, the 
uncertainty cannot be described, unless it is reduced to a more informative level. Obtaining data 
about grape yield and price allowed the uncertainty in this relationship to be described. 
In the case of model outputs, the uncertainty to be described is in fact the accumulation of 
a number of other uncertainties (some of which are described in this paper). It is conventionally 
estimated by comparing model output to observed data. This was not possible for this paper 
with the data available. Part of the motivation for describing uncertainties separately and 
propagating them through the model, rather than relying on model output error, is that it is 
difficult to determine to what extent the uncertainty will affect future predictions, as 
uncertainties of different sources and levels are mixed together. 
3.5.5 Propagate uncertainty through analysis 
Propagating an uncertainty through an analysis (here, a model) estimates the uncertainty in 
the output due to uncertainty earlier in the analysis, including inputs. It is related to, but distinct 
from, sensitivity analysis. Sensitivity analysis seeks to identify relative differences in the 
influence of uncertainties, while propagation quantifies the total effect of uncertainty. At its 
most useful, uncertainty can be propagated through to objectives of direct interest to decision 
makers, allowing the risk involved to be directly calculated. How an uncertainty is propagated 
depends on the level at which it has been described. 
The simplest, but potentially computationally intensive, approach is to express all 
uncertainties as possible realizations of the same model, with different parameter values or 
model components (i.e. converting all uncertainties to scenario level). Distributions are 
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expressed as a Monte Carlo sample. For bounds, either the endpoints are used (if the model is 
monotonic in the uncertainty) or a uniformly distributed Monte Carlo sample is drawn, from 
which a range must later be taken. To account for interaction between uncertainties, all possible 
combinations (Cartesian product) of changes to account for each uncertainty can be made (see 
Table 1). The model is run for each model realization (being a set of model changes to address 
each uncertainty). To use this approach, this paper combined a sample of 100 possible rainfall 
time series, six different policies, three possible values (bounds and a best guess) each for the 
parameters transmissivity, storativity, m and n (for the crop price model), and two alternative 
groundwater models (as described in section Describe uncertainty). In total there were 11,550 
model realizations to run. In some cases, minimum and maximum values only occur for 
particular combinations of parameter values, such that other combinations of parameter values 
do not need to be evaluated, e.g. ignoring uncertainty in rainfall, the five runs in Table 3 would 
be sufficient. This improves the efficiency of the propagation of uncertainty. This propagation 
approach is arguably the simplest, but alternative approaches to uncertainty representation and 
propagation could be used, including other sampling schemes, error propagation equations, 
evidence theory, probability bounds, interval analysis and info-gap theory. For an overview of 
many of these approaches, see Ferson et al. (2004) and other articles in the same issue of 
Reliability Engineering and System Safety. 
Table 1 A subset of the model realizations that were run. Note the combination 
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It should also be noted that in addition to being propagated through the model, 
uncertainties can contribute to the output through the model development process. Improved 
understanding of uncertainties (e.g. processes) is captured in the model, and therefore 
represented in model results and decisions. For example, changes were made to the model (new 
parameter values) after analysis of data for the “revenue” function was analyzed. 
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3.5.6 Communicate uncertainty to decision makers 
It is often not suitable to communicate about an uncertainty in the way it is described or 
propagated. It is therefore worthwhile to explicitly consider how uncertainties are to be 
communicated, and to whom. This may also include developing tools to help decision makers 
use the uncertainty information, rather than just presenting it, for example, by presenting 
policies with a representation of the risk involved, and providing recommendations based on an 
understanding of the risk they are willing to accept. 
In this paper, uncertainty in model outputs is presented for use by decision makers by 
using ‘nesting’ of uncertainties of different levels (e.g. ensemble of cumulative distribution 
functions, Helton and Oberkampf 2004). This avoids uncertainties of different levels being 
confounded, including misleading communication such as equal probability given to two 
alternatives just because no better estimate can be made. This concept of ‘nesting’ is best 
understood using the examples in section Model results. Figure 5 selects extreme case model 
realizations and separates policies, but ignores all other uncertainty. Figure 6 similarly first 
considers extreme case realizations, then separates policies, and then shows all rainfall 
scenarios. In Fig. 7, for each policy, lower and upper as well as ‘best’ estimates are given on 
economic value and drawdown, calculated across all other model realizations. This gives a 
nesting that first considers only policy, then combines all other uncertainty. This representation 
of the uncertainty does not make use of the information about likelihood of scenarios due to 
variation in rainfall. To do so, best and worst-case model realizations (excluding rainfall) are 
selected, and box plots are created for each policy within each of these. This gives a nesting that 
first considers best and worst-case non-rainfall model realizations, followed by policies, then 
rainfall variation, as in Fig. 8. 
A number of decisions or assumptions made in model development also need to be 
communicated. Limitations of the model are acknowledged, in particular processes not 
included, as well as the sources of data and their limitations. Assumptions may have been made 
about steps occurring after the model results are provided such as need for deliberation about 
the relative importance of drawdown and economic loss. Similarly, recommendations 
communicated should include how residual uncertainty could be managed (see section 
Anticipate and manage residual uncertainty). 
Different methods are needed to communicate to users of the model its recommendations 
in the context of making it easier to reuse, replicate and revise the model. Even if there are no 
current plans for reuse of the model, it may present an opportunity later, for instance to be 
integrated into a larger model. There is a risk that future users will not have a sufficient 
understanding of the uncertainties inherent in the model, as other audiences do not need to be 
provided the same level of detail. A simple approach is to ensure the entire modeling process is 
documented to the extent that it is replicable. Many modeling development decisions are made 
subjectively as professional judgment. It is important that even tests of the model and 
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subsequent changes be documented; for example testing whether parameters are relevant to the 
decision and the choice of new price model parameters, as a different judgment may be made by 
a different modeler or with new information or tools. 
In ongoing and future work, it is anticipated that additional communication methods will 
be used. If the model is to be used in stakeholder engagement, how irrigators make use of 
rainfall information will also be considered controllable, and these results could be presented at 
a separate level of nesting. Visualization of the results could be further improved (Kelleher and 
Wagener 2011). 
3.5.7 Anticipate and manage residual uncertainty 
After steps have been taken to treat uncertainties, there will often be residual risk 
remaining, either because the known uncertainty has not been completely addressed, or because 
of unrecognized unknowns. To address this risk, it is common for projects to recommend future 
work, which may or may not be undertaken. For this paper, this ‘future work’ will be addressed 
immediately in ongoing work by iterative development of the model, informed by this analysis. 
These steps are summarized in Table 5, along with an assessment of the possible consequences 
if these steps are not taken. 
Other than scheduling further research, in ongoing work it may be possible to help detect 
unplanned circumstances and respond to them. Within the iterative modeling process, sensitivity 
analyses such as POMORE (as described in section Prioritize resources to address uncertainty) 
can be repeated after any model changes. Violation of model assumptions may serve as a trigger 
to revise a management plan before the end of its planning horizon, for example if future 
rainfall deviates from its historical distribution. A tool could be provided to diagnose this 
situation. Similarly, one could check that the model continues to reflect accurate pumping 
patterns. These assumptions would have to be tested in any case if the model is revised, but by 
producing a tool at the time of model development, the need for revision can easily be identified 
every time the model or its results are used. 
3.6 Model results 
This section summarizes the actions taken to address uncertainties described in the 
preceding and then presents graphical results from running the 11,550 model realizations to 
capture the uncertainty in model outputs. Graphs were prepared using the ggplot2 R package 
(Wickham 2009). The section finishes with a tabular summary of conditions of model use and 
recommended ongoing treatment of uncertainty. Table 2 provides a structured overview of the 
discussion in Section Demonstrative uncertainty analysis by task. For each row, the reader may 
evaluate whether the actions in the second column adequately address the uncertainty identified 
in the first column. Whether the actions taken are sufficient depends on the type of uncertainty 
as well as the context, including time, resources and purpose. The first column therefore also 
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includes its source—the modeling decision the uncertainty originated from—as well as the 
uncertainty’s level of detail and its nature. The second column describes treatment in terms of 
the uncertainty management tasks, as explained at the beginning of section Demonstrative 
uncertainty analysis by task. 
Table 2 Summary of actions taken to address uncertainty 
N.B. Sub models of costs, recharge and yield have not been analyzed. Actions 
planned but not performed for this paper are expressed in brackets. 
Source & Uncertainty Actions for tasks 
Model scope  
Source: definition of future conditions 
Uncertainty: which allocation policy is 
used in the future plan? 
Nature: contradiction 
Level: scenario 
Prioritize: include available information, but do not seek 
more 
Reduce: (engagement with policy planning process 
through stakeholder engagement) 
Describe: implementation of all candidate allocation 
policies 
Propagate: run model with each policy as a scenario 
Communicate: report on scenarios separately 
Manage: (plan use of stakeholder engagement) 
Source: define processes of interest 
Uncertainty: missed processes? 
Nature: limited knowledge 
Level: Certainty and Scenario 
Prioritize: include available information, but do not seek 
more 
Reduce: (stakeholder engagement) 
Describe: initial identification of omitted processes 
Propagate: not applicable (NA) 
Communicate: acknowledge as limitation 
Manage: (plan use of stakeholder engagement) 
Model framing  
Source: Representation of 
stakeholder values 
Uncertainty: Relative importance of 
hydraulic head vs. economic value 
objectives? 
Nature: contradiction 
Level: recognized ignorance 
Prioritize: avoid needing stakeholder engagement at 
this stage 
Reduce: Delay issue by keeping objectives separate - 
use of Pareto front representation 
Describe: (stakeholder engagement) 
Propagate: NA 
Communicate: express the need to choose importance 
at deliberation stage 
Manage: (revise this treatment after stakeholder 
engagement) 
Model inputs  
Source: definition of rainfall 
Uncertainty: Variability in rainfall? 
Nature: variability 
Level: distribution 
Prioritize: include available information, but do not seek 
more 
Reduce: not reducible 
Describe: Historical block bootstrap sampling 
Propagate: run model with alternative time series 
Communicate: report distribution of results resulting 
from combined model runs; acknowledge as limitation 
Manage: suggest revision of plan if history does not 
match rainfall; provide tool to evaluate deviation of 
rainfall from history 
Model of aquifer  
Source: representation of behavior of 
groundwater system 
Uncertainty: lack of knowledge of 
spatial distribution of pumping? 
Nature: limited knowledge 
Level: Approximately bounded 
Prioritize: include available information, but do not seek 
more; do not substantially modify model structure - 
keep lumped model; this is a crucial issue as parts of 
the aquifer are stressed, even if the whole is not 
Reduce: (develop a more distributed model) 
Describe: Create models representing extreme 
conditions - pumping in one well and distributed across 
whole aquifer 
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Propagate: Run model with each variation 
Communicate: Report on model outputs as bounds 
Manage: (plan a model that allows distributed 
representation of pumping) 
Source: representation of 
groundwater system properties 
Uncertainty: Limited knowledge of 
parameters for aquifer properties - 
transmissivity, storativity? 
Nature: Limited knowledge 
Level: scenarios assumed to be 
minimum bounds 
Prioritize: include available information, but do not seek 
more; precision is less important given lumping of 
aquifer 
Reduce: (parameter estimation/calibration of 
groundwater model; use of multiple data sources) 
Describe: Bounds on parameters from literature 
Propagate: Run model with different parameter sets 
Communicate: report results as bounds 
Manage: (plan use of more rigorously tested and 
calibrated groundwater model) 
Model of irrigation pumping  
Source: representation of irrigators’ 
choice of extraction volume 
Uncertainty: Whether irrigators use 
future rainfall information? 
Nature: limited knowledge 
Level: scenario interpreted as bounds 
Prioritize: include available information, but do not seek 
more 
Reduce: (interviewing to identify determinants of 
irrigator water abstraction decisions) 
Describe: (use alternate models - maximizing expected 
profit with no information and complete information) 
Propagate: run model with alternate model 
components 
Communicate: report as scenarios, and as bounds 
Manage: (plan further research into decision making; 
diagnostic tool to identify whether model continues to 
reflect abstraction patterns) 
Model of grape price  
Source: define model of grape price 
Uncertainty: are current local 
conditions adequately represented? 
Nature: limited knowledge 
Level: Recognized ignorance 
Prioritize: no capacity for field work for this analysis 
Reduce: Obtain current data from web; (field tests, use 
of secondary data, expert opinion) 
Describe: express data in terms of model component 
inputs and outputs 
Propagate: revise model component with new 
information 
Communicate: implicitly included in model results 
Manage: (stakeholder engagement with primary 
producers to evaluate credibility of model) 
Source: define parameters 
Uncertainty: how sensitive is grape 
price to yield? 
Nature: Limited knowledge 
Level: distribution 
Prioritize: variation in sensitivity means this uncertainty 
is less important; do not modify the model structure - 
still a linear function of yield 
Reduce: Parameter estimation by robust linear 
regression 
Describe: (obtains confidence intervals, but these 
aren't used) 
Propagate: Use these parameters in the model 
Communicate: implicit in the model results 
Manage: (stakeholder engagement with primary 
producers to evaluate credibility of model) 
Source: define parameters 
Uncertainty: how does sensitivity of 
grape price to yield vary? 
Nature: Variability 
Level: scenarios assumed to be 
bounds 
Prioritize: rely on existing data; may change decision 
based on economic cost 
Reduce: (modeling of price setting processes; regional 
equilibrium models) 
Describe: calculate independent bounds on 
parameters from separate parameter estimation runs 
Propagate: run model with each set of bounds 
Communicate: report bounds of economic value 
Manage: (stakeholder engagement with primary 
producers to evaluate credibility of model) 
Integrated model  
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Source: Define all parameters in 
model 
Uncertainty: Whether parameters are 
relevant to the decision? 
Nature: Limited knowledge 
Level: Distribution 
Prioritize: optional improvement, just use a simple 
approach 
Reduce: NA 
Describe: Search of parameter space for policy rank 
equivalence. POMORE 
Propagate: possibly reconsider model parameters or 
structure 
Communicate: document results and model changes in 
model development process only (not in results) 
Manage: (repeat analysis after any model changes) 
Source: Produce model output 
Uncertainty: Accumulated uncertainty 
in model outputs 
Nature: Mixed 
Level: separable into distribution, 
bounds and scenarios 
Prioritize: No observed data available to test against 
Reduce: NA 
Describe: (compare propagated uncertainty to error 
from observed data) 
Propagate: propagate uncertainties in other sources 
through model 
Communicate: report propagated uncertainty broken 
down by level for decision makers 
Manage: (stakeholder engagement to identify whether 
further treatment of uncertainty is needed) 
 
Figure 5 compares the predicted net present value (NPV) against minimum hydraulic head 
resulting from each policy, for different assumptions about the system (see Table 3). This 
representation demonstrates the need for a trade-off between these two objectives. None of the 
policies is clearly better than the other on both objectives (i.e. they represent a “Pareto front”, 
represented by the grey line). A judgment on the worth of a policy therefore requires input from 
stakeholders—How much loss is each side willing to accept? 
Table 3 Sets of assumptions used to create figures 
Scenario name m n Transmissivity Storativity Groundwater 
model 
Best guess 3040 -109 75 2.7
-4
 ‘Donut’ 
Maximum head 2000 -200 25 5.2
-5
 ‘Donut’ 
Minimum head 5000 0 NA 1.1
-2
 Single bucket 
Maximum NPV 2000 -200 25 5.2
-5
 ‘Donut’ 
Minimum NPV 5000 0 NA 1.1
-2
 Single bucket 
 




Fig. 5 Trade-off between net present value (NPV) and minimum hydraulic head 
for each policy, for several sets of assumptions 
 
Fig. 6 Trade-off between net present value (NPV) and minimum hydraulic head 
for each policy, for several sets of assumptions, showing variation 
due to rainfall as convex hulls 




Fig. 7 Segment plot of bounds and best estimates of difference from the best 
option for each policy 
 
Fig. 8 Box plots comparing policies including rainfall variation for several sets 
of assumptions 
 
As noted in the preceding, Fig. 5 shows a number of example Pareto fronts obtained with 
different assumptions about the system’s properties (i.e. different model realizations). The order 
of the policies along these fronts is the same in each case. Regardless of which set of 
assumptions is correct, the model predicts that the relationship between the policies stays the 
same, though the magnitude of consequences varies substantially. 
Figure 6 shows circled clusters representing possible outcomes for each policy with 
different sets of assumptions and a sample of rainfall patterns. They support the observation that 
the trade-off between policies is the same in relative terms, including consideration of rainfall 
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and other uncertainties. The “Qureshi suggestion” policy is very similar to “1.5 ML/ha/yr”, with 
a minor improvement in minimum hydraulic head. The “Current WAP” is very similar to the 
“1.1 ML/ha/yr” policy, and shows the expected trade-off of an improvement in NPV, for a loss 
in minimum hydraulic head. The Max head and Min NPV plots of Fig 6 show that for 
assumptions with m = 2,000 and n = −200 the policies are even more similar, and negative 
economic results are possible. The four cases (plus a fifth ‘best guess’) were chosen by 
identifying scenarios that consistently result in minimum or maximum values for each objective, 
across all policies and rainfall distributions. These scenarios are shown as points in Fig. 7. 
A segment plot (Fig. 7) presents both a best-guess estimate of outcomes of each policy as 
well as upper and lower bounds, including all uncertainties confounded. This plot shows a 
difference (or cost) relative to the best policy for each set of assumptions. This removes the 
effect of a shifting baseline for different assumptions. In some cases, not doing so can make 
policies difficult to compare (Reichert and Borsuk 2005). Some of the uncertainties included 
cannot be expressed as distributions. The segment plot therefore has no consideration of 
likelihood of outcomes within each range. The plot shows that the uncertainty bounds in the 
inputs translate to large ranges in NPV and minimum hydraulic head. Consultation with 
stakeholders would likely confirm that further work in reducing the uncertainties is needed 
before the absolute values reported would be useful. 
Results so far have concentrated on scenario and bound representations of uncertainty. It is 
more common in the literature (Helton and Oberkampf 2004) to use representations of 
distributions (e.g. mean and standard deviation, cumulative distributions, quantiles). These 
approaches are not suitable for uncertainties that can only be represented as bounds or 
scenarios. Instead a nested approach is needed, as described in section Communicate 
uncertainty to decision makers. Figure 8 shows box plots of outcomes for five sets of 
assumptions. Each box plot shows the distribution of the NPV or head due to rainfall. Other 
uncertainties are captured within the assumptions. Other plots of distribution such as cumulative 
distribution functions or mean-variance plots could be presented in a similar way. 
As a result of the limited scope of this paper, the clarity of these plots has not yet been 
discussed with stakeholders. This is clearly required given the aim of ensuring that decision 
makers have understood the uncertainty involved and taken it into consideration. From a 
scientific point of view, these plots do represent the full range of uncertainty, recognizing the 
differences between levels of uncertainty. Regardless of the method finally chosen for 
stakeholder communication, it is important that these principles be observed such that model 
results do not convey a false sense of certainty and security. 
Table 4 outlines conditions on the use of the model and Table 5 summarizes recommended 
ongoing actions to address uncertainty and hence minimize risk. The consequences of each 
condition and action (i.e. risk involved in following or not following the recommendation) are 
outlined in terms of impact of policy and system behavior, in order to help prioritize them. They 
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are presented as tables such that they can be treated as checklists, for example for use whenever 
the model or model results are used. While such information is common in reports, it is argued 
they should accompany a model and its results whenever there is the potential for the model to 
be used or adapted. Providing a model without providing (clearly stated) conditions for its use is 
like providing medicine without any information about potential side-effects. 
Table 4 Conditions on use of model 
Condition Consequences 
Use of model results to make policy 
recommendations must include deliberation 
about the relative importance of drawdown and 
economic loss 
If not done, decision is likely to be contested 
due to lack of transparency and perceived 
bias by self-interest 
Model results must not be used to make 
decisions under assumptions of changed 
climate. Rainfall representation only captures 
historical variation. 
If results are used, they will be misleading, 
and adverse aquifer or economic impacts may 
occur 
Model must not be used to make decisions 
where there is reclaimed water, multiple 
aquifers, trade of groundwater allocations (as 
these processes are not represented) 
If model is used, results will be misleading, 
and adverse aquifer or economic impacts may 
occur 
Prior to use of model or model results, 
assumptions and uncertainties should be 
reviewed (at minimum using 
Recommendations for ongoing treatment) 
If not done, model may stop being predictive 
or model results may become misleading, 
causing adverse impacts 
 
Table 5 Recommendations for ongoing treatment of uncertainty, and 
corresponding opportunities and risks 
Recommended action Consequence 
Create and use diagnostic tool to identify 
whether model continues to reflect abstraction 
patterns 
If not done, model may stop being predictive, 
and adverse impacts may occur. 
If done, notice will be given of changed 
system behavior, allowing anticipation of 
adverse impacts 
Create and use tool to evaluate deviation of 
rainfall from history. Revise plan if rainfall 
deviates from historic patterns 
If not done, policy will be based on false 
assumptions, and adverse impacts may occur. 
If done, policy will address changed 
conditions, and adverse impacts may be 
avoided 




If done, changes in parameters that could 
change policy decisions will be identified, 
allowing policy to be reconsidered 
3.7 Implications for managing risk in decision support 
using integrated models 
In addition to demonstrating how some uncertainties can be addressed in a hydro-
economic model, this paper also raises some further issues, discussed in this section, that need 
to be addressed in order to progress towards a holistic management of risk in modeling used to 
support decisions in water management. Foremost, it should be recognized that there are other 
risks in water management, other than failure of assumptions, that may reduce a model’s ability 
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to support decision making. In this study, there was clearly uncertainty in the scope of the 
analysis and the associated definition of model inputs and outputs. This uncertainty arose 
outside the model itself, and needs to be addressed there. This is common in water management 
(including groundwater), as it is recognized as a messy or ‘wicked’ problem (Rittel and Webber 
1973). Stakeholder engagement and adaptive management can play an important role (Voinov 
and Bousquet 2010) in understanding contrasting views of the problem, and managing its 
dynamic nature, particularly in terms of its evolving scientific and social understanding. 
Interdisciplinary knowledge is needed, for example, requiring the integration of models from 
various disciplines. Such models may not be directly compatible, whether due to 
conceptualization of the system, or software implementation. A more complete description of 
what decision support requires outside of modeling proper is given by van Delden et al. (2011), 
and determinants of success of decision support tools are discussed in detail by Diez and 
McIntosh (2011). To successfully manage risk in decision support, uncertainties need to be 
addressed (with the resources allocated to them dependent on the impact) across all these 
aspects: all component models, all model inputs, and all stages of decision support need to be 
considered (including the modeling process, stakeholder engagement and implementation of 
policy).  
Only a demonstrative selection of uncertainties was addressed here for reasons of scope 
and resources, but even this subset was difficult to manage and communicate effectively. 
Integrated models of complex systems, by their very nature, involve a large number of 
uncertainties. Ongoing work will involve developing a systematic process to identify 
uncertainties at their source. This will form the basis of a way to organize how they will be 
treated. 
To help propagate uncertainties, particularly with a scenario and/or Monte Carlo 
simulation approach, software-modeling environments should facilitate and encourage the use 
of alternative model components, and the ability to run a large number of model, input and 
parameter variations. Rapid prototyping (Rizzoli and Young 1997), cloud computing (Hunt et 
al. 2010) and surrogate models (e.g. Roach and Tidwell 2009) may be of use. On the other hand 
simpler methods can also be extremely valuable in ranking and prioritizing uncertainties. These 
could include undertaking sensitivity analyses with screening methods like that of Morris 
(1991) or with algebraic analysis on components of the model where differentiation to directly 
determine sensitivities is feasible (Norton 2008). 
A modular or component modeling approach (see Harou et al. 2009) can be used to 
facilitate the treatment of uncertainty (Voinov and Cerco 2010). In this paper, uncertainty in 
model structure is partially captured using alternate model structure hypotheses, corresponding 
to alternate system conceptualizations. This is made possible by identifying entities within the 
model that can be replaced. Creation of models with paradigms that are usually more holistic 
such as Bayesian networks, agent-based models or system dynamics (Jakeman et al. 2007), or 
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combinations thereof, can however also be used in a way that allows modules to be identified 
within them (e.g. for Bayesian Networks, Molina et al. 2010). The key issue in a modular 
approach would seem to be twofold: to address and represent the nature of the linkages between 
the modules so that uncertainties can be propagated among them, and to assess which linkages 
can be simplified such as through amalgamation of modules or decomposition of a component 
into other modules. 
The reuse of a model presents an opportunity to address issues arising from previously 
limited resources, update the model to include new data and reflect current circumstances. In 
particular, the model may be used in a new context, with changed scope and resources, as is the 
case with this paper. As context influences modeling decisions (Jakeman et al. 2006), it is 
important that these can be revised. The information provided by current model documentation 
is typically incomplete, particularly with regard to subjective modeling choices. Having 
different audiences and purposes, neither journal papers nor consulting reports explicitly cater to 
this need. A process to systematically document modeling choices and associated uncertainties 
is in development (Guillaume 2011). This is expected to be of use where models are re-used in 
an adaptive context, and where disciplinary models are re-used in integrated models, perhaps 
even by modelers who do not have a strong background in the disciplinary area, e.g. use of 
economic models by hydrogeologists or vice-versa. 
Model evaluation or so-called validation should consider end-user confidence in the model 
to be its central concept. Current best practice is to ensure model outputs replicate historical data 
(Harou et al. 2009; Jakeman et al. 2006). This is still important where it is possible, but should 
consider decision support purpose and acknowledge model imprecision, remaining open to the 
use of surrogate data, and making the best use of expert opinion (e.g. as in Oliver et al. 2010). In 
the case of groundwater, it has already been argued that model validation in a strict ‘replication 
of reality’ sense is not useful (Anderson and Woessner 1992; Konikow and Bredehoeft 1992). 
In any case, replication of past data is no guarantee of future performance if system drivers 
change, as they often do in water management. This study did not have actual data to compare 
against. Nevertheless, the model is arguably still useful, in a soft systems modeling sense 
(Checkland 1995) as it captures a conceptualization of the system and has demonstrated the 
uncertainty-robust relationship of the policy options. When actual data are obtained, the best-
guess model predictions will likely prove to be inaccurate, due to substantial simplifications. As 
model outputs are communicated to the end-user as imprecise values, the model results will 
only be invalidated if end-users lose confidence in the robustness of the analysis, for example if 
observed results fall substantially outside predicted uncertainty bounds. 




This paper has demonstrated the application of a management framework to address 
uncertainty in an integrated hydro-economic model. It emphasized the need to consider all 
uncertainty management tasks, in particular thinking about communicating uncertainty to the 
end user and facilitating their use of this information, such that they can manage the risk 
involved in choosing a policy using the model. 
Analysis of uncertainty helps to improve understanding of predicted policy impacts. A 
single model run may provide a ‘best guess’, but there remains a risk that the model is based on 
incorrect assumptions. The uncertainty analysis provides an answer to the question “What if the 
assumption was wrong?”, and hence allows decision makers to choose a policy with an 
understanding of the possible adverse impacts, or at best, choose a policy that will provide the 
desired outcome even if the ‘best guess’ changes. 
It is recognized that due to the limited scope and resources, numerous improvements can 
be made to the analysis presented in this paper, and a number of these have been identified 
throughout. More broadly, the analysis presented provides only the building blocks for use in an 
applied setting, where issues may arise that have not been explicitly addressed such as use of 
more complex methods, and consideration of all uncertainties in such a model. 
Some of these issues related to transferability have been identified in the context of 
implications for managing risk in decision support using integrated models. Within this context, 
this paper was unashamedly restricted to illustrating a number of simple methods chosen to fit 
particular types of uncertainties, in an effort to raise awareness of the need and feasibility of 
tackling uncertainty in economic-groundwater models. 
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Chapter 4: Comprehensively implementing 
the framework in rainfall-runoff modelling 
In Chapter 4 the framework is used by subject-matter experts to comprehensively plan the 
management of uncertainty in a hypothetical rainfall-runoff model.  
This implementation and reflection focuses on details of uncertainty of a conceptual 
rainfall-runoff model within a functionalist paradigm. Models of this type can model impacts on 
discharge due to pumping, as part of evaluating SAY, and the underlying functionalist view of 
model components is similar to that in groundwater and unsaturated zone models. As part of the 
reflection, categorisation of existing methods within the framework identifies no significant 
gaps, supporting the need for a methodology to facilitate the combination of methods. 
Uncertainties need to be considered in combination rather than in isolation, and the methods 
used typically replace rather than supplement normal practice, such that they cannot be 
relegated to the end of a project. The framework appeared to successfully allow the expression 
of implicit understanding about uncertainty, but the experts involved agreed that describing the 
treatment of every uncertainty was time-consuming and mentally demanding, even for this 
relatively simple case. It is difficult to see it being applied for planning of uncertainty 
management in larger models. 
This chapter was published and presented as a conference paper. The abstract was peer-
reviewed. 
Guillaume, J.H.A, Croke, B.F.W, El Sawah, S. and Jakeman, A.J. (2011) Implementing a 
framework for managing uncertainty holistically. In: Watermatex 2011: Conference 
Proceedings. 8th IWA Symposium on Systems Analysis and Integrated Assessment 
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4.1 Abstract 
A previously presented uncertainty management framework provides a way of making 
sense of uncertainties, whether in environmental problem framing, modelling or 
implementation, along with the tasks that we can undertake to address them. In a modelling 
context, this paper shows how existing methods that address uncertainty fit into this framework, 
and therefore fit together. A hypothetical example of rainfall-runoff demonstrates how this 
framework can be implemented to comprehensively manage uncertainty. A comparison with 
mainstream practice shows that addressing uncertainty needs to be a holistic exercise that 
requires changes throughout the modelling process, but that tools can be chosen to satisfy 
resource constraints and context-dependent requirements. 
Keywords: Uncertainty; quality assurance; modelling guidelines; rainfall-runoff; decision 
making; model structure 
4.2 Introduction 
Substantial work on uncertainty in modelling for decision-making has provided us with a 
large number of methods and tools, many of which have similar purposes. Matott et al. (2009) 
provide a thorough review, categorising tools according to their purpose in model evaluation 
common practice. From the point of view of managing uncertainty, the question remains of how 
the tools relate to each other and can be used together. In their conclusion, only one common 
workflow linking the tools is briefly listed. This paper describes how a previously developed 
uncertainty management framework (Guillaume et al., 2010) can better address this question; 
places common methods in this context; and illustrates the use of the framework to choose 
methods to manage uncertainty more comprehensively than is typically the case. A concluding 
discussion highlights issues that need to be addressed to progress a practical methodology for 
managing modelling uncertainty. 




4.3.1 How the uncertainty management framework brings tools 
together 
The uncertainty management framework presented by Guillaume et al. (2010) identifies a 
set of common tasks that are undertaken as part of managing uncertainty. Uncertainties are 
identified, resources to address them are prioritised, uncertainties are reduced, and then 
uncertainties are described, propagated through the analysis, and communicated. The 
uncertainty remaining that has not been reduced, e.g. due to variability, lack of resources or 
ignorance, must be recognized and managed by the decision makers.  
The framework’s focus is on providing guidance for choosing methods for the different 
tasks. In doing so, the linked tasks in turn show how methods relate to each other. By providing 
a full typology of uncertainty, it also allows us to look for possible gaps – methods that still 
need to be developed. 
4.3.2 Sources of uncertainty in computational modelling, and 
their context 
This paper focuses on managing uncertainty in computational modelling, as distinct from 
problem framing. It is recognised that uncertainties in problem framing may impact 
substantially on the modelling process and results. Different methods are necessary, and taking 
the problem framing as complete allows us to concentrate on a subset of those tools. 
For the purpose of matching tools to tasks within this framework, the sources of modelling 
uncertainty considered are data, model structure and parameters. Within the framework, 
uncertainties are considered to be recursively generated by decisions we make. For example, 
starting from the creation of a model, parameters become a source of uncertainty because we 
choose to use a parametric approach, and using optimisation to estimate parameters introduces 
yet more uncertainties. The sources considered are compatible with others (incl. Matott et al., 
2009), in that they are commonly recognised, and that depending on perspective, uncertainties 
not represented here are generated as part of addressing the uncertainties included. Existing 
tools are matched to the framework by tabulating them by uncertainty management task and 
source. 
4.3.3 Hypothetical example of using the framework 
To illustrate the use of the framework, we step through the development of a simple 
rainfall-runoff model, from a fully specified problem description. In this hypothetical situation, 
a water planner needs to set stream diversion limits to protect local ecosystems in a protected 
catchment, accounting for set climate change scenarios. To do so, they intend to approximate 
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ecosystem impacts by looking at flow frequencies and lengths, as calculated by the rainfall-
runoff model. Time constraints mean that the single existing stream flow gauge and rainfall 
gauge will be used, and developing new model structures is not possible. 
 
The uncertainty management framework is applied by having two hydrologists follow the 
process described by the flowchart in Figure 1. The steps involved in modelling are described, 
along with how they are commonly performed, and the methods to be used for each uncertainty 
management task are described. 
 
Figure 1 Flowchart of application of framework 
4.4 Results 
4.4.1 Categorisation of tools within the uncertainty 
management framework 
Tools for addressing uncertainties are categorised in Table 1. The categories described by 
Matott et al. (2009) can be seen to match particular tasks, but not for all sources. This apparent 
gap has been filled by other example methods outside Matott’s categorisation. In many cases, 
these methods are qualitative approaches (in italics). In some cases, as with identifying 
uncertainties, and prioritising uncertainties in model structure, we often rely on informal past 
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experience. There may be the potential to develop systematic methods to formalise and help 
communicate these processes. 
Table 1 Categorisation of uncertainty methods by task and source 
Categories identified by Matott et al. (2009) are in bold, qualitative approaches in 
italics 
Task Modelled outcomes Data Structure Parameters 







Prioritise Expert opinion Sensitivity 
analysis 




Reduce (reducing uncertainty 
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 GLUE (Beven 
and Freer, 2001), 
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al., 2009) 























Manage In modelling, addressed in communication with stakeholders 
 
4.4.2 Addressing uncertainty in the rainfall-runoff model 
The modelling steps identified in this example are: choosing a pre-existing and 
implemented model type, selecting model parameters (which involves selecting calibration data, 
selecting an objective function and selecting an optimisation method), testing predictive 
accuracy and running the model to produce a report. Scoping, framing, and data collection are 
assumed to have been completed and their uncertainty managed prior to this exercise. This 
section describes common practice in these steps, contrasted with what the hydrologists 
consulted would do when considering uncertainty.  
Choosing a model type and structure commonly involves selecting the one that best 
approximates the processes of interest and provides the best results according to some objective 
function. A modeller’s choice may also be affected by previous use of a model in similar 
conditions, and familiarity with the software implementation. The uncertainty associated with 
choosing a model structure is whether the model structure adequately describes the catchment’s 
rainfall-runoff behaviour for the purpose at hand. The methods used by the hydrologists 
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questioned to address each uncertainty management task for this uncertainty are described in 
Table 2. In this case, the commonly used steps remain, but further steps have been added – 
testing model assumptions, using several models and using model averaging. The uncertainty 
management tasks have also required the hydrologists to explicitly plan how this uncertainty 
will be communicated, and how its impacts can be managed after the model is delivered. 
Table 2 Methods for management tasks to address uncertainty: adequate model 
structure 
Prioritise 
 Determine important event categories or conditions by cross-validation 
 Constraints:  limited by flexibility built into model software,   limited to existing data - no 
capacity for new monitoring  
Reduce 
 Test model structure assumptions  
 Exclude model structures with poor fit in terms of metrics appropriate to the purpose  
 Exclude model structures with physically implausible parameter interpretations  
 Exclude model structures with systematic bias indicating structural inadequacies  
 e.g. with cross-correlation between model errors and flows or rainfall 
Describe 
 Use several possible model structures, capturing different processes, behaviours  
 Bayesian approach including alternative structures  
 Examine differences in errors in calibration and validation periods, relate errors to event 
categories and phases (antecedent conditions, flow or rainfall amounts or intensities, 
evaporation conditions) 
Propagate 
 Run separate model structures, possibly use model averaging  
 Apply error estimates from cross-validation 
Communicate 
 To technical end user: describe assumptions of different models used, and their effect  
 To decision maker: make recommendations about ways to resolve difference in 
assumptions  
Manage residual uncertainty 
 As part of predictive uncertainty 
 
The next modelling step is to select parameters. Parameter estimation using optimisation 
allows the use of observed data to help make this selection. Using parameter estimation requires 
several additional modelling steps – choosing calibration data, objective functions, and an 
optimisation algorithm. The uncertainties in these steps become clear when the aims of these 
steps are considered, as shown in Table 3. Classifying these uncertainties according to their 
nature and level (Guillaume et al., 2010; Walker et al., 2003) could also verify that these are 
uncertainties are atomic (Warmink et al., 2010). For each of the modelling steps, the framework 
was applied in the same way – identifying uncertainties as in Table 3, and identifying methods 
to address management actions, as in Table 2. The tabular outputs are omitted here, but are 
available from the authors on request. 
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Usual practice in parameter estimation involves fitting to a single objective function, 
usually the coefficient of determination, also known as the Nash-Sutcliffe coefficient (Nash and 
Sutcliffe, 1970), using the longest period possible (leaving out a validation period and a warm-
up period). The modeller might report on results of fit for other objectives. If several objectives 
are used, they are usually weighted arbitrarily by subjective judgement of modeller. When the 
uncertainty management tasks are considered by the hydrologists consulted, a number of 
changes are made. Sensitivity analysis (Saltelli et al., 2004) allows assessment of the 
importance of reducing uncertainty in each parameter, but also in input data. Uncertainty in the 
value of the parameters needs to be quantified. As a first pass, the range of values the 
parameters usually take can be identified. Using parameter estimation, a number of methods 
estimate uncertainty in parameters based on equifinality, e.g. GLUE, DREAM (Vrugt et al., 
2009; Vrugt et al., 2008; Beven and Freer, 2001), and through bounding (Norton, 1996). Model 
outputs are then obtained for multiple sets of parameters – propagating the uncertainty through 
the model. Certain problems in identifying the parameter set can be diagnosed using tools from 
the field of identifiability (see for review, e.g. Matott et al., 2009). For a more complex model, a 
non-classical optimisation method may be needed, with multiple starts or meta-heuristics; e.g. 
DREAM (Vrugt et al., 2008) or Differential Evolution (Mullen et al., 2011). Error in data, and 
data that is not representative of prediction conditions, may yield parameters with inadequate fit. 
Subsets of available data may be selected for calibration based on understanding of their error 
characteristics (Tomkins and Shao, 2011). Auxiliary data, such as water quality (Kuczera and 
Mroczkowski, 1998), remote sensing or neighbouring gauges might reduce the impact of error 
in single outputs. Uncertainty in inputs can be propagated through the model in optimisation, for 
example using BATEA (Thyer et al., 2009). The uncertainty can also be accounted for by 
modifying the objective function to account for uncertainty in data and serial correlation (Croke, 
2007; Croke, 2009). The data used should be of the resolution required (Littlewood and Croke, 
2008), and be as far as possible representative of the prediction conditions. The model can be 
calibrated against events or periods corresponding to the desired conditions, such as by 
evaluating against dry and wet periods separately, e.g. using hydromad software (Andrews, 
2010; Andrews et al., 2011). Each period can be combined in an objective function, weighted 
based on the information content in the data for that period, perhaps determined by iteration. 
Finally, the type of objective function used should address the objectives in terms of features of 
stream flow to be captured, as discussed with decision makers. Multiple objectives can be 
identified. Optimisation methods that allow multiple objectives to be used directly (e.g. Deb et 
al., 2002) are typically computationally expensive, and it may be preferable to use multiple 
weightings in an aggregate objective function instead. In this case, the Pareto frontier could be 
approximated by retaining parameter sets from, and reporting on, several weightings of 
objectives, hence showing parameter sets which are a priori of equal value to the decision 
maker, i.e. indifference curves  (Pareto, 1972). 
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The next step, testing the predictive accuracy of the model, usually involves calculating the 
objective function on a separate so-called validation period. Addressing uncertainty requires the 
propagation of uncertainty in input data, model structure, and parameters. Methods used to 
propagate these uncertainties are presented in Table 4, compiled from the hydrologists’ notes as 
they applied the framework. The observed error from comparison with data and predicted error 
from the propagation of uncertainty are complementary. Observed error cannot be assumed to 
represent error in unseen conditions. Predicted error can do so, as it expresses the quantified 
limits of the modeller’s knowledge. The modeller’s estimates may however be overly 
conservative or optimistic, and comparison to observed error can improve management of 
uncertainty in modelling. As the aim of producing uncertain model outputs is to contain the 
observed data, measures of closeness of fit are less meaningful. Instead, predicted error should 
itself be evaluated  (e.g. Laio and Tamea, 2007; Renard et al., 2010; Thyer et al., 2009), e.g. 
verifying that conservative bounds do include all observed data, and if probabilities are given to 
outputs, evaluate if probabilities fit observed frequencies or probability densities.  
Table 3 Derivation of uncertainties when selecting model parameters, from 
each step and its aim 
Step and aims Uncertainty 
Step: select model parameters  
Aim: choose parameters so model output 
fits observed data  
adequate parameters? 
Step: select calibration data  
Aim: data is representative  
         data is accurate  
data representativeness 
input data error and output data error 
long enough data sequence to stimulate system 
Step: select objective function  
Aim: measure ability of model to fit data  
inclusion and weighting of multiple objectives  
incorrect fit due to combined error in output data 
and model output 
incorrect fit due to correlation of residuals 
Step: select optimisation method  
Aim: have a method to find the best fit 
parameters  
non-unique parameters  
stuck in local optimum  
numerical instability 
 
As the final step, the model is run and results presented in the report. Usually, the report 
includes discussion of the validity of the model, and recommendations for further work. The 
framework also requires that the report discuss planned measures to manage residual 
uncertainty. For this hypothetical example, the model would usually produce output time series 
to create a flow duration curve for each climate change scenario. Notes on the communication 
of each uncertainty are reported together here. For the presentation of model outputs, confidence 
intervals are provided on points in the time series, as well as on the quantiles for the flow 
frequency curve. Based on discussion of ecological management objectives, best and worst case 
curves are also selected, drawn from the ensemble of model runs, and presented along with a 
best estimate using the parameter set with the best objective function value. Additionally the 
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model and data are provided in a form suitable for further modelling to estimate ecological 
consequences of flow directly. 
Information about the validity of the model and the uncertainties within it are 
communicated in the report differentiating its presentation based on audience. Conditions that 
parameters can recreate are described, including the range of values for inputs where the model 
has not been tested. Warnings are also made about conditions for which parameters have not 
been tested against, or where judgement indicates that data is insufficient to inform the 
quantitative analysis. Results of the testing of predictive accuracy are reported for a sample of 
models within the Pareto front, using objectives agreed to by decision makers. For other 
modellers and technical users, the chosen parameters are compared to common bounds, the 
spread in parameters derived from equifinality is documented, along with the assumptions of the 
models used and their consequences and the characteristics of data errors that have been 
accounted for. The fitness for purpose of the optimisation method is justified and diagnostics 
used to verify convergence are acknowledged. This information is not relevant to the decision 
maker. Instead the executive summary of the report lists recommendations, perhaps prioritised 
based on the need for improvement and their value in improving precision of model outputs and 
decision making more generally. Types of recommendations for this example include: 
 Ways to resolve multiple competing hypotheses about model structures 
 Work that might modify parameters to improve fit, e.g. specific data collection 
 How data error characteristics could be improved 
 Whether model output spread is likely to be problematic, and how it could be addressed 
Table 4 Methods used to propagate uncertainties 
Methods Step & Uncertainty 
Run separate model structures, possibly using model 
averaging, and compare to error estimates from 
cross-validation 
Step: Choose model family and 
existing implemented model 
Uncertainty: adequate model 
structure? 
Propagate empirical parameter bounds as scenarios 
or Monte Carlo trials as first pass in sensitivity 
analysis 
Step: Select model parameters 
Uncertainty: adequate parameters? 
Propagate quantified uncertainty in parameters based 
on concept of equifinality, using sampling 
Step: Select optimisation method 
Uncertainty: non-unique parameters 
Avoid using parameter values identified as local 
optima, or identified as a result of a numerically 
unstable run 
Uncertainty: stuck in local optimum 
Uncertainty: numerical instability 
Monte Carlo trials or bounds Step: Run analysis 
Uncertainty: aggregate input data error 
Use several weightings for objectives to approximate 
Pareto front 
Step: Select objective function 
Uncertainty: inclusion and weighting of 
multiple objectives 
Report calibration results on event or period 
categories separately and using weightings 
Step: Select calibration data 
Uncertainty: data representativeness 
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To manage residual uncertainty, decision makers need to expect new uncertainties to arise, 
and plan procedures to detect them. These procedures are also to be recommended in the 
executive summary. When applying the framework, the hydrologists recommended: identifying 
situations in which a review of the model should be triggered, e.g. when new information about 
data errors arise, problems are found with software used for optimisation; identifying tasks to be 
undertaken when a review occurs, e.g. rechecking parameters using most recent data; creation of 
diagnostic tools, to identify the model’s failure, or the failure of its assumptions. Proposed 
diagnostic tools would: 
 Check that new input data are representative of required conditions, and is of a form for 
which the validity has been tested 
 Check new data for known error types 
 Identify changes in spread of parameters from new calibration data, and trigger review 
 Use an automated testing tool to check against new output data as it becomes available 
 Perform analysis using a tool allowing flexibility so that the model can be evaluated 
against new objectives later 
4.5 Discussion & Conclusions 
The uncertainty management framework in Figure 1 was used with a hypothetical example 
to formally express our implicit understanding of methods to apply within that framework. Our 
aim is to foster greater dialogue between modellers to help develop best practice guidelines, but 
also with stakeholders, to ensure their needs are met.  
 Application of the framework also raises methodological implications for how 
uncertainty should be approached. One uncertainty may affect how others are treated, so they 
must be considered holistically rather than in isolation. For example, different models have 
different parameters, and using several objective functions affects the optimisation method used. 
The methods used often replace normal practice, as in calibration, how a model is run, and how 
results are presented. Analysis of uncertainty cannot be relegated to the end of a project. It must 
be kept in mind throughout. In places, several methods are mentioned for a single action. There 
is still latitude for a modeller’s discretion in choosing methods suitable to resources and context, 
but the modeller’s choices must be clearly documented to allow critical review. The framework 
presented begins to address these issues, and aims to provide a firm base to develop a 
methodology that addresses uncertainty holistically, and hence improves model-based decision 
support. 
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Chapter 5: Using the framework to review 
uncertainty in the groundwater 
management literature 
Chapter 5 uses a documentation format determined by the framework to categorise 
methods used to address uncertainty in the groundwater management literature. 
The uncertainty management actions and typology provided the means to identify evidence 
in the literature of weaknesses in the treatment of uncertainty in groundwater management 
practice. It therefore helped play an emancipatory role, to motivate the audience to make efforts 
to include issues and associated individuals into their modelling processes. It seems that scoping 
of models is too often performed with minimal stakeholder input. Model recommendations and 
uncertainty are too often ‘delivered’ to end-users rather than helping them to make use of them. 
The issue of surprise could perhaps be addressed by looking beyond the functionalist paradigm 
that dominated this literature, perhaps towards postmodern-style approaches. The paper was 
well received by the audience, but questions indicated that while the framework suggested 
useful areas for improvement, it failed to provide guidance on the best way to achieve it. These 
questions prompted the beginning of the second phase. 
This chapter was published and presented as a conference paper:  
Guillaume, J.H.A, Pierce, S. A. 2011. Groundwater Management: What methods have we used 
to address uncertainty when making decisions? Modflow & More 2011, Golden, Colorado, 
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5.1 Abstract 
Implementing science-based groundwater management is rife with uncertainty. 
Hydrogeologists are trained to treat uncertainty within models using various techniques. Yet its 
influence in relation to management and planning extends beyond modeled components. This 
paper presents a structured review of how uncertainty has been treated in groundwater 
management literature. Using the concepts of a decision pathway and uncertainty management 
tasks, a systems view of available methods and the context for use emerges.  Opportunities are 
highlighted for improving methods to address uncertainty in groundwater management arising 
from scoping, framing and deliberation, as well as policy implementation, monitoring, and 
evaluation. Methods could also be further investigated for communicating uncertainties to 
decision makers, managing residual uncertainty, and identifying when uncertainty has been 
sufficiently addressed in a context and resource-sensitive manner. 
5.2 Introduction 
This paper aims to improve the treatment of uncertainty throughout groundwater 
management processes. By applying an analytical framework to a literature review, 
opportunities are identified for possible improvements in methods to address uncertainty. The 
analytical framework chosen reflects increasingly accepted good practice and perspectives in 
participatory modeling (see Becker et al., 2010). Groundwater management is viewed as a 
messy or “wicked” problem (Rittel and Webber, 1973; Allan, 2008) requiring an inter-
disciplinary, participatory and adaptive approach. The role of modeling is to support decisions 
by managing risk of negative outcomes for the groundwater system. Rather than considering a 
model as a product to be analyzed, it is the outcome of the process of modeling – a craft 
requiring subjective, collective judgments within the model development and broader decision 
support process. This emphasis on the process is a recognized feature of the discipline of 
integrated assessment (e.g. Jakeman and Letcher, 2003) and increasingly a necessary condition 
for dealing with messy problems in water resources management (e.g. Jakeman et al., 2008). 
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5.3 Method 
A quantitative citation and keyword analysis was used in conjunction with the 
development of a catalogue of uncertainty workflow elements. The analytical framework for the 
latter consists of two concepts: the decision pathway, and uncertainty management actions. 
5.3.1 Citation and keyword analysis 
A review of peer reviewed literature using topical search for “Groundwater” and 
“Uncertainty” within the ISI Web of Science database produced a set of 1773 related papers 
from 1965 through March 31, 2011.  Figure 1 shows a longitudinal analysis of the citation data 
aggregated by year.  The longitudinal study depicts publication trends on the topic of 
groundwater uncertainty.  Data show moderate increases in the number of documents published 
and particular use of keywords, yet there is a sudden increase in the number of references 
included in manuscripts. 
 
Figure 1 Longitudinal study of groundwater uncertainty literature 
A topical burst analysis of keywords through the citation records (see Figure 2) highlights 
trends and shifts in emergent groundwater uncertainty analysis methodologies and foci in the 
literature related to treatment of groundwater uncertainty through time. The strength and 
number of keyword usage are indicated by the length and width of the line for each term. 
An analysis of co-citation patterns using a network analysis tool (Sci² Team, 2009) 
additionally showed that research on groundwater uncertainty is not strongly connected. This 
result emphasizes the range of applications and approaches that are commonly in use. This is 
supported by the theoretical stance that uncertainties are brought to light every time a decision is 
made in the modeling process, as the question arises of whether the “right” choice was made. 
The result is that the decision pathway steps (and the smaller decisions within them) represent 
the source of each uncertainty, and there may be as many uncertainties as there are decisions in 
the decision pathway. 
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Figure 2 Top bursts in original keywords for topics and methods related to 
groundwater uncertainty 1995 – 2005 
Line width determined by the strength of the word use during time period. 
5.3.2 Decision pathway and its relation to modeling 
The decision pathway is a set of steps common to many decision situations that describe 
the actions required to come to a decision. The pathway used here, presented in Figure 3, is 
based on descriptive work by Mintzberg (1976) and adapted to groundwater management 
problems (Pierce, 2008; Pierce and Sharp, 2008) with consideration of how commonly 
recognized uncertainties fit within it (Guillaume et al., 2010). Following a decision prompt, the 
scope of the decision must be defined, data and knowledge identified and a methodology 
chosen. The decision is framed by choosing how to represent objectives and key scenarios (e.g. 
urban development or climate change). A search of possible solutions is undertaken, and they 
are analyzed. Deliberation on the results leads to a commitment to action or return to one of the 
previous steps. The action committed to is then implemented, and is to a varying extent 
monitored and evaluated, which may provide the new decision prompt to restart the decision 
making process. 
The decision pathway includes tasks outside the traditional view of modeling. They have 
been included because they are crucial to ensuring that modeling succeeds in supporting 
management decisions. ‘Analyze’ is easily accepted as the task of predicting system outcomes 
from a policy. ‘Search’ corresponds to the use of optimization in modeling. ‘Identifying data 
and knowledge’ and ‘Choosing a methodology’ are part of how these tasks are achieved, 
however informally. The other steps are often seen as peripheral. This grandly assumes that 1) 
the problem is well defined and 2) that a solution can be directly implemented as represented, 
without side-effects. Groundwater management deals with messy problems where ambiguity in 
scoping can result in very different model results (e.g. Refsgaard et al., 2006). Problems in 
implementation can be minimized by proper communication in ‘deliberation’ and use of 
modeling, as a sense-making tool, to inform monitoring and help diagnose problems. The 
expansion of activities beyond the traditional training of a groundwater modeller suggests that it 
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may be helpful for some to think of themselves less as groundwater modelers, and more as 
groundwater knowledge workers or brokers, often embedded in an interdisciplinary team. 
 
Figure 3 Decision pathway and common uncertainties within them 
5.3.3 Uncertainty management actions 
The uncertainty management actions are seven abstracted tasks to be performed to address 
uncertainty (Guillaume et al., 2010). Each action addresses a generic but distinguishable need. 
They are described below, with a short justification for why they are needed.  
 Identify uncertainties, as there is a need to know what needs be dealt with 
 Prioritize resources to address uncertainty. Available resources and values of stakeholders 
or modelers may dictate how uncertainty will be addressed. Methods like sensitivity 
analysis can help ensure the purpose of the analysis is achieved efficiently. 
 Reduce uncertainty - provide more precise answers and greater confidence in management 
recommendations, e.g. obtaining new data 
 Describe uncertainty. There is always going to be uncertainty that cannot be eliminated, but 
may be able to be described. Knowledge of a groundwater system will always be 
incomplete because it is not fully observable. Some processes, such as rainfall, have a 
degree of inherent variability.  An example is a distribution of parameters. 
 Propagate uncertainty through an analysis or model. Management requires an 
understanding of the impact of the uncertainty on the outcomes, not just its description at its 
source. Methods such as simple Monte Carlo simulations or sophisticated Bayesian 
approaches can assist in achieving this.  
 Communicate uncertainties to decision makers and help them use them – Often methods to 
describe and propagate uncertainty are quite technical and not easily understandable for 
decision makers and stakeholders.  
 Manage residual uncertainty – There are always uncertainties that an analysis has failed to 
address through the other actions, because of unrecognized unknowns, e.g. the problem of 
conceptual model surprise (Bredehoeft, 2005). Steps need to be put in place such that if an 
uncertainty arises, its impact can be minimized. 
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5.3.4 Catalogue of uncertainty workflow elements  
To supplement the quantitative analysis, (often implicit) uncertainties were identified 
within key papers, along with the method used to treat them and their location on the decision 
pathway. These notes were structured in a tree listing each step in the decision pathway, the 
uncertainties within them, and the methods for each uncertainty to address the seven uncertainty 
management actions. The tree is sufficiently complex to be difficult to interpret directly, so 
Figure 4 only gives an impression of the structure. The focus of this paper is on rather on gaps 
that become apparent when the tree is confronted with the assumption that as a discipline, 
groundwater knowledge workers should have dedicated methods to address uncertainties using 
each action, for every step in the decision pathway. 
 
Figure 4. Identified decisions (green) belonging in decision pathway (dark 
green), and associated uncertainties (blue) and actions (orange), and 
methods (white) 
5.4 Analysis 
5.4.1 Opportunities for improving uncertainty methods for 
decision pathway steps 
In the groundwater literature, various methods are generally available for addressing 
uncertainty in the steps traditionally associated with modeling, particularly ‘analysis’ and 
‘search’. But methods for ‘scoping’, ‘framing’ and ‘deliberation’ are not often discussed in the 
groundwater management literature, neither as descriptions of methods nor as methods used in a 
particular case study. The scope of problems addressed in a case study has however gradually 
expanded. This means that the scoping step is increasingly important, because collectively 
defined scopes can simplify or at least target the modeling and methods, thereby maximizing 
resource use efficiency and the accuracy of results. Methods for these decision pathway steps 
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are available in other literature, e.g. in areas of the social sciences, but they may not address 
uncertainties specific to a groundwater context. ‘Implementation’ and ‘monitoring and 
evaluation’ are also less represented in groundwater management literature. There are some 
exceptions, such as data acquisition planning, and rationalization of monitoring networks. Even 
these, however, are usually considered as separate projects rather than as part of decision 
support modeling. 
5.4.2 Opportunities for improving uncertainty management 
actions 
How we address uncertainty is becoming more sophisticated and comprehensive. Tasks 
themselves have been implicitly addressed since very early, for example reducing uncertainty 
using analytical models, describing uncertainty using scenarios, but methods specifically 
targeting the tasks have since developed. 
Similarly, there are basic methods for communicating and managing uncertainties. Worst 
and best case scenarios, bounds, and probabilities are some examples. There is a need for a 
transition from providing specific numbers to having the uncertainty in recommendations 
consistently used in decision making. A common complaint is that water managers do not know 
what to do with uncertainty information. Best practice in model development emphasizes the 
need to consider the purpose of a model (Jakeman et al., 2006). In the same way, uncertainty 
analyses should consider how the information provided will be used, and doing so likely needs 
new tools and techniques to be developed. 
The general concept of adaptive management seems an obvious starting point to address 
the issue of managing residual uncertainties, either through designed tests of interventions, or 
revision of models and plans as new uncertainties appear. The first approach is not always 
possible, especially on the timescales groundwater operates, and the second is often reactive 
rather than proactive. The need is to transition to timely detection of failings and making use of 
the best information available. Models often capture the information necessary, and can 
therefore play an integral role in facilitating this. As with the opportunities in the decision 
pathway steps, these issues are to some extent addressed by other literature, e.g. risk, decision 
analysis, operations research and reflected in the topical emergence in the domain-specific 
literature as shown in Figure 2, but how these methods should be applied in a groundwater 
context is an evolving practice. 
The task of having uncertainty methods described in literature being commonly applied is 
recognized as a substantial problem (Renard, 2007). Improving methods for prioritizing 
resources to address uncertainty could help. This action is typically considered part of the craft 
and business of modeling rather than a technical aspect, responding predominantly to outside 
demands and constraints. As Renard (2007) points out, jurisdictions that demand a deeper 
consideration of uncertainties are more likely to have modelers use more comprehensive, 
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sophisticated measures. There is a need to obtain more broadly accepted best practice 
guidelines, to guide the choice of methods to address uncertainty in groundwater management. 
Guidelines for methods should however be sensitive to resources, values and purpose, which 
vary from case to case. Rather than blanket best practice requirements, it would be preferable 
for processes and methods to be developed to establish whether methods used to address 
uncertainty are sufficient. 
5.5 Conclusion 
The case is presented that to improve management of uncertainty in decision making the 
whole decision pathway and all the actions that can be taken to address uncertainty must be 
considered. This can in turn improve and direct modeling practice and hence its value for the 
management of groundwater, by encouraging effective, rational, science-based, and 
contextually superior, interventions. The analysis presented here represents the tip of an iceberg 
to be further explored. There is opportunity for groundwater management and its literature to 
deal explicitly with the issues of scoping a model, helping recommendations be implemented, 
and anticipating surprise. Uncertainty is increasingly being considered explicitly. There is a 
need to ensure that the research community is providing and disseminating methods for all the 
actions to address uncertainty, and providing guidelines on which methods are appropriate and 
where. 
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Chapter 6: The framework as a quality 
assurance aid 
Chapter 6 describes the use of the framework as part of a structured documentation format. 
The documentation can be used to facilitate quality assurance by supporting the critical review 
of the treatment of uncertainty.  
This chapter represents a ‘reflection’ phase in response to the preceding work. Given the 
limitations in applying the framework for planning, but its usefulness in capturing existing 
management of uncertainty, the framework was positioned as a quality assurance aid, and 
compared with existing tools and concepts. Management of uncertainty can benefit from a 
reflective approach that helps the modeller and other stakeholders express what is actually done 
in a structured way in order to compare it with their tacit knowledge of what they feel ought to 
be done. Given the effort involved, this might perhaps be used in high risk situations, where it is 
important to assure the quality of the modelling and uncertainty analysis process. In 
groundwater management, the containment of radioactive waste presents an extreme case, but 
this may potentially also be useful in SAY situations where important and sensitive ecological 
assets or economic industries operate. 
This chapter was peer-reviewed, published and presented as a conference paper. MODSIM 
papers are ISI listed. 
Guillaume J.H.A. (2011) A risk-based tool for documenting and auditing the modelling process. 
In Chan, F., Marinova, D. and Anderssen, R.S. (eds) MODSIM2011, 19th International 
Congress on Modelling and Simulation. Modelling and Simulation Society of Australia and New 
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A risk-based tool for documenting and 





Integrated Catchment Assessment and Management (iCAM) Centre, The Fenner School 
of Environment and Society, The Australian National University, Australian Capital Territory 
6.1 Abstract 
Integrated modelling literature recognises the need to focus on process in model 
development, and provide documentation to allow critical review. It should be possible to 
critique key judgement calls made by the modeller. In order to achieve this, the whole 
modelling process needs to be documented in sufficient detail that ideally it could be replicated. 
Existing documentation, in reports and journals, rarely achieves the required level of detail in 
describing the modelling process, as it represents the authors’ necessarily restricted view of the 
audience’s immediate needs. While methods may vary between projects, the same uncertainties 
are usually encountered along a broadly similar set of model development steps. This paper 
therefore proposes an approach, and a supporting tool, to systematically document uncertainties 
rather than tasks. An uncertainty is a reason for doubting that the right choice was made. 
Uncertainties arise from boundary judgements, i.e. in choosing one course of action and 
excluding alternatives, there may be a reason that the right or ‘true’ value may be missed. To 
manage uncertainty, a set of uncertainty management actions need to be addressed. To identify 
whether an uncertainty has been satisfactorily managed, the impact of the uncertainty on the end 
user’s objectives, i.e. the corresponding risk, must be acceptable. A hierarchical documentation 
format is used to provide a consistent but extensible structure, minimising input required and 
maximising flexibility in manipulating the data to provide output reports. As an audit tool, this 
approach and tool can be used to evaluate the completeness of documentation, and allow step-
by-step review of a modelling process. It can also be used by the modeller as an aid to reflection 
on the model development process to ensure uncertainty is treated thoroughly. By building a 
shared catalogue of workflow elements for modelling and uncertainty management, the 
documentation structure can: alert the modeller to missed uncertainties; inform the development 
of best practice guidelines; and allow consistent communication of accumulated uncertainties 
and their implications for even a large multi-disciplinary geographically-distributed integrated 
modelling project. The approach and supporting tool is compared with a targeted literature 
review highlighting the roles in quality assurance documentation of guidelines, tasks vs. 
boundary judgements and uncertainty. Issues are discussed related to the work involved in 
detailed documentation, use of the large amount of information collected and adoption of such 
tools. The argument is made that appropriately designed information technology software (in 
prototype development) is able to minimise these problems, and help the documentation 
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approach deliver its multiple benefits to both individual modellers and the larger modelling, 
uncertainty and risk management community. 
Keywords: Documentation, uncertainty, risk, quality assurance 
6.2 Introduction 
This paper presents an approach to documentation to facilitate quality assurance. It is 
recognised that a predictive model, particularly when used to predict future conditions, cannot 
be validated by comparison to historical data (Refsgaard and Henriksen, 2004, Wood and 
Mason, 1979). Quality assurance of the model development process is therefore required to 
complement the validation of a model using observed data (Jakeman et al., 2006). To facilitate 
this task, the model and its development process must be adequately documented to allow 
critical review. This paper presents an approach to documentation based on describing the 
treatment of uncertainties, rather than tasks. It also outlines the characteristics of a prototype 
software tool to support the approach. Section 1 introduces key terms, aims and uses cases for 
this documentation approach. Section 2 briefly summarises the documentation content 
requirements, and software and format capabilities. Section 3 compares notable theoretical and 
practical features of this approach with existing documentation approaches. Section 4 discusses 
the practical issues involved in the use of the approach and tool. This paper focuses on 
presenting the properties of the documentation approach and tool, with earlier papers presenting 
more detail on this view of uncertainty (Guillaume et al., 2010) and applications of the tool 
(Guillaume et al., 2011, Guillaume and Pierce, 2011).  
6.2.1 Definitions and aims 
Quality assurance aims to “assure technically and scientifically adequate execution of all 
tasks included in the study, and to assure that all modelling-based analysis is reproducible and 
defensible” (Refsgaard et al., 2005). From the point of view of uncertainty, this is equivalent to 
assuring that after they are managed, the uncertainties arising from boundary judgements have 
an acceptable impact on the objectives of the modelling-based analysis. This view of quality 
assurance is fundamental to this paper, so its key terms will now be defined. In this context, the 
process of assuring involves using documentation to expose existing subjective judgements to 
allow outside critique. A boundary judgement is a choice that excludes alternatives, for example 
the choice of model parameter values. An uncertainty is a reason for doubting that the right 
choice was made, e.g. error in calibration data may be reason to believe that the ‘true’ model 
parameters have been excluded, or ‘false’ model parameters were chosen. Managing uncertainty 
involves seven actions (Guillaume et al., 2010): identifying, prioritising, reducing, describing, 
propagating and communicating reasons for doubt, as well as anticipating the future treatment 
of residual and unrecognised reasons for doubt. The concept of uncertainty impacting on 
objectives corresponds to the definition of risk (ISO, 2009). Obtaining an acceptable impact 
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therefore corresponds to minimising the risk that the analysis was not executed adequately, 
technically or scientifically, or that it was not reproducible or defensible. 
The approach and tool described therefore aim to provide documentation to allow the 
modeller and a potential assessor to review the treatment of uncertainty throughout the model 
and its development process. It should be possible to critique each judgement call made by the 
modeller. The tool is not intended for end-user documentation, though some of its outputs may 
be useful for this purpose. The documentation approach also aims to: 
 Be systematic, covering the process and its uncertainties as comprehensively as 
possible. This requires enforcing a certain structure to the documentation. All steps in 
the process should be able to be recovered from documentation, but they need not be 
replicable (Checkland and Holwell, 2007). From the point of view of quality assurance, 
if the recovered process were replicated, it would be possible for a different researcher 
to make different decisions (Refsgaard et al., 2006), but still accept the rigor of the 
original process. 
 Expose currently implicit judgements in the modelling process. This approach 
recognises the importance of informal knowledge through the role of intuition and 
experience in the craft of modelling (Jakeman et al., 2006). The documentation 
therefore emphasises the role of making sense of the process rather than the often 
conflicting aims of planning (other than by allowing review of plans), and providing 
guidelines (though a documented process could be used to inform best practice). 
 Be transferable, and widely usable. While it is being tested in a groundwater 
management modelling context, it is built from high level principles intended to be 
useful in a variety of decision support modelling situations. As a result, the only 
assumptions made about model development are that it consists of a separable sequence 
of boundary judgements with an objective. 
6.2.2 Use cases 
Within its aims, the documentation tool may be used in a variety of ways, depending on 
the need for thoroughness, sharing knowledge and reflection on the process. Uses of the tool can 
evolve, becoming more sophisticated as required. A project manager might start by choosing the 
approach to quickly document what was done. The tool might then be used to review more 
advanced methods available as they are needed. As the first phase of the project finishes, the 
steps documented are augmented with consideration of the uncertainties faced and how they 
were addressed. This is used by external reviewers to assess the study. In parallel, the same 
process is undertaken for other past projects, and the results are used to demonstrate the quality 
of work by the research group even where project management is not based on explicit 
documentation and review. Some areas for improvement are identified, and the next phase of 
the project chooses to use the documentation tool to ensure uncertainties are explicitly 
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addressed. At each stage of the project, the measures planned are documented, and their success 
reviewed. It is noticed that the documentation accumulated can contribute to other planned 
projects, so it is integrated into the shared knowledge base, with minimal changes required 
thanks to the software platform. The final phase of the project involves high stakes and 
collaboration between several groups in a large multi-disciplinary geographically-distributed 
integrated modelling project. The documentation approach provides a common structure for 
communication, and enables everybody to be aware of the uncertainties present. The adaptive 
project management ensures that at each stage of the project, all parties are comfortable that 
their requirements are met, and that the knowledge they contribute has been taken into account. 
The software tool is not yet ready for such sophisticated use, but has been used to structure a 
groundwater management literature review (Guillaume and Pierce, 2011) and to outline the 
treatment of uncertainty in a hypothetical modelling situation (Guillaume et al., 2011). 
6.3 Implementation description 
This section will present the content requirements of the documentation and technical 
details of the software tool and file format. The format deliberately allows sufficient flexibility 
to allow the process of using the documentation to vary depending on context, as suggested in 
the use cases. It is however intended that the tool will be most useful in the context of iterative 
evaluation of progress during a project. The tool would be used for every step – after initial 
planning, and revisited after the step is complete, and each time results from that step are used. 
It is also intended that external guidelines or documentation from literature reviews and 
previous model assessments would be integrated and used during the documentation of a new 
project. 
6.3.1 Documentation context 
The content of the documentation and its hierarchical structure is shown in Figure 1. The 
basic content is a set of steps in the process of model development and use, which have 
associated uncertainties. These uncertainties in turn have a set of uncertainty management 
actions, the treatment of which needs to be documented. In addition, each step is associated with 
an aim. Each uncertainty is associated with its classification by ‘nature’ and ‘level’ (Guillaume 
et al., 2010), an assessment of its possible effects on objectives, and the residual risk from the 
steps taken to address the uncertainty. The format is by design extensible, and allows other 
content to be embedded. In particular, justifications for choice of treatments of uncertainty are 
encouraged, e.g. by citing references. Extendibility has already been used in one case to allow 
documentation to be extracted by citation and by date. 
The steps are intentionally undefined here. They are intended to be defined by the modeller 
to fit their conceptualisation of the process. This may be the steps dictated by an accepted 
guideline, but does not need to be. The aims of each step are identified. To help identify the 
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uncertainties, it is recommended that the steps be hierarchically decomposed into a set of atomic 
‘boundary judgements’ (Midgley, 2000). Boundary judgements are steps where a choice was 
made to use some method, parameter, and therefore the complementary choice was (implicitly) 
made not to use other available methods or parameters. At the level of boundary judgement, the 
aims will generally imply obvious uncertainties that may prevent the aim from being satisfied. 
This documentation approach does not strictly require that this method of identifying 
uncertainties be used. This method is intended as a thorough method of identifying uncertainties 
as completely as possible. Depending on QA requirements, such a high level of confidence may 
not be required, in which case uncertainties may be associated with a step representing an 
aggregation of boundary judgements. 
 High level step 1 
o Aims 
o Boundary judgment 1 
 Aims 
 Uncertainty 1 
 Classification (Nature and Level) 
 Potential risk: consequences on objectives 






 Potential residual risk 
 How residual uncertainty (and consequences) will be 
anticipated and managed 
 Uncertainty 2 … 
o Boundary judgment 2 … 
 High level step 2 … 
Figure 1 Hierarchical structure of documentation content 
 
For each uncertainty, the user is required to document how each uncertainty management 
action will be addressed (Guillaume et al., 2010). These actions are: how resources to address 
uncertainty are prioritised, how the uncertainty will be reduced, described, propagated to obtain 
uncertainty in objectives, communicated to decision makers or end users. There will commonly 
be residual uncertainty and unrecognised uncertainties. Measures to anticipate and manage 
them also need to be documented. 
Determining quality assurance acceptability criteria is a social, not just a scientific issue 
(Refsgaard and Henriksen, 2004). In order to ensure decision makers are satisfied with the 
treatment of uncertainty, it needs to be placed into its context, in terms of its possible 
consequences, i.e. risk. The documentation therefore requires that the consequences of the 
uncertainty (i.e. risk), and the consequences from the residual uncertainty be documented. If a 
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model is re-used, aims and risks may need to be modified. While aims and risks can be revised, 
and may result in a process being judged inadequate, the rigour of the process should always be 
judged with respect to its stated aims and risks. 
6.3.2 Documentation format and software 
The documentation format and software is currently a prototype. It includes a proof of 
concept for input of documentation and output of reports, both interactively and offline, as well 
as for integration of documentation from multiple projects into a shared knowledge base. The 
documentation format is based on xml, chosen as a standard format with well-developed tools. 
The Python lxml library (lxml developers, 2011) provides the key capabilities – parsing, 
modification of the DOM tree, search and selection/extraction (XPATH). 
For input, three methods have been developed, tailored to particular use cases. Firstly, spot 
changes can be made by converting to a text format and using a text editor, mind-mapping or 
outlining software. Secondly, spot additions to an existing tree, e.g. for a literature review, is 
assisted by a series of GUI dialog windows. Thirdly, a series of dialogs also enable the 
identification of model steps, and given those steps, guide the user through editing the rest of 
the content. These dialogs auto-complete the names of uncertainties and steps based on existing 
entries to help ensure consistency. 
The software allows subsets of documentation to be extracted in various forms related to 
specific needs by selecting tags, nodes and sub-trees by tag and text content. The key reports 
include: summarising steps followed, uncertainties for all steps and their treatment, summary of 
consequences of all uncertainties, collected residual risk, and all treatments recommended for 
particular uncertainty management actions, e.g. propagation of uncertainty, communicating 
uncertainty, and anticipating and managing residual uncertainty. There are also capabilities for 
specific requirements, such as for custom tags for dates, references, and model inputs and 
outputs. These outputs are represented as plain text, html tables, mind-maps, radial diagrams 
and as interactive presentations. 
A number of capabilities do not exist but are regarded as important. The ability to combine 
documents into a knowledge base is currently limited. The software can identify 
orthographically similar terms corresponding to same concept and merge trees with duplicated 
uncertainties and steps. Interactive dialogs would guide the quality assurance process by 
iterating through uncertainties to allow assessment of their treatment. Changes in a single 
document would be merged into a shared database, making use of a thesaurus of terminology, 
effectively creating an evolving, self-generated ontology. This would be supplemented with 
literature reviews, and existing best practice guidelines. 
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6.4 Comparison with literature 
Model documentation has been discussed since the early days of punch-cards (Gass et al., 
1981). It is recognised as a non-trivial problem, and the literature has extensively identified 
issues, and quality requirements. This discussion will focus on comparison of key theoretical 
features and practical considerations with prior work with a common aim of quality assurance 
(Refsgaard et al., 2005, Scholten and Udink ten Cate, 1999). The literature also recognises the 
need to tailor documentation to purpose and audience (Refsgaard et al., 2005). This tool is 
restricted to the purpose of providing a “written record for communication and quality control” 
(Highland, 1977) by modellers and assessors.  
This tool has taken a fundamentally different approach to other documented quality 
assurance approaches by avoiding setting best practice guidelines (Refsgaard and Henriksen, 
2004, Scholten et al., 2001, Refsgaard et al., 2006). Instead, the tool facilitates the review of the 
full process against individual judgement. Guidelines imply an objective benchmark of 
normative ‘quality’, particularly where scoreboards are used. It is recognised that the 
appropriateness of guidelines depends on the maturity of science and the market for consulting 
model studies (Scholten and Udink ten Cate, 1999, Refsgaard et al., 2005), e.g. with 
hydrological modelling in the Netherlands (Scholten et al., 2001). In a sense, this tool fills a 
niche, emphasises the subjective and constructive dialogue side of quality assurance. Both 
approaches are “forcing modellers to work in a structured manner, without being forced into a 
straitjacket by strictly prescribing certain methods” (Scholten et al., 2001). Providing guidelines 
is however too great a straitjacket in some circumstances. There are also other examples of this 
alternative approach – recording modelling actions, products, and choices but not making 
prescriptions (Scholten and Udink ten Cate 1999).   
The tool requires the user to specify steps, hierarchically refined to the level of boundary 
judgements, rather than defining tasks to document (Refsgaard et al., 2006, Brade, 2000, Wood, 
1986). The fundamental building block – boundary judgements are a central feature of process 
philosophy as formulated by Midgley (2000). By making the “process of bringing knowledge 
into being” analytically prime, it allows the object/subject dichotomy to be overcome which 
enables identical critique of both the decision and the way in which it was made. This 
philosophical approach also relates uncertainty analysis and quality assurance to the simpler 
concept of critiquing boundary judgements (Midgley, 2000). The process of defining the steps is 
key to the quality assurance process by enabling the modeller to make sense of what has been 
done in order to then critique it. In practice, the highest level steps have been pre-defined as a 
decision pathway (Guillaume and Pierce, 2011), forming a common base for a shared hierarchy, 
but sub-steps were specified for each project separately. 
This approach retains other advantages of using a pre-defined set of tasks for 
documentation. It allows detailed, more thorough quality assessment (Wood and Mason, 1979, 
SECTION I: Chapter 6 The framework as a quality assurance aid 
101 
Scholten and Udink ten Cate, 1999) , and planning and scheduling of progress reviews (Wood 
and Mason, 1979). Guidelines can also help by providing clarity about tasks (Henriksen et al., 
2009), as long as they have been defined by consensus with a number of stakeholders (Scholten 
et al., 2001). This has deliberately been forgone given the difficulties in situations where such a 
consensus cannot be reached. As an “intrinsically continuous and overlapping process” (Wood 
and Mason, 1979), tasks are arbitrary (Henriksen et al., 2009) and are not universal due to 
different mental models of the process (Scholten and Udink ten Cate 1999). Our experience has 
shown that it is useful to at least allow tasks to be reordered. The MoST tool (Refsgaard et al., 
2006) does provide tools to edit the tasks in a knowledge base. Such a database is a valuable 
resource, but there is still a fundamental difference between editing guidelines and allowing the 
editing of a knowledge base in the documentation process itself. To return to the question of 
clarity of tasks, the same aim can be achieved with this tool through diagnostic questions to 
ensure that the boundary judgements cannot be further sub-divided and the uncertainties are 
uniquely classifiable (Warmink et al., 2010). In agreement with the literature, it is crucial for a 
shared knowledge base to have a consistent terminology (Refsgaard and Henriksen, 2004), 
which we argue should take the form of a thesaurus integrated into the documentation software, 
to relate ‘official’ phrases to other commonly used expressions. 
The key element of this documentation approach is uncertainty, not tasks. Goals can vary, 
but problems are often similar. It is intended that while the steps defined by the user may vary, 
the uncertainties will be the same, and therefore allow documentation about uncertainties to be 
re-used across projects. This is similar to a threat-based analysis, where uncertainties can 
threaten the reliability of model output. Uncertainty is preferable as a value-neutral term, as 
uncertainties are not equally important, and do not pose a threat in all situations. As mentioned 
earlier, focussing on uncertainty also provides a clear link to the concept of risk for decision 
makers, and to quality assurance as boundary judgement critique. The uncertainty management 
actions required to be documented for each uncertainty act as process-focussed criteria for the 
evaluation of each boundary judgement. These criteria were chosen by consideration of 
consequences if they are omitted or poorly executed (Guillaume et al., 2011, Guillaume et al., 
2010). They are compatible with, but more detailed than, the generic actions defined for risk 
management frameworks (ISO, 2009). 
None of the existing approaches gives uncertainty such a central role. The MoST tool gives 
uncertainty more importance than previously (Refsgaard et al., 2005), requiring predictions to 
include uncertainty assessments (Refsgaard and Henriksen, 2004).  One approach provides 
model validation tools to address uncertainty (Scholten and Udink ten Cate, 1999). The 
potential for a documentation process to assist in identifying uncertainties is recognised 
(Henriksen et al., 2009). Other papers have also alluded to the principles behind this approach. 
Wood and Mason (1979)   talk about “points of corruption”. Brade (2000) focus on the “risk [...] 
that the simulation does not fulfil its intended purpose”. Scholten et al. (2001) recognise that 
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“the major risks of modelling are related to the many choices that have to be made. By using its 
framework focussed on uncertainty, this tool brings all these points together. 
6.5 Discussion 
Key problems with documentation relate to the substantial effort required to produce it, 
and the potential difficulties in using it. This problem can be alleviated thanks to advances in 
technology, consideration of the depth of documentation necessary and considering the 
documentation production processes. By addressing these problems, the tool hopes to aid 
adoption. 
Advances in technology have helped alleviate problems with distribution of 
documentation, building of knowledge databases and facilitating querying of the information, 
far beyond the “vinyl-disk manuals” which were one time seen as the solution (Rosenberg, 
1982). These are no longer considered problems in both professional settings, such as software 
engineering, and everyday life. However, use of software to aid model documentation is still 
rare (Refsgaard et al., 2005). The prototype for this tool can very easily extract just the 
information relevant to a particular task, and provides summary reports, enabling for example a 
hierarchical presentation of results for different audiences (Brade, 2000).  
Limiting the detail of documentation simplifies the task. This problem parallels the 
problem of simplicity vs. complexity in modelling. Documentation should be as concise as 
possible but no shorter (Rosenberg, 1982, Refsgaard et al., 2005, Wood, 1986). The 
documentation required here is minimalist – dot point answers have been used in practice, with 
its meaning enhanced by the structure used. This is similar in intent to classification systems 
(Highland, 1977) – natural language documentation is not always required. As suggested in the 
use cases, it is possible to use the documentation approach without completing all details, 
implying that they are not relevant in a particular case. This is similar in concept to a hierarchy 
of documentation (Gass et al., 1981). The documentation is simple, but can theoretically still 
meet common quality characteristics, including being readable, targeted, complete, concise, 
having a glossary and combined index, being structured, timely, updated, field-tested, and 
allowing feedback (Rosenberg, 1982).  
The process used to produce documentation plays an important role, beyond the 
capabilities offered by software. Clearly defined responsibilities can spread the workload over 
participants (Henriksen et al., 2009). This tool is recommended to be used for gradual, step-wise 
reflection, which spreads the burden over time. These options are worth considering, as despite 
the technology and simplicity, our use indicated that in a single sitting adding detail to existing 
steps, concentration is difficult to maintain for enough time. 
There are evidently other societal issues in the adoption of such tools, such as insufficient 
funding and time. There are situations where everybody approves of the tool, but nobody uses 
it. This approach and tool is offered as an aid, without expectation of adoption. It is designed to 
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be easily integrated with existing practices, with a variety of modes of use. This is an advantage 
over less flexible task-based methods, e.g. for use with stakeholder engagement processes 
(Henriksen et al., 2009). In contrast with tools that depend on guidelines being accepted, the 
effectiveness of the tool is not dependent on its widespread acceptance. The tool facilitates 
review, but does not attempt to guarantee quality. If use of this kind of tool was mandated, it is 
important to consider the potential for abuse. For guideline-based approaches, there is a risk of 
following the letter rather than the spirit of the rules. As an example for this tool – if there were 
pressure to justify choices documented in the tool, it may invite poor responses, jeopardising its 
usefulness. For this case, it would be recommended that modellers’ expertise be embraced – that 
choices based on the modeller’s intuition are acceptable, unless documented evidence exists to 
refute their position. Evidence that supports the modeller’s intuition is not essential. 
6.6 Conclusion 
A documentation approach and software has been described to enable quality assurance by 
focussing on uncertainty, but linking to risk. The main features were contrasted with the 
literature. This tool can play a complementary role to existing approaches, being of particular 
use where best practice is not established, and a reflective approach is preferable. Issues of 
effort and adoption of the technique are minimised by the tool design, but how the tool is used 
in its context will determine its appropriateness and effectiveness. 
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Chapter 7: Introducing an Iterative Closed 
Question Modelling Methodology (ICQM) 
Chapter 7 introduces a methodology (ICQM) that consists of formulating a closed question 
with pre-determined answers, and testing whether the answers can be obtained by creating 
models that satisfy agreed criteria regarding what models are acceptable. The question, the 
criteria and the process of creating the models are critiqued in light of the models produced. 
This approach derives directly from the idea of testing whether a model’s answer to a question 
could be wrong.  
This chapter reflects all four phases of CSP. A creativity phase involving conference 
attendance led to a choice phase. The paper goes on to implement the idea with a simple 
example and reflect on the results. The ICQM methodology is expressed in terms of set notation 
and first order logic by defining boundaries according to the principles of process philosophy 
(Midgley, 2000), which results in it being independent of the four paradigms. This allows the 
comparison of implementation of ICQM to manage uncertainty with functionalist Markov 
Chain Monte Carlo (MCMC) and set membership estimation methods, as well as interpretive 
subjective definitions of feasible models. Common emancipatory systems techniques are 
applied, and comments are made on a post-modern use of the concept. The problem of SAY can 
be recast as a closed question to be answered within ICQM, thereby allowing the management 
of its uncertainty across paradigms within a high level structure that supports the freedom to use 
any fit-for-purpose method. This chapter is submitted for publication as: 
Guillaume, J.H.A, A.J. Jakeman. Iterative Closed Question Modelling for assessing the effect of 
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Position of chapter within a) iterative process of Critical Systems Practice and 
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Iterative Closed Question Modelling for 
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7.1 Abstract 
A generic methodology is proposed to iteratively devise questions and explore the 
certainty of their answers using modelling. This Iterative Closed Question Modelling (ICQM) 
methodology embraces complete model scenarios (complete taken to include the three factors of 
structure, parameters and inputs for each scenario instance) as a lowest common denominator 
representation of uncertainty, extending typical practice of varying external drivers or actions to 
that of considering alternate conceptualisations of the functioning of the system itself. The 
process of answering questions is thereby seen to involve using boundaries to categorise 
individual model scenarios, in terms of which answer they support, and whether they are 
plausible or not. This device leaves the modeller and model user freedom to experiment during 
an analysis with different questions and different assumptions about what makes a model 
plausible. Using a simple two-parameter flow duration curve model, the paper demonstrates 
eight contrasting but complementary techniques for applying ICQM. 
Keywords: uncertainty, iterative closed question modelling, boundary critique, process 
philosophy 
Highlights:  
 A methodology to approach uncertainty is proposed 
 It is broadly applicable, with eight techniques shown 
 Generality is explained in terms of boundaries 
 Boundaries provide a common language for uncertainty 
7.2 Introduction 
The question “how should I assess uncertainty in my model’s answers?” has probably 
crossed every environmental modeller’s mind at some point. Some might have found a solution 
that works for them and their assumptions, or decided that uncertainty was not a significant 
issue in the context of their work. Others might have thought that it would be too difficult, they 
were not sure where to start or what techniques to choose, or maybe they tried a technique and 
found that it did not address some aspects of uncertainty. This paper is intended for the second 
group.  
SECTION II: Chapter 7 Introducing an Iterative Closed Question Modelling Methodology 
107 
It presents a generic methodology, Iterative Closed Question Modelling (ICQM), to 
provide guidance in assessing uncertainty in model predictions. As a methodology, it directs the 
modeller as to what needs to be done, but it is generic in leaving flexibility for how it should be 
done. This allows the methodology to be broadly applicable, able to be adapted to different 
contexts, including recognising different types of uncertainty. The intent is for ICQM to be a 
useful first port-of-call, providing a structure that modellers can invoke in an initial approach to 
address model uncertainty. Examples in this paper will demonstrate that ICQM can be 
implemented with a variety of existing and emerging techniques, and can provide a conceptual 
framework within which to switch between these techniques.  
The remainder of the introduction will put forward definitions of key concepts used 
throughout the paper, and present an intuitive conceptualisation of the methodology. The 
subsequent literature review in Section 7.3 introduces two key ideas, being a typology of 
uncertainty and process philosophy. This allows ICQM to be formalised in Section 7.4 as a set 
of steps and in terms of process philosophy. A demonstration problem is then presented in 
Section 7.5 to provide a more practical example of how ICQM is implemented, considering 
multiple types of uncertainty. The methods Section 7.6 describes the techniques used in the 
context of three relevant sources of uncertainty. In Section 7.7, levels of uncertainty are used to 
group results represented in similar ways. The discussion of Section 7.8 reflects on the 
effectiveness of ICQM as an initial approach to elucidating and characterising uncertainty. 
Section 7.9 forms the conclusions. 
7.2.1 Intuitive conceptualisation of the methodology 
The motivation for ICQM lies in the phrasing of questions asked of a model (Guillaume 
and Jakeman, 2012). In quantitative modelling, there is a tendency to ask for numbers, such as 
“what is the concentration of this pollutant?” or “what is the probability of a flood occurring?”, 
in which case uncertainty is approached with a similar intent to measurement techniques by 
quantifying some bounds or distribution around a best estimate. However, such questions can 
often be made less demanding, usually corresponding to a less precise but more practical 
question such as: “Is the concentration below the acceptable limit?”; “Which flood management 
option has the greatest expected utility: A, B, or C?”;  or “Will the flood occur with odds greater 
than 5 times in 100 years?”. With this style of question phrasing, assessing uncertainty amounts 
to investigating whether the answer might  be wrong (Guillaume and El Sawah, In review). 
This question phrasing provides an intuitive basis for a methodology to assess uncertainty, 
as illustrated in Figure 1. These questions are closed rather than open-ended questions, in the 
sense that they have pre-determined answers, such as the categorical options A, B, C etc. or the 
even simpler yes/no. If an answer is wrong, it means that one of the other options is correct. 
This can be checked by testing whether each of the possible answers might be plausible. In 
modelling, we would consider an answer plausible if a plausible ‘model scenario’ can produce 
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it. By model scenario, we mean a complete model instance with specified model structure, set of 
parameter values and inputs, which could be run as a simulation or described as a story of 
quantified cause and effect. So if we were to find a plausible model scenario (MY) that answers 
“Yes” to a closed question but also unearth one (MN) that says “No”, then uncertainty thwarts a 
definite answer. If we could only uncover models that answer “Yes”, then we would appear to 
have a definite answer, albeit a conditional one. It is conditional because the appropriate 
question(s) to answer will not always be clear, what models are plausible may be contested and 
our technique of searching for models with different answers may not be sufficiently thorough. 
It therefore makes sense to assume that all three are always provisional, consistent with the 
philosophy of Popper (1959), and as we pursue this process we critique them and remain open 
to change. This is already a complete description of the methodology, but further insight can be 
gained from expressing it more formally as we attempt in Section 3. 
In focussing on the questions asked of a model, this paper builds on the intent of Tukey 
(1962) who stated “Far better an approximate answer to the right question, which is often vague, 
than an exact answer to the wrong question, which can always be made precise.”, and Jakeman 
et al. (2006) who argued “better a useful answer to a simple question than too uncertain an 
answer to a more ambitious question.” The first suggests accepting uncertainty, and the second 
accepting necessary simplicity. ICQM aims to accept necessary simplicity in assessing 
uncertainty; far better to have no answer to a useful question than to quantify the uncertainty of 
an irrelevant question. 
A B C




A and C could 
both be best
















Figure 1 Testing pre-determined answers to a closed question a) categorical 
options b) hypothesis test example 
 
7.3 Literature review 
The Methods and Results sections of this paper draw on two related concepts: an 
uncertainty typology and process philosophy. The modelling literature on uncertainty typologies 
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helps in understanding the multi-faceted nature of uncertainty (e.g. Walker et al., 2003; Norton 
et al., 2006), and has been used to guide its management (e.g. Refsgaard et al., 2007; 
Guillaume, 2011). Amongst other dimensions, typologies commonly distinguish different 
‘levels’ and ‘sources’ of uncertainty (Walker et al., 2003; Refsgaard et al., 2007; Belia et al., 
2009; Matott et al., 2009; Guillaume et al., 2010; Warmink et al., 2010; Guillaume et al., 2012). 
Naturally there are differences among these typologies. ‘Level’ of uncertainty is also referred to 
more generically as ‘type’ and varies in the level of detail it includes. ‘Sources’ of uncertainty 
may be presented as a definite set, as a suggested list that can be extended or as a case-specific 
issue to be addressed by the modeller. This paper’s interpretation of the different types of 
uncertainty is therefore not indisputable but deemed useful in order to characterise and thereby 
not ignore the multi-faceted nature of uncertainty. The basic concepts are defined as follows. 
The ‘level’ of uncertainty corresponds to the detail with which a factor (e.g. model 
parameter value, relevant biophysical or socioeconomic process, environmental driver, 
perspective on a problem) can be represented and can be thought of as a continuum (Figure 2). 
At one extreme, the modeller does not even recognise that the factor is not known. By 
increasing the level of detail represented, the modeller is able to recognise their ignorance, 
identify particular scenarios of values that the factor can take, place bounds on the value, or 
describe relative likelihood and therefore distribution of values. And at the other extreme, the 
modeller may know the factor with certainty. Importantly, higher levels of detail can be 
represented as lower levels, but not the reverse. For example, a probability distribution can be 
represented as a set of scenarios by sampling from the distribution, but to represent a single 
scenario as a distribution requires additional information or assumptions about its likelihood. 
This means that scenario instances are a lowest common denominator for representing known 
information about uncertainty. 
Level:
A continuum of  detail of  




Incl. extreme case scenarios
Scenario





Figure 2 Levels of uncertainty (from Guillaume et al., 2010; Guillaume et al., 
2012) 
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The source of uncertainty is best explained in terms of process philosophy. Process 
philosophy (Midgley, 2000) provides a broadly applicable means to think about knowledge, and 
therefore uncertainty. Knowledge involves making boundary judgements which distinguish 
between what is included and excluded in an analysis. As an example (Figure 3), modellers 
decide what outcomes (and associated processes) to model and what not to model, what data to 
use and not use, what model to use and not use. Each of these boundary judgements is 
determined by ‘higher order’ boundary judgements, i.e. boundary judgements about how to 
make boundary judgements. For example, deciding on what parameter estimation technique to 
use determines which parameters are used. This, in conjunction with selection of a model 
structure, results in a model. The core issue of uncertainty in modelling is that selecting a single 
parameter set, model structure or dataset might result in the wrong model prediction. Every 














Figure 3 Hierarchy of boundary judgements that modellers make in order to 
obtain a prediction.  
In this paper, lower order boundary judgements are assumed to ultimately be 
determined by a combination of exploration of alternatives, expression of views 
and comparison with data. 
 
Different sources and levels of uncertainty may need to be addressed with different 
techniques, as evidenced for example by the usual treatment of future climate as a set of discrete 
scenarios and of uncertainty in parameter estimation as bounds or probability distributions. In 
this paper, we will distinguish between three higher-order boundary judgements as sources of 
uncertainty.  
Tracing up the hierarchy of boundary judgements in Figure 3, the modelled outcome is 
ultimately determined by a combination of three sources of uncertainty: 1) comparison of results 
with data; 2) expression of a particular view (e.g. elicitation of expert opinion, or modeller 
judgement); or 3) exploration of alternatives. This categorisation of sources incidentally 
identifies three essential parts of uncertainty analysis: ability to think critically about 
alternatives, ability to capture a range of views, and ability to relate to empirical observations. 
Estimation of parameters typically occurs by comparison with data, but can also be determined 
by expert opinion or explored by random sampling of parameter space. Model structures are 
commonly determined by expression of so-called best available science, but can be evaluated 
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for a particular case by comparison against local data, and may often be sufficiently uncertain 
that multiple alternatives are available. Finally, the data set used is usually determined by what 
is available, but this is also subject to the expression of views and comparison with other 
sources of data in order to determine what data are valid.  
For each of these three sources of uncertainty, a number of techniques can be identified, 
each of which tends to represent a particular level of uncertainty, as listed in Table 1, and 
described in the Methods section. ICQM is not intended to compete with these techniques. As 
expressed in the introduction, the intended contribution of ICQM is to provide an initial 
approach to assess uncertainty in model conclusions. Many existing techniques can be used 
within it, but ICQM does not claim that they necessarily should be used within it. 
Table 1 Summary of techniques used in ICQM in this paper 
Separated into three sources of uncertainty and listing the level at which they 
represent uncertainty 
 Technique Level of uncertainty 
represented 
Why use this technique in ICQM? 
 Exploration of 
alternatives 






Identify models that fail to achieve the 
desired outcome 
T2 Scenario discovery Recognised unknowns/ 
Scenario 
Interpret why different outcomes might 
be achieved 
T3 Break-even analysis Recognised unknowns/ 
Scenario 
Identify variables and their values that 
affect outcomes 
 Expression of 
views 
 Identify whether different views have 
different outcomes 
T4 Create model 
scenarios 
Scenario Express views of a system 
T5 Define parameter 
bounds 
Bounds Know what parameter ranges are 
feasible 
 Comparison with 
data 
 Capture uncertainty implied by data 
T6 Set membership Bounds Can place a bound on error 
T7 Statistical 
uncertainty analysis 
Distribution Can calculate likelihood given error 
T8 Optimisation-based 
hypothesis testing 
Distribution/bounds Explicitly search for models testing 
hypothesis 
7.4 Formalisation of ICQM 
This section describes ICQM as a set of steps and formalises it in terms of process 
philosophy. The subsequent sections present a demonstration problem and describe how ICQM 
is implemented considering multiple types of uncertainty. 
7.4.1 Iterative Closed Question Modelling 
The Iterative Closed Question Modelling (ICQM) methodology consists of seven steps, 
shown in Figure 4.  
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1. Define an initial closed question that the model user wants answered. Identify the 
potential answers to the question. 
2. Agree on assumptions that will be used to evaluate whether a model is plausible. These 
assumptions can take the form of any boundary judgement, as described in the literature 
review, including references to comparison with data, expression of views and 
exploration of alternatives. 
3. For each predetermined answer, try to identify a set of model scenario instances that 
meet the assumptions agreed on and support that conclusion. A model scenario instance 
is composed of a model structure with defined parameter values and defined inputs. 
4. If a stakeholder, i.e. anyone with a stake in the situation, believes a resulting model is 
not plausible, the agreed assumptions may need to be discussed and modified. Return to 
2. 
5. If a stakeholder believes a resulting model fails to fully address their concerns, the 
question may need to be discussed and modified. Return to 1. 
6. If a stakeholder believes a better model exists and has failed to be identified, different 
techniques may need to be used . Return to 3. 
7. An answer is considered plausible if it is supported by a plausible narrative, in the form 
of a model scenario. More than one answer may be plausible. The final answer is 
conditional on the participants’ understanding of the question and of the criteria that 
were used, as well as the techniques used to identify model scenarios. 
1. Define closed question with 
pre-determined answers
5. Is this really the right question 
to inform decision making?
2. Define agreed assumptions  
to evaluate whether a model 
scenario is plausible
4. Does this really match scientific 
understanding and everyday 
experience?
3. Try to create model scenarios which are 
plausible  and obtain each predetermined answer
6. Could more suitable model scenarios be identified 
with other methods?
7. Which answers are supported by plausible model scenarios?
Can a single answer be given, conditional on  the definitions and 
methods used?
 
Figure 4 Diagram of Iterative Closed Question Methodology, emphasising 
iteration 
 
7.4.2 ICQM in terms of boundaries 
ICQM is considered a generic methodology and therefore broadly applicable because it 
can be expressed in terms of boundaries in a process philosophy sense. Determining whether a 
definite answer to a closed question is permitted or prevented by uncertainty is equivalent to 
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ascertaining whether the distinction made by the closed question is unambiguously resolved 
with respect to the boundaries set by agreed assumptions. This concept is best understood 
graphically in Figure 5, which provides a set theory representation of the simple examples in 
Figure 1. The figure illustrates three assumptions that ICQM makes about how knowledge is 
generated: 
1) Knowledge can be represented in an artefact called a model scenario, which might take 
different forms and have different interpretations. Consider the space of all possible model 
scenarios, which we will refer to as model scenario space. Any point in this space (e.g. those 
shown as stars in Figure 5) is a complete model scenario instance, consisting of model structure, 
parameter and input values. 
2) Boundary judgements are made which define a distinction of normative interest. The 
distinction made by the closed question partitions the space of all possible models into subsets 
of models with different conclusions. This distinction is normatively meaningful in that a model 
user believes it ought to have meaning. In Figure 5, the closed questions partition the space 
respectively into subsets where objectives are and are not met and into subsets where different 
options are best. 
3) A second boundary is set by agreed assumptions, partitioning the space of all possible 
models into subsets that are and are not considered plausible (dotted line in Figure 5). This 
boundary is epistemically meaningful. It has meaning because it relates to knowledge, 
hypothesised, elicited or otherwise. 
From the point of view of process philosophy, these boundaries could be determined by 
any means. ICQM itself is indifferent to how they are determined, and leaves this decision to 
the modeller. ICQM is therefore applicable to any use of modelling that allows these 
assumptions, regardless of how model scenarios are created, how their plausibility is evaluated, 
and how distinctions of normative interest are defined. 








A or ¬B ¬ A or B
Option B 
is best
Option A is best










Figure 5 Testing of pre-determined answers as an attempt to unambiguously 
resolve a normatively meaningful distinction  
 
Resolving the distinction formed by the closed question with respect to the boundaries set 
by agreed assumptions involves determining whether all models that are plausible fall in the 
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same subset of the normative distinction. In first order logic terms (Hinman, 2005), we want to 
show that a given assertion A always holds true within every model y in the set of plausible 
models Yf.,   i.e. 
 ∀ y ∈ Yf , A  
(literally, for all models y in the space of models Yf, A is true) Eqn 1 
 Rather than enumerating the set, we can also equivalently show that no models exist that 
are plausible in which the assertion is false: 
 ¬ ∃ y ∈ Yf , ¬ A 
(there does not exist a model y in Yf where the assertion A is false) Eqn 2 
If either of the equivalent equations (Eqn. 1 and Eqn. 2) do not hold, then the distinction is 
not unambiguously resolved. Graphically we see in Figure 5 that Yf intersects both A and ¬ A. 
Using Eqn. 2 has the practical advantage of allowing us to focus on single model scenarios, 
making use of the fact that scenarios are the lowest common denominator representation of 
uncertainty. We find that model MN provides ¬ A (not A). We can generalise this to looking at 
other assertions, say B, finding that MY yields ¬ B (not B). The same argument applies with 
three assertions in the optimisation case, with models MA, MB and MC. Considering one model 
is therefore sufficient, but some techniques may find it easier to deal with many. 
There is a need to reconsider these boundaries because either the question or agreed 
assumptions can shift, changing which models belong in each subset. The need to reconsider 
how models are found comes from the need to ensure that no models in Yf have been 
overlooked in evaluating Eqn. 1 or Eqn. 2. For instance it might be possible to find a model 
scenario with a different answer on the boundary of what is plausible. The process of resolving 
a distinction occurs with changing boundaries and therefore must occur iteratively. 
7.5 Demonstration problem 
The remainder of the paper demonstrates how ICQM can be implemented using a simple 
demonstration problem in hydrology. It is intended to provide a more practical example of the 
theory for the more deeply interested reader. The closed question of the demonstration problem 
is: “does the streamflow regime achieve objectives?” This might involve determining the 
answer to a question like “Will regular flooding of ecological assets occur?” and/or “Will 
sufficient water be regularly available for irrigated agriculture?” 
In creating model scenarios, for this example, model structures are restricted to a log-
normal model of a daily flow duration curve. In practice, multiple structures should be 
considered and a flow duration curve may not be sufficient to answer this closed question. This 
restriction was selected solely for the reader to be able to visualise and better understand the 
boundaries imposed by ICQM on model scenario space, as described in Figure 5. To this end 
the example has been chosen with two parameters that are capable of representing uncertainty in 
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model structure (e.g. alternative flow processes in the catchment), parameters (e.g. flow 
coefficients or residence times) and inputs (e.g. changes in rainfall, evapotranspiration, policy 
interventions and land use). This is obviously an exceptional case as these boundaries are 
usually defined in potentially infinite-dimensional model scenario space, as there are a priori an 
infinite number of possible model structures and corresponding parameters and inputs. 
Crucially, ICQM does not depend on visualising or being able to express the location of the 
boundaries, as Eqn. 2 shows that it is sufficient to evaluate single model scenarios at a time and 
determine what answer they give to the closed question and whether they are plausible. 
The log-normal model of a daily flow duration curve is parameterised by the 100 year (q1) 
and monthly (q2) recurrence flow values corresponding to the exceedance probabilities p1 = 
1/(100*365) and p2 = 1/(1/12*365). The flow Q at a particular exceedance probability p is given 
by the transformed linear equation: 
log10(Q)= m.(x-x1)+log10(q1) Eqn 3 
m = (log10(q2) –log10(q1))/(x2-x1) Eqn 4 
where x=qnorm(p), x2= qnorm(p2), x1= qnorm(p1) and qnorm is the normal distribution 
quantile function.  
A number of details are ignored in this method and in the discussion of results in order to 
focus on the implementation of ICQM rather than the limitations of this necessarily simplified 
example. To provide observations for calculation of model error, the flow quantiles from 
observed data are calculated using normally distributed evaluation probabilities, in order to 
provide equal weight to extremes and the mode of the curve. The resulting observations and 
best-fit log-normal approximation by linear regression are shown in Figure 6. Note that flow is 
in millimetres per day distributed across the catchment, and that a log-normal approximation 
fails to capture the fat tails of the observed distribution. The data is from the Murrindindi River 
at Murrindindi above Colwells, Victoria, Australia, as made available in the hydromad software 
package (Andrews, 2010; Andrews et al., 2011). Any data could however have been selected, 
and the results do not reflect characteristics of that catchment. 
7.6 Method 
This section is structured around the three sources of uncertainty: exploration of 
alternatives, expression of views and comparison with data. A selection of techniques for 
implementing ICQM is described for each source of uncertainty, as summarised in Table 1. 
7.6.1 Exploration of alternatives 
The first ICQM implementations here consider the extreme case where very little is 
known, such that nearly all model scenarios are a priori plausible. This means that a definite 
answer to a question cannot be given. ICQM takes on a sensitivity analysis-like role, identifying 
model scenarios for which different results are obtained, and variables which cause the greatest 
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changes in the results obtained. This might help anticipate surprise by prompting discussion of 
what action can be taken with respect to different scenarios, perhaps focussed on what appear to 
be the most important factors. Note that the three techniques described in this section are in fact 
limited by an agreed assumption that defines a single model structure. In principle other model 
structures might also yield other interesting model scenarios to prompt responses by model 
users, and should be explored.  
Each of these techniques is applied to the closed question “Will regular flooding of 
ecological assets occur?” Regular flooding is provisionally defined as a flood event occurring 
once a year on average (exceedance probability p=1/365) exceeding 7.6 mm, say. 
 
Figure 6 Observed flow duration curve, best-fit log-normal approximation.  
Dashed vertical lines correspond to 100 year and monthly flow exceedance 
probabilities respectively from left to right. 
T1. Vulnerability analysis 
Without further knowledge, following the ICQM steps simply involves partitioning model 
scenario space according to the closed question in order to determine for which model scenario 
instances within parameter space failure of flooding does and doesn’t occur. This corresponds to 
a vulnerability analysis (e.g. Nazemi et al., 2013) or break-even analysis (e.g. Alhabeeb, 2012). 
Due to the simplicity of the model structure, rather than identifying single model scenarios, we 
can in this case solve for the boundary analytically and visualise the closed question in two-
parameter space. For a given flow threshold Qthres corresponding to a probability pthres and 
quantile value xthres = qnorm(pthres), Eqn. 3 indicates that the flooding will not occur if m.(xthres-
x1)+log10(q1) < Qthres. This examples uses xthres=qnorm(1/365) and Qthres=7.6. Substituting Eqn. 4, 
and solving for parameter log10(q2) as a function of the other parameter log10(q1), shows that 
flooding will not occur if the parameters q1 and q2 satisfy: 
log10(q2) < log10(q1)*(xthres-x2)/(xthres-x1)+log10(Qthres)*(x2-x1)/(xthres-x1) Eqn 5 
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T2. Scenario discovery 
Scenario discovery also treats models as vulnerabilities (Bryant and Lempert, 2010), as 
intended in T1, in order to identify why different answers might occur, with an emphasis on 
being able to easily interpret results. The following ICQM example is therefore implemented 
using the Patient Rule Induction Method (PRIM) in R (Bryant, 2009; R Development Core 
Team, 2010) to classify a sample of model scenarios, identifying bounds on each parameter 
within which flooding will (or will not) occur. We draw an exhaustive 100x100 grid sample of 
parameter space, with q1 using an offset qdiff relative to q2 so that it is always greater than or 
equal to q2: q2 ∈ [2,6], q1=q2+qdiff, qdiff ∈ [0,26]. The bounds on the parameters q2 and qdiff are 
selected by expert judgement to be large enough to encompass a physically meaningful range of 
values. PRIM identifies boxes in parameter space, so it is not able to fully capture the detail of a 
non-linear boundary. PRIM allows an interactive trade-off to define a box that includes a higher 
proportion of the ‘interesting’ model scenarios available (coverage), or higher proportion of 
‘interesting’ cases relative to non-interesting ones (density). As an example, we retain the box 
with the highest density, such that it contains only model scenarios with flooding (or not). 
T3. Break-even analysis 
The previous two techniques identify model scenarios as subsets of model scenario space. 
In contrast, break-even analysis identifies individual model scenarios that are on the boundary 
and therefore obtain a different answer. As an example, we use the Pareto Optimal Management 
Option Rank Equivalence (POMORE) technique (Ravalico et al., 2009). The scenarios retained 
are those that are closest in parameter space to a reference model scenario. The reference model 
in this case is a ‘best guess’ linear regression fit to observations, but it could equally be a 
stakeholder’s view of the system or a model of ideal operation. The name of the technique arises 
from the question “which management option is best, 2nd best etc., A,B,C,...?”. It searches for 
parameters where the management options are of equal rank, and measures distance separately 
for each parameter rather than as a single value. Given a meaningful reference model, this 
identifies which parameter values are crucial to achieving flooding. This fulfils the aims of 
ICQM, but POMORE additionally identifies which parameters have a greatest effect on 
achieving the desired outcome by comparing the distances of each parameter relative to and 
normalised by the reference point parameter values. This can help draw attention to particular 
variables. In this sense, other sensitivity analysis methods (Saltelli et al., 2004; Glen and Isaacs, 
2012) might also help ask “what would happen if this factor (input, structure or parameter) 
changed?” 
7.6.2 Expression of views 
The previous methods assumed that parameters were recognised unknowns, albeit with the 
ability to define tentative scenarios of model structure and reference model scenarios. The next 
step is to be able to define complete model scenarios that express a view of the operation of the 
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system. These model scenarios do not necessarily have to represent how the system really 
operates. They may instead represent how a particular stakeholder thinks the system operates. 
This is particularly important where observations cannot be relied upon, and might occur if 
system behaviour changes in ways that a model does not capture, such as due to future climate, 
land use or policy changes. This also occurs in modelling human activities, where there may be 
multiple views of the “true” operation of the system, and observations can only provide part of 
the picture. 
T4. Creation of model scenarios 
Creating model scenarios amounts to capturing a scenario-level view of uncertainty. Often 
there is no clear bound on what other model scenarios might also be plausible. In such cases, 
even though the actual boundary is not known, ICQM can still be applied by seeking scenarios 
that obtain different answers. We will give two examples. 
Consider two stakeholder groups, with one preferring to achieve flooding of an ecosystem 
by a variety of engineering works (see e.g. Pittock et al., 2013), lowering the threshold volume 
required. The other prefers to make releases from a dam to increase the frequency of mid-level 
flood events. Each group will be able to describe an ideal case where their solution succeeds, 
and may also be able to describe why the other’s solution will fail. ICQM can therefore operate 
by simply capturing views that are for and against each option. We consider the cases where 1) 
ecosystem releases do not achieve the desired outcome because not all water reaches the 
ecosystem, and 2) engineering solutions are countered by unintended changes in flow duration 
curve due to reductions in floods. 
As a second example, consider the need for a trade-off between ecological and economic 
objectives. To specifically investigate this point, we can select model scenarios where water is 
scarce, such that the conflict between objectives will be most apparent. One model scenario 
represents an economy-centric view, with irrigation volumes maintained at the expense of flood 
events, maintaining the viability of the community. It assumes that ecological assets are 
maintained by groundwater. As an example, the irrigation volume is measured by the flow 
exceeded for 300 out of 365 days each year. The other model scenario, with a similar volume of 
water, represents an ecological view, where irrigation volumes are reduced to maintain the 
ability to provide floods by dam releases, as groundwater is not sufficient. It assumes that 
economic objectives are still achieved by reducing seasonal cropping and providing financial 
drought relief. Each of these model scenarios might be considered plausible given the 
uncertainty in the flow duration curve, knowledge of groundwater, relationship between 
groundwater and ecosystems and relationship between drought relief and viability of the 
community. 
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T5. Setting parameter bounds 
Beyond scenarios, model users may be able to define bounds on realistic behaviour from 
their experience or expertise. The simplest representation of such uncertainty is parameter 
bounds, as are commonly used to restrict automatic parameter estimation techniques to 
‘realistic’ ranges. In our demonstration, we have already assumed that flows must be positive, 
with q1 greater than q2. We narrow it down further to ‘realistic’ values as seen in the 
experimental flow duration curve, q1 ∈ [13.5, 14.5], q2 ∈ [3.5, 4.5]. In applying ICQM within 
these agreed assumptions, we can apply any of the same techniques as when exploring model 
space. The results section will show the outcome of the technique T1, the analytical solution of 
a vulnerability analysis. 
7.6.3 Comparison with data 
Uncertainty analysis is most closely associated with the identification of models that 
‘adequately’ reproduce observed data. We present three techniques with several variations, as 
listed in Table 2. 
Table 2 Techniques of determining agreed assumptions by comparison with 
data 
 Technique Agreed assumptions for accepting models 
T6 Set membership |Predicted-observed|< ε 
T7a Confidence interval Hypothesised threshold within confidence interval 
T7b Hypothesis testing - Critical 
region 
Hypothesised threshold>lower critical value 
and  hypothesised threshold <upper critical value 
T7c Hypothesis testing - p-value Pr(x> hypothesised threshold) > accepted risk 
T8a Optimisation – extreme 
values with likelihood 
Identify models with Pr(model|obs) > Likelihood threshold, 
that achieve maximum and minimum flows, therefore 
furthest  from threshold 
T8b Optimisation – extreme 
values with set membership 
Identify models with maxi |Qm,i-Qo,i|< ε that achieve 
maximum and minimum flows, therefore furthest  from 
threshold 
T8c Optimisation – fitting 
threshold 
Identify whether drop in fit to observations to accept 
threshold is acceptable  
max( Pr(model|obs) )- Pr(a model satisfying threshold|obs)  
T6. Set membership 
Set membership techniques determine uncertainty in parameters from uncertainty in data 
based on the assumption that observations in model output are subject to a bounded error, ε 
(Walter and Piet-Lahanier, 1990; Norton, 1996; Keesman et al., 2013). A model scenario is 
accepted as a member of the feasible set if all predicted values are sufficiently close to 
observations, or equivalently that the maximum absolute error is less than the error bound, maxi 
|Qm,i-Qo,i|< ε. As an example, we subjectively set ε =0.18 in the Results section. To identify 
model scenarios within this set, we use the same exhaustive 100x100 grid sample as in 
technique T2, and test each model scenario individually. Other more efficient techniques could 
also be used (e.g. Keesman et al., 2011). 
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T7. Statistical uncertainty analysis 
Measures of likelihood allow uncertainty to be expressed at the level of distributions rather 
than bounds. In the case of error distributions on a bounded interval, the advantage over set 
membership techniques is to allow ranking of plausible model scenarios. With infinite 
distributions, such as the normal distribution, all model scenarios are retained. A boundary is 
defined for any given hypothesis by allowing a certain proportion of points to be ignored, based 
on acceptance of risk of error. In this case, we will accept that in 100 watersheds like this one, 
flooding will not occur 5 times, even though it is expected, and vice-versa that flooding might 
occur 5 times even though it was not expected. This corresponds to a 5% risk of error in both 
cases, though in practice, the acceptable risk for one may not be the same as for the other. 
The posterior density of the annually exceeded flow given observations of the empirical 
flow duration curve is generated using a  Markov Chain Monte Carlo algorithm (Vrugt et al., 
2009) implemented in R (Guillaume and Andrews, 2012; Joseph and Guillaume, 2013). For this 
simple example, we assume that errors are normally distributed. Results are interpreted in three 
equivalent ways using: confidence intervals, testing with critical values, and p-values. 
In the first interpretation (labelled technique T7a), a 90% confidence interval is produced 
by calculating the 5% and 95% quantiles of the posterior distribution. Models are considered 
acceptable if they provide a prediction within the 90% confidence interval. If a different flow 
exceedance probability is used, different models will be retained. Providing a confidence 
interval leaves the user to interpret results and make use of models as an ensemble. From an 
ICQM point of view, we check which answer to the closed question the members of the 
ensemble support. 
The second interpretation (T7b) fits the ICQM process most closely. We test the two 
hypotheses that flooding would or would not occur. For each hypothesis, a critical region is 
determined within which the alternative hypothesis cannot be rejected (Neyman and Pearson, 
1933). The critical region is defined as a range of values of quantity of interest, in this case 
annually exceeded flow, delimited by a critical value. The critical value depends on accepted 
risk. To test whether flooding will occur, we identify the model scenario that produces the 
critical value, the 5% quantile of the posterior density of annually exceeded flow. To test 
whether flooding will not occur, we identify the model scenario that produces a second critical 
value, the 95% quantile. Each hypothesis is rejected if the critical value conflicts with it. In 
contrast to the confidence interval, this technique interprets the result for the user, and indicates 
the distance from the critical value in the same units of the quantity of interest (mm). 
In the third interpretation (T7c), the p-value is calculated as the likelihood that the flood 
threshold is exceeded. The hypothesis is rejected if the likelihood is greater than the accepted 
risk. Likelihood is calculated as density of model scenarios, such that testing the two hypotheses 
therefore identifies the two sets of model scenarios that are respectively in support of and 
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against the hypothesis. This also interprets the result for the user and indicates how much risk 
would need to be accepted to change the model answer. 
T8. Hypothesis testing by optimisation 
The set membership and statistical techniques both explicitly identify subsets of plausible 
model scenarios. As an alternative, these sets can be implicitly used by seeking out model 
scenarios of interest by constrained optimisation. These optimisation problems can be solved as 
a trade-off between fit to observations and fit to hypothesis (Moore et al., 2010). We present 
three cases. 
In the first case (T8a), two model scenarios are identified that respectively minimise and 
maximise the value of a quantity interest, while exceeding a minimum likelihood. The minimum 
likelihood allowed is selected to match the likelihood of the critical value model scenarios 
produced by technique T7b. This is solved using the NSGAII algorithm (Deb et al., 2002) 
implemented in R (Trautmann et al., 2010), as two multi-objective problems, maximising log-
likelihood while minimising flood level, and maximising log-likelihood while maximising flood 
level.  
In the second case (T8b), the same process is followed, with performance being measured 
by maximum absolute error rather than likelihood. The maximum error allowed is the same as 
in technique T6, ε =0.18. The representation of this optimisation as a trade-off effectively treats 
maximum absolute error as a triangular fuzzy set membership measure (Keesman and van 
Straten, 1990). 
In the third case (T8c), model scenarios are identified that maximise fit to the flood 
threshold and maximise fit to observations, in this case measured by difference in flow and log-
likelihood respectively. The model scenario that best fits the flood threshold will be on the 
boundary, and will be considered plausible if the reduction in fit to observations is considered 
acceptable. In this case, we accept the fit to observations if it exceeds the same threshold as in 
technique T8a. 
7.6.4 Combining uncertainties 
Often, none of the preceding techniques will address all uncertainties. ICQM provides a 
potential mechanism for addressing them. An iterative approach means that not all uncertainties 
need to be considered at once. The uncertainty analysis can proceed by building understanding 
or enriching the elucidation of uncertainty by using a combination of techniques: 
1. An initial technique defines agreed assumptions and creates model scenarios 
within them 
2. A second iteration can take the model scenarios as a starting point and change 
aspects to address another source of uncertainty, e.g. changing input scenarios 
in an extreme model scenario resulting from analysis of parameter uncertainty. 
This explores the model scenario one aspect at a time, and is therefore only 
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suitable where interactions between factors are negligible (Saltelli and Annoni, 
2010). 
3. Alternatively, model scenarios can be evaluated according to multiple 
boundaries. New model scenarios are therefore created that consider the 
interaction of multiple uncertainties and their corresponding agreed 
assumptions. 
Especially when addressing a combination of uncertainties, the selection of techniques in 
ICQM can be viewed as a creative exercise. The modeller is expected to ask themselves “how 
can I identify plausible model scenarios with different answers given the information at hand?” 
Iteration builds in the ability to seek further information if (or when) a first pass proves 
insufficient. So it is preferable to use ICQM to obtain simple results quickly and build on them 
rather than aiming for perfection from the start. The best technique to use is therefore the one 
that naturally suggests itself to the modeller for a particular problem. Table 1 summarises 
circumstances in which the authors believe the techniques might be relevant. Other techniques 
are bound to prove their effectiveness in other contexts. If the use of a technique does not seem 
self-evident, perhaps the necessary assumptions are not supported, and a simpler technique 
should be used, with a view to better understanding what assumptions can be made. This 
manifestly depends on the modeller’s professional expertise. ICQM’s iterative critique is 
however ultimately self-correcting and therefore forgiving of experimentation to help build 
understanding of techniques as well as of uncertainty. The results section will include the 
description of one possible combination of techniques to address multiple levels and sources of 
uncertainty. 
7.7 Results 
This section presents the results of the method in Section 7.6 organised according to level 
of uncertainty. The previous section was organised in terms of sources of uncertainty, as the use 
of a technique tends to be justified according to the source of uncertainty, as summarised in 
Table 1. However, the effect of a technique in terms of its boundary representation tends instead 
to depend on the level of uncertainty. Each sub-section presents the model scenarios identified 
with each technique, and reflects on the results as required by Steps 4-7. 
7.7.1 Level : Recognised unknowns - Exploration of alternatives 
(T1, T2, T3) 
Figure 7 shows the model scenarios identified by exploration of alternatives, in the case of 
our simple example of flow duration being limited to exploring parameter space of a single 
model structure. The analytical solution to the vulnerability analysis (T1) results in partitioning 
parameter space into subsets in which ecologically-beneficial flooding does and does not occur. 
Scenario discovery (T2) identifies a box in parameter space where flooding occurs, defined by 
q1>18.1 mm and q2>4 mm, and a box where flooding does not occur, defined by q1 < 14.8 mm 
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and q2 < 4.5 mm. POMORE (T3) identifies the models in red crosses on the analytical boundary, 
which therefore have a different answer to the reference model (black asterisk). 

























Figure 7 Model scenarios identified using vulnerability analysis (T1), scenario 
discovery with PRIM (T2) and POMORE break-even analysis (T3).  
Black line is analytical solution (T1), which corresponds to the normatively 
meaningful boundary. Shading indicates parameter spaces where annual 
ecological flooding does (45° shading) and does not occur (135° shading) 
(normative boundary), with no shading indicating physically impossible 
scenarios. Blue boxes represent model scenarios identified using PRIM, within 
which flooding will and will not occur (T2). Black asterisk (*) represents the 
reference ‘best guess’ model scenario, red crosses (+) represent (a subsample 
of) closest model scenarios with a different outcome using POMORE (T3). There 
is no epistemically meaningful boundary, as all values are considered a priori 
plausible. 
 
As minimal constraints are placed on what model scenarios are plausible, each technique 
has found model scenarios in which flooding does and does not occur. Techniques T1 and T2 
have clearly identified model scenarios that would be considered highly unlikely, with either 
very high or very low monthly and 100 year flows. As expected, there is knowledge available 
that has not yet been incorporated in the analysis. These techniques were primarily intended to 
prompt discussion about possible action, and therefore possibly generate new questions of 
interest. Technique T1 provides a graphical representation of the closed question which can be 
used as a background map to indicate what would happen if different model scenarios were 
considered plausible. It will be used in all figures in these results. However, the non-linear 
boundary is difficult to interpret, and each subset contains too many model scenarios to be 
meaningful.  
Technique T2 identifies meaningful thresholds on monthly and 100 year flows. This 
potentially allows the question to be reframed. Without information about current state, we 
cannot determine whether flooding will occur, but based on other experiences we might be able 
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to answer, for example: “Which action will most increase monthly or 100 year flows to ensure 
they exceed 4 mm and 18.1 mm respectively?” or “Which action is able to provide ecological 
flooding if monthly flows drop below 4.5 mm and 100 year flows drop below 14.8 mm?” or 
“What external drivers might cause monthly and 100 year flow to naturally reach 4mm and 18.1 
mm respectively?”. However, the box in parameter space defined by T2 also includes model 
scenarios that are not in fact desirable, when viewed from another point of view. In particular, 
the monthly flow might in some cases be too low for irrigation purposes and the 100 year flow 
might result in unacceptable flood damage to infrastructure. If model parameters are meaningful 
and do not have too complex interactions such that the boxes in parameter space are also 
meaningful, we can therefore start to narrow down which model scenarios are desirable, if not 
plausible, despite having minimal knowledge about realistic outcomes. 
Technique T3 identifies a number of model scenarios that are quite close to the reference 
‘best guess’ model. These might trigger similar questions to technique T2, with the advantage of 
being able to refer to full model scenarios rather than single parameters, such that parameter 
interactions are accounted for, making the scenario more coherent. Measures of distance from 
reference model parameters shown in Figure 8 might suggest focussing more attention to 
changes in 100 yr flood level, although both parameters are of approximately equally 
importance in this case, and using a different reference model or model structure would change 
the result. Sensitivity analysis techniques like T3 help to understand the relative impact of 
changing different assumptions in a best guess model, even when it is not known whether or not 
those assumptions are plausible. Each of the techniques, T1, T2, T3, are however highly 
dependent on the model structure selected. If that model structure is contested, it may be 
preferable to fall back on a less restricted creative process where stakeholders are asked to 
create scenarios that would be considered challenging in the current setting. 
 
Figure 8 Box and whiskers plot of normalised distance between reference 
model parameters and boundary in parameter space at which annual 
flooding occurs 
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7.7.2 Level: Scenarios (T4) 
Six model scenarios are shown in Figure 9. Engineering works would shift the annual 
flows required from the green 45 degree-shaded region to the blue horizontally-shaded region, 
such that the existing flow regime (denoted ‘*’) achieves ecological objectives. However, this 
might fail if flows change to position ‘W’ as a result of the loss of flood events (e.g. absence of 
flushing flows). Releases would institute the flow regime ‘r’, but might fail if losses due to 
irrigation or groundwater recharge result in the flows at ‘L’.  In the second example, marginal 
cases were found that either favoured ecosystems (‘e’) or irrigation (‘i’) in time of drought. The 
latter falls in the lower red 135 degree shaded area, but is in fact interpreted to satisfy minimum 
ecological requirements for maintenance and survival through access to groundwater, which is 
not captured in this model. 
The ability to capture stakeholder views is an essential part of uncertainty analysis. Results 
produced by other techniques could be rejected if the particular view held by stakeholders has 
not been explored. Even without other techniques, each of these model scenarios is plausible 
according to at least one perspective, resulting in conflict on the best way forward. Comparing 
views helps identify scientific points to be resolved, and might help identify gaps in the model, 
such as in this example lack of representation of groundwater levels. However, resolving the 
conflict is not just about determining what is scientifically plausible. The conflict may disappear 
if objectives change. For example, model scenario ‘W’ raises the point that flood releases might 
be important for flushing flows as well as for providing water to ecological assets, and 
engineering works are therefore not sufficient. Conflict may also be resolved by looking for 
alternate actions, such as perhaps combining smaller engineering works with smaller flood 
releases.  
These results illustrate that it is more important for the question identified in ICQM to be 
meaningful rather than precise. These model scenarios deal with imprecision by evaluating the 
questions “Will regular flooding of ecological assets occur?” and “Will sufficient water be 
regularly available for irrigated agriculture?” in multiple ways, which end up being represented 
with multiple boundaries in parameter space, as parameters refer to flood levels, not outcomes. 
This avoids forcing stakeholders to narrow their thinking and allows a broader range of options 
to be explored. It is can therefore be useful to retain a vaguely worded question even while 
using a more precise version for modelling.  
The marginal scenarios (‘i’ & ‘e’) go further in emphasising the existence of a problem. 
They prompt the need to discuss objectives in terms of minimal requirements rather than just 
optimal requirements, corresponding to the maintenance and survival of ecosystems and 
economics rather than their growth or expansion. It also focuses the need for scientific input on 
extreme conditions rather than just normal conditions, particularly the behaviour of groundwater 
operation in time of drought rather than recharge, and the human impact of regulations in times 
of stress rather than in times of plenty. Such scenarios might also be created using optimisation 
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techniques (Lempert et al., 2003). However, there is a trade-off involved. While optimisation 
techniques reduce human biases in the creation of scenarios, they are restricted by modeller 
biases in the construction of the model structure and selection of parameters to be varied, such 
that it is worthwhile retaining the freedom for stakeholders to create their own scenarios in 
parallel (Lempert et al., 2003). 




























Figure 9 Scenarios created in T4.  
Blue horizontal line indicates reduced flood requirement with engineering works 
(i.e. a revised normative boundary). ‘*’ ‘best guess’, ‘W’ unintended changed 
flow duration curve due to engineering works, ‘r’ planned environmental water 
releases, ‘L’ achieved environmental water releases due to losses, ‘e’ use of 
limited water for releases, ‘i’ use of limited water for irrigation. These are all 
scenarios that fall within the epistemic boundary, which is not explicitly known. 
7.7.3 Level: Bounds. Setting Parameter bounds (T5) and Set 
membership (T6) 
Figure 10 shows sets of plausible model scenarios defined by techniques T5 and T6, 
providing the first explicit visualisation of boundaries of agreed assumptions about plausibility. 
The boundaries for T5 fall entirely within the area where no flooding occurs. However, the 
boundaries for T6 cross the boundary identifying plausible model scenarios where flooding does 
and does not occur. These two cases therefore provide parameter space examples of the 
distinction defined by the closed question respectively being and not being unambiguously 
resolved, as was shown theoretical in Figure 5. 
Similarly to technique T1, techniques T5 and T6 identify too many scenarios to be 
communicated individually to prompt reflection on the question asked. This suggests a focus on 
“communicating uncertainty” rather than on the characteristics of the scenarios. Communicating 
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uncertainty might suggest actions to handle the failure to meet objectives or to reduce 
uncertainty. Alternatively, more in the spirit of ICQM, scenario discovery might help interpret 
the properties of each subset.  
In terms of assumptions about plausibility, setting bounds on parameters independently 
(T5) fails to capture parameter interactions. It is useful as a first attempt, but is likely 
insufficient by either being over-conservative, or in this case, too narrow. The set membership 
technique (T6) better captures parameter interactions, but there is often more knowledge 
available than can be captured by simple rules from data. For example, the high parameter 
values and correlation in this case are indicative of a problem with model structure. It may be 
useful to specify alternate structures, include a priori restrictions on parameter behaviour and to 
consider properties emerging from data points, e.g. auto-correlation or frequency domain 
transformations (Bennett et al., 2013). 
This example is sufficiently simple to sample exhaustively. However, random sampling 
techniques may fail to identify crucial models in high dimensional space, where plausible model 
scenarios with different answers may form only a small part of parameter space. These 
techniques, including T5 and T6, are therefore open to criticism that they miss a view of the 
situation or would benefit from a more effective mechanism for identifying specific model 
scenarios, such as will be discussed with the optimisation-based technique T8. 























Figure 10 Sets of plausible models by parameter bounds (T5, as rectangle) and 
set membership (T6, as dots) (epistemic boundary) 
Overlain on parameter spaces where annual ecological flooding does (45° 
shading) and does not occur (135° shading) (normative boundary). 
7.7.4 Level: Distribution. Statistical uncertainty analysis (T7) 
Figure 11 shows the posterior density of model scenarios for annually exceeded flow, as 
generated using a Markov Chain Monte Carlo algorithm. Note that because the likelihood is 
infinite and the prior is uniform, model scenarios should theoretically be identified in all parts of 
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parameter space. In this figure parts of parameter space are empty only because they are so 
unlikely as to not appear in the finite sample size.  
There can be three interpretations of these results. As they are ultimately equivalent, they 
all show that the closed question cannot be resolved, as with T6. Considering all models in the 
confidence interval (T7a, solid grey dots), as with T5 and T6 there are too many scenarios to be 
communicated individually. Instead, considering the critical values (T7b, black crosses) allows 
focus on extreme, plausible cases. With reference to the data in Figure 6, it does not seem they 
can be excluded as unrealistic, such that debate must be focussed on how to ensure objectives 
are met even in these cases, or on how different data can be used, e.g. by fitting streamflow 
rather than just the flow duration curve. Considering density of points on each side of the 
boundary (T7c) corresponds to technique T1 but knowingly includes model scenarios that are 
not currently considered plausible (shown in red). Some of these cases are border-line, such that 
they will need to be considered if acceptable risk decreases, and may therefore be relevant to 
further discussion on what risk stakeholders are willing to accept. 
Technique T7 is highly dependent on assumptions about likelihood. Established techniques 
can be used to evaluate them, such as by considering properties of residuals. From a Bayesian 
point of view, the likelihood also commonly fails to represent all available knowledge. A total 
analysis would include consideration of all priors, including inputs and model structure (e.g. 
Thyer et al., 2009). 
 
















































Figure 11 Posterior density estimate shown in terms of a) annual flow level and 
b) parameter space.  
a) shows confidence intervals (epistemic boundary) and hypothesised threshold 
flow (normative boundary). b) shows critical regions in open red dots, confidence 
interval in solid grey dots (epistemic boundary) and critical values as black 
crosses, overlain on parameter spaces where annual ecological flooding does 
(45° shading) and does not occur (135° shading) (normative boundary). 
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7.7.5 Level: Bounds or Distribution as Scenario. Hypothesis 
testing by trade-off between performance and conclusion 
(T8) 
Figure 12 shows the model scenarios identified by optimisation, both in parameter space 
and in terms of a trade-off curve between fit to data and prediction. Like technique T3, 
boundaries are treated as implicit. T8a and T8b identify extreme model scenarios as far as 
possible from the boundary, with similar results to T7b. T8c identifies models on the closed 
question boundary, with similar results to T3, albeit with additional information about its 
plausibility. 
Techniques T8a/T8c and T8b are also subject to the same limitations in terms of 
plausibility as T7 and T6 respectively, and may prompt similar reflections on the suitability of 
error bounding and likelihood. In each case, there is a need to evaluate whether a drop in model 
fit is acceptable. T8a and T8b also identify model scenarios with potentially very poor fit, such 
that their interpretation requires knowledge of a minimum acceptable fit. T8c identifies a more 
limited range of model scenarios, so it is sufficient to be able to determine that all identified 
model scenarios have acceptable fit. Assumptions about errors may still be difficult to defend. 
Using multi-objective optimisation helps by allowing the threshold of acceptable model fit to be 
easily modified without further model runs. 
As indicated by the preceding similarities, technique T8 primarily differs from other 
techniques in how it selects points rather than how they are interpreted. In this technique, 
optimisation should be seen as a means of drawing attention to particular points rather than 
identifying the ‘best’ model scenarios. By searching explicitly for certain model scenarios, T8 
partially addresses the problem of sampling in T5 and T6, and might even improve on T7. 
However it may still fail to identify the crucial cases if they form a sufficiently small part of 
high-dimensional space, or the model structure used is not appropriate. In order to identify 
extreme or boundary scenarios, there is still no substitute for human imagination, hence the 
importance of creating scenarios as in T4. 
7.7.6 Combined results 
The preceding techniques might be usefully combined within the iterative process of 
ICQM. We might begin with an exploratory exercise, identifying models on the closed question 
boundary closest to a ‘best guess’ (T3). This raises the question of whether the models 
identified are plausible. We suspect that they are and that a satisfactory likelihood measure 
could be used. We therefore calculate the posterior likelihood of annual flow (T7), and use the 
resulting confidence limit in optimisation (T8b) to search for extreme cases that would also be 
considered plausible. These results are used to prompt debate about actions that would achieve 
the necessary flooding in both the scenarios on the boundary and the extreme models. It is 
recognised that the assessment of model plausibility based on past data may not adequately 
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evaluate future changes, and misses broader considerations of economic side-effects. 
Considering that the uncertainty analysis already shows multiple models as possible, it is a 
simple extension to ask stakeholders for alternate views of the system. Once these additional 
points are resolved, we explicitly search for potential problems caused by changes within 
bounds on input variables, trying to anticipate future failure (T4), such that model users are at 
least aware of them, even if they choose not to address them at this time. 
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Figure 12 Parameter space plots (a, c, e) and trade-off curves (b, d, f) for 
techniques T8a (a, b), T8b (c, d), T8c (e, f).  
Each plot shows all model scenarios sampled (black dots) aiming to fall on each 
side of the normative boundary (the annual flow threshold, vertical line). The 
model scenarios selected (blue crosses) fall at limits of epistemic boundary (a, b; 
c, d) or require the user to interpret whether the epistemic boundary has been 
breached (e, f). 
 
In comparison with just using the hypothesis testing technique T8 alone, this process has 
drawn lessons even with very little data, has explicitly accounted for alternate views and has 
explicitly searched for problematic cases. In addition to probabilistic uncertainty in data, it has 
tested recognised unknowns through extreme cases, bounds on future inputs, and scenarios of 
views held by stakeholders. The entire process was focussed on a set of model scenarios, 
whether they are plausible and what answer to a closed question they provide. This provides a 
single overarching approach within which to use contrasting techniques, including further 
sources of uncertainty or narrowing down the uncertainty considered as the analysis progressed. 
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Despite the conceptual simplicity of the methodology, ICQM can therefore result in a more 
complete picture of uncertainty. 
7.8 Discussion 
This paper emphasises that ICQM can provide an initial framing with which to approach 
the problem of uncertainty in predictive modelling, addressing the issue ‘How do we start?’. 
While it can be used throughout an entire analysis, it is unlikely to do so because of its 
generality. It is inclusive, not comprehensive in it guidance, such that it allows the analysis the 
freedom to proceed in many different ways depending on context.  Further guidance will 
eventuate as the methodology is applied to a wide range of problems and experiences gathered. 
An advantage of inclusiveness is that data-based uncertainty techniques (e.g. T6-T8) 
necessarily emphasise quantifiable uncertainty over non-quantifiable (Carpenter et al., 2009), 
whereas many sources of uncertainty in environmental modelling are limited to an often 
subjective ‘scenario’ level of detail, including climate and geo-political drivers and the 
identification of natural resource management objectives. On the other hand, techniques of 
dealing with uncertainty with stakeholders  (T4,T5) (Voinov and Bousquet, 2010) miss out on 
the power of the data-based uncertainty analysis techniques. Neither approach can coherently 
include the other, but ICQM can provide an intuitive solution, and express the approaches in 
terms of boundaries in order to give them a common basis in process philosophy. 
Generality also helps address the issue of surprise. Surprise means that no model 
prediction or uncertainty analysis will ever be final, and to address it, modelling needs to retain 
the ability to change a model’s structure, parameters and inputs. ICQM specifically identifies 
that the question asked, agreed assumptions about plausibility and model identification are 
expected to change. By the use of model scenarios and boundaries, it aims to make it 
conceptually as easy to reconsider how the system works as to reconsider what events might 
occur or what actions might be taken. This contrasts with existing modelling approaches, where 
so much effort often goes into identifying a best fit model that it becomes difficult for the model 
itself to change. This inertia can be overcome, but it does make it easier to only vary inputs, to 
ignore actions that were not considered during model design, and to reject challenges to the 
model by appealing to the comprehensiveness of ‘model validation’. ICQM admittedly only 
puts each factor of a model scenario conceptually on the same footing. Whether this translates to 
more frequent changes of underlying model assumptions depends on the bias introduced by the 
techniques used, the ability of the modeller and the openness of the user. Techniques might not 
allow a change that is desired. The modeller’s workflow may not allow them the flexibility, and 
users might not actually desire to have their assumptions exposed and critiqued. 
Despite its inclusiveness, ICQM does favour particular techniques. The critical iterative 
view it adopts assumes that uncertainty is unlikely to be fully addressed. The requirement for 
reflection therefore favours the use of techniques that search more thoroughly (like T8), allows 
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questions to be easily changed and makes it easy to evaluate and change assumptions about 
plausibility. In the current state of practice, this latter point favours the lowest common 
denominator scenario-based view of uncertainty (T4), where all aspects can be easily changed. 
This tendency is strengthened by the emphasis on reflecting on model scenarios, which have the 
potential to be described in a realistic context to help generate interest in how the question or 
agreed assumptions should be addressed (Dewar et al., 1993). At the same time, the concept of a 
complete model scenario is intended to be an extension from typical practice of varying external 
drivers or actions (Alcamo, 2008) to considering alternate conceptualisations of the functioning 
of the system itself. This bias seems to be justifiable, given that it arises from a desire to make 
uncertainty analysis easier and more flexible. The bias might therefore be countered by working 
to make other techniques just as easy and as flexible, to allow experimentation. 
ICQM is intended to promote basic principles regarding the prediction of uncertain 
outcomes, even if a modeller shifts to a particular technique and drops the ICQM framing of 
uncertainty once started. These principles are best expressed by analogy with existing concepts 
of robust decision making, hypothesis testing, boundary critique and sensitivity analysis 
(Guillaume and El Sawah, In review).  
1) The end goal of uncertainty analysis is often to avoid wrong predictions, like in robust 
decision making (e.g. Lempert et al., 2003).  
2) Approaches that directly achieve a purpose, as in hypothesis testing (e.g. Neyman and 
Pearson, 1933), should be favoured over those that involve multiple steps of 
interpretation, as in confidence intervals.  
3) Problem definition and knowledge should not be taken for granted, and surprise should 
be expected, such that uncertainty cannot be addressed without critical reflection,  as in 
the boundary critique approach (e.g. Midgley, 2000).  
4) The need for tailored approaches and critical reflection leads to a need to build 
understanding of uncertainty by looking in depth to learn why uncertainty leads to 
different outcomes, as in sensitivity analysis (e.g. Saltelli et al., 2004).  
ICQM is not necessarily the only way to satisfy these principles, but it can provide a 
conceptually simple, inclusive starting point. 
7.9 Conclusions 
Iterative Closed Question Modelling (ICQM) is designed to provide a broadly-applicable 
methodology for approaching uncertainty in modelling. It is an intuitive response to the 
uncertainty problem based on the notion of using modelling to answer closed questions, with 
pre-determined answers. It makes sense that addressing uncertainty should involve testing 
whether model answers are plausible. This concept can be formalised in terms of boundaries 
within process philosophy (Midgley, 2000), which has been visualised in a simplified form in 
this paper using two-dimensional parameter space. 
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This formalisation has the benefit of making ICQM inclusive and accessible to a wide 
range of model users, being broadly applicable to different techniques of determining what is 
plausible and what question to answer. Implementation requires thought and flexibility when 
iterating, with the advantage of improving both understanding of techniques and uncertainty. By 
embracing complete model scenarios as a central concept, ICQM extends the typical practice of 
varying external drivers or actions to considering alternate conceptualisations of the functioning 
of the system itself. ICQM therefore helps overcome inertia in existing modelling approaches, 
where so much effort often goes into identifying a best fit model that it becomes difficult for the 
model itself to change, particularly when challenges to the model are rejected by appealing to 
the comprehensiveness of ‘model  validation’. Instead, the emphasis on flexibility enables 
learning by experimentation and allows the analysis to be self-correcting as understanding 
improves.  
The methodology therefore provides a suitable starting point for assessing uncertainty in 
model predictions that offers some guidance without committing to a particular technique. This 
has been demonstrated with eight techniques, some well established, and some less well known. 
We hope that this will 1) demonstrate the breadth of applicability of ICQM, 2) show how 
boundaries and process philosophy bring all these techniques together and 3) encourage the 
reader to try using ICQM to help them approach uncertainty. 
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Chapter 8: Existing uses of the concepts of 
ICQM 
Chapter 8 reviews concepts to help predict uncertain outcomes in an attempt to show that 
by using the term “uncertainty quantification”, modelling has limited its view of how 
uncertainty can be managed.  
This constitutes a ‘reflection’ phase in response to the ideas presented in the preceding 
chapter. It presented ICQM as a practical methodology that allows the management of 
uncertainty to cross paradigms. This chapter has an emancipatory purpose in showing that 
through its discourse, the modelling community has neglected concepts underlying the 
methodology. In the process, this has favoured expert-driven uncertainty methods over 
modellers’ judgement and stakeholder engagement. This opens the door to providing a greater 
role for these groups in discussing uncertainty in the SAY problem, regardless of whether the 
ICQM methodology is used. 
This chapter is submitted for publication as: 
Guillaume, J.H.A, El Sawah, S. A review of concepts for holistic managing of uncertainty in 
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8.1 Abstract 
The usefulness and accuracy of model predictions are affected by what happens before, 
during and after modelling. Uncertainty in problem definition can lead to the model prediction 
addressing the wrong problem. Uncertainty in modelling a defined problem can lead to 
providing wrong predictions. Subsequent to the modelling, residual and unrecognised 
uncertainty can emerge to cause surprise. Holistic managing of uncertainty needs to address all 
three of these issues. This paper argues that the language most often used in uncertainty analysis 
can fail to capture the complexity of what modellers do during modelling, and does not address 
what happens before and after. In particular, “uncertainty quantification” evokes a 
measurement-like process of repeated sampling to account for aleatory uncertainty, whereas this 
process actually involves sophisticated techniques to create many models with different 
parameters, inputs and model structures. This reality is often dominated by epistemic 
uncertainty. The expression “prediction of uncertain outcomes (PUO)” is proposed as a more 
inclusive description of the aim of holistic managing of uncertainty. It recognises the role of 
problem definition in determining the outcomes to be predicted. Uncertainty is treated as an 
inseparable part of prediction rather than a distinct issue. Uncertainty quantification provides 
useful tools, but does not guide the analysis. This viewpoint opens opportunities for uncertainty 
to be approached from different perspectives. In support of this viewpoint, four concepts are 
reviewed that offer promise in new ways to work with many models. These concepts are: 
boundary critique, which surfaces and questions assumptions and problem definition; 
hypothesis testing, which uses a pre-determined test to check whether a stated conclusion could 
be false; sensitivity analysis, which aims to identify reasons for failure; and robust decision 
making, which is concerned with avoiding failure. While these techniques suggest ways of 
conduct to complement existing uncertainty quantification methods, no existing methodology 
integrates all these concepts for managing uncertainty. This paper therefore calls for modellers 
to help fill in the big picture by considering what happens before, during and after their 
modelling and how this insight can help improve their prediction of uncertain outcomes. 
Keywords: uncertainty; boundary critique; hypothesis testing; sensitivity analysis; robust 
decision making; prediction of uncertain outcomes 
Highlights:  
 Holistic managing of uncertainty is framed as prediction of uncertain outcomes  
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 Modellers avoid wrong problem, avoid wrong predictions, anticipate surprise 
 Four concepts are reviewed to help achieve these aims 
 “Uncertainty quantification” generates many models, not just numbers 
8.2 Introduction 
Many detailed frameworks and techniques have been proposed to help manage uncertainty 
in model prediction, as reviewed for example by Matott et al. (2009) and Refsgaard et al. 
(2007). This paper aims to step back and take a look at the big picture of how uncertainty in 
model prediction is managed. Firstly, it makes use of a simplified set of only three sources of 
uncertainty: what happens before, during and after modelling. Secondly, it argues that the 
language used in uncertainty analysis, particularly “calibration” and “quantifying uncertainty,” 
fails to capture the complexity of what modellers do during modelling, and does not address 
what happens before and after. In response, four concepts are reviewed that offer promise to 
help modellers in holistically managing uncertainty in prediction of uncertain outcomes. 
8.2.1 Big picture requirements for managing uncertainty 
We identify three requirements for managing uncertainty based on its source. A source of 
uncertainty is defined as “the origin of an uncertainty within a process to acquire and use 
knowledge, including modelling and decision making” (Guillaume et al., 2010; Guillaume et 
al., 2012; Belia et al., 2009). Taking a high level holistic view, we distinguish between what 
happens before, during and after modelling, as summarised in Table 1. 
Table 1 Sources of uncertainty and corresponding requirements for 
managing uncertainty in prediction 
Source of uncertainty Requirement for managing uncertainty in prediction 
Before modelling Avoid addressing the wrong problem 
During modelling Avoid making wrong predictions 
After modelling Help anticipate residual risk and surprise 
 
Before modelling can start, a problem needs to be defined. There is therefore uncertainty 
as to whether modelling is addressing the right problem. In any practical setting, particularly in 
such cases as environmental or natural resource management, the modeller needs to ensure that 
their analysis is relevant to the user’s concerns and that its design is fit-for-purpose (Jakeman et 
al., 2006). This is the case even when modelling is used in problem definition. As there may be 
more than one analysis that is effective and relevant, the requirement for managing uncertainty 
may be better phrased as the need to avoid addressing the wrong problem. 
During modelling, many techniques exist to manage uncertainty, in response to the risk 
that the best-estimate model prediction may not be accurate. Current practice will be further 
discussed in the next section. The underlying issue is a need to avoid making wrong predictions. 
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After modelling, despite modeller’s best efforts there will unavoidably be residual and 
unrecognised uncertainty. Rather than leave the user to deal with it unaided (for example by 
discarding the model), the modeller can try to anticipate surprise. This might involve ongoing 
critical questioning of the model results from new perspectives or with new data, understanding 
possible causes of future failure and making changes to counter them.  
What happens before and after modelling is (almost tautologically) not usually seen as part 
of modelling. It might also seem more difficult to a modeller than what is done during 
modelling. In addition to conceptual or computational modelling and domain-specific expertise, 
skills are required in problem definition and stakeholder engagement. No matter what new skills 
or techniques are developed, the potential for surprise can never be completed eliminated. 
Problem definition and anticipation of surprise are however key determinants of whether a 
model prediction turns out to be useful and correct.  This paper reviews four key concepts that 
offer promise in helping modellers make their ongoing managing of uncertainty more holistic. 
However, to understand how these concepts can help, current practice in uncertainty analysis 
first needs to be situated within this big picture. 
8.3 Current practice in uncertainty analysis 
In current practice, uncertainty analysis in modelling tends to be approached with the same 
mindset as uncertainty in measurement. We take a tool, let’s call it Nature-Master 2000, which 
we know provides the information we need, albeit with two problems. It does not always give 
the correct answer, and indeed does not always give the same answer. Fortunately, we have 
found solutions to both, as we calibrate the Nature-Master to a reference point so it does give us 
the correct answer on average, say, and we quantify uncertainty to give an indication of how 
much the correct answer might vary. 
The reader might already see problems with this description, as many have already been 
discussed in the modelling literature. When Nature-Master is a model rather than a measurement 
device, we do not know if it sufficiently captures the knowledge necessary to provide the 
information needed. The model structure is merely a simplification of reality and, even when 
complex, may be missing crucial aspects (see e.g. Refsgaard et al., 2006; Bredehoeft, 2005) or 
be including redundant ones (see e.g. Young et al., 1996). Measurements of observations are 
our most reliable reference point, yet we have already recognised that they are prone to error. 
The act of calibration therefore results in trying to make the uncertain Nature-Master fit the 
uncertain reference point. Perhaps unsurprisingly in hindsight, if Nature-Master has any 
flexibility, it ends up trying to (over)fit the error in the reference point (see e.g. Andréassian et 
al., 2012). Parameters take values that compensate for errors in Nature-Master (see e.g. Doherty 
and Christensen, 2011). Modellers have methods to handle these problems, but this is no longer 
“calibration”. Instead, we more honestly call it parameter estimation or model identification, or 
SECTION II: Chapter 8 Existing uses of the concepts of ICQM 
141 
where the old word is still used, it has gained a new meaning in modelling rather than 
measurement jargon. 
At the same time, the modelling literature risks repeating the same mistake with the term 
“quantifying uncertainty”. In measurement, the uncertainty is predominantly aleatory, so that it 
is a relatively simple matter of taking repeated observations with the Nature-Master 2000, and 
analysing the samples to produce probability distributions or confidence intervals. This 
simplicity contrasts with uncertainty in a model. The uncertainty in the model structure is most 
intuitively dealt with by using multiple alternatives, but at the risk of all model structures still 
being unacceptable. The models’ inputs have measurement uncertainty that needs to be 
propagated to the output. Uncertainty in measurement of the reference point results in 
uncertainty in parameters, which must also be propagated to the output. To complicate matters 
further, the “measurements” we use are often indirectly calculated from another form, for 
example to obtain a total catchment rainfall or a geophysical cross-section, such that 
information about their uncertainty has been lost or is itself uncertain.  
Yet we still call this model-based analysis “quantifying uncertainty” because we express 
the output as bounds or probability distributions, just as in the measurement case. Where 
calibration makes Nature-Master 2000 give the correct estimate of a quantity of interest, 
quantifying uncertainty tells us how much the quantity of interest might vary. This might seem 
justifiable as this is the outcome we are intending. The analogy with measurement seems to 
hold, as our probability distributions and confidence intervals in the modelling case are also 
produced from repeated sampling of a quantity of interest, albeit as the output of, say, Monte 
Carlo trials of a computer program rather than a measurement device. 
This is however a fundamental difference. Unlike the measurement case, we have seen that 
these repetitions are not sampled from a simple aleatory process. Instead, these repetitions are 
the result of entirely different, usually deterministic, predictions, with (a sometimes substantial 
amount of) epistemic uncertainty (see e.g. Ferson and Ginzburg, 1996). Behind each repeated 
quantity of interest is a complete model with possibly complex dynamics. Further examination 
may even show the model to have indefensible parameters or model structure. If calibration 
creates models that over-fit to errors and take compensatory parameter values, then these same 
models are likely to be in our sample to quantify uncertainty as well. The modelling literature is 
already aware of the limitations of approaching model uncertainty in the same way as with 
measurement. Methods exist to deal with both epistemic and aleatory uncertainty (e.g. Ferson et 
al., 2004; Eldred et al., 2011). And we are advised to describe what uncertainty has been taken 
into account in quantifying uncertainty (e.g. Hunt and Welter, 2010), recognising that our 
analysis is necessarily incomplete (Reynolds, 2011; Oreskes et al., 1994).  
These new methods and guidelines incrementally shift our understanding of the term 
“quantifying uncertainty”, just as occurred with “calibration”. However, this might be 
considered a case where language influences our  world view (see e.g. Kay and Kempton, 
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1984), such that benefits can be gained from shortcutting this natural process. By changing our 
language, and hence our world view, modellers might be emancipated from the shackles of the 
language of measurement, opening the door to new or combined approaches to managing 
uncertainty. 
8.4 Situating current practice in the big picture 
We propose that the language of modelling already provides a viable alternative to the 
language of measurement. It is found hidden behind every point on a graph of the variability in 
a parameter or predicted attribute, such as a cumulative distribution function, or the two points 
at the extremes of a confidence interval or error bound. When representing uncertainty in 
modelling, we find that every point corresponds to a model. Uncertainty in modelling involves 
using many models. Using the language of modelling rather than measurement, we can observe 
that if a model is typically used to predict a single deterministic outcome, then by using many 
models to look at uncertainty, we are predicting many uncertain outcomes. Rather than referring 
to “uncertainty quantification”, we can instead refer to “prediction of uncertain outcomes.” To 
make “quantifying uncertainty” a modelling term, it needs to be understood that modelling 
quantifies uncertainty by using many models. This exploration of multiple models, rather than 
creation of one model, suggests that the Nature-Master 2000 might perhaps give way to a 
Nature-Explorer 3000. 
“Prediction of uncertain outcomes” (PUO) clearly depends on all three requirements for 
managing uncertainty (Table 1). Outcomes need to be defined, and surprise needs to be avoided 
as much as any other uncertainty. Contrasting the term PUO with the term “uncertainty 
quantification” (UQ) identifies two key differences that help situate the current practice within 
the big picture. Firstly, the term UQ treats uncertainty as a distinct stage during modelling, 
while the term PUO treats uncertainty as an integral part of the entire process of prediction, 
including what happens before and after. Secondly, the term UQ focuses predominantly on 
numbers and the computational techniques to obtain them, where PUO is also concerned with 
how those predicted numbers will be interpreted by a user interested in examining some 
outcome.  
Both these points are justifiable demarcations of a disciplinary research boundary, such as 
where “UQ is the process of determining the effect of input uncertainties on response metrics of 
interest” (Eldred et al., 2011). However, these differences in language have become attitudes 
that pervade the modelling literature, reducing uncertainty analysis to a staged process that 
occurs during modelling. Taking the review by Matott et al (2009) as an example, “uncertainty 
analysis” is given a similar definition to UQ, and is treated as a key step in a process in which 
we “characterize, quantify and propagate uncertainty”.  
Both perspective and language of uncertainty can be useful if each is put in its place. UQ 
cannot be treated as a distinct stage of modelling. The PUO perspective points out that where 
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calibration and UQ are distinct stages in measurement, in modelling both involve manipulating 
model parameters, structures and inputs. Uncertainty relates to which of these models should be 
selected, and therefore pervades all modelling activities, as well as being affected by what 
happens before and after. 
However, UQ can be treated as a distinct technique of PUO. Models can still be produced 
and summarised with the same cumulative distributions and confidence intervals generated by 
UQ methods. The distinction is that research in the UQ perspective provides tools to be used, 
but does not determine when these tools are used. The perspective of PUO helps determine 
which tools should be used, but does not provide the tools themselves. This justifies UQ’s focus 
on computational techniques, as they are no longer intended to be the exclusive means of 
providing predictions of uncertain outcomes. PUO leaves room to approach uncertainty in 
modelling from other perspectives. 
8.5 Defining PUO: filling in the big picture 
In order to put PUO into practice, many details of the big picture need to be filled in. For 
the purposes of this paper, we introduce some ‘definitions’. A “model” refers to either a model 
structure, a model realisation or a model scenario. A model realisation is a model structure with 
defined parameter values. A model scenario is a model realisation with defined inputs. Models 
are referred to interchangeably as feasible or plausible to mean that the model scenario is 
consistent with a boundary delineating feasibility or plausibility. A ‘boundary’ provides a 
distinction between what is included and excluded from an analysis. A set of feasible model 
scenarios is represented as y ∈ Yf, where y=ff(θf,uf) with f ∈ ff , θ ∈ θf and u ∈ uf being 
respectively model structure, vector of parameter values and vector of input values each 
belonging to their respective feasible sets. When defining the set of feasible model scenarios, 
boundaries are also referred to as ‘assumptions’, being the concepts underlying the acceptance 
of a model, which are accepted as true. The term “agreed assumptions” indicates that multiple 
people have agreed to use them. Using model results involves drawing “conclusions” from 
predictions, which can be formalised as assertions. PUO aims to say that the assertion A holds in 
all feasible model scenarios, i.e. ∀ y ∈ Yf , A. The assertion A needs to correspond to the relevant 
problem, as defined before modelling. The conclusion is conditional on the boundaries defining 
Yf , because surprise might show them to be wrong. PUO aims to minimise this risk. 
These definitions describe prediction of uncertain outcomes as a process that produces a 
conclusion by identifying which model scenarios are or are not feasible according to some 
boundary. In order to be sufficiently general, these definitions are deliberately vague in a 
number of ways. No distinction is made between conceptual or computational models. The 
means of determining the boundary is not described. It might be probabilistic or deterministic, 
qualitative or quantitative. Feasibility and plausibility are in principle treated as equivalent. 
Feasibility is typically associated with an ‘objective’ measure of performance, selected to match 
SECTION II: Chapter 8 Existing uses of the concepts of ICQM 
144 
the purpose of the analysis (Jakeman et al., 2006), while plausibility is seen as a ‘subjective’ 
measure of expert opinion. In principle, this paper treats the two as equivalent. In referring to 
boundaries as assumptions, this paper recognises that in principle all assumptions may later be 
shown to be wrong. It is not concerned with the level of support assumptions hold, though a 
modeller may wish to do so. Finally, the definition of a conclusion is based on the observation 
that any output by one or many models will ultimately be interpreted as some statement about 
the world. The paper does not distinguish between conclusions explicitly stated in reports or 
formed in the user’s mind. While the conclusion is represented here as an assertion, it may also 
include use of probabilities. 
8.6 What can PUO offer? 
The review to follow is split into four sections describing four complementary approaches 
applicable to the prediction of uncertain outcomes: boundary critique, hypothesis testing, 
sensitivity analysis, and robust decision making. We chose them because they epitomise 
concepts that respond to particular needs in addressing uncertainty. Each of them has existing 
implementations, but not necessarily in a model prediction context. Rather than being recipes, 
they should therefore be considered opportunities for progressing PUO. Future developments by 
modellers to whom these concepts are meaningful will help make them more accessible to those 
who do not see how to apply them in their current form. The approaches are summarised in 
Table 2, are motivated in the next paragraphs and then expanded upon in the following sections. 
Boundary Critique (BC), arising from the field of operations research and systems 
thinking, provides an approach to determining whether appropriate models were used when 
quantifying uncertainty using many models. Rather than being a computational technique, it 
addresses this problem by taking an attitude of constant surfacing and questioning of 
assumptions. However, it goes further by asking whether the models are responding to the right 
problem, and therefore constantly questioning the problem definition. A model’s usefulness 
depends on addressing uncertainty in problem definition. We review a framework, called 
“process philosophy” (Midgley, 2000) within which we can work with models individually and 
critique the assumptions of any model, whether it be the one with best fit or the ones 
corresponding to the end of a confidence interval. We might focus on marginal model scenarios 
for which the use or feasibility is contested (Midgley, 2000). Models can help verify that 
objectives are met with a proposed action in several ways other than reducing uncertainty in our 
knowledge, and existing tools can be used to allow any person to question the boundaries of the 
analysis (Ulrich, 2005). Existing modelling techniques (e.g. use of limits of acceptability 
(Beven, 2006)) go in this direction. But we must go further by simultaneously addressing 
uncertainty in problem definition as well as uncertainty in knowledge. 
Hypothesis Testing (HT) gives problem definition a central role by making it explicit as a 
statement to be tested, and using a pre-defined testing procedure to check whether a conclusion 
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could be refuted. Whereas UQ produces numbers which the user must interpret, HT effectively 
interprets the numbers for the user according to pre-determined rules. These are characteristics 
we retain from statistical hypothesis testing for PUO, recognising that the associated 
probabilistic machinery is often not necessary. The principle of falsification is closely related, 
and is already used in some modelling methods, including recent developments (e.g. Moore et 
al., 2010).  
Sensitivity analysis (SA) (see e.g. Saltelli et al., 2004) is rightly closely associated with 
uncertainty analysis. Rather than just knowing that a prediction may be too uncertain, and that a 
conclusion may not hold, the modeller or user needs to understand what causes the failure of the 
prediction in order to address it. With this justification in mind, sensitivity analysis should be 
seen in its broadest sense of trying to understand what causes a change in a model’s answer. We 
distinguish between methods that identify values of variables that make a difference (e.g. as part 
of break-even analysis and scenario discovery (Bryant and Lempert, 2010)) and methods that 
identify variables that make a difference, across all their possible values (e.g. global sensitivity 
analysis). In these terms, even informal techniques can be useful, including the straightforward 
comparison of models defined with different assumptions or predictions, and use of local 
opinion of important factors. 
Table 2 Techniques reviewed in this paper, corresponding concepts and the 
uncertainty requirement they address 
Technique Concepts Uncertainty managing requirement 
Uncertainty 
quantification 
Quantify accuracy in prediction To identify range of feasible 
outcomes, often to avoid wrong 
predictions 
Boundary Critique Constantly surface and question 
assumptions 
To anticipate surprise 
 Constantly question problem 
definition 
To avoid addressing the wrong 
problem 
Hypothesis testing Test whether uncertainty could 
change conclusion 
To avoid wrong predictions 
 Design analysis with possible 
conclusions in mind 




Try to understand possible causes 
of failure of prediction 
To anticipate surprise 
Robust decision 
making 
Verify that uncertainty does not 
change outcome 
To avoid wrong predictions 
 Make changes to counter possible 
causes of failure of prediction 
To anticipate surprise 
 
Robust decision making (RDM) helps make decisions about actions that are unlikely to 
fail, whereas in predicting uncertain outcomes, we want to make decisions about knowledge that 
are unlikely to fail. In RDM one distinguishes between checking that failure is avoided in stated 
conditions, selecting solutions that maximise measures of robustness to failure, and planning for 
recovery. Not all these approaches or their implementations are equally suitable, so we single 
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out specific cases, namely Computer-Assisted Reasoning (Lempert et al., 2003), the Swiss 
Cheese model (Reason, 2000) and Assumption-based reasoning (Dewar et al., 1993). 
8.7 Boundary Critique: surfacing and questioning 
assumptions and problem definition 
Boundaries separate what is considered relevant in an analysis from what is ignored, and 
are the result of the process of making boundary judgments. Boundaries are made in a local 
rather than a universal context (Midgley, 2011). This means that they are specific to the small 
number of actors (individuals and institutions) who has been involved in producing the 
judgement, and it cannot be assumed that everyone would make the same judgement. Analysts 
need to be critically conscious of who was left out of making a judgement, and if involved 
could have led to a different boundary being set. 
In quantifying uncertainty by using many models, boundary judgements define which 
models are considered plausible, and which are not. Boundary critique (BC) involves 
questioning conceptually where that boundary ought to be, including in this case, what 
assumptions about model structures, parameters sets and measures of performance should be 
used. In addition to which models are considered plausible, modelling involves a second crucial 
boundary regarding what problem the model is trying to address. This determines what 
conclusions are drawn from the results, or in other terms, what logical assertions are made.  
The systems thinking literature suggests ways in which this boundary critique, and the 
accompanying understanding of what is left out, might be approached. Figure 1 represents the 
two boundaries as circles within a Venn diagram. The circle noted by point 1 expresses an 
assertion to be tested, that trees will lose access to the water table. The circle therefore excludes 
other assertions as irrelevant. Historically typical modelling practice to answer this question 
involves representing the world as well as possible through a best-fit model, visualised as the 
star and circle at point 2. 
It is now recognised that uncertainty commonly prevents the modeller from identifying a 
unique model, so we need to broaden the boundary of relevant models to include the circle 
defined by point 3 representing all models that are also considered plausible, perhaps by 
accounting for uncertainty in data or model structure. Using the notation introduced earlier, we 
now work with feasible sets of models, parameters and model structures. Some of the models in 
this broader circle disagree with our initial assertion, suggesting that uncertainty prevents one 
from knowing whether trees will indeed lose access to the water table. It may or may not occur, 
depending on the circumstances captured in the different models. 
The underlying assumption behind broadening this boundary, as suggested by Churchman 
(1970) is that our analysis is more ‘objective’ if we make this boundary as broad as possible, 
challenging our “cherished assumption” that trees will lose access to the water table with 
“plausible counter-assumptions”, in the form of multiple plausible models. We will return to the 
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concept of a challenge as part of hypothesis testing. For the time being, the key consequence is 
that we cannot keep broadening the boundary, and it must be ultimately be subjectively set, by 
“a social agreement not to examine the foundations of beliefs beyond a certain point” 
(Churchman, 1970). No uncertainty analysis can ever be completely ‘objective’, as the 
boundary judgement of what models to consider plausible was ultimately ‘subjective’. 
 
Figure 1 Venn diagram illustrating notions of boundary critique 
 
Given that ‘objective’ and ‘subjective’ cannot be completely separated, it seems somewhat 
unsatisfactory to continue to distinguish between them (Midgley, 2011). The process philosophy 
of Midgley (2000) provides a possible solution. Objectivity is a property of a “knowledge 
generating system”, so ‘rather than focussing on a knowledge generating system, we focus on 
the process of bringing knowledge into being’ (Midgley, 2000, p78). As point 4 in Figure 1 
suggests, rather than saying that our multiple models were ‘objectively’ defined, we can say that 
this boundary judgement is the result of a ‘higher order’ boundary judgement. The ‘lower order’ 
boundary regarding feasible models was set by deciding to accept models with a sufficiently 
high ‘likelihood’ for example, or models that have predictions sufficiently close to observations. 
Rather than asking whether our method of generating an ensemble of models is ‘objective’ or 
‘subjective’, we ask whether the boundary set by the method has included models that should be 
excluded, or has excluded models that should be included. What ‘should’ be is a matter of 
debate, of ‘boundary critique’, as different modellers or end-users may have different opinions.  
Midgley’s work emphasises that because people have different opinions underpinned by 
their different positions and value systems, there are in fact primary and secondary boundaries. 
This results not just in a core area of shared concern, as captured by our agreed assumptions, but 
also marginal areas that some people might consider relevant while others do not. Consider 
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Figure 1, and the example of point 5; an ecologically-conscious point of view might agree with 
a groundwater irrigator that they want to know whether groundwater wells become dry, because 
if they do, trees also lose access to the water table. However, this leaves a marginal area in point 
6, that the irrigator may have less interest in, as his groundwater wells do not become dry. 
Similarly on the right hand side, modellers might disagree on the likelihood required to consider 
a model hypothesis acceptable, such as is manifest in a formally estimated p-value or critical 
value. They will agree on a core ensemble of models, but retain a marginal set on which they 
disagree. Midgley emphasises critique of these marginal areas defined by secondary boundaries 
as fundamental points of contention.  
In order to make sense of a large set of feasible models, we can seek out models in these 
marginal areas. We can seek out a case where for example: groundwater wells do not become 
dry but where trees still lose access to the water table, or a model with a low likelihood with 
obvious flaws not captured by that measure. In each case, the boundary might be rejected, by 
the ecologically-conscious point of view or the local expert respectively. On the other hand, a 
worst case model might show that the groundwater well is never completely dry, but sometimes 
is only a few millimetres from being so. Again, the boundaries may be rejected, as the model 
might have failed to account for some uncertainty; for instance with respect to future climate or 
measurement of the depth of the well, or because what the question that really needs to be 
answered is whether the irrigator will still be able to pump at the required rate, and the pump 
needs to be completely submerged. This process is particularly relevant when using multiple 
methods which can provide multiple lenses for looking at the issue, and the boundary 
judgements made. The essence of both Midgley’s boundary critique and this use of models is 
that whether or not these areas of dissenting opinion are accepted may significantly change the 
outcome, and examining them as part of an uncertainty analysis is therefore crucial in order to 
avoid surprise failures.  
Ulrich (2005) presents another approach to boundary critique based on a set of “critical 
system heuristics” (CSH) questions. This approach is motivated by the idea that what is rational 
is determined by dialogue, and therefore relies on our ability to use language to question each 
other about the boundary judgements we make and therefore prompt them to be moved. 
Applying CSH to modelling requires 1) understanding how the questions link to modelling 
boundaries, 2) what it means to move boundaries in modelling, and 3) in what context the 
questions might be used. 
Firstly, the CSH questions are implicitly raised when model predictions are used to assert 
that “objectives will be met with the proposed course of action”, as illustrated in the Venn 
diagram in Figure 2. Approaching uncertainty in modelling by questioning objectives, the 
proposed course of action and the set of feasible models therefore provide a venue and structure 
to potentially allow the CSH questions to be explicitly used. The modeller can seek out models 
where a proposed course of action does and does not meet objectives despite the model being 
SECTION II: Chapter 8 Existing uses of the concepts of ICQM 
149 
feasible, represented as the intersection of the boundaries of feasible models, proposed course of 
action and objectives. The ultimate aim is to confidently say that objectives will be met, by 
eliminating the intersection where a proposed course of action does not meet objectives. In 
order to achieve this, either the boundaries defining the proposed course of action, agreed 
assumptions or objectives must be questioned and moved.  
 
 
Figure 2 Venn diagram of boundaries showing relation between Critical 
Systems Heuristics questions and boundaries defined when models 
are used to predict whether objectives will be met with the proposed 
course of action 
 
Secondly, when working with many models, to change a boundary is simply to include or 
exclude models that were previously excluded or included respectively. Reducing uncertainty is 
no more than eliminating a particular model from the ensemble, whether by testing it against 
limits of acceptability or calculating its ‘likelihood.’ Model scenarios can be run with a different 
course of action, or models with unwanted strategies can simply be discarded. Models with 
outputs that fail to meet objectives are ignored, while new model scenarios can be generated that 
optimise a different combination of values. Where the term ‘uncertainty quantification’ (UQ) 
appears to have been the exclusive domain of expert methods, modellers and end-users alike are 
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now entitled to use their expert judgement to evaluate whether to reject a model that was 
considered plausible, or to suggest that a model has been inappropriately rejected. 
Thirdly, CSH expressly aims to help everyday citizens participate in the questioning of the 
three boundaries, by providing them with a set of twelve questions about power, knowledge and 
motivation respectively, as listed in the respective boundaries in Figure 2. Note that questions 
about legitimacy fundamentally underlie any decision to involve stakeholders in modelling, and 
have therefore been listed separately. Using the CSH questions might prompt changes to the 
assumptions determining which models are feasible, or the definition of a problem being 
addressed; by respectively asking, for example, “In creating this model scenario, irrigators have 
not been asked about their experience with salinity, doesn’t that mean that they have been 
ignored as competent providers of experience and expertise?” or “Government regulation is 
unable to directly control groundwater pumping, doesn’t that mean that this model scenario 
should be considering what irrigators can individually do to change the measure of 
improvement?”  
From this point of view, CSH is a heuristic that aims to oblige modellers and stakeholders 
to reconsider the boundary judgements they have made about the feasible model set/knowledge, 
objectives/motivation and proposed course of action/power. This encourages modellers not to 
concentrate just on reducing uncertainty in knowledge, but to help find ways that uncertainty 
can be efficiently addressed within the broader problem context. 
Describing boundary critique with model ‘scenarios’ as the central concept is an extension 
of Midgley and Ulrich’s original ideas. However, Beven (2006) has also appealed to the notion 
of boundaries in arguing for an approach where “models that do not fall within the multiple 
prior limits of acceptability should be rejected.” Beven and Alcock (2012) then effectively refer 
to boundary critique, saying that “agreeing on assumptions about different sources of 
uncertainty is a heuristic approach to allow for uncertainty in model predictions”, but “as a 
heuristic process, it is implicit that the assumptions should be evaluated and reﬁned …. This is 
all part of the learning process.” However, while the focus of this paper is on making 
predictions to be used to support decision making, Beven’s approach (2012) “is a way of doing 
science in a complex system” where “models can be treated as hypotheses” and “those 
hypotheses can be tested within the limitations of the uncertainties”. The subtle, but crucial, 
distinction is that in order to support decisions, the problem definitions are as important as 
knowing which models are feasible, and the interaction between the two may determine what 
boundaries are appropriate. Indeed, they are as inseparable as the “subjective” and “objective” 
as argued above. The judgement of which models are to be considered plausible for a question 
like “will my groundwater well go dry?” will vary significantly depending on what is at stake 
(as when the question finishes with “because I will have to pay for my drinking water to be 
trucked in” or “because trucking in drinking water would send me broke”). These kinds of 
details may only appear when actively hunting out uncertainty in problem definition, as 
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boundary critique does. Beven and Alcock’s (2012) resulting argument for “modelling 
everything everywhere” is therefore embraced here if it builds in a mechanism for the case-
specific model purpose to be taken into account, such that uncertainty in problem definition is 
adequately addressed. 
8.8 Hypothesis testing: testing whether a stated 
conclusion could be false 
The presentation of boundary critique has already implicitly brought up the related 
concepts of hypothesis testing (HT) and falsification. HT is characterised by an emphasis on 
purpose, setting out with a pre-determined conclusion and a pre-determined test by which the 
conclusion will be refuted. Falsification is characterised by identifying an explicit assertion and 
testing whether it could be wrong. These ideas contrast with the usual UQ approach of 
propagating uncertainty and letting the user interpret the result. The users derive their own 
conclusion and assesses whether that conclusion is defensible. In boundary critique, the concept 
of HT was encountered with Beven & Alcock (2012) and Churchman (1970) respectively 
checking "if the models survive some agreed testing process” and “confronting one's most 
cherished assumption”. 
Statistical HT (Neyman and Pearson, 1933; Lehmann, 1993; Fisher, 1970) provides the 
most well-known example of this approach to uncertainty. The scientists either ask “Is this 
result due to randomness (the null hypothesis) or the alternate hypothesis?” or “Which of the 
stated alternative hypotheses are true?” As agreed assumptions, the scientists decide on some 
criteria for acceptance of given observations based on a measure of likelihood. The end result is 
a decision to accept or reject each of the pre-determined hypotheses/options. As statistical rather 
than deterministic hypotheses, the model scenarios created take the form of probability 
distributions used to calculate the likelihood of a given observation given each of the pre-
determined hypotheses. There are multiple implementations of this process. The acceptance of 
the hypothesis could be a standard level of significance, or a critical value balancing Type I and 
Type II errors. Reporting p-values or a Bayesian degree of belief potentially shifts the 
acceptance decision to the user rather than the scientist. The acceptance can be considered either 
inductive inference, which adds to knowledge, or inductive behaviour, which results in a 
decision to act in a particular way (Neyman, 1957). Observations are often deliberately obtained 
by an explicitly designed experiment. In critiquing the outcome, there might be alternate 
hypotheses that were not considered, the observations might have non-aleatory error, the critical 
value might not capture the risk that the user is willing to accept, or the probability distributions 
in the model scenarios might be wrong.  
Expressing statistical HT in these terms is intended to show firstly, that this established 
technique can be understood in broader terms, and secondly, that hypothesis testing is too 
constraining for some purposes. Expressing agreed assumptions solely probabilistically requires 
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stakeholders to participate on scientists’ terms, rather than the scientist participating in decision 
making on stakeholders’ terms. Likelihoods necessarily treat epistemic errors as aleatory such 
that information about the occurrence and diagnosis of such errors is discarded. Relying on 
observations means that future performance can only be judged by past performance, and that 
unmeasured quantities are not accounted for, despite the availability of qualitative information. 
Statistical hypothesis testing is a powerful tool that gives structure to many scientific inquiries, 
but it was not built for the type of question being asked of many models, especially in contexts 
with complex environmental and socioeconomic issues at stake. Some of its features are 
however applicable in broader contexts, namely that it encourages explicit statement of a 
problem and of test conditions and the impulse to be critical of potential answers, using a 
purposely designed approach. These are the features that should be enforced in modelling, even 
while permitting the use of others. 
Falsification is most closely associated with Popper’s work (especially Popper, 1959), 
which aimed to describe science, noting that "it is the most characteristic feature of scientific 
method that scientists will do everything they can in order to criticise and to test the theory in 
question" (Popper, 1940). Whether or not we use probabilities, we can never guarantee that a 
theory is correct, while a single counter-example might show that it is false. Popper’s emphasis 
was however on testing a theory and advancing science, with limited direct effect on modelling. 
Nevertheless Popperian ideas of falsification are becoming more common in modelling. A 
number of authors have advocated testing whether a model satisfies pre-determined 
expectations of behaviour (Hornberger and Spear, 1981; Beven, 2006) or rejecting models for 
which the fit to observations is unacceptable (Tarantola, 2006), retaining only models with a 
bounded error (Walter and Piet-Lahanier, 1990). Moore et al. (2010) go further by testing a 
prediction across a large number of models in parameter space by solving a constrained 
optimisation problem, expressed as a trade-off between a model performance constraint 
threshold and a model output value. It evaluates models using a minimum acceptable fit to 
observations, which may be subjectively determined. It finds models with high (or low) output 
values by optimisation. Both the acceptable fit and the output values of interest can be instantly 
revised from a graphical representation of a Pareto front. Further iteration might consider other 
model structures, different measures of performance or prediction of other variables. This is a 
noteworthy use of optimisation. It is not used to seek optimal outcomes or parameter sets. 
Instead it is used as a tool for drawing attention to model scenarios of interest. This approach is 
closest to the ideal of HT in that it explicitly identifies model realisations with a particular 
conclusion in mind. It is generally accepted that models should be designed with a given 
purpose in mind (see e.g. Jakeman et al., 2006). It seems reasonable to propose that this maxim 
should also apply to predicting uncertain outcomes. 
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8.9 Sensitivity analysis: Identifying reasons for 
differences 
Sensitivity analysis (SA) is rightfully commonly advocated in combination with 
uncertainty analysis. Understanding why uncertainty may cause a particular prediction to fail is 
necessary to achieve the knowledge of uncertainty necessary to address it. A numeric 
representation of uncertainty by itself only comprises data. SA provides information by helping 
to interpret the implications of uncertainty for a given conclusion. However, even running a 
rigorously designed algorithm risks falling short, if the data that it provides does not lead to 
action. Methods that users can understand and reliably act upon are therefore best. Comparison 
of contrasting models might be sufficient in some cases. For this reason, while the term 
“sensitivity analysis” has multiple meanings and uses (see Pannell 1997; Saltelli et al 2004), we 
use it in the broadest sense possible. The common element is an interest in identifying what 
variables, or what values of variables, might change model output, and by how much.  
SA can be used to identify what values of variables make a difference. “In optimization, 
[sensitivity analysis] indicates how much the parameters may vary without changing some 
conclusion of interest” (Dias, 2007). Set inversion (Norton et al., 2005), break-even analysis 
and scenario discovery (Bryant and Lempert, 2010) seek to identify areas of parameter space 
with different pre-determined answers. Break-even analysis (e.g. Alhabeeb, 2012) is typically 
associated with cost-benefit analysis, identifying the boundary between an overall profit and a 
loss. Scenario discovery identifies hyper-cubes in parameter space where a policy fails to meet 
its performance goals by processing many pre-computed model scenarios with a classification 
algorithm. However, in these methods, only aspects of a model scenario that are parameterised 
are accounted for. Different model structures can be parameterised, but may have their own 
parameters that also need to be explored. These methods depend on discussion of areas in 
parameter space, but this becomes increasingly difficult as the number of dimensions of that 
space increase, or where parameter sets are disjoint. Identifying only single model scenarios 
with different pre-determined answers may be necessary, but can still be useful in more 
complex cases. 
Rather than describing parameter space, knowing which parameters makes a difference or 
what factors are most important may be sufficient. At its simplest, SA changes single factors 
one-at-a-time and compares the size of changes due to each factor. This is however considered a 
perfunctory SA as it fails to account for interactions between factors and therefore represents 
only small fractions of high dimensional parameter space (Saltelli and Annoni, 2010). Global 
sensitivity analysis methods provide alternative measures of sensitivity. They are therefore most 
useful in identifying what parameter or input changes might be more likely to yield a different 
conclusion, or to help understand what factors need to be more strongly constrained in 
determining feasible models. The POMORE method (Ravalico et al., 2010; Ravalico et al., 
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2009) provides a more direct alternative by estimating importance of variables in terms of how 
far their values would have to change in order to obtain a different conclusion.  
While encouraging the use of these existing techniques, we should recognise the potential 
for new techniques. As suggested in the context of boundary critique, the ability to discuss 
model scenarios within a feasible set allows room for informal judgement of the importance of 
particular values or variables. Where SA methods reveal what makes a difference in a model, 
local experts may have a complementary understanding of what makes a difference in reality. 
When trying to understand the reasons for differences model users should be aware of what 
modellers can contribute, but modellers should also be willing to look outside the box for 
possible solutions, as they do when creating models in the first place. 
8.10 Robust decision making: Avoiding failure 
As the links between statistical theory and decision theory attest, making decisions about 
knowledge and about action is fundamentally similar. In this context, uncertainty analysis and 
robust decision making (RDM) share the same fundamental aim of making decisions that avoid 
failure. When modelling gives an answer to a question, uncertainty analysis helps verify 
whether the answer might be wrong. We might talk about providing a robust answer or 
conclusion (Roy, 2010b). Dictionary definitions of “robust” include “able to recover from 
errors; unlikely to fail, reliable” (Oxford English Dictionary, 2013) and “capable of performing 
without failure under a wide range of conditions” (Merriam-Webster, 2013). In the field of 
robust decision making, these definitions are put into practice by checking that failure is 
avoided in stated conditions, selecting solutions that maximise measures of robustness to 
failure, and planning for recovery. We review these general approaches, as well as noteworthy 
methods implementing them, and show how they relate to uncertainty in models. 
Many different fields have a notion of testing whether an answer would change given 
uncertainty, called variously sensitivity analysis or robustness analysis. These existing methods 
typically simplify this task by only testing against a manageable set of model scenarios. They 
therefore, sometimes explicitly, establish robustness to stated conditions. Leamer (1983) 
describes sensitivity analysis in econometrics: “I will report that all assumptions in a certain set 
lead to essentially the same inference. Or I will report that there are assumptions within the set 
under consideration that lead to radically different inferences. In the latter case, I will suspend 
inference and decision, or I will work harder to narrow the set of assumptions.” In practice 
Leamer (1985) interprets the results in narrower terms: “conclusions are judged to be sturdy 
only if the neighborhood of assumptions is wide enough to be credible and the corresponding 
interval of inferences is narrow enough to be useful”.  
Roy (2010a) in the operations research and decision aiding literature explains that “paying 
attention to robustness in decision aiding means seeking to be able to withstand ‘vague 
approximations’ and ‘zones of ignorance’, in order to prevent undesirable impacts.” However, 
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he defines “a robust conclusion is a conclusion that contains in its statement a set of conditions 
in which its validity has been established”, and advises to “not retain too many procedures, 
which would lead to processing times that are too long to adequately respond to the robustness 
concern”. There is a “dilemma between the wish to take into account every conceivable version 
and the wish to obtain some useful conclusions” (Dias, 2007). Defining what is taken into 
account corresponds to the use of boundaries as discussed earlier, the essence of which is that a 
critical approach should be taken, of maintaining a constant questioning attitude. We therefore 
reject the notion that a practitioner can adequately solve that dilemma by categorically 
determining what stated conditions are relevant to test against. Without this ability, being 
satisfied with a priori agreed assumptions means that such techniques fall short of being able to 
comprehensively address uncertainty, particularly surprise. In regard to the additional issue of 
uncertainty in problem definition, Vincke (1999) does note that robustness “depends on the 
description of the problem or the method” and therefore “an analyst interested in robustness has 
to be very precise in the formalization of the problem and the method”. However, perhaps 
because of the context of their work, all of these authors seem to fall short of expecting a 
problem definition to change. And as we have noted allowing for such change is particularly 
necessary in environmental or natural resource management contexts. 
RDM makes substantial contributions to consideration of uncertainty in optimisation. In 
trying to identify which of options A, B or C etc. might be the best, uncertainty means that a 
different option might be better depending on the model and scenario. For a risk-averse person, 
the solution might be to define the feasible set of models such that performance is compared for 
each option in a worst-case situation. Best-case scenarios might suit a more optimistic person, 
but might be tempered by instead asking which option will cause the least regret when the best 
case turns out to be wrong and it turns out another option would have been better. These two 
solutions correspond to min-max and min-max regret optimisation methods respectively 
(Kouvelis and Yu, 1997). Extensions to the measurement of robustness can also allow multiple 
solutions that are close to the best one or considering more than just the worst case (Kalai et al., 
2012). However, all measures are typically calculated using a pre-computed ensemble of model 
scenarios, whereas dealing with surprise requires a focus on searching for new models (input, 
parameter or structure assumptions). This suggests that pre-computed ensembles might be 
useful as a screening tool to eliminate poor options, but that it needs to be followed up by 
deliberate attempts to stress-test the preferred option by identifying model scenarios in which it 
would perform poorly or cause high regret.  
Identification of robust solutions has already been combined with generation of new model 
scenarios in this way by a method for robust decision making called computer-assisted 
reasoning (Bankes et al., 2001; Lempert et al., 2003). As shown in Figure 3, it is aimed at 
determining which alternate strategies will robustly achieve objectives, but with a little lateral 
thinking can be extended to determining whether any assertion is robust to uncertainty, with the 
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term “future states of the world”, commonly used in scenario analysis (Mahmoud et al., 2009), 
becoming “feasible models”. A large ensemble of model scenarios is generated using a 
parameterised scenario generator. Scenarios in that ensemble are explored by interactive 
computer visualisation or use genetic algorithms to identify possible robust strategies, or why 
assertion may not be robust, satisfying a notion of sensitivity analysis (a). This is followed up 
by a more thorough attempt to cause a candidate strategy to fail or show that an assertion could 
be false, by computationally searching for breaking scenarios (b) and by suggesting surprises 
that might occur (e), effectively testing a hypothesis. In parallel, new alternative strategies or 
revised assertions are proposed by genetic algorithms (c) or by human participants (d). The 
process is therefore iterative, addressing the boundary critique of both feasible models and the 
problem definition. It therefore provides a hint of what management of uncertainty in modelling 
might look like. However, prediction of uncertain outcomes is a broader problem than the long 
term policy analysis this method is designed for, such that it is important to leave greater 
freedom to the user. For example, computer-assisted reasoning places great importance on the 
complementary contributions of machine and human capabilities, but this relies on the ability to 
create a suitable scenario generator, which may not always be possible. 
 
Figure 3 Diagram of Computer Assisted Reasoning. (Source: Lempert et al., 
2003) 
 
Lempert et al. (2003) also intends for alternative strategies to be adaptive. Rather than planning 
the ultimate analysis that addresses all uncertainty, we can plan an analysis that covers salient 
points, and either plan a follow-up or make plans to recover when it turns out to be insufficient. 
The field of adaptive planning deals with this issue, originating in assumption-based planning 
(Dewar et al., 1993), depicted in Figure 4. It is also a planning methodology, but its emphasis is 
on identifying important assumptions, identified as those that would cause significant change to 
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a conclusion if shown to be false. These assumptions are critiqued by identifying elements of 
change that would cause that assumption to fail. Dewar et al. then “recommend developing a 
fictitious but plausible world with that failed assumption in it and then exploring that world - an 
approach that has the advantages of putting the failed assumption into a realistic context and of 
generating interest from others in contemplating responses". As a result, users then define 
signposts that give advance warning that failure might occur, shaping actions to improve the 
likelihood of a favourable assumption occurring, and hedging actions to recover from the error. 
While the applicability of this concept is less obvious in prediction than in planning, adaptive 
actions might still be of use. Iteration in an analysis leaves room for delay, monitoring and 
future research, though it does not explicitly require them. Uncertainty analysis is generally 
expected to give a definite answer as a snapshot of current knowledge, but in reality it may be 
acceptable for the analysis to be incomplete. Climate change analyses do not claim that the 
actual future climate has been captured in any scenario. However, a quantification of 
uncertainty would be negligent to pretend that it is complete in that situation, and must 
acknowledge that further work is required. It is already common practice for a final report of an 
analysis to consider what could be done in future. At that time, it might be useful to consider 
monitoring to offer signposts, interventions to ensure that controllable assumptions do occur as 
planned, and hedging actions to respond when it turns out that the boundaries defining feasible 
models and problem definition change or turn out to be inadequate. 
 
Figure 4 Steps of assumption-based reasoning 
 
Computer-assisted reasoning adaptively generates model scenarios to be used as a “challenge 
set of possible futures” (Bankes et al., 2001) which aim to anticipate the failure of a strategy. 
This brings to mind the Swiss cheese metaphor as an alternate view of adaptive planning to 
avoid failure (Reason, 2000), Figure 5. The idea is to put in place slices of cheese that stop a 
hazard’s trajectory before it causes a loss, knowing that each slice of cheese has holes and might 
not be effective. In the modelling case, uncertainty may lead to delivering the wrong answer, but 
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we can help prevent this outcome by creating model scenarios that test alternate answers, and 
actively trying to identify whether our problem definition or feasible models might be wrong. 
The metaphor is intended for human error, and its implications for predictive modelling are 
richer when we consider that providing a wrong answer ultimately results from a modeller’s 
decisions. Even more strongly than in medical literature where the metaphor originated, a 
modeller is not responsible for their error, even though they might have avoided it by collecting 
different data or making different modelling decisions. Rather, a wrong answer is the product of 
a modelling system. Instead of just trying to prevent the modeller from creating a model that 
gives the wrong answer, or performing an uncertainty analysis that gives the wrong answer, we 
can establish defences, barriers and safeguards that catch the wrong answer before a user 
accepts it as true. Modelling can do this by fostering a critical attitude, always expecting that 
each part of the analysis will change, and as a result designing many model scenarios that might 
give different answers for different reasons.  
To overcome system errors, errors need to be reported and have to be associated with their 
system context. However, in uncertainty analysis practice, errors caught by a modeller are not 
shared, and focussing on a numerical expression of uncertainty separates a model decision from 
its ultimate impact, reducing our ability to recognise recurrent patterns caused by inappropriate 
modelling decisions. Most importantly, research on high reliability organisations shows that 
“human variability in the shape of compensations and adaptations to changing events represents 
one of the system’s most important safeguards.” The freedom for a modeller to adapt how they 
create and evaluate model scenarios and the conclusions drawn from them are crucial to being 
able to deal with surprise. Restricting these activities may actually act to reduce the ability of 
modellers to quickly adapt model scenarios to fit needs in the face of evidence of inappropriate 
or out-of-date problem definition and modelling decisions. 
 
Figure 5 “The Swiss cheese model of how defences, barriers and safeguards 
may be penetrated by an accident trajectory”, adapted for model 
prediction context (Based on Reason, 2000) 
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8.11 Conclusions 
This paper draws on the big picture of model prediction to propose a viewpoint for holistic 
managing of uncertainty, based on the notion of “prediction of uncertain outcomes (PUO).” In 
PUO, the creation and exploration of many models, with different inputs, model structures and 
parameters therein, is the fundamental principle of managing uncertainty in model prediction. 
Uncertainty must be treated as an inseparable part of the whole model prediction process, which 
includes not just modelling proper, but also the definition of the problem before-hand and 
anticipation of surprises that might occur after-ward. Managing uncertainty becomes an ongoing 
process of ensuring that PUO 1) avoids addressing the wrong problem, 2) avoids making wrong 
predictions, and 3) tries to anticipate surprises. 
In support of this viewpoint, four concepts are reviewed that offer promise to work in new 
ways with many models, both in defining the set (of inputs, parameters and model structures) 
that will be used and in discussing their implications. These concepts are: boundary critique, 
which surfaces and questions assumptions and problem definition; hypothesis testing, which 
uses a pre-determined test to check whether a stated conclusion could be false; sensitivity 
analysis, which aims to identify reasons for failure; and robust decision making, which is 
concerned with avoiding failure.  
PUO considers that the existing term “uncertainty quantification” (UQ) does not do justice 
to what modellers do. It evokes notions of simple repeated sampling of aleatory uncertainty, 
usually associated with measurement, masking the reality of sophisticated techniques to also 
tackle epistemic uncertainty by generating many models and interpreting their results. The 
perspective of UQ generates useful techniques to achieve PUO, but it should not be used in 
isolation to guide the holistic managing of uncertainty.  Consistent with a measurement view, it 
assumes a well-defined problem with little need to address surprise, whereas neither of these 
assumptions holds true in many modelling problems, particularly in environmental or natural 
resource management. 
The shift in perspective expressed by PUO potentially opens new avenues for research in 
modelling practice. The four concepts are not known to have been all used together in any 
application that addresses all three requirements for managing uncertainty. There is a need for a 
methodology to address this issue. The implementations of these concepts discussed have not all 
been demonstrated in the context of model prediction. We would like to encourage readers to 
consider engaging with these techniques for prediction of uncertain outcomes. 
Acknowledgements 
This work forms part of the research program on uncertainty and decision support of the 
National Centre for Groundwater Research & Training, which is an Australian Government 
initiative, supported by the Australian Research Council and the National Water Commission. 
The authors are grateful for comments by John Jakeman and many helpful discussions, 
SECTION II: Chapter 8 Existing uses of the concepts of ICQM 
160 
including with John Doherty, Rachel Blakers, John Norton, Randy Hunt, Alessandro Comunian, 
Alexey Voinov, Karel Keesman, Marjolijn Haasnoot, Chrisanne Lombard, and others from 
iCAM and the NCGRT. 
References 
Alhabeeb, M. J., 2012. Break-Even Analysis, In Mathematical Finance John Wiley & Sons, 
Inc., pp. 247-273. DOI: 10.1002/9781118106907.ch13 
Andréassian, V., Le Moine, N., Perrin, C., Ramos, M.-H., Oudin, L., Mathevet, T., Lerat, J. and 
Berthet, L., 2012. All that glitters is not gold: the case of calibrating hydrological models, 
Hydrological Processes, 26(14): 2206-2210. DOI: 10.1002/hyp.9264 
Bankes, S. C., Lempert, R. J. and Popper, S. W., 2001. Computer-assisted reasoning, 
Computing in Science & Engineering, 3(2): 71-77. DOI: 10.1109/5992.909006 
Belia, E., Amerlinck, Y., Benedetti, L., Johnson, B., Sin, G., Vanrolleghem, P., Gernaey, K., 
Gillot, S., Neumann, M. and Rieger, L., 2009. Wastewater treatment modelling: dealing 
with uncertainties, Water Science and Technology, 60(8): 1929. DOI: 
10.2166/wst.2009.225 
Beven, K., 2006. A manifesto for the equifinality thesis, Journal of Hydrology, 320(1-2): 18-36. 
DOI: 10.1016/j.jhydrol.2005.07.007 
Beven, K. J. and Alcock, R. E., 2012. Modelling everything everywhere: a new approach to 
decision-making for water management under uncertainty, Freshwater Biology, 57: 124-
132. DOI: 10.1111/j.1365-2427.2011.02592.x 
Bredehoeft, J., 2005. The conceptualization model problem—surprise, Hydrogeology Journal, 
13(1): 37-46. DOI: 10.1007/s10040-004-0430-5 
Bryant, B. P. and Lempert, R. J., 2010. Thinking inside the box: A participatory, computer-
assisted approach to scenario discovery, Technological Forecasting and Social Change, 
77(1): 34-49. DOI: 10.1016/j.techfore.2009.08.002 
Churchman, C. W., 1970. Operations Research as a Profession, Management Science, 17(2): 
B37-B53. DOI: 10.2307/2629214 
Dewar, J. A., Builder, C. H., Hix, W. M. and Levin, M., 1993. Assumption-Based Planning: A 
Planning Tool for Very Uncertain Times, RAND Corporation, Santa Monica, CA. 
Available at: http://www.rand.org/pubs/monograph_reports/MR114 (accessed 14 Jan 
2014). 
Dias, L. C., 2007. A note on the role of robustness analysis in decision-aiding processes, 
Annales du LAMSADE N°7: Robustness in OR-DA, Paris. LAMSADE, Université Paris-
Dauphine. Available at: 
www.lamsade.dauphine.fr/sites/default/IMG/pdf/LAMSADE_AN7.pdf (accessed 14 Jan 
2014). 
Doherty, J. and Christensen, S., 2011. Use of paired simple and complex models to reduce 
predictive bias and quantify uncertainty, Water Resour. Res., 47(12): W12534. DOI: 
10.1029/2011wr010763 
SECTION II: Chapter 8 Existing uses of the concepts of ICQM 
161 
Eldred, M. S., Swiler, L. P. and Tang, G., 2011. Mixed aleatory-epistemic uncertainty 
quantification with stochastic expansions and optimization-based interval estimation, 
Reliability engineering & system safety, 96(9): 1092-1113. DOI: 
10.1016/j.ress.2010.11.010 
Ferson, S. and Ginzburg, L. R., 1996. Different methods are needed to propagate ignorance and 
variability, Reliability engineering & system safety, 54(2-3): 133-144. DOI: 
10.1016/S0951-8320(96)00071-3 
Ferson, S., Joslyn, C. A., Helton, J. C., Oberkampf, W. L. and Sentz, K., 2004. Summary from 
the epistemic uncertainty workshop: consensus amid diversity, Reliability engineering & 
system safety, 85(1-3): 355-369. DOI: 10.1016/j.ress.2004.03.023 
Fisher, R. A., 1970. Statistical methods for research workers, Oliver and Boyd, Edinburgh. 
Guillaume, J. H. A., Pierce, S. A. and Jakeman, A. J., 2010. 'Managing uncertainty in 
determining sustainable aquifer yield', National Groundwater Conference 2010, Canberra, 
Australia.  Available at: 
http://www.groundwater2010.com/documents/GuillaumeJoseph_000.pdf (accessed 14 Jan 
2014). 
Guillaume, J. H. A., Qureshi, M. E. and Jakeman, A. J., 2012. A structured analysis of 
uncertainty surrounding modeled impacts of groundwater extraction rules, Hydrogeology 
Journal, 205(5): 915-932. DOI: 10.1007/s10040-012-0864-0 
Hornberger, G. M. and Spear, R. C., 1981. Approach to the preliminary analysis of 
environmental systems, Journal of Environmental Management, 12(1): 7-18. 
Hunt, R. J. and Welter, D. E., 2010. Taking Account of "Unknown Unknowns", Ground Water, 
48(4): 477. DOI: 10.1111/j.1745-6584.2010.00681.x 
Jakeman, A. J., Letcher, R. A. and Norton, J. P., 2006. Ten iterative steps in development and 
evaluation of environmental models, Environmental Modelling & Software, 21(5): 602-
614. DOI: 10.1016/j.envsoft.2006.01.004 
Kalai, R., Lamboray, C. and Vanderpooten, D., 2012. Lexicographic α-robustness: An 
alternative to min-max criteria, European Journal of Operational Research, 220(3): 722-
728. DOI: 10.1016/j.ejor.2012.01.056 
Kay, P. and Kempton, W., 1984. What Is the Sapir-Whorf Hypothesis?, American 
Anthropologist, 86(1): 65-79. DOI: 10.1525/aa.1984.86.1.02a00050 
Kouvelis, P. and Yu, G., 1997. Robust discrete optimization and its applications, Kluwer 
Academic Pub, New York. 
Leamer, E. E., 1983. Let's take the con out of econometrics, The American Economic Review, 
73(1): 31-43. 
Leamer, E. E., 1985. Sensitivity Analyses Would Help, The American Economic Review, 75(3): 
308-313. DOI: 10.2307/1814801 
Lehmann, E. L., 1993. The Fisher, Neyman-Pearson Theories of Testing Hypotheses: One 
Theory or Two?, Journal of the American Statistical Association, 88(424): 1242-1249. 
Lempert, R. J., Popper, S. W. and Bankes, S. C., 2003. Shaping the next one hundred years: 
New methods for quantitative, long-term policy analysis, Rand Corporation, USA. 
SECTION II: Chapter 8 Existing uses of the concepts of ICQM 
162 
Mahmoud, M., Liu, Y., Hartmann, H., Stewart, S., Wagener, T., Semmens, D., Stewart, R., 
Gupta, H., Dominguez, D., Dominguez, F., Hulse, D., Letcher, R., Rashleigh, B., Smith, 
C., Street, R., Ticehurst, J., Twery, M., van Delden, H., Waldick, R., White, D. and 
Winter, L., 2009. A formal framework for scenario development in support of 
environmental decision-making, Environmental Modelling & Software, 24(7): 798-808. 
DOI: 10.1016/j.envsoft.2008.11.010 
Matott, L. S., Babendreier, J. E. and Purucker, S. T., 2009. Evaluating uncertainty in integrated 
environmental models: A review of concepts and tools, Water Resources Research, 45(6): 
W06421. DOI: 10.1029/2008wr007301 
Merriam-Webster, 2013. robust, adj., Available at: http://www.merriam-
webster.com/dictionary/robust (accessed 9 July 2013). 
Midgley, G., 2000. Systemic intervention: Philosophy, methodology, and practice, Kluwer 
Academic/Plenum Publishers, New York. 
Midgley, G., 2011. Theoretical Pluralism in Systemic Action Research, Systemic Practice and 
Action Research, 24(1): 1-15. DOI: 10.1007/s11213-010-9176-2 
Moore, C., Wöhling, T. and Doherty, J., 2010. Efficient regularization and uncertainty analysis 
using a global optimization methodology, Water Resources Research, 46(8): W08527. 
DOI: 10.1029/2009wr008627 
Neyman, J., 1957. "Inductive Behavior" as a Basic Concept of Philosophy of Science, Revue de 
l'Institut International de Statistique / Review of the International Statistical Institute, 
25(1/3): 7-22. DOI: 10.2307/1401671 
Neyman, J. and Pearson, E. S., 1933. On the Problem of the Most Efficient Tests of Statistical 
Hypotheses, Philosophical Transactions of the Royal Society of London. Series A, 
Containing Papers of a Mathematical or Physical Character, 231: 289-337. 
Norton, J., Chiew, F., Dandy, G. and Maier, H., 2005. A parameter-bounding approach to 
sensitivity assessment of large simulation models, International Congress on Modelling 
and Simulation MODSIM 05, Melbourne. Available at: 
http://www.mssanz.org.au/modsim05/papers/norton.pdf (accessed 14 Jan 2014). 
Oreskes, N., Shrader-Frechette, K. and Belitz, K., 1994. Verification, Validation, and 
Confirmation of Numerical Models in the Earth Sciences, Science, 263(5147): 641-646. 
DOI: 10.1126/science.263.5147.641 
Oxford English Dictionary, 2013. robust, adj. and n., Oxford University Press. Available at: 
http://www.oed.com/view/Entry/166651?redirectedFrom=robust (accessed 9 July 2013). 
Popper, K., 1959. The logic of scientific discovery, London: Hutchinson. 
Popper, K. R., 1940. What is Dialectic?, Mind, 49(196): 403-426. 
Ravalico, J. K., Dandy, G. C. and Maier, H. R., 2010. Management Option Rank Equivalence 
(MORE) - A new method of sensitivity analysis for decision-making, Environmental 
Modelling & Software, 25(2): 171-181. DOI: 10.1016/j.envsoft.2009.06.012 
Ravalico, J. K., Maier, H. R. and Dandy, G. C., 2009. Sensitivity analysis for decision-making 
using the MORE method--A Pareto approach, Reliability engineering & system safety, 
94(7): 1229-1237. DOI: 10.1016/j.ress.2009.01.009 
Reason, J., 2000. Human error: models and management, BMJ, 320(7237): 768-770. DOI: 
10.1136/bmj.320.7237.768 
SECTION II: Chapter 8 Existing uses of the concepts of ICQM 
163 
Refsgaard, J. C., van der Sluijs, J. P., Brown, J. and van der Keur, P., 2006. A framework for 
dealing with uncertainty due to model structure error, Advances in Water Resources, 
29(11): 1586-1597. DOI: 10.1016/j.advwatres.2005.11.013 
Refsgaard, J. C., van der Sluijs, J. P., Højberg, A. L. and Vanrolleghem, P. A., 2007. 
Uncertainty in the environmental modelling process - A framework and guidance, 
Environmental Modelling & Software, 22(11): 1543-1556. DOI: 
10.1016/j.envsoft.2007.02.004 
Reynolds, M., 2011. Bells that still can ring: systems thinking in practice, In Moving Forward 
with Complexity:  Proceedings of the 1st International Workshop on Complex Systems 
Thinking and Real World Applications (Eds, Tait, A. and Richardson, K. A.) Emergent 
Publications, Litchﬁeld Park, AZ, pp. 327–349. 
Roy, B., 2010a. Robustness in operational research and decision aiding: A multi-faceted issue, 
European Journal of Operational Research, 200(3): 629-638. DOI: 
10.1016/j.ejor.2008.12.036 
Roy, B., 2010b. To Better Respond to the Robustness Concern in Decision Aiding: Four 
Proposals Based on a Twofold Observation, In Handbook of Multicriteria Analysis, Vol. 
103  (Eds, Zopounidis, C. and Pardalos, P. M.) Springer, Berlin Heidelberg, pp. 3-24. 
DOI: 10.1007/978-3-540-92828-7_1 
Saltelli, A. and Annoni, P., 2010. How to avoid a perfunctory sensitivity analysis, 
Environmental Modelling & Software, 25(12): 1508-1517. DOI: 
10.1016/j.envsoft.2010.04.012 
Saltelli, A., Chan, K. and Scott, E., 2004. Sensitivity analysis, Wiley, New York. 
Tarantola, A., 2006. Popper, Bayes and the inverse problem, Nat Phys, 2(8): 492-494. DOI: 
10.1038/nphys375 
Ulrich, W., 2005. A brief introduction to critical systems heuristics (CSH). ECOSENSUS 
project website, The Open University, Milton Keynes, UK, 14 October 2005, Available at: 
http://projects.kmi.open.ac.uk/ecosensus/publications/ulrich_csh_intro.pdf (accessed 20 
Jun 2013). 
Vincke, P., 1999. Robust solutions and methods in decision-aid, Journal of Multi-Criteria 
Decision Analysis, 8(3): 181-187. DOI: 10.1002/(sici)1099-1360(199905)8:3<181::aid-
mcda242>3.0.co;2-p 
Walter, E. and Piet-Lahanier, H., 1990. Estimation of parameter bounds from bounded-error 
data: a survey, Mathematics and Computers in Simulation, 32(5-6): 449-468. DOI: 
10.1016/0378-4754(90)90002-Z 
Young, P., Parkinson, S. and Lees, M., 1996. Simplicity out of complexity in environmental 
modelling: Occam's razor revisited, Journal of Applied Statistics, 23(2-3): 165-210. DOI: 
10.1080/02664769624206 
 
SECTION II: Chapter 9 Applying ICQM to an ecological response model 
164 
Chapter 9: Applying ICQM to an ecological 
response model 
Chapter 9 demonstrates how uncertainty can be addressed using the ICQM methodology. 
Extreme case models are identified to test: “Is the ecological suitability of a specific 
hydrological scenario greater than that for a baseline scenario, and for which species and 
ecological assets?”. This testing is implemented using linear programming with constraints on 
the shape of suitability index curves and the importance of hydrological attributes. The models 
prompt reflection on the suitability of those constraints, as well as on the treatment of the 
concept of “suitability” of this type of model. 
This represents ‘implementation’ and ‘reflection’ phases within a functionalist paradigm. 
The intention is for the model to be able to reliably rank alternative hydrological regimes, as 
required within the functionalist view of the SAY problem. This is recognised as a highly 
uncertain problem, but the application shows that some (conditional) certainty can still be 
achieved. The identification of extreme case models emphasises dissension in the scientific 
community, allowing the expression of alternate views, as within an ‘interpretive’ paradigm, 
and perhaps providing an opportunity for an emancipatory use to re-open debate about rejected 
conceptualisations of the ecological system. 
This chapter is submitted for publication. It was written in collaboration with the aim of 
promoting the use of this technique in the ecological modelling community. 
Fu, B., J.H.A . Guillaume. Assessing certainty and uncertainty in habitat suitability models by 
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9.1 Abstract 
One of the major challenges in many habitat suitability models is the assessment of their 
uncertainties. These uncertainties can be high, particularly due to the limited knowledge and 
data available. It can be easier to approach the modelling problem by using this information to 
eliminate what is implausible, rather than to identify specific parameters. This might already 
achieve sufficient certainty, despite the remaining uncertainty. Otherwise it shows that further 
knowledge is required. This paper introduces a computationally efficient implementation of this 
concept to analyse the uncertainty in an index-based habitat suitability model. It presents an 
illustrative example that compares the suitability of surface water and groundwater regimes to 
determine which of two 15-year periods has greater suitability, for three riparian vegetation 
species at eight ecological assets for different flood levels. The approach could be easily 
extended to compare different environmental flow options. The uncertainty analysis consists of 
defining constraints on the components of the habitat suitability model, which are index curve 
breakpoints, weights of attributes and the relationship between them. Linear programming is 
used to identify two extreme models within these constraints. If both models agree on which 
period has better suitability, then given that these are extreme cases, all other models will also 
agree on which period is better. This prompts learning about the boundaries of our knowledge, 
as the user can evaluate the models generated, and identify patterns about what is considered 
certain across species, assets and flood levels to build an understanding of what is already 
known despite the high uncertainty. 
Keywords: uncertainty; habitat model; riparian vegetation; suitability index. 
9.2 Introduction 
Freshwater aquatic ecosystems sustain high biodiversity, provide important ecosystem 
services and support cultural and recreational activities. Riparian vegetation plays a vital role in 
the composition, structure and natural processes of aquatic ecosystems by controlling 
microclimate, altering nutrient inputs and contributing energy sources (Gregory et al., 1991). 
                                                     
1 This paper is part of a thematic issue on “Novel approaches to challenges in aquatic 
ecosystem modelling”. 
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Riparian trees shade the stream and reduce water temperature, and thereby provide suitable 
habitat condition for aquatic fauna and prevent excessive growth of weeds and algae. Riparian 
zones are natural buffers that retain sediment, nutrients and pollutants such as heavy metals and 
pesticides before they reach the stream channel. Leaf litter and other organic debris from 
riparian vegetation are important energy sources to aquatic food webs. Plant roots help stabilise 
stream banks and large woody debris provides shelter, spawning and feeding habitat for fish and 
invertebrates. Therefore, sustaining riparian vegetation is critical at some level for the health of 
aquatic ecosystems.  
Riparian vegetation is however increasingly under threat from human activities and climate 
change. Damming, surface water extraction, groundwater pumping and other human 
interventions have caused serious changes in the functioning of riparian ecosystems, resulting in 
widespread decline in the extent and health of riparian vegetation (Ward and Stanford, 1995, 
Allan and Castillo, 2007). This is especially so for riparian systems in arid and semi-arid regions 
where water can be more scarce, or at least more temporally variable, yet in high demand for 
human use, resulting in greater extraction of surface water and groundwater resources 
(Stromberg et al., 1996). 
Maintaining the integrity of riparian ecosystems that provide valuable services whilst 
continuing to reserve and extract water for other purposes necessitates a greater understanding 
of relationships between riparian vegetation health and water regimes.  Ecological models can 
be useful tools to investigate these relationships and assess the potential impact of water stress 
on riparian vegetation. For example, empirical relationships between surface water hydrological 
variables and riparian vegetation cover (Auble et al., 1994), growth rates (Stromberg and Patten, 
1990) and distribution (Toner and Keddy, 1997) have been developed based on monitoring data. 
These models have been used to quantify in-stream flow requirements of riparian vegetation or 
predict vegetation change resulting from a proposed upstream dam or diversion. Loheide and 
Gorelick (2007) developed empirical relationships between riparian vegetation type and depth 
to the water table to examine the impact of streambed incision on the composition of riparian 
vegetation communities. In the absence of sufficient monitoring data, however, an index-based 
approach is a very useful way to convert water regimes to habitat suitability indices based on 
literature and/or expert opinions (Young et al., 2003).  
One of the major challenges in ecological modelling for understanding and managing 
aquatic and riparian ecosystems is assessment of their uncertainties. These uncertainties can be 
high especially at large scales and when there is limited knowledge and informative data to 
quantify relationships between variables. High levels of uncertainty limit the use of models for 
assisting management and decision making. Traditionally, uncertainty analysis is used as an 
additional stage in evaluating model output, such as the analyses for habitat suitability models 
by Burgman et al. (2001) and Van der Lee et al. (2006). Those techniques are limited by the use 
of computationally-expensive Monte Carlo sampling. Their use depends on the availability of 
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data, expert knowledge and assumptions to define probability distributions or possibility levels. 
Their focus is on communicating uncertainty, leaving the end-user to understand and make use 
of that information. In this paper, we propose a computationally efficient approach to index-
based habitat suitability modelling where limited data are available and expert opinions differ 
significantly. The focus is on what can be presumed certain in predicted model outputs given 
current agreed knowledge, thereby evaluating the state of knowledge, identifying knowledge 
gaps and reflecting on the impact of adding assumptions. 
9.3 Study area 
The Namoi River Catchment forms part of the Murray Darling Basin and drains an area of 
approximately 42,000 km
2
 in northern New South Wales (Figure 1).  Rainfall generally 
decreases from east to west across the catchment, with annual averages of 945mm at Niangala 
near the headwaters, 620mm at Gunnedah in the midsection of the catchment and 480mm at 
Walgett in the low lying plains of the west. This study focusses on the mid to lower sections of 
the Namoi catchment, downstream of Gunnedah.  The lower Namoi River is categorized as an 
anabranch and distributary river zone where the condition of the floodplain is important to river 
function (Lampert and Short, 2004). 
 
Figure 1. Namoi River catchment, showing asset sections along the river. 
 
The Namoi River has a long history of river regulation with the first dam having been 
constructed in 1960. The major impacts of river regulation in the Namoi include altered 
seasonal flow and reduced flood frequency and flows, most pronounced on the small to medium 
flood events (Sheldon et al., 2000). It also has the highest groundwater use in the Murray-
Darling Basin. In 2004/05, groundwater extraction in the Namoi was estimated to be 255 GL, 
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accounting for 15.2% of the total groundwater use in the Murray-Darling Basin.  Some 35% of 
the groundwater extractions in the Namoi Catchment was from the Lower Namoi Alluvium 
Groundwater (CSIRO, 2007).  
The major streams and rivers of the catchment are dominated by river oak (Casuarina 
cunninghamiana) and river red gum (Eucalyptus camaldulensis). Large areas of riverine land in 
the Namoi catchment have been converted to cropping and pastoral uses, effectively meaning 
that, except for habitat corridors and patches of riparian vegetation, most of the native 
vegetation has been cleared (Eco Logical, 2009). The lower Namoi does not have large 
wetlands, but contains many small lagoons, wetlands, anabranches and flood runners (Green et 
al., 2011). Although large in number (1829 natural and 937 artificial wetlands), most of the 
wetlands are small in size and scattered across the floodplain and major tributaries (Eco Logical, 
2008). 
9.4 Methods 
9.4.1 Habitat suitability model 
The ecological model presented in this paper focuses on representing healthy river 
functions for riparian vegetation. This health is assumed to involve: 
 regular flooding to sustain the growth of riparian vegetation and support regeneration; 
 suitable groundwater levels to allow the access of water by riparian vegetation, 
particularly during drought. 
The model therefore assesses the suitability of surface water and groundwater regimes for 
the maintenance and regeneration of riparian vegetation in the Namoi Catchment. It identifies 
characteristics of flooding events (e.g. duration, timing and inter-flood dry period) and 
groundwater levels (i.e. depth to water table), and generates suitability indices based on species’ 
water requirements. Three vegetation species were modelled: Eucalyptus camaldulensis (river 
red gum), Muehlenbeckia florulenta (lignum) and Paspalum distichum (water couch). These 
species were selected because they are some of the most common vegetation species identified 
at the modelled areas.  
Eight ecological assets were selected (Figure 1). Assets are areas in the catchment that 
have ecological significance. These assets were previously selected by another study  
researching watering needs in the Namoi Catchment for the development of broader 
environmental flow guidelines (Barma Water Resources et al., 2012).  All assets have a history 
of river regulation, except that of Maules Creek, which is considered to be in relatively natural 
condition. All assets constitute important corridors of river red gum in the region. Some assets 
such as Barbers Lagoon (Asset 2) and Duncans Warrambool (Asset 6) contain wetlands which 
are important waterbird and fish habitats. Areas and ecological values of the assets are listed in 
Table 1.   
SECTION II: Chapter 9 Applying ICQM to an ecological response model 
169 
Table 1. Areas and ecological values of the modelled ecological assets in the 
Namoi River catchment 
Asset 
ID  
Name  Area (ha) Main ecological values  
1  Gunnedah  2012 River red gum riverine, testing site  
2  Barbers Lagoon  134 River red gum, wetlands (water couch)  
3  Maules creek  425 River red gum  
4  Upstream Mollee  933 River red gum, wetlands  
5  Mollee to Gunidgera  3195 River red gum, black box, coolabah, wetlands  
6  Duncans 
Warrambool 
301 River red gum, black box, coolabah, wetlands 
(lignum, billabong rush, nardoo, poison pratia)  
7 Wee Waa to 
Bugilbone  
3144 River red gum, coolabah, black box, wetlands (water 
couch, tall flat-sedge)  
8  Bugilbone to Walgett  3570 Black box, coolabah, River red gum, wetlands 
(lignum, tussock rush, dirty dora, spiny sedge)  
 
For each species, a water suitability index was calculated as the weighted average of a 
groundwater suitability index and a surface water suitability index, viz.  
I = wgG + wsS        (Equation 1) 
where I, G, S respectively denote the water suitability index, groundwater suitability index 
and surface water suitability index; and wg and ws are weights for groundwater and surface 
water indices respectively.  
The groundwater suitability index was derived based on the suitability of groundwater 
level, which was generated from groundwater index curves that convert groundwater level into 
index values of 0 to 1, with zero indicating an unsuitable groundwater regime for the 
maintenance and regeneration of riparian vegetation and 1 being most suitable. 
Mathematically an index curve can be defined as linear segments joined together at 
breakpoints (Figure 2). Each piece-wise linear segment is defined by the coordinates of their 
end-points, (xc,yc) and (xc-1,yc-1). The suitability index ac of an attribute falling within segment c 
is given by ac = mc(x-xc) + yc , xc -1 < x < xc where mc = (yc – yc-1) / (xc –xc-1). Groundwater index 
curves vary depending on species. Groundwater salinity is neglected in the model because the 
recorded salinity levels in the study area are lower than salinity tolerance thresholds identified in 
the literature. 
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Figure 2: A notional groundwater index curve showing breakpoints and slopes. 
 
The surface water suitability index was estimated based on weighted average of suitability 
of flood duration, flood timing and inter-flood dry period (Equation 2).  
S = wdD + wtT + wfF       (Equation 2) 
where S, D, T, F are respectively the water suitability index, flood duration index, flood 
timing index and inter-flood dry period index; and wd, wt and wf are weights for duration, timing 
and inter-flood dry period respectively.  
Similar to the groundwater index, the suitability of flood attributes was estimated using 
index curves which convert each flood attribute (e.g. flood duration) into a suitability index. 
These flood attributes were generated from daily surface flow time series based on commence-
to-flood levels, above which a flood or wetting event occurs. Thus a higher commence-to-flood 
level is interpreted as flooding of areas higher and further from the riverbank. Reference 
commence-to-flood levels are shown in results for each asset. They were defined by identifying 
benches and flood extent through field inspection and remote sensing (Barma Water Resources 
et al., 2012). We assumed that the minimum number of days in each flood event window is 3 
days, and the minimum number of days that can separate events is 2 days.  
In this paper, we compare mean surface water and groundwater suitability indices over two 
periods: Pre90 (1975 – 1989) and Post90 (1990 – 2005). This analysis is for illustrative 
purposes and can be easily extended to cover comparison of any hydrological regimes such as 
different environmental release scenarios. The model inputs include daily surface flow and 
groundwater levels associated with respective ecological assets. Historical daily river flow data 
before 2008 was obtained from PINNEENA 9.2 (Department of Water and Energy, 2008); 
while more recent flow records (2008-2010) were obtained from the waterinfo website 
(waterinfo.nsw.gov.au). Historical groundwater bore data was obtained from Groundwater 
PINNEENA 3.2 (NSW Office of Water, 2010). The groundwater bore data was corrected and 
modified, and then interpolated into daily time series using a linear regression (Blakers, 2011). 
River gauges and groundwater bores were selected based on their proximity to the assets and the 
completeness of the data within the testing period. 
9.4.2 Uncertainty assessment 
Model output is interpreted by comparing the mean suitability indices of two periods to 
determine which period results in a better habitat suitability outcome. There is however 
uncertainty in the definition of the index curves and their weights. Selecting different index 
curves and weights results in different models, which might give contradictory conclusions 
about which period is better. The uncertainty assessment aims to verify that all models that 
could plausibly be selected do give the same conclusion. Limitations of the method will be 
discussed in Section 5.2. 
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9.4.2.1 Characterising uncertainty of index curves and weights 
The parameters of the model are defined directly by the modeller, expert or user, rather 
than by fitting of data. Uncertainty can therefore be characterised by setting constraints on the 
parameters’ values, which define which models are plausible. Without constraints, any model 
and corresponding outcome is considered plausible; constraints are effectively assumed/agreed 
facts that permit the modelling to yield more precise predictions. In this paper, uncertainty is 
represented by a set of constraints on index curve breakpoints (either manually or using existing 
index curves), weights of attributes and the direction of the relationship between these 
parameters. Note that we do not investigate the uncertainty due to high-level, alternative 
assumptions about habitat suitability; that is we stick with an index-based approach. 
Constraints on the shape of the index curves are in practice implemented as restrictions on 
the coordinates of the breakpoints, either directly or relative to other breakpoints. To simplify 
the analysis, in this paper a fixed set of abscissa of breakpoints (i.e. xc, see Figure 2) are used, 
and constraints are defined on the ordinates (i.e. yc). The modeller can specify four types of 
constraints manually (Table 2). Each of these rules is applied internally to the affected 
breakpoints. Rather than asking the modeller, expert or user to specify parameters of precise 
index curves, this method therefore asks them to specify knowledge of maximum and minimum 
suitability of attribute values, comparative suitability of attribute values, smoothness of changes 
in suitability and monotonicity of changes in attribute values. 
Table 2: Types of manual constraints and their mathematical translation 
Type of manual 
constraints 
Examples Mathematical translation 
Bounds (max/min) 
suitability of attribute 
values 
A given range of flood duration is 
highly suitable or that any flood 
lasting less than a given duration is 
not suitable. 
∀ x ∈ [xmin, xmax ]  ymin ≤ y ≤ ymax 
Comparative suitability 
of attribute values 
Some flood durations are better or 
worse than others, perhaps by a 
minimum difference ∆y. 
∀ x1 ∈ [xmin,1, xmax,1 ], x2 ∈ [xmin,2, xmax,2 
]  y(x1)- y(x2) ≤ ∆y 
Smoothness of 
changes in suitability 
Within a given range of flood 
durations, the suitability increases 
or decreases smoothly rather than 
with large jumps, with at most an 
increase of ∆ymax or a decrease of 
∆ymin for a unit change in x. 
∀ x1, x2 ∈ [xmin, xmax], x2>x1, ( y(x2)-
y(x1)) / (x2-x1) ≤ ∆ymax ∧ ( y(x2)-y(x1)) / 
(x2-x1) ≥ -∆ymin 
(This is analogous to constraining the 
derivative of the curve in a 
continuous function) 
Monotonicity of 
changes in suitability 
As flood duration increases within a 
range, suitability only increases (by 
at least ∆y), it does not decrease or 
vice-versa. 
∀ x1, x2 ∈ [xmin, xmax], x2>x1, ( y(x2)-
y(x1)) / (x2-x1) ≤ -∆y to enforce a 
decrease in suitability index, and ∀ 
x1, x2 ∈ [xmin, xmax], x2>x1, ( y(x2)-y(x1)) 
/ (x2-x1) ≥ ∆y to enforce an increase 
in suitability index 
 
Alternatively, if multiple index curves are already available, constraints can be determined 
from them by identifying what the curves agree on. This is done by comparing the suitability 
values of all the breakpoints (Figure 3). Their minimum and maximum limits are determined. If 
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all the index curves agree on the relationship between any pair of breakpoints, then this is added 
as a constraint. For example, if all curves agree that suitability increases, then the uncertainty 
assessment only considers curves where this holds true. This approach assumes that individual 
index curves implicitly capture the same knowledge that is explicitly requested when specifying 
index curves manually. It theoretically provides an equivalent means of eliciting that 
knowledge.  
 
Figure 3: An example of constraints generated from multiple flood duration 
index curves for the maintenance of river red gum. Dashed vertical 
lines are fixed abscissa values. Shading represents bounds on 
suitability values. 
 
In this paper, multiple index curves for surface water attributes were derived from three 
sources: the Murray Flow Assessment Tool (Young et al., 2003), Rogers and Ralph (2010) and 
Roberts and Marston (2011). The constraints for these index curves were generated using the 
multiple curve method (see for example Figure 3). Index curves for groundwater levels were 
initially defined based on literature (O'Grady et al., 2006, Roberts and Marston, 2011, Rogers 
and Ralph, 2010), and the constraints were added to each groundwater index curves using the 
manual constraints approach. An example of the constraints used for the maintenance of river 
red gum is shown in Table 3. 
As discussed in Section 3.1, attribute suitability values are combined using weights. 
Constraints on weights are expressed manually in two ways. The first way consists of defining 
the minimum or maximum weight given to the ith attribute, wmin ≤ wi ≤ wmax. The second is to 
define the importance of attributes relative to each other, for example, that groundwater level 
must be less important than other attributes. Allowing for a minimum difference ∆w, this is 
expressed for attributes i and j as wi+∆w ≤ wj. To form a weighted average, the weights are also 
constrained to sum to unity. Rather than specifying weights directly, the user is therefore asked 
to specify either the range of importance or the importance of attributes relative to each other. In 
this paper, the weights were constrained as listed in Table 4. Knowledge in weights were 
derived from literature (Roberts and Marston, 2011, Rogers and Ralph, 2010). There are no 
constraints on weights for the regeneration of water couch because we do not have sufficient 
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information. Therefore, the weight of any flood attributes can be between zero and 1 as long as 
the sum of the weights is 1. 










Possible range for groundwater 
index curve (grey area) 
Bounds >=15 m Unsuitable = 0 
 
(Monotonicity and smoothness 
not shown; vertical dashed lines 
indicate breakpoints; shading 
represents bounds on suitability 
values.) 
0 m Unsuitable = 0 
>=10 m Less than ideal <= 0.7 
<=2 m Less than ideal <= 0.7 
2-10 m Not unsuitable >= 0.1 
2-5 m Suitable >= 0.5 
Monoto-
nicity 
0-2 m Must go up/steady Direction=1 
>= 5 m Must go down/steady Direction= -1 
Smooth-
ness 
All range Cannot jump sharply Step=0.9/2 * 
*: Jumping from mostly unsuitable to ideal needs to be over at least 2m. 
Table 4: Weight constraints used in this study. 
Species Knowledge in weights Constraints in weights 
Maintenance of 
river red gum and 
lignum 
Duration is more important than 
timing and inter-flood dry period. 
Wduration >= Wtiming/Wdry by 0.05 
Regeneration of 
river red gum 
Timing and duration are both 
important. 
Wtiming >= 0.3 
Wduration >= 0.3 
Maintenance of 
water couch 
Timing is more critical than 
duration or inter-flood dry period, 
but duration and inter-flood dry 
period cannot be neglected. 
Wtiming >= Wduration/Wdry by 0.05 
Wduration >= 0.1 
Wdry >= 0.1 
Regeneration of 
lignum 
Timing is more critical than 
duration but duration cannot be 
neglected. 
Wtiming >= Wduration by 0.05 
Wduration >= 0.1 
All species Groundwater cannot be more 
important than surface water. 
Wgroundwater <=0.5 
 
9.4.2.2 Uncertainty analysis using linear programming 
Having characterised the uncertainty as constraints, the aim is now to determine whether 
all models that can be defined within those constraints agree on which period is better. Rather 
than trying to exhaustively evaluate all the models, the simplest approach is to find the model 
where the one period has the greatest advantage in suitability compared to the other, and to find 
a model where the converse is true, where the period has the greatest disadvantage in suitability. 
If it turns out that both models show the period has better suitability, or both models show the 
period has worse suitability, then given that these are extreme cases, all other models will also 
agree on which period is better. In optimisation terms, this will involve selecting parameters that 
alternately maximise and minimise the advantage in suitability of one period over the other. 
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This optimisation problem is formalised as a set of linear programming problems in order 
to provide a fast, computationally efficient solution of the uncertainty analysis problem, 
minimising the need to sample parameter space. For each attribute, the formulation of the index 
curve as piece-wise linear and selection of fixed breakpoint abscissa allows the derivation of the 
difference in suitability ∆a between periods, as a weighted sum of the ordinates of the 
breakpoints: ∆a = ∑c βc yc. The values βc result from the substitution into the index curve of the 
breakpoint abscissa and flood attribute values for both periods. For each attribute, two linear 
programming problems are solved using the lpSolveAPI package in R (R Development Core 
Team, 2012, lp_solve and Konis, 2011). For this optimisation we select the ordinates of the 
breakpoints (yc) that alternately maximise or minimise ∆a, subject to the constraints on the 
breakpoints. Note that this approach can be extended to any additive model that is linear-in-
parameters (Norton, 1996). The aggregated difference in suitability index can then be defined as 
the weighted sum ∆S = ∑i wi.∆ai. This is in turn solved as a linear programming problem, 
selecting the weights (wi) to maximise ∆S when using the maximum ∆ai for each attribute, and 
to minimise ∆S when using the minimum ∆ai for each attribute. Note that this multi-step linear 
programming approach is the result of the problem being a specific form of bilinear program 
(White, 1992). The original bilinear program is of the form ∆S = ∑i ∑c βc,i  wi yc,i , selecting wi 
and yc,i to maximise or minimise ∆S subject to independent constraints on wi and yc,i. 
9.4.2.3 Interpreting the result of uncertainty analysis 
The uncertainty assessment therefore consists of using linear programming to select index 
curves and weights that satisfy the constraints of knowledge and alternately maximise or 
minimise the advantage in suitability index of one period over another. This results in two 
models, defined by different index curves and weights. The outputs of these models define 
bounds on the advantage of one period over the other. However, the aim of the analysis is to 
determine which is better, not by how much. For this purpose, it is sufficient to assess whether 
the two models agree on which period is better. If they agree (both outputs are positive or 
negative), the conclusion is certain, conditional on acceptance of the constraints and of the 
simplifying assumptions made. If they disagree (the bounds cross zero), neither period is clearly 
better.  
The conclusion is summarised for multiple species and assets as a version of a “traffic light 
diagram”, derived from the idea of an ‘Italian flag’ (Davis et al., 2010). This paper shows in 
green where (that is for which asset and CTF threshold) the Pre90 period is better or the same 
(i.e. Pre90 is favourable); in light grey, the result is uncertain (i.e. cannot pick a favourable 
option), or in red, the Post90 period is better or the same (i.e. Post90 is favourable). If 
applicable, in “lemon chiffon” yellow, we add a fourth category where there is no difference 
between the periods (i.e. neither period is favourable). Note that the case where a model predicts 
both periods to be equal has been treated ambiguously as belonging in different categories, 
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depending on what other models predict. We expect this would fit a manager’s need to identify 
possibly favourable scenarios, rather than needing absolute certainty.  
In analysing the traffic light diagram, the patterns shown are the result of constraints 
defined primarily by general ecological knowledge. The key contribution of this uncertainty 
assessment is therefore to be able to tell the user what uncertainty in general ecological 
knowledge allows the modeller to say about this case study. The resulting interpretation of 
certainty and uncertainty across species, assets and commence-to-flood levels will be discussed 
in Section 5.1.  
Additionally, singling out two extreme-case models rather than simply sampling models 
randomly allows these models to be analysed in more detail. The user can evaluate the 
plausibility of the resulting index curves and weights. If any behaviour is contrary to 
expectations, constraints might be added to eliminate it. If the conclusion is uncertain, and there 
is additional knowledge of lower confidence, additional constraints can be added that might 
reduce uncertainty. If it succeeds in making the result certain, then it indicates that additional 
work to improve confidence in this knowledge would be worthwhile. The uncertainty 
assessment therefore helps to critique and advance existing knowledge, rather than simply 
quantifying its consequences. 
9.5 Results 
9.5.1 Hydrology and groundwater 
Average annual flows in the two test periods vary depending on the assets. At most assets 
average annual flows in the Pre90 period are higher than Post90. For example, in Gunnedah the 
average annual flow in Pre90 and Post90 are 716GL and 602GL respectively. Exceptions are 
Maules Creek, where the average annual flows are similar in the two periods (22GL and 21GL 
in Pre90 and Post90, respectively), and at Duncans Warrambool and Bugilbone to Walgett, 
where average annual flows in Post90 are higher than Pre90. For assets 1 to 8, respectively the 
ratios between Pre90 and Post90 average annual flow are 1.19, 1.24, 1.03, 4.35, 1.19, 0.71, 1.21, 
and 0.20. Wet periods are recorded in the late 1970s, mid 1980s, early 1990s and late 1990s. In 
most cases the Pre90 period has more low to medium flows (Figure 4). However, the 
exceedance probabilities of high flows are less distinguishable between the two periods. At 
Bugilbone to Walgett, however, more frequent high flows are recorded for the Post90 period.  
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Figure 4: Exceedance probability curves of daily flow at modelled assets during 
Pre90 and Post90 periods. 
 Dashed lines are identified low, middle, and high commence-to-flood levels 
corresponding to flooding of different areas. 
During the Pre90 period, groundwater levels range from 6 m below ground at Upstream 
Mollee to 16 m below ground at Bugilbone to Walgett. Most assets have deeper groundwater 
levels in the Post90 period (Figure 5). Notable assets are Gunnedah and Wee Waa to Bugilbone, 
where average groundwater levels are 1.8 m deeper in Post90 than Pre90. Groundwater levels at 
Maules Creek and Bugilbone to Walgett are similar in the two periods. Groundwater at Duncans 
Warrambool is significantly shallower in the Post90 period than that in Pre90, with mean 
groundwater levels rising from 14.8 m below ground to 11.5 m below ground. 
9.5.2 Surface water suitability 
Examples of constraints on the index curves (grey areas) of flood duration (days) and 
timing for the maintenance and survival of river red gum are shown in Figure 6. Any index 
curve within the grey areas is considered plausible. The two dotted lines identify index curves 
for two extreme cases with the red line indicating the minimum difference between the Pre90 
and Post90 periods and the green line the maximum difference between the two periods. When 
the minimum and maximum differences are all positive, then we can say for certain that the 
Pre90 period is always better taking all the uncertainties specified into account. When they are 
both negative, then we can say for certain that the Post90 period is always better. 
In these examples, the water suitability index could favour either period depending on 
what we think is required for the maintenance of river red gum in terms of flood duration. If the 
flood duration requirement is described by the red line in Figure 6a where the “ideal” flood 
SECTION II: Chapter 9 Applying ICQM to an ecological response model 
177 
duration is between 60 and 150 days, then the surface water regime in the Pre90 period 
produces the best outcome in terms of suitability of flood duration for the maintenance of river 
red gum. However, if the “ideal” flood duration is between 11 and 50 days (green line in Figure 
6a), then the surface water regime in the Post90 period produces the best outcome. Note that the 
green line in Figure 6a does not completely match our expectation because there is a slight rise 
in index curve between 60 and 100 days of flood duration before it drops again, and thus further 
investigation is warranted to adjust constraints. 
 
Figure 5: Groundwater level distributions in Pre90 and Post90 periods. 
 
Similarly, in terms of flood timing, if flooding during March and May is not suitable for 
the maintenance of river red gum (red line in Figure 6b), then the Post90 period has the better 
surface water suitability outcome. Otherwise, if flooding between January and August is 
moderately suitable (green line in Figure 6b), then the water suitability index is highest in the 
Pre90 period.  
The results of uncertainty in surface water suitability are shown in Figure 7, with no 
constraints on the relative importance of flood attributes (i.e. any flood attribute can have a 
weight between 0 and 1, but all weights for a species must sum to 1). The results suggest that 
given any possible weights and any possible index curves within the defined boundaries, we can 
say for certain that, at Upstream Mollee for example, the Pre90 period always has a higher mean 
water suitability index than the Post90 period at all commence-to-flood levels for the 
regeneration of river red gum, water couch and lignum.  In terms of maintenance of these 
species, we can be certain that suitability is better in Pre90s for areas further away from the 
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banks, where the commence-to-flood level is above 4000 ML/day. Assuming current knowledge 
is correct, there is little benefit to further reducing uncertainty in weights and index curve for 
this asset if areas that require higher commence-to-flood levels are of concern. However, for the 
areas closer to the river banks, there is still uncertainty in evaluating which period is better and 
further knowledge is needed. Similarly for Bugilbone to Walgett, given uncertainties in weights 
and index curves, at high commence-to-flood levels we can still be certain that the Post90 
period has a better surface water regime for the maintenance and regeneration of river red gum, 
water couch and lignum.  
(a)  (b)  
Figure 6: Examples of constraints on the index curves (grey areas) of flood 
duration (days) and timing for the maintenance and survival of river 
red gum. 
 It shows two generated extreme cases for Gunnedah with a commence-to-flood 
level of 3000 ML/day. The two dotted lines identify index curves for the two 
extreme cases with the red line indicating the minimum difference between the 
Pre90 and Post90 periods and the green line the maximum difference between 
the two periods. Constraints on the slope of the index curves are not shown. 
 
Much higher uncertainties are found in the results for other assets (Figure 7). In these 
cases, the current knowledge defined by our constraints is often insufficient to evaluate which 
period has a better surface water regime for different species. Variation between species 
becomes more visible. For example, in Gunnedah the uncertainty in evaluating periods is much 
lower for the regeneration of water couch (where the Pre90 period is better at most commence-
to-flood levels). But for other species things are much more uncertain in Gunnedah. There are 
some cases where we can be certain for a given commence-to-flood level, but uncertain for 
higher and lower commence-to-flood levels. This means that the uncertainty becomes sensitive 
to the commence-to-flood level. For example, we can be certain that the Pre90 period is better 
for the maintenance of water couch at Barbers Lagoon at commence-to-flood levels of 4000 and 
4200 ML/day (assuming current knowledge in index curves is correct). However, we do not 
know which period is better for areas closer to the river bank or further away from it.  
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Overall, species within an asset exhibit similar directions of change. For instance, for 
Upstream Mollee the water regime in the Pre90 period generally produces better surface water 
suitability for all species; while for Bugilbone to Walgett the Post90 water regime is better for 
all species (Figure 7). However, between locations in the catchment, different direction of 
change can be detected. Bugilbone to Walgett notably has a favourable water regime in the 
Post90 period in comparison to other assets which favour the Pre90 period.  
 
Figure 7: Uncertainty in surface water suitability index at various commence-to-
flood levels, given constraints in index curves.  
Weight constraints are not specified. Dashed lines identify low, medium and high 
CTF thresholds for that ecological asset. MS: denotes Maintenance and 
Survival, RR: Regeneration and Reproduction. 
 
Adding additional constraints on the relative weights of each hydrologic attribute based on 
our assumed knowledge adds additional certainty in discriminating between the two periods 
(Figure 8). Significant improvement in certainty is found at Wee Waa to Bugilbone where the 
Pre90 water regime is better than Post90 at all commence-to-flood levels for the maintenance of 
water couch and regeneration of river red gum, and at lower commence-to-flood levels for the 
maintenance of lignum. There are scattered improvements in certainty across other assets, 
mostly in the maintenance of lignum and water couch. Additional constraints in the weights for 
river red gum have resulted in little gain in certainty when evaluating the surface water regime 
of the two periods.  
SECTION II: Chapter 9 Applying ICQM to an ecological response model 
180 
 
Figure 8: Uncertainty in surface water suitability index at various commence-to-
flood levels, given constraints in index curves and weights.  
Dashed lines identify low, medium and high CTF thresholds for that ecological 
asset. MS: denotes Maintenance and Survival, RR: Regeneration and 
Reproduction. 
9.5.3 Groundwater suitability 
In terms of the uncertainty in the groundwater suitability index, it is found that in most 
cases the Pre90 and Post90 periods yield the same results as for the surface water case. This 
holds especially for the regeneration of all species, the maintenance of water couch for all assets 
(except Upstream Mollee), maintenance of lignum for the western assets and maintenance of 
river red gum for Bugilbone to Walgett (Figure 9). This occurs because the required 
groundwater levels are often shallower than the minimum observed groundwater levels. 
Groundwater levels in these cases are effectively all unsuitable. For the remainder of the 
species, given the current knowledge in groundwater requirements, we can be certain that in 
most cases Pre90 period is better, with the exception of the maintenance of river red gum for 
Duncans Warrambool. Only three cases were found to be uncertain: maintenance of lignum and 
river red gum at Maules Creek, and maintenance of river red gum at Upstream Mollee. 
9.5.4 Combined surface water and groundwater suitability 
The uncertainty in combined surface water and groundwater suitability index is similar to 
that in surface water suitability with both weight and index curve constraints (Figure 10).  The 
only difference is that for Upstream Mollee the outcomes for the maintenance of river red gum 
are no longer as certain as for surface water suitability. This is because of the uncertainty 
introduced by groundwater suitability. The effect of groundwater uncertainty at Maules Creek is 
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not seen for the maintenance of river red gum and lignum because these species are already 
uncertain according to surface water suitability. This result suggests that for the two periods 
evaluated uncertainty in groundwater levels has a small impact on the overall uncertainty of the 
water suitability index. 
 
Figure 9: Uncertainty in groundwater suitability index, given constraints in 
groundwater level index curves. MS: denotes Maintenance and 
Survival, RR: Regeneration and Reproduction. 
 
Figure 10: Uncertainty in combined surface water and groundwater suitability 
index at various commence-to-flood levels, given constraints in 
index curves and weights.  
Dashed lines identify low, medium and high CTF thresholds for that ecological 
asset. MS: denotes Maintenance and Survival, RR: Regeneration and 
Reproduction. 
9.6 Discussion 
9.6.1 Evaluation of current knowledge 
Broadly we could make conjectures about water suitability for riparian vegetation based 
purely on the volume of water, by assuming that more water is generally better. Under this 
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assumption, we could reach conclusions about water suitability at the studied assets by simply 
comparing average annual flow in the Pre90 and Post90 periods The Pre90 period would be 
significantly better than the Post 90 at Upstream Mollee (ratio between Pre90 and Post90 
average annual flow is 4.35); Post90 would be significantly better than Pre90 at Bugilbone to 
Walgett (Pre90/Post90 ratio is 0.20); while the differences between the two periods in other 
assets are probably marginal (Pre90/Post90 ratios range from 0.71 to 1.24).  
However, there are two major limitations in adopting such a flow volume-based method. 
Firstly, the ecological knowledge is much more advanced, and in many cases it is known that 
volume of water is not the only factor contributing to the maintenance and regeneration of 
riparian vegetation. Too much water can have undesirable outcomes like tree die back due to 
prolonged flooding (Roberts and Marston, 2011). Other factors such as flood timing can also be 
important, particularly for regeneration (Roberts and Marston, 2011). Secondly, the flow 
volume-based method does not differentiate between different vegetation species, whereas 
many ecological studies have demonstrated different water requirements by different vegetation 
species (Rogers and Ralph, 2010). From a water management point of view, differentiating 
between species can help identify water management targets and monitoring strategies. 
Therefore, this valuable ecological knowledge should be used to help us better understand and 
predict water suitability for riparian vegetation. The question is, “Is the current state of 
ecological knowledge sufficient to help us make a robust decision about preferred water 
regimes” - in this illustrative case being able to evaluate comparative water suitability between 
two periods? 
Our results suggest that while the results are broadly consistent with the expected 
outcomes based on flow volume, they show variability and uncertainty due to the particulars of 
species, assets and commence-to-flood thresholds. By considering this variation, we can 
identify useful differential impacts of a hydrological regime, as well as propositions as to where 
trade-offs may need to be made between protecting particular species or locations. With the 
hydrological inputs specifically used in this paper and the uncertainties in index curves and 
weights that were framed by current ecological knowledge, we still have relatively high 
certainty in discriminating between the two periods at Upstream Mollee and Bugilbone to 
Walgett. As a result, little additional knowledge (i.e. having tighter constraints) is needed. 
However, much higher uncertainties in model outputs are found for other assets, suggesting that 
current state of knowledge is insufficient in these cases to conclude which period is better. In 
these cases, better ecological knowledge in vegetation water requirements is needed to reduce 
uncertainty.  
Spatially, certainty in model outputs varies depending on the commence-to-flood levels. In 
general, for the commence-to-flood levels investigated there are more certainties in water 
suitability for the mid to higher benches compared to the areas closer to the river. Identifying 
where changing commence-to-flood levels result in change in outcome suggests possible 
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sensitive tipping-point thresholds if commence-to-flow levels are considered to be uncertain. If 
commence-to-flow levels are considered to correspond to spatial locations, this transition 
identifies marginal areas that are more likely to be impacted by any change. Overall, the ability 
to consider patterns across species, assets and commence-to-flow levels helps draw attention to 
whether trends are widespread, and explain why a particular outcome is observed. 
Note that the outcome of knowledge evaluation is case specific and thus only applies to the 
two water regimes (in this case, Pre90 and Post90) investigated. These results can be more 
useful when evaluating scenarios of different water management options. Identifying situations 
where knowledge is sufficient and conclusions are certain helps establish robustness of decision 
making; whereas identifying situations where current knowledge is insufficient helps direct 
monitoring and research efforts.   
In this paper, we also demonstrate that a progression of additional knowledge can reduce 
or increase uncertainty in the model outputs, the extents of which vary on a case-by-case basis. 
For example, incorporating additional knowledge on the relative importance of flood attributes 
(i.e. weights) adds additional certainty in discriminating between the two periods. However, this 
added certainty is not distributed equally across assets and species. We found significant 
improvement in certainty in evaluating water suitability for some species at a specific asset (e.g. 
maintenance of water couch at Wee Waa to Bugilbone), but little improvement in some other 
species or assets. In contrast, adding additional knowledge with respect to vegetation 
requirements on groundwater levels led to increased uncertainty in overall water suitability for 
the maintenance of river red gum at Upstream Mollee. However, in other cases the effect of 
uncertainty in groundwater level is trivial because the surface water suitability is already highly 
uncertain. In breaking down the uncertainty analysis, we are able to more specifically identify 
which component of the model is contributing to the uncertainty in the model outputs, and 
therefore not only identifying knowledge gaps but also recognising the different roles of these 
knowledge gaps for different species and assets. Consequently, research into closing knowledge 
gaps can be better targeted depending on desired outcomes in model certainty. 
9.6.2 ‘Completeness’ of uncertainty analysis 
Uncertainty analyses are always terminated due to practical considerations, not scientific, 
as uncertainty analysis can never be complete. There is always the potential for surprise. In 
order to extend this uncertainty analysis, other plausible models could be created that satisfy 
alternate constraints, predict ecological response rather than suitability, are not restricted to 
piece-wise linear index curves, allow greater variation of abscissa of breakpoints, and allow 
other means of combining attributes. Each of these omissions has practical justifications. Firstly, 
the selection of constraints is left to the discretion of the modeller. The results shown reflect a 
snapshot of ecological knowledge and in at least one case actually suggested possible future 
changes. When multiple index curves are used, there remains a limitation that the automatically-
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generated constraints for pair-wise breakpoints cannot be easily translated into understandings 
of smoothness or monotonicity of the index curve. This is fundamentally because these 
constraints do not have a unique interpretation. Constraints resulting from existing index curves 
are therefore more difficult to interpret and critique. Secondly, suitability can already be a useful 
prediction, particularly given the high uncertainty and lack of data involved. Thirdly, piece-wise 
linear curves can be made to approximate more complex curves by adding breakpoints and the 
lack of continuity of derivatives is not (yet) a problem in this analysis. Fourthly, the use of fixed 
breakpoints is justified by its computational simplicity, though further work could examine this 
issue. In particular, the ability to represent uncertainty in the abscissa is dependent on the 
number of breakpoints used. A large number can be necessary for example to define the precise 
attribute values at which a non-linear change in suitability occurs. Finally, the simplest case 
when combining attributes is to require all attribute suitability indices to agree on which period 
is better. This option can be achieved by placing no constraints on weights. This method 
therefore provides a suitable first pass at uncertainty assessment. 
9.6.3 Added value 
This method has several advantages over traditional uncertainty analysis approaches. On a 
technical level, it has efficiency gains over Monte-Carlo sampling approaches to uncertainty. 
Instead of time-consuming sampling, we use optimisation to identify best and worst cases, and 
algebraically simplify the optimisation problem to allow the use of efficient linear 
programming. More fundamentally, this method can facilitate a change in the view of 
uncertainty. 
Uncertainty is typically an after-thought. The default view is to create a model and then 
look for the effect of uncertainty. This method instead assumes by default that little is known, 
and that everything is uncertain. Without any constraints, any index curve and any weighting of 
attributes could be possible, and the generated models will reflect this. The focus is therefore on 
trying to reduce that uncertainty. By starting with a minimal set of constraints, the method can 
therefore be used in a precautionary way, naturally biased towards expecting an uncertain 
outcome. It is therefore less likely to give false confidence in the success of a management 
change.  
The method achieves this change of view with minimal change to user input. Rather than 
specifying a precise index curve, users specify characteristics of the index curve. The method 
generalises the definition of the model from specific index curves into facts about suitability. 
While this contrasts with typical ecological modelling, this is arguably closer to the original 
form of ecological knowledge. 
The method represents a change in the conceptualisation of uncertainty. Uncertainty is not 
just a bound or a distribution, but a set of models, each of which can be shown and analysed. 
This is facilitated by only requiring two models to represent extremes. A key problem with 
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uncertainty otherwise is the volume of information. In order to draw valuable insights, it is 
crucial to show where attention should be placed. Other authors approach this as a data mining 
and visualisation problem (e.g. Bryant and Lempert, 2010).  In contrast, this paper relies on the 
idea that focussing on extremes provides a good start. 
The emphasis on extremes helps identify boundaries of what is considered certain in model 
outputs. These boundaries are valuable to scientists and managers alike in terms of identifying 
knowledge gaps and risk assessments. Changing these boundaries by adding constraints can 
show to what extent certainty can improve given additional information. The focus on the 
extreme helps draw attention to contested or marginalised views, raising them as a topic for 
debate. This is facilitated by the simultaneous use of multiple models that show that multiple 
views of the system may be legitimate, and therefore in order to achieve reduction in 
uncertainty, requires a reflective approach that adjusts constraints to narrow down those 
multiple views. This process therefore emphasises awareness of limitations of our knowledge 
and reflection on the impact of adding assumptions. The method therefore makes learning about 
uncertainty part of the modelling process, considering the aim of modelling to be prediction of 
an uncertain outcome, rather than prediction followed by analysis of uncertainty.  
Admittedly many of these benefits are only realised if the method is used with this 
learning-oriented attitude. This technique could equally be used mechanically, solely with a pre-
determined set of index curves, at the end of a modelling project, to produce bounds. This 
would defeat the intention of the approach, but because the method produces the resulting 
extreme models and weights for critique, it would also open the user to criticism for failing to 
capture the current state of knowledge. 
9.6.4 Further development 
Further development could enhance the benefits of this method. Reflection on index curves 
is mentally demanding, particularly with a large number of assets and species. A well-designed 
user interface could facilitate the interactive editing of constraints and evaluation of the 
resulting models and outcomes. The addition of constraints could also be seen as a progression, 
and spread over time. Just as models are created by an iterative process (Jakeman et al., 2006), it 
is not necessary or advisable to add all constraints at once. As the method defaults to assuming 
nothing is known, it takes a precautionary approach anyway and it is scientifically (if not 
practically) acceptable for there to be too few constraints. 
The approach already makes it clear that multiple views of system behaviour are possible, 
indeed necessary. Building on this idea, the user interface may be extended to allow multiple 
perspectives on constraints which may be assigned degrees of confidence. This further 
emphasises marginal views, allowing exploring of what would happen if a change in risk meant 
that lower or higher confidence was required, or if new knowledge allowed the confidence in 
constraints to shift. The increased diversity of views considered might also reduce the chance of 
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being surprised by new information or a change in system behaviour. This would allow the 
method to be used within a probabilistic risk framework, but confidence might equally simply 
involve distinguishing constraints qualitatively that have “very high confidence” from those 
with “high confidence” etc. (Mastrandrea et al., 2010). 
The approach of this paper can be decomposed into an implementation, a method and a 
methodology, each of which may be transferrable in different ways. The implementation refers 
specifically to species and assets and the conversion of attributes into suitability index curves. 
The implementation might be easily applied to other habitat suitability models for scenario 
evaluation. The method more generally addresses uncertainty analysis of index curves where 
two scenarios are compared. It might therefore also be applicable to other index-based models.  
Finally, the underlying methodology involves a learning-oriented process of specifying the 
conclusion to be drawn (in this case deciding which of two periods have superior suitability), 
and defining what models are considered feasible. The uncertainty analysis then consists of 
searching for models that support and refute the conclusion, in this case maximising or 
minimising the advantage in suitability of one period over another. This methodology could be 
generalised to any model prediction problem. 
9.7 Conclusion 
This paper demonstrates a computationally efficient and precautionary method for 
comparison of suitability of surface water and groundwater regimes for the riparian vegetation 
over two historical periods in the Namoi Catchment, Australia. Compared to traditional 
uncertainty analysis approaches, this approach identifies boundaries of what is considered 
certain in model outputs. These boundaries are valuable to scientists and managers alike in 
terms of identifying knowledge gaps and making risk assessments. The approach emphasises 
awareness and learning about boundaries of our knowledge, and reflection on the impact of 
adding assumptions. It is designed to deal with uncertainty as part of the model development 
process rather than as an afterthought. Implemented as a linear programming-based approach, it 
has efficiency gains over Monte-Carlo sampling approaches to uncertainty. The approach can be 
easily applied to other habitat suitability models for scenario evaluation. Indeed its philosophy 
would appear to have wide applicability as an alternate means to characterising uncertainty in 
models generally. 
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Chapter 10: Fostering assumption-based 
stress-test thinking in managing 
groundwater systems: learning to avoid 
failures due to basic dynamics 
Chapter 10 steps through the implementation of ICQM to help learn about the system dynamics 
of a groundwater resource management system. It uses multiple but simple system dynamics models 
to attempt to find a case where a stakeholder-stated groundwater management plan is unable to 
achieve stakeholder-stated objectives. This challenge prompts workshop participants to work through 
uncertainty in determining management rules and objectives, as well as representation of the aquifer, 
and impacts on the economics and ecology. 
In contrast with the computational methods of the previous chapter, the models used are 
deliberately designed as possible views of the system within an interpretive paradigm. The process is 
intended to improve understanding of the system dynamics in order to build stakeholder capacity to be 
involved in groundwater allocation planning. By challenging perceptions, it contests received wisdom 
about suitable management rules and objectives. It therefore plays an emancipatory role in reducing 
the domination of groundwater and policy experts. The models include extreme scenarios, not just 
best estimates, in the hope of eliciting creativity and diversity of responses, as within a postmodern 
paradigm. A functionalist view is not excluded, as models can be rejected by participants as being 
unrealistic, and further work would allow the use of models based on observed data. ICQM therefore 
succeeds in addressing all four paradigms as part of the uncertainty management of models to support 
the SAY problem. It is worth noting that the paradigms are not in play simultaneously. Rather, the 
model changes meaning as it is used. It begins as a subjective view, can be rejected on objective 
grounds, and can prompt either the discussion of an apparent marginalisation or disadvantage, or the 
discussion of alternate creative alternatives. ICQM provides a holistic approach by which the four 
paradigms and their different views of uncertainty are accommodated without necessarily impinging 
on one other. 
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Fostering assumption-based stress-test 
thinking in managing groundwater systems: 
learning to avoid failures due to basic 
dynamics 
Joseph H.A. Guillaume, Sondoss El Sawah 
10.1 Abstract 
Sustainable groundwater resource management can only be achieved if planning processes 
understand and address the basic dynamics of the groundwater system. While policy makers and other 
stakeholders are often provided with a conceptual model of aquifers and even case-specific predictive 
models, this does not necessarily translate into an understanding of how a plan might operate in 
reality. Prompted by experiences in the Willunga Basin, Australia, we apply an Iterative Closed 
Question Modelling methodology to develop a process of iterative dialogue about management 
options, objectives and knowledge. Simple hypothetical models of basic system dynamics that satisfy 
agreed assumptions are used to stress-test the ability of a proposed management plan to achieve 
desired future conditions. Participants learn from models in which a plan succeeds and fails, either 
updating their understanding of assumptions that need to be agreed, reconsidering desired future 
conditions, or collaboratively composing a revised plan. Their new understanding is tested against 
further hypothetical models. The models are effectively used as intellectual devices that act as 
discussion points, rather than as predictive tools. They prompt learning by confronting users with new 
model scenarios that have perhaps not been considered. This paper provides an illustrative example of 
this theoretical approach using simple one and two-cell groundwater models that convey basic notions 
of capture and spatial impacts of pumping. Simple extensions to these methods could deal with 
imperfect knowledge of temporal variation, through to incorporation of aquifer storage and recovery 
with imported water sources under uncertainty. We hope that having learnt to address the dynamics 
captured by these models lays a better foundation for participants to be able to address local 
conditions and develop more effective arrangements to achieve management outcomes. 
Keywords: sustainable yield, groundwater resource management, iterative closed question 
modelling, system dynamics, learning 
10.2 Introduction  
Sustainable groundwater resource management should be based on evidence that it will succeed, 
accounting for best-available groundwater knowledge. Models are commonly developed for 
synthesising available knowledge and data to help examine the outcomes of alternative course of 
actions. However, even when knowledge is perfectly captured, a model is not necessarily able to 
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improve decision makers’ or other stakeholders’ understanding of how a management plan will 
operate in reality. To achieve this understanding, conceptual models of aquifers can help understand 
the resource, but are limited in their ability to predict whether a policy will succeed. Computational 
models provide the ability to test run a plan. They are however often nearly as complex as the system 
they represent, which can make it difficult to identify why a test run plan has failed. It is even more 
difficult to explain this failure to a stakeholder with a non-technical background. Imperfect knowledge 
of the system and inherent variability, such as in climactic or economic drivers, limit the accuracy of 
the answers. No model can guarantee success, even if uncertainty is appropriately addressed, due to 
the unavoidable potential for surprise (Bredehoeft, 2005), both as a result of new conceptualisations 
of the system and new scenarios for which the plan has not been tested. 
In order to help stakeholders learn how a management plan will operate, this paper presents a 
theoretical approach and an illustrative example. It is however motivated by an on-going case study in 
which the approach is being tested. The case study involves development of an integrated hydro-
economic model as well as workshops and interviews with government agencies, water users and 
other stakeholders in the Willunga basin, a 320 square-kilometre area south of Adelaide in Australia. 
Further details are available in El Sawah et al. (2011) and Guillaume et al. (2012). For the purposes of 
this paper, the broader context is more important than the specific details. The aim of the case study is 
to support learning about possible alternative management strategies for achieving a sustainable 
aquifer yield in the context of evaluation of existing arrangements. Our approach was naturally 
influenced by the Australian groundwater management context. As part of the National Water 
Initiative, “governments made commitments to: prepare water plans with provision for the 
environment [and] deal with over-allocated or stressed water systems” (NWC, 2013). By definition 
(COAG, 2004), water plans are to be “developed in consultation with all relevant stakeholders on the 
basis of best scientific and socio-economic assessment, to provide secure ecological outcomes and 
resource security for users.” In this policy setting, Richardson et al (2011) recommend an approach to 
aiding groundwater management that involves agreeing on desired conditions of the resource, and 
running model scenarios to determine an extraction volume for which these conditions are met, 
effectively trying to answer the question “Will desired future conditions be achieved with this 
extraction volume?”.  
Taking this approach as a starting point, our work with stakeholders resulted in the observation 
of three issues. Firstly, while emphasising stakeholder engagement, this approach assumes trust in a 
model. In our case, the existing groundwater model was not considered sufficiently reliable, and we 
did not expect that economic and ecological models used to predict conditions of the resource would 
be better accepted. Secondly, we found that a lack of experience with modelling and gaps in 
understanding relevant groundwater science presented a barrier for stakeholders to engage with any 
model used to evaluate management plans. Thirdly, we found a need to evaluate a management plan 
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(e.g. impacts of specific extraction rules) rather than just extraction volumes. Impacts depended on the 
implementation details of the plan, such that we saw an opportunity for possible win-win 
arrangements among stakeholders if the scope of the plan to be negotiated was broadened to consider 
changes in how the plan was implemented as well as the rules it contains. It is easy to envisage these 
issues being relevant considerations in groundwater management planning throughout the world. 
The approach in this paper was developed as a preparation step, fitting into existing planning 
processes to help address these issues. It was prompted by scenarios identified in preliminary analyses 
in which experimental management plans failed because they did not adequately address basic 
groundwater system dynamics rather than because of local case study characteristics. It could 
therefore be useful to design an exercise in which management plans were tested with simplified but 
conceptually-realistic models of a hypothetical situation. The issue of trust in a model would be 
minimised by assisting stakeholders to evaluate the model themselves. The models would be designed 
to be easy to explain and understand, multiple models would be offered, and each one would be 
presented as a suggestion, with the expectation that it would only be useful as an interim thinking tool. 
This would simultaneously help address the second issue by building the capacity of stakeholders to 
engage with models and groundwater management issues. Finally, working with a simple situation 
meant that more effort could be expended on understanding the operation of a full management plan 
rather than understanding the model.  
Even very simple models, even those considered are trivial to hydrogeologists, could therefore 
be useful, depending on how they are used. In this paper, models are explicitly used to facilitate 
learning about the dynamics of groundwater management systems, including the interaction between a 
management plan and aquifer properties. Whereas models can be regarded as simple in their details, 
they capture key sources of dynamic complexity underpinning the system’s behaviour. They are used 
as intellectual devices that act as discussion points, rather than as predictive tools. Learning is 
prompted by confronting users with new model scenarios that perhaps have not been considered. 
These ideas are implemented by following the ICQM methodology. 
Appealing to the literature, this paper first summarises requirements that need to be satisfied for 
simple models to be successfully used in this way to support learning about management. The 
approach is then described, outlining the Iterative Closed Question Methodology and how it is 
implemented in this case. The focus of the paper is on the results and discussion of an example 
application involving the first two iterations of the method. To conclude, we assess the ability of the 
method to address the identified literature requirements. 
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10.3 Literature review – What does it take for this model-
supported learning approach to work? 
The approach to learning from models presented in this paper is based on a number of building 
blocks from the modelling literature (Table 1). This section identifies core requirements for success 
associated with each of these building blocks. As a foundation, models are used as intellectual devices 
rather than representations of reality. This allows the use of models as discussion points as well as to 
confront pre-conceptions. In this approach, learning from models relies on this groundwork as well as 
having additional requirements. 
Table 1 Building blocks for learning from models in this paper, and their 
requirements 
Learning from models 
 Provides a mismatch between system behaviour and how the system “should” work 
 Allows for active experimentation 
 Provides high quality feedback 
 Relates changes to a familiar reference baseline 
 Facilitates participants to understand models and check veracity of views 
Models as discussion points 
 Reveal objectives and assumptions 
(explicit and implicit) towards building a 
shared understanding 
 Help differentiate areas of agreement, 
conflict and ambiguity 
Using models to confront pre-conceptions 
 Probes beyond “normal” conditions 
 Structures critique of knowledge, power 
and motivation 
Models as intellectual devices vs. representations of reality 
 Do not require model user to consider model as full and complete representation of reality 
 Assist systematic reasoning about dynamic complexity 
 Account for unresolved issues by reasoning from assumptions 
10.3.1 Models as intellectual devices 
The use of models as intellectual devices does not require the model user to consider the model 
as a full and complete representation of reality. There are two opposing threads for use of models in 
management and planning decision making, referred to as the “hard” and “soft” views. In the hard 
view, models are considered as objective, technical input to the decision making process. Models are 
seen as objective micro-worlds in which virtual experiments can be performed and the result in the 
real world predicted. De Geus (1992) argues that the usefulness of models in making future 
predictions depends on two conditions that models can hardly meet: (1) being a complete and accurate 
representation of reality, and (2) being perceived by decision makers as complete and accurate 
representation of reality. Errors in the model will result in errors in predictions, so while recognising 
that models of natural systems cannot be validated (Oreskes et al., 1994), modelling efforts in the hard 
view are focussed on demonstrating that models are sufficiently accurate to find an effective solution 
to the problem. In the soft view, models are considered to be a value-laden part of the decision 
making process, and are used as intellectual devices to help structure participants’ understanding of 
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the situation and gain insight (Schwaninger, 1997). Modelling efforts start with recognition that 
problems arise from debates where people do not share the same views, so models are “transitional 
objects” used as “straw man” representations of the problem to help negotiate a way forward. We are 
no longer talking about modelling a “real system” as perceived by an expert or analyst, but modelling 
how decision makers “understand their real world” (de Geus, 1992). The model is valid to the extent 
that the users accept the model to be a good representation of their shared views and representation of 
the issue at stake.  
The model as an intellectual device assists with systematic reasoning about dynamic complexity. 
Dynamic complexity is behaviour that emerges from the systemic structure (Sterman, 2006), 
including feedback interactions between biophysical and social components, time delays, and non-
linear relationships. The systemic structure describes the network of interactions that bind system 
components together. The systemic structure operates over time to generate the dynamic behaviour of 
the system as a whole. This complexity is a pervasive characteristic of wicked situations, such as 
occur with respect to water and groundwater planning (Ackoff, 1979), and occurs even in systems 
with a small number of elements and interactions (Meadows and Wright, 2008). Failure to consider 
sources of dynamic complexity may lead to policy-resistant situations where the policy is defeated by 
the system’s response to the policy itself (Sterman, 2006). Research in dynamic decision making has 
shown that even if people have a flawless mental model of the system, there are inevitable cognitive 
limitations and biases that cause poor decisions (Dorner, 1996). In his seminal work, (Simon, 1956) 
coined the notion “bounded rationality” to describe that the human brain is limited in capacity when 
compared to the complexity of the world. People therefore use several heuristics or “mental shortcuts” 
to making judgments, which often lead to “systematic and serious” errors (Tversky and Kahneman, 
1974). Whilst generally associated with automatic and intuitive decision-making such as time-stress 
situations, these shortcuts are used in deliberative decision-making, such as in policy planning, much 
more frequently than many decision makers would admit (Klein, 1998; Gigerenzer et al., 1999).  
We restrict ourselves to two relevant examples of heuristics amongst the many that behavioural 
decision science has identified. First, people tend to explore those alternatives they already have 
information about (i.e. information becomes a constraint). Second, people make bounded satisficing 
rather than optimal decisions. With dynamic tasks in particular, such heuristics result in even highly 
educated subjects making poor decisions in experiments, especially if the outcome of decisions is 
delayed, and even when they are given complete knowledge about structural relationships. This 
cognitive error is known as “misperception of feedback”, resulting from the limited memory and 
cognitive skills impeding human beings’ attempts to mentally simulate consequences of actions 
(Sterman, 1994). Simulation modelling and decision analysis can therefore play an important role in 
remedying defects in systematic reasoning (Lempert et al 2003). In particular, system dynamics 
models have been viewed as useful tools to support cognition and learning about dynamic and 
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complex systems (Sterman, 1994). They explicitly capture feedback interaction between system 
components, providing a suitable “cognitively-mediated” environment where participants can learn 
from experience by reflecting on their assumptions about how the system works. Stave (2002; 2003) 
demonstrates that even simple system dynamics models can provide “powerful ideas” about how a 
system works and at what ‘leverage’ points changes can be made. 
Reasoning with a model is not limited to issues that can be observed, and can represent any 
assumptions to help address uncertainty associated with unresolved issues, such as future economic or 
geo-political conditions, climatic drivers of water availability and gaps in understanding of the aquifer 
itself. This fits within Lipshitz and Strauss’ (1997) hypothesis of how people naturally make 
decisions, represented by the acronym RAWFS. They propose that people first try to reduce 
uncertainty, use assumption-based reasoning if there is insufficient information, weigh pros and cons 
if there is more than one option remaining, and may choose to forestall a decision or suppress 
uncertainty if these steps are unsuccessful. They argue that this provides an alternative to the 
treatment of uncertainty through an R.Q.P approach. After failing to reduce uncertainty, people would 
quantify the residual uncertainty and plug this information into a formal decision theoretic framework. 
In terms of making plans, De Geus (1992) claims that “in dealing with the future, the brain does not 
rely on predictions. It figures out what the human being would do under several anticipated futures”. 
Conclusions from assumption-based reasoning may therefore be intuitively better understood and be 
more likely to influence decisions, compared to approaches that produce a prediction using decision 
theory. 
10.3.2 Models as discussion points 
In natural resource management, people often have different conflicting views about whether or 
not there is a problem, and how it is defined (Vennix, 1996), and ambiguity arises from the existence 
of two or more plausible interpretations of the situation (Weick, 1995). This often hinders establishing 
communication and shared system understanding, both necessary for developing collective policies 
that cater for multiple views and interests. Models can be used in a variety of ways to support group 
discussion (Voinov and Bousquet, 2010; Tidwell and Van Den Brink, 2008). Creating a model 
collaboratively such as with a graphical interface or with modeller support helps build consensus on a 
shared understanding of the system (e.g. Metcalf et al., 2008). Drawing a model on a white board 
gives people the opportunity to see the complexity of the system as a whole, rather than individual 
parts. It can therefore help increase the group's information processing capacity (Vennix, 1999). A 
model might be treated as “straw man” proposal that all participants expect to collapse or be blown 
away, in order to generate discussion of changes required in order to improve it. Models can serve as 
a memory of how the group’s discussions have evolved over time (Morecroft, 1992). Models might 
support role playing games to allow for groups to learn from experience (e.g. Campo et al., 2008) and 
reveal facts that would not otherwise be communicated (e.g. Vieira Pak and Castillo Brieva, 2008). 
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By revealing different individual objectives and assumptions, they can help achieve cognitive and/or 
behavioural change at individual or group levels. The emphasis is put on the process of modelling 
connecting a group of stakeholders (including researchers, who have different knowledge and 
perspectives), a method (e.g. model used in a workshop), and a situation. This process and its outcome 
are often referred to as “social learning” (Ison et al., 2011). 
In the process of sharing views, it is particularly important to help differentiate areas of 
agreement, conflict and ambiguity. The literature on negotiation encourages looking to satisfy shared 
interests, but commonalities are often not immediately obvious (Fisher and Ury, 2011). In the process 
of exploring areas of agreement and disagreement, making areas of difference explicit can help 
participants understand each other. “Once the other side knows that you understand what they have 
said, they cannot dismiss your disagreement as simple lack of understanding” (Fisher and Ury, 2011). 
This helps make the negotiation smoother and more amicable. Outcomes can therefore be improved, 
such as by identifying ways to overcome or avoid disagreement, and interests that are not in direct 
conflict might be dovetailed to allow them all to be satisfied. In operations research and systems 
thinking, Midgley (2000) also emphasises identifying areas of difference, because of the tendency for 
commonalities to be taken for granted. People have different opinions, which result in a core area of 
shared concern, and marginal areas that some people might consider relevant while others do not. 
Rather than being eliminated, these marginal areas are tolerated by either valuing or devaluing them, 
favouring one group’s view, and marginalising another’s. “It is possible to have a consensus between 
a relatively diverse group of stakeholders on the boundary that they think should be adopted, yet this 
may be the result of processes of conflict and marginalisation that remain invisible … When all 
identified stakeholders share a commitment to a boundary judgement, it is still important to consider 
what is marginalised by this” (p148, Midgley, 2000).  
10.3.3 Using models to confront pre-conceptions  
Beyond acting as a focal point for discussion, models can be used to confront preconceptions by 
probing beyond “normal” conditions and structuring critique of knowledge, power and motivations. In 
scenario literature, a useful (often called rich) scenario needs to challenge the beliefs of participants 
beyond normal conditions to alert them about unexpected but possible changes, such as dramatic 
system disruptions (Alcamo and Ribeiro, 2001). This focuses attention on developing policies that are 
sufficiently robust to accommodate such surprises. There are many such scenario-based methods, but 
it is worth pointing out the well developed model-based approach of Lempert et al. (2003). In this 
method, a computational “scenario generator” coupled with a genetic algorithm is used to produce 
models of the future as a “challenge set against which to test the robustness of alternative strategies”. 
In addition to challenging views of alternate futures, there is a need for more generally “confronting 
one's most cherished assumption with a plausible counter-assumption” (Churchman, 1970). Ulrich 
(2005) more specifically identifies a set of questions to be used to critique the basis of motivation, 
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power, knowledge and legitimacy. This can respectively challenge what an action is aiming to 
achieve, challenge preferred options that have been pushed by use of asymmetrical power relations, 
challenge established knowledge, and challenge who the decision making process involves. Models 
can structure critique in multiple ways as part of a participatory process, whether comparing beliefs 
with models capturing best available science (Smajgl, 2010) or more explicitly helping stakeholders 
to confront Ulrich’s questions and justify their answers. 
10.3.4 Learning from models 
Models as discussion points and in confronting pre-conceptions aim to encourage people to 
perceive mismatches between the system behaviour and their expectations about how the system 
“should” work. The intention is for participants to reconsider their understanding of the system, not 
just of the actions to take, in order to consider alternate views of the problem and avoid repeating 
similar mistakes. This corresponds to double-loop learning, which occurs ‘when mismatches are 
corrected by first examining and altering the governing variables and then the actions’, in opposition 
to single-loop learning, where ‘an error is detected and corrected without questioning or altering the 
underlying values of the system’ (Argyris, 1999). The emphasis of using models for learning is on 
active experimentation, as models provide high quality feedback. In general, learning is hindered by 
limited information, which may be distorted, delayed, biased, error prone, affected by confounding 
variables, or ambiguous. In contrast, models provide “perfect, immediate, undistorted, and complete 
outcome feedback” (Sterman, 1994). 
It helps to make expectations explicit in order to confront them, generally expressed as a 
reference or baseline scenario, being a default view of how the future may unfold. This makes it clear 
which specific views of reality are being compared, rather than allowing free interpretation, and 
therefore makes it easier to see differences. In negotiation theory, comparing a new option to your 
explicit “Best Alternative to a Negotiated Agreement” (Fisher and Ury, 2011) ensures that a worse 
outcome will not be accepted, and that there will not be too much optimism about alternatives. Van 
der Heijden (p2171999) describes the baseline scenario as a link which connects decision makers with 
the “old world” before introducing them to more “challenging futures”. In the context of uncertainty, 
a reference case can also provide a steady benchmark against which other scenarios can be judged, as 
it is affected by the same sources of uncertainty.  
Participants need to be able to understand models representing both reference scenarios and new 
conditions, and be able to check the veracity of the views expressed. Models act as constraining 
devices that force an underlying perspective, not just as enabling devices to generate knowledge 
(Landry et al., 1996). People react by testing whether the perspective forced on them by the model 
can be accommodated within their personal view, and within their existing interactions with other 
stakeholders. If it cannot, it may be rejected. If it cannot be understood, it is unlikely that it can be 
accommodated. This motivates the need for learning tools that convey ideas simply and clearly, but 
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still contain insight into system complexity. It is better for learning if models are “open boxes whose 
assumptions are fully known and can even be modified by the learner” (Sterman, 1994). In terms of 
communication, Lempert et al. (2003) reviews historical approaches to thinking about the impact of 
policy in the future and suggests narratives have power in engaging the imagination, and that scenario 
planning facilitates consideration of multiple views. Using metaphors can also help simplify and 
explain complex and abstract ideas, by relating them to everyday concepts (Newell, 2012). 
10.4 Method - Iterative Closed Question Modelling 
methodology 
The Iterative Closed Question Modelling (ICQM) methodology consists of seven simple steps to 
help address uncertainty when using modelling to answer questions (Guillaume and Jakeman, In 
review). The steps are shown in Figure 1 and listed in Table 2 along with a summary of the 
implementation described in this paper. ICQM works by explicitly wording problems as closed 
questions, with pre-determined answers (Step 1). Agreed assumptions are used to evaluate whether a 
model scenario is plausible (Step 2). Plausible model scenarios are used to stress-test these pre-
determined answers (Step 3) and therefore help think critically about pre-conceived ideas (Step 4, 5, 
6). Contrasting model scenarios that obtain different answers (Step 7) helps understand why an 
answer is reached, not just what the answer is. “Model scenario” is used as inclusive term to allow 
model structures, parameters and inputs to all be varied and expressed in any suitable way. They 
might take the form of simulations with different model structures or with traditional scenarios, where 
model inputs and parameters are changed. But they might also be presented as causal narratives which 
describe a consistent sequence of events corresponding to an implicit model structure. 
This paper uses the ICQM methodology as the basis for a process of iterative dialogue. The 
dialogue is motivated by the need to determine answers to the fundamental question “Will desired 
future conditions be achieved with this management plan?” as part of the design of a plan. However, 
ICQM shifts the focus of discussion to explicitly stating and critiquing assumptions about the system, 
in this case groundwater system, and desired future conditions, not just on the form of the 
management plan. Knowledge, aims and actions are therefore all called into question to prompt 
participants to improve their understanding of the management of the system, rather than applying 
black-box solutions or focussing solely on the aquifer itself. Preliminary work suggests that useful 
debate can already be prompted using simple hypothetical models, as discussed in this paper.  
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Figure 1 Iterative Closed Question Modelling methodology 
 
Table 2 Steps of ICQM and their implementation in this approach 
Step of ICQM How it is implemented here 
1. Define an initial closed question that 
stakeholders want answered. Identify the 
potential answers to the question 
General question: “Will desired future 
conditions be achieved with this 
management plan?” – Yes, No (or we do not 
know) 
In the “worksheet to answer a closed 
question” (e.g. Table 5), start with defining 
simple definitions of “desired future 
conditions” and “management plan” 
2. Agree on shared assumptions that will be 
used to evaluate whether a model is plausible 
 
To begin with, write in the worksheet “list of 
agreed assumptions” (e.g. Table 4) minimal 
assumptions that allow very simple 
hypothetical models 
3. For each predetermined answer, try to identify 
a model scenario that meets the agreed 
assumptions and supports that conclusion 
Users create simple hypothetical models in 
which the management plan succeeds or 
fails to achieve desired future conditions, 
initially selecting from a pre-existing set 
prepared by modellers, but may need to 
make additional assumptions regarding 
inputs to the model. The resulting models 
are described in the worksheet to answer a 
closed question. 
4. If a stakeholder believes a resulting model is 
not plausible, the agreed assumptions may 
need to be discussed and modified. Return to 
Step 2. 
Hypothetical models are expected to 
increase in complexity as participants 
identify additional assumptions that need to 
be agreed. These are added to the 
worksheet “list of agreed assumptions”. 
SECTION II: Chapter 10 Fostering assumption-based stress test thinking… 
201 
 
5. If a stakeholder believes a resulting model 
fails to fully address their concerns, the 
question may need to be discussed and 
modified. Return to Step 1. 
Situations captured by hypothetical models 
prompt elaboration of desired future 
conditions to be more complete and address 
all participants views’.  
Presentation of the question and exercise 
prompt evolution of the management plan to 
try to address all participants’ desired future 
conditions in all situations captured by 
hypothetical models. 
Changes in the desired future conditions 
and management plan are captured by filling 
out a new worksheet to answer a closed 
question. 
6. If a stakeholder believes a better model exists 
and has failed to be identified, different 
methods may need to be used . Return to 
Step 3. 
The modellers offer users a set of 
hypothetical models that are anticipated to 
cause problems in the case study in 
question. Additional hypothetical models 
may need to be created. Ultimately, models 
may evolve to the point where they can be 
judged against local data to address local 
case study spatial and temporal 
heterogeneity. 
7. An answer is considered plausible if it is 
supported by a plausible narrative, in the form 
of a model scenario. More than one answer 
may be plausible. The final answer is 
conditional on the participants’ understanding 
of the question and of the assumptions that 
were used, as well as the methods used to 
identify model scenarios. 
In proposing a management plan, users rely 
on a mental model where they expect it to 
succeed. However, omitted factors would 
typically mean that the plan fails using one 
of the other hypothetical models on offer. 
The methodology is therefore used because 
of the iterative process it offers rather than 
to obtain a final product. 
In this context, if a plan succeeds in all 
hypothetical model scenarios, it will go on to 
be tested with models that fit local data. This 
will then account for the spatial and 
temporal heterogeneity of local case study 
characteristics, such as hydraulic 
conductivity, soil type or crop prices. 
 
The results section presents two iterations of the implementation described in Table 2. They can 
be considered the start of a stakeholder engagement exercise to help understand the ‘ABC’ of 
Sustainable Aquifer Yield. As such, the models used are extremely simple. Stakeholder engagement is 
currently in progress and will be reported separately, as the intent is to describe in detail an ideal case 
to demonstrate the theory of the approach. In practice, many more than two iterations will be used, 
and evaluation of success depends on a number of additional factors, including who was involved and 
how the exercise was facilitated. Discussion of the outcome of the exercise would therefore not be 
able to include the detailed analysis presented here. 
 The stakeholder engagement exercise is introduced in such a way as to mirror the real-world 
planning situation, as described in the introduction. A government agency has been tasked with 
producing a revised Water Allocation Plan in order to limit pumping from the aquifer to a sustainable 
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limit. The agency must consult with stakeholders. As part of the plan development, it has been agreed 
to understand the desired future conditions that the community wants the plan to achieve. As part of 
the model development, the plan will be stress-tested using models, following the ICQM 
methodology. The exercise uses “worksheets to answer a closed question” and a “worksheet - list of 
agreed assumptions”. At each iteration, new versions of the former are filled out, while new 
assumptions are added to the latter. The process for this paper is summarised in Table 3 but because 
results at one iteration step affect the application of the next, it is best understood by following the 
results section. 
Table 3 Summary of process followed in results section 
1. Define the closed question 
Table 5 
2. Determine agreed assumptions 
Table 4 Initial minimal list 
3. Identify model scenarios 
Discharge is/is not dependent on head 
5. Does the question capture the 
stakeholders intentions? 
Expanding ‘desired future 
conditions’ & developed SAY 
Table 4 Added in 1
st
 iteration 
4. Are the models really plausible? 




 iteration, 3. Identify model scenarios 
Single cell 'bucket' and two-cell models 
2
nd
 it, 5. 
Does the question capture the 
stakeholders intentions? 
Policy that addresses spatially 
distributed impacts 





 it, 4. Are the models 
really plausible? 




 iteration and further 
Models of increased complexity & 
translating to the real world 
10.5 Results and Discussion 
10.5.1 Step 1. Defining an initial closed question and 
predetermined answers 
The process is initiated with the closed question “Will desired future conditions be achieved with 
this management plan?” with pre-determined answers “Yes” and “No”. This question is motivated by 
the regulatory context. The context emphasises dealing with overallocated water systems and 
providing water for the environment which commonly results in asking hydrologists and 
hydrogeologists to answer “what is the sustainable yield of the aquifer?”. This question however is 
commonly misinterpreted to mean that sustainable yield can be defined by hydrogeologists solely on a 
physical basis. To avoid this misunderstanding, the question chosen makes it clear that achieving a 
sustainable yield is instead about designing a management plan and evaluating its outcomes. 
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The terms “desired future conditions” and “management plan” are open to interpretation. In this 
exercise, we want stakeholders to explore this ambiguity by forming their own definitions. The 
vagueness of the question is seen as an advantage as it allows room for creativity in determining 
management plans and sets an expectation of openness and inclusiveness in determining desired 
future conditions. These definitions will ultimately need to be crystallised in order to be implemented 
as regulations, but we should be wary of doing so too early in a management plan’s development. 
To form initial definitions, we recognise that the desire to manage a groundwater resource 
commonly emerges because of observed excessive drawdown assumed to be due to pumping in 
excess of natural recharge rates. Participants might therefore enter the process with expectation that 
the question is “Will drawdown be acceptable if pumping is limited to a safe yield?”, and that the 
answer is “Yes”. The same participant would probably come to realise from participating in the 
structure of the process that this is not the case, but it is important to start with this simple definition 
because the metaphor of balancing a water budget is so entrenched. This metaphor easily relates to 
everyday life, such as where withdrawing too much money from a bank account incurs overdraft fees, 
and the solution is to avoid withdrawing more than is deposited. This metaphor is sufficiently 
widespread and powerful that it needs to be explicitly challenged and replaced before moving on to 
more complex definitions. 
10.5.2 Step 2. Agreeing to shared assumptions for what is 
plausible 
When presented with a model or its results, we are naturally inclined to intuitively evaluate it, 
e.g. by asking oneself “do the numbers look good?”, effectively testing against what we assume the 
model should look like or how it should behave. Rather than taking these assumptions for granted, in 
this exercise, we intend that participants become conscious of the assumptions they are making and 
build a shared understanding with other participants about what they agree on, what they need to 
agree on but currently dispute, and not get bogged down on points where they can agree to disagree 
without affecting the outcome. To do this, a list of agreed assumptions is compiled (as in Table 4). 
This list is explicitly used to evaluate model scenarios and reject model scenarios that everybody has 
agreed would fail to meet their shared assumptions. This means that only model scenarios that might 
be disputed remain. Critique is focussed on issues that have not yet been agreed, and participants go 
on to debate what additional assumptions should be added to the list. 
The list starts with the least number of assumptions possible that characterise a groundwater 
system. It is preferable to only include an assumption if it is necessary, even if it has strong supporting 
evidence, as ultimately it may still turn out to be wrong. Starting from the most fundamental 
principles also allows participants to build up their understanding rather than being inundated with 
facts. Starting simple enforces iteration, because the list is obviously incomplete. An expectation is set 
that assumptions need to be added later, that knowledge will change in future. 
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The initial list in Table 4 therefore represents the minimal list of agreed assumptions required to 
discuss sustainable groundwater resource management. A simple hypothetical model is too simple if it 
does not comply with these assumptions, and must be rejected. The system consists of an aquifer that 
stores water, which can be measured by hydraulic head. Water can be extracted from the aquifer for 
use. The aquifer is recharged. Water is removed by vegetation as long as it is accessible and water is 
discharged from the aquifer, whether as baseflow to a river, or to a spring. The natural water budget is 
balanced or positive, such that recharge is equal to or greater than discharge and long-term volume of 
water stored is steady or rising. This last assumption is necessary to talk about sustainable use. If 
natural discharge exceeded recharge, the volume of water stored would be naturally depleted over 
time, even without extraction. In the context of an aquifer yield continuum (Pierce et al., 2013), this 
means that we are only considering long term yields lower than safe yield, and not allowing any 
mining of groundwater outside an initial transition period. A similar model-supported learning 
approach could however be developed for that context. 
Table 4 Worksheet list of agreed assumptions 
Initial minimal list 
 An aquifer stores water, which can be measured by the hydraulic head 
 Water can be extracted from the aquifer for use 
 The aquifer is recharged 
 Water is removed by vegetation as long as the water table is accessible 
 Water is discharged, e.g. to a river, lake, spring or estuary 
 In natural conditions, with no extraction, the long-term water budget is initially balanced or 
positive. Recharge>=discharge. 
Added in first iteration 
 Discharge is head-dependent, so the water budget can be re-balanced when water is 
extracted 
Added in second iteration 
 Impacts are not seen everywhere instantly, flow needs to be represented 
 No particular spatial distribution of pumping should be assumed 
 Local water supply is physically limited by the flow patterns allowed by aquifer properties and 
geometry 
 Complete capture of discharge may not be practically feasible due to the pumping 
configurations required 
10.5.3 Step 3. Identify model scenarios for each pre-determined 
answer 
In proposing a management plan, we naturally expect it to succeed, and (perhaps sub-
consciously) have in mind a model scenario of how it will work. In this exercise, we want to make 
that model explicit and challenge it by seeking out a model scenario where the management plan 
would fail. Contrasting the models that result in success and failure helps understand why a 
management plan may fail, leading to either proposal of a new management plan, adding new agreed 
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assumptions that results in rejection of one of the models, or changing the definition of success so that 
the failure becomes acceptable. 
As summarised in the first three rows of Table 5, Step 1 identified the general question 
stakeholders want modelling to answer, along with a more precise formulation, giving a first 
definition of the terms “desired future conditions” and “management plan”. Step 2 agreed on 
assumptions that any model scenario created needs to satisfy (Table 4). In Step 3, participants create 
two model scenarios by selecting them from a pre-existing set of simple hypothetical model scenarios 
and modifying assumptions about inputs and parameter values. They ignore model scenarios that do 
not satisfy the agreed assumptions. The prepared model scenarios might be ordered by complexity so 
that the simplest models are considered first. The two model scenarios respond to the question to be 
answered, describing situations where, yes or no, desired future conditions will or will not be 
achieved. They are described here in conceptual terms, but are intended to be able to be run for 
participants to observe their results as well as their structure. 
As a first iteration, the desired future conditions, management plan and agreed assumptions are 
fairly basic, translating to “Will drawdown be acceptable if pumping is limited to a ‘safe yield’?”. As 
shown in Table 5, participants discover a “No” model that if recharge and discharge are constant, and 
are not affected by pumping, no yield is sustainable, and drawdown will not be acceptable, but in a 
“Yes” model where discharge is head-dependent, an acceptable drawdown may be reached. 
Table 5 Worksheet to answer closed question - first iteration 
Will desired future conditions be achieved with this management plan? 
Desired future conditions are achieved if  The management plan consists of: 
Drawdown is acceptable  Pumping is limited to a “safe yield”  
In order to test the plan, we try to identify one model scenario where the plan will succeed and one 
where the plan will fail. If any information is not provided with a model, make assumptions that favour 
each side in turn. 
Yes, desired future conditions are achieved  
if the model scenario consists of: 
No, desired future conditions are not achieved if 
the model scenario consists of: 
- Discharge is head-dependent  - Recharge and discharge not affected by 
pumping – no yield is safe or sustainable  
The “No” model shows that the water budget cannot be re-balanced if recharge and discharge are 
not affected by pumping. Any pumping would lead to excessive drawdown. Figure 2a-c shows a 
system dynamics diagram and plot of hydraulic head over time in natural conditions without pumping. 
With recharge equal to discharge, the water budget is initially balanced. When pumping begins in 
Figure 2d-f, recharge and discharge have not changed, and so more water is being removed than is 
being added, and hydraulic head will decrease, leading to unacceptable drawdown. 
In contrast, the “Yes” model shows that excessive drawdown will be avoided if discharge is 
head-dependent. As shown in the systems dynamics diagram in Figure 3, increasing pumping 
decreases hydraulic head. Discharge decreases as a result, which stabilises hydraulic head. A new 
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steady state is reached, where drawdown may be acceptable. Discharge has however also decreased, 
as shown by the plots in Figure 3. 
 
Figure 2 Single cell model dynamics with recharge and discharge not affected by 
pumping in natural state (a,b,c) and with pumping (d,e,f). 
Figure elements show conceptual diagram flows (a,d), influence diagram (b,e) and 
graph of change in head over time (c,f) (Legend: solid line denotes a physical flow, 
dashed line in plot shows acceptable head threshold) 
 
Figure 3 Single cell model dynamics with discharge dependent on head 
Showing stabilisation of head after pumping starts by decrease in discharge and head 
in single-cell model. a) influence diagram, b) change in head over time, c) change in 
flow over time  (Legend: solid line denotes a physical flow, broken arrow denotes 
information flow, B denotes a balancing loop, dashed line in plot shows acceptable 
head threshold)  
10.5.4 Step 4 Are the models really plausible? 
Models are typically presented as being the best available approximation of reality, allowing 
users to address questions of the type “What if we chose this management plan….?”. The models in 
step 3 obviously do not fall into this category. Instead they answer “What if we chose this 
management plan AND reality behaved like this model…”. The intention is for the participant to not 
take a model for granted but to deliberately learn about the model scenario that the management plan 
depends on to succeed, and to evaluate whether that model scenario is indeed plausible. 
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The distinction between the models in Step 3 illustrate the need for the model to include the 
principle of “capture” (Theis, 1940; Bredehoeft, 2002), that water extracted always comes as a result 
of either increased recharge or decreased discharge. The “No” model fails to capture an important 
dynamic that needs to be added to the list of agreed assumptions, namely that discharge is head-
dependent. Baseflow to rivers and discharge to lakes or the ocean depends on groundwater level. If 
hydraulic head drops too low, the river might lose water to the aquifer, and/or seawater intrusion 
might occur. While this first iteration is very simple, it has been noted that many hydrogeologists even 
in the past decade have not appreciated the implications of capture (Seward et al., 2006). This 
principle means that extraction will always have an impact, and that rather than looking to recharge to 
set a limit on pumping, we should be identifying what decreases in discharge and hydraulic head are 
acceptable. These are fundamental insights for management, and one that simple models are better 
suited to convey than complex models, such as fully distributed ones. Note that even these simple 
models can still be customised to fit the local conceptual groundwater model. For example, if recharge 
is known to be strongly dependent on head, this dynamic could also be added. 
10.5.5 Step 5 Does the question capture the stakeholders 
intentions? 
Even in this case where one of the models will be rejected, the models may also show up 
necessary changes to the desired future conditions and management plan. Participants are therefore 
still expected to formally add to the list of agreed assumptions (Table 4) and fill out a new worksheet. 
The resulting changes are shown in italics in Table 6. 
Desired future conditions are likely to be incomplete, as stakeholders may not yet have expressed 
their preferences perhaps because an impact has not yet been discussed, or because they had not yet 
realised the implications. The “No” model only avoids unacceptable impacts if no pumping occurs, 
which fails to satisfy a groundwater user’s demand for water. The “Yes” model shows that some 
decrease in discharge and hydraulic head is almost certain. Environmental groups may be concerned, 
but also downstream irrigators, recreational users, people with shallow wells and users of springs.  
As a result of “capture”, the notion of sustainable yield in the management plan also needs 
updating. When balancing a water budget, we cannot treat it like a bank account with a fixed salary 
and fixed fees. Instead, our fees depend on our bank balance, like interest on a credit card, and those 
fees must be met. Sustainable yield must be calculated not from natural conditions, but from 
anticipated recharge and discharge after pumping changes (Bredehoeft, 2002), which incidentally 
shows that groundwater modelling is indispensable. While this point is recognised in the groundwater 
literature, it is still common for policy to define sustainable yields in absence of information as a 
simple percentage of recharge, based for example on perceived environmental and socio-economic 
risk (e.g. NSW Office of Water, 2011), without explicitly evaluating the impact on discharge. 
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These points are low-hanging fruit, but by describing in detail how a groundwater management 
plan operates, every model presents an opportunity to discuss how participants fit in. While there are 
therefore specific lessons to be learnt from these models, letting participants identify lessons 
themselves might lead to discussion of other related issues, further relating the basic concepts to their 
experienced reality. Therefore while local characteristics of the aquifer might be appropriately 
simplified, the detail of the management plan should not be. 
10.5.6 2nd iteration, Step 3: Identify model scenarios for each 
predetermined-answer with revised question and criteria 
Table 6 reflects the changes made in Steps 4 and 5. The question becomes “If pumping is limited 
to a developed sustainable yield, will excessive drawdown be avoided, minimum discharge 
maintained and water demand met?”. The model in Figure 2 is now rejected because discharge is 
independent of head. Our new plan is based on the model in Figure 3 which therefore describes a 
“Yes” model where all the new desired future conditions are met. Participants create a new “No” 
model where the plan fails by selecting a two-cell model of the aquifer where pumping is 
concentrated in a single cell. 
Table 6 Worksheet to answer closed question – second iteration 
Will desired future conditions be achieved with this management plan? 
Desired future conditions are achieved if  The management plan consists of: 
Drawdown is acceptable 
Minimum discharge maintained 
Water demand met 
Pumping is limited to a developed 
sustainable yield  
In order to test the plan, we try to identify one model scenario where the plan will succeed and one 
where the plan will fail. If any information is not provided with a model, make assumptions that favour 
each side in turn. 
Yes, desired future conditions are achieved  
if the model scenario consists of: 
No, desired future conditions are not achieved if 
the model scenario consists of: 
- Single cell ‘bucket’ model with head-dependent 
discharge 
- Two cells with distributed pumping  
Additionally assume that pumping is concentrated 
The “Yes” model in Figure 3 considers the aquifer as a single bucket where hydraulic head rises 
and falls instantly everywhere. Results are shown in Table 7 as a water budget. Column a shows the 
symbols for recharge, discharge and well pumping, as well as the equation used to calculate 
discharge. Discharge is a proportion α of the difference between hydraulic head and a reference head, 
e.g. lake or river head. The constant α represents the rate of flow, or transmissivity. The constant h0 is 
the hydraulic head in steady state natural conditions. The reference head has been calculated as h0-R/α 
to balance the water budget in natural conditions (see Appendix 1), as shown in column b. For a given 
discharge D, we can solve for steady state hydraulic head h. 
Column c shows the new developed steady state. An acceptable volume of discharge ∆D has 
been captured, to yield pumping W=∆D. This balances the water budget, such that ∆S=0. A new 
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hydraulic head is reached corresponding to a drawdown of ∆D/α. Column d shows the transition to 
this developed steady state. The drawdown resulted in a once-off change in storage ∆S, calculated by 
multiplying drawdown by a storage coefficient s (accounting for both storativity and area). Maximum 
pumping W is calculated by balancing the budget, which shows that as water is initially drawn from 
storage (Theis, 1940), users are able to pump more water during a transition period (or discharge 
would decrease gradually over time).  
In constructing the “Yes” model without specific required values for drawdown, discharge and 
water demand, we can simply assume that the requirements have been met by ∆h=∆D/α, D=R-∆D and 
W=∆D respectively. However, to be meaningful to participants, we do need to select numerical 
values. An initial estimate of a developed sustainable yield can be assumed to satisfy requirements 
and an existing groundwater model can be used to obtain values for each variable in Table 7. Natural 
and developed steady state water budgets and drawdown can yield requirement thresholds, recharge, 
discharge, total pumping and therefore be used to calculate α, h1 and h0 (see Appendix 1). 
Table 7 Water budget for single cell 
a) governing equations, b) natural steady state, c) new developed steady state, d) 
transition to developed conditions 




c) New developed 
steady state  
d) Transition to developed 
steady state  
Recharge  R  R  R  R  
Discharge  D = α.(h-( h0-R/α)) D=R  D=R-∆D  D=R-∆D  
Pumping  W  W=0  W=∆D  W=∆D*s/α+∆D  





∆S=0 ∆S=0 ∆S=∆D*s/α 
Head h = h0-(R-D)/ α h=h0 h=h0-∆D/α h= h0-∆D/α 
Drawdown ∆h=h0-h ∆h=0 ∆h=∆D/α ∆h= ∆D/α 
 
The “No” model shows that excessive drawdown can occur when flow within the aquifer is 
taken into account. While still satisfying the agreed assumptions, we can conceptualise the aquifer as 
a two-cell system, as in Figure 4. Recharge is uniformly distributed. Discharge only occurs in cell 2, 
for example to a river or lake. Water flows between the cells as a function of the difference in 
hydraulic heads between the cells, according to a flow coefficient k, representing hydraulic 
conductivity, area of the flow front and flow-path distance. We assume that all values are the same as 
in the “Yes” model, such that the drawdown threshold is ∆D/α. The system dynamics of Figure 5 
show that a new steady state is still reached. Pumping is compensated by decrease in discharge and 
change in flow between cells. However, the drawdown reached in a cell in the steady state depends on 
the distribution of pumping across the two cells.  
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Figure 4 Conceptual diagram of two-cell model 
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Figure 5 System dynamics of a two cell model. 
 (Legend: solid line denotes a physical flow, broken arrow denotes information flow, B 
denotes a balancing loop) 
 
Table 8 shows the resulting steady state water budget depending on different pumping 
distributions. Calculations are shown in Appendix 2. The water budget of each cell and the total water 
budget across both cells are balanced in all scenarios. In natural conditions, water that is recharged in 
cell 1 flows to cell 2 before discharging. With all pumping from cell 2, this flow regime does not 
change, and drawdown is the same as in the single cell model. However, with uniformly distributed 
pumping, the drawdown in cell 1 is ∆D/α+∆D/2k, exceeding its limit. If pumping is concentrated in 
cell 1, drawdown is even worse, at ∆D/α+∆D/k. 
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Table 8 Water budgets for each cell according to different pumping distributions. 
a) Natural 




pumping Cell1 Cell2 Total 
+Recharge  R/2 R/2 R +Recharge  R/2 R/2 R 
+Flow  -R/2  R/2  0 +Flow  -(R-∆D)/2 (R-∆D)/2 0 
-Discharge  0 R  R  -Discharge  0 R-∆D  R-∆D 
-Pumping  0  0  0  -Pumping  ∆D/2 ∆D/2 ∆D  
dS  0 0 0 dS  0  0  0 
Drawdown  0  0   Drawdown  
-∆D/ α -
∆D/2k -∆D/ α   
c) Pumping 
only from cell 
1 Cell1 Cell2 Total 
d) Pumping 
only from cell 2 Cell1 Cell2 Total 
+Recharge  R/2 R/2 R +Recharge  R/2 R/2 R 
+Flow  -R/2-∆D  R/2-∆D  0 +Flow  -R/2  R/2  0 
-Discharge  0 R-∆D  R-∆D  -Discharge  0 R-∆D  R-∆D  
-Pumping  ∆D  0  ∆D  -Pumping  0  ∆D  ∆D  
dS  0  0  0 dS  0  0  0 
Drawdown  
-∆D/ α -
∆D/k -∆D/ α   Drawdown  -∆D/ α  -∆D/ α   
 
 
The significance of the drawdown depends on the values of the parameters a and k, representing 
rates of flow to the river and between cells respectively, as illustrated in Table 9. If the flow 
coefficient k is very high, drawdown will be the same in both cells, and we obtain the same result as 
in the “Yes” model regardless of pumping distribution. If the flow coefficients of the aquifer and river 
bed are approximately equal, drawdown can double. If the flow coefficient of the aquifer is much 
lower than the river bed, drawdown can be many times higher than the acceptable threshold satisfied 
in the “Yes” model. 
Table 9 Drawdown as percentage of drawdown achieved in the single cell model 
 Pumping  
from cell 1 
Pumping 
uniformly 
Flow coefficient of aquifer is very high 
K -> ∞ 
100%  100% 
Flow coefficient of aquifer and river bed are approximately equal 
k=a 
200% 150% 
Flow coefficient of aquifer is much lower than of river bed 
k=a/10 
1100% 600% 
10.5.7 2nd iteration, Step 4 Does this really match scientific 
understanding and everyday experience? 
The distinction between the single cell and two cell models shows the significance of ignoring 
flow within an aquifer, particularly when flow is slow. This is generally understood by 
hydrogeologists but often misunderstood by the public, with visions of underground lakes or rivers. 
Hydro-economic models have also commonly ignored flow. Gisser & Sanchez (1980) argue with a 
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single cell model that a free market results in near optimal results for aquifers with large storage 
capacity. However, Brozovic et al. (2010) find a significant difference in the pumping externality 
resulting from the impact of pumping on hydraulic head of other wells, depending on whether a single 
cell model or spatially explicit dynamic flow equations are used. The difference is most significant for 
aquifers with large areas. Slow flow within the aquifer must therefore be included, as it is necessary in 
economic terms to justify resource management rather than just a free market, particularly for large 
aquifers. 
The “Yes” and “No” models might also be challenged for yielding inaccurate predictions, 
concentrating pumping more than commonly occurs, and resulting in infeasible drawdown. 
Predictions of discharge and hydraulic head obviously depend on the representation of the relationship 
between the two, as well as the recharge used as input. They will most likely differ from those 
obtained using a distributed groundwater model and fail to match piezometric observations. 
According to typical evaluation criteria, these models would be rejected. However, in this learning 
context, the model is only rejected if it leads to a wrong conclusion. The conclusion at this stage is 
that flow needs to be accounted for in management, with which a more accurate model would 
definitely not disagree. However, in terms of determining whether a given management plan will 
succeed, discharge and head do need to be able to be compared with required thresholds, which 
crucially depends on accurate representation of the aquifer and changes in recharge over time. This is 
addressed by pretending that current assumptions hold true, and delaying these issues to be addressed 
later. It is a fundamental principle of this approach that not all issues need to be addressed 
simultaneously. Rather than using a model that does everything correctly, a model is already useful if 
it correctly identifies a single cause of policy failure. These simple models may be rejected in further 
iterations, but the lessons they have offered will likely be retained. 
Pumping is concentrated more than realistically occurs as an exploratory exercise (Bryant and 
Lempert, 2010) in order to identify vulnerabilities of proposed policies. These scenarios show that if 
such concentration occurred, desired future conditions would not be met. While given spatial pumping 
distributions could be assumed, these vulnerabilities beg the question of whether it is worth taking the 
risk, given that the future may bring dramatic surprises and that impacts might be avoided if policy 
helps regulate the distribution of pumping. As a simple example, mine dewatering deliberately 
concentrates pumping in order to reduce the water table, and shale and coal seam gas operations 
deliberately depressurise an aquifer to release trapped gas. While groundwater management may 
usually be focussed on irrigation or consumptive use, managers will better know how to cope with 
surprise changes if they have been previously discussed. Discussion might reveal that likelihood of a 
scenario occurring is so unlikely that it is preferable to take a risk, but this should be an informed and 
explicit decision, and managers should be aware of the potential need for a contingency plan. 
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The concentration of pumping can however also result in physically unrealistic steady state 
drawdown, exceeding limits where the aquifer goes dry or requiring that a water table exceeds the 
land surface. The implication is that for the given discharge threshold, and flow coefficients a and k, 
there is a physical limit to water supply due to flow. It is physically impossible to extract water at the 
required rate with a given pumping configuration, such that local water demand may not be able to be 
met, particularly as the volume of water required increases. Conversely, it might not be physically 
possible to implement the pumping configurations required to meet water demand, such as due to 
problems of access to the aquifer or characteristics of the well. Full capture of discharge may 
therefore not be practically feasible, even if it was permitted.  
As a result of this iteration, participants may therefore add four points to the list of agreed 
assumptions (Table 4): impacts are not seen everywhere instantly, so flow needs to be represented; no 
particular spatial distribution of pumping should be assumed; local water supply is physically limited 
by the flow patterns allowed by aquifer properties and geometry; and complete capture of discharge 
may not be practically feasible due to the pumping configurations required. 
10.5.8 2nd iteration, Step 5 Is this really the right question to 
inform decision making? 
If flow is important, management also needs to consider the spatial distribution of pumping, 
which a policy consisting of a single extraction limit for a whole aquifer does not do. Reconsidering 
the bank account metaphor, we actually have two accounts, with salary paid into one, fees coming out 
from another, and a regular payment between them over which we have no direct control. We might 
still be able to withdraw the same amount, but if we are not careful where we withdraw it from, one of 
the bank accounts may well go into overdraft. This is of particular importance for ensuring water 
levels and flows are maintained in the management of groundwater dependent ecosystems. A number 
of policy options are in active use in Australia (see e.g. Table 9.2 p38, Parsons et al., 2011). Water 
allocation limits are defined for sub-areas within a larger management area. Increasing allocations by 
trading water rights is not permitted near sensitive areas. New bores are not permitted within ‘set-
back’ distances of ecosystems of high ecological value. Trigger groundwater levels are set at which 
pumping must cease. Conditions are placed on water licenses that the water extraction must not 
decrease pressure near springs. Water is reinjected to restore pressure heads. Water is pumped from 
bores in different locations on rotation. None of these actively used options is evidently the best to 
address problems associated with the spatial distribution of pumping, and they are often used in 
combination. The implementation of each of these rules has different implications for stakeholders 
and for their effectiveness. The aim is for participants to start thinking creatively about how a policy 
can be added to, or modified, so that it overcomes this challenge. While some of these rules might be 
tested against these same models, often new model scenarios will bring further insights. 
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Determining requirements for drawdown, discharge and water demand also became an issue in 
this iteration. The importance of flow indicates that their spatial variation needs to be specified, and as 
shown by the single cell and two cell models, values of drawdown and discharge are particularly hard 
to interpret at the high level of aggregation of whole or part aquifers. Given that these variables are 
crucial to evaluating the success of a plan, these “desired future conditions” obviously need to be able 
to be defined in a meaningful way, in terms of individuals’ everyday concerns. Avoiding wells going 
dry provides easy constraints on drawdown, but determining limits related to subsidence or 
phreatophytic vegetation may be more difficult. Discharge to rivers and springs might be quantifiable, 
which might lead to limits determined by surface water rights or required spring yields, but 
determining environmental flows, setting limits on underwater coastal discharge, or determining 
required discharges to separately regulated (parts of) aquifers may be more difficult. These cases 
suggest the importance of defining “desired future conditions” within a systems perspective, where 
limits can instead be set on spatially and temporally explicit measures of financial cost, geophysical 
change, ecosystem production or aggregate water budgets, and related back to the fundamental aquifer 
measures by integrated modelling of the system. This is best addressed separately, with these models 
limiting themselves to identifying what limits need to be set. 
10.5.9 Using models of increased complexity 
Only the first two steps of an iterative process have been described. It is intended to continue, as 
the management plan and desired future conditions gain sophistication (Table 10) in order to 
overcome the challenge presented by the two-cell model. The process continues using other prepared 
models that satisfy the lengthening list of agreed assumptions in Table 4. In principle, once a 
management plan succeeds in all prepared models, additional models might be created, which might 
be added to the set of prepared models for use in other case studies. 
Table 11 lists a possible set of models that might be used to challenge a given policy, continuing 
from those presented above. In each row of the table, a different form of management plan achieves 
the desired future conditions in one model scenario, but fails in another. Each plan can be justified in 
some circumstances. The aim is not to judge a plan as good or bad, but to identify its limitations. The 
“No” models form a list of conditions which a management plan potentially needs to address. Each is 
as simple as the above examples, but results in a test that many groundwater management plans may 
fail to reliably address. 
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Table 10 Worksheet to answer closed question – next iteration 
Will desired future conditions be achieved with this management plan? 
Desired future conditions are achieved if  The management plan consists of: 
Drawdown is acceptable at all locations 
Minimum discharge maintained at all locations 
Water demand met, wherever they are 
Pumping is limited to a developed 
sustainable yield 
Plan addresses spatial distribution of pumping by 
…. 
In order to test the plan, we try to identify one model scenario where the plan will succeed and one 
where the plan will fail. If any information is not provided with a model, make assumptions that favour 
each side in turn. 
Yes, desired future conditions are achieved  
if the model scenario consists of: 
No, desired future conditions are not achieved if 
the model scenario consists of: 
(A model that justifies why the plan would work) (A model that fails because of a limitation of the 
plan, missed desire future condition, or missing 
agreed assumption) 
Table 11 Example models to stress-test a policy 
Policy to be tested Yes No 
Extraction limit constant in 
time 
Constant long-term recharge 
and pumping, which provide 




Perfect knowledge of time-
varying recharge 
Uncertain information about 
recharge 
Time-varying extraction 
limit with rules to react to 
local over-extraction 
Uncertain information about 
recharge 
Pumping demand dependent on 
rainfall, such that demand is not met 
Extraction limit constant in 
time with rules to control 
local over-extraction 
Stationary variation in recharge, 
e.g. climate variability 
Non-stationarity, e.g. climate 
change 
Policy that accepts 
temporary drawdown, 
expecting recovery 
Cyclical recharge patterns, such 
as due to El Nino and La Nina 
Once a threshold is reached, 
system behaviour changes 
substantially, or irreversible losses 
occur 
Policy with regular 
scheduled revisions 
Smooth changes in climate that 
can be dealt with as they occur 
Sudden external shocks without 
warning 
Policy that results in large 
head gradients 
Water is of uniform quality, and 
increasing flow helps meet 
demand where it is needed 
Solute transport in addition to 
groundwater flow 
 
The models discussed deal only with theoretical systemic structure. Once a policy is designed 
that adequately copes with a case study’s systemic structure, it also needs to address the 
heterogeneous characteristics of the case study. The same process can in principle be followed. 
Participants agree to assumptions about how the model will have to fit observations as well as 
expectations of local variation in future behaviour. A distributed groundwater model can be identified 
that seeks to show the policy succeeds, and another with different assumptions that shows the policy 
fails. These model scenarios could for instance be identified by optimisation methods, as presented by 
Moore et al (2010). 
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However, if stakeholders are to be able to evaluate the resulting scenarios and the predictive 
models that produced them, they must first understand the basics. While the examples in this paper 
may be trivial to a hydrogeologist, they form the necessary foundation on which to build. The 
difference relative to an introductory groundwater course is an emphasis on learning how to use 
models to evaluate a management plan. The selection of scenarios to run in a model, analysis of 
results and evaluation of the model itself are not simple tasks, and as they require creativity, are better 
learnt from experience rather than being taught. The approach described in this paper therefore 
provides a single process that links learning about the basics of groundwater to using models to 
improve groundwater management. It is akin to providing a tin whistle on which to play simple tunes 
as a first step to becoming a maestro conducting an entire symphony. 
10.5.10 Potential use of the method 
While preliminary work has begun to apply this process in a workshop setting, it has admittedly 
not yet been applied in practice. The Iterative Closed Question Modelling methodology requires that 
models be used in some way, and that agreed assumptions and a closed question be made explicit, but 
their exact form depends on the participants and context of the application. A possible approach might 
form small groups where participants are allocated roles to play, where they are responsible for setting 
policy e.g. as a regulator, determining pumping within that policy, e.g. as an irrigator, or evaluating 
policy as an interested citizen. The small group would allow greater participation than a larger group 
while retaining the benefits of learning from other participants. Their discussion might allow multiple 
issues to be addressed simultaneously without running all model scenarios. Basic lessons of 
groundwater dynamics would be quickly learnt, forming an easy introduction to the more complex 
situations of temporally and spatially varying policy dealing with multiple sources of water. While 
this paper argues that the basic principles of the approach are useful, its impact will depend on its 
implementation. Use of these models can therefore benefit from literature on cooperative modelling 
(e.g. Tidwell and Van Den Brink, 2008), and problem-based learning (e.g. Barron et al., 1998). 
To be successful, the approach presented in this paper needs to adequately address certain 
requirements identified in the literature review. These are summarised in Table 12, along with a 
description of how each requirement is achieved and an assessment of the strengths, weaknesses, 
opportunities and threats associated with how each requirement is achieved. Most weaknesses and 
threats are expected to be dealt with in implementation, often benefiting from the opportunities 
identified. However, case-specific circumstances may mean that weaknesses and threats cannot be 




Table 12 Requirements and their implementation for use of models for learning, challenging ideas and hypothetical discussion points 





Do not require model 
user to consider model as 
full and complete 
representation of reality 
Models are used such that 1) always more 
than one representation, 2) could be 
rejected any time even if previously 
accepted, 3) change is expected through 
iteration 
S: Simple and effective. Less effort than representing uncertainty through a full 
ensemble. 
W: Dealing with multiple models adds complexity 
O: Allows extension to more complex models 
T: Users may have difficulty switching between models, e.g. because switching 
models may take time 
Assist systematic 
reasoning about dynamic 
complexity 
Express dynamics in predictive system 
dynamics modelling, replacing mental 
simulation  
S: Standard solution from literature 
W: Depends on facilitator’s skills to link the models’ dynamics to the system of 
interest 
O: May be able to couple with other modelling methods, e.g. agent-based 
T: System dynamics may not be able to represent all necessary behaviour 
Account for unresolved 
issues by reasoning from 
assumptions 
Participants make assumptions about what 
is plausible, and describe situations with 
different outcomes, in the form of models 
with different answers capturing different 
assumptions.  
S: Models are well established representations of assumptions, providing an 
analytical basis for handling subjectivity, and acknowledging non-quantitative 
uncertainty 
W: Depends on user’s ability to use model, and facilitator’s skills to walk them 
through the exercise 
O: Models can be described as causal narratives to further minimise technical 
knowledge required  







Reveal objectives and 
assumptions towards 
building a shared 
understanding 
Participants start the process by discussing 
and agreeing on assumptions used to judge  
Unlike expert-centred approaches where 
experts provide final results, the 
incremental complexity of models helps the 
group to co-learn about the system towards 
a shared view 
 
S1: Model captures operation of management plan allowing explicit discussion of 
related issues 
S2: Encourages participants to identify and express their requirements, and find a 
way for all participants’ desired future conditions to be achieved. 
W: simplicity of models limits the type of objectives that can be discussed 
O: Integrating with other exercises, e.g. negotiation simulation, role-play 
T1:  Risk of group thinking  
T2:  Social relationships may affect the direction of the discussions. 
T3: expression of system may be too abstract without facilitator explanations 
T4: Model users already have well-developed views that are not challenged by the 
model, such that models are regarded as ‘trivial’ 
Help differentiate areas of 
agreement, conflict and 
ambiguity 
Iteration of divergent phases of seeking 
conflicting models and convergent phases 
identifying agreed assumptions focuses 
attention on key uncertainties and 
ambiguities 
S1: Agreed points listed in a simple summary 
S2: Starting with basics, not taking anything for granted.  
S3: Provides an analytical basis for multiple views and differences, where clashes 
of views only need to be resolved if they have different implications for 
management.  
W1: Depends on ability of participants to recognise differences.  
W2: Participants may not be able to agree to disagree. 
O1: Encourages the improvement of participant’s ability to diagnose causes of 
differences.  
O2: May be able to resolve differences by considering contested assumptions one-
at-a-time, emphasising assumption-based reasoning 
T:  May reignite conflict on pre-existing disagreements 
  
 
MODELS TO CONFRONT PRE-CONCEPTIONS 
Probe beyond “normal” 
conditions 
Trying to find cases of model failure 
encourages extreme model scenario 
assumptions 
S: Pre-defined set of models allows the modeller’s input ahead of time 
W: Other assumptions depend on ability of participants to identify them 
O: Possibility to provide additional modeller’s input by further work e.g. scenario 
discovery  
T: Unpredictability of the user response to the pre-defined set of models 
Structure critique of 
knowledge, power and 
motivation 
Difference between models is examined by 
questioning agreed assumptions 
(knowledge), desired future conditions 
(motivation) and planned management 
intervention (power) 
S: Provides simple structure based on observed differences 
W: Depends on user’s ability to relate model characteristics to their knowledge and 
experience 
O: Facilitators can provide additional supporting materials or lessons 
T: Participants’ critique may be superficial without further prompting 
MODELS FOR LEARNING 
Provide a mismatch 
between system 
behaviour and how the 
system “should” work 
Focus discussion on model scenarios 
where management plan based on 
expectation fails 
S: Known causes of failure are easily captured 
W: Other causes of failure may not appear or may be difficult to identify 
O: Can be used to prompt discussion of adaptive management to delay coping 
with failure 
T: Rather than addressing failure, participants’ may simply treat the situation as 
out-of-scope of the plan 
Relate changes to a 
familiar reference 
baseline 
Model where policy doesn’t work is 
compared to model where policy works 
S: Links to the “existing world” before making challenging changes, incrementally 
shifting that “existing world”  
W: Depends on ability to understand difference between models 
O: Potential to draw on examples from other locations 
T: Many incremental changes may be required to achieve significant change 
Participants can 
understand models and 
can check veracity of 
views 
Models are simple enough to understand 
Models are shown with prediction results 
Models are presented with explicit 
explanations of their assumptions and 
simplifications. When an assumption is 
added, participants know why/how it affects 
the system behaviour 
S: Makes science more accessible 
W: Some science may be difficult to make accessible 
O: Potential to cover a broad range of scientific issues in simple ways, rather than 
single issues in great depth 
T: As policy complexity increases, participants may demand models that are too 
complex to easily explain. 
 




This paper has proposed and illustrated an approach to learning about sustainable 
groundwater resource management through a structured process that challenges pre-conceptions 
using simple hypothetical models of groundwater system dynamics. The focus of the paper is on 
theoretical justification, including a SWOT analysis of the use of this approach for achieving 
requirements of model-based learning. The Iterative Closed Question Modelling methodology 
provides a structure within which simple models have a clear role as “straw man” proposals that 
capture a justifiable view of the system, but are expected to need improvement in some way. A 
sequence of such models builds understanding of policy and its robustness to conditions that 
had not been previously examined. Beginning with the basics, this approach to stress-testing of 
groundwater resource management understanding can help improve the capacity of stakeholders 
to engage with policy in more depth. This packages insights in an efficient way to understand 
how plans will operate in reality, laying foundations for stakeholders to go on to addressing 
local heterogeneity, improve the quality of debate about goals and policies, and hence develop 
more effective arrangements to achieve management outcomes. 
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10.7 Appendix 1 Mass balance equations for head-
dependent single cell model 
These equations are used to determine the water budget in Table 7. An initial head h0 is 
increased by recharge R and decreased by discharge D and pumping from wells W. Volumes are 
converted to hydraulic head using a storage coefficient s. Discharge D is proportional to the 
difference of the hydraulic head h and a reference head h1, e.g. lake water level. 
h = h0+(R-D-W)/s Eqn. A1.1 
D = α.(h-h1) Eqn. A1.2 
For the water budget to be balanced in natural conditions, we solve for the reference head 
h1, setting R+D=0 for recharge and discharge to be balanced, W=0 for no pumping and h=h0 
for hydraulic head be at equilibrium. The reference head h1 is lower than initial aquifer head h0 
in order for discharge to occur. 
h1 = h0-R/ α Eqn. A1.3 
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By substituting Eqn. A1.3 into Eqn. A1.2 and solving for h, we obtain an expression for 
developed steady state hydraulic head h for a given developed discharge D.  
D = α.(h-( h0-R/α)) Eqn. A1.4 
h = h0-(R-D)/ α Eqn. A1.5 
A value for α can be calculated by solving Eqn A1.6 given values for change in average 
discharge and average drawdown between natural and developed conditions. DN - DD might be 
calculated either as natural discharge - developed discharge, natural recharge – developed 
discharge or simply as long term average pumping (assuming that in the long term, all pumping 
water is sourced from reduced discharge). The units of α will depend on the units of D and h 
used. 
DN - DD= α.(hN-h1) - α.(hD-h1) = α.(hN-hD) Eqn A1.6 
The reference head h1 and initial head h0 can then be calculated from Eqn. A1.2 and Eqn. 
A1.3 using α, a known average discharge D, average head h and natural recharge or discharge 
R. 
h1 = h - D/ α Eqn. A1.7 
h0 = h - D/ α + R/ α Eqn. A1.8 
10.8 Appendix 2 Mass balance equations for two-cell 
steady state solution 
Developed steady state hydraulic heads of a two-cell model are determined using algebraic 
mass balance equations, each identical to Appendix 1 but for an additional flow term between 
the cells. 
h1=h0,1+(R1-D1-W1+k*(h2 -h1))/S Eqn. A2.1 
h2=h0,2+(R2-D2-W2-k*(h2 -h1))/S  Eqn. A2.2 
D2 = α.(h2-h2,1) Eqn. A2.3 
In developed steady state conditions, we will have: h1=h0,1 and h2=h0,2. We distribute 
recharge evenly R1=R/2, R2=R/2 and specify the discharge to occur in each cell D1=0,D2=R- 
ΔD. By construction, the head in cell 2 will be the same as in Appendix 1 allowing the 
calculation of drawdown:  
h0,2-h2 = ΔD/ α  Eqn. A2.4 
We can solve Eqn. A2.1, A2.2, A2.3 to find the relationship between h1 and h2 for natural 
conditions and with pumping values W1, W2= ΔD - W1. 
h0,1=R/(2.k)+h0,2  Eqn. A2.5 
h1= R/(2.k) +h2-W1 /k  Eqn. A2.6 
Solving Eqns. A2.4,2.5 and 2.6 we can find an expression for drawdown h0,1-h1. 
h0,1-h1=W1/k + ΔD/a 
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Chapter 11: Synthesis and Conclusion 
This PhD research on uncertainty began as an academic endeavour aimed at filling a gap in 
the use of models to support decisions on wicked problems. It produced and applied an 
uncertainty management framework and an Iterative Closed Question Modelling (ICQM) 
methodology to guide the management of uncertainty. The iterative phases of the research 
approach involved a significant number of presentations, workshops, informal discussions, and 
occasional arguments. Through these interactions, I was convinced that uncertainty is not just a 
problem that affects modelling; it is a problem that affects modellers individually, with 
profound implications, down to the existential question of whether modellers should model.  
As a side-effect of the research approach, this observation is unfortunately only supported 
by anecdotal evidence, often candid impromptu comments best treated as being off the record. 
They nevertheless help give a feeling for the significance of uncertainty as a personal and 
professional problem. It is a recognised problem for models to be left on the shelf (McIntosh et 
al., 2011) because they are not trusted. I have however seen the creator of such a model boast in 
public that it had successfully addressed uncertainty, and the user of that model use its failings 
to justify cherry-picking results that supported their aims before discarding it. Other modellers 
have argued to me that we should not be modelling certain processes because they had seen the 
resulting models used to marginalise dissenting views and avoid debate on fundamental issues. I 
have been told of cases where model users were given results from thousands of model runs and 
left to make sense of this “uncertainty” themselves. Modellers have approached me at a 
complete loss at how to even start addressing uncertainty, searching for someone to simply tell 
them what to do. I have talked with modellers who have tried to apply an existing uncertainty 
analysis method and were frustrated by the complexity of the technique or their inability to 
satisfy the required assumptions. I have been told that if uncertainty were addressed in their 
model, it would be clear that in fact the model could say nothing at all. All of these examples 
were by competent modellers who were trying to do the right thing according to their 
understanding of ‘best practices’. At the same time, they do have an awareness of their 
limitations, as perhaps two thirds of modellers I have asked (perhaps 50 or so) are dissatisfied 
with how uncertainty is currently treated in their work. Of the remaining third, it is difficult to 
judge whether they are justified in being satisfied. For instance, I have been told that uncertainty 
as an issue seems to disappear when model users are directly involved in modelling, but perhaps 
uncertainty is merely suppressed, marginalising dissenting views, as has also been seen.  
Uncertainty appears throughout modellers’ daily activities, affecting how they create 
models, use models, report on models, how they see the purpose of their modelling, and how 
satisfied they are with their work. The framework and methodology presented in this thesis 
hopefully support modellers in becoming critically confident in how they manage uncertainty 
throughout these activities. Modelling needs modellers that are confident in their craft, but as 
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these examples show, modelling needs to be approached with intellectual humility, with a 
critical awareness of the limits of ability of the modeller and modelling more generally.  
In this critical spirit, this conclusion chapter is intended to check the fabric of this thesis for 
loose threads that might yet unravel. As a synthesis, it heavily references other chapters, and 
assumes that the reader has at least read Chapter 1, Chapter 2 and Chapter 7, introducing the 
research approach, the framework and methodology respectively. This chapter begins in Section 
11.1 by reflecting on the framework and methodology on the basis of papers in this thesis. The 
methodology is used to assess the conditions in which the ICQM methodology will and will not 
succeed. In Section 11.2 and 11.3, it summarises the contributions of the thesis to management 
of uncertainty and the problem of sustainable aquifer yield respectively. In Section 11.4 it 
reflects on the research approach that generated these contributions. In Section 11.5 it describes 
future prospects in light of the preceding reflections. 
11.1 Reflection on framework and methodology 
Each chapter in this thesis presented analyses of the uncertainty management framework, 
ICQM methodology or related concepts. The introduction has already summarised key results 
from each chapter. The methodology was developed because of perceived difficulties with the 
framework. The framework did help to understand the treatment of uncertainty in a number of 
case studies, and draw attention to aspects of uncertainty that had been overlooked. Its main 
disadvantage was the need to exhaustively identify the sources of uncertainty in a modelling 
process and how a set of uncertainty management actions were treated for each. While such 
documentation is generally considered useful by other modellers and in the model quality 
assurance literature (see Chapter 6), it corresponds to an additional demand on modeller’s time 
and skills, on top of the changes in modelling practice the treatment of uncertainty would be 
expected to prompt. For this reason, the remainder of this discussion will focus on the 
methodology. 
The case studies and feedback on presentations seem to support the observation that the 
ICQM methodology provides a generally applicable, overarching structure to guide analysis. It 
does not require sources of uncertainty to be explicitly identified, as they are treated iteratively 
when they appear most relevant to the analysis. While the framework aimed to create an 
authoritative list to analyse, ICQM progressively adds to a list that is in principle always 
considered incomplete. The process of identifying sources of uncertainty is therefore spread 
over time, and can in fact be supported by producing interim results. In ICQM, these interim 
results are model scenarios, with which modellers are familiar. The change in behaviour asked 
of modellers is therefore less onerous. Following ICQM involves, firstly, making the purpose of 
modelling and rules for assessing models more explicit, both of which should already be 
(perhaps implicitly) known by modellers (Jakeman et al., 2006; Bennett et al., 2013). Secondly, 
ICQM requires the modeller to report on multiple model scenarios and to retain the flexibility to 
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generate more. This corresponds to an extension of the existing practice of experimenting with 
multiple model scenarios and hypotheses, requiring their use with model users rather than 
confining them to a hidden ‘model development’ phase. Addressing uncertainty unavoidably 
requires more work than avoiding the issue, but ICQM minimises this imposition. 
In principle while ICQM requires a substantial change in attitude to how and why model 
scenarios are produced, it need not change the methods used, (though they might need to be 
used more exhaustively than is current practice). The case studies in Chapters 9 and 10 
demonstrate this point with their use of linear programming to identify index-based ecological 
suitability models, and individually-built system dynamics models. These techniques are 
common, even if they are not usually used in this way. In addition, Chapter 7 shows that 
existing uncertainty analysis techniques, including those using scenarios and statistics, can be 
used within ICQM, providing a possible transition to the attitude and concepts described in 
Chapter 8.  
This assessment favours ICQM over the preceding framework, and Chapters 7 to 10 
respectively concluded that it provides a theoretically sound uncertainty analysis framework, 
makes use of established principles that help manage uncertainty, can result in efficiency gains 
for problems usually treated with other techniques, and can help convert an uncertainty problem 
to a more appropriate form, for example to a model-based learning process. These chapters do 
raise certain weaknesses or threats for ICQM, as listed below. However, it can be seen that these 
issues may only appear in some contexts, and that others can be remedied in how ICQM is 
implemented. In the next section these weaknesses or threats will therefore be re-interpreted as 
pre-conditions or requirements for success. They are accordingly numbered to allow cross-
reference. 
 R1. Lack of detailed guidance. ICQM does not provide detailed guidance, such that it 
relies on modellers to make their suitable choices of methods within the high level 
guidance. Modellers might therefore prefer to use ICQM only as transition to other 
existing approaches. This is accepted as the cost of generality (see Chapter 7) in that it 
is required to allow transferability of the method across a broad range of cases. 
 R2. Flexibility-driven method selection bias. ICQM encourages flexibility in 
changing closed questions and agreed assumptions, but this may be limited by the 
techniques used in practice, such that the modeller may avoid more complex methods 
even when they are more appropriate (see Chapter 7) 
 R3. Premature closure of uncertainty analysis. Any uncertainty analysis is 
fundamentally open-ended due to the potential for surprise (e.g. Chapter 9). ICQM 
deliberately treats it that way, which conflicts with a modeller and user (and human) 
need for closure. Closure needs to be provided by stopping uncertainty analysis on 
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practical grounds, which raises the risk that the analysis is terminated prematurely and 
important uncertainties are not considered. 
 R4. Failure of learning in iteration. The success of iteration depends on the modeller 
taking a learning-oriented attitude in order to actually modify steps and to repeat them 
(see Chapter 9). In particular, in ICQM the modeller must have the intention to change 
the closed question and agreed assumptions based on the results of the analysis. 
Otherwise, the analysis may end prematurely as in R3. ICQM provides some protection 
by producing model scenarios that can be critiqued by others, but without a learning-
oriented attitude the modeller may also fail to make these available in a suitable form. 
 R5. Model identification problem. ICQM is faced with the same problem as model 
identification, of needing to identify single model scenarios from the infinite 
combination of model structures, inputs and parameter values. It is non-trivial, and even 
with simplifications and suitable user interfaces, may prove difficult for modellers as 
well as users (see Chapter 9). This might result in model structures, inputs or parameter 
values being overlooked. 
 R6. Confusion of methodological with implementation outcomes. Given that it does 
not provide detailed guidance, ICQM will necessarily form only part of an application, 
which may have multiple aims broader than a ‘simple’ uncertainty analysis (e.g. 
Chapter 10). ICQM may therefore appear to have weaknesses in that context which are 
in fact due to auxiliary aims or problems in implementation. This makes it difficult to 
use observed outcomes to evaluate ICQM as a separate entity. For example in Chapter 
10, ICQM requires users to use multiple models, which is a weakness from the point of 
view of learning about groundwater management, but is inevitable in the context of 
uncertainty. 
  R7. Difficulty interpreting model scenarios. ICQM assumes that model scenarios, 
the process generating them and the differences between them can prompt learning 
about the closed question and agreed assumptions to progress the analysis. This may for 
example fail to occur if the modeller or user does not understand the model scenarios 
(e.g. in Chapter 10). 
11.1.1 Applying ICQM to itself 
The case studies in this thesis aimed to demonstrate that ICQM does work, so they are 
likely to have missed other pre-conditions for ICQM to succeed. To counter this bias, we 
continue the research approach by engaging in an additional ‘reflection’ phase. The remainder 
of this section applies ICQM to itself.  We pose the closed question: “If I follow ICQM, will I 
have managed uncertainty in my predictions?”  We seek to identify, as a thought experiment, 
situations where ICQM succeeds and fails to manage uncertainty in supporting decisions on 
wicked problems.  
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Starting with the obvious, ICQM cannot be used if there is no prediction to be made and 
therefore no question to be asked (added as R8). Conversely, if other problem structuring 
methods are used to identify an initial question, ICQM can then be used. Every requirement can 
be interpreted in this way as a determining factor of success and failure of ICQM. For the 
purposes of this analysis we will provisionally assume that, as with requirement R8, 
implementation will be able to address each of the requirements. Already identified causes of 
failure are put to one side, such that attention is concentrated on conditions where they are 
satisfied. In this way, we can add the seven previously identified weaknesses as requirements to 
the list of agreed assumptions in Table 1. 
Table 1 Agreed assumptions about situations in which ICQM will succeed, 
i.e. requirements for success 
 (R8) A prediction needs to be made, using some form of model, and can be framed as the 
answer to a question 
 (R1) Modeller is able and willing to select methods to define closed question, agreed 
assumptions and identify model scenarios 
 (R2) Modeller selects most appropriate method even if it increases complexity and reduces 
flexibility to make future changes 
 (R3) Analysis is not stopped before all practically important uncertainties are addressed 
 (R4,R6) Modeller intends and is able to learn from results and iterate 
 (R5) Modeller is competent at identifying models of different model structures, inputs and 
parameter values 
 (R7) Modeller and user are able to understand and learn from generated model scenarios 
and generating process, becoming aware of inadequacies in how problems are represented 
within them (R7a) and relating them their mental model (R7b) 
 
 (R9) Appropriate stakeholders are involved 
 (R10) Stakeholders are aware of their mental model and able to articulate it 
 (R11) Stakeholders want to make their problems explicit so they can be addressed  
(e.g. do not keep a hidden agenda) 
 (R12) Stakeholders are willing to make their assumptions explicit for others to see  
(e.g. are willing to be transparent about the reasons for their actions) 
 (R13) Implementation successfully resolves conflict within ICQM iterative process 
 (R14) Stakeholders are aware that other questions, assumptions or processes exist 
 (R15) Stakeholders are willing to consider how their problem fits with others’ 
 (R16) Stakeholders are willing to consider alternate assumptions to their own 
 (R17) Determination of shared boundaries is not dominated by select stakeholders 
 (R18) Modeller’s workflow is sufficiently flexible to incorporate changes 
 (R19) Model scenarios are presented in such a way that stakeholders are willing to evaluate 
whether their concerns are addressed and compare it to their mental model 
 (R20) Model scenarios are presented in such a way that stakeholders are able to articulate 
what aspects of them need to change to satisfy their concerns 
 (R21) Model scenarios are presented in such a way that stakeholders are able to articulate 
how parts of the scenarios violate assumptions in their mental model 
 (R22) Users accept that ICQM process is not repeatable 
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As listed in Table 2, the process identified naturally includes the seven steps of ICQM. In 
addition, there are several decisions that affect multiple parts of ICQM, notably selecting 
methods, involving stakeholders in determining boundaries and interpreting model scenarios. 
Requirements R1-R8 fit within this description of the process, corresponding to most of the 
obvious uncertainties. Note that here we distinguish between two approaches to selecting 
methods, one based on learning from prior use of ICQM (R6), and one based on expertise (R1). 
Other means of selecting methods, such as the creation of best practice guidelines, may bring in 
their own uncertainties.  
Table 2 Steps to apply ICQM, interpreted as sources of uncertainty, and their 
resulting uncertainties.  
Ellipsis "..." is read as "rather than" 
Source of uncertainty Uncertainties 
●  For each step, select some methods … 
others 
●  Modeller chooses appropriate method … 
being biased (R2) 
-Select methods from prior experience with 
ICQM … by other means 
●  Able to learn from previous ICQM … unable 
to learn (R6) 
-Select methods from expertise ... by other 
means 
●  Modeller able to choose methods for given 
purpose … unable (R1) 
●  Involve stakeholders in determining 
boundaries  
●  Stakeholders missed … included (R9) 
●  Stakeholders want to be involved … do not 
want to be involved (R9) 
●  1. Define question that will be answered ... 
will not be answered 
(See Table 3a) 
●  2. Agree on assumptions to evaluate 
whether a model is plausible … are free to 
vary  
(See Table 3b) 
●  3. Identify model scenarios that meet the 
agreed assumptions and support each pre-
determined answer 
●  Able to identify models … unable (R5) 
●  Interpret model scenarios  ●  Able to interpret scenarios … unable (R7) 
- 4. Check whether resulting model is 
plausible… not 
(See Table 4a) 
- 5. Check whether model addresses all 
concerns..does not 
(See Table 4b) 
- 6. Check whether ‘better’ model exists and 
has not been identified 
●  Aware of other model scenarios or means 
of creating them … unaware (R1) 
●  7. Finish with modeller reporting plausible 
answers  
●  All important uncertainties addressed … 
finished prematurely (R3) 
●  Able to learn from iteration … unable (R4) 
 
Explicitly including the involvement of stakeholders adds the uncertainty that relevant 
stakeholders may not be included or may not want to be involved, and the corresponding 
requirement that this be remedied (added as R9). If any given stakeholder is not involved, their 
point of view and knowledge is not included. This may lead to sources of uncertainty not being 
recognised, resulting in surprising outcomes that could have been avoided with the 
stakeholder’s involvement. The term “stakeholder” is used here in its broadest sense of an 
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individual or organisation that has a stake in the issue at hand. It is broader than the term 
“participant” to recognise that even someone not currently participating may be crucial to the 
analysis (R9). The term stakeholder allows us to think of boundaries being defined either by a 
diverse group or by a single modeller. Given that involving stakeholders is crucial, investigating 
how ICQM involves stakeholders might identify additional causes of failure. 
ICQM itself does not prescribe how stakeholders should be involved, but they clearly have 
a role in defining and reflecting on the closed question and agreed assumptions. We can define a 
minimal model of how this occurs (as summarised in Table 3). Stakeholders express individual 
questions and assumptions which must be evaluated by others in order to define questions of 
shared interest and agreed assumptions. Both questions and assumptions can be expressed as 
boundaries (see Chapter 7), so they follow the same process, but in some cases might have 
different implications. We can break this process down further by supposing that expressing a 
boundary requires awareness of that boundary, willingness to express it and ability to do so. In 
order to have an initial question to ask, a problem must be recognised so that the stakeholder 
becomes aware of it (R8). The theories-in-use by stakeholders may not be reflected in the 
theories they espouse (Argyris and Schön, 1974), such that they are unable to define 
assumptions because they are not aware of their mental model (Rouse and Morris, 1986) (added 
as R10). They may not be willing to express the boundary they recognise, perhaps because 
doing so is not in their interests. Stakeholders may prefer to deal with a problem themselves 
(added as R11). For example, some water users prefer to retain existing groundwater 
management arrangements despite having experienced problems because they fear that any 
change might worsen the situation. Exposing assumptions underlying a stakeholder’s daily 
activities makes them vulnerable to criticism, which might also be avoided (added as R12). 
Finally, a stakeholder may not be able to articulate a recognised question and assumption in a 
given context (already added as R8, R10) even if they are willing to do so, perhaps because they 
are not given the opportunity or do not have the skills. Table 3 lists these issues as distinct steps 
involving clear decisions, but they are likely to be unconscious and simultaneous, rather than 
deliberate and sequential. This increases their importance in influencing the outcome of ICQM, 
as even the modeller applying the methodology may be unwittingly affected by these 
uncertainties. 
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Table 3 Steps and their uncertainties in defining shared boundaries, a) closed 
question, b) agreed assumptions 
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Where a single person uses ICQM, it appears that there is no conflict of views (R13). 
However, the remaining issues do not disappear. It is easy to imagine them occurring in the case 
of single modeller in a desktop study. The modeller is less likely to be exposed to the potential 
for other views (R14). They might select simple questions based on superficial understanding 
(R8) as their research interests preclude exploration of the complexity of real-world goals (R15). 
They are likely to be biased towards using knowledge that easily fits within a modelling 
framework (R16), favouring data rather than going out to understand the ‘unreliable’ opinions 
of local residents. Any attempt to remedy this situation raises the issue of involving other 
stakeholders (R9), such that there is no longer a single person using ICQM and the issue of 
conflict of views re-emerges.  
As a part of the resolution of this conflict, our model of boundary definition expects some 
form of debate. Stakeholders will defend the boundary they have expressed. This debate is 
vulnerable to imbalances in power, which implementation must address (added as R17). In 
particular, the modeller has the greatest control over which model scenarios ultimately get 
produced. This is a significant responsibility, but delegating decisions as in participatory 
modelling does not necessarily distribute power more appropriately. People in a position of 
authority, status, or who have confidence in expressing themselves dominate those without 
those advantages. This can in turn affect the willingness of stakeholders to express themselves 
(R11, R12) and to participate constructively in debate (R15, R16). 
In ICQM, boundaries must ultimately be expressed in a modelling framework within 
which model scenarios can be identified. Regardless of the competence of the modeller in other 
matters (R1-R6), ICQM will fail if the modeller’s workflow is not sufficiently flexible for the 
changing boundaries to be captured in the modelling framework (added as R18). For instance, 
changing a model structure can be difficult, unless it has been explicitly designed to allow parts 
of it to be easily changed, as is for example the case in Chapter 3. 
The resulting production of model scenarios is expected to prompt reflection by 
stakeholders, as summarised in Table 4. This firstly requires stakeholders to be willing to work 
with model scenarios, to evaluate whether their concerns are addressed and compare it to their 
mental model (added as R19). Secondly, stakeholders must recognise differences between their 
views and the model. The act of recognition can be treated as equivalent to that of interpreting a 
model scenario (R7). Stakeholders must specifically be able to recognise inadequacies in how 
problems are represented within model scenarios (added as R7a) and be able to relate the model 
scenario to their mental model (added as R7b) without distortion, such as selection and 
confirmation biases (Evans, 1989) . Finally, stakeholders need to be able to express changes to 
the modelling framework, at the very least identifying what aspects of a scenario do not satisfy 
their concerns (R20) and how scenarios violate their assumptions (R21). This is to a large extent 
a matter of presentation of the model scenario. This might paradoxically mean that an 
implementation of ICQM does not look like it is using a model, even though ICQM is a 
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modelling methodology. In this analysis, for instance, the most explicit model used is a table of 
steps in a process. 
Table 4 Steps and their uncertainties in reflecting on shared boundaries using 
scenarios, a) closed question, b) agreed assumptions 
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difference with 
available means  
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In the absence of an obvious model, an analysis might therefore look like a simple critical 
thinking exercise. The differentiating factor is however the structure that ICQM provides, 
whether it is overtly shown as in Chapter 10 or not as in Chapter 9. Following the same seven 
steps, ICQM can scale up from simple conceptual models to fully distributed numerical models 
(as discussed in Chapter 10). This analysis has, however, shown that the success of its 
implementation depends on a number of requirements. How to achieve these requirements is 
highly case-specific, given that most of them are dependent on the attitudes and skills of 
stakeholders, especially modellers. This observation prompts a final requirement which does not 
fit within the model presented. The outcome of ICQM is not repeatable, because it builds on the 
skills and knowledge of the participants at a particular time. Different participants will obtain 
different outcomes, and assuming ICQM succeeds, participants’ understanding will have 
changed at a second application, such that they do not necessarily follow the same process. The 
decision to use ICQM must therefore be aware that the resulting process is case-dependent and 
will not be repeatable (R22). 
The observation that requirement R22 does not fit into the existing model shows that this 
analysis is incomplete. R22 could be made to fit by digging deeper into how we learn from 
ICQM applications. There are however multiple other options. Only the first step of the 
uncertainty management framework (Chapter 6) has been used. Its use would go on to describe 
how each of the 34 uncertainties in Table 2, Table 3 and Table 4 are addressed, which might 
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identify uncertainties that are difficult to deal with in applying ICQM (as was the case in 
Chapter 5). This description of the ICQM process only represents a single view of the steps 
involved. Alternate descriptions of how boundaries are set, for instance, may bring up new 
requirements. This illustrates requirement R3, that the process must not be stopped before all 
practically important uncertainties are addressed. In this case, the aim of the uncertainty analysis 
was to contribute to the reflection on the methodology by providing an initial understanding of 
the conditions in which ICQM will and will not work. These can in turn be interpreted as an 
initial list of requirements for implementation of ICQM. They are summarised as a list of agreed 
assumptions in Table 1, made explicit with the understanding that they may be added to or 
modified in future. 
11.2 Summary of contributions to management of 
uncertainty 
Creating a framework or methodology effectively introduces a new coherent perspective 
on an issue. Every perspective misses some aspect of the situation, or makes assumptions that 
other perspectives might not be willing to accept, as described in the previous section. However, 
this means that each perspective focuses on aspects that others have missed, and can achieve 
outcomes with methods that others would reject. The use of multiple paradigms in Critical 
Systems Practice is a good example. This section summarises the key contributions to 
management of uncertainty of the perspective created in this thesis, acknowledging other key 
contributors where appropriate and numbered to allow cross-reference. 
 C1. Uncertainty Management Framework. The framework itself constitutes a synthesis 
of literature on uncertainty in modelling (Ch2 and Ch6). It has been shown to be useful for 
simple treatment of multi-disciplinary problems (Ch3), detailed treatment of single 
disciplines (Ch4) and structuring review of literature (Ch5). Some parts, such as the 
typology of uncertainty, were only marginally modified. Two parts were significantly 
advanced: 
o C1.1 Uncertainty management actions. Identifying a comprehensive set of 
generic actions allowed their use as a definition of management of uncertainty, and 
therefore as a checklist. It also allowed the framework to include them as a link 
between a typology of uncertainty and the selection of methods. This could not 
have been achieved with pre-existing incomplete lists of uncertainty-related 
activities (e.g. Refsgaard et al., 2007). 
o C1.2 Decisions during a process as sources of uncertainty. Moving away from a 
canonical list of sources of uncertainty allows finer grain consideration of 
appropriate methods to use. While this has previously been done in practice (e.g. 
Belia et al., 2009), this thesis (implicitly in Ch1-6, explicitly in Ch7) recognises 
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these decisions during a process as boundary judgements, providing an initial link 
to process philosophy (also see C2,C3,C4). 
 C2. ICQM Methodology. The discovery of ICQM yielded an intuition-based approach 
(Ch7), which it is possible to internalise and use implicitly (e.g. Ch9). Further analysis 
however showed that it can be justified in terms of process philosophy, and is able to be 
implemented using existing uncertainty analysis techniques (Ch7), as well as alternative 
techniques (Ch9, Ch10).  
 C3. Boundary critique for uncertainty analysis. Both contributions C1 and C2 above 
helped bring the concepts of boundary critique (BC) from systems intervention (e.g. Ulrich, 
2005; Midgley, 2000) to uncertainty analysis of models. BC is explicitly discussed in Ch8, 
but is implicitly used throughout. BC underlies the concept of using decisions made in a 
process as prompts for reflection on how uncertainty is addressed, rather than checking 
against established standards or relying solely on data (Ch2-5 and especially Ch6). Through 
ICQM, BC is implicitly used in Ch7, Ch9 and Ch10. BC’s biggest advantage can be 
summarised in terms of the Critical Systems Practice paradigms. BC, in its broad sense, is 
eminently suitable for anticipating surprise thanks to its critical openness to considering 
what is outside the existing boundaries (postmodern). This contrasts with the existing use of 
both “model validation” and uncertainty analysis to declare and defend a particular 
representation of a system (functionalist), and the push to converge to a consensus path 
forward from the expression of multiple views (interpretive). While BC achieves this by 
looking at what is left out (emancipatory), being based on process philosophy allows it to 
transcend the content of each of these paradigms. BC ends up manifesting itself most often 
as an attitude to the process of knowledge generation, which might be variously referred to 
as a reflective, learning-oriented, divergent thinking or critical thinking mindset. 
 C4. Hypothesis testing in process philosophy. Hypothesis testing is characterised by an 
emphasis on purpose, setting out with a pre-determined hypothesis and a pre-determined 
test of whether the hypothesis is refuted. The advantage of this mindset was prompted by 
conversations with colleagues John Doherty and Rachel Blakers and the work of Moore et 
al. (2010). Based on the intuitive need to test whether a model’s answer to a question could 
be wrong, Chapter 7 generalises this notion using process philosophy, such that it is not 
limited to statistical (e.g. Neyman and Pearson, 1933) or automated parameter estimation 
contexts (Moore et al., 2010). It can be used even with hand-crafted scenarios (Ch9), within 
parameter bounds defined by expert opinion (Ch10), or existing uncertainty analysis 
techniques (Ch7). The concept is further discussed in Ch8, but two key advantages are 
worth identifying. Firstly, using closed questions and agreed assumptions allows the end 
user to be involved in determining both the hypothesis (Guillaume and Jakeman, 2012) and 
the test, reinforcing the notion that the end-user is the ultimate judge of both the usefulness 
and credibility of models and their conclusions. Secondly, it reminds us that optimisation is 
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not just for seeking optimal outcomes or parameter sets. It is a tool for drawing attention to 
model scenarios with particular properties (e.g. Ch9), and therefore can be more effective 
and efficient than dominant uncertainty analysis techniques in identifying potentially 
problematic model scenarios (Ch7). 
 C5. Uncertainty analysis as an open-ended iterative process. Notwithstanding potential 
difficulties in satisfying requirement R3, avoiding the notion of a complete uncertainty 
analysis opens new opportunities. Firstly, complete uncertainty analysis of environmental 
models is impossible for the same reason as validation is impossible, because of the 
potential for surprise in an open system (Oreskes et al., 1994). Therefore uncertainty does 
not need to be addressed all at once, because it cannot be. Instead, uncertainty can be 
addressed progressively (Ch7-10), emphasising building understanding, in the spirit of 
boundary critique (C3). Dealing with a large system is simply a matter of time and speed, 
not ability to store the results of millions of runs, as Monte Carlo approaches to uncertainty 
require. In addition, by focussing on purpose (C5), gains in efficiency can be found (e.g. 
Ch9), reducing the time required. These factors in principle provide scalability in 
uncertainty analysis, helping to address the curse of dimensionality. Secondly, this 
emphasises the need for flexibility (Schwenk and Thomas, 1983) because all parts of a 
problem and model may in principle need to be changed. The methods required are those 
that allow this flexibility, perhaps by being combined with others (e.g. Ch3), or being 
learning-oriented (e.g. Ch10), rather than comprehensive methods that address all 
uncertainties simultaneously. In the spirit of requirement R2, this is perhaps best expressed 
as a need to make the comprehensive methods more flexible.  
 C6. Broadening of methods to address uncertainty. More generally, this thesis 
demonstrated that a broad range of methods can be used to address uncertainty. There are 
ties to the broader discipline of robust decision making (Ch8), and sensitivity analysis can 
play a more central role than it currently does (Ch7 and Ch8). By reducing uncertainty 
analysis to reflection on individual model scenarios, even simple methods for generating 
and analysing model scenarios may be suitable (Ch3). This includes using simple ‘soft’ 
exploratory learning-based techniques to address a ‘hard’ prediction problem, giving an 
increased role to non-experts (Ch10), eliciting implicit understanding by presenting 
appropriate triggers (Ch4 and Ch9) and using optimisation as a means of drawing attention 
(see contribution C4 and Ch9). Current treatment of uncertainty in modelling is dominated 
by the functionalist point of view (e.g. Ch8), wherein representation of the real world is 
impeded by aleatory error in observations and incompleteness of best available knowledge. 
But much can be gained from considering other paradigms. This thesis aims to provide the 
bigger picture to show how others can fit in, without rejecting the important contributions of 
the functionalist view. 
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 C7. Identifying practical difficulties and gaps. The case studies in this thesis helped 
identify and provide examples of practical problems and gaps in how uncertainty is 
managed. This helped to shape the resulting methodology, but may be of interest on its own. 
This includes: processing a number of uncertainties of different types (Ch3),  and allowing 
model components to be easily changed in a modular way (Ch3); the need for combining 
methods rather than just creating new ones (Ch4); the time and mental effort required to 
explicitly document let alone plan uncertainty management (Ch4); the need for change of 
current practice rather than simply extension (Ch4); the difficulty in visualising a large 
number of uncertainties and methods (Ch5), considering consequences of uncertainty (i.e. 
risk) to determine how it should be treated (Ch6-10); avoiding ‘delivering’ uncertainty to 
end users by communicating it in terms of consequences (being the principle behind closed 
questions Ch7-10); trying to make predictions with only very little data and expert opinion 
(Ch9); integrating changes in problem formulation into modelling itself (Ch10); and dealing 
with the case where the consequences of uncertainty are determined by a misunderstanding 
of basic principles rather than uncertainty itself (Ch10). 
11.3 Summary of contributions to SAY 
The change in perspective on uncertainty analysis that has been proposed in the thesis for 
wicked water resource problems can be translated to a particular change in perspective on 
uncertainty and sustainable aquifer yield (SAY). The contributions of this thesis to SAY in this 
respect now follow. 
 S1 Problem framing of SAY. The introduction presents a synthesis of the problem of 
SAY, identifying it as a wicked problem and identifying the role modelling is required to 
play. The framing is not in itself new (Bredehoeft, 2002; Pierce, 2006; Richardson et al., 
2011), but the research approach emphasised particular elements. 
 S1.1. Giving uncertainty a central role. Uncertainty seems to have historically been 
treated as a nuisance issue interfering with the central aim of determining a SAY or 
management plan (Bredehoeft, 2005; Refsgaard et al., 2009). Using ICQM, Chapter 10 
effectively frames the definition of SAY as a problem of creating a management plan that 
addresses the sources of uncertainty that might cause it to fail. Uncertainty is treated as 
pervasive and normal, with the same methodology able to be used to approach uncertainty 
in each part of the problem, the model and its use (e.g. Ch9, and see S2). This treatment is 
crucial to SAY in particular because the boundaries of its determination are subject to 
substantial uncertainties of multiple different types and sources, including partial 
understanding, long delays in observing impacts in aquifers, heterogeneity and rapid 
changes of human use of the groundwater system, and often tacit and evolving objectives 
for the management of the system. This makes it difficult to answer “what is the effect of 
this management strategy within the system?” because the system itself is not well known. 
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Instead, it is safer to explicitly consider the uncertainty in the understanding of the system 
by asking “if the system worked in this way, what is the effect etc.” Solving the SAY 
problem involves exploring which objectives will be met with different actions given 
different understandings of the system, rather than taking its operation and future evolution 
for granted. 
 S1.2. Viewing SAY from multiple paradigms. As the SAY uncertainty problem is broader 
than physical uncertainty, it is not sufficient to take a functionalist point of view. Chapter 1 
describes it from the standpoint of four paradigms, emphasising the importance of multiple 
views, marginalised aspects and the unknown or unknowable. This is reinforced by Chapter 
5’s identification of gaps in methods to address problem definition in groundwater 
management, prioritisation of uncertainties to be addressed and anticipation of surprise. 
Chapter 10 responds to these points by using models in a pre-dominantly interpretive way to 
try to promote debate on alternate views, illuminate the problems that are most crucial to 
achieving objectives, starting with the basics, and promoting an expectation of incomplete 
knowledge and ongoing learning. It is intended to lead to the use of more traditional 
distributed groundwater models, but tries to provide a more complete picture of SAY in the 
process. 
 S1.3. In-depth view of aspects of the SAY uncertainty problem. Rather than considering 
SAY as a monolith, it is possible to chip off selected aspects that are of interest by 
themselves. This thesis did so in separate chapters, as justified in the introduction. These 
aspects included: addressing a diversity and large number of sources and types of 
uncertainty (Ch5); problem definition and communication (Ch10); uncertainty across 
multiple sectors (Ch3); uncertainty in a data-based model (Ch4); uncertainty in an expert 
opinion-based model (Ch9); and understanding of basic dynamics (Ch10).  
 S1.4. Drawing on broader sources of expertise. As already suggested by S1.2, S1.3 and 
C6, the thesis tried to show how SAY can draw on broader sources of expertise. It drew 
extensively on groundwater literature, but also on literature from other fields including 
uncertainty in modelling and policy. It also investigated supporting experts to use their tacit 
knowledge (especially Ch4, Ch6 and Ch9) and building stakeholder capacity to engage with 
SAY issues (Ch10). It appears that groundwater management modelling is particularly 
tracking behind systems approaches in some areas, and can benefit from them, as this thesis 
has attempted through the development of ICQM. 
 S2 Case studies of SAY issues. The problem framing in S1 was put into practice by 
tackling uncertainty in models for evaluation of groundwater management rules (Ch3 and 
Ch10) and for specific parts of the SAY problem (Ch4 and Ch9). 
 S3 Transferrable techniques for SAY. Other than the mindset in S1, the examples in S2 
and the broader contributions to uncertainty (C1-8), the thesis developed two techniques 
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that might be transferred to other SAY case studies, namely a method for evaluating 
ecological impacts of hydrologic regimes with uncertain knowledge (Ch9), and a method 
for learning about basic groundwater management issues and building capacity to use 
models for policy-design (Ch10). 
11.4 Reflection on research approach 
The research approach in this thesis was described in terms of the Critical Systems Practice 
(CSP) meta-methodology in Chapter 1. It proved useful in guiding the research, resulting in the 
contributions described in the previous sections, and the iterative phases prompting awareness 
of weaknesses during the process and the resulting requirements listed in Section 1. As long as 
these requirements were satisfied, it was concluded that following ICQM would successfully 
manage uncertainty in predictions.  
Despite this success, one might still ask whether another research approach might have 
been more effective in developing a suitable methodology. To help answer this question, Figure 
1 shows a cognitive map (Eden, 1994) capturing the reasoning for use of CSP. Distinct chains 
of reasoning are identified in colour. Each concept is referenced by number in the following 
discussion. Four chains were derived by seeking to justify the characteristics of CSP. The fifth 
chain was derived by following the implications of the need to integrate methods purposefully 
for an applied problem, as the practical motivation of the thesis stated in Chapter 1. 
Reflection (orange): A wicked problem has no definite problem formulation (2) so a 
researcher defining the boundaries of an analysis risks marginalising aspects of a problem (6). A 
critical reflective approach is therefore required (9), which can only be acted upon if research 
maintains the flexibility to change method rather than committing totally to a research plan (13). 
Multiple paradigms (black): A wicked problem like SAY involves understanding of 
reality and views (1), marginalisation and intractable complexity (5), so it must be approached 
with multiple paradigms (12). 
Phases and iteration (purple): Solutions to wicked problems cannot be highly 
generalised because particulars of a specific case may be more important than similarities to 
other cases (4). The researcher must therefore work with case studies (10). Multiple case studies 
are needed to provide the opportunity to learn from reflection (14), such that the researcher must 
take a phased, iterative approach (16). 
Creativity, Choice and Application (green): Potential solutions to a wicked problem 
cannot be exhaustively described (3), so the researcher must explore possible approaches 
creatively rather than selecting a single best method (17). This results in new methods being 
developed (19) that have to be tested, rather than analysing existing practice (23). 
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Figure 1 Cognitive map showing justification for use of Critical Systems 
Practice research approach 
Arrows indicate ‘may lead to’, ellipsis “...” indicates “rather than”, negative sign 
indicates may lead to second part of statement. 
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Practical motivation (blue): The need for this research was motivated by the observation 
that methods for uncertainty analysis exist (8), but cannot be easily combined (7), particularly 
across paradigms (11). A methodology is developed to address this issue (15). For it to be used 
by researchers in each paradigm (18), they need to: I) understand how it is applied in their 
paradigm (rather than having a cross-paradigm view) (22); II) consider it to be compatible with 
their paradigm, requiring minimal changes in behaviour (20); and III) consider it an 
improvement over current means of combining methods (25). 
Comparing the research approach and practical motivation shows three conflicts that were 
experienced in this work, corresponding to three points, summarised in Table 5. 
Firstly, the research approach produces a number of interim publications (14) which a user 
may find insufficient to understand how to apply the methodology in their paradigm (22). For 
the same effort, these publications must necessarily cover a given paradigm in less depth than if 
emphasis was on fewer, more comprehensive publications (26). Conflict emerges because each 
publication provides concrete expressions of current thinking that promoted feedback from a 
number of sources, as mentioned in Chapter 1. Greater and more diverse feedback through more 
publications provides greater opportunity for learning. 
Table 5 Conflicts between research approach and practical motivation of 
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This conflict between depth and breadth of publications was handled by nesting of 
paradigms (see Chapter 1), using a mix of conference and journal publications and participating 
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in additional collaborations not described in this thesis. The nesting of paradigms allowed 
greater depth in considering the functionalist view without omitting the other perspectives. 
Conference papers provided rapid feedback during early development, with journal publications 
providing greater depth as ideas began to settle. Additional collaborations increased the total 
effort that could be applied by sharing the workload. It therefore allowed opportunistic 
development and testing of ideas that influenced the thesis, though they were not part of the 
main research approach. 
If the research approach used did not rely on critical reflection, breadth of publications 
would not necessarily be required. In such a case, the optimal solution might have been to 
produce a single comprehensive analysis with which users from different paradigms could 
engage. This could for instance have been done with the uncertainty management framework in 
Chapter 1. Chapter 4 indicated that such an analysis would likely have failed due to the effort 
required in trying to comprehensively describe the treatment of uncertainty. CSP therefore 
provided an advantage in providing the flexibility to avoid this failure by changing the course of 
the research. 
Secondly, the research approach emphasises creativity and new approaches (19), while 
promoting use of the methodology produced (20) suggests a need for minimal changes from the 
status quo (24). The emphasis on creativity provided sufficient freedom to explore the literature 
of previously unfamiliar disciplines (e.g. Chapter 8), and to experiment with multiple techniques 
(e.g. Chapter 3 and Chapter 7). The emphasis on crossing paradigms encouraged engaging with 
colleagues of different disciplines as part of stakeholder engagement processes and co-authored 
publications. This expanded my view beyond environmental modelling to hydrogeology as an 
obvious starting point, but also systems thinking, robust decision making and statistics, which 
have made substantial contributions to this thesis, as well as human geography, social learning, 
evaluation and pedagogy amongst others. Though the link to uncertainty in modelling was 
sometimes not initially obvious, it became apparent as work progressed, adding to the 
understanding of how to achieve generality in an uncertainty management methodology. 
This trade-off was handled by trying to make the change look beneficial with minor effort 
in the short term and the opportunity rather than obligation to make major changes in the longer 
term. This was achieved by demonstrating compatibility with existing perspectives of a 
paradigm (Chapter 7), arguing for the benefits of changing perspective (Chapters 5 and 8) and 
using case studies to show how changes in behaviour from the status quo can be obtained by 
transitioning within that new perspective.  
Without a push for creativity, a different research approach might have settled for the 
uncertainty management framework. It provides a common language within which existing 
uncertainty practices could be captured and coordinated. This would have minimised the 
changes required by individual practitioners. However, Chapter 5 identified a very large number 
of existing practices in groundwater management with which it is difficult to work explicitly on 
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a daily basis. There was in fact an audible gasp from the audience as these results were 
presented, and questions indicated that this mass of information did not help in identifying how 
to proceed. Making knowledge about uncertainty explicit seemed to overwhelm the user, so 
finding a way to make use of the knowledge implicitly seemed a useful alternative. CSP 
therefore provided an advantage in encouraging the emphasis on creativity and intuition in 
ICQM and then allowing it to be justified by looking outside the existing functionalist paradigm 
in the literature on modelling uncertainty. 
Thirdly, the emphasis on creativity (17) means that the methodology produced cannot be 
guaranteed to be optimal (21). It may therefore not be seen as an improvement compared to 
existing practices (25). Different paradigms may have different notions of what constitutes the 
optimal methodology, based on their bounded view of the problem.  Simon (1956) suggested 
that, in this situation, it is justifiable to “satisfice” rather than optimise, that is to find an option 
that “will permit satisfaction at some specified level of all its needs.” Users may not however 
see it that way. 
The user’s potential need for optimality was addressed by presenting the methodology as a 
useful part of a broader solution. When another technique is considered superior in some way, 
the methodology does not try to compete with it. Instead, by satisfying a broad set of minimum 
requirements, the methodology can be used in a backstop role to catch issues that the ‘superior’ 
technique fails to adequately address. This is achieved by portraying the framework and 
methodology respectively as tools for reflection and as an initial approach to uncertainty 
(Chapter 6 and 7), and demonstrating the advantages they have in catching certain issues. 
Reduction of barriers to achieving these advantages is discussed in Section 11.5. 
To optimise the management of uncertainty, an alternative research approach could have 
explicitly filled in the gaps identified by the use of the framework (e.g. Chapter 5). New tools 
would address the gaps while preserving existing methods. However, as argued in Chapter 8, 
these gaps often exist because they are not considered part of the paradigm’s problem. It is 
therefore not clear how the tools would fit into existing practice. Filling in gaps with new tools 
could therefore increase fragmentation rather than promote a holistic approach as intended. This 
increases the transaction costs involved in having users of tools communicate with each other 
and makes it more difficult to adapt to new problems. CSP therefore provided an advantage in 
framing the need for a single unified methodology that accommodates multiple perspectives, 
rather than stitching multiple tools in a potentially incoherent whole. 
11.5 Future prospects 
This thesis developed a methodology to improve how uncertainty is managed within 
integrated models used to support decisions on wicked problems. The next step is naturally to 
encourage its application, or at least encourage the use of the major concepts in Chapter 8 and 
contributions C3-C6, namely: boundary critique for uncertainty analysis, hypothesis testing in 
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process philosophy, uncertainty analysis as an open-ended iterative process, and broadening of 
methods to address uncertainty. 
From a methodological development point of view, addressing the identified requirements 
presents one avenue to reduce barriers to adoption. Derived methodologies can be created that 
follow the same principles but provide additional guidance (R1, e.g. Ch9 and Ch10). The 
flexibility of existing methods could be increased by looking to reduce the lock-in to particular 
assumptions and make it easier to change them (R2). Use of optimisation with complex models 
is one such case, as it currently demands a significant upfront investment in model development 
and decision problem formulation. To know when to terminate an analysis would benefit from 
case-specific guidance on determining whether remaining uncertainty is important (R3). In 
specific contexts (e.g. Ch9) it may be possible to identify more user-friendly means of 
triggering reflection on closed question and agreed assumptions (R4, R7). 
Adoption of the methodology is closely linked to the issue of training of modellers, 
particularly given the need to be competent in identifying models (R5). Current training focuses 
on learning to identify the best fitting model, and in order to address uncertainty, this is already 
being broadened by the modelling community to identify plausible models, at least in the form 
of other plausible parameters, if not alternate model structures and inputs. From the point of 
view of this thesis, training should be further extended in three ways. Firstly, modellers need to 
learn how to identify plausible models obtaining a pre-determined answer (C4). Secondly, 
scientific and modelling training already teaches a certain degree of critical thinking. This 
thinking needs to be extended to learn to be critical of whether the model is answering the right 
question and whether judgements about which models are plausible are adequate from various 
stakeholders’ points of view (C3). Finally, about a third of modellers I talked to did not have an 
opinion about the role of contingency plans in modelling (though nearly all the rest considered it 
important). Training in environmental modelling in particular needs to be clear that surprise is 
always an option. Modellers involved in examining wicked problems have an obligation to 
understand the consequences that would result if their predictions are wrong, and plan 
accordingly (C5) so that they or the end-user can adequately address the emerging problem, 
perhaps by greater critical review identifying contingencies to be addressed (C3) but also 
building in flexibility (C5) enabling adaptive management, or broadening the methods used 
(C6) in the uncertainty analysis, e.g. contributing to design of monitoring.  
The analysis of implications of stakeholder involvement in Section 11.1 raises the need for 
ICQM to be used in conjunction with existing methods that deal with these matters (see e.g. 
Voinov and Bousquet, 2010). Like any modelling exercise, any ICQM application will 
eventually run into this issue, whether or not it is in iteration, in any participant’s experience of 
the process or in critique of its results. The requirements prompt the need for a number of 
methods to be used in implementing ICQM. Methods need to help stakeholders, including 
modellers, become comfortable with surfacing and working on their views and problems in an 
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explicit way (R10-R12). Methods need to increase awareness and desire to engage with the 
“other” in a constructive way (R13-R17). Methods need to help present the causal thinking 
inherent in models in ways from which stakeholders can easily learn (R18-R21). Chapter 10 
presents one way of approaching these issues in ICQM, but many alternatives exist. Modellers 
would benefit from training to address these issues, not just when dealing with others but also in 
their own work. 
Like other aspects of modelling, these skills are perhaps better learned by experience rather 
than lecture. Rather than being treated as an isolated technical exercise, modeller training could 
benefit from problem-based learning from hypothetical cases with realistic consequences in 
which to hone their skills. While ICQM can provide a framework, full cases need to be 
provided. In many cases, to fit into expected utility decision theory and other probabilistic 
frameworks, this might also mean the use of stochastic models, which have only been briefly 
mentioned in this thesis, even though ICQM can in principle address them. The examples in this 
thesis are only a beginning. The most important next step is simply, for the author and any 
interested reader, to attempt to apply ICQM and its concepts in further case studies, to build up 
understanding of how it can be used to help manage uncertainty. 
Epilogue: the future of prediction of uncertain 
outcomes for wicked problems 
In the introduction, this thesis was motivated by a desire to improve how uncertainty is 
managed, and the beginning of this chapter argued that modellers experience uncertainty as an 
ever-present issue in their professional lives. On a personal note, part of the attraction of this 
thesis topic was a frustration with the fragility of model predictions, a constant feeling that no 
matter how thorough the analysis, the conclusions might at any time be superseded by new 
information or changes in the system, rendering any contribution futile.  
Even in wicked problems, model-based prediction of uncertain outcomes will however 
never be futile if it accepts that it is intrinsically fallible, rather than tries to build a flawless 
record and defence of its authority. The future of prediction involves deliberately seeking out 
plausible model scenarios that might contradict the dominant conclusion, because if it does not, 
nature will provide the example for it. In this way, modelling will promote critical debate rather 
than create scientific orthodoxy. Modellers will be as willing and as able to change a model’s 
structure and the question being answered as they currently are to change scenario parameters or 
inputs. Modelling will be seen by the public as a powerful means of improving reasoning about 
their uncertain future. Existing models that best fit the data naturally still have a place, but they 
will never be used alone. They will always be presented with a purposely selected foil, another 
contrasting but still plausible model, to remind the user that modelling is not a magic trick for 
seeing the future, but a structured way to reason about both what we do and do not know. 
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