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ABSTRACT 
We prove two results concerning iterative scaling which have been claimed, but 
not proved, by other authors in the field. Iterative scaling is a procedure which begins 
with a probability measure Q on a finite set X and a finite set of partition constraints 
on X. It produces a sequence of iterates I’, = Q, I’,, . . . , Pt, . . . in which each Pt 
(t > 0) is an adjustment (scaling) of Pt_ I to fit a single set of prescribed partition 
constraints. Under fairly general hypotheses, the iterates Pt converge to the unique 
probability P* which simultaneously satisfies the given constraints and is exponen- 
tially equivalent to the starting measure Q (or equivalently, which minimizes the 
I-divergence D( P 11 Q) over all probabilities P on X which satisfy the constraints). The 
first main result (Theorem 3.1) states that the convergence of iterative scaling to the 
*The results of this paper were presented in part at the meeting of the ILAS held in 
Auburn, AL, in March, 1990, and in part at the Special Session on Probability on Algebraic and 
Topological Structures at the March 1991. AMS meeting in Tampa, FL. 
This paper was written while the first author was employed at the National Security Agency 
during the summer of 1989. 
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unique limit is independent of the order in which the adjustments for the prescribed 
partition constraints are made, provided each adjustment is made infinitely many 
times. The second main result (Theorem 4.2) is that, under certain commonly satisfied 
conditions, each factor of the exponential form being built up within the algorithm 
(one factor for each partition constraint) converges separately. A third group of results 
(Sections 5,6) provides an account of the relationship between the probability mea- 
sures which satisfy all of the constraints and those which are exponentially equivalent 
to Q. 
1. INTRODUCTION 
We begin by summarizing some relevant terminology and by establishing 
the historical context of the paper. 
1A. Definition of Iterative Scaling 
Let X be a finite set. The symbols P, Q, R are reserved for probability 
measures (“probabilities”) on X. For Y c X let P(Y ) = C{ P( r> 1 x E Y 1. If 
p = (B,, . . . , B,) is a partition of X and (ci, . . . , c,) are nonnegative con- 
stants which sum to one, then 
II = (PIP(Bj) = cj (j = l,..., ?-)> (1.1) 
defines a set of probabilities on X which is convex and compact. Any Q can 
be scaled to a Q’ in II as follows: 
Q’(X) = ‘jQ(x), where x E Bj and hi = 
provided Q is not identically zero on any block Bj for which cj > 0. Here 
Q’(x) is taken to be zero for every x E Bj for which cj = 0. 
Now let II = n{II, I i = 1,. . . , m}, where each Iii corresponds to a 
single partition as above. Thus for each i = 1,. . . , m, we are given a partition 
pi =(B,i,..*, Bi,,) and constants (cil, . . . , cir,), and define 
Hi = (PI P( Bij) = cij (j = 1,. . . , q)}. (1.3) 
Given Q, the usual iterative scaling procedure is “cyclic” and generates a 
sequence PO, P,, . . . , Pt, . . . of probabilities on X as follows. Put P, = Q, 
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and then form P, by scaling P,, into II, as described in (1.2). Then form P, 
by scaling P, into II,, and continue such adjustments until you have formed 
Pm by scaling Pm _ 1 into II m. Then scale into II, again, and continue cycling. 
It is natural to ask whether (P,) converges to a limit in II and, if so, what is 
the significance of the limit. 
1 B. I-Divergence 
A most useful tool in answering such questions (also in problems of 
finding maximum-likelihood estimators) is the l-divergence (information di- 
vergence): 
P(x) 
D(PIlQ) = c P(x)ln m = 
XEX 
x~xx[P(x)lnP(4 -%+Q(x)]. 
(1.4 
We put OlnO = 0. If supp P = (x 1 P(x) > 01, then D(PIIQ) is finite if and 
only if supp P G supp Q. Th is relationship is also expressed by writing 
P -=K Q and saying that P is absolutely continuous with respect to Q. If 
D(P((Q) is not finite, then D(P(IQ) = +w. The I-divergence D(P(IQ) 
[usage of Csiszir (1990)] is variously called the “cross-entropy” (Good, 1963), 
the “Kullback-Leibler information number” (Csiszir, 19671, and the “dis- 
criminatory information function” (Darroch and Ratcliff, 1972). 
Often D(PIIQ) is thought of as a “distance” from P to Q; but it is far 
from being a true metric, since, for example, it is not symmetric, it fails to 
satisfy the triangle inequality, and it can take the value +m. However, the 
Kullback-Leibler inequality (1951) shows that the Z-divergence does have the 
key propeq D(PlIQ) > 0, with equality if and only if P = Q. A stron- 
ger inequality, which relates D(P((Q) to the L’ and L2 norms, was 
later discovered independently by Kullback (1967), Csiszar (19671, and 
Kemperman (1968): 
The term on the right, which is half the square of the L]- (or “variation”) 
norm of P - Q, is in turn an upper bound for iC[ P( x> - Q< x)12, which is 
half the square of the L2 norm. The inequality (1.5) implies that if D(P,IIQ) 
converges to zero, then Pt is ultimately absolutely continuous with respect to 
Q and converges to Q in both the L’ and L2 norms. 
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1 C. I-Projection and Iterative Scaling 
It is easily shown that D( PIIQ) is strictly convex in P, and this has some 
important consequences. Let Q be a probability on X, and let Il be any 
closed convex set of probabilities such that 3P E II with P -K Q. Then 
there exists a unique P * in II which minimizes D( *l\Q) ; 
P* satisfies P +z P* for every P E II with P -=K Q. 
(l-6) 
(1.7) 
Note that if Q is uniform on X, then minimizing D(PIIQ) is equivalent to 
maximizing the entropy -CP(x)ln P(r). 
CsiszLr (1975) refers to P* as the Z-projection (information projection) of 
Q on II, and the notation P* is reserved for this usage. [P” does not exist 
unless 3P E II such that P < Q. Equation (1.7) asserts that the support of 
P* contains the support of every P in II such that D( PIIQ) is finite.? 
The connection between iterative scaling and the Z-divergence 
follows. 
THEOREM 1.1. For cyclic iterative scaling beginning with P, = Q, 
m 
is as 
3P E n = n rIIi such that P << Q, (1.8) 
i=l 
then {P,} converges to P”. 
This theorem is proved in Csiszir (1975), and an independent proof, not 
limited to the cyclic case, appears below as Theorem 3.1. 
A consequence of Theorem 1.1, for the case m = 1, is that the scaling 
(1.2) amounts to a closed-form computation of P” for the case in which II is 
given by a single set of partition constraints (one partition with specified sums 
over each of its blocks). 
1D. Linear Families 
A generalization of (1.1) is the linearfamily, which is a set of probabilities 
defined by a set of general linear equations: 
n = P C B(x)&(x) =aj (j = l,...,r) , 
ii I 
(1.9) 
XGX 
So defined, II is necessarily closed and convex. For general linear families it 
is not obvious what the analog of the scaling step (1.2) should be. What works 
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is the Z-projection, as suggested by Theorem 1.1, even though a closed-form 
computation like (1.2) is not available except in special cases. Itertive scaling 
(this term is restricted to partition constraints) becomes iterative Z-projecting, 
and Theorem 1.1, extended in this way, remains true (Csiszir, 1975). 
There is an important relationship between linear and exponential fumi- 
lies. Given a linear family II defined by (1.9), then for given Q a correspond- 
ing exponential family E is defined by 
E = P(x) = cQ( x) exp i 0,J;( x) for some (1.10) 
j=l 
The real numbers 8i,. . . , 0,. may be chosen arbitrarily, and c is a normalizing 
constant. In contrast to II, E is neither closed nor convex. A main result 
states that if supp P = supp Q for some P E TI, then 
II n E = {P*}. (1.11) 
But if supp P # supp Q for all P E n, then (provided P < Q for some 
P E rI> 
II nclE = {P*}, (1.12) 
where cl E denotes the closure of E. With respect to (l.ll), a Lagrange- 
multiplier argument that P” E E may be found in Gokhale and Kullback 
(1978, p. 990), and an argument that P E II n E implies P = P* appears in 
Darroch and Ratcliff (1972). For (1.12) see Csiszar (1989). 
If P E E in (l.lO), then P and Q are said to be exponentially equivalent, 
relative to the given set of linear constraints, and clearly supp P = supp Q. In 
the special case of partition constraints (1.3), P and Q are exponentially 
equivalent if and only if there exist functions Ai on X such that 
P(x) = Q(x) * h,(x) * h,(x) a** h,(x) (1.13) 
for all x E X, where each hi is strictly positive and constant within blocks of 
the partition pi. In this case (1.9) includes ri equations for the ith partition 
(i = . . , m), and hi (1.13) has the form A&r:) ci expC{@,,f,(x> 
Ij (In Sir&horn’s papers, exponential is called 
“diagonal equivalence.“) 
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If an R E n f~ E exists, then it satisfies the “Pythagorean identity” 
(Csiszir’s usage): 
D( PI/Q) = D( PIIR) + D( RIIQ) for all P E KI, (1.14) 
and this implies that R = P*. Equation (1.14) also implies (1.11). Csiszir 
(1989) asserts that versions of (1.14) date back “at least” to Kullback (1959). 
1 E. The Nonlinear Case 
Finally, what if the sets Iii of probabilities are only closed and convex but 
not linear? Then cyclically iterating Z-projections does not work. That is, 
if we put P, = Q and d e me P, as the Z-projection of P,_ 1 on the cycli- f 
cally determined Iii, then { Pt} d oes not necessarily converge to P*, the 
Z-projection of Q on II = n(IIi I i = 1,. . . , m). However, a different gen- 
eralization of iterative scaling, namely Dykstra’s iterative fitting procedure, 
appears to work. See Dykstra (1985), Winkler (1990), and Chase (1991). 
1F. Setting for This Paper 
The present paper is limited to iterative scaling but without the restric- 
tion made by previous authors that the sets II,, II,, . . . , n, are used in a 
repeating cyclic order. To accommodate this, define a scaling sequence 
u = ((+I, uz, . . . , ct,. . .) which p ‘f s eci ies, for t > 0, that P, is formed by 
scaling P,_ 1 into IIgt as in Section 1A. It is understood that each Us E 
{I, f . . , m}. Cyclic (i.e. standard) iterative scaling, as in Theorem 1.1, corre- 
sponds to cr = (1,2,. . . , m, 1,2,. . . , m, . . .). 
We make use of an equivalent formulation of iterative scaling phrased in 
terms of “marginal functions.” Given partitions of X denoted Pi = 
(B,i,. . . , Bi,), i = 1,. . . , m, each probability P on X has for each i a 
marginal function Pi defined by 
Pi(x) = P( Bij) (for j such that x: E Bij). (1.15) 
Let Iii (i = l,..., ml be defined in terms of these partitions together with 
constants cij as in (1.3); i.e., P E KIi iff P(Bij) = cij for all j. If C E II = 
n{IIi I i = 1,. . . , m}, then 
cij = C( Bij) and IIj = {pi pi = ci}. (1.16) 
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By (I$, if Q’ is the scaling of an arbitrary Q into ni, then 
Q’(X) = Q(x)& 
If the above quotient is of the form O/O, then Q’(X) must equal zero in order 
for Q’ to be in Hi, and assigning O/O the value 1 is consistent with this. On 
the other hand, if the quotient has numerator # 0 and denominator = 0, 
then no finite interpretation of the quotient can produce an element of fli. 
Now {P,}, defined in Section lA, cannot converge to a limit R in 
Il = n{II, I i = 1,. . . , m) unless 
3c E II such that C -=K Q, (1.17) 
and our reformulation of iterative scaling is based on hypothesizing (1.17). 
ITERATIVE SCALING (equivalent formulation). We start with: (1) a proba- 
bility Q on the finite set X; (2) a finite set of partitions pi = (Bii, . . . , Bi,) 
of X, i = 1,. . . , m; (3) a probability C on X such that C ==z Q; (4) a scaling 
sequence (T = (a,, u,, . . . , a,, . . . ) such that each ot is in {l, 2, . . . , m}. 
Then we put Pa = Q, and for t > 0, 
(1.18) 
(with O/O interpreted as 1 should it occur). The correspondence with the 
earlier formulation of iterative scaling is given by (1.16) and (1.3); in particu- 
lar C E II = n{IIi I i = 1,. . . , m). 
Hypothesizing (1.17) preempts the question of feasibility of particular 
constants ci. as block sums for given partitions, and it also implies that the 
quotient in i 1.18) can never have numerator # 0 and denominator = 0. But 
C does not enter into the iterative process apart from the number cij given 
by (1.161, i.e. apart from C” (i = 1,. . . , m), so any measure in Tl could serve 
as C. 
1 G. Additional Historical Comments 
In early applications of iterative scaling, X is typically taken to be the set 
of ordered k-tuples (xi, x2,. . . , xk) of positive integers xi < n, (i = 
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1 , . . . , k), i.e. 72r X n2 X *a* X nk space. The constraints specify the one- 
dimensional marginals, i.e. the marginal functions z’“( xi, x2, . . . , xk) defined 
as the sum over all P( yi, yz, . . . , yk) for which yi = xi. 
Iterative scaling, often called the “iterative proportional fitting procedure,” 
was apparently first used by Kruithof (1937) and then by Deming and 
Stephan (1940) to analyze two-dimensional contingency tables, but no proof 
of convergence was given. If fact, Stephan (1942) stated that he was unable to 
find a proof of convergence or divergence. In these applications, X = n, X n2 
space, Q > 0, and the constraints are that all one-dimensional marginals are 
specified and strictly positive. 
D. T. Brown (1959) considered the case X = 2 X 2 X **a X 2 space (k 
factors) and took Q to be uniform, since he was interested in maximizing 
entropy, with strictly positive constraints. However, the marginals to be fitted 
were not just the one-dimensional marginals. Indeed, Lewis (1959) had 
shown that in that case the measure of maximum entropy is simply the 
product of those one-dimensional marginals (also see Good, 1963, p. 918). 
The marginals Brown considered were more general collections of joint 
marginals, and in his numerical examples X is 2 X 2 X 2 space and the three 
marginals to be fitted are the two-dimensional joint marginals; i.e. Z”,’ = Cl,‘, 
P 1.3 = cl.3 , and P2,3 = C2s3. [H ere, for example, P1,3(x) = CP( y>, the sum 
taken over all y = (yi, yz, y3) in X with y1 = xi and y3 = 3c3.] Brown gave 
an argument for convergence of the process, but the proof is incomplete: he 
apparently concluded that the decrease of D(Cll Pt) on each iteration auto- 
matically implies the convergence of the Pt. 
Sinkhom (1964) considered the case X = 72 X n space, Q > 0 arbitrary, 
and uniform one-dimensional marginal constraints. His proof of convergence 
was incomplete, since it showed only that the tth scaling multiplier converges 
to 1, not that the infinite product converges. In 1967, Sinkhorn did give a 
complete proof for the case X = n1 X n2 space with Q > 0 and strictly 
positive one-dimensional constraints, i.e. strictly positive row and column 
sums. Indeed, he also showed that the rate of convergence of the marginals of 
the iterates to the desired marginals is geometric in a certain sense. It was 
known that problems arose when some of the values of Q were zero, but 
Sir&horn and Knopp (1967) were able to prove convergence for the case 
X = n x n space with uniform row and column sums, and Q > 0 arbitrary 
but having a “positive diagonal,” which means there is a permutation 7~ in S, 
such that Q(i, r(i)) > 0 for i = 1,2, . . . , n. The arguments of Sinkhorn and 
Knopp do not take advantage of the utility of the Z-divergence. 
Actually, Bacharach (1965) had already proved convergence in the case 
X = n, X n2 space, Q > 0 arbitrary, and specified one-dimensional marginah 
realized by some C < Q [also see the paper by BrAgman (1967) and the 
books by Bacharach (1970) and Seneta (1981)]. (This paper by Bacharach 
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escaped the attention of most mathematicians working on this kind of 
problem, possibly because it was never covered in the Reviews of the AMS.) 
The paper also gave necessary and sufficient conditions on an n1 X n2 matrix 
Q >, 0 and sequences r = {r,, . . . , ml} and c = {ci, . . . , c,J of positive num- 
bers for there to exist an n1 X n2 matrix P > 0 with row sums ri and column 
sums c. and P -=x Q. (In this example X is the set of positions in an n, X a2 
matrix. 1 Brualdi (1968) gave necessary and sufficient conditions for the 
existence of such a P with supp P = supp Q. 
Ireland and Kullback (1968) also considered iterative scaling for the case 
X = nl X n2 space, Q > 0 arbitrary, with strictly positive one-dimensional 
marginal constraints. Their argument for convergence used the Kullback- 
Leibler inequality, but there is a problem at the end involving the application 
of the Cauchy convergence criterion. The same difficulty occurs in Kullback 
(1968), which considers the continuous version of the problem. Ireland and 
Kullback included an excellent survey of the literature up to 1968, with a 
particularly good explanation of the forms the extremal measure must take, 
depending on whether one is maximizing likelihood, minimizing a chi-square 
statistic, or minimizing the Z-divergence. 
Fienberg (1970) gave an entirely different kind of proof, which did not 
employ the Z-divergence, for the case X = n1 X n2 space, Q > 0 arbitrary, 
and strictly positive one-dimensional marginal constraints. The problem is 
projected onto a certain manifold on which the iteration process is a contrac- 
tion mapping, so the convergence of the P, to the limiting probability is 
geometric in a certain sense. Fienberg also gave a good survey of the 
literature, providing over thirty references. 
In 1972, Sinkhorn again considered iterative scaling for the case X = n X 
n space, Q > 0 arbitrary but with a positive diagonal, and uniform one- 
dimensional constraints. He showed that the limit matrix depends continu- 
ously on the starting matrix Q. He also showed that if the “extraneous” 
positive values of Q, those which do not lie on a positive diagonal of Q, are 
set to zero before starting the iteration, the same limit is obtained. 
Darroch and Ratcliff (1972) introduced generalized iterative scaling, 
which is a computational technique valid for general linear constraints. They 
iterate a single combined adjustment which takes into account all of the 
linear families II i, . . . , II, simultaneously. As an illustration, in their version 
of “Sinkhorn balancing” an n x n matrix, one would start with S, = Q and 
the adjustment would take the form 
cl c2 1/Z 
s,=s*_l -- ( 1 s:_, g-1 
10 J. B. BROWN, P. J. CHASE, AND A. 0. PI’ITENGER 
for euey t > 0, rather than alternating between balancing rows and balanc- 
ing columns. This differs considerably from the usual cyclical iteration, since 
the iterates S, are only substochastic, and they do not necessarily exactly 
satisfy any of the marginal requirements. Darroch and Ratcliffs proof of 
convergence as this single adjustment is iterated calls on the full power of the 
Z-divergence. They state (but don’t show) that the proof for the cyclic 
procedure is similar. Later Csiszir (1989) did the opposite: he explained the 
Darroch-Ratchff procedure in terms of the cyclic procedure. More specifi- 
cally, he showed S, = Pst for an appropriate (but not obvious) representation 
II = II, n ff, such that both fI, and fIs admit closed-form computation of 
Z-projections. 
Csiszar (1975) created an “information geometry” with D(PJIQ) serving 
as a “distance” in the space of probability measures. He included a general 
convergence theorem which easily covers Theorem 1.1 and its extension to 
the general linear case. This is an excellent and sophisticated reference. 
Pretzel (1980), treated iterative scaling for X = rrr X n2 space for Q > 0 
with fully general one-dimensional marginal constraints (realized by some 
C < Q). He proved convergence and that the nonzero pattern of the limit 
matrix is maximal [see (1.7)]. He also showed that if those terms of Q which 
do not lie on this maximal pattern are set to zero before starting the iteration, 
then the same limit matrix is obtained. See also the paper by Krupp (1979). 
Brualdi (1982) asked for a method of determining which convex combina- 
tion of permutation matrices has maximum entropy among those which 
represent a given doubly stochastic matrix. Slater (1987) used iterative scaling 
to find this combination for a numerical example of this type. Slater also 
included a similar computation for an example of a more general type, in 
which one asks for the maximum-entropy convex combination of transporta- 
tion matrices with particular row and column sums, among all such combina- 
tions which represent a given nonnegative matrix with those same row and 
column sums. 
The question of whether the order in which the marginal adjustments are 
made affects convergence does not arise in the setting of two-dimensional 
~zr x a2 space with one-dimensional marginals specified, since the only 
choice is to alternate between balancing rows and balancing columns. We 
need to go to the multidimensional case in order for the question really to 
become germane. The question of scaling multidimensional matrices Q, to 
make them fit the one-dimensional marginals of a given matrix C, has been 
considered in a number of recent papers: Bapat (19821, Raghavan (19841, 
Bapat and Raghavan (1989), F ranklin and Lorenz (19891, Rothblum (19891, 
Schneider (1989), and Rothblum and Schneider (1989). However, the exis- 
tence of the desired scaling of Q is established in these papers by methods 
other than proving convergence of the iterative scaling procedure, although 
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Franklin and Lorenz (1989) included a proof that the convergence of the 
marginals of the iterates in Sinkhorn’s procedure (when Q > 0) to the 
marginals of the limit is geometric with respect to the Hilbert metric. Soules 
(1991) also has recently shown that convergence of {P,) to its limit is 
geometric in a certain sense provided Q > 0 has “total support” (every 
positive element is on a positive diagonal). 
1H. Overview of This Paper 
In Section 2 we establish preliminary results which will be used through- 
out this paper. In Section 3 we prove that convergence of the process is 
independent of the order in which the marginal adjustments are made, as 
long as each marginal is used infinitely many times. We should observe that 
D. T. Brown (1959) did state that “the component distributions need not be 
employed in any particular order,” but he provided no clarification or proof 
of this statement. In Section 4 we show that under fairly general conditions, 
each factor of the explicit exponential equivalence between Q and P, which 
is built up during iterative scaling converges separately. In Sections 5 and 6 
we explore the relationship between the probability measures which satisfy all 
of the constraints and those which are exponentially equivalent to Q. This 
paper was first put together before we were aware of Csiszir’s very elegant 
results, but since writing it we have drawn on that material to revise the 
introduction, notation, and terminology. 
2. PRELIMINARIES 
In this section we list some properties of the iterative scaling iterates P, 
which hold without further assumption on the order (oi, a,, us, . . . ) in 
which the constraints are applied. 
We work with the formulation of iterative scaling stated in Section lF, 
where we are given: (1) a fixed probability Q on the finite set X; (2) a finite 
set of partitions Pi of X (i = 1,. . . , m); (3) some probability C on X such 
that C < Q; (4) a scaling sequence u = (a,, uZ, . . . , a,, . . . > such that each 
Us isin{1,2,..., m}. We take P, = Q and define P, (t > 0) by (1.18). Recall 
that Bij (j = 1, . . . , ri) denotes the blocks of the partition Pi, that P”(x) = 
P(Bij) for x E Bij, that Hi = {P I P” = Ci), and that C E II = fI{II, I i = 
1 7.-e, 4. 
In addition, for P a probability on X, we let Pci) denote the probability 
measure on 11,. . . , 
only if 
rj} defined by Pci’(j) = P( Bij). Clearly P’ = C’ if and 
P (i) = C(i) 
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STATEMENT 2.1. Each P, is a probability on X which satisfies 
pt E kt (equivalently: ptgf = C”I (jr pt(v,) = C’“,’ ). 
STATEMENT 2.2. No indeterminancy can occur in iterative scaling [i.e. 
in (l.lS)j. 
STATEMENT 2.3. x E supp P, implies 
STATEMENT 2.4. One has 
supp P, = supp P,- 1 n supp c Uf, 
which (clearly) implies that C * Pt +Z Q. 
STATEMENT 2.5. One has 
,K SUPP P, = supp PO n n supp c”. 
iEf7 
The proofs are immediate. In Statement 2.5 the intersection on the right 
extends over i such that some o, = i. In accordance with Section I, 2.3 holds 
for all x if quotients O/O are replaced by 1. 
The following assertions involve the Z-divergence D and also hold without 
additional assumptions on (u,, a,, Us, . . . 1. 
STATEMENT 2.6. Both D(P,IIQ) and D(CIIP,) are alwaysjnite. 
STATEMENT 2.7. For i = Us we have 
D(CIIP,_,) - D(CIIP,) = D(CW’,‘?~) 
(where Cci) is defined above Statement 2.1). 
STATEMENT 2.8. +m > D(CIlP,) 2 D(CIIP,+,) > 0, so that D(ClIP,) 
converges to a nonnegative limit. 
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STATEMENT 2.9. IfX E { y I P&y) f 0 fo?- uzz t), then 
lim Ca’(‘) = 1
t-+m Pt”l( x) - 
In Statement 2.7, which is essentially D. T. Brown’s (1959) central 
lemma, the term on the right provides a measure of how far P,_ 1 is from 
satisfying the a,th set of partition constraints. By 2.1, P, exactly satisfies these 
constraints. 
We need to give some justification for Statements 2.6 through 2.9. 
Statement 2.6 is a consequence of Statement 2.4. Assuming Statement 2.7, 
Statement 2.8 follows from Statements 2.6 and 2.7 and the Kullback-Leibler 
inequality. 
Toward Statement 2.9, note that Statements 2.7 and 2.8 imply that 
as t increases. (2.1) 
In particular, for each i such that {t I a, = i} is infinite, 
D(C’“J1I Pi??) -3 0 as t increases through {t 1 Us = i} . 
Then (1.5) implies that for each j 
as t increases. 
Since there are only a finite number of such i, Statement 2.9 follows. 
[Remark: it can happen that P,(r) + 0 but every P,( X> > 0; however, even 
for such X, the quotient in Statement 2.9 approaches 1.1 
Now consider Statement 2.7. To verify this we utilize an observation 
which is listed as a separate lemma for easy reference. 
LEMMA 2.1. Let F, G, H be nonnegative functions on X. Let F -x G 
and F << H. Given i, assume that G and H are constant within the blocks 
Bi1, . . . > Bi,, of the i th partition. Then 
and the number represented by these sums is finite. 
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Proof of lemma. Let us define 4 : X + lF8 by 
G( x> 
6(x> = ln H(x) 
if both G(x) > 0 and N(x) > 0, and define 4(x) = 1 otherwise. Then the 
desired equation amounts to 
which holds because 4 is constant within the blocks Bij. n 
Proof of Statement 2.7. We use Lemma 2.1 to get 
C(x) 
D(CllP,) = C C(x)ln p,o = 
[ 
C(x) L(x) 
C C(x)ln - 
C(x)fO %1(r) Ci(4 I C(r)fO 
= qcIlP,_,) 
= D(CIIP,_,) 
This completes the proof. 
- 
3. ORDER INDEPENDENCE OF THE CONVERGENCE 
This section establishes two condittions on { (+i, a,, . . . }, either of which is 
sufficient for convergence of the iterative scaling iterates { Pt} to P* . The first 
is that every element of {1,2, . . . , m} appears in {u,, oz, . . .} infinitely often 
(Theorem 3.1). The second is a greedy criterion (see Theorem 3.6). 
THEOREM 3.1. Zf every element of {1,2,. . ., m} appears in {(TV, a,, . ..) 
infinitely many times, then the iterative scaling iterates P,, P,, P,, . , . con- 
verge to P" , the Z-projection of Q onto II = n {II i I i = 1, . . . , m). 
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In what follows let (u,}, (u,) denote strictly increasing sequences of 
positive integers. 
LEMMA 3.2. Let] c (1, . . . , m) and let II(j) = f7(IIi I i E J). Suppose 
there is a convergent subsequence (PUS) of (P,) such that 
and let there be a second subsequence (P,,) such that 
u, d us, and a, E J whenever t E {us + 1, u, + 2,. . . , v,} . 
Then 
Proof. We know that 
D( RIIPJ -3 0, since P,, -+ R, 
and that 
D(RIIPus) B D(RIIPV~) 2 0 by Statement 2.8 with II( J ) in place of II. 
It follows that 
D( RIIPJ + 0, and thus P,, + R by (1.5). n 
Using J = (1, . . . , m), we immediately obtain the following corollary. 
COROLLARY 3.3. If (P,) contains a subsequence which converges to a 
limit R in II, then the entire sequence (P,) converges to R. 
Our next step shows the role of the hypothesis in Theorem 3.1 concerning 
the sequence (a,). 
PROPOSITION 3.4. Zf every element of (1, 2, . . . , m) appears in 
( ul, a,, . . . ) infinitely many times, then the corresponding iterative scaling 
iterates P,, P,, P, , . . . converge to a limit in KI. 
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Proof. By Corollary 3.3, we need only show that some subsequence 
converges to a limit in II. By compactness {P,) has a convergent subsequence 
P,,, -+ R, where the limit R must be a probability on X. Let J = (i I R E Hi}. 
If IJ 1 = m, we’re done. Suppose to the contrary that 1J I < m. For each s let 
u, be minimal so that U, Q us and 
u q+l Gl* (3.1) 
Such u, exist because of the hypothesis on {of}. By Lemma 3.2 
From 2.9, and (1.18) with t = us + 1, it follows that 
From (3.1), and the fact that these numbers come from the finite set 
11,. . . , m}, some i, P J must appear infinitely often among the cr,$+ 1 (s = 
L2, . . . ). Invoking St a ement 2.1, the limit R of the t P,, + 1 must also belong s 
to II{“. Hence by definition i, E J. But this contradicts i, e J and forces 
I] I = m, completing the proof. n 
Finally we show that iterative scaling cannot result in two different limits 
in Il, even if two different scaling sequences (ul, Us, . . . ) and (rl, TV, . . .I 
are used. Csiszir (1975, p. 155) includes this result, including Equation (3.21, 
for cyclic scaling sequences. We return to these ideas in Section 6. 
PROPOSITION 3.5. y {P,} converges to a limit in R E KI, then P = R 
uniquely minimizes D( P ( 1 Q> over all P E KI; and hence R = P*, the 
I-projection of Q on II. 
Proof. We actually prove a stronger result: 
(PEII and PsQ) - D(PllQ) = D(PIlR).+ D(RllQ), (3.2) 
in which D(PIIQ), D(PIIR), and D(RIIQ) are finite. This suffices in view of 
the Kullback-Leibler inequality. To prove (3.2) we begin with the identity 
R(x) 
D( PIIR) + D( RIIQ) = D( PIIQ) + c [R(x) - P(x)] In g-q, 
XEX 
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in which everything is finite provided P << R. But P -=K R holds, since 
D( PII P,) is decreasing by Statement 2.7 and has a limit D( P 11 R). It therefore 
suffices to prove 
R(x) 
0 = c [R(x) -wllnQo~ 
XEX 
(3.3) 
and this follows from 
c [R(x) - P( x)1 ln z = i c [R( ~1 - P( ~11 ln:;k:) 
XCX s=l x=x 
by rewriting the inner sum as in Lemma 2.1, with respect to the u,th 
partition, and using R, P E TI. n 
With this the proof of Theorem 3.1 is complete. 
Note that in the proof of Proposition 3.5 we had occasion to verify 
(PEII and P-=cQ) 3 Pap*, (3.4) 
which was stated earlier as (1.7). 
Finally, we use the results of this section to justify a greedy approach to 
scaling-sequence construction. Here the hypothesis of Theorem 3.1, that each 
constraint appears infinitely often in the scaling sequence, is not needed and 
in general not true. The approach is motivated by Statement 2.7: 
(3.5) 
valid for any scaling sequence. This suggests constructing a scaling sequence 
(a,, VCJ, . ..> successively by choosing a, E {I, . . . , m} to maximize the right 
side of (3.5). This does work, in the sense that it forces convergence P, + P”. 
But we can get a somewhat stronger result by basing the greedy decisions on 
arbitrary dissimilarity measures d” (e.g. I-divergence or Euclidean distance) 
between probabilities F and G on {l, . . . , t-J, where being a dissimilarity 
measure means that d”(F, GI is nonnegative, finite and continuous in G 
when F -=z G, and zero if and only if F = G. Futhermore, the greedy 
choices needn’t be made for every t, only for infinitely many t. 
THEOREM 3.6 (Greedy approach). Suppose (1) (vl, a,, . . . > is an arbi- 
trary scaling sequence from {1,2, . . . , m}; (2) each d” (i = 1, . . . , m) is a 
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dissimilarity measure between probabilities on { 1,2, . . . , rJ; and (3) there are 
infinitely many t such that 
i = a, maximizes d’(C(‘), P,‘?)) over i E { 1, . . . , m) . (3.6) 
Then the corresponding iterative scaling iterates P,, P,, Pz, . . . converge to 
p*. 
Proof. By Corollary 3.3 and Proposition 3.5, we need only show that at 
least one subsequence of PO, P,, Pz, . . . converges to a limit in II. By 
assumption the set S of all t such that 
dq(C t”,), Pj:>) > d’(C(“), Pi?,) Vi E {l,...,m} (3.7) 
is infinite. Since each a, E (1, . . . , m), for some i, E 11, . . . , m), S contains 
an infinite subset of the form T = (t E J I a, = i,}. By compactness of 
probabilities on X, T contains an infinite subset U such that P,_ r converges 
over t E U. Letting R denote the limit, we need only show R E II. By 
Equation (2.1) 
D(cYqlP,c~~) + 0, whence P,‘! + Ccio) over t E U. 
By continuity of d”o in its second argument, over t E U, 
dh(c(b), p(h)) _, 0. 
t-1 
By (X7), for each t E U and i E (1, . . . , ml, we have 
d’O(C(‘O), P,‘“oi) > d”(c”‘, p,‘“r) > 6. 
Hence for each fixed i, as t increases through U, we have 
diP’ pc’) , &) + 0 and P,‘?, + C(j). 
It follows that R(“) = Cci) for all i, and R E II. n 
Thus the fitting sequence ((or, 02, . . . ) may be generated on the fly 
according to the greedy criterion (3.61, with potential for faster convergence 
to the unique limit P”. 
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4. POINTWISE FACTOR CONVERGENCE 
If supp Q = supp P*, we say we have total support (Sinkhom’s term). By 
(3.41, Q h as o a support if and only if supp Q = supp P for some P E rI. If t t 1 
Q(X) > 0 but P*(x) = 0, th en x is called an extraneous positive. Sometimes 
we refer to A = supp P* as the essential support of Q. 
By (2.3) we have 
where O/O is equated to 1 should it occur. If we group the terms in this 
product according to the partition involved, we get 
where 
(4-l) 
(4.2) 
We put F,,(x) = 1 if there are no s < t such that os = i, so that F,, is 
defined on all of X and constant within blocks of partition Pi. In the total 
support case Fit(r) can never be zero. 
If P,+P*, we say we have factor convergence if each factor F,, 
converges pointwise (as t + m> to a limit F, (i = 1,. . . , m). Then Fj(x) is 
constant within blocks of p, and positive when x E A. When we have factor 
convergence we can write 
Factor convergence may hold assuming only total support, but our main 
result (Theorem 4.2) requires a generally stronger hypothesis. First, a prelim- 
inary result. 
PROPOSITION 4.1. Factor convergence on A (the support of P* ) implies 
factor convergence (i.e. over all of X 1. Also, f ct a or convergence implies there 
are no extraneous positives x for which P,(x) > 0 for all t. 
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Proof. Factor convergence on A means, for each i E (1, . . . , m} and 
x E A, that Fit(x) converges (as t -+ m) to a finite limit (necessarily positive), 
denoted by F,(x). Assuming this, let i E (1,. . . , m} and x E X be fured. 
Case 1: Suppose that C”(x) > 0 and that some Us = i. Since C -=K P*, 
which holds by (3.4), there exists y in the same block of pi as x such that 
y E A. But then Pi,(x) = F,,(y) f or each t, and it follows that Fi,(x) 
converges to F,(y) > 0. 
Case 2: Suppose that Ci(x> = 0 and that some Us = i. Let t, be minimal 
such that at0 = i, and let B,, denote the block of pi containing x. Then 
F,,o(x) = 1 if Pt,_i(Bij) = 0, and &o(x) = 0 otherwise. For larger t, F{,(x) 
equals E;:Jx) times a product of finitely many terms O/O, each equal to one. 
Hence F,,(z) = F,,$r) for all t > t,. 
Case 3: Suppose Us z i for all t. Then Fj,(x) = 1 for all t and Fi(x) = 1. 
With regard to the second statement to be proved, note that by case 1 above, 
Pt( r) > 0 for all t implies that x must belong to A if x E supp Q. W 
The absence of extraneous positives x of the type P,(x) > 0 for all t may 
imply factor convergence. Earlier we mentioned a weaker conjecture: that 
total support implies factor convergence. 
As an example where we do not have factor convergence, let 
Q=[ 0.50 0.25 0.25 1 0.00 ’ 
and apply iterative scaling with respect to the constraints of uniform row and 
column sums. Here the partition pi equates cells in the same row, and & 
equates cells in the same column. Then clearly x,, = (1,l) is an extraneous 
positive of Q. In fact 
2s 
F,,,( x0) = F,,,_,( x0) = f x f x a.0 x - 
2s + 1’ 
which converges to 0 as s + m. In this example each F,,(x) either converges 
to 0 or diverges to +@J as t --f m. 
Factor convergence is related to exponential equivalence (see Section 
lD>. Given total support, it is known (see Section 5 below) that P* and Q 
are exponentially equivalent with respect to partitions pi, . . . , pm. This 
means that there exist functions Ai on X such that 
P*(x) =Q(x)*h,(r)-h,(x)- A,(x) (4.3) 
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for all x E X, where each hi is strictly positive and constant within blocks of 
pi. Then factor convergence (when true) clearly implies an explicit exponen- 
tial equivalence given by Ai = F, (i = 1, . . . , m). 
Previous authors appear to have assumed factor convergence in some 
cases, but we have been unable to locate a proof. In the case of Sinkhorn 
balancing of two-dimensional matrices, there are only two partitions, “rows” 
and “columns,” and (4.1) can be written 
Bacharach (1965), Sir&horn (1967), Sinkhom and Knopp (19671, and Pretzel 
(1980) clearly d o not assume the hi, and pjt converge as t -+ 00. Instead, 
they adjust them in such a way (usually by dividing Ai, by Ai, and multiplying 
pjt by hi,) that the resulting sequences are bounded away from 0 and m, and 
even then just use the fact that the resulting sequences have convergent 
subsequences. Ireland and Kullback (1968) seem to assume the convergence 
of Fi, (as t -P m) when they refer (in their notation) to 
a$“) and by’ 
on p. 186, but we don’t see that convergence was proved there either. 
Darroch and Ratcliff (1972) may h ave tacitly assumed convergence of the Fi, 
at the bottom of p. I473 during their proof of convergence of Pt. Indeed, 
they indicate at the top of p. 1476 ( in effect) that one can obtain the terms hi 
of an exponential equivalence (4.3) either by solving a system of linear 
equations after the limit measure P * is obtained, or else by using Ai = Fi, 
(i = 1,. . .) m) for some t sufficiently large. It would be nice to know the 
factors Fit converged as t + ~0. 
The condition which enables us to prove factor convergence involves the 
lattice of partitions of the set A = supp P*, in which, by definition, (Y c P if 
and only if (Y is a refinement of p. It is a standard result that this yields a 
lattice, which means that any two such partitions a and p have a unique 
greatest lower bound denoted CY II /?, and a unique least upper bound, 
denoted CY U P. Given x E A, the block of the partition CY n p which 
contains x turns out to be the intersection of the block of (Y which contains 
x and the block of /3 which contains x. And the block of the partition (Y U /3 
which contains x turns out to consist of all y E A for which there exists a 
finite sequence A, (r = 1,2, . . , , s), where each A, is a block either of CY or 
of /3, such that x E A,, y E A,, and each A,. n A,+1 # 0. Without loss of 
generality A, and A, are blocks of LY. We use 1 to denote the partition with 
the single block A. 
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THEOREM 4.2 (Factor convergence). Suppose the iterative scaling iter- 
ates P, converge pointwise to P*, and the restrictions yi of partitions pi to 
supp P* satisfy 
(i = l,...,m). (4.4) 
Then we have f&or convergence. 
NOTES. (4.4) means that for any i and x, y E A there exists a finite 
sequence of blocks Xi, X,, . . . , X, of yi such that x E X, and y E X, and 
such that for each r = 1,2,. . . , 1 - 1 there is a block Y, of n {yk I k # i} 
which intersects nontrivially both X, and X,, i. In the case of two-dimensional 
n, X n2 space with one-dimensional marginal fitting, (4.4) is equivalent to 
the “connectedness” property defined by Bacharach (1965) and the “inde- 
composability” of Brualdi (1968). In th e case of three-dimensional n X n X n 
space with l-dimensional marginal fitting, the blocks of yi (i = 1,2,3) are 
two-dimensional “layers” in the space, and the blocks of n{x I k # i) are 
one-dimensional “pipes” through the space. In this case, if supp Q = X, then 
the condition (4.4) is surely satisfied. (See Corollary 4.4 below.) 
Proof of Theorem 4.2. By Proposition 4.1 we need only prove factor 
convergence on A. We first argue that the Fit(x) are bounded away from 0 
for x E A. Suppose otherwise. Then there exists a fmed x E A and a fured i 
such that some subsequence of F,,(x) converges to 0. For notational conve- 
nience we may assume the entire sequence converges to 0. We will obtain a 
contradiction to 
zgAc(z) In Fit(z) a O’ (4.5) 
[Recall that C E II and C << Q. Why is (4.5) true? Because it is a sum of 
certain terms-those for which Us = i-of the form D(C 11 Pt_ 1) - D(Cll P,>, 
each of which is nonnegative by Statement 2.7.1 Let y be any other element 
of A. By (4.4) there exists a finite sequence of blocks Xi, X,, . . . , Xl of yi 
such that x E Xi and y E X,, and such that for each r < 1 there is a block 
Y, of n {yk I k z i} which intersects nontrivally both X, and X,, i. By (4.1) 
Pt is the product of Q and factors Fi, (i = 1,. . . , m>. Here Fi, is constant 
within the X,, and the product Gi, of the Fkt (k z i> is constant within the 
Y,. Since Pt converges to a function strictly positive on A, it can only be that 
Fi, -+ 0 on Xi, Gi, + +a on Y,, Fj, + 0 on X,, Gj, + +a on Y,, . . . , Fi, 
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+ 0 on X, which contains y. Thus Fi,( y) + 0 for all y in A. But then for t 
large enough the sum in (4.5) is negative, giving the promised contradiction. 
This proves, for any i and 1c E A, that Fit(x) is bounded away from 0. But 
then from (4.1), Fit(x) is also bounded above. Hence there are constants 6, 
and 6, such that 
for every i, t and x E A. 
Now suppose for some i that Fit does not converge pointwise over A as t 
increases. Then by (4.6) there exist two increasing sequences {u,) and {v,) of 
positive integers such that Fi, converges pointwise over A to one limit Gi as t 
increases through (u,} and to a different limit Hi as t increases through {u,}. 
That is, for some x0 E A, 
Gi( XO) # Hi( ‘0). (4.7) 
We shall obtain a contradiction to (4.7) based on 
ElnGi(x) = Eln Hi(x) forall x E A, (4.8) 
i=l i=l 
and 
xFxC(x)lnGi(x) = c C(x)ln Hi(x) forall i = l,...,m. (4.9) 
XEX 
Equation (4.8) IS a consequence of the convergence of P, in (4.11, while (4.9) 
is a consequence of the convergence of the sequence (4.51, which as t + 00 is 
nondecreasing and bounded above. Let x E A be arbitrary. By the assump- 
tion (4.4) there exists a finite sequence xi, x2, . . . , x, = x of elements of A 
such that xj and xj+ i are in the same block of pi if j is even, or in the same 
blockofn{&lk#i}ifjisodd.Forj=O,...,s-lweclaim 
ln Gi( xj) - In Gi( xj+i) = In Hi( xj) - ln Hi( x~+~). (4.10) 
If j is even, (4.10) is true because Gi and Hi are constant within blocks of pi. 
If j is odd, then for each k z i we have G,(xj> = G,(xj+i) and H,(xj) = 
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H,( xj+ i), so that we get (4.10) with the aid of (4.8): 
lnGi(;rj) - lnGj(xj+,) 
= lnGi(xj) + zlnGk(xj) - lnGi(xj+r) + ClnG,(xj+i) 
k+i I [ k#i 1 
= In Hi(Xj) + C In Hk(Xj) - In Hi(xj+,> + C In Hk( xj+l) 
k#i 1 [ kzt 1 
= In Hj( xj) - In Hi( xj+i). 
Summing (4.10) over j, we get 
In Gj( x,,) - In Gi( x) = In Hi( x0) - In Hi(x) 
for every x E A. Multiplying by C(x) and summing over x in A, we have 
xC(x)[lnG,(x,) - InGi( = xC(x)[ln Hi(x,) -lnHi(x)]. 
(4.11) 
If the sums are taken over the possibly larger set X, (4.11) remains true, 
since C is zero outside A. But now (4.11) reduces, using (4.9) and CC(x) = 1, 
to 
ln Gi( x,,) = ln Hi( x0), 
which contradicts (4.7). n 
We next show Theorem 4.2 applies to several common classes of iterative 
scaling problems. 
COROLLARY 4.3. Consider jtting a nonnegative matrix Q to marginal 
constraints which prescribe row and column sums. Suppose that the iterative 
scaling iterates Pt converge to P* and that supp P* = supp Q. Then we have 
factor convergence. 
Proof. Here there are two partitions /3i and PZ which respectively 
lump together cells in the same row and in the same column. When i = 1, 
Al 1~~ I k z il is just yz, and similarly when i = 2. The condition (4.4) 
becomes y1 U yz = 1, which incidentally is the same indecomposability 
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condition encountered in connection with the Perron-Frobenius theorem 
(Marcus and Mint, 1964, p. 122). Th eorem 4.2 implies Corollary 4.3 in this 
case. In the decomposable case there is no interaction during iterative scaling 
between cells (i, j> in different blocks of yi U yz, so the corollary holds in 
this case as well. n 
In matrix fitting as in Corollary 4.3, the Bacharuch-Brualdi conditions 
characterize feasibility and total support in terms of the starting matrix A (in 
the role of Q> and the prescribed row and column sums (rl, r2,. . . , r,> and 
cc,, c *, . . . , c,). If A is such a matrix, (Y L {1,2,. . . , m}, and p z {1,2,. . . , n}, 
then A[ (Y, p] d enotes the submatrix of A whose rows are indexed by cy and 
whose columns are indexed by p, the rows and columns in A[ CY, p ] 
appearing in the same order as in A. Brualdi (1968) originally stated his 
condition for “fully indecomposable” matrices, and later (1974) gave the 
following condition for the general case. Given an m X n matrix A > 0 and 
sequences (rl, r2,. . . , r,) and (ci, c2,. . . , c,J of positive numbers with rl 
+ ... +r, = cl + 0.. +c,, then there exists a B > 0 with rows sums ri and 
column sums cj and supp B = supp A if and only if the following hold: 
1 For all partitions or, cyz of (1, . . . , m} and pi, p2 of (1, . . . , n) into 
nonempty sets, such that A[ oi, &] is a zero matrix, we have 
2 Whenever the preceding inequality is an equality, A[ LYE, pl] must be a 
zero matrix. 
Bacharach’s condition for the existence of such a B with B < A is just (1). 
Thus (1) and (2) together characterize total support, and (1) by itself 
characterizes feasibility. 
Corollary 4.3 has the following generalization. 
COROLLARY 4.4. Suppose the iterative scaling iterates Pt + P*, where 
supp P* = supp Q. Zf there are only two partitions involved, then we have 
factor convergence. 
Since the only diff erence between Corollary 4.3 and Corollary 4.4 (and it 
is not substantive) is that in Corollary 4.4 the blocks of yi n yz need not be 
singletons, we omit the proof. 
We may extend Corollary 4.4 to higher dimensions, provided the imposed 
constraints are “one-dimensional marginals”. 
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COROLLARY 4.5. Let X be n1 X n, X ... X nk space, and let positive 
constants ci j 
be given which satisfy g cij = 1 (i = l,...,k). 
j=l 
For Bij = {x E X I xi = j}, let lI = {P I P(Bij) = cij for all i andjl. Zf Q is 
strictly positive, then 
(1) P* exists and is strictly positive. 
Now consider iterative scaling relative to Q, some C E II, and partitions 
pi(i = 1,. . . , k) with blocks Bij (j = 1,. . . , n,). Then 
(2) P, + P* implies factor convergence. 
Proof. Let P(x,, x2,. .., x,) be defined by the product over i of cij 
such that j = xi. Clearly P E KI and supp P = X. Then (1) follows from 
Proposition 3.4, Proposition 3.5, and (3.4). Hence each yi coincides with Pi, 
and the condition (4.4) is easily checked. Theorem 4.2 implies (2). W 
An unsolved problem is to prove factor convergence for the case of 
two-dimensional constraints in the context of the preceding corollary. Such 
constraints are of the form 
C (P( x1, x2,. . . , xk) 1 xi = r, xj = s} = cijrs, 
where it is assumed that the cijrs are positive and feasible and that k > 3. 
The constraints are organized according to partitions Pij. The condition (4.4) 
cannot hold, because the blocks of n{ pij I (i, j) # (i,, j,)) are all singletons. 
For another application of Theorem 4.2, put in the role of X the set S,, 
of ordered m-tuples (x1, x2, . . . , XJ of distinct elements from {1,2, . . . , n). 
As in the preceding corollary, we consider one-dimensional constraints speci- 
fied by constants cij. That is, for Bij = {x E X I xi =j}, we have II = {P I 
P( Bij) = cij (i = 1,. . . , m; j = 1,. . . , n)). 
COROLLARY 4.6. Let X be S,, (m G n), and let r = (cij) be an m X n 
matrix of constants. Let II denote the set of probabilities on X which satisfy 
the one-dimensional constraints given by r. Then 
(1) II # 0 - r is row-stochastic and column-substochastic. 
Next assume KI # @and let Q be strictly positive. Then 
(2) P* exists. 
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Now assume further that every cij > 0, and that m < n. Consi&r iterative 
scaling relative to Q, pa&ions pi (i = 1, . . , , m) with blocks Bij (j = 
1 ,-**> n>, and some C E II. If Pi + P*, then 
(3) we have factor convergence if and only if r is strictly column- 
substochastic: 
E cij < 1 (foreachj). (4.12) 
i=l 
(Here C is not the same as the matrix r = (cij), but they are related by 
C( Bij) = cij for all i and j.> 
Proof. We encode elements (xi, x2,. . . , r,) of S,, as m X n matrices 
U = (uij> with uij = 1 if xi = j and uij = 0 otherwise. (If m = n, then 
S = S,, the set of permutations of {1,2, . . . , n}, and the matrices U are 
p:kutation matrices.) Then a probability P on S,, is in II if and only if 
r = ~{P(U)UIU E S,“}. (4.13) 
This expresses r as an element of the convex hull of S,, using coefficients 
P. For r given, feasibility (Il Z 0) is equivalent to the existence of at least 
one P such that (4.13) holds. The proof proceeds through two lemmas, 
guided by Sir&offs well-known theorem (1946) that an n X n matrix is in 
the convex hull of S, if and only if it is doubly stochastic. 
LEMMA 4.7. The m x n matrix r = (cij> is in the convex hull of S,, zf 
and only if r is row stochastic and column substochastic: 
cij > O, : cij = 1, E cij < 1. 
j=l i=l 
Proof. The proof of = is obvious. For =, extend the m X n matrix r 
to an n x n column-stochastic matrix V by adjoining beneath r an (n - m) 
X n matrix with constant columns. It follows that V must be doubly 
stochastic, whence by Birkhoffs theorem V is in the convex hull of S,: 
v = C{P(M)M(M E s,} 
for some probability P on S,. In this equation, erase the lower (n - m> X n 
blocks from the matrices V and M to obtain r as a convex sum from S,,. n 
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LEMMA 4.8. Let m < n, and let r = (cij> be a strictly positive m X n 
row-stochastic matrix. Then r is a convex combination from S,, using all 
positive coefficients if and only if r satisfies (4.14). 
Proof. Toward * , suppose the jth column sum of r is 1. Then every 
u E S,,, which has a positive coefficient in a convex representation of r, 
must have a 1 somehwere in column j. Since m < n, there must exist U’s 
with all zero entries in column j, and these must have coefficient zero. Hence 
strict column substochasticity must hold. The necessity of the other condition, 
that every cil is positive, is clear. 
Toward e, note that (4.12) implies that the matrix V in the proof of 
Lemma 4.7 is strictly positive. Let A be the n X n matrix with every entry 
equal to l/n, and for E > 0 let the matrix B be defined by V = EA + (1 - 
E)B. Since V > 0, we may fix E small enough that B is positive, hence 
doubly stochastic. By Birkhoffs theorem B has a convex representation over 
S,, and A also has such a representation with every coefficient equal to l/n!. 
If oy and PM (M E S,) denote the corresponding A and B coefficients, 
then the new coefficients vM = so,,,, + (1 - E)& are all positive and are 
the coefficients giving V as a convex combination of matrices M E S,. 
Finally, in the resulting convex representation of V, erase the bottom 
(n - m) x n block of every matrix involved, to obtain I as a convex sum 
over S,, with all positive coefficients. n 
Proof of Corollary 4.6 (completion). Assertion (1) is Lemma 4.7, while 
(2) follows from Theorem 3.1. Now consider assertion (3). If (4.12) does not 
hold, then by Lemma 4.8 II contains no strictly positive probability measure. 
So P*, being in II, is not strictly positive, while Q is strictly positive by 
hypothesis. Thus we do not have total support, and since there are extraneous 
positives x of the type P,(r) > 0 for all t, we cannot have factor convergence 
(Proposition 4.1). For the converse, suppose (4.12) does hold. Then by the 
other part of Lemma 4.7 there does exist a strictly positive probability in Il. 
By (3.4) P * is strictly positive, and consequently the partitions Pi and yi are 
identical. So in order to apply Theorem 4.2 it only remains to verify (4.4) for 
the partitions Pi. For this it is sufficient that for any two distinct blocks of 
(say) pi there is a block of n{ & I k z i} w ic nontrivially intersects both of h h 
them. But since m < n, any two distinct blocks of Pi respectively contain 
elements x and y which agree except for xi z yi, so that x and y indeed 
belong to the same block of n{ & I k # i}. n 
The foregoing used Theorem 4.2 to settle the case for S,, with m < n, 
but that approach does not work when m = n. 
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PROPOSITION 4.9. For X = S, (n > 1) let iterative scaling be carried out 
with respect to one-dimensional constraints (cij). Suppose P, + P*. Then 
(4.4) does not hold (except in the trivial case in which (cij) is a permutation 
matrix). 
Proof. For any i it is clear that n { & I k z i} has all singleton blocks. 
Hence n (yk I k # i} has only singleton blocks. So the only way (4.4) can hold 
is for A to be a singleton, i.e. for (cij) to be a permutation matrix. n 
It remains an unsolved problem to settle factor convergence for S,, even 
given supp Q = S, and all-positive one-dimensional marginal constraints 
(cij). But note what happ ens if we delete row i, (say) from (cij>, resulting in 
an (n - 1) X n constraint matrix. This puts us into the S,_ 1 n case and the 
context of Corollary 4.6. Moreover, since S,_ I n is in l-l correspondence 
with S,, we may regard probabilities defined on bne space as also defined on 
the other. If P, --j P* in the S, _ I,n formulation, then by factor convergence 
we have 
where Fi( x) is the limit of Fj,( x) when i z i,, and identically one by 
definition for i = i,. Moreover, it is easy to check that P* is in the set II of 
probabilities on S, 
mizes D( PljQ) 
which have marginals (c,~), and also that P = P* mini- 
over all P in II (see Proposition 3.5). Thus the iterative 
scaling limit P* in the S,_ 1 n context is the same as the iterative scaling limit 
P* in the S, context, justifying the notational ambiguity. Since i, was 
arbitrary, this example also illustrates the nonuniqueness of the factors of P*. 
We close with a summary of problems for further research. 
UNSOLVED PROBLEMS 4.10. Prove (or settle) factor convergence for 
some cases to which Theorem 4.2 does not apply. One such case (just 
discussed) is X = S, with all-positive one-dimensional constraints and Q 
strictly positive. Another such case (see below Corollary 4.5) is S = n, X n2 
x **a x nk space with all-positive two-dimensional constraints and Q strictly 
positive. A challenging project is to prove total support implies factor conver- 
gence, as seems likely to be the case. A stronger result may also hold: the 
absence of extraneous positives x such that P,(x) > 0 (for all t> implies 
factor convergence. 
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5. DEPENDENCE OF P* ON Q 
In this section we discuss the effect on the iterative scaling limit of 
zeroing Q on a subset of its support. For the total support case, in which 
supp Q = supp P*, we give the fundamental result characterizing P* as the 
unique probability in ll which is exponentially equivalent to Q. These results 
are combined to characterize when two Q’s lead to identical P* ‘s. 
Sinkhorn (1972) and Pretzel (1980), . m a more restricted context, showed 
that if we zero out extraneous positives before starting iterative scaling, then 
we still get the same limit. Theorem 5.1 is a generalization of this. 
For the statement we need to define P 1 A and II I A. Given a probability 
P on X and a subset A G X such that P(A) # 0, let P I A be the 
conditional probability on X defined by (P I A)(x) = P(x)/P( A) if x E A 
and (P I A)(x) = 0 otherwise. Given Q, let ll I A denote the set of probabili- 
ties P on X such that Pi = (P* I A)” (i = 1,. . . , m). (See Section 1F for the 
definitions of P”, KI, etc.) 
THEOREM 5.1. If A is a subset of X which nontrivially intersecfs supp P*, 
then P = P* I A uniquely minimizes D( PllQ I A) over all P E II 1 A. 
Proof. Suppose D(PIIQ I A) < D(P* I AllQ I A) for some P E II I A. 
Then, contrary to Theorem 3.5, D(RIIQ) < D(P*IIQ) for R E II defined by 
R(x) = P*(A)P(x)if x E A, R(x) = P*(x)otherwise. n 
Theorem 5.1, while not directly a statement about convergence, does 
raise questions about convergence. For example, suppose (oi, crs, Us,. . . ) 
suffices for iterative scaling convergence from Q to P* E II. Then does the 
same scaling sequence suffice for iterative scaling convergence from Q I A to 
P* I A? We do not have a proof. 
COROLLARY 5.2. If A = supp P*, then Q and Q I A lead to the same 
iterative scaling limit in II. 
Proof. Since II = II I A, the result follows. (Here A is the “essential 
support”.) n 
Replacing Q by Q I A seems to speed convergence, but the utility of 
doing this is limited by the difficulty of determining A or, equivalently, 
recognizing extraneous positives. 
The next result is included mainly as a link in the exposition. Our proof is 
based on the convergence of the iterative scaling; compare Csiszir (1975). 
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THEOREM 5.3. In the total support case, R = P* if and only if R E II 
and R is exponentially equivalent to Q. 
Proof. (Note that exponential equivalence between Q and P* implies 
total support.) 
j : By definition, P* E II. So it suffices to establish that there exists a 
exponential equivalence P* ( 3~) = Q( x 1. h,(x) * h,(x) . . . A,( x >, where each 
hi is strictly positive and constant within blocks of the partition pi. It is 
enough that hi(x) = ri( y) > 0 whenever x and y are in the same block of 
pi and {x, y} G A (the support of P*), since such hi are readily extended to 
the remainder of X. Taking logarithms, we get 
Flnr,(x) =In P*(x) -lnQ(r) 
i=l 
provided x E A. This is a linear system of the form AZ = B, where A is a 
matrix of zeros and ones with one row for each x E A. The “unknowns” are 
the terms In ri( x), where In -yi( r) and In ri( y) represent the same unknown 
when x and y belong to the same block of pi. The components of B are 
finite because A = supp P* = supp Q. By Theorem 3.1 P* is a limit of 
scaling iterates Pt. By (4.1) 
E In F,,(x) + In P*(x) - In Q(r) as t+m. 
i=l 
Since the Fi, are positive and constant within blocks of Pi, this establishes a 
sequence of column vectors Zt such that AZf + I?. But since the set of 
column vectors of the form AZ is a closed set, B is in it. Exponentiating any 
Z such that AZ = B yields an explicit exponential equivalence between Q 
and P*, which completes one part of the proof. 
e: This is implied by the stronger result 
D( P/Q) = D( PIIR) + D( R/IQ) forany P E II, 
which is proved like (3.2). n 
A much stronger version of Theorem 5.3, which does not require total 
support, is contained in Theorem 6.1 of the next section. 
The next result extends Pretzel (1980, Proposition 1) and Sinkhorn (1964, 
Theorem 1). 
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COROLLARY 5.4. Let the probabilities P and P’ on X have equal sums 
over the respective blocks of partitions &, &, . . . , /3,,. Also let P and P’ be 
exponentially equivalent with respect to these same partitions. Then P = P’ 
identically. 
Proof. If Q = P, then P* = P’ by Theorem 5.3. But P* = P, since Q 
is already in II. n 
The final result of this section characterizes, in terms of exponential 
equivalence, when two starts yield the same iterative scaling limit. 
THEOREM 5.5. Let lI correspond to partitions pi (i = 1, . . . , m) with 
specified block sums. Suppose iterative scaling yields convergence Pi + R’ E 
n using the start Q = Q’, and that P,” -+ R” E II using the start Q = Q”. 
Then R’ = R” if and only $ Q’ I A’ and Q” I LY are exponentially equivalent, 
where A’ = supp R’ and A” = supp R”. 
Proof. Both di rections of the proof follow from Corollary 5.2 and 
Theorem 5.3. n 
Rephrased, this characterizes when D( PIIQ’) and D( PI(Q”), as P varies 
over II, attain their respective minimums simultaneously. 
6. DUALITY THEORY 
In this section we exhibit P* as the solution to two different optimization 
problems, each a kind of dual of the other (Corollary 6.4 and Corollary 6.5 
below). This relationship, which is of fundamental importance in statistical 
applications of iterative scaling, is already manifest in Equations (1.111, 
(I.I2), and (1.14). We gi ve an independent exposition, obtained before we 
were aware of the state of the literature, which appears to take the published 
results somewhat further. See also Csiszir (1975, 1990). 
We continue to work within the context of Section lF, in which we are 
given probability measures C and Q on X such that C < Q, and also 
partitions /3r, &, . . . , p, of X. Again II denotes the set of probability 
measures on X which have the same block sums as C over the specified 
partitions. Proposition 3.5 implies that P* exists, where P” is defined by the 
property that P = P* minimizes D( P 11 Q) over P E II. (By Theorem 3.1, P” 
can be computed by iterative scaling.) The closure of the exponential family 
E, determined by Q and the indicated partitions, is written cl E. 
THEOREM 6.1. We have II IT cl E = {P*}, with P* E E - supp P* = 
supp 0. 
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IfP E II, R E cl E, and P -=x R, then P -=c P* -=z R and D(P((P*) + 
D(P*llR) = D(PllR). 
In this statement the condition P -=x P” GC R is another way of asserting 
that the Z-divergences D(PlIP*), D(P* llR), D(PllR) are all finite. That 
P << P* is well known; sample references are Csiszir (1975, 1990) and 
Pretzel (1980). But P* << R may not have been pointed out before. 
A proof of Theorem 6.1 will follow from Lemmas 6.2 and 6.3 and 
Theorem 5.3. 
LEMMA 6.2. Suppose P E II, R E cl E, P < R, and L E II n cl E. 
Then P << L -=K Rand D(PllL) + D(LllR) = D(PllR). 
Proof of lemma. Let L, -+ L and R, + R as t increases, where L, and 
R, are in E. Let explicit exponential equivalences be given by 
L,(x) = A,t(x)Mx) *a* L(x)Qb)~ 
R,(x) = P~,(x)P,,(x) **- ~mtWQ(x)- 
We have the finite identity 
D(PIIL) + D(LIIR) = D(PIIR) + c [L(x) - P(x)] In a (6.1) 
XEX 
provided P -=K L << R. We claim that 
= 5 C [L(x) -P(x)]Inz 
i=l XEX It 
= E 2 [ L( Bjj) - P( Bij)] In # = 0. 
l=lj=l 
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The first equality uses P, L +z Q. The third equality, in which Bi. (j = 
1 , . . . , ri> are the blocks of the partition Pi, holds by Lemma 2.1. The last 
equality holds because L, P E II. Thus 
C [L(x) -P(x)]ln$j-$ =O. 
XGX 
(6.2) 
Here no summand can be unbounded below as t increases, because L, 4 L 
and R, -+ R where P s R. It follows that if any one of the summands is 
unbounded above, then so is the entire sum, contradicting (6.2). But one of 
the summands is unbounded above, unless P << L and L << R, and this 
indeed establishes this relationship. It follows that (6.1) holds, and the desired 
result follows using (6.2). w 
The preceding lemma does not yet show that P* E II f~ cl E, nor even 
that II n cl E # 0. Of course we do know that P* E II. 
LEMMA 6.3. P* E cl E. 
Proof. If Q has total support relative to II, then P* E E c cl E by 
Theorem 5.3. Suppose Q does not have total support. Then there exist n > 0 
elements of supp Q which are not in A = supp P*. We define new “contexts,” 
one for each integer t > 1. For every t we use the same Q and the same 
partitions pi (i = 1, . . . , m). Let C be arbitrary, subject to C E II such that 
C -=K Q. For given t put 
C,(x) = f . f if x~suppQ-A, 
otherwise. 
Then each C, is a probability measure on X, since supp C G A by Lemma 
6.2 [also by (3.4)]. Clearly C, + C and supp C, = supp Q. Thus for each t, Q 
has total support relative to 
II, = {RIP = c: (i = 1,. . . ) m)}. 
By Theorem 5.3 there is an L, E III, f~ E. By compactness, the set of all L, 
has an accumulation point L, which clearly must belong to II n cl E. 
Lemma 6.2 therefore applies for R = Q and P = C. That lemma asserts a 
triangle identity, which in turn implies that D(PIIQ) is minimized over 
P E II at P = L uniquely. But this is the definition of P”. Hence L = P*. 
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Proof of Theorem 6.1. The assertion that P* E E * supp P* = supp Q 
comes from Theorem 5.3. Furthermore, in Lemma 6.2, it must be that 
P = L uniquely minimizes D( P 11 R) over all P E KI. Hence II fl cl E = (L}. 
Lemma 6.3 says we may put L = P * in Lemma 6.2, completing the proof. In 
particular if P E II satisfies P < R, then finiteness holds for each of 
D(PIlP*), D(P*IIR), and DCPIIR). n 
An early reference for Theorem 6.1 is Birch (1963), who showed there is 
a unique probability measure in both fl and E in the context of three-way 
contingency tables. Bacharach (1965, pp. 300-302) showed, under suitable 
assumptions, that there is a unique probability measure in both Il and E in 
the case of nonnegative matrices with fixed row and column sums. 
Theorem 6.1 yields the following corollaries. 
COROLLARY 6.4. Zf R E cl E and 3P E II such that P =K R, then 
D( PII R) is minimized over all such P uniquely at P = P*. 
COROLLARY 6.5. Suppose P -=z< Q, and let P* be taken with respect to 
C = P. Then D( P 11 R) is minimized over R E cl E uniquely at R = P*. 
(In Corollary 6.5, P * is the Z-projection of Q on IT, where fI is defined 
by P together with the partitions /Ii,. . . , p,,; the exponential family E is 
defined by Q and the same partitions pi,. . . , &.) 
Corollaries 6.4 and 6.5 follow from Theorem 6.1 as stated, so proofs are 
omitted. 
Corollary 6.4 says P* remains unchanged if Q is replaced by any R in the 
closure of the set of all probability measures exponentially equivalent to Q 
with respect to pi, &, . . . , p,,, provided the support of R is big enough to 
contain the support of at least one probability measure which satisfies 
partition constraints which define Il. Corollary 6.5 says that P*, which was 
defined as the unique P E II which minimizes D( PIIQ), is at the same time, 
for any fxed P’ E II such that P’ -=K Q, the unique R E cl E which mini- 
mizes D( P’ II R). 
Corollary 6.5 has the following important maximum-likelihood interpreta- 
tion. 
THEOREM 6.6. Let cl E correspond to Q and partitions &, &, . . . , &, 
of X. Let P be a probability measure on X such that P ==z Q. Then the 
log-likelihood 
l(R) = c P(x)ln R(x) 
XEX 
is uniquely maximized, over all R E cl E, at R = P*, where P* is taken with 
respect to C = P. 
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Proof. Apply Corollary 6.5 to 
D(P(lR) = c P(x)ln P(x) -l(R), 
XEX 
where the first term does not depend on R. n 
Thus the unique R E cl E which maximizes the Z(R), namely R = P*, is 
independent of P apart from its sums over the blocks of the m specified 
partitions; and moreover it agrees with P with respect to these sums. 
What happens when we don’t have P -=x Q? Then for every R E cl E the 
log-likelihood l(R) = - m. So to look for an optimal R in this case is absurd. 
From this point of view Theorem 6.6 is best possible. 
(Many arguments in this paper carry over to the full linear case as 
described in Section 1D. These include the results of this section, Theorem 
5.1, and Theorem 3.1, but they do not include Theorem 4.1.) 
We would like to thank John V. Garnett for his careful review of earlier 
versions of this manuscript. He contributed an argument which simplifaed an 
earlier proof of Lemma 3.2. He also made possible an improved statement of 
Theorem 4.2 by noticing that supp P* = supp Q, hypothesized in an earlier 
version, was not actually used in the prooJ: 
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