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Abstract
Compositional data arise in many real-life applications and versatile methods for properly analyzing this
type of data in the regression context are needed. This paper, through use of the α-transformation,
extends the classical k-NN regression to what is termed α-k-NN regression, yielding a highly flexible
non-parametric regression model for compositional data. Unlike many of the recommended regression
models for compositional data, zeros values (which commonly occur in practice) are not problematic and
they can be incorporated into the proposed model without modification. Extensive simulation studies
and real-life data analysis highlight the advantage of using α-k-NN regression for complex relationships
between the response data and predictor variables for two cases, namely when the response data is com-
positional and predictor variables are continuous (or categorical) and vice versa. Both cases suggest that
α-k-NN regression can lead to more accurate predictions compared to current regression models which
assume a, sometimes restrictive, parametric relationship with the predictor variables.
Keywords: compositional data, regression, α-transformation, k-NN algorithm
1 Introduction
Non-negative multivariate vectors with variables (typically called components) conveying only relative
information are referred to as compositional data. When the vectors are normalized to sum to 1, their
sample space is the standard simplex given below
SD−1 =
{
(u1, ..., uD)
T
∣∣∣∣ui ≥ 0, D∑
i=1
ui = 1
}
, (1)
where D denotes the number of components.
Examples of compositional data may be found in many different fields of study and the extensive
scientific literature that has been published on the proper analysis of this type of data is indicative of its
prevalence in real-life applications1. It is perhaps not surprising, given the widespread occurrence of this
type of data, that many compositional data analysis applications involve covariates. In sedimentology,
1For a substantial number of specific examples of applications involving compositional data see (Tsagris and Stewart,
2020).
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for example, samples were collected from an Arctic lake and the change in their chemical composition
across different water depths was of interest (van den Boogaart et al., 2018). This data set is analyzed in
Section 5 using our proposed methodology along with several other data sets. These include compositional
glacial data, household consumption expenditures data, data on the concentration of chemical elements
in samples of soil, data on morphometric measurements of fish and electoral data, all of which are
cassociated with some covariates. Also in this section, real-life data on life expectancy is linked to
gender and compositional predictor variables containing the proportion of deaths by various diseases. In
addition to these examples, the literature cites numerous other applications of compositional regression
analysis. For example, data from oceanography studies involving Foraminiferal (a marine plankton
species) compositions at different sea depths from oceanography were analyzed in Aitchison (2003). In
hydrochemistry, (Otero et al., 2005) used regression analysis to draw conclusions about anthropogenic
and geological pollution sources of rivers in Spain. In economics, Morais et al. (2018) linked the market
shares to some independent variables, while in political sciences the percentage of votes of each candidate
can be linked to some predictor variables (Katz and King, 1999, Tsagris and Stewart, 2018). Finally, in
the field of bioinformatics compositional data techniques have been used for analysing microbiome data
(Chen and Li, 2016, Shi et al., 2016, Xia et al., 2013).
The need for valid regression models for compositional data in practice has led to several develop-
ments in this area, many of which have been proposed in recent years. The first regression model for
compositional response data was developed by Aitchison (2003), commonly referred to as Aitchison’s
model, and was based on the additive log-ratio transformation defined Section 2 . Iyengar and Dey
(2002) investigated the generalized Liouville family of distributions that permits distributions with neg-
ative or mixed correlation and also contains non-Dirichlet distributions with non-positive correlation.
Gueorguieva et al. (2008), Hijazi and Jernigan (2009), Melo et al. (2009) and Morais et al. (2018) mod-
elled compositional data using Dirichlet regression. Tolosana-Delgado and von Eynatten (2009) also used
the additive log-ratio transformation while Egozcue et al. (2012) extended Aitchison’s regression model
by using a transformation similar to the isometric log-ratio transformation (see Section 2) but instead of
employing the Helmert sub-matrix, they chose a different orthogonal matrix that is compositional data
dependent.
A drawback of the aforementioned regression models is their inability to handle zero values and,
consequently, a few models have recently been proposed to address the zero problem. Scealy and Welsh
(2011) transformed the compositional data onto the unit hyper-sphere and introduced the Kent regression
which treats zero values naturally. Leininger et al. (2013) modelled spatial compositional data with zeros
from the Bayesian stance. Mullahy (2015) estimated regression models of economic share data where
the shares could take zero values with nontrivial probability. Murteira and Ramalho (2016) discussed
alternative regression models, applicable when zero values are present, in the field of econometrics.
Tsagris (2015a) proposed a regression model that minimizes the Jensen-Shannon divergence and Tsagris
(2015b) proposed the α-regression that generalises Aitchison’s log-ratio regression, both of which are
compatible with zeros. Tsagris and Stewart (2018) proposed the zero adjusted Dirichlet regression, an
extension of Dirichlet regression allowing for zeros.
The case of compositional predictor data has also been examined, but to a smaller degree. Egozcue
et al. (2012) suggested the use of the isometric log-ratio transformation for the predictor compositional
variables whereas (Tsagris, 2015b) proposed applying the α-transformation to the compositional pre-
dictors prior to fitting any regression model. (Both transformations are discussed in Section 2.) Shi
et al. (2016), in the field of bioinformatics, also considered regression analysis with compositional data
as covariates, while Lin et al. (2014) proposed a more sophisticated model that performs a LASSO type
variable selection with compositional predictor variables.
Finally, Wang et al. (2013) considered linear regression for compositional data as both dependent
and independent variables, again using the isometric log-ratio transformation, whereas (Alenazi, 2019)
2
suggested the use of principal components regression.
Most of the aforementioned regression models share the same characteristic, they are limited to linear
or generalised linear relationships between the dependent and independent variables, even though the
relationships in many real-life applications are not restricted to the linear setting nor conform to fixed
parametric forms. For this reason, more advanced regression models and algorithms, such as k-NN
regression, are often considered. Kernel regression (Wand and Jones, 1994) is a more sophisticated
technique that generalises k-NN regression by adding different weights to each observation that decay
exponentially with distance. Di Marzio et al. (2015) introduced local constant and local linear smoothing
regression and examined the cases when the response, the predictors, and both are compositions. A
disadvantage of Kernel regression is that it is more complex and computationally expensive than k-NN
regression. Another highly flexible model is the projection pursuit regression (Friedman and Stuetzle,
1981), applicable to log-ratio transformed compositional data. The log-ratio transformation can be either
the additive log-ratio or the isometric log-ratio previously mentioned, but in either case, zero values are
not allowed.
The contribution of this paper is the proposed α-k-NN regression for compositional data which links
predictor variables to covariates in a non-parametric, non-linear fashion. The model has the potential to
provide a better fit to the data, yielding improved predictions when the relationships between the com-
positional and the non compositional variables are complex. The approach utilises the α-transformation
and extends the classical k-NN regression, thus adding more flexibility. Additionally, in contrast to
other non-parametric regressions such as projection pursuit, the method allows for zero values in the
data. A disadvantage of the α-k-NN regression strategy, however, is that the usual statistical inference
on the effect of the independent variables is not straightforward. α-k-NN regression is first developed
for the case in which the response data is compositional (Euclidean-Compositional regression) and then
subsequently the Euclidean-Compositional case (where the predictor variables only are compositional).
The Compositional-Compositional regression case (where both the predictor and response variables are
compositional) was also examined, but the proposed method did not perform better than the principal
components regression method of Alenazi (2019) and hence is not considered here.
The paper is structured as follows: Section 2 describes relevant transformations and regression models
for compositional data, while in Section 3, α-k-NN regression is introduced. Simulation studies are
implemented in Section 4 and in Section 5 our proposed methodology is applied to real-life datasets,
illustrating the advantages and limitations of the proposed model. Finally, concluding remarks can be
found in Section 6.
2 Compositional data analysis: transformations and regression
models
Some preliminary definitions and methods in compositional data analysis relevant to the work in this
paper are now introduced. Two commonly used log-ratio transformations and a more general α-
transformation are defined and subsequently, some existing regression models for compositional response
data are presented.
2.1 Transformations
2.1.1 Additive log-ratio transformation
Aitchison (1982) suggested applying the additive log-ratio (alr) transformation to compositional data.
Let u = (u1, . . . , uD)
T ∈ SD−1 then the alr transformation is given by
v = {vi}i=1,...,D−1 =
{
log
uj
u1
}
j=2,...,D
, (2)
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where v = (v1, . . . , vD−1) ∈ RD−1. Note that the common divisor, u1, need not be the first component
and was simply chosen for convenience. The inverse of Equation (2) is given by
u = {ui}i=1,...,D =

1
1+
∑D
j=2 e
vj
i = 1
evi
1+
∑D
j=2 e
vj
i = 2, . . . , D
 . (3)
2.1.2 Isometric log-ratio transformation
An alternative transformation proposed by Aitchison (1983) is the centred log-ratio (clr) transformation
defined as
y = {yi}i=1,...,D =
{
log
ui
g (u)
}
i=1,...,D,
(4)
where g (u) =
∏D
j=1 u
1/D
j is the geometric mean which, in practice, is computed for each compositional
vector in the sample. The inverse of Equation (4) is given by
u = {ui}i=1,...,D =
{
eyi∑D
j=1 e
yj
}
i=1,...,D
= C {ey} , (5)
where C {.} denotes the closure operation, or normalization to the unity sum.
The clr transformation in Equation (4) was proposed in the context of principal component analysis
and its drawback is that
∑D
i=1 yi = 0, so essentially the problem of the unity sum constraint has been
replaced by the problem of the zero sum constraint. In order to address this issue, Egozcue et al. (2003)
proposed multiplying Equation (4) by the (D−1)×D Helmert sub-matrix H (Dryden and Mardia, 1998,
Lancaster, 1965, Le and Small, 1999), an orthogonal matrix with the first row omitted, which results in
what is called the isometric log-ratio (ilr) transformation
z0 = Hy, (6)
where z0 = (z01, . . . , z0D−1)
T ∈ RD−1. Note that any orthogonal matrix which preserves distances would
also be appropriate (Tsagris et al., 2011) in place of H. The inverse of Equation (6) is
u = {ui}i=1,...,D = C
{
eH
Ty
}
. (7)
2.1.3 α-transformation
The main disadvantage of the above transformations is that they do not allow zero values in any of
the components, unless a zero value imputation technique (see Mart´ın-Ferna´ndez et al. (2003)) is first
applied. This strategy, however, can produce regression models with predictive performance worse than
regression models that handle zeros naturally (Tsagris, 2015a). When zeros occur in the data, the power
transformation introduced by Aitchison (2003), and subsequently modified by Tsagris et al. (2011), may
be used. Specifically, Aitchison (2003) defined the power transformation as
wα = {wi}α,i=1,...,D = C {uαi } (8)
and Tsagris et al. (2011) defined the α-transformation, based on Equation (8), as
zα =
1
α
(Dwα − 1D)HT , (9)
where H is the Helmert sub-matrix. The power transformed vector, wα, in Equation (8) remains in the
simplex SD−1, whereas zα in Equation (9) is mapped onto a subset of RD−1. Note that the tranformation
in Equation (9) is simply a linear transformation of Equation (8). Furthemore, as α → 0, Equation (9)
converges to the ilr transformation in Equation (6) (Tsagris et al., 2016). For convenience purposes, α
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is generally taken to be between −1 and 1, but when zeros occur in the data, α must be restricted to be
strictly positive. The inverse of zα (9) is
u = {ui}i=1,...,D = C
{(
αHT zα + 1D
)1/α}
. (10)
For a sample of compositional data transformed by Equation (8), w1, . . . ,wn, and a given value of
α, the sample Fre´chet mean using the α-transformation was specified in Tsagris et al. (2011) as
µˆα (u) = C

 1
n
n∑
j=1
wα,j
1/α
 .. (11)
Also, Equation (11) converges to the closed geometric mean, µˆ0 (defined below and in Aitchison (1989)),
as α tends to zero. That is,
lim
α→0
µˆα (u)→ µˆ0 (u) = C

n∏
j=1
u
1/n
j
 .
Tsagris et al. (2011) argued that while the α-transformation did not satisfy some of the properties
that Aitchison (2003) deemed important, this was not a down side of this transformation as those
properties were suggested mainly to fortify the concept of log-ratio methods. Scealy and Welsh (2014)
also questioned the importance of these properties and, in fact, showed that some of them are not
actually satisfied by the log-ratio methods that they were intended to justify. Further, using the power
transformation in Equation (8), Pantazis et al. (2019) derived an important theoretical result. For
Dirichlet distributed compositional data, as α → 0, the Dirichlet distribution is highly concentrated
towards the centre of the simplex and becomes Gaussian.
2.1.4 Other transformations
Aitchison (2003) considered a Box–Cox transformation for compositional data defined as
(
(xi/x1)
λ − 1
)
/λ
for i = 2, . . . , D, with the alr transformation in Equation (2) being the limit when λ = 0. Iyengar and
Dey (1998) extended this transformation by substituting λ with λi, allowing a different lambda for each
component. Greenacre (2009, 2011) considered a power transformation similar to Equation (9) but in
the context of correspondence analysis. It is also a Box–Cox transformation applied to each component
of x ∈ Sd (θ−1 (xθ1 − 1) , . . . , θ−1 (xθD − 1))T whose limit is (log x1, . . . , log xD)T as θ → 0. More re-
cently, Stewart et al. (2014) suggested a new metric for compositional data that is based on the power
transformation in Equation (8) and it is similar to the α-distance defined in Equation (17)
∆γ (x,y) =
√
2D
γ

D∑
i=1
(
xγi∑D
j=1 x
γ
j
− y
γ
i∑D
j=1 y
γ
j
)2
xγi∑D
j=1 x
γ
j
+
yγi∑D
j=1 y
γ
j

1/2
with its limit distance, as γ → 0 being Aitchison’s distance measure (18).
Another approach is to treat compositional data as directional data after applying the square root
transformation. This technique, which allows for zeros, was first suggested by Stephens (1982) and has
been popularised by Scealy et al. (2015), Scealy and Welsh (2011, 2014). Note that raw data analysis
which applies standard multivariate techniques to the standardised compositional data has also been
used by some authors (Baxter, 1995, 2001, Baxter et al., 2005).
2.2 Compositional-Euclidean regression models
In this section some preexisting regression models proposed for compositional response variables will be
reviewed. The additive and isometric log-ratio regression models, presented first, do not allow for zeros,
whereas all the other models can treat zeros naturally.
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2.2.1 Additive and isometric log-ratio regression models
Let V denote the response matrix with n rows containing alr transformed compositions. V can then be
linked to some predictor variables X via
V = XB+E, (12)
where B = (β2, . . . ,βD) is the matrix of coefficients, X is the design matrix containing the predictor
variables and E is the residual matrix. Referring to Equation (2), Equation (12) can be re-written as
log
(
uji
uj1
)
= XTj β i ⇔ log uji = log uj1 +XTj β i, i = 2, . . . , D, j = 1, . . . , n. (13)
Equation (13) can be found in (Tsagris, 2015b) where it is shown that alr regression is in fact a mul-
tivariate linear regression in the logarithm of the compositional data with the first component (or any
other component) playing the role of an offset variable; an independent variable with coefficient equal to
1.
Regression based on the ilr tranformation (ilr regression) is similar to alr regression and is carried
out by substituting V in Equation (12) by Z0 in Equation (6). The fitted values for both the alr and ilr
transformations are the same and are therefore generally back transformed onto the simplex using the
inverse of the alr transformation in Equation (3) for ease of interpretation.
2.2.2 α-regression
Tsagris (2015b) proposed the α-regression that utilises the inverse of the additive log-ratio transforma-
tion, combined with the α-transformation as a link function. An interesting feature of this method is that
the line is always curved (unless α is far away from zero) and can be seen as a generalization of log-ratio
regression with the limiting case (α → 0) being alr regression in Equation (12). In order for the fitted
values to satisfy the constraint imposed by the simplex, the inverse of the additive logistic transformation
of the mean response is used to link the predictor variables to the compositional responses. Hence, the
fitted values will always lie within SD−1 and the model retains the flexibility that the α-transformation
can offer. Note that the α-transformation is applied to both the observed compositional data and to the
fitted values,
µˆi =

1
1+
∑D−1
j=1 e
Xβj
if i = 1
eX
Tβi
1+
∑D−1
j=1 e
Xβj
if i = 2, ..., D
 , (14)
where β i is as in Equation (13), and a Gaussian log-likelihood is maximised. The value of α is chosen
via minimisation of the Kullback-Leibler divergence of the observed to the fitted values (Tsagris, 2015b).
2.2.3 Kullback-Leibler divergence based regression
Murteira and Ramalho (2016) used Equation (14) (as in the α-regression) and estimated the β coefficients
via minimization of the Kullback-Leibler divergence
min
β
n∑
i=1
yTi log
yi
µˆi
= max
β
n∑
i=1
yTi log µˆi, (15)
where µˆi is defined in Equation (14). The above regression model (15), also referred to as Multinomial
logit regression, will be denoted by KLD (Kullback-Leibler Divergence) regression throughout the rest
of the paper.
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2.3 Euclidean-Compositional regression models
There are a limited number of proposed regression models for the case with compositional predictor
variables. Hron et al. (2012) applied the ilr transformation in Equation (6) to the compositional predictor
variables before carrying out a standard regression analysis. This is however not the optimal strategy
and collinearities among the transformed variables can still be present. Meng (2010) and Wang et al.
(2010) proposed the use of partial least squares regression. In line with these methods, Tsagris (2015b)
proposed the use of principal component regression coupled with the α-transformation in Equation
(9). The method involved the α-transforming the compositional data and then performing principal
component regression. The chosen values of α and the number of principal components are the ones that
minimize the cross validated mean squared prediction error.
3 The α-k-NN regression
The well-known k-NN regression is a naive non-parametric smoother. In general terms, to predict the
response value of a new vector of predictor values (xnew), the Euclidean distances from xnew to the
observed predictor values x are first calculated. k-NN regression then works by selecting the response
values corresponding to the observations with the k-smallest distances between xnew and the observed
predictor values, and then averaging those response values using the sample mean or median.
The proposed α-k-NN regression is an extension of k-NN regression that takes into account the
compositional nature of the data. The method incorporates the power transformation α allowing for
more flexibility compared to the usual log-ratio methods. It is applicable to both regression cases namely
the Compositional-Euclidean case as well as the Euclidean-Compositional case as described below.
3.1 Compositional-Euclidean α-k-NN regression
When the response variables, u1,u2, . . . ,un, represent compositional data, the k-NN algorithm can
simply be applied to the transformed data. Then, for a given transformation, the average of the k trans-
formed observations whose predictor values are closest (using Euclidean distance) to the new predictor
value xnew is computed, and a back-transformation of the predicted vector can be used to map it onto
the simplex.
The approach presented here involves using the power transformation in Equation (8) combined with
the Fre´chet mean in Equation (11). In α-k-NN regression, the predicted response value corresponding
to xnew is then
µˆα (uj |j ∈ A) = µˆα,new = C


∑
j∈A
uαij∑D
l=1 u
α
lj
1/α

i=1,...,D
 , (16)
where A denotes the set of k observations. In the limiting case of α = 0, the predicted response value is
then
µˆ0 (uj |j ∈ A) = µˆnew = C

∏
j∈A
u
1/k
ji

i=1,...,D
 .
It is interesting to note that the limiting case also results from applying the clr transformation to the
response data, taking the mean of the relevant k transformed observations and then back transforming
the mean using Equation (5). To see this, let
yˆnew =
1k ∑
j∈A
yij

i=1,...,D
=
1k ∑
j∈A
log
uji
g (uj)

i=1,...,D
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and hence
uˆnew,i =
eyˆnew,i∑D
l=1 e
yˆnew,l
=
e
1
k
∑
j∈A log
uji
g(uj)∑D
l=1 e
1
k
∑
j∈A log
ujl
g(uj)
=
∏
j∈A u
1/k
ji∑D
l=1
∏
j∈A u
1/k
ji
or
µˆnew = C

∏
j∈A
u
1/k
ji

i=1,...,D
 .
α-k-NN regression is therefore a generalization of the above procedure.
3.2 Euclidean-Compositional α-k-NN regression
Predictor compositional data are treated in a similar manner, switching from the classification task
(Tsagris et al., 2016) to the regression task. In this case the predicted values are given by
yˆnew =
1
k
∑
j∈A
yj ,
where the response variables are denoted by y1,y2, . . . ,yn and assumed to belong to Euclidean space,
and A denotes the set of k observations whose predictor values are closest to the new predictor values.
The proximity of the compositional predictor vectors to the new predictor vector is measured via the
α-metric (Tsagris et al., 2016) defined for compositional data as
∆α (x,xnew) = ‖zα(x)− zα(xnew)‖ = D|α|
 D∑
i=1
(
xαi∑D
j=1 x
α
j
− x
α
new,i∑D
j=1 x
α
new,j
)21/2 . (17)
The special case
∆0 (x,xnew) := lim
α→0
∆α (x,xnew) =
[
D∑
i=1
(
log
xi
g (x)
− log xnewi
g (xnew)
)2]1/2
, (18)
is Aitchison’s distance measure (Aitchison, 2003), whereas
∆1 (x,xnew) = D
[
D∑
i=1
(xi − xnew,i)2
]1/2
is just the Euclidean distance multiplied by D.
4 Simulation studies
In this section, two sets of simulations are explored, namely one for the Compositional-Euclidean case
and another for the Euclidean-Compositional setting. For each, two relationships between the response
and predictor variables are considered. A 10-fold cross validation protocol was repeatedly (100 times)
applied for each regression model. The criterion of the predictive performance was dependant upon the
type of the response variable and is explained in the relevant subsections. All computations were carried
out in R and the R package Compositional (Tsagris et al., 2019) was utilised for the already published
regression models.
4.1 Compositional-Euclidean regression
As previously mentioned, alr and ilr regression do not allow zero values (without some form of imputa-
tion), whereas the α-regression and the KLD regression treat them naturally. However, the α-regression
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is computationally expensive2 and will not be considered in the evaluation studies of the present pa-
per. The KLD regression is also computationally expensive, but employment of the Newton-Raphson
algorithm (Bo¨hning, 1992) allows for an efficient computation.
For the Compositional-Euclidean setting, the values of the predictor variables (denoted by z) were
generated from a Gaussian distribution with mean zero and unit variance and were linked to the compo-
sitional responses via two functions, a polynomial as well as a more complex function. For both cases,
the outcome was mapped onto SD−1 using Equation (19)
yi =

ef(z1)
1+
∑D
j=2 e
f(zj)
i = 1
ef(zi)
1+
∑D
j=2 e
f(zj)
, i = 2, ..., D
 , (19)
where D is the number of components. Note that Equation (19) is the inverse of the alr transformation
(or Equation (3).
More specifically, for the simpler polynomial case, the values of the predictor variables (either 1 or
2 predictor variables) were raised to a power (one of three powers) and then multiplied by a vector of
coefficients. White noise was added as to yield
f (zj) = z
p
jβ + ej , j = 1, . . . , n (20)
where p = 1, 2, 3 indicates the degree of the polynomial. The constant terms in the regression coefficients
β were randomly generated from N(−3, 1) whereas the slope coefficients were generated from N(2, 0.5).
For the segmented linear model case one predictor variable z was used ranging from −1 up to 1 and
the f function was defined as
f (zj) =
{
z2jβ1 + ej , when zj > 0
z3jβ2 + ej , when zj < 0.
}
(21)
The regression coefficients β1 were randomly generated from a N(−1, 0.3) while the regression coefficients
β2 were randomly generated from N(1, 0.2).
The above two scenarios were repeated with the addition of zero values in 20% of randomly selected
compositional vectors. For each compositional vector that was randomly selected, a third of its compo-
nent values were set to zero and those vectors were normalised to sum to 1. Finally, for all cases, the
sample sizes varied between 100 and 1000 with an increasing step size equal to 50 and the number of
components was set equal to D = (3, 5, 7, 10). The estimated predictive performance of the regression
models was computed using the Kulback-Leibler (KL) divergence from the observed to the predicted
compositional vectors and using the Jensen-Shannon (JS) divergence which, unlike KL, is a metric. For
all examined case scenarios the results were averaged over the 1000 repeats.
Figures 1 and 2 show graphically the results of the comparison between the α-k-NN regression and
the KLD regression with no zeros and zero values present, respectively. For the first case of no zero
values present (Figure 1), when the relationship between the predictor variable(s) and the compositional
responses is linear, the error is slightly less for the KLD regression compared to the α-k-NN regression.
In all other cases, quadratic, cubic and segmented relationships, the α-k-NN regression consistently
produces more accurate predictions. Another trait observable in all plots of Figure 1 is that the relative
predictive performance of the α-k-NN regression compared to KLD regression reduces as the number of
components in the compositional data increases. The results in the zero values present case in Figure 2
are, in the essence, the same compared to the aforementioned case. When the relationship between the
predictor variables is linear, KLD regression again exhibits slightly more accurate predictions compared
to the α-k-NN regression, while the opposite is true for most other other cases. Furthermore, the impact
2A numerical optimization using the Nelder-Mead algorithm (Nelder and Mead, 1965) is applied using the command
optim in R.
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of the number of components of the compositional responses on the relative predictive performance of
α-k-NN regression compared to the KLD regression varies according to the polynomial degree, number
of predictor variables and sample size.
One predictor variable
(a) p = 1 (c) p = 2 (e) p = 3 (g) Segmented
Two predictor variables
(b) p = 1 (d) p = 2 (f) p = 3 (h) Segmented
Figure 1: No zero values present case scenario. Ratio of the Kullback-Leibler divergences between
the α-k-NN regression and the KLD regression. Values lower than 1 indicate that the α-k-NN regression
has smaller prediction error than the KLD regression. (a) and (b): The degree of the polynomial in (20)
is p = 1, (c) and (d): The degree of the polynomial in (20) is p = 2, (e) and (f): The degree of the
polynomial in (20) is p = 3. (g) and (f) refer to the segmented linear relationships case (21). The number
of components (D) appear with different colors.
4.2 Euclidean-Compositional regression
The values of the predictor variables (z) were generated from Gaussian distribution with mean zero and
unit variance and linked to the compositional responses via linear and non-linear functions. Specifically,
the scores of the first 2 eigenvectors s = (s1, s2) of z were used to produce the response variable and
then, z were mapped onto SD−1 using (3).
• For the linear relationships, the values of the scores (s1 and s2) were raised to a power and then
multiplied by a matrix of coefficients (b), followed by the addition of white noise (e)
f (zj) =
(
sp1j , s
p
2j
)T
β + ej , (22)
where p = 1, 2, 3 indicates the degree of the polynomial and D is the number of components.
• For the non-linear relationships, the f function was two folded and given by
f (zj) =
{ (
s21j , s
3
1j
)T
β1 + ej , with probability 0.5(
s31j , s
2
1j
)T
β2 + ei with probability 0.5.
}
(23)
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One predictor variable
(a) p = 1 (c) p = 2 (e) p = 3 (g) Segmented
Two predictor variables
(b) p = 1 (d) p = 2 (f) p = 3 (h) Segmented
Figure 2: Zero values present case scenario. Ratio of the Kullback-Leibler divergences between the
α-k-NN regression and the KLD regression. Values lower than 1 indicate that the α-k-NN regression
has smaller prediction error than the KLD regression. (a) and (b): The degree of the polynomial in
(20) is p = 1, (c) and (d): The degree of the polynomial in (20) is p = 2, (e) and (f): The degree of
the polynomial in (20) is p = 3. (g) and (f) refer to the segmented linear relationships case (21). The
number of components (D) appear with different colors.
The regression coefficients β1 = (β11, β12)
T
were randomly generated from U(−2,−1) while β2 =
(β21, β22)
T
were randomly generated from U(1, 2).
The above two scenarios were repeated with the addition of zero values in 20% randomly selected
compositional vectors. For each randomly selected compositional vector a third of its component values
were set to zero and those vectors were normalised to sum to 1. Finally, for all cases, the sample
sizes varied between 100 and 1000 with an increasing step equal to 50, the number of components was
equal to D = (4, 6, 8, 11). The mean prediction square prediction error (MPSE) measured the predictive
performance of each regression method.
Figure 3 illustrates the relative predictive performance of the α-k-NN regression compared to the
α-PCR (Tsagris, 2015b). The predictive performance of the α-k-NN regression is always better than
the α-PCR except for the case of the linear relationship. In all cases, the number of components
of the predictor compositional variables affects the predictive performance of the α-k-NN regression.
Regardless of the type of the relationship, the relative predictive performance of the α-k-NN regression
deteriorates as the number of components increases.
5 Examples with real data
To illustrate the performance of the α-k-NN regression 9 publicly available datasets were utilised as
examples.
11
No zero values present
(a) (c) (e) (g)
Zero values present
(b) (d) (f) (h)
Figure 3: Ratio of the MPSE between the α-k-NN regression and the α-PCR. Values lower
than 1 indicate that the α-k-NN regression has smaller prediction error than the KLD regression. (a)
and (b): The degree of the polynomial in (22) is p = 1, (c) and (d): The degree of the polynomial in (22)
is p = 2, (e) and (f): The degree of the polynomial in (22) is p = 3. (g) and (f) refer to the non-linear
relationships case (23).
5.1 Compositional-Euclidean regression
The same cross-validation protocol was repeated using the 7 real datasets listed below.
• Lake: Measurements in silt, sand and clay were taken at 39 different water depths in an Arctic
lake. The question of interest is to predict the composition of these three elements for a given water
depth. The dataset is available in the R package compositions (van den Boogaart et al., 2018) and
contains no zero values.
• Glacial: In a pebble analysis of glacial tills, the percentages by weight in 92 observations of pebbles
of glacial tills sorted into 4 categories, red sandstone, gray sandstone, crystalline and miscellaneous,
were recorded. The glaciologist is interested in predicting the compositions based on the total
pebbles counts. The dataset is available in the R package compositions (van den Boogaart et al.,
2018) and almost half of the observations (42 out of 92) contain at least one zero value.
• GDP: The 2009 GDP per capita of the 27 member states of the European Union and the mean
household consumption expenditures (in Euros) in 12 categories, food, house, alcohol-tobacco,
clothing, household, health, transport, communication, culture, education, horeca and miscella-
neous. The data are taken from eurostat, are available in Egozcue et al. (2012) and they contain
no zero values.
• Gemas: The available dataset contains 2083 compositional vectors containing concentration in 22
chemical elements (in mg/kg). According to (Templ et al., 2011) the sampling, at a density of 1
site/2500 sq. km, was completed at the beginning of 2009 by collecting 2211 samples of agricultural
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soil, and 2118 samples from land under permanent grass cover, according to an agreed field protocol.
Then, all samples were shipped to Slovakia for further process. The dataset is available in the R
package robCompositions (Templ et al., 2011) with 2108 vectors, but 25 vectors had missing values
and thus were excluded from the current analysis. There was only one vector with one zero value.
• Fish: This dataset consists information on the mass (predictor variable) and 26 morphometric
measurements (compositional response variable) for 75 Salvelinus alpinus (type of fish). The dataset
is available in the R package easyCODA (Greenacre, 2018) and contains no zero values.
• Data: The response variable is a matrix of 9 party vote-shares across 89 different democracies
(countries) and the predictor variable is the average number of electoral districts in each country.
The dataset is available in the R package ocompositions (Rozenas, 2015) and 80 out of the 89
vectors contain at least one zero value.
• Elections: The dataset contains information on the 2000 U.S. presidential election in the 67
counties of Florida. The number of votes each the 10 candidates received was transformed into
proportions. For each county information on 8 predictor variables was available such as, popula-
tion, percentage of population over 65 years old, mean personal income, percentage of people who
graduated from college prior to 1990 and others. The dataset is available in (Smith, 2002) and 23
out of the 67 vectors contained at least one zero value.
Figure 4 presents the boxplots of the relative performance of the α-k-NN regression compared to
the KLD regression for each dataset. The first set of boxplots refer to the ratio of the Kullback-Leibler
divergences between the α-k-NN regression and the KLD regression. The second set of boxplots refers
to the same ratio computed using the Jensen-Shannon divergences. For both case, values lower than 1
indicate that the α-k-NN regression has smaller prediction error than the KLD regression.
The α-k-NN outperformed the KLD regression for the datasets Gemas and Elections, whereas
the oposite was true for the dataset Lake, Fish and Data. There was no clear winner in the dataset
Glacial.
Table 1 presents the most frequently selected values of α and k. It is worthy to mention that the value
of α = 0 was never selected for any dataset, indicating that the isometric log-ratio transformation (6) was
never considered the optimal transformation. In addition, the smallest the percentage of selection the
higher the variance of that parameter. For the dataset Lake for example, the optimal value α was chosen
to be 1 at 93% of the cases exhibiting small variability, whereas for the dataset Fish the optimal value
of α was −1 selected only 29% of the times. Indeed for this dataset, the optimal value of α exhibited
large variability. The variability in the nearest neighbours (k) was independent of the variability of the
α. For the dataset Lake, 10 nearest neighbours were chosen at only 66% of the times, and the same
percentage was the dataset Fish. For the dataset Gemas, the choice of α was highly variable, whereas
the choice of k was always the same. The oposite was true for the dataset Data, for which the optimal
value of α was always the same but the value of k was highly variable.
The first dataset (Lake) is the only one that contains 3 components and hence it is easy to visualize it.
Figure 5 contains the observed compositional data, along with the fitted values of the α-k-NN regression
and of the KLD regression. As expected, the fitted values of the α-k-NN regression do not fall within a
line, as with the KLD regression.
5.2 Euclidean-Compositional regression
The Mortality dataset, which has no zero values, and is available in the R package robCompositions
(Templ et al., 2011) will be analyzed. The life expectancy (in average years) is available for 30 European
Union countries for both genders (male and female). The absolute number of deaths attributed to 8
types of diseases are also known: 1) certain infectious and parasitic diseases, 2) malignant neoplasms,
13
Figure 4: Ratio of the Kullback-Leibler and the Jensen-Shannon divergences between the α-k-NN
regression and the KLD regression. Values lower than 1 indicate that the α-k-NN regression has smaller
prediction error than the KLD regression.
3) endocrine nutritional and metabolic diseases, 4) mental and behavioural disorders, 5) diseases of the
nervous system and the sense organs, 6) diseases of the circulatory system, 7) diseases of the respiratory
system and 8) digestive diseases of the digestive system. For each gender, the average country’s life
expectancy was predicted using information on the composition of deaths by diseases. The predictive
performance metric used in this case is the Root Mean Prediction Square Error (RMPSE).
Figure 6 presents the results of the 100 times repeated CV protocol. The boxplots of the RMPSE of
each regression model, along with a boxplot of their ratio. The ratio of the RMPSE between the α-PCR
and the α-k-NN regression, where values greater than 1 indicate that the RMPSE of the α-PCR is higher
than the RMPSE of α-k-NN regression. It is obvious that the RMPSE of the α-PCR is always more
than 2 times higher than the RPMSE of the α-k-NN regression, showing that the α-k-NN regression
constantly outperforms the α-PCR. Finally, the fitted values using the α-k-NN regression and using the
α-PCR model are also presented and the R2 values again provide evidence that the α-k-NN regression
outperforms the α-PCR.
Table 2 presents some information regarding the value selection of the pair (α, k) for each dataset. The
variability of the selected values is not small and the conclusion is similar to the Compositional-Euclidean
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Figure 5: Ternary diagram of the Arctic lake data along with the fitted values based on the α-k-NN
regression and the KLD regression.
Table 1: Information about the response compositional variables, the predictor variables and the pairs
(α, k) chosen for every dataset, specifically the most frequently selected value and its percentage of
selection.
Dataset Dimensions No of vectors with at No of predictors α (% of selection) k (% of selection)
(n×D) least one zero value
Lake 39× 3 0 1 1 (93%) 10 (66%)
Glacial 92× 4 42 1 1 (93%) 10 (75%)
GDP 27× 12 0 1 0.8 (33%) 5 (89%)
Gemas 2083× 30 1 2 0.5 (47%) 10 (100%)
Fish 75× 26 0 1 -1 (29%) 20 (66%)
Data 89× 9 80 1 1 (100%) 10 (28%)
Elections 67× 10 23 8 0.5 (30%) 7 (32%)
regression. The degree of consistency in the selection of values of the parameters is independent of the
parameter.
Table 2: Mortality dataset. Information on the pairs (α, k) chosen for every dataset, specifically the
most frequently selected value and its percentage of selection.
Dataset α (% of selection) k (% of selection)
Females 0.9 (57%) 5 (57%)
Males 0.7 (43%) 4 (68%)
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(a) (b) (c)
(d) (e)
Figure 6: (a) and (b): RMPSE of mean life expectancy for females and males respectively using the
α-k-NN regression and using the α-PCR model. (c): Ratio of the RMPSE between the α-PCR and
the α-k-NN regression. Values greater than 1 indicate that the RMPSE of the α-PCR is higher than
the RMPSE of α-k-NN regression. (d) and (e): Observed versus estimated life expectancy using the
α-k-NN regression and using the α-PCR model for females and males respectively. For females, the
values of the coefficient of determination are R2 = 0.806 for the α-k-NN regression and R2 = 0.670 for
the α-PCR. For males, the values of the coefficient of determination are R2 = 0.878 for the α-k-NN
regression and R2 = 0.807 for the α-PCR.
6 Conclusions
An improved, generic regression involving compositional data, termed α-k-NN regression was proposed.
The following two cases were covered, Compositional-Euclidean regression and Euclidean-Compositional
regression. In both cases, the α-transformation is first applied to compositional data followed by the
classical k-NN regression. For the Compositional-Euclidean regression we took advantage of the Fre´chet
mean defined for compositional data (Tsagris et al., 2011) in order to prevent outside the simplex fitted
values. For the Euclidean-Compositional regression this was not necessary.
In the Compositional-Euclidean regression, the α-k-NN regression outperformed or was on par with
the Kullback-Leibler divergence regression, in both simulation studies and examples with real data, re-
gardless of zero values being present. The simulation studies showed that when the relationships between
the responses and the predictors are linear, the KLD regression has slightly better predictive performance
and should be preferred to the α-k-NN regression. On the contrary, with non linear relationships though,
the α-k-NN regression outperformed the KLD regression significantly as the former’s predictive perfor-
mance was constantly higher and up to 2 times higher. Another interesting conclusion was that the
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relative predictive performance of the α-k-NN regression compared to the KLD regression was affected
by the number of components of the compositional response. As the number of components increased,
the ratio of their performances increased.
The conclusions with the real data analysis were similar. The α-k-NN regression outperformed KLD
regression in some datasets, whereas in some other datasets the converse was true, or their predictive
performance was similar. An important trait was that these conclusions were the same regardless of the
type of divergence used, Kullback-Leibler of Jensen-Shannon.
In the Euclidean-Compositional regression, the α-k-NN regression again outperformed the α-PCR
in both simulation studies and examples with real data, regardless of zero values being present. In the
simulation studies, α-k-NN regression exhibited a higher predictive performance compared to α-PCR,
except for some cases with a high number of components of the compositional data. However, as the
sample size increased, the ratio of the regression models’ relative performance approached 1. There were
also cases, where the RPMSE of α-k-NN regression was half the RPMSE of the α-PCR. In all cases,
the ratio of their relative performance had a decreasing tendency as the sample size was increasing. A
common trait observed in the Compositional-Euclidean regression case scenario as well, was that α-k-NN
regression was affected by the number of components of the compositional predcitor variables.
The analysis of the two real datasets showed that α-k-NN regression substantially outperformed the
α-PCR as the former’s predictive performance was always more than two times higher.
A disadvantage, exhibited both the in the Euclidean-Compositional and the Compositional-Euclidean
regression is that the k-NN suffers from the curse of dimensionality. The higher the dimensions the
higher the level of the noise in the data and the distances are highly affected. This was observed in the
simulation studies of both cases. A possible solution would be to estimate the predictive performance
of both methods using cross-validation or to check the percentage of variance explained by the first few
principal components. A second disadvantage of the k-NN regression, is it lacks the classical statistical
inference, hypothesis testing, etc, but these are counterbalanced by its higher predictive performance
compared to parametric models.
Add comment about categorical predictors.
Future directions suggest the use non-linear PCA, such as kernel PCA (Mika et al., 1999). The
disadvantage of kernel methods though is their computational cost that increases exponentially with
sample size and in this paper’s context, they would increase the model’s complexity as they require tuning
of their bandwidth parameter. Projection pursuit (Friedman and Stuetzle, 1981) is another non-linear
alternative to the k-NN regression, which again requires tuning of a parameter, but at the moment,
this method would only work for compositional data without zero values. Finally, to overcome the
problem associated with the curse of dimensionality in the Euclidean-Compositional regression, variable
(or component) selection could prove beneficial. Moving towards this direction one could apply LASSO
(Lin et al., 2014), but unfortunately, this methodology cannot treat zero values. Zero value imputation
(Mart´ın-Ferna´ndez et al., 2012, 2003) could revolve this problem, but could also lead to less accurate
estimations (Tsagris, 2015a).
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