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Abstract
The Poisson process has the well-known Poisson count property: the count of points in any
subset of the carrier space has a Poisson distribution. To specify the complete distribution of
a point process it is necessary and su2cient to specify all of the joint distributions of the
counts of points in any (4nite disjoint) collection of bounded sets in the carrier space. Suppose
that only the Poisson count property is speci4ed for a random collection of points. We reveal
the circumstances in which the Poisson count property does indeed determine the distribution.
Curiously, there is a ‘phase transition’ in this property with the boundary being mean measures
having 2 atoms. c© 2001 Elsevier Science B.V. All rights reserved.
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The Poisson process has been argued by many (for example, Kingman, 1993) to be
as basic a building block of stochastic processes as Brownian motion not least because
under some natural circumstances it is the only model for random collections of points
in some carrier space, , in which counts of points in disjoint sets are independent
(Prekopa’s theorem, for example, Brown, 1984). The Poisson process has the property
that the count of points in any subset of the carrier space has a Poisson distribution:
that is for any set B ⊆  the probability of there being x (=0; 1; 2; : : :) points in B is
e−(B)((B))x
x!
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for some number (B) and this number is then the mean number of points in the set B.
Accordingly,  is a measure on the carrier space. This property of the Poisson process
will be called the Poisson count property.
To specify the complete distribution of a process of counts it is necessary and
su2cient to specify the joint distribution of the counts of points in any (4nite disjoint)
collection of sets in the carrier space (see, for example, Daley and Vere-Jones, 1988,
pp. 202–203). Thus, the Poisson process is often speci4ed in textbooks as the process
that has both the Poisson count property and independence of counts in disjoint sets.
Suppose that only the Poisson count property is speci4ed for a random collection
of points. Examples of Lee (1968) and Moran (1967) showed that the Poisson count
property for intervals is not su2cient to uniquely specify the Poisson process on the
line. However, Renyi (1967) and MKonch (1971) showed that if the process is simple,
then its distribution (Poisson or not) is determined by the probability of there being 0
points in each of the Borel sets. Further, Daley and Vere-Jones (1988, Theorem 2.4III)
claim that the Poisson count property uniquely identi4es the process as a Poisson
process in every case. It is this purpose of this note to show that this is not always
correct and to reveal the exact circumstances in which it is correct. It seems curious
that these exact circumstances do not appear to have been noted elsewhere, since the
proof is not di2cult and follows others in point process theory. One motivation for
recording the result is to prevent confusion about the natural Poisson count property,
but a greater one is the curious nature of the circumstances in which the Poisson count
property does indeed determine the distribution.
The change away from unique determination could be regarded as a phase transition
for processes which have the Poisson count property. To explain the relevance of
this terminology, suppose the carrier space is the non-negative half-line and consider
the following family of mean measures. The family is also indexed by the positive
half-line—to be graphic let us call the index parameter temperature. If the temperature
is t and t is the integer part of t, then the mean measure is a sum of atoms at 1; : : : ; t
(this component being 0 for t in (0; 1)), a measure with density 1 on (t + 1;∞)
and a measure with density 1=(t+ 1− t) on (t; t+ 1). The family of measures is
continuous (in the topology given for example in Daley and Vere-Jones (1988, p. 627)).
The member of the family of mean measures with temperature t = 2:9 is illustrated
in Fig. 1.
For temperatures in (0; 1), it is an old result due to Renyi (1967) that the Poisson
count property does indeed determine the distribution of the process uniquely as that
of the Poisson process. The crucial point is that the combination of the Poisson count
property and the absolutely continuous mean measure ensure that, with probability
1, each realisation has at most one point at each location in space—this property is
referred to as the process being simple. Once the temperature is 1, however, the mean
measure has an atom of size 1 at 1. Accordingly, the Poisson count property ensures
that there are a Poisson(1) number of points at 1, and this number is greater than 1
with probability 1− 2e−1¿ 0.
Since the proof for the unique determination of the Poisson process by the Poisson
count property for temperatures in (0; 1) depends crucially on the simplicity of the
process, and the process is not simple for temperatures above and including 1, it might
T.C. Brown, A. Xia / Stochastic Processes and their Applications 98 (2002) 331–339 333
543210
5
4
3
2
1
0
x
m
e
a
n
................................................................................................
............................................
.
..................................................
..................................................
temperature t = 2.9
Fig. 1. Cumulative mean number of points for increasing sets [0; x].
be conjectured that any change would occur at temperature 1. Surprisingly, this is not
the case: for temperatures in [1; 2) the Poisson count property continues to uniquely
specify the distribution of the process. One interesting point is that the Poisson process
model is also continuous in a very strong sense at every temperature. To see this, take
a standard Poisson process, 
, and let t be the mean measure for temperature t. The
process which has count 
(t[0; x]) of points in [0; x] for x¿ 0 satis4es the Poisson
count property at temperature t, and as t varies, the sample paths of this process are
continuous in the same way that the mean measures are. However, for temperatures
of 2 or more, there are in4nitely many distributions for the random process of points
which have the Poisson count property (see the proof of the theorem for the reason).
Thus, it seems appropriate to say that there is a phase transition in this family of
models at temperature 2, with only one solution having the Poisson count property for
temperatures below 2 and in4nitely many for temperatures of 2 or more.
To prove the result it is convenient to assume that the carrier space  is a com-
plete separable metric space, allowing us to quote results from the text by Daley and
Vere-Jones (1988). It is possible that this assumption could be weakened but it cov-
ers many examples of interest such as Euclidean space, many spaces of functions on
Euclidean space and spaces of geometric objects like lines or shapes, thus including pro-
cesses used in stochastic geometry. A point process N is a non-negative integer-valued
random measure on the Borel sets of  which is 4nite on metrically bounded Borel
(henceforward just bounded) sets: N (B) has the interpretation that it is the random
variable giving the number of points in the bounded set B of .
A fundamental property of the Poisson distribution that will be used in the proof is
that if X and Y are independent random variables with Poisson distributions then X+Y
also has a Poisson distribution, with parameter equal to the sum of the parameters for
X and Y .
Let  be a non-negative measure on the Borel sets of  which is 4nite on bounded
sets. The Poisson count property de4nes a collection of distributions for each such
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measure: let
P = {distributions for N : N (B) is Poisson with parameter (B) for bounded B}:
The result of this note is:
Theorem. There is one distribution or in2nitely many distributions in P according
to whether the number of atoms of  is less than or equal to 1 or greater than or
equal to 2.
Remark. The case of no atoms is known (Renyi; 1967; MKonch; 1971). The case of
1 atom is surprising.
Proof. The Poisson process is well known to exist and be a member of P for all 
(for example; Daley and Vere-Jones (1988; pp. 202–203)).
If  has at least two atoms, choose two, say x and y. The following Lemma is
needed.
Lemma (This gives counterexamples to Daley and Vere-Jones; 1988; Lemma 2:3:II):
If {pij} is a joint probability mass function (that is an array of non-negative numbers
whose sum is one) on {0; 1; 2; : : :}2 with strictly positive probabilities, then there are
in2nitely many joint probability mass functions for random variables (X; Y ) for which
the distributions of X , Y and X + Y coincided with the corresponding distributions
for {pij}.
Proof (Based on an example in Lee (1968) and also very similar to the construction
in Moran (1967)): The constraints on the joint distributions of (X; Y ) are that sums
of P(X = i ∩ Y = j) over columns, rows and diagonal lines ({(i; j) : i + j = k} for
some k) should be the same as the corresponding sums for {pij}. To ensure this, label
the points on the integer lattice as dots, except label (1; 0), (0; 2) and (2; 1) with an
upwardly pointing triangle (‘up’) and label (0; 1), (2; 0) and (1; 2) with a downwardly
pointing triangle (‘down’), as in Fig. 2.
Each column, row and diagonal has all dots except for those dashed in Fig. 2 which
have exactly one up and one down.
Let 0¡¡min(i; j) up or down pij and
P(X = i ∩ Y = j) =


pij if (i; j) is a dot;
pij −  if (i; j) is down;
pij +  if (i; j) is up:
The property of the labelling just mentioned shows that the constraints are all sat-
is4ed. There are in4nitely many such  because all the p’s are strictly positive,
so there are in4nitely many possibilities for the joint probability mass function for
(X; Y ).
Continuing with the proof of the theorem, let (N{x}; N{y}) have any of the in-
4nitely many joint probability mass functions given by the lemma for (X; Y ) with
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Fig. 2. Labelling of points in the plane.
joint distribution that of independent Poisson(({x})) and Poisson(({y})) random
variables
pij = e−({x}+{y})({x})i({y})j=(i!j!)
and let N be a Poisson process on  \ {x; y} with mean measure  restricted to that
space and make N independent of (N{x}; N{y}). The Lemma shows that there are
in4nitely many choices for the distribution of N corresponding to each choice of . If
neither x nor y is in B, then N (B) is a Poisson random variable by the Poisson count
property for the Poisson process. If one of x; y is in B, say x, then
N (B) = N (B \ {x}) + N ({x})
is the sum of independent Poisson random variables with parameters (B\{x}) and
({x}). If both of x; y are in B, then
N (B) = N (B \ {x; y}) + N ({x; y})
is the sum of independent Poisson random variables with parameters (B\{x; y}) and
({x; y}). This then con4rms that there are in4nitely many distributions in P for 
having at least two atoms.
If  has no atoms, then all members of P are simple (that is, outside a single
set of probability 0, for all x in , N{x} = 0 or 1). This is a well-known fact but
the proof will be needed so it is repeated here. It su2ces to show that N is simple
on each bounded non-empty set B because the carrier space is a countable increas-
ing union of bounded sets. Since  has no atoms, it is possible to choose B11 sat-
isfying (B11)= (Bc11)= (B)=2 (Billingsley, 1979, p. 28, 2.17(c)). By induction on
n = 1; 2; : : : ; there is a partition {Bn1; : : : ; Bn2n} of B such that (Bni) = (B)=2n ≡ n,
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say. Then, using the Poisson count property in the second step,
P(N is not simple on B)6P
(
2n⋃
i=1
{N (Bni)¿ 2}
)
6
2n∑
i=1
(1− e−n − ne−n)
6 n(B)=2→ 0; n→∞: (1)
It remains to consider the case of  having one or no atoms. It su2ces to show
that for any disjoint bounded Borel sets B1; : : : ; Bl, N (B1); : : : ; N (Bl) are independent
Poisson random variables. Relabelling the indices if necessary, we may assume the
possible atom is not in B2; : : : ; Bl. It is su2cient to show for all k = 0; 1; 2; : : : and all
−1¡1; : : : ; l−1¡ 0
E
(
l−1∏
m=1
(1 + m)N (Bm)
k∏
i=1
(N (Bl)− i + 1)
)
=
l−1∏
m=1
em(Bm){(Bl)}k (2)
for if Eq. (2) holds then the joint probability generating function of N (B1); : : : ; N (Bl)
is that of independent Poisson random variables, and the process is the Poisson process
by Daley and Vere-Jones (1988, pp. 202–203).
The proof of (2) proceeds by mathematical induction on l. For l = 1, Eq. (2)
comes from the fact that N (Bl) is Poisson((Bl)). Now, assume N (B1); : : : ; N (Bl−1) are
independent Poisson random variables for all disjoint bounded Borel sets B1; : : : ; Bl−1
of . Let {Bn1; : : : ; Bn2n}, n= 1; 2; : : : be the sequence of partitions of Bl:=B given at
Eq. (1) noting that the measure  is non-atomic on B. Let
Yni = N (Bni); Xni = I [Yni¿ 1];
Fn = {I ⊆ {1; : : : ; 2n}: |I |= k}
and
Xn =
∑
I∈Fn
∏
j∈I
Xnj: (3)
Since {Bn1; : : : ; Bn2n}, n= 1; 2; : : : is a re4ning sequence of partitions, if
∏
j∈I Xnj = 1,
then there is at least one J ∈Fn+1 such that
∏
j∈J Xn+1; j = 1 and for all j∈ J , there
exists i in I satisfying Bn+1; j ⊆ Bni. Hence, since each Xnj takes only values 0 and 1,
Xn increases with n. Further,
(1 + l−1)1 − 1 = l−1 and (1 + l−1)0 − 1 = 0
so,
Xn = −kl−1
∑
I∈Fn
∏
j∈I
((1 + l−1)Xnj − 1): (4)
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Let
n =
2n⋂
i=1
[Xni = Yni]:
So, by Eq. (1), P(n) ↑ 1 ( is the complement of the event on the right-hand side
of the 4rst inequality at (1)). On n, by induction on k,
k∏
i=1
(N (B)− i + 1) = k!Xn = k!−kl−1
∑
I∈Fn
∏
j∈I
((1 + l−1)Ynj − 1) (5)
using Eq. (4). The absolute value of the right-hand side of (5) times
∏l−1
m=1 (1+m)
N (Bm)
equals (clearly less than or equal to, which is enough, but actually equals, considering
separately the cases k even or odd)
l−1∏
m=1
(1 + m)N (Bm)k!|l−1|−k
∑
I∈Fn
∣∣∣∣∣∣
∏
j∈I
((1 + l−1)Ynj − 1)
∣∣∣∣∣∣
6
l−1∏
m=1
(1 + m)N (Bm)k!|l−1|−k
∑
I∈Fn
∏
j∈I
Xnj
=
l−1∏
m=1
(1 + m)N (Bm)k!|l−1|−kXn6 |l−1|−k
k∏
i=1
(N (B)− i + 1); (6)
since −1¡1; : : : ; l−1¡ 0 and Xn increases. Since the right-hand side of (6) has
expectation |l−1|−k{(B)}k (the distribution of N (B) is Poisson((B))), dominated
convergence gives
E
(
l−1∏
m=1
(1 + m)N (Bm)
k∏
i=1
(N (B)− i + 1)
)
= lim
n→∞ k!
−k
l−1
∑
I∈Fn
E

 l−1∏
m=1
(1 + m)N (Bm)
∏
j∈I
((1 + l−1)Ynj − 1)

 : (7)
But on expanding the product into a sum
l−1∏
m=1
(1 + m)N (Bm)
∏
j∈I
((1 + l−1)Ynj − 1)
=
∑
J⊆I
l−2∏
m=1
(1 + m)N (Bm)(1 + l−1)N (Bl−1)+
∑
j∈J Ynj (−1)k−|J |: (8)
Since
N (Bl−1) +
∑
j∈J
Ynj = N

Bl−1 ∪ ⋃
j∈J
Bnj

 ∼ Poisson((Bl−1) + |J |n);
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the expectation of the right-hand side (using an elementary computation of this function
of a Poisson random variable and the induction assumption) of (8) is∑
J⊆I
l−1∏
m=1
em(Bm)(enl−1 )|J |(−1)k−|J | =
l−1∏
m=1
em(Bm)(enl−1 − 1)k :
Combining this fact with (7) gives
E
(
l−1∏
m=1
(1 + m)N (Bm)
k∏
i=1
(N (B)− i + 1)
)
= lim
n→∞ k!
∑
I∈Fn
l−1∏
m=1
em(Bm)
(
enl−1 − 1
l−1
)k
= lim
n→∞ k!
l−1∏
m=1
em(Bm)
(
2n
k
)(
enl−1 − 1
nl−1
)k
kn
=
l−1∏
m=1
em(Bm){(Bl)}k
on using the de4nition of n. This last equation is (2) and this completes the proof of
the theorem.
Remark 1. One point of interest in the theorem is that as with much of modern proba-
bility theory; the heart of the proof is in the sample path identities of random variables
in this case at Eqs. (4) and (5); at least on a large part of the probability space. These
ideas often have much in common with Euclidean geometry where beauty arises from
construction and identi4cation of apparently diRerent objects.
Remark 2. The Poisson count property was used most crucially in the computation
after Eq. (8); but was also necessary in the construction of the partitions and the 4nding
of the necessary dominating random variable. Of course; the latter two arguments apply
in much more general circumstances.
Remark 3. It might be conjectured that the Poisson count property might be necessary
for a smaller class of sets than all bounded Borel sets in order to uniquely identify
the process with at most one atom in the mean measure. This is indeed the case; as
the argument depends only on the avoidance function being a characteriser of a simple
point process on a generating ring for the Borel sets. However; the generating class
does need to be a ring; as the counterexample of Lee (1968) shows that there are
in4nitely many processes with mean measure equal to Lebesgue measure on the line
that have the Poisson count property for all intervals. Lee’s example which inspired
the Lemma here is a similar labelling argument but in 4 dimensions not two.
Remark 4. It is possible to do a limiting argument directly with probabilities rather
than generating functions: Indeed; it is possible to identify approximands to the
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distribution of N (B1) given the existence of points at other locations in B2; : : : ; Bl.
To formalise this argument; it is necessary to invoke the calculus of Palm probabilities
(Daley and Vere-Jones; 1988; Chapter 12) and in particular the calculation of these
probabilities by limits of ratios; which calculations impose additional conditions. The
argument above; although arguably less intuitive; is very short and direct.
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