Random Early Detection (RED), an active queue management scheme, has been recommended by the Internet Engineering Task Force (IETF) for the next generation routers. RED suffers from a number of performance problems, such as low throughput, large delay/jitter, and induces instability in networks. Many of the previous attempts to improve the performance of RED have been based on optimizing the values of the RED parameters. However, results have shown that such optimizations resulted in limited improvement in the performance. In this paper, we propose Double Slope RED (DSRED), a new active queue management scheme to improve the performance of RED. The proposed scheme is based on dynamically changing the slope of the packet drop probability curve as a function of the level of congestion in the buffer. Results show that our proposed scheme results in better performance than original RED.
Introduction
Active Queue Management (AQM) can improve the performance of TCP, and has been recommended by the Internet Engineering Task Force (IETF) for use in the routers of the next generation Internet [1] , [2] . The goals of AQM is three folds. First, to improve throughput by reducing the number of packets dropped. This is achieved by keeping the average queue length small in order to absorb naturally occurring bursts without dropping packets. Second, AQM provides low delay to interactive services by maintaining a small average queue length. Third, AQM avoids the lock out phenomenon arising from tail drop. Lock out phenomena results in a single connection (or a few flows) monopolizing the buffer space which, in turn, results in packets from other connections being dropped and causing unfairness in bandwidth sharing among connections.
Random Early Detection (RED) [3] , an AQM scheme, was originally proposed to solve the global synchronization problem in TCP/IP based networks. It uses a single linear drop function to calculate the drop probability of a packet, and has four parameters and an average queue size to regulate its performance. The four parameters are Min th and Max th which represent buffer thresholds for packet drop at the queue, Max drop represents the maximum drop probability at Max th , and w is a weight parameter to calculate the average queue size as shown in Fig. 1 . Despite the fact that the performance of RED has been widely studied in the literature, its behavior is still not fully understood [4] - [6] ; especially the relationship between its parameters and performance in terms of throughput is still under research [1] , [7] - [9] . As will be described in detail in Sect. 2, studies have shown that RED suffers from low throughput, large delay/jitter, unfairness to connections, and induces instability in the network. The objective of this paper is to develop a new RED-based AQM scheme which will improve the throughput and delay characteristics of RED. This will also improve the performance of Differentiated Services [2] , [10] - [12] which uses RIO (RED with In Out is a modified version of RED) in the core routers. In this paper, we propose a RED based AQM scheme, which is based on dynamically switching between two packet drop probability distributions, depending on the level of congestion. The main contribution of this paper is the development of a new AQM scheme, called DSRED, which improves the performance of RED in terms of throughout, packet loss, and queue size. DSRED can be used to increase the performance of Internet routers, and is shown to improve the stability of RED.
The rest of the paper is organized as follows. In Sect. 2, we describe in detail the various proposals and their effectiveness in improving the performance of RED. In Sect. 3 , we describe and analyze our proposed Double Slope Random Early Detection (DSRED) scheme. The simulation configuration used to simulate RED and DSRED is given in Sect. 4, followed by results and discussion to compare the performance of RED and DSRED in Sect. 5. Concluding remarks are presented in Sect. 6.
Related Work
Previous studies on improving the performance of RED mainly fall into two categories: tracking the state of individual connections/links [7] , [8] , [13] , [14] , and selecting appropriate parameters for RED [15] - [19] .
May et al. [20] have modelled the throughput of RED to show that under heavy load, the throughput is inversely proportional to the load factor. Suter [7] studied the throughput of RED under per-flow queue management for several cases. It was found that for a large number of TCP connections, the throughput of RED is generally low. Moreover, with a mixture of bursty and greedy sources, RED suffered from unfairness and low throughput. When TCP has to compete Copyright c 2006 The Institute of Electronics, Information and Communication Engineers with aggressive sources, or is used in asymmetric networks with a perpetually congested reverse path, TCP's throughput is very low when RED is used. Feng et al. [21] have proposed a modified RED (MRED) gateway for providing better control over the burstiness level while retaining the advantages of RED. It is known that RED is not fair in distributing bandwidth among the different links [22] , [23] it serves. To solve the problem of unfairness among links, Kim et al. [13] studied the Fair Buffering RED (FB-RED) for running TCP over ATM. The main idea of FB-RED is to use the bandwidth delay product of a link to calculate the drop probability of the RED queue associated with the link. They implemented two cases: (i) the first one uses the inverse of the bandwidth delay product to calculate the maximum drop probability; (ii) the second one uses the inverse of the square root of the bandwidth delay product to calculate the maximum drop probability. Although FB-RED increases the fairness among links, it however needs to track the information for all the links, resulting in scalability problems for large networks.
Lin et al. [14] proposed Fair RED (FRED) which relies on the usage of buffer space by the various flows (per-activeflow accounting) to determine the drop rate of the flows. Although it achieves a fair drop rate for different flows, it needs to track the state of each flow which may result in scalability problems as in [13] .
To solve the scalability problem of FB-RED [13] and FRED [14] , Ott [8] proposed Stabilized Random Early Drop (SRED). Like RED, it preemptively discards packets with a load dependent drop probability when the buffer in a router gets congested, but has an additional feature which estimates the number of active connections or flows; the estimate is obtained without collecting or analyzing state information of individual flows. Instead of calculating the average queue size, it uses the number of active flows and instantaneous queue sizes to determine the packet drop probability of the flows. Over a wide range of load, SRED can stabilize the buffer occupancy at a level which is independent of the number of active connections. Although SRED overcomes the scalability issues of [13] , [14] , it however, suffers from low throughput, even with a small number of traffic flows, as shown in their simulation results. Other research on improving the stability of RED can be found in [24] - [26] .
Feng [16] showed that the effectiveness of RED depends, to a large extent, on the appropriate selection of the RED parameters. He showed that there is no single set of RED parameters that work well under all congestion scenarios. He therefore, proposed adaptive RED which selfparameterizes itself based on the traffic mix. Results show that such traffic-dependent parameterization of RED can effectively reduce packet losses, while improving the link utilization under a range of TCP loads. Adaptive determination of the RED parameters, however, requires additional computing power in the routers.
Parris et al. [17] pointed out that because RED relies on the congestion control mechanisms of TCP, it is not effective for UDP sources, which do not use congestion control. In order to solve the above problem, they proposed an extension of RED, called Class Based Threshold (CBT), which sets the buffer thresholds for packet dropping on the basis of traffic type (TCP vs. UDP) and priority classes. The performance of TCP traffic is thus protected in the presence of UDP traffic. Wang et al. [27] have proposed an adaptive fuzzy-based queue management algorithm which obtains higher goodput and stable queue length than RED even under UDP flows.
May et al. [4] studied the queuing delay and delay variance of RED. It was found that RED has a large delay variance, which is also very sensitive to the weight parameter (w) of RED. The smaller the value of w, the larger the delay variance. In [28] , [29] , the authors studied the performance of RED for Web applications. Christiansen et al. [28] , [29] found that the RED parameters that result in the best link utilization, unfortunately, resulted in poor delay performance.
To study the stability of the RED algorithm, Firoiu et al. [30] modelled RED as a feedback control system. They pointed out that RED will induce network instability and major traffic disruption if not properly configured. RED becomes unstable when delay increases, or more strikingly, when link capacity increases [6] . Table 1 summarizes the features of DSRED against other variants of RED. It shows that DSRED improves throughput and also decreases the delay/jitter as compared to other RED variants.
Double Slope Random Early Detection (DSRED) Scheme
As discussed in the previous section, although a number of variants of RED have been proposed, the improvements have been limited due to the fact that many of them are based on modifying the parameters of RED. In this section, we propose a new active queue management scheme, called the Double Slope Random Early Detection (DSRED), to improve the performance of RED.
Notations
We define the following variables which are used to describe and evaluate the average packet drop probability of DSRED in Sects. 3.2 and 3.3, respectively.
• N: Buffer size at the gateway in units of packets.
• K l : Threshold (in packet) for average queue length to start active packet dropping at the buffer; this is the same as in [3] • K h : Threshold (in packet) for average queue length to start active packet dropping at the buffer with probability of one; this is the same as in [3] • K m : Threshold (in packet) for average queue length to change the drop function slope; • α: Slope of the drop function for the first linear segment between K l and K m . Since the congestion is not severe in this segment, we need to drop as few packets as possible. α is, therefore, chosen to have a small value; • β: Slope of the drop function for the second linear segment between K m and K h . In this segment, the packet drop probability should be high to warn senders of congestion. Therefore, β should be larger than α; • γ: Mode selector for adjusting the slopes of the drop functions; • λ: Rate of traffic arrival at the buffer in packets/second; • µ: Packet processing rate at the buffer in packets/second; • ρ: Offered load factor defined as λ µ ;
• q: Instantaneous queue length in packets;
• avg: Average queue length as defined in [3] 
where, α, β and avg are given by: Fig. 2 Model for DSRED buffer at gateway.
The above equations, which govern packet drops in DSRED, translate to the following rules:
• No packet is dropped when the average queue length, avg, is less than K l ; • When the average queue length, avg, is between K l and K m , packets are dropped according to the drop function with slope α; • When the average queue length, avg, is between K m and K h , packets are dropped according to the drop function with slope β; • When the average queue length, avg, is K h or higher, packets are dropped with a probability of one.
Packet Drop Probability of DSRED
We described our proposed DSRED scheme in Sect. 3.2. In this section, we develop an analytical model to study the average packet drop probability (P D ) and queueing delay (D) as a function of the offered load factor (ρ). The normalized throughput can then be obtained from 1 − P D . We model packet arrivals to the buffer by a Poisson process with rate λ. Although Poisson traffic may not accurately reflect the arrival process in real networks [31] , [32] having long range dependent traffic, it can provide a tractable model to understand the behavior of TCP. The validity of this assumption has been proved in [4] , [20] , [33] .
As shown in Fig. 2 , the buffer is modelled by a FIFO queue with a processing rate of µ. An arriving packet is dropped with a probability based on the average queue length. We use the Markov chain to analyze the steady queue distribution, from which we derive the average packet drop probability (P D ) versus the offered load factor. The state diagram is shown in Fig. 4 , where λ i is the effective arrival rate for State i (defined as avg = i), and µ is the constant departure rate.
V(i), the steady state probability of the average queue length being in State i, can be expressed as [34] :
where V(0) is given by:
From Eq. (1), the packet acceptance probability p a (i) = 1 − p d (i) and the effective arriving rate λ i can be expressed as:
The average packet drop probability P D is given by:
From Little's formula, the average queuing delay, D, is given by [34] : Figure 5 shows the packet drop probability versus offered load factor ( λ µ ) for different values of γ. It is seen that for a given γ, a high offered load factor results in high packet drop resulting in a decrease in throughput. For the same offered load factor, drop performance can be varied by changing γ. 
Comparison between DSRED and RED
DSRED is similar to RED in two respects. First, both of them use linear drop functions to provide smoothly increasing drop action based on the average queue length. Secondly, they use the same function to calculate the average queue length. As a result of the above two similarities, DSRED inherits the advantages of RED. However, DSRED's two-segment drop function provides much more flexible drop operation than RED.
The most important differences and advantages of DSRED as compared to RED are as follows:
• The two-segment drop function of DSRED uses the average queue length, which is related to the long term congestion level. With an increase in congestion, the packet drop probability will increase at a higher rate, rather than at a constant rate (as in RED). This will give an early warning to hosts to backoff, preventing congestion from getting worse.
• The operating mode of DSRED can be easily adjusted by changing the slopes of the DSRED drop function using a single parameter, γ. By adjusting only γ, DSRED can initially achieve a high drop rate, followed by a low drop rate, or vice versa. This provides a flexible AQM scheme to handle complicated network congestion situations.
Simulation Configuration
OPNET 5.1, an event driven network simulation tool which is widely used in academia and industry, was used to carry out simulations to compare the performance of RED and DSRED. This section describes the simulation configuration, and presents a performance comparison between RED and DSRED. The simulation configuration is shown in Fig. 6 . To provide a fair comparison with RED, we used the same network topology and configuration as in [3] , [14] , [16] . In our simulation, three ftp sources send packets to the same destination via the gateway. To make the comparison more general, we investigated the performance of DSRED and RED with TCP sources under two cases: (i) Heavy Load and (ii) Low Load. The network simulation configuration parameters are as follows:
• Server0 to Gateway0: Propagation delay 1 ms, link rate 100 Mbps.
• Server1 to Gateway0: Propagation delay 5 ms, link rate 100 Mbps.
• Server2 to Gateway0: Propagation delay 3 ms, link rate 100 Mbps. • Destination0 to Gateway0: Propagation delay 5 ms, bottleneck link rate 10 Mbps. The sum of the link rates from the three TCP servers to the gateway is 300 Mbps, which is much higher than the bottleneck link rate of 10 Mbps, resulting in congestion at the bottleneck link.
• µ=1 ms/packet.
• Buffer Size: 200 packets, as in [3] .
• K l = 6, K h = 20: The values were chosen such that K h ≥ 2K l , as suggested in [3] .
• w = 0.07.
• Max drop = 0.1 and 0.2 for γ = 0.96 and 0.91 respectively. We chose these parameter sets to make the studies more general.
To enable a fair comparison, we have used the same value of the propagation delay as in [3] , [4] . The following measurements were made at the gateway, the server, and the destination.
• TCP traffic received at the destination: the number of packets received by the destination during the simulation period; • Server TCP load: the number of packet sent by the TCP sources during the simulation period; we use Heavy and Low for our simulation runs.
• Queuing Delay: queuing delay at the buffer; • Queue Size: queue size of the buffer;
• Packet Drop: the number of packets dropped at the gateway.
Results
In this section, we present simulation results to compare the performance of DSRED and RED in terms of queuing delay, gateway queue size, and packet drop under low and heavy loads for various values of RED parameters. We also consider the stability and performance of DSRED for different values of Round Trip Time (RTT), which corresponded to different network sizes.
Delay, Queue Size and Packet Drop at Heavy Load
Figures 7, 8 and 9 compare the time averages of the queuing delay, queue size and packets dropped, respectively, for DSRED and RED under Heavy Load for γ = 0.96 and Max drop = 0.1. It is seen that the performance of DSRED is better than RED for the entire simulation period under heavy load. For example, at time=100 seconds, the queue size for DSRED is less than half of the value for RED (see Fig. 8 ), and the packet drop for DSRED is only one-fifth as compared to that of RED (Fig. 9) . To compare the performance for a different set of parameters (γ = 0.91 and Max drop = 0.2), Figures 10, 11 and 12 compare the queuing delay, queue size and packet loss respectively between DSRED and RED. It is found that DSRED continues to perform better than RED. To compare the performance for a different set of pa- compare the delay, queue size and packet loss respectively between DSRED and RED. It is found that DSRED continues to perform better than RED.
Stability of DSRED
In this section, we compare the stability of DSRED and RED. Comparison of the delay, queue size and packet drop for heavy (Figs. 7 to 12) and low (Figs. 13 to 18) loads show that the change in delay, queue size and packet drop due to the load changing from low to heavy is less for DSRED as compared to RED. For example, at simulation time of 88 seconds, the queueing delay for DSRED is 8.75 msec for both light and heavy loads; on the contrary the delays are 12 and 13 msec at low and heavy loads, respectively, for RED. These figures also shows that DSRED maintains a steady performance at both heavy and low loads. 
Effect of Round Trip Time (RTT)
It has been shown [16] that the performance of RED depends on Max drop , which is related to the network size (re- flected by RTT). In this subsection, we present the performance of DSRED and RED under the same parameter values as in Sect. 5, but with a different RTT. The network topology is the same as in Fig. 6 , and in order to change the RTT, the propagation delays are set as follows:
• Propagation delays from Server0, Server1, Server2 to Gateway0 were set to 3, 15 and 9 ms, respectively. • Propagation delay from Destination0 to Gateway0 was 5 ms.
The normalized throughput of DSRED and RED with γ = 0.96 and Max drop = 0.1 are shown in Figs. 19 and 20 , respectively, for heavy loads. At the end of the simulation period (100 secs), the throughput of DSRED and RED are about 0.6 and 0.36 respectively.
The above figures are repeated for the parameter set γ = 0.91, Max drop = 0.2 in Figs. 21 and 22 . Here also, we see that at the end of the simulation, the throughput of DSRED and RED are 0.5 and 0.35 respectively. It is seen that DSRED has higher normalized throughput during the entire simulation time for both the cases.
Summary of Performance
To provide a quick comparison between the performance of DSRED and RED, the results discussed above are summa- Tables 2 and 3 . In addition to the results presented in the previous sections, the tables also show the performance (along with their throughput) of DSRED and RED under medium load. The tables demonstrate the higher performance of DSRED in terms of queuing delay, queue size, packet drop, and throughput. DSRED achieves lower queuing delay and queue size than RED under both low and heavy traffic loads. This is because, DSRED changes the slope of its drop function based on the level of congestion in the network. When the length of the queue exceeds a certain threshold, DSRED drops packets much more aggressively than RED.
Conclusions
In this paper, we proposed DSRED, an active queue management scheme to improve the performance of Internet gateways. DSRED exploits a two-segment drop function to achieve the improved performance.
DSRED achieves lower queuing delay and queue size than RED under both low and heavy traffic loads. This is because, DSRED changes the slope of its drop function based on the level of congestion in the network. When the length of the queue exceeds a certain threshold, DSRED drops packets much more aggressively than RED. It has been shown that DSRED also results in a lower packet drop rate (which results in a higher throughput) than RED.
Simulation results for different RTT values (representing different network sizes) have shown that DSRED exhibits more robustness than RED; the throughput and queuing delay of DSRED have also been shown to be steadier than RED.
In conclusion, our proposed active queue management scheme performs better than RED. It can be easily implemented in Internet routers with about 50 lines of C code. Future work consists of exhaustive study of the fairness of DSRED.
