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Abstract
We provide a probabilistic approach to studying minimal surfaces in R3. After a discussion of the basic
relationship between Brownian motion on a surface and minimality of the surface, we introduce a way
of coupling Brownian motions on two minimal surfaces. This coupling is then used to study two classes
of results in minimal surface theory, maximum principle-type results, such as weak and strong halfspace
theorems and the maximum principle at infinity, and Liouville theorems.
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1. Introduction
The past several years have seen sustained interest in the theory of minimal surfaces in R3.
We present an approach to studying minimal surfaces using Brownian motion and the methods
of martingale theory. We begin with a discussion of the basic relationship between Brownian
motion on a minimal surface and the coordinate functions and the Gauss map, particularly in the
cases when the surface is either stochastically complete with bounded curvature or (geodesically)
complete and properly immersed. We then introduce a way of coupling Brownian motions on
a pair of minimal surfaces such that the particles are “encouraged” to couple in finite time.
We apply this coupling to two classes of results for minimal surfaces, maximum principle-type
theorems, by which we mean weak and strong halfspace theorems and the maximum principle at
infinity, and Liouville theorems.
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the existing results and conjectures obtained by non-stochastic methods of geometric analysis.
Further results (beyond what we have been able to prove here) using the coupling appear to be
possible, subject to obtaining a better understanding of the behavior of the process when the
particles are close. The reader who is primarily interested in the geometric consequences of the
coupling is encouraged to proceed to Section 5, where the topics just mentioned are discussed in
detail.
In addition to the particular results we are able to prove, there are a few more general reasons
for introducing this approach to minimal surfaces, aside from the subjective claim that proba-
bilistic methods are intuitively appealing. First, it provides a common framework for studying
maximum principle-type theorems and Liouville theorems. Second, there is reason to think that
such a probabilistic framework might make it easier to extend results from minimal surfaces to
minimal surfaces-with-boundary. This is because Brownian motion can simply be stopped at the
boundary, and prior to hitting the boundary it is governed by the local geometry just as in the
boundary-less case. For one example of such an extension, see Theorems 5.1 and 5.3 and their
proofs.
2. Brownian motion on a minimal surface
2.1. Basic results
We begin by considering Brownian motion on a connected minimal surface M . This is inter-
esting in its own right, and it will also be important for understanding coupled Brownian motion
later on. There are several ways to think of Brownian motion on a manifold. For our purposes, we
will think of it as the solution to the martingale problem corresponding to one-half the Laplacian
on M ; we now explain what this means in more detail. In general, Brownian motion may only be
defined until an explosion time, which we denote by e. Let (C[0, e(ω)),B) be the space of con-
tinuous paths on M , which we allow to escape to infinity at some time e(ω) ∈ (0,∞] depending
on the path ω, with the Borel σ -algebra; we give the space the topology of uniform convergence
on compacts. Let {Bt∧e, t  0} be the filtration generated by these continuous paths. Then Brow-
nian motion started at x ∈ M is a probability measure on (C[0, e(ω)),B), which we denote Px ,
such that
Px
[
ω(0)= x]= 1 and(
h
(
ω(t ∧ e))−
t∧e∫
0
1
2
h
(
ω(s)
)
ds; Bt∧e
)
is a Px-martingale,
for any smooth, compactly supported function h on M . Throughout this paper, all of our martin-
gales will be continuous, and having established this convention we will refer to them simply as
“martingales.”
Minimal surfaces are characterized by the fact that the restrictions of the coordinate functions
to the surface are harmonic. From a probabilistic point of view, this means that the composi-
tions of the coordinate functions with Brownian motion are local martingales. More concretely,
consider any Euclidean coordinate system (x1, x2, x3) on R3. The gradient of any coordinate xi
(in M) is the projection of the gradient of xi in R3 onto the tangent plane of M . If we denote the
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where δij is the Kronecker delta function. Let Bt be Brownian motion on M . We will adopt the
usual convention of writing the process obtained by composing a function with Brownian mo-
tion as f ◦ Bt = ft , and when there is no possibility of confusion we will sometimes omit the
subscript. We see that the quadratic variations and cross variations of the coordinate processes
are given by
d〈xi,t , xj,t 〉 = (δij −mimj )dt. (2.1)
This determines the evolution of the coordinate processes in terms of the normal vector. Another
consequence of this equation is that the coordinate processes xi,t∧e are true (as opposed to local)
martingales.
Next, we wish to understand the evolution of the normal vector under Brownian motion on M .
For any smooth surface in R3, we can define the Gauss map G :M → S2 by identifying the
normal vector at every point of M with the corresponding point in S2. It is well known that,
if M is minimal, the Gauss map is conformal with conformal factor −√|K|, where K is the
Gauss curvature. Recall that a map is conformal with conformal factor c (where c can vary over
the domain) if its differential preserves angles and scales lengths by a factor of c, where c < 0
means that the map is orientation-reversing. On a minimal surface K  0, so the Gauss map is
orientation-reversing and distorts area by a factor of |K|. This implies that Gt is time-changed
Brownian motion on S2, with the changed time given by
∫ t
0 |Ks |ds.
The introduction of the Gauss map raises the question of orientability of our minimal surfaces.
We do not wish to restrict ourselves to orientable surfaces. To accomplish this, observe that the
Gauss sphere process is well defined (given a choice of normal vector at the starting point)
whether or not the surface is orientable, because given any path there is a unique continuous
choice of normal along it. This allows us to state Theorem 2.1 below, for example, without regard
to orientability. From the geometric point of view, this corresponds to the fact that Brownian
motion lifts to the orientation cover of the surface. With this in mind, we freely ignore questions
of orientability in what follows.
In order to say more, we need to place more restrictions on our minimal surface. A natural
assumption is that M is (geodesically) complete. An example of a theorem which can be proved
in this generality is a result of Osserman that the Gauss map of a non-planar complete minimal
surface is dense in S2 (see [11, Theorem 8.1]). However, as mentioned above, we are more
interested in global control of the immersion and on Liouville properties of the surface. If we
place no restrictions on M beyond completeness, then not much can be said in this direction.
In [10], Nadirashvili showed that there exists a complete, minimal, conformal immersion of the
disk into the unit ball.
Another natural assumption is that of stochastic completeness. Probabilistically, this means
that Brownian motion almost surely exists for all time, that is, it does not explode by “going
off to infinity” in finite time. Analytically, stochastic completeness means that the Cauchy initial
value problem for one-half the Laplacian with bounded initial data has a unique bounded solu-
tion for all time. Let ρ =
√
x21 + x22 + x23 . Then a straightforward computation shows (see [14,
Section 5.2.2]) that 12ρ2 = 2. It follows from the defining property of the martingale problem
that
E
[
ρ2t∧e
]= ρ2 + 2(t ∧ e) for all t ∈ [0,∞). (2.2)0
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tion holds with t ∧ e replaced by t . This obviously prevents M from being contained in a ball.
Moreover, because the quadratic variation of a single coordinate is no greater than t , it also im-
plies that M cannot be contained in an infinite cylinder (that is, a set of the form x21 + x22  C
for some C > 0 and some choice of orthonormal coordinates on R3). In other words, if M is a
stochastically complete minimal surface, then there is at most one element of RP2 such that the
projection of M onto that line is not the entire line.
If we assume only that M is stochastically complete (or even complete and stochastically
complete), the preceding is as much as we can say in this direction. Jorge and Xavier [5]
show how to construct complete, minimal, conformal immersions of the disk into the “slab”
{(x1, x2, x3): −1 x1  1}. It is relatively easy to see that their construction can be performed
in such a way that the resulting minimal surface is also stochastically complete. Thus the above
result that, for a stochastically complete minimal surface M , there is at most one line in RP2
such that the projection of M onto that line is not the entire line is sharp.
2.2. Bounded curvature and the weak halfspace theorem
In [16], Xavier proved the weak halfspace theorem for complete minimal surfaces of bounded
curvature; that is, any complete minimal surface of bounded curvature which is not a plane is not
contained in any halfspace. Our goal here is to prove a differential version of the weak halfspace
theorem, namely, that the Gauss process accumulates infinite occupation time in every open
subset of the Gauss sphere, almost surely. Xavier’s weak halfspace theorem as just mentioned is
an obvious corollary, given the relationship between the normal vector and the quadratic variation
of the coordinate processes in Eq. (2.1).
It is well known that any complete manifold with bounded curvature is stochastically com-
plete, and thus the assumptions in the theorem below are weaker than in Xavier’s weak halfspace
theorem.
Theorem 2.1. Let M be a minimal surface, and assume either that M is recurrent or that M is
stochastically complete and has bounded curvature. If M is not flat (that is, K is not identically
zero), then the corresponding Gauss sphere process almost surely accumulates infinite occupa-
tion time in each open subset of S2.
Proof. First, we observe that recurrent minimal surfaces are easy to handle. Any recurrent man-
ifold is necessarily stochastically complete. Now suppose that M is a recurrent, non-flat minimal
surface. Because M is not flat, there are at least two points in S2 in the image of the Gauss map.
By recurrence, the normal vector visits a neighborhood of each of these points infinitely often,
and thus we see that the Gauss sphere process has infinite quadratic variation. Since it is time-
changed Brownian motion, the Gauss process visits every open subset of S2 infinitely often. For
any open subset of S2, we can choose some component of its pre-image in M . By recurrence,
Brownian motion on M accumulates infinite occupation time in that pre-image almost surely,
and we conclude that the Gauss sphere process accumulates infinite occupation time in every
open set of S2 almost surely.
Now assume that M is transient, not flat, and stochastically complete with bounded curvature.
Thus its universal cover M˜ is conformally equivalent to the unit disk, by the uniformization
theorem. It is obviously enough to prove the result for M˜ . We will write the metric with respect to
the usual Cartesian coordinates on the disk as λδij , where δij is the Kronecker delta function (so
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√
λ while area is scaled by λ). Here, of course, λ is smooth and positive on
the open unit disk D; also, λ determines the time-change taking Euclidean Brownian motion on
the disk to Brownian motion on M˜ . In particular, the stochastic completeness of M˜ is equivalent
to the statement that the integral of λ along paths of the Euclidean Brownian motion (until the
first hitting time of the boundary of the disk) is almost surely infinite.
Let f and g be the Weierstrass data for M˜ , as described in Lemmas 8.1 and 8.2 of [11].
In particular, g is the stereographic projection of the Gauss map and thus meromorphic, and
f is holomorphic. Further, we have that (see [11, Eq. (8.7) and Lemma 9.1], and note that our
definition of λ differs from Osserman’s by a power of two)
λ=
[ |f |(1 + |g|2)
2
]2
and −K =
[
4|g′|
|f |(1 + |g|2)2
]2
.
We wish to show that the integral of −K along Brownian paths of M˜ is almost surely infinite.
Note that gt (which, we recall, is g ◦Bt where Bt is Brownian motion on M˜) is a complex martin-
gale with quadratic variation given by the integral of −K along Bt . Thus, showing that −K has
infinite integral along Bt is equivalent to showing that gt almost surely does not converge, which
in turn is the same as showing that g does not have non-tangential limits at the boundary of the
disk, except possibly on a set of Lebesgue measure zero. This last equivalence is a consequence
of Doob’s form of the Fatou theorem.
We proceed by contradiction, assuming that with probability 2p > 0, gt does converge. We
may assume that our Brownian motion begins at the center of the disk, and thus that the hitting
measure of the boundary is proportional to its Lebesgue measure. Possibly after a rotation (of
our coordinates on R3), we can assume that gt has limits with absolute value less than C with
probability p, for some positive constant C. Because of the above formula for −K , bounded
curvature implies that there is a constant C′ such that |g′/f |<C′ whenever |g|< 2C. Because a
meromorphic function on the disk has a non-tangential limit at a boundary point if and only if it is
non-tangentially bounded at that point (again by Doob’s version of the Fatou theorem), it follows
that g′/f has a non-tangential limit with absolute value less than C′ on a set of boundary points
of Lebesgue measure 2πp. The set of such points where the limit is zero must have Lebesgue
measure zero since otherwise g′/f would be identically zero, which would mean that g′ was
identically zero, contradicting the assumption that M˜ is not flat. So there is a set Φ of boundary
points of Lebesgue measure 2πp where g has non-tangential limits of absolute value less than C
and g′/f has non-tangential limits with absolute value in (0,C′).
For any Euclidean Brownian path hitting the boundary at Φ , we see that the integral of λ along
the path being infinite almost surely implies that the integral of |f |2 along the path is infinite,
using the above formula for λ in terms of the Weierstrass data. This in turn almost surely implies
that the integral of |g′|2 along the path is infinite. However, the integral of |g′|2 is the quadratic
variation of the gt (which, we recall, is a complex martingale). We conclude that gt almost surely
does not converge along Brownian paths which hit the boundary at Φ . This is a contradiction,
and thus we have shown that the integral of −K along Brownian paths of M˜ is almost surely
infinite.
Because the Gauss sphere process is time-changed Brownian motion on the sphere with the
time-change given by the integral of −K , this shows that the Gauss sphere process hits every
open subset of S2 infinitely often. Now consider B
 an open ball in S2 of radius 
, and let B
/2
be an open ball with the same center and half the radius. Because −K is bounded from above,
there exists some δ > 0 such that every time the Gauss sphere process hits B
/2, it spends time δ
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 with probability at least 1/2. An easy application of the Borel–Cantelli lemma then shows
that the process spends an infinite amount of time in B
 , almost surely. As this argument applies
to any open ball in S2, the theorem is proved. 
We note that this theorem does not require that M is complete. This also explains why the
hypothesis of the theorem is that M is not flat, rather than that M is not a plane. For example, let
M be the universal cover of a plane minus two points, with the obvious immersion. Then M is a
flat, stochastically complete minimal surface, but M is transient and, in particular, not a plane.
2.3. Proper immersion and the weak halfspace theorem
A weak halfspace theorem can also be proved for properly immersed minimal surfaces;
namely, if M is a complete, properly immersed minimal surface, and M is not a plane, then
M is not contained in any halfspace. This was first done by Hoffman and Meeks [4], using a
geometric construction comparing M to the lower half of a catenoid. As noted in [7] (see the dis-
cussion surrounding Theorems 1.3 and 1.4 in [7]), it is also a simple consequence of Theorem 3.1
of [2], which is proved using elementary harmonic function methods.
Before continuing, we make an observation about terminology. Any properly immersed mini-
mal surface is necessarily complete, and thus the phrase “complete, properly immersed minimal
surface” is somewhat redundant. Nonetheless, we will employ this phrase in order to highlight
the parallel between them and stochastically complete minimal surfaces of bounded curvature,
since we are viewing both conditions as strengthenings of the corresponding assumptions of
(geodesic or stochastic) completeness.
We claim that Eq. (2.2) implies that any complete, properly immersed minimal surface is
stochastically complete. Brownian motion on a complete manifold explodes in finite time if and
only if it exits every compact set in finite time. Properness of the immersion means that exiting
every compact set of M is the same as exiting every compact set of R3, which is the same as ρ2t
blowing up in finite time. However, Eq. (2.2) implies that the expectation of ρ2t remains finite
at all times. This justifies our claim. Thus the assumption that M is properly immersed (and,
necessarily, complete) is a strengthening of the assumption that M is stochastically complete.
Our probabilistic proof is similar, both in spirit and technique, to the harmonic function ap-
proach mentioned above. Also, we note that we are unable to give a stronger, “differential,”
version as we did for the bounded curvature case (more on this below).
Theorem 2.2. Let M be a complete, properly immersed minimal surface. If M is not flat, then
M is not contained in any halfspace.
Proof. Assume that M is not flat. The case when M is recurrent is already covered by Theo-
rem 2.1, so we assume that M is transient.
We begin by showing that the integral of 1 − m23 along Brownian motion on M blows up
almost surely. We will proceed by contradiction; assume that the integral of 1 − m23 is bounded
with probability p > 0. Let r =
√
x21 + x22 . Then the semi-martingale decomposition of the rt
process is
drt =
√
1 − (∂r ·m)2 dWt + 1
(
m23 + (∂r ·m)2
)
dt + dLt ,2rt
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rt = 0. Also, ∂r is the R3-gradient of r (since we can, at least locally, identify M with its image
in R3, there is no problem in thinking of Brownian motion on M as a martingale in R3 and writing
the coefficients of the semi-martingale decomposition in terms of the geometry of R3). This is
the geometer’s convention of identifying vector fields with first-order differential operators, and
we will adopt this convention freely in what follows. We will assume, for simplicity, that we start
our Brownian motion at a point with r0 > 0.
We wish to compare the rt process with the 2-dimensional Bessel process generated by the
same Brownian motion, that is, the strong solution of
dr˜t = dWt + 12r˜t dt with r˜0 = r0 > 0.
Then the process (r − r˜)t has the semi-martingale decomposition
d(r − r˜)t =
[√
1 − (∂r ·m)2 − 1
]
dBt +
[
1
2rt
(
m23 + (∂r ·m)2
)− 1
2r˜t
]
dt + dLt .
We will also write this in integrated form as (r − r˜)t = Mt + At + Lt . We wish to control the
size of excursions of rt above r˜t . Introduce the stopping time
σ(C)= inf
{
t  0:
t∫
0
(
1 −m23
)
 C
}
.
We will assume that C is chosen large enough so that σ(C)= ∞ with probability at least 3p/4.
The quadratic variation of M satisfies
〈M〉t∧σ(C) =
t∧σ(C)∫
0
[
2
(
1 −
√
1 − (∂r ·m)2
)− (∂r ·m)2]dτ
 2
t∧σ(C)∫
0
(
1 −
√
1 − (∂r ·m)2
)
dτ.
Further, because (∂r ·m)2  1 −m23, we see that
1 −
√
1 − (∂r ·m)2  1 − |m3| 1 −m23.
It follows that 〈M〉t∧σ(C)  C. Thus whatever else it is, Mt∧σ(C) is a continuous process with
both supt0{Mt∧σ(C)} and inft0{Mt∧σ(C)} almost surely finite.
Now introduce η(t) as the random (but not stopping) time defined by
η(t)= sup{τ  t : rτ  r˜τ + 1};
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non-martingale terms make sense with random times that are not stopping times, we can write
(r − r˜)t∧σ(C)  1 +Mt∧σ(C) −Mη(t∧σ(C))
+
t∧σ(C)∫
η(t∧σ(C))
[
1
2rτ
(
m23 + (∂r ·m)2
)− 1
2r˜τ
]
dτ +
t∧σ(C)∫
η(t∧σ(C))
dLτ .
Note that m23 + (∂r · m)2  1, and thus that the first integrand is always non-positive on the
interval of integration. Next, because r˜t is a 2-dimensional Bessel process, it is almost surely
positive for all time. Thus the Lt term never increases when rt  r˜t , and thus never increases on
the interval of integration. It follows that
(r − r˜)t∧σ(C)  1 +Mt∧σ(C) −Mη(t∧σ(C)).
Then we conclude that
sup
t0
{rt∧σ(C) − r˜t∧σ(C)}< 1 + sup
t0
{Mt∧σ(C)} − inf
t0
{Mt∧σ(C)}<∞
almost surely.
To continue, note that because
〈x3〉t∧σ(C) =
t∧σ(C)∫
0
(
1 −m23
)
dτ < C,
we see that supt0{|x3|t∧σ(C)} < ∞ almost surely. Recall that with probability 3p/4 > 0,
we have σ(C) = ∞. Thus with probability 3p/4, we have that supt0{rt − r˜t } < ∞ and
supt0{|x3|t } < ∞. Now r˜t is recurrent for the set r˜ < 1. It follows that, on the set of paths with
σ(C) = ∞, we know that rt returns infinitely often to some bounded interval (depending on the
particular path). Since a subset of R3 with r and x3 bounded is contained in a compact cylinder,
it follows that the set of paths with σ(C)= ∞ returns infinitely often to a compact cylinder (the
exact cylinder depending on the path). Because the immersion is proper, the intersection of any
compact subset of R3 with M is also compact. Thus, almost every path with σ(C) = ∞ returns
infinitely often to some compact subset of M . This implies that, with probability 3p/4, Brownian
motion on M is recurrent. This contradicts our assumption that M is transient, and we conclude
that the integral of 1 −m23 is almost surely unbounded.
This means that x3,t is a martingale with almost surely unbounded quadratic variation. Thus
M is not contained in the halfspace x3 > 0. Since our choice of Euclidean coordinates on R3 was
arbitrary, it follows that M cannot be contained in any halfspace. 
Note that the computation showing that Brownian motion on M is recurrent on some compact
subset of R3 does not use the fact that the process is restricted to a surface. In particular, con-
sider any R3-valued (continuous) martingale Y such that the diffusion matrix of Y at each instant
is given by the diffusion matrix for Brownian motion on some plane (if Y is Brownian motion
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of Y has finite quadratic variation with probability p > 0. Then the proof shows that, up to a set
of probability zero, those paths for which a coordinate of Y is bounded are recurrent on some
compact subset of R3 (with the particular subset depending on the path). That the corresponding
plane-field is integrable (in the sense of the Frobenius theorem) and the resulting surface com-
plete and properly immersed in the case of Brownian motion on a minimal surface is only used
to show that recurrence on R3 implies that Brownian motion on M is recurrent.
One consequence of this is that the theorem also applies to complete, properly immersed
branched minimal surfaces. In particular, there are at most countably many branch points, so
Brownian motion almost surely avoids them all. We then see that the above proof applies in this
case as well.
As mentioned, we do not have a “differential” version of this result, as we do in the bounded
curvature case. In particular, nothing in this theorem rules out the Gauss process spending only
finite time in any closed set in RP2 not containing the North/South pole. As we will see later, this
difference will mean that we can prove more in the bounded curvature case than in the properly
immersed case.
3. Coupled Brownian motion
To address more sophisticated issues, we will need to do more than study a single Brownian
motion on a minimal surface. In particular, for any two stochastically complete minimal surfaces
M and N (where we allow the possibility that they are the same surface), we wish to couple
Brownian motions on the surfaces such that the R3-distance between the two particles goes to
zero as efficiently as possible. We will do so by constructing a diffusion on the product space
that, pointwise, gives a favorable evolution for the distance between the particles, in a sense to
be made precise below.
3.1. Pointwise specification of an optimal coupling
We begin by determining what the coupling should be “instantaneously.”
Let x = xt be the position of the Brownian motion on M and y = yt be the position of the
Brownian motion on N . Let r = r(x, y) be the R3-distance between x and y. We assume that
r(x, y) > 0, since we stop the process if the particles successfully couple. The instantaneous
evolution of r will depend only on r and the positions of the tangent planes TxM and TyN (and
the coupling). We wish to understand this dependence in detail and use it to see how to choose the
coupling. As such, we will consider x and y to be given, fixed points and construct our analysis
around them.
We can choose orthonormal coordinates (z1, z2, z3) for R3 which are well suited to the current
configuration (we use zi for our coordinates here instead of xi in order to avoid overburdening the
notation, considering that we use x to denote a point in M). Let ∂z3 lie in the direction of x − y,
where we view y and x as elements of R3 under the corresponding immersions of N and M .
Let ∂z2 lie in TxM . (As long as TxM is not perpendicular to x − y, this will determine ∂z2 up
to sign.) Finally, ∂z1 is chosen to complete the orthonormal frame. Such a choice of orthonormal
frame determines orthonormal coordinates on R3 up to translation. Since we are only interested
in the relative positions of x and y, any choice of coordinates {zi} corresponding to this choice
of frame {∂z } will work.i
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this angle θ . We choose an orthonormal basis {∂α, ∂β} for TxM such that, at x,
∇Mz1 = cos θ∂α, ∇Mz2 = ∂β, and ∇Mz3 = sin θ∂α,
where ∇Mzi is the gradient of zi restricted to M . In other words, ∂β is in the ∂x2 direction, while
∂α lies in the intersection of TxM and the z1z3-plane.
In order to specify the direction of TyN , we will need two angles. Let ϕ be the angle TyN
makes with the z1z2-plane. Let ψ be the angle between the intersection of TyN with the z1z2-
plane and ∂z2 . Then we can choose an orthonormal basis {∂a, ∂b} for TyN such that, at y,
∇Nz1 = cosϕ cosψ∂a + sinψ∂b, ∇Nz2 = −cosϕ sinψ∂a + cosψ∂b, and
∇Nz3 = sinϕ∂a.
This means that ∂b lies in the intersection of TyN and the x1x2-plane, while ∂a lies along the
projection of ∂x3 onto TyN .
Note that, after possibly reflecting some of the zi and exchanging the roles of M and N , we
can, and will, assume that
θ ∈ [0,π/2], ϕ ∈ [0,π/2], and ψ ∈ [0,π].
Further, whenever θ or ϕ is zero, we can, and will, take ψ to be zero. With these conventions,
there is a unique choice of (θ,ϕ,ψ) for every (x, y) ∈ (M ×N) \ {r = 0}. Since the coupling at
each point will depend only on these three angles, we will refer to them as the configuration of
the system at this instant. It is clear that the map into the configuration space is smooth near any
point where all three angles are in the interior of their ranges, but in general will be discontinuous
if any of them is at the boundary of its range. For the moment, we are concerned only with
determining the coupling pointwise. Later, when we consider the induced martingale problem on
M×N \{r = 0}, we will have to account for the behavior of the configuration as (x, y)= (xt , yt )
varies.
With the product metric on M×N , again using the fact that x and y can be viewed as elements
of R3, and viewing the coordinate zi as a function on R3 that gives the ith coordinate, we have
∇(M×N)z1(x − y)= cos θ∂α − cosϕ cosψ∂a − sinψ∂b,
∇(M×N)z2(x − y)= ∂β + cosϕ sinψ∂a − cosψ∂b, and
∇(M×N)z3(x − y)= sin θ∂α − sinϕ∂a. (3.1)
Now we wish to see what the above computations mean for the evolution of r under some
(to be determined) coupling of Brownian motions on M and N . Our orthonormal basis {∂α, ∂β}
for TxM uniquely determines normal coordinates (α,β) in a neighborhood of x in M , and we
similarly have normal coordinates (a, b) in a neighborhood of y in N . Further, (α,β, a, b) gives
product normal coordinates in a neighborhood of (x, y) in M×N . Since the zi,t = zi(xt −yt ) are
martingales, their instantaneous evolution is determined by the rate of change of their quadratic
variations. The above expressions for the gradients mean that, at this instant with (xt , yt ) =
(x, y), we have
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(
cos2 θ + cos2 ϕ cos2 ψ + sin2 ψ)dt
− 2 cos θ[cosϕ cosψ d〈αt , at 〉 + sinψ d〈αt , bt 〉],
d〈z2,t 〉 =
(
1 + cos2 ϕ sin2 ψ + cos2 ψ)dt
− 2[cosψ d〈βt , bt 〉 − cosϕ sinψ d〈βt , at 〉], and
d〈z3,t 〉 =
(
sin2 θ + sin2 ϕ)dt − 2 sin θ sinϕ d〈αt , at 〉.
Here we have used that the marginals are Brownian motions, so that the only unknown quantities
are the four cross-variations above, which relate the Brownian motions on M and N . It is these
four cross-variations which we think of as determining the coupling at (x, y).
The zi were chosen so that z1(x − y) = z2(x − y) = 0 and z3(x − y) = r . Thus, the semi-
martingale decomposition of r =
√
z21 + z22 + z23, at this instant with (xt , yt ) = (x, y), is easy
to compute using the above equations for the quadratic variations of the zi . Itô’s formula
implies that, at this instant with (xt , yt ) = (x, y), the bounded variation part is growing at
rate (d〈z1,t 〉 + d〈z2,t 〉)/2r while the quadratic variation of the martingale part is growing at
rate d〈z3,t 〉. We introduce one more bit of notation. Let f and g be such that the martingale part
has quadratic variation given by the integral of f along paths and the bounded variation part is
given by the integral of g/2rt along paths, plus r0. Then f and g are non-negative functions of
the configuration (θ,ϕ,ψ) and the coupling, and they determine the evolution of rt .
We return to discussing how the Brownian motions should be coupled at (x, y). We wish
to consider couplings which make the cross-variations as large (in absolute value) as possible,
since it is intuitively clear that such couplings give the most control over f and g. We are working
within the framework of the martingale problem, but the type of couplings we are considering
can perhaps be explained best from the point of view of stochastic differential equations. From
this perspective, we are saying that the Brownian motion on N should be driven by the Brownian
motion on M (at least at the instant under consideration), or vice versa, since the roles of the two
surfaces are symmetric. At any rate, such couplings are, at a point, parametrized by isometries
between TxM and TyN . In terms of our orthonormal bases, all such maps can be written in the
form
∂a =A cosσ∂α +A sinσ∂β,
∂b = −sinσ∂α + cosσ∂β,
where σ ∈ [0,2π) and A is ±1. Note that we are simply relating the tangent planes by an element
of O(2). Our choice of orthonormal bases for the tangent planes determines coordinates for
O(2) as above, where A determines whether we are in the orientation-preserving or orientation-
reversing component and σ then parametrizes the relevant component, which is diffeomorphic
to S1 (it is a slight extension of the term “coordinates” to call σ and A coordinates, but the
meaning is clear and no harm is done).
In terms of σ and A, the four cross-variation terms relating the Brownian motions on M
and N , at the instant when (xt , yt )= (x, y), are given by
d〈αt , at 〉 =A cosσ dt, d〈βt , at 〉 =A sinσ dt,
d〈αt , bt 〉 = −sinσ dt, and d〈βt , bt 〉 = cosσ dt. (3.2)
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equations
f = sin2 θ + sin2 ϕ − 2A sin θ sinϕ cosσ and
g = 2 + cos2 θ + cos2 ϕ − 2 cosσ [A cos θ cosϕ cosψ + cosψ]
+ 2 sinσ [A cosϕ sinψ + cos θ sinψ].
We are now in a position to indicate what the criterion for our coupling to be “optimal.”
We wish to consider the rt process on new a time-scale, namely the time-scale in which its
quadratic variation grows at rate 1. In this time-scale, the martingale part is just a Brownian
motion, and the drift coefficient is given (at the instant for which (xt , yt )= (x, y)) by g/f2r . Thus,
the time-changed process will be dominated by a two-dimensional Bessel process if g  f ,
and the domination will be strict whenever this inequality is strict. Note that, unlike g/f , this
inequality makes sense even if f = 0. That the two-dimensional Bessel process is the critical
case will be seen in the following analysis (we mention it here for future reference). That the
two-dimensional Bessel process is critical is obviously significant in our effort to make r hit zero
as efficiently as possible, in light of the well-known relationship between the dimension of a
Bessel process and its long-time behavior.
Motivated by this, we will choose our coupling so as to maximize
f − g = −2 cos2 θ − 2 cos2 ϕ + 2 cosσ [A cos θ cosϕ cosψ + cosψ −A sin θ sinϕ]
− 2 sinσ [A cosϕ sinψ + cos θ sinψ]. (3.3)
If we assume for a moment that A is fixed, then it is clear how to choose σ in order to maximize
this expression. In particular, we can view the two bracketed expressions as being the two com-
ponents of a vector in the plane, in which case the two terms depending on σ become the dot
product of this vector with a unit vector making angle σ with the positive horizontal axis. Thus
we should choose σ so that these vectors are parallel. Let σ+ be this optimal choice when A= 1
and σ− be this optimal choice when A= −1.
Writing explicit formulas for σ+ and σ− is not important (although it could easily be done in
terms of inverse tangents); instead we can write directly that the maximum of f −g arising from
the optimal choice of σ+ or σ− is
−2 cos2 θ − 2 cos2 ϕ + 2{cos2 ψ(1 + cos2 θ cos2 ϕ)+ sin2 ψ(cos2 θ + cos2 ϕ)
+ sin2 θ sin2 ϕ − 2 cos θ cosϕ cosψ sin θ sinϕ + 2A(cos θ cosϕ − cosψ sin θ sinϕ)}1/2,
where we have used the fact that A2 = 1. Further, it is now clear how to choose A; we want A to
be equal to the sign of the expression it multiplies. Doing so shows that the maximum of f − g,
that is, the value realized by the optimal coupling, is
−2 cos2 θ − 2 cos2 ϕ + 2{cos2 ψ(1 + cos2 θ cos2 ϕ)+ sin2 ψ(cos2 θ + cos2 ϕ)
+ sin2 θ sin2 ϕ − 2 cos θ cosϕ cosψ sin θ sinϕ + 2|cos θ cosϕ − cosψ sin θ sinϕ|}1/2.
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and let Σ− be the region where this expression is non-positive. Then Σ+ is the set where the
maximum of f − g is realized by a coupling coming from the orientation-preserving component
of O(2), and Σ− is the analogous set for the orientation-reversing component of O(2). Here the
notions of orientation-preserving and orientation-reversing are defined relative to the standard
choice of orthonormal bases for TxM and TyN given above (which we recall are not contin-
uous when the configuration is at the boundary of its range). Further, let Σ0 be the set where
cos θ cosϕ − cosψ sin θ sinϕ is zero; this is the set on which there are two possible choices for
an optimal coupling, one from each component of O(2). We will return to questions of how the
choice of optimal coupling varies over (M × N) \ {r = 0} below. In particular, we will see in
Lemma 4.1 that Σ0 is defined invariantly, that is, it does not depend on the particular identifica-
tion of maps from TxM to TyN with O(2).
Next, we wish to show that the optimal coupling is good enough for our purposes. In partic-
ular, we wish to show that the above expression for the maximum of f − g is non-negative for
any values of the parameters, which will show that the time-changed rt process is dominated by
a two-dimensional Bessel process (assuming that a coupling satisfying this pointwise specifica-
tion exists, a question which we continue to postpone). We also wish to determine the values of
the parameters for which the expression is zero, since those will be the configurations where the
process looks instantaneously like a two-dimensional Bessel process, rather than being strictly
dominated by one. Observe that the non-negativity of f − g is equivalent to the inequality
cos2 ψ
(
1 + cos2 θ cos2 ϕ)+ sin2 ψ(cos2 θ + cos2 ϕ)+ sin2 θ sin2 ϕ
− 2 cos θ cosϕ cosψ sin θ sinϕ + 2|cos θ cosϕ − cosψ sin θ sinϕ|

(
cos2 θ + cos2 ϕ)2, (3.4)
and positivity is equivalent to strict inequality.
We begin by considering the case when ψ = 0 (this occurs when x−y and the normal vectors
to TxM and TyN are coplanar, as vectors in R3). Then the above simplifies to
1 + cos2 θ cos2 ϕ + sin2 θ sin2 ϕ − 2 cos θ cosϕ sin θ sinϕ + 2∣∣cos(θ + ϕ)∣∣

(
cos2 θ + cos2 ϕ)2.
After simplifying the left-hand side and taking the square root of both sides, we see that this is
equivalent to
∣∣cos(θ + ϕ)∣∣+ 1 cos2 θ + cos2 ϕ.
One then can show that this inequality holds, and that one has equality exactly when θ = ϕ  π/4
or θ + ϕ = π/2.
Recall that whenever either θ or ϕ equals zero, we can assume that ψ = 0. Thus we now
consider the case when all three angles are positive. First we assume that θ + ϕ  π/2. We can
rewrite inequality (3.4) as
cos2 θ cos2 ϕ − (cos2 θ + cos2 ϕ)2 + (cos2 ψ + 1) sin2 θ sin2 ϕ
−2 cosψ cos θ cosϕ sin θ sinϕ + 2|cos θ cosϕ − cosψ sin θ sinϕ| 0.
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sin θ sinϕ  cos θ cosϕ and cos2 θ + cos2 ϕ  1.
It follows that the sum of the first three terms is non-negative. Along with the fact that
cos2 ψ + 1 > 2 cosψ for ψ ∈ (0,π],
it follows that the sum of the fourth and fifth terms is strictly positive. Since the last term is
non-negative (it is an absolute value), we conclude that the inequality holds strictly.
We continue to assume that all three angles are positive, and now we consider the case θ +ϕ <
π/2. We can rewrite inequality (3.4) as
2 cos θ cosϕ
(
1 − (cos θ cosϕ + sin θ sinϕ cosψ))+ cos2 θ sin2 θ
+ cos2 ϕ sin2 ϕ + (cos2 ψ + 1) sin2 θ sin2 ϕ − 2 sin θ sinϕ cosψ  0.
We know that this holds for ψ = 0. We compute the derivative of the left-hand side with respect
to ψ as
∂
∂ψ
[left-hand side] = 2 sinψ sin θ sinϕ(1 + cos θ cosϕ − cosψ sin θ sinϕ).
This is positive as soon as ψ is positive, and we conclude that the desired inequality holds strictly
when all three angles are positive.
This shows that, under the optimal choice of A and σ , f − g is always non-negative. Further,
f − g is positive except in the following configurations. (That these configurations are the only
ones with f −g = 0 is something we computed above. The additional details we are about to pro-
vide in these cases follow from elementary trigonometry and the above equations.) When ψ = 0
and θ = ϕ < π/4, we have f = g = 0. When ψ = 0 and θ + ϕ = π/2, there are two possible
couplings giving the maximum value of f − g, one orientation-preserving and one orientation-
reversing. For both choices of optimal coupling, f and g are equal and positive (except when
θ = ϕ = π/4), although their shared value is larger under the orientation-reversing coupling. Fi-
nally, the case ψ = 0 and θ = ϕ = π/4 lies at the border between the above configurations. Here,
there are again two possibilities for the optimal coupling. The orientation-preserving choice gives
f = g = 0, while the orientation-reversing coupling gives f = g = 2.
Recall that our goal is to produce a coupling for which the particles are encouraged to couple
in finite time. Toward this end, it is not so much the specific coupling that matters to us as much
as its qualitative features, especially the domination by a time-changed two-dimensional Bessel
process. In particular, the distance between the particles, which we called r , is a semi-martingale
under any coupling, and this semi-martingale is characterized by the corresponding versions of f
and g. We call any coupling with the feature that its corresponding versions of f and g satisfy all
of the properties of f and g listed in the previous paragraph (that is, the domination by a time-
changed two-dimensional Bessel process is strict expect for the configurations given, for which
strictness fails in the ways described) an adequate coupling. As this terminology suggests, the
coupling we have already described is the optimal one from our point of view, but any adequate
coupling is still good enough for our exploration of minimal surfaces. We will see why this
matters in the next section.
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The computations in the previous section describe what the optimal coupling should be at a
single point of (x, y) ∈ M ×N \ {r = 0}; more specifically, they specify the desired covariance
structure at each point. The next task is to show that this gives a global description of the coupling.
(Dealing with existence is a separate question. Here we just want to see that this pointwise choice
of σ and A leads to a well defined operator such that the corresponding martingale problem gives
the coupling we are looking for.)
As we have already indicated in the previous section, we think of a coupled Brownian motion
as a process on the product space such that the M and N marginals are Brownian motions. More
specifically, we can formulate this in the language of the martingale problem, and we begin by
briefly recalling what the martingale problem is (for a more detailed explanation, consult the
standard text [15]). Let L˜ be a second-order operator on M ×N . For simplicity, we consider the
case when the solution is not allowed to explode (which will be the case for coupled Brownian
motion on stochastically complete manifolds); extending this to allow for explosion is easily
accomplished by stopping the process at the explosion time, as we did for Brownian motion at the
beginning of Section 2.1. Then using the notation from the beginning of Section 2.1, a solution to
the martingale problem corresponding to L˜, starting at (x0, y0), is a probability measure P(x0,y0)
on (C[0,∞),B) such that
P(x0,y0)
[
ω(0)= (x0, y0)
]= 1 and(
h
(
ω(t)
)−
t∫
0
L˜h
(
ω(s)
)
ds; Bt
)
is a P(x0,y0)-martingale,
for any smooth, compactly supported function h on M ×N . Further, we note that the martingale
problem is compatible with stopping times. For example, if we let ζ be the first hitting time
of {r = 0}, then we can consider solutions to the martingale problem up until ζ by stopping the
process at ζ . In this case, the operator L˜ need not be defined at {r = 0}, and the class of test
functions h can be restricted to those having compact support on (M ×N) \ {r = 0}.
Next, we review some basic facts about martingale problems that we will use throughout what
follows. There are two basic situations for which a solution to the martingale problem is known to
exist. If L˜ is C2, then there is a unique solution to the corresponding martingale problem, at least
until possible explosion (see [15, Chapter 5]). If L˜ is locally bounded and uniformly elliptic, then
there is a strong Markov family of solutions to the corresponding martingale problem, at least
until possible explosion (see [15, Exercises 7.3.2 and 12.4.3]). Further, both of these results
can be localized (see [15, Chapter 10]). Indeed, we have already taken advantage of this fact
in transferring the above results to the manifold setting. Localization also means that a global
solution can be constructed by patching together local solutions.
As indicated, specifying a martingale problem corresponds to specifying a second-order
operator, the diffusion operator. At any point (x, y) ∈ (M ×N) \ {r = 0}, we have product nor-
mal coordinates (α,β, a, b) as described in the previous section. The operator at (x, y) in the
(α,β, a, b) coordinates is given by a symmetric, non-negative definite matrix [ai,j ]|(x,y) such
that the operator applied to a function f is given by 12
∑
ai,j ∂i∂j f . Let
O =
[
A cosσ A sinσ ]
,−sinσ cosσ
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[ai,j ]|(x,y) =
⎡
⎢⎢⎢⎣
1 0 A cosσ −sinσ
0 1 A sinσ cosσ
A cosσ A sinσ 1 0
−sinσ cosσ 0 1
⎤
⎥⎥⎥⎦
=
[
I OT
O I
]
=
[
I
O
]
× [ I OT ] . (3.5)
It is easy to see that [ai,j ]|(x,y) is symmetric and non-negative definite, and also that it has rank
two.
Carrying out this procedure at every point shows that any pointwise choice of A and σ does
in fact give rise to a well-defined operator. Let L+ be the operator determined by the optimal
choice of coupling from the orientation-preserving component of O(2), that is, the operator
given by (A,σ ) = (1, σ+), and let L− be the analogous operator arising form the orientation-
reversing component of O(2), given by (A,σ ) = (−1, σ−). Then define L to be equal to L+ on
the interior Σ+ and L− on the interior of Σ−. This determines L uniquely except on Σ0, where
there are two possibilities. We will have more to say about Σ0 later, but for now we will leave
open whether we choose the orientation-preserving or orientation-reversing possibility.
Now suppose we have a solution to martingale problem corresponding to L. We want to
compute the semi-martingale decomposition of any function h on M × N \ {r = 0} composed
with the solution process. The bounded variation process is just the integral of Lh along paths,
while the quadratic variation of the martingale part is given by the integral of ∇h · [ai,j ] · ∇h
along paths. Alternatively, the growth of quadratic variation of the martingale part at each point
(or more generally, the joint variation coming from two different functions) is determined by
a bilinear form Γ (·,·). In the same normal coordinates around (x, y), we can write a vector
v ∈ T(x,y)(M ×N) as
v = vα∂α + vβ∂β + va∂a + vb∂b.
Then Γ (v, v) is determined by its expression in these coordinates. This is most easily done
by using the inner product structure on the tangent space. Also, we divide the formula for Γ
into two cases, the case where (A,σ ) = (1, σ+) corresponding to the diffusion operator at our
point being L+ and the case where (A,σ ) = (−1, σ−) corresponding to L−. We denote the
corresponding bilinear forms by Γ+ and Γ−. Then we have
Γ+(v, v)= 〈v, ∂α + cosσ+∂a − sinσ+∂b〉2 + 〈v, ∂β + sinσ+∂a + cosσ+∂b〉2,
Γ−(v, v)= 〈v, ∂α − cosσ−∂a − sinσ−∂b〉2 + 〈v, ∂β − sinσ−∂a + cosσ−∂b〉2.
Note that Γ at a point depends only on first-order information at that point.
We now verify that a solution to the martingale problem corresponding to L gives the coupling
that it is supposed to. First of all, any solution has marginals which are Brownian motions. This
follows from projecting [ai,j ]|(x,y) down to M (which means taking the upper-right 2 × 2 sub-
matrix), which shows that the marginal diffusion operator is expressed, in normal coordinates, as
the 2 × 2 identity matrix. Thus, the marginal diffusion operator is one-half the Laplacian and the
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we can check that any solution induces a process rt = r(xt , yt ) with the desired semi-martingale
decomposition. Again, choose (α,β, a, b) normal coordinates around a point (x, y). Since r does
not depend on a particular choice of Euclidean coordinates, we can choose z1, z2 and z3 as at
the beginning of the previous section. The coordinate process will be martingales, and we see
that [ai,j ]|(x,y) is chosen so that their covariance structure is as desired. Once we know that the
coordinate processes have the desired semi-martingale decompositions, the decomposition for rt
follows.
Ideally, we would produce a solution to the martingale problem for L, and use that in our
study of minimal surfaces. Unfortunately, L is everywhere degenerate and discontinuous at Σ0.
Thus, the existence of a solution is not guaranteed by standard theorems. More to the point, we
do not have sufficient control of the configuration angles near Σ0 to prove existence for arbitrary
minimal surfaces. To get around this difficulty, we will modify our operator. The idea is that
anywhere the coupling is strictly dominated by a time-changed two-dimensional Bessel process
we have room to adjust it while remaining dominated by such a Bessel process. In particular,
this will allow us to produce an operator that is easier to deal with but such that any solution to
the corresponding martingale problem will still be adequate (although no longer optimal, in the
sense that a solution corresponding to L would be).
To make this precise, let Σe ⊂Σ0 be the set of points where ψ = 0 (recall our convention that
anywhere we can choose ψ to be zero, we do) and θ + ϕ = π/2. Thus Σe is precisely the set
of points in Σ0 where the coupling looks instantaneously like a time-changed two-dimensional
Bessel process, and where we have no room to perturb the operator while keeping the coupling
adequate. It follows that, for any (x, y) ∈ Σ0 \Σe, the value of f − g (recall that f is the time-
derivative of the quadratic variation and g/2r is the time-derivative of the bounded variation
part of rt under any solution to the martingale problem) achieved by the optimal coupling is
positive. Further, this value depends continuously on the cross-variations (which determine how
the Brownian motions are coupled at a point), so a sufficiently small change in the operator will
decrease f − g (which we now view as depending on the operator as well) but maintain its
positivity. We cannot make the operator continuous with an arbitrarily small perturbation, but
we can make it elliptic. In particular, we can replace the cross-variations prescribed by Eq. (3.2)
(where we choose σ and A to correspond to the optimal coupling) with the cross-variations
prescribed by
d〈αt , at 〉 = (1 − 
ˆ)A cosσ dt, d〈βt , at 〉 = (1 − 
ˆ)A sinσ dt,
d〈αt , bt 〉 = (1 − 
ˆ)(−sinσ)dt, and d〈βt , bt 〉 = (1 − 
ˆ) cosσ dt.
In terms of the corresponding operator characterizing the martingale problem, in (α,β, a, b)
normal coordinates at a point, it is given by the following matrix:
[
I
√
1 − 
ˆ2OT√
1 − 
ˆ2O I
]
=
[
I 0√
1 − 
ˆ2O 
ˆI
]
×
[
I
√
1 − 
ˆ2OT
0 
ˆI
]
,
where I and O are as in Eq. (3.5). Heuristically, from the stochastic differential equation point of
view, this means that Brownian motion on N is only partially being driven by Brownian motion
on M , and “the rest of” the Brownian motion on N is being driven by an independent source,
where the ratio between these two driving sources is governed by 
ˆ. In particular, 
ˆ = 0 gives
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ˆ = 1 means that the Brownian motions on M and N are
independent. For any 
ˆ ∈ [0,1], the resulting marginals are still Brownian motions on M and N .
Also, the value of f − g achieved by the coupling is smooth in 
ˆ. Finally, note that if 
ˆ < 1, then
the corresponding operator will be elliptic.
It follows that we can choose 
ˆ ∈ [0,1/2) to depend smoothly on (x, y) ∈ M × N \ {r = 0}
in such away that 
ˆ = 
ˆ(x, y) is zero outside of some neighborhood of Σ0, zero on Σe, positive
on Σ0 \Σe, and so that the corresponding coupling is adequate (which also requires 
ˆ to be zero
on the set of points where ψ = 0 and θ = ϕ < π/4). Call the resulting operator L. Of course,
L depends on our precise choice of a function 
ˆ. We will simply assume that we have chosen
some 
ˆ satisfying the criteria just mentioned, and any will do. It follows from our construction
that, for any point (x, y) ∈ Σ0 \ Σe , L is uniformly elliptic in some neighborhood of (x, y),
and also that L has the same smoothness properties as L everywhere. The advantage of using L
instead of L is that now we really only need to worry about the behavior of the process near the
smaller set of discontinuities Σe , which we will find much more manageable.
It is the martingale problem for L for which we will show there exists a solution. As men-
tioned, this will be sufficient for our purposes, since the resulting coupling will be adequate.
Finally, we comment that our study of L remains relevant, since we will primarily approach L
as a perturbed version of L. This is especially true at Σe, since the two operators are equal there
and thus we will continue to use our expressions for Γ .
4. Existence of an adequate coupling
4.1. Preliminary results
The fact that we have defined L, and hence L, in a different system of coordinates at each
point obscures the questions of how smooth L is. This is not too hard to get around near points
where the configuration (θ,ϕ,ψ) is in the interior of its range, since one can see that all of
the coordinates (both on R3 and on M × N ) introduced in the previous section will be smooth
near such a point. However, these canonical coordinate systems can be discontinuous when the
configuration is at the boundary if its range. This means, for example, that the identification
of O(2) with isometries between the tangent spaces can also change discontinuously.
One could try to introduce other, better behaved coordinates near such points. However, this
turns out not to be necessary. The following lemma clarifies the behavior of L.
Lemma 4.1. Using the above notation, Σ0 is locally the zero level-set of a smooth function, and
L is smooth at any point not in Σ0.
Proof. As already mentioned, L is smooth at a point if and only if L is. Thus we will prove the
lemma for L, since we have more explicit formulas for L.
We begin by considering the expression of an operator in local, smooth coordinates. In partic-
ular, choose smooth product coordinates (x, y) on some product neighborhood S = SM × SN of
a point (x0, y0) ∈ (M ×N) \ {r = 0}, and smooth orthonormal frames for both M and N on SM
and SN . As above, this choice of orthonormal frames on M and N determines an identification
of the isometries between tangent planes and O(2). Suppose the operator under consideration
is determined by a choice of element of O(2) at each point (x, y) ∈ S, in the fashion described
above. Then if the map from S to O(2) is smooth, so is the corresponding diffusion operator.
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involved are smooth.
Thus, in order to show that L is smooth at such a point (x0, y0), it is enough to show that,
with respect to coordinates and frames as above, the map from S into O(2) which determines L
is smooth. Suppose that, with respect to the induced identification of the isometries between
tangent planes and O(2), L is determined by elements of the orientation-preserving component
of O(2) on S. Let s ∈ [0,2π) be the natural coordinate on the orientation-preserving component.
Then Eq. (3.3) implies that
(f − g)(x, y, s) = α(x, y) · cos s + β(x, y) · sin s + γ (x, y)
for some functions α, β , and γ . Here f and g are the functions determining the semi-martingale
decomposition of rt , under the coupling corresponding to any choice of s (assuming such a
coupling exists). In particular, this equation gives f − g for any choice of s; the value of f − g
for L is obtained by letting s be the “optimal choice,” as determined above, at each (x, y).
Note that the images of x and y in R3 and the corresponding tangent planes vary smoothly,
as do the projections of the tangent planes onto the direction of x − y (since r = 0) and its or-
thogonal complement. Since f and g depend smoothly on these projections and on the coupling,
it follows that f − g is a smooth function of (x, y, s). Further, Eq. (3.3) makes it clear that
γ (x, y) is always non-positive, and zero only when (x, y) is such that θ = ϕ = 0 in the standard
configuration. Since we showed in the previous section that the maximum of f − g is always
non-negative, and since this maximum is equal to
√
α2 + β2 + γ on S (recall that we are assum-
ing that the maximum is achieved by a coupling in the orientation-preserving component on S),
it follows that
√
α2 + β2 is positive except possibly where θ = ϕ = 0. Where θ = ϕ = 0, this can
be checked by hand, and thus
√
α2 + β2 is positive everywhere in S.
Next, observe that because f − g is smooth in x and y for every fixed s ∈ [0,2π), we can
see that α, β , and γ are smooth functions of x and y. This implies that
√
α2 + β2 is positive
and smooth on S, and thus, possibly by shrinking S, we can assume that
√
α2 + β2 is smooth
and uniformly positive on S. We know that, for given x and y, the choice of s that maximizes
f − g, which we will denote s+(x, y), is the angular component of the polar representation
of (α(x, y),β(x, y)) ∈ R2. Since the components of this vector are smooth and the length of the
vector is uniformly positive on S, it follows that s+ is smooth on S. Since s+ determines L on S,
it follows that L is smooth on S. Obviously, an analogous argument applies if we assume that L
is realized by an element of the orientation reversing component of O(2) on S.
Now suppose that we choose a point (x0, y0) ∈ Σ0, and we again choose smooth coordinates
and smooth orthonormal frames on a neighborhood S as above. At (x0, y0), there are two pos-
sible choices of optimal couplings, one from each connected component of O(2). Let L+ be
the operator on S obtained from the optimal choice of coupling in the orientation-preserving
component, and let L− be the analogous operator for the orientation-reversing component (these
need not be the same as L+ and L−, as these were defined for a particular choice of orthonormal
frames). Since the value of f − g achieved by each of these two couplings is positive at (x0, y0),
the above argument implies that, after possibly shrinking S, we can assume that both L+ and
L− are smooth on S. Further, the values of f − g realized by L+ and L− are also smooth on S.
Since Σ0 is the set where these two values are equal, it follows that Σ0 is the zero-level set of a
smooth function on S.
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we choose a point (x0, y0) in the complement of Σ0, we can take our neighborhood S to be
disjoint from Σ0. Then the optimal coupling belongs to the same connected component of O(2)
throughout S (that the coupling can only “switch” components of O(2), with respect to smooth
frames, at Σ0 follows from the smoothness of f − g and the fact that Σ0 is the only set where
there are two possible choices for the optimal coupling), and the above argument shows that L is
smooth on S. 
This proof also gives a description of the discontinuities of L and L. We know that L can
only be discontinuous at Σ0. In a neighborhood of a point in Σ0, both L+ and L− (using the
notation from the proof, and assuming that we have chosen some smooth orthonormal frames
on M and N ) are smooth. The discontinuity in L arises from the fact that we “switch” from
having L given by L+ to having L given by L−. In particular, if we let h be a smooth function
such that Σ0 is locally the zero level-set of h, and if the gradient of h is non-zero at (x0, y0) ∈Σ0,
then Σ0 is locally a hypersurface, and L is given by L+ or L− depending on which side of the
hypersurface we are on, at least locally. An analogous description applies to L, with L+ and L−
replaced by their perturbed versions.
One consequence of this lemma is that if we start our coupled Brownian motion, correspond-
ing to L, in the complement of Σ0 smoothness implies that we have a unique solution at least
until the first time the process hits Σ0. Further, the ellipticity of L gives us what we need for
existence on Σ0 \ Σe, which is the reason for introducing L. Near Σe, we need the following
lemma. Recall that the signed distance to a smooth hypersurface is the smooth function, defined
in some neighborhood of the hypersurface, the absolute value of which is the distance to the
hypersurface.
Lemma 4.2. Let (x, y) be a point of Σe. Then there is a neighborhood S of (x, y) such that one
of the following holds:
(1) Σ0 ∩ S is a smooth hypersurface, and if v0 is the gradient of the signed distance to Σ0, then
either Γ+(v0, v0) or Γ−(v0, v0) is positive at (x, y).
(2) Σe ∩ S is contained in some smooth hypersurface H , and if vH is the gradient of the signed
distance to H , then both Γ+(vH , vH ) and Γ−(vH , vH ) are positive at (x, y).
Proof. We begin by introducing some notation. We let
∂α = ∂α +A cosσ∂a − sinσ∂b and ∂β = ∂β +A sinσ∂a + cosσ∂b,
so that Γ±(v, v)= 〈v, ∂α〉2 + 〈v, ∂β〉2 for the appropriate choice of A and σ .
We need to look at the first-order derivatives of θ , ϕ, and ψ with respect to ∂α and ∂β when
ψ = 0 and θ + ϕ = π/2. Fortunately, the derivatives of (x − y)/|x − y| are particularly simple
in this case, as we see from Eq. (3.1) and the fact that both σ+ and σ− are zero when ϕ = 0. As
for the normal vectors m and n, their derivatives are constrained only by the fact that the Gauss
map is anti-conformal. Thus, we can describe the derivatives of m by k1  0 and s1 ∈ [0,2π) in
the following way. We know that ∂α and ∂β form an orthonormal basis for TxM and thus also
for TmS2. Then the general anti-conformal map between the two can be written as
∂α(m) = k1(cos s1∂α + sin s1∂β) and ∂β(m)= k1(sin s1∂α − cos s1∂β).
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with respect to ∂a and ∂b .
Because the roles of M and N are symmetric, we can assume that ϕ  θ . Recall that Σ0
is the zero level-set of cos θ cosϕ − cosψ sin θ sinϕ, at least when the configuration is in the
interior of its range. Next, note that this continues to hold if we allow ψ to take negative values.
Thus, if we do not insist on using only configurations in the canonical range mentioned above,
all three angles are smooth functions near (x, y), if we assume that θ > 0, and Σ0 is the zero
level-set of a smooth function. So we first consider the case where θ > 0. In light of the above
discussion, a few simple computations show that under these conditions, that is whenever ψ = 0,
0 < θ  π/4, and ϕ = π/2 − θ , we have
∂α(θ + ϕ)= 2
r
(cos θ −A sin θ)− k1 cos s1 −Ak2 cos s2,
∂β(θ + ϕ)= −k1 sin s1 − k2 sin s2,
∂αψ = −k1
θ
sin s1 + Ak2π
2 − θ
sin s2, and ∂βψ = k1
θ
cos s1 − k2π
2 − θ
cos s2.
We begin by determining when the first possibility in the lemma holds. It is easy to see that
v0 at (x, y) will be a non-zero multiple of the gradient of θ + ϕ. As long as ∂α(θ + ϕ) for at
least one choice of A or ∂β(θ + ϕ) is not zero, either Γ+(v0, v0) or Γ−(v0, v0) will be positive at
(x, y). We conclude that the first condition holds unless all three of the following equations are
satisfied (at (x, y)):
−k1 sin s1 = k2 sin s2, 2
r
cos θ = k1 cos s1, and 2
r
sin θ = −k2 cos s2.
To complete the proof, for the θ > 0 case, we need to show that the second possibility holds
whenever all three of the equations are satisfied. We know that Σe is contained in the zero level-
set of ψ , at least near (x, y). Note that, if the above three equations are satisfied, then k1 cos s1 > 0
and k2 cos s2 < 0. This implies that ∂βψ > 0, for both choices of A, since it does not depend on A.
Thus we can let H be the zero level-set of ψ , and the second possibility holds.
We now consider a point (x, y) ∈ Σe where θ = 0. Here, ψ is not continuous, and θ (which,
we recall, is the distance in S2 between m and (x−y)/|x−y|) has the usual non-differentiability
of a distance function at its zero level-set. First, observe that ψ = 0 requires that m, n, and
(x−y)/|x−y| all lie on the same geodesic in S2. If we let γ be the great circle through (x−y)/
|x − y| and n, then γ varies smoothly near (x, y). Further, if we let h be the signed distance
between m and γ , then h is smooth near (x, y) as well. It follows that Σe is contained in the zero
level-set of h, near (x, y). Because of this, it is natural to ask what conditions must be satisfied
in order for the second possibility in the lemma to hold. To first-order, (x − y)/|x − y| will only
move along γ . It follows that if k1 = 0, either ∂αh, for both values of A, or ∂βh will be non-zero.
In this case, possibility two of the lemma holds, with H the zero level-set of h.
If k1 = 0, then h is zero to first-order. In other words, m, n, and (x − y)/|x − y| remain
colinear (in the sense of lying on the same great circle) to first-order. This suggests the following
approach. If we allow ϕ to take values greater than π/2 and θ to take negative values (this is well
defined if we restrict θ to the great circle), then these two angles determine the configuration,
up to first-order. It is easy to check that the characterization of Σ0 as points with θ + ϕ = π/2
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earlier formulas specialize to
∂α(θ + ϕ)= 2
r
−Ak2 cos s2 and ∂β(θ + ϕ)= −k2 sin s2.
It is immediate that these cannot both be zero for both values of A. Since we know a priori, by
Lemma 4.1, that Σ0 is the zero level-set of a smooth function, it follows that the first possibility
in the lemma holds. 
The next two lemmas concern the case of an operator on Rd which, in standard coordinates
(z1, . . . , zd), can be written in terms of a (measurable) locally bounded function a taking val-
ues in the set of symmetric, non-negative definite matrices and a (measurable) locally bounded
function b taking values in Rd as
L˜= 1
2
d∑
i,j=1
ai,j (z)∂zi ∂zj +
d∑
i=1
bi(z)∂zi , (4.1)
where the ai,j and the bi are the obvious components of a and b. Further, we choose C > 0 so
that |ai,j | and |bi | are all less than C on BR = {z: z1 + · · · + zn  R}. Let P˜ be a measurable,
strong Markov family of solutions to the martingale problem associated to L˜, with P˜x denoting
the solution started at x (we assume that such a family of solutions exists).
Lemma 4.3. Let L˜ and P˜x be as above, and suppose further that a is uniformly elliptic on BR (so
that all of its eigenvalues are bounded below by some c > 0). Then the expected occupation time
under P˜x from time 0 to T has a density GT (x, y) on BR/2, and this density obeys the estimate
sup
x∈Rd
∥∥GT (x, ·)∥∥Lq(BR/2) A,
where A and q are positive numbers, with q > d/(d − 1), that depend only on d , R, T , c, and C.
Proof. Because a and b are locally bounded, a standard localization argument implies that it is
enough to prove the lemma when the process is stopped at the first exit time of BR .
Let σ1 be the first exit time of BR (which is zero if x /∈ BR); we denote the corresponding
density by GT∧σ1(x, y). An application of Girsanov’s theorem (see [15, Section 6.4]) shows that
it is enough to consider the case when b ≡ 0. Then the estimate for GT∧σ1(x, y), as well as the
fact that such a density exists, follows directly from Corollary 2.4 of [3]. 
For the next lemma, we assume that the rectangle (0,1) × (−1,1)d−1 is contained in BR .
Because we can rescale the coordinates, this is no loss of generality.
Lemma 4.4. Let L˜ and P˜x be as above. Suppose that a1,1 is bounded from below by a positive
constant c on the rectangle (0,1) × (−1,1)d−1. Then the expected occupation time of (0, δ) ×
(−1/2,1/2)d−1 from time 0 to T under P˜x goes to zero with δ, at a rate which depends only
on d , R, T , c, and C.
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when the process is stopped at σ1, the first exit from BR .
Let ξ(x) be a smooth, non-negative, even function such that ξ(x)  |x|, |ξ ′(x)|  1,
ξ ′′(x)  0, and ξ ′′(x) = 1 on (−1/2,1/2). Then let ξδ(x) = δ2ξ(x/δ). Because ξδ(z1 − δ/2)
is bounded on BR , its expectation at time T ∧ σ1 is bounded from above by kδ for some con-
stant k depending only on d and R (assuming δ < 1). On the other hand, Itô’s rule implies that
the expectation of ξδ(z1 − δ/2) at time T ∧ σ1 is at least c/2 times the expected occupation
time of (0, δ)× (−1/2,1/2)d−1, minus (T ∧σ1)Cδ. It follows that the expected occupation time
of (0, δ)× (−1/2,1/2)d−1 is less than
k +C(T ∧ σ1)
c/2
δ.
Thus we have proved that the lemma holds for the process stopped at σ1. 
4.2. Proof of existence
We are now in a position to prove the existence of an adequate coupling, namely, the existence
of a solution to the martingale problem corresponding to any choice of operator L as described
above.
Theorem 4.5. Let M and N be any stochastically complete minimal surfaces. For any points
x0 ∈ M and y0 ∈ N with r(x0, y0) = 0, there exists an adequate coupling of Brownian motions
started at x0 and y0 defined until the first time rt = r(xt , yt ) hits zero, in particular, the coupling
corresponding to any choice of operator L as described above. Further, given any such L, the
corresponding coupling is unique until the first time it hits Σ0.
Proof. Existence of a solution to the martingale problem for L starting from (x0, y0) is not guar-
anteed by standard results, so we proceed by an approximation argument. Consider the family of
operators L(j) = L+/j where  is the Laplacian on the product manifold M ×N . In order to
deal with stopping the process at {r = 0}, we will need a second level of approximation. For all
small, positive 
, let η
 be a smooth function from M ×N into [0,1] that is 1 on {r  
/2} and
0 on {r  
}. Then we let
L(j,k) = (1 − η1/k)L(j) + η1/k
(
1 + 1
j
)
.
We note that L(j,k) is defined on all of M ×N , unlike L which is not defined on {r = 0}.
In order to apply standard theorems in martingale theory, it will be helpful to introduce global
coordinates and thus work on R4. As usual, we can pass to the universal covers of M and N , and
so we assume that they are simply connected. Because they have non-positive curvature, normal
coordinates around any point give global coordinates, and map each surface diffeomorphically
to R2. This extends to the product manifold in the obvious way. In these global coordinates, each
L(j,k) can be written in the form shown in Eq. (4.1) with locally bounded, locally uniformly el-
liptic coefficients. It follows that for each L(j,k) we can find a measurable, strong Markov family
of solutions to the corresponding martingale problem (see the beginning of Section 3.2 for the
definition of the martingale problem) which we denote P (j,k) . (A priori, these solutions are(x0,y0)
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to simplify the notation, we will assume some starting point (x0, y0) has been chosen and sim-
ply denote the corresponding measures by P (j,k) whenever there is no possibility of confusion.
Consider the marginal processes on M and N . In each case, the marginal distribution of P (j,k)
solves the martingale problem for (j + 2)/2j times the Laplacian. This is just time-changed (by
a constant factor) Brownian motion on a stochastically complete manifold. It follows that the
P (j,k) processes never explode, since M and N are both stochastically complete and a process
on a product manifold blows up if and only if one of the marginals blows up.
Next, we need to show that any sequence of {P (j,k)} has a weakly convergent subsequence,
that is, that this family of measures is pre-compact. All of our process start from the same point,
so Theorem 1.3.1 of [15] asserts that {P (j,k)} is pre-compact if and only if, for every ρ > 0 and
T <∞, we have
lim
δ↘0 infj,k P
(j,k)
[
sup
0stT
t−sδ
∣∣ω(t)−ω(s)∣∣
R4  ρ
]
= 1. (4.2)
Recall that the marginals on M and N are time-changed (by a constant factor) Brownian motions,
and thus we see that the family of marginals on M and the family of marginals on N both
possess the property described by Eq. (4.2). For any path on the product space, the increment
|ω(t) − ω(s)|R4 is bounded by the sum of the increments of the projections onto M and N , by
the triangle inequality. It follows that the family {P (j,k)} possesses the property described by
Eq. (4.2), and thus any sequence of {P (j,k)} has a weakly convergent subsequence.
Consider any sequence (j (l), k(l)) such that j (l) → ∞ and k(l) k0 for some positive inte-
ger k0. The corresponding sequence of measures has a convergent subsequence, so after possibly
re-indexing our sequence, we can assert that P (j (l),k(l)) converges to a limit we call P k0 (obvi-
ously, the limit depends in general on the sequence (j (l), k(l)) and not just on k0, but we will
see that this notation will be sufficient for our purposes). Further, let ζ
 be the first hitting time
of the set {r  
}; in particular, ζ0 = ζ which we have previously defined as the first hitting time
of {r = 0}.
We wish to prove that P k0 is a solution to the martingale problem corresponding to L un-
til ζ1/k0 . It is easy to see that P k0 [ω(0) = (x0, y0)] = 1 almost surely, and so it remains to prove
that P k0 has the desired martingale property. For this, it is enough to show that
E
[
F
(
h
(
ω(t)
)− h(ω(s))−
t∫
s
Lh
(
ω(u)
)
du
)]
= 0
for 0 s < t , any bounded, continuous, Bs -measurable function F from C[0,∞) to R, and any
smooth h compactly supported on (M ×N) \ {r  1/k0}, where the expectation is with respect
to P k0 . This in turn will follow if we show that
E
(l)
[
|F |
t∫
s
∣∣(L(j (l)) −L)h(ω(u))∣∣du
]
+
∣∣∣∣∣E(l)
[
F
t∫
Lh
(
ω(u)
)
du
]
− E
[
F
t∫
Lh
(
ω(u)
)
du
]∣∣∣∣∣ (4.3)
s s
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term goes to zero because F is bounded and (L(j (l)) − L)h converges to zero uniformly, using
the fact that h is smooth and compactly supported on (M×N)\{r  1/k0} and L(j (l)) converges
to L on (M ×N) \ {r  1/k0}.
For the second term, we note that, by a partition of unity argument, it is sufficient to show that
for any point (x, y) ∈ (M ×N) \ {r  1/k0} there is an open neighborhood S of the point such
that the second term goes to zero for h supported on S (and thus S should be taken to be disjoint
from {r  1/k0}). For the purposes of such an argument, we see that there are three types of
points. First, suppose that (x, y) is contained in the complement of Σ0. Then we can choose S
also to be contained in this interior. If h is smooth and supported on S, then so is Lh, using the
fact that L is smooth on the complement of Σ0. Then the second term of Eq. (4.3) goes to zero
by the definition of weak convergence (recall that F is continuous).
Next, suppose that (x, y) ∈ Σ0 \ Σe. Then L is uniformly elliptic and bounded on any suffi-
ciently small neighborhood of (x, y). Moreover, we can choose coordinates centered at (x, y) so
that L(j (l)) and P (j (l),k(l)) satisfy the assumptions of Lemma 4.3 for some choice of constants
R, c, and C independent of n, and with d = 4 and T > t . Also, we can choose S, our neighbor-
hood of (x, y), to be contained in BR/2 (in these coordinates) and disjoint from {r  1/k0}. Let
q > 4/3 be the constant from Lemma 4.3, and let q ′ be its Hölder conjugate. Then we can find
a sequence of continuous functions ξm supported on BR/2 which approximate Lh in Lq
′
(BR/2).
By weak convergence, we know that
E
(l)
[
F
t∫
s
ξm
(
ω(u)
)
du
]
→ E
[
F
t∫
s
ξm
(
ω(u)
)
du
]
as l → ∞. Further, Lemma 4.3 and the Hölder inequality imply that
E
(l)
[
F
t∫
s
ξm
(
ω(u)
)
du
]
→ E(l)
[
F
t∫
s
Lh
(
ω(u)
)
du
]
as m → ∞, uniformly in l. Because this convergence is uniform in l, combining these two
equations shows that the second term of Eq. (4.3) goes to zero as desired.
The final type of point we need to consider is (x, y) ∈Σe. This divides further into two cases,
depending on which of the possibilities in Lemma 4.2 holds. Suppose that the second possibility
in Lemma 4.2 holds. Let Γ be the bilinear form that gives the cross-variation of vector fields
under L. We know that the operators corresponding to the optimal orientation-preserving and
reversing couplings are smooth, and that L agrees with L at (x, y). It follows that Γ (vH , vH )
is bounded below by a positive constant on an open neighborhood S′ of (x, y); we also assume
that S′ is disjoint from {r  1/k0}. Thus, we can find coordinates (z1, . . . , z4) centered at (x, y)
such that L(j (l)) and P (j (l),k(l)) satisfy the assumptions of Lemma 4.4 on both sides of H for
some choice of constants R, c, and C independent of l, with d = 4 and T > t ; and where these
coordinates are such that
(−1,1)4 ⊂ S′ ⊂ BR
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occupation time of (−δ, δ) × (−1/2,1/2) goes to zero in δ at a rate that can be taken to be
independent of l.
We can assume that the support of h is contained in S = (−1/2,1/2)4. For any δ ∈ (0,1/2),
we can find a mollified version of Lh, which we denote ξδ , with the properties that ξδ is supported
on S, ξδ is continuous in a δ/2-neighborhood of Σe, the ξδ are bounded uniformly in δ, Lh and ξδ
are equal outside of a δ-neighborhood of Σe, and the discontinuities of ξδ are contained in an
open set where L is uniformly elliptic (here we mean uniformly in space, not in δ). We claim
that, for any δ,
E
(l)
[
F
t∫
s
ξδ
(
ω(u)
)
du
]
→ E
[
F
t∫
s
ξδ
(
ω(u)
)
du
]
(4.4)
as l → ∞. To see this, note that a bump function argument shows that ξδ can be written as
the sum of a bounded function supported on a subset of S where L is uniformly elliptic and
a continuous function supported on S. The argument given above for Lh supported on a set
where L is uniformly elliptic shows that we have the desired convergence for the first term
in the decomposition of ξδ , and weak convergence applies directly to the second term in the
decomposition. The claim follows. Next, note that the difference in the expectation of ξδ and
Lh is bounded by a constant that does not depend on l times the occupation time of (−δ, δ) ×
(−1/2,1/2), which we have already seen goes to zero with δ, uniformly in l. Thus we have that
E
(l)
[
F
t∫
s
ξδ
(
ω(u)
)
du
]
→ E(l)
[
F
t∫
s
Lh
(
ω(u)
)
du
]
as δ ↘ 0, uniformly in l. Because this convergence is uniform in l, combining this with Eq. (4.4)
shows that the second term of Eq. (4.3) goes to zero as desired.
Now suppose the first possibility in Lemma 4.2 holds. The argument is similar to the previous
case. Without loss of generality, we can assume that Γ+(v0, v0) is positive at (x, y), since the
roles of Γ+ and Γ− are symmetric. It follows that Γ (v0, v0) is uniformly positive “on one side”
of Σ0 in S′, where S′ is some open neighborhood of (x, y), disjoint from {r  1/k0}. Then
S′ \Σ0 is naturally divided into two disjoint, connected open sets, say S′1 and S′2, and Γ (v0, v0)
is bounded below by a positive constant on one of them, which we can assume is S′1. Then we
can find coordinates (z1, . . . , z4) centered at (x, y) such that L(j (l)) and P (j (l),k(l)) satisfy the
assumptions of Lemma 4.4 for some choice of constants R, c, and C independent of l, with
d = 4 and T > t ; and where these coordinates are such that
(0,1)× (−1,1)3 ⊂ S′ ⊂ BR
and z1 restricted to S′ is a constant (non-zero) multiple of the signed distance to Σ0, with posi-
tive z1 corresponding to S′1 (this implies that Σ0 ∩S′ is {z1 = 0}∩S′). In particular, we note that,
in the notation of Lemma 4.4, this implies that a1,1 is bounded below by a positive constant on
S′1 = {z1 > 0} ∩ S′.
We can assume that the support of h is contained in S = (−1/2,1/2)4. In contrast to the
previous cases, here the definition of L on Σe matters. In particular, we assume that L|Σ is0
2466 R.W. Neel / Journal of Functional Analysis 256 (2009) 2440–2472chosen to be the limit when approached from within S′2 (this is equivalent to having it agree with
the optimal orientation-preserving coupling on Σ0 if L corresponds to the orientation-preserving
coupling on S′2, and similarly for the orientation-reversing case). We will say more about this
assumption below. This implies that, for each δ ∈ (0,1/2), we can find a mollified version of Lh,
which we again denote ξδ , with the properties that ξδ is continuous, the ξδ are bounded uniformly
in δ, and Lh and ξδ are equal outside of (0, δ)× (−1/2,1/2)3. Weak convergence means that
E
(l)
[
F
t∫
s
ξδ
(
ω(u)
)
du
]
→ E
[
F
t∫
s
ξδ
(
ω(u)
)
du
]
as l → ∞. In addition, Lemma 4.4 and our choice of ξδ imply that
E
(l)
[
F
t∫
s
ξδ
(
ω(u)
)
du
]
→ E(l)
[
F
t∫
s
Lh
(
ω(u)
)
du
]
as δ ↘ 0, uniformly in l. Because this convergence is uniform in l, combining these two equations
shows that the second term of Eq. (4.3) goes to zero as desired.
The only aspect of the argument in the preceding paragraph that needs comment is the pos-
sibility of globally defining L on Σe. However, comparing the arguments in the cases when the
first or second possibility of Lemma 4.2 holds, we see that the choice of L on Σe only matters
near points (x, y) ∈ Σe where the second possibility does not hold for any H and where either
Γ+(v0, v0) or Γ−(v0, v0) is zero at (x, y) (which, of course, must be true if the second possibility
does not hold, since otherwise we could just take H to be Σ0). Near any such point (x, y), we
know that there exists a neighborhood S of (x, y) such that Σ0 ∩ S is a smooth hypersurface. If
we choose smooth orthonormal frames for M and N on S, then the set of points where L must
correspond to the orientation-preserving coupling and the set of points where L must correspond
to the orientation-reversing coupling are closed, disjoint sets. It follows that we can make a global
choice of L (on (M × N) \ {r = 0}) such that L|Σ0 is what it must be for the above argument
to work at all points (x, y) ∈ Σe where only the first possibility of Lemma 4.2 holds. From now
on, we will assume that L has been defined on Σ0 in a way that satisfies the above description.
As this is all that is needed, we have proved that P k0 is a solution to the martingale problem
corresponding to L starting at (x0, y0) until ζ1/k0 .
To continue, note that the limit of a convergent sequence P (j (l),k(l)) depends only on the
tail of the sequence. Thus we have actually shown that if j (l) → ∞ and lim infk(l) k0, then
the limit of a convergent subsequence is a solution to the martingale problem corresponding
to L until ζk0 . Choose (j (l), k(l)) so that j (l) and k(l) both go to infinity with l, pass to a
convergent subsequence, and call the limit P . Then because lim infk(l) = ∞, P is a solution to
the martingale problem corresponding to L until ζ1/k for every positive integer k. Since ζ1/k ↗ ζ
as k → ∞, it follows that P is a solution to the martingale problem corresponding to L until ζ .
The proof of the existence of a solution to the martingale problem for L starting from any point
(x0, y0) ∈ (M ×N) \ {r = 0} and stopped at the first hitting time of {r = 0} is complete.
To prove the final assertion of the theorem, we recall that L is smooth on the complement
of Σ0. Thus the martingale problem corresponding to L has a unique solution until the first
hitting time of Σ0. By uniqueness, the solution just constructed (and, moreover, any solution to
the martingale problem for L) must agree with this solution until the first hitting time of Σ0. 
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5.1. Strong halfspace-type theorems
A strong halfspace theorem states that two minimal surfaces, satisfying some condition, ei-
ther intersect or are parallel planes. Hoffman and Meeks [4] proved a strong halfspace theorem
for (complete) properly immersed minimal surfaces. Their proof used geometric measure theory
to show that two such non-intersecting minimal surfaces are separated by a stable minimal sur-
face, which must then be a plane (since planes are the only stable minimal surfaces in R3 by a
result of Schoen [13]). This reduces the problem to the corresponding weak halfspace theorem.
Rosenberg [12] proved a strong halfspace theorem for complete minimal surfaces of bounded
curvature, as did Bessa, Jorge, and Oliveira-Filho [1] (this later paper also gives a “mixed” strong
halfspace theorem in which one minimal surface is properly immersed and the other is complete
with bounded curvature).
The ultimate goal of introducing our coupled Brownian motions is to show that the particles
couple, either with positive probability or with probability one. If the particles couple with pos-
itive probability, then the minimal surfaces on which they move obviously intersect. This gives
a potential method for proving strong halfspace theorems or similar results. The issue is proving
that the particles couple. The distance between the particles, under our coupling, is dominated,
after time change, by a two-dimensional Bessel process. Recall that a two-dimensional Bessel
process comes arbitrarily close to zero, while a Bessel process of dimension less than two strikes
zero in finite time almost surely. Thus, heuristically, we see that the only obstacles to our par-
ticles coupling is that the distance between them might converge, corresponding to the process
accumulating only finite quadratic variation, or that the process might look too much like a two-
dimensional Bessel process when the particles are close, causing them to come arbitrarily close
but never to couple. The rate at which the quadratic variation grows and the ratio of the drift
to the dispersion are both determined by the configuration of the tangent planes, that is, by the
angles θ , ϕ, and ψ introduced above.
Unfortunately, it is not clear how to get the necessary control of the evolution of these angles
to prove the full strong halfspace theorem for either properly immersed or bounded curvature
minimal surfaces. Instead, we have the following partial result.
Theorem 5.1. Let M be minimal surface that is either recurrent or stochastically complete with
bounded curvature, and let N be a stochastically complete minimal surface. Then if M is not flat,
dist(M,N)= 0.
Proof. Consider Brownian motion on M and N , coupled as described above (for arbitrary start-
ing points), and assume that M is not flat. Then the particles will become arbitrarily close
(whether or not they meet) as long as the distance between them does not converge to some
positive limit. To show that this cannot happen, we proceed by contradiction. Assume that, with
positive probability, rt converges to a positive value (and thus that the process continues for all
time). The vector xt − yt is an R3-valued martingale, and it is easy to see that its length can
only converge if the vector itself converges. This, in turn, means that the direction of the vector
in S2 must converge. However, because M is recurrent or stochastically complete with bounded
curvature and is not flat, we know from Theorem 2.1 that, up to a set of probability zero, any path
that continues for all time has a normal vector that spends an infinite amount of time in every
open set of S2. We conclude that, along such a path, the system spends an infinite amount of time
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positive constant on this set, and thus the rt -process must accumulate infinite quadratic variation.
This contradicts our assumption that it converges, and the proof is complete. 
Note that this proof shows that any Brownian motion on M almost surely becomes arbitrarily
close to N and vice versa. Further, in contrast to Rosenberg’s result, only one of the minimal
surfaces needs to be stochastically complete and have bounded curvature (or be recurrent); the
other need only be stochastically complete. On the other hand, the weakness of this theorem is
obvious. We have only shown that the distance between the surfaces is zero, not that they actually
intersect. As the proof makes clear, the difficulty is controlling the process for small r , to rule out
both the possibility that r converges to zero and the possibility that it becomes arbitrarily close to
zero without ever hitting it. One might hope that better understanding of the process for small r
would allow the theorem to be strengthened to conclude that the surfaces intersect.
In the properly immersed case, we do not even have the analogue of Theorem 5.1. This is a
consequence of our inability to control the long-term behavior of the normal vector to any extent
greater than that implied by the weak halfspace theorem.
5.2. Maximum principle at infinity
In a more positive vein, one nice feature of the use of coupled Brownian motions is that one
expects results to extend naturally to the case of minimal surfaces with boundary, as mentioned
above. By a minimal surface with boundary, we mean a surface with boundary together with
an immersion which is minimal on the interior and extends continuously to the boundary. Our
approach requires extending Theorem 4.5 to the case when one or both of M and N are allowed
to have boundary. To do this, assume that M has non-empty boundary. Then it is fairly straight-
forward to show that the first hitting time of the boundary of M is almost surely continuous,
with respect to Brownian motion on M , on the set where it is finite. The same is true of N in
case it has non-empty boundary. The first hitting time of the boundary of M × N , which we
denote η, is the minimum of the first hitting times of the boundaries of M and N . All of the
processes P (j,k) that we introduced in the proof of Theorem 4.5 and all of their weak limits have
marginals that are time-changed (by a constant factor) Brownian motion, so s ∧ η and t ∧ η (for
fixed times 0 < s  t) are bounded and almost surely continuous with respect to all of these mea-
sures. Because of this boundedness and almost sure continuity, the weak convergence argument
we used in the proof of Theorem 4.5 to show that the limit measure is a solution to the martin-
gale problem for L is compatible with stopping all of the processes at the boundary. Thus we
see that we can solve the martingale problem for L, stopped at the boundary, and this gives an
adequate coupling, stopped at the boundary, in the case when one or both of our minimal surfaces
has boundary. (The reason we had to use an approximation argument earlier when stopping the
process at ζ is because it is not clear that ζ is almost surely continuous.)
The model theorem from (non-stochastic) geometric analysis is the following version of the
maximum principle at infinity, recently proved by Meeks and Rosenberg [8].
Theorem 5.2. Let M and N be disjoint, complete, properly immersed minimal surfaces-with-
boundary, at least one of which has non-empty boundary. Then the distance between them
satisfies
dist(M,N)= min{dist(M,∂N),dist(∂M,N)}.
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faces. It is proved by similar methods, although the addition of the boundary makes things more
difficult. We expect the analogue in the bounded curvature case to be true, although to our knowl-
edge no (previous) work has been done in that direction. However, we have the following version
of the maximum principle at infinity for minimal surfaces-with-boundary of bounded curvature.
Theorem 5.3. Let M and N be stochastically complete minimal surfaces-with-boundary, at least
one of which has non-empty boundary, and such that dist(M,N) > 0. If M has bounded curva-
ture or is recurrent, and is not flat, then
dist(M,N)= min{dist(M,∂N),dist(∂M,N)}.
Proof. Suppose M and N satisfy the hypotheses of the theorem, and that dist(M,N) = a > 0.
Consider any point (x0, y0) in the interior of M ×N . We run a coupled Brownian motion starting
at (x0, y0), stopped when it hits the boundary. With one caveat, it is clear from our proof of
Theorem 5.1 that rt almost surely hits the boundary in finite time, having accumulated only
finite quadratic variation, since otherwise the process would hit a level below a with positive
probability. The caveat is that the proof of Theorem 5.1 uses Theorem 2.1, which we have not
proved for surfaces-with-boundary. However, we can prove that any Brownian path on M with
an infinite lifetime has a normal vector which accumulates infinite occupation time in every open
set of S2, up to a set of probability zero, as follows. If M is recurrent this is clear for the same
reasons as before, so assume that M is transient (meaning the interior of M is transient). Let M˜
be the universal cover of the interior of M , so that M˜ is conformally equivalent to the unit disk.
Then M˜ can be described by Weierstrass data just as before, and M˜ also has bounded curvature.
Further, we see that the argument in the proof of Theorem 2.1 can now be applied to the set
of paths with infinite lifetime, so we conclude that any such path has a normal vector which
accumulates infinite occupation time in every open set of S2, up to a set of probability zero. This
establishes our claim that rt almost surely hits the boundary of M ×N in finite time.
To complete the proof, first suppose that, with positive probability, rt accumulates no
quadratic variation. It follows that this set of paths produces points (x, y) on the boundary with
dist(x, y) = dist(x0, y0). For the other case, suppose that rt almost surely accumulates positive
quadratic variation. Then, by comparison with a two-dimensional Bessel process, there is some

 > 0 such that rt hits the level dist(x0, y0) − 
 with probability at least 1/2. Since the pro-
cess must stop before rt gets below level a, comparison with a two-dimensional Bessel process
shows that there is a positive probability that the paths along which rt hits dist(x0, y0) − 
 are
stopped at the boundary before rt increases to dist(x0, y0)− 
/2. This produces points (x, y) on
the boundary with dist(x, y) < dist(x0, y0).
It follows from the above that, for any point (x0, y0) in the interior of M × N , there is a
point (x, y) on the boundary of M × N such that dist(x, y)  dist(x0, y0). We conclude that
dist(M,N)= min{dist(M,∂N),dist(∂M,N)}, and the theorem is proved. 
5.3. Liouville theorems
In the previous section, we coupled Brownian motions on two different surfaces in an attempt
to control the distance between these surfaces. However, one can also consider coupling two
Brownian motions started at different points on the same surface. This gives an approach to
proving that there are no non-constant bounded harmonic functions on certain classes of minimal
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minimal surface such that Brownian motions started from any two points couple almost surely.
By embeddedness, the fact that they couple in the extrinsic distance also means that they couple
in the intrinsic distance. Then the standard representation of harmonic functions as integrals of
Brownian motion with respect to bounded stopping times shows that any bounded harmonic
function must be constant.
Our efforts in this direction are guided by the following conjecture, which appears to go back
to Sullivan (see [7, Conjecture 1.6] and the surrounding discussion).
Conjecture 5.4. A complete, properly embedded minimal surface admits no non-constant, posi-
tive harmonic functions.
Though the full conjecture remains open, various special cases are known. Of course, any
class of surfaces which are recurrent satisfies the theorem. For example, Theorem 3.5 of [2]
states that any complete, properly embedded minimal surface with two limit ends (see the in-
troduction of the paper just cited for a discussion of ends and limit ends) is recurrent. As for
results that apply to transient surfaces, in [9], Meeks, Pérez, and Ros prove the conjecture un-
der the additional assumption that the surface possesses one of various symmetries (such as
being triply periodic or, more generally, having a sufficiently large group of ambient isome-
tries).
We provide another partial result, under the additional assumption that M has bounded cur-
vature. Also note that, as indicated above, our result only prohibits non-constant bounded (rather
than positive) harmonic functions.
Theorem 5.5. Let M be a complete, properly embedded minimal surface of bounded curvature.
Then M has no non-constant bounded harmonic functions.
Proof. Choose any two distinct points x0 and y0 in M , and run our adequate coupling of Brow-
nian motions from these points. Our proof of Theorem 5.1 shows that rt either hits zero in
finite time or else spends an infinite amount of time in every neighborhood of zero. To prove
the theorem, it is enough to prove that rt almost surely hits zero in finite time, as discussed
above.
As a consequence of their maximum principle at infinity (which we stated above), Meeks and
Rosenberg were also able to prove that any properly embedded minimal surface with bounded
Gauss curvature has a fixed size tubular neighborhood (see the first paragraph of Section 5
of [8] along with Theorem 5.3). With bounded curvature, the existence of such a tubular neigh-
borhood implies that there is some a > 0 such that, whenever rt = r(xt , yt )  a, the distance
between xt and yt with respect to the metric on M , which we denote distM(xt , yt ), is less than
or equal to 2a. Further, if this property holds for some particular a, then it also holds for any
smaller a.
Because the curvature is bounded and the embedding is minimal, the entire second funda-
mental form of the embedding is uniformly bounded. This means that any fixed sized (with
respect to the metric on M) neighborhood of a point is uniformly comparable to the tangent
plane at that point. More concretely, for any 
, we can choose a small enough so that, whenever
distM(x, y) < 2a, the resulting configuration satisfies
R.W. Neel / Journal of Functional Analysis 256 (2009) 2440–2472 2471θ ∈
[
π
2
− 
, π
2
]
, ϕ ∈
[
π
2
− 
, π
2
]
, ψ ∈ [0, 
].
One consequence of this is that, by choosing a small enough, we can guarantee that the set
of points with r  2a is disjoint from Σ0. In fact, because we also know that the curvature
is bounded, the subset of M × N where r  2a is a positive distance (in the product metric)
from Σ0. Thus we can assume that our modified coupling, given by L, agrees with the optimal
coupling (given by L) on the set where r  2a. Under the optimal coupling, θ = ϕ = π/2,
ψ = 0 corresponds to rt evolving like the standard mirror coupling in the plane, drt = 2dBt . So
by taking small enough 
 and a, the configuration can be made arbitrarily close to that of the
standard mirror coupling on the plane, which is just time-changed Brownian motion, whenever
distM(xt , yt ) < 2a. The other consequence of the fact that the set {r  2a} is disjoint from Σ0
that we need is that the (xt , yt )-process, started at any point in {(x, y): r(x, y) 2a}, is unique at
least until its first exit time from this set. In particular, the process has the strong Markov property
on any time interval during which it is contained in this set.
The above shows that the rate of growth of quadratic variation of rt is bounded from below
on {(x, y): r(x, y) 2a}, so if rt does not strike zero in finite time, it hits the level a and then
leaves the set {(x, y): r(x, y)  2a} infinitely many times. The point now is to argue that each
time rt hits a it has some probability, bounded from below, of hitting 0 before it hits 2a. Then we
wish to use the (almost) independence of these events to conclude that, almost surely, on one of
these occasions rt must hit 0. As indicated above, this proves the theorem. The rest of the proof
is devoted to making this argument precise.
Note that a one-dimensional Bessel process (which corresponds to θ = ϕ = π/2, ψ = 0) has
the property that, if started at some l, it hits zero before it hits 2l with probability 1/2. In light of
the above, we can choose a so that whenever rt  2a, rt is dominated by a time-changed Bessel
process of dimension d , where d is such that a Bessel process of dimension d started at a strikes
zero before 2a with some probability p > 0, and so that the time-change satisfies the estimate
dτ/dt  3/4. Let t1 be the first time that rt hits the level a, and let ρ(1)τ (t) be the comparison Bessel
process started from level a at time t1, given by
ρ
(1)
τ (t) = a +Wτ(t) −Wτ(t1) +
τ(t)∫
τ(t1)
d − 1
2ρ(1)τ (s)
ds, τ (t)=
t∫
0
f ds,
where Wτ is a Brownian motion.
As usual, we stop (xy, yt ) and ρ(1)τ (t) if rt hits zero. Let σ1 be the first time after t1 that ρ
(1)
τ (t)
hits 2a; by convention, σ1 = ∞ if rt strikes zero before ρ(1)τ (t) hits 2a. We now iterate this proce-
dure. For n 2, let tn be the first time after σn−1 that rt hits a, and let σn be the first time after
tn that either rt hits 0 or ρ(n)τ(t) hits 2a. Here ρ
(n)
τ(t) is defined by the same equation as ρ
(1)
τ (t), except
that it is begun at from level a at time tn. Now consider the processes {ρ(n)τ(t), tn  t  tn+1}.
Recall that, starting from any point with r = a, the (xt , yt )-process is unique at least until
rt hits 2a. Using this and the fact that the [tn, tn+1] are disjoint, we see that this collection
of processes is independent, and that each one enjoys the strong Markov property during its
lifetime. Thus, the probability that σn is finite (that is, the probability that rt drops to level a and
escapes back up to 2a without striking zero n times) is less that (1 −p)n. Since this goes to zero
as n→ ∞, we see that, almost surely, rt hits zero in finite time, completing the proof. 
2472 R.W. Neel / Journal of Functional Analysis 256 (2009) 2440–2472Acknowledgments
The author gratefully acknowledges support from a Clay Liftoff Fellowship and an NSF Post-
doctoral Research Fellowship.
I would like to thank Dan Stroock for numerous helpful discussions about Brownian motion
and geometry and for comments on an earlier draft of this paper. I would also like to thank Ioannis
Karatzas for advice on solving martingale problems (in particular, the proof of Theorem 6.1 of [6]
provided an outline for the proof of Theorem 4.5 below) and Michel Émery for comments on an
earlier draft of this paper. Finally, I am grateful to Bob Finn for introducing me to minimal
surfaces several years ago.
References
[1] G. Pacelli Bessa, Luquésio P. Jorge, G. Oliveira-Filho, Half-space theorems for minimal surfaces with bounded
curvature, J. Differential Geom. 57 (3) (2001) 493–508.
[2] Pascal Collin, Robert Kusner, William H. Meeks III, Harold Rosenberg, The topology, geometry and conformal
structure of properly embedded minimal surfaces, J. Differential Geom. 67 (2) (2004) 377–393.
[3] E.B. Fabes, D.W. Stroock, The Lp-integrability of Green’s functions and fundamental solutions for elliptic and
parabolic equations, Duke Math. J. 51 (4) (1984) 997–1016.
[4] D. Hoffman, W.H. Meeks III, The strong halfspace theorem for minimal surfaces, Invent. Math. 101 (2) (1990)
373–377.
[5] Luquésio P. de M. Jorge, Frederico Xavier, A complete minimal surface in R3 between two parallel planes, Ann. of
Math. (2) 112 (1) (1980) 203–206.
[6] Ioannis Karatzas, Gittins indices in the dynamic allocation problem for diffusion processes, Ann. Probab. 12 (1)
(1984) 173–192.
[7] William H. Meeks III, Minimal surfaces in flat three-dimensional spaces, in: The Global Theory of Minimal Surfaces
in Flat Spaces, Martina Franca, 1999, in: Lecture Notes in Math., vol. 1775, Springer, Berlin, 2002, pp. 1–14.
[8] William H. Meeks III, Harold Rosenberg, Maximum principles at infinity, J. Differential Geom. 79 (1) (2008)
141–165.
[9] William H. Meeks III, Joaquín Pérez, Antonio Ros, Liouville-type properties for embedded minimal surfaces,
Comm. Anal. Geom. 14 (4) (2006) 703–723.
[10] Nikolai Nadirashvili, Hadamard’s and Calabi–Yau’s conjectures on negatively curved and minimal surfaces, Invent.
Math. 126 (3) (1996) 457–465.
[11] Robert Osserman, A Survey of Minimal Surfaces, second ed., Dover Publications Inc., New York, 1986.
[12] Harold Rosenberg, Intersection of minimal surfaces of bounded curvature, Bull. Sci. Math. 125 (2) (2001) 161–168.
[13] Richard Schoen, Estimates for stable minimal surfaces in three-dimensional manifolds, in: Seminar on Minimal
Submanifolds, in: Ann. of Math. Stud., vol. 103, Princeton Univ. Press, Princeton, NJ, 1983, pp. 111–126.
[14] Daniel W. Stroock, An Introduction to the Analysis of Paths on a Riemannian Manifold, Math. Surveys Monogr.,
vol. 74, Amer. Math. Soc., Providence, RI, 2000.
[15] Daniel W. Stroock, S.R. Srinivasa Varadhan, Multidimensional Diffusion Processes, reprint of the 1997 edition,
Classics Math., Springer-Verlag, Berlin, 2006.
[16] Frederico Xavier, Convex hulls of complete minimal surfaces, Math. Ann. 269 (2) (1984) 179–182.
