A joint conditional autoregressive expectile and Expected Shortfall framework is proposed. The framework is extended through incorporating a measurement equation which models the contemporaneous dependence between the realized measures and the latent conditional expectile. Nonlinear threshold specification is further incorporated into the proposed framework. An Bayesian Markov Chain Monte Carlo method is adapted for estimation, whose properties are assessed and compared with maximum likelihood via a simulation study. One-day-ahead VaR and ES forecasting studies, with seven market indices, provide empirical support to the proposed models.
INTRODUCTION
Value-at-Risk (VaR) is employed by many financial institutions as an important risk management tool. Representing the market risk as one number, VaR has become a standard risk measurement metric. However, VaR cannot measure the expected loss for extreme (violating) returns. Expected Shortfall (ES, Artzner et al., 1997 Artzner et al., , 1999 calculates the average of returns on the ones being below the quantile (VaR) of its distribution, and is a more coherent measure than VaR. Thus, in recent years ES has become more widely employed for tail risk measurement and is one important change appears in the Basel Accord III (Basel Committee, 2010) which is expected to occur in the period leading up to 1st January 2019. However, there is much less existing research on modeling ES compared with VaR.
In recent two decades, the availability of high frequency data enables the calculation of various realized measures of volatility, including Realized Variance (RV): Andersen and Bollerslev (1998) , Andersen et al. (2003) ; and Realized Range (RR): Martens and van Dijk (2007) , Christensen and Podolskij (2007) , etc. Realized measures of volatility now play a key role in calculating accurate volatility estimates and forecasts, e.g. the Realized GARCH model of Hansen, Huang and Shek (2011) and earlier work by Giot and Laurent (2004) and Clements, Galvao, and Kim (2008) .
The quantile regression type model, e.g. the Conditional Autoregressive Value-at-Risk (CAViaR) model of Engle and Manganelli (2004) , is a popular semi-parametric approach to forecast VaR. Gerlach, Chen and Chan (2011) generalize the CAViaR models to a fully nonlinear family. In additional, the realized measures have been employed into the quantile regression framework. Žikeš and Baruník (2014) investigate how the conditional quantiles of future returns and volatility of financial assets vary with various realized measures. Avdulaj and Barunik (2017) explore nonlinearities in returns and propose to incorporate realized measures with the nonlinear quantile regression framework using copulas, to explain and forecast the conditional quantiles of financial returns.
However, the CAViaR type models cannot directly estimate and forecast ES. A semiparametric model that directly estimates quantiles and expectiles, and implicitly ES, cludes 2008 GFC, results illustrate that the proposed Realized(-Threshold)-ES-CARE perform favourably, compared to Taylor's CARE and ES-CAViaR models and to a range of traditional competing models.
The paper is organized as follows: A review of the ES-CAViaR and CARE models is conducted in Section 2. Section 3 formalizes the proposed ES-CARE, Realized-ES-CARE and Realized-Threshold-ES-CARE models. The associated likelihood and the adaptive Bayesian MCMC algorithm for parameter estimation are presented in Section 4. The simulation studies are discussed in Section 5. The empirical results are presented in Section 6. Section 7 concludes the paper and discusses future work. Koenker and Machado (1999) show that the quantile regression estimator is equivalent to a maximum likelihood estimator when assuming that the data are conditionally Asymmetric Laplace (AL) with a mode at the quantile. If r t is the data on day t and P r(r t < Q t |Ω t−1 ) = α, then the parameters in the model for Q t can be estimated using a likelihood based on: p(r t |Ω t−1 ) = α(1 − α) σ exp (−(r t − Q t )(α − I(r t < Q t )) , for t = 1, . . . , n and where σ is a nuisance parameter. Taylor (2017) extends this result to incorporate the associated ES quantity into the likelihood expression, noting a link between ES t and a dynamic σ t , resulting in the conditional density function:
ES-CAViaR and CARE MODELS
allowing a likelihood function to be built and maximised, given model expressions for Q t , ES t . Taylor (2017) notes that the negative logarithm of the resulting likelihood function is strictly consistent for Q t , ES t considered jointly, e.g. it fits into the class of strictly consistent functions for VaR&ES jointly developed by Fissler and Zeigel (2016) .
Taylor (2017) incorporates two different ES components that describe the dynamics between VaR and ES and also avoid ES estimates crossing the corresponding VaR estimates, as presented in Model (2) (ES-CAViaR-Add: ES-CAViaR with an additive VaR to ES component) and Model (3) (ES-CAViaR-Mult: ES-CAViaR with an multiplicative VaR to ES component):
ES-CAViaR-Add:
ES t = Q t − w t , w t =      γ 0 + γ 1 (Q t−1 − r t−1 ) + γ 2 w t−1 if r t−1 ≤ Q t−1 , w t−1 otherwise, where γ 0 ≥ 0, γ 1 ≥ 0, γ 2 ≥ 0 are constrained in Taylor (2017) , to ensure that the VaR and ES series do not cross.
ES-CAViaR-Mult:
Q t = β 1 + β 2 |r t−1 | + β 3 Q t−1 ,
ES t = w t Q t , w t = 1 + exp(γ 0 ), where γ 0 is unconstrained.
In addition, for α = 1% the w t component for the ES-CAViaR-Add model has insample estimates as in Figure 1 . This step function behavior occurs since r t−1 ≤ Q t−1 only occurs for 1% of the observations in an accurate model. This behavior, exhibiting constant differences between VaR and ES for long periods, and large, sustained jumps in V aR t − ES t , seems non-intuitive and potentially able to be improved. In addition, the ES-CAViaR-Mult model has a simple multiplicative VaR to ES ratio component, while there is no direct econometrics interpretation of the parameter γ 0 in the framework.
Expectile
Expectile is closely related to quantile. The τ level expectile µ τ , defined by Aigner, Amemiya and Poirier (1976), can be estimated through minimizing the following Asym- metric Least Squares (ALS) equation (Taylor, 2008) :
No distributional assumption is required to estimate µ τ here.
As discussed in Section 1, ES is defined as ES α = E(Y |Y < Q α ), which stands for the expected value of Y , conditional on the set of Y that is more extreme than the α-level quantile of Y, denoted Q α . Newey and Powell (1987) and Taylor (2008) show that this relationship can be formulated as:
where µ τ = Q α , e.g. µ τ occurs at the quantile level α τ of Y . Thus, µ τ can be used to estimate the α level quantile Q α , and then scaled to estimate the associated ES. Taylor (2008) proposes the CARE type models which have a similar form to CAViaR models of Engle and Manganelli (2004) , where lagged returns drive the expectiles, and employed ALS for estimation. The general Symmetric Absolute Value (SAV) form of this model is:
CARE-SAV:
where r t is the return, µ t;τ is the τ -level expectile and r t is daily return, all on day t.
The CARE-type model produces one-step-ahead forecasts of µ t;τ (expectiles), that can be employed as VaR estimates, by an appropriate choice of τ . The VaR estimates can be further scaled, using Equation (5), to produce forecasts of ES which cannot be directly calculated under the CAViaR framework.
However, the selection of appropriate expectile level τ requires a grid search, based on the violation rate (VRate, the ratio of the returns exceed the VaR estimates) or quantile loss function (Gerlach and Wang, 2016b) . Specifically, for each grid value of τ , the ALS estimator of the CARE equation parameters β is found, yielding an associated VRate(τ ).τ is set to the grid value of τ s.t. VRate is closest to the desired α. In the real applications, this grid search approach can be computationally expensive (dependent on the model complexity and the size of the grid), and the performance can be affected by the size and gap of the grid which is normally decided under ad-hoc approach.
3 MODEL PROPOSED
ES-CARE Model
In this paper, firstly we propose a new ES-CARE framework, inspired by Engle and Manganelli (2004) and Taylor (2008 Taylor ( , 2017 , to jointly and efficiently estimate and generate
VaR & ES forecasts.
Given ES to τ level expectile (α level quantile) relation as in Equation (5), we have:
Putting Equation (6) into the CARE model as below:
we have:
thus an autoregressive framework of ES can be derived as:
Therefore, the new ES-CARE model is proposed as:
ES-CARE:
subscripts τ is removed from α τ to simplify the notation. There are 4 parameters to be estimated in total in Model (7): β 1 , β 2 , β 3 , and τ . τ is constraint with [0, α] based on its definition. Although stationarity conditions have not been theoretically considered in the literature, it is logical that a necessary condition would be β 3 < 1, so that µ t;τ and ES t;α do not diverge; but this is not a sufficient condition for stationarity. There are no other constraints for β 1 , β 2 and β 3 .
It is worth note that the 1 +
factor is equivalent to the 1 + exp(γ 0 ) factor in ES-CAViaR-Mult framework (Model 3). However, the ES-CARE has a simple linear
function which is potentially easier to be identified with higher accuracy than the Exponential function in ES-CAViaR-Mult model. The simulation study actually lends evidence on this. In addition, the estimated τ has a direct econometrics interpretation (expectile level), and can be used to demonstrate why the ES-CARE model can be more efficient than the original CARE model. More results will be provided in later sections.
The new framework has several nice properties. Compared with the CARE model, the model can simultaneously estimate VaR (expectile), ES and the expectile level τ without any grid search, resulting in significantly speed up estimation process. Further, the τ is estimated under a VaR and ES join loss function, e.g. Equation (10), so it is a more statistical estimation procedure compared with the existing ad-hoc grid search, which can potentially improve the VaR and ES estimation and forecasting accuracy. More evidence will be provided in the later sections on the improved τ , VaR and ES results. In addition, compared with the ES-CAViaR-Add model in Taylor (2017) , the ES-CARE framework has a more parsimonious and dynamic ES component, which can potentially tackle the challenges presented in Figure 1 . Also, the ES and VaR (expectile) are guaranteed to be not cross with each other based on the above derivations. Later on, we will provide more empirical evidence on the improved VaR and ES forecasting performance with ES-CARE, compared with CARE and ES-CAViaR.
Lastly, the ES-CARE model employs autoregressive specifications for both Expectile and ES, which enables the development of fully nonlinear threshold expectile and ES autoregressive dynamics.
Realized(-Threshold)-ES-CARE Models
The Realized-GARCH (Re-GARCH) framework is proposed in Hansen, Huang and Shek (2012) . Compared to the conventional GARCH model, the Re-GARCH employs a measurement equation, which captures the contemporaneous relation between unobserved volatility and a realized measure. The superiority of Re-GARCH compared to GARCH and GARCH-X is well demonstrated, e.g. see Hansen, Huang and Shek (2012) , Watanabe (2012) and Gerlach and Wang (2016a) .
The Realized-ES-CARE (Re-ES-CARE) framework is proposed as below, through adding a measurement equation which models the relation between expectile and a realized measure into the ES-CARE framework.
Re-ES-CARE:
where X t is a realized measure observed on day t, details to be discussed in Section 6.
The measurement equation here is of a standard time series form, e.g. E(u t ) = 0, thus the standard setting and choice of u t
is made for the measurement error.
It is important to note that neither the likelihood for the ES-CARE models nor for the Realized-ES-CARE models is a parametric likelihood or leads to a parametric MLE.
The likelihood assumes a given value for α during estimation, thus directly targeting a specific expectile (quantile) of the conditional return distribution, without assuming it has a specific distributional form.
Compared to the ES-CAViaR or Realized-GARCH models which have only one return-related "error", there are two return-related "error" series in the proposed Realized-ES-CARE type models: one is the z t = r t −µ t;τ , which is assumed to follow an asymmetric
Laplace distribution with time varying scale, so that likelihood can be constructed based on this AL density to jointly estimate the conditional VaR and conditional ES. However, the framework does not rely on an AL or any distribution assumption for the returns.
The other one is ǫ t = rt µt;τ , that appears in the measurement equation and is employed to capture the well known leverage effect. Again, if µ t;τ is a multiple of √ h t then, we will have E(ǫ t ) = 0, as usual, but to keep a zero mean asymmetry term (ǫ
This second moment information is not included in Realized-ES-CARE framework.
Thus, we substitute it with an empirical estimate E(ǫ 2 ) ≈ǭ 2 , being the sample mean of the squared multiplicative errors. We note that E(ǫ 2 t −ǭ 2 ) = 0 is preserved ifǭ 2 is an unbiased estimate. Therefore, the term δ 1 ǫ t + δ 2 (ǫ 2 t −ǭ 2 ) still generates an asymmetric response in volatility to return shocks. Further, the sign of δ 1 is expected to be opposite to that from an Realized-GARCH model, since the expectile µ t;τ is negative for the lower quantile levels , e.g. α = 1%, considered in the paper.
Motivated by the nonlinear quantile dynamics in Gerlach, Chen and Chan (2011) , the Realized-ES-CARE framework is further extended to the threshold nonlinear specifications. In addition to the nonlinear expectile (VaR) component, a non-linear ES autoregressive component is incorporated. This is benefited from the proposed ES-CARE framework which directly incorporates an ES autoregressive component. The model is named as Realized-Threshold-ES-CARE (Re-Threshold-ES-CARE):
Re-Threshold-ES-CARE:
z t is a threshold variable and chosen to be self-exciting, e.g., z t = r t , and c is the threshold value and set as 0 in our paper.
LIKELIHOOD AND BAYESIAN ESTIMATION

ES-CARE Likelihood Function with AL
Taylor (2017) extended the Koenker and Machado (1999) result to incorporate the ES in the equivalent likelihood function which is given in Equation (10). Note here µ t;τ = Q t as discussed in Section 3.
Realized(-Threshold)-ES-CARE Log Likelihood
Because the Realized-ES-CARE framework has a measurement equation, with u t
, the full log-likelihood function for Realized-ES-CARE is the sum of the loglikelihood ℓ(r; θ) for the expectile and ES equation (as in Equation 10 ) and the loglikelihood ℓ(x|r; θ) from the measurement equation:
,
Further, the log-likelihood function of the nonlinear Realized-Threshold-ES-CARE is the same as the Realized-ES-CARE model, except the changing nonlinear dynamics of the expectile (VaR) and ES.
Maximum Likelihood Estimation
We have incorporated a three step maximum Likelihood (ML) approach for the proposed Realized(-Threshold)-ES-CARE models.
In the first step, for Realized-ES-CARE, the expectile equation parameters (β 1 , β 2 , β 3 ) are estimated separately by optimizing pseudo-likelihood for a expectile regression. For
Realized-Threshold-ES-CARE, a threshold expectile regression model (Gerlach and Chen, 2016 ) is estimated separately to get the threshold expectile equation parameters (β 1 to β 6 ).
In the second step, multiple starting values for the measurement equation parameters (ξ, φ, τ 1 , τ 2 , σ u ) and τ are randomly sampled: 10,000 random candidate starting vectors are used.
Finally, the estimates for (threshold) quantile equation parameters in the first step are combined with the randomly sampled candidates in the second step. The parameter set that maximizes the log-likelihood function (11) is selected as the starting values for the constrained optimization routine f mincon in Matlab, to generate the final ML estimates.
Bayesian Estimation
Motivated by the favourable estimation results for CAViaR (Gerlach, Chen and Chan, 2011) and CARE-X models (Gerlach and Chen, 2016 ), compared to the associated MLEs, a Bayesian estimator is also considered.
Given a likelihood function, and the specification of a prior distribution, Bayesian algorithms can be employed to estimate the parameters of Realized-ES-CARE and RealizedThreshold-ES-CARE models. An adaptive MCMC method, adopted from that in Gerlach and Wang (2016a) and Chen et al. (2017) is employed in this case. Three parameter blocks were employed in the MCMC simulation: 
The covariance matrix is subsequently tuned, aiming towards a target acceptance rate of 23.
, as standard, via the algorithm of Roberts, Gelman and Gilks (1997) .
In order to enhance the convergence of the chain, at the end of 1st epoch, e.g. 20,000
iterations, the covariance matrix for each parameter block is calculated, after discarding the first e.g. 2,000 iterations, which is used in the proposal distribution in the next epoch (of e.g. 20,000 iterations). After each epoch, the standard deviations of each parameter chain in that epoch are calculated and are collectively compared to the standard deviations from the previous epoch. This process is continued until the mean absolute percentage change over the standard deviations of parameters is less than a pre-specified threshold (10% is employed in the paper). In the empirical study, on average it takes 6-10 epochs to observe an absolute percentage change lower than 10%; thus, the chains are run in total for 120,000-200,000 iterations as a burn-in period, in the empirical parts of this paper. A final epoch of 12,000 iterates is run with an "independent" Metropolis-Hastings algorithm, employing a mixture of three Gaussian proposal distributions for each block.
The mean vector for each block is set as the sample mean vector of the last epoch iterates (after discarding the first 2,000 iterates) for that block. The proposal var-cov matrix in each element is C i Σ, where C 1 = 1; C 2 = 100; C 3 = 0.01 and Σ is the sample covariance matrix of the last epoch iterates for that block (after discarding the first 2,000 iterates).
This final epoch is employed as the sample period, where all estimation and inference (and forecasting) is done via the posterior mean.
Realized(-Threshold)-ES-CARE SIMULATION STUDY
Simulation studies are conducted to compare the properties and performance of the Bayesian method and MLE for Realized-Threshold-ES-CARE type models, with respect to parameter estimation and one-step-ahead VaR and ES forecasting accuracy. To compare the bias and precision performance of the MCMC and ML methods, both the mean and Root Mean Square Error (RMSE) values are calculated over the replicated datasets.
1000 replicated return series are simulated from the following specific square root Realized(-Threshold)-GARCH model, specified as Simulation Models 1 & 2. n = 1900 is approximately the average in-sample (fixed) size for the empirical study across 7 indices, details as in Table 4 . To match up with the forecasting study and to find properties for the estimators in a similar situation, n = 1900 is selected as the sample size in the simulation study.
Simulation Model 1
h t = 0.02 + 0.10X t−1 + 0.85 h t−1 ,
Simulation Model 2
In order to calculate the corresponding Realized-ES-CARE true parameter values, a mapping from the Simulation Model 1 to the Realized-ES-CARE is required.
Further, given Φ −1 (α) as the standard Gaussian inverse cdf, we have
. Then, with ε * t
. Substituting these back into the Simulation Model 1, the corresponding Realized-ES-CARE specification can be written as:
allowing true parameter values to be calculated or read off. These true values are presented in Table 1 . Similarly, the parameter true values of the Realized-Threshold-ES-CARE model corresponding to Simulation Model 2 are derived similarly and presented in Table   2 .
The true value of τ parameter can be calculated as well. The true in-sample and one-step-ahead α level VaR and ES forecast can be exactly calculated for each data set;
i.e. VaR t;α = µ t;τ = Q t;α = √ h t Φ −1 (α), and
, where φ() is standard Normal pdf. Via the one-to-one relationship between VaR and ES presented in Equation (5), the true value of τ in this model can be exactly calculated: 0.001461.
VaR forecast is VaR
, and the corresponding true ES forecast is
, where φ is the standard Gaussian pdf, which are calculated for each dataset; the averages of these, over the 1000 datasets, are given as VaR n+1 and ES n+1 in the "True" column of Table 1 and 2.
The Realized-ES-CARE and Realized-Threshold-ES-CARE models are fit to the 1000 datasets generated by Simulation Models 1 and 2 respectively, once using the adaptive MCMC method and once using the ML estimator.
Estimation results of Realized-ES-CARE are summarized in Table 1 , where boxes indicate the preferred model in terms of minimum bias (Mean closest to Ture) and maximum precision (minimum RMSE). First, both MCMC and ML generate relatively accurate parameter estimates and VaR & ES forecasts in this case, which proves the validity of both methods as discussed in Section 4. For all 9 parameters and both VaR & ES forecasts the bias results clearly favour the MCMC estimator compared to the ML. Further, the precision is higher for the MCMC method for 7 out of 9 parameters and for both VaR and ES forecasts. It is worth noting that the proposed framework can generate very close to True τ estimates, which proves the validating of the proposed framework.
As discussed in Section 3, the ES-CARE model has a simple linear τ (1−2τ )ατ function which is potentially easier to be estimated with higher accuracy than the Exponential function in ES-CAViaR-Mult model. As can be seen, the RMSE values for the τ are quite small for both methods and are much smaller than that of the γ 0 of ES-CAViaR-Mult (simulation results not shown here). In the measurement equation, the MCMC generates clearly better estimation results for ξ and φ which are known to be the two most important parameters in the realized GARCH framework.
With respect to the Realized-Threshold-ES-CARE estimation, as in Table 2 To reduce the effect of microstructure noise of realized measures, Martens and van Dijk (2007) present a scaling process which is inspired by the fact that the daily squared return and range are less affected by microstructure noise than their high frequency counterparts. Therefore, the process can be used to smooth and scale RV and RR, creating less microstructure sensitive measures.
Further, Zhang, Mykland and Aït-Sahalia (2005) propose a sub-sampling process to deal with micro-structure effects for realized variance (SSRV). The sub-sampling process is applied to RR in Gerlach and Wang (2016b) . The properties of the sub-sampled RR, compared to those of other realized measures, are assessed via simulation under three scenarios in Gerlach and Wang (2016b) .
The scaled RV (ScRV), Scaled RR (ScRR), sub-sampled RV (SSRV) and sub-sampled RR (SSRV) are also employed and tested in the proposed frameworks. For example,
Realized-ES-CARE-RV represents Realized-ES-CARE framework employing RV, and RealizedThreshold-ES-CARE-RR represents Realized-Threshold-ES-CARE framework employing RR.
Data Description
Daily and high frequency data, observed at 1-minute and 5-minute frequency within The daily return and the daily RV, RR, Scaled RV and Scaled RR measures (using 5 minute data) are calculated; 1-minute data are employed to produce daily sub-sampled RV and sub-sampled RR measures; q = 66 is employed for the scaling process as suggested in , e.g. around 3 months as suggested in Martens and van Dijk (2007) .
In-sample Parameter Estimates
Before presenting the forecasting results, the parameter estimates from Realized-Threshold-ES-CARE models are shown for S&P 500. Table 3 presents the parameter estimates for the 1st forecasting step (using 1st in-sample data set).
First, the parameter estimates are consistent with the results in Table II of Hansen, GARCH model as discussed in Section 5. For example, the ϕ estimates in the measurement equation should be in general close to 1 in the Realized-GARCH framework. Dividing 1 by Φ −1 (α) (assuming Normal error distribution) and taking negative of it (as |µ t;τ | employed), we have 0.4299 which is close to real the ϕ estimates in Table 3 .
Second, we can see that the absolute values of β 2 in the r t ≤ 0 regime is in general larger than β 6 , meaning the realized measures will contribute more to the VaR&ES forecasting when r t ≤ 0. Such results are consistent with our expectation and prove the proposed threshold framework can successfully capture the volatility asymmetry.
Third, Realized-Threshold-ES-CARE-RR generates smaller σ u values than Realized-
Threshold-ES-CARE-RV. This result is consistent with the findings in Martins and van
Dijk (2007) Last, as discussed in Martins and van Dijk (2007) , RR is biased as a true volatility estimator, if each day t is divided into finite number of equally sized intervals. However, the RR or SSRR in the Realized-Threshold-ES-CARE models are not required to be unbiased, because the parameters in the model can adjust such bias: an advantage of using the Realized-GARCH framework which is inherited by the Realized(-Threshold)-ES-CARE frameworks. A rolling window with fixed in-sample size is employed for estimation to produce each one step ahead forecast in the forecast period; the in-sample size n is given in Table 4 for each series, which differs due to non-trading days in each market. In order to see the performance during the GFC period, the initial date of the forecast sample is chosen as the beginning of 2008. On average, 2111 one day ahead VaR and ES forecasts are generated for each return series from a range of models.
24 models are tested and compared in this section. These include the proposed
Realized-ES-CARE and Realized-Threshold-ES-CARE models (estimated with adaptive MCMC) with different input measures of volatility: RV & RR, scaled RV & RR and sub-sampled RV & RR.
The proposed ES-CARE, original ES-CAViaR-Add and ES-CAViaR-Mult models (estimated with adaptive MCMC) are also included in the study. We have also tested the conventional GARCH (Bollerslev, 1986) , EGARCH (Nelson, 1991) and GJR-GARCH (Glosten, Jagannathan and Runkle, 1993) with Student-t distribution; the GARCH employing Hansen's skewed-t distribution (Hansen, 1994) and Realized-GARCH with Gaussian and Student-t return equation error distributions (Hansen, Huang and Shek, 2012) .
Further, a filtered GARCH-t historical simulation (GARCH-t-HS) approach is also
included, where a GARCH-t is fit to the in-sample data. Using all the in-sample data the standardised VaR and ES are estimated via historical simulation, from the sample of returns (e.g. r 1 , . . . , r n divided by their GARCH-estimated conditional standard deviation (i.e. r t / ĥ t ). Then final forecasts of VaR, ES are found by multiplying the standardised VaR, ES estimates by the forecast ĥ t+1 from the GARCH-t model.
Finally, the Threshold-GARCH model (Li and Li, (1996) and Brooks, (2001)) incorporating Hansen's Skewed-t distribution (T-GARCH-Skew-t) is also tested. All these aforementioned models are estimated by ML, using the Econometrics toolbox in Mat-
lab (GARCH-t, EGARCH-t, GJR-t and GARCH-t-HS) or code developed by the authors (CARE-SAV, T-GARCH-Skew-t and Realized-GARCH). The actual forecast sample sizes
m, in each series, are given in Table 4 .
Firstly, the VaR violation rate is employed to assess the VaR forecasting accuracy.
VRate is simply the proportion of returns that exceed the forecasted VaR level in the forecasting period. Models with VRate closest to nominal quantile level α = 1% are preferred.
Several standard quantile accuracy and independence tests are also employed: the unconditional coverage (UC) and conditional coverage (CC) tests of Kupiec (1995) and Christoffersen (1998) respectively, as well as the dynamic quantile (DQ) test of Engle and Manganelli (2004) and the VQR test of Gaglione et al. (2011) . Finally, the standard quantile loss function is also employed to compare the models for VaR forecast accuracy.
Since the standard quantile loss function is strictly consistent, e.g. the expected loss is a minimum at the true quantile series. Thus, the most accurate VaR forecasting model should produce the minimized quantile loss function, given as:
where Q n+1 , . . . , Q n+m is a series of quantile forecasts at level α for the observations r n+1 , . . . , r n+m . Table 4 presents the VRates for each model over the 7 indices. α = 1% is the target violation rate. For each time series, the models are ranked according to the deviations to the 1% target rate. Then the average these ranks across all 7 markets is presented in the "Avg Rank" column in Table 4 , to compare the overall performance of each model.
A box indicates the model with VRate closest to 1% in each market, while bold indicates the VRate is significantly different to 1% by the UC test.
As presented in Table 4 , overall the best ranked models are proposed ES-CARE and
Realized-ES-CARE-SSRR models, followed by the GARCH-Skew-t model. For 5 series the proposed ES-CARE or Realized(-Threshold)-ES-CARE models produce the best or second best VRates. Models, including GARCH-Skew-t, T-GARCH-Skew-t and CARE, also generate quite competitive VRate results. Using quantile loss, now we compare Realized(-Threshold)-ES-CARE type models and these models in more detail with respect to economic efficiency, and provide evidence on why the proposed models are preferred in VaR forecasting.
The quantile loss results are presented in Table 5 els, combined with relatively accurate VRates. Specifically, the VaR violation rates for the GARCH-Skew-t, ES-CAViaR-Mult and Realized-ES-CARE-RR models are 1.088%, 1.278% and 1.088% respectively, for the S&P500 returns, e.g. the three models are very similar by that metric. However, from Table 5 , the quantile loss values for the 3 models are 81.7, 83.5 and 73.2 respectively, meaning the Realized-ES-CARE-RR model is the most accurate model having clearly the lowest quantile loss. Through close inspection of Figure 3 , the GARCH-Skew-t and ES-CAViaR-Mult have VaR forecasts typically quite close together in value, driving their close quantile loss values. However, both these models generate clearly more extreme (in the negative direction) VaR forecasts on most days in the US market, compared to the Realized-ES-CARE-RR. This means that the capital set aside by financial institutions to cover extreme losses, based on such VaR forecasts, is usually at a higher level for the GARCH-Skew-t or ES-CAViaR-Mult models, than for the Realized-ES-CARE-RR.
In other words, the Realized-ES-CARE-RR model produces VaR forecasts that are relatively close to nominal VRate and are closer to the true VaR series, as measured by the loss function. VaR forecasts of this model are also closer to the data and less extreme, implying that lower amounts of capital are needed to protect against market risk. Given the forecasting steps m = 2113 for S&P 500, the forecasts from Realized-ES-CARE-RR were less extreme than those from ES-CAViaR-Mult on 1396 days (66%) in the forecast period, which clearly demonstrates the advantageous of employing the RR through the measurement equation.
This suggests a higher level of information (and cost) efficiency regarding risk levels for the Realized-ES-CARE-RR model, likely coming from the improved the model specifi-cation and increased statistical efficiency of the realized range series over squared returns, compared to the ES-CAViaR-Mult and GARCH-Skew-t models. Since the economic capital is determined by financial institutions' own model and should be directly proportional to the VaR forecast, the Realized-ES-CARE-RR model is able to decrease the cost capital allocation and increase the profitability of these institutions, by freeing up part of the regulatory capital from risk coverage into investment, while still providing sufficient and more than adequate protection against violations. The more accurate and often less extreme VaR forecasts produced by Realized-ES-CARE-RR are particularly strategically important to the decision makers in the financial sector. This extra efficiency is also often observed for the Realized(-Threshold)-ES-CARE type models in the other markets/assets.
Further, during the periods with high volatility including GFC, when there is a persistence of extreme returns, the Realized-ES-CARE-RR VaR forecasts "recover" the fastest among the 3 models, presented through close inspection as in Figure 3 , in terms of being marginally the fastest to produce forecasts that again rejoin and follow the tail of the return data. Traditional GARCH models tend to over-react to extreme events and to be subsequently very slow to recover, due to their frequently estimated very high level of persistence, as discussed in Harvey and Chakravarty (2009) . Realized(-Threshold)-ES-CARE models clearly improve the performance on this aspect. Generally, the Realized(-Threshold)-ES-CARE models better describe the dynamics in the volatility, compared to the traditional GARCH model and ES-CAViaR-Mult type models, thus largely improving the responsiveness and accuracy of the risk level forecasts, especially after high volatility periods.
Several tests are employed to statistically assess the forecast accuracy and independence of violations from each VaR forecast model. Table 6 shows the number of return series (out of 7) in which each 1% VaR forecast model is rejected for each test, conducted at a 5% significance level. The Realized(-Threshold)-ES-CARE type models are generally less or equally likely to be rejected by the back tests compared to other models.
The Realized-Threshold-ES-CARE-ScRV achieves the least number of rejections and is rejected once, followed by Gt-HS, T-GARCH-Skew-t, Realized-ES-CARE-RV, RealizedThreshold-ES-CARE-RV and Realized-Threshold-ES-CARE-SSRV models. The G-t and Realized-GARCH-GG are rejected in all 7 series, and the EGARCH-t and GJR-GARCH-t models are rejected in 6 series, respectively. Further, as discussed in Section 2, the ES component in the ES-CAViaR-Add framework would produce the in-sample w t as presented in Figure 1 , resulting ES dynamics that could be potentially improved. 
where I t = 1 if r t < V aR t and 0 otherwise for t = 1, . . . , T , G 1 () is increasing, G 2 () is strictly increasing and strictly convex, G 2 = H ′ and lim x→−∞ G 2 (x) = 0 and a(·) is a real-valued integrable function.
As discussed in Taylor (2017) , making the choices:
H(x) = −log(−x) and a = 1 − log(1 − α), which satisfy the required criteria, returns the scoring function (defined r t to have zero mean):
where the loss function is S = T t−1 S t . Taylor (2017) referred expression (16) as AL log score. Compared with the likelihood function as in Equation (10), Equation (16) is exactly the negative of the AL log-likelihood, and is a strictly consistent scoring rule that is jointly minimized by the true VaR and ES series. We use this to informally and jointly assess and compare the VaR and ES forecasts from all models.
Tables 7 shows the loss function values S, calculated using Equation (16) Lastly, overall the ES-CARE model is better ranked than ES-CAViaR-Add, ESCAViaR-Mult and CARE models. This again proves the validity of the proposed ES-CARE framework, even without incorporating the realized measures. To further demonstrate the extra forecasting efficiently can be gained by employing the proposed models, Figure 6 visualizes the ES forecasts from CARE, Threshold-GARCH-Skew-t and Realized-Threshold-ES-CARE-SSRR. Specifically, the ES violation rate of these three models are: 0.284%, 0.426% and 0.473% respectively, for S&P500. As studied in Gerlach and Chen (2016, However, through closer inspection of Figure 6 , the cost efficiency gains from the Here, compared with the VaR forecasting, we would like to emphasize the extra efficiency produced by the Realized(-Threshold)-ES-CARE models are more prominent, compared with the original ES-CAViaR and conventional GARCH models. The results lend evidence on fact that the newly developed Realized(-Threshold)-ES-CARE frameworks can produce more accurate and efficient VaR and ES forecasts.
Model Confidence Set
The model confidence set (MCS) (Hansen, Lunde and Nason, 2011 ) is utilized to statistically compared the tested models via the VaR and ES joint loss function.
A MCS is a set of models that is constructed such that it will contain the best model with a given level of confidence (90% is used in our paper). The Matlab code Table 8 presents the 90% MCS using the R methods. Column "Total" counts the total number of times that a model is included in the 90% MCS across the 7 return series.
Via the R method, 4 Realized(-Threshold)-ES-CARE models, including Realized-ES-CARE-SSRV, Realized-ES-CARE-SSRR, Realized-Threshold-ES-CARE-RR and RealizedThreshold-ES-CARE-SSRR, are included in the MCS for all 7 markets. There are other 4 Realized(-Threshold)-ES-CARE models included in the MCS for 6 times, together with EGARCH-t and Threshold-GARCH-Skew-t. The GARCH-t and GARCH-Skew-t are only included the MCS for 3 times respectively.
CONCLUSION
In this paper, we propose a realized joint conditional autoregressive expectile and ex- pected shortfall framework which is further extended through incorporating nonlinear specifications. Improvements in the out-of-sample forecasting of tail risk measures are observed, compared to Realized-GARCH model employing realized volatility, and traditional GARCH and CARE models, as well as the original ES-CAViaR models. Specifically, Realized(-Threshold)-ES-CARE frameworks employing sub-sampled RV and subsampled RR generate the best VaR and ES forecasting results in the empirical study of 7 financial return series. With respect to the back testing of VaR forecasts, the Realized(-Threshold)-ES-CARE type models are also generally less likely to be rejected than their counterparts. Further, the model confidence set results also apparently favour the proposed Realized(-Threshold)-ES-CARE frameworks. In addition to being more accurate, the Realized(-Threshold)-ES-CARE models generated less extreme tail risk forecasts, regularly allowing smaller amounts of capital allocation without being anti-conservative or significantly inaccurate. Further, even without incorporating the realized measures, the ES-CARE model is still favourable compared with CARE and ES-CAViaR models under almost all the measures and tests considered.
To conclude, the Realized(-Threshold)-ES-CARE type models, especially the ones use sub-sampled RV and sub-sampled RR, should be considered for financial applications when forecasting tail risk, and should allow financial institutions to more accurately allocate capital under the Basel Capital Accords, to protect their investments from extreme market movements. This work could be extended by using alternative frequencies of observation for the realized measures; by extending the framework to allow multiple realized measures to appear simultaneously in the model, etc.
