ABSTRACT
Introduction
The genomic information is found to be embodied in the strands of DNA as sequences of tri-nucleotide called codons. A nucleotide is said to be of coding type if it belongs to an exon or of non-coding type if it belongs to an intron or intergenic space. In eukaryotes, the exons are found to be separated by introns, where as in prokaryotes they are placed continuously without any introns in between. Computational gene prediction is based on mainly by two classes of methods such as sequence similarity searches and gene structure and signal-based searches [1] . Exon detection must rely on the content sensors, which refer to the patterns of codon usage that are unique to a species, and allow coding sequences to be distinguished from the surrounding non-coding sequences by statistical detection algorithms. Many algorithms are applied for modeling gene structure, such as dynamic programming, linear discriminant analysis, Linguistic methods, Hidden Markov model and neural network. Based on these models, a great number of gene prediction programs have been developed [1] . Recently signal processing approach has played a major role in gene prediction using period-3 property.
The protein coding regions of DNA sequences exhibit a period-3 behavior which results specifically from the existence of the codon sequences. Period-3 property is the short range periodicity and is one of among many types of periodicity in DNA sequence. Identification of period-3 regions therefore helps in predicting the gene locations; and allows the prediction of specific exons within the genes of eukaryotic cells [1] [2] [3] . In order to predict the location of protein coding region, a sliding data frame (sliding window) with a small step size is employed. This technique has been widely used to identify the coding region which can predict whether a given sequence of frame, limited to a specific length N (called as window), belongs to a coding region or not. This is done by moving the sequence frame in which the nucleotides of length N of the window are rated at specific position. The existence of three-base periodicity exhibited by the genomic sequence as a sharp peak at frequency f = 1/3 in the power spectrum in the protein coding regions helps in the prediction of exons. The genomic signal processing involves conversion of DNA character-string into numerical sequence called as the indicator sequence. In addition to the Voss representation [4] which involves binary representation, various DNA numerical signal representations have been adopted using complex numbers [5] , quaternion [6] , EIIP [7, 8] , Gailos field assignment [9] , frequency of nucleotide occurrence [10] , z-curve [11, 12] , paired numeric [13] to make indicator sequence in DSP methods to improve the sensitivity and selectivity.
The existing DSP techniques for the identification of protein coding regions of DNA sequences based on the period-3 behavior differ in terms of computational complexity and accuracy of prediction. Discrete Fourier transform is used to detect period-3 property in DNA sequences [14] [15] [16] [17] . The DFT of length N for input indicator sequence x B (n) is defined by
for B = A, T, C and G. The absolute value of power of DFT coefficients is given by
The plot of S(k) against k, results in peak at k = N/3 due to the period-3 property, that indicates the presence of coding regions.
The digital filtering techniques such as the antinotch filter and multistage filter have been used to identify period-3 property in DNA sequences [18, 19] . In digital filtering method for indicator sequence X B (n), corresponding filter output Y B (n) is computed where B = A, T, C and G. The sum of the square of filter outputs is expressed as
A plot of Y(n) has been used to extract the period-3 region of the DNA sequence effectively. Gene prediction in eukaryotes based on the DFT by spectral rotation measure is presented by Koltar and Lavner [20] . Short time Fourier transform (STFT) has also been used as a predictor for coding region for improving computational load. Entropy based methods with this predictor is used to increase its efficacy to identify the homogeneous regions. It has been used to identify the borders between coding and noncoding regions in DNA sequence based on the entropy measures with a 12-symbol alphabet [21] . The 3-periodicity is explained in more detail by Tuqan and Rushdi [22] as related to the codon bias using two stage digital filter and multirate DSP model. Modified Gabor-Wavelet transform is used by Jesus et al. [23] for the identification of protein coding regions having advantage of being independent of the window length. The spectrum for DNA sequences is discussed based on an entropy minimization criterion by Galleani and Garello [24] . Criteria to select the numerical values to represent genomic sequences are discussed by Akhtar et al. [25] and in addition a technique for recognition of acceptor splice sites is discussed.
The exon identification task carried out by existing methods has its own limitations as it is observed that period-3 property is not exhibited in some coding regions. Sometimes they do exhibit, but the signal is rather weak and difficult to differentiate from noise. Again false exons are identified and very short exons are missed which are traditional problems in gene prediction history. Due to this gene prediction problem still remains a challenging task in terms of better accuracy, sensitivity and selectivity using existing tools. In such situations shortcomings of the previous approaches motivate to develop new approaches to have improved accuracy and less computational complexity.
In this paper, two new signal processing tools namely the generalized comb filter (GCF), and cascaded differentiator comb (CDC) filter, are presented that effectively use the period-3 property in a genomic sequence for the prediction of protein coding regions. The GCF-based method has lower computational complexity and provides better identification of coding regions over existing DSP methods. The CDC-based approach is an extension of GCF that exploits period-3 behavior more effectively and reduces the computational complexities further. In order to validate the results of the proposed predictor, prediction measures such as discriminating factor, sensitivity, specificity, miss rate and wrong rate are evaluated with HMR195, Burset and Guigo and KEGG standard data sets.
The rest of the paper is organized as follows. Section-2 presents the proposed computationally efficient comb filter-based approach with GCF and CDC filter for the identification of protein coding regions. Section-3 presents the comparison of performances in terms of prediction measures and computational complexities of various signal processing methods and Section-4 presents the conclusions of this paper.
Proposed Comb Filter Based Approach

Design of a Comb Filter for Identifying Protein Coding Regions
A comb filter has a frequency response that is periodic function of  with a period 2/L, where L is a positive integer. Amplitude response of comb filter is comprised of a series of regularly spaced spikes of interleaved passbands and stopbands which looks like a hair comb. A comb filter can also be viewed as a notch filter in which the notches or the nulls occur periodically across the frequency band [26, 27] . A comb filter can, thus, be generated from a filter G(z) with single passband and/or a single stopband by replacing each delay in its realization with L delays, resulting in a structure with a transfer function given by
such that if the amplitude response
A simplest form of comb filter can be realized by adding a delayed version of a signal to itself or the current filter output to cause constructive and destructive interferences. Comb filters can accordingly be realized in two different forms, e.g., feed-forward form and feedback form. The feed-forward form implements a finite impulse response (FIR) filter while the feedback form implements an infinite impulse response (IIR) filter. The difference equation of a comb filter can be written in a general form:
where b 1 and a, respectively, denote the feed-forward and feedback gain coefficients, n 1 and n 2 are fixed delays, x(n) denotes the nth sample of the input signal, y(n) is the output at time instant n. Equation (5) refers to an FIR filter when the feedback coefficient a = 0. Taking the z-transform of both sides of (5) we can get the transfer function of comb filter to be
where X(z) and Y(z) are the z-transform of the input and the output signals, respectively. The transfer function of a general comb filter can thus be obtained to be
where b = b 1 /b 0 . The transfer function of feed-forward and feedback type comb filter as shown in (8) and (9) is derived by substituting b = 0 and a = 0 in (7), respectively where
From (8) we can find that the numerator equals to zero whenever z L = b, which is satisfied at L equally spaced points around a circle in the complex z-plane, which form the zeros of the transfer function. Since the denominator is zero at z L = 0, L poles would exist at z = 0. Similarly, from (9) we can find that the numerator equals to zero at z L = 0, which gives L zeros at z = 0. The denominator of (9) equals to zero when z L = a, which results in L equally spaced poles of the transfer function around a circle in the complex z-plane. The signal flow-graph for a comb filter defined by the difference equation of (5) (8) and (9), we can find the amplitude responses of the feedforward and the feedback comb filters, respectively as
It can be observed from (10) and (11) , that the amplitude Figure 4 (a) shows a sharp peak at ω= 2π/3 which exhibit period-3 property.
Design of an Improved Comb Filter for Prediction of Protein Coding Regions
The CDC filter consists of equal number of stages of differentiators and comb filters in cascade. Hence we have referred to it is as cascaded differentiator-comb filter. It requires no multiplication and it can be designed with only adders, hence it can be preferred as a computationally efficient predictor for protein coding region. Since the CDC filter is followed by a down sampler for data rate down conversion, and can be called as CDC decimator filter.
Single-Stage CDC Decimator
The basic unit of a CDC decimator filter consists of a single stage of differentiator and a comb filter followed by a resampling switch as shown in Figure 5 . The differentiator section operates at the high sampling rate f and it is implemented as a one-zero filter with a unity feedforward coefficient. The difference equation and the corresponding transfer function, H D (z) for this section can be expressed in the form:
The comb section operates at the low sampling rate f s /R where R is the integer rate change factor. This section consists of IIR comb stage with a delay of M samples per stage with unity feedback coefficient. The differential delay is a filter design parameter used to control the filter's frequency response. The delay M = 3 in the comb section is defined to exhibit period-3 property.
respectively. The frequency response plot shows a sharp peak at period-3 region. This property is employed for prediction of protein coding region.
N-Stage CDC Filter
A CDC decimator can in general be designed with N cascaded differentiator stages clocked at f s , followed by N cascaded IIR comb stages running at f s /R. Figure 7 shows three-stage CDC filter that consists of three numbers of differentiators and comb filters. Similarly block diagram of N-stage CDC Decimator Filter consisting of N equal number of differentiators and IIR comb filter sections and the respective transfer functions are shown in Figures 8 and 9 respectively. The overall function of CDC filter with N cascaded stages, (Figure 9 ) is given by
The difference equation and the corresponding transfer function, H C (z) for a single comb stage with a sample rate R are given by
The decimator subsamples the output of the last stage, reducing the sample rate from f s to f s /R. The system transfer function for the composite CDC filter is given by
where N is the number of differentiator-comb filter pairs.
From (21), we observe that the CDC filter is equivalent to a cascade of N uniform filter stages with unit coefficients. As part of the filter design process; R, M, and N are chosen suitably to provide period-3 characteristic. For M = 3 and N = 1, the CDC exhibits period-3 behavior.
Frequency Response of CDC Filter
The frequency response is obtained by evaluating Equation (18) at
where f is the frequency relative to the sampling rate fs/R. Evaluating Equation (18) in the z-plane at the sample points defined by Equation (19) , gives the magnitude frequency response as
The frequency response plot and pole-zero plot of single stage CDC filter are shown in Figures 6(a) The frequency response plot shows high peak at period-3 region. Thus single-stage CDC filter is sufficient for prediction of exons. With more number of stages, i.e, N = 2 or 3, the magnitude increases considerably and even exons having short sequences can be detected.
Performance and Complexity Comparison
The genomic sequences of several genes of different organisms were taken for the prediction of protein coding region using the proposed GCF and CDC filter and the existing signal processing techniques such as DFT, antinotch filter with frame size of 351 nucleotides. The single indicator sequence using paired numeric properties of nucleotides is used as numerical representation [13] . Mainly, three data sets are used as bench mark for this purpose such as the dataset prepared by Burset and Guigo [28] , HMR195 prepared by Sanja Rogic [29] and KEGG gene sequence database prepared by M. Kanehisa and S. Goto [30] . In a good number of cases all the proposed methods performed well. The performance analysis of various methods can be made by prediction measures such as exon-intron discrimination factor D [10] , sensitivity (S N ), specificity (S P ), miss rate (M R ) and wrong rate (W R ) [1, 25] which are defined as follows:
Lowest of exon peaks Highest peak in noncoding regions D  (22)
where ME = missing exons, AE = actural exons, WE = wrong exons, PE = predicted exons, T P = true positive, F P = false positive and F N = false negative [31] . T P corresponds to those genes that are correctly predicted by the algorithm and also exist in the GenBank annotation. F P corresponds to the coding regions identified by a given algorithm which are not present in the standard annotation. F N is coding region that is present in the GenBank annotation but not predicted to be coding by the algorithm being used. Higher the value of D better is the discrimination. If D is more than one (D > 1), all exons are identified without ambiguity. High sensitivity and specificity are desirable for higher accuracy.
The list of genes under study of different datasets and the performance analysis of various DSP approaches are shown in respective Tables. Table 1 summarizes the simulation results of nine genes from Burset and Guigo dataset whereas Table 2 summarizes the observations of six genes from KEGG dataset. Table 3 summarizes the observations of nine genes from HMR195 dataset. In all the examples cited the proposed encoding methods show better discrimination compared to the exising methods. The simulation result shows high discriminating factor, sensitivity and specificity with low miss rate and wrong rate for the proposed methods.
The proposed GCF and CDC filtering show high peak at exon locations in compared to existing methods as shown in figures. Figure 10 shows the exon prediction results for gene F56F11.4a with accession no: AF099922 in the C. elegans chromosome-III. Figures 10(a)-(c) show, respectively, the response of DFT, allpass-based antinotch filter with pole radius r = 0.992 and the generalized comb filter with both feedforward and feedback coefficients having pole radius r = 0.992 respectively. The five peaks corresponding to the exons can be seen at the respective locations (1 111, 1600 1929, 3186 3449, 4537  4716, 6329 6677). Figures 11(a)-(c) show the response of basic CDC filter of one stage, two stages and three stages CDC filter respectively. Figure  11 shows the response of CDC filter which has detected all the exons effectively and also shows higher magnitudes as compared to other signal processing methods. It is found that even one stage CDC filter produces comparatively higher magnitude than other methods at the respective exon locations. Hence one stage CDC filter is sufficient to act as efficient predictor which costs only two adders. As the number of cascaded stage increases, the magnitude of the frequency response plot also increases considerably. sharp peak at its exon location (4453  5157). The same gene has been injected to CDC filters of different stages. The corresponding responses are shown in Figure  13 . The generalized comb filter and CDC filter sense the exons effectively by showing high peak at gene locations with lower computation. Table 4 summarizes the comparison of computational complexities of the proposed comb filter based gene prediction method with existing approaches. The generalized comb filter and the CDC filter have lower computational complexity. Again these methods detect all the exons at their respective locations. CDC filter based technique is found to be more efficient than other approaches for gene prediction in terms of prediction efficiency as well as the computational complexity.
Conclusions
The proposed novel comb filter-based approaches for the prediction of protein coding regions of DNA sequences using the period-3 property have better prediction efficiency and lower computational complexity. The GCF as well as the CDC filters are found to detect the exons with considerably sharp peak at protein coding regions for eukaryotic cell and can predict the specific exons with high discriminating factor, sensitivity and specificity and low miss rate and wrong rate. The CDC approach can detect smaller exon regions having short sequences. It Table 3 . Prediction measures of DSP tools using HMR195 dataset. can therefore be used as an efficient tool for the identification of protein coding regions of DNA sequences. As such comb filter is simple in structure, involves less computational complexity and better prediction efficiency compared to the FFT-based methods and other digital filtering methods. Hence it can be used as a computationally efficient and better alternative to other DSP approach to the prediction of protein coding regions.
