For a (standard) Young tableau T on [k], say that a tableau T ′ on [n] contains T as a subtableau if the cells of T ′ containing the elements of [k] are arranged as in T . McKay, Morse, and Wilf recently introduced the idea of quasirandom permutations and used this to find the limiting probability (as n → ∞) that a tableau on [n] contains a given tableau on [k] as a subtableau. Stanley then used the theory of symmetric functions to obtain an exact formula for the number of tableaux on [n] which contain a given subtableau.
Introduction
Let T be a standard Young tableau of shape λ ⊢ k. A standard Young tableau T ′ on [n] = {1, . . . , n} is said to contain T as a subtableau if the cells of T ′ which contain the elements of [k] are arranged as in the tableau T . McKay, Morse, and Wilf [2] recently showed that the probability that T ′ contains T is f λ /k! + o(1) as n → ∞, where f λ is the number of standard Young tableaux of shape λ. In obtaining this result, they introduced the idea of quasirandom permutations. They used this to show that the probability that the sequence of values of an n-involution contains as a subsequence the sequence of values of any given k-permutation is 1/k! + o(1) as n → ∞.
This work has since been extended by Stanley [3] , who used the theory of symmetric functions and group characters to obtain (Theorem 2.2 of [3] ) an exact expression for the number N(n; λ) of tableaux of size n which contain some fixed subtableau of shape λ. This expression gives N(n; λ) as a finite linear combination of the numbers t n−j of (n − j)-involutions.
Here, motivated by the idea of quasirandom permutations, we constructively count the n-involutions that contain a given k-permutation τ = τ 1 . . . τ k as a subsequence. As shown below in Theorem 2.3, this depends on the patterns of the words {τ 1 . . . τ j } k j=1 . In Theorem 3.2, we use this result and properties of the RSK algorithm to obtain N(n; λ), thus giving another proof of the result of Stanley.
A few definitions
For the convenience of the reader, we note a few definitions which we make use of in this work. Although stated here primarily in terms of permutations, many of these ideas have generalizations; broader discussions of Young tableaux and the RSK algorithm can be found in [1, 4] .
Given a word σ = σ 1 σ 2 . . . σ n of distinct letters, the pattern of σ is the unique permutation π = π 1 . . . π n of [n] such that π i < π j iff σ i < σ j . For j ∈ [n], we call the pattern of σ 1 . . . σ j the length j initial pattern of σ. Thus 7452 has pattern 4231 and length 3 initial pattern 312. The reading word of a standard Young tableau T on [n] is the n-permutation which is obtained by reading the entries of T from left to right and bottom to top.
The Robinson-Schensted-Knuth (RSK) algorithm bijectively associates to every n-permutation π a pair (P, Q) of standard Young tableaux, where P and Q have as their common shape some partition of n. Following [4] , we refer to P as the insertion tableau and to Q as the recording tableau. In the case that π is a general word of n distinct letters, the RSK algorithm produces a pair (P, Q), where P is a tableau whose entries are the letters appearing in π and Q is a standard Young tableau of the same shape as P . Applying the RSK algorithm to the pattern of such a word yields (P ′ , Q ′ ), where P ′ is the order preserving relabeling of P with the elements of [n] and Q ′ = Q. One property of the RSK algorithm is that for a permutation π ∈ S n with corresponding pair of tableaux (P, Q), P = Q iff π is an involution. Another is that the reading word of a tableau T corresponds under RSK to (T, Q) for some tableau Q of the same shape as T .
Knuth equivalence is usually defined in terms of a set of transformations of words, so that two n-permutations π and σ are Knuth equivalent iff σ can be obtained by applying a sequence of these transformations to π. Alternatively, two n-permutations π and σ are Knuth equivalent iff they correspond under RSK to (P, Q) and (P ′ , Q ′ ) with P = P ′ .
The p-quasirandomness of involutions
We say that a permutation π = π 1 . . . π n in the symmetric group S n contains the word σ = σ 1 . . . σ k as a subsequence if the letters σ i appear in the sequence π 1 , . . . , π n in the order σ 1 , . . . , σ k . In [2] , McKay, Morse, and Wilf introduced quasirandom permutations, which are defined as follows.
Definition 2.1. Let P n ⊆ S n be a non-empty set of permutations for infinitely many values of n, and let P = ∪ n P n . For a word σ of k distinct letters from [n], let h(n, σ) be the number of permutations in P n which contain σ as a subsequence. If P n = ∅, define g(n, σ) = h(n, σ)/|P n |, the probability that π ∈ P n contains σ as a subsequence. P is quasirandom (or a quasirandom family of permutations) if, for every k ≥ 1, we have
where the maximum is over all sequences σ of k distinct elements of [n] and the limit is over those n such that P n = ∅.
The results in [2] are based upon the quasirandomness of the set of all involutions, but those results need eq. (1) to hold only for σ ∈ S k and not necessarily for arbitrary words σ of k distinct integers. This suggests the strictly weaker notion of p-quasirandom (permutationquasirandom) permutations, whose definition repeats that of quasirandom permutations except that the word σ is replaced by τ ∈ S k .
Since the set of involutions is p-quasirandom, the probability that an n-involution contains a given k-permutation as a subsequence is 1/k! + o(1) as n → ∞. In order to sharpen this result, we obtain an exact count of the n-involutions which contain a given k-permutation as a subsequence. We start with the following lemma.
Lemma 2.2. For τ = τ 1 . . . τ k ∈ S k and 0 ≤ j ≤ k ≤ n, the number of n-involutions π which contain τ as a subsequence and which map exactly j elements of
, if either j = 0 or the pattern x 1 . . . x j of τ 1 . . . τ j is a j-involution, and 0 otherwise.
Proof. Fix τ ∈ S k and an n-involution π containing τ as a subsequence. Let A = {a 1 , . . . , a j } be the elements of [k] which are mapped by π into [k], with a 1 < a 2 < · · · < a j if A = ∅. Now assume that j = 0. Since π(a i ) ∈ [k] by definition and π(π(a i )) = a i ∈ [k], π(a i ) ∈ A and the restriction of π to A is an involution in the group of permutations of A. Since π contains τ as a subsequence and a 1 is the smallest element of [k] which is mapped by π into [k] = {τ 1 , . . . , τ k }, we have π(a 1 ) = τ 1 ; in general, π(a i ) = τ i ∈ A for each i ∈ [j]. Combining this with the fact that a 1 < a 2 < · · · < a j is the ordering of A = {τ 1 , . . . , τ j } in increasing order and the fact that the restriction of π to A is an involution shows that the pattern x 1 . . .x j of τ 1 . . . τ j is an involution in S j .
If j = 0, or if 1 ≤ j ≤ k and the length j initial pattern of τ is a j-involution, we may construct the permutations π which contain τ as a subsequence and which map j elements From this lemma, we may immediately count the n-involutions which contain a fixed k-permutation τ . Theorem 2.3. For a fixed permutation τ = τ 1 τ 2 . . . τ k ∈ S k and n ≥ k, the number of involutions in S n which contain τ as a subsequence is
where the sum is taken over j = 0 and those j ∈ [k] such that the pattern x 1 . . .x j of τ 1 . . . τ j is an involution in S j .
This theorem, along with the appropriate asymptotic expansions, implies the p-quasirandomness of the set of involutions and sharpens the associated limiting probability mentioned above. We omit the details.
Subtableau containment
We now use these results to count the standard Young tableaux on [n] which contain a given standard Young tableau T on [k] as a subtableau. Consideration of the RSK algorithm shows that this is the number of n-involutions which contain as a subsequence one of the k-permutations which is Knuth equivalent to the reading word of T . Thus we need to find the number of permutations which are Knuth equivalent to the reading word of T and whose length j initial pattern is a j-involution. This is given by the following lemma. Lemma 3.1. Fix k and λ ⊢ k, and let T be a standard Young tableau of shape λ. Let T be the set of permutations which are Knuth equivalent to the reading word of T , let a 0 = f λ , and for 1 ≤ j ≤ k define a j to be the number of permutations in T whose length j initial pattern is a j-involution. Then (with f ∅ = 1)
where f λ/µ is the number of standard Young tableaux of skew shape λ/µ.
Proof. This is immediate for j = 0. For fixed j ∈ [k], we start with the following observation. If τ is a k-permutation which corresponds under RSK to the pair (P, Q) of tableaux, the following three conditions are equivalent:
(i) The length j initial pattern of τ is a j-involution.
(ii) The length j initial pattern of τ corresponds to (
is the order preserving relabeling of P ′ with the elements of [j].
Each of the f λ permutations in T corresponds under RSK to (T, Q), where Q is one of the f λ possible recording tableaux of shape λ. There are µ⊢j f λ/µ different ways that one of these recording tableaux can contain {j + 1, . . . , k}. For a fixed such arrangement α, let [α] denote the set of (recording) tableaux which contain {j + 1, . . . , k} in the arrangement α. If µ is the partition for which the shape of α is λ/µ, then there are f µ tableaux in . By the observation above, this choice of Q ′ , together with the arrangement α, gives a recording tableaux Q ∈ [α] such that (T, Q) corresponds under RSK to a permutation whose length j initial pattern is a j-involution; this is the only choice of Q ∈ [α] for which this is true. Considering all possible arrangements α of {j + 1, . . . , k}, we see that there are µ⊢j f λ/µ k-permutations in T whose length j initial pattern in a j-involution.
We note that although the values of the a j given by the lemma depend only on the shape λ of T , the number of permutations in T whose length j and j ′ = j initial patterns are both involutions depends on T and not just λ.
We may now count the standard Young tableaux of size n which contain a given tableau T of shape λ ⊢ k. Theorem 3.2. Let T be a standard Young tableau of shape λ ⊢ k. Then the number N(n; λ) of tableaux of size n ≥ k which contain T as a subtableau is N(n; λ) = k j=0 µ ⊢ j f λ/µ n − k k − j t n−2k+j .
Proof. N(n; λ) is the sum of eq. (2) over all permutations which are Knuth equivalent to the reading word of T . For j = 0, 1, . . . , k, there are exactly a j = µ ⊢ j f λ/µ permutations in T for which the range of the sum in eq. (2) includes j, from which the theorem follows.
