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Density functional theory calculations are often used to interpret experimental shifts in core level
binding energies. Calculations based on gradient-corrected (GC) exchange-correlation functionals
are known to reproduce measured core level shifts (CLS) of isolated molecules and metal surfaces
with reasonable accuracy. In the present study, we discuss a series of examples where the shifts cal-
culated within a GC-functional significantly deviate from the experimental values, namely the CLS
of C 1s in ethyl trifluoroacetate, Pd 3d in PdO and the O 1s shift for CO adsorbed on PdO(101).
The deviations are traced to effects of the electronic self-interaction error with GC-functionals and
substantially better agreements between calculated and measured CLS are obtained when a fraction
of exact exchange is used in the exchange-correlation functional. © 2014 Author(s). All article con-
tent, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported
License. [http://dx.doi.org/10.1063/1.4889919]
I. INTRODUCTION
An important application of first principles calculations
is to facilitate the interpretation of different spectroscopic
measurements. One example is X-ray photo-emission spec-
troscopy (XPS) where the combination of high resolution
data and calculations frequently are used to characterize ad-
sorbates and determine surface structures.1, 2, 49 The use of
XPS for chemical analysis is based on the fact that the core
level binding energies are sensitive to changes of the elec-
tron density in the valence region. First principles calcu-
lations within the Density Functional Theory (DFT) have
repeatedly been demonstrated to reproduce experimental core
level shifts (CLS) with reasonable accuracy. By use of local
or gradient-corrected (GC) functionals, calculated shifts are
for many systems rather insensitive to details in the form of
the exchange-correlation functional.3–5 This is related to er-
ror cancellations based on the localized nature of the core
states.6, 7
CLS are often discussed in terms of initial and final
state contributions. The initial state effect refers to the bind-
ing energy of the core electron before the photo-emission
process and is a measure of the chemical environment of
the core state. The final state effects arise from electronic
screening of the hole in the core region when the photo-
electron is removed. As the lifetime of the core hole gener-
ally is long with respect to the photo-emission process, ex-
periments measure the binding energies including final state
effects.8 The CLS is usually evaluated as the difference in
ground state total energy of the system with a core hole in
a reference atom and with a core hole in the atom of inter-
est. This is a method that assumes complete screening of the
core hole. The approach is widely used and the good agree-
ment with experiments have been demonstrated in several
cases.9–15
Although GC exchange-correlation functionals predict
CLS with reasonable accuracy, such functionals have an in-
trinsic self-interaction problem,16 i.e., a spurious interaction
of each electron with itself that arises due to incomplete
cancellation between these terms in the direct Coulomb and
exchange integrals. The self-interaction error (SIE) is mani-
fested in many electronic properties, where the underestima-
tion of the band gap of metal oxides is one well-known exam-
ple. A common scheme to correct for the SIE is to add a part
of Fock exchange in, so-called, hybrid functionals. Reduc-
tion of the SIE leads to a higher degree of electron localiza-
tion which for some systems could be accomplished with the
DFT+U methodology.17 The effects of hybrid functionals on
CLS have recently been discussed in the literature.18, 19 Binder
et al.18 investigated a set of germanium containing molecules
and showed that whereas the Ge 3d CLS evaluated within a
GC-functional had a root mean square deviation (RMSD) of
0.19 eV, a functional with a fraction of exact exchange yielded
a better quantitative agreement with experiment (RMSD of
0.09 eV). Also for water adsorbed on MgO(100), the effect of
a hybrid functional on the O 1s CLS has been calculated to be
in the range of ∼0.2 eV.19
In the present contribution, we discuss CLS of PdO and
CO adsorbed on PdO(101). These are examples where the
shifts calculated within a GC-functional deviate significantly
from the measured values and where an admixture of Fock
exchange improves the description. Moreover, as a reference,
we study the so-called ESCA molecule, ethyl trifluoroacetate.
Also in this case, the hybrid functionals yield shifts in bet-
ter agreement with experiments. The improved agreement is
analyzed in terms of the initial and final state contributions.
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II. METHODOLOGY
A. Computational method
The density functional theory is used as implemented in
the VASP code.20–22 Calculations with a gradient-corrected
functional are performed by use of the Perdew, Burke, and
Ernzerhof (PBE) form23 and inclusion of Fock exchange is
done by use of the PBE024, 25 functional. In PBE0, 25% of the
PBE exchange energy is replaced by Fock exchange.
Standard PBE Projector Augmented Wave (PAW)
potentials26, 27 are used to treat the interaction between the va-
lence electrons and the core. The same PBE potentials are
used in all calculations. The kinetic energy cut-off for the
plane-wave basis set is set to 450 eV which ensures adequate
convergence for the considered potentials and elements. Re-
ciprocal space integration over the Brillouin zone in the solids
is approximated with finite sampling using Monkhorst-Pack
grids28, 29 corresponding to 12 × 12 × 12 in the unit cell of
bulk Pd and 8 × 8 × 6 in the unit cell of bulk PdO. Isolated
molecules are treated in the  point approximation. Geome-
try optimizations are carried out at the PBE level. This is done
without any constraints, and the structures are considered re-
laxed when the largest force in the system is smaller than
0.01 eV/Å. Periodically repeated images of isolated
molecules and 2D slabs are separated by at least 12 Å.
In order to estimate both initial and final state effects, two
methods are used to evaluate the CLS. The initial contribution
can be associated with the negative of the core level eigen-
value shift.30, 31 This shift is, furthermore, closely related to
changes in electrostatic potential at the nucleus.32, 33 Here, the
initial state contribution is estimated by probing differences in
the electrostatic energy V at the nucleus of the considered
atoms.
The CLS including final state effects is calculated assum-
ing complete screening of the core hole. In this method, the
CLS is calculated as the total energy difference
CLS = [E∗ − E0] −
[
Eref∗ − Eref0
]
. (1)
Here, E∗ and E0 represent the ground state energy of the sys-
tem with and without a core hole, respectively. The complete
screening approach assumes (i) that the lifetime of the core
hole is long with respect to the photo-emission process, (ii)
that the system is in the ground state with the constraint of a
core hole, and (iii) that structural relaxations are negligible.
These are approximations that are valid for the systems con-
sidered in the present study.3 The systems with a core hole are
obtained by generating a PAW potential with an electron hole
in either the 3d shell (Pd) or the 1s shell (C and O).50 This
approach is justified as the relaxation in the core region is not
sensitive to the chemical environment.
As the periodic boundary conditions exclude the use of
charged supercells, charge neutrality needs to be maintained
in the presence of a core hole. This can be done either by
adding an extra electron to the valence or by use of a com-
pensating charge in the form of a homogeneous jellium back-
ground. Adding an extra electron is the preferred approach
for metallic systems with a high density of states (DOS) at the
Fermi level. On the other hand, for molecules (such the ESCA
molecule), insulators, and semiconductors (such as PdO), the
jellium approach is more appropriate and is, consequently,
used throughout the present study.
B. Experimental method
The HRCLS measurements were performed at beam-
line I311 at MAX IV Laboratory in Lund, Sweden.34 A nor-
mal emission angle was used and the C 1s and O 1s lev-
els were recorded with photon energies of 435 and 650 eV,
respectively. For the analysis of the recorded spectra, a de-
convolution procedure involving a Doniach-Šunijc´ line shape
together with a Gaussian is used. The sample preparation
methods have previously been described in detail.35
III. RESULTS AND DISCUSSION
The primary interest of the present study is to evaluate
the performance of DFT-based calculations to aid the inter-
pretation of XPS measurements of surfaces with and without
adsorbates.35–38 Here, we present experimental and computa-
tional results for CO adsorption on PdO(101). We will show
that inclusion of Fock exchange enhances the agreement be-
tween the calculated and measured CLS. In order to put the
results for PdO(101) surface in context, we also investigate
the gas-phase ethyl trifluoroacetate molecule. This, so called,
ESCA molecule39, 40 has over the years been intensively stud-
ied and used as a reference. By the choice of systems, we
are studying gas-phase molecules, molecules adsorbed on sur-
faces (CO on PdO(101)) and solids (bulk Pd and PdO).
A. The C 1s shifts in the ESCA molecule
The anti-anti rotamer of the ethyl trifluoroacetate
molecule (C4F3H5O2) is shown as an inset of Figure 1. This
rotamer is almost energetically degenerate with the anti-
gauche structure and both isomers are experimentally ob-
served in nearly equal amounts.41 The presented CLS are
averages of the results for the two rotamers.
The previously reported experimental results are given
in Table I. The lowest C 1s binding energy of the four car-
bon atoms is measured for the methyl group (C1). The ab-
solute binding energy is 291.2 eV.42 The binding energy of
the methylene carbon atom (C2) is shifted to higher energies
by 1.72 eV. The binding energies in the carboxylate (C3) and
trifluoromethyl (C4) groups are shifted to even higher bind-
ing energies, namely, 4.33 and 7.46 eV, respectively. Within
the PBE approximation, the calculated CLS with respect to
the carbon atom in the methyl group are 1.64, 3.94, and
7.02 eV. Whereas the CLS for C2 is within 0.1 eV of the ex-
perimental value, the shifts for C3 and C4 are underestimated
by ∼0.4 eV. A clear improvement with respect to the exper-
iments is obtained when the exchange-correlation instead is
described within the PBE0 approximation. In this case, the
discrepancy is within 0.15 eV for all carbon atoms. This result
is in agreement with a previous report using B3LYP (another
hybrid functional) and an implementation of DFT with local
basis functions.42
In order to understand the reason for the improved agree-
ment, the initial state contribution is analyzed within the elec-
trostatic V model. The initial state contribution is in both
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FIG. 1. Analysis of the valence charge density difference between PBE and
PBE0 in the region outside the PAW sphere of the different carbon atoms in
the anti-anti rotamer of the ESCA molecule.
functionals the major part of the CLS. A similar effect of
Fock exchange is calculated for the V results as for shifts
calculated in the complete screening picture. This result sug-
gests that the difference between PBE and PBE0 arises mainly
from differences in the description of the initial state, i.e.,
differences in the valence charge density before ionization.
In order to investigate this further, a Bader charge analysis
was performed.43 The Bader charges on the carbon atoms
within PBE were calculated to be 4.08, 3.70, 2.38, and 2.30
electrons for C1-C4, respectively. The corresponding values
within PBE0 are 4.08, 3.69, 2.35, and 2.27 electrons. The
differences are small but significant. This is demonstrated in
the charge density difference analysis shown in Figure 1.51
Here, the difference in valence charge density between PBE
and PBE0 is reported. The density difference is spherically
averaged around each carbon nucleus and given as a function
of the distance from the nucleus. Whereas all carbon atoms
TABLE I. Experimental C 1s shifts for the ESCA molecule, together with
the calculated CLS using different functionals in the complete screening pic-
ture and an electrostatic potential model. All theoretical shifts are averages
of the anti-anti and anti-gauche rotamers.
C 1s core level shift (eV)
Complete screening picture Potential model
C# Exp.42 B3LYP42 PBE0 PBE PBE0 PBE
1 0 0 0 0 0 0
2 1.72 1.74 1.76 1.64 1.67 1.56
3 4.33 4.48 4.47 3.94 4.12 3.74
4 7.46 7.50 7.57 7.02 6.50 6.01
show a decrease in the valence charge density close to the nu-
cleus upon inclusion of Fock exchange, C3 and C4 are most
affected. Thus, Fock exchange enhances the charge separation
in the C–O and C–F bonds, whereas the C–H bonds are less
affected. The increased ionicity in PBE0 as compared to PBE
can be rationalized by the reduction of the self-interaction er-
ror which promotes charge localization. The general nature of
this result was further investigated by calculating the CLS for
diethyl carbonate. The C 1s shift between the carbon atoms
in the methyl and ester groups were calculated to be 4.27 and
4.84 eV in PBE and PBE0, respectively.
We note that in the set of previously studied small Ge18
and Si11 containing molecules, the largest deviations with
respect to experiments were calculated for molecules with
multiple bonds to electronegative elements, such as in GeF4
(Si(OCH3)4). This suggests that similar initial state effects oc-
cur for this class of molecules.
B. The Pd 3d shift upon bulk oxidation of Pd
High resolution core level spectroscopy has recently been
used to measure the Pd 3d binding energy in PdO.35, 44 The ex-
periments were performed on oxidized Pd nanoparticles, and
oxidized Pd single crystal surfaces. In both cases, the differ-
ence between the 3d binding energy in the metal and the oxide
was measured to be 1.6 eV. This CLS is clearly underesti-
mated in PBE where it is calculated to be ∼1 eV.35, 44, 45
Here, we investigate the influence of Fock exchange on
the Pd 3d CLS between bulk palladium metal and bulk pal-
ladium oxide. As inclusion of both types of atoms in the
same computational unit cell is advantageous to obtain ac-
curate CLS, the calculations have been performed with a slab
model consisting of commensurable Pd and PdO surfaces. In
particular, the PdO(101) and Pd(100) surfaces are considered
in the (√5 × √5)R27◦ Pd(100) surface cell.2 With respect to
PdO(101), this corresponds to a slightly compressed (1.4% in
surface area) (2 × 1) surface cell. The model, which is shown
in Figure 2, consists of three layers of Pd(100) and three tri-
layers of PdO(101). That this model is sufficient to converge
the CLS with respect to the number of layers was confirmed
by PBE calculations with seven metal layers and seven tri-
layers of the oxide. The Pd 3d CLS for the small model is
calculated to be 0.90 eV, whereas the CLS for the large model
is 0.91 eV.
The PBE and PBE0 results are compared in Table II.
Within the complete screening method, the Pd 3d CLS is cal-
culated to be 2.00 eV, which, although an overestimation, is in
better agreement with the experiments. It should be noted that
the magnitude of the shift in PBE0 depends on the amount
of Fock exchange that is used and that the optimal mixing is
system and property dependent.24, 52
As in the case of the ESCA molecule, the charge separa-
tion is slightly larger in PBE0 as compared to PBE. A Bader
charge analysis gives that the metal charge in bulk PdO is 9.17
e− in PBE, whereas it is 9.11 e− in PBE0. As the valence
charge of the CLS reference atom (Pd in the metal) is unaf-
fected by the functional, this suggests that a part of the CLS
change can be attributed to initial state effects. This is consis-
tent with the results from V calculations which are shown
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FIG. 2. Side (a) and top (b) and (c) views of the PdO(101) overlayer on
Pd(100). The unit cell is drawn as a dashed black line.
in Table II. The initial state contribution is in both functionals
a large part of the total CLS. In PBE, the final state effects
amounts to 0.20 eV, whereas it is 0.67 eV in PBE0. This re-
sult is slightly different from the ESCA molecule where the
final state effects were calculated to be similar for PBE and
PBE0. This indicates that the band gap that develops for PdO
in PBE0 also affects the results.
In order to understand the final state effects, the systems
with the core hole were investigated in detail. A Bader charge
analysis of the valence charge distribution shows that in both
the metal and oxide, the core excited Pd atom gains close to
one valence electron as a result of electronic screening. This
result is valid for both functionals and indicates that a deeper
analysis of the screening process should be performed. We do
this by investigating the electronic DOS.
As the screening charge on the Pd atoms will be mainly
of d character, we focus on the Pd 4d states. In Figure 3, the
projected density of states (PDOS) on a bulk atom before and
after core excitation is shown. For the metal (bottom panels),
the initial PDOS shows the almost filled d-band that cuts the
Fermi energy, whereas the final state PDOS reveal a com-
pletely filled local d-band. The two functionals are providing
similar results. We note that the width of the d-band is larger
(and actually overestimated) in PBE0.46
TABLE II. Calculated Pd 3d CLS (eV) in the complete screening picture
and the electrostatic potential model using the PBE and PBE0 functionals.
Complete screening Potential
picture model
Pd atom PBE PBE0 PBE PBE0
Pd (bulk) 0 0 0 0
PdO (bulk) 0.90 2.00 0.70 1.33
FIG. 3. Electronic DOS projected on the d-states of a bulk Pd atom in Pd and
PdO with the PBE or PBE0 functionals, both before (gray) and after (red)
creation of a core hole. The one-electron Kohn-Sham energies are broadened
with a 0.3 eV Gaussian. The PDOS is for PdO reported with respect to the
highest occupied level.
Turning to PdO (top panels), the occupied PDOS in the
initial state is similar for the two functionals. One important
difference is instead the band gap that appears when Fock ex-
change is included.45 In PBE0, we calculate a Kohn-Sham
band gap of 1.7 eV. Experimentally, the band gap of PdO
has been determined to be 0.8 eV (optical47) and 1.5 eV
(conductivity48), respectively. Creation of a core hole in PdO
again leads to stabilisation of the occupied states. Screening
of the core hole results in occupation of d states that initially
are unoccupied. Because the sum of Kohn-Sham eigenvalues
constitutes a large part of the total electronic energy, it is clear
that the electronic relaxation energy in the oxide, as com-
pared to the metal, will be reduced in PBE0 owing to the band
gap.
The present calculations are performed by use of a
metal/metal-oxide interface. In principle, this could affect
the screening in the oxide by access of mobile electrons
from the metal. However, the core hole screening in the in-
vestigated oxide is metal-like in the sense that many atoms
contribute equally to the screening charge. Thus, the pres-
ence of the Pd metal substrate will not affect the core hole
screening significantly. The situation is rather different for
the ESCA molecule where the screening charge mainly orig-
inates from the nearest neighbour atoms. Note that the Pd 3d
CLS calculated for Pd(111) with PBE and PBE0 are similar,
−0.30 and −0.30 eV, respectively. This is in agreement with
the common experience that PBE is suitable for pure metal
systems.
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FIG. 4. Measured O 1s binding energies for the clean and CO-covered
PdO(101) surface, together with theoretical shifts calculated with the PBE
and PBE0 functionals. Aside from a Pd 3p3/2 peak and a surface hydroxyl
contamination peak, the deconvolutions are: bulk-like fourfold coordinated
oxygen atoms (gray), threefold coordinated surface oxygen atoms (black),
and oxygen in adsorbed CO (red).
C. The O 1s shift of CO adsorbed on PdO(101)
The experimental results for the O 1s spectra after CO
adsorption on PdO(101) at 100 K are shown in Figure 4.
The bottom panel shows the spectrum obtained from the bare
PdO(101) surface, whereas the top panel is the result after CO
exposure. The O 1s spectra are somewhat obscured by the Pd
3p3/2 peak that appears in the same energy range. The spec-
trum for the bare surface is deconvoluted into three peaks.
The large peak at 529.8 eV is assigned to O atoms in bulk
PdO, whereas the peak at 529.0 eV is assigned to O atoms at
the surface. The small peak at 531.6 eV has previously been
attributed to hydroxyl groups.38 Upon CO exposure, a new
feature appears at 534.1 eV which is attributed to adsorbed
CO. This peak is shifted by 4.3 eV with respect to O 1s in the
PdO bulk.
CO can adsorb in either an atop or a bridge configura-
tion on PdO(101). At a coverage of 0.5 ML (with respect to
threefold Pd sites), the two sites are within PBE calculated
to be energetically degenerate with an adsorption energy of
1.46 eV.53 For a five trilayer PdO(101) slab, the O 1s CLS
within PBE of CO with respect to PdO bulk is 1.16 eV and
2.95 eV for the bridge and atop configuration, respectively.54
A comparison between the calculations and the experiments
in Figure 4 suggests that the bridge CO signal is masked by
the Pd 3p3/2 and hydroxyl components and that the peak at
534.1 eV originates from atop CO. Applying the PBE0 func-
tional to atop CO results in a CLS of 4.07 eV which is close
to the experimental value. Also the CLS for bridge CO is
increased by 1 eV to 2.10 eV.
Using the V model, we estimate the initial state contri-
bution to the CLS of atop CO to be 2.26 eV and 3.21 eV in
PBE and PBE0, respectively. Thus, the contribution in the fi-
nal state CLS from electronic screening amounts in both cases
to about 0.8 eV and the difference between the complete PBE
and PBE0 shifts can be understood in terms of initial state ef-
fects. The Bader charges for oxygen in bulk PdO are 6.79 e−
(PBE) and 6.85 e− (PBE0). The corresponding values for oxy-
gen in adsorbed CO are 7.01 e− (PBE) and 7.03 e− (PBE0).
Whereas the Bader charge associated with the oxygen atom
in the adsorbate is very close in PBE and PBE0, the atomic
charge of the oxygen atom in the bulk of the oxide is 0.06
e− higher in PBE0 as compared to PBE. This is a situation
that is similar to the ESCA molecule and the Pd 3d CLS for
bulk PdO, where the inclusion of Fock exchange is found to
promote the charge separation.
In a previous study,19 the O 1s core level shifts of wa-
ter adsorbed on MgO(100) were investigated with both PBE
and PBE0. In this case, the two functionals predict similar
CLS. To understand this, we reproduced the calculations for a
(3 × 2) partially dissociated H2O monolayer on MgO(100)
with our computational setup. The CLS of interest are those
of adsorbed H2O, adsorbed OH, surface O, and surface OH
with respect to O in the bulk of the MgO. For these species,
we find that the initial state contribution makes up the major-
ity of the CLS and that differences in the initial state contri-
bution between PBE and PBE0 only amounts to about 0.1 eV.
A Bader analysis of the valence charge density shows that the
O atoms in the different species consistently gain 0.01-0.02
electrons in PBE0 as compared to PBE. Hence, the differ-
ences in charge separation are not altered by inclusion of Fock
exchange for this system and clarifies why the differences
in the initial state contribution between PBE and PBE0 are
small. Furthermore, the system has a large band-gap (∼2.7 eV
in PBE) which prevents the occupation of previously empty
states during the screening process. This provides an explana-
tion why the final state contributions to the CLS are not much
influenced by the inclusion of Fock exchange.
IV. CONCLUSIONS
Density functional theory calculations with gradient-
corrected exchange-correlation functionals have repeatedly
been demonstrated to reproduce experimental CLS with rea-
sonable accuracy. Here, we have investigated examples that
illustrate limitations of such functionals with the aim to iden-
tify cases where usage of higher-level functionals is desirable.
As XPS is sensitive to charge transfers, the exchange of elec-
trons has to be well described in order to accurately determine
the CLS without relying too much on a cancellation of er-
rors. With gradient-corrected functionals, the self-interaction
error can lead to an underestimation of charge transfer in po-
lar bonds, which yield too small CLS. In the current work, this
is illustrated by calculations for the ESCA molecule and CO
adsorbed on the PdO(101) surface. In solid systems, screen-
ing of the core hole can entail occupation of previously empty
states. Thus, the general underestimation of band gaps within
gradient-corrected functionals can then lead to an underesti-
mation of the final state contribution, as shown in the present
work by comparing the CLS of bulk palladium oxide and bulk
palladium.
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