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Theoretical Performance Analysis of Vehicular
Broadcast Communications at Intersection and their
Optimization
Tatsuaki Kimura and Hiroshi Saito
Abstract—Cooperative vehicle safety (CVS) systems are a
key application of intelligent transportation systems because
they include many applications, such as cooperative collision
warning. In CVS systems, vehicles periodically broadcast their
information, e.g., position and speed. In this paper, we propose an
optimization method for the broadcast rate in vehicle-to-vehicle
(V2V) broadcast communications at an intersection on the basis
of theoretical analysis. We consider a model in which locations
of vehicles are modeled separately as queuing and running
segments and derive key performance metrics of V2V broadcast
communications via a stochastic geometry approach. Since these
theoretical expressions are mathematically intractable, we devel-
oped closed-form approximate formulae for them. Using them,
we optimize the broadcast rate such that the mean number of
successful receivers per unit time is maximized. Because of the
closed form approximation, the optimal rate can be used as a
guideline for a real-time control-method, which is not achieved
through time-consuming simulations. We evaluated our method
through numerical examples and demonstrated the effectiveness
of our method.
I. INTRODUCTION
Intelligent transportation systems (ITSs) are promising
technology for improving safety for drivers/pedestrians and
the efficiency of transportation [1]. In general, vehicle-to-
infrastructure (V2I) and vehicle-to-vehicle (V2V) communica-
tions play a key role in achieving ITSs. These communications
are commonly based on narrow-band dedicated short range
protocols (DSRC). For instance, wireless access in vehicular
environments (WAVE) is the protocol suite adopted in the U.S.
In WAVE, IEEE 802.11p [2] is standardized for the media
access control (MAC) and physical layers.
Cooperative vehicle safety (CVS) systems [4] are one of
the key applications of ITSs using V2V communications. CVS
systems include many applications such as cooperative colli-
sion warning and emergency brake lights [5]. In these systems,
vehicles periodically broadcast their information e.g., positions
(Global Positioning System; GPS), speed, and braking status,
so that vehicles can track the positions of other vehicles and
avoid traffic congestion, collisions, or unknown hazards. CVS
systems have been attracting much attention in recent decades
because these applications will drastically change our lives.
Because of the critical nature of CVS systems, their per-
formance analysis and management are hot research topics.
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Broadcasting with a high transmission power and high broad-
cast rate in congested roadways may significantly degrade the
wireless communication quality due to high interference. To
reduce the interference caused by a large number of vehicles
sharing the same channel, several schemes have recently
been proposed to adaptively control the transmission power
or broadcasting rate [5], [6], [7], [8], [9], [10]. However,
most of these schemes are not based on theoretical analysis
and are commonly evaluated through simulations. Because
the environments in which V2V communications occur may
quickly and frequently change, a more general understanding
of performance is crucial to effectively control CVS systems.
Furthermore, most studies consider only homogeneous envi-
ronments, such as multi-lane highways, in which vehicles
are distributed with the same traffic density. However, to
deploy CVS systems in urban environments, more realistic
inhomogeneous situations, such as intersections, must be taken
into account. More specifically, the density of vehicles near
an intersection is much higher than that on a normal road
due to queuing vehicles and crossing streets, and thus the
interference near the intersection also becomes much higher.
As a result, the communication quality at an intersection
is very different from that in homogeneous environments.
Recently, an optimization of transmission power of vehicles
at an intersection was theoretically analyzed [29]. However,
the obtained analytical results are highly complicated and
mathematically intractable, and thus the analysis cannot be
applied to real-time control due to its high computational time.
In this paper, we propose an optimization method for V2V
broadcast communications at an intersection on the basis of
theoretical analysis. By deriving performance metrics of V2V
broadcast communications and expressing them as tractable
approximate formulae, we can optimize the broadcast rate
in a reasonable computational time so that the number of
successful receivers per unit time is maximized. We consider
an intersection model, in which locations of vehicles are
separated into queuing segments and running segments. In the
former, vehicles are assumed to be queuing at even intervals;
and in the latter, vehicles are distributed in accordance with
a homogeneous Poisson point process (PPP). By using a
stochastic geometry approach, theoretical values are derived
for the two key performance metrics of V2V broadcast com-
munications: the probability of successful transmission and the
mean number of successful receivers. The former is defined
as the probability that the signal-to-interference-ratio (SIR)
of a receiver exceeds a certain threshold, and the latter as
2the expected number of vehicles that can successfully receive
information from a transmitter. However, these results from
exact analysis are expressed in non-analytical form and require
time-consuming numerical computation. Thus, they are too
complicated for not only the forms of the function to be
understood but also their system parameters to be optimized.
To address this problem, we developed a closed-form approx-
imation for the performance metrics by assuming sufficiently
large queues. Using the approximate formulae, we optimize
the broadcast rate of vehicles that maximizes the number of
successful receivers per unit time. The closed-form expression
enables us to easily compute the optimal broadcast rate without
time-consuming numerical computation. Therefore, our opti-
mization method can be applied to real-time broadcast rate
control for CVS systems to mitigate the interference problem
caused by congestion. Numerical results revealed the proposed
optimization could mitigate the interference problem at an
intersection. We also found that our approximation fitted well
to both simulation and exact analysis.
The remainder of this paper is organized as follows. Sec-
tion II summarizes previous studies. In Section III, we explain
the system model considered in this paper. Section IV presents
the approximate analysis of the key performance metrics of
V2V communications at an intersection. In Section V, we
provide a broadcast-rate-optimization method based on the
analytical results. Finally, we discuss several numerical exper-
iments in Section VI, and conclude the paper in Section VII.
II. RELATED WORK
Due to the importance of ITSs, there have been a lot of
studies in the area of the performance evaluation of V2I/V2V
communications in the past decade. Most of the earlier work
is simulation-based [9], [11], [12], [13]. However, simulation-
based approaches often require much computational time and
resources. The previous work [14], [15], [16], [17] conducted a
theoretical analysis of the CSMA behaviors of IEEE 802.11p
on the basis of a Markov chain model approach. Fallah et
al. [14] studied the impact of the rate and range of broadcasting
on network performance in a highway environment consid-
ering the hidden terminal problem. Han et al. [16] and Yao
et al. [17] analyzed the enhanced distributed channel access
(EDCA) behavior in IEEE 802.11p, in which different access
categories have different contention windows and arbitration
inter-frame space. However, these studies did not consider the
geographical effects or interference in V2V communications
and assumed only simple communication scenarios.
To reduce the interference of V2V broadcast communica-
tions, several adaptive control schemes for transmission power
[5], [9], [10] or broadcasting rate [5], [6], [7], [8] have recently
been proposed. The method proposed by Moreno et al. [9]
adaptively controls the transmission power of vehicles so that
their max-min fairness is satisfied. In [10], a segment-based
power control method based on a distributed vehicle density
estimation algorithm is proposed. Huang et al. [5] developed
broadcast rate and power control algorithms, in which the rate
is determined by estimating the channel error rate and the
power is determined by observing the channel status. Tielert
et al. [8] introduced a rate adaptation algorithm based on the
channel busy ratio. Most recently, Fallah et al. [7] updated the
algorithm of [6] so that the power changes in each iteration
can be configurable and stable. None of the adaptive control
methods above was based on theoretical interference analysis
and were considered in simple environments such as multi-lane
highways, in which vehicles are running in the same direction
with the same traffic density. However, theoretical guidelines
for more realistic situations, such as intersections, are crucial
to deploy CVS systems in more complex urban environments.
Stochastic geometry is a powerful mathematical tool for
modeling random spatial events and has been applied to the
area of vehicular networks [21], [22], [23], [24], [28], [29],
[26], [27], [25]. By modeling the locations of communication
devices, such as vehicles and road side units (RSUs), as a
spatial point process, theoretical values of various performance
metrics can be calculated. Such mathematical understanding
of the ITS system not only frees us from time consuming
simulation but also helps in optimizing system parameters
or analyzing their sensitivity. In previous studies [23], [24],
the behavior of CSMA used in DSRC was analyzed. More
specifically, Nguyen et al. [23] showed that CSMA behaves
like an ALOHA-type transmission pattern in dense networks
and derived the theoretical expression of performance metrics
in broadcast V2V communications while assuming that vehi-
cles are distributed in accordance with spatially homogeneous
PPP. In addition, Tong et al. [24] studied the performance of
DSRC in both the spatial and time domains by using a Markov
chain model approach for CSMA, which is similar to that of
Nguyen et al. [25]. More recently, Chetlur and Dhillon [26]
studied V2V communications where vehicles are distributed
on roads that is randomly distributed according to Poisson
line process. Similarly, by considering the spatial patterns
of and vehicles on roads and cellular base stations together,
Choi and Baccelli [27] analyzed the coverage probability
of cellular-assisted vehicular communications. However, the
above studies considered only homogeneous situations and
did not consider power or broadcast rate control. Similar to
us, Steinmetz et al. [28] analyzed packet reception probability
at an intersection by modeling the locations of vehicles as
a homogeneous PPP. They also considered an inhomogeneous
PPP scenario as an extension, but no specific intensity function
of vehicular density was given. In our previous study [29],
we directly modeled the queueing segment in an intersection
and proposed optimization of transmission power based on
theoretical analysis. However, the obtained analytical results
are highly complicated and mathematically intractable. Con-
trary to these studies, we propose a real-time broadcast rate
optimization method by deriving tractable results.
III. MODEL DESCRIPTION
In this section, we explain the system model. Figure 1
shows a conceptual image of our model. We consider an
intersection where two streets are crossing. One street runs
parallel along the x-axis, and the other along the y-axis. On the
street along the x-axis, vehicles are queuing, i.e., stopped, at
the intersection, and on both streets, vehicles are running. We
3Fig. 1. System model. Vehicles in running segment (SR) are distributed
in accordance with homogeneous PPP with intensity λx or λy . Intervals of
vehicles in queueing segment (SQ) are fixed value lv . n+ and n− represent
number of vehicles stopping at intersection.
call these parts a queuing segment SQ or a running segment
SR. In addition, SRx and SRy denote the running segments
on the x- or y-axis, respectively. We assume that vehicles in
SR are distributed in accordance with a homogeneous PPP on
each street. Let λx and λy denote the intensity of vehicles in
SRx and SRy . Let n+ and n− denote the numbers of vehicles
stopped at an intersection in each part, where the subscript
{+,−} represents the positive or negative part on the x-axis.
We assume that vehicles have length lv and the widths of the
streets (i.e., those of vehicles) are negligible. Note that there
is no queue on the y-axis because we consider the case where
the traffic signals on the y-axis are green. We can apply the
same discussion in this paper to the case where those on the
x-axis are green.
We next explain the channel model. Vehicles periodically
broadcast a packet and each transmission requires L [sec.].
We assume that vehicles in SQ independently transmit with
rate θ ∈ (0, 1/L) [1/sec.] and those in SR with θ0 ∈ (0, 1/L).
If time is slotted and each slot size is L, then each vehicle
transmits at each time-slot in accordance with an independent
Bernoulli distribution. More specifically, the probability (i.e.,
the parameter of Bernoulli distribution) that each vehicle in
SQ (resp. in SR) is transmitting in each time slot is ρ , θL ∈
(0, 1) [resp. ρ0 , θ0L ∈ (0, 1)]. Since θ and ρ (θ0 and ρ0)
have one-to-one correspondence, we only consider ρ and ρ0
hereafter. We also assume that vehicles currently transmitting
cannot receive a packet from other vehicles at the same time.
The transmission power of all vehicles is normalized to 1.
Antenna gain is assumed to be equal to 1 throughout this
paper. In addition, all transmission channels have the effect
of Rayleigh fading and h denotes the random variable that
represents the fading gain. The path loss model is r−α for
distance r ∈ R+ and where α > 1 is a path loss exponent.
Thus, the received power from vehicle xi at distance r can be
expressed as hir
−α. Table I summarizes the notations used in
this paper.
Note that CSMA is designed as the MAC layer protocol in
IEEE 802.11p [30]. Since vehicles that are close to each other
do not transmit simultaneously in CSMA, hard-core point
processes have been used for modeling such CSMA-based pro-
tocols [24], [25], [31]; however, they are not mathematically
tractable because they are obtained by dependent thinning of
TABLE I
LIST OF NOTATIONS
lv length of vehicle
SR set of vehicles running on street
SRx set of vehicles running on street along x-axis
SRy set of vehicles running on street along y-axis
SQ set of vehicles stopping/queueing at intersection
ρ, ρ0 probability that vehicles in SQ and SR are transmitting
λz intensity of vehicles in SR (z ∈ {x, y})
n∗ number or vehicles stopped at intersection (∗ ∈ {+,−})
hi fading variable
IR interference from vehicles in SRs
IQ interference from vehicles in SQs
a PPP. In addition, Nguyen et al. [23] claimed that CSMA
behaves like an ALOHA-type transmission pattern in dense
networks. This is mainly because there are nodes that choose
the same back-off counter due to finite collision window size in
the binary exponential backoff of CSMA [23]. Indeed, Tong
et al. [24] showed that results with an ALOHA-type model
were similar to those obtained by NS2 simulation that models
the CSMA behavior in their numerical examples. Therefore,
we assume that transmitting vehicles use the ALOHA-type
MAC protocol and model the locations of vehicles by a PPP.
Note that in such a model, each vehicle attempts to transmit
a packet with a certain probability in each time slot, and thus
the positions of transmitters can be modeled by independent
thinning of the original PPP (see e.g., [21]).
Let I denote a random variable representing the total
received interference, from all the vehicles. If we consider the
tagged channel in which the communication distance is equal
to r, the signal-to-interference-ratio (SIR) can be written as
SIRr = hr
−α/I. We then define the probability of successful
transmission as the probability that the SIR of a tagged
receiver exceeds a threshold T , i.e.,
p(r) , P(SIRr > T ) = P
(
hr−α
I
> T
)
(a)
= EI [exp (−TrαI)] = LI(Trα), (1)
where LI(s) is the Laplace transform of I and (a) holds due
to Rayleigh fading assumption.
A. Performance Metrics
In this section, we provide theoretical expressions of per-
formance metrics of V2V communications.
1) Interference distributions: We first consider the inter-
ference from vehicles in SQ. For this purpose, we assume
that a tagged receiver is in the positive part on the x-
axis and at distance d from the intersection. In addition, let
dm = |d − mlv| (1 ≤ m ≤ n− + n+) denote the distance
between the tagged receiver and the m-th vehicle from the
intersection. Therefore, the total interference power received
from SQ is IQ ,
∑n
−
+n+
m=1 hmδmd
−α
m , where δm = 1 if the
m-th vehicle transmits, and δm = 0 otherwise. Recall that hm
is exponential with mean 1 (the Rayleigh fading assumption).
Recall also that the vehicles in the SQ are transmitting with
4the probability ρ. Therefore, the Laplace transform of IQ,
LIQ(s | d) , EIQ [exp(−sIQ) | d], is equal to
LIQ(s | d) = EIQ
[
exp
(
−s
n
−
+n+∑
m=1
hmδmd
−α
m
)∣∣∣∣∣ d
]
=
n
−
+n+∏
m=1
[
ρ
1 + s(dm)α
+ 1− ρ
]
. (2)
We next consider the interference from the vehicles in SR.
Similar to the previous case, we assume that a tagged receiver
is at distance d from the intersection in the positive part on the
x-axis. Let ΦXR and Φ
Y
R denote PPPs corresponding to SRx
and SRy . The total interference from Φ
X
R can be represented
as IXR =
∑
xi∈ΦXR
hi|xi − d|−α. Recall that vehicles in
SR transmit with probability ρ0. By following a well-known
computation of the Laplace functional of the Poisson point
process (see e.g., Proposition 1.5 and Corollary 2.9 in [32]),
we can compute the Laplace transform of IXR as follows.
LIXR (s) , EIXR

exp

−s ∑
xi∈ΦXR
hiδi
|xi − d|α




= exp
(
−ρ0λx
∫ ∞
−∞
s
|x|α + sdx
)
= exp
(
−ρ0λx 2pi
α
cosec
(pi
α
))
. (3)
Note that the distance from the tagged transmitter to a vehicle
at distance y from the intersection on the y-axis is equal to√
y2 + d2. Thus, if IYR denotes the total interference from Φ
Y
R ,
we have IYR =
∑
yi∈ΦYR
hi(y
2
i + d
2)−α/2. Therefore, similar
to (3), we obtain (see also Section 2 in [29]),
LIY
R
(s | d) , EIY
R

exp

−s ∑
yi∈ΦYR
hiδi
(y2i + d
2)
α
2


∣∣∣∣∣∣ d


= exp
(
−ρ0λy
∫ ∞
−∞
s
(y2 + d2)
α
2 + s
dy
)
. (4)
2) Probability of successful transmission: Note that the
total interference from all the vehicles can be represented as
I = IQ+I
X
R +I
Y
R . Thus, by applying this to (1), we can easily
obtain the probability of successful transmission as follows.
Proposition III.1 If a transmitter is at distance d from an
intersection, the probability of successful transmission to a
receiver at distance r from the transmitter on the x-axis is
given by
p(r) = LIQ(Trα | d′)LIXR (Tr
α)LIYR (Tr
α | d′), (5)
where d′ = d + r if the receiver is on the right-hand side of
the transmitter, and d′ = |d− r| otherwise.
Although Proposition III.1 only shows the case where a
transmitter and receiver are on the x-axis, we can easily
consider the case where they are on the y-axis.
3) Mean number of successful receivers: Using Proposi-
tion III.1, we can also obtain the mean number of successful
receivers, which is defined as the expected number of vehicles
to which the tagged transmitter can transmit. The same metric
is also considered by Nguyen et al. [23] under a homoge-
neous PPP environment. Recall that there are three types of
receivers: vehicles in SQ, in SRx , and in SRy . Recall also
that vehicles transmitting radio waves cannot simultaneously
receive information from other vehicles. As a result, we obtain
the following result.
Proposition III.2 The mean number of successful receivers
M for a vehicle distance d > 0 from an intersection is given
by
M = (1− ρ)
n+∑
i=−n
−
p(|d− ilv|) + (1 − ρ0)
×
[
λx
∫
R
p(r)dr + λy
∫
R
p(
√
d2 + r2)dr
]
. (6)
IV. APPROXIMATE ANALYSIS
Although theoretical values of the performance metrics
can be obtained as in Propositions III.1 and III.2, they are
expressed in non-analytical forms (especially, due to the terms
related to the interference from SQ) [see (2)–(6)]. Therefore,
it is difficult not only to see the impacts of various param-
eters on them but also to optimize their system parameters
because of time-consuming numerical computation. To solve
this problem, we attempt to obtain a simple approximation
for p(r) and M that depends only on system parameters by
assuming that the queue length is sufficiently large. We then
optimize the broadcast rate of vehicles in SQ (see Section V).
In accordance with the closed-form approximation, we can
solve the optimization problem in a reasonable computational
time, and thus, the proposed method can be applied to real-
time broadcast rate control for CVS systems.
In general, the characteristics of p(r) and M depend on the
location of the tagged transmitter. To obtain approximation
formulae, we consider three typical locations of the trans-
mitter instead of considering arbitrary locations: the tagged
transmitter is in the positive part on the x-axis and (A) at
the intersection, (B) at the end of the queue, and (C) in the
middle of the queue (see Figure 2). Since a vehicle at (or
near) the intersection (case (A)) is affected by interferences
from both parts (x- and y-axes) and queues, it is expected
to have the worst performance. A vehicle near the end of
the queue (case (B)) is said to be in an intermediate state of
vehicles between the queuing and running segments. In case
(C), if the queue is sufficiently long, the performance can be
approximated as vehicles stopping at even intervals on a long
1-d line. As shown later, the performance of vehicles at other
positions in the queue can be estimated by interpolating those
in cases (A)–(C) (detailed discussion is in Section VI-C). In
addition, we can estimate the other cases where the transmitter
is in SRx or in SRy and far from the queue by ignoring the
effect of the queue and considering vehicles homogeneously
distributed on a 1-d line. Therefore, we analyze cases (A)–(C)
because they characterize the effect of the intersection.
5Fig. 2. Three typical cases considered in Section IV: (A) target transmitter
is at intersection, (B) at end of queue, and (C) in middle of queue.
As we will see later, we can calculate the analytical values
of LIXR (Trα) and LIYR (Trα) in special cases, such as α ∈ N.
However, the term LIQ(Trα), i.e., the interference from SQ,
cannot be expressed in an analytical form even in such cases.
Therefore, we mainly focus on giving a closed-form approxi-
mation for LIQ(Trα) in this paper. The obtained approximate
formulae for LIQ(Trα) basically hold under conditions in
which α ∈ N and queue lengths n+ and n− are sufficiently
large.
A. Case (A): Transmitter at Intersection
We first consider case (A), where the transmitter is at an
intersection. As mentioned in Section III-A3, there are three
types of receivers: a receiver in SQ, in SRx , and in SRy .We
first provide approximation for the probability of successful
transmission when transmitting to a receiver in SQ. Note that
if a receiver is in SQ and the i-th vehicle from the intersection,
the communication distance is equal to ilv. The main idea
is the approximation of LI(s | d) by considering a large
queue. By expressing logLI(s | d) as an infinite series of the
interference from each vehicle in the queue and considering
a large queue, we can obtain a closed form approximation of
p(r). Detailed explanation for the derivation of the formulae
below is given in Appendix A-A.
Approximate formulae of p(r) in case (A): Suppose that
the transmitter is at an intersection. If (1 − ρ)T ≥ 11 and
α ∈ N, the probability of successful transmission can be
approximated as follows. (i) If a receiver is the i-th vehicle
from an intersection, then
p(ilv) ≈ K(ρ)
1− ρ exp
[(
2ξα,T (ρ)− ρ0
(
λxC
X
α,T + λyC
Y
α,T
)
lv
)
i
]
,
(7)
where
ξα,T (ρ) = (α+ κ1,α − κ2,α)((1 − ρ)1/α − 1)T 1/α, (8)
κ1,α = α
∞∑
k=1
(−1)k+1
αk − 1 , κ2,α = α
∞∑
k=1
(−1)k+1
αk + 1
, (9)
1A typical value of the outage threshold T is 10–15 dB (for example,
10 ∼ 15 dB (≈ 10 ∼ 35.63) in IEEE 802.11p). In addition, the optimal
ρ was often less than 0.4 in our experiments. Thus, this assumption can be
considered as valid. In addition, we can also derive an approximate formula
for other cases using the results in Appendix A.
and
K(ρ) =
1 + T
1 + (1− ρ)T
, (10)
C
X
α,T = 2T
1
α
pi
α
cosec
(
pi
α
)
, C
Y
α,T =
∫
R
Tdy
(y2 + 1)
α
2 + T
, (11)
(ii) if a receiver is in SRx at distance r > 0 from the
intersection, then
p(r) ≈ K(ρ) exp
[(
2ξα,T (ρ)
lv
− ρ0
(
λxC
X
α,T + λyC
Y
α,T
))
r
]
,
(12)
and (iii) if a receiver is in SRy at distance r > 0 from the
intersection, then
p(r) ≈
K(ρ)
(1− ρ)2r
exp
[(
−
2ρ
(α+ 1)(1− ρ)T lv
+
2ξα,T (ρ)
lv
− ρ0
(
λxC
X
α,T + λyC
Y
α,T
))
r
]
. (13)
Remark IV.1 If α = 2, 4, CYα,T can be computed as follows.
CY2,T =
T√
1 + T
, CY4,T =
√
T
√√
1 + T − 1√
2
√
1 + T
.
Remark IV.2 The above approximate formulae (7), (12), and
(13) suggest that, in our approximation, the probability of suc-
cessful transmission decreases geometrically with the distance
to receivers, and the decay rate is determined by only system
parameters. In addition, if the parameters α and T that depend
on a system or environment are given in advance, κ1,α, κ2,α,
CXα,T and C
Y
α,T can be regarded as constant.
The approximate formulae (7), (12), and (13) suggest that,
in our approximation, the probability of successful transmis-
sion decreases geometrically with the distance to receivers.
For example, if a receiver is in SQ, then the geometric decay
rate is equal to
exp
(
2ξα,T (ρ)− ρ0
(
λxC
X
α,T + λyC
Y
α,T
)
lv
)
,
which is determined by only system parameters and can be
easily computed using (8)–(11). The same applies to the case
where a receiver is in SRx or SRy .
From the results in the previous section, we can approximate
the mean number of successful receivers. Since the approxi-
mate formulae of p(r) are expressed in a geometric form,
we can also obtain a closed-form approximation for M . Let
MQ(ρ), MRX (ρ), and MRY (ρ) denote the mean numbers of
successful receivers in SQ, SRx , and SRy , respectively. First,
applying (7) to Proposition III.2 and considering sufficiently
large n+ and n−, we obtain
MQ(ρ) ≈ 2(1− ρ)
∞∑
i=1
p(ilv).
Similar to the above, from (12) and (13), we can approximate
MRX (ρ) and MRY (ρ) as follows. Thus, under the same con-
ditions as in p(r), we obtain their approximation as follows.
6Approximate formulae of M in case (A):
MQ(ρ) ≈
2K(ρ) exp
(
2ξα,T (ρ)− ρ0(λxC
X
α,T + λyC
Y
α,T )lv
)
1− exp
(
2ξα,T (ρ)− ρ0(λxCXα,T + λyC
Y
α,T )lv
) ,
(14)
MRX (ρ) ≈
2K(ρ)(1− ρ0)λxlv
2ξα,T (ρ)− ρ0(λxCXα,T + λyC
Y
α,T )lv
, (15)
MRY (ρ) ≈ 2(1− ρ0)λylvK(ρ) [2ξα,T (ρ)− 2 log(1− ρ)
−
2ρ
(α+ 1)(1− ρ)T
− ρ0(λxC
X
α,T + λyC
Y
α,T )lv
]
−1
. (16)
B. Case (B): Transmitter at End of Queue
We next consider case (B), where the transmitter is at the
end of the queue. In this case, the transmitter is far from the y-
axis due to the queueing segment. Therefore, the interferences
from the vehicles in SRy and the receivers in SRy are both
negligible. This case can be divided into three sub-cases: a
receiver is in (i) SQ, in (ii) SRx in the negative direction,
or (iii) SRx in the positive direction, i.e., the left-hand side
of the transmitter or the right-hand side (see Figure 2). Since
the interference from the vehicles in SRy is relatively much
smaller than that from SQ and SRx , the term LIY (Trα) is
negligible, i.e.,
p(r) ≈ LIQ(Trα)LIRX (Tr
α). (17)
We then have the following results, in which p(r) also de-
creases geometrically as r increases; however, the decay rate
is different from that in case (A). Detailed explanation for the
derivation of the formulae below is given in Appendix A-B.
Approximate formulae of p(r) in case (B): Suppose that
the transmitter is at the end of the queue and (1 − ρ)T ≥ 1.
If α ∈ N, the probability of successful transmission can be
approximated as follows. (i) If a receiver is in SQ and the i-th
vehicle from the end of the queue, then
p(ilv) ≈ K(ρ)e
ρ
2(1−ρ)T (1− ρ)i−
1
2 e(βα,T (ρ)−ρ0λxC
X
α,T lv)i (18)
where
βα,T (ρ) = ξα,T (ρ) +
ρ
(1− ρ)(α + 1)T , (19)
(ii) if a receiver is in SRx in the negative part and at distance
r > 0 from the end of the queue, then
p(r) ≈ K(ρ)e
ρ
2(1−ρ)T (1− ρ)
r
lv
+ 1
2 e
(
βα,T (ρ)
lv
−ρ0λxC
X
α,T
)
, (20)
and (iii) if a receiver is in SRx in the positive part and at
distance r > 0 from the end of the queue, then
p(r) ≈
√
K(ρ)(1− ρ)
−
r
lv exp
[(
ξα,T (ρ)
lv
−
ρ
(α+ 1)(1− ρ)T lv
− ρ0λxC
X
α,T
)
r
]
. (21)
Similar to case (A) considered in Section IV-A, the ap-
proximate formulae presented in the previous section are in
geometric forms. This fact again enables us to obtain the
closed-form approximation M(ρ). Recall here that MRY (ρ)
is negligible in this case due to the distance between the
transmitter and the y-axis. Thus, by using (18), (20), (21), and
Proposition III.2, we can approximate MQ(ρ) and MRX (ρ)
as below.
Approximate formulae of M in case (B):
MQ(ρ) ≈
√
1− ρ exp
(
ρ
2(1− ρ)T
)
K(ρ)
×
exp
(
βα,T (ρ)− ρ0λxC
X
α,T lv
)
1− (1− ρ) exp
(
βα,T (ρ)− ρ0λxCXα,T lv
) , (22)
MRX (ρ) ≈
√
1− ρ exp
(
ρ
2(1− ρ)T
)
K(ρ)
×
(1− ρ0)λxlv
βα,T (ρ) + log(1− ρ)− ρ0λxCXα,T lv
+ (1− ρ0)λxlv
√
K(ρ)
×
[
ξα,T (ρ)− log(1− ρ)−
ρ
(α+ 1)(1− ρ)T
− ρ0λxC
X
α,T lv
]
−1
.
(23)
C. Case (C): Transmitter in Middle of Queue
Finally, we consider case (C), where the transmitter is in
the middle of the queue. As well as case (B), if the queue
is sufficiently long, then we can neglect the interference from
SRy and MRY (ρ). Thus, we approximate this case by con-
sidering vehicles queuing at even intervals on a single street
with infinite length, i.e., a single infinite queue. Under this
assumption, we can obtain the approximate formulae for this
case by simply removing the effect of the interference from
vehicles on the y-axis in the results in Section IV-A. Thus,
substituting λy = 0 into (7) and (12), we can immediately
obtain the following.
Approximate formulae of p(r) in case (C): Suppose that
the transmitter is in the middle of the queue. If (1− ρ)T ≥ 1
and α ∈ N, the probability of successful transmission can be
approximated as follows. (i) If a receiver is the i-th vehicle
from the transmitter, then
p(ilv) ≈ K(ρ)
1− ρ exp
[(
2ξα,T (ρ)− ρ0λxCXα,T lv
)
i
]
, (24)
and (ii) if a receiver is in SRx at distance r from the
intersection, then
p(r) ≈ K(ρ) exp
[(
2ξα,T (ρ)
lv
− ρ0λxCXα,T
)
r
]
. (25)
As mentioned in the above, the number of the successful
receivers in SRy is relatively small in this case. Therefore,
it is sufficient to consider receivers in SQ and SRx . In a
similar way to the derivation of (14), we also easily obtain
an approximation for MQ(ρ) and MRX (ρ) by substituting
λy = 0 into (14) and (15), respectively.
Approximate formulae of M in case (C):
MQ(ρ) ≈
2ρK(ρ) exp
(
2ξα,T (ρ)− ρ0λxCXα,T lv
)
1− exp
(
2ξα,T (ρ)− ρ0λxCXα,T lv
) ,
(26)
Similar to the above, from (12) and (13), we can approximate
MRX (ρ) and MRY (ρ) as follows.
MRX (ρ) ≈
2K(ρ)(1− ρ0)λxlv
2ξα,T (ρ)− ρ0λxCXα,T lv
. (27)
7V. BROADCAST RATE OPTIMIZATION
We next consider the optimization of the broadcast rate of
vehicles in the SQ on the basis of the approximate formulae
presented in Section IV. We assume that vehicles can deter-
mine their status (i.e., queuing or running) by tracking their
speed. If the vehicles in SQ transmit with a high broadcast
rate, then they have higher interference than those in SR due
to the congestion of vehicles at the intersection. However, if a
vehicle transmits with a high broadcast rate, it has more chance
to successfully transmit to its neighbors (to be discovered
by the neighbors). Thus, by carefully choosing the broadcast
rate of the vehicles in SQ, we can mitigate the interference
and improve the performance of the V2V communication. To
characterize and balance this relationship, we consider the
mean number of successful transmissions per unit time, which
is equal to
D(ρ) = ρM(ρ).
In the CVS systems, vehicles periodically transmit a packet
so that other vehicles know their positions, i.e., they can
be discovered by other vehicles. Therefore, this metric can
be considered as the number of discoveries for a typical
transmitter per unit time and a key performance metric in V2V
broadcast communications. We can consider other metrics,
such as probability of successful transmission to the nearest
vehicle [29], however, to focus on the performance of the
broadcast communication, we consider this metric. Using
D(ρ), we consider the optimization problem
ρ∗ = argmax
0≤ρ≤1
D(ρ).
By numerically solving the above problem, we can obtain the
optimal broadcast rate that maximizes D(ρ). Recall that the
values from exact analysis shown in Propositions III.1 and III.2
require time-consuming numerical computation, and thus the
optimization of D(ρ) becomes much more time-consuming
because of iterative computation in numerical optimization
methods. However, by using the closed-form approximation
of D(ρ), we can compute the optimal ρ∗ in a reasonable
computational time. Indeed, if we assume that α, T , and
ρ0 are given in advance, ρ∗ can be determined by only
λx and λy . This fact suggests that if we prepare a look-up
table in our vehicles that describes the optimal broadcast rate
corresponding to each value of λx and λy , we can control the
broad cast rate in (near-)optimal real-time manner.
Although D(ρ) and the optimal ρ depends on the positions
of the transmitters (i.e., cases (A)–(C)), we found that if the
intensity in SR is not very high, ρ∗ is almost insensitive to
the cases (A)–(C) in our numerical examples. Thus, we can
obtain near-optimal broadcast rate regardless of the position
of the tagged transmitter. We also found that they are mostly
insensitive to n+ and n−, which indicates that our large queue
assumption is valid for the broadcast rate optimization (see
Section VI-B).
It should be noted that although the vehicles in queueing
segments do not move, it is important to continue to send
packets so that vehicles can track their status (i.e., positions).
In addition, data size flying in vehicular networks may become
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much larger in the future (for example, in-vehicle video).
Therefore, we consider the above scenario in which the mean
number of successfully transmitted packet is optimized.
VI. NUMERICAL EXAMPLES
In this section, we provide several numerical examples. We
first show the results for the performance metrics p(r) and
M(ρ) and evaluate our approximation in Sections IV. We then
discuss our broadcast rate optimization method. Finally, we
investigate the performance of vehicles at other locations by
interpolating or extrapolating the results for cases (A)–(C).
Before we move on to the numerical results, we will
explain the parameters used in the examples. The interval of
vehicles lv was fixed to 6 [m] and α = 4 in all examples.
By considering realistic settings, we chose ρ0 = 0.1 and
T = 15 [dB]. In addition, λ , λx = λy = 35 [km
−1] and
n+ = n− = N . In each round of the numerical simulation,
we first set vehicles in SQs and those in SRs on the basis
of PPPs on roads 10 km long. The vehicles are assumed to
be stationary during the simulation and are static. We then
calculated the SIR of each receiver by randomly sampling the
value of fading. We conducted 10,000 numerical simulations
for each graph. Moreover, all error-bars in the graphs in this
paper represent 95% confidence intervals.
A. Evaluation of Performance Metrics
We first provide the numerical results for the performance
metrics p(r) and M(ρ) and evaluate the accuracy of our
approximate formulae for them. Figure 3 compares the simu-
lation results and the exact and approximate values of p(r)
in case (A), i.e., the case where the transmitter is at the
intersection (see Section IV-A). The left graph corresponds to
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the case where the receiver is in the SQ and the i-th vehicle
from the intersection. In addition, the right graph corresponds
to the case where the receiver is in SRy , and the horizontal axis
represents the transmission distance. We calculated the values
from exact analysis using (5) and those from approximate
analysis using (7) [left graph] and (13) [right graph]. We
can see from the left graph that if ρ increases, p(r) also
decreases due to higher interference from vehicles in SQ. We
can also see that our approximate formulae fitted well to the
results from simulation and exact analysis in all cases and the
error became larger when i was larger. Since we assume that
N is sufficiently large in our approximation, if the distance
from the receiver to the end of the queue is closer, then the
approximation error becomes large. From the right graph, we
can find that the approximate formulae took higher values than
the theoretical results and the error increased subject to ρ. The
reason for this is that we approximate the Euclidean distance
from the receiver in SRy to the transmitter at the intersection
by the Manhattan distance (see (39) in Appendix). Since the
Manhattan distance is larger than the Euclidean distance, the
interference became smaller and p(r) became larger than in
the simulation and exact analysis. In addition, the larger ρ
suggests that there were greater impacts from the interference
from the vehicles in SQ. Therefore, the errors increased subject
to ρ. Although the right graph contains larger errors than the
left one, we could obtain a rough estimation for p(r). Indeed,
we later determined that the errors could be negligible when
considering M(ρ) (see Fig. 6). Similarly, Figs. 4 and 5 show
the same results in cases (B) and (C) where the transmitter is at
the end of the queue and case (C) in the middle of the queue.
The horizontal axis in Fig. 4 represents the distance to the
receiver where the positive (resp. negative) part corresponds
to the vehicles in the right-hand (resp. the left-hand) side
, i.e., in SRx (resp. the left-hand side, i.e., in SQ) of the
transmitter. We used (18) and (21) for the approximate values.
The figures show that our approximate formulae achieved quite
small errors in all cases. In addition, we can see from Fig. 4
that if ρ is smaller, the results on the positive and negative parts
become closer because the interference from the SQ decreases.
We next show the results for M(ρ). Figure 6 compares
the simulation results and the exact and approximate values
of M(ρ). The left, middle, and right graphs correspond to
cases (A), (B), and (C), respectively. The values from the
exact analysis are calculated by (6) whereas those from the
approximate analysis corresponding to cases (A), (B), and (C)
are calculated by using (14)–(16), (22)–(23), and (26)–(27),
respectively. We can see from the graphs that M(ρ) rapidly
decreased as ρ increased. In addition, when N was larger,
M(ρ) became smaller because the interference at the intersec-
tion became higher. We can also see that our approximation
performed well except for region where ρ > 0.8 in case (A).
Furthermore, the errors increased when N was small. Similar
to the evaluation of p(r), this is because we assume that the
queue length N is sufficiently large.
B. Effectiveness of Optimization Method
We next provide the evaluation results for the broadcast
rate optimization method. Figure 7 shows the results for
the objective function D(ρ) with different ρ and N . We
also plotted the optimal ρ∗’s that maximized the approximate
D(ρ) in the same graphs. The left, middle, and right graphs
correspond to cases (A), (B), and (C), respectively. All values
in the graphs were calculated by using (6) or approximate
formulae in Section IV. We first focus on the results from the
exact analysis. We can see from the graphs that there are local
maximum values in the domain ρ ≤ 0.5 in all cases. The figure
shows that the optimal ρ’s achieved roughly 1.5 times higher
D(ρ) at the maximum than those when ρ = 0.5 (unnecessarily
high case). We can see a similar tendency in all cases, however,
the right graph shows that D(ρ) in case (C) decreased more
significantly than the other cases as ρ increased. Recall that
neighbors of the transmitter in case (C) exist in SRx and SQ
while those in case (A) exist in SRx, SRy , and SQ and those
in case (B) exist in SRx and SQ of only the left part of the
transmitter. Thus, if ρ increases, the interference in case (C)
becomes higher than (B) and the number of potential receivers
(i.e., vehicles not transmitting) in case (C) becomes less than
in case (A). This is why our broadcast rate optimization has
more significant effect in case (C) than cases (A) and (B).
Furthermore, when ρ approached 1, D(ρ) slightly increased.
This is because we fixed ρ0 of the vehicles in SR. Thus, if ρ
increases, the transmitter has more of a chance to transmit to
vehicles in SR even though p(r) becomes smaller. However,
ρ > 0.5 is unrealistic when considering a receiving time or
other computational time. Thus, we consider ρ∗ < 0.5.
We next discuss the accuracy of our approximation. We can
see from the graphs that the approximated values of D(ρ) fit
well to those from the exact analysis in the domain ρ ≤ 0.5.
We can also see that the value of ρ∗ was not very sensitive to
the value of N in all cases. This suggests that our approximate
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D(ρ) not depending onN is valid. However, the errors became
larger due to the assumptions that N is sufficiently large and
(1 − ρ)T > 1. Fortunately, the errors are relatively small in
the domain where ρ∗ existed and ρ ≤ 0.5. Therefore, we can
say that the optimization with our approximation provides a
good guideline for the optimal ρ∗.
We now discuss relationship between ρ∗’s in cases (A)–
(C). As we mentioned in Section V, our optimization problem
depends on the position of a transmitter. Figure 8 compares
results of the values ofD(ρa), D(ρb), andD(ρc) in cases (A)–
(C) with different λ andN = 25, where ρa, ρb and ρc are equal
to ρ∗ in cases (A)–(C), respectively. We also plotted D(ρ∗)
in all three cases (A)–(C). We can see from the figure that
D(ρ∗) and D(ρa), D(ρb), and D(ρc) in cases (A)–(C) took
similar values when λ was smaller than 45. This fact suggests
that ρ∗ is almost insensitive to cases (A)–(C) if λ is not very
high. Thus by adopting a ρ ∈ {ρa, ρb, ρc} to determine the
broadcast rate of all vehicles in SQ, we can roughly maximize
D(ρ) regardless of the transmitter position. The reason why
the difference between D(ρa) and the optimal D(ρ∗) in case
(C) [left graph] and that betweenD(ρc) and the optimalD(ρ∗)
in case (A) [right graph] increased as λ increased is that if
λ is higher, the impacts of interferes and receivers in SRY
becomes larger and thus the difference between ρa and ρc
becomes larger.
We also evaluate the impact of λ on ρ∗. Figure 9 shows the
results for D(ρ) of approximate and exact analysis in case
(C) when varying λ. From the figure, we can see that ρ∗
increased subject to λ. Recall here that λ is the key parameter
for determining the optimal ρ (see Section V). As a result,
the results in Figures 8 and 9 show that we can determine the
optimal broadcast rate of the vehicles in SQ by only observing
the traffic intensity λ because it is almost insensitive to cases
(A)–(C) and the queue length.
C. Vehicles at Other Locations
We next consider the case where a transmitter is at other
locations than cases (A)–(C) , i.e., not at the intersection, at
the end of the queue, or the middle of the queue. Since our
approximation assumes that N is sufficiently large and only
considers special cases (A)–(C), we cannot obtain closed-form
formulae for p(r) orM(ρ) in general cases. However, vehicles
at other locations in the queue can be considered as being in
an intermediate state between the vehicle at the intersection
and that at the end of the queue. Thus, it is expected that we
can roughly estimate their performance by interpolating the
values of approximate formulae for cases (A)–(C). Figure 10
shows the values of p(ilv) when varying the positions of the
transmitter and the distance to the receiver i in SQ. We fixed
N = 30 and ρ = 0.1, and the y-axis was in log scale. In
the graph, the dashed lines represent the interpolation line
using the approximation formulae for cases (A)–(C). From the
figure, we can see that the interpolation can roughly estimate
the values of p(ilv) in all cases. We can also see that when
i increased, the results from the exact analysis became close
to log-linear, whereas when i was small, they tended to be a
constant value. This is because if the receiver is closer to the
transmitter, the impacts of the intersection or the end of the
queue rapidly disappear as the distance from the transmitter
to them increases. Similarly, Figure 11 shows the results for
M(ρ), i.e., the mean number of successful receivers in SQ
when varying the positions of the transmitter d. Note that
the y-axis is in linear scale. The dashed line was plotted by
interpolating the results of the approximation for the three
cases. The dashed and dotted line was plotted by extrapolating
the approximation for cases (A) and (C). We can see that if
the positions of the transmitter were close to the middle of
the queue, i.e., N/2, the extrapolation well estimated the exact
values. However, if the transmitter was close to the intersection
or the end of the queue, the error increased. This tendency is
similar to that in Figure 10. As a result, we can conclude the
following. If the transmitter is close to the middle of the queue,
we can use extrapolation on the basis of the approximate
formulae for cases (A) and (C); otherwise, the approximate
formulae for cases (A) and (B) should be used instead.
VII. CONCLUSION
In this paper, we proposed an optimization method for the
broadcast rate in vehicle-to-vehicle (V2V) communications at
an intersection based on theoretical analysis. Since the theoret-
ical values of the probability of successful transmission and
the mean number of successful receivers are non-analytical,
we provided closed-form approximations for them. By using
the closed-form formulae, we can obtain the optimal broadcast
rate without time-consuming numerical computation. Through
numerical examples, we found that our broadcast rate opti-
mization achieved roughly 1.5 times higher performance than
the case without broadcast rate control.
To maintain mathematical tractability, we assumed a simple
channel model and media access control (MAC) layer in this
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paper, e.g., Rayleigh fading assumption or ALOHA. Thus, the
generalization of the distribution of vehicles and fading are for
future work. In addition, power control can be a good solution
for the interference problem at an intersection. Therefore, the
joint modeling and optimization of the broadcast rate and
the transmission power of vehicles are also for future work.
In addition, in our optimization method, we assume that the
traffic intensities in running segments are given. However,
vehicles/road side units need to infer these values in a practical
situation, e.g., by measuring the distance to the vehicle running
at the front. Such inference schemes and their impacts on our
optimization method are also for future work.
APPENDIX A
APPROXIMATION METHODOLOGY
In this appendix, we give detailed explanations for the
derivation of the approximate formulae presented in Sec-
tion IV. For later use, we first introduce approximate formulae
for qn0,T (r | n1) defined as
qn0,T (r | n1) =
n1∑
m=1
log
(
1 + T
(
r
n0 +m
)α)
, (28)
which plays an important role in our approximation method
for LIQ(Trα | d). Derivation of the following formulae with
several auxiliary results are given in Appendix B.
Approximate formulae of qn0,T (r | n1): qn0,T (r | n1) can
be approximated as follows.
(i) If r < T−
1
α (n0 + 1),
qn0,T (r | n1)
≈
{
ζ(α)Trα, n0 = 0,
T
α−1
[
1
nα−10
− 1(n0+n1)α−1
]
rα, n0 > 0,
where ζ(α) (α > 0) denotes the Riemann zeta function
defined as
ζ(α) =
∞∑
k=1
1
kα
. (29)
(ii) If T−
1
α (n0 + 1) ≤ r < T− 1α (n0 + n1),
qn0,T (r | n1) ≈ (α+ κ1,α − κ2,α)T
1
α r
− α
(
n0 +
1
2
)
logT
1
α r − Tr
α
(α− 1)(n0 + n1)α−1
− 1
2
log
(
1 + T
(
r
n0 + n1
)α)
− ψ
n0,T
(r)
− 1
2
log
(
1 +
1
T
(n0
r
)α)
+ κ1,α
+ α log
n0!√
2pi
+ log 2, (30)
where
ψ
n0,T
(r) = n0
∞∑
k=1
(−1)k+1
k(αk + 1)T k
(n0
r
)αk
. (31)
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(iii) If T−
1
α (n0 + n1) ≤ r,
qn0,T (r | n1) ≈ αn1 logT
1
α r
+
1
T
[
n0 + n1
α+ 1
+
1
2
](
n0 + n1
r
)α
− 1
T
[
n0
α+ 1
+
1
2
](n0
r
)α
−α
(
n1 + n0 +
1
2
)
log(n0 + n1)
+α(n0 + n1) + α log
n0!√
2pi
. (32)
A. Derivation of Equations (7)–(13)
We first prove that (7) is true. To do this, we temporarily
assume that n+ = n− = N . This assumption will be removed
later by considering a sufficiently large N . Since a receiver
is the i-th vehicle from the intersection, by substituting s =
T (ilv)
α into (2), we have
LIQ(T (ilv)α | ilv) =
n+∏
m=−n1,m 6=i,0
[ |i−m|αρ
|i−m|α + T iα + 1− ρ
]
= K(ρ)
2N∏
m=1,m 6=i
1 + (1 − ρ)T
∣∣∣ ii−m ∣∣∣α
1 + T
∣∣∣ ii−m ∣∣∣α
= K(ρ)
N−i∏
m=1
1 + (1 − ρ)T ( im)α
1 + T
(
i
m
)α N+i∏
m=1
1 + (1 − ρ)T ( im)α
1 + T
(
i
m
)α ,
(33)
where K(ρ) is given in (10). It follows from (28) and (33)
that
logLIQ(T (ilv)α | ilv) = logK(ρ) + q0,(1−ρ)T (i | N + i)
+ q0,(1−ρ)T (i | N − i)− q0,T (i | N + i)− q0,T (i | N − i).
(34)
We now assume that N is sufficiently large. Recall here that
(1− ρ)T ≥ 1 and thus ((1− ρ)T )− 1α < 1. Therefore, we can
apply (30) and thus obtain
q0,(1−ρ)T (i | ∞)− q0,T (i | ∞) ≈ ξα,T (ρ)i −
1
2
log(1 − ρ),
(35)
where ξα,T (ρ) is defined in (8). It then follows from (34) that
logLIQ(T (ilv)α | ilv) ≈ log
K(ρ)
1− ρ + 2ξα,T (ρ)i. (36)
In addition, by substituting d = ilv and r = ilv into (3) and
(4), we can easily obtain
logLIXR (T (ilv)
α) = −ρ0λxCXα,T ilv, (37)
logLIY
R
(T (ilv)
α | ilv) = −ρ0λyCYα,T ilv. (38)
where CXα,T and C
Y
α,T are given in (11). As a result, combining
(36)–(38) with (5) yields (7).
We now move on to the derivation of (12). To proceed,
we assume that r = r0lv (r0 ∈ N). This assumption will be
removed later by extending the result to an arbitrary r ∈ R.
By following the same arguments in the derivation of (33) and
(34), we have
logLIQ(Trα | r) =
n+∑
m=−n1
m 6=0
log
[ |r0 −m|αρ
|r0 −m|α + T iα + 1− ρ
]
= q0,(1−ρ)T (r0 | N + r0) + q0,(1−ρ)T (r0 | N − r0)
− q0,T (r0 | N + r0)− q0,T (r0 | N − r0) + log(1− ρ)K(ρ).
Thus, similar to (35) and (36), letting N → ∞ and r0 =
r/lv ∈ R and applying (30) leads to
logLIQ(Trα | r) ≈ 2ξα,T (ρ)
r
lv
+ logK(ρ).
From this, (5), (37), and (38), we obtain (12).
Finally, we derive (13). Since the receiver is in SRy at
distance r from the intersection, its Euclidean distance from
the i-th vehicle from the intersection is equal to
√
r2 + (ilv)2.
However, applying this Euclidean distance to LI(Trα) leads to
mathematically intractable analysis. Thus, we approximate this
by using Manhattan distance, which is equal to r+ilv. Similar
to the previous case, we assume that r = r0lv (r0 ∈ N). Then,
the Laplace transform of IQ can be approximated as
LIQ(Trα | r) =
n
−∏
m=1
1 + (1− ρ)T
(
r0
r0+m
)α
1 + T
(
r0
r0+m
)α
×
n+∏
m=1
1 + (1− ρ)T
(
r0
r0+m
)α
1 + T
(
r0
r0+m
)α . (39)
By considering sufficiently large n+ and n−, we obtain
logLIQ(Trα | r) = 2
(
qr0,(1−ρ)T (r0 | ∞)− qr0,T (r0 | ∞)
)
.
Since ((1 − ρ)T )− 1α < 1, we can apply (30) to this and thus
obtain
logLIQ(Trα | r) ≈ 2ξα,T (ρ)r0 −
(
r0 +
1
2
)
log(1− ρ)
− log
1 + 1(1−ρ)T
1 + 1T
− 2(ψ
r0,(1−ρ)T
(r0)− ψr0,T (r0))
≈ 2
[
ξα,T (ρ)− log(1 − ρ)− ρ
(α + 1)(1− ρ)T
]
r0
− log(1− ρ) + log (1− ρ)(1 + T )
1 + (1 − ρ)T , (40)
where we use the following approximation [see (31)]
ψ
r0,(1−ρ)T
(r0)− ψr0,T (r0) = r0
∞∑
k=1
(−1)k+1
k(αk + 1)T k
=
r0
(α+ 1)T
ρ
1− ρ +O(((1 − ρ)T )
2). (41)
Although the receiver is on the y-axis, p(r) can be calculated
very similarly to Proposition III.1. Indeed, we obtain
p(r) ≈ LIQ(Trα | r)LIX
R
(Trα)LIY
R
(Trα | r).
As a result, substituting (37)–(40) into the above yields (13).
✷
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B. Derivation of Equations (18)–(21)
We begin with (18). Similar to (33), we assume that n+ =
n− = N and consider a sufficiently large N . Recall that the
receiver is i-th vehicle from the end of the queue and thus its
distance from the intersection is equal to (N − i)lv. Thus, by
substituting s = Trα into (2) and letting r = ilv, we obtain
LIQ(T (ilv)α | (N − i)lv)
=
i−1∏
m=1
1 + (1 − ρ)T ( im)α
1 + T
(
i
m
)α 2N−i∏
m=1
1 + (1− ρ)T ( im)α
1 + T
(
i
m
)α
= K(ρ)
i∏
m=1
1 + (1− ρ)T ( im)α
1 + T
(
i
m
)α 2N−i∏
m=1
1 + (1− ρ)T ( im)α
1 + T
(
i
m
)α .
Using (28), the above equation can be rewritten as follows.
logLIQ(Trα | (N − i)lv) = logK(ρ) + q0,(1−ρ)T (i | i)
+q0,(1−ρ)T (i | 2N − i)− q0,T (i | i)− q0,T (i | 2N − i). (42)
Since ((1− ρ)T )− 1α < 1, we can apply (32) and thus obtain
q0,(1−ρ)T (i | i)− q0,T (i | i)
≈
[
log(1 − ρ) + ρ
T (1− ρ)(α+ 1)
]
i+
ρ
2T (1− ρ) . (43)
Furthermore, if we assume that N is sufficiently large, we can
use the approximation in (35). As a result, substituting this and
(43) into (42) and combining it with (37) and (17) lead to (18)
and (19).
We now prove that (20) is true. Similar to the derivation
of (12) and (13), suppose that r = r0lv (r0 ∈ N). Then, the
distance from the intersection to the receiver is expressed as
(N − r0)lv. Note here that if the r0-th vehicle in SQ from the
transmitter is currently transmitting, the transmission to the
receiver fails. Therefore, from (2), (28) and (42), we obtain
logLIQ(Trα | (N − r0)lv) = log(1 − ρ)K(ρ)
+q0,(1−ρ)T (r0 | r0) + q0,(1−ρ)T (r0 | 2N − r0)
−q0,T (r0 | r0)− q0,T (r0 | 2N − r0).
Plugging (43) into the above and combining it with (37) and
(17) yields (20).
Finally, we consider (21). In this case, if we assume that
r = r0lv, (2) leads to
LIQ(Trα | (n+ + r0)lv) =
n
−
+n+∏
m=1
1 + (1− ρ)T
(
r0
r0+m
)α
1 + T
(
r0
r0+m
)α .
Therefore, by following the same arguments in the derivation
of (13) and (40), we can readily show that (21) holds. ✷
APPENDIX B
AUXILIARY RESULTS
In this appendix, we discuss the approximation method for
qn0,T (r | n1) defined in (28). We first provide several lemmas,
which are required for the approximation. All proofs of the
lemmas are given in Appendix C. Using these results, we
derive approximate formulae of qn0,T (r | n1).
To begin with, we define ηr,T such that
ηr,T = min
{
m ∈ N;
(
r
n0 +m
)α
<
1
T
}
− 1. (44)
In accordance with the value of ηr,T , we can consider three
subcases: (i) ηr,T = 0; (ii) 1 ≤ ηr,T ≤ n1; and (iii) n1 < ηr,T .
In what follows, we provide lemmas corresponding to each
subcase. Note that we only use the results corresponding to
cases (ii) and (iii) in the main part of our paper, but, we also
consider case (i) ηr,T = 0 for completeness in this appendix.
We start with case (i) ηr,T = 0. By definition, this case
suggests that
T
(
r
n0 + 1
)α
< 1. (45)
We then have the following lemma, which provides an esti-
mation of qn0,T (r | n1) under the condition in which (45)
holds.
Lemma B.1 Suppose that ηr,T = 0, i.e., (45) holds. If n0 = 0,
then
q0,T (r | n1) = ζ(α)Trα +O((Trα)2) +O(Trαn−α+11 ),
(46)
otherwise, if n0 ≥ 1, then
qn0,T (r | n1) = T
[
n0
α− 1 +
1
2
](
r
n0
)α
− T
[
(n0 + n1)
α− 1 +
1
2
](
r
n0 + n1
)α
+ O(Trαn−α−10 ) +O(Tr
α(n0 + n1)
−α−1)
+ O
(
(Trα)2n1−2α0
)
+O
(
(Trα)2(n0 + n1)
1−2α
)
. (47)
We next consider case (ii) 1 ≤ ηr,T ≤ n1, i.e.,(
1 +
1
n0 + ηr,T
)−α
≤ T
(
r
n0 + ηr,T + 1
)α
< 1. (48)
To proceed, we divide qn0,T (r | n1) into the following partial-
sums:
qn0,T (r | n1) =
n1∑
m=ηr,T+1
log
(
1 + T
(
r
n0 +m
)α)
,
q
n0,T
(r) =
ηr,T∑
m=1
log
(
1 + T
(
r
n0 +m
)α)
. (49)
Lemma B.2 below shows upper and lower bounds for qn0,T (r |
n1).
Lemma B.2 If ηr,T given in (44) satisfies 1 ≤ ηr,T ≤ n1,
there exist qlwr(ηr,T | n1) and qupr(ηr,T | n1) such that
qlwr(ηr,T | n1) < qn0,T (r | n1) ≤ qupr(ηr,T | n1), (50)
and
qupr(ηr,T | n1)
= (κ1,α − log 2) (n0 + ηr,T + 1)− ψn0,n1,T (r)
−1
2
log
(
1 + T
(
r
n0 + n1
)α)
+
1
2
log 2
+O
(
(n0 + ηr,T )
−1
)
+O
(
(n0 + n1)
−1
)
, (51)
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and
qlwr(ηr,T | n1) = ϕ(ηr,T ) (n0 + ηr,T + 1)− ψn0,n1,T (r)
− 1
2
log
(
1 + T
(
r
n0 + n1
)α)
+
1
2
log
(
1 +
(
1 +
1
n0 + ηr,T
)−α)
+ O
(
(n0 + ηr,T )
−1
)
+O
(
(n0 + n1)
−1
)
, (52)
where κ1,α is given in (9) and
ϕ(ηr,T ) =
∞∑
k=1
(−1)k+1
k(αk − 1)
(
1 +
1
n0 + ηr,T
)−αk
, (53)
ψn0,n1,T (r) = (n0 + n1)
∞∑
k=1
(−1)k+1T k
k(αk − 1)
(
r
n0 + n1
)αk
.
(54)
We next give upper and lower bounds for q
n0,T
(r).
Lemma B.3 If ηr,T given in (44) satisfies 1 ≤ ηr,T ≤ n1 and
α ∈ N, then there exist q
upr
(ηr,T ) and qlwr(ηr,T ) such that
q
lwr
(ηr,T ) < qn0,T
(r) < q
upr
(ηr,T ), (55)
and
q
upr
(ηr,T ) = (α+ log 2− κ2,α) (n0 + ηr,T )− ψn0,T (r)
−1
2
log
(
1 +
1
T
(n0
r
)α)
+ α log
(
1 +
1
n0 + ηr,T
)
ηr,T
−α
(
n0 +
1
2
)
log(n0 + ηr,T ) + α log
n0!√
2pi
+
1
2
log 2 +O
(
(n0 + ηr,T )
−1 1
T
(
n0 + ηr,T
r
)α)
, (56)
and
q
lwr
(ηr,T ) =
(
α+ ϕ(ηr,T )
)
(n0 + ηr,T )− ψn0,T (r)
−1
2
log
(
1 +
1
T
(n0
r
)α)
− α
(
n0 +
1
2
)
log(n0 + ηr,T )
+α log
n0!√
2pi
+
1
2
log
(
1 +
(
1 +
1
n0 + ηr,T
)−α)
+O
(
(n0 + ηr,T )
−1 1
T
(
n0 + ηr,T
r
)α)
, (57)
where κ2,α and ψn0,T
(r) are given in (9) and (31), respec-
tively and
ϕ(ηr,T ) =
∞∑
k=1
(−1)k+1
k(αk + 1)
(
1 +
1
n0 + ηr,T
)−αk
, (58)
Finally, we consider case (iii), i.e., the following holds, for
any m ∈ [1, n1],
T
(
r
n0 +m
)α
≥ T
(
r
n0 + n1
)α
> 1. (59)
Lemma B.4 If ηr,T given in (44) satisfies n1 ≤ ηr,T and
α ∈ N, then
qn0,T (r | n1) = αn1 logT
1
α r + α(n0 + n1) + α log
n0!√
2pi
−α
(
n0 + n1 +
1
2
)
log(n0 + n1)
+
1
T
[
n0 + n1
α+ 1
+
1
2
](
n0 + n1
r
)α
− 1
T
[
n0
α+ 1
+
1
2
] (n0
r
)α
+O
(
(n0 + n1)
−1 1
T
(
n0 + n1
r
)α)
+O
(
1
T 2
(n0
r
)2α)
+O
(
log
(
1 +
1
n0 + n1
))
. (60)
We next derive approximate formulae for qn0,T (r | n0) on
the basis of Lemmas B.1–B.4. In cases (i) and (iii) where
ηr,T = 0 and ηr,T ≥ n1, approximate formulae are directly
obtained by applying Lemmas B.1 and B.4. Therefore, we only
consider case (ii) 1 ≤ ηr,T < n1 in what follows and explain
how we derive the approximate formulae from Lemmas B.2
and B.3.
Note first that
log
(
1 +
(
1 +
1
n0 + nr,T
)−α)
≈ log 2, (61)
for sufficiently large n0+ηr,T . Therefore, (9) and (53) suggest
that
ϕ(ηr,T ) =
∞∑
k=1
(−1)k+1
[
α
αk − 1 −
1
k
](
1 +
1
n0 + ηr,T
)−αk
≈ κ1,α − log 2, (62)
for sufficiently large n0 + ηr,T . In addition, ψn0,n1,T (r) can
be rewritten as [see (54)]
ψn0,n1,T (r) =
(n0 + n1)T
α− 1
(
r
n0 + n1
)α
+ O
(
(n0 + n1)T
2
(
r
n0 + n1
)2α)
.
Furthermore, from the definition [see (44)], ηr,T can be
approximated as
ηr,T ≈ T 1/αr − n0. (63)
Therefore, by combining these facts with (50)–(54), we can
obtain the following approximation for qn0,T (r | n1):
qn0,T (r | n1) ≈ (κ1,α − log 2)T
1
α r + κ1,α +
1
2
log 2
− Tr
α
(α− 1)(n0 + n1)α−1 +
1
2
log
(
1 + T
(
r
n0 + n1
)α)
.
(64)
Similar to the above arguments, it can be said that [see (9)]
ϕ(ηr,T ) =
∞∑
k=1
(−1)k+1
[
1
k
− α
αk + 1
](
1 +
1
n0 + ηr,T
)−αk
≈ log 2− κ2,α,
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for sufficiently large n0 + ηr,T . Applying this, (61) and (63)
to (55)–(58), we can approximate q
n0,T
(r) as
q
n0,T
(r) ≈ (α+ log 2− κ2,α)T 1α r − ψn0,T (r)
− 1
2
log
(
1 +
1
T
(n0
r
)α)
− α
(
n0 +
1
2
)
logT
1
α r
+ α log
n0!√
2pi
+
1
2
log 2. (65)
As a result, by combining (64) and (65), we obtain (30).
APPENDIX C
PROOFS
A. Proof of Lemma B.1
It follows from Taylor’s theorem that
log (1 + xα) =
∞∑
k=1
(−1)k+1
k
(xα)k, xα < 1, (66)
from which and (28) we obtain
qn0,T (r | n1) =
n0+n1∑
m=n0+1
∞∑
k=1
(−1)k+1T k
k
( r
m
)αk
=
∞∑
k=1
(−1)k+1T krαk
k
n0+n1∑
m=n0+1
(
1
m
)αk
. (67)
Furthermore, applying the Euler-Maclaurin summation for-
mula to the Riemann zeta function leads to (see e.g., Sec-
tion 6.4 in [33] for details)
n∑
m=1
1
mα
= ζ(α) +
n1−α
1− α −
n−α
2
+O(n−α−1), (68)
where ζ(α) is given in (29). Therefore, applying (68) to (67)
and letting n0 = 0 yields
q0,T (r | n1) =
∞∑
k=1
(−1)k+1(Trα)k
k
[
ζ(αk) +O(n1−αk1 )
]
,
from which, we obtain (46). On the other hand, if n0 ≥ 1, by
using (68), the last summation in (67) can be rewritten as
n0+n1∑
m=n0+1
(
1
m
)αk
=
n0+n1∑
m=1
(
1
m
)αk
−
n0∑
m=1
(
1
m
)αk
=
n1−αk0 − (n0 + n1)1−αk
αk − 1 +
n−αk0 − (n0 + n1)−αk
2
+O(n−αk−10 ) +O((n0 + n1)
−αk−1).
Thus, plugging the above into (67), we obtain
qn0,T (r | n1) =
∞∑
k=1
(−1)k+1(Trα)k
k
×
[
n1−αk0 − (n0 + n1)1−αk
αk − 1 +
n−αk0 − (n0 + n1)−αk
2
+ O(n−αk−10 ) +O((n0 + n1)
−αk−1)
]
,
which leads to (47).
B. Proof of Lemma B.2
Note first that T ( rm )
α < 1 for any m > n0 + ηr,T
according to the definition of ηr,T [see (48)]. Thus, similar
to the derivation of (67), we obtain
qn0,T (r | n1) =
∞∑
k=1
(−1)k+1T krαk
k
n0+n1∑
m=n0+ηr,T+1
(
1
m
)αk
.
(69)
Furthermore, it follows from (68) that, for any k ∈ N,
n0+n1∑
m=n0+ηr,T+1
(
1
m
)αk
=
n0+n1∑
m=1
(
1
m
)αk
−
n0+ηr,T∑
m=1
(
1
m
)αk
=
(n0 + ηr,T + 1)
1−αk
αk − 1 −
(n0 + n1)
1−αk
αk − 1
+
(n0 + ηr,T + 1)
−αk
2
− (n0 + n1)
−αk
2
+O((n0 + ηr,T + 1)
−αk−1) +O((n0 + n1)
−αk−1). (70)
Thus, applying (66) and (70) to (69) leads to
qn0,T (r | n1) =
∞∑
k=1
(−1)k+1
k
×
[(
n0 + ηr,T + 1
αk − 1 +
1
2
)
T k
(
r
n0 + ηr,T + 1
)αk
−
(
n0 + n1
αk − 1 +
1
2
)
T k
(
r
n0 + n1
)αk
+O
(
(n0 + ηr,T + 1)
−1T k
(
r
n0 + ηr,T + 1
)αk)
+O
(
(n0 + n1)
−1T k
(
r
n0 + n1
)αk)]
. (71)
In addition, (48) suggests that
∞∑
k=1
(−1)k+1T k
k
(
n0 + ηr,T + 1
αk − 1 +
1
2
)(
r
n0 + ηr,T + 1
)αk
<
∞∑
k=1
(−1)k+1T k
k
[
n0 + ηr,T + 1
αk − 1 +
1
2
]
=
∞∑
k=1
(−1)k+1
k(αk − 1)(n0 + ηr,T + 1) +
1
2
log 2
=
∞∑
k=1
(−1)k+1
[
α
αk − 1 −
1
k
]
(n0 + ηr,T + 1) +
1
2
log 2
= (κ1,α − log 2)(n0 + ηr,T + 1) + 1
2
log 2, (72)
where we use
∑∞
k=1(−1)k+1/k = log 2 in the first and last
equalities and κ1,α is given in (9). Furthermore, using (66),
we obtain
∞∑
k=1
(−1)k+1T k
k
(
r
n0 + n1
)αk
= log
(
1 + T
(
r
n0 + n1
)α)
. (73)
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Therefore, combining (54), (72), and (73) with (71), the second
inequality in (50) and (51), i.e., the upper bound for qn0,T (r |
n1), is proved.
We next prove the first inequality in (50), i.e., the lower
bound. Similar to the derivation of (72), combining (48) with
(70) yields
∞∑
k=1
(−1)k+1T k
k
(
n0 + ηr,T + 1
αk − 1 +
1
2
)(
r
n0 + ηr,T + 1
)αk
≥
∞∑
k=1
(−1)k+1
k
(
n0 + ηr,T + 1
αk − 1 +
1
2
)(
1 +
1
n0 + ηr,T
)−αk
= ϕ(ηr,T ) (n0 + ηr,T + 1)
+
1
2
log
(
1 +
(
1 +
1
n0 + ηr,T
)−α)
,
where we use (53) and (66) in the equality. Consequently,
substituting this, (54), and (73) into (71) leads to (50) and
(52).
C. Proof of Lemma B.3
From Taylor’s theorem, we obtain for x > 1,
log (1 + xα) = log xα +
∞∑
k=1
(−1)k+1
k
1
xαk
.
Since T ( rn0+m )
α > 1 for any m ∈ [1, ηr,T ], applying the
above equation to (49) leads to
q
n0,T
(r)
=
n0+ηr,T∑
m=n0+1
logT
( r
m
)α
+
n0+ηr,T∑
m=n0+1
∞∑
k=1
(−1)k+1
kT k
(m
r
)αk
= ηr,T logT + α
(
ηr,T log r − log(n0 + ηr,T )ηr,T
)
+
∞∑
k=1
(−1)k+1
kT k
(
1
r
)αk ηr,T∑
m=1
(n0 +m)
αk, (74)
where (x)k (k ∈ N) denotes the falling sequential product
such that
(x)k = x(x− 1) · · · (x− k + 1).
It follows from Faulhaber’s formula (see e.g., [34]) that for
any n ∈ N,
n∑
m=1
(n0 +m)
αk
=
1
αk + 1
αk∑
j=0
(
αk + 1
j
)
Bj
[
(n0 + n)
αk+1−j − (n0)αk+1−j
]
=
1
αk + 1
αk∑
j=0
(
αk + 1
j
)
Bj
×(n0 + n)αk+1−j
[
1−
(
n0
n0 + n
)αk+1−j]
, (75)
where Bj’s are the Bernoulli numbers such that
B0 = 1, Bj =
j−1∑
k=0
(−1)k
(
j + 1
k
)
Bk, j ≥ 1.
Substituting (75) into the second term on the right-hand side
of (74) yields
∞∑
k=1
(−1)k+1
kT k
(
1
r
)αk ηr,T∑
m=1
(n0 +m)
αk
=
∞∑
k=1
(−1)k+1
kT k
(
1
r
)αk
1
αk + 1
αk∑
j=0
(
αk + 1
j
)
Bj
×(n0 + ηr,T )αk+1−j
[
1−
(
n0
n0 + ηr,T
)αk+1−j]
=
∞∑
k=1
(−1)k+1
kT k
[(
n0 + ηr,T
αk + 1
+
1
2
)(
n0 + ηr,T
r
)αk
−
(
n0
αk + 1
+
1
2
)(n0
r
)αk
+
r−αk
αk + 1
αk∑
j=2
(
αk + 1
j
)
Bj
× (n0 + ηr,T )αk+1−j
[
1−
(
n0
n0 + ηr,T
)αk+1−j]]
.
(76)
Note that (44) and 1 ≤ ηr,T suggest that
(
1 +
1
n0 + ηr,T
)−α
<
1
T
(
n0 + ηr,T
r
)α
≤ 1. (77)
Note also that (see (31) and (66))
∞∑
k=1
(−1)k+1
kT k
(
n0
αk + 1
+
1
2
)(n0
r
)αk
= ψ
n0,T
(r) +
1
2
log
(
1 +
1
T
(n0
r
)α)
. (78)
Thus, by using (77) and (78), we obtain
∞∑
k=1
(−1)k+1
kT k
[(
n0 + ηr,T
αk + 1
+
1
2
)(
n0 + ηr,T
r
)αk
−
(
n0
αk + 1
+
1
2
)(n0
r
)αk]
≤
∞∑
k=1
(−1)k+1
k
[
n0 + ηr,T
αk + 1
+
1
2
]
− ψ
n0,T
(r)
−1
2
log
(
1 +
1
T
(n0
r
)α)
= (log 2− κ2,α) (n0 + ηr,T ) + 1
2
log 2− ψ
n0,T
(r)
−1
2
log
(
1 +
1
T
(n0
r
)α)
, (79)
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where κ2,α is given in (9) and we use
∑∞
k=1(−1)k+1/k =
log 2 in the equality. Similarly, we have
∞∑
k=1
(−1)k+1
kT k
[(
n0 + ηr,T
αk + 1
+
1
2
)(
n0 + ηr,T
r
)αk
−
(
n0
αk + 1
+
1
2
)(n0
r
)αk]
≥
∞∑
k=1
(−1)k+1
k
[
n0 + ηr,T
αk + 1
+
1
2
](
1 +
1
n0 + ηr,T
)−αk
−ψ
n0,T
(r)− 1
2
log
(
1 +
1
T
(n0
r
)α)
= ϕ(ηr,T )(n0 + ηr,T ) +
1
2
log
(
1 +
(
1 +
1
n0 + ηr,T
)−α)
−ψ
n0,T
(r)− 1
2
log
(
1 +
1
T
(n0
r
)α)
, (80)
where the equality follows from (58) and (78). Furthermore,
it follows from (77) that
∞∑
k=1
(−1)k+1
T kk(αk + 1)
αk∑
j=2
(
αk + 1
j
)
Bj
× (n0 + ηr,T )
αk+1−j
rαk
[
1−
(
n0
n0 + ηr,T
)αk+1−j]
= O
(
(n0 + ηr,T )
−1 1
T
(
n0 + ηr,T
r
)α)
. (81)
Therefore, the lower and upper bounds for the last term on
the right-hand side of (74) are shown.
We next consider the first and second terms in (74). It
follows from Stirling’s formula that
ηr,T log r − log(n0 + ηr,T )ηr,T
= ηr,T log r − log
√
2pi(n0 + ηr,T )
−(n0 + ηr,T ) log
(
n0 + ηr,T
e
)
+ logn0!
+O
(
log
(
1 +
1
n0 + ηr,T
))
= n0 + ηr,T + ηr,T log
(
r
n0 + ηr,T
)
+ log
n0!√
2pi
−
(
n0 +
1
2
)
log(n0 + ηi,T ) +O
(
log
(
1 +
1
n0 + ηr,T
))
.
(82)
Note that (77) suggests that
log
(
r
n0 + ηr,T
)
> log
1
T 1/α
, (83)
log
(
r
n0 + ηr,T
)
≤ log 1
T 1/α
(
1 +
1
n0 + ηr,T
)
. (84)
As a result, combining (84) with (82) and using this, (79), (81),
and (76), we obtain (55) and (56). Similarly, by combining
(83) with (82) and applying this, (80), and (81) into (76), we
obtain (55) and (57).
D. Proof of Lemma B.4
Similar to the derivation of (74), it follows from (59) that
qn0,T (r)
=
n0+n1∑
m=n0+1
log T
( r
m
)α
+
n0+n1∑
m=n0+1
∞∑
k=1
(−1)k+1
kT k
(m
r
)αk
= n1 logT + α (n1 log r − log(n0 + n1)n1)
+
∞∑
k=1
(−1)k+1
kT k
(
1
r
)αk n1∑
m=1
(n0 +m)
αk. (85)
Applying the same technique in the derivation of (76) to the
second term in (85) yields
∞∑
k=1
(−1)k+1
kT k
(
1
r
)αk n1∑
m=1
(n0 +m)
αk
=
∞∑
k=1
(−1)k+1
kT k
[(
n0 + n1
αk + 1
+
1
2
)(
n0 + n1
r
)αk
−
(
n0
αk + 1
+
1
2
)(n0
r
)αk
+O(r−αknαk−10 ) +O(r
−αk(n0 + n1)
αk−1)
]
=
1
T
[
n0 + n1
α+ 1
+
1
2
](
n0 + n1
r
)α
− 1
T
[
n0
α+ 1
+
1
2
] (n0
r
)α
+O
(
1
T
nα−10
rα
)
+O
(
(n0 + n1)
−1 1
T
(
n0 + n1
r
)α)
. (86)
In addition, similar to (82), Stirling’s formula leads to
n1 log r − log(n0 + n1)n1
= n0 + n1 + n1 log
(
r
n0 + n1
)
+ log
n0!√
2pi
−
(
n0 +
1
2
)
log(n0 + n1) +O
(
log
(
1 +
1
n0 + n1
))
.
Substituting this and (86) into (85) results in (60).
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