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Abstract
Modern data sets in various domains often include units that were sampled non-randomly
from the population and have a latent correlation structure. Here we investigate a com-
mon form of this setting, where every unit is associated with a latent variable, all latent
variables are correlated, and the probability of sampling a unit depends on its response.
Such settings often arise in case-control studies, where the sampled units are correlated
due to spatial proximity, family relations, or other sources of relatedness. Maximum likeli-
hood estimation in such settings is challenging from both a computational and statistical
perspective, necessitating approximations that take the sampling scheme into account. We
propose a family of approximate likelihood approaches which combine composite likelihood
and expectation propagation. We demonstrate the efficacy of our solutions via extensive
simulations. We utilize them to investigate the genetic architecture of several complex
disorders collected in case-control genetic association studies, where hundreds of thousands
of genetic variants are measured for every individual, and the underlying disease liabilities
of individuals are correlated due to genetic similarity. Our work is the first to provide a
tractable likelihood-based solution for case-control data with complex dependency struc-
tures.
Keywords: Gaussian Processes, Expectation Propagation, Composite Likelihood, Selec-
tion Bias, Linear Mixed Models
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1. Introduction
In the analysis of scientific data, a common phenomenon is the existence of complex depen-
dencies between analyzed units. This is encountered in diverse fields such as epidemiology,
econometrics, ecology, geostatistics, psychometrics and genetics, and can arise due to spatial
correlations, temporal correlations, family relations, or other sources of heterogeneity (Pfeif-
fer, 2008; Rabe-Hesketh et al., 2005; Bolker et al., 2009; Rabe-Hesketh et al., 2004; Yang
et al., 2014; Burton et al., 1999; Diggle et al., 1998). This idea is often captured through the
use of Gaussian processes (GPs; Rasmussen and Williams 2006) or equivalently, through
generalized linear mixed models (GLMMs; McCulloch et al. 2008) or latent Gaussian mod-
els (Fahrmeir and Tutz, 2001). Such models associate sampled units with latent variables,
and express the dependencies through covariance matrices of latent variables.
A second important concept is that of ascertainment, where the probability of sampling
a unit depends on its response. Ascertainment is especially common in case-control studies
where a binary response variable has a rare outcome, such as a rare disease, leading to
oversampling of disease cases relative to their population prevalence (Breslow, 1996).
In this paper we consider situations that contain both elements—a complex covariance
structure and case-control sampling—and the statistical modeling solutions available for
these situations. Our interest lies in an extreme form of this combination, involving:
(a) Unit-level ascertainment, where the sampling probability of a unit depends only on
its response (Figure 1a). This stands in contrast to common study designs such as
family studies (Neuhaus et al., 2002), ascertained longitudinal studies (Liang and
Zeger, 1986) or clustered case-control studies (Neuhaus and Jewell, 1990). In such
studies each cluster is either entirely selected or entirely omitted from the study, such
that the dependency structure in the sample and in the population are the same.
(b) A full-rank covariance matrix, indicating that dependencies cannot be captured by a
small number of variables (Figure 1b). Such settings are common in modern data sets
due to either high-dimensional settings or to the use of kernels or basis expansions,
which implicitly project a small number of features into a large (possibly infinite-
dimensional) space (Diggle et al., 1998; Rasmussen and Williams, 2006).
(c) A non-sparse covariance matrix, indicating that all units are correlated (Figure 1c).
Such settings exacerbate both the computational challenge, because the density does
not factorize into multiplicative terms, and the statistical challenge, because classic
statistical theory requires a large number of independent units.
Special cases of this combination have been addressed in the literature (Glidden and Liang,
2002; Epstein et al., 2002; Neuhaus et al., 2006, 2014), but to our knowledge, there is a
limited set of available solutions for the general setting, which is indeed very challenging.
A major motivating application for our study is genome-wide association studies of
diseases with a case-control sampling design (GWAS-CC) (Price et al., 2015; Visscher et al.,
2017). In GWAS-CC, the genomes of individuals affected with a disease and of unaffected
controls are collected in an effort to uncover the genetic mechanisms driving disease risk.
Studies in this field have diverse goals, reflected in the diversity of the statistical inference
tasks they seek to solve: testing for association between genetic variants and disease (Yang
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Figure 1: The properties that are unique to our setting of interest (top row) compared
to more traditional settings (bottom row). (a) Unit-level sampling, where the
decision whether to sample a unit depends only on their response, in contrast
to studies that either sample or omit an entire cluster of units. (b) A full-rank
covariance matrix of latent variables, indicating a complex dependency structure.
(c) A non-sparse covariance matrix, indicating that the latent variables of every
pair of units are correlated.
et al., 2014; Weissbrod et al., 2015), estimating disease heritability (Yang et al., 2010; Golan
et al., 2014; Weissbrod et al., 2018), risk prediction (Zhou et al., 2013; Golan and Rosset,
2014; Weissbrod et al., 2016), and more.
GWAS-CC typically employ case-control designs, where patients are recruited in hospi-
tals or clinics whereas healthy controls are recruited independently, owing to the small preva-
lence of complex genetic diseases—even common diseases like type 1 diabetes or schizophre-
nia typically have a population prevalence ≤1%. Furthermore, statistical models for such
studies typically treat the effects of genetic variants on disease as random effects sampled
from a distribution. This is because such studies include millions of variants, and the effects
are typically very small (Yang et al., 2010; Golan et al., 2014; Golan and Rosset, 2014).
Hence, GWAS-CC give rise to settings with case-control sampling and a full-rank and non-
sparse covariance structure: every individual has a latent genetic effect (given by the inner
product of her genotype and the random effects), and the genetic effects are correlated due
to genetic similarity. Despite the extensive interest that GWAS-CC have attracted in re-
cent years (Wellcome Trust Case Control Consortium et al., 2007; Ehret et al., 2011; Sawcer
et al., 2011; Timmann et al., 2012; Ripke et al., 2014; Okada et al., 2014), the statistical
modeling problems this setting generates have been discussed in a limited manner, with
application of heuristic methods that do not formally take the probabilistic structure of the
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problem into account (Lee et al., 2011; Hayeck et al., 2015; Weissbrod et al., 2015; Chen
et al., 2016; Jiang et al., 2016a).
Similar settings arise in other scientific domains, where case-control sampling and a full-
rank, non-sparse covariance structure are observed. Prominent examples include disease
mapping studies with a smoothing kernel (Diggle et al., 1998; Kelsall and Diggle, 1998;
Held et al., 2005) and GP-based classification of data collected in case-control studies (Chu
et al., 2010; Ziegler et al., 2014; Young et al., 2013). The analyses employed in these
examples often ignore the effects of case-control sampling, a practice we would like to avoid
and whose fundamental flaws we discuss and illustrate below.
The problem we consider poses substantial statistical and computational challenges.
The main statistical framework for inference with binary responses and latent variables are
GP classifiers, which are mathematically equivalent to latent Gaussian models, and recover
GLMMs as a special case when using a linear kernel. Such models provide a likelihood-based
solution but can pose significant computational difficulties. Modern approach to alleviate
computational difficulties include (1) Pairwise likelihood (PL; Renard et al. 2004), which
approximates the joint distribution of all variables as a product of marginal distributions
of pairs of variables; (2) Expectation propagation (EP) (Minka, 2001; Seeger, 2005), which
replaces multiplicative terms in the distribution with simpler terms from an exponential
family distribution; (3) Variational approximation (Opper and Archambeau, 2009; Hens-
man et al., 2015), which approximates the distribution with the closest distribution from
a more tractable class; (4) Markov chain Monte Carlo (MCMC) sampling combined with
thermodynamic integration (Kuss and Rasmussen, 2005; Nickisch and Rasmussen, 2008;
Gelman and Meng, 1998), and (5) Laplace approximation (Tierney and Kadane, 1986;
Raudenbush et al., 2000) and its close variant, penalized quasi likelihood approximation
(Breslow and Clayton, 1993; Wolfinger and O’connell, 1993), which approximate the distri-
bution as a Gaussian distribution via a second-order Taylor expansion. Of these, PL and
EP have proved to often outperform the alternatives (Kuss and Rasmussen, 2005; Nickisch
and Rasmussen, 2008; Varin et al., 2011) and thus form the basis of our proposed approach.
The main approach for statistical inference in the presence of ascertainment is called
ascertained maximum likelihood (AML). AML consists of defining a binary variable indi-
cating inclusion in the study for every unit, and conditioning the analysis on these variables
(Scott and Wild, 2001). However, none of the above GP approximation methods is suit-
able for AML inference. The only existing method that is both scalable and statistically
sound is a method-of-moments approach called phenotype-correlation-genotype-correlation
(PCGC; Golan et al. 2014). However, this approach is not likelihood-based and thus cannot
naturally be used for model comparison, inference, prediction, and hypothesis testing.
Here we propose two approaches for approximate likelihood computation in our setting
of interest. Our approaches combine (1) GP + AML + PL, which provides a tractable
likelihood approximation but is very sensitive to model misspecification; and (2) GP +
AML + modified EP, which is more computationally intensive, but is more robust and
is closer to traditional maximum likelihood estimation. We evaluate the merits of our
approaches on both synthetic and real data sets of genetic studies involving thousands of
individuals and hundreds of thousands of features treated as having random effects.
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2. Formal Problem Description
Here we provide a formal description of our problem and the statistical and computational
challenges.
2.1 Gaussian Processes / Generalized Linear Mixed Models
We are presented with n units, with each unit i having c features Xi ∈ Rc associated with
fixed (non-random) effects β ∈ Rc, m additional features Zi ∈ Rm that are not associated
with fixed effects, and an outcome variable yi (here we consider binary outcomes, but the
framework can also be applied to other types). We associate every unit i with a latent
variable gi(Zi) that depends on Zi such that P (yi = 1 | Xi, gi,β) = h
(
XTi β + gi
)
, where
h (·) is a likelihood function (which is closely related to an inverse link function in GLMM
terminology), such as probit or logit.
GPs impose a Gaussian process prior over the the functional form of the latent vari-
ables, g ∼ GP (0, k(·, · ; θ)) , where k(·, · ; θ) is a kernel function parameterized by θ. This
indicates that for every finite set of units i = 1 . . . n, the vector g = [g1(Z1), . . . , gn(Zn), ]
T
follows a multivariate normal distribution:
g ∼ N (0,K(Z;θ)) ,
where K, which is non-sparse and full-rank in our setting, has entries Kij = k(Zi,Zj ;θ).
GLMMs are a class of models that are mathematically equivalent to GPs with linear
kernels, i.e., Kij = θZ
T
i Zj , where θ is a scalar hyperparameter called a variance component.
GLMM literature typically uses the alternative notation gi = Z
T
i b, where b ∼ N
(
0,
√
θI
)
is a vector of random effects. The equivalence can be extended to non-linear kernels by
projecting Zi into a high (possibly infinite) dimensional space that depends on θ, and
defining b ∼ N (0, I) (Rasmussen and Williams, 2006). GLMMs can also be defined with
non-normal random effects, in which case the equivalence with GPs breaks down, but we
do not consider such models here. We focus on linear kernels because we are interested
in extremely high-dimensional settings, where non-linear kernels often overfit (Weissbrod
et al., 2016). A schematic graphical model of GPs and GLMMs is shown in Figure 2.
Our main aim in this work is estimating the kernel hyperparameters θ (i.e., training
the model). Given a vector of observed outcomes y = [y1, . . . , yn]
T and the matrices X =
[X1, . . . ,Xn]
T , Z = [Z1, . . . ,Zn]
T , the GP likelihood is given by:
L (β,θ) = P (y | X,Z,θ,β) =
∫
P (g|Z,θ)
∏
i
P (yi|Xi, gi,β)dg. (1)
As we do not impose a prior over the hyperparameters β,θ, we can estimate them via
type-II maximum likelihood, by finding the values that maximize Equation 1.
2.2 The Implications of Ignoring Ascertainment in GPs
Up until now we implicitly assumed that n units were sampled completely at random from
an underlying population. We now assume that the sample is ascertained, i.e., that the
probability of sampling cases (units with yi = 1) and controls (yi = 0) is different (see
Figure 2).
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Figure 2: A directed graphical model for a GP with one feature X associated with a fixed
effect β, three features Z1, Z2, Z3 associated with an implicit vector of random
effects ~b and with a hyperparameter θ, and two sampled units (indicated by
subscript indices) with latent variables g1, g2 and observed responses y1, y2. Also
shown is the extension to unit-level ascertainment, which consists of adding a
sampling indicator si that depends on yi and is equal to 1 for every sampled unit.
Latent (non-observed) random variables are marked with a double-lined border.
We first demonstrate that using GPs while ignoring ascertainment leads to nonsensical
conclusions which stand in contrast to fundamental motivations for GP use, like the central
limit theorem. We focus on binary GPs, which can be formulated according to the liability
threshold model (Dempster and Lerner, 1950). Under this model, every unit i has a latent
liability li = gi+ i, where i is an iid latent residual variable whose distribution depends on
the likelihood function (e.g. normally distributed for probit, or logit distributed for logit),
and unit i is a case (having yi = 1) if and only if li > t for some cutoff t. The prevalence K
is the proportion of units in the population having li > t. We emphasize that a normally
distributed i is completely equivalent to a standard GP with a probit likelihood h(·).
It is common to use likelihood functions associated with a smooth and symmetrically
distributed i, such as logit or probit, which leads to a smooth and symmetric distribution
of liabilities in the population. However, due to the ascertainment mechanism, the liabili-
ties and latent variables gi in an ascertained sample follow a non-symmetric and possibly
discontinuous distribution (Figure 3a), and thus cannot be analyzed with standard likeli-
hood functions. This problem motivates our proposed solutions for analysis of case-control
studies. Many studies in practice ignore the complexities above, and instead use common
likelihood functions such as a logit or a probit in case-control studies (e.g. Chen et al.
2016; Jiang et al. 2015; Kramer et al. 2017; Qi et al. 2017). However, this solution implies
a non-symmetric and discontinuous distribution of latent variables in the population from
6
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Figure 3: The implications of assuming normality of latent variables in the population from
which units are sampled (panel a) or in a case-control study (panel b), for a GP
with a probit likelihood and a sample consisting of 50% cases. The liability is
given by li = gi + i, gi, i ∼ N (0,
√
0.5). Units with liabilities greater than
their (1-prevalence) population quantile are cases. (a) When assuming normality
in the population, latent variables and liabilities in a case-control study are not
normally distributed (unless the cases prevalence is 50%, in which case there is
no ascertainment). (b) When naively assuming normality of latent variables in
a case-control study, the latent variables and the liabilities are not normally dis-
tributed in the population from which the data was sampled, in contradiction to
the liability threshold model. Specifically, the liabilities distribution is discontin-
uous, and the latent variables distribution has a heavy left tail. All distributions
were computed analytically by conditioning on the sampling indicators defined in
Section 2.3.
which units are sampled, in stark contrast to the central limit theorem assumptions (Figure
3b). Thus, ignoring the ascertainment scheme in GPs may lead to nonsensical probabilistic
settings under common assumptions.
The practical implications of modeling violations due to ascertainment have been in-
vestigated extensively in the statistical genetics literature. These include severe biases in
estimation of quantities such as disease heritability (Golan et al., 2014; Weissbrod et al.,
2018), inaccurate risk prediction (Golan and Rosset, 2014) and loss of power in hypothesis
testing (Weissbrod et al., 2015; Hayeck et al., 2015; Yang et al., 2014).
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2.3 Modeling Ascertainment in GPs
Analysis of ascertained data is typically performed by (1) defining a binary sampling indi-
cator si for every unit i such that si depends only on yi (Figure 2); and (2) performing all
statistical inference tasks conditional on s1 = 1, . . . , sn = 1. This requires specifying the
sampling probabilities of cases P (si = 1|yi = 1) and of controls P (si = 1|yi = 0). There
are two main approaches for estimating the hyperparameters θy|X,Z of the distribution
P (y|X,Z) with such indicators, differing with respect to how the sampling probabilities
are determined.
Maximum profile likelihood estimates θy|X,Z by jointly maximizing the so-called profile
likelihood P (y|X,Z, s1 = 1, . . . , sn = 1) over both θy|X,Z and the nuisance hyperparame-
ters θs|y of the distributions P (si = 1|yi) of every possible value of yi, i.e., θˆy|X,Z , θˆs|y=
argmaxθy|X,Z ,θs|y P
(
y | X,Z, s1 = 1, . . . , sn = 1,θy|X,Z ,θs|y
)
(Scott and Wild, 2001). The
resulting estimator is maximally efficient as it attains the Crame´r-Rao lower bound.
Ascertained Maximum Likelihood (AML) estimates θy|X,Z using a pre-specified assign-
ment θs|y = θ0s|y, i.e., θˆy|X,Z = argmaxθy|X,Z P
(
y | X,Z, s1 = 1, . . . , sn = 1,θy|X,Z ,θ0s|y
)
(Scott and Wild, 1997). For a binary outcome with a population prevalence K and an
in-sample prevalence P , any assignment θ0s|y obeying the constraint
P (si=1|yi=0)
P (si=1|yi=1) =
K(1−P )
(1−K)P
guarantees consistent estimates (i.e., estimators converge to the true parameter values as
sample size tends to infinity if the model is true), because it yields the observed case-control
ratio in expectation. This approach is often termed pseudo likelihood or conditional like-
lihood (Manski, 1981; Hsieh et al., 1985), but as both terms have alternative meanings in
GLMM literature, we use the term ascertained likelihood instead. AML is less statistically
efficient than maximum profile likelihood, in the sense that the estimator has a larger vari-
ance. However, the loss of efficiency has been shown to be negligible in practice (Wild, 1991;
Scott and Wild, 1997). AML has previously been used for family-based studies (Glidden
and Liang, 2002; Epstein et al., 2002), but to our knowledge it has not been used under the
combination of a dependency structure and unit-level sampling.
To combine GPs with the AML framework, we define the ascertained GP likelihood and
apply Bayes’ law as follows:
L∗ (β,θ) = P (y | X,Z, s = 1,θ,β) = P (y | X,Z,θ,β)
P (s = 1 | X,Z,θ,β)
∏
i
P (si = 1|yi), (2)
where s = 1 is a shorthand notation for s1 = 1, . . . , sn = 1 and θy|X,Z = {θ,β}. The
last term in the rhs of Equation 2 is considered known under AML and requires no special
treatment. The numerator is the likelihood of a standard GP under no ascertainment, and
the denominator is the likelihood of a GP in which the outcome is si instead of yi. A naive
approach is to approximate the numerator and denominator separately. However, obtaining
an accurate estimate of the ratio is extremely challenging, because both the numerator and
denominator are challenging to approximate, and any inaccuracy is compounded by the
division. In our experience, this approach does not lead to reasonable estimators.
3. Approximate Inference in GPs under Ascertainment
We now propose two methods for approximate inference in GPs under ascertainment.
8
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3.1 Ascertained Pairwise Likelihood
PL is composite likelihood approximation, which approximates a multivariate joint density
via a product of marginal densities of pairs of variables (Varin et al., 2011):
P (y | X,Z,θ,β) ∝∼
∏
i 6=j
P (yi, yj | Xi,Xj ,Zi,Zj ,θ,β), (3)
where i,j iterate over all pairs of units, and ∝∼ indicates approximate proportionality with
respect to the hyperparameters θ, β. The maximum pairwise likelihood estimate is ap-
proximately the maximum likelihood estimate. PL is computationally efficient owing to
its quadratic dependency on the sample size, and is consistent under suitable regularity
conditions (Varin et al., 2011).
Ascertained PL (APL) is an extension of PL that approximates the ascertained likeli-
hood in Equation 2 by modifying Equation 3 to condition on s = 1 :
P (y | X,Z, s = 1) ∝∼
∏
i 6=j
P (yi, yj | Xi,Xj ,Zi,Zj , si = 1, sj = 1)
=
∏
i 6=j
P (yi, yj | Xi,Xj ,Zi,Zj)
P (si = sj = 1 | Xi,Xj ,Zi,Zj)P (si = sj = 1| yi, yj) ,
where P (si = sj = 1| yi, yj) = P (si = 1| yi)P (sj = 1| yj) are known constants which can
be ignored, and we omitted the hyperparameters β, θ for brevity. The terms in the numer-
ator and the denominator can be separately evaluated as in standard PL, where we treat
the denominator as a GP with a suitable likelihood function. Unlike Equation 2, the evalu-
ation of the ratio is accurate since both the numerator and denominator can be computed
exactly. In certain settings, PL evaluation can be substantially accelerated via a Taylor
approximation around ZTi Zj = 0, which enables factoring each bivariate distribution into
a product of marginal distributions (Appendix A).
3.2 Ascertained Expectation Propagation
EP is a popular approach for approximating complex distributions by iteratively replac-
ing every multiplicative term in the joint distribution of the observed and latent vari-
ables with a simpler term from an exponential family distribution (Minka, 2001; Ras-
mussen and Williams, 2006; Seeger, 2005). This joint distribution in GPs is given by
P (g|Z,θ)∏i P (yi|Xi, gi,β). EP replaces every term in this product by an unnormalized
Gaussian, P (yi|Xi, gi) ≈ ti (gi) , riN (gi; α˜i, γ˜i), where we omitted the hyperparameters
β, θ for brevity, and the site parameters ri, α˜i, γ˜i implicitly depend on Xi, yi and β. EP
iteratively updates the terms ti(gi), such that each term minimizes the generalized Kullback
Leibler divergence (GKL) between the functions q−i(gi)ti(gi) and q−i(gi)P (yi|Xi, gi) (i.e.,
the KL divergence between these functions after standardizing them to integrate to unity),
where the cavity distribution q−i(gi) ∝
∫
P (g|Z)∏j 6=i tj(gj)dgj 6=i represents the current
approximation of P (gi|Z,yj 6=i).
Given an EP approximation, the GP likelihood can be approximated as:
P (y | X,Z) ≈
∫
P (g|Z)
∏
i
ti (gi)dg.
9
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This expression can be evaluated analytically because it is an integral of a product of
(unnormalized) Gaussian densities. EP has proven to consistently outperform alternative
approximation methods for binary data (Nickisch and Rasmussen, 2008), and recent theo-
retical analysis has demonstrated that is is statistically consistent under certain modeling
assumptions (Dehaene and Barthelme´, 2016, 2018).
Ascertained EP (AEP) is our proposed method to generalize standard EP to handle
ascertainment. AEP approximates the ascertained likelihood in Equation 2 by replacing
the standard EP step with a modified step that equates the functions
∫
q−i(gi)ti(gi)dgi
and
∫
q−i(gi)P (yi,si|gi,Xi)dgi∫
q−i(gi)P (si|gi,Xi)dgi . Unlike standard EP, we cannot minimize the GKL divergence
beteween these functions, because this will lead to the same solution as standard EP, up
to a scaling constant. Instead, AEP finds the unnormalized Gaussian ti(gi) which makes
these functions and their first two partial derivatives with respect to µ−i (the mean of the
Gaussian q−i(gi)) have the same value when evaluated at µ−i (see Appendix B for details).
EP is a special case of AEP, because the proposed step objective coincides with the
standard EP objective in the absence of ascertainment (i.e., when P (si|yi) is a constant
regardless of yi). To see this, observe that EP minimizes the GKL divergence between
mˆ(gi) , q−i(gi)P (yi|gi,Xi) and m˜(gi) , q−i(gi) · ti(gi). Since m˜(gi) is an unnormalized
Gaussian, EP minimizes the GKL divergence by equating its zeroth, first and second mo-
ments with those of mˆ(gi) (Rasmussen and Williams, 2006). Hence, standard EP requires
computing the mean µˆi and variance σˆ
2
i of mˆ(gi). A straightforward but lengthy derivation
shows that we can compute these quantities as follows:
µˆi =
∂
∂µ−i
[
log
∫
mˆ(gi)dgi
]
σ2−i + µ−i
σˆ2i =
∂2
∂ (µ−i)2
[
log
∫
mˆ(gi)dgi
] (
σ2−i
)2
+ σ2−i,
where µ−i, σ2−i are the mean and variance of the Gaussian q−i(gi), and the derivatives are
evaluated at the actual value of µ−i. Hence, there is a one-to-one correspondence between
the first two moments of mˆ(gi) and its first two partial derivatives with respect to µ−i (when
evaluated at µ−i). Consequently, each step of standard EP can alternatively be described
as imposing the constraint that the zeroth, first and second derivatives of the integrals of
m˜(gi) and mˆ(gi) with respect to µ−i are the same. This is the same constraint used in
AEP. Hence, EP and AEP coincide in the absence of ascertainment, where P (si = 1|yi) is
constant regardless of the value of yi.
The sampling variance of the AEP maximum likelihood estimator can be estimated effi-
ciently via jackknife sampling, by reusing the functions ti(gi) (Opper and Winther, 2000; Qi
et al., 2004; Vehtari et al., 2016). The evaluation of each jackknife sample requires inverting
a matrix that is a submatrix of a matrix that was inverted in the original computation, with
one row and one column removed. Such an inversion can be computed rapidly while re-
taining numerical stability, by combining a Cholesky decomposition with a series of Givens
rotations (Seeger, 2004). A formal analysis of AEP is difficult because there are relatively
few theoretical guarantees for standard EP, which is a special case of AEP, except under
relatively strong assumptions (Dehaene and Barthelme´, 2016, 2018). However, we sketch a
heuristic argument supporting the objective function of AEP in Appendix B.
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4. Results
We evaluated the performance of our methods using extensive simulations and real data
analysis. We first describe our simulation studies, and then present the results obtained on
real data.
4.1 Simulations Overview
We simulated data that closely mimics real GWAS-CC using the liability threshold model,
where each individual has liability li = X
T
i β + gi + i, gi is a GP latent variable, and
individuals with li greater than some cutoff are cases. In most simulations we used a linear
kernel with a single hyperparameter, θ = {σ2g}, though we also investigate radial basis
function (RBF) kernels below. Our aim was estimating the hyperparameter σ2g , which we
call a variance component. Importantly, σ2g/var(li) is an estimator of genetic heritability,
defined as the proportion of var(li) explained by genetics.
We simulated genetic data based on single nucleotide polymorphisms (SNPs), which can
be encoded as 0/1/2, according to the number of minor alleles carried by an individual at a
specific position in the genome. We first generated a minor allele frequency f j ∼ U(0.05, 0.5)
for every SNP j, and then sampled a matrix Z of SNP, such that Zij ∼ Bin(2, f j). Finally,
we standardized each column in the matrix Z by subtracting the mean and dividing by the
standard deviation corresponding to its allele frequency.
To simulate unit-level ascertainment, we (1) generated a population of 1,000,000 individ-
uals, where for every individual i we generated a vector of standardized genotypes Zi ∈ Rm
as described above, and a vector Xi∼ N (0, I) ∈ Rc representing additional standardized
risk factors such as sex or age; (2) generated vectors b∼ N
(
0,
√
σ2g/mI
)
of random effects,
and β∼ N
(
0,
√
σ2c/cI
)
of fixed effects; (3) assigned a latent variable gi = Z
T
i b and a
liability li = gi + X
T
i β+i to every individual i, where i∼ N
(
0,
√
1− σ2c − σ2g
)
iid; (4)
defined all individuals with li greater than the 1 −K quantile of the liability distribution
as cases (i.e., yi = 1), where K is the desired prevalence; and (5) selected a subset of
n
2
cases and n2 controls for the case-control study, where n is the desired study size. Unless
stated otherwise, we used m = 500, n = 500, K = 1%, σ2g = 0.25, σ
2
c = 0.25, and c = 1. We
generated 100 datasets for each unique combination of evaluated settings.
We evaluated three likelihood-based methods: AEP, APL and plain EP, which does not
account for ascertainment. We additionally evaluated the moment-based method PCGC,
which is considered the state of the art approach for hyperparameter estimation in genetic
case-control studies (Golan et al., 2014). We estimated hyperparameters in the likelihood-
based methods via maximum likelihood, and in PCGC by finding the values that minimize
the squared loss between the observed and expected values of cov(yi, yj) across all pairs of
individuals i, j. In all settings, we first estimated the fixed effects via a novel ascertainment-
aware generalized estimation equations (AGEE) approach that we developed, and then
adjusted the affection cutoffs accordingly (Appendix C).
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Figure 4: Evaluating hyperparameter estimation accuracy. Shown are box-plots depicting
the estimates of each method across 100 different simulations, under data sets
with an equal number of cases and controls, and a model with a single scale
hyperparameter σ2g . The dashed horizontal lines represent the true underlying
values of σ2g used to generate the data. (a) AEP, APL and PCGC provide accurate
estimates of σ2g when the true trait prevalence (the prevalence of cases in the
population) is 1%, for various values of σ2g , whereas plain EP is severely biased.
(b) All methods except for plain EP accurately estimate σ2g regardless of the
underlying trait prevalence. Plain EP is accurate only when the prevalence is
50%, in which case there is no ascertainment.
4.2 Simulation Studies: Estimating hyperparameters
Our first experiment evaluated variance component estimation accuracy. All methods ex-
cept plain EP yielded empirically unbiased estimates, whereas plain EP was severely biased
(Figure 4a). We also generated data under different prevalence values K and verified that
all methods except plain EP remained accurate regardless of K, whereas plain EP was only
accurate when K = 0.5, in which case there is no ascertainment (Figure 4b).
In the next experiment we examined sensitivity to sample size n and dimensionality
m (corresponding to the number of rows and columns in the matrix Z, respectively). We
first verified that all methods became increasingly accurate with increasing sample size,
but PCGC had a consistently larger sampling variance, because it uses a moment-based
rather than a likelihood-based estimator (Figure 5a). We also observed that all methods
became increasingly accurate with increasing dimensionality, but AEP was substantially
more accurate when m < 50 (Figure 5b). This is because the other two methods use a
first-order Taylor expansion around ZZT = I, which is less accurate when m is small.
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Figure 5: Investigating how hyperparameter estimation performance is affected by sample
size, data dimensionality and modeling violations. (a) All the methods gain accu-
racy as the sample size increases. The sampling variance of PCGC is consistently
larger, because it uses a moment-based rather than a likelihood-based estimator.
(b) All the methods gain accuracy as dimensionality increases. AEP is substan-
tially more accurate than the other methods in the presence of a small number
of features, because the other two methods use a first-order Taylor expansion
around ZZT = I, which is less accurate in the presence of a small number of
features. APL estimates for numbers <50 are equal to 1.0, and are omitted for
clarity. (c) AEP is robust to feature standardization misspecification (see main
text), whereas PCGC is moderately sensitive and APL is highly sensitive.
We also examined robustness to modeling violations by introducing noise into the feature
standardization procedure. We multiplied the estimated frequency of every binary variable
j by rj ∼ U
(
1
1+e , 1 + e
)
before standardizing it, where e ∈ [0, 1] is the error magnitude,
and used this value for estimation, but not for the true generative model. This noise model
is motivated by GWAS, where genetic variants are often standardized according to (some-
what noisy) estimates of their population frequency rather than their sample frequency,
to prevent bias due to ascertainment. AEP was highly robust to such modeling misspec-
ification, whereas PCGC was moderately sensitive and APL was highly sensitive to such
misspecification (Figure 5c). These experiments indicate that AEP is more reliable than
the other methods under a wide variety of modeling assumptions, and is thus the method
of choice for GP likelihood-based hyperparameter estimation in case-control studies.
Next, we examined estimation accuracy under non-linear kernels. We generated data
with a scaled RBF kernel, Kij = σ
2
gexp
(
−‖Zi −Zj‖2 /
(
2γ2
))
, and estimated the hyper-
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parameters θ =
{
σ2g , γ
}
. Our generative model used σ2g = 0.25, γ = 0.5, and the same
values as in the linear kernel simulations for all other parameters, except for restricting to
m =10 normally-distributed features. This is because RBF kernels tend to overfit under a
large m, yielding Kij that is very close to either 0 or σ
2
g regardless of Z.
A technical challenge of the RBF experiments is that our simulations first generate
true latent variables gi for a population of 1M units. This requires computing a 1M ×
1M RBF covariance matrix K and sampling g = [g1, . . . , gn]
T from N (0,K), which is
computationally intractable under a non-linear kernel. Instead we (1) generated a base
population of 10K feature vectors Zi and a corresponding 10K × 10K RBF kernel matrix
K10K ; (2) sampled 10K gi values from N (0,K10K); and (3) created a population of 1M
units, such that each unit has a vector Zi and a corresponding gi value selected at random
from the base population, along with uniquely generated values of Xi and i. Afterwards we
followed the same procedure as in the linear kernel simulations of (1) generating a liability
li = X
T
i β+gi+i for each unit; (2) determining the liability cutoff according to the desired
prevalence; and (3) sampling n/2 cases and n/2 controls. We modified PCGC and APL to
ignore pairs of units with identical features in these experiments.
AEP was empirically unbiased in the RBF experiments, having an average estimation
bias of -0.016 (stdev 0.068) for σ2g and of 0.022 (stdev 0.076) for γ across 100 simulations.
In contrast, APL, PCGC and plain EP were severely biased, with an average bias >0.2
in the estimation of σ2g and >0.15 (in absolute value) in the estimation of γ. We verified
that the bias was not due to the modified data generation scheme by repeating the same
experiments with a linear kernel, wherein PCGC and APL were empirically unbiased. These
results likely arise because PCGC and APL both use a first-order Taylor expansion around
Kij = 0, which may be less accurate in the presence of non-linear kernels. We conclude that
PCGC and APL cannot be trivially modified to handle non-linear kernels, whereas AEP
can be used in more general settings.
Finally, we examined the computational speed of the methods. PCGC and APL are very
efficient compared to AEP, because they scale quadratically with the sample size whereas
AEP scales cubically, like standard EP (Nickisch and Rasmussen, 2008). Nevertheless,
AEP can perform maximum likelihood estimation in data sets with 3,000 units in less than
two hours, and is thus applicable to solve reasonably sized real-world problems. AEP can
potentially be scaled up using novel methods developed for GPs (see Discussion).
4.3 Real Data Analysis
We evaluated the ability of the proposed methods to estimate GP hyperparameters in real
data sets. To this end, we estimated the heritability of seven complex disorders, having
population prevalence between 0.1% and 6%, based on large data sets with ∼3,700 indi-
viduals and ∼280,000 genetic variants from the Wellcome Trust 1 case-control consortium
(Wellcome Trust Case Control Consortium et al., 2007). We performed stringent prepro-
cessing to avoid confounding artifacts, as reported in our previous publication (Weissbrod
et al., 2016). We modeled sex, which is strongly associated with several of these traits, as
a binary feature associated with a fixed effect, and estimated its effect via AGEE as done
in the simulation studies. Standard errors were computed via jackknife sampling.
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Figure 6: Shown are estimates of heritability (the proportion of liability variance explained
by genetic factors) of seven complex disorders from (Wellcome Trust Case Control
Consortium et al., 2007). The error bars are the standard deviation multiplied by
1.96, as estimated via jackknife. The disorders are Crohns disease (CD), rheuma-
toid arthritis (RA), bipolar disorder (BD), type 1 diabetes (T1D), type 2 diabetes
(T2D), coronary artery disease (CAD) and hypertension (HT). The population
prevalence of each trait is shown below its name. The estimates of AEP and
PCGC are relatively concordant, whereas the APL estimates are significantly
down-biased, in agreement with the modeling misspecification simulations.
The heritability explained by measured genotypes for the investigated disorders lies in
the range 20%-60% (Figure 6). There is a high degree of concordance between PCGC and
AEP, whereas the APL estimates are substantially lower. This behavior is consistent with
the simulation studies and suggests that APL is highly sensitive to model misspecification.
AEP is more accurate than the state of the art (PCGC) under simulations and yields
similar estimates with a smaller sampling variance in real data analysis, and is thus the
first robust scalable method we are aware of for likelihood-based inference in GPs with
unit-level ascertainment and a non-sparse, full-rank covariance structure.
To further demonstrate the capabilities of AEP we estimated the posterior distribution
of the GP latent variables gi under both AEP and plain EP, using the standard EP approx-
imation of the posterior distribution of latent variables (Rasmussen and Williams, 2006).
Inferring the latent variables has a clinical utility as a measure of disease severity: individ-
uals with larger values have a stronger genetic load of disease-inducing variants. The latent
variables follow a clear bimodal distribution in all cases, but AEP provides a stronger sepa-
ration between cases and controls (Figure 7). This result cannot be obtained with existing
methods, because no existing likelihood-based GP approximation can model ascertainment.
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Figure 7: Inference of latent variables of complex genetic disorders. Shown is the distri-
bution of the posterior mean of latent variables gi provided by AEP (left) and
plain EP (right), estimated via Gaussian kernel density estimation separately for
controls (dashed lines) and cases (solid lines). The trait names are the same as
in Figure 6, and prevalences are shown in parentheses. Individuals with larger
posterior mean estimates carry a greater genetic load of disease-inducing vari-
ants. AEP provides a clearer separation between cases and controls by exploiting
knowledge about the prevalence and sampling scheme. For both traits, the dis-
tribution variance increases with heritability and prevalence. Note that these
distributions are not analogous to the ones in Figure 3 because they are based on
posterior rather than marginal prior distributions.
5. Discussion
We presented several methods for inference of GP hyperparameters in settings with unit-
level ascertainment, and a full-rank, non-sparse covariance structure. This was done by
combining the ascertained likelihood framework with GPs and GLMMs, which form the
statistical backbone of likelihood based analysis of non-iid data.
We proposed two approximate likelihood-based methods for the ascertained GP frame-
work, AEP and APL, and empirically compared them with PCGC—the current state of the
art method for estimating variance components in genetic case-control studies—which uses
a moment-based rather than a likelihood-based estimator. APL is very computationally
efficient but is sensitive to model misspecification. AEP, which is the most complex and
empirically best approximation of maximum likelihood we proposed, is slower and is more
technically complex than APL and PCGC, but is consistently more accurate than PCGC,
and is less sensitive to modeling assumptions in our simulations. AEP additionally has
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the advantage of providing a full probabilistic model with a well-defined likelihood, and it
recovers standard EP as a special case under random ascertainment. On the other hand,
PCGC has a principled underlying approximation, whereas APL and AEP are less well
understood. Hence, the three methods are complementary in terms of their strengths and
weaknesses, and we encourage future case-control studies to use multiple methods to gain
a deeper understanding of high dimensional dependency structures.
The combination of unit-level ascertainment and a full-rank, non-sparse covariance struc-
ture is very common in statistical genetics (Golan et al., 2014), but is often encountered
in other scientific domains, such as geostatistics and GP classification (Diggle et al., 1998;
Chu et al., 2010; Ziegler et al., 2014; Young et al., 2013). Ascertained sampling is almost
inevitable when studying rare phenomena, and the increasing dimensionality of studied data
often necessitates the introduction of random rather than fixed effects, which in turn induce
full-rank, non-sparse dependency structures. Additionally, it is often more convenient to
perform dense sampling in a small number of clusters rather than collecting a large number
of clusters (Bellamy et al., 2005; Zhang, 2004; Glidden and Vittinghoff, 2004), leading to
non-sparse, full-rank dependency structures at the cluster level. Hence, we expect our work
to be applicable in diverse scientific fields.
In this study we extended the well-known EP algorithm (Minka, 2001) to approximate
GP likelihood. Another potential approach is MCMC sampling coupled with an integra-
tion scheme such as thermodynamic integration (Kuss and Rasmussen, 2005; Nickisch and
Rasmussen, 2008; Gelman and Meng, 1998), but in our experience such approaches are too
slow and complex for modern sized data sets. In recent years, Bayesian approaches have
proven to be potential alternatives to likelihood based approaches in GPs (Ferkingstad and
Rue, 2015). However, such approaches can be sensitive to the choice of prior distribution,
and require prohibitively computationally expensive MCMC sampling. Several analytical
approximations exist, but these are often inaccurate in the presence of binary data (Fong
et al., 2010). The potential use of sampling-based approaches for inference in GPs under
case-control ascertainment remains to be explored.
In recent years, genetic biobanks with hundreds of thousands of individuals have be-
come available (Bycroft et al., 2018). AEP scales cubically with sample size and is thus
not scalable to such datasets. GP approximation techniques from the machine learning
community, such as mixture-of-experts models (Deisenroth and Ng, 2015), inducing points
(Snelson and Ghahramani, 2006; Wilson and Nickisch, 2015; Gardner et al., 2018), random
feature expansions (Rahimi and Recht, 2008; Le et al., 2013; Yang et al., 2015) and stochas-
tic variational approximations (Hensman et al., 2013; Wilson et al., 2016; Cheng and Boots,
2017), or from the GWAS community (e.g. Loh et al. 2015) can potentially be used to scale
up AEP to such large datasets.
A major challenge of non-sparse dependencies is that statistical theory is relatively
undeveloped for this case. Specifically, assuming a study with r mutually independent
clusters of m units, statistical theory is well developed for the asymptotic behavior r/m→
∞, but is limited for r/m→ 0, which is our setting of interest (as r=1 when the covariance
matrix is non-sparse). The statistical consistency of estimators in such cases has been
established in limited settings, including GEEs (Xie and Yang, 2003), maximum penalized
quasi likelihood (Bellamy et al., 2005), composite likelihood approximation (Heagerty and
Lele, 1998), Laplace approximations (Shun and McCullagh, 1995), and specific geostatistical
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models (Zhang and Zimmerman, 2005; Du et al., 2009). Several studies have established
the statistical consistency of maximum likelihood estimators for linear mixed models (i.e.,
GPs with a linear kernel and a normal likelihood) in similar settings using random matrix
theory (Bonnet et al., 2015; Jiang et al., 2016b; Dicker and Erdogdu, 2016), but to our
knowledge such results have not been derived for GPs with non-normal likelihoods. We
conclude that there is a major gap in statistical theory regarding r/m → 0 asymptotics,
representing questions of both theoretical and practical importance.
Several topics that remain unexplored in this work are GPs with more advanced kernels,
outcome prediction and testing of fixed effects, for which several heuristic methods have been
proposed in the statistical genetics literature (Hayeck et al., 2015; Weissbrod et al., 2015;
Chen et al., 2016; Jiang et al., 2016a). Extending our approach to handle these topics is a
potential avenue for future work.
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Appendix A
Here we describe a fast Taylor expansion-based approximation to APL estimation of GPs
with a probit likelihood and a scaling parameter σ2. Denote cov(gi, gj) = ρσ
2
g , where
gi is the latent variable of unit i and ρ depends on Zi,Zj , and on all the other kernel
hyperparameters. The joint likelihood of each pair of units can be written as:
P (yi = a, yj = b |Xi,Xj ,Zi,Zj , si = sj = 1) = Aab(ρ)
B(ρ)
P (si = 1 | yi)P (sj = 1 | yj), (4)
where Aab(ρ) , P (yi = a, yj = b |Xi,Xj , ρ), B(ρ) , P (si = sj = 1 |Xi,Xj , ρ), and
we omitted the hyperparameters θ, β for brevity. Using the law of total probability,
we can write: B(ρ) = (s1)2A11(ρ) + s
1s0 (A10(ρ) +A01(ρ)) + (s
0)2A00(ρ), where s
t =
P (si = 1|yi = t). Next, we explicitly evaluate these quantities at ρ = 0: Aab(0) =
Kai (1 − Ki)1−aKbj (1 − Kj)1−b, B(0) =
(
s0(1−Ki) + s1Ki
) (
s0(1−Kj) + s1Kj
)
, where
Ki = P (yi = 1|Xi), and we omitted the dependence on Zi because we assume that
gi ∼ N (0, σ2g) marginally regardless of Zi. The above equations hold because yi, yj and
si, sj are independent given ρ = 0.
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We next compute the partial derivatives of both expressions with respect to ρ at ρ = 0.
Following (Golan et al., 2014), we have:
d
dρ
Aab(ρ)|ρ=0 = φ(ti)φ(tj)σ2(−1)a6=b
d
dρ
B(ρ)|ρ=0 = (s1)2 d
dρ
A11(ρ)|ρ=0 + 2s1s0 d
dρ
Aa6=b(ρ)|ρ=0 + (s0)2 d
dρ
A00(ρ)|ρ=0
= φ(ti)φ(tj)σ
2
(
(s1)2 + (s0)2 − 2s1s0) ,
where φ(·) is the standard normal density, and ti = Φ−1(1−K)−XTi β is the liability cutoff
for unit i, with Φ(·) representing the standard normal cumulative density and K being the
prevalence of cases in the population.
Finally, we plug in the above expressions into the Taylor expansion of Equation 4 at
ρ = 0, which can be written as follows:
Aab(ρ)
B(ρ)
P (si | yi)P (sj | yj) =
(
A′ab(0)B(0)−B′(0)Aab(0)
B(0)2
ρ+O(ρ2)
)
P (si | yi)P (sj | yj).
Appendix B
Here we provide an informal analysis motivating the use of AEP. A formal analysis of AEP
is difficult because there are relatively few theoretical guarantees for standard EP (Dehaene
and Barthelme´, 2016, 2018). Instead, we state several assumptions and then provide an
informal analysis under these assumptions. Throughout this Appendix, the notation s is
a shorthand notation for s1 = . . . = sn = 1, u−i indicates the vector u with the ith entry
removed, and we omit the dependence on β,θ for brevity.
The parametric form of the AEP site approximation
We first demonstrate that in order for AEP to approximate the ascertained likelihood
P (y|X,Z, s) (up to a scaling factor) at its fixed point, the site function ti(gi) needs to
approximately take the following parametric form:
ti(gi) ≈ P (yi, si|gi,Xi)
P (si|X,Z, s−i) . (5)
Note that this is different from the standard EP approximation ti(gi) ≈ P (yi|Xi, gi).
Our derivation requires an additional approximation:
Approximation 1
P (s|X,Z) ≈ 1
C(X,Z)
∏
i
P (si|X,Z, s−i), for some proportionality factor C(X,Z).
Approximation 1 is motivated by the theory of composite likelihood estimators (Varin et al.,
2011). Specifically, the composite maximum likelihood estimator of β,θ is asymptotically
normally distributed around their true values under suitable regularity conditions (Cox
and Reid, 2004). Since both the full and the composite maximum likelihood estimators
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are asymptotically normal with the same mean, the composite likelihood is approximately
proportional to the full likelihood around this mean, with the approximation accuracy
depending on the ratio between their variances. This ratio depends on the ratio between
the diagonal entries of the Fisher and the Godambe information matrices (Varin et al.,
2011). Note that if Approximation 1 holds, this implies that it also holds when replacing
s with s−j and omitting j from the product. This property will be used in the derivations
below.
Under Equation 5 and Approximation 1, the AEP likelihood
∫
P (g|Z)∏i ti(gi)dg is
approximately proportional to the ascertained likelihood P (y|X,Z, s):∫
P (g|Z)
∏
i
ti(gi)dg
Equation 5≈
∫
P (g|Z)
∏
i
P (yi, si|gi,Xi)
P (si|X,Z, s−i)dg
=
∫
P (g|Z)∏i P (si|gi,Xi)∏
i P (si|X,Z, s−i)
∏
i
P (yi|si, gi,Xi)dg
Approximation 1≈ C(X,Z)
∫
P (g|Z)P (s|g,X)
P (s|X,Z) P (y|s, g,X)dg
= C(X,Z)
∫
P (g|X,Z, s)P (y|s, g,X)dg
= C(X,Z) · P (y|X,Z, s).
The last two equalities use the fact that y, s are conditionally independent of Z given g.
We conclude that if ti(gi) approximately takes the form of Equation 5 then the hyperparam-
eters β, θ which maximize the AEP likelihood are approximately the maximum likelihood
estimates.
Derivation of the AEP Step
Here we provide a heuristic motivation for the AEP step procedure. Recall from Section
3.2 that the AEP step consists of finding the unnormalized Gaussian ti(gi) that optimizes
the following approximation:∫
q−i(gi)ti(gi)dgi ≈
∫
q−i(gi)P (yi, si|gi,Xi)dgi∫
q−i(gi)P (si|gi,Xi)dgi , (6)
where q−i(gi) ∝
∫
P (g|Z)∏j 6=i tj(gj)dg−i, and the optimization is performed by matching
the zeroth, first, and second derivatives of both functions with respect to µ−i.
We first write down the natural analogue of the standard EP step objective for AEP. Ac-
cording to Equation 5, this objective finds the unnormalized Gaussian ti(gi) that optimizes
the approximation: ∫
q−i(gi)ti(gi)dgi ≈
∫
q−i(gi)
P (yi, si|gi,Xi)
P (si|X,Z, s−i)dgi. (7)
Unlike standard EP, we cannot minimize the GKL divergence between the functions in the
integrals in Equation 7, because this will lead to the same solution ti(gi) as in standard EP
up to a scaling factor. To see this, note that the function in the rhs of Equation 7 can be
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written as q−i(gi)P (yi|gi,Xi)W , where W = P (si|yi)P (si|X,Z,s−i) is constant with respect to gi.
Hence, minimizing the GKL divergence will lead to the same approximation as in standard
EP, up to the scaling factor W .
Instead of minimizing the GKL divergence, we will approximate the rhs of Equation 7
as follows: ∫
q−i(gi)
P (yi, si|gi,Xi)
P (si|X,Z, s−i)dgi ≈
∫
q−i(gi)P (yi, si|gi,Xi)dgi∫
q−i(gi)P (si|gi,Xi)dgi . (8)
The AEP step in Equation 6 is obtained by equating the lhs of Equation 7 with the rhs of
Equation 8.
It remain to derive Equation 8. Our derivation uses the following assumption:
Assumption 1 Weak dependence between y−i and si conditional on X and on Z:
P (y−i|X,Z, s) ≈ P (y−i|X,Z, s−i).
The derivation additionally uses the following two approximations, which we derive below
by using Equation 5, Approximation 1 and Assumption 1:
Approximation 2 At the fixed point we have: q−i(gi) ≈ P (gi,X,Z,y−i).
Approximation 3
∫
q−i(gi)
P (yi,si|gi,Xi)
P (si|X,Z,s−i)dgi ≈ P (yi|X,Z,y−i, si).
We complete the derivation of Equation 8 by first using Approximation 3 to approximate the
rhs of Equation 7 and the lhs of Equation 8 as P (yi|X,Z,y−i, si), and then using Approx-
imation 2 and the graphical model structure (Figure 2) to approximate P (yi|X,Z,y−i, si)
via q−i(gi) as follows:
P (yi|X,Z,y−i, si) = P (yi, si|X,Z,y−i)
P (si|X,Z,y−i)
=
∫
P (gi|X,Z,y−i)P (yi, si|Xi, gi)dgi∫
P (gi|X,Z,y−i)P (si|Xi, gi)dgi
≈
∫
q−i(gi)P (yi, si|Xi, gi)dgi∫
q−i(gi)P (si|Xi, gi)dgi .
This completes the derivation.
Derivation of Approximations 2–3
We now provide heuristic derivations of Approximations 2–3.
Approximation 2 q−i(gi) ≈ P (gi,X,Z,y−i).
21
Weissbrod, Kaufman, Golan and Rosset
Our derivation consists of two stages. First, we define the unnormalized cavity distribution
q∗−i(gi) ,
∫
P (g|Z)∏j 6=i tj(gj)dg−i, and show that q∗−i(gi) ≈ C(X,Z)·P (gi,y−i|X,Z, s−i):
q∗−i(gi) ,
∫
P (g|Z)
∏
j 6=i
tj(gj)dg−i
Equation 5≈
∫
P (g|Z)
∏
j 6=i
P (yj , sj |gj ,Xj)
P (sj |X,Z, s−j)dg−i
Approximation 1≈ C(X,Z)
∫
P (g|Z)
P (s−i|X,Z)
∏
j 6=i
P (yj , sj |gi,Xj)dg−i
= C(X,Z)
∫
P (g−i|Z)P (gi|g−i,Z)
P (s−i|X,Z) P (y−i, s−i|g−i,X−i)dg−i
rearrangement
= C(X,Z)
∫
P (g−i|Z)P (s−i|g−i,X−i)
P (s−i|X,Z) P (y−i, |g−i, s−i,X−i)P (gi|g−i,Z)dg−i
Bayes rule
= C(X,Z)
∫
P (g−i|X,Z, s−i)P (y−i, |g−i, s−i,X−i)P (gi|g−i,Z)dg−i
graphical model
= C(X,Z)
∫
P (g−i,y−i|X,Z, s−i)P (gi|g−i,X,Z, s−i)dg−i
= C(X,Z)
∫
P (g,y−i|X,Z, s−i)dg−i
= C(X,Z) · P (gi,y−i|X,Z, s−i)
Next, we note that since q−i(gi) ,
q∗−i(gi)∫
q∗−i(g
′
i)dg
′
i
is a normalized distribution over gi, we have
q−i(gi) ≈ P (gi|X,Z,y−i, s−i). Finally, we note that gi is conditionally independent of s−i
given y−i due to the graphical model structure, yielding q−i(gi) ≈ P (gi|X,Z,y−i).
Approximation 3
∫
q−i(gi)
P (yi,si|gi,Xi)
P (si|X,Z,s−i)dgi ≈ P (yi|X,Z,y−i, si).
First, we invoke Approximation 2 and the graphical model structure to obtain the
following approximation:∫
q−i(gi)
P (yi, si|gi,Xi)
P (si|X,Z, s−i)dgi
Approximation 2≈
∫
P (gi|X,Z,y−i) P (yi, si|gi,Xi)
P (si|X,Z, s−i)dgi
=
∫
P (gi|X,Z)P (y−i|gi,X,Z)
P (y−i|X,Z)
P (yi, si|gi,Xi)
P (si|X,Z, s−i)dgi
=
∫
P (gi|X,Z)P (y−i|gi,X,Z)
P (y−i|X,Z)
P (yi|gi,X,Z,y−i)P (si|yi)
P (si|X,Z, s−i) dgi
=
∫
P (gi|X,Z)P (y|gi,X,Z)dgiP (si|yi)
P (y−i|X,Z)P (si|X,Z, s−i)
=
P (y|X,Z)P (si|yi)
P (y−i|X,Z)P (si|X,Z, s−i) . (9)
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Next, we multiply the rhs of Equation 9 by P (s−i|y−i)P (s−i|X,Z)P (s−i|y−i)P (s−i|X,Z) and invoke Assumption 1:
P (y|X,Z)P (si|yi)
P (y−i|X,Z)P (si|X,Z, s−i)
P (s−i|y−i)P (s−i|X,Z)
P (s−i|y−i)P (s−i|X,Z) =
P (y|X,Z)
P (y−i|X,Z)
P (s|y)P (s−i|X,Z)
P (s|X,Z)P (s−i|y−i)
=
P (y|X,Z) P (s|y)P (s|X,Z)
P (y−i|X,Z) P (s−i|y−i)P (s−i|X,Z)
=
P (y|X,Z, s)
P (y−i|X,Z, s−i)
=
P (y−i|X,Z, s)P (yi|X,Z,y−i, s)
P (y−i|X,Z, s−i)
Assumption 1≈ P (y−i|X,Z, s−i)P (yi|X,Z,y−i, s)
P (y−i|X,Z, s−i)
= P (yi|X,Z,y−i, s)
= P (yi|X,Z,y−i, si)
Appendix C
Here we describe our novel development of ascertained generalized estimating equations
(AGEE). GEEs are extensions of generalized linear models that can estimate fixed effects
while accounting for dependencies without requiring a probabilistic model (Liang and Zeger,
1993). GEEs require a correct specification of the mean of the outcome conditional on the
features, µi = E [yi|Xi,β], and a (possibly misspecified) working covariance matrix of
the outcomes, denoted as Ω
(
θΩ
)
and parameterized by θΩ. Given these, β is estimated
by solving the estimating equation ∂µ∂βΩ
(
θΩ
)−1
(y − µ (β)) = 0. GEEs yield consistent
estimates of β and its sampling variance even if the covariance structure is misspecified and
is non-sparse (Xie and Yang, 2003).
GEEs can naturally be adapted to case-control settings by using the ascertained con-
ditional mean function E [yi|Xi, si = 1,β] = P (yi = 1 |Xi, si = 1,β). We now show how
the GEE fixed effect estimates can be plugged into GPs. In the general case it is not pos-
sible to reconcile fixed effect estimates of GEEs and GPs, because GEEs assume that the
conditional mean of the outcome is affected only by the fixed effects, whereas GPs assume
that it is affected by both the fixed effects and the GP latent variable. Fortunately, the
probit likelihood provides a convenient way to reconcile the two approaches. Denote βGEE
and βGP as the vectors of fixed effects used by GEE and GP, respectively. When using
a probit likelihood, the GEE conditional mean is given by Φ(XTi βGEE), where Φ(·) is the
standard normal cumulative density. In contrast, the GP conditional mean is given by
Φ
(
XTi βGP
(var(gi)+1)
1/2
)
. If var(gi) is constant for every unit i (which corresponds to a constant
value on the diagonal of the covariance matrix of g), the two approaches can be reconciled
by defining βGP = βGEE (var(gi) + 1)
1/2 . In practice, the diagonal of the covariance matrix
of g is often exactly or almost exactly constant, which enables exploiting the above relation.
Therefore, we can use the GEE estimates in a GP by setting βGP = βGEE (var(gi) + 1)
1/2.
Our implementation of AGEE closely followed that of (Jiang et al., 2016a), with a
suitable modification of the conditional mean to encode ascertainment, as described above.
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