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Abstract
Recent experimental advancements have allowed for the precise spatial and temporal control
of chemical potentials between proteins in the vicinity of one another through optogenetic
techniques [3]. This new technique allows for the investigation of cell signalling. Cells com-
municate by sending chemical signals to induce changes in chemical potentials which then
leads to a change of cellular state. In this thesis we apply non-equilibrium theory [6] to
model the response of cells to changes in chemical potential, then, by assuming cells want
to minimize wasted energy we derive the optimal protocol for cells to change their cellular
state through changes in chemical potential. We provide the theoretical framework to derive
this optimal protocol for three separate two state chemical reactions: a discrete open system
attached to a bath of proteins, a discrete closed system where the total number of proteins
is fixed and a continuous closed system where we consider both the spatial and temporal
dependence. Although the theory developed is applicable to these reactions for any transi-
tion rates, we assume a specific form which closely resembles cell signalling. The resistance
to changes in chemical potential is shown to increase exponentially with chemical potential
for an open system, to increase exponentially then decay slowly with chemical potential for
a closed system and decreases as 1/r where r is the distance from the change. From this
we find the optimal protocol and compare the excess work required to change the cellular
state using the optimal and naive (constant velocity) protocols. For an open system the
optimal protocol is much better than the naive if the chemical potential is varied across a
large distance. For a closed system we find similar behaviour for smaller chemical potentials
but the improvement then peaks and decreases slowly for very large distances. The spatial
dependence of the continuous system has the added effect of decreasing the improvement
and smoothing out the peak. We show that our results are consistent with one another
in the limiting cases. From this we conclude that cells which require changes in chemical
potential within the peak region to change their cellular state will gain the largest benefit
from the optimal protocols derived. The optimal protocol has a simple logarithmic form
in time µ(t) = ln(ct + b), with c and b constants, for the open system, for the closed and
continuous systems it has a more complex shape. Proof of concept of directly simulating
the system for comparison is shown, and issues with simulation are discussed.
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Chapter 1
Introduction
The precise nature of cell signalling is a topic that has long been under investigation. It
has been well documented that cells communicate through a language of chemical signals
[8]. Our goal is to develop a theory of how a cell can achieve a given signalling outcome at
minimal energetic cost. Minimal energetic cost in this case can correspond to a cell using
the fewest number of signalling molecules necessary to achieve its goal.
We choose to study the non-equilibrium thermodynamics of cell signalling, and in par-
ticular to investigate what optimal signalling looks like. The basic motivation is that life
must be out of equilibrium and maintaining these non-equilibrium states has an associated
energetic cost. The less energy wasted during operation, the fewer signalling molecules that
need to be produced and dynamically secreted at particular times. By modelling biological
systems as energetically efficient, we can gain significant insight into the processes by which
they may maintain and switch between non-equilibrium steady states and make testable
predictions about the behaviour of molecular machines.
Recent experimental advances allow for the precise control of chemical populations in
a cell. For example, optogenetic techniques allow for the use of light to adjust, with high
spatial accuracy, binding affinity between particular classes of cellular proteins[3]. Since an
adjustment of binding affinity changes the chemical potential of one class of proteins in the
vicinity of another, it allows for the dynamic implementation of proposed control strategies.
The goal of this project is to characterize the non-equilibrium thermodynamic properties
of external changes in chemical potential in simple chemical systems. The framework of
optimal control predicts the excess work associated with rapid changes of chemical potential,
as a function of system properties such as characteristic length and time scales.
Chapter 2 describes the necessary theoretical background involving optimal control of
a system driven out of equilibrium, followed by a description of the stochastic behaviour
of both discrete and continuous chemical reactions in the Poisson representation. Later
chapters describe the application of this theoretical framework to various simple chemical
reaction systems.
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Chapter 2
Theoretical Background
We want to predict the work required to rapidly change chemical potential. Toward this
goal, we first review a near-equilibrium approximation for this work [6].
2.1 Optimal paths
A physical system at thermal and chemical equilibrium with a reservoir is described by the
grand canonical ensemble with free energy
ΦG ≡ U − TS − µN (2.1)
for a system with energy U , temperature T , entropy S, chemical potential µ and N particles.
Applying linear response theory [6] gives an expression for the average excess power
exerted at a time t′ by an external agent, above the average power if the system were
equilibrated,
Pex(t′) =
[
dλT
dt
]
t′
· ζ[λ(t′)] ·
[
dλ
dt
]
t′
(2.2)
for the generalised friction tensor
ζij [λ] ≡ β
∫ ∞
0
dt′′〈δfj(0)δfi(t′′)〉λ. (2.3)
λ is the external control parameter, fi ≡ ∂U∂λ , and 〈δfj(0)δfi(t′′)〉λ is the force autocorrelation
function defined in terms of equilibrium fluctuations δfi(t) ≡ fi(t)− 〈fi〉λ.
The friction coefficient reflects the increased energy cost as you drive quickly through
control parameter space. This leads to an intuitive way of describing the optimal protocol:
in areas of high friction you want to drive the system slowly and in areas of low friction
quickly.
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The integral of the excess power over the control parameter protocol gives the mean
excess work
Wex =
∫ ∆t
0
dt Pex(t). (2.4)
The generalised thermodynamic length,
L =
∫ ∆t
0
dt
√
Pex(t) , (2.5)
places a lower bound on excess work,
Wex ≥ L
2
∆t , (2.6)
which by the Cauchy-Schwarz inequality is only realized for a protocol with constant excess
power. The optimal control parameter protocol between points λa and λb in fixed time ∆t
proceeds at a velocity
λ˙opt = (λb − λa)ζ[λ(t))
−1/2]∫∆t
0 dt
′ζ[λ(t)]−1/2
. (2.7)
It can be shown that the ratio of the naive (constant velocity) protocol to the optimal
protocol can be written in terms of the friction coefficient as [7]
W naiveex
W optex
= ζ
ζ1/2
2 . (2.8)
The overbar represents the average value over all control parameter points in the protocol.
In this work, the single control parameter is the chemical potential µ. Substituting
λ = µ yields fi = ∂U∂µ = N , which implies
〈δfj(0)δfi(t′′)〉λ(t′′) = 〈δN(0)δN(t′′)〉µ(t′′) . (2.9)
Thus from the correlation function of fluctuations in particle number, we can calculate the
relevant non-equilibrium thermodynamic quantities for a system of interest.
2.2 Poisson representation of chemical reactions and time
correlation functions
The theory described in the previous section says that if we can find the correlations of the
fluctuations in the number of particles (or equivalently concentration) we can define all the
relevant quantities required for optimal control. Following the derivation for the correlations
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between fluctuation in number of particles for a Poissonian or Markovian linearised system
in [1] will allow us to express these correlations in a simple form.
A Poisson process gives you the probability of a given number of events occurring in
a fixed interval of time and space if these events occur with a known average rate and
independently of the time since the last event. A chemical reaction can be treated as one
such process.
In the grand canonical ensemble the equilibrium distribution function is
Peq(µ) = Z−1(µ) exp
[
β
(∑
i
µiNi − Ei
)]
(2.10)
where Z(µ) is the grand canonical partition function and Ni is the number of molecules of
a certain chemical component i. In an ideal solution the chemical potentials are given by
〈Ni〉 = Ceβµi . (2.11)
For a linear system (i.e. rates do not depend on square or higher of the concentration)
in thermodynamic equilibrium satisfying the above conditions the correlation function has
a simple form
〈δNr(t)δNs(t′)〉eq = 〈NrNs〉eq(exp[−Krs(t− t′)]) , (2.12)
with K−1 the relaxation time for fluctuations 〈N(t)〉 and 〈Ns, Ns〉eq the equilibrium covari-
ance. Furthermore, it can be shown that this result is not only limited to Poisson processes
but applies to any linear Markov process [4]. A linear Markov process for a chemical reac-
tion is a process who’s future outcome depend exclusively on the present state and who’s
rates do not depend on the square or higher order in concentration.
From this we can now calculate the friction coefficient, excess power, excess work and
optimal protocol for a linear Markov or Poisson process.
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Chapter 3
Results and Discussion
From Eq. (2.12) and (2.3) we can write the friction coefficient as
ζij(µ) = β
∫ ∞
0
dt′′〈δNj(0)δNi(t′′)〉µ(t′′) = β
∫ ∞
0
dt′′〈NiNj〉eq(exp[−Kijt′′]) (3.1)
assuming K is independent of time and integrating yields
ζij(µ) = β
〈NiNj〉
Kij
. (3.2)
Now we can write the excess power, work and optimal protocol in terms of the reaction rate
K and average number of particles
Pex(t) =
[
dµTi
dt
]
t
β
〈Ni(µ(t))Nj(µ(t))〉
Kij(µ(t))
[
dµj
dt
]
t
. (3.3)
This leads to an excess work
Wex =
∫ ∆t
0
dt
[
dµTi
dt
]
t
· β 〈Ni(µ(t))Nj(µ(t))〉
Kij(µ(t))
·
[
dµj
dt
]
t
(3.4)
and an optimal protocol which satisfies Eq. (2.7)
[
dµTi
dt
]
t
· β 〈Ni(µ(t))Nj(µ(t))〉
Kij(µ(t))
·
[
dµj
dt
]
t
= C (3.5)
with C an arbitrary constant. Note that in Eq. (3.3)-(3.5) we must include the time de-
pendence of the friction coefficient as the chemical potential is varied meaning the solutions
will depend heavily on the choice of system.
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3.1 Discrete model: open system
Thus far the discussion has been relatively abstract and general; however, this section
will deal with a system specific to cell signalling. Consider a system where a cell signals by
sending chemicals which alter the chemical potential between proteins on the cell membrane
and freely diffusing proteins in the vicinity of the cell membrane. These proteins will then
bind together with a ‘stickiness’ which depends on the chemical potential. This could be
through a conformational change, but the details are unimportant for our current analysis.
The question we wish to answer is then: how should the signalling cell drive the chemical
potential to minimize the excess work (and thus wasted energy)?
To answer this question we first simplify the system to a discrete two-state chemical
reaction
X
K1

K2
A (3.6)
where X is the number of proteins bound to the cell membrane and A is the number of
freely diffusing proteins. We further simplify the system by assuming the number of freely
diffusing proteins is much larger than those attached to the membrane A  N and thus
A ≈ a = constant. This would be true for a large cell and common protein. The rate K2
of proteins attaching to the membrane will depend primarily on diffusion and not on the
strength of the chemical potential. However, we expect the rate K1 of proteins unbinding
the membrane to depend on the chemical potential between the proteins µ as K1 = ke−µ
since that determines how tightly it is bound.
With these rates the master equation which describes the flow of probability takes the
form
∂tP (x, t) = K2aP (x− 1, t) +K1(x+ 1)P (x+ 1, t)− (K1x+K2a)P (x, t) (3.7)
with P (x, t) and abbreviation for P (x, t|x′, t′) which is the probability of being in state x
at time t given that you were in a state x′ at time t′. In order to solve this equation we
introduce a generating function
G(s, t) =
∞∑
x=0
sxP (x, t) . (3.8)
Note that by this definition G(s = 1) = ∑∞x=0 P (x, t) = 1 and the ith factorial moment of x
is given by 〈
x!
(x− i)!
〉
= ∂ksG(s, t)|s=1 . (3.9)
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Substituting our generating function into the master equation yields
∂tG(s, t) = K2a(s− 1)G(s, t)−K1(s− 1)∂sG(s, t) . (3.10)
Solving this we find that the generating function is [4]
G(s, t) = exp
[
K2a
K1
(s− 1)(1− e−K1t)
] [
1 + (s− 1)e−K1t
]N
. (3.11)
Differentiating with respect to s, then setting s = 1 gives us the time dependence of the
mean (first factorial moment)
∂sG(s, t)|s=1 = 〈X(t)〉 = K2a
K1
(1− e−K1t) +Ne−K1t , (3.12)
with variance
〈x2〉 − 〈x〉2 = [∂2sG(s, t) + ∂sG(s, t)− (∂sG(s, t))2]|s=1 = (Ne−K1t +
K2a
K1
)(1− e−K1t) .
(3.13)
Assuming this system is initially at equilibrium, and making use of the fact that it is
linear and Markovian we can use Eq. (2.12), with K = K1 and the equilibrium variance
corresponding to t→∞ in the above equation. Thus
〈δX(t)δX(0)〉eq = K2a
ke−µ
(exp[−ke−µ(t)]) , (3.14)
and by Eq. (3.2)
ζ = βaK2
k2
e2µ . (3.15)
Notice that the friction coefficient depends exponentially on the chemical potential, increases
with attachment rate K2 and decreasing with unbinding rate K1 = ke−µ. The physical
interpretation of this friction as a resistance to motion analogous to viscous drag tells us
that in areas of high friction, in order to minimize excess work, we should drive the system
slowly. Therefore, as the chemical potential increases you want to decrease the driving
velocity. Since the friction depends exponentially on chemical potential, this effect is quite
large.
Rearranging Eq. (3.5) allows us to solve for the optimal protocol µopt(t)
dµopt
dt
eµ
opt(t) =
[
Ck2
βak2
]1/2
. (3.16)
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This is a separable equation which can be solved using simple integration to give
µopt(t) = ln
[
t
(
k2C
βaK2
)1/2
+ C2
]
(3.17)
µ˙opt(t) =
[
t
(
k2C
βaK2
)1/2
+ C2
]−1
, (3.18)
with C2 a constant of integration.
In the optimal protocol, as time progresses we drive the system increasingly slow as 1/t.
This is the behaviour we expect based on the friction coefficient derived in Eq. (3.15). As
time increases, so does the chemical potential and therefore the friction. The logarithmic
form of the optimal chemical potential protocol arises from the exponential dependence of
friction on chemical potential, which results in dramatic increases in friction as the system
is driven.
Substituting this protocol back into Eq.(3.3) shows that it is indeed constant in time
P optex =
βaK2
k2
(3.19)
and integrating this gives the excess work
W optex = ∆t
βaK2
k2
. (3.20)
To quantify the thermodynamic benefit gained from driving optimally, we compare the
work incurred during the optimal protocol, with that during a naive protocol that drives
the system at a constant velocity µ˙naive = C3. From Eq. (3.4) we find that the naive excess
work is
W naiveex =
C3aK2
k2
e2C3∆t . (3.21)
Since we are modelling a biological system which will have a desired initial and final chemical
potential, a more useful form of the excess work is as a function of the chemical potential
distance ∆µ = µf − µi over which the system is driven. By requiring both protocols to
drive from an initial to final chemical potential in the same amount of time we can write
W naiveex =
C3βaK2
2k2 e
2µi(e2∆µ − 1) . (3.22)
The excess work for the naive protocol depends exponentially on the chemical potential
distance the system is driven. This means that changing the chemical potential by large
amounts will incur huge energetic costs. Given these huge energetic costs, it seems plausible
that living things have devised ways to reduce this cost, as exemplified by driving optimally.
The precise amount saved can be most directly quantified by the ratio of the excess works,
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given by Eq. (2.8):
W naiveex
W optex
= ∆µ2
(e2∆µ − 1)
(e∆µ − 1)2 . (3.23)
A plot of this ratio is shown in Fig. 3.1.
Figure 3.1: Left: naive excess work (on a semi logarithmic scale) as a function of control
parameter distance ∆µ, for varying unbinding rates k. The naive work increases rapidly,
then slows down to an exponential increase in ∆µ. Right: ratio of naive to optimal works,
showing little difference at small distances and increasing with distance.
The naive excess work increases very rapidly at small distances due to the e2∆µ−1 term
and for large ∆µ it increases exponentially. As the chemical potential distance travelled
increases, so does the ratio of the excess works. At first this ratio increases rapidly, then
settles down to increase linearly with ∆µ. Since the ratio increases with chemical potential
distance, cells that require large changes in chemical potential to achieve their goal will be
the ones that benefit the most from using the optimal protocol. Furthermore, since the cost
is exponentially increasing in distance, each percentage saved will correspond to a large
energy saving, and fewer required signalling molecules.
So far we have assumed that the number of freely diffusing proteins is much greater
than the number attached to the cell membrane; however, this will not hold in general.
For budding yeast (Saccharomyces cerevisiae) the number of copies of proteins per cell can
range from as little as 50 to as much as 1300000 [2]. In order to account for this large
variability we can expand our analysis to include a system with a fixed total number of
proteins in order to cover a wider range of systems.
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3.2 Discrete model: closed system
If we assume the total number of proteins is fixed, we can still carry out a similar analysis.
The chemical reaction scheme is
X
K1

K2
Y . (3.24)
Keeping the same rates as before we have K1 = ke−µ and K2 independent of µ. Using the
same method as for the open system, we have the master equation
∂tP (x, y, t) =K2yP (x− 1, y, t) +K1xP (x, y − 1, t) +K1(x+ 1)P (x+ 1, y, t)
+K2(y + 1)P (x, y + 1, t)− (K1x+K2y)P (x, y, t) .
(3.25)
In order to solve this equation we introduce a two-dimensional generating function
G(s, t) =
∞∑
x,y=0
(s1)x(s2)yP (x, y, t) . (3.26)
Substituting into our master equation leads to
∂tG(s1, s2, t) = (s2 − s1)(K1∂s1 −K2∂s2)G(s1, s2, t) . (3.27)
Since we expect each of these events (binding, unbinding) to occur independently of the
time since the last event we can assume an initially Poissonian distribution. This leads to
an initial generating function
G(s1, s2, 0) = eα(s1−1)+γ(s2−1) . (3.28)
Subject to this initial condition Eq. (3.27) has solutions of the form [4]
G(s1, s2, t) = exp
{
K2γ −K1α
K1 +K2
(s2 − s1)e−(K1+K2)t + α+ γ
K1 +K2
[K1(s2 − 1) +K2(s1 − 1)]
}
.
(3.29)
Differentiating with respect to s1 then setting s1 = s2 = 1 gives us the time dependence
of the mean
〈X(t)〉 = ∂s1G(s1, s2, t)|s1,s2=1 (3.30)
= k1α−K2γ
K1 +K2
e−(K1+K2)t + α+ γ
K1 +K2
K2 , (3.31)
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and the variance is
〈X2〉 − 〈X〉2 = [∂2s1G(s1, s2, t) + ∂s1G(s1, s2, t)− (∂s1G(s1, s2, t))2]|s1,s2=1
= k1α−K2γ
K1 +K2
e−(K1+K2)t + α+ γ
K1 +K2
K2 .
(3.32)
This reaction is linear and Poissonian and thus satisfies all the criteria for Eq. (2.12) with
K = K1 +K2, an equilibrium mean value 〈X〉eq = K2N/(K1 +K2), and variance 〈x2〉eq =
K2N/(K1 +K2). This leads to a correlation
〈δX(t)δX(0)〉eq = K2N
K2 + ke−µ
exp[−(ke−µ +K2)t] , (3.33)
and by Eq.(3.2) a friction coefficient
ζ = β K2N(K2 + ke−µ)2
. (3.34)
The friction for a closed system has a similar form to the open system. They both increase
exponentially as e2µ for small values of µ; however, there is one important distinction. For
very large values of chemical potential, the friction for this closed system approaches a
constant βN whereas the friction in the open system continues to increase exponentially.
A comparison of the two is shown in Fig. 3.2.
Figure 3.2: A comparison between the friction coefficients for open (black curves) and closed
chemical reaction systems (red curves) as a function of chemical potential, at various off
rates k. Note that for large k and small µ the two frictions show close agreement.
The friction for the open system is always larger than for the closed system. As k
increases the two frictions agree better, because increasing k reduces the time each protein
spends attached to the membrane, which if k is very large acts to maintain the number of
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freely diffusing proteins constant. This is exactly the assumption made for the open system,
so naturally in this limiting case the closed system converges to the open system. However
at high chemical potentials, even for large k the unbinding rate is reduced and we no longer
see agreement between the two systems.
Rearranging Eq. (3.5) solves for the optimal protocol µ(t)
[
dµ(t)
dt
]
(K2 + ke−µ(t))−1 =
√
C
βK2N
, (3.35)
which is a separable equation that can be solved using simple integration to give
µ(t) = ln
[
C3
K2
exp
[
K2t
√
C
βK2N
]
− k
K2
]
, (3.36)
with C3 a constant of integration. Note that for small times this protocol goes logarith-
mically in time and is very similar to the optimal protocol for an open system. This is
because for small values of µ the friction for the closed and open systems is similar (as
time progresses the chemical potential is being increased). For large times this protocol
asymptotes to the naive protocol.
From the optimal protocol we can calculate the excess power
P optex =
√
CNβ
K2
(3.37)
and excess work
W optex =
√
CNβ
K2
∆t . (3.38)
Once again, comparing with the naive protocol gives the ratio of excess works from Eq. (2.8),
W naiveex
W optex
= ∆µ[
ln(K2e∆µ + k)− C int2
]2 [(K2e∆µ + k) ln(K2e∆µ + k) + kK2e∆µ + k − C int1
]
(3.39)
with constants
C int1 =
(K2 + k) ln(K2 + k) + k
K2 + k
(3.40)
C int2 = ln(K2 + k) . (3.41)
Figure 3.3 shows a plot of this ratio, as well as a comparison with the ratio for an open
system.
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Figure 3.3: Ratio of excess works for both closed (red) and open (black) systems, as a
function of control parameter distance, for various unbinding rates k.
In Fig. 3.3 we see the same trend as for the friction, for large values of k and low values
of µ. However, as ∆µ increases the ratio for the closed system reaches a maximum then
slowly falls off to 0 as ∆µ/ ln[e∆µ + k]− 1. This behaviour is expected: for small times the
closed system’s optimal protocol is similar to that of the open system, and for large times
it asymptotes to the naive protocol. The peak implies that there is a range of distances
where the benefit from following the optimal protocol is maximized. The decay of the ratio
is slow, so for large chemical potential changes there is still a substantial advantage in using
the optimal protocol.
These first two systems have dealt with the case of proteins binding to the cell membrane.
This analysis could also apply to two types of freely diffusing proteins in a cell which then
bind together. Since before it was assumed that proteins were bound to the cell membrane,
we did not consider any information about the spatial distribution of the proteins. In the
next section we explicitly account for this spatial dependence.
3.3 Continuous model
If we consider two proteins that can freely diffuse in the cell, and allow for changes in the
chemical potential between proteins in the vicinity of one another, we can perform a similar
analysis. Since both proteins are free to diffuse we need to consider the spatial distribution
of the proteins. This system can be represented by a simple chemical reaction
X
K1

K2
Y +B , (3.42)
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where X represents the number of proteins bound together, Y the number of unbound
proteins and B a constant bath of chemicals to which Y binds to create X such that the
only effect of B is to alter the constant rate K2. Once again we assume the binding rate K2
is independent of the chemical potential and the unbinding rate K1 = ke−µ depends on the
strength of the chemical potential. For this case we must make a further assumption that
the proteins are well mixed, allowing us to assume the rates have no spatial dependence.
Let η be the concentration of X and  be the concentration of Y , then our system is
governed by the equations
∂tη(r, t) = D∇2η −K1η +K2
∂t(r, t) = D∇2+K1η −K2
(3.43)
where we have assumed both X and Y have the same diffusion coefficient D. We can further
define the stationary two-time correlation matrix H(r, t) as
H(r, t) =
[
〈η(r, t), η(0, 0)〉 〈(r, t), η(0, 0)〉
〈η(r, t), (0, 0)〉 〈(r, t), (0, 0)〉
]
(3.44)
and since the system is a linear reaction this leads to
∂tH(r, t) =
[
D∇2 −K1 K2
K1 D∇2 −K2
]
H(r, t) . (3.45)
The solution can be obtained by Fourier transforming and solving the resultant first-order
differential equation matrix. Assuming the system is initially at equilibrium the solution is
[4]
H(r, t) =
(
N
(K1 +K2)2
)
e−r2/4Dt
(4piDt)3/2
[
K22 +K1K2e−(K1+K2)t K1K2
(
1− e−(K1+K2)t)
K1K2
(
1− e−(K1+K2)t) K21 +K1K2e−(K1+K2)t
]
,
(3.46)
with N the total average concentration 〈〉+ 〈η〉. Integrating these correlations gives us the
friction tensor at a distance r from the position we perturb the chemical potential
ζij(r) =
βN
4piD(K1 +K2)2

(K2)2
r +
K1K2√
r2+4D(K1+K2)
K1K2
(
1
r − 1√r2+4D(K1+K2)
)
K1K2
(
1
r − 1√r2+4D(K1+K2)
)
(K1)2
r +
K1K2√
r2+4D(K1+K2)
 .
(3.47)
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For our analysis we are only considering controlling chemical potential of X, so we are only
concerned with correlations in η. Substituting K1 = ke−µ yields
ζ11(r) =
βNK2e2µ
(k +K2eµ)2
[
K2
4piDr +
ke−µ
4piD
√
r2 + 4D(ke−µ +K2)
]
. (3.48)
The first factor in this friction is identical to the friction we saw for the discrete closed
system. The factor in brackets represents the added correction from including the spatial
dependence. This friction tells us how much each point a distance r away resists a change
in chemical potential at the origin, falling off as 1/r with increasing distance from the site
of chemical potential change.
By integrating over a sphere of radius R we find the total friction to be
ζ = βNK2(ke−µ +K2)2
[
K2R2
2D + ke
−µ
[
R
2D
√
4D(ke−µ +K2) +R2
− 2(ke−µ +K2) ln
[
R+
√
4D(ke−µ +K2) +R2√
4D(ke−µ +K2)
]]]
.
(3.49)
This result simplifies when R is very large, giving
ζ ≈ βNR
2K2
2D(ke−µ +K2)
for K2R2  D &K1R2  D. (3.50)
This approximation assumes that the rate of diffusion is much slower than the total rate
of binding/unbinding in the entire cell. This is the assumption we will be using for the
remainder of our analysis.
Rearranging Eq. (3.5) gives
dµ
dt
(K2 + ke−µ)−1/2 =
√
2DC
βK2NR2
, (3.51)
which can be solved to give the optimal protocol velocity
µopt(t) = ln
[(K2k − eC˜t)2
4(K2)2eC˜t
]
(3.52)
C˜ =
√
2DC
βNR2
. (3.53)
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From Eq. (2.8), the ratio of naive to optimal works is
W naiveex
W optex
= ∆µ(ln[K2e
∆µ + k]− C int1 )
4
[
ln[(K2(K2e∆µ + k))1/2 +K2e∆µ/2]− C int2
]2 (3.54)
C int1 = ln[K2 + k] (3.55)
C int2 = ln[(K2(K2 + k))1/2 +K2] . (3.56)
Fig. 3.4 shows a plot of this ratio, as well as a comparison with the ratio for open and closed
discrete systems.
Figure 3.4: Ratio of excess works on a semi-logarithmic scale for closed (red), open (black)
and continuous (blue) systems, as a function of control parameter distance, for various
unbinding rates k.
Figure 3.4 shows that the continuous system has a similar shape to the closed system
but with a smoother peak and decreased amplitude. This effect becomes less pronounced
as we increase the unbinding rate k. Like with the closed chemical reaction system, as the
unbinding rate increases we return to the approximation of an open system.
We have shown that our results are self consistent: in the limiting cases our more complex
models agree with the simpler model. Future work can focus on comparing this theoretical
framework with direct simulation and conducting experiments to test the predictions of our
theory.
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Chapter 4
Simulations
Using the Gillespie algorithm we can simulate the fluctuations in protein number for both
the open and closed discrete system in order to determine the validity of the approximations
made.
The Gillespie algorithm is a stochastic simulation algorithm used for simulating a multi-
state discrete system [5]. With given transition rates between the discrete states, the Gille-
spie algorithm provides a method of determining the trajectory of the system. For a chemical
reaction the process is simple. Start with N particles and a rate k of N increasing, pick
a random number r and then after time τ = k−1 ln[1/r] N increases by 1. This can be
done for both rates of N increasing or decreasing, and the choice of which process occurs
is selected proportional to their rates. Using a new random number r2, a process j which
satisfies
j−1∑
i=1
ki < r2ktotal <
j∑
i=1
ki (4.1)
is selected. From this we can simulate the fluctuations in the number of particles, as shown
in Fig. 4.1.
From the fluctuations in the number of particles we can directly calculate the auto-
correlation 〈δN(t), δN(0)〉 at a given chemical potential. By numerically integrating this
correlation over a sufficiently large time period we can find the friction coefficient as de-
fined in Eq. (2.3). It is at this point we run into numerical issues: in order to get precise
results each simulation must be run for millions of time steps, and each simulation gives
us the friction at one chemical potential. This type of simulation is very computationally
expensive, and the effect is that for limited computation time and memory the data looks
noisy, as seen in Fig. 4.2.
We add deterministic driving in order to simulate the naive and optimal protocols, thus
simulating fluctuations in particle number while the chemical potential (and therefore the
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Figure 4.1: Top: simulated fluctuations in particle number for an open chemical reaction
system. Bottom: zoomed-in plot of the autocorrelation (normalized by the variance) as a
function of lag time.
rate K1) changes. Figures 4.3 and 4.4 show this driving of the open system for the naive
and optimal protocols, respectively.
From these driven simulations we directly calculate the excess work by summing over
all the changes in N∆µ to get the total work, then subtracting off the equilibrium work
that would have to be done to go from initial to final values of µ.
In order to get precise results from this simulation we would need much longer compu-
tation times and memory allocations. This can be done using Compute Canada’s Westgrid
computer clusters; future work could focus on running these simulations to compare our
theoretical work profiles with those directly calculated from simulation for both the open
and closed discrete system.
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Figure 4.2: Theoretical prediction of the friction coefficient for an open system (red) com-
pared with numerical data (black) demonstrating the noisiness of short-time simulations.
Figure 4.3: Top: number fluctuations in an open system, subject to a naive protocol chang-
ing chemical potential at a constant rate. Bottom: chemical potential as a function of
time.
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Figure 4.4: Top: number fluctuations in an open system, subject to an optimal protocol
changing chemical potential at a rate proportional to 1/t. Bottom: exponential of chemical
potential as a function of time.
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Chapter 5
Conclusion
By assuming cells want to minimize the amount of wasted energy when changing between
cellular states we were able to model cell signalling using non-equilibrium thermodynamics.
Since cell signalling relies on changes in chemical potential we have modelled the cells
response to these changes in order to find the optimal signalling protocol. We have developed
a theoretical framework for finding the optimal signalling (chemical potential) protocol in
three different two state systems: an open system connected to a bath of proteins, a closed
system with a fixed total number of proteins and a continuous system where we consider
the spatial dependence. These systems correspond to chemical reactions of proteins binding
and unbinding at rate which can depend on the chemical potential. We assume that the
rate of binding depends primarily on the number of collisions and is independent of the
chemical potential, but the rate of unbinding will depend on how strongly they are bound
and therefore depends on the chemical potential.
In the open system we have found that the resistance to changes in chemical potential
(friction) increases exponentially with chemical potential. As the proteins become more
tightly bound any fluctuations in the number of bound proteins will get ’stuck’ at that
value for longer. This leads to a higher correlation and higher friction. In the closed system
we see similar behaviour for low values of chemical potential; however, after a certain
point the chemical potential becomes so great that the proteins are unable to unbind and
fluctuations decrease, leading to smaller correlation and lower friction. For the continuous
case, the resistance to changes in chemical potential decreases as 1/r where r is the distance
from the point at which you are changing the chemical potential. From this friction we
have found the optimal protocols for these three systems: for the open system the optimal
protocol goes logarithmically in time µ(t) = ln(ct+ b), with c and b constants, and for the
closed and continuous systems it has a more complex shape. These optimal protocols can
give us information about the optimal signalling protocol for cells.
By comparing the excess work from our optimal protocol to the naive (constant velocity)
protocol we can determine which biological systems will gain the largest advantage from
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the optimal protocol. We find that for an open system, cells that need to drive the chemical
potential over a large distance will gain the most benefit from the optimal protocol. For
a closed system we find that there is a peak distance where the cell will benefit the most
from using the optimal protocol, then this benefit dies off slowly as the distance is increased
past this point. Including the spatial dependence smooths out the peak and decreases the
benefit gained. From this we conclude that cells that need to drive their chemical potential
a distance within the peak region will gain the largest advantage from obeying the optimal
protocols derived in this thesis.
We have shown that the Gillespie algorithm can be used to simulate fluctuations in the
number of bound particles. This was used numerically calculate the correlation and friction
directly from simulation to be compared with theoretical predictions. This system was
then driven deterministically to simulate the naive and optimal protocols. With the use of
Compute Canada’s Westgrid computer cluster we can in principle increase our computation
time to acquire accurate simulation data to be compared with the theoretical predictions
for excess work.
Optogenetic techniques can be used to control the chemical potentials between light
gated proteins which could be used to experimentally test our predictions. This acts as an
experimental simulation of cell signalling, and will allow us to see whether or not cells obey
the optimal protocols.
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