Abstract. Based on a two-step Newton-like scheme, we propose a three-step scheme of convergence order p + 2 (p ≥ 3) for solving systems of nonlinear equations. Furthermore, on the basis of this scheme a generalized k + 2-step scheme with increasing convergence order p + 2k is presented. Local convergence analysis, including radius of convergence and uniqueness results of the methods, is presented. Computational efficiency in the general form is discussed. Theoretical results are verified through numerical experimentation. Finally, performance is demonstrated by application of the methods on some nonlinear systems of equations.
Introduction
The construction of fixed point iterative methods for solving nonlinear equations or systems of nonlinear equations is an interesting and challenging task in numerical analysis and many applied scientific branches. The huge importance of this subject has led to the development of many numerical methods, most frequently of iterative nature (see [1, 12] ). With the advancement of computer hardware and software, the problem of solving nonlinear equations by numerical methods has gained an additional importance. In this paper, we consider the problem of approximating a solution x * of the equation F (x) = 0, where F : Ω ⊆ B 1 → B 2 , B 1 and B 2 are Banach spaces and Ω is a nonempty open
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convex subset of B 1 , by iterative methods of a high order of convergence. The solution x * can be obtained as a fixed point of some function Φ : Ω ⊆ B 1 → B 2 by means of fixed point iteration x n+1 = Φ(x n ), n = 0, 1, 2, . . . .
There are a variety of iterative methods for solving nonlinear equations. A basic method is the well-known quadratically convergent Newton's method [1] x n+1 = x n − F (x n ) −1 F (x n ), (1.1) where F (x) −1 is the inverse of first Fréchet derivative F (x) of the function F (x). This method converges if the initial approximation x 0 is closer to solution x * and F (x) −1 exists in the neighborhood Ω of x * . In order to attain the higher order of convergence, a number of modified Newton's or Newton-like methods have been proposed in literature, see, for example [3, 4, 5, 6, 7, 8, 9, 10, 11, 14] and references therein.
The main goal and motivation in developing iterative methods is to achieve as high as possible convergence order by consuming as small as possible function evaluations and inverse operators. With these considerations, here we propose multipoint iterative methods with increasing order of convergence. First, we present a three-step scheme of convergence order p + 2 whose first two steps belong to a class of Newton-like iterations of convergence order p (≥ 3) whereas the third step is also a modification of Newton's scheme. Furthermore, based on this three-step scheme a generalized k + 2-step scheme with increasing convergence order p + 2k (k ∈ N) is presented.
Rest of the paper is structured as follows. In Section 2, the three-step method is developed and its p + 2-th order convergence is established. Then, the generalized version consisting of k + 2-step scheme with convergence order p + 2k is presented in Section 3. In Section 4, the detailed convergence analysis is carried out. Analysis of computational efficiency of the methods is performed in Section 5. In order to verify the theoretical results, some numerical examples are presented in Section 6. Finally, the methods are applied to solve systems of nonlinear equations in Section 7.
Development of method
Let us begin with the following three-step scheme
where ϕ (p) (x n , y n ) is any iterative scheme of convergence order p ≥ 3, I is an identity operator, [z n , y n ; F ] is the first order divided difference and a, b are free parameters to be determined in the sequel.
To obtain the convergence order of (2.1), we require the definition of divided difference. For this, recalling the following result of Taylor's expansion on vector functions (see [12] ):
Then, for any x, h ∈ R m , the following expression holds:
where ||R r || 1 r! sup 0 t 1 ||F (r) (x + th)|| ||h|| r and h r = (h, h, r . . ., h).
defined by (see [12] )
Expanding F (x + th) in Taylor series at the point x and integrating, we have
where
3)
and (e n ) i = (e n , e n , i . . ., e n ), e n ∈ R m , i = 2, 3, . . .. Also,
Inversion of F (x n ) yields,
Now we can analyze the convergence behavior of scheme (2.1). Thus, the following theorem is proved:
is a sufficiently many times differentiable mapping, (ii) There exists a solution x * ∈ Ω of equation F (x) = 0 such that F (x * ) is nonsingular. Then, sequence {x n } generated by method (2.1) for x 0 ∈ Ω converges to x * with order p + 2 for p ≥ 3, provided that a = 2 and b = −1.
Proof. From (2.3) and (2.5), it follows that
Forẽ n = y n − x * , we have that
By hypothesis, {z n } is of order p.
Consequently, summing up we get in turn that
Using (2.6) and (2.7) in the third substep of method (2.1), it follows that
Our aim is to find the values of parameters a and b in such a way that the proposed iterative scheme may produce order of convergence as high as possible. Thus, it will suffice to equate coefficients of first two terms to zero, which implies that 1 − a − b = 0 and a + 2b = 0. Solving, we get a = 2 and b = −1. Therefore, the error equation (2.8) reduces to
This shows that the convergence to x * is of order p + 2 (p ≥ 3).
Generalized method
The generalization of method (2.1), consisting of k + 2 steps, is expressed as
Theorem 2. Under the hypotheses of Theorem 1, the sequence {x n } generated by method (3.1) for x 0 ∈ Ω converges to x * with order p + 2k for p ≥ 3 and k ∈ N.
Proof. From (2.6), we have that
Taylor's expansion of F (z
Then, we have that
Using (3.2) in the last step of (3.1), we obtain
As we know that z
Proceeding by induction, we have
This completes the proof of Theorem 2.
Local convergence
In this section, we study the convergence of new methods in Banach space setting. Let w 0 : R + ∪ {0} → R + ∪ {0} be a continuous and nondecreasing function with w 0 (0) = 0. Let also r be the smallest positive solution of equation
Consider the function w : [0, r) → R + ∪ {0} continuous and nondecreasing with w(0) = 0. Define functions g 1 and h 1 on the interval [0, r) by
We have h 1 (0) = −1 < 0 and h 1 (t) → +∞ as t → r − . The intermediate value theorem guarantees that equation h 1 (t) = 0 has solutions in (0, r). Denote by r 1 the smallest such solution. Let λ > 1 and g 2 : [0, r 1 ) → R + ∪ {0} be a continuous and nondecreasing function. Define function h 2 on [0, r 1 ) by
Suppose that g 2 (t)t λ−1 − 1 → +∞ or a positive number as t → r − 1 . Then, we get that h 2 (0) = −1 < 0 and h 2 (t) → +∞ or a positive number as t → r 
We obtain that h 3 (0) = −1 < 0 and h 3 (t) → ∞ as t → r 
Denote by U (µ, ε) = {x ∈ B 1 : x − µ < ε} the ball with center µ ∈ B 1 and of radius ε > 0. Furthermore, letŪ (µ, ε) be the closure of U (µ, ε). We shall show the local convergence analysis of method (2.1) in a Banach space setting under hypotheses (A):
There exists function w 0 : R + ∪ {0} → R + ∪ {0} continuous and nondecreasing with w 0 (0) = 0 such that for each
, where r was defined previously. There exist functions w : [0, r) → R + ∪ {0}, v 0 : [0, r) → R + ∪ {0} continuous and nondecreasing with w(0) = 0 such that for each x, y ∈ Ω 0
(a5) There exists function g 2 : [0, r 1 ) → R + ∪ {0} continuous and nondecreasing and λ ≥ 1 satisfying (4.1) if λ > 1 and (4.2) if λ = 1 such that
(a7) Let r * ≥ r 3 and set
Theorem 3. Suppose that the hypotheses (A) are satisfied. Then, the sequence {x n } generated for x 0 ∈ U (x * , r 3 ) − {x * } by method (2.1) is well defined in U (x * , r 3 ), remains in U (x * , r 3 ) for all n = 0, 1, 2, . . . and converges to x * , so that
where the functions g i , i = 1, 2, 3, are defined previously. Moreover, the vector x * is the only solution of equation
Proof. We shall show estimates (4.4)-(4.6) using mathematical induction. By hypothesis (a3) and for x ∈ U (x * , r 3 ), we have that
By the Banach perturbation Lemma [2] and (4.7) we get that
In particular, (4.8) holds for x = x 0 , since x 0 ∈ U (x * , r 3 ) − {x * } and y 0 , z 0 are well defined by the first and second substep of method (2.1) for n = 0. We can write by the first substep of method (2.1) and (a2) that
Then, using (4.3) (for i = 1), the first condition in (a4), (4.8) (for x = x 0 ) and (4.9) we get in turn that
which implies (4.4) for n = 0 and y 0 ∈ U (x * , r 3 ). Using (a5) and (4.3) (for i = 2), we get that
so (4.5) holds for n = 0 and z 0 ∈ U (x * , r 3 ). Notice that since y 0 , z 0 ∈ U (x * , r 3 ), by using (4.8), (a3), (a4) and (4.11) we have that
Notice that
. We can write
By using (a6), we get that
Similarly, we obtain that
Moreover, x 1 is well defined by the third substep of method (2.1) for n = 0. Using (4.3) (for i = 3), (4.8), (4.11), (4.12), and (4.14), we obtain in turn that
which shows (4.6) for n = 0 and x 1 ∈ U (x * , r 3 ). The induction for estimates (4.4)-(4.6) is completed by simply replacing x 0 , y 0 , z 0 , x 1 by x j , y j , z j , x j+1 in the preceding estimates. Then, from estimate
we deduce that lim j→∞ x j = x * and x j+1 ∈ U (x * , r 3 ). The uniqueness part is shown using (a3) and (a7) as follows. Define operator Q by Q = 1 0 F (x * * +θ(x * −x * * ))dθ for some x * * ∈ Ω 1 with F (x * * ) = 0. Then, we have that B 1 ) . Then, from the identity
we conclude that x * = x * * .
Next, we present the local convergence analysis of method (3.
We have that h k (0) < 0. Suppose that
Denote by r (k) the smallest zero of function h k on the interval (0, r 2 ). Define the radius of convergence r * by r * = min{r 1 , r (k) }. Denote by (A ) the conditions (A) but with r * replacing r 3 together with condition (4.15).
Proposition 1. Suppose that the conditions (A ) hold. Then, sequence {x n } generated for x 0 ∈ U (x * , r * )−{x * } by method (3.1) is well defined in U (x * , r * ), remains in U (x * , r * ) and converges to x * . Moreover, the following estimates hold
16)
where the functions λ and µ are defined previously. Furthermore, the vector x * is the only solution of equation
Proof. We shall only show new estimates (4.16) and (4.17). Using the proof of Theorem 3, we show the first two estimates. Then, we can obtain that
Moreover, we have in turn the estimates
Similarly, we get that
That is we have x n , z n , z
n ∈ U (x * , r * ), i = 1, 2, . . . , k and
, so lim n→∞ x n = x * and x n+1 ∈ U (x * , r * ).
Remark 1.
It is worth noticing that the methods (2.1) and (3.1) will not change on using the conditions of Theorem 3 instead of stronger conditions used in Theorems 1 and 2. Moreover, we can compute the computational order of convergence (COC) [15] defined by
or the approximate computational order of convergence (ACOC) [6] , given by
This way we obtain in practice the order of convergence.
Remark 2. Numerous choices for function ϕ (p) are possible. Let us choose, e.g.
which are third and fourth order iteration functions, respectively. Let us discuss the cases separately.
Corollary 1.
For the choice ϕ (3) (x n , y n ) we can have as in (4.8), (4.10) and (4.13) that
So, we can choose
g 1 (t) and λ = 1.
Corollary 2. We consider the choice ϕ (4) (x n , y n ). Let us take linear operator A = 3I − 2F (x n ) −1 [y n , x n ; F ], then by using (2.1), (4.8), (a3) and (a4) we obtain that
Using the second step of method (2.1), (4.8), (4.10), (4.13) and (4.20), we obtain that
So, we can choose g 2 (t) = 1 + M q(t)/(1 − w 0 (t)) g 1 (t), where q(t) = 1 + 2(w 0 (t) + v 0 ((1 + g 1 (t))t))/(1 − w 0 (t)) and λ = 1.
Computational efficiency
Computational efficiency of an iterative method is measured by the efficiency index E = p 1/(d+op) (see [5, 11] ), where p is the order of convergence, d is the number of function evaluations per iteration and op is the number of operations (i.e. products and quotients) required per iteration. The various evaluations and operations that contribute to the total cost of computation for a system of m nonlinear equations in m unknowns are as follows. When computing F in any iterative function we evaluate m scalar functions f i , (1 i m) and for the computation of divided difference we use the formula (see [10] ) In order to compare the computational efficiency, we choose three-and fourstep methods of the family (3.1) with the base as two-step methods (4.18) 
Sixth order method by Esmaeili-Ahmadi (M 6,4 ):
Sixth order method by Behl et al. (M 6, 5 ): C 6,5 = m 3 + 9m 2 + 3m and E 6,5 = 6 1/C6,5 .
m and E 7,1 = 7 1/C7,1 .
To compare the efficiency of considered iterative methods, say M p,i against M q,j , we consider the ratio
It is clear that when R p,i;q,j > 1, the iterative method M p,i is more efficient than M q,j . .
It is easy to prove that R 5,1;6,2 > 1 for m 8. Thus, we conclude that E 5,1 > E 6,2 for m 8. .
It can be checked that R 5,1;6,3 > 1 for m 3. Thus, we have that E 5,1 > E 6,3 for m 3. It is easy to prove that R 6,1;6,2 > 1 for m 16. Thus, we conclude that E 6,1 > E 6,2 for m 16. It can be checked that R 6,1;6,3 > 1 for m 13. Thus, we have that E 6,1 > E 6,3 for m 13. .
It is easy to prove that R 7,1;6,2 > 1 for m 10. Thus, we conclude that E 7,1 > E 6,2 for m 10. .
It can be checked that R 7,1;6,3 > 1 for m 7. Thus, we have that E 7,1 > E 6,3 for m 7. 
for m 143 which implies that E 8,1 > E 7,1 for m 143.
The above results are summarized in the following theorem:
Theorem 4. We have that: (a) E 5,1 > {E 6,2 , E 6,3 , E 6,4 , E 6,5 } for m 8, m 3, m 5, m 2, respectively; (b) E 6,1 > {E 5,1 , E 6,2 , E 6,3 , E 6,4 , E 6,5 } for m 83, m 16, m 13, m 22, m 5, respectively; (c) E 7,1 > {E 5,1 , E 6,1 , E 6,2 , E 6,3 , E 6,4 , E 6,5 } f or m 21, m 2, m 10, m 7, m 9, m 3, respectively. 
Numerical examples
Here, we shall demonstrate the theoretical results which we have proved in Section 3. As in the previous Section, the methods of the family (3.1) chosen, with the choices ϕ (p) (x n , y n ) where p = 3, 4 as given by (4.18) and (4.19), are of order five, six, seven and eight that we denote by M 5,1 , M 6,1 , M 7,1 and M 8,1 , respectively. We consider three numerical examples, which are defined as follows: Example 1. Suppose that the motion of an object in three dimensions is governed by system of differential equations
with x, y, z ∈ Ω for f 1 (0) = f 2 (0) = f 3 (0) = 0. Then, the solution of the system is given for u = (x, y, z)
T by function Table 1 . xθϕ(θ) 3 dθ. We have that
Then for x * = 0 we have that L 0 = 15, L = 30 and v 0 (t) = M = 2. The parameters are displayed in Table 2 .
Example 3. Let us consider the function F := (f 1 , f 2 , f 3 ) : Ω → R 3 defined by 
The Fréchet-derivative is given by
Then for x * = {0.0689 . . . , 0.2464 . . . , 0.0769 . . .} T we have that L 0 = L = 0.269812, v 0 (t) = 2 and M = 13.0377. In this case the calculated values of parameters are given in Table 3 . 
Applications
We apply the methods M 5,1 , M 6,1 , M 7,1 and M 8,1 of the proposed family (3.1) to solve systems of nonlinear equations in R m . A comparison between the performance of present methods with existing methods M 6,2 , M 6,3 , M 6,4 and M 6,5 is also shown. Computations are performed in the programming package Mathematica [16] using multiple-precision arithmetic. For every problem considered below, we record the number of iterations (n) needed to converge to the solution such that the stopping criterion ||x n+1 − x n || + ||F (x n )|| < 10 
