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Chapitre 1
Introduction
Ce travail est consacre´ a` l’e´tude des proprie´te´s de certaines structures o-minimales. Cette
notion a e´te´ introduite par L. van den Dries [10] afin d’e´tudier le proble`me de Tarski : peut-
on e´tendre a` la fonction exponentielle les re´sultats de finitude et de de´cidabilite´ connus pour
les ensembles semi-alge´briques ? M. Coste, dans l’introduction de son cours sur la ge´ome´trie
o-minimale [7], explique que la caracte´ristique principale de ces structures est qu’il ne s’y
passe “rien de monstrueux”. Afin de pre´ciser ce qu’on entend par la`, nous rappelons quelques
de´finitions essentielles dans la section suivante.
1.1 Rappels sur les structures o-minimales
De´finition 1.1 Une structure sur le corps des re´els est une collection S = (Sn)n∈N, ou` chaque
Sn est une famille de parties de l’espace affine Rn, telle que :
1. Tous les ensembles semi-alge´briques de Rn sont dans Sn.
2. Pour tout n ∈ N, Sn est une sous alge`bre de Boole de l’alge`bre des parties de Rn.
3. Si A ∈ Sn et B ∈ Sm, alors le produit A×B appartient a` Sm+n.
4. Si p : Rn+1 → Rn est la projection sur les n premie`res coordonne´es et si A ∈ Sn+1, alors
pi (A) ∈ Sn.
En particulier, si F est une collection de fonctions f : Rm → R pour des entiers m ∈ N, la
structure engendre´e par F est la plus petite structure sur R qui contient les graphes de tous les
e´le´ments de F .
De´finition 1.2 Les e´le´ments des familles Sn sont appele´s les sous-ensembles de´finissables de
Rn. Enfin, une application f : A ⊂ Rp → Rq est dite de´finissable si son graphe est un sous-
ensemble de´finissable de Rp×Rq (ce qui implique que son domaine de de´finition A est de´finissable).
L’e´tude des proprie´te´s des ensembles et des fonctions de´finissables dans telle ou telle structure est
classiquement l’objet de la the´orie des mode`les, qui est une branche de la logique mathe´matique.
Mais nous privile´gierons une approche plus ge´ome´trique.
Introduisons maintenant la proprie´te´ qui nous inte´resse principalement dans ce travail :
De´finition 1.3 Une structure S est dite o-minimale si les e´le´ments de S1 sont pre´cise´ment les
unions finies de points et d’intervalles.
Il peut paraˆıtre surprenant de ne conside´rer dans cette de´finition que les proprie´te´s des sous-
ensembles de´finissables de la droite re´elle. Pourquoi dans ce cas s’encombrer de la notion de
structure, et de la collection des ensembles de´finissables en toute dimension ? La re´ponse est
donne´e dans le texte introductif de L. van den Dries sur ce sujet [12] : il re´sulte de la proprie´te´
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de finitude des ensembles de´finissables de la droite re´elle que tous les ensembles de´finissables de
la structure S ont une “ge´ome´trie mode´re´e” 1 :
The´ore`me 1.1 ([12] ou [7]) Soit S une structure o-minimale. Alors tout ensemble de´finissable
de S a un nombre fini de composantes connexes.
Cet e´nonce´ admet en fait une version uniforme :
The´ore`me 1.2 Soient S une structure o-minimale et A ⊂ Rn+m un ensemble de´finissable de
S. Alors il existe un entier N ∈ N tel que, pour tout x ∈ Rn, le nombre de composantes connexes
de l’ensemble Ax = {y ∈ Rm : (x, y) ∈ A} soit infe´rieur ou e´gal a` N .
Ce re´sultat topologique s’e´tend enfin en une proprie´te´ ge´ome´trique :
The´ore`me 1.3 Soit S une structure o-minimale, et soit k ∈ N. Alors tout ensemble de´finissable
dans S admet une stratification finie en varie´te´s de´finissables de classe Ck.
C’est ce type de re´sultat qui rele`ve typiquement de la “ge´ome´trie mode´re´e”. Ayant explique´ le
type de proprie´te´s recherche´ dans la notion de structure o-minimale, nous donnons plusieurs
exemples classiques dans la section suivante.
1.2 Exemples classiques de structures o-minimales
L’un des inte´reˆts de la notion de structure o-minimale est le nombre et la varie´te´ des exemples
qui l’illustrent. Ils montrent l’e´tendue de son champ d’application, confirmant ainsi la pertinence
du programme de ge´ome´trie mode´re´e de Grothendieck. Nous reprenons les notations de la section
pre´ce´dente, en de´signant par RF la structure engendre´e par une collection F de fonctions re´elles.
1) La structure R∅ associe´e a` F = ∅. Les ensembles de´finissables de la structure R∅ sont
exactement les sous-ensembles semi-alge´briques des espaces re´els. Il est facile de voir que la
famille des sous-ensembles semi-alge´briques de l’espace Rn, n ∈ N, est une alge`bre de Boole.
En revanche, il est plus de´licat de montrer que la collection des ensembles semi-alge´briques
est stable par projection line´aire. C’est une conse´quence du ce´le`bre the´ore`me d’e´limination de
Tarski-Seidenberg [34, 33].
Maintenant, il est clair que les ensembles semi-alge´briques de la droite re´elle, e´tant de´finis par
des polynoˆmes re´els en une variable, sont les unions finies de points et d’intervalles. La structure
RF est donc o-minimale. On pourrait de´duire des the´ore`mes “mode´re´s” de la section pre´ce´dente
que tout ensemble semi-alge´brique a un nombre fini de composantes connexes. En re´alite´, les
preuves de ces the´ore`mes s’inspirent de ce qui e´tait bien connu dans le cadre semi-alge´brique,
notamment la notion de de´composition cylindrique.
2) La structure Ran. Cette structure est engendre´e par la collection des fonctions analytiques
restreintes f : Rn → R avec n ∈ N, dont la restriction a` [−1, 1]n est analytique re´elle et qui sont
identiquement nulles hors de [−1, 1]n. Les ensembles de´finissables de cette structure sont les
sous-ensembles sous-analytiques. Il est clair, par de´finition, que cette collection est stable par
projection line´aire. En revanche, il est plus difficile de montrer que la famille des ensembles sous-
analytiques de Rn, n ∈ N, est une alge`bre de Boole. On sait bien qu’un the´ore`me d’e´limination du
type Tarski-Seidenberg n’est pas valide dans le cadre analytique re´el (il existe un contre-exemple
ancien du a` W. Osgood [30]). On utilise donc un autre e´nonce´, le the´ore`me du comple´mentaire
1. Cette terminologie est une allusion faite par L. van den Dries dans l’introduction de [12] au texte, qu’il qua-
lifie de “prophe´tique”, Esquisse d’un programme d’A. Grothendieck [20]. Van den Dries estime que les structures
o-minimales constituent un “cadre excellent pour le de´veloppement de la topologie mode´re´e de Grothendieck”,
telle que ce dernier la de´crit dans le cinquie`me chapitre de son Esquisse.
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de Gabrielov [17], qui dit essentiellement que le comple´mentaire d’un ensemble sous-analytique
est e´galement sous-analytique.
La` encore, il est clair que les sous-ensembles de la droite re´elle de´finissables dans cette
structure sont exactement les unions finies de points et d’intervalles, et donc que la structure
Ran est o-minimale.
Ces deux exemples correspondent aux cadres bien e´tudie´s de la ge´ome´trie alge´brique re´elle
et de la ge´ome´trie analytique re´elle. On peut donc voir la notion de structure o-minimale comme
une extension de ces deux situations. Cette vision des choses me`ne naturellement a` la question
suivante :
Etant donne´e une structure o-minimale S , de quelles proprie´te´s des ensembles semi-
alge´briques ou sous-analytiques he´ritent les ensembles de´finissables dans S ?
Les “the´ore`mes mode´re´s” de la section pre´ce´dente re´pondent partiellement a` cette question :
les ensembles de´finissables he´ritent de la ge´ome´trie mode´re´e. Nous verrons dans ce travail que
d’autres proprie´te´s, plus inattendues, peuvent e´galement eˆtre satisfaites par certaines structures.
Donnons deux autres exemples devenus classiques, bien que plus re´cents. Ils sont tous deux
duˆs a`. A. Wilkie.
3) La structure Rexp. Il s’agit de la structure engendre´e par le singleton F = {exp}. Le
fait que les ensembles de´finis par un nombre fini d’e´galite´s et d’ine´galite´s satisfaites par des
polynoˆmes exponentiels ont un nombre fini de composantes connexes re´sulte des travaux de
Hovanskii [24]. A. Wilkie a montre´ dans [35] que le comple´mentaire de la projection line´aire
d’un tel ensemble est encore un ensemble de meˆme nature (c’est donc un analogue exponentiel
du the´ore`me du comple´mentaire de Gabrielov, une proprie´te´ que les spe´cialistes de the´orie des
mode`les appellent mode`le-comple´tude). Ainsi, Rexp est bien une structure, de surcroˆıt o-minimale
graˆce a` la proprie´te´ de finitude.
Elle pre´sente une diffe´rence notable avec les structures R∅ et Ran : dans ces deux dernie`res,
le germe a` l’infini d’une fonction de´finissable f : R → R a une croissance au plus polynomiale.
On dit qu’il s’agit de structures polynomialement borne´es. Ce n’est e´videmment pas le cas de
Rexp. C’est avec cet exemple que la the´orie des structures o-minimales prend ve´ritablement son
ampleur. D’une part, il donne une re´ponse positive au proble`me de finitude de Tarski sur les
proprie´te´s de l’exponentielle re´elle, qui e´tait la motivation originelle de l’introduction de cette
notion par L. van den Dries. D’autre part, il montre qu’il n’y a aucune raison de contenir la
ge´ome´trie mode´re´e dans son cadre initial (alge´brique et analytique), et permet de penser que
bien d’autres fonctions “mode´re´es”, au sens de non oscillantes, peuvent relever du programme
original d’A. Grothendieck.
4) La structure RPfaff . Ce dernier exemple classique est apparu dans l’article [36]. La fa-
mille ge´ne´ratrice F est celle des fonctions pfaffiennes, dont un rappel de la de´finition comple`te
de´passerait le cadre de ce travail. Disons simplement qu’il s’agit de fonctions de classe C∞ de´finies
par des syste`mes triangulaires d’e´quations diffe´rentielles polynomiales du premier ordre 2. A. Wil-
kie justifie dans [36] que la structure RPfaff est o-minimale, en de´montrant qu’elle s’e´tend en une
structure qui ve´rifie une proprie´te´ du comple´mentaire a` la Gabrielov, et en s’appuyant sur les
re´sultats de finitude de Khovanskii.
2. Depuis les travaux de Hovanskii [23], il existe plusieurs fac¸ons d’introduire la notion d’ensembles et de
fonctions pfaffiennes. Nous pouvons mentionner celle de R. Moussu et C. Roche, base´e sur la notion de feuille de
Rolle de feuilletage analytique de codimension 1 d’un ouvert de Rn [29]. Il a e´te´ montre´ par J.-M. Lion et J.-P.
Rolin dans [25] que les feuilles de Rolle engendrent e´galement une structure o-minimale.
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1.3 O-minimalite´ et quasianalyticite´
Le cadre de notre travail est celui des alge`bres de fonctions quasianalytiques. On trouve
dans la litte´rature plusieurs de´finitions de ce terme, de´pendant conside´rablement du type des
fonctions e´tudie´es. Nous nous concentrerons sur le cas de fonctions de classe C∞. Nous disons
dans ce cas qu’une alge`bre A de germes C∞ en l’origine de Rn est quasianalytique si l’application
qui a` tout e´le´ment f ∈ A associe son de´veloppement de Taylor fˆ ∈ R [[X1, . . . , Xn]] est injective.
L’application de Taylor constitue donc une sorte de “dictionnaire” entre l’alge`bre A et une sous-
alge`bre de R [[X1, . . . , Xn]], dont il est raisonnable de penser qu’on peut de´duire des informations
ge´ome´triques.
La notion de quasianlyticite´ a e´te´ introduite par E. Borel dans [2, 3], a` qui l’on doit les
premiers exemples d’ensembles de fonctions quasianalytiques en tout point de l’intervalle [0, 1].
Apre`s cette de´couverte de Borel, on doit a` Hadamard l’ide´e qu’il devrait eˆtre possible de lier
la proprie´te´ de quasianalyticite´ a` une condition de croissance sur les de´rive´es successives [21].
La re´ponse pre´cise a` cette question a e´te´ apporte´e inde´pendamment par A. Denjoy [9] et T.
Carleman [5]. Rappelons la, bien que nous ne l’utilisions pas explicitement dans la suite.
Conside´rons une suite croissante M = (Mi)i∈N avec M1 ≥ 1, et B = [a1, b1] × · · · × [an, bn]
avec ak < bk pour k = 1, . . . , n. On de´signe par CB (M) la collection des fonctions f : B → R
telles qu’il existe un voisinage ouvert U de B, une fonction g : U → R de classe C∞ et une
constante A > 0 tels que g|B = f et∣∣∣g(a) (x)∣∣∣ ≤ A|α|+1 ·M|α| pour tous x ∈ U et α ∈ Nn,
avec |α| = α1 + · · ·+αn. On appelle CB (M) la classe de Denjoy-Carleman sur B associe´e a` M .
On peut supposer sans perdre de ge´ne´ralite´s que M est logarithmiquement convexe, c’est a` dire
que M2i ≤ Mi−1Mi+1 pour tout i > 0. On dit que la classe CB (M) est quasianalytique si pour
tout x ∈ B, le de´veloppement de Taylor f̂x de f au point x de´termine f de fac¸on unique parmi
les e´le´ments de CB (M). On a alors :
The´ore`me 1.4 (Denjoy-Carleman) La classe CB (M) est quasianalytique si et seulement si
∞∑
i=0
Mi
Mi+1
=∞.
De fac¸on ge´ne´rale, les de´veloppements de Taylor des germes quasianalytiques ne sont pas des
se´ries convergentes. De tels germes ne sont donc pas e´gaux a` la somme de leur de´veloppement
de Taylor, mais ils sont tout de meˆme de´termine´s par ceux-ci. En ce sens, la notion de quasia-
nalyticite´ e´tend celle d’analyticite´. Il est donc naturel de poser la question du lien possible entre
quasianalyticite´ et o-minimalite´.
Ce lien apparaˆıt pour la premie`re fois de fac¸on explicite dans l’article de P. Speissegger et
L. van den Dries consacre´ a` l’e´tude de la structure RG engendre´e par les se´ries multisommables
[14]. Il serait trop long d’en donner la de´finition pre´cise ici, mais disons simplement qu’il s’agit
de fonctions f : [0, R1] × · · · × [0, Rm] → R, de classe C∞, obtenues depuis leur de´veloppement
de Taylor a` l’origine par un proce´de´ de resommation du type Borel-Laplace. De telles classes de
fonctions sont donc quasianalytiques. On montre dans [14] que la structure RG est o-minimale.
La preuve utilise la quasianalyticite´ de fac¸on essentielle. En effet, puisqu’on peut associer a` tout
germe multisommable f non nul un de´veloppement de Taylor a` l’origine f̂ non nul, il est possible
d’e´tudier les ensembles du type {f = 0, g1 > 0, . . . , gk > 0}, ou` f, g1, . . . , gk sont multisommables,
a` l’aide d’un processus d’e´clatements quadratiques. Il n’est d’ailleurs pas surprenant de retrouver,
dans ces structures qui ge´ne´ralisent naturellement la ge´ome´trie analytique usuelle, les me´thodes
analytiques classiques.
Naturellement, une affirmation e´le´mentaire du type “quasianalyticite´ implique o-minimalite´”
ne serait pas raisonnable. La famille des ensembles de´finissables dans une structure est bien trop
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vaste, pour qu’on puisse espe´rer montrer la proprie´te´ de finitude sur la simple base d’une hy-
pothe`se quasianalytique. Il suffit pour s’en convaincre de conside´rer l’exemple suivant. Conside´rons
une solution quelconque g : (0, ε) → R, ε > 0, de l’e´quation diffe´rentielle d’Euler x2y′ = y − x.
La fonction g est analytique sur l’intervalle (0, ε), se prolonge par continuite´ par g (0) = 0, et
admet le de´veloppement asymptotique divergent
ĝ (x) =
∞∑
n=0
n!xn+1
a` l’origine. Posons maintenant f (x) = g (x) + exp
(− 1x) sin ( 1x). Autrement dit, f s’obtient en
ajoutant un terme oscillant plat a` g. Malgre´ la nature oscillante de cette perturbation, l’alge`bre
Af =
{
F (x, f (x)) : F germe analytique en 0 ∈ R2} est quasianalytique. En effet, tout e´le´ment
non nul F (x, f (x)) de Af admet a` l’origine le de´veloppement asymptotique F
(
x, f̂ (x)
)
=
F (x, ĝ (x)). Or, puisqu’il re´sulte du the´ore`me de Puiseux que tout se´rie formelle ĥ (x) satisfaisant
F
(
x, ĥ (x)
)
= 0 est convergente, on a donc F (x, ĝ (x)) 6= 0.
Ne´anmoins la structure Rf engendre´e par f sur le corps des re´els n’est pas o-minimale. En
effet, on de´duit du fait que g est solution de l’e´quation diffe´rentielle d’Euler la relation suivante :
x2f ′ (x)− f (x) + x = − exp
(
−1
x
)
sin
(
1
x
)
;
il existe ainsi une fonction oscillante de´finissable dans la structure Rf , qui ne peut donc eˆtre
o-minimale. On voit sur cet exemple que la proprie´te´ de quasianalyticite´ satisfaite par l’alge`bre
initiale Af n’est pas suffisante pour garantir la “mode´ration” de toutes les fonctions de´finissables
dans Rf .
Afin de se pre´munir contre ce type de phe´nome`ne, J.-P. Rolin, P. Speissegger et A. Wilkie
ont montre´ dans [32] que si l’on conside`re non plus une unique alge`bre quasianalytique ini-
tiale, mais une collection C = (Cn)n∈N d’alge`bres quasianalytiques stables par un certain nombre
d’ope´rations “raisonnables”, adapte´es a` la description de la totalite´ des ensembles de´finissables,
alors la structure RC est o-minimale. Nous rappelons la liste ces conditions dans notre pre-
mier chapitre. En appliquant ce re´sultat a` la famille des alge`bres quasianalytiques de Denjoy-
Carleman, ils montrent l’existe de deux structures o-minimale incompatibles, c’est dire qui n’ad-
mettent pas d’extension o-minimale commune.
C’est dans ce cadre quasianalytique ge´ne´ral que se situe notre travail.
1.4 Quasianalyticite´ et e´limination des quantificateurs
Nous conside´rons dore´navant une “structure quasianalytique” RC du type e´tudie´ dans [32].
Les re´sultats de [32] montrent qu’il existe de nombreuses analogies entre les ensembles
de´finissables de RC et les ensembles sous-analytiques. En particulier, l’o-minimalite´ de RC re´sulte
d’un the´ore`me du comple´mentaire a` la Gabrielov. On de´duit de ce re´sultat d’un processus de
normalisation par e´clatement des e´le´ments des alge`bres quasianalytiques Cn ou plus pre´cise´ment
de leurs germes en tout point. Dans cette terminologie, un germe a` l’origine de Rn est dit normal
s’il est e´gal au produit d’un monoˆme par une unite´, c’est a` dire d’un germe quasianalytique U
tel que U (0) 6= 0. Il en re´sulte aise´ment que RC est d’une structure polynomialement borne´e.
De plus, tout ensemble de´finissable de RC admet une de´composition cellulaire finie en varie´te´s
de´finissables de classe C∞ 3.
Dans le cadre de l’e´tude des proprie´te´s des ensembles sous-analytiques dont pourraient he´riter
les ensembles de´finissables de RC , il en est une cependant qui semble moins naturelle que les
3. Mais pas toujours en varie´te´s analytiques. Il existe en effet des e´le´ments de certaines classes de Denjoy-
Carleman qui ne sont analytiques en aucun point de de leur domaine de de´finition.
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autres. Il s’agit d’une e´ventuelle proprie´te´ d’e´limination des quantificateurs. Pre´cisons ce que
nous entendons par la`. Dans l’article [8], J. Denef et L. van den Dries donnent une preuve
originale du the´ore`me du comple´mentaire de Gabrielov pour les ensembles sous-analytiques.
Cette preuve s’e´loigne des arguments ge´ome´triques classiques, notamment le ce´le`bre fiber cutting
lemma (ou lemme de section) [1, Lemme 3.6], qui s’appuie fortement sur la connexite´ de R. La
raison de ce choix est en effet d’e´tendre les re´sultats de ge´ome´trie analytique re´elle au corps Qp
des nombres p-adiques.
Ils pre´sentent donc le the´ore`me de Gabrielov comme une conse´quence imme´diate d’un the´ore`me
dit “d’e´limination des quantificateurs”. Le the´ore`me de Tarski-Seidenberg illustre tre`s bien ce
que “e´liminer les quantificateurs” signifie. Il affirme en effet que toute projection line´aire d’un
ensemble semi-alge´brique est e´galement semi-alge´brique. On peut rapidement se convaincre que
ceci e´quivaut a` affirmer que tout sous-ensemble A ⊂ Rn de´fini par une formule du premier
ordre satisfaite par certains polynoˆmes a` coefficients re´els, et contenant les symboles d’e´galite´
et d’ine´galite´, peut eˆtre de´fini par une formule du meˆme type sans quantificateurs. L’exemple
le plus e´le´mentaire que l’on peut donner est l’e´quivalence entre “le polynoˆme P (x) de degre´ 2
admet une racine” et “le discriminant ∆ de P (x) est positif ou nul” :
∃xP (x) = 0⇐⇒ ∆ ≥ 0.
Nous parlerons indiffe´remment dans la suite “d’e´limination du quantificateur ∃x” ou “d’e´limination
de la variable x”. Nous avons de´ja mentionne´ qu’on ne dispose pas d’un analogue du the´ore`me
de type Tarski-Seidenberg dans le cadre analytique. Donc la structure Ran ne satisfait pas la
proprie´te´ d’e´limination des quantificateurs. Le re´sultat principal de [8] affirme qu’il est possible
toutefois d’obtenir cette proprie´te´, quitte a` e´largir le langage de Ran. Expliquons ce que ce re´sultat
signifie. Le langage de Ran est celui des fonctions analytiques restreintes. Denef et van den Dries
introduisent la fonction D : R2 → R de´finie par (x, y) 7→ x/y si |y| ≥ |x| et y 6= 0, et D (x, y) = 0
sinon. Appelons terme du langage Lan,D une composition finie de fonctions analytiques res-
treintes et de la fonction D. Par exemple, une fonction de la forme f (x, y,D (z,D (x, g (y, t)))),
ou` f et g sont analytiques restreintes, est un terme de Lan,D. Le the´ore`me de Denef et van den
Dries dit alors que tout sous-ensemble sous analytique de Rn contenu dans [−1, 1]n peut eˆtre
de´fini par un nombre fini d’e´galite´ et d’ine´galite´s satisfaites par des termes du langage Lan,D.
Autrement dit, il s’agit bien d’un re´sultat d’e´limination des quantificateurs adapte´ au cadre ana-
lytique, mais au prix de l’enrichissement du langage initial des fonctions analytiques restreintes
par la fonction D.
On voit que le the´ore`me du comple´mentaire de Gabrielov se de´duit aise´ment de ce re´sultat. En
effet, puisque un ensemble sous-analytique de E ⊂ [−1, 1]n est de´crit par un nombre fini d’e´galite´s
et d’ine´galite´s satisfaites par des termes de Lan,D, on de´crit aise´ment son comple´mentaire
[−1, 1]n \ E en renversant ces ine´galite´s et en remplac¸ant chaque e´galite´ par deux ine´galite´s 4.
Le re´sultat principal de notre travail est un analogue de ce the´ore`me dans le cadre quasia-
nalytique de [32]. Autrement dit, tout ensemble de´finissable de la structure RC est de´fini par un
nombre fini d’e´galite´s et d’ine´galite´s satisfaites par des termes obtenus comme compositions de
fonctions des alge`bres de la classe C restreintes a` un polydisque compact, de polynoˆmes, de la
fonction x 7→ x−1 pour x 6= 0, et des fonctions x 7→ x1/n pour x > 0. On note deux diffe´rences
avec l’e´nonce´ de Denef et van den Dries :
i) la premie`re, qui consiste a` remplacer la fonction D par la fonction x 7→ x−1, est une
modification mineure, de´ja` note´e dans [13]. Elle permet de se de´barrasser de la contrainte de ne
conside´rer que des sous-ensembles sous-analytiques de [−1, 1]n, n ∈ N.
ii) la seconde consiste a` enrichir e´galement le langage de la structure RC non seulement par
la fonction x 7→ x−1, mais e´galement par les fonctions x 7→ x1/n, n 6= 0. Ceci re´sulte de notre
preuve, dont nous expliquons ci-dessous en quoi elle diffe`re de celle de [8]. Nous ne savons pas
(meˆme si nous le pensons) si cette extension est ne´cessaire.
4. Notons que H. Hironaka proce`de de meˆme dans [22] pour de´duire le the´ore`me du comple´mentaire de Ga-
brielov de son the´ore`me de rectiline´arisation des ensembles sous-analytiques.
6
A la suite, nous de´finissons les Tn-ensembles comme e´tant les sous-ensembles de Rn de´finis
par un nombre fini d’e´galite´s et d’ine´galite´s a` l’aide des termes. Cela nous conduit a` de´finir les
Tn-cylindres.
De´finition 1.4 Un Tn-cylindre C est un sous-ensemble de Rn+1 de´fini a` l’aide d’un Tn-ensemble
B appele´ base et d’un ou de deux termes φ et ψ de l’une des manie`res suivantes :
C = {(X, y) ∈ Rn+1;X ∈ B et φ(X) < y < ψ(X)}
C = {(X, y) ∈ Rn+1;X ∈ B et y < ψ(X)}
C = {(X, y) ∈ Rn+1;X ∈ B et φ(X) < y}
C = {(X, y) ∈ Rn+1;X ∈ B et y = φ(X)}
La raison pour laquelle notre the´ore`me n’est pas une extension des re´sultats analytiques a`
laquelle on pouvait s’attendre a priori est la suivante. C’est principalement le fait que la preuve
du the´ore`me de Denef et van den Dries s’appuie fortement sur le the´ore`me de pre´paration de
Weierstrass, qui affirme qu’un germe analytique f (x, y) ∈ On+1, re´gulier en la variable y (i. e.
f (0, y) 6= 0), peut s’e´crire sous la forme
f (x, y) = U (x, y)
(
yd + a1 (x) y
d−1 + · · ·+ ad (x)
)
,
ou` U (x, y) est un germe d’unite´ analytique et les ai ∈ On avec ai (0) = 0 pour i = 1, . . . , d. Ce
the´ore`me est utilise´ dans [8] a` deux reprises.
i) C’est d’une part un argument incontournable de la preuve du Lemme 4.12 de [8], qui
permet de donner une “pre´sentation finie” aux germes analytiques. Graˆce a` ce lemme, on peut
re´e´crire les fonctions analytiques avec lesquelles on travaille de telle sorte qu’elles soient re´gulie`res
en la variable que l’on souhaite e´liminer.
ii) D’autre part, une fois que l’on travaille avec des fonctions re´gulie`res en la variable voulue,
le the´ore`me de pre´paration de Weierstrass permet de les supposer polynomiales en cette variable.
On peut alors les e´liminer graˆce a` une variante classique du the´ore`me de Tarski-Seidenberg.
Or il est connu que le the´ore`me de Weierstrass fait ge´ne´ralement de´faut dans les classes
quasianalytiques 5. C’est d’ailleurs la raison qui conduit a` utiliser une normalisation 6 des germes
quasianalytiques dans [32] pour prouver l’o-minimalite´ de RC . L’essentiel de notre travail consiste
donc a` adapter la strate´gie de Denef et van den Dries, en remplac¸ant le the´ore`me de Weierstrass
par d’autres outils, que nous re´sumons maintenant.
Commenc¸ons par une remarque, qui concerne ce que nous avons appele´ “ mise sous pre´sentation
finie” des germes analytiques. Soit f (x, y) ∈ Om+n un germe analytique sans hypothe`se de
re´gularite´ particulie`re. Alors il existe un entier d ∈ N tel que
f (x, y) =
∑
|J |<d
fJ (x) y
JUJ (x, y) ,
ou` fJ =
1
J !
∂Jf
∂xJ
(x, 0) ∈ Om et la de´rive´e partielle UJ est une unite´ de Om+n, pour tout multi-
indice J = (j1, . . . , jn) avec |J | = j1 + · · · + jn < d. Nous ne pouvons espe´rer une telle pro-
prie´te´ dans les alge`bres quasianalytiques. Mais ceci n’est pas un obstacle majeur. En effet, cette
pre´sentation finie est utilise´e dans [8] afin de re´e´crire f de telle sorte qu’elle soit re´gulie`re en une
variable yj (j = 1, . . . , n) choisie au pre´alable. Si l’on travaille dans le cadre quasianalytique, on
remarque qu’un germe f (x, y) est re´gulier en yj si et seulement si son de´veloppement de Taylor
5. Voir par exemple [6]
6. C’est a` dire le fait de transformer par e´clatements un germe quasianalytique en le produit d’un monome
par une unite´
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f̂ (X,Y ) ∈ R [[X,Y ]] est re´gulier dans la variable Yj . Mais, meˆme si la pre´sentation finie de
f (x, y) n’est pas valide, on peut toujours e´crire f̂ (X,Y ) sous la forme
f̂ (X,Y ) =
∑ 1
J !
∂J f̂
∂xJ
(x, 0)Y JUJ (X,Y ) , avec UJ ∈ R [[X,Y ]] et UJ (0, 0) 6= 0,
en raison de la noethe´rianite´ de l’anneau R [[X,Y ]]. Donc, en raison de cette pre´sentation finie
au niveau formel, il nous sera possible de supposer que la variable yj de notre choix est re´gulie`re
dans f (x, y).
Notre proble`me majeur est celui de l’e´limination d’une variable re´gulie`re, puis de l’e´limination
successive de plusieurs variables. Nous nous appuyons pour cela sur la proce´dure de normalisa-
tion des germes quasianalytiques par e´clatements e´voque´e plus haut.
Notre strate´gie est donc de traiter le proble`me d’e´limination dans RC en montrant comment
re´soudre les syste`mes d’e´quations quasianalytiques 7. La re´solution d’une e´quation quasianaly-
tique f (x, y) = 0 ou` f ∈ Cn+1 par rapport a` l’inconnue y se de´duit aise´ment du proce´de´ de
normalisation. En revanche, notre me´thode de re´solutions des syste`mes d’e´quations quasianaly-
tiques nous ame`ne a` re´soudre par rapport a` l’inconnue y des e´quations du type F (x, y) = 0, ou`
F est un terme du langage LC comple´te´ par les fonctions x 7→ x−1 et x 7→ x1/n pour n ∈ N.
Nous montrons qu’il suffit, pour re´soudre ces e´quations, de prouver que les parties principales
de leurs solutions sont des termes de notre langage e´tendu. Mais nous n’avons pas trouve´ de
me´thode e´le´mentaire, du moins qui ne rele`ve que des techniques classiques d’e´clatements, pour
trouver ces parties principales.
Par conse´quent nous nous sommes appuye´s sur un re´sultat de the´orie des mode`les, duˆ a` L. van
den Dries et P. Speissegger [15], appele´ the´ore`me de pre´paration des fonctions de´finissables dans
une structure polynomialement o-minimale borne´e. Son e´nonce´, que nous donnons pre´cise´ment
dans le Chapitre 5, affirme que les fonctions de´finissables d’une telle structure (et donc en
particulier de la structure RC) admettent par morceaux une forme factorise´e, et donc une par-
tie principale particulie`rement simple. C’est pre´cise´ment ce qu’il nous faut pour re´soudre les
e´quations de´finies par des termes du langage e´tendu.
Nous obtenons par ce moyen notre re´sultat principal :
The´ore`me A : Les fonctions de´finissables sont, par morceaux, des termes. Autrement dit,
pour toute fonction de´finissable φ admettant n variables, il existe un recouvrement cylindrique
fini R de Rn tel que, pour tout Tn-cylindre C ∈ R, il existe un terme g tel que :
∀X ∈ C, φ(X) = g(X)
En corollaire, nous obtenons le the´ore`me d’e´limination des quantificateurs :
The´ore`me B : La structure RC admet la proprie´te´ d’e´limination des quantificateurs dans
son langage naturel, e´tendu par :
1. le symbole −1 repre´sentant la fonction x 7→ 1x pour x 6= 0 et 0 7→ 0,
2. les symboles 1/n repre´sentant les fonctions x 7→ x1/n pour x > 0 et 0 7→ 0, avec n ∈ N\ {0}.
Un re´sultat analogue a auparavant e´te´ annonce´ par A. Rambaud dans sa the`se [31]. Bien que
s’appuyant e´galement sur les re´sultats de [32], nos me´thodes sont diffe´rentes. Nous montrons
le The´ore`me A en nous basant sur la parame´trisation des ensembles de´finissables donne´e dans
[32], puis en e´liminant les parame`tres a` l’aide du the´ore`me de pre´paration de van den Dries et
Speissegger [15].
7. C’est pour cette raison que nous travaillons dans un langage e´tendu par les fonctions x 7→ x1/n, n ∈ N.
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Chapitre 2
Ge´ne´ralite´s
Ce premier chapitre est destine´ a` pre´senter les diffe´rents objets sur lesquels s’appuie ce travail.
Nous commencerons par de´finir les transformations e´le´mentaires sur les se´ries de Taylor associe´es
a` des germes de fonctions au voisinage de l’origine. pour constater que cela revient a` ope´rer une
transformation similaire sur les fonctions. Nous introduirons alors la notion de transformation
e´le´mentaire sur les fonctions. L’e´tude d’un exemple nous permettra d’expliciter notre me´thode
de re´solution et d’introduire les transformations inverses afin de de´finir la notion de termes.
2.1 De´finitions et re´sultats
Nous allons tout d’abord pre´ciser les principaux re´sultats et les notations que nous utiliserons
dans notre travail. Pour cela, nous nous appuyons sur l’article de J.P. Rolin, P. Speisseger et A.
Wilkie[32].
2.1.1 Hypothe`ses sur notre ensemble de fonctions
Pour simplifier les e´critures, on e´crira X = (x1, ..., xn) et X
′ = (x1, ..., xn−1) pour n > 0.
Pour r = (r1, ..., rn) ∈ Nn, on pose Xr = xr11 ...xrnn .
Pour chaque pave´ compact B = [a1; b1] × ... × [an; bn], avec pour tout n ∈ N∗ et tout
i = 1, ..., n, ai < bi, on conside`re une R-alge`bre CB de fonctions f : B → R ve´rifiant :
(C1) Pour tout i = 1, ..., n, CB contient la fonction projection (x1, ..., xn) 7→ xi. De plus,
pour chaque fonction f ∈ CB, la restriction de f a` Int(B), l’inte´rieur de B, est de classe
C∞.
(C2) Si B′ ⊂ Rn est un pave´ compact et si g1, ..., gn ∈ CB′ sont des fonctions telles que,
pour tout i = 1, ..., n, gi(B
′) ⊂ B, alors, pour tout f ∈ CB, la fonction de´finie sur B′ par
y 7→ f(g1(y), ..., gn(y)) appartient a` CB′ .
(C3) Si B′ ⊂ Rn est un pave´ compact contenu dans B, alors pour tout f ∈ CB, f|B′ ∈ CB′ .
De plus, pour tout f ∈ CB, il existe un pave´ compact B′′ ⊂ Rn avec B ⊂ Int(B′′) et une
fonction g ∈ CB′′ tels que g|B = f .
Remarque 1: Ces trois conditions montrent qu’une fonction f ∈ CB peut s’e´tendre en une
fonction g de classe C∞ sur un voisinage ouvert de B. Cette nouvelle fonction admet des de´rive´es
partielles, on notera par la suite, pour tout i = 1, ..., n, la restriction de ∂g∂xi a` B par
∂f
∂xi
.
Nous imposons alors les conditions suivantes :
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(C4) Si f ∈ CB, alors, pour tout i = 1, ..., n, ∂f∂xi ∈ CB.
Soit n ∈ N∗ et r = (r1, ..., rn) ∈ (R∗+)n, on note Ir = (−r1; r1)×...×(−rn; rn), I¯r = adh(Ir),
CI¯r = Cn,r. Nous appelons Cn l’ensemble de tous les germes a` l’origine des fonctions de
∪r∈(R∗+)nCn,r. A chaque germe f ∈ Cn, nous associons son de´veloppement de Taylor a` l’ori-
gine note´ f̂ ∈ R[[X]].
(C5) L’application qui a` f ∈ Cn associe f̂ est un isomorphisme de R-alge`bres. Il s’agit de
l’hypothe`se de quasi-analycite´. Nous notons Ĉn l’ensemble des se´ries formelles associe´es.
(C6) Soit n ∈ N∗. Si une fonction f ∈ Cn ve´rifie f(0) = 0 et ∂f∂xn (0) 6= 0, alors il existe
une fonction α ∈ Cn−1 avec α(0) = 0 et f(X ′, α(X ′)) = 0. Il s’agit de la stabilite´ pour le
the´ore`me des fonctions implicites.
(C7) Soit f ∈ Cn. S’il existe un entier i ≤ n et une se´rie G ∈ R[[X]] tels que f̂ = xiG, alors
il existe une fonction g ∈ Cn telle que f = xig et ĝ = G. Il s’agit de la stabilite´ pour la
division monomiale.
Pour tout n ∈ N∗, nous choisissons une R-sous alge`bre Dn de Cn,1, qui est close pour les
de´rive´es partielles et contient les projections sur la i-ie`me variable. On note alors F = ∪n∈NDn
et RD = R(F). Nous utiliserons les re´sultats suivants de´montre´s dans l’article [32] :
The´ore`me 2.1 La structure RD est o-minimale et mode`le comple`te.
The´ore`me 2.2 RD est polynomialement borne´e. De plus, la fonction x 7→ xλ de´finie sur [0, 1],
a` valeurs dans R, est de´finissable si et seulement si λ ∈ Q.
2.1.2 Relation de comparaison sur les fonctions
Nous reprenons les de´finitions qui figurent dans l’article [26] :
De´finition 2.1 Soient f et g deux fonctions de´finies sur un sous-ensemble B de Rn. Nous
de´finissons les relations de comparaison de la manie`re suivante :
1. La fonction f domine la fonction g sur B s’il existe une constante K ∈ R∗+ telle que :
∀X ∈ B, |g(X)| ≤ K|f(X)|
Nous noterons g ≺ f .
2. Les fonctions f et g sont e´quivalentes sur B si f domine g et g domine f sur B. Nous
noterons f ∼ g.
3. Une unite´ sur B est une fonction de signe constant sur B, e´quivalente a` la fonction 1 sur B.
2.1.3 Cylindres
De´finition 2.2 Nous appellerons un Cn-ensemble un sous-ensemble B de Rn de´fini par un
nombre fini d’e´galite´s et d’ine´galite´s a` l’aide de fonctions de Cn. Autrement dit, il existe deux
entiers (p, q) ∈ (N∗)2 et deux familles finies (fi,j)(i,j)∈I×J et (gi,j)(i,j)∈I×J d’e´le´ments de Cn avec
I = {1, ..., p} et J = {1, ..., q} tels que :
B = ∪i∈I
(
∩j∈J {X ∈ Rn; fi,j(X) = 0, gi,j(X) > 0}
)
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Nous appelerons un Cn-cylindre un sous-ensemble C de Rn+1 construit a` l’aide d’un Cn-ensemble
B de Rn appele´ base et d’une ou de deux fonctions φ et ψ de Cn, et de´fini de l’une des manie`res
suivantes :
C = {(X, y) ∈ Rn+1;X ∈ B,φ(X) < y < ψ(X)} ;
C = {(X, y) ∈ Rn+1;X ∈ B, y < φ(X)} ;
C = {(X, y) ∈ Rn+1;X ∈ B,φ(X) < y} ;
C = {(X, y) ∈ Rn+1;X ∈ B, y = φ(X)}.
2.2 Transformations e´le´mentaires sur les se´ries formelles
Si nous conside´rons un e´le´ment f de Cn, nous pouvons lui associer une unique se´rie formelle,
son de´veloppement de Taylor a` l’origine, note´e f̂ . Nous effectuerons sur cette se´rie formelle
un nombre fini de transformations e´le´mentaires dans le but d’obtenir des informations sur la
fonction f . Suivant la me´thode mise en oeuvre dans l’article [32], nous ne nous autorisons que
les homomorphismes d’alge`bres suivants :
De´finition 2.3 1. Les e´clatements : ils se classent en deux types possibles. Pour le pre-
mier, le type (I), nous fixons un indice j ∈ {1, ..., n}, un monoˆme m ne contenant pas la
variable xj et λ ∈ R. Nous de´finissons l’e´clatement b̂m,xjλ par :
b̂
m,xj
λ (x1, ..., xj , ..., xn) = (x1, ...,m(λ+ xj), ..., xn)
Pour le second, le type (II), nous nous donnons (i, j) ∈ {1, ..., n}2 avec i 6= j et nous
de´finissons b̂
xi,xj∞ par :
b̂
xi,xj∞ (x1, ..., xi, ..., xn) = (x1, ..., xixj , ..., xn)
2. Les translations : Nous de´finissons une transformation de type Tchirnhausen t̂xiα̂ par la
donne´e de α̂ ∈ Ĉn avec α̂(0) = 0, i ∈ {1, ..., n} et par :
t̂xiα̂ (x1, ..., xi, ..., xn) = (x1, ..., xi + α(X), ..., xn)
3. Les ramifications : soit p un nombre entier strictement positif. Nous de´finissons les
ramifications r̂+,pi et r̂
−,p
i par les e´galite´s suivantes :
r̂+,pi (x1, ..., xn) = (x1, ..., x
p
i , ..., xn) et r̂
−,p
i (x1, ..., xn) = (x1, ...,−xpi , ..., xn)
Les transformations pre´ce´dentes seront appele´es les transformations e´le´mentaires formelles.
la compose´e de ces transformations est dite changement e´le´mentaire d’inde´termine´es que l’on
notera b̂.
Si, dans notre compose´e, il n’y a pas de transformation du type bxi,y∞ avec i ∈ {1, ..., n}, ni
de translation txiα avec α de´pendant de y, alors nous dirons que la transformation conserve la
verticalite´ de la variable y.
De plus, si f̂ ∈ R[[X]] est une se´rie formelle et b̂ est un changement e´le´mentaire d’inde´termine´es
, nous noterons b̂f̂ la se´rie obtenue a` partir de f̂ en effectuant la transformation b̂.
Remarque 2: Puisqu’un changement e´le´mentaire d’inde´termine´es b̂ est un compose´ d’homo-
morphismes d’alge`bre, b̂ est un homomorphisme d’alge`bre. En particulier, nous pouvons e´crire :
∀(f̂1, f̂2) ∈ R[[X]], b̂(f̂1f̂2) = b̂(f̂1)̂b(f̂2) et b̂(f̂1 + f̂2) = b̂f̂1 + b̂f̂2
De´finition 2.4 Soit (̂bi)i∈{1,...,p} une famille finie de transformations e´le´mentaires. Nous ap-
pellerons transformation e´le´mentaire formelle la compose´e b̂ des e´le´ments de la famille. Nous
noterons alors :
∀f̂ ∈ Ĉn, b̂f̂ = b̂p...̂b1f̂
Nous appellerons arbre formel de changement e´le´mentaire d’inde´termine´es un ensemble de trans-
formations e´le´mentaires formelles.
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Remarque 3: Nous utiliserons dans la suite la notation T̂ pour les arbres de transformations
formelles.
De´finition 2.5 Nous appellerons transformation admissible formelle un des ensembles de trans-
formations e´le´mentaires suivant :
1. τ̂ = {t̂xiα } pour un entier i ∈ {1, ..., n} et une fonction α ∈ Cn−1 ;
2. τ̂ = {r̂+,pi , r−,pi } pour un indice i ∈ {1, ..., n} et un entier p ∈ N∗ ;
3. τ̂ = {b̂xi,xjλ ;λ ∈ R ∪ {∞}} pour un couple d’indices (i, j) ∈ {1, ..., n}2.
Remarque 4: si b̂ est une transformation e´le´mentaire, nous voyons qu’il existe une transforma-
tion admissible formelle τ̂ telle que b̂ ∈ τ̂ . Nous dirons que τ̂ est la transformation admissible
formelle associe´e a` b. Par la suite, nous pourrons e´crire b̂f̂ au lieu de {b̂f̂ ; b̂ ∈ τ̂}.
De´finition 2.6 Un arbre de transformations e´le´mentaires formelles T̂ sera dit admissible si et
seulement si pour tout changement e´le´mentaire d’inde´termine´es b̂ = b̂n...̂b1 ∈ T̂ , nous avons la
proprie´te´ suivante :
”Pour tout i ∈ {1, ..., n}, nous notons τ̂i la transformation admissible associe´e a` b̂i. Alors pour
tout b˜ ∈ τ̂i, il existe un changement e´le´mentaire d’inde´termine´es b tel que bb˜b̂i−1...̂b1 ∈ T̂ .”
2.3 Proprie´te´s de l’application f 7→ f̂
Dans ce paragraphe, nous allons nous inte´resser a` l’application qui associe a` une fonction sa
se´rie de Taylor a` l’origine. Nous allons de´montrer des proprie´te´s sur les se´ries de taylor que nous
utiliserons par la suite. Puis nous montrerons que les transformations e´le´mentaires sur les se´ries
formelles peuvent se traduire par des ope´rations sur les fonctions.
2.3.1 Rappels sur les se´ries de Taylor
Soit f ∈ Cn+1 une fonction de´finie sur le pave´ B. Nous e´crivons la se´rie de Taylor associe´e :
f̂(X, y) =
∞∑
i=0
( ∑
i1+...+in+1=i
1∏n+1
j=1 ij !
(
n∏
j=1
x
ij
j )y
in+1 ∂
if
∂xi1i1 ...∂x
in
in
∂yin+1
(0)
)
=
∞∑
i=0
[ i∑
l=0
( ∑
i1+...+in=i−l
1∏n
j=1 ij !l!
(
n∏
j=1
x
ij
j )y
l ∂
if
∂xi1i1 ...∂x
in
in
∂yl
(0)
)]
=
∞∑
l=0
[ ∞∑
i=l
( ∑
i1+...+in=i−l
1∏n
j=1 ij !
(
n∏
j=1
x
ij
j )
∂if
∂xi1i1 ...∂x
in
in
∂yl
(0)
)]
yl
l!
Nous notons :
âl(X) =
∞∑
i=l
( ∑
i1+...+in=i−l
1∏n
j=1 ij !
(
n∏
j=1
x
ij
j )
∂if
∂xi1i1 ...∂x
in
in
∂yl
(0)
)
Nous avons alors apre`s avoir effectue´ un changement d’indice :
âl(X) =
∞∑
k=0
( ∑
i1+...+in=k
1∏n
j=1 ij !
(
n∏
j=1
x
ij
j )
∂k+lf
∂xi1i1 ...∂x
in
in
∂yl
(0)
)
=
∞∑
k=0
( ∑
i1+...+in=k
1∏n
j=1 ij !
(
n∏
j=1
x
ij
j )
∂k(∂
lf
∂yl
)
∂xi1i1 ...∂x
in
in
(0)
)
=
∂̂lf
∂yl
(X, 0)
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En effet, en appliquant la formule de Taylor a` la fonction ∂
lf
∂yl
, nous avons :
∂̂lf
∂yl
(X, y) =
∞∑
i=0
( ∑
i1+...+in+1=i
1∏n+1
j=1 ij !
(
n∏
j=1
x
ij
j )y
in+1
∂i(∂
lf
∂yl
)
∂xi1i1 ...∂x
in
in
∂yin+1
(0)
)
Pour y = 0, il reste les termes tels que in+1 = 0. Autrement dit, nous avons :
∂̂lf
∂yl
(X, 0) =
∞∑
i=0
( ∑
i1+...+in=i
1∏n+1
j=1 ij !
(
n∏
j=1
x
ij
j )
∂i(∂
lf
∂yl
)
∂xi1i1 ...∂x
in
in
(0)
)
Pour tout l ∈ N, nous de´finissons la fonction fl,y par :
∀X ∈ Ir′ , fl,y(X) = ∂
lf
∂yl
(X, 0)
Nous avons alors : f̂l,y = âl. D’apre`s la condition de stabilite´ pour la de´rivation partielle, nous
savons que, pour tout l ∈ N, fl,y ∈ Cn, donc âl ∈ Ĉn. L’hypothe`se de quasi-analycite´ nous permet
de conclure que, pour tout l ∈ N, il existe une fonction al ∈ Cn telle que (̂al) = âl.
2.3.2 Proprie´te´s
Nous de´montrons les propositions suivantes :
Proposition 2.3 Soit (f, g) ∈ (Cn)2, nous avons les e´galite´s suivantes :
f̂ + g = f̂ + ĝ et f̂g = f̂ ĝ
Preuve : Nous conside´rons deux fonctions f et g e´le´ments de Cn. D’apre`s ce qui pre´ce`de, nous
savons que :
f̂(X ′, xn) =
∞∑
l=0
∂̂lf
∂xln
(X ′, 0)
xln
l!
et ĝ(X ′, xn) =
∞∑
l=0
∂̂lg
∂xln
(X ′, 0)
xln
l!
Nous avons alors :
̂(f + g)(X ′, xn) =
∞∑
l=0
̂∂l(f + g)
∂xln
(X ′, 0)
xln
l!
=
∞∑
l=0
(
∂̂lf
∂xln
(X ′, 0) +
∂̂lg
∂xln
(X ′, 0)
)
xln
l!
=
∞∑
l=0
∂̂lf
∂xln
(X ′, 0)
xln
l!
+
∞∑
l=0
∂̂lg
∂xln
(X ′, 0)
xln
l!
= f̂(X ′, xn) + ĝ(X ′, xn)
La premie`re e´galite´ est de´montre´e.
Pour justifier la seconde e´galite´, nous commenc¸ons par de´velopper le produit des se´ries, ce qui
donne :
(f̂ ĝ)(X ′, xn) =
( ∞∑
l=0
∂̂lf
∂xln
(X ′, 0)
xln
l!
)
×
( ∞∑
l=0
∂̂lg
∂xln
(X ′, 0)
xln
l!
)
=
∞∑
l=0
( l∑
p=0
1
p!(l − p)!
∂̂pf
∂xpn
(X ′, 0)
∂̂l−pg
∂xl−pn
(X ′, 0)
)
xln
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En utilisant la formule de Leibniz pour la de´rivation d’un produit de fonctions, nous savons que :
∀X ∈ Ir′ , ∂
l(fg)
∂xln
(X ′, 0) =
l∑
p=0
(
l
p
)
∂pf
∂xpn
(X ′, 0)
∂l−pg
∂xl−pn
(X ′, 0)
En reportant dans l’e´galite´ pre´ce´dente, nous obtenons :
(f̂ ĝ)(X ′, xn) =
∞∑
l=0
∂̂l(fg)
∂xln
(X ′, 0)
xln
l!
= (̂fg)(X ′, xn).
Proposition 2.4 Soient f ∈ Cp et (g1, ..., gp) ∈ (Cn)p. Alors nous avons :
̂(f(g1, ..., gp)) = f̂(ĝ1, ..., ĝp)
Proposition 2.5 Soit f ∈ Cn. Alors, pour tout i = 1, ..., n, ∂f∂xi ∈ Cn et nous avons :
∂̂f
∂xi
=
∂f̂
∂xi
2.3.3 Lien avec les transformations e´le´mentaires
Proposition 2.6 Soit f ∈ Cn. Nous conside´rons une transformation e´le´mentaire des inde´termine´es
b̂. Il existe une fonction b ∈ (Cn)n telle que : f̂ ◦ b = b̂f̂ .
Preuve : Sans nuire a` la ge´ne´ralisation de la de´monstration, nous pouvons supposer que f
est un e´le´ment de Cn+1 de´finie sur un pave´ Ir avec r = (r1, ..., rn+1) ∈ (]0; +∞[)n+1 et que la
transformation b̂ porte sur la dernie`re inde´termine´e que nous noterons y. Nous savons que :
f̂(X, y) =
∞∑
i=0
∂̂if
∂yi
(X, 0)
yi
i!
Il faut conside´rer plusieurs cas selon la nature de la transformation b̂ :
– Premier cas : Les e´clatements.
Il existe un indice l ∈ {1, ..., n}, λ ∈ R tel que b̂ = b̂xl,yλ . Nous avons :
b̂f̂(X, y) =
∞∑
i=0
∂̂if
∂yi
(X, 0)
xil(λ+ y)
i
i!
=
∞∑
i=0
∂̂if
∂yi
(X, 0)
xil
∑i
j=0
(
i
j
)
λi−jyj
i!
en utilisant le binoˆme de Newton
=
∞∑
i=0
i∑
j=0
∂̂if
∂yi
(X, 0)
xil
(
i
j
)
λi−jyj
i!
=
∞∑
j=0
∞∑
i=j
∂̂if
∂yi
(X, 0)
xil
(
i
j
)
λi−jyj
i!
en permutant les sommations
=
∞∑
j=0
∞∑
k=0
∂̂k+jf
∂yk+j
(X, 0)
xk+jl
(
k+j
j
)
λkyj
(k + j)!
en posant k = i− j
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Nous en concluons que :
b̂f̂(X, y) =
∞∑
j=0
∞∑
k=0
∂̂k+jf
∂yk+j
(X, 0)
xk+jl λ
kyj
k!j!
(2.1)
Nous de´finissons la fonction b sur Ir′ par :
∀(X, y) ∈ Ir′ , b(X, y) = (X,xl(λ+ y))
ou` r′ ∈ (]0; +∞[)n+1 est choisi de sorte que b(Ir′) ⊂ Ir. Nous notons g la fonction de´finie
sur Ir′ par : g = f ◦ b. Pour tout i ∈ N, nous avons donc :
∀(X, y) ∈ Ir′ , ∂
ig
∂yi
(X, y) = xil
∂if
∂yi
(X,xl(λ+ y))
Ce qui nous permet d’e´crire :
∂̂ig
∂yi
(X, 0) = xil
∂̂if
∂yi
(X,λxl) (2.2)
Maintenant, nous savons que :
∂̂if
∂yi
(X, y) =
∞∑
j=0
∂̂i+jf
∂yi+j
(X, 0)
yj
j!
D’ou`, en remplac¸ant dans l’e´quation (2.2), nous obtenons :
∂̂ig
∂yi
(X, 0) = xil
∞∑
j=0
∂̂i+jf
∂yi+j
(X, 0)
xjlλ
j
j!
Nous en de´duisons que :
f̂ ◦ b(X, y) = ĝ(X, y) =
∞∑
i=0
∂̂ig
∂yi
(X, 0)
yi
i!
=
∞∑
i=0
xil
∞∑
j=0
∂̂i+jf
∂yi+j
(X, 0)
xjlλ
j
j!
yi
i!
D’apre`s l’e´quation (2.1), nous obtenons :f̂ ◦ b(X, y) = b̂f̂(X, y).
– Deuxie`me cas : les translations.
Il existe une se´rie α̂ ∈ Ĉn avec α̂(0) = 0 telle que b̂ = t̂α̂y . D’apre`s la condition de quasi-
analycite´, il existe un unique α ∈ Cn tel que (̂α) = α̂. Nous avons :
b̂f̂(X, y) =
∞∑
i=0
∂̂if
∂yi
(X, 0)
(α̂(X) + y)i
i!
=
∞∑
i=0
∂̂if
∂yi
(X, 0)
∑i
j=0
(
i
j
)
α̂(X)i−jyj
i!
en utilisant le binoˆme de Newton
=
∞∑
i=0
i∑
j=0
∂̂if
∂yi
(X, 0)
(
i
j
)
α̂(X)i−jyj
i!
=
∞∑
j=0
∞∑
i=j
∂̂if
∂yi
(X, 0)
(
i
j
)
α̂(X)i−jyj
i!
en permutant les sommations
=
∞∑
j=0
∞∑
k=0
∂̂k+jf
∂yk+j
(X, 0)
(
k+j
j
)
α̂(X)kyj
(k + j)!
en posant k = i− j
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Nous en concluons que :
b̂f̂(X, y) =
∞∑
j=0
∞∑
k=0
∂̂k+jf
∂yk+j
(X, 0)
α̂(X)kyj
k!j!
(2.3)
Nous de´finissons la fonction b sur Ir′ par :
∀(X, y) ∈ Ir′ , b(X, y) = (X,α(X) + y)
ou` r′ ∈ (]0; +∞[)n+1 est choisi de sorte que b(Ir′) ⊂ Ir. Nous notons g la fonction de´finie
sur Ir′ par : g = f ◦ b. Pour tout i ∈ N, nous avons donc :
∀(X, y) ∈ Ir′ , ∂
ig
∂yi
(X, y) =
∂if
∂yi
(X,α(X) + y)
Comme (̂α) = α̂, nous avons :
∂̂ig
∂yi
(X, 0) =
∂̂if
∂yi
(X, α̂(X)) (2.4)
Or, nous savons que :
∂̂if
∂yi
(X, y) =
∞∑
j=0
∂̂i+jf
∂yi+j
(X, 0)
yj
j!
D’ou`, nous obtenons :
∂̂ig
∂yi
(X, 0) =
∞∑
j=0
∂̂i+jf
∂yi+j
(X, 0)
α̂(X)j
j!
Nous en de´duisons que :
f̂ ◦ b(X, y) = ĝ(X, y) =
∞∑
i=0
∂̂ig
∂yi
(X, 0)
yi
i!
=
∞∑
i=0
∞∑
j=0
∂̂i+jf
∂yi+j
(X, 0)
α̂(X)j
j!
yi
i!
En comparant avec l’e´quation (2.3), nous avons de´montre´ que :f̂ ◦ b(X, y) = b̂f̂(X, y).
– Troisie`me cas : les ramifications.
Il existe un entier α ∈ N∗ tel que b̂ = r̂αy . Nous avons alors :
b̂f̂(X, y) =
∞∑
i=0
∂̂if
∂yi
(X, 0)
yiα
i!
Nous de´finissons alors l’application b sur Ir′ par :
∀(X, y) ∈ Ir′ , b(X, y) = (X, yα)
avec r′ ∈ (]0; +∞[)n+1 choisi de sorte que b(Ir′) ⊂ Ir.
Il s’agit d’un e´le´ment de (Cn+1)n+1. Nous notons g = f ◦ b. Nous avons donc :
∀(X, y) ∈ Ir′ , g(X, y) = f(X, yα)
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Pour calculer les de´rive´es successives de g par rapport a` la variable y, nous utilisons la
formule de Faa` di Bruno, ce qui nous donne, pour tout i ∈ N :
∀(X, y) ∈ Ir′ , ∂
ig
∂yi
(X, y) =
i∑
k=0
∂if
∂yi
(X, yα)Bi,k(h
′(y), ..., h(i−k+1)(y))
avec h l’application y 7→ yα et Bi,k le polynoˆme de Bell donne´ par la formule :
Bi,k(x1, ..., xi−k+1) =
∑ i!∏i−l+1
l=1 jl!
i−l+1∏
l=1
(
xl
l!
)jl
ou` la somme porte sur toutes les familles d’entiers (jl)1≤l≤i−k+1 avec :
i−k+1∑
l=1
jl = k et
i−k+1∑
l=1
ljl = i
Nous obtenons alors que :
∂ig
∂yi
(X, 0) =
i∑
k=0
∂if
∂yi
(X, 0)Bi,k(h
′(0), ..., h(i−k+1)(0))
Nous remarquons que, pour tout i ∈ N, si i 6= α, alors h(i)(0) = 0 et h(α)(0) = α!. Nous en
de´duisons que :
– Si i 6= kα, alors Bi,k(h′(0), ..., h(i−k+1)(0)) = 0 ;
– Si i = kα, alors Bi,k(h
′(0), ..., h(i−k+1)(0)) = (kα)!k! .
Nous avons :
ĝ(X, y) =
∞∑
d=0
∂̂if
∂yi
(X, 0)
(dα)!
k!
ydα
(dα)!
=
∞∑
k=0
∂̂kf
∂yk
(X, 0)
ykα
k!
Dans tous les cas, nous avons de´montre´ que si b̂ est une transformation e´le´mentaire des inde´termine´es,
alors il existe une fonction b ∈ (Cn)n telle que, pour tout f ∈ Cn, f̂ ◦ b = b̂f̂ .
Proposition 2.7 Soit b̂ un changement e´le´mentaire d’inde´termine´es . Il existe b ∈ Cn tel que,
pour tout f ∈ Cn, f̂ ◦ b = b̂f̂ .
Preuve : Par de´finition d’un changement e´le´mentaire d’inde´termine´es , nous savons qu’il existe
une famille finie (̂bi)1≤i≤p de transformations e´le´mentaires telle que, pour tout f̂ ∈ Ĉn, nous
ayons : b̂f̂ = b̂p(...(̂b1f̂)...). D’apre`s le re´sultat pre´ce´dent, nous savons qu’il existe une famille
(bi)1≤i≤p dans (Cn)n telle que, pour tout i ∈ {1, ..., p} et tout f ∈ Cn, b̂if̂ = f̂ ◦ bi. Nous en
de´duisons que :
∀f ∈ Cn, b̂f̂ = b̂p(...(̂b1f̂)...) = ̂f ◦ b1 ◦ ... ◦ bp
D’apre`s la condition de stabilite´ par composition (C2), nous savons que b = b1 ◦ ... ◦ bp est un
e´le´ment de (Cn)n.
2.4 Transformations e´le´mentaires des germes de l’alge`bre
2.4.1 De´finitions
Les propositions pre´ce´dentes nous conduisent a` de´finir des transformations e´le´mentaires pour
les germes de Cn. Nous donnons les de´finitions suivantes :
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De´finition 2.7 Nous appellerons transformation e´le´mentaire de Cn une des transformations qui
suivent :
1. Les e´clatements : Ils se classent en deux types possibles. Pour le premier, le type (I),
nous fixons deux indices (i, j) ∈ {1, ..., n}2, un monoˆme m ne contenant pas la variable xj
et un re´el λ ∈ R. La transformation bm,xjλ est de´finie par :
b
m,xj
λ (x1, ..., xj , ..., xn) = (x1, ...,m(λ+ xj), ..., xn)
Pour le second, le type (II), nous fixons (i, j) ∈ {1, ..., n}2. Nous de´finissons bxi,xj∞ par :
b
xi,xj∞ (x1, ..., xi, ..., xn) = (x1, ..., xixj , ..., xn)
2. Les translations : Dans un premier temps, nous de´finissons une transformation de type
Tchirnhausen txiα par la donne´e de α ∈ Cn−1 avec α(0) = 0, i ∈ {1, ..., n} et par :
txiα (x1, ..., xj , ..., xn) = (x1, ..., xj + α(X), ..., xn)
3. Les ramifications : soit α un nombre entier strictement positif. Nous de´finissons les
ramifications r+,αi et r
−,α
i par l’e´galite´ suivante :
r,αi (x1, ..., xn) = (x1, ..., x
α
i , ..., xn)
avec  ∈ {−1; 1}.
Ces transformations sont des e´le´ments de (Cn)n.
Remarque 5: A chacune de ces transformations e´le´mentaires b correspond une transformation
e´le´mentaire dans les se´ries formelles, note´e b̂. Nous noterons bf = f ◦ b. D’apre`s ce qui pre´ce`de,
nous avons : b̂f = b̂f̂ .
De´finition 2.8 Nous appellerons transformation admissible un des ensembles de transforma-
tions e´le´mentaires suivant :
1. τ = {txiα } pour un entier i ∈ {1, ..., n} et une fonction α ∈ Cn−1 ;
2. τ = {r+,αi , r−,αi } pour un indice i ∈ {1, ..., n} et un entier α ∈ N ;
3. τ = {bxi,xjλ ;λ ∈ R ∪ {∞}} pour un couple d’indices (i, j) ∈ {1, ..., n}2.
Remarque 6: si b est une transformation e´le´mentaire, nous voyons qu’il existe une transforma-
tion admissible τ tel que b ∈ τ . Nous dirons que τ est la transformation admissible associe´e a` b.
Par la suite, nous pourrons e´crire τf au lieu de {bf ; b ∈ τ}.
2.4.2 Arbre de transformations e´le´mentaires
Notre me´thode de travail va consister a` transformer les germes pour leur donner une forme
particulie`re (re´duite ou pre´pare´e) a` partir de laquelle nous pourrons de´montrer des re´sultats.
Nous aurons donc a` effectuer successivement un certain nombre de transformations e´le´mentaires.
Pour repre´senter sche´matique l’e´volution de nos objets nous utiliserons une repre´sentation sous
la forme d’une arbre.
De´finition 2.9 Soit (bi)i∈{1,...,p} une famille finie de transformations e´le´mentaires sur les germes.
Nous appellerons suite de transformations e´le´mentaires sur les fonctions la compose´e de ces
transformations.
Nous noterons bf = bp...b1f = f ◦ b1 ◦ ... ◦ bp.
Nous appellerons arbre de transformations e´le´mentaires sur les germes un ensemble de suites
finies de transformations e´le´mentaires sur les germes. Les e´le´ments d’un arbre seront appele´s
les branches de l’arbre.
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Le lien e´tabli entre les transformations sur les se´ries et sur les germes ame`ne la de´finition sui-
vante :
De´finition 2.10 Soit T est un arbre de transformations e´le´mentaires. Si b ∈ T est une branche
de cet arbre, alors il existe une transformation formelle b̂ associe´e. L’arbre de transformations
formelles T̂ =
{
b̂; b ∈ T
}
est appele´ l’arbre formel associe´ a` T .
De´finition 2.11 Soit T un arbre de transformations e´le´mentaires. L’arbre est dit admissible si
l’arbre formelle T̂ associe´ est admissible.
2.4.3 Proprie´te´s
Lemme 2.8 Soit r ∈ (]0; +∞[)n un polyrayon et (i, j) ∈ {1, ..., n}2 avec i 6= j. Il existe un
sous-ensemble fini Λ de R ∪ {∞} tel que ∪λ∈Λbxi,xjλ (Ir) est un voisinage de l’origine.
Preuve : Soit r un polyrayon. Sans nuire a` la ge´ne´ralisation de la de´monstration, nous pouvons
supposer que notre e´clatement porte sur les variables xn−1 et xn. Pour tout X = (x1, ..., xn) ∈ Ir,
nous notons X ′ = (x1, ..., xn−2) et r′ = (r1, ..., rn−2).
Soit λ ∈ R. Nous conside´rons l’e´clatement bxn−1,xnλ . Nous avons :
• Si xn−1 > 0, alors nous avons les e´quivalences suivantes :
−rn ≤ xn ≤ rn ⇔ λ− rn ≤ λ+xn ≤ λ+ rn ⇔ xn−1(λ− rn) ≤ xn−1(λ+ y) ≤ xn−1(λ+ rn)
• Si xn−1 < 0, alors nous avons les e´quivalences suivantes :
−rn ≤ xn ≤ rn ⇔ λ− rn ≤ λ+xn ≤ λ+ rn ⇔ xn−1(λ+ rn) ≤ xn−1(λ+ y) ≤ xn−1(λ− rn)
Cela nous permet de conclure que :
b
xn−1,xn
λ (Ir) = {X ∈ Rn;X ′ ∈ Ir′ , 0 ≤ xn−1 ≤ rn−1 et xn−1(λ− rn) ≤ xn ≤ xn−1(λ+ rn)}
∪ {X ∈ Rn;X ′ ∈ Ir′ , −rn−1 ≤ xn−1 ≤ 0 et xn−1(λ+ rn) ≤ xn ≤ xn−1(λ− rn)}
Nous obtenons de meˆme que :
bxn,xn−1∞ (Ir) = {X ∈ Rn;X ′ ∈ Ir′ , 0 ≤ xn ≤ rn et − rn−1xn ≤ xn−1 ≤ xnrn−1}
∪ {X ∈ Rn;X ′ ∈ Ir′ , −rn−1 ≤ xn ≤ 0 et rn−1xn ≤ xn−1 ≤ −rn−1xn}
Nous en de´duisons que V = ∪λ∈Rbxn−1,xnλ (Ir)∪ bxn,xn−1∞ (Ir) est un voisinage de l’origine. Il existe
donc r0 ∈ (]0; +∞[)n tel que Ir0 ⊂ V. Par compacite´ de Ir0 , nous pouvons conclure qu’il existe
un ensemble fini Λ de R ∪ {∞} tel que ∪λ∈Λbxi,xjλ (Ir) est un recouvrement de Ir0 et donc un
voisinage de l’origine.
Proposition 2.9 Soit r = (r1, ..., rn) ∈ (]0; +∞[)n un polyrayon. Si b est une transformation
e´le´mentaire sur les fonctions, alors b(Ir) est une union finie de Cn-cylindres.
Preuve : Il faut distinguer diffe´rents cas selon la nature de la transformation :
• Il existe un re´el λ ∈ R, deux entiers (i, j) ∈ {1, ..., n} tels que b = bxi,xjλ . Nous savons
que (x1, ..., xn) ∈ b(Ir) si et seulement s’il existe (a1, ..., an) ∈ Ir tel que : b(a1, ..., an) =
(x1, ..., xn). Cela e´quivaut a` :
∀k ∈ {1, ..., n}, k 6= j, ak = xk et xj = ai(λ+ aj)
Nous notons B =
∏n
k=1,k 6=j ]− rk; rk[. Nous avons alors :
b(Ir) = {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B, xi > 0 et xi(−rj + λ) < xj < xi(rj + λ)}
∪ {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B, xi = 0 et xj = 0}
∪ {(X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B, xi < 0 et xi(rj + λ) < xj < xi(−rj + λ)}
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En remarquant que B ∩ {X ∈ Rn;xi < 0}, B ∩ {X ∈ Rn;xi = 0} et B ∩ {X ∈ Rn;xi > 0}
sont des Cn-ensembles, nous avons bien de´compose´ l’ensemble image comme une union de
cylindres.
• Nous conside´rons une ramification b = r+,xiα avec α un entier. Dans un premier temps,
nous supposons que α est un nombre impair. Comme la fonction t 7→ tα est croissante sur
R, nous avons :
b(C) = {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B,−rαi < xi < rαi }
Nous supposons que α est pair. En utilisant les variations de la fonction t 7→ tα, nous
obtenons :
b(C) = {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B, 0 < xi < rαi }
∪ {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B, xi = 0}
Nous avons bien une union de Cn-cylindres. Pour la ramification r−,xiα , nous obtenons :
– Si α est impair, alors : b(C) = {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B,−rαi < xi < rαi }.
– Si α est pair, alors :
b(C) = {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B,−rαi < xi < 0}
∪ {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B, xi = 0}
• Soit une fonction α ∈ Cn−1 telle que α(0) = 0. Nous conside´rons la transformation b = txiα .
Nous obtenons alors :
b(Ir) = {X ∈ Rn; (xj)1≤j≤n,j 6=i ∈ B et −ri−α((xj)1≤j≤n,j 6=i) < xi < ri−α((xj)1≤j≤n,j 6=i)}
Dans tous les cas, nous voyons que l’image de Ir est une union finie de Cn-cylindres.
2.5 Unite´s
Les the´ore`mes de normalisation et de pre´paration font apparaˆıtre des germes particuliers,
les unite´s.
De´finition 2.12 Nous de´finissons les unite´s de la manie`re suivante :
1. Soit Û ∈ R[[X]], une se´rie formelle. Û sera appele´e une unite´ formelle si Û(0) 6= 0.
2. Soit U ∈ Cn un germe. U sera appele´e une unite´ si U(0) 6= 0.
Remarque 7: Si U est une unite´ dans Cn, alors par continuite´, il existe un voisinage de l’origine
sur lequel la fonction U garde un signe constant.
Proposition 2.10 Û ∈ Ĉn est une unite´ formelle si et seulement s’il existe un polyrayon r ∈
(]0; +∞[)n tel que la fonction U soit une unite´ sur Ir.
Preuve : nous remarquons que, par de´finition du de´veloppement de Taylor a` l’origine, Û(0) =
U(0).
Proposition 2.11 Soit U ∈ Cn une unite´ telle que U(0) ≥ 0. Alors, pour tout p ∈ N, p
√
U est
une unite´ appartenant a` Cn.
Preuve : Soit un re´el λ ∈ R∗+ et p ∈ N∗. On de´finit la fonction fλ par :
∀x ∈ I1, fλ(x) = λ+ x
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Nous conside´rons la fonction f de´finie par :
∀(x, y) ∈ I1, f(x, y) = (y − p
√
λ)p − fλ(x)
Il s’agit d’un polynoˆme, donc f ∈ C2. De plus, apre`s calcul, on obtient que :
f(0, 0) = 0 et
∂f
∂y
(0, 0) = p(
p
√
λ)p−1 6= 0
Nous utilisons alors le the´ore`me des fonctions implicites. D’apre`s la condition (C6), nous savons
qu’il existe une fonction a ∈ C1 telle que :
f(x, y) = 0⇔ y = a(x)
Or, la re´solution de l’e´quation nous donne :
f(x, y) = 0⇔ y = p
√
λ+ p
√
fλ(x)
Nous en concluons que p
√
fλ ∈ C1.
Soit une unite´ U ∈ Cn telle que U(0) ∈ R∗+. Nous de´finissons la fonction g par :
∀X ∈ I1, g(X) = U(X)− U(0)⇔ U(X) = fU(O)(g(X))
Par la condition de stabilite´ pour la composition, nous en de´duisons que P
√
U = p
√
fU(0) ◦ g
appartient a` Cn.
Proposition 2.12 Soit U ∈ Cn une unite´. Alors 1U est une unite´ appartenant a` Cn.
Preuve : Nous conside´rons toujours la fonction fλ. Mais, maintenant, nous de´finissons la fonc-
tion f par :
∀(x, y) ∈ I1, f(x, y) = yfλ(x)− x
Le calcul de la de´rive´e partielle permet d’e´crire :
f(0, 0) = 0 et
∂f
∂y
(0, 0) = fλ(0) = λ 6= 0
En utilisant le the´ore`me des fonctions implicites et d’apre`s la condition (C6), nous savons qu’il
existe une fonction a ∈ C1 telle que :
f(x, y) = 0⇔ y = a(x)
Or, apre`s re´solution de l’e´quation, nous obtenons que :
f(x, y) = 0⇔ y = x
fλ(x)
Nous en de´duisons que la fonction x 7→ xfλ(x) appartient a` C1. Comme f̂λ(0) = λ 6= 0, nous
savons qu’il existe une se´rie formelle 1̂fλ dans R[[x]]. Nous en concluons que :
â(x) = x
1̂
fλ
(x)
Puisque que a ∈ C1, la condition (C7) nous permet de conclure qu’il existe une fonction, que
l’on note f−1λ , appartenant a` C1 telle que :
∀x ∈ I, a(x) = xf−1λ (x)⇔ f−1λ (x) =
1
fλ(x)
Donc, 1fλ(x) ∈ C1.
Si on conside`re une unite´ U ∈ Cn, alors il existe une fonction g ∈ Cn avec g(0) = 0 telle que
U = fU(0) ◦ g. Nous avons montre´, par composition, que 1U ∈ Cn.
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2.6 Les termes et les termes simples
2.6.1 Etude d’un exemple
Nous conside´rons la fonction f par :
∀(x, y) ∈ I1, f(x, y) = y2 − x
Cette fonction va nous servir d’illustration de notre me´thode de travail. Dans cette section, nous
re´aliserons sa normalisation en effectuant des transformations e´le´mentaires. En fin de chapitre,
nous comple`terons notre e´tude de ce cas particulier en e´crivant f dans le cadre de notre the´ore`me
de pre´paration.
Nous notons f̂ la se´rie formelle. Nous commenc¸ons par effectuer les ramifications r+,21 et r
−,2
1
donne´es par la de´finition 2.7. Nous obtenons alors les se´ries :
r̂+,21 f̂(x, y) = y
2 − x2 et r̂−,21 f̂(x, y) = y2 + x2
Soit λ ∈ R, nous effectuons l’e´clatement bx,yλ . Nous avons alors :
b̂x,yλ r̂
+,2
1 f̂(x, y) = x
2(y2 + 2yλ+ λ2 − 1)
Nous avons factoriser par x2. Il faut regarder si le deuxie`me facteur est une unite´ :
λ2 − 1 6= 0⇔ λ 6= 1 et λ 6= −1
Nous effectuons ensuite des e´clatements sur chacune des deux se´ries en distinguant les cas. Ils
sont donc au nombre de quatre b̂x,y1 , b̂
x,y
−1 , b̂
x,y∞ et b̂y,x0 . Nous avons alors les cas suivants :
• Nous effectuons l’e´clatement b̂x,y1 ce qui donne :
b̂x,y1 r̂
+,2
1 f̂(x, y) = x
2y(y + 2) et b̂x,y1 r̂
−,2
1 f̂(x, y) = x
2(1 + (y + 1)2)
• Nous effectuons l’e´clatement b̂x,y−1 ce qui donne :
b̂x,y−1 r̂
+,2
1 f̂(x, y) = x
2y(y − 2) et b̂x,y−1 r̂−,21 f̂(x, y) = x2(1 + (y − 1)2)
• Nous effectuons l’e´clatement b̂y,x0 ce qui donne :
b̂y,x0 r̂
+,2
1 f̂(x, y) = x
2(y2 − 1) et b̂y,x0 r̂−,21 f̂(x, y) = x2(y2 + 1)
• Nous effectuons l’e´clatement b̂x,y∞ ce qui donne :
b̂x,y∞ r̂
+,2
1 f̂(x, y) = y
2(1− x2) et b̂x,y∞ r̂−,21 f̂(x, y) = y2(x2 + 1)
Les re´sultats obtenus peuvent eˆtre repre´sente´s sous la forme d’un arbre :
y2 − x
y2 − x2
y2 + x2
y2
y2(1− x2)
x2y(y + 2)
xy2(y − 2)
x2(y2 − 1)
y2(1 + x2)
x2(1 + (1 + y)2)
x2(1 + (−1 + y)2)
x2(y2 + 1)
x = 0 -
-r
+,2
1
-r
−,2
1
-
-
-
-
-
-
-
-
b̂x,y∞
b̂x,y1
b̂x,y−1
b̂x,y0
b̂x,y0
b̂x,y−1
b̂x,y1
b̂x,y∞
Figure 2.1 – Arbre de normalisation
22
Les se´ries que nous obtenons en bout de branche sont des transforme´es construites a` partir
de f̂ . Elles s’e´crivent toutes comme le produit d’un monoˆme avec une unite´ de R[[x, y]]. Nous
disons que nous avons normalise´ la se´rie formelle. Si nous appelons (̂bi)1≤i≤8 les suites de trans-
formations e´le´mentaires des diffe´rentes branches en nume´rotant du haut en bas, nous avons que
pour tout i ∈ {1, ..., 8}, il existe un monoˆme mi et une unite´ formelle V̂i tels que : b̂if̂ = miV̂i.
Comme f ∈ Cn, la condition de stabilite´ par division monomiale nous permet d’affirmer qu’il
existe, pour tout i ∈ {1, ..., 8}, une fonction Ui ∈ Cn telle que Ûi = V̂i. De plus, nous avons
Ui(0) = V̂i(0) 6= 0. Nous avons alors que U est une unite´ de Cn. En utilisant la condition de
quasi-analycite´, nous savons qu’il existe un polyrayon r ∈ (]0; +∞[)2 tel que :
∀(x, y) ∈ Ir, ∀i ∈ {1, ..., 8}, bif(x, y) = miUi(x, y)
Nous avons transforme´ notre fonction en une fonction dite normalise´e.
Pour revenir a` la fonction d’origine nous allons introduire des transformations e´le´mentaires
inverses. Ces dernie`res ne seront pas de´finies sur un pave´, mais sur un cylindre. En effet,
nous avons de´montre´ dans la proposition 2.9 que l’image d’un pave´ par une transformation
e´le´mentaire est une union finie de cylindres. De plus, graˆce a` la proposition 2.8, nous sa-
vons qu’en effectuant, comme dans l’exemple ci-dessus, un nombre fini de transformations
e´le´mentaires a` chaque noeud de l’arbre, l’ensemble image est un voisinage de l’origine. Ce
dernier est donc de´coupe´ en cylindres sur lesquels sont de´finies nos transformations inverses.
Autrement dit, si nous conside´rons un point (x, y) de ce voisinage, il appartient a` un cy-
lindre C et il existe une transformation e´le´mentaire inverse note´e b−1i de´finie sur C. Nous avons
alors :f(x, y) = f ◦ bi ◦ b−1i (x, y) = bif ◦ b−1i (x, y).
2.6.2 De´finition d’une transformation e´le´mentaire inverse
Les exemples pre´ce´dents nous ame`nent a` de´finir les objets suivants :
De´finition 2.13 Soit Ir un pave´ de Rn avec r = (r1, ..., rn). Nous appelons transformation
e´le´mentaire inverse une des applications suivantes :
1. Soit α ∈ Cn avec α(0) = 0. La translation tiα est une transformation e´le´mentaire inverse.
2. Soient α ∈ N∗ et i ∈ {1, ..., n}. Nous notons :
Ci,+ = {(x1, ..., xn) ∈ Ir;xi ≤ 0}
Ci,− = {(x1, ..., xn) ∈ Ir;xi ≥ 0}
Nous de´finissons les ramifications e´le´mentaires inverses r
+, 1
α
i et r
−, 1
α
i par :
∀(x1, ..., xn) ∈ Ci,+, r+,
1
α
i = (x1, ..., x
1
α
i , ..., xn) et r
−, 1
α
i (x1, ..., xn) = (0, ..., 0)
∀(x1, ..., xn) ∈ Ci,−, r+,
1
α
i = (0, ..., 0) et r
−, 1
α
i (x1, ..., xn) = (x1, ...,−x
1
α
i , ..., xn)
3. Soient λ ∈ R, j ∈ {1, ..., n} et m un monoˆme ne de´pendant pas de la variable xj. Nous
notons :
Cm = {(x1, ..., xn) ∈ Ir;m(X) 6= 0}
Nous de´finissons l’e´clatement e´le´mentaire inverse qm,jλ par :
∀(x1, ..., xn) ∈ Cm, qm,jλ (x1, ..., xn) = (x1, ...,
xj − λm(X)
m(X)
, ..., xn)
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2.6.3 Diviseur d’une transformation e´le´mentaire
En nous re´fe´rant a` la notion de diviseur exceptionnel en ge´ome´trie alge´brique, nous de´finissons
la notion de diviseur pour les transformations e´le´mentaires.
De´finition 2.14 Soit b une transformation e´le´mentaire. Nous de´finissons le diviseur de b, note´
Div(b), de la manie`re suivante :
1. Si b est une translation, alors : Div(b) = ∅.
2. Si b = r,xiα avec  ∈ {−1; 1} et α impair, alors : Div(b) = ∅.
3. Si b = r,xiα avec  ∈ {−1; 1} et α pair, alors : Div(b) = {X ∈ Rn;xi = 0}.
4. Si b = bm,xiλ , alors : Div(b) = {X ∈ R;m = 0}.
Dans le cadre des se´ries formelles ou des germes, nous effectuons des suites de transforma-
tions e´le´mentaires. Pour de´montrer notre re´sultat, nous nous appuierons sur ces transformations,
mais nous aurons besoin de revenir aux variables initiales. Cela se fait en utilisant les transfor-
mations inverses. Ces dernie`res n’e´tant pas de´finies partout, nous serons oblige´s de distinguer
les cas. Autrement dit, nous effectuons un de´coupage cellulaire. Sur certaines cellules, les trans-
formations seront inversibles. sur le reste d’enter elles, nous faisons en sorte que le nombre de
variable de l’objet e´tude´ diminue. En incluant ce de´coupage dans le cadre d ’un raisonnement
par re´currence, nous pouvons achever notre raisonnement.
Cela nous ame`ne a` donner la de´finition suivante :
De´finition 2.15 Soit b = b1◦...◦bp une suite de transformations e´le´mentaires. Nous de´finissons
les cellules du diviseur de b par re´currence de la manie`re suivante :
1. La premie`re cellule est donne´e par :
Div1(b) = Div(b1)
ou` Div(b1) est le diviseur donne´ par la de´finition 2.14.
2. Pour i ≥ 2, la i-ie`me cellule est donne´e par :
Divi(b) = b1 ◦ ... ◦ bi−1(Div(bi))\
( i−1⋃
j=1
Divj(b)
)
Le diviseur de b est alors de´fini par :
Div(b) =
p⋃
i=1
Divi(b)
Proposition 2.13 Soient r ∈ (]0;∞[)n un polyrayon et b = b1 ◦ ... ◦ bp une suite de transfor-
mations e´le´mentaires. L’application b−1 = b−1p ◦ ... ◦ b−11 est de´finie sur Ir\Div(b). Nous avons
alors :
∀X ∈ Ir\Div(b), b ◦ b−1(X) = X
Preuve : Soit X ∈ Ir\Div(b). Par de´finition du diviseur, X ∈ Ir\Div(b1), donc b−11 (X) existe.
Nous montrons par re´currence la proprie´te´ suivante :
′′b−1k ◦ ... ◦ b−11 (X) est de´finie′′
Initialisation : Si nous supposons que b−11 (X) ∈ Div(b2), alors nous avons que :
X = b1(b
−1
1 (X)) ∈ b1(Div(b2))
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Or, par hypothe`se, cela est exclu. Nous en concluons que b−11 (X) /∈ Div(b2), et donc b−12 (b−11 (X))
est de´fini.
He´re´dite´ : Nous supposons la proprie´te´ vraie au rang k avec k < p. Nous savons donc que
b−1k ◦ ... ◦ b−11 (X) existe.
Si b−1k ◦ ... ◦ b−11 (X) ∈ Div(bk+1), alors nous avons :
X ∈ b1 ◦ ... ◦ bk(Div(bk+1)
Or, X ∈ Ir\Div(b), il y a donc une contradiction. Nous en de´duisons que b−1k ◦ ... ◦ b−11 (X) /∈
Div(bk+1), et donc b
−1
k+1 ◦ ... ◦ b−11 (X) existe.
Conclusion : D’apre`s le principe de re´currence, b−1p ◦ ... ◦ b−11 (X) existe dans Rn.
2.6.4 De´finition d’un terme
En nous appuyant sur les de´finitions donne´es dans l’article [8], nous donnons la de´finition
suivante :
De´finition 2.16 Une fonction g est un terme simple si et seulement s’il existe une fonction
f ∈ Cn et une famille finie (b−1i )i∈{1,...,p} de transformations e´le´mentaires inverses tels que
g = f ◦ b1 ◦ ... ◦ bp.
Nous appellerons terme toute application de´finie sur un cylindre C dans R obtenue a` partir des
termes simples de la manie`re suivante :
1. Stabilite´ par la racine p-ie`me avec p ∈ N∗ : si p est un entier pair et si g est un terme
de´fini et positif sur C alors g
1
p est un terme de´fini sur C.
Si p est un entier impair et g est un terme de´fini sur C, g
1
p est un terme de´fini sur C.
2. Stabilite´ pour l’addition : si g1 et g2 sont des termes de´finis sur C, alors g1 + g2 est un
terme de´fini sur C.
3. Stabilite´ par multiplication : si g1 et g2 sont des termes de´finis sur C, alors g1 × g2 est un
terme de´fini sur C.
4. Stabilite´ par quotient : Nous de´finissons l’application D sur R2 par :
D(x, y) = xy si |x| ≤ |y| et y 6= 0
= 0 sinon
si g1 et g2 sont des termes de´finis sur C, alors D(g1, g2) est un terme de´fini sur C.
5. Stabilite´ par composition : si g est un terme de´fini sur un cylindre C ′ et g1, ..., gn sont des
termes de´finis sur C tels que, pour X ∈ C, (g1(X), ..., gn(X)) ∈ C ′, alors g(g1, ..., gn) est
un terme de´fini sur C.
En comple´ment de la de´finition des unite´s dans Cn, nous donnons la de´finition d’une unite´ dans
les termes.
De´finition 2.17 Nous dirons que le terme g est un terme unite´ sur le cylindre C si et seulement
si g ∼ 1 sur C.
Dans la de´monstration du re´sultat de cette the`se, nous aurons besoin de raisonner sur le degre´
de complexite´ d’un terme.
De´finition 2.18 Soit g un terme. Nous de´finissons la hauteur de g, note´e hau(g), par re´currence :
1. S’il existe n ∈ N tel que g ∈ Cn, alors hau(g) = 0 ;
2. S’il existe p-ie`me avec p ∈ N∗ et f ∈ Cn tel que g = f
1
p , alors hau(g) = 1 ;
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3. S’il existe g1 et g2 sont des termes de´finis sur C tels que g = g1 + g2, alors :
hau(g) = max(hau(g1),hau(g2))
4. S’il existe g1 et g2 sont des termes de´finis sur C tels que g = g1 × g2, alors :
hau(g) = max(hau(g1),hau(g2))
5. S’il existe g1 et g2 sont des termes de´finis sur C tels que g =
g1
g2
, alors :
hau(g) = max(hau(g1),hau(g2)) + 1
6. S’il existe h est un terme de´fini sur un cylindre C ′ et g1, ..., gn sont des termes de´finis sur
C tels que, pour X ∈ C, (g1(X), ..., gn(X)) ∈ C ′tels que g = h(g1, ..., gn), alors :
hau(g) = hau(h) + max
(
hau(gi); i ∈ {1, ..., n}
)
Prenons a` pre´sent un exemple.
Soient (f1, f2, f3, f4, f5, f6, f) ∈ C7n. Nous conside´rons le terme g de´fini par :
g = f
(
f1
f2
, f3 +
√
f4,
f5
3
√
f6
)
Par de´finition, nous avons :
hau
(
f1
f2
)
= 1, hau(
√
f4) = 1 et hau(
3
√
f6) = 1
Nous obtenons :
hau
(
f1
f2
)
= 1, hau(f3 +
√
f4) = 1 et hau
(
f5
3
√
f6
)
= 2
Ce qui permet de conclure que : hau(g) = 2.
Nous pouvons repre´senter le terme sous la forme d’un arbre :
f
/ + /
f1 f2 f3
√
f5 4
√
f4 f6
Figure 2.2 – Arbre repre´sentant le terme g
D’apre`s notre de´finition, les noeuds de l’arbre ont des valeurs diffe´rentes. Un noeud cor-
respondant a` une addition ou une multiplication aura une valeur nulle, tandis qu’un noeud
correspondant a` un quotient ou une racine aura une valeur e´gale a` 1. En utilisant cette conven-
tion, pour de´terminer la hauteur du terme, il faut calculer la somme des valeurs des noeuds
correspondant aux branches les plus longues, puis prendre la plus grande de ces sommes.
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2.6.5 Les Tn-cylindres
De´finition 2.19 Nous appellerons un Tn-ensemble un sous-ensemble B de Rn de´fini par un
nombre fini d’e´galite´s et d’ine´galite´s a` l’aide de fonctions de termes. Autrement dit, il existe
deux entiers (p, q) ∈ (N∗)2 et deux familles finies (fi,j)(i,j)∈I×J et (gi,j)(i,j)∈I×J de termes avec
I = {1, ..., p} et J = {1, ..., q} tels que :
B = ∪i∈I
(
∩j∈J {X ∈ Rn; fi,j(X) = 0, gi,j(X) > 0}
)
Nous appellerons un Tn-cylindre un sous-ensemble C de Rn+1 construit a` l’aide d’un Tn-ensemble
B de Rn appele´ base et d’un ou de deux termes φ et ψ de Rn, et de´fini de l’une des manie`res
suivantes :
C = {(X, y) ∈ Rn+1;X ∈ B,φ(X) < y < ψ(X)} ;
C = {(X, y) ∈ Rn+1;X ∈ B, y < φ(X)} ;
C = {(X, y) ∈ Rn+1;X ∈ B,φ(X) < y} ;
C = {(X, y) ∈ Rn+1;X ∈ B, y = φ(X)}.
2.7 les arbres complets et la de´composition cylindrique
Les arbres et les transformations que nous avons de´finis vont nous permettre de montrer
des proprie´te´s sur les germes. Il nous faut alors les traduire ge´ome´triquement. Cela ne´cessite de
construire des de´coupages cellulaires des ensembles sur lesquelles nous allons travailler.
2.7.1 Les arbres complets
Nous commenc¸ons par de´finir la hauteur h d’un arbre.
De´finition 2.20 Soit T un arbre de transformations e´le´mentaires et b ∈ T . Par de´finition, b
est la compose´e de transformations e´le´mentaires. Nous notons hb le nombre minimum de trans-
formations e´le´mentaires qui composent b. Nous appelons ce nombre la hauteur de la branche.
Nous appellerons hauteur de l’arbre le nombre hT de´fini par :
hT = sup
(
{hb; b ∈ T }
)
∈ N ∪ {∞}
The´ore`me 2.14 Soient T un arbre de transformations admissibles de hauteur finie et un poly-
rayon r ∈ (]0; +∞[)n. Alors, il existe un sous-arbre fini S de T tel que ∪b∈Sb(Ir) soit une union
finie de Cn-cylindres qui forme un voisinage de l’origine.
Preuve : Nous allons faire une re´currence sur la hauteur de l’arbre.
Initialisation : Soit T un arbre de hauteur 1. Par de´finition, il existe une transformation
admissible τ telle que T = {τ}. Nous allons distinguer les cas selon la nature de τ .
– Il existe (i, j) ∈ {1, ..., n}2 tel que τ = {bxi,xjλ ;λ ∈ R ∪ {∞}. D’apre`s le lemme 2.8, nous
savons qu’il existe un sous-ensemble fini Λ de R ∪ {∞} tel que ∪λ∈Λbxi,xjλ (Ir) est un
recouvrement de l’orgine.
– Il existe i ∈ {1, ..., n} et α ∈ Cn−1 avec α(0) = 0 tels que τ = {txiα }. L’application txiα
est une application de Rn dans Rn qui admet une application re´ciproque txi−α continue.
Donc txiα est un home´omorphisme, l’image d’un voisinage de l’origine est un voisinage de
l’origine.
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– Il existe i ∈ {1, ..., n} et un entier α tel que τ = {r+,αi , r−,αi }. nous distinguons les cas :
Si α est pair, nous avons :
r+,αi (Ir) = {X ∈ Ir; 0 ≤ xi < rαi } et r−,αi = {X ∈ Ir;−rαi ≤ xi ≤ 0}
Donc r+,αi (Ir) ∪ r−,αi (Ir) est un voisinage de l’origine.
Si α est impair, nous avons :
r+,αi (Ir) = r
−,α
i = {X ∈ Ir;−rαi ≤ xi ≤ rαi }
Il s’agit d’un voisinage de l’origine.
La proprie´te´ est donc vraie pour les arbres de hauteur 1.
He´re´dite´ : nous supposons la proprie´te´ vraie pour un arbre de hauteur h. Nous conside´rons
un arbre de hauteur h+1. Nous conside´rons l’arbre T˜ = {b1; ∃b ∈ T , b = b1...bp}. Nous de´finissons
la famille d’arbres (Tb)b∈T˜ . Pour tout b ∈ T˜ , l’arbre Tb est de hauteur au plus h. Nous appliquons
notre hypothe`se de re´currence a` chacun de ces arbres. Il existe donc un arbre fini Sb extrait de
Tb tel que ∪b∈S(Ir) est un voisinage de l’origine. Nous pouvons alors conside´rer un polyrayon
rb ∈ (]0; +∞[)n tel que Irb ⊂ ∪b∈Sb(Ir). Nous appliquons notre hypothe`se de re´currence a` l’arbre
T˜ de hauteur 1. Nous pouvons extraire un sous-arbre S˜ fini tel que ∪b1∈S˜b1(Irb) est un voisinage
de l’origine. Nous conside´rons l’arbre S = {b1b; b1 ∈ S˜ b ∈ Tb1}. Il s’agit d’un arbre fini extrait
de T et tel que : ∪b∈Sb(Ir) est un voisinage de l’origine.
Conclusion : Notre proprie´te´ est vraie pour tout arbre de hauteur finie.
De´finition 2.21 Un arbre de transformations e´le´mentaires T sera dit complet si et seulement
si cet arbre contient un nombre fini de branches, note´es (bλ)λ∈I , et que, pour tout polyrayon
r ∈]0; +∞[n, ∪λ∈Ibλ(Ir) est un voisinage de l’origine.
2.7.2 Notre me´thode
La me´thode que nous utiliserons dans notre travail consiste, a` partir d’un e´le´ment de Cn, a`
construire un arbre de sorte que pour chaque branche le germe obtenu par transformation ait la
forme de´sire´e. Ainsi nous construirons des arbres de normalisation lorsque les germes obtenus
sont tous normalise´s ou des arbres de pre´paration lorsqu’ils sont tous sous forme re´duite.
De´finition 2.22 Nous dirons qu’une fonction f ∈ Cn+1 est sous une forme re´duite sur le pave´
Ir si et seulement s’il existe un recouvrement fini S de Ir par des C-cylindres tel que, pour tout
C ∈ S, il existe un entier d ∈ N, deux fonctions (a, θ) ∈ C2n et une unite´ U ∈ Cn+1 tels que :
∀(X, y) ∈ C, f(X, y) = (y − a(X))dθ(X)U(X, y)
Cette de´finition reprend celle donne´e dans l’article [26] de J-M Lion et de J-P Rolin.
Soit f ∈ Cn+1 un germe. Pour obtenir la mise sous forme pre´pare´e, nous commencerons par
construire un arbre admissible formel T̂ de sorte que les se´ries obtenues en bout de branche
aient la proprie´te´ de´sire´e. Nous conside´rons alors l’arbre T de transformations admissibles sur
les fonctions correspondant. Nous utiliserons les hypothe`ses sur notre alge`bre de fonctions, et
notamment celle de quasi-analycite´, pour justifier que les fonctions en bout de branche, a` l’instar
des se´ries formelles, ve´rifient la proprie´te´ voulue. Le the´ore`me 2.14 nous permet d’extraire de
cet arbre un sous-arbre S fini.
Soit un polyrayon r ∈ (]0; +∞[)n+1, nous notons C = ∪b∈Sb(Ir). Nous faisons attention que
les diffe´rentes transformations conservent la verticalite´. Pourtant, nous verrons que nous aurons
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recours a` un e´clatement de la forme bxi,y∞ en bout de certaines branches. Le lemme 2.9 nous
montre que l’image du pave´ Ir par une telle transformation est une union finie de cylindres.
Nous aurons alors recours au lemme 2.16 pour conclure que nous obtenons une de´composition
cylindrique d’un voisinage de l’origine.
Nous conside´rons un polyrayon r′ tel que Ir′ ⊂ ∪b∈Sb(Ir). Pour (X, y) ∈ Ir′ , il existe donc C ∈ C
tel que (X, y) ∈ C. Autrement dit, par de´finition des cylindres, il existe b ∈ S et (X, y) ∈ Ir tel
que : (X, y) = b(X,Y ).
Quitte a` restreindre nos cylindres en utilisant le diviseur de nos transformations, nous pou-
vons supposer que sur chaque cylindre b(Ir) la suite de transformations b associe´e est inversible.
Nous obtenons alors que :
f(X, y) = f ◦ b ◦ b−1(X, y) = f ◦ b(X, y) = bf(X, y)
Nous montrons ainsi que f a la forme voulue dans le cadre des termes au voisinage de l’origine.
Soit un ensemble A compact de Rn+1. Pour tout (X0, y0) ∈ A, nous de´finissons la translation
tX0,y0 par :
∀(X, y) ∈ Rn+1, tX0,y0(X, y) = (X +X0, y + y0)
Si f est une fonction de Cn+1, nous notons f˜ = f ◦ tX0,y0 . D’apre`s les hypothe`ses e´mises sur
l’ensemble Cn+1, nous savons que f˜ appartient a` Cn+1. D’apre`s ce qui pre´ce`de, il existe un
polyrayon r′ et un recouvrement cylindrique fini de Ir′ tels que f˜ ait la forme voulue. Nous
notons Vr′ = tX0,y0(Ir′). Il s’agit d’un voisinage de (X0, y0). De plus, nous avons que, pour tout
(X, y) ∈ Vr′ , il existe (X, y) ∈ Ir′ tel que (X, y) = tX0,y0(X, y). Or, (X, y) ∈ b(Ir) = C, il existe
donc (X˜, y˜) ∈ Ir tel que :
(X, y) = tX0,y0(X, y) = tX0,y0b(X˜, y˜)
D’ou` :
∀(X, y) ∈ Vr′ , f(X, y) = f(X −X0 +X0, y − y0 + y0)
= f(X +X0, y + y0)
= f˜(X, y) = f˜ ◦ b ◦ b−1(X, y)
= f˜ ◦ b(X˜, y˜)
La fonction a donc la forme voulue dans le cadre d’une de´composition cylindrique d’un voisi-
nage du point (X0, y0). Par compacite´ de A, nous montrons ainsi que nous avons un recouvrement
cylindrique de A sur lequel la fonction a la forme voulue.
2.7.3 La greffe des arbres
Lors de notre de´monstration du the´ore`me de pre´paration, nous allons devoir proce´der en
plusieurs e´tapes. Pour chacune, nous construirons un arbre formel ou un arbre complet. Nous
devons donc mettre en place un processus qui nous permettra d’enchaˆıner les diffe´rentes e´tapes.
Ce sera la greffe des arbres.
The´ore`me 2.15 Soient T un arbre complet et une famille (Tb)b∈T d’arbres complets . L’arbre
Tgreffe de´fini par :
Tf =
{
b′b; b ∈ T et b′ ∈ Tb
}
est un arbre complet. Nous l’appellerons la greffe de l’arbre T a` l’aide de la famille d’arbres.
(Tb)b∈T .
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Preuve : Comme T est complet, il admet un nombre fini de branches. La famille (Tb)b∈T est
donc une famille finie d’arbres complets. L’arbre Tf compte donc un nombre fini de branches.
Soit r ∈ (]0; +∞[)n+1 un polyrayon. Nous avons :
∪bf∈Tf bf (Ir) = ∪b∈T ∪b′∈Tb b ◦ b′(Ir) = ∪b∈T b
(
∪b′∈Tb b′(Ir)
)
Or, nous savons que ∪b′∈Tbb′(Ir) est un voisinage de l’origine. Il existe donc un polyrayon rb ∈
(]0; +∞[)n+1 tel que : Irb ⊂ ∪b′∈Tbb′(Ir). La famille (Irb)b∈T b est une famille finie de voisinages
de l’origine, leur intersection est donc un voisinage de l’origine. Il existe donc un polyrayon
r0 ∈ (]0; +∞[)n+1 tel que : Ir0 ⊂ ∩b∈T Irb . Nous en de´duisons que, pour tout b ∈ T :
b(Ir0) ⊂ b(∩b∈T Irb) ⊂ b(Irb) ⊂ b
(
∪b′∈Tb b′(Ir)
)
Nous avons alors l’inclusion suivante :
∪b∈T b(Ir0) ⊂ ∪b∈T b
(
∪b′∈Tb b′(Ir)
)
Or, l’arbre T est complet, donc ∪b∈T b(Ir0) est un voisinage de l’origine. Nous en concluons que
∪bf∈Tf bf (Ir) l’est aussi. L’arbre Tf est donc un arbre complet.
2.7.4 Retour sur l’exemple f(x, y) = y2 − x
Notre but est d’e´crire cette fonction dans le cadre de notre the´ore`me de pre´paration pour
les fonctions de Cn. Nous allons de´couper le pave´ I1 a` l’aide d’un recouvrement par une famille
finie C de cylindres telle que pour tout C ∈ C, il existe un entier d ∈ N, deux termes a et b, une
unite´ dans les termes U tels que :
∀(x, y) ∈ C, f(x, y) = (y − a(x))db(x)U(x)
Si nous conside´rons une des fonctions obtenues dans l’arbre 2.1, elle est le re´sultat d’une suite
b de transformations e´le´mentaires applique´e a` f . Nous notons (x, y) les variables finales. Nous
savons que f ◦ b ∈ C2. Il existe donc r = (r1, r2) ∈ (]0; +∞[)2 tel que : f ◦ b soit de´finie sur Ir.
Nous allons revenir aux variables initiales et pour cela appliquer la transformation e´le´mentaire
inverse b−1.
Nous remarquons tout d’abord que pour x = 0, la fonction est sous la forme voulue sans qu’il
ne soit ne´cessaire d’effectuer une transformation. Nous posons alors C1 = {(x, y) ∈ R2;x = 0}
et nous avons :
∀(x, y) ∈ C1, f(x, y) = y2
Dans un premier temps, nous allons nous inte´resser a` la premie`re branche de l’arbre. Pour
de´terminer notre transformation inverse, nous allons re´soudre l’e´quation dans R2 suivante :
(x, y) = b(x, y)⇔ (x, y) = (y2x2, y)⇔
{
x = x2y2
y = y
Pour que ce syste`me admette des solutions, il faut et il suffit que x ≥ 0 et y 6= 0. Nous avons
alors :
(x, y) = b(x, y)⇔
{
x =
√
x
|y|
y = y
Il faut distinguer deux cas selon le signe de y. Si y > 0, comme le cas x = 0 est de´ja traite´ et
(x, y) ∈ Ir, nous obtenons :
0 < x ≤ r1 ⇔ 0 ≤
√
x
y
≤ r1⇔ 1
r1
√
x ≤ y ≤ r2
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Nous de´finissons alors le cylindre C2 par :
C2 =
{
(x, y) ∈ R2;x > 0 et 1
r1
√
x ≤ y ≤ r2
}
La fonction inverse est donne´e par :
∀(x, y) ∈ C2, b−1(x, y) = (
√
x
y
, y)
Nous obtenons que :
∀(x, y) ∈ C2, f(x, y) = f ◦ b ◦ b−1(x, y) = f ◦ b((
√
x
y
, y) = y2(1− x
y2
)
Dans le cas ou` y est ne´gatif, nous notons C3 =
{
(x, y) ∈ R2;x > 0 et− r2 ≤ y ≤ −1r1
√
x
}
. Nous
obtenons alors :
∀(x, y) ∈ C2, f(x, y) = y2(1− x
y2
)
Conside´rons ensuite la seconde branche de l’arbre. Nous devons re´soudre dans R2 l’e´quation
suivante :
(x, y) = b(x, y)⇔ (x, y) = (x2, x(1 + y))⇔
{
x = x2
y = x(1 + y)
Ce syste`me admet des solutions si et seulement si x > 0. Dans ce cas, nous avons :
(x, y) = b(x, y)⇔
{
x =
√
x
y = y√
x
− 1
Comme (x, y) ∈ Ir, x =
√
x et x > 0, nous avons :{
0 < x ≤ r1
−r2 ≤ y ≤ r2 ⇔ 0 < x <
√
r1(1− r2)
√
x ≤ y ≤ (1 + r2)
√
x
Nous notons C4 =
{
(x, y) ∈ R2; 0 < x < √r1 et (1− r2)
√
x ≤ y ≤ (1 + r2)
√
x
}
. En conclusion,
la transformation e´le´mentaire inverse est donc donne´e par :
∀(x, y) ∈ C4, b−1(x, y) = (
√
x,
y√
x
− 1)
Nous obtenons que :
∀(x, y) ∈ C4, f(x, y) = f ◦ b ◦ b−1(x, y) = f ◦ b(
√
x,
y√
x
− 1) = √x(y −√x)(y −
√
x√
x
+ 2)
Nous choisissons ensuite r1 et r2 de sorte que 1 + r2 =
1
r1
. Cela nous permet de recoller les
cylindres C2 et C4 et ainsi de recouvrir notre pave´ sur lequel f est de´finie. Nous pouvons par
exemple prendre r2 =
1
2 et r1 =
2
3 .
Nous effectuons ces calculs a` l’aide des autres branches. Finalement, nous obtenons la de´composition
cylindrique suivante :
C1 = {(x, y) ∈ R2;x = 0}
C2 = {(x, y) ∈ R2;x > 0 et 32
√
x < y < 12}
C3 = {(x, y) ∈ R2;x > 0 et 12
√
x < y < 32
√
x}
C4 = {(x, y) ∈ R2;x > 0 et −12
√
x < y < 12
√
x}
C5 = {(x, y) ∈ R2;x > 0 et −32
√
x < y < −12
√
x}
C6 = {(x, y) ∈ R2;x < 0 et −12 < y < −32
√
x}
C7 = {(x, y) ∈ R2;x < 0 et y > 32
√−x}
C8 = {(x, y) ∈ R2;x < 0 et −32
√−x < y < 32
√−x}
C9 = {(x, y) ∈ R2;x < 0 et y < −32
√−x}
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Et nous avons :
∀(x, y) ∈ C1, f(x, y) = y2
∀(x, y) ∈ C2 ∪ C6 ∪ C7 ∪ C9, f(x, y) = y2(1− xy2 )
∀(x, y) ∈ C4 ∪ C8, f(x, y) = x(y2x − 1)
∀(x, y) ∈ C3, f(x, y) =
√
x(y −√x)(y−
√
x√
x
+ 2)
∀(x, y) ∈ C5, f(x, y) = −
√
x(y +
√
x)(−y+
√
x√
x
+ 2)
2.8 La verticalite´
Nous allons de´montrer dans ce travail un the´ore`me de pre´paration qui nous servira a` la
re´solution des e´quations. Dans ce cadre, le retour aux variables initiales reveˆt une importance
particulie`re. Pour mieux le comprendre, nous nous plac¸ons dans une configuration particulie`re.
Soit une fonction f ∈ C2. En conservant la convention de notation des variables adopte´e plus
haut, nous avons :
f(x, y) = bf(x, y)
Pour illustrer notre propos, nous supposons l’e´quivalence suivante :
bf(x, y) = 0⇔ y = θ(X)
avec θ une fonction de C1. Pour obtenir une e´quivalence similaire sur les variables initiales, il est
ne´cessaire de controˆler leur e´volution. En effet, s’il existe une fonction α ∈ C1 telle que b = txα,
nous avons :
(x, y) = txα(x, y)⇔
{
x = x+ α(y)
y = y
⇔
{
x = x− α(y)
y = y
Nous avons alors :
f(x, y) = 0⇔ bf(x, y) = 0⇔ y = θ(x)⇔ y = θ(x− α(y))
L’e´quation finale ne nous permet pas de re´soudre l’e´quation. Nous voyons qu’il est ne´cessaire
que la variable x ne de´pende pas de la variable y.
De´finition 2.23 Soit T un arbre complet. Nous dirons que T conserve la verticalite´ de la
variable y si et seulement si pour toute branche b = bn...b1 de l’arbre nous avons la proprie´te´
suivante :
Pour tout i ∈ {1, ..., n− 1}, bi n’est pas une transformation de la forme bxj ,y∞ ou de la forme txjα
avec α une fonction de´pendant de la variable y.
Concernant le de´coupage cylindrique, nous avons le re´sultat suivant :
Lemme 2.16 Si b est une transformation e´le´mentaire qui conserve la verticalite´ de y, alors,
pour tout C un Tn-cylindre, b(C) est une union finie de Tn-cylindres.
Preuve : Nous conside´rons le cas d’un cylindre C de´fini a` l’aide de deux fonctions φ et ψ de Tn
et d’une base B par :
C =
{
(X, y) ∈ Rn+1;X ∈ B, φ(X) < y < ψ(X)
}
Soit b une transformation e´le´mentaire conservant la verticalite´ de y. Nous notons C0 le cylindre
obtenu a` partir du diviseur de b. Selon la nature de la transformation b, nous distinguons
diffe´rents cas :
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• Il existe un couple d’indice (i, j) ∈ {1, ..., n} et un re´el λ ∈ R tels que : b = bxi,xjλ . Nous
avons alors :
C0 = {(X, y) ∈ B;xi = 0}
Soit (X, y) ∈ b(C)\C0. nous savons qu’il existe (X, y) ∈ C tel que : (X, y) = b(X, y).
Autrement dit, nous avons :
y = y, xj = xi(λ+ xj) et ∀k ∈ {1, ..., n}, k 6= j, xk = xk
ce qui nous permet d’e´crire les e´quivalences suivantes :
(X, y) ∈ b(C)\C0 ⇔ ∃(X, y) ∈ B\C0, φ(X) < y < ψ(X) et (X, y) = b(X, y)
⇔ φ(x1, ..., xj
xi
− λ, ..., xn) < y < ψ(x1, ..., xj
xi
− λ, ..., xn)
Nous de´finissons les termes suivants :
∀(X, y) ∈ b(C)\C0, φ(x1, ..., xn) = φ(x1, ..., xj
xi
−λ, ..., xn) et ψ(x1, ..., xn) = ψ(x1, ..., xj
xi
−λ, ..., xn)
Nous avons alors :
b(C) =
{
(X, y) ∈ Rn+1; (X, y) ∈ B\C0, φ(x1, ..., xn) < y < ψ(x1, ..., xn)
}
∪ C0
En remarquant que b
xi,xj∞ = b
xj ,xi
0 , nous avons traite´ le cas de tous les e´clatements selon
les variables X.
• Il existe un indice i ∈ {1, ..., n} et un re´el λ ∈ R tel que b = bxi,yλ . Nous avons alors :
C0 = {(X, y) ∈ B;xi = 0}
Soit (X, y) ∈ b(C)\C0. Nous savons qu’il existe (X, y) ∈ C tel que : (X, y) = b(X, y).
Autrement dit, nous avons :
y = xi(λ+ y) et ∀k ∈ {1, ..., n}, xk = xk
Ce qui nous permet d’e´crire les e´quivalences suivantes :
(X, y) ∈ b(C)\C0 ⇔ ∃(X, y) ∈ B\C0, φ(X) < y < ψ(X) et (X, y) = b(X, y)
⇔ φ(X)
xi
− λ < y < ψ(X)
xi
− λ
Nous de´finissons les termes suivants :
∀(X, y) ∈ b(C)\C0, φ(X) = φ(X)
xi
− λ et ψ(X) = ψ(X)
xi
− λ
Nous avons alors :
b(C) =
{
(X, y) ∈ Rn+1; (X, y) ∈ B\C0, φ(X) < y < ψ(X)
}
∪ C0
• Il existe α ∈ Cn−1 ne de´pendant pas de la variable y et un entier i ∈ {1, ..., n} tel que
b = txiα . Soit (X, y) ∈ b(C). Nous savons qu’il existe (X, y) ∈ C tel que : (X, y) = b(X, y).
Autrement dit, nous avons :
y = y, xi = xi + α(X
′
) et ∀k ∈ {1, ..., n}, k 6= j, xk = xk
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Ce qui nous permet d’e´crire les e´quivalences suivantes :
(X, y) ∈ b(C)\C0 ⇔ ∃(X, y) ∈ B,φ(X) < y < ψ(X) et (X, y) = b(X, y)
⇔ φ(x1, ..., xi − α(X ′), ..., xn) < y < ψ(x1, ..., xi − α(X ′), ..., xn)
Nous de´finissons les termes suivants :
∀(X, y) ∈ b(C), φ(X) = φ(x1, ..., xi−α(X ′), ..., xn)et ψ(X) = ψ(x1, ..., xi−α(X ′), ..., xn)
Nous avons alors :
b(C) =
{
(X, y) ∈ Rn+1; (X, y) ∈ B,φ(X) < y < ψ(X)
}
• Il existe un indice i ∈ {1, ..., n},  ∈ {−1; +1} et α ∈ N tels que b = t,αi . Nous conside´rons
dans cette de´monstration que  = 1. L’autre cas offre un raisonnement identique. Nous
de´finissons les bases suivantes :
B+ =
{
(X, y) ∈ B, xi ≤ 0
}
et B− =
{
(X, y) ∈ B, xi < 0
}
Soit (X, y) ∈ b(C). Nous savons qu’il existe (X, y) ∈ C tel que : (X, y) = b(X, y). Autre-
ment dit, nous avons :
y = y, xi = xi
α et ∀k ∈ {1, ..., n}, k 6= j, xk = xk
Nous distinguons les cas selon la parite´ de α.
– Premier cas : α est impair. Nous avons alors :
xi = xi
α ⇔ xi = x
1
α
i
Cela nous permet d’ecrire :
(X, y) ∈ b(C) ⇔ ∃(X, y) ∈ B,φ(X) < y < ψ(X) et (X, y) = b(X, y)
⇔ φ(x1, ..., x
1
α
i , ..., xn) < y < ψ(x1, ..., x
1
α
i , ..., xn)
Nous de´finissons les termes suivants :
∀(X, y) ∈ b(C), φ(X) = φ(x1, ..., x
1
α
i , ..., xn) et ψ(X) = ψ(x1, ..., x
1
α
i , ..., xn)
Nous avons alors :
b(C) =
{
(X, y) ∈ Rn+1; (X, y) ∈ B,φ(X) < y < ψ(X)
}
– Deuxie`me cas : α est pair. La fonction t 7→ tα n’est plus inversible sur R. Il nous faut
alors se´parer les cas selon que (X,Y ) appartient a` B+ ou B−. Nous obtenons alors les
termes suivants :
∀(X, y) ∈ B+, φ1(X) = φ(x1, ..., x
1
α
i , ..., xn)
ψ1(X) = ψ(x1, ..., x
1
α
i , ..., xn)
φ2(X) = φ(x1, ...,−x
1
α
i , ..., xn)
ψ2(X) = ψ(x1, ...,−x
1
α
i , ..., xn)
Ce qui nous donne :
b(C) =
{
(X, y) ∈ Rn+1; (X, y) ∈ B+, φ1(X) < y < ψ1(X)
}
∪
{
(X, y) ∈ Rn+1; (X, y) ∈ B+, φ2(X) < y < ψ2(X)
}
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• Il existe une fonction α ∈ Cn telle que b = tyα. Soit (X, y) ∈ b(C). Nous savons qu’il existe
(X, y) ∈ C tel que : (X, y) = b(X, y). Autrement dit, nous avons :
y = y + α(X) et ∀k ∈ {1, ..., n}, xk = xk
Ce qui nous permet d’e´crire les e´quivalences suivantes :
(X, y) ∈ b(C) ⇔ ∃(X, y) ∈ B,φ(X) < y < ψ(X) et (X, y) = b(X, y)
⇔ φ(X) + α(X) < y < ψ(X) + α(X)
Nous de´finissons les termes suivants :
∀(X, y) ∈ b(C), φ(X) = φ(X) + α(X) et ψ(X) = ψ(X) + α(X)
Nous avons alors :
b(C) =
{
(X, y) ∈ Rn+1; (X, y) ∈ B,φ(X) < y < ψ(X)
}
Dans tous les cas, l’image d’un cylindre est une union finie de cylindre.
Par ailleurs, nous aurons besoin d’enchaˆıner les suites de transformations e´le´mentaires. Or,
si deux suites b1 et b2 de transformations e´le´mentaires conservent la verticalite´, la compose´e
ne la conserve en ge´ne´ral pas. Nous devons donner une de´finition plus restrictive pour pouvoir
composer nos transformations.
De´finition 2.24 Soit b = b1 ◦ ... ◦ bp une suite de transformations e´le´mentaires. Nous disons
que cette suite conserve strictement la verticalite´ de la variable y si :
Pour tout i ∈ {1, ..., p}, bi n’est pas une transformation de la forme bxj ,y∞ ou de la forme txjα avec
α une fonction de´pendant de la variable y.
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Chapitre 3
Normalisation
Nous avons vu qu’a` chaque fonction f ∈ Cn, nous associons une se´rie formelle f̂ ∈ R[[X]],
son de´veloppement de Taylor a` l’origine. Dans ce chapitre, nous allons travailler sur ces se´ries
formelles associe´es aux fonctions et reprendre le processus de normalisation des se´ries de´montre´
dans l’article de J.P. Rolin, P. Speisseger et A.J. Wilkie [32]. Nous se´lectionnons l’une des
variables qui jouera alors le roˆle de variable dite verticale. A partir de la`, nous transformons
a` l’aide de transformations e´le´mentaires formelles la se´rie pour la normaliser. Nous utiliserons
l’hypothe`se de quasi-analycite´ pour montrer que la fonction associe´e est elle aussi normalise´e.
Nous commencerons ce chapitre en justifiant le the´ore`me de pre´paration dans le cas des fonctions
d’une et de deux variables.
3.1 Cas de deux variables
Nous de´taillons dans cette section l’inte´gralite´ de la de´monstration du the´ore`me de pre´paration
pour les fonctions de l’alge`bre dans le cas de deux variables.
Nous conside´rons une fonction non identiquement nulle f ∈ C2 de notre alge`bre de´finie sur
un pave´ B = I × J . Nous e´crivons son de´veloppement en se´rie de Taylor en 0 :
f̂(x, y) =
∞∑
i=0
yiâi(x)
avec pour tout i ∈ N, âi(x) une se´rie formelle d’une seule inde´termine´e x.Nous avons de´montre´
dans le chapitre pre´ce´dent que, pour tout i ∈ N, la se´rie formelle âi correspondait a` un germe
de l’alge`bre Cn, note´ ai. Plus pre´cise´ment, il s’agit d’une de´rive´e partielle de f .
3.1.1 Cas d’une variable
Nous commenc¸ons par e´tudier la normalisation dans le cas de fonctions d’une seule variable,
car nous utiliserons cette normalisation dans la suite de cette section.
Nous conside´rons une fonction f de C1. En utilisant le de´veloppement de Taylor a` l’origine, nous
savons qu’il existe une suite (ai)i∈N de re´els telle que :f̂(x) =
∑+∞
i=0 aix
i. Nous distinguons deux
cas :
• Nous supposons que a0 6= 0. Il apparaˆıt que f(0) 6= 0. La fonction est une unite´ dans C1.
• Nous nous plac¸ons dans le cas ou` a0 = 0. Nous de´finissons l’ensemble E = {i ∈ N; ai 6= 0}.
Il s’agit d’un sous-ensemble de N, il admet donc un plus petit e´le´ment i0. Nous avons
alors :
f̂(x) =
+∞∑
i=i0
aix
i = xi0
+∞∑
i=i0
aix
i−i0
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Nous notons Û(x) =
∑+∞
i=i0
aix
i−i0 . Nous avons alors : f̂(x) = xi0Û(x). La condition de
stabilite´ par division monomiale nous permet d’affirmer qu’il existe une fonction U ∈ C1
telle que : (̂U) = Û . De plus, nous avons : U(0) = Û(0) = ai0 6= 0. La fonction U est donc
une unite´ de C1. Par ailleurs, comme f̂ = (̂xi0U), d’apre`s la quasi-analycite´, il existe r ∈ R
tel que :
∀x ∈ Ir, f(x) = xi0U(x)
Nous avons donc la proposition suivante :
Proposition 3.1 Si f ∈ C1, alors il existe un re´el r ∈]0; +∞[, un entier p ∈ N et une unite´ U
dans C1 tels que :
∀x ∈]− r; r[, f(x) = xpU(x)
3.1.2 Etape 1 : mise a` l’ordre d
Le but est de montrer la proposition suivante :
Proposition 3.2 Soit une fonction f ∈ C2. Il existe alors un entier d ∈ N, un pave´ Ir de R2,
des fonctions a0, ..., ad−1 de C1, un entier n et une unite´ U ∈ C2 tels que :
∀(x, y) ∈ Ir, f(x, y) = xn(ydU(x, y) +
d−1∑
i=0
yiad−i(x))
Nous dirons alors que la fonction f est d’ordre fini selon la variable y.
Preuve : Nous allons distinguer deux cas :
• Cas 1 : il existe i0 ∈ N tel que ai0(0) 6= 0, on peut alors e´crire :
f̂(x, y) =
i0−1∑
i=0
yiâi(x) + y
i0
∞∑
i=i0
âi(x)y
i−i0
Nous de´finissons les se´ries formelles suivantes :
Û(x, y) =
∞∑
i=i0
ai(x)y
i−i0 et ĝ(x, y) = yi0
∞∑
i=i0
ai(x)y
i−i0
D’apre`s ce qui pre´ce`de, nous avons l’e´galite´ suivante :
ĝ(x, y) = f̂(x, y)−
i0−1∑
i=0
yiâi(x)
La fonction de´finie sur B par (x, y) 7→ f(x, y) − ∑i0−1i=0 yiai(x) est une somme finie
d’e´le´ments de l’alge`bre C2, elle appartient a` cette alge`bre. L’hypothe`se de quasi-analycite´
nous permet alors de conclure qu’il existe une fonction g e´le´ment de l’alge`bre C2 telle que
(̂g) = ĝ.
En outre, nous avons l’e´galite´ ĝ(x, y) = yi0Û(x, y) et g ∈ C2. D’apre`s l’hypothe`se de quasi-
analycite´, nous en de´duisons qu’il existe U e´le´ment de C2 telle que (̂U) = Û . De plus, nous
savons que U(0) = ai0(0) 6= 0, la fonction U est donc une unite´ dans C2.
Nous avons donc obtenu qu’il existe une unite´ U dans C2 telle que :
f̂(x, y) =
i0−1∑
i=0
yiâi(x) + y
i0Û(x, y) =
̂( i0−1∑
i=0
yiai(x) + yi0U(x, y)
)
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D’apre`s l’hypothe`se de quasi-analycite´, nous savons qu’il existe un pave´ Ir tel que :
∀(x, y) ∈ Ir, f(x, y) =
i0−1∑
i=0
yiai(x) + y
i0U(x, y)
La fonction f est d’ordre fini en y.
• Cas 2 : pour tout i ∈ N, ai(0) = 0. Nous e´crivons le de´veloppement de Taylor de la
fonction ai. Autrement dit, il existe une suite de re´els (ai,j)j∈N∗ telle que :
âi(x) =
∞∑
j=1
ai,jx
j
Pour tout i ∈ N, on conside`re l’ensemble Ei = {j ∈ N∗; ai,j 6= 0}. Cet ensemble est soit
vide, mais alors, d’apre`s l’hypothe`se de quasi-analycite´, la fonction ai est identiquement
nulle, soit non vide et admet donc un plus petit e´le´ment que l’on note αi. En outre,
l’ensemble F = {αi; i ∈ N} n’est pas vide, car f n’est pas identiquement nulle, et il est
inclus dans N∗. Il admet donc un plus petit e´le´ment αi0 . Il en re´sulte :
f̂(x, y) =
∞∑
i=0
yi
∞∑
j=1
ai,jx
j = xαi0
∞∑
i=0
yi
∞∑
j=αi
ai,jx
j−αi0
D’apre`s la de´finition de αi0 , nous savons que, pour tout entier naturel i ∈ N, αi0 ≤ αi.
En conse´quence, nous avons, pour tout entier j ≥ αi, j − αi0 ∈ N. Pour tout i ∈ N, nous
de´finissons la se´rie formelle suivante :
b̂i(x) =
∞∑
j=αi
ai,jx
j−αi0
Comme, pour tout i ∈ N, nous avons l’e´galite´ âi = xαi0 b̂i et que ai ∈ C1, d’apre`s la
condition (C7) de stabilite´ par division monomiale, nous pouvons conclure que, pour tout
i ∈ N, il existe une fonction bi dans notre alge`bre C1 avec (̂bi) = b̂i. Par ailleurs, nous avons
bi0(0) = ai0,αi0 6= 0, nous en concluons que bi0 est une unite´ dans C1.
Nous avons alors :
f̂(x, y) = xαi0
( i0−1∑
i=0
yib̂i(x) + y
i0
∞∑
i=i0
yi−i0 b̂i(x)
)
Nous de´finissons les se´ries formelles suivantes :
Û(x, y) =
∞∑
i=i0
b̂i(x)y
i−i0 et ĝ(x, y) = xαi0yi0Û(x, y)
Nous avons alors :
ĝ(x, y) = f̂(x, y)− xαi0
i0−1∑
i=0
yib̂i(x)
La fonction x 7→ f(x, y)− xαi0 ∑i0−1i=0 yibi(x) est une somme finie de produits de fonctions
de C2, elle appartient donc a` C2. Autrement dit, il existe g un e´le´ment de C2 tel que :
(̂g) = ĝ. Comme ĝ = xαi0yi0Û , l’hypothe`se de stabilite´ par division monomiale nous
permet de conclure qu’il existe une fonction U appartenant a` C2 telle que : (̂U) = Û . Or
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U(0) = bi0(0) = ai0,αi0 6= 0, donc U est une unite´ dans C2.
Nous avons obtenu l’e´galite´ suivante :
f̂(x, y) = xαi0
( i0−1∑
i=0
yib̂i(x) + y
i0Û(x, y)
)
D’apre`s la quasi-analycite´, nous savons qu’il existe un pave´ Ir tel que :
∀(x, y) ∈ Ir, f(x, y) = xαi0
( i0−1∑
i=0
yibi(x) + y
i0U(x, y)
)
Dans tous les cas, nous avons montre´ qu’il existe un entier d ∈ N, un pave´ B′, des fonctions
a0, ..., ad−1 ∈ C1, n ∈ N et une unite´ U ∈ C2 tels que
∀(x, y) ∈ B′, f(x, y) = xn
(
ydU(x, y) +
d−1∑
i=0
yiad−i(x)
)
.
Nous dirons que la fonction f a e´te´ mise a` l’ordre d.
3.1.3 Etape 2 : chute de l’ordre
Dans cette e´tape, nous commenc¸ons par supposer que la fonction a1 n’est pas identiquement
nulle et que f est d’ordre d, alors ∂
d−1f
∂yd−1 est d’ordre 1. Nous appliquons a` cette de´rive´e partielle le
the´ore`me des fonctions implicites selon lequel il existe une fonction de l’alge`bre α et un voisinage
V ′ de 0 tels que :
∀x ∈ V ′, ∂
d−1f
∂yd−1
(x, α(x)) = 0
Nous effectuons alors la transformation de Tchirnhausen : tyα. f se transforme en une fonction
tyαf qui reste d’ordre d, mais qui n’a plus de terme de degre´ d−1. Nous avons obtenu qu’il existe
un pave´ Ir1 :
∀(x, y) ∈ Ir1 , tyαf(x, y) = ydU(x, y) +
d∑
i=2
yd−iai(x)
= ydU(x, y) +
d∑
i=2
yd−ixniUi(x)
La deuxie`me e´galite´ provient du fait que le the´ore`me de normalisation 3.1 en une variable
s’obtient sans effectuer de transformation e´le´mentaire. Nous effectuons alors la ramification
x → xd! de manie`re a` rendre les puissances de x divisibles par tous les entiers compris entre 2
et d.
Nous conside´rons l’ensemble E = {nii ; i = 2, ..., d}. Remarquons tout d’abord que graˆce a` la
ramification pre´ce´demment effectue´e, nous savons que E ⊂ N. Il admet un plus petit e´le´ment. Il
correspond a` un indice que nous notons i0. Dans le cas ou` il y aurait plusieurs choix possibles,
nous choisissons l’indice le plus petit possible. Par ailleurs, pour tout i ∈ {2, ..., d}, nous avons :
ni
i
≥ 1⇔ ni ≥ i⇔ ni − i ≥ 0
Nous allons proce´der a` des e´clatements pour faire diminuer l’ordre. Il nous faut conside´rer trois
cas :
39
• Nous effectuons le changement qui correspond a` bx,yλ sur la se´rie formelle avec λ ∈ R∗, ce
qui donne :
b̂x,yλ (t̂
y
αf)(x, y) = x
d(λ+ y)dÛ(x, x(λ+ y)) +
d∑
i=2
(λ+ y)d−ixni+(d−i)Ûi(x)
= xd
( d∑
i=0
(
d
i
)
λiyd−iÛ(x, x(λ+ y)) +
d∑
i=2
(λ+ y)d−ixni−iÛi(x)
)
= xd
[
yd−1(y + d)Û(x, x(λ+ y)) +
d∑
i=2
((
d
i
)
λiyd−iÛ(x, x(λ+ y))
+ (λ+ y)d−ixni−iÛi(x)
)]
Nous notons ĝ la se´rie formelle situe´e entre les crochets. Par l’hypothe`se de stabilite´ par
division monomiale, nous savons qu’il existe une fonction g ∈ C2 telle que (̂g) = ĝ. Il existe
donc un pave´ Ir2 tel que :
∀(x, y) ∈ Ir2 , g(x, y) = yd−1(y + d)U(x, x
ni0
i0 (λ+ y)) +
d∑
i=2
((
d
i
)
λiyd−iU(x, x
ni0
i0 (λ+ y))
+ (λ+ y)d−ixni−i
ni0
i0 Ui(x)
)
En remarquant que :
(
(y + d)U(x, x
ni0
i0 (λ + y))
)
(0) = dU(0) 6= 0, nous pouvons conclure
que g est d’ordre d− 1.
• Nous effectuons l’e´clatement b̂x,y∞ . Nous avons alors :
b̂x,y∞ (t̂
y
αf)(x, y) = y
dÛ(xy, y) +
d∑
i=2
yd−i+nixniÛi(xy)
= yd
(
Û(xy, y) +
d∑
i=2
yni−ixniÛi(xy)
)
Nous notons V̂ la se´rie formelle donne´e par :
V̂ (x, y) = Û(xy, y) +
d∑
i=2
yni−ixniÛi(yx)
Si b est la suite de transformations e´le´mentaires de´ja` effectue´es, nous avons f ◦ b ∈ C2
et f̂ ◦ b = yd
ni0
i0 V̂ (x, y). L’hypothe`se de stabilite´ par division monomiale nous permet de
conclure qu’il existe V ∈ C2 telle que (̂V ) = V̂ . Comme, de plus V (0) = V̂ (0) = Û(0) 6= 0,
V est une unite´ de C2. Nous utilisons l’hypothe`se de quasi-analycite´ pour justifier qu’il
existe un pave´ Ir2 de R2 tel que :
∀(x, y) ∈ Ir2 , bf(x, y) = yd
ni0
i0 U(x, y)
Dans ce dernier cas, l’ordre n’a pas chute´, mais nous avons obtenu imme´diatement la
normalisation de notre fonction. Le processus s’arreˆte donc a` cette e´tape.
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• Nous effectuons l’e´clatement b̂x,y0 sur la se´rie formelle. Nous obtenons :
b̂x,y0 (t̂
y
αf)(x, y) = y
dxdÛ(x, xy) +
d∑
i=2
yd−ixni+(d−i)Ûi(x)
= xd
(
ydÛ(x, xy) +
d∑
i=2
yd−ixni−iÛi(x)
)
= xdĝ(x, y)
Comme bx,y0 t
y
αf est un e´le´ment de C2, l’hypothe`se de stabilite´ par division monomiale nous
permet de conclure qu’il existe une fonction g ∈ C2 telle que : (̂g) = ĝ. De plus, nous
avons :
ĝ(x, y) = ydÛ(x, xy) +
d∑
i=2
yd−ixni−iÛi(x)
En utilisant la quasi-analycite´, nous savons qu’il existe un pave´ Ir2 tel que :
∀(x, y) ∈ Ir2 , g(x, y) = ydU(x, xy) +
d∑
i=2
yd−ixni−iUi(x)
= yd−i0
(
yi0U(x, xy) +
i0∑
i=2
yi0−ixni−iUi(x)
)
+
d∑
i=i0+1
yd−ixni−iUi(x)
Il faut distinguer deux possibilite´s.
Premier cas : ni0 = i0. Comme
(
yi0U(x, x
ni0
i0 y)+
∑i0
i=2 y
i0−ixi(
ni
i
−ni0
i0
)
Ui(x)
)
(0) = Ui0(0) 6=
0, la fonction obtenue est d’ordre d− i0.
Deuxie`me cas : ni0 > i0. Nous de´finissons l’entier α(t̂
y
αf) = min
{
ni; i ∈ {2, ..., d}
}
. Nous
voyons que α(ĝ) = min
{
ni − i; i ∈ {2, ..., d}
}
< α(f). Nous effectuons a` nouveau la
transformation e´le´mentaire : τ =
{
b̂x,yλ ;λ ∈ R ∪ {∞}
}
. Nous remarquons tout d’abord
que, pour tout i ∈ {2, ..., d}, nous avons :
ni
i
> 1⇔ ni
i
≥ 2⇔ ni ≥ 2i
En reprenant les calculs ci-dessus, nous voyons que soit la se´rie est normalise´e, soit l’ordre
a chute´, soit nous obtenons une se´rie :
ĝ1(x, y) = y
dÛ(x, x2y) +
d∑
i=2
yd−ixni−2iÛi(x)
Nous avons alors : α(ĝ1) < α(ĝ). Si nous continuons notre processus, nous construisons une
suite d’entiers α(ĝj) strictement de´croissante. Nous savons alors qu’a` partir d’un certain
moment nous aboutirons a` 0. Dans ce cas, l’ordre a chute´.
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En conclusion, nous voyons qu’a` l’aide de transformations e´le´mentaires, il est possible soit
de normaliser notre fonction, soit de se trouver en pre´sence d’une fonction d’ordre infe´rieur.
Remarque 1: L’exemple qui suit sert a` comprendre l’inte´reˆt de la transformation de Tch-
nirhausen. On conside`re la fonction f ∈ C2 de´finie par :
∀(x, y) ∈ B, f(x, y) = y2 − 2yx− x2(1 + x)
Comme elle est polynomiale, il s’agit d’une fonction de C2 d’ordre 2. Supposons que l’on effectue
la transformation y = x(1 + y), on obtiendrait le re´sultat :
f(x, y) = (x(1 + y))2 − 2x2(1 + y)− x2(1 + x) = x2(y2 − x)
On constate que l’ordre n’a pas chute´, ce qui tient au fait que les monoˆmes de degre´ 1 en y
s’annulent. Si, en revanche, on effectue la transformation de Tchirnhausen y = y + x avant
l’e´clatement, on obtient :
f(x, y) = (y + x)2 − 2x(y + x)− x2(1 + x) = y2 − x2(2 + x)
Puis,
f(x, y) = (x(1 + y))2 − x2(2 + x) = x2(−1 + (y)2 + 2y + x)
On constate que cette fois, l’ordre a bien chute´. Dans l’exemple e´tudie´ ici, si nous n’effectuons
pas de transformation de Tchirnhausen, il suffit de recommencer un e´clatement pour faire chuter
l’ordre. Mais si on conside`re la se´rie formelle :
f̂(x, y) = y2 − 2
∞∑
i=1
xiy + (
∞∑
i=1
xi)2
il est possible de re´aliser une infinite´ de fois l’e´clatement y = xy sans jamais faire chuter l’ordre.
On montrera par la suite que ce cas de figure se produit du fait que la fonction f est de´ja` sous
la forme voulue. En effet, dans cet exemple, on a :
∀(x, y) ∈ B, f(x, y) = (y −
∞∑
i=1
xi)2
3.1.4 Etape 3 : re´currence sur l’ordre
Soit f ∈ C2. Nous avons de´montre´ en conclusion de l’e´tape 1 qu’il existe un polyrayon
r ∈ (R∗+)2, des fonctions a, a0, ..., ad−1 ∈ C1 et une unite´ U ∈ C2 tels que
∀(x, y) ∈ Ir, f(x, y) = a(x)(ydU(x, y) +
d−1∑
i=0
yiad−i(x))
Nous effectuons un raisonnement par re´currence sur l’ordre pour montrer que pour tout germe
f ∈ C2, il existe un arbre complet T tel que pour tout changement de variable e´le´mentaire b ∈ T ,
il existe un entier p ∈ N, une germe α ∈ C1, m un monoˆme de la variable x et U ∈ C2 une unite´
tels que :
bf(x, y) = (y − α(x))pm(X)U(x, y)
Initialisation : si d = 0, alors la fonction f s’e´crit : f(x, y) = a(x)U(x, y). D’apre`s le
the´ore`me 3.1, nous savons qu’il existe un re´el r ∈]0; +∞[, monoˆme m de la variable x et une
unite´ V ∈ C1 tels que :
∀x ∈ Ir, a(x) = m(X)V (x)
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La fonction f est donc e´crite comme le produit d’un monoˆme de la variable x et d’une unite´.
Elle est sous une forme re´duite.
He´re´dite´ : nous supposons la proprie´te´ vraie jusqu’a` l’ordre d. Nous conside´rons un germe
f ∈ C2 tel qu’il existe des fonctions a, a0, ..., ad ∈ C1 et une unite´ U ∈ C2 ve´rifiant :
f(x, y) = a(x)(yd+1U(x, y) +
d∑
i=0
yiad−i(x))
Nous de´finissons la fonction g ∈ C2 par :
g(x, y) = yd+1U(x, y) +
d∑
i=0
yiad−i(x)
Nous appliquons l’e´tape 2 de chute de l’ordre, il existe donc un arbre formel de transformations
admissibles T̂1 tel que l’ordre de ĝ a chute´. Soit b1 ∈ T1, d’apre`s l’hypothe`se de re´currence
applique´e a` la fonction b1g, nous savons qu’il existe un arbre complet Tb1 de transformations
e´le´mentaires tel que, pour tout b2, il existe un entier p ∈ N, une fonction α ∈ C1, m un monoˆme
de la variable x et U ∈ C2 une unite´ tels que :
b2b1g(x, y) = (y − α(x))pm(X)U(x, y)
Nous de´finissons l’arbre admissible : T =
{
b2b1; b1 ∈ T1 et b2 ∈ Tb1
}
. Alors pour tout b = b2b1 ∈
T , nous avons :
b2b1f(x, y) = b2b1
(
a(x)g(x, y)
)
= b2b1(a(x))× b2b1(g(x, y))
= b2b1a(x)(y − α(x))pm(X)U(x, y)
Or b2b1a e´tant une fonction d’une seule variable, nous avons vu d’apre`s la proposition 3.1 qu’elle
se normalise sans effectuer de transformation. Nous obtenons donc :
b2b1f(x, y) = (y − α(x))pm′(X)V (x, y)
Comme les arbres construits sont tous de hauteur finie, d’apre`s le the´ore`me 2.14, il existe un
sous arbre complet S fini tel que pour tout b ∈ S, il existe un entier p ∈ N, une fonction α ∈ C1,
m un monoˆme de la variable x et U ∈ C2 une unite´ tels que :
bf(x, y) = (y − α(x))pm(X)U(x, y)
Conclusion : Nous avons de´montre´ la proposition suivante :
Proposition 3.3 Soit f ∈ C2, alors il existe un arbre complet T fini tel que pour tout b ∈ T ,il
existe un entier p ∈ N, une fonction α ∈ C1, m un monoˆme de la variable x et U ∈ C2 une unite´
tels que :
bf(x, y) = (y − α(x))pm(X)U(x, y)
3.2 Normalisation
3.2.1 De´finition
De´finition 3.1 Une se´rie f̂ ∈ R[[X]] est dite normale s’il existe r ∈ Nn et Û une unite´ de
R[[X]] tels que f̂(X) = XrÛ(X).
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Remarque 2: si r = (r1, ..., rn) ∈ Nn est un multi-indice, on note |r| =
∑n
i=1 ri.
Lemme 3.4 Soient f̂1 et f̂2 deux se´ries formelles de R[[X]] et i0 ∈ {1, ..., n}. Si le monoˆme xi0
divise le produit f̂1f̂2, alors il divise l’une des deux se´ries.
Preuve : Comme xi0 est fixe´, nous noterons Ri0 [[X ′]] l’ensemble des se´ries formelles de R[[X]]
dans lesquelles aucun monoˆme ne contient xi0 et Ri0 [[X]] l’ensemble des se´ries de R[[X]] dont
tous les monoˆmes contiennent la variable xi0 . Nous scindons nos se´riesf̂1 et f̂2 en deux parties :
l’une e´tant constitue´e par des monoˆmes contenant l’inde´termine´e xi0 et l’autre par tous les autres
monoˆmes. Nous e´crivons alors qu’il existe des se´ries (ĝ1, ĝ2) ∈ (Ri0 [[X]])2 et (ĥ1, ĥ2) ∈ Ri0 [[X ′]]
telles que :
f̂1 = ĥ1 + ĝ1 et f̂2 = ĥ2 + ĝ2
Par de´finition de Ri0 [[X]], il existe deux se´ries formelles ĝ′1 et ĝ′2 de R[[X]] telles que :
ĝ1 = xi0 ĝ
′
1 et ĝ2 = xi0 ĝ
′
2
Nous avons alors :
f̂1f̂2 = (ĥ1 + xi0 ĝ
′
1)(ĥ2 + xi0 ĝ
′
2)
= ĥ1ĥ2 + xi0(ĥ1ĝ
′
2 + ĥ2ĝ
′
1 + xi0 ĝ
′
1ĝ
′
2)
Comme, par hypothe`se, xi0 divise le produit f̂1f̂2, on sait qu’il existe une se´rie f̂ ∈ R[[X]] telle
que : f̂1f̂2 = xi0 f̂ . Nous obtenons alors :
ĥ1ĥ2 = xi0(f̂ − (ĥ1ĝ′2 + ĥ2ĝ′1 + xi0 ĝ′1ĝ′2))
Or, par de´finition de Ri0 [[X ′]], ni ĥ1 ni ĥ2 ne contient l’inde´termine´e xi0 , le produit des deux est
divisible par le monoˆme xi0 si et seulement s’il est nul. En utilisant l’inte´grite´ de R[[X]], on en
de´duit que ĥ1 = 0 ou ĥ2 = 0. Cela signifie qu’au moins une des deux se´ries f̂1 ou f̂2 appartient
a` Ri0 [[X]]. Cela nous permet donc de conclure que f̂1 ou f̂2 est divisible par le monoˆme xi0 .
Lemme 3.5 Soient f̂1,...,f̂p ∈ R[[X]], alors le produit f̂1...f̂p est normal si et seulement si
chaque fk est normale.
Preuve : Le cas p = 1 e´tant imme´diat, nous supposons dans la suite de la de´monstration que
p est un nombre entier naturel supe´rieur ou e´gal a` 2.
Soit (f̂i)i∈{1,...,p} une famille d’e´le´ments de R[[X]]. Nous supposons que chaque e´le´ment de cette
famille est normal.
Pour tout i ∈ {1, ..., p}, il existe donc un multi-indice ri ∈ Nn et une unite´ Ûi ∈ R[[X]] tels
que :f̂i = X
riUi. Nous pouvons alors e´crire :
p∏
i=1
f̂i =
p∏
i=1
XriUi = X
∑p
i=1 ri
p∏
i=1
Ui = X
rU
avec un multi-indice r = (ri)1≤i≤n ∈ Nn et U =
∏p
i=1 Ui une unite´ de R[[X]]. Le produit est
donc normal.
Re´ciproque : Nous effectuons un raisonnement par re´currence sur le cardinal p ≥ 2 de la famille
de se´ries formelles.
Initialisation : Nous conside´rons (f̂1, f̂2) ∈ (R[[X]])2 deux se´ries formelles telles qu’il existe
r ∈ Nn et Û ∈ R[[X]] une unite´ avec f̂1f̂2 = XrÛ . Comme r ∈ Nn, on note r = (r1, ..., rn) avec
pour tout i ∈ {1, ..., n}, ri ∈ N et |r| =
∑n
i=1 ri.
Nous allons de´montrer par re´currence la proposition suivante :
Pn :” si f̂1 et f̂2 sont deux se´ries formelles de R[[X]] telles qu’il existe r ∈ Nn et Û ∈ R[[X]] une
unite´ avec f̂1f̂2 = X
rÛ et |r| = p, alors ces deux se´ries sont normales. ”
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Initialisation : Nous conside´rons deux se´ries formelles f̂1 et f̂2 de R[[X]] telles qu’il existe
r ∈ Nn et Û ∈ R[[X]] une unite´ avec f̂1f̂2 = XrÛ et |r| = 0. Cette hypothe`se signifie que le
produit f̂1f̂2 est une unite´. Nous pouvons en conclure que f̂1 et f̂2 sont des unite´s et donc que
ces deux se´ries sont normales.
He´re´dite´ : Nous supposons que Pp est vraie pour un certain p ∈ N. Soient f̂1 et f̂2 sont deux
se´ries formelles de R[[X]] telles qu’il existe r ∈ Nn et Û ∈ R[[X]] une unite´e avec f̂1f̂2 = XrÛ et
|r| = p + 1. Comme |r| 6= 0, il existe donc i0 ∈ {1, ..., n} tel que ri0 6= 0. Le monoˆme xi0 divise
le produit f̂1f̂2. D’apre`s le lemme pre´ce´dent 3.4, nous savons qu’il divise l’une des deux se´ries.
Sans nuire a` la ge´ne´ralisation de la de´monstration, nous pouvons supposer que xi0 divise f̂1. Il
existe une se´rie ĝ1 ∈ R[[X]] telle que nous avons f̂1 = xi0 ĝ1. Nous obtenons alors :ĝ1f̂2 = Xr
′
U
avec |r′| = |r| − 1 = p. En utilisant l’hypothe`se de re´currence, nous pouvons en conclure que ĝ1
et f̂2 sont normales. Or, nous savons que f̂1 = xi0 ĝ1, nous avons donc de´montre´ que f̂1 et f̂2
sont normales.
Conclusion : D’apre`s le principe de re´currence, nous pouvons conclure que Pp est vraie
pour tout p ∈ N. Autrement dit, si f̂1 et f̂2 sont deux se´ries telles que leur produit est normal,
alors elles sont toutes les deux normales. Nous avons de´montre´ l’initialisation pour la preuve du
lemme.
He´re´dite´ : Nous supposons la proprie´te´ vraie au rang p ∈ N. Nous conside´rons une famille
(f̂i)i∈{1,...,p+1} telle que le produit
∏p+1
i=1 f̂i =
∏p
i=1 f̂i × fp+1 est normal. D’apre`s l’initialisation,
nous savons que
∏p
i=1 f̂i et fp+1 sont normales. En utilisant l’hypothe`se de re´currence, nous
obtenons que, pour tout i ∈ {1, ..., p}, la se´rie f̂i est normale.
Conclusion : D’apre`s le principe de re´currence, nous avons montre´ que si (f̂i)i∈{1,...,p+1} est
une famille de se´ries formelles telle que le produit
∏p+1
i=1 f̂i =
∏p
i=1 f̂i × fp+1 est normal, alors
toutes les se´ries qui composent cette famille sont normales. Ce re´sultat ache`ve la de´monstration
du lemme.
3.2.2 Processus de normalisation d’une se´rie formelle
Nous re´e´crivons a` l’aide de nos notations le the´ore`me de normalisation, de´montre´ dans l’ar-
ticle [32], concernant les se´ries formelles :
The´ore`me 3.6 Soit f̂ ∈ Ĉn. Il existe un arbre formel T̂ de transformations e´le´mentaires ad-
missibles tel que, pour toute branche b̂ ∈ T̂ , la se´rie bf̂ soit normalise´e.
Ce the´ore`me est de´montre´ en utilisant uniquement des transformations e´le´mentaires. Nous en
de´duisons le re´sultat suivant :
Proposition 3.7 Soit f̂1, ..., f̂p ∈ R[[X]]. Il existe un arbre formel T̂ de transformations e´le´mentaires
admissibles tel que, pour tout b̂ ∈ T̂ et pour tout i = 1, ..., p, bf̂i est normalise´e.
Preuve : Nous conside´rons la se´rie formelle produit : ĝ =
∏p
i=1 f̂i, a` laquelle nous appliquons le
the´ore`me de normalisation. Il existe un arbre formel T̂ de transformations e´le´mentaires admis-
sibles tel que, pour tout b̂ ∈ T̂ , la se´rie b̂ĝ soit normalise´e. Or, nous savons que, par de´finition,
b̂ est un homomorphisme d’alge`bre. Nous avons donc b̂ĝ =
∏p
i=1 b̂ĥi. Le lemme 3.5 peut alors
permettre de conclure que, pour tout i = 1, ..., p, b̂f̂i est normalise´e.
3.2.3 Normalisation des fonctions au voisinage de l’origine
Proposition 3.8 Soit f ∈ Cn. Il existe un arbre complet T de transformations e´le´mentaires tel
que, pour tout b ∈ T , il existe un monoˆme m ∈ R[[X]] et une unite´ U dans Cn avec :
bf(X) = m(X)U(X)
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Preuve : Soit f ∈ Cn, nous notons f̂ sa se´rie de Taylor a` l’origine. D’apre`s le the´ore`me 3.6, nous
savons qu’il existe un arbre formel T̂ de transformations e´le´mentaires admissibles tel que, pour
tout b̂ ∈ T̂ , la se´rie b̂f̂ soit normalise´e. Il existe donc un monoˆme m et une unite´ formelle V̂
tels que b̂f̂ = mV̂ . Or, nous avons b̂f̂ = f̂ ◦ b. Nous utilisons la condition (C7) de stabilite´ par
division monomiale pour conclure qu’il existe un germe U ∈ Cn telle que f ◦ b = mU et Û = V̂ .
Comme V̂ est une unite´ dans les se´ries formelles, nous en de´duisons que U est une unite´ dans
Cn. Comme f̂ ◦ b = m̂U , l’hypothe`se de quasi-analycite´ nous permet de conclure que :
bf(X) = m(X)U(X)
Le the´ore`me 2.14 nous permet d’extraire un arbre complet de cet arbre. Nous montrons de la
meˆme manie`re un the´ore`me de normalisation simultane´e pour une famille de germes :
Proposition 3.9 Soit (fi)1≤i≤p une famille de germes de Cn. Il existe un arbre complet T
tel que, pour tout b ∈ T , il existe une famille de monoˆmes (mi)1≤i≤p et une famille d’unite´s
(Ui)1≤i≤p telles que :
∀i ∈ {1, ..., p}, bfi(X) = mi(X)Ui(X)
Preuve : Nous appliquons la proposition 3.7 a` la famille de se´rie formelle (f̂i)1≤i≤p. Il existe
donc un arbre formel T̂ de transformations admissibles tel que pour tout b̂ ∈ T̂ et pour tout
i ∈ {1, ..., p}, la se´rie formelle b̂f̂i soit normalise´e. Un raisonnement identique a` celui de la
proposition pre´ce´dente, nous permet de conclure que, pour tout b ∈ T , il existe une famille de
monoˆmes (mi)1≤i≤p et une famille d’unite´s (Ui)1≤i≤p telles que :
∀i ∈ {1, ..., p}, fi(X) = mi(X)Ui(X)
Pour conclure, nous utilisons le the´ore`me 2.14 pour extraire un arbre complet fini.
3.2.4 The´ore`me de normalisation simultane´e selon Bierstone et Milman
Nous allons de´montrer un the´ore`me de normalisation simultane´e pour les fonctions de Cn+1.
La particularite´ de ce re´sultat porte sur deux points. Tout d’abord, les transformations effectue´es
conservent la verticalite´ de y et, ensuite, les monoˆmes obtenus seront ordonne´s pour la division
monomiale.
De´finition 3.2 soit (f̂i)i∈{1,...,p} une famille de se´ries formelles de R[[X]]. Nous disons que cette
famille est normale au sens de Bierstone-Milman si et seulement s’il existe une famille de multi-
indices (ri)i∈{1,...,p} dans Nn, une famille de monoˆmes (Xri)i∈{1,...,p} dans R[X] et une famille
(Ûi)i∈{1,...,p} d’unite´s dans R[[X]] telles que, pour tout i ∈ {1, ..., p}, nous avons f̂i = XriÛi et
la famille de monoˆmes est ordonne´e pour la division.
Nous pouvons de´finir de meˆme une normalisation au sens de Bierstone-Milman pour une famille
de germes :
De´finition 3.3 soit (fi)i∈{1,...,p} une famille de germes de Cn. Nous disons que cette famille
est normale au sens de Bierstone-Milman si et seulement s’il existe une famille de monoˆmes
(mi)i∈{1,...,p} dans R[X] et une famille (Ui)i∈{1,...,p} d’unite´s dans Cn telles que, pour tout i ∈
{1, ..., p}, nous avons fi = miÛi et la famille de monoˆmes est ordonne´e pour la division.
Nous allons utiliser le lemme suivant :
Lemme 3.10 Soit (f̂i)i∈{1,...,p} une famille de se´ries formelles de R[[X]]. Si, pour tout i ∈
{1, ..., p}, la se´rie f̂i est normale et si pour tout (i, j) ∈ {1, ..., p}2 avec i < j, la se´rie f̂i− f̂j est
normale, alors la famille (f̂i)i∈{1,...,p} est normale au sens de Bierstone-Milman.
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Preuve : Ce re´sultat correspond au lemme 4-7 de l’article [1] co-e´crit par E. Bierstone et P.
Milman.
En nous appuyant sur ce lemme, nous allons de´montrer le the´ore`me suivant :
The´ore`me 3.11 Soit (fi)i∈{1,...,p} une famille finie de germes de Cn+1. Il existe un arbre complet
T tel que, pour toute branche b de cet arbre, la famille (bfi)i∈{1,...,p} est normalise´e au sens de
Bierstone-Milman.
Preuve : Nous conside´rons la famille (fi)i∈{1,...,p} de germes de Cn+1. Nous de´finissons la famille
de germes suivantes :
∀(i, j) ∈ {1, ..., p}2, i < j, gi,j = fi − fj
Nous appliquons la proposition 3.9 a` la famille (fi)i∈{1,...,p} ∪ (gi,j)(i,j)∈{1,...,p}2,i<j . Il existe
donc un arbre complet T tel que, pour tout branche b ∈ T , il existe une famille de monoˆmes
(mi)i∈{1,...,p}∪(mi,j)(i,j)∈{1,...,p}2,i<j de R[X], une famille d’unite´s (Ui)i∈{1,...,p}∪(Ui,j)(i,j)∈{1,...,p}2,i<j
de Cn+1 avec :
∀i ∈ {1, ...p}, bfi(X) = mi(X)Ui(X)
∀(i, j) ∈ {1, ...p}2, i < j, bgi,j(X) = mi,j(X)Ui,j(X)
Les fonctions sont alors toutes normalise´es et par conse´quent, les se´ries formelles associe´es le
sont aussi. Le Lemme pre´ce´dent nous permet de conclure que la famille (f̂i)i∈{1,...,p} de se´ries
formelles est normalise´e au sens de Bierstone-Milman. Nous en de´duisons qu’il existe un pave´ Ir
de Rn+1 tel que, sur ce pave´, la famille de germe (fi)i∈{1,...,p} est normalise´e au sens de Bierstone-
Milman. 
Remarque 3: L’inte´reˆt de ce re´sultat par rapport a` la proposition 3.9 est le fait que la
famille de monoˆmes soit ordonne´e pour la division monomiale.
3.2.5 Conservation de la normalisation
Dans le cadre de notre de´monstration du the´ore`me de pre´paration, la normalisation des
fonctions est une e´tape. Il convient de s’interroger sur la conservation de cette normalisation
si nous effectuons par la suite des e´clatements et des ramifications. Autrement dit, nous allons
de´montrer le re´sultat suivant :
Proposition 3.12 Soit un germe f ∈ Cn tel qu’il existe un monoˆme m ∈ R[X] et une unite´
U ∈ Cn avec :
f(X) = m(X)U(X)
Pour toute transformation e´le´mentaire b de type e´clatement ou ramification, il existe existe un
monoˆme n ∈ R[X] et une unite´ V ∈ Cn avec :
bf(X) = n(X)V (X)
Preuve : Nous notons m =
∏n
k=1 x
ak
k . Nous allons distinguer les cas selon la nature de la
transformation :
• Il existe deux indices (i, j) ∈ {1, ..., n}2 avec i 6= j et un re´e´l λ ∈ R∗ tels que : b = bxi,xjλ .
Nous avons alors :
bf(X) = x
ai+aj
i
n∏
k=1,k 6=i,k 6=j
xakk (λ+ xj)bU(X)
Nous posons n = x
ai+aj
i
∏n
k=1,k 6=j,k 6=j x
ak
k et V = (λ+ xj)bU . Comme V (0) = λU ◦ b(0) =
λU(0) 6= 0, V est une unite´ de Cn.
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• Il existe deux indices (i, j) ∈ {1, ..., n}2 avec i 6= j tels que : b = bxi,xj0 . Nous avons alors :
bf(X) = x
ai+aj
i
n∏
k=1,k 6=i,k 6=j
xakk bU(X)
Nous posons n = x
ai+aj
i
∏n
k=1,k 6=j,k 6=j x
ak
k et V = bU . Comme V (0) = U ◦ b(0) = U(0) 6= 0,
V est une unite´ de Cn.
• Il existe un indice j ∈ {1, ..., n},  ∈ {−1; +1} et un entier α ∈ N tels que : b = r,αi . Nous
avons alors :
bf(X) = x
αaj
j
n∏
k=1,k 6=j
xakk bU(X)
Nous posons n = x
αaj
j
∏n
k=1,k 6=j,k 6=j x
ak
k et V = bU . Comme V (0) = U ◦b(0) = U(0) 6= 0,
V est une unite´ de Cn.
Dans tous les cas, nous voyons que le caracte`re normalise´ se conserve.
3.3 Version ge´ome´trique des the´ore`mes de normalisation
Jusqu’a` pre´sent, nous avons travaille´ avec les germes et e´crit nos the´ore`mes en donnant les
transforme´s de nos germes. Nous aborderons ici les fonctions pour revenir aux variables initiales.
3.3.1 Normalisation au voisinage de l’origine
Proposition 3.13 Soit f ∈ Cn un germe. Il existe r ∈]0; +∞[n un polyrayon et un recouvre-
ment fini R de Ir tels que, pour toute cellule C ∈ R, il existe une suite b de transformations
e´le´mentaires, un monoˆme m et une unite´ U ∈ Cn tels que :
∀X ∈ C, f(X) = m ◦ b−1(X)U ◦ b−1(X)
Preuve : Nous allons effectuer un raisonnement par re´currence sur n le nombre de variables.
Initialisation : La proposition 3.1 nous permet de conclure que la proprie´te´ est vraie au
rang 1.
He´re´rdite´ : Nous supposons la proposition vraie pour les fonctions ayant au plus n − 1
variables. Nous conside´rons un germe f ∈ Cn.
D’apre`s la proposition 3.8, il existe T un arbre complet tel que, pour tout b ∈ T , il existe un
monoˆme m et une unite´ U ∈ Cn tels que :
bf(X) = m(X)U(X)
Comme l’arbre est complet, nous savons qu’il existe un polyrayon r ∈]0; +∞[n tel que ⋃b∈T b(Ir)
est un voisinage de l’origine. Il existe donc un polyrayon r′ ∈]0; +∞[n tel que Ir′ ⊂
⋃
b∈T b(Ir).
Nous avons alors :
Ir′ =
⋃
b∈T
(b(Ir) ∩ Ir′)
Nous notons Cb = b(Ir)∩ Ir′ . Nous allons raffiner notre recouvrement en utilisant le diviseur de
b. Autrement dit, nous avons :
Cb =
(
Cb\Div(b)
)⋃(
Cb ∩Div(b)
)
Nous avons deux possibilite´s :
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• Nous nous plac¸ons sur C1 = Cb\Div(b). D’apre`s la proposition 2.13, b admet une applica-
tion re´ciproque sur C1. Autrement dit, nous avons :
∀X ∈ C1, f(X) = f ◦ b(b−1(X)) = m ◦ b−1(X)U ◦ b−1(X)
• Nous nous plac¸ons sur Cb ∩Div(b). Nous notons b = b1 ◦ ... ◦ bp. Par de´finition du diviseur,
nous avons :
Cb ∩Div(b) =
p⋃
i=1
Divi(b) ∩ Cb
avec Divi(b) = b1 ◦ ... ◦ bi−1(Div(bi))\
(⋃i−1
j=1 Divj(b)
)
.
Soient i ∈ {1, ..., b}. Nous notons bi = b1 ◦ ... ◦ bi−1. Nous remarquons que Div(bi) =⋃i−1
j=1 Divj(b). En utilisant la proposition 2.13, nous en de´duisons que, pour tout X ∈
Divi(b) ∩ Cb, b−1i−1 ◦ ... ◦ b−11 (X) existe. Nous avons alors :
f(X) = f ◦ bi(b−1i (X))
Nous de´finissons la fonction f1 par :
∀X ∈ b−1i (Divi(b) ∩ Cb), f1(X) = f ◦ bi(X)
Par ailleurs, nous remarquons que b
−1
i (Divi(b) ∩ Cb) ⊂ Div(bi). La de´finition 2.14 nous
ame`ne a` distinguer deux cas :
Soit Div(bi) est vide. Dans ce cas, il n’y a rien a` prouver puisque la cellule est vide.
Soit il existe i0 ∈ {1, ..., n} tel que Div(bi) ⊂ {X ∈ Ir′ ;xi0 = 0}. Nous pouvons donc
conside´rer la fonction f1 comme ayant au plus n−1 variables. Nous pouvons lui appliquer
l’hypothe`se de re´currence. Il existe un recouvrement fini R1 de b−1i (Divi(b) ∩ Cb) tel que,
pour toute cellule C ∈ R1, il existe une suite de transformations e´le´mentaires b′, un
monoˆme m et une unite´ U tels que :
∀X ∈ C, f1(X) = m ◦ (b′)−1(X)U ◦ (b′)−1(X)
Nous avons alors :
∀X ∈ Divi(b) ∩ Cb, f(X) = m ◦ (b′)−1(b−1i (X))U ◦ (b′)−1(b−1i (X))
En conside´rant la suite de transformations e´le´mentaires bi ◦ b′, la fonction est de la forme
voulue.
Sur toutes les cellules, nous avons e´crit la fonction sous la forme e´nonce´e dans la proposition.
La proprie´te´ est donc he´re´ditaire.
Conclusion : D’apre`s le principe de re´currence, la proposition est vraie quel que soit le
nombre de variables.
3.3.2 Normalisation sur un compact
The´ore`me 3.14 Soit f ∈ Cn de´finie sur un ensemble compact B. Il existe un recouvrement fini
R de B tel que, pour toute cellule C ∈ R, il existe une suite de transformations e´le´mentaires b,
un monoˆme m et une unite´ U tels que :
∀X ∈ C, f(X) = m ◦ b−1(X)U ◦ b−1(X)
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Preuve : Soit X0 ∈ B. Nous de´finissons le germe fX0 par :
fX0(X) = f(X +X0)
D’apre`s les conditions de stabilite´ de Cn, nous savons que fX0 ∈ Cn. Nous lui appliquons la
proposition 3.13. Il existe donc un polyrayon r ∈]0; +∞[n et un recouvrement fini RX0 tel que,
pour toute cellule C ∈ RX0 , il existe une suite de transformations e´le´mentaires b, un monoˆme
m et une unite´ U tels que :
∀X ∈ C, fX0(X) = m ◦ b−1(X)U ◦ b−1(X)
Nous notons CX0 = X0 + Ir. Il s’agit d’un voisinage de X0. De plus, nous avons :
∀X ∈ CX0 , f(X) = fX0(X −X0)
= m ◦ b−1(X −X0)U ◦ b−1(X −X0)
= m ◦ b−1 ◦ t−X0(X)U ◦ b−1 ◦ t−X0(X)
ou` t−X0 est la compose´e des transformations de Tchirnhausen (t
xi−x0,i)i∈{1,...,n}. Nous de´finissons
la suite de transformations e´le´mentaires b′ = tX0 ◦ b. Nous avons alors :
∀X ∈ CX0 , f(X) = m ◦ (b′)−1(X)U ◦ (b′)−1(X)
Par ailleurs, nous avons B ⊂ ⋃X0∈B CX0 . Par compacite´ de B, nous pouvons en extraire un
recouvrement fini. Il existe donc une famille (Xi)i∈J finie de points de B telle que : B ⊂
⋃
i∈J CXi .
Nous avons alors :
B ⊂
⋃
i∈J
CXi ⊂
⋃
i∈J
⋃
C∈RXi
C
Nous avons donc construit un recouvrement fini de B tel que, sur chaque cellule, la fonction est
de la forme annonce´e.
D’une manie`re similaire, nous pouvons de´montrer une version ge´ome´trique du the´ore`me de
normalisation simultane´e selon Bierstone et Milman :
The´ore`me 3.15 Soit (fi)i∈{1,...,p} une famille finie de germes de Cn+1 de´finis sur un compact
B. Il existe un recouvrement fini R de B tel que, pour toute cellule C ∈ C, il existe une suite de
transformations e´le´mentaires B, une famille de monoˆme (mi)i∈{1,...,p} ordonne´e pour la division
et une famille d’unite´ (Ui)i∈{1,...,p} telles que :
∀i ∈ {1, ..., p},∀X ∈ C, fi(X) = mi ◦ b−1(X)Ui ◦ b−1(X)
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Chapitre 4
The´ore`me de pre´paration pour les
e´le´ments de l’alge`bre
Dans ce chapitre, nous allons de´montrer un the´ore`me de pre´paration selon une variable pour
les fonctions de Cn+1. Notre de´monstration s’effectue par re´currence en s’appuyant sur un indice,
l’ordre de la se´rie formelle associe´e a` la fonction. Nous de´finirons donc dans un premier temps
cet ordre. Puis, dans un second temps, nous proce´derons a` une re´duction du proble`me pour
pouvoir effectuer notre re´currence. Comme dans le chapitre pre´ce´dent, notre me´thode consiste
a` utiliser les transformations e´le´mentaires pour faire chuter l’ordre. Cela entraˆıne un de´coupage
cellulaire et la re´e´criture a` l’aide des termes.
4.1 Ordre d’une fonction
Dans cette partie, nous allons de´finir deux notions d’ordre. Le premier, s’appuyant sur la
de´finition donne´e dans l’article [32], consiste a` construire, a` partir de la de´finition usuelle donne´e
dans l’appendice du livre II de Bourbaki [4] de l’ordre d’une se´rie, l’ordre selon l’inde´termine´e
y d’un e´le´ment de Ĉn+1. Puis, nous de´finirons la notion d’ordre pour un germe de Cn+1. Cette
seconde de´finition s’appuiera sur celle que donne D.J. Miller dans sa the`se [28]. Nous conclurons
cette partie en e´tablissant un lien entre ces deux notions.
4.1.1 Ordre d’une se´rie formelle
De´finition 4.1 Etant donne´ une se´rie formelle d’une seule inde´termine´e, non nulle, f̂ =
∑+∞
i=0 aiX
i
a` coefficients re´els, nous appellerons valuation de cette se´rie le plus petit entier p ≥ 0 tel que le
coefficient de degre´ p soit non nul. Nous noterons cet entier val(f̂).
Si la se´rie est nulle, nous poserons val(0̂) = +∞.
De´finition 4.2 Soit f̂ ∈ Ĉn+1. Nous notons :
F
f̂
=
{
(ĥ, ĝ); ĥ ∈ Ĉn, ĝ ∈ Ĉn+1 et f̂(X, y) = ĥ(X)ĝ(X, y)
}
Nous de´finissons l’ordre de la se´rie f̂ selon l’inde´termine´e xn comme e´tant le nombre entier
donne´ par :
ordy(f̂) = min
{
val(ĝ(0, y));∃ĥ ∈ Ĉn, (ĥ, ĝ) ∈ Ff̂
}
∈ N ∪ {∞}
Remarque 1: Si f̂ ∈ Ĉn+1 est un se´rie formelle telle que ordy(f̂) = 0, alors il existe une se´rie
formelle ĥ ∈ Ĉn et une unite´ formelle Û ∈ Ĉn+1 telles que : f̂(X, y) = ĥ(X)Û(X, y).
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4.1.2 Ordre d’un germe
Comme pour l’ordre d’une se´rie, nous allons de´finir l’ordre d’un germe en deux temps.
De´finition 4.3 Soit f ∈ Cn+1 un germe. Nous appelons ordre de ce germe selon la variable y
le nombre de´fini par :
Ordy(f) = Inf
{
i ∈ N; ∂
if
∂yi
(0, 0) 6= 0
}
∈ N ∪ {∞}
Proposition 4.1 Si f ∈ Cn+1 est un germe tel que Ordy(f) = d ∈ N, alors il existe une famille
(ai)i∈{0,...,d−1} d’e´le´ments de Cn, une unite´ U ∈ Cn+1 et un polyrayon r ∈ (]0; +∞[)n+1 tels que :
f(X, y) = ydU(X, y) +
d−1∑
i=0
ai(X)y
i
Preuve : En utilisant la formule de Taylor de f a` l’origine, nous avons :
f̂(X, y) =
∞∑
i=0
∂̂if
∂yi
(X, 0)
yi
i!
=
d−1∑
i=0
∂̂if
∂yi
(X, 0)
yi
i!
+ yd
( ∞∑
i=d
∂̂if
∂yi
(X, 0)
yi−d
i!
)
Nous conside´rons le germe h de´fini par :
h(X, y) = f(X, y)−
d−1∑
i=0
∂if
∂yi
(X, 0)
yi
i!
Nous voyons que h ∈ Cn+1. Donc, d’apre`s la condition de stabilite´ par division polynomiale, il
existe une fonction U ∈ Cn+1 telle que :
Û(X, y) =
∞∑
i=d
∂̂if
∂yi
(X, 0)
yi−d
i!
Or, comme Ordy(f) = d, nous avons :
U(0, 0) =
∂df
∂yd
(0, 0) 6= 0
La fonction U est une unite´, et nous avons :
f(X, y) = ydU(X, y) +
d−1∑
i=0
∂if
∂yi
(X, 0)
yi
i!
.
De´finition 4.4 Nous conside´rons une fonction f ∈ Cn+1. Nous de´finissons l’ensemble Ff par :
Ff =
{
(h, g);h ∈ Cn, g ∈ Cn+1 et ∃r ∈ (]0; +∞[)n+1,∀(X, y) ∈ Ir, f(X, y) = g(X, y)h(X)
}
Nous appelerons petit ordre de cette fonction selon la variable y le nombre donne´ par :
ordy(f) = Inf
{
Ordy(g); (h, g) ∈ Ff
}
∈ N ∪ {∞}
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Remarque 2: Si nous conside´rons f ∈ Cn+1 telle que ordy(f) = 0, alors il existe un couple
(h, g) ∈ Ff tel que nous ayons :
g(0, 0) 6= 0
Autrement dit, f est le produit d’une fonction des seules variables x1, ..., xn et d’une unite´ de
Cn+1.
Remarque 3: D’apre`s la proposition 3.2, nous savons que les seules fonctions de C2 d’ordre
infini selon la variable y sont les fonctions ne de´pendant que de la variable x. Pour un nombre
de variables supe´rieur, il est facile de trouver des exemples de fonctions d’ordre infini selon la
variable y. Par exemple, nous pouvons conside´rer la fonction f de trois variables definie par :
∀(x1, x2, y) ∈]− 1; 1[3, f(x1, x2, y) = x1y + x2
Il est ne´cessaire d’effectuer une transformation e´le´mentaire pour la rendre d’ordre fini selon la
variable y. Cela justifie la ne´cessite´ d’un premie`re e´tape pour rendre l’ordre de la fonction fini.
Proposition 4.2 Soit f ∈ Cn+1. Nous avons l’e´galite´ suivante :
ordy(f̂) = ordy(f)
Preuve : Nous supposons que ordy(f̂) = d. D’apre`s la de´finition, il existe deux se´ries formelles
ĥ ∈ Ĉn et ĝ ∈ Cn+1 telles que f̂ = ĥĝ et ordy(ĝ(0, y)) = d. Comme nous avons f̂ = ĥg, d’apre`s
l’hypothe`se de quasi-analycite´, il existe r ∈ (]0; +∞[)n+1 tel que :
∀(X, y) ∈ Ir, f(X, y) = h(X)g(X, y)
En appliquant la formule de Taylor a` la fonction g, nous avons :
ĝ(0, y) =
∞∑
i=0
∂ig
∂yi
(0, 0)
yi
i!
Il est imme´diat que ordy(ĝ) = ordy(g) = d. Nous en de´duisons que ordf (f) ≤ d.
Par montrer l’e´galite´, nous allons effectuer un raisonnement par l’absurde en supposant que d′ =
ordy(f) < d. Il existe donc deux fonctions h ∈ Cn et g ∈ Cn+1 et un polyrayon r ∈ (]0; +∞[)n+1
tels que :
∀(X, y) ∈ Ir, f(X, y) = h(X)g(X, y) et ordy(g) = d′
Or, nous savons que f̂ = ĥg = ĥĝ, donc (ĥ, ĝ) ∈ F
f̂
. En utilisant la formule de Taylor a` l’origine
de la fonction g, nous pouvons conclure comme pre´ce´demment que : ordy(g) = ordy(ĝ(0, y)).
Cela nous permet de conclure que ordy(f̂) ≤ d′. Comme d′ est strictement plus petit que ordy(f̂)
nous aboutissons a` une contradiction. Nous en concluons que : ordy(f̂) = ordy(f).
4.1.3 Ordre fini
Proposition 4.3 Soit un germe f ∈ Cn+1 tel qu’il existe un polyrayon r ∈ (]0; +∞[)n+1, un
entier d ∈ N, une fonction h ∈ Cn, une famille de fonctions (ai)i∈{0,...,n−1} de Cn avec, pour tout
i ∈ {0, ..., n− 1}, ai(0) = 0 et une unite´ U ∈ Cn+1 tels que :
∀(X, y) ∈ Ir, f(X, y) = h(X)
(
ydU(X, y) +
d−1∑
i=0
ai(X)y
i
)
Nous avons l’e´galite´ suivante : ordy(f) = d.
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Preuve : Nous de´finissons la fonction g par :
∀(X, y) ∈ Ir, g(X, y) = ydU(X, y) +
d−1∑
i=0
ai(X)y
i
Par de´finition, nous voyons que g ∈ Cn+1. En utilisant la formule de Leibniz pour la de´rivation
d’un produit de fonctions, nous obtenons, pour tout j ∈ {0, ..., d− 1} :
∀(X, y) ∈ Ir, ∂
jg
∂yj
(X, y) =
j∑
i=0
(
j
i
)
d!
(d− i)!y
d−i∂j−iU
∂yj−i
(X, y) +
d−1∑
i=j
ai(X)
i!
(i− j)!y
i
Cela nous permet de conclure que, pour tout j ∈ {0, ..., d − 1}, nous avons : ∂jg
∂yj
(0, 0) = 0. Par
ailleurs, nous avons :
∀(X, y) ∈ Ir, ∂
dg
∂yd
(X, y) =
d∑
i=0
(
j
i
)
d!
(d− i)!y
d−i∂d−iU
∂yd−i
(X, y)
Nous avons donc : ∂
dg
∂yd
(0, 0) = d!U(0, 0) 6= 0. nous obtenons que : ordy(f) ≤ d.
Nous allons maintenant justifier l’e´galite´ en effectuant un raisonnement par l’aburde en suppo-
sant que d′ = ordy(f) < d. Par de´finition, il existe un couple (h1, g1) ∈ Ff tel que f = h1g1 et
que Ordy(d) = d
′. D’apre`s la proposition 4.1, il existe une famille (bi)i∈{0,...,d′−1} d’e´le´ments de
Cn, une unite´ V ∈ Cn+1 tels que :
f(X, y) = h1(X)
(
yd
′
V (X, y) +
d′−1∑
i=0
bi(X)y
i
)
Comme hg = h1g1, en utilisant les formules de de´rivation, nous avons :
h1(X)
∂d
′
g1
∂yd′
(X, 0) = h(X)
∂d
′
g
∂yd′
(X, 0)
Or, nous remarquons que :
∂d
′
g1
∂yd′
(X, 0) = (d′)!V (X, 0)
Comme V est une unite´, nous en de´duisons que :
h1(X) =
h(X)
(d′)!V (X, 0)
∂d
′
g
∂yd′
(X, 0)
Autrement dit, il existe un germe p ∈ Cn tel que : h1 = ph. Nous avons alors :
p(X)h(X)g1(X, y) = h(X)g(X, y)
Par passage aux se´ries formelles associe´es, nous obtenons : p̂ĥĝ1 = ĥĝ. Par inte´grite´ de l’anneau
des se´ries formelles, nous avons alors : ĝ = p̂ĝ1 = p̂g1. L’hypothe`se de quasi-analycite´, nous
permet de conclure qu’il existe un polyrayon r0 ∈]0; +∞[n+1 tel que :
∀(X, y) ∈ Ir0 , g(X, y) = p(X)g1(X, y)
En utilisant les formules de de´rivations, nous obtenons :
∀(X, y) ∈ Ir0 ,
∂dg
∂yd
(X, y) = p(X)
∂dg1
∂yd
(X, y)
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Or, par hypothe`se, nous avons : Ordy(g) = d, donc
∂dg
∂yd
(0, 0) 6= 0. Cela nous permet de conclure
que p(0) 6= 0, et donc p est une unite´. Nous pouvons alors e´crire g1 = gp . En de´rivant cette
expression suivant la variable y, nous obtenons :
∀(X, y) ∈ Ir0 ,
∂d
′
g1
∂yd′
(X, y) =
1
p(X)
∂d
′
g
∂yd′
(X, y)
Comme Ordy(g1) = d
′, nous avons : ∂
d′g1
∂yd′
(0, 0) 6= 0. L’e´galite´ pre´ce´dente nous permet de conclure
que : ∂
d′g
∂yd′
(0, 0) 6= 0 et donc d ≤ d′. Nous aboutissons a` une contradiction, donc le petit ordre de
f selon la variable y vaut d.
De ce re´sultat de´coulent les corollaires suivants :
Corollaire 4.4 Si f ∈ Cn+1 est un germe tel que Ordy(f) ∈ N, alors nous avons l’e´galite´
suivant :
Ordy(f) = ordy(f)
Corollaire 4.5 Soit un germe f ∈ Cn+1 tel que : ordy(f) = d ∈ N. Si (h, g) est un couple
e´le´ment de Ff , alors nous avons soit Ordy(g) = d, soit Ordy(g) =∞.
Nous allons montrer dans la suite qu’il est possible de mettre toute fonction a` l’ordre fini.
4.2 Mise a` l’ordre fini d’un germe
Soit f ∈ Cn+1. Nous e´crivons son de´veloppement de Taylor infini de f a` l’origine :
f̂(X, y) =
∞∑
i=0
âi(X)y
i (4.1)
avec une famille (âi)i∈N de se´ries formelles.
4.2.1 Mise a` l’ordre fini de la se´rie formelle f̂
En reprenant les notations ci-dessus, nous notons Ip l’ide´al de R[[X]] engendre´ par la famille
(âi)0≤i≤p. La famille (Ip)p∈N est une famille croissante d’ide´aux de R[[X]]. Par noethe´rianite´ de
l’anneau R[[X]], nous savons qu’il existe un entier D ∈ N tel que :
∀p ≥ D, Ip = ID
Soit p ≥ D. Nous savons que âp ∈ Ip = ID, donc, par de´finition d’un ide´al engendre´ par une
famille, il existe une famille (̂bi,p)0≤i≤D d’e´le´ments de R[[X]] telle que :
âp(X) =
D∑
i=0
b̂i,p(X)âi(X)
En reportant dans l’e´quation 4.1, nous obtenons :
f̂(X, y) =
D∑
i=0
âi(X)y
i +
∞∑
i=D+1
( D∑
j=0
b̂j,i(X)âj(X)
)
yi
Le the´ore`me 2-5 de l’article [32] nous permet d’affirmer que les se´ries formelles âi peuvent eˆtre
normalise´es par une suite finie de transformations e´le´mentaires. Pour tout i ∈ {0, ..., D}, il existe
donc un monoˆme mi des variables x1, ..., xn et V̂i ∈ R[[X]] une unite´ tels que âi = miV̂i. De plus,
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nous pouvons supposer que la famille finie (mi)0≤i≤D est ordonne´e pour la division. Or, nous
avons vu que lors d’une transformation e´le´mentaire un monoˆme se transformait en un produit
d’un monoˆme et d’une unite´. Pour tout i ∈ {0, ..., D}, il existe un monoˆme ni et une unite´ V̂i
tels que : mi = niŴi. Nous notons bf̂ la se´rie formelle obtenue apre`s avoir effectue´ toutes les
transformations e´le´mentaires, nous avons alors :
bf̂(X, y) =
D∑
i=0
ni(X)Ŵi(X)V̂i(X)y
i +
∞∑
i=D+1
( D∑
j=0
b̂j,i(X)nj(X)Ŵj(X)V̂j(X)
)
yi (4.2)
Maintenant, la famille de monoˆmes (ni)0≤i≤D est ordonne´e pour la division. Il existe donc un
entier d ∈ {0, ..., D} tel que, pour tout i ∈ {0, ..., D}, nd divise ni. Ce qui revient a` dire que, pour
tout i ∈ {0, ..., D}, il existe un monoˆme pi tel que : ni = pind. Nous remplac¸ons dans l’e´quation
4.2 pour obtenir :
bf̂(X, y) =
D∑
i=0
pi(X)nd(X)Ŵi(X)V̂i(X)y
i +
∞∑
i=D+1
( D∑
j=0
b̂j,i(X)pj(X)nd(X)Ŵj V̂j(X)
)
yi
= nd(X)
( d−1∑
i=0
pi(X)Ŵi(X)V̂i(X)y
i + ydÛ(X, y)
)
en ayant pose´ :
Û(X, y) = pd(X)Ŵd(X)V̂d(X)+
D∑
i=d+1
pi(X)Ŵi(X)V̂i(X)y
i−d+
∞∑
i=D+1
( D∑
j=0
b̂j,i(X)pj(X)Ŵj V̂j(X)
)
yi−d
Ŵd et V̂d sont des unite´s dans R[[X]]. De plus, pd = 1, nous en de´duisons que Û est une unite´
dans R[[X, y]]. Nous avons de´montre´ le re´sultat :
Proposition 4.6 Soit f̂ est une se´rie formelle des variables X et y, alors, il existe un arbre
formel T̂ de transformations admissibles portant sur les inde´termine´es (xi)1≤i≤n tel que, pour
tout b̂ ∈ T̂ , il existe m un monoˆme de R[[X]], (mi)0≤i≤d−1 une famille de monoˆmes de R[[X]],
Û une unite´ de R[[X, y]] et (Ûi)0≤i≤d−1 une famille d’unite´ de R[[X]] tels que :
b̂f̂(X, y) = m(X)
(
ydÛ(X, y) +
d−1∑
i=0
mi(X)y
iÛi(X)
)
4.2.2 Processus de mise a` l’ordre fini pour un germe f au voisinage de 0
Nous conside´rons f un germe de Cn+1. D’apre`s la proposition 4.6, nous savons qu’il existe
un arbre formel T̂ de transformations admissibles portant sur les inde´termine´es (xi)1≤i≤n tel
que, pour tout b̂ ∈ T̂ , il existe m un monoˆme de R[[X]], (mi)0≤i≤d−1 une famille de monoˆmes
de R[[X]], Û une unite´ de R[[X, y]] et (Ûi)0≤i≤d−1 une famille d’unite´s de R[[X]] tels que :
b̂f̂(X, y) = m(X)
(
ydÛ(X, y) +
d−1∑
i=0
mi(X)y
iÛi(X)
)
Nous de´finissons la fonction g = f ◦ b. Nous avons vu dans le premier chapitre que g ∈ Cn+1 et
que ĝ = b̂f̂ . Nous avons alors :
ĝ(X, y) = m(X)
(
ydÛ(X, y) +
d−1∑
i=0
mi(X)y
iÛi(X)
)
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Nous notons h le germe de´fini par :
h(X, y) = g(X, y)−m(X)
d−1∑
i=0
∂ig
∂yi
(X, 0)yi
La condition (C4) de stabilite´ pour la de´rivation partielle implique que, pour tout i ∈ {0, ..., d−1},
la fonction X 7→ ∂ibf
∂yi
(X, 0) est un e´le´ment de Cn. h est une somme de produits de fonctions de
Cn, h appartient donc a` Cn. De plus, nous avons :
ĥ(X, y) = ĝ(X, y)−m
d−1∑
i=0
miy
iÛi(X) = my
dÛ(X, y)
D’apre`s l’hypothe`se (C7) de stabilite´ par division monomiale, nous en de´duisons qu’il existe un
germe U ∈ Cn+1 tel que h = mydU et (̂U) = Û . D’apre`s l’hypothe`se de quasi-analycite´, nous en
concluons qu’il existe un polyrayon r ∈ (]0; +∞[)n+1 tel que, pour tout (X, y) ∈ Ir, nous ayons :
g(X, y)−m
d−1∑
i=0
∂if
∂yi
(X, 0)yi = mydU(X, y)⇔ bf(X, y) = m(ydU(X, y) +
d−1∑
i=0
∂ibf
∂yi
(X, 0)yi)
Nous conside´rons l’arbre de transformations admissibles T associe´ a` l’arbre formel T̂ . D’apre`s
le the´ore`me 2.14, nous savons que nous pouvons extraire un sous-arbre S complet tel que,
pour chaque branche b, la fonction bf ve´rifie la proprie´te´. Nous avons de´montre´ la proposition
suivante :
Proposition 4.7 Si f est un germe appartenant a` Cn+1, alors il existe un arbre complet S tel
que, pour tout b ∈ S, il existe d ∈ N, r ∈ (]0; +∞[)n+1, m un monoˆme de R[[X]], U une unite´
de Cn+1 tels que :
∀(X, y) ∈ Ir, bf(X, y) = m(ydU(X, y) +
d−1∑
i=0
∂ibf
∂yi
(X, 0)yi)
4.3 The´ore`me de pre´paration pour les fonctions d’ordre fini
Nous conside´rons dans cette partie des fonctions f d’ordre fini selon la variable y. D’apre`s la
de´finition de l’ordre, nous savons que pour une fonction f d’ordre d selon la variable y, il existe
un polyrayon r ∈ (]0; +∞[)n+1, un entier d ∈ N, une fonction h ∈ Cn,r, une famille de fonctions
(ai)i∈{0,...,n−1} de Cn,r avec, pour tout i ∈ {0, ..., n − 1}, ai(0) = 0 et une unite´ U ∈ Cn+1,r tels
que :
∀(X, y) ∈ Ir, f(X, y) = h(X)
(
ydU(X, y) +
d−1∑
i=0
ai(X)y
i
)
Nous allons de´montrer le the´ore`me suivant :
The´ore`me 4.8 Soient f ∈ Cn+1 un germe d’ordre d selon la variable y. Il existe un arbre
complet T tel que que pour tout b ∈ T , il existe un entier d ∈ N, des fonctions a et θ de Cn et
une unite´ U de Cn+1 tels que :
bf(X, y) = (y − a(X))dθ(X)U(X, y)
Nous allons de´montrer ce re´sultat en effectuant une re´currence sur l’ordre de la fonction.
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4.3.1 Initialisation : Cas des fonctions d’ordre 0 et 1
Nous supposons dans un premier temps que la fonction f est d’ordre nul. Par de´finition de
l’ordre, il existe un couple (h, g) ∈ Ff tel que f = hg et Ordy(g) = 0. Nous en de´duisons que
g(0, 0) 6= 0. Par conse´quent, que f est le produit d’une fonction h de Cn et d’une unite´, note´e U ,
de Cn+1. D’apre`s la proposition 3.8, il existe un arbre complet tel que pour chaque branche b, il
existe un monoˆme m ∈ R[[X]], un polyrayon r ∈ (]0; +∞[)n+1 et une unite´ V dans Cn avec :
∀(X, y) ∈ Ir, bf(X, y) = m(X)V (X)bU(X, y)
Cette fonction est de la forme voulue. Le the´ore`me est donc vrai dans ce cas.
Nous supposons que l’ordre de f est e´gal a` 1. Par de´finition, il existe un couple (h, g) ∈ Ff tel
que f = gh et Ordy(g) = 1. Nous avons donc les e´galite´s suivantes :
g(0, 0) = 0 et
∂g
∂y
(0, 0) 6= 0
D’apre`s la condition (C6) de stabilite´ de Cn+1 par le the´ore`me des fonctions implicites, il existe
une fonction a ∈ Cn telle que :
g(X, a(X)) = 0
Nous de´finissons le germe k dans Cn par :
k(X, y) = g(X, y + a(X))
Nous remarquons que :
∀i ∈ N, ∂
ik
∂yi
(X, y) =
∂ig
∂yi
(X, y + a(X))
Ce qui nous permet d’e´crire en passant a` la se´rie de Taylor :
k̂(X, y) =
∞∑
i=0
̂∂ig
∂yi
(X, a(X))
yi
i!
= y
∞∑
i=1
̂∂ig
∂yi
(X, a(X))
yi−1
i!
D’apre`s la condition (C7) de stabilite´ par division monomiale, nous savons qu’il existe un germe
U ∈ Cn+1 tel que :
Û(X, y) =
∞∑
i=1
̂∂ig
∂yi
(X, a(X))
yi−1
i!
De plus, comme g est d’ordre 1 selon la variable y, nous avons :
U(0, 0) = Û(0, 0) =
∂̂g
∂y
(0, 0) 6= 0
Nous en concluons que U est une unite´ de Cn+1. La condition (C5) nous permet alors d’affirmer
qu’il existe un polyrayon r′ ∈ (]0; +∞[)n+1 tel que :
∀(X, y) ∈ Ir′ , k(X, y) = g(X, y + a(X)) = yU(X, y)
Nous choisissons un polyrayon r0 ∈ (]0; +∞[)n+1 tel que :
∀(X, y) ∈ Ir0 , (X, y − a(X)) ∈ Ir′
Ce choix est possible car l’application (X, y) 7→ (X, y − a(X)) est un home´omorphisme. Nous
avons alors, pour tout (X, y) ∈ Ir0 :
f(X, y) = h(X)g(X, y)
= h(X)g(X, y − a(X) + a(X))
= h(X)k(X, y − a(X))
= h(X)(y − a(X))U(X, y − a(X))
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Nous normalisons la fonction h en utilisant la proposition 3.8. Autrement dit, il existe une
suite de transformations e´le´mentaires b portant uniquement sur les variables X, un monoˆme
m ∈ R[[X]], un polyrayon r ∈ (]0; +∞[)n+1 et une unite´ V dans Cn tels que :
∀(X, y) ∈ Ir, bf(X, y) = (y − ba(X))mV (X)bU(X, y − a(X))
Cette fonction est de la forme voulue.
La fait d’avoir justifie´ le the´ore`me pour les fonction d’ordre 0 ou 1 nous permet d’initialiser
notre re´currence.
Soit un entier d ≥ 2. Nous supposons a` pre´sent que le the´ore`me est vrai pour toute fonction
de petit ordre selon la variable y strictement infe´rieure a` d. Nous conside´rons une fonction f
d’ordre d. Il existe donc un couple (h, g) ∈ Ff tel que f = gh et Ordy(d) = d.
4.3.2 Etape 1 : transformation de Tchirnhausen
Nous savons que :
∀(X, y) ∈ Ir, g(X, y) = ydU(X, y) +
d−1∑
i=0
∂ig
∂yi
(X, 0)
yi
i!
D’apre`s les propositions 4.2 et 4.3, nous savons que : Ordy(g) = ordy(ĝ) = ordy(g) = d.
Le but de cette e´tape est de faire disparaˆıtre le terme d’ordre d − 1. Il s’agit en effet d’e´viter
le phe´nome`ne que nous avons de´ja` signale´ dans le cas de deux variables vu dans le chapitre
pre´ce´dent.
Pour tout k ∈ N, nous avons :
∂k ∂
d−1g
∂yd−1
∂yk
=
∂d−1+kg
∂yd−1+k
Nous en de´duisons que la fonction ∂
d−1g
∂yd−1 est d’ordre 1. Autrement dit, nous avons
∂d−1g
∂yd−1 (0, 0) = 0
et
∂ ∂
d−1g
∂yd−1
∂y (0, 0) 6= 0, la condition (C6) de stabilite´ par l the´ore`me des fonctions implicites permet
de justifier l’existence d’une fonction a ∈ Cn telle que a(0) = 0 et :
∂d−1g
∂yd−1
(X, a(X)) = 0
Nous appliquons au germe g la transformation de Tchirnhausen tya. Nous remarquons que, pour
tout k ∈ N :
∂ktyag
∂yk
(X, y) =
∂kg
∂yk
(X, y + a(X))
La fonction tya est d’ordre d selon la variable y. Donc d’apre`s la proposition 4.1, nous obtenons :
tyag(X, y) = y
dU(X, y + a(X)) +
d−1∑
i=0
∂ityag
∂yi
(X, 0)
yi
i!
= ydU(X, y + a(X)) +
d−1∑
i=0
∂ig
∂yi
(X, a(X))
yi
i!
= ydU(X, y + a(X)) +
d−2∑
i=0
∂ig
∂yi
(X, a(X))
yi
i!
Pour tout i ∈ {0, ..., d− 1}, nous de´finissons le germe ai par :
ai(X) =
1
i!
∂ig
∂yi
(X, a(X))
59
4.3.3 Etape 2 : monomialisation des coefficients
Nous obtenons :
tyaf(X, y) = h(X)
(
ydU(X, y + a(X)) +
d−2∑
i=0
ai(X)y
i
)
Comme, pour tout i ∈ {0, ..., d − 1}, les fonctions ∂ig
∂yi
et a sont des e´le´ments de Cn, la famille
(ai)i∈{0,...,d−1} est une famille finie de Cn. D’apre`s la proposition 3.9, il existe un arbre com-
plet T1 tel que, pour toute suite de transformations e´le´mentaires b ∈ T1, il existe une famille
(mi)i∈{0,...,d−1} de monoˆmes et une famille (Ui)i∈{0,...,d−1} d’unite´s de Cn tels que :
∀i ∈ {0, ..., d− 1}, bai(X) = miUi(X)
Soit b ∈ T1. Nous avons alors :
btyaf(X, y) = bh(X)
(
ydbtyaU(X, y + a(X)) +
d−1∑
i=0
miy
iUi(X)
)
Nous effectuons le changement d’indice j = d− i dans la sommation pour obtenir :
btyaf(X, y) = bh(X)
(
ydbtyaU(X, y + a(X)) +
d∑
j=2
md−jyd−jUd−j(X)
)
Pour tout j ∈ {2, ..., d}, nous notons md−j = Xaj avec aj = (a1j , ..., anj ) un multi-indice. Pour
tout i ∈ {1, ..., n}, nous effectuons les ramifications ri,d!i avec i ∈ {+1;−1}. Nous savons alors
que, pour tout i ∈ {1, ..., n}, l’entier aji ×d! est divisible par i. Nous conside´rons la se´rie formelle
associe´e a` la fonction
∏n
i=1 r
i,d!
i bt
y
ag :
̂n∏
i=1
ri,d!i bt
y
ag(X, y) = y
d
̂n∏
i=1
ri,d!i bt
y
aU(X, y + a(X)) +
d∑
j=2
Xajd!yd−j
n∏
i=1
i
̂n∏
i=1
ri,d!i Udj (X)
Pour simplifier nos e´critures, nous notons U˜ =
̂∏n
i=1 r
i,d!
i bt
y
aU , g˜ =
̂∏n
i=1 r
i,d!
i bt
y
ag et, pour tout
j ∈ {2, ..., d}, U˜j =
∏n
i=1 i
̂∏n
i=1 r
i,d!
i Udj et, pour tout k ∈ {1, ..., n}, bkj = akjd!. Nous avons alors
l’e´galite´ suivante :
g˜(X, y) = ydU˜(X, y) +
d∑
j=2
Xbjyd−jU˜j(X)
Graˆce aux ramifications, nous savons que, pour tout j ∈ {2, ..., d}, m
1
j
j = (X
bj )
1
j est un moˆnome.
Comme il s’agit d’une famille finie de monoˆmes, il est possible d’ordonner cette famille pour
l’ordre de la division a` l’aide de ramifications et de´clatements sur les variables x1, ..., xn. Autre-
ment dit, il existe un arbre formel T̂2 de transformations admissibles tel que, pour tout b̂0 ∈ T̂2, la
famille de monoˆmes (̂b0m
1
j
j )j∈{2,...,d} = (m˜
1
j
j )j∈{2,...,d} est ordonne´e pour la division. Nous dirons
alors que nous avons re´alise´ la monomialisation des coefficients de la se´rie. Nous notons i0 un
indice correspondant au plus petit de ces monoˆmes.
Le fait que n = m˜
1
i0
i0
soit le plus petit pour l’ordre de la division implique que, pour tout
j ∈ {2, ..., d}, il existe un monoˆme nj ∈ R[[X]] tel que : m˜
1
j
j = m˜
1
i0
i0
nj .
Cette e´galite´ peut aussi s’e´crire de la fac¸on suivante :
∀j ∈ {2, ..., d}, m˜j = m˜
j
i0
i0
njj = n
jpj
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Pour tout j ∈ {2, ..., d}, nous notons : m˜j =
∏n
i=1 x
αj,i
i . Comme m˜i0 est le plus petit monoˆme
pour l’ordre de la division, nous savons que :
∀i ∈ {1, ..., n}, αi0,i
i0
= min
({
αj,i
j
; j = 2, ..., d
})
Nous de´finissons la somme de puissance d’un monoˆme par : α(m˜) = α(
∏n
i=1 x
αi
i ) =
∑n
i=1 αi.
4.3.4 Etape 3 : chute de l’ordre
Dans la suite, nous allons effectuer des e´clatements sur la variable y en utilisant le monoˆme
n pour faire baisser l’ordre de notre se´rie. Nous notons :i1 = min
({
αi0,i 6= 0; i = 1, ..., n
})
et :
∀j ∈ {2, ..., d}, m˜j = xαj,i1i1 p˜j
Nous remarquons que :
∀j ∈ {2, ..., d}, αj,i1
j
≥ αi0,i1
i0
≥ 1⇒ αj,i1 − j ≥ 0
Nous effectuons la transformation admissible : τ =
{
b̂
xi1 ,y
λ ;λ ∈ R ∪ {∞}
}
.
Nous distinguons les cas selon la valeur de λ.
Eclatement 1 : b̂
xi1 ,y
λ avec λ ∈ R∗
La se´rie se transforme alors en :
b̂
xi1 ,y
λ b̂0g˜(X, y) = x
d
i1(λ+ y)
db̂0U˜(X,xi1(λ+ y)) +
d∑
i=2
xd−ii1 (λ+ y)
d−im˜ib̂0U˜i(X)
Nous notons V̂ (X, y) = b̂0U˜(X,xi1(λ + y)). Comme U˜ est une unite´ formelle, V̂ est aussi une
unite´ formelle. En utilisant la formule du binoˆme de Newton, nous obtenons :
b̂
xi1 ,y
λ b̂0g˜(X, y) = x
d
i1
( d∑
i=0
(
d
i
)
λd−iyiV̂ (X, y)
)
+
d∑
i=2
xd−ii1
d−i∑
j=0
(
d− i
j
)
λd−i−jyjm˜ib̂0U˜i(X)
= xdi1
( d∑
i=0
(
d
i
)
λd−iyiV̂ (X, y)
)
+
d−2∑
j=0
d−j∑
i=2
xd−ii1
(
d− i
j
)
λd−i−jyjm˜ib̂0U˜i(X)
= xdi1y
dV̂ (X, y) + dxdi1λy
d−1V̂ (X, y)
+
d−2∑
j=0
( d−j∑
i=2
xd−ii1
(
d− i
j
)
λd−i−jxαi,i1i1 p˜ib̂0U˜i(X) +
(
d
j
)
λd−jxdi1 V̂ (X, y)
)
yj
= xdi1
[
ydV̂ (X, y) + dλyd−1V̂ (X, y)
+
d−2∑
j=0
( d−j∑
i=2
(
d− i
j
)
λd−i−jxαi,i1−ii1 p˜ib̂0U˜i(X) +
(
d
j
)
λd−j V̂ (X, y)
)
yj
]
= xdi1 f̂1(X, y)
Nous remarquons que le couple (xdi1 , f̂1) appartient a` Fb̂xi1 ,yλ b̂0g˜. Nous posons :
ĝ1(X, y) =
d−2∑
j=0
( d−j∑
i=2
(
d− i
j
)
λd−i−jpib̂0U˜i(X) +
(
d
j
)
λd−j V̂ (X, y)
)
yj
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Nous avons alors :
f̂1(0, y) = y
dV̂ (0, y) + dλyd−1V̂ (0, y) + ĝ1(0, y)
Comme λV̂ (0, 0) 6= 0, nous sommes suˆr que val(f̂1(0, y)) ≤ d− 1. Par de´finition de l’ordre d’une
se´rie, nous en de´duisons que : ordy (̂b
n,y
λ b̂0g˜) ≤ d − 1. Comme (xdi1 b̂
xi1 ,y
λ b̂0
∏n
i=1 r̂
i,d!
i b̂t̂
y
aĥ, f̂1) ∈
F
b̂
xi1
,y
∞ b̂0
∏n
i=1 r̂
i,d!
i b̂t̂
y
af̂
, nous obtenons que : ordy (̂b
xi1 ,y∞ b̂0
∏n
i=1 r̂
i,d!
i b̂t̂
y
af̂) ≤ d− 1. D’apre`s la pro-
position 4.2, nous en de´duisons que l’ordre de la fonction obtenue est infe´rieur a` d− 1.
Eclatement 2 : b̂
xi1 ,y∞
Nous avons alors :
b̂
xi1 ,y∞ b̂0g˜(X, y) = ydb̂
xi1 ,y∞ b̂0U˜(X, y) +
d∑
i=2
x
αi,i1
i1
yd−i+αi,i1 m˜ib̂
xi1 ,y∞ b̂0U˜i(X)
= yd
(
b̂
xi1 ,y∞ b̂0U˜(X, y) +
d∑
i=2
x
αi,i1
i1
yαi,i1−im˜ib̂
xi1 ,y∞ b̂0U˜i(X)
)
= ydÛ1(X, y)
Comme nous avons b
xi1 ,y∞ b0
∏n
i=1 r
i,d!
i bt
y
ag ∈ Cn+1, la condition (C7) de stabilite´ par division
monomiale nous permet de conclure qu’il existe une fonction U1 ∈ Cn+1 telle que (̂U1) = Û1. Par
la condition de quasi-analycite´, nous en de´duisons qu’il existe un polyrayon r1 ∈ (]0; +∞[)n+1
tel que :
∀(X, y) ∈ Ir1 , b
xi1 ,y∞ b0
n∏
i=1
ri,d!i bt
y
af(X, y) = y
db
xi1 ,y∞ b0
n∏
i=1
ri,d!i bt
y
ah(X)U1(X, y)
La fonction obtenue est sous une forme re´duite.
Eclatement 3 : b̂
xi1 ,y
0
La se´rie se transforme alors en :
b̂n,y0 b̂0g˜(X, y) = x
d
i1y
db̂0U˜(X,xi1y) +
d∑
i=2
xd−ii1 y
d−im˜ib̂0U˜i(X)
Ce qui nous donne :
b̂
xi1 ,y
0 b̂0g˜(X, y) = x
d
i1
(
ydb̂0U˜(X,xi1y) +
d∑
i=2
yd−ixαi,i1−ii1 p˜ib̂0U˜i(X)
)
= xdi1
(
ydb̂0U˜(X,xi1y) + y
d−i0xαi0,i1−i0i1 p˜i0 b̂0U˜i0(X) +
d∑
i=2,i 6=i0
yd−ixαi,i1−ii1 p˜ib̂0U˜i(X)
)
= xdi1
[
yd−i0
(
x
αi0,i1−i0
i1
p˜i0 b̂0U˜i0(X) + y
i0 b̂0U˜(X,xi1y) +
i0−1∑
i=2
yi0−ixαi,i1−ii1 p˜ib̂0U˜i(X)
)
+
d∑
i=i0+1
yd−ixαi,i1−ii1 p˜ib̂0U˜i(X)
]
Nous distinguons deux cas :
62
• α(xαi0,i1−i0i1 p˜i0) = 0.
Nous de´finissons les se´ries formelles :
ĝ1(X, y) = b̂0U˜i0(X) + y
i0 b̂0U˜(X,ny) +
i0−1∑
i=2
yi0−ipib̂0U˜i(X)
f̂1(X, y) = y
d−i0 ĝ1(X, y) +
d∑
i=i0+1
yd−ipib̂0U˜i(X)
Nous remarquons que le couple (xdi1 , f̂1) appartient a` Fb̂n,y0 b̂0f˜ . De plus, comme ĝ1(0, 0) =
U˜i0(0, 0) 6= 0, la valuation de f̂1 est e´gale a` d − i0. Par de´finition de l’ordre d’une se´rie
selon la variable y, nous en concluons que ordy (̂b
n,y
0 b̂0f˜) = d− i0.
• α(xαi0,i1−i0i1 p˜i0) 6= 0. L’ordre de la se´rie n’a pas baisse´. En revanche, nous remarquons que
α(x
αi0,i1−i0
i1
p˜i0) < α(m˜i0). Il faut distinguer de nouveau diffe´rents cas :
Premier cas : αi0,i1 − i0 6= 0, nous effectuons a` nouveau la transformation admissible
τ . Comme aucun terme de puissance d − 1 selon y n’est apparu, la transformation de
Tchirnhausen n’est pas ne´cessaire et les monoˆmes sont reste´s ordonne´s pour l’ordre de la
division. Nous nous retrouvons alors avec trois possibilite´s :
– L’ordre a chute´ ;
– La fonction est sous une forme re´duite ;
– Sinon, comme nous avons
αi0,i1
i0
∈ N∗ et αi0,i1 − i0 6= 0, nous savons que :
αi0,i1
i0
≥ 2⇔ αi0,i1 ≥ 2i0
Les meˆmes calculs que ci-dessus nous permettent d’e´crire que :
b̂
xi1 ,y
0 b̂
xi1 ,y
0 b̂0g˜(X, y) = x
2d
i1
[
yd−i0
(
x
αi0,i1−2i0
i1
p˜i0 b̂0U˜i0(X) + y
i0 b̂0U˜(X,x
2
i1y)
+
i0−1∑
i=2
yi0−ixαi,i1−2ii1 p˜ib̂0U˜i(X)
)
+
d∑
i=i0+1
yd−ixαi,i1−2ii1 p˜ib̂0U˜i(X)
]
Il faudra distinguer les cas selon que α(x
αi0,i1−i0
i1
p˜i0) est nul ou non. Dans le premier cas,
nous avons termine´, l’ordre a chute´. Dans le second, nous recommenc¸ons. En proce´dant
ainsi nous construisons une famille (αi0,i1 − pi0)p∈I d’entiers strictement de´croissante.
Nous savons qu’au bout d’un nombre fini q d’e´clatement nous atteindrons 0. Autrement
dit nous aurons :
(̂b
xi1 ,y
0 )
q b̂0g˜(X, y) = x
qd
i1
[
yd−i0
(
p˜i0 b̂0U˜i0(X) + y
i0 b̂0U˜(X,x
q
i1
y)
+
i0−1∑
i=2
yi0−ixαi,i1−qii1 p˜ib̂0U˜i(X)
)
+
d∑
i=i0+1
yd−ixαi,i1−2ii1 p˜ib̂0U˜i(X)
]
Cela signifie que nous aurons retire´ xi1 du monoˆme le plus petit pour l’ordre de la
division. Nous de´finirons alors l’entier i2 = min({αi0,i 6= 0; i = i1 + 1, ..., n}). Nous
poursuivrons le processus d’e´clatement jusqu’a` l’e´limination de xi2 dans le monoˆme
m˜i0 . Le nombre de variable e´tant fini, nous sommes certains qu’au bout d’un nombre
fini de transformations admissibles de type e´clatement l’ordre a chute´.
Nous montrons ainsi qu’il existe un arbre complet Tchute tel que, pour tout b1 ∈ Tchute, nous
avons les cas suivants :
• ordy(b1b0
∏n
i=1 r
i,d!
i bt
y
af) < ordy(b0
∏n
i=1 r
i,d!
i bt
y
af) ;
• b1b0
∏n
i=1 r
i,d!
i bt
y
af est sous une forme re´duite.
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4.3.5 Re´currence sur l’ordre
Nous conside´rons une fonction f de petit ordre d selon la variable y. Par de´finition, il existe
un couple (h, g) ∈ Ff tel que f = gh et Ordy(g) = d. Nous commenc¸ons par appliquer la
transformation de Tchirnhausen. Il existe donc une fonction a ∈ Cn telle que le terme d’ordre d−1
dans tyag a disparu. Nous appliquons alors l’e´tape de monomialisation des coefficients. Il existe
donc un arbre Tmono tel que, pour toute suite de transformations e´le´mentaires bmono ∈ Tmono,
les coefficients de la se´rie ̂bmonotyag sont des produits d’un monoˆme et d’une unite´.
Nous passons alors a` l’e´tape de chute de l’ordre. Il existe donc un arbre complet Tchute tel que,
pour toute suite de transformations e´le´mentaires bchute ∈ Tchute, nous avons les cas suivants :
1. La fonction bchutebmonot
y
af est sous une forme re´duite, nous avons l’he´re´dite´ de la proprie´te´ ;
2. Le petit ordre de la fonction bchutebmonot
y
af est strictement infe´rieur a` d. Nous lui appliquons
l’hypothe´se de re´currence. Il existe donc un arbre complet Trecu tel que, pour toute suite
de transformations e´le´mentaires brecu ∈ Trecu, la fonction brecubchutebmonotyaf est sous une
forme re´duite.
Nous appliquons le the´ore`me 2.15 de la greffe des arbres pour conclure qu’il existe un arbre
complet T tel que, pour toute suite de transformations e´le´mentaires b ∈ T , bf est sous une
forme re´duite.
Corollaire 4.9 Soit f ∈ Cn+1 de petit ordre fini selon la variable y. Il existe un arbre complet
T tel que, pour tout b ∈ T , il existe un entier d ∈ N, des fonctions a et un monoˆme m dans
R[[X]] et une unite´ U de Cn+1 tels que :
bf(X, y) = (y − a(X))dmU(X, y)
Preuve : D’apre`s le the´ore`me pre´ce´dent, il existe un arbre complet T tel que, pour tout b ∈ T ,
il existe un entier db ∈ N, des fonctions ab et θb de Cn et une unite´ Ub de Cn+1 tels que :
bf(X, y) = (y − ab(X))dθb(X)Ub(X, y)
Pour tout b ∈ T , nous appliquons le the´ore`me 3.8 de normalisation a` la fonction θb. Il existe un
arbre complet Tb tel que, pour toute branche b′ ∈ Tb, la fonction b′θb soit normalise´e au voisinage
de l’origine. En utilisant le the´ore`me 2.15, nous greffons l’arbre T a` l’aide de la famille (Tb)b∈T .
Nous notons Tfinal l’arbre obtenu. Nous savons que, pour toute branche b ∈ Tfinal, il existe un
entier d ∈ N, un monoˆme m de R[X], une fonction a ∈ Cn et une unite´ U ∈ Cn+1 tels que :
bf(X, y) = (y − a(X))dm(X)U(X, y).
4.3.6 The´ore`me de pre´paration simultane´e pour l’ordre fini
The´ore`me 4.10 Soit (fi)i∈{1,...,p} une famille finie d’e´le´ments de Cn+1 de petit ordre fini selon
la variable y. Nous pouvons construire un arbre complet T tel que, pour tout branche b ∈ T , il
existe un germe a ∈ Cn, une famille d’entiers (di)i∈{1,...,p}, une famille de fonctions (θi)i∈{1,...,p}
de Cn, une famille d’unite´s (Ui)i∈{1,...,p} de Cn+1 avec :
∀i ∈ {1, ...p}, bfi(X, y) = (y − a(X))diθi(X)Ui(X, y)
Preuve : Nous conside´rons une famille de germes (fi)i∈{1,...,p}. Nous de´finissons la fonction
g =
∏p
j=1 fj . D’apre`s le corollaire 4.9, nous savons qu’il existe un arbre complet T tel que, pour
toute branche b ∈ T , il existe un entier d ∈ N, une fonction a de Cn, un monoˆme m ∈ R[X] et
une unite´ U de Cn+1 tels que :
bg(X, y) =
p∏
j=1
bfj(X, y) = (y − a(X))dm(X)U(X)
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Nous effectuons alors la transformation de Tchirnhausen, tya. Ce qui donne :
tyabg(X, y) =
p∏
j=1
tyabfj(X, y) = y
dm(X)U(X, y + a(X))
Nous posons V (X, y) = U(X, y+ a(X)). En conside´rant le de´veloppement de Taylor a` l’origine,
nous obtenons alors :
p∏
i=1
t̂yabfi(X, y) = y
dm(X)V̂ (X, y)
Nous notons m =
∏n
i=1 x
ai
i . En utilisant le lemme 3.4, nous savons qu’il existe des familles
d’entiers (αj,i)(j,i)∈{1,...,p}×{1,...,n} et (βj)j∈{1,...,p} avec :
p∑
j=1
βj = d et ∀i ∈ {1, ..., n},
p∑
j=1
αj,i = ai
et une famille de se´ries formelles (Ûj)j∈{1,...,p} tels que, pour tout j ∈ {1, ..., p}, nous ayons :
t̂yabfj(X, y) = y
βj
n∏
j=1
x
αj,i
i Ûj(X, y) (4.3)
En utilisant l’inte´grite´ de l’anneau R[[X, y]], nous avons alors :
∏p
j=1 Ûj(X, y) = V̂ (X, y). Nous
en de´duisons que :
∏p
j=1 Ûj(0, 0) = V̂ (0, 0). Comme V̂ est une unite´, nous avons V̂ (0, 0) 6= 0,
donc, pour tout j ∈ {1, ..., p}, Ûj(0, 0) 6= 0. Les se´ries Ûj sont des unite´s formelles. De plus,
en appliquant la condition de stabilite´ par division monomiale aux e´quations 4.3, nous savons
qu’il existe une famille de fonctions (Uj)j∈{1,...,p} dans Cn+1 telles que, pour tout j ∈ {1, ..., p},
(̂Uj) = Ûj . D’apre`s l’hypothe`se de quasi-analycite´, nous savons qu’il existe un polyrayon r ∈
(]0; +∞[)n+1 tel que, pour tout (X, y) ∈ Ir et pour tout j ∈ {1, ..., p}, :
tyabfj(X, y) = y
βj
n∏
j=1
x
αj,i
i Uj(X, y) ⇔ bfj(X, y) = (y − a(X))βj
n∏
j=1
x
αj,i
i Uj(X, y)
⇔ bfj(X, y) = (y − a(X))βjθj(X)Uj(X, y)
Cela ache`ve notre de´monstration.
4.4 The´ore`me de pre´paration dans Cn+1
Nous allons dans la suite de ce chapitre ge´ne´raliser notre the´ore`me de pre´paration aux germes
d’ordre infini et re´e´crire notre re´sultat a` l’aide des termes.
The´ore`me 4.11 Soit f ∈ Cn+1. Il existe un arbre complet T tel que que pour tout b ∈ T , il
existe un entier d ∈ N, des fonctions a et θ de Cn et une unite´ U de Cn+1 tels que :
bf(X, y) = (y − a(X))dθ(X)U(X, y)
Cet arbre sera appele´ arbre de pre´paration de la fonction.
Preuve : Nous conside´rons un germe f de Cn+1. Nous distinguons deux cas :
Premier cas : le petit ordre de f selon la variable y est fini. Nous appliquons alors le the´ore`me
4.8 pour justifier l’existence de l’arbre ;
Deuxie`me cas : le petit ordre de f selon la variable y est infini. D’apre`s la proposition 4.7,
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il existe un arbre complet Tfini tel que, pour tout branche b ∈ Tfini, la fonction bf est de petit
ordre fini selon la variable y. Comme l’arbre est complet, la famille (bf)b∈Tfini est une famille
finie. Nous lui appliquons le the´ore`me 4.10. Il existe donc un arbre complet T tel que pour toute
branche b′ ∈ T , la fonction b′bf est sous une forme re´duite. Le the´ore`me 2.15 de greffe nous
permet de construire un arbre Tprepa tel que, pour tout branche b de cet arbre, la fonction bf
est sous forme re´duite sur un voisinage de l’origine.
Dans tous les cas, nous sommes capable de construire un arbre de pre´paration.
Nous avons alors le corollaire suivant :
Corollaire 4.12 Soit f ∈ Cn+1. Il existe un arbre complet T tel que que pour tout b ∈ T , il
existe un entier d ∈ N, des fonctions a et un monoˆme m dans R[[X]] et une unite´ U de Cn+1
tels que :
bf(X, y) = (y − a(X))dm(X)U(X, y)
Nous pouvons alors de´montrer un premier the´ore`me de pre´paration simultane´e :
The´ore`me 4.13 Soit (fi)i∈{1,...,p} une famille finie d’e´le´ments de Cn+1 de petit ordre fini selon la
variable y. Nous pouvons construire un arbre complet T tel que, pour tout branche b ∈ T , il existe
une fonction a ∈ Cn, une famille d’entiers (di)i∈{1,...,p}, une famille de fonctions (θi)i∈{1,...,p} de
Cn, une famille d’unite´s (Ui)i∈{1,...,p} de Cn+1 avec :
∀i ∈ {1, ...p}, bfi(X, y) = (y − a(X))diθi(X)Ui(X, y)
La de´monstration est identique a` celle du the´ore`me 4.10.
Remarque 4: Il convient de noter que la fonction a qui intervient dans notre pre´paration si-
multane´e est la meˆme pour toutes les fonctions de la famille. Ce point aura son importance dans
le chapitre suivant.
Comme pre´ce´dement, en utilisant le the´ore`me 3.9, nous pouvons de´montrer le corollaire
suivant :
Corollaire 4.14 Soit (fi)i∈{1,...,p} une famille finie d’e´le´ments de Cn+1. Nous pouvons construire
un arbre complet T tel que, pour toute branche b ∈ T , il existe une fonction a ∈ Cn, une fa-
mille d’entiers (di)i∈{1,...,p}, une famille de monoˆmes (mi)i∈{1,...,p} de R[X], une famille d’unite´s
(Ui)i∈{1,...,p} de Cn+1 avec :
∀i ∈ {1, ...p}, bfi(X, y) = (y − a(X))dimi(X)Ui(X, y)
4.5 Version ge´ome´trique des the´ore`mes de pre´paration
Les the´ore`mes que nous venons de de´montrer portaient sur les germes. Le fait de ne pas
travailler sur les fonctions nous a permis d’esquiver la question des pave´s sur lesquels elles
sont de´finies. Nous allons maintenant de´velopper l’aspect ge´ome´trique de nos re´sultats en nous
plac¸ant sur un compact. Nous allons alors re´e´crire les the´ore`mes de pre´paration en re´alisant un
de´coupage cylindriques de ce compact.
Comme dans l’exemple de´veloppe´ dans le premier chapitre, ce travail se fera a` l’aide des
transformations inverses sur les variables initiales. Cela aura pour conse´quence de faire apparaˆıtre
des racines et des quotients. Les objets ainsi obtenus ne seront donc plus des fonctions de Cn,
mais des termes. Un des points importants pour la suite de notre travail est de pre´ciser la forme
de ces termes et de montrer qu’ils sont simples au sens de la de´finition 2.16. Par ailleurs, la
question de leurs ensembles de de´finitions entraˆınera des de´coupages supple´mentaires.
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4.5.1 Version ge´ome´trique au voisinage de l’origine
The´ore`me 4.15 Soit f ∈ Cn+1. Il existe un polyrayon r ∈]0; +∞[n+1 et un recouvrement fini C
de Ir tel que, pour tout C ∈ C, il existe une suite de transformations e´le´mentaires b conservant
strictement la verticalite´ de y, un entier d ∈ N, quatre fonctions a, g, h et θ de Cn et une unite´
U de Cn+1 tels que :
• Soit nous avons :
∀(X, y) ∈ C, f(X, y) = (y − a ◦ b−1(X))dθ ◦ b−1(X)U
(
b−1(X),
y − a ◦ b−1(X)
h ◦ b−1(X)
)
• Soit nous avons, pour tout (X, y) ∈ C :
f(X, y) = (y − a ◦ b−1(X))dθ ◦ b−1(X)U
(
b−1(X),
y − a ◦ b−1(X)
h ◦ b−1(X) ,
g(X)
y − a ◦ b−1(X)
)
Et dans ce cas, le graphe de a est disjoint de C.
Remarque 5: Dans la suite, nous regroupons les deux cas en utilisant la formulation du
deuxie`me cas. En effet, si nous sommes dans le premier cas, nous supposons que la fonction g
est identiquement nulle.
Preuve : Nous allons proce´der par re´currence sur n le nombre de variables X.
Initialisation : si n = 0, la fonction f ne de´pend que de la variable y. Or nous avons vu
dans la proposition 3.1 qu’une fonction de C1 est normale au voisinage de l’origine.
He´re´dite´ : Nous supposons que toutes les fonctions de Cn ve´rifient le the´ore`me. Nous
conside´rons f une fonction de Cn+1.
D’apre`s le the´ore`me de pre´paration 4.11, nous savons qu’il existe un arbre complet T tel que
pour toute branche b, il existe un entier d ∈ N, θ ∈ Cn, a ∈ Cn et U ∈ Cn+1 tel que :
bf(X, y) = (y − a(X))dθ(X)U(X, y)
Il existe donc un polyrayon r ∈]0; +∞[n+1 tel que :
∀X ∈ Ir, bf(X, y) = (y − a(X))dθ(X)U(X, y)
L’arbre est complet, donc ∪b∈T b(Ir) est une union finie de cylindres qui forme un voisinage de
l’origine Ir. Nous effectuons le recouvrement fini suivant :
Ir =
⋃
b∈T
(
(b(Ir)\Div(b)) ∪ (Div(b) ∩ Ir)
)
Soit b ∈ T . Nous distinguons les cas :
• Nous nous plac¸ons dans la cellule Div(b)∩ Ir. D’apre`s la de´finition 2.15, le diviseur est une
union finie de cellules Divi(b) = b1 ◦ ... ◦ bi−1(Div(bi))\
(⋃i−1
j=1 Divj(b)
)
pour i ∈ {2, ..., p}.
Pour le cas i = 1, nous avons Div1(b) = Div(b1). Nous choisissons d’inte´grer ce cas dans
le cas ge´ne´ral. Nous nous plac¸ons dans une de ces cellules.
Soit i ∈ {1, ..., p}. Selon la de´finition 2.14, nous avons deux possibilite´s :
Soit Div(bi) = ∅. Dans ce cas, la cellule est vide, il n’y a donc rien a` justifier.
Soit il existe i0 ∈ {1, ..., n} tel que : Div(bi) = {X ∈ Ir;xi0 = 0}. Pour i ∈ {2, ..., p}, nous
notons bi = b1 ◦ ...◦ bi−1. Comme l’arbre conserve la verticalite´, la suite de transformations
e´le´mentaires bi conserve la verticalite´. Nous de´finissons la fonction f1 par :
∀X ∈ Div(bi), f1(X) = f ◦ bi(X)
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Comme la variable xi0 est identiquement nulle sur la cellule, nous pouvons conside´rer f1
comme une fonction de n−1 variables. L’hypothe`se de re´currence nous permet de conclure
qu’il existe un polyrayon r1 ∈]0; +∞[n et un recouvrement fini R1 de Ir1 tels que, pour
tout cellule C1 ∈ R1, il existe une transformation e´le´mentaire b′, un entier d ∈ N, quatre
fonctions g, h, θ et a de Cn−1 et une unite´ U de Cn tels que, pour tout (X, y) ∈ C1, nous
avons :
f1(X, y) = (y−a◦(b′)−1(X))dθ◦(b′)−1(X)U
(
(b′)−1(X),
y − a ◦ (b′)−1(X)
h ◦ (b′)−1(X) ,
g ◦ (b′)−1(X)
y − a ◦ (b′)−1(X)
)
Nous remarquons que, quitte a` choisir le plus petit des deux, nous pouvons supposer que
r1 = r. Cela ne pose pas de difficulte´s, car le nombre de cellules Divi(b) est fini.
Soit (X, y) ∈ Divi(b). Il existe (X, y) ∈ Div(bi) tel que :
(X, y) = bi(X, y)
Par ailleurs, (X, y) /∈ ⋃i−1j=1 Divj(b). Or, nous remarquons que Div(bi) = ⋃i−1j=1 Divj(b).
Donc, d’apre`s la proposition 2.13, nous savons que la suite de transformations e´le´mentaires
bi admet une application re´ciproque sur la cellule. Nous avons donc :
(X, y) = bi(X, y)⇔ b−1i (X, y) = (X, y)
Nous en de´duisons :
∀(X, y) ∈ Divi(b), f(X, y) = f ◦ bi ◦ b−1i (X, y)
= f1(X, y)
= (y − a ◦ (b′)−1(X))dθ ◦ (b′)−1(X)
× U
(
(b′)−1(X),
y − a ◦ (b′)−1(X)
h ◦ (b′)−1(X) ,
g ◦ (b′)−1(X)
y − a ◦ (b′)−1(X)
)
Nous allons revenir sur les diffe´rentes e´tapes du processus de pre´paration. Nous com-
menc¸ons par mettre la fonction a` l’ordre fini. Durant cette e´tape, nous n’effectuons que des
transformations sur les variables X. Ces dernie`res conservent la verticalite´ de y. Ensuite,
nous passons a` la chute de l’ordre. Pour cela, nous effectuons uniquement des e´clatements
du type bxi,yλ ou des transformations de type Tschirnhausen t
y
a. Nous en concluons que
la suite de transformations e´le´mentaires bi conserve la verticalite´ de la variable y. Nous
pouvons donc dire qu’il existe deux suites de transformations e´le´mentaires c1 et c2 telles
que :
bi(X, y) = (c1(X), c2(X, y))
Par ailleurs, nous remarquons qu’il existe une famille (mi)i∈{1,...,k} de Cn, une famille de
re´e´ls (λi)i∈{1,...,k} et une fonction α ∈ Cn tels que :
c2(X, y) = m1(X)
(
λ1 +m2(X)
(
λ2 + ....+mk(X)(λk + y)...
))
+ α(X)
Comme bi admet une re´ciproque sur Divi(b), il en est de meˆme pour c1 et c2. Nous avons
alors :
X = c−11 (X) et y = c
−1
2 (X, y)
Apre`s calculs, nous obtenons :
c−12 (X, y) =
y − α(X)−∑ki=1 λi∏ij=1mi(X)∏k
i=1mi(X)
68
Nous en de´duisons que :
f(X, y) =
(
y − α(c−11 (X))−
∑k
i=1 λi
∏i
j=1mi(c
−1
1 (X))∏k
i=1mi(c
−1
1 (X))
− a ◦ (b′)−1(c−11 (X))
)d
θ ◦ (b′)−1(c−11 (X))
× U
(
(b′)−1(c−11 (X)),
y−α(c−11 (X))−
∑k
i=1 λi
∏i
j=1mi(c
−1
1 (X))∏k
i=1 mi(c
−1
1 (X))
− a ◦ (b′)−1(c−11 (X))
h ◦ (b′)−1(c−11 (X))
,
g ◦ (b′)−1(c−11 (X))
y−α(c−11 (X))−
∑k
i=1 λi
∏i
j=1 mi(c
−1
1 (X))∏k
i=1mi(c
−1
1 (X))
− a ◦ (b′)−1(c−11 (X))
)
Si nous reprenons l’e´tape 3 de chute de l’ordre, chaque fois que nous avons effectue´ un
e´clatement du type b
xi1 ,y
λ , nous avons factorise´ par la variable xi1 a` une puissance supe´rieure
ou e´gale a` d l’ordre final. Il existe θ′ tel que :
θ(X) = θ′(X)×
( k∏
i=1
mi(b
′(X))
)d
Nous de´finissons les fonctions suivantes :
a′(X) = α(b′(X)) +
k∑
i=1
λi
i∏
j=1
mi(b
′(X)) + a(X)
i∏
j=1
mi(b
′(X))
g′(X) = g(X)
k∏
i=1
mi(b
′(X))
h′(X) = h(X)
i∏
j=1
mi(b
′(X))
Nous de´finissons la suite de transformations e´le´mentaires b˜ = c1 ◦ b′.
Nous avons alors :
f(X, y) =
(
y − a′ ◦ b˜−1(X)
)d
θ′ ◦ b˜−1(X)U
(
b˜−1(X),
y − a′ ◦ b˜−1(X)
h′ ◦ b˜−1(X) ,
g′ ◦ b˜−1(X)
y − a′ ◦ b˜−1(X)
)
La fonction est de la forme annonce´e.
• Nous nous plac¸ons dans la cellule b(Ir)\Div(b). D’apre`s la proposition 2.13, nous savons
que b est inversible sur cette cellule. Nous avons donc :
(X, y) = b(X, y)⇔ (X, y) = b−1(X, y)
Nous pouvons alors e´crire :
f(X, y) = f ◦ b ◦ b−1(X, y) = bf(X, y) = (y − a(X))dθ(X)U(X, y)
Nous de´finissons l’unite´ V par :
V (X, y) = U(X, y + a(X))
Nous avons alors :
f(X, y) = (y − a(X))dθ(X)V (X, y − a(X))
La diffe´rence avec le cas pre´ce´dent est que nous avons recours en bout de certaines branches
a` un e´clatement du type bxi,y∞ . Une telle transformation ne conserve pas la verticalite´.
De ce fait, nous allons conside´rer les diffe´rentes possibilite´s. Nous notons une branche
b = b1 ◦ b2... ◦ bp. D’apre`s ce que nous venons de rappeler, seule la transformation bp peut
ne pas conserver la verticalite´.
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– Nous supposons que bp conserve la verticalite´. Nous pouvons alors e´crire :
b−1(X, y) = (c−11 (X), c
−1
2 (X, y))
Nous retrouvons le cas pre´ce´dent. Dans notre processus, nous n’effectuons sur la variable
y que des transformations de type Tchirnhausen suivie par des e´clatements bxi,yλ avec
λ ∈ R et i ∈ {1, ..., n}. Il existe donc un entier k ∈ N, une famille (mi)i∈{1,...,k} de Cn,
une famille de re´e´ls (λi)i∈{1,...,k} et une fonction α ∈ Cn tels que :
y = m1(λ1 +m2(λ2 + ....+mk(λk + y)...) + b(X)
⇔ y = y − α(X)−
∑k
i=1 λi
∏i
j=1mi∏k
i=1mi
Nous obtenons :
f(X, y) =
(
y − α(X)−∑ki=1 λi∏ij=1mi(X)∏k
i=1mi(X)
− a(X)
)d
θ(X)
× V
(
X,
y − α(X)−∑ki=1 λi∏ij=1mi(X)∏k
i=1mi(X)
− a(X)
)
Il faut se rappeler que chaque fois que nous avons effectue´ un e´clatement du type bmi,yλ ,
nous avons factorise´ par mdi . Ce rappel nous permet d’obtenir qu’il existe une fonction
φ ∈ Cn telle que : θ(X) =
(∏k
i=1mi
)d
φ(X). Nous avons donc :
f(X, y) =
(
y − α(X)−
k∑
i=1
λi
i∏
j=1
mi − a(X)
k∏
i=1
mi(X)
)d
φ(X)
× V
(
X,
y − α(X)−∑ki=1 λi∏ij=1mi(X)∏k
i=1mi(X)
− a(X)
)
Nous de´finissons les fonctions a′ et h par :
a′(X) = α(X)−∑ki=1 λi∏ij=1mi(X)− a(X)
h(X) =
∏k
i=1mi(X)
Nous obtenons :
f(X, y) = (y − a′ ◦ c−11 (X))dφ ◦ c−11 (X)V
(
c−11 (X),
y − a′ ◦ c−11 (X)
h ◦ c−11 (X)
)
Nous avons e´crit notre fonction sous la forme de´sire´e.
– Nous supposons que bp est du type b
xi,y∞ . En reprenant nos notations adopte´es lors
de l’e´tude de la chute de l’ordre, nous avons effectue´ la transformation bp = b
xi1 ,y∞ .
Nous notons b˜ = b1 ◦ ... ◦ bp−1. Comme b˜ conserve la verticalite´ de y, nous avons :
b˜(X, y) = (c1(X), c2(X, y)) avec c1 et c2 deux suites de transformations e´le´mentaires .
D’apre`s nos calculs, nous avons :
b˜f(X, y) = b˜h(X)
(
ydU(X, y) +
d∑
i=2
yd−ixαi,i1i1
n∏
j=1,j 6=i1
x
αi,j
j Ui(X, y)
)
Nous de´finissons la fonction V par :
∀(X, y, t) ∈ Ir × Iα, V (X, y, t) = U(X, y) +
d∑
i=2
tix
αi,i1−i
i1
n∏
j=1,j 6=i1
x
αi,j
j Ui(X)
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Comme nous avons choisi i1 de sorte que αi,i1− i ≥ 0, les proprie´te´s alge´briques de Cn+2
nous permettent de conclure que V ∈ Cn+2. De plus, nous avons V (0, 0, 0) = U(0, 0) 6= 0.
Nous en de´duisons que V est une unite´ dans Cn+2. En utilisant la continuite´ de V a`
l’origine, nous savons qu’il existe un polyrayon r′ ∈ (]0; +∞[)n+1 et un re´el  ∈ R tels
que :
∀(X, y, t) ∈ Ir′ × I, V (X, y, t) 6= 0
Nous conside´rons les cylindres :
C+n≺y =
{
(X, y) ∈ Rn+1; (X, y) ∈ B, y > 0, |n|

≤ y
}
C−n≺y =
{
(X, y) ∈ Rn+1; (X, y) ∈ B, y < 0, −|n|

≥ y
}
Les cas e´tant similaires, nous nous plac¸ons dans le premier cylindre. Pour tout (X, y) ∈
C+n≺y, nous avons :
f˜(X, y) = ydb˜h(X)V (X, y,
xi1
y
)
La seule transformation effectue´e sur la variable y est une transformation de Tchirnhau-
sen associe´e a` une fonction a. Nous de´finissons les fonctions suivantes :
g(X) = xi1
h(X) = 1
W (X, y, t) = V (X, y + a(X), t)
Cela donne a` l’aide des variables initiales :
f(X, y) = (y − a(c−11 (X))dh(c−11 (X))W
(
c−11 (X)X,
y − a(c−11 (X)
h(X)
,
g(c−11 (X)
y − a(c−11 (X)
)
Pour que le processus fonctionne, nous avons vu qu’il est ne´cessaire d’effectuer les trans-
formations (b
xi1 ,y
λ )λ∈Λ de sorte que ∪λ∈Λb
xi1 ,y
λ (Ir) forme un voisinage de l’origine. Nous
choisissons un sous-ensemble fini Λ de R de sorte que ∪λ∈Λbxi1 ,yλ (Ir) ∪ C+n≺y ∪ C−n≺y
forme un voisinage de l’origine. Par un argument de compacite´ similaire a` celui utilise´
dans la de´monstration du lemme 2.8, ce choix est possible. Nous poursuivons alors nos
e´clatements selon le processus de chute de l’ordre.
Dans tous les cas, nous avons construit une de´composition cylindrique pour laquelle la fonction
est sous forme re´duite sur chaque cylindre. La proprie´te´ est donc he´re´ditaire. Le principe de
re´currence nous permet de conclure que le the´ore`me est vrai pour tout n ∈ N.
Par ailleurs, dans chaque cas, nous avons de´fini un polyrayon. Comme le nombre de cas est fini,
nous choisissons le plus petit.
Par ailleurs, nous avons obtenu des suites de transformations e´le´mentaires associe´es a` une
de´composition cylindrique sur laquelle. Il est important de noter que toutes ces suites conservent
strictement la verticalite´.
Le the´ore`me de pre´paration simultane´e pour une famille (fi)i∈{1,...,p} se de´montrant a` partir
de la mise sous forme re´duite de la fonction g =
∏p
i=1 fi, nous obtenons une de´composition
cylindrique pour cette fonction et donc pour tous les e´le´ments de la famille. Nous avons ainsi le
the´ore`me :
The´ore`me 4.16 Soit (fi)i∈{1,...,p} une famille finie d’e´le´ments de Cn+1. Il existe un polyrayon
r ∈]0; +∞[n+1 et un recouvrement fini R de Ir tel que, pour toute cellule C ∈ R, il existe une
suite de transformations e´le´mentaires b conservant strictement la verticalite´ de y, une fonction
a de Cn, une famille d’entiers (di)i∈{1,...,p}, trois familles de fonctions (θi)i∈{1,...,p}, (hi)i∈{1,...,p}
et (gi)i∈{1,...,p}, une famille d’unite´s (Ui)i∈{1,...,p} de Cn+1 tels que, pour tout i ∈ {1, ...p} :
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• Soit nous avons :
∀(X, y) ∈ C, fi(X, y) = (y − a ◦ b−1(X))diθi ◦ b−1(X)Ui
(
b−1(X),
y − a ◦ b−1(X)
hi ◦ b−1(X)
)
• Soit nous avons :
∀(X, y) ∈ C, fi(X, y) = (y−a◦b−1(X))diθi◦b−1(X)Ui
(
b−1(X),
y − a ◦ b−1(X)
hi ◦ b−1(X) ,
gi ◦ b−1(X)
y − a ◦ b−1(X)
)
Dans ce cas, le graphe de a est disjoint de C.
4.5.2 Version ge´ome´trique sur un compact
The´ore`me 4.17 Soit f ∈ Cn+1 un germe de´fini sur un compact B. Il existe un recouvrement fini
R de B tel que, pour toute cellule C ∈ R, il existe une suite de transformations e´le´mentaires b
conservant strictement la verticalite´ de y, une fonction a de Cn, un entier d ∈ N , trois fonctions
θ, h et g, une unite´ U de Cn+1 tels que :
• Soit nous avons :
∀(X, y) ∈ C, f(X, y) = (y − a ◦ b−1(X))dθ(◦b−1X)U
(
b−1(X),
y − a ◦ b−1(X)
h ◦ b−1(X)
)
• Soit nous avons :
∀(X, y) ∈ C, f(X, y) = (y−a◦b−1(X))dθi◦b−1(X)U
(
b−1(X),
y − a ◦ b−1(X)
h ◦ b−1(X) ,
g ◦ b−1(X)
y − a ◦ b−1(X)
)
Dans ce cas, le graphe de a est disjoint de C.
Preuve : Soit M0 = (X0, y0) ∈ B. Nous notons X0 = (x0,i)i∈{1,...n} et tM0 = tx1x0,1 ◦ ... ◦ txnx0,n ◦ tyy0
une suite de transformations de Tchirnhausen. Nous de´finissons le germe :
fM0(X, y) = f ◦ tM0(X, y) = f(X +X0, y + y0)
f est de´finie au voisinage de M0, donc f1 est de´finie au voisinage de l’origine. D’apre`s le the´ore`me
4.15, il existe un polyrayon r ∈]0,+∞[n+1 et un recouvrement fini RM0 de Ir tel que, pour toute
cellule, il existe une suite de tranformations e´le´mentaires b, quatre fonctions a, g, h et θ de Cn
et une unite´ U ∈ Cn+1 tels que, pour tout (X, y) ∈ C, nous avons :
fM0(X, y) = (y − a ◦ b−1(X))dθ ◦ b−1(X)U
(
b−1(X),
y − a ◦ b−1(X)
h ◦ b−1(X) ,
g ◦ b−1(X)
y − a ◦ b−1(X)
)
Nous notons CM0 = M0 + Ir. Il s’agit d’un voisinage de M0. De plus, nous avons :
B ⊂
⋃
M0∈B
CM0
Par compacite´ de B, nous pouvons en extraire un recouvrement fini. Il existe donc une famille
finie (Mi)i∈J de point de B telle que :
B ⊂
⋃
i∈J
CMi
⊂
⋃
i∈J
tMi(t
−1
Mi
(CMi))
⊂
⋃
i∈J
tMi
(
Iri
)
⊂
⋃
i∈J
tMi
( ⋃
C∈Ri
C
)
⊂
⋃
i∈J
⋃
C∈Ri
tMi(C)
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Soit (X, y) ∈ B. Il existe un indice i ∈ J et une cellule CRi tels qu’il existe (X, y) ∈ C avec :
(X, y) = tMi(X, y)⇔ (X, y) = t−1Mi(X, y)
Nous obtenons alors :
f(X, y) = fMi(X, y)
= (y − a ◦ b−1(X))dθ ◦ b−1(X)U
(
b−1(X),
y − a ◦ b−1(X)
h ◦ b−1(X) ,
g ◦ b−1(X)
y − a ◦ b−1(X)
)
Nous notons tMi(X, y) = (tMi,1(X), y + yMi). Nous avons alors :
f(X, y) =
(
y − yMi − a ◦ b−1(t−1Mi,1(X))
)d
× θ ◦ b−1(t−1Mi,1(X))
× U
(
b−1(t−1Mi,1(X)X),
y − yMi − a ◦ b−1(t−1Mi,1(X))
h ◦ b−1(t−1Mi,1(X))
,
g ◦ b−1(t−1Mi,1(X))
y − yMi − a ◦ b−1(t−1Mi,1(X))
)
Nous de´finissons la suite de transformations e´le´mentaires b′ et la fonction a′ par :
b′ = tMi,1 ◦ b
a′(X) = yMi + a(X)
Nous obtenons alors :
∀(X, y) ∈ tMi(C), f(X, y) =
(
y − a′ ◦ (b′)−1(X)
)d
θ ◦ (b′)−1(X)
× U
(
(b′)−1(X),
y − a′ ◦ (b′)−1(X)
h ◦ (b′)−1(X) ,
g ◦ (b′)−1(X)
y − a′ ◦ (b′)−1(X)
)
Nous avons la forme annonce´e sur chaque cellule.
De la meˆme manie`re, nous pouvons de´montrer un the´ore`me de pre´paration simultane´e sur
un compact :
The´ore`me 4.18 Soit (fi)i∈{1,...,p} une famille finie d’e´le´ments de Cn+1 de´finis sur un compact
B. Il existe un recouvrement fini R de B tel que, pour toute cellule C ∈ R, il existe une suite de
transformations e´le´mentaires b, une fonction a de Cn, une famille d’entiers (di)i∈{1,...,p}, trois
familles de fonctions (θi)i∈{1,...,p}, (hi)i∈{1,...,p} et (gi)i∈{1,...,p}, une famille d’unite´s (Ui)i∈{1,...,p}
de Cn+1 telles que, pour tout i ∈ {1, ...p} :
• Soit nous avons :
∀(X, y) ∈ C, fi(X, y) = (y − a ◦ b−1(X))diθi ◦ b−1(X)Ui
(
b−1(X),
y − a ◦ b−1(X)
hi ◦ b−1(X)
)
• Soit nous avons :
∀(X, y) ∈ C, fi(X, y) = (y−a◦b−1(X))diθi◦b−1(X)Ui
(
b−1(X),
y − a ◦ b−1(X)
hi ◦ b−1(X) ,
gi ◦ b−1(X)
y − a ◦ b−1(X)
)
Dans ce cas, le graphe de a est disjoint de C.
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4.5.3 Comparaison des diffe´rentes versions
Pour conclure ce chapitre, nous faisons quelques remarques concernant les diffe´rentes versions
du the´ore`me de pre´paration. La forme des fonctions a` laquelle nous aboutissons est proche de
celle obtenue par J.M. Lion et J.P. Rolin dans l’article [26]. En effet, en recourant a` un morphisme
de re´duction ψ =
(
φ1, ..., φs,
(
y−θ
a
) 1
p
,
(
b
y−θ
) 1
p
)
, ils obtiennent un recouvrement fini tel que
sur chaque cylindre la fonction est sous forme re´duite.
N’effectuant pas de ramification sur la variable y, nous ne faisons pas apparaˆıtre les puissances
1
p . En dehors de cette diffe´rence, notre the´ore`me est similaire a` la version ge´ome´trique de J.M.
Lion et J.P. Rolin. Leur de´monstration s’effectuant dans le cadre sous-analytique et utilisant le
the´ore`me de pre´paration de Weierstrass, non prouve´ dans notre cadre quasi-analytique, nous ne
pouvions pas l’utliser.
Pour obtenir une version similaire a` celle obtenue par P. Speisseger et L. Van den Dries dans
l’article [15], il faut raffiner notre recouvrement. Soit C une cellule de notre recouvrement, nous
conside´rons les sous-cellules :
C> =
{
(X, y) ∈ C; y > a(X)
}
C= =
{
(X, y) ∈ C; y = a(X)
}
C< =
{
(X, y) ∈ C; y < a(X)
}
La quantite´ y − a(X) e´tant alors de signe constant sur ces cellules, nous pouvons la remplacer
par sa valeur absolue |y − a(X)|. Par ailleurs, nous de´finissons l’unite´ :
V (X, y) = U
(
b−1(X),
y − a ◦ b−1(X)
hi ◦ b−1(X) ,
gi ◦ b−1(X)
y − a ◦ b−1(X)
)
Nous obtenons sur chaque cellule la fonction sous la forme :
f(X, y) = |y − a(X)|dθ(X)U(X, y)
La difficulte´ que nous pose cette formulation dans la suite de notre travail est de perdre la
nature de terme simple des e´le´ments apparaissant. Cette perte d’information est la re´sultante de
l’utilisation d’arguments de the´orie de mode`les moins constructif que des arguments purement
ge´ome´trique. L’inte´reˆt d’avoir re´e´crit toute la de´monstration du the´ore`me de pre´paration est
donc de faire apparaˆıtre cette nature particulie`re des objets obtenus.
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Chapitre 5
Parame´trisation
Dans ce chapitre, nous allons exposer le sche´ma de de´monstration du re´sultat de ce travail.
Nous nous appuyons sur les conclusions de l’article [32] pour montrer que le graphe d’une fonction
de´finissable peut se parame´triser par des fonctions de l’alge`bre. Cela entraˆıne l’apparition de
nouvelles variables qu’il nous faudra e´liminer, ce qui sera l’objet du chapitre suivant.
5.1 Relation de comparaison sur les fonctions
5.1.1 De´finition
Nous rappelons la de´finition 2.1 de comparaison des fonctions :
De´finition 5.1 Soient f et g deux fonctions de´finies sur un sous-ensemble B de Rn. Nous
de´finissons les relations de comparaison de la manie`re suivante :
1. La fonction f domine la fonction g sur B s’il existe une constante K ∈ R telle que :
∀X ∈ B, |g(X)| ≤ K|f(X)|
On notera g ≺ f .
2. Les fonctions f et g sont e´quivalentes sur B si f domine g et g domine f sur B. Nous
noterons f ∼ g.
5.1.2 Proprie´te´s de la domination
Nous e´nonc¸ons et de´montrons les proprie´te´s de ces relations de comparaison que nous utili-
serons dans la suite :
Proposition 5.1 La relation de domination ve´rifie les proprie´te´s suivantes :
1. Elle est transitive.
2. Si f1 ≺ g1 et f2 ≺ g2, alors f1f2 ≺ g1g2.
En particulier, nous avons :
si f ≺ g et p ∈ N, alors fp ≺ gp.
3. Si f ≺ h et g ≺ h, alors f + g ≺ h.
Preuve : Soient f , g, h trois fonctions de´finies sur un ensemble B ⊂ Rn telles que f ≺ g et
g ≺ h. Alors il existe deux constantes (K,K ′) ∈ R2 telles que :
∀X ∈ B, |f(X)| ≤ K|g(X)| et |g(X)| ≤ K ′|h(X)|
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Nous avons alors :
∀X ∈ B, |f(X)| ≤ KK ′|h(X)|
Autrement dit, nous avons : f ≺ h.
Soient f1, f2, g1 et g2 quatre fonctions de´finies sur un pave´ B telles que f1 ≺ g1 et f2 ≺ g2.
Alors il existe deux constantes (K,K ′) ∈ R2 telles que :
∀X ∈ B, |f1(X)| ≤ K|g1(X)| et |f2(X)| ≤ K ′|g2(X)|
Nous avons alors :
∀X ∈ B, |f1(X)f2(X)| ≤ KK ′|g1(X)g2(X)|
Autrement dit, nous avons : f1f2 ≺ g1g2.
Soient f , g, h trois fonctions de´finies sur un pave´ B telles que f ≺ h et g ≺ h. Alors il existe
deux constantes (K,K ′) ∈ R2 telles que :
∀X ∈ B, |f(X)| ≤ K|h(X)| et |g(X)| ≤ K ′|h(X)|
Nous avons alors :
∀X ∈ B, |f(X) + g(X)| ≤ (K +K ′)|h(X)|
Autrement dit, nous avons : f + g ≺ h.
Lemme 5.2 Soit m =
∏n
i=1 x
ai
i un monoˆme tel que
∏n
i=1 x
ai
i
ya ≺ 1 alors, a` l’aide de ramifications
sur les variables xi, il existe une nouvelle variable xi0 telle que xi0 ≺ y.
Preuve : On commence par poser Xai = xi, pour tout i, ce qui donne :∏n
i=1 x
ai
i
ya
= (
∏n
i=1X
ai
i
y
)a
Puis, on conside`re la plus petite variable xi, autrement dit, soit xi0 telle que, pour tout i, xi0  xi.
Nous avons alors :
x
∑n
i=1 ai
i0
≺ y
Maintenant, nous effectuons la ramification : xi0 = x
∑n
i=1 ai
i0
, d’ou` :
xi0 ≺ y.
5.1.3 Proprie´te´s de l’e´quivalence
Proposition 5.3 La relation d’e´quivalence ve´rifie les proprie´te´s suivantes :
1. Elle est re´flexive et transitive.
2. Si f1 ∼ g1 et f2 ∼ g2, alors f1f2 ∼ g1g2.
3. Si f1 et f2 sont deux fonctions de´finies sur un pave´ B telles que f1 ∼ f2 et si g est une
fonction de´finie sur un pave´ B′ telle que g(B′) ⊂ B, alors f1 ◦ g ∼ f2 ◦ g sur B′.
En particulier, nous avons :
Si f ∼ g et si b est une suite de transformations e´le´mentaires, alors f ◦ b ∼ g ◦ b.
Preuve :
1. Par de´finition de la relation d’e´quivalence, la re´flexivite´ est imme´diate.
Soient f , g et h trois fonctions de´finies sur un pave´ B telles que f ∼ g et g ∼ h. Par
de´finition de la relation, f domine g et g domine h. D’apre`s la transitivite´ de la relation de
domination, nous en de´duisons que f domine h. Comme g domine f et h domine g, nous
avons aussi que h domine f . Nous en concluons que la relation d’e´quivalence est transitive.
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2. Soient f1, f2, g1 et g2 quatres fonctions de´finies sur un pave´ B telles que f1 ∼ g1 et f2 ∼ g2.
Comme, f1 domine g1 et que f2 domine g2, d’apre`s la proposition 5.1, nous en de´duisons
que f1f2 domine g1g2. Nous montrons de meˆme que g1g2 domine f1f2. Nous en concluons
que f1f2 ∼ g1g2.
3. Soient f1 et f2 sont deux fonctions de´finies sur un pave´ B telles que f1 ∼ f2 et si g est une
fonction de´finie sur un pave´ B′ telle que g(B′) ⊂ B. Il existe donc deux re´els (k,K) ∈ R2
tels que :
∀X ∈ B, k|f1(X)| ≤ |f2(X)| ≤ K|f1(X)|
Nous avons donc :
∀X ∈ B′, k|f1(g(X))| ≤ |f2(g(X))| ≤ K|f1(g(X))|
Autrement dit, nous avons f1 ◦ g ∼ f2 ◦ g sur B′.
5.1.4 Interpre´tation ge´ome´trique
Nous donnons une interpre´tation ge´ome´trique en terme de recouvrement cellulaire de l’e´quivalence
avec un monoˆme. Ce lemme nous sera utile dans le dernier chapitre.
Lemme 5.4 Soient (k,K) ∈ (R∗+)2 et m un monoˆme. Nous conside´rons l’ensemble C de´fini
par :
C =
{
(X, y) ∈ Ir; k|m(X)| ≤ |y| ≤ K|m(X)| et y 6= 0
}
Alors il existe un recouvrement fini R de C, tel que, pour toute cellule S ∈ R, il existe un
polyrayon rS ∈]0; +∞[n+1 et λS ∈ R∗ tels que :
S = bm,yλS (IrS )
Preuve : Soit r ∈]0; +∞[n+1 un polyrayon. Nous noterons r = (rX , ry) avec rX ∈]0; +∞[n et
ry ∈ R∗+. Nous remarquons que, sur C, nous avons l’e´quivalence :
m(X) = 0⇔ y = 0
Nous savons donc que m ne s’annule pas sur C. Nous effectuons un premier recouvrement
cellulaire en conside´rant les cellules suivantes :
C1 = {(X, y) ∈ C; y > 0 et m > 0}
C2 = {(X, y) ∈ C; y > 0 et m < 0}
C3 = {(X, y) ∈ C; y < 0 et m < 0}
C4 = {(X, y) ∈ C; y < 0 et m > 0}
Nous distinguons les diffe´rents cas :
• Nous conside´rons le polyrayon r1 = (rX , K−k2 ) et le re´el λ1 = k+K2 .
Soit (X, y) ∈ bm,yλ1 (Ir1). Il existe donc (X, y) ∈ Ir1 tel que (X, y) = b
m,y
λ1
(X, y). Autrement
dit, nous avons : X = X et y = m(X)(λ1 + y). Comme m 6= 0 sur C1, nous avons :
y =
y
m
− λ1
Comme m > 0 sur C1, nous en de´duisons :
−r1 ≤ y ≤ r1 ⇔ k −K
2
≤ y
m
− λ1 ≤ K − k
2
⇔ m
(
k −K
2
+
k +K
2
)
≤ y ≤ m
(
K − k
2
+
k +K
2
)
⇔ km ≤ y ≤ Km
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Nous avons donc bm,yλ1 (Ir1) ⊂ C1.
Soit (X, y) ∈ C1. Comme m 6= 0 sur C1, nous notons X = X et y = ym − λ1. Nous avons
donc :
(X, y) = bm,yλ1 (X, y)
Par ailleurs, nous avons :
km ≤ y ≤ Km⇔ −r1 ≤ y ≤ r1
Nous en concluons que bm,yλ1 (Ir1) = C1.
• Sur C2, nous choisissons r2 = (rX , K−k2 ) et λ2 = −k+K2 .
Soit (X, y) ∈ bm,yλ2 (Ir2). Il existe donc (X, y) ∈ Ir2 tel que (X, y) = b
m,y
λ2
(X, y). Autrement
dit, nous avons : X = X et y = m(X)(λ2 + y). Comme m 6= 0 sur C1, nous avons :
y =
y
m
− λ2
Comme m < 0 sur C2, nous en de´duisons :
−r2 ≤ y ≤ r2 ⇔ k −K
2
≤ y
m
− λ2 ≤ K − k
2
⇔ m
(
k −K
2
− k +K
2
)
≥ y ≥ m
(
K − k
2
− k +K
2
)
⇔ −Km ≥ y ≥ −km
⇔ k|m| ≤ y ≤ K|m|
Nous avons donc bm,yλ (Ir2) ⊂ C2.
Soit (X, y) ∈ C2. Comme m 6= 0 sur C1, nous notons X = X et y = ym − λ2. Nous avons
donc :
(X, y) = bm,yλ2 (X, y)
Par ailleurs, nous avons :
−km ≤ y ≤ −Km⇔ −r2 ≤ y ≤ r2
Nous en concluons que bm,yλ2 (Ir2) = C2.
Les cas suivants sont similaires aux deux cas e´tudie´s ci-dessus, nous donnons simplement
les valeurs du polyrayon et du re´el.
• Sur C3, nous choisissons r3 = r1 et λ3 = λ1.
• Sur C4, nous choisissons r4 = r2 et λ4 = λ2.
Nous avons donc :
C =
⋃
i∈{1,...,4}
Ci =
⋃
i∈{1,...,4}
bm,yλi (Iri)
Nous pouvons conclure a` l’existence de notre de´coupage cellulaire.
5.2 De´finitions et re´sultats pre´liminaires
Les de´finitions et les re´sultats suivants sont issues de l’article [32].
5.2.1 De´finitions
De´finition 5.2 Un ensemble A est appele´ un C-ensemble basique s’il existe (n, k) ∈ N2, r ∈
(R∗+)n et f , g1,...,gk des e´le´ments de Cn,r tels que :
A = {X ∈ Ir; f(x) = 0, g1(x) > 0, ..., gk(X) > 0}
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Une union finie de C-ensemble basique est appele´e un C-ensemble.
Un ensemble A ⊂ Rn est dit C-semianalytique si, pour tout a ∈ Rn, il existe un polyrayon
r ∈]0; +∞[n tel que (A − a) ∩ Ir est un C-ensemble. Si, de plus, nous supposons que A est une
varie´te´, alors A est appele´e une C-semianalytique varie´te´.
De´finition 5.3 Un ensemble M ⊂ Rn est appele´ une C-varie´te´ s’il existe (n, k) ∈ N2 et r ∈
(R∗+)n tels que :
1. M est un C-ensemble basique contenu dans Ir ;
2. Il existe f1, ..., fk des e´le´ments de Cn,r tels que M est une sous-varie´te´ de Ir de dimension
n − k sur laquelle les fonctions f1, ..., fk sont identiquement nulles, et, pour tout z ∈ M ,
les gradients ∇f1(z), ...,∇fk(z) sont line´airement inde´pendants.
Soit, maintenant, deux entiers m ≤ n, nous notons Πm : Rn → Rm la projection sur les m-
premie`res variables. Si on conside`re une injection λ : {1, ...,m} → {1, ..., n}, nous notons Πnλ
l’application de´finie par :
∀(x1, ..., xn) ∈ Rn,Πnλ(x1, ..., xn) = (xλ(1), ..., xλ(m))
Soit n ∈ N, r ∈ (R∗+)n, f = (f1, ..., fp) ∈ Cpn,r et S ⊂ Ir. On conside`re une condition de signe
σ ∈ {−1; 0; 1}p. On note alors :
BS(f, σ) = {X ∈ S; sgn(f1(X)) = σ1, ..., sgn(fp(X)) = σp}
De´finition 5.4 Soit r ∈ (R+∗)n. Un ensemble M ⊂ Ir est dit C-trivial s’il ve´rifie l’une des
conditions suivantes :
1. Il existe une condition de signe σ ∈ {−1; 0; 1}p telle que M = BIr((x1, ..., xn), σ) ;
2. Il existe une permutation λ de {1, ..., n}, un ensemble C-trivial N ⊂ Is et g ∈ Cn−1,s avec
s = (rλ(1), ..., rλ(n−1)) tels que g(Is) ⊂]− rλ(n); rλ(n)[ et Πλ(M) = gr(g|N ).
Remarque 1: Les ensembles triviaux sont donc soit des quadrants, soit, a` une permutation
des variables pre`s, le graphe d’une fonction de notre alge`bre.
5.2.2 Principaux re´sultats
Lemme 5.5 Soit A ⊂ Rn+1 un ensemble de´finissable, alors A est une union finie de C∞ varie´te´s
de´finissables.
Preuve : ce re´sultat correspond au lemme 5-5 de l’article pre´alablement cite´.
The´ore`me 5.6 Soit A ⊂ Rn un ensemble C-semianalytique borne´ et k ≤ n. Alors il existe des
varie´te´s triviales C-semianalytiques Ni ⊂ Rni avec ni ≥ n et J ∈ N∗ tels que :
Πk(A) = Πk(N1) ∪ ... ∪Πk(NJ)
et pour tout i = 1, ..., J , nous savons que d = dim(Ni) ≤ k et qu’il existe une application
strictement croissante λ : {1, ..., d} → {1, ..., k} telle que l’application Πλ|Ni : Ni → Rd est une
immersion.
Preuve : ce the´ore`me est la proposition 4-7 de l’article [32].
Nous aurons besoin du re´sultat fondamental suivant :
The´ore`me 5.7 La structure RC est o-minimale, mode`le comple`te et polynomialement borne´e.
Preuve : Il s’agit des the´ore`mes 5-2 et 5-4 de l’article [32].
79
5.3 Parame´trisation d’un ensemble de´finissable
A partir d’une fonction de´finissable, notre strate´gie consiste a` revenir aux e´le´ments de Cn
pour pouvoir leur appliquer notre the´ore`me de pre´paration. Pour cela, nous allons parame´trer
tout ensemble de´finissable a` l’aide de fonctions de Cn. En conse´quence, le graphe d’une fonction
de´finissable de Rn+1 admet cette parame´trisation.
5.3.1 De´finition d’une C-parame´trisation
Dans l’article [16], les auteurs comple`tent la notion de dimension par la de´finition suivante :
De´finition 5.5 Soit S un sous-ensemble de Rn. Nous disons que S a une dimension si S est
une union de´nombrable de varie´te´s de classe C1, et, dans ce cas, nous notons :
dim(S) =
{
max{dim(M);M ⊂ S est une C1-varie´te´} si S 6= ∅
−∞ sinon
Nous remarquons que le lemme 5.5 nous permet de conclure que tous les ensembles de´finissables
ont une dimension.
De´finition 5.6 Soit S ⊂ Rn un ensemble de´finissable de la structure RC et p = dim(S). Nous
disons que S admet une C-parame´trisation s’il existe une famille (ai)i=1..n de Cp telle que nous
avons l’e´quivalence suivante :
M(x1, ..., xn) ∈ S ⇔ ∃(λj)j=1..p, ∀i ∈ {1, ..., n}, xi = ai(λ1, ..., λp)
Lemme 5.8 Un ensemble C-trivial admet une C-parame´trisation.
Preuve : Reprenons la de´finition 5.4 d’un ensemble C-trivial. Il s’agit d’un proce´de´ constructif
commenc¸ant par les quadrants. Il existe donc r ∈ (0,∞)n′ tel que :
• La composante N est un quadrant : il existe donc une condition de signe σ ∈ {−1, 0, 1}n′ telle
que N = BIr((x1, ..., xni), σ). On sait que la dimension d’un tel quadrant est e´gale au cardinal de
l’ensemble {i;σi 6= 0}. Or, on a vu que dim N ≤ n, on en conclut qu’il existe i0 ∈ {1, ..., n+ 1}
tel que σi0 = 0. On conside`re l’ensemble :
Jr = (−r1; r1)× ...× (−i0 − 1; i0 − 1)× (−i0 + 1; i0 + 1)× ...× (−rn+1; rn+1)
On va distinguer trois cas pour de´finir nos applications :
– Si i ∈ {1, ..., i0 − 1}, on de´finit l’application ai, pour tout (u1, ..., un) ∈ Jr, par :
Si σi = −1, alors ai(u1, ..., un) = ui si ui < 0 et ai(u1, ..., un) = 0 sinon ;
Si σi = 0, alors ai(u1, ..., un) = 0 ;
Si σi = 1, alors ai(u1, ..., un) = ui si ui > 0 et ai(u1, ..., un) = 0 sinon.
– Si i = i0, alors : ∀(u1, ..., un) ∈ Jr, ai0(u1, ..., un) = 0.
– Si i ∈ {i0 + 1, ..., n+ 1}, on de´finit l’application ai par, pour tout (u1, ..., un) ∈ Jr :
Si σi = −1, alors ai(u1, ..., un) = ui−1 si ui < 0 et ai(u1, ..., un) = 0 sinon ;
Si σi = 0, alors ai(u1, ..., un) = 0 ;
Si σi = 1, alors ai(u1, ..., un) = ui−1 si ui > 0 et ai(u1, ..., un) = 0 sinon.
Comme A = Πn+1(Ni), on obtient :
M = (x1, ..., xn+1) ∈ A⇔ ∃(u1, ..., un) ∈ Jr,∀i ∈ {1, ..., n+ 1}, xi = ai(u1, ..., un)
• La composante N est de la nature pre´cise´e dans la deuxie`me partie de la de´finition : autrement
dit, il existe une permutation λ de {1, ..., n′}, un ensemble C-trivial N ′ inclus dans Is et g ∈
Cn′−1,s avec s = (rλ(1), ..., rλ(n′−1)) tels que g(Is) est inclus dans (−rλ(n′), rλ(n′)) et Πλ(N) =
gr(g|N ). Puisque λ est une permutation, alors Πλ est un diffe´omorphisme. On en de´duit que
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dim(N) = dim gr(g|N ), donc que dim gr(g|N ) ≤ n. Or dim gr(g|N ) ≥ dim N , donc dim N ≤ n.
Pour tout i = 1, ..., n+ 1, on de´finit des applications ai par :
∀(u1, ..., un) ∈ N ′, Si i ∈ {1, ..., n}, alors ai(u1, ..., un) = uiSi i = n+ 1, alors an+1(u1, ..., un) = g(u1, ..., un)
En utilisant la de´finition de Πλ, on obtient alors que :
M = (x1, ..., xn+1) ∈ A⇔ ∃(u1, ..., un) ∈ B, ∀i ∈ {1, ..., n+ 1}, xi = aλ−1(i)(u1, ..., un)
Dans tous les cas, les applications que nous avons construites sont des e´le´ments de Cn.
De´finition 5.7 Soit S un ensemble de´finissable. S admet une C-parame´trisation cellulaire s’il
existe un recouvrement fini R de S tel que toute cellule C ∈ R admet une C-parame´trisation.
5.3.2 Parame´trisation des ensembles de´finissables
Lemme 5.9 Nous conside´rons l’application τ de´finie par :
∀x ∈ R, τ(x) = x√
1 + x2
Elle admet une application re´ciproque et nous avons τ−1 ∈ C1.
Preuve : Nous ve´rifions que τ est un diffe´omorphisme de R sur ]−1; 1[. L’application re´ciproque
est donne´e par :
∀x ∈]− 1; 1[, τ−1(x) = x√
1− x2
En utilisant les propositions 2.11 et 2.12, nous obtenons que τ−1 appartient a` C1.
The´ore`me 5.10 Soit S un ensemble de´finissable de la structure RC. S admet une C-parame´trisation
cellulaire.
Preuve : Soit S un ensemble de´finissable de Rn. Nous avons vu qu’il admet une dimension que
l’on note d ≤ n.
Or nous savons que notre structure est mode`le comple`te, il existe donc un ensemble C-semianalytique
C dans Rn′ avec n ≤ n′ tel que S = Πn(C). Nous notons dim(C) = dC .
Nous conside´rons l’application τn′ de´finie par :
∀(x1, ..., xn′) ∈ Rn′ , τn′(x1, ..., xn′) =
(
τ(x1), ..., τ(xn′)
)
Il s’agit d’un diffe´omorphisme de Rn′ dans (−1; 1)n′ . Nous avons donc que τn′(C) est un C-
semianalytique borne´ de dimension dC .
D’apre`s le the´ore`me 5.6, il existe donc des varie´te´s triviales C-semianalytiques Ni ⊂ Rni avec
ni ≥ n′ pour i = 1, ..., l telles que :
τn′(C) = Πn′(τn′(C)) = Πn′(N1) ∪ ... ∪Πn′(Nd)
De plus, nous savons que Πn′|Ni est une immersion. D’apre`s la de´finition d’une dimension, nous
en de´duisons :
dC = max
{
dim(Ni); i = 1..l
}
Pour tout i ∈ {1, ..., l}, nous notons Ci = Πn′(Ni) et di = dim(Ni). Nous avons un recouvrement
cellulaire de τn′(C) par des projections de varie´te´s triviales. D’apre`s le lemme 5.8, pour tout
i ∈ {1, ..., l}, il existe une famille (ai,j)j=1..ni de Cdi telle que :
M(x1, ..., xni) ∈ Ni ⇔ ∃(λi,j)j=1..di ∈ Rdi ,∀k ∈ {1, ..., ni}, xk = ai,k(λ1, ..., λdi)
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Nous avons :
M ∈ S ⇔ ∃N ∈ C,M = Πn(N)
⇔ ∃P ∈ τn′(C),M = Πn
(
τ−1n′ (P )
)
⇔ ∃i ∈ {1, ..., l}, ∃Pi ∈ Ni,M = Πn
(
τ−1n′ (Πn′(Pi))
)
Pour tout i ∈ {1, ..., l}, nous notons Ci = Πn
(
τ−1n′ (Πn′(Ni))
)
. D’apre`s les e´quivalences pre´ce´dentes,
nous avons un recouvrement fini de S par la famille (Ci)i∈{1,...,l}.
Soit i ∈ {1, ..., l}. L’utilisation de la parame´trisation de Ni nous permet d’e´crire les e´quivalences
suivantes :
M ∈ Ci ⇔ ∃i ∈ {1, ..., l},∃(λi,j)j=1..di ∈ Rdi ,∀k ∈ {1, ..., n′},
M = Πn
(
τ−1n′
(
ai,1(λ1, ..., λdi), ..., ai,n′(λ1, ..., λdi)
))
⇔ ∃i ∈ {1, ..., l},∃(λi,j)j=1..di ∈ Rdi ,∀k ∈ {1, ..., n′},
M = Πn
(
τ−1 ◦ ai,1(λ1, ..., λdi), ..., τ−1 ◦ ai,n′(λ1, ..., λdi)
)
⇔ ∃i ∈ {1, ..., l},∃(λi,j)j=1..di ∈ Rdi ,∀k ∈ {1, ..., n},
M =
(
τ−1 ◦ ai,1(λ1, ..., λdi), ..., τ−1 ◦ ai,n(λ1, ..., λdi)
)
D’apre`s le lemme 5.9, nous remarquons que, pour tout i ∈ {1, ..., l} et pour tout k ∈ {1, ..., n},
le germe τ−1 ◦ai,k apprtient a` Cdi . Nous en concluons que, pour tout i ∈ {1, ..., l}, Ci admet une
C-parame´trisation, et donc S admet une C parame´trisation cellulaire.
Corollaire 5.11 Soit φ une fonction de´finissable, nous notons Γ(φ) = {(X,φ(X);X ∈ Rn−1}
son graphe. Alors il existe un recouvrement fini R de Γ(φ) tel que, pour toute cellule C ∈ R,
il existe une famille (ai)i∈{1,...,n}, des fonctions de Cn−1 et un compact B ∈ Rn−1 tels que nous
ayons :
M(x1, ..., xn) ∈ C ⇔ ∃(u1, ..., un−1) ∈ B,
{ ∀i ∈ {1, ..., n− 1}, xi = ai(u1, ...., un−1)
φ(X) = an(u1, ..., un−1)
Preuve : En remarquant que la dimension de Γ(φ) est e´gale a` n−1, nous appliquons le the´ore`me
5.10 a` Γ(φ) pour justifier ce re´sultat. Par ailleurs, les e´le´ments de l’alge`bre Cn−1 e´tant identi-
quement nuls en dehors d’un pave´, nous pouvons supposer que les parame`tres appartiennent a`
un compact B.
5.4 Notre me´thode de de´monstration
Nous allons de´montrer par re´currence sur le nombre de variables le the´ore`me suivant :
The´ore`me 5.12 Toute application de´finissable est un terme par morceaux.
Preuve : Nous allons commencer par initialiser notre re´currence en de´montrant le re´sultat
suivant :
Lemme 5.13 Soit une fonction de´finissable φ d’une seule variable x ∈ R de´finie sur un en-
semble B. Il existe un recouvrement fini R de B tel que, pour toute cellule C ∈ R, la restriction
de φ a` C soit un terme simple.
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Preuve : Nous notons Γ le graphe de φ. D’apre`s le corollaire 5.11, nous savons qu’il existe un
recouvrement fini R de Γ tel que, pour toute cellule C ∈ R, il existe deux fonctions (a1, a2) ∈
(C1)2 et un intervalle I ⊂ R tels que :
(x, φ(x)) ∈ C ⇔ ∃u ∈ I,
{
x = a1(u)
φ(x) = a2(u)
Nous conside´rons le germe f ∈ C2 de´fini par :
∀(x, u) ∈ B = a1(I)× I, f(x, u) = x− a1(u)
D’apre`s le the´ore`me 4.17 de pre´paration pour les fonctions de l’alge`bre, il existe un recouvrement
finiR1 de B par des ensembles S tel que, pour tout S ∈ R1, il existe une suite de transformations
e´le´mentaires b, un entier d ∈ N, quatre fonctions a, θ, g et h de C1 et une unite´ U2 tels que, nous
ayons :
∀(x, u) ∈ S, f(x, u) = (u− a ◦ b−1(x))dθ ◦ b−1(x)U
(
b−1(x),
u− a ◦ b−1(x)
h ◦ b−1(x) ,
g ◦ b−1(x)
u− a ◦ b−1(x)
)
Nous avons alors :
f(x, u) = 0⇔ u = a ◦ b−1(x) ou θ ◦ b−1(x) = 0
Ce qui donne :
∀x ∈ pi(S), φ(x) = a2(u) = a2(a ◦ b−1(x))
Par composition, nous savons que a1 ◦ a est un e´le´ment de C1, et donc φ = a2 ◦ a ◦ b−1 est un
terme simple.
Notre me´thode de re´solution est base´e sur la re´solution d’e´quations du type a(u1, ..., up) = x
avec a un terme. La re´solution de ces e´quations est l’objet du prochain chapitre. Pour ce faire,
nous faisons un hypothe`se de re´currence : les fonctions de´finissables de N − 1 variables sont des
termes simples par morceaux avec N un entier. Dore´navant, le nombre de variables X sera un
entier n ≤ N − 1.
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Chapitre 6
Re´duction des termes
L’objet de ce chapitre porte sur la re´solution des e´quations de´finies a` l’aide de termes. Pour
ce faire, nous commencerons par transformer nos termes afin de revenir au cas des fonctions de
l’alge`bre. Nous allons proce´der en deux e´tapes. Dans un premier temps, appele´ re´duction des
termes, nous de´montrons que, pour chaque terme, il existe un recouvrement cellulaires de Rn
tel que, sur chaque cellule, le terme s’e´crit comme la compose´e d’une fonction de Cn et d’une
suite de transformations e´le´mentaires inverses. Cela permet, dans un second temps, de revenir
aux fonctions de l’alge`bre en effectuant un changement de variables. Nous montrons ensuite un
the´ore`me de fonction implicite pour nos e´quations.
6.1 Introduction
6.1.1 Description des termes sous forme d’arbre
Les diffe´rentes conditions de stabilite´ de la de´finition 2.16 nous permettent de construire les
termes a` partir des termes simples. Ces derniers sont de´finis comme e´tant la compose´e d’une
fonction de l’alge`bre Cn avec une transformation e´le´mentaire inverse. A partir de ces de´finitions,
il est possible de voir un terme comme un arbre. Chaque noeud de l’arbre se compose d’une des
ope´rations suivantes : racine p-ie`me, addition, multiplication, passage au quotient, composition
a` partir d’une fonction de Cn et les extre´mite´s des branches sont des fonctions de l’alge`bre.
Si nous conside´rons, par exemple, le terme g = f(f1f2 + f3,
3
√
f4 + f5) avec f , f1, f2, f3, f4 et f5
des fonctions de Cn, nous pourrons le repre´senter par l’arbre suivant :
f1 f2
\ f2
+ +
3
√
f4
f5
f
Figure 6.1 – Arbre repre´sentant le terme g
En remarquant que par une mise au meˆme de´nominateur, le terme peut s’e´crire :
g = f(
f1 + f3f2
f2
, 3
√
f4 + f5) = f(
f6
f2
, 3
√
f4 + f5)
en posant f6 = f1 + f3f2. L’arbre devient alors :
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f6 f2
\ +
3
√
f4
f5
f
Figure 6.2 – Arbre repre´sentant le terme g
Cette remarque est importante pour la suite de notre travail. La mise au meˆme de´nominateur
nous permettra de faire pre´ce´der les noeuds correspondants aux divisions d’un noeud de´fini par
une fonction de Cn. Or les fonctions de l’alge`bre sont a` support compact. Dans nos raisonnements,
nous pourrons donc supposer que les quotients sont ne´cessairement borne´s.
Par ailleurs, les feuilles de nos arbres sont a` support compact. Les termes sont donc constants
en dehors d’un compact. Comme nous nous inte´ressons dans ce chapitre a` la re´solution des
e´quations du type g(X, y) = 0, nous pouvons donc supposer que nos variables sont a` l’inte´rieur
d’un pave´ compact.
6.1.2 Enonce´ et strate´gie de re´solution
Dans la suite de ce chapitre, nous allons nous inte´resser a` la re´solution des e´quations de´finies
a` partir des termes. Le but est de montrer un the´ore`me des fonctions implicites.
The´ore`me 6.1 Si g est un terme de n+ 1 variables , alors il existe un recouvrement fini R de
Rn+1 tel que, pour tout S ∈ R, nous avons :
• soit l’e´quation g(X, y) = 0 n’admet pas de solution sur S ;
• soit il existe un terme h tel que, sur S, nous avons l’e´quivalence suivante :
g(X, y) = 0⇔ y = h(X)
Notre strate´gie consiste a` transformer l’e´quation pour revenir a` une e´quation de´finie a` l’aide
d’une fonction de l’alge`bre, le the´ore`me de pre´paration nous permettant alors de conclure a`
l’existence d’une fonction de l’alge`bre solution. Le retour aux variables initiales se faisant par
des transformations e´le´mentaires inverses, nous en concluerons a` l’existence d’un terme solution.
La premie`re e´tape, appele´e re´duction du terme, se fera par re´currence sur la hauteur du
terme en utilisant des transformations e´le´mentaires respectant la verticalite´ de la variable y.
Comme dans le cas du the´ore`me de pre´paration, cette condition de verticalite´ est ne´cessaire
pour exprimer de manie`re inversible la nouvelle variable verticale a` l’aide de la variable initiale.
Il s’agit de revenir a` des termes dits simples dont nous rappelons la de´finition.
De´finition 6.1 Soit g un terme de n variables. Le terme est dit simple s’il existe un germe
f ∈ Cn et une famille (b−1i )i∈{1,...,p} de transformations e´le´mentaires inverses tel que g = f ◦
b−11 ◦ ... ◦ b−1p .
Un terme est dit simple par morceaux sur un ensemble A de Rn s’il existe un recouvrement
cellulaire R fini de A tel que, sur chaque cellule C ∈ R, g soit un terme simple.
Nous montrons que si nous nous plac¸ons sur un cylindre de´fini a` l’aide d’une e´quation, il
existe un recouvrement de ce cylindre de sorte que le terme soit un terme simple par morceaux.
En affinant notre de´coupage, nous avons donc re´duit notre e´tude au cas ou` il existe f ∈ Cn et b
une suite de transformations e´le´mentaires telle que g = f ◦ b−1 sur un cellule C. Nous effectuons
le changement de variables :
∀X ∈ C,X = b(X)
Nous avons alors :
g(X) = g ◦ b(X) = f ◦ b−1 ◦ b(X) = f(X)
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Le changement de variable X = b(X) nous permet donc de re´duire notre proble`me pour
revenir a` l’e´tude des fonctions de Cn.
Il faut remarquer que, pour que le changement de variables soit inversible, il est suffisant
d’affiner notre recouvrement en de´coupant la cellule C en deux cellules : C =
(
C\Div(b)
)
∪(
Div(b) ∩ C
)
. Sur la premie`re sous-cellule, il est possible de revenir aux variables initiales.
Tandis que, sur la seconde, il faut utiliser une hypothe`se de re´currence. Ainsi, l’existence du
diviseur nous oblige a` raisonner par re´currence sur le nombre de variables.
6.2 Etude des fonctions de Cn,r
Soit r ∈]0; +∞[n un polyrayon, nous allons e´tudier les fonctions f ∈ Cn,r. Nous de´montrons
deux re´sultats qui seront utiles pour la suite. Dans un premier temps, nous allons re´soudre une
e´quation du type f(X, y) = 0. Dans un second temps, nous montrons que tout terme est simple
par morceaux sur Rn. Cela nous permet de supposer que, quitte a` affiner notre recouvrement,
les termes sont simples.
6.2.1 Re´solution des e´quations dans Cn+1
Nous de´montrons notre the´ore`me dans le cas particuliers des fonctions de Cn+1.
Proposition 6.2 Soit f est un fonction de Cn+1,r. Il existe un recouvrement fini R de Ir tel
que, pour tout S ∈ R, nous avons :
• soit l’e´quation f(X, y) = 0 n’admet pas de solution sur S ;
• soit il existe un terme a tel que, sur S, nous avons l’e´quivalence suivante :
f(X, y) = 0⇔ y = a(X)
Preuve : D’apre`s le the´ore`me de pre´paration ge´ome´trique 4.17, il existe un recouvrement fini
R de Ir tel que, pour tout S ∈ R, il existe une suite b de transformations e´le´mentaires, un entier
d ∈ N, quatre fonctions a, g, h et θ et une unite´ U tels que :
• Soit nous avons :
∀(X, y) ∈ S, f(X, y) = (y − a ◦ b−1(X))dθ ◦ b−1(X)U(b−1(X), y − a ◦ b
−1(X)
h ◦ b−1(X) )
• Soit nous avons :
∀(X, y) ∈ S, f(X, y) = (y−a◦b−1(X))dθ◦b−1(X)U
(
b−1,
y − a ◦ b−1(X)
h ◦ b−1(X) ,
g(X)
y − a ◦ b−1(X)
)
Et, dans ce cas, le graphe de a est disjoint de S.
Dans le second cas, l’e´quation f(X, y) = 0 n’admet pas de solution selon la variable y dans S.
Nous nous plac¸ons donc dans le premier cas. Il faut de nouveau distinguer les cas selon que le
graphe de a est disjoint ou non de S. S’il est disjoint, l’e´quation n’admet pas de solution sur la
cellule.
Dans le cas ou` le graphe de a intersecte S, nous avons :
f(X, y) = 0⇔ y = a ◦ b−1(X).
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6.3 Re´duction des termes
Nous allons montrer que tout terme est simple par morceaux par une re´currence sur la hau-
teur des termes. C’est pourquoi nous commencerons par justifier la re´duction des termes de
hauteur 1.
Il convient de remarquer que dans cette partie, nous ne nous soucions pas de la verticalite´
d’une des variables. Toutes les transformations e´le´mentaires sont donc permises.
6.3.1 Re´duction d’un terme ultra-simple
Nous donnons la de´finition suivante :
De´finition 6.2 Un terme g de´fini sur un ensemble C est dit ultra-simple sur D si nous avons
l’un des cas suivants :
1. Il existe une fonction f ∈ Cn et s ∈ N∗ tel que : ∀X ∈ C, g(X) = (f(X)) 1s ;
2. Il existe deux fonctions (f1, f2) ∈ C2n tel que : ∀X ∈ C, g(X) = D
(
f1(X), f2(X)
)
=
f1(X)
f2(X)
Soit g un terme. Par de´finition de la hauteur d’un terme, g est un terme de hauteur 1 si et
seulement s’il existe une famille (gi)i∈{1,...,p} de termes ultra-simples etune fonction f ∈ Cp telles
que nous avons :
g = f(g1, ..., gp)
Dans un premier temps, nous allons justifier la re´duction des termes ultra-simples. Puis, nous
de´montrons un the´ore`me de re´duction simultane´e. Cela nous permettra de conclure a` la re´duction
des termes de hauteur 1.
Lemme 6.3 Soit (f1, f2) ∈ Cn,r avec r ∈]0; +∞[n un polyrayon. Nous de´finissons le terme g
par :
∀X ∈ Ir, g(X) = D(f1(X), f2(X)) = f1(X)
f2(X)
Si g est borne´e sur Ir, alors il existe un recouvrement fini R de Ir tel que, pour tout cellule
C ∈ R, il existe un suite de transformations e´le´mentaires et f une fonction de Cn de´finie sur
b(C) telles que :
∀X ∈ C, g(X) = f ◦ b−1(X)
Preuve : D’apre`s le the´ore`me 3.15, il existe un recouvrement fini R tel que, pour toute cellule
C ∈ R, il existe une suite de transformations e´le´mentaires b, deux monoˆmes m1 et m2 et deux
unite´s U1 et U2 de Cn tels que :
∀X ∈ C, g(X) = f1(X)
f2(X)
=
m1 ◦ b−1(X)U1 ◦ b−1(X)
m2 ◦ b−1(X)U2 ◦ b−1(X)
=
m1 ◦ b−1(X)
m2 ◦ b−1(X)U1 ◦ b
−1(X)(U2 ◦ b−1(X))−1
De plus, les monoˆmes sont ordonne´s pour la division. Nous savons donc que l’un d’entre eux
divise l’autre. Or, g est borne´e sur Ir, nous en de´duisons que m2 divise m1. Il existe donc un
monoˆme p tel que :
∀X ∈ C, g(X) = p ◦ b−1(X)U1 ◦ b−1(X)(U2 ◦ b−1(X))−1
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Nous de´finissons la fonction f par :
∀X ∈ b(C), f(X) = p(X)U1(X)(U2(X))−1
D’apre`s la proposition 2.12, nous savons que f est une fonction de Cn. Nous avons :
∀X ∈ C, g(X) = f ◦ b−1
g est un terme simple sur chaque cellule.
Lemme 6.4 Soient s ∈ N∗ et f ∈ Cn,r avec r ∈]0; +∞[n un polyrayon. Nous conside´rons la
fonction g de´finie sur un ensemble D par :
∀X ∈ D, g(X) = (f(X)) 1s
Il existe un recouvrement fini R de D tel que, pour toute cellule C ∈ D, il existe une suite de
transformations e´le´mentaires b, une fonction f de´finie sur b(D) telles que :
∀X ∈ C, g(X) = f ◦ b−1(X)
Preuve : En utilisant le the´ore`me 3.14, nous normalisons la fonction f . Il existe donc un
recouvrement fini R de D tel que, pour tout cellule C ∈ R, il existe une suite de transformations
e´le´mentaires b, un monoˆme m et une unite´ U dans Cn avec :
∀X ∈ C, g(X) = (f ◦ b−1(X)) 1s =
(
m ◦ b−1(X)× U ◦ b−1(X)
) 1
s
Nous notons S = b−1(C) et nous de´finissons la fonction g1 par :
∀X ∈ S, g1(X) = g ◦ b(X)
Nous avons alors :
∀X ∈ S, g1(X) =
(
m(X)U(X)
) 1
s
Nous de´finissons les ensembles :
Σ = {σ;σ ∈ {−1, 0, 1}n} et Bσ,r =
{
X ∈ Ir; ∀i ∈ {1, ..., n}, sgn(xi) = σi
}
Un e´le´ment de Σ est appele´ une condition de signe. Nous effectuons le de´coupage cellulaire :
S =
⋃
σ∈Σ
(S ∩Bσ,r) =
⋃
σ∈Σ
Sσ
Soit σ ∈ Σ. Nous conside´rons la suite de transformations e´le´mentaires r = ∏ni=1 rσi,si . Nous
remarquons que r admet une application re´ciproque r−1 =
∏n
i=1 r
σi,
1
s
i et nous notons S1 =
r−1(Sσ). Nous de´finissons la fonction g2 par :
∀X ∈ S1, g2(X) = g1(xs1, ..., xsn)
Nous avons alors :
∀X ∈ S1, g2(X) = m(X)
(
U(xs1, ..., x
s
n)
) 1
s
Nous de´finissons la fonction V par :
∀X ∈ S1, V (X) =
(
U(xs1, ..., x
s
n)
) 1
s
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Comme U est une unite´ sur S, la fonction (x1, ..., xn) 7→ U(xs1, ..., xsn) est une unite´ sur S1.
D’apre`s la proposition 2.11, nous en de´duisons que V est une unite´.
Nous remarquons alors :
D =
⋃
C∈R
C
=
⋃
C∈R
b(S)
=
⋃
C∈R
b(S)
=
⋃
C∈R
b
( ⋃
σ∈Σ
Sσ
)
=
⋃
C∈R
⋃
σ∈Σ
b ◦ r(S1)
Nous avons donc obtenu un recouvrement cellulaire fini de D. De plus, nous avons :
∀X ∈ D,∃X ∈ S1, X = b ◦ r(X)
Nous notons b′ = b ◦ r. Nous avons :
g(X) = g ◦ b′ ◦ (b′)−1(X)
= g ◦ b′(X)
= g2(X)
= m(X)V (X)
Nous de´finissons la fonction f par :
∀X ∈ b′(S1), f(X) = m(X)V (X)
Nous obtenons :
∀X ∈ S1, g(X) = f ◦ (b′)−1(X)
La restriction du terme sur une cellule est donc un terme simple.
6.3.2 Re´duction simultane´e des termes ultra-simples
Proposition 6.5 Soit (gi)i∈{1,...,p} une famille de termes ultra-simples de´finis et borne´s sur un
ensemble D. Il existe un recouvrement fini R de D tel que, pour toute cellule C ∈ R, il existe une
suite de transformations e´le´mentaires b et une famille de fonctions (fi)i∈{1,...,p} de Cn de´finies
sur C telles que :
∀X ∈ C, gi(X) = fi ◦ b−1(X)
Preuve : On montre cette proprie´te´ par re´currence sur p ∈ N∗.
Initialisation : pour p = 1, nous conside´rons un terme g ultra-simple. Nous pouvons
conclure en utilisant les lemmes 6.3 et 6.4. La proprie´te´ est donc vraie au rang 1.
He´re´dite´ : Nous supposons que la proprie´te´ est vraie pour un certain p ∈ N∗. Nous
conside´rons alors g1, ..., gp+1 des termes ultra-simples en n variables de´finis sur un ensemble D.
D’apre`s l’hypothe`se de re´currence, nous savons qu’il existe un recouvrement fini R de D tel que,
pour toute cellule C ∈ R, il existe une suite de transformations e´le´mentaires b et f1, ..., fp ∈ Cn
des fonctions telles que :
∀i ∈ {1, ..., p},∀X ∈ C, gi(X) = fi ◦ b−1
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Nous de´finissons la fonction h par :
∀X ∈ S = b−1(C), h(X) = gp+1 ◦ b(X)
Or b est une suite de transformations e´le´mentaires, donc h est un terme ultra-simple. Il existe
donc un recouvrement fini S de S tel que, pour toute cellule C1 ∈ S, il existe une fonction
fp+1 ∈ Cn et une suite de transformations e´le´mentaires b1 telles que :
∀X ∈ C1, h(X) = fp+1 ◦ b−11 (X)
Nous avons alors :
D =
⋃
C∈R
C =
⋃
C∈R
b(S) =
⋃
C∈R
b
( ⋃
C1∈S
C1
)
=
⋃
C∈R
⋃
C1∈S
b(C1)
Nous avons re´alise´ un recouvrement fini de D. Nous avons :
∀X ∈ C,∃X ∈ C1, X = b(X)
Nous notons b′ = b ◦ b1. Il s’agit d’une suite de transformations e´le´mentaires. Nous avons alors :
∀X ∈ D, gp+1(X) = gp+1 ◦ b(X) = fp+1 ◦ b−11 (X) = fp+1 ◦ (b′)−1(X)
Par ailleurs, pour tout i ∈ {1, ..., p}, nous avons :
∀X ∈ D, gi(X) = gi ◦ b(X) = fi(X) = fi ◦ b−1(X) = fi ◦ b1 ◦ b−11 ◦ b−1(X) = fi ◦ b1 ◦ (b′)−1(X)
Nous notons fi,1 = f ◦ b1. Nous remarquons que fi,1 est un e´le´ment de Cn. Nous avons donc
obtenu un recouvrement de D tel que, sur chaque cellule, les termes de la famille sont de la
forme voulue. La proprie´te´ est donc vraie au rang p+ 1.
Conclusion : d’apre`s le principe de re´currence, la proprie´te´ est vraie pour tout p ∈ N∗.
6.3.3 Re´duction d’un terme
Proposition 6.6 Soit g un terme de´fini sur Rn. Il existe un recouvrement cellulaire fini R de
Rn tel que, sur chaque cellule C ∈ R, g est un terme simple. Autrement dit, il existe une fonction
f ∈ Cn,r et b une suite de transformations e´le´mentaires telles que :
∀X ∈ C, g(X) = f ◦ b−1(X)
Preuve : Nous effectuons une re´currence sur la hauteur h des termes.
Initialisation : Soit g est un terme de hauteur nulle. Par de´finition, il s’agit donc d’une
fonction Cn. Le re´sultat est donc vrai au rang 0.
He´re´dite´ : nous supposons que tout terme de hauteur h est simple par morceaux. Nous
conside´rons un terme g de hauteur h+ 1. Par de´finition de la hauteur d’un terme, il existe g′ un
terme de hauteur h et une famille (gi)i∈{1,...,p} de termes ultra-simples tels que :
∀X ∈ Rn, g(X) = g′(g1(X), ..., gp(X))
Nous appliquons la proposition 6.5 a` la famille (gi)i∈{1,...,p}. Il existe un recouvrement cellu-
laire fini R de Rn tel que, pour toute cellule C ∈ R, il existe b une suite de transformations
e´le´mentaires et une famille (fi)i∈{1,...,p} de Cn telles que :
∀i ∈ {1, ..., p},∀X ∈ C, gi(X) = fi ◦ b−1(X)
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Nous notons S = b−1(C) et nous de´finissons le terme g par :
∀X ∈ S, g(X) = g ◦ b(X) = g′(f1(X), ..., fp(X))
Le terme g est de hauteur au plus h. Nous lui appliquons l’hypothe`se de re´currence. Il existe un
recouvrement fini S de S tel que, pour toute cellule C1 ∈ S, il existe une suite de transformations
e´le´mentaires b1 et une fonction f1 de Cn telles que :
∀X ∈ C1, g(X) = f1 ◦ b−11 (X)
Nous avons alors :
Rn =
⋃
C∈R
C =
⋃
C∈R
b(S) =
⋃
C∈R
⋃
C1∈S
b(C1)
Nous avons construit un recouvrement fini de Rn. De plus, nous avons :
∀X ∈ Rn,∃C ∈ R,∃C1 ∈ S,∃X ∈ C1, X = b(X)
Nous obtenons alors :
g(X) = g ◦ b(X) = g(X) = f1 ◦ b−11 (X) = f1 ◦ b−11 ◦ b−1(X)
Le terme est donc simple par morceaux. La proprie´te´ est vraie au rang h+ 1.
Conclusion : D’apre`s le principe de re´currence, la proposition est vraie pour tous les termes
de n variables.
Remarque 1: Les ope´rations que nous effectuons consistent a` re´aliser un changement de
variables. Si nous conside´rons le terme de´fini par :
g(x1, x2) = 2
√
x1 3
√
x2f(x1, x2)
Nous notons x1 = 2
√
x1 et x2 = 3
√
x2 ce qui donne :
g(x1, x2) = x1x2f(x
2
1, x
3
2)
6.3.4 Re´duction simultane´e d’une famille de termes
Nous obtenons la re´duction d’une famille de termes :
The´ore`me 6.7 Soit (gi)i∈{1,...,p} une famille de termes de´finis sur un ensemble D. Il existe un
recouvrement fini R de D tel que, pour toute cellule C ∈ R, il existe une suite de transformations
e´le´mentaires b et une famille de fonctions (fi)i∈{1,...,p} de Cn de´finies sur C telles que :
∀X ∈ C, gi(X) = fi ◦ b−1(X)
Preuve : La preuve de la proposition 6.5 peut eˆtre reproduite ici sans modification.
6.4 Equivalence avec un monoˆme a` proximite´ d’une racine
Pour re´soudre les e´quations de´finies a` l’aide des termes, nous allons re´duire ces e´quations
en revenant aux fonctions de l’alge`bre. Or, dans nos termes, des quotients du type xy ou des
racines sont apparus. Pour les faire disparaˆıtre, nous allons justifier qu’a` proximite´ de la racine,
la variable y est proche d’un monoˆme des autres variables, en fait de la partie principale de la
solution. Nous utiliserons le the´ore`me de pre´paration de Speisseger-Van den Dries [15].
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6.4.1 The´ore`me de Speisseger-Van den Dries
Nous rappelons le the´ore`me de pre´paration des fonctions de´finissables dans une structure
o-minimale polynomialement borne´e duˆ a` P. Speisseger et L. Van den Dries :
The´ore`me : Soient S une structure o-minimale polynomialement borne´e et f1, ..., fl : Rn+1 → R
des e´le´ments de S. Alors il existe un recouvrement fini C de Rn+1 par des ensembles appartenant
a` S, et pour chaque C ∈ C, il existe des exposants λ1, ..., λl ∈ Λ et des fonctions θ, a1, ..., al :
Rn → R et U1, ..., Ul : Rn+1 → R, toutes dans S, tels que le graphe de θ est disjoint de S et,
pour tout i = 1, ..., l et pour tout (X, y) ∈ C, nous ayons :
fi(X, y) = |y − θ(X)|λiai(X)Ui(X, y) et |Ui(X, y)− 1| ≤ 1
2
Preuve : La preuve se trouve dans l’article [15]. Par ailleurs, il faut remarquer que les ine´galite´s
|Ui(X, y)− 1| ≤ 12 signifient que les fonctions U1, ..., Ul sont des unite´s.
Λ est un sous-corps de R, appele´ le corps des exposants de la structure. Il s’agit de l’ensemble
des re´els λ tels que la fonction x 7→ xλ est de´finissable. Or, d’apre`s le the´ore`me 5-4 de l’article
[32], nous savons que Λ = Q. Nous pouvons donc pre´ciser le the´ore`me pre´ce´dent pour obtenir :
The´ore`me 6.8 Soient S une structure o-minimale polynomialement borne´e et f1, ..., fl : Rn+1 →
R des e´le´ments de S. Alors il existe un recouvrement fini C de Rn+1 par des ensembles appar-
tenant a` S, et pour chaque C ∈ C, il existe des exposants λ1, ..., λl ∈ Q et des fonctions θ,
a1, ..., al : Rn → R et U1, ..., Ul : Rn+1 → R, toutes dans S, tels que le graphe de θ est disjoint
de S et, pour tout i = 1, ..., l et pour tout (X, y) ∈ C, nous ayons :
fi(X, y) = |y − θ(X)|λiai(X)Ui(X, y) et |Ui(X, y)− 1| ≤ 1
2
6.4.2 Monomialisation des fonctions de´finissables borne´es
Lemme 6.9 Soit (f1, f2) ∈ C2n,r avec r ∈]0,+∞[n un polyrayon. Nous de´finissons la fonction φ
par :
∀X ∈ Ir, φ(X) = D
(
f1(X), f2(X)
)
=
f1(X)
f2(X)
Si la fonction φ est borne´e sur Ir, alors il existe un recouvrement fini R de Ir tel que, pour tout
C ∈ R, il existe b une suite de transformations e´le´mentaires, un monoˆme p et une unite´ U tels
que :
∀X ∈ C, φ(X) = p ◦ b−1(X)U ◦ b−1(X)
Preuve : Nous conside´rons φ une fonction de n variables telle qu’il existe (f1, f2) ∈ Cn,r avec :
∀X ∈ Ir, φ(X) = f1(X)
f2(X)
D’apre`s le the´ore`me de normalisation simultane´e 3.15, il existe un recouvrement fini R de Ir
tel que, pour tout C ∈ R, il existe une suite de transformations e´le´mentaires b, deux monoˆmes
m1 et m2 ordonne´s pour la division et deux unite´s U1 et U2 tels que :
∀i ∈ {1, 2}, ∀X ∈ C, fi(X) = mi ◦ b−1(X)Ui ◦ b−1(X)
Comme les monoˆmes sont ordonne´s pour la division et que φ est borne´e sur C, nous en
de´duisons qu’il existe un monoˆme p tel que : bm1 = pbm2.
Nous avons alors :
∀X ∈ C, φ(X) = m1 ◦ b
−1(X)U1 ◦ b−1(X)
m1 ◦ b−1(X)U1 ◦ b−1(X)
= p ◦ b−1(X)U1 ◦ b−1(X)U−12 ◦ b−1(X)
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Nous de´finissons les fonction V = U1U
−1
2 . D’apre`s la proposition 2.12, V est une unite´ de Cn.
Nous avons :
∀X ∈ C, φ(X) = p ◦ b−1(X)V ◦ b−1(X)
Sur chaque cellule, la fonction φ est un terme simple de la forme annonce´e.
Ce lemme nous sert a` de´montrer la proposition suivante :
Proposition 6.10 Soit φ une fonction de´finissable de Rn avec φ ≺ 1. Alors il existe un recou-
vrement fini R de Rn tel que, sur chaque cellule C de R, il existe p un monoˆme, b une suite de
transformations e´le´mentaires et U une unite´ tels que :
∀X ∈ C, φ(X) = p ◦ b−1(X)U ◦ b−1(X)
Preuve : Nous effectuons une re´currence sur le nombre n de variables.
Initialisation : Nous conside´rons une fonction φ d’une seule variable. Dans le lemme 5.13,
nous avons montre´ qu’il existe un recouvrement fini R de R tel que, pour toute cellule C ∈ R,
il existe une suite de transformations e´le´mentaires b et une fonction f ∈ C1 telles que :
∀x ∈ C, φ(x) = f ◦ b−1(x)
D’apre`s la proposition 3.1, il existe un re´el r ∈]0; +∞[, un entier p ∈ N et une unite´ U dans C1
tels que :
∀x ∈]− r; r[, f(x) = xpU(x)
Nous avons donc :
∀x ∈ C, φ(x) = (b−1(X))pU ◦ b−1(X)
Cela signifie que la proprie´te´ est vraie au rang 1.
He´re´dite´ : Nous supposons que la proposition est vraie pour toute fonction de´finissable
de´finie sur Rn−1. Soit φ une fonction de´finissable de Rn dans R. D’apre`s le the´ore`me de Speisseger-
Van den Dries, il existe un recouvrement R de Rn tel que, pour tout C de R, il existe λ ∈ Q,
deux fonctions de´finissables a et θ de Rn−1 et une unite´ U de´finissable dans Rn telles que :
∀X ∈ C, φ(X) = (xn − θ(X ′))λa(X ′)U(X)
Nous conside´rons la fonction ψ de´finie sur S = txn−a(C) par :
∀X ∈ S, ψ(X) = φ(X ′, xn + θ(X ′))
Nous avons alors :
∀X ∈ S, ψ(X) = xλna(X ′)U(X ′, xn + θ(X ′))
Nous de´finissons la fonction U1 par :
∀X ∈ S, U1(X) = U(X ′, xn + θ(X ′))
Il s’agit d’une unite´.
Par ailleurs, d’apre`s l’hypothe´se lie´e au the´ore`me 5.12, comme la fonction a admet au plus
n − 1 ≤ N − 1 variables, il existe un recouvrement fini R1 de S tel que, pour toute cellule
C1 ∈ R1, il existe une suite de transformations e´le´mentaires b1, une fonction a1 ∈ Cn−1 telles
que :
∀X ′ ∈ C, a(X ′) = a1 ◦ b−11 (X ′)
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Nous notons S1 = b
−1
1 (C1) et nous de´finissons la fonction φ1 par :
∀X ∈ S1, φ1(X) = ψ ◦ b1(X) = xλna1(X ′)V (X)
Avec V (X) = U1 ◦ b1(X), nous remarquons que V est une unite´.
Nous notons λ = pq avec p ∈ Z et q ∈ N∗. Nous affinons notre de´coupage cellulaire en conside´rant
les cellules suivantes :
S+1 = {X ∈ S;xn > 0}
S−1 = {X ∈ S;xn < 0}
S01 = {X ∈ S;xn = 0}
Nous distinguons donc les cas :
• Sur S01 , la fonction φ est une fonction de n−1 variables, nous pouvons conclure en utilisant
l’hypothe`se de re´currence. Il existe donc un recouvrement fini, note´ R=3 de S01 tel que, pour
toute cellule C=3 ∈ R=3 , il existe une suite de transformations e´le´mentaires b3, un monoˆme
p et une unite´ U3 tels que :
∀X ∈ C=3 , φ1(X) = p ◦ b−13 (X)U−13 (X)
• Sur S+1 , nous de´finissons la fonction φ2 par :
∀X ∈ S2 = r
+, 1
q
n (S
+
1 ), φ2(X) = φ1 ◦ r+,qn (X) = xpna1(X ′)V ◦ r+,qn (X)
Selon le signe de p, nous distinguons les cas :
– Soit p est positif. Nous de´finissons les fonctions suivantes :
∀X ∈ r+,
1
q
n (S
+), f1(X) = x
p
na1(X
′) et f2(X) = 1
Comme ce sont des fonctions de Cn, nous pouvons appliquer le lemme 6.9. Il existe donc
un recouvrement R2 fini de r
+, 1
q
n (S+) tel que, pour tout C2 ∈ R2, il existe p un monoˆme,
b2 une suite de transformations e´le´mentaires et U2 une unite´ tels que :
∀X ∈ C2, f1(X) = p ◦ b−12 (X)U2 ◦ b−12 (X)
Nous en de´duisons que :
∀X ∈ C2, φ2(X) = p ◦ b−12 (X)U2 ◦ b−12 (X)V ◦ r+,qn (X)
Nous avons alors :
S+1 = r
+,q
n
(
r
+, 1
q
n (S
+
1 )
)
= r+,qn
( ⋃
C2∈R2
C2
)
=
⋃
C2∈R2
r+,qn (C2)
Donc, il existe un recouvrement fini de S+1 . Nous en de´duisons que, pour tout X ∈ S+1 ,
il existe C2 ∈ R2 et X ∈ C2 tels que :
X = r+,qn (X)⇔ X = (r+,qn )−1(X)
Nous avons alors :
φ1(X) = φ1 ◦ r+,qn (r
+, 1
q
n (X))
= φ2(X)
= p ◦ b−12 (X)U2 ◦ b−12 (X)V ◦ r+,qn (X)
= p ◦ b−12 ◦ r
+, 1
q
n (X)U2 ◦ b−12 ◦ r
+, 1
q
n (X)V (X)
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Nous de´finissons la fonction U3 par :
∀X ∈ S+1 , U3(X) = U2(X)V ◦ r+,qn ◦ b2(X)
Il s’agit d’une unite´. Si nous notons b3 = r
+,q
n ◦ b, il s’agit d’une suite de transformations
e´lm´eentaires et nous avons :
φ1(X) = p ◦ b−13 (X)U3 ◦ b−13 (X)
– Soit p est ne´gatif. Nous de´finissons les fonctions suivantes : :
∀X ∈ r+,
1
q
n (S
+
1 ), f1(X) = a1(X
′) et f2(X) = x−pn
Il s’agit de deux fonctions de Cn, nous pouvons appliquer le lemme 6.9. Il existe donc un
recouvrement R2 fini de r
+, 1
q
n (S
+
1 ) tel que, pour tout C2 ∈ R2, il existe p un monoˆme,
b2 une suite de transformations e´le´mentaires et U2 une unite´ tels que :
∀X ∈ C2, φ2(X) = p ◦ b−12 (X)U2 ◦ b−12 (X)V ◦ r+qn (X)
Par ailleurs, nous avons :
S+1 = r
+,q
n
(
r
+, 1
q
n (S
+
1 )
)
= r+,qn
( ⋃
C2∈R2
C2
)
=
⋃
C2∈R2
r+,qn (C2)
Nous avons donc construit un recouvrement fini de S+1 . Nous en de´duisons que, pour
tout X ∈ S+1 , il existe C2 ∈ R2 et X ∈ C2 tels que :
X = r+,qn (X)⇔ X = (r+,qn )−1(X)
Nous avons alors :
φ1(X) = p ◦ b−12 ◦ r
+, 1
q
n (X)U2 ◦ b−12 ◦ r
+, 1
q
n (X)V (X)
Nous de´finissons la fonction U3 par :
∀X ∈ S+1 , U3(X) = U2(X)V ◦ r+,qn ◦ b2(X)
Il s’agit d’une unite´. Si nous notons b3 = r
+,q
n ◦ b, il s’agit d’une suite de transformations
e´le´mentaires et nous avons :
φ1(X) = p ◦ b−13 (X)U3 ◦ b−13 (X)
Dans tous les cas, nous avons construit un recouvrement fini, note´ R+3 , de S+1 tel que,
pour toute cellule C+3 ∈ R+3 , il existe b3 une suite de transformations e´le´mentaires, p un
monoˆme et U3 une unite´ tels que :
∀X ∈ C+3 , φ1(X) = p ◦ b−13 (X)U3 ◦ b−13 (X)
• Sur S−1 , nous de´finissons la fonction φ2 par :
∀X ∈ r−,
1
q
n (S
−
1 ), φ2(X) = φ1 ◦ r−,qn (X) = xpna1(X ′)V ◦ r−,qn (X)
Selon le signe de p, nous avons :
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– Soit p est positif. Nous de´finissons les fonctions suivantes :
∀X ∈ r−,
1
q
n (S
+
1 ), f1(X) = x
p
na1(X
′) et f2(X) = 1
Ces sont des e´le´ments de Cn. Nous pouvons appliquer le lemme 6.9. Il existe donc un
recouvrement R2 fini de r
−, 1
q
n (S
−
1 ) tel que, pour tout C2 ∈ R2, il existe p un monoˆme,
b2 une suite de transformations e´le´mentaires et U2 une unite´ tels que :
∀X ∈ C2, φ2(X) = p ◦ b−12 (X)U2 ◦ b−12 (X)V ◦ r−,qn (X)
Par ailleurs, nous avons :
S−1 = r
−,q
n
(
r
−, 1
q
n (S
−
1 )
)
= r−,qn
( ⋃
C2∈R2
C2
)
=
⋃
C2∈R2
r−,qn (C2)
Nous avons donc construit un recouvrement fini de S−1 . Pour tout X ∈ S−1 , il existe
donc C2 ∈ R2 et X ∈ C2 tel que :
X = r−,qn (X)⇔ X = (r−,qn )−1(X)
Nous avons alors :
φ1(X) = p ◦ b−12 ◦ r
−, 1
q
n (X)U2 ◦ b−12 ◦ r
−, 1
q
n (X)V (X)
Nous de´finissons la fonction U3 par :
∀X ∈ S+1 , U3(X) = U2(X)V ◦ r−,qn ◦ b2(X)
Il s’agit d’une unite´. Si nous notons b3 = r
+,q
n ◦ b, il s’agit d’une suite de transformations
e´lm´eentaires et nous avons :
φ1(X) = p ◦ b−13 (X)U3 ◦ b−13 (X)
– Soit p est ne´gatif, Nous de´finissons les fonctions suivantes :
∀X ∈ r−,
1
q
n (S
+
1 ), f1(X) = a1(X
′) et f2(X) = x−pn
Ces sont des e´le´ments de Cn. Nous pouvons appliquer le lemme 6.9. Il existe donc un
recouvrement R2 fini de r
−, 1
q
n (S
−
1 ) tel que, pour tout C2 ∈ R2, il existe p un monoˆme,
b2 une suite de transformations e´le´mentaires et U2 une unite´ tels que :
∀X ∈ C2, φ2(X) = p ◦ b−12 (X)U2 ◦ b−12 (X)V ◦ r−,qn (X)
Par ailleurs, nous avons :
S−1 = r
−,q
n
(
r
−, 1
q
n (S
−
1 )
)
= r−,qn
( ⋃
C2∈R2
C2
)
=
⋃
C2∈R2
r−,qn (C2)
Nous avons donc construit un recouvrement fini de S−1 . Pour tout X ∈ S−1 , il existe
donc C2 ∈ R2 et X ∈ C2 tel que :
X = r−,qn (X)⇔ X = (r−,qn )−1(X)
Nous avons alors :
φ1(X) = p ◦ b−12 ◦ r
−, 1
q
n (X)U2 ◦ b−12 ◦ r
−, 1
q
n (X)V (X)
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Nous de´finissons la fonction U3 par :
∀X ∈ S+1 , U3(X) = U2(X)V ◦ r−,qn ◦ b2(X)
Il s’agit d’une unite´. Si nous notons b3 = r
+,q
n ◦ b, il s’agit d’une suite de transformations
e´le´mentaires et nous avons :
φ1(X) = p ◦ b−13 (X)U3 ◦ b−13 (X)
Dans les deux cas, nous avons construit un recouvrement fini, note´ R−3 , de S−1 tel que,
pour toute cellule C−3 ∈ R−3 , il existe b3 une suite de transformations e´le´mentaires, p un
monoˆme et U3 une unite´ tels que :
∀X ∈ C−3 , φ1(X) = p ◦ b−13 (X)U3 ◦ b−13 (X)
A l’aide des diffe´rents recouvrements, nous allons construire un recouvrement de Rn. En
effet, nous avons :
Rn =
⋃
C∈R
C
=
⋃
C∈R
txna
(
txn−a(C)
)
=
⋃
C∈R
txna (S)
=
⋃
C∈R
txna
(
b1(b
−1
1 (S))
)
=
⋃
C∈R
txna
(
b1(S1)
)
=
⋃
C∈R
txna
(
b1(S
+
1 ∪ S=1 ∪ S−1 )
)
=
⋃
C∈R
txna
(
b1
( ⋃
C+3 ∈R+3
C+3 ∪
⋃
C=3 ∈R=3
C=3 ∪
⋃
C−3 ∈R−3
C−3
))
=
⋃
C∈R
( ⋃
C+3 ∈R+3
txna ◦ b1(C+3 )
⋃ ⋃
C=3 ∈R=3
txna ◦ b1(C=3 )
⋃ ⋃
C−3 ∈R−3
txna ◦ b1(C−3 )
)
Nous notons Q ce recouvrement.
Soit X ∈ Rn. Il existe donc C ∈ R+3 ∪R=3 ∪R−3 et X ∈ C tel que :
X = txna ◦ b1(X)⇔ X = b−11 ◦ (txna )−1(X)
Nous obtenons alors :
φ(X) = φ ◦ txna ◦ b1(X) = φ1(X)
Or, nous savons que, pour tout C ∈ R+3 ∪ R=3 ∪ R−3 , il existe p un monoˆme, b3 une suite de
transformations e´le´mentaires et U3 une unite´ tels que :
∀X ∈ C, φ1(X) = p ◦ b−13 (X)U3 ◦ b−13 (X)
Nous de´finissons la suite de transformations e´le´mentaires b = txna ◦ b1 ◦ 3. Nous obtenons :
φ(X) = p ◦ b−1(X)U3 ◦ b−1(X)
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La proposition est donc vraie au rang n.
Conclusion : d’apre`s le principe de re´currence, la proposition est vraie pour toute fonction
de´finissable borne´e.
Ce re´sultat va permettre de de´montrer le re´sultat suivant :
Proposition 6.11 Soit φ une fonction de´finissable de n + 1 variables, nous conside´rons l’en-
semble Z(φ) de´fini par :
Z(φ) =
{
(X, y) ∈ Rn+1;φ(X, y) = 0
}
Alors, il existe un recouvrement cellulaire de Z(φ) tel que, sur chaque cellule, il existe un monoˆme
p de Rn[X] et une suite b de transformations e´le´mentaires tels que y est e´quivalent a` p ◦ b−1.
Preuve : φ est une fonction de´finissable, l’e´quation φ(x, y) = 0 d’inconnue y admet donc un
nombre fini de racines. Autrement dit, il existe une famille (φi)i∈{1,...,p} de fonctions de´finissables
telle que :
φ(X, y) = 0⇔ ∃i ∈ {1, ..., p}, y = φi(X)
Nous notons Ci =
{
(X, y) ∈ Rn+1; y = φi(X)
}
et S =
{
Ci; i ∈ {1, ..., p}
}
. Par construction, S
est un recouvrement fini de Z(φ). Nous allons maintenant affiner ce recouvrement.
Soit i ∈ {1, ..., n}. Nous appliquons la proposition 6.10 a` la fonction φi. Il existe un recouvrement
R de Rn+1 tel que, sur chaque cellule S ∈ R, il existe un monoˆme p, une suite de transformations
e´le´mentaires b et une unite´ U tels que :
∀(X, y) ∈ Ci ∩ S, y = φi(X) = p ◦ b−1(X)U ◦ b−1(X)
Nous effectuons le changement de variables :{
X = b(X)
y = y
Comme U est une unite´, nous avons donc y ∼ p(X) sur la cellule.
Remarque 2: Les transformations e´le´mentaires de la proposition pre´ce´dente ne concernant
que les variables X conservent strictement la verticalite´ de y.
6.5 Redressement de la verticalite´
Dans un premier temps, nous allons de´montrer une se´rie de lemmes pre´paratoires. Ils nous
serviront a` la re´duction des termes dans le cas particulier des quotients et des radicaux.
Soit φ une fonction de´finissable. Nous notons Z(φ) l’ensemble de´fini par :
Z(φ) =
{
(X, y) ∈ Ir;φ(X, y) = 0
}
6.5.1 Cas des quotients borne´s
Lemme 6.12 Soient f1 et f2 deux fonctions de Cn+1. Nous conside´rons la fonction h de´finie
par :
∀(X, y) ∈ Z(φ), h(X, y) = f1(X, y)
f2(X, y)
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Si nous supposons que h est borne´e sur Z(φ), alors il existe un recouvrement fini R de Z(φ) tel
que, pour toute cellule C ∈ R, il existe une suite de transformations e´le´mentaires b pre´servant
strictement la verticalite´ de y et une fonction f ∈ Cn+1 avec :
∀(X, y) ∈ C, h(X, y) = f ◦ b−1(X, y)
Preuve : D’apre`s le the´ore`me de pre´paration simultane´e 4.18, il existe un recouvrement fini
R1 de Z(φ) tel que, pour tout C1 ∈ R1, il existe une suite de transformations e´le´mentaires b1
concernant uniquement les variables X, sept fonctions (a, θ1, θ2, g1, g2, l1, l2) ∈ C7n, deux entiers
d1 et d2 et deux unite´s (U1, U2) ∈ C2n+1 tels que, pout tout i ∈ {1, 2} et tout (X, y) ∈ C1, nous
ayons :
fi = (y − a ◦ b−11 (X))diθi ◦ b−11 (X)Ui
(
b−11 (X),
y − a ◦ b−11 (X)
li ◦ b−11 (X)
,
gi ◦ b−11 (X)
y − a ◦ b−11 (X)
)
Nous notons S0 = b
−1
1 (C1) et nous de´finissons la fonction h0 par :
∀(X, y) ∈ S0, h0(X, y) = h ◦ b1(X, y)
Nous obtenons :
∀(X, y) ∈ S0, h0(X, y) = (y − a(X))d1−d2 θ1(X)
θ2(X)
U1
(
X,
y − a(X)
l1(X)
,
g1(X)
y − a(X)
)
× U−12
(
X,
y − a(X)
l2(X)
,
g2(X)
y − a(X)
)
Nous conside´rons la fonction h1 de´finie par :
∀(X, y) ∈ S1 = ty−a(S0), h1(X, y) = h0(X, y + a(X))
Nous avons alors :
∀(X, y) ∈ S1, h1(X, y) = yd1−d2 θ1(X)
θ2(X)
U1
(
X,
y
l1(X)
,
g1(X)
y
)
× U−12
(
X,
y
l2(X)
,
g2(X)
y
)
Nous de´finissons la fonction φ1 par :
∀(X, y) ∈ S1, φ1(X, y) = φ(X, y + a ◦ b−11 (X))
Soit (X, y) ∈ S1. Par de´finition de S1, il existe (X, y) ∈ S0 tel que :
(X, y) = ty−a(X, y)⇔ (X, y) = tya(X, y)
Par de´finition de S0, il existe (X˜, y˜) ∈ C1 tel que :
(X, y) = b−11 (X˜, y˜)⇔ (X˜, y˜) = b1(X, y)
Or, C1 ⊂ Z(φ), nous avons donc :
φ(X˜, y˜) = 0⇒ φ1(X, y) = 0
Nous en concluons que S1 ⊂ Z(φ1).
D’apre`s la proposition 6.11, il existe un recouvrement fini R2 de Z(φ1), donc de S1, tel que,
pour toute cellule C2 ∈ R2, il existe b2 une suite de transformations e´le´mentaires pre´servant la
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verticalite´ de y et un monoˆme p tel que y ∼ p ◦ b−12 (X) sur C2.
Par de´finition de la relation d’e´quivalence, il existe (k,K) ∈ (R∗+)2 tel que :
∀(X, y) ∈ C2, k|p ◦ b−12 (X)| ≤ |y| ≤ K|p ◦ b−12 (X)|
Nous notons S2 = b
−1
2 (C2) et nous de´finissons la fonction h2 par :
∀(X, y) ∈ S2, h2(X, y) = h1 ◦ b2(X, y)
Soit (X, y) ∈ S2. Il existe (X, y) ∈ C2 tel que :
(X, y) = b−12 (X, y)⇔ (X, y) = b2(X, y)
Or, nous avons :
k|p ◦ b−12 (X)| ≤ |y| ≤ K|p ◦ b−12 (X)|
Nous obtenons :
k|p(X)| ≤ |y| ≤ K|p(X)|
Autrement dit, nous avons y ∼ p sur S2.
D’apre`s le lemme 5.4, il existe un recouvrement cellulaire fini R3 de S2 tel que, pour tout cellule
C3 ∈ R3, il existe un polyrayon r ∈]0; +∞[n+1 et un re´el λ ∈ R∗ tels que : C3 = bp,yλ (Ir).
Nous notons S3 = (b
p,y
λ )
−1(C3) et nous de´finissons la fonction h3 par :
∀(X, y) ∈ S3, h3(X, y) = h2 ◦ bp,yλ (X, y)
Nous avons alors :
∀(X, y) ∈ S3, h3(X, y) =
(
p(X)(λ+ y)
)d1−d2 θ1 ◦ b2(X)
θ2 ◦ b2(X)
× U1
(
b2(X),
p(X)
l1 ◦ b2(X)(λ+ y),
g1 ◦ b2(X)
p(X)(λ+ y)
)
× U−12
(
b2(X),
p(X)
l2 ◦ b2(X)(λ+ y),
g2 ◦ b2(X)
p(X)(λ+ y)
)
Nous remarquons que sur Ir, la fonction V : y 7→ λ + y est une unite´. D’apre`s la proposition
2.12, V1 = V
−1 et V2 = V d1−d2 sont des unite´s. Nous avons alors :
∀(X, y) ∈ S3, h3(X, y) = p(X)d1−d2V2(y)θ1 ◦ b2(X)
θ2 ◦ b2(X)
× U1
(
b2(X),
p(X)
l1 ◦ b2(X)V (y),
g1 ◦ b2(X)
p(X)
V1(y)
)
× U−12
(
b2(X),
p(X)
l2 ◦ b2(X)V (y),
g2 ◦ b2(X)
p(X)
V2(y)
)
D’apre`s le the´ore`me 6.7 applique´ a` la famille
(
pd1−d2 θ1◦b2θ2◦b2 ,
g1◦b2
p ,
g2◦b2
p ,
p
l1◦b2 ,
p
l2◦b2
)
, il existe un
recouvrement fini R4 de S3 tel que, pour toute cellule C4 ∈ R4, il existe b4 une suite de transfor-
mations e´le´mentaires concernant les variables X, cinq fonctions f1, f2, f3, f4 et f5 de Cn telles
que :
∀(X, y) ∈ C4, h3(X, y) = f1 ◦ b−14 (X)V2(y)U1
(
b2 ◦ b−14 (X), f2 ◦ b−14 (X)V (y), f3 ◦ b−14 (X)V1(y)
)
× U−12
(
b2 ◦ b−14 (X), f4 ◦ b−14 (X)V (y), f5 ◦ b−14 (X)V2(y)
)
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Nous de´finissons la fonction W par :
∀(X, y) ∈ b−14 (C4), W (X, y) = V2(y)U1
(
b2(X), f2(X)V (y), f3(X)V1(y)
)
× U−12
(
b2(X), f4(X)V (y), f5(X)V2(y)
)
Comme toutes les fonctions qui composent W sont des e´le´ments de Cn+1, nous en de´duisons que
W appartient a` Cn+1. Par ailleurs, V2, U1 et U−12 sont des unite´s, alors W est une unite´. Nous
avons alors :
∀(X, y) ∈ C4, h3(X, y) = f1 ◦ b−14 (X)W ◦ b−14 (X, y)
Nous notons S4 = b
−1
4 (C4) et nous de´finissons la fonction h4 par :
∀(X, y) ∈ S4, h4 = h3 ◦ b4(X, y)
Nous avons alors :
∀(X, y) ∈ S4, h4(X, y) = f1(X, y)W (X, y) = (f1 ×W )(X, y)
La fonction h4 = f1 ×W appartient a` Cn+1. Nous remarquons aussi que nous avons :
h4 = h ◦ b1 ◦ tya ◦ b2 ◦ b3 ◦ b4
Pour conclure, il faut revenir a` l’ensemble F en suivant les diffe´rentes e´tapes. Nous avons :
F =
⋃
C1∈R1
C1 =
⋃
C1∈R1
b1(S0)
=
⋃
C1∈R1
b1
(
tya(S1)
)
=
⋃
C1∈R1
b1 ◦ tya
( ⋃
C2∈R2
C2
)
=
⋃
C1∈R1
⋃
C2∈R2
b1 ◦ tya ◦ b2(S2)
=
⋃
C1∈R1
⋃
C2∈R2
b1 ◦ tya ◦ b2
( ⋃
C3∈R3
C3
)
=
⋃
C1∈R1
⋃
C2∈R2
⋃
C3∈R3
b1 ◦ tya ◦ b2 ◦ b3(S3)
=
⋃
C1∈R1
⋃
C2∈R2
⋃
C3∈R3
b1 ◦ tya ◦ b2 ◦ b3
( ⋃
C4∈R4
C4
)
=
⋃
C1∈R1
⋃
C2∈R2
⋃
C3∈R3
⋃
C4∈R4
b1 ◦ tya ◦ b2 ◦ b3 ◦ b4(S4)
Nous voyons clairement dans cette suite d’e´galite´s apparaˆıtre le fait que nous progressons par
raffinement successif de nos recouvrements.
Pour tout (X, y) ∈ F , il existe une cellule C4 ∈ R4 et (X,Y ) ∈ S4 telle que :
(X, y) = b1 ◦ tya ◦ b2 ◦ b3 ◦ b4(X, y)⇔ (X, y) = b−14 ◦ b−13 ◦ b−12 ◦ ty−a ◦ b−11 (X, y)
Nous obtenons :
h(X, y) = h ◦ b1 ◦ tya ◦ b2 ◦ b3 ◦ b4 ◦ b−14 ◦ b−13 ◦ b−12 ◦ ty−a ◦ b−11 (X, y)
= h ◦ b1 ◦ tya ◦ b2 ◦ b3 ◦ b4(X, y)
= h4(X, y)
= h4 ◦ b−14 ◦ b−13 ◦ b−12 ◦ ty−a ◦ b−11 (X, y)
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Nous avons donc construit une recouvrement fini de Z(φ) tel que, sur chaque cellule, la fonction
a la forme voulue. Il faut aussi remarquer que les transformations effectue´es conservent toutes
strictement la verticalite´ de y.
6.5.2 Ramification
Lemme 6.13 Soit f un e´le´ment de notre alge`bre et p un entier positif. Nous conside´rons la
fonction h de´finie par :
∀(x, y) ∈ Ir, h(X, y) = (f(X, y))
1
p
Alors il existe un recouvrement fini R de Z(φ) tel que, pour toute cellule C ∈ R, il existe une
suite de transformations e´le´mentaires b conservant la verticalite´ de y et une fonction f0 dans
Cn+1 telles que :
∀(X, y) ∈ C, h(X, y) = f0 ◦ b−1(X, y)
Preuve : D’apre`s le the´ore`me de pre´paration 4.17, il existe un recouvrement fini R1 de Z(φ)
tel que, pour tout C1 ∈ R1, il existe une suite de transformations e´le´mentaires b1 concernant
uniquement les variables X, quatre fonctions (a, θ, g, l) ∈ C3n, un entier d et une unite´ U ∈ Cn+1
tels que, pour tout (X, y) ∈ C1, nous ayons :
f(X, y) = (y − a ◦ b−11 (X))dθ ◦ b−11 (X)U
(
b−11 (X),
y − a ◦ b−11 (X)
l ◦ b−11 (X)
,
g ◦ b−11 (X)
y − a ◦ b−11 (X)
)
Nous notons S0 = b
−1
1 (C1) et nous de´finissons la fonction h0 par :
∀(X, y) ∈ S0, h0(X, y) = h ◦ b1(X, y)
Nous obtenons :
∀(X, y) ∈ S0, h0(X, y) =
[
(y − a(X))dθ(X)U
(
X,
y − a(X)
l(X)
,
g1(X)
y − a(X)
)] 1
p
Nous conside´rons la fonction h1 de´finie par :
∀(X, y) ∈ S1 = ty−a(S0), h1(X, y) = h0(X, y + a(X))
Nous avons alors :
∀(X, y) ∈ S1, h1(X, y) =
[
ydθ(X)U
(
X,
y
l(X)
,
g(X)
y
)] 1
p
Nous de´finissons la fonction φ1 par :
∀(X, y) ∈ Rn+1\Divu, φ1(X, y) = φ(X, y + a ◦ b−11 (X))
Dans la de´monstration de 6.12, nous avons vu que S1 ⊂ Z(φ1).
D’apre`s la proposition 6.11, il existe un recouvrement fini R2 de Z(φ1), donc de S1, tel que,
pour toute cellule C2 ∈ R2, il existe b2 une suite de transformations e´le´mentaires pre´servant la
verticalite´ de y et un monoˆme p tel que y ∼ p ◦ b−12 (X) sur C2.
Par de´finition de la relation d’e´quivalence, il existe (k,K) ∈ (R∗+)2 tel que :
∀(X, y) ∈ C2, k|p ◦ b−12 (X)| ≤ |y| ≤ K|p ◦ b−12 (X)|
Nous notons S2 = b
−1
2 (C2) et nous de´finissons la fonction h2 par :
∀(X, y) ∈ S2, h2(X, y) = h1 ◦ b2(X, y)
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Soit (X, y) ∈ S2. Il existe (X, y) ∈ C2 tel que :
(X, y) = b−12 (X, y)⇔ (X, y) = b2(X, y)
Or, nous avons :
k|p ◦ b−12 (X)| ≤ |y| ≤ K|p ◦ b−12 (X)|
Nous obtenons :
k|p(X) ≤ |y| ≤ K|p(X)|
Autrement dit, nous avons y ∼ p sur S2.
D’apre`s le lemme 5.4, il existe un recouvrement cellulaire fini R3 de S2 tel que, pour tout cellule
C3 ∈ R3, il existe un polyrayon r ∈]0; +∞[n+1 et un re´el λ ∈ R∗ tels que : C3 = bp,yλ (Ir).
Nous notons S3 = (b
p,y
λ )
−1(C3) et nous de´finissons la fonction h3 par :
∀(X, y) ∈ S3, h3(X, y) = h2 ◦ bp,yλ (X, y)
Nous avons alors :
∀(X, y) ∈ S3, h3(X, y) =
[(
p(X)(λ+y)
)d
θ◦b2(X)U
(
b2(X),
p(X)
l ◦ b2(X)(λ+y),
g ◦ b2(X)
p(X)(λ+ y)
)] 1
p
Nous remarquons que sur Ir, la fonction V : y 7→ λ + y est une unite´. D’apre`s la proposition
2.12, V1 = V
−1 et V2 = (V d)
1
p sont des unite´s. Nous avons alors :
∀(X, y) ∈ S3, h3(X, y) =
[
p(X)dV2(y)θ ◦ b2(X)U
(
b2(X),
p(X)
l ◦ b2(X)V (y),
g ◦ b2(X)
p(X)
V1(y)
)] 1
p
D’apre`s le the´ore`me 6.7 applique´ a` la famille
(
(pdθ ◦ b2)
1
p , g◦b2p ,
p
l◦b2
)
, il existe un recouvrement
fini R4 de S3 tel que, pour toute cellule C4 ∈ R4, il existe b4 une suite de transformations
e´le´mentaires concernant les variables X, trois fonctions f1, f2 et f3 de Cn telles que :
∀(X, y) ∈ C4, h3(X, y) = f1◦b−14 (X)
[
V2(y)U1
(
b2◦b−14 (X), f2◦b−14 (X)V (y), f3◦b−14 (X)V1(y)
)] 1
p
Nous de´finissons la fonction W par :
∀(X, y) ∈ b−14 (C4), W (X, y) =
[
V2(y)U1
(
b2(X), f2(X)V (y), f3(X)V1(y)
)] 1
p
Comme toutes les fonctions qui composent W sont des e´le´ments de Cn+1, nous en de´duisons que
W appartient a` Cn+1. Par ailleurs, d’apre`s la proposition 2.11, V2, U1 et U−12 sont des unite´s,
alors W est une unite´. Nous avons alors :
∀(X, y) ∈ C4, h3(X, y) = f1 ◦ b−14 (X)W ◦ b−14 (X, y)
Nous notons S4 = b
−1
4 (C4) et nous de´finissons la fonction h4 par :
∀(X, y) ∈ S4, h4 = h3 ◦ b4(X, y)
Nous avons alors :
∀(X, y) ∈ S4, h4(X, y) = f1(X, y)W (X, y) = (f1 ×W )(X, y)
La fonction h4 = f1 ×W appartient a` Cn+1. Nous remarquons aussi que nous avons :
h4 = h ◦ b1 ◦ tya ◦ b2 ◦ b3 ◦ b4
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Pour conclure, il faut revenir a` l’ensemble Z(φ) en suivant les diffe´rentes e´tapes. Nous avons :
Z(φ) =
⋃
C1∈R1
C1 =
⋃
C1∈R1
b1(S0)
=
⋃
C1∈R1
b1
(
tya(S1)
)
=
⋃
C1∈R1
b1 ◦ tya(S1)
=
⋃
C1∈R1
b1 ◦ tya
( ⋃
C2∈R2
C2
)
=
⋃
C1∈R1
⋃
C2∈R2
b1 ◦ tya ◦ b2(S2)
=
⋃
C1∈R1
⋃
C2∈R2
b1 ◦ tya ◦ b2
( ⋃
C3∈R3
C3
)
=
⋃
C1∈R1
⋃
C2∈R2
⋃
C3∈R3
b1 ◦ tya ◦ b2 ◦ b3(S3)
=
⋃
C1∈R1
⋃
C2∈R2
⋃
C3∈R3
b1 ◦ tya ◦ b2 ◦ b3
( ⋃
C4∈R4
C4
)
=
⋃
C1∈R1
⋃
C2∈R2
⋃
C3∈R3
⋃
C4∈R4
b1 ◦ tya ◦ b2 ◦ b3 ◦ b4(S4)
Nous voyons clairement dans cette suite d’e´galite´s apparaˆıtre le fait que nous progressons par
raffinement successif de nos recouvrements.
Pour tout (X, y) ∈ F , il existe une cellule C4 ∈ R4 et (X,Y ) ∈ S4 tels que :
(X, y) = b1 ◦ tya ◦ b2 ◦ b3 ◦ b4(X, y)⇔ (X, y) = b−14 ◦ b−13 ◦ b−12 ◦ ty−a ◦ b−11 (X, y)
Nous obtenons :
h(X, y) = h ◦ b1 ◦ tya ◦ b2 ◦ b3 ◦ b4 ◦ b−14 ◦ b−13 ◦ b−12 ◦ ty−a ◦ b−11 (X, y)
= h ◦ b1 ◦ tya ◦ b2 ◦ b3 ◦ b4(X, y)
= h4(X, y)
= h4 ◦ b−14 ◦ b−13 ◦ b−12 ◦ ty−a ◦ b−11 (X, y)
Nous avons donc construit une recouvrement fini de Z(φ) tel que, sur chaque cellule, la fonction
pre´sente la forme voulue. Il reste a` remarquer que les transformations effectue´es conservent
toutes strictement la verticalite´ de y.
6.5.3 Re´duction simulane´e conservant la verticalite´ pour une famille ultra-
simple
The´ore`me 6.14 Soient φ une fonction de´finissable de Rn+1 et (gi)i∈{1,...p} une famille de termes
ultra-simples de n+ 1 variables de´finie sur un ensemble Z(φ). Il existe un recouvrement fini R
de Z(φ) tel que, pour toute cellule C ∈ R, il existe une suite de transformations e´le´mentaires b
conservant la verticalite´ de y et une famille de fonctions (fi)i∈{1,...,p} de Cn+1 telles que :
∀i ∈ {1, ..., p},∀(X, y) ∈ C, gi(X, y) = fi ◦ b−1(X, y)
Preuve : En utilisant les lemmes 6.12 et 6.13, la de´monstration est identique a` celle de la
proposition 6.5. Il convient de remarquer que les transformations utilise´es conservent toutes
strictement la verticalite´ de y. Leur composition respecte donc aussi cette condition.
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Chapitre 7
Re´solution et conse´quences
7.1 Re´solution des e´quations
The´ore`me 7.1 Soit g un terme admettant n+ 1 variables. Il existe un recouvrement fini R de
Rn+1 tel que, pour toute cellule C ∈ R, nous avons l’une des possiblite´s suivantes :
1. Soit l’e´quation g(X, y) = 0 n’admet pas de solution sur C ;
2. Soit il existe un terme θC tel que, sur C, nous avons :
g(X, y) = 0⇔ θC(X) = 0
3. Soit il existe un terme θC tel que, sur C, nous avons :
g(X, y) = 0⇔ y = θC(X)
Preuve : Nous allons effectuer un raisonnement par re´currence sur la hauteur du terme.
Initialisation : Nous supposons que hau(g) = 0. Par de´finition, cela signifie que g est un
e´le´ment de Cn+1. Nous lui appliquons la proposition 6.2, ce qui nous permet de conclure.
He´re´dite´ : Nous supposons le the´ore`me vrai pour les termes de hauteur h. Nous conside´rons
g un terme de hauteur h + 1. Nous effectuons le premier recouvrement a` l’aide des cellules
suivantes :
E = Rn+1 ∩ Z(g) et F = Rn+1\Z(g)
Nous voyons que, sur F , l’e´quation n’admet pas de solution. Nous nous plac¸ons donc sur E.
Par de´finition de la hauteur, cela signifie qu’il existe au moins une branche de longueur h + 1
dans la description de g en arbre. Il existe donc t un terme de hauteur h, (gi)i∈{1,...,p} une famille
de termes ultra-simples tels que :
∀(X, y) ∈ Rn+1, g(X, y) = t
(
g1(X, y), ..., gp(X, y)
)
D’apre`s le the´ore`me 6.14, il existe un recouvrement R1 de E tel que, pour toute cellule C1 ∈ R1,
il existe une suite de transformations e´le´mentaires conservant b1 la verticalite´ et une famille
(fi)i∈{1,...,p} de fonctions de Cn+1 telles que :
∀(X, y) ∈ C1, g(X, y) = t
(
f1 ◦ b−11 (X, y), ..., fp ◦ b−11 (X, y)
)
Nous notons S1 = b
−1
1 (C1) et nous de´finissons le terme t1 par :
∀(X, y) ∈ S1, t1(X, y) = g ◦ b1(X, y)
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Nous avons donc :
∀(X, y) ∈ S1, t1(X, y) = t
(
f1(X, y), ..., fp(X, y)
)
Le terme t1 est un terme de hauteur au plus h. Nous lui appliquons l’hypothe`se de re´currence. Il
existe donc un recouvrement fini R2 de Rn+1 tel que, pour toute cellule C2 ∈ R2, nous avons :
1. Soit l’e´quation t1(X, y) = 0 n’admet pas de solution sur C2. Dans ce cas, l’e´quation
g(X, y) = 0 n’admet pas de solution.
2. Soit il existe un terme θC2 de´fini sur C2 tel que, sur C2, nous avons :
t1(X, y) = 0⇔ θC2(X) = 0
Nous avons :
E =
⋃
C1∈R1
C1 =
⋃
C1∈R1
b1(S1) =
⋃
C1∈R1
⋃
C2∈R2
b1(C2)
Nous en de´duisons que, pour tout (X, y) ∈ E, il existe une cellule C2 ∈ R∈ et (X, y) ∈ C2
tels que :
(X, y) = b1(X, y)⇔ (X, y) = b−11 (X, y)
Nous avons alors :
g(X, y) = 0⇔ θC2(X) = 0
Nous notons : b1(X, y) = (b1,X(X, y), b1,y(X, y)). Comme b1 conserve la verticalite´ de y,
nous savons que b1,X ne de´pend pas de y. Nous en concluons que :
g(X, y) = 0⇔ θC2 ◦ b−11,X(X) = 0
3. Soit il existe un terme θC2 de´fini sur C2 tel que, sur C2, nous avons :
t1(X, y) = 0⇔ y = θC2(X)
Par ailleurs, nous avons :
E =
⋃
C1∈R1
C1 =
⋃
C1∈R1
b1(S1) =
⋃
C1∈R1
⋃
C2∈R2
b1(C2)
Nous en de´duisons que, pour tout (X, y) ∈ E, il existe une cellule C2 ∈ R∈ et (X, y) ∈ C2
tels que :
(X, y) = b1(X, y)⇔ (X, y) = b−11 (X, y)
Nous avons alors :
g(X, y) = 0⇔ t1(X, y) = 0
Nous avons donc : y = θC2(X). Nous notons : b1(X, y) = (b1,X(X, y), b1,y(X, y)). Comme
b1 conserve la verticalite´ de y, nous savons que b1,X ne de´pend pas de y. De plus, dans notre
processus, nous n’effectuons sur la variable y que des transformations de type Tchirnhausen
suivies par des e´clatements bxi,yλ avec λ ∈ R et i ∈ {1, ..., n}. Il existe donc un entier k ∈ N,
une famille (mi)i∈{1,...,k} de Cn, une famille de re´els (λi)i∈{1,...,k} et une fonction α ∈ Cn
tels que :
y = m1(X)
(
λ1 +m2(X)
(
λ2 + ....+mk(X)
(
λk + y
)
...
)
+ α(X)
⇔ y = y − α(b
−1
1,X(X))−
∑k
i=1 λi
∏i
j=1mi(b
−1
1,X(X))∏k
i=1mi(b
−1
1,X(X))
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Nous obtenons :
y = θC2(X) ⇔
y − α(b−11,X(X))−
∑k
i=1 λi
∏i
j=1mi(b
−1
1,X(X))∏k
i=1mi(b
−1
1,X(X))
= θC2(b
−1
1,X(X))
⇔ y = θC2(b−11,X(X))
k∏
i=1
mi(b
−1
1,X(X)) + α(b
−1
1,X(X)) +
k∑
i=1
λi
i∏
j=1
mi(b
−1
1,X(X))
Sur la cellule, y est e´gal a` un terme des variables X.
La proprie´te´ est donc vraie au rang h+ 1.
Conclusion : D’apre`s le principe de re´currence, le the´ore`me est vrai quelle que soit la
hauteur du terme.
7.2 De´monstration du the´ore`me A
Avant de commencer la de´monstration, nous fixons une notation. Soit (i, j) ∈ {1, ..., n}2 avec
i ≤ j, nous notons Πji l’application de´finie par :
∀(x1, ..., xn) ∈ Rn, Πji (x1, ..., xn) = (xi, ..., xj)
Nous rappelons ce the´ore`me :
The´ore`me A : Les fonctions de´finissables sont, par morceaux, des termes. Autrement dit, pour
toute fonction de´finissable φ admettant n variables, il existe un recouvrement cylindrique fini R
de Rn tel que, pour tout cylindre C ∈ R, il existe un terme g tel que :
∀X ∈ C, φ(X) = g(X)
7.2.1 Premie`re version
Nous de´montrons une premie`re version du the´ore`me dans laquelle nous ne pre´cisons pas la
nature cylindrique des e´le´ments du recouvrement.
The´ore`me 7.2 Soit φ une fonction de´finissable admettant n variables. Il existe un recouvrement
fini R de Rn tel que, pour toute cellule C ∈ R, il existe un terme g tel que :
∀X ∈ C, φ(X) = g(X)
Preuve : La de´monstration s’effectue par re´currence sur le nombre de variables.
Initialisation : L’initialisation correspond au lemme 5.13.
He´re´dite´ : Nous supposons le the´ore`me vrai pour toute fonction de´finissable d’au plus N−1
variables. Nous avons utilise´ l’hypothe`se de re´currence lors de la de´monstration de la proposition
6.10.
Soit φ une fonction de´finissable sur RN . D’apre`s le corollaire 5.11, il existe un recouvrement
fini R0 du graphe Γ de φ tel que, pour toute cellule C0 ∈ R0, il existe une famille (ai)i∈{1,...,N+1}
des fonctions de CN telle que :
M(x1, ..., xN ) ∈ C0 ⇔ ∃(u1, ..., uN ) ∈ RN ,
{ ∀i ∈ {1, ..., N}, xi = ai(u1, ..., uN )
φ(X) = aN+1(u1, ..., uN )
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Comme les fonctions de CN sont identiquement nulles en dehors d’un pave´, nous pouvons sup-
poser que les parame`tres (u1, ..., uN ) appartiennent a` un pave´ B.
Soit C0 ∈ R0. Pour tout j ∈ {1, ..., N}, nous de´finissons les termes suivants :
∀(xj , u1, ..., uN ) ∈ Πj(C0)×B, gj(xj , u1, ..., uN ) = xj − a1j (u1, ..., uN )
Nous avons :
∀(x1, u1, ..., uN ) ∈ Π1(C0)×B, g1(x1, u1, ..., uN ) = x1 − a11(u1, ..., uN )
Nous appliquons le the´ore`me 7.1 a` ce terme. Il existe donc un recouvrement finiR1 de Π1(C0)×B
tel que, pour toute cellule C1 ∈ R1, nous avons :
1. Soit l’e´quation g1(X, y) = 0 n’admet pas de solution sur C1.
2. Soit il existe un terme θ1,1 de´fini sur C1 tel que, sur C1, nous avons :
u1 = θ1,1(x1, u2, ..., uN−1)
Nous notons R−1 l’ensemble des cellules correspondant au premier cas et R+1 celui des cellules
correspondant au second cas.
Pour tout i ∈ {2, ..., N}, nous allons construire par re´currence les ensembles R+i et R−i de la
manie`re suivante :
Soit C ∈ R+i−1. Il existe un recouvrement Ri de Πi−11 (C) × Πii(C0) × ΠN+i−1i (C) tel que, pour
toute cellule Ci ∈ Ri, nous avons :
1. Soit l’e´quation gi(xi, u1, ..., uN ) = 0 n’admet pas de solution sur Ci ;
2. Soit il existe un terme θi,i tel que, sur Ci, nous avons :
ui = θi,i(x1, ..., xi, ui+1, ..., uN )
Nous noterons R−i l’ensemble des cellules correspondant au premier cas et R+i celles correspon-
dant au second cas.
Par ailleurs, il existe une famille (θi,j)j∈{1,...,i−1} de termes telle que, sur Ci, nous avons :
uj = θi,j(x1, ..., xi, ui+1, ..., uN )
Nous avons effectue´ ci-dessus la construction de R1, R+1 et R−1 .
Soit i ∈ {2, ..., N}. Nous supposons que nous avons construit Ri−1.
Soient C ∈ R+i−1 et (x1, ..., xi, u1, ..., uN ) ∈ Πi−11 (C)×Πii(C0)×ΠN+i−1i (C). Nous avons :
(x1, ..., xi−1, u1, ..., uN ) ∈ C
Nous en de´duisons que :
∀j ∈ {1, ..., i− 1}, uj = θi−1,j(x1, ..., xi−1, ui, ..., uN ) (7.1)
Pour tout (x1, ..., xi, ui, ..., uN ) ∈ Πi−11 (C)×Π22(C0)×ΠN+i−12i−1 (C), nous de´finissons la valeur du
terme g2 en ce point par :
g2(x1, ..., xi, ui, ..., un) = g2(xi, θi−1,1(x1, ..., xi−1, ui, ..., uN ), ..., θi−1,i−1(x1, ..., xi−1, ui, ..., uN ), ui, ..., uN )
D’apre`s le the´ore`me 7.1, il existe Ri un recouvrement fini de Πi−11 (C) × Π22(C0) × ΠN+i−12i−1 (C)
tel que, pour toute cellule Ci ∈ Ri, nous avons :
1. Soit l’e´quation g2(x1, ..., xi, ui, ..., uN ) = 0 n’admet pas de solution sur Ci ;
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2. Soit il existe un terme θi,i tel que, sur Ci, nous avons :
ui = θi,i(x1, ..., xi, ui+1, ..., uN )
Nous avons :
Πi−11 (C)×Π22(C0)×ΠN+i−1i (C) = Πi−11 (C)×Π22(C0)×Π2i−2i (C)×ΠN+i−12i−1 (C)
=
⋃
Ci∈Ri
Πi1(Ci)×Π2i−2i (C)×ΠN+i−12i−1 (C2)
Nous de´finissons l’ensemble suivant :
Ri =
{
Πi1(Ci)×Π2i−2i (C)×ΠN+i−12i−1 (Ci);Ci ∈ Ri
}
Nous obtenons :
Πi−11 (C)×Πii(C0)×ΠN+i−1i (C) =
⋃
Ci∈Ri
Ci
Autrement dit, nous avons construit un recouvrement fini de notre ensemble. Par ailleurs, graˆce
aux e´galite´s (7.1), nous remarquons que nous avons l’e´quivalence suivante :
g2(x2, u1, ..., uN ) = 0⇔ g2(x1, ..., xi, ui, ..., uN ) = 0
Sur certaines cellules, l’e´quation n’admet donc pas de solution et nous notons R−i l’ensemble de
ces cellules. Tandis que sur les autres, dont l’ensemble est note´ R+i , nous avons :
ui = θi,i(x1, ..., xi, ui+1, ..., uN )
Soit Ci ∈ R+i et j ∈ {1, ..., i−1}. Pour tout (x1, ..., xi, u2, ui+1, ..., uN ) ∈ Πi1(C2)×Π2i+1,N+i(C2),
nous de´finissons θi,j le terme suivant, :
θi,j(x1, ..., xi, ui+1, ..., uN ) = θi−1,j(x1, ..., xi−1, θi,i(x1, ..., xi, ui+1, ..., uN ), ui+1, ..., uN )
Sur C2, nous avons alors :
uj = θi,j(x1, ..., xi, ui+1, ..., uN )
Nous obtenons alors :
C0 ×B = Π11(C0)× ...×ΠNN (C0)×B
=
⋃
C1∈R1
Π1(C1)×Π22(C0)× ...×ΠNN (C0)×ΠN+12 (C1)
=
( ⋃
C1∈R+1
Π1(C1)×Π22(C0)× ...×ΠNN (C0)×ΠN+12 (C1)
)
∪
( ⋃
C1∈R−1
Π1(C1)×Π22(C0)× ...×ΠNN (C0)×ΠN+12 (C1)
)
=
( ⋃
C1∈R+1
⋃
C2∈R2
Π21(C1)×Π33(C0)× ...×ΠNN (C0)×ΠN+22 (C1)
)
∪
( ⋃
C1∈R−1
Π1(C1)×Π22(C0)× ...×ΠNN (C0)×ΠN+12 (C1)
)
=
⋃
C1∈R+1
...
⋃
CN∈R+N
ΠN1 (Ci)×Π2NN+1(Ci)
⋃N
i=1
⋃
C1∈R+1
...
⋃
Ci−1∈R+i−1
⋃
Ci∈R−i
Πi1(Ci)×Πi+1i+1(C0)× ...ΠNN (C0)×ΠN+ii+1 (Ci)
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Nous avons construit un recouvrement fini RC0 de C0 ×B.
Nous remarquons que :
RN =
⋃
C0∈R0
C0
=
⋃
C0∈R0
ΠN1 (C0 ×B)
=
⋃
C0∈R0
ΠN1
( ⋃
C∈RC0
C
)
=
⋃
C0∈R0
⋃
C∈RC0
ΠN1 (C)
Nous avons donc construit un recouvrement fini de RN .
Soit X ∈ RN . Comme (X,φ(X)) ∈ Γ, il existe donc C0 ∈ R0 et U ∈ B tels que :
∀i ∈ {1, ..., N}, xi = ai(U)
φ(X) = aN+1(U)
En utilisant le recouvrement que nous venons de construire, il existe une cellule C de ce recou-
vrement telle que (X,U) ∈ C. Nous effectuons un raisonnement par l’absurde en supposant qu’il
existe j ∈ {1, ..., N} tel que :
(X,U) ∈
⋃
C1∈R+1
...
⋃
Ci−1∈R+i−1
⋃
Cj∈R−j
Πj1(Cj)×Πj+1j+1(C0)× ...ΠNN (C0)×ΠN+jj+1 (Cj)
Or, par construction de R−j , l’e´quation gj(x1, u1, ..., un) = 0 n’admet pas de solution sur la
cellule, ce qui est en contradiction avec (X,φ(X)) ∈ Γ.
Nous en concluons que (X,U) ∈ ⋃C1∈R+1 ...⋃CN∈R+N ΠN1 (Ci) × Π2NN+1(Ci). Par construction de
R+N , nous savons qu’il existe une famille (θN,i)i∈{1,...,N} de termes telle que, sur la cellule, nous
avons :
∀i ∈ {1, ..., N}, ui = θN,i(x1, ..., xN )
Nous en de´duisons que :
φ(X) = aN+1(u1, ..., uN ) = aN+1
(
θN,1(x1, ..., xN ), ..., θN,N (x1, ..., xN )
)
Nous avons donc montre´ qu’il existe un recouvrement de RN tel que, sur chaque cellule, la fonc-
tion φ est un terme.
Le the´ore`me est donc vrai pour une fonction de´finissable de N variables.
Conclusion : D’apre`s le principe de re´currence, le the´ore`me est vrai pour toute fonction
de´finissable.
7.2.2 Recouvrement cylindrique
Dans la de´finition 2.2, les Cn-cylindres sont construits a` partir des Cn-ensembles. Nous avons
ge´ne´ralise´ cette de´finition 2.19 pour obtenir les Tn-cylindres. Il convient de faire quelques re-
marques pre´liminaires.
Tout d’abord, comme le remarquent P. Speisseger et L. Van den Dries dans l’article [15],
les unions finies de Tn-cylindres forment une alge`bre boole´enne de sous-ensembles de Rn+1.
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Autrement dit, l’intersection des deux Tn-cylindres est une union finie de Tn-cylindres, ainsi que
le comple´mentaire dans Rn+1 d’un Tn-cylindre.
Par ailleurs, comme le fait remarquer D.J. Miller dans le lemme 6-6 de l’article [28], l’image
que l’on peut obtenir d’un Tn-cylindre par une suite de transformations conservant strictement
la verticalite´ est une union finie de Tn-cylindres. Ce re´sultat est aussi valable pour l’image
re´ciproque.
De`s lors, si b est une suite de transformations e´le´mentaires conservant strictement la verti-
calite´, les deux remarques ci-dessus nous permettent de conclure que Div(b) est une union finie
de Tn-cylindres.
En combinant ce re´sultat avec la proposition 2.9 nous en de´duisons que les cellules du recou-
vrement du the´ore`me 4.17 sont des Tn-cylindres. Comme ce re´sultat nous sert de base pour les
the´ore`mes de re´solution des e´quations et de redressement de la verticalite´, nous pouvons affirmer
que les cellules sont bien des Tn-cylindres.
Il reste un point a` e´claircir concernant l’utilisation du the´ore`me de pre´paration duˆ a` P.
Speisseger et L. Van den Dries. Lors de la de´monstration de la proposition 6.11, nous re´alisons un
recouvrement a` l’aide de ce the´ore`me. Or, ce recouvrement nous sert a` de´montrer la proposition
6.11. Par de´finition de la relation d’e´quivalence, dire que y ∼ p(X) se traduit ge´ome´triquement
par l’appartenance a` un Tn-cylindre.
Nous pouvons donc remplacer le mot “cellule” dans le the´ore`me 7.2 par le mot “cylindre”.
Nous obtenons alors le the´ore`me A.
7.3 Elimination des quantificateurs
Nous allons, dans la suite, de´duire du the´ore`me A diffe´rents re´sultats. Nous commenc¸ons par
de´montrer le the´ore`me B.
7.3.1 De´monstration du the´ore`me B
Nous rappelons ce the´ore`me :
The´ore`me B : La structure quasianalytique RC admet l’e´limination des quantificateurs.
Preuve : Nous conside´rons deux familles (fi)i∈{1,...,p} et (gj)j∈{1,...,m} de termes de Rn+1.
Nous conside´rons la formule φ sans quantificateurs donne´e par :
φ(X, y) :=
p∧
i=1
fi(X, y) = 0 ∧
m∧
j=1
gj(X, y) > 0
Pour justifier l’e´limination des quantificateurs, il suffit de montrer que l’ensemble E = {X ∈
Rn; ∃y ∈ R, φ(X, y)} est de´fini sans quantificateurs.
Nous notons 1E la fonction caracte´ristique associe´e a` l’ensemble E. Comme E est un ensemble
de´finissable, nous savons que 1E est une fonction de´finissable. D’apre`s le the´ore`me A, il existe
un recouvrement cylindrique R de Rn tel que, pour tout cylindre C ∈ R, il existe un terme gC
tel que :
∀X ∈ C, 1E(X) = gC(X)
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Nous notons tc le terme de´fini par tC = gC − 1. Nous avons alors :
E =
{
X ∈ Rn; ∃y ∈ R, φ(X, y) = 0
}
=
{
X ∈ Rn; 1E(X) = 1
}
=
⋃
C∈R
{
X ∈ C; 1E(X) = 1
}
=
⋃
C∈R
{
X ∈ C; tC(X) = 0
}
=
⋃
C∈R
({
X ∈ Rn; tC(X) = 0
}
∩ C
)
Comme tout Tn-cylindre est un Tn-ensemble, nous savons que C est un Tn-ensemble. Nous en
de´duisons que E est un Tn-ensemble. Il est donc sans quantificateurs.
7.3.2 Re´solution des e´quations de´finissables
Nous allons de´montrer un re´sultat similaire au the´ore`me 7.1 dans le cadre des e´quations
de´finies a` l’aide d’une fonction de´finissable.
The´ore`me 7.3 Soit φ une fonction de´finissable admettant n + 1 variables. Il existe un recou-
vrement cylindrique fini R de Rn+1 tel que, pour tout cylindre C ∈ R, nous avons l’une des
possibilite´s suivantes :
1. Soit l’e´quation φ(X, y) = 0 d’inconnue y n’admet pas de solution sur C ;
2. Soit il existe un terme θ de n variables tel que :
φ(X, y) = 0⇔ θ(X) = 0
3. Soit il existe un terme θ de n variables tel que :
φ(X, y) = 0⇔ y = θ(X)
Preuve : Soit φ une fonction de´finissable de n + 1 variables. Nous lui appliquons le the´ore`me
A. Il existe donc un recouvrement cylindrique fini R de Rn+1 tel que, pour tout cylindre C ∈ R,
il existe un terme tC tel que :
∀(X, y) ∈ C, φ(X, y) = tC(X, y)
Nous avons sur C :
tC(X, y) = 0
Nous appliquons le the´ore`me 7.1 au terme tC sur le cylindre C. Il existe donc un recouvrement
fini RC de C tel que, pour tout cylindre CC ∈ RC , nous avons :
1. Soit l’e´quation tC(X, y) = 0 n’admet pas de solution sur CC . Il en est de meˆme pour
l’e´quation φ(X, y) = 0.
2. Soit il existe un terme θCC tel que :
φ(X, y) = 0⇔ tC(X, y) = 0⇔ θCC (X) = 0
3. Soit il existe un terme θCC tel que :
φ(X, y) = 0⇔ tC(X, y) = 0⇔ y = θCC (X)
Pour conclure, il faut remarquer que :
Rn+1 =
⋃
C∈R
C =
⋃
C∈R
⋃
CC∈RC
CC
Nous avons donc un recouvrement fini de Rn+1.
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7.3.3 De´composition cylindrique
Nous allons justifier le fait que tout ensemble de´finissable est une union finie de Tn-cylindres.
The´ore`me 7.4 Soit E un ensemble de´finissable de Rn. Il existe une famille (Ci)i∈{1,...,p} de
Tn-cylindres telle que :
E =
p⋃
i=1
Ci
Preuve : Nous allons raisonner sur le nombre de variables.
Initialisation : Soit E un ensemble de´finissable de R. Comme la structure est o-minimale,
E est une union finie d’intervalles et de singletons. Il s’agit donc d’une union finie de cylindres.
He´re´dite´ : Nous supposons que le the´ore`me est vrai dans Rn.
Soit E un ensemble de´finissable de Rn+1. Nous notons 1E la fonction caracte´ristique associe´e
a` l’ensemble E. Comme E est un ensemble de´finissable, nous savons que 1E est une fonction
de´finissable. D’apre`s le the´ore`me A, il existe un recouvrement cylindrique R de Rn tel que, pour
tout cylindre C ∈ R, il existe un terme gC tel que :
∀X ∈ C, 1E(X) = gC(X)
Nous notons tc le terme de´fini par tC = gC − 1. Nous avons alors :
E =
⋃
C∈R
{
(X, y) ∈ C; tC(X, y) = 0
}
Soit C ∈ R. Nous appliquons le the´ore`me 7.1 de re´solution des e´quations a` la fonction tC . Il
existe donc un recouvrement cylindrique fini RC de Rn+1 tel que, pour tout cylindre CC ∈ RC ,
nous avons :
– Soit l’e´quation tC(X, y) = 0 n’admet pas de solution sur CC ;
– Soit il existe un terme θC tel que, sur CC , nous avons :
tC(X, y) = 0⇔ θC(X) = 0
– Soit il existe un terme θC tel que, sur CC , nous avons :
tC(X, y) = 0⇔ y = θC(X)
Nous notons R0C l’ensemble des cylindres correspondant au second cas et R+C ceux du dernier
cas. Nous avons :
E =
p⋃
C∈R
[ ⋃
CC∈R0C
{
(X, y) ∈ CC ; θC(X) = 0
}
∪
⋃
CC∈R+C
{
(X, y) ∈ CC ; y = θC(X)
}]
Nous notons Πn(CC) le projete´ de CC sur les n premie`res variables. Il s’agit d’un ensemble
de´finissable de Rn. D’apre`s l’hypothe`se de re´currence, il s’agit d’un Tn-ensemble. Nous distin-
guons les cas :
• Pour CC ∈ R0C , nous de´finissons l’ensemble BC par :
BC = {X ∈ Πn(CC); θC(X) = 0}
Il s’agit d’un ensemble de´finissable de Rn. D’apre`s l’hypothe`se de re´currence, BC est un
Tn-ensemble.
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Nous avons alors :{
(X, y) ∈ CC ; θC(X) = 0
}
=
{
(X, y) ∈ Rn+1;X ∈ BC et y = 0
}
∪
{
(X, y) ∈ Rn+1;X ∈ BC et y > 0
}
∪
{
(X, y) ∈ Rn+1;X ∈ BC et y < 0
}
Il s’agit d’une union finie de Tn-cylindres.
• Pour tout Ci ∈ R+i , nous avons :{
(X, y) ∈ CC ; y = θC(X)
}
=
{
(X, y) ∈ Rn+1;X ∈ Πn(CC) et y = θC(X)
}
Il s’agit d’un Tn-cylindre.
En regroupant les cas, nous en de´duisons que E est une union finie de Tn-cylindres. La proprie´te´
est donc he´re´ditaire.
Conclusion : D’apre`s le principe de re´currence, le the´ore`me est vrai quel que soit le nombre
de variables.
7.4 The´ore`me de pre´paration pour les fonctions de´finissables
Dans le lemme 3.7 de l’article [28], D.J. Miller obtient l’e´limination des quantificateurs a`
partir d’un the´ore`me de pre´paration. Cette version sur laquelle se fonde le raisonnement de
D.J. Miller est une transposition, dans le cadre des syste`mes de Weierstrass, du the´ore`me de
pre´paration duˆ a` J.M. Lion et J.P. Rolin dans l’article [26]. Nous avions remarque´ a` la fin du
chapitre 4 que notre the´ore`me 4.17 de pre´paration pour les fonctions de l’alge`bre pre´sentait une
forme similaire.
Le the´ore`me de pre´paration duˆ a` P. Speisseger et L. Van den Dries dans le cadre des struc-
tures polynomialement borne´es de l’article [15] est valide dans le cadre de RC . Pourtant, le
raisonnement suivi par D.J. Miller ne peut pas eˆtre repris ici. Il convient de comprendre ce qui
ne nous permet pas de conclure.
Tout d’abord les fonctions qui apparaissent sont des fonctions de´finissables et donc, a priori,
ce ne sont pas des termes. Ensuite, les cellules du recouvrement ne sont pas donne´es comme
des cylindres. Or, pour eˆtre en mesure d’e´liminer les quantificateurs a` partir d’un the´ore`me de
pre´paration, il est ne´cessaire de pre´ciser la nature des objets qui apparaissent.
En utilisant le the´ore`me de pre´paration duˆ a` P. Speisseger et L. Van den Dries, et les the´ore`me
A et B, nous pouvons obtenir le the´ore`me de pre´paration suivant :
The´ore`me 7.5 Soit φ une fonction de´finissable de´finie sur Rn+1. Il existe un recouvrement fini
R de Rn+1 tel que, pour tout cellule C ∈ R, il existe λ un rationnel, deux termes a et θ et un
terme unite´ U tels que :
∀(X, y) ∈ C, φ(X) = |y − a(X)|λθ(X)U(X, y)
Preuve : Nous appliquons le the´ore`me 6.8 a` la fonction φ. Il existe donc un recouvrement fini C
de Rn+1 par des ensembles de´finissables, et pour chaque C ∈ C, il existe un rationnel λ et deux
fonctions θ et a de´finissables admettant n variables et U une fonction de´finissable admettant
n+ 1 variables tels que le graphe de a est disjoint de C et, pour tout (X, y) ∈ C, nous avons :
φ(X, y) = |y − a(X)|λθ(X)U(X, y) et |U(X, y)− 1| ≤ 1
2
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D’apre`s le the´ore`me 7.4, les ensembles de´finissables C ∈ C sont des unions finies de cylindres.
Nous pouvons donc supposer que chaque cellule du recouvrement est un cylindre.
Par ailleurs, nous appliquons le the´ore`me A aux fonctions a, θ et U . En affinant le recouvrement,
nous obtenons que les fonctions sont des termes.
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Chapitre 8
Conclusions et perspectives
Nos re´sultats et me´thodes sugge`rent quelques questions et possibles directions de recherche.
En voici quatre.
a) Nous avons note´ que, alors que Denef et van den Dries obtiennent leur re´sultat d’e´limination
des quantificateurs en e´tendant le langage naturel de Ran par la fonction x 7→ x−1, nous obtenons
le meˆme re´sultat pour la structure RC , mais au prix supple´mentaire de l’extension du langage
par les fonctions x 7→ x1/n, n ∈ N \ {0}. Il est donc naturel de se demander si l’extension par
les fonctions racines n-ie`mes est strictement indispensable. Elle re´sulte chez nous de la me´thode
choisie : faute de disposer de the´ore`me de Weierstrass (puis d’e´limination a` la Tarski-Seidenberg),
nous avons adopte´ une strate´gie de re´solutions des syste`mes d’e´quations quasianalytiques. Nous
pensons fortement que l’introduction des racines n-ie`mes est lie´e au de´faut de the´ore`me de
Weierstrass, mais nous n’en avons pas la certitude absolue. Ce point devrait donc eˆtre clarifie´.
b) L’outil fondamental par lequel nous remplac¸ons le the´ore`me de pre´paration de Weierstrass
est le the´ore`me de pre´paration o-minimal de L. van den Dries et P. Speissegger. Nous pensons
que cette strate´gie devrait eˆtre ame´liore´e, pour la raison suivante. La preuve du the´ore`me de
pre´paration o-minimal est non constructive. Ce the´ore`me est en fait valide dans un cadre o-
minimal tre`s vaste, bien plus large que notre contexte quasianalytique. Il repose sur l’analyse
valuative des diffe´rents mode`les d’une the´orie donne´e T , suppose´e o-minimale et polynomiale-
ment borne´e. Il nous paraˆıt raisonnable de penser que, dans le cadre quasianalytique qui associe
a` tout germe non nul une se´rie formelle non nulle, cette analyse valuative pourrait eˆtre mene´e
constructivement, sans qu’il soit ne´cessaire de conside´rer plusieurs mode`les de la the´orie de RC .
c) Il y a un autre point de comparaison entre notre me´thode et le the´ore`me d’e´limination de
Denef et van den Dries. On de´duit imme´diatement de leur re´sultat le the´ore`me du comple´mentaire
des sous-ensembles sous-analytiques de Gabrielov et l’o-minimalite´ de la structure Ran. En re-
vanche, pour les structures quasianalytiques RC que nous conside´rons, c’est le chemin inverse
qui est suivi :
1. On prouve dans un premier temps la normalisation des germes quasianalytiques, dont
on de´duit, a` l’aide d’une version quasianalytique du fiber cutting lemma, le the´ore`me du
comple´mentaire dans le cadre quasianalytique, ainsi que l’o-minimalite´ de RC et le fait que
RC soit polynomialement borne´e [32] .
2. On de´duit de la nature polynomialement borne´e de RC le the´ore`me de pre´paration o-
minimal, qui donne une partie principale aux fonctions de´finissables dans RC [15].
3. L’existence de cette partie principale permet de re´soudre les syste`mes d’e´quations quasia-
nalytiques, et d’en de´duire l’e´limination des quantificateurs (cf notre travail) .
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Il paraˆıt donc naturel de se demander si l’on peut proce´der de fac¸on plus directe. Il nous semble
difficile d’aboutir a` l’e´limination des quantificateurs sans passer par la re´solution des syste`mes,
et donc des e´quations en termes. En revanche, il n’est pas impossible que la recherche des parties
principales des solutions de ces e´quations puisse se mener par des me´thodes classiques, telle que
l’analyse du polye`dre de Newton des de´veloppements de Taylor des germes quasianalytiques.
d) Nous avons signale´ durant ce travail, et notamment dans la dernie`re partie, les diver-
gences entre les diffe´rentes versions du the´ore`me de pre´paration. Nous avons explique´ pourquoi
celle due a` P. Speisseger et L. Van den Dries ne nous permet pas d’obtenir l’e´limination des
quantificateurs. La version a` laquelle nous aboutissons dans le the´ore`me 7.5 diffe`re de celle de
J.M. Lion et J.P. Rolin par la forme de l’unite´. Tandis que notre unite´ est un terme borne´,
celle obtenue dans l’article [26] est la composition d’une unite´ de l’alge`bre avec un morphisme
de re´duction ψ =
(
φ1, ..., φs,
(
y−θ
a
) 1
p
,
(
b
y−θ
) 1
p
)
. Ce degre´ supple´mentaire de pre´cision per-
met dans la suite de l’article [26] de justifier un the´ore`me de pre´paration pour les fonctions
logarithmico-exponentielles. D’autre part, pre´ciser la forme de notre unite´ dans le the´ore`me 4.17
de pre´paration des fonctions de l’alge`bre nous a permis de construire un processus de re´duction
des termes a` proximite´ des racines. Ces deux arguments nous incitent a` penser qu’il serait perti-
nent d’obtenir, pour les fonctions de´finissables, un the´ore`me de pre´paration pre´cisant la nature
de l’unite´.
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