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1. τ -Convergence and τ -convergent algebraMτ
Let l∞(N,R) be the Banach space of bounded sequences of real numbers x := {x(n)}∞n=1 with supremum norm ‖x‖∞ :=
supn |x(n)|. As an application of Hahn–Banach theorem, a Banach limit L is a bounded linear functional on l∞(N,R), which
satisﬁes the following properties:
(i) If x = {x(n)}∞n=1 ∈ l∞ and x(n) 0, then L(x) 0;
(ii) If x = {x(n)}∞n=1 ∈ l∞ and T x = {x(2), x(3), . . .}, where T is the left-shift operator, then L(x) = L(T x);
(iii) ‖L‖ = 1;
(iv) If x = {x(n)}∞n=1 ∈ l∞c (N,R), where l∞c (N,R) is the Banach subspace of l∞(N,R) consisting of convergent sequences,
then L(x) = limn→∞ x(n).
Since the Hahn–Banach norm-preserving extension is not unique, there must be many Banach limits in the dual space of
l∞(N,R), and usually different Banach limits have different values at the same element in l∞(N,R). However, there indeed
exist sequences whose values of all Banach limits are the same. According to property (iv) above, l∞c (N,R) provides a trivial
example. Besides that, the sequence x0 = {0,1,0,1, . . .} is a non-trivial example that is divergent. In [1], G.G. Lorentz called
a sequence x = {x(n)}∞n=1 almost convergent if all Banach limits of x coincide, and this unique Banach limit, say α, is called
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numbers. For a sequence x ∈ l∞(N,C), if the real and imaginary parts of x are both almost convergent, we say that x itself
is almost convergent.
Let us denote all the almost convergent sequences in l∞(N,C) by l∞ac (N,C). By linearity and boundedness of Banach
limit, it is easy to know that l∞ac (N,C) is a closed subspace of l∞(N,C), thus a Banach space with respect to the norm‖ · ‖∞ . Since sequences in l∞ac (N,C) can be treated as functions deﬁned on N, it is natural to deﬁne multiplication as
follows: ∀x, y ∈ l∞ac (N,C), (xy)(n) := x(n)y(n), n ∈ N. However, there arise two questions: 1. Is l∞ac (N,C) closed with respect
to this multiplication? 2. It is well known that the limit of product of two convergent sequences is the product of limits
of them. Since almost convergence is a generalization of (ordinary) convergence, does this property still hold in l∞ac (N,C),
i.e., F -limit of product of two almost convergent sequences is the product of F -limits of them? Our answer is negative. For
example, divergent sequence x = {0,1,0,1, . . .} is almost convergent with F -limit 1/2 and x2 = x, so the F -limit of x2 is
1/2 not (1/2)2, thus the second question is answered negatively. Moreover, consideration on the ﬁrst question leads to the
following concept of multiplier.
In 1972, Ching Chou [2] gave the concept of multiplier in l∞ac (N,R). Suppose that f ∈ l∞(N,R), if f l∞ac (N,R) ⊂ l∞ac (N,R),
then f is called a multiplier of l∞ac (N,R). Since 1 = {1,1,1, . . .} ∈ l∞ac (N,R), immediately we have that all multipliers are
almost convergent. Moreover, Chou provided an equivalent characterization of the multiplier. For this, we need the concept
of τ -convergence.
For any subset A ⊂ N, its characteristic function χA is deﬁned as:
χA(n) =
{
1, n ∈ A;
0, n /∈ A.
A subset A of N is said to be of zero density if F − limn→∞ χA(n) = 0, and denoted by d(A) = 0.
Deﬁnition 1.1. A sequence x ∈ l∞(N,C) τ -converges to α ∈ C if ∀ε > 0, ∃Aε ⊂ N such that d(Aε) = 0 and |x(n) − α| < ε,
∀n ∈ N\Aε . α is called τ -limit of x, which is denoted by τ − limn→∞ x(n) = α or x(n) τ−→ α.
In Theorem 3.1 [2], Chou proved that f ∈ l∞(N,R) is a multiplier if and only if f is τ -convergent. However, to be
honest, Chou’s proof is very long and complex. Actually, if adding the property of preserving product of limits (concerning
the second question raised earlier) to the deﬁnition of multiplier, we can essentially simplify the proof into a more direct
and elegant one. So we will revise the deﬁnition of multiplier and re-prove the theorem as follows.
Deﬁnition 1.2. x ∈ l∞(N,C) is called a multiplier of l∞ac (N,C) if the following two conditions hold:
(i) xl∞ac (N,C) ⊂ l∞ac (N,C);
(ii) ∀y ∈ l∞ac (N,C), F − limn→∞ x(n)y(n) = F − limn→∞ x(n) · F − limn→∞ y(n).
Theorem 1.3. x ∈ l∞(N,C) is a multiplier of l∞ac (N,C) if and only if x is τ -convergent.
Remark 1.4. Before proving the theorem, we’d like to comment that it suﬃces to prove the theorem in the case when x 0,
especially for the implication of τ -convergence from multiplier. (In fact, Chou gave the deﬁnition and theorem in the real
setting.) Assume that any positive-valued multiplier is τ -convergent. Given a real-valued multiplier x, then x + ‖x‖∞1 0,
and, for any y ∈ l∞ac (N,R), (x+ ‖x‖∞1)y = xy + ‖x‖∞ y is almost convergent such that
F − lim
n→∞
(
x+ ‖x‖∞1
)
(n)y(n) = F − lim
n→∞(xy)(n) + ‖x‖∞F − limn→∞ y(n)
= F − lim
n→∞ x(n) · F − limn→∞ y(n) + ‖x‖∞F − limn→∞ y(n)
= F − lim
n→∞
(
x+ ‖x‖∞1
)
(n) · F − lim
n→∞ y(n).
So x + ‖x‖∞1 is a positive-valued multiplier. By assumption, x + ‖x‖∞1 is τ -convergent, hence so is x. Similarly, assume
that any real-valued multiplier is τ -convergent, then it can be implied that any complex-valued multiplier is τ -convergent.
Though it is an easy observation that we would avoid to include in the proof below, it is worth to pay attention to this fact.
Proof. I (⇒). According to Remark 1.4, without loss of generality, let us assume that x 0 and F − limn→∞ x(n) = 1 (nor-
malize it if necessary!). ∀ε > 0, let A(ε) = {n ∈ N | x(n) 1 + ε}, B(ε) = {n ∈ N | x(n) 1 − ε}. For any Banach limit L, we
have
1= L(xn) L(xnχA(ε)) (since x is a multiplier and x 0)
 (1+ ε)nL(χA(ε)).
Since n can be arbitrarily big, L(χA(ε)) = 0, hence d(A(ε)) = 0.
C. You / Topology and its Applications 159 (2012) 1433–1438 1435Assume that B(ε) is not of zero density, i.e., there exists a Banach limit L0 such that L0(χB(ε)) > 0. Set δ = ε2 L0(χB(ε)).
By argument above, L0(χA(ε)) = L0(χA(δ)) = 0. We have the following inequalities:
1= L0(xχB(ε)) + L0(xχA(ε)) + L0(xχN\B(ε)\A(δ)) + L0(xχA(δ)\A(ε))
 (1− ε)L0(χB(ε)) + ‖x‖∞L0(χA(ε)) + (1+ δ)L0(χN\B(ε)\A(δ)) + ‖x‖∞L0(χA(δ)\A(ε))
 (1− ε)L0(χB(ε)) + (1+ δ)L0(χN\B(ε)\A(δ))
 1− εL0(χB(ε)) + δ
= 1− δ < 1.
This is a contradiction, hence d(B(ε)) = 0. Since ε can be arbitrarily small, d(A(ε)) = d(B(ε)) = 0 implies that x is
τ -convergent.
II (⇐). Suppose that x(n) τ−→ α and ∀y ∈ l∞ac (N,C), y(n) a.c.−→ β . ∀ε > 0, ∃A ⊂ N such that d(A) = 0 and |x(n) − α| < ε,∀n ∈ N\A. Suppose that, ∀n ∈ N\A, x(n) = α + εneiθn , where 0 εn < ε, θn ∈ R, then∣∣∣∣∣
1
n
n−1∑
i=0
x(i + j)y(i + j) − αβ
∣∣∣∣∣
=
∣∣∣∣∣
1
n
n−1∑
i=0
x(i + j)y(i + j) − 1
n
n−1∑
i=0
αy(i + j) + 1
n
n−1∑
i=0
αy(i + j) − αβ
∣∣∣∣∣
=
∣∣∣∣∣
1
n
∑
0in−1
i+ j∈A
x(i + j)y(i + j) + 1
n
∑
0in−1
i+ j∈N\A
(
α + εi+ jeiθi+ j
)
y(i + j) − 1
n
n−1∑
i=0
αy(i + j) + 1
n
n−1∑
i=0
αy(i + j) − αβ
∣∣∣∣∣
=
∣∣∣∣1n
∑
0in−1
i+ j∈A
(
x(i + j) − α)y(i + j) + 1
n
∑
0in−1
i+ j∈N\A
εi+ jeiθi+ j y(i + j) + 1
n
∑
0in−1
α
(
y(i + j) − β)
∣∣∣∣

(‖x‖∞ + |α|)‖y‖∞ 1
n
∑
0in−1
χA(i + j) + ε‖y‖∞ + |α|
∣∣∣∣∣
1
n
n−1∑
i=0
(
y(i + j) − β)
∣∣∣∣∣.
Since d(A) = 0 and y(n) a.c.−→ β , there exists N ∈ N such that it holds uniformly that 1n
∑
0in−1 χA(i + j) < ε and
| 1n
∑n−1
i=0 (y(i + j) − β)| < ε, when n > N . Consequently, when n > N , it holds uniformly that∣∣∣∣∣
1
n
n−1∑
i=0
x(i + j)y(i + j) − αβ
∣∣∣∣∣<
((‖x‖∞ + |α|)‖y‖∞ + ‖y‖∞ + |α|)ε.
So (xy)(n)
a.c.−→ αβ , i.e., x is a multiplier. 
Let us denote all the τ -convergent sequences of l∞ac (N,C) byMτ and call it τ -convergent algebra. The following propo-
sition will show that, equipped with point-wise addition, multiplication and conjugation, Mτ forms a unital commutative
C∗-algebra with respect to the norm ‖ · ‖∞ .
Proposition 1.5.
(1) If x, y ∈Mτ , then x+ y, xy, x ∈Mτ ;
(2) If {xk}k∈N ⊂Mτ such that xk ‖·‖∞−→ x ∈ l∞ac (N,C), then x ∈Mτ .
Proof. (1) Since x, y ∈Mτ , ∀z ∈ l∞ac (N,C), (x + y)z = xz + yz ∈ l∞ac (N,C), (xy)z = x(yz) ∈ xl∞ac (N,C) ⊂ l∞ac (N,C), xz = xz ∈
l∞ac (N,C). For any Banach limit L,
L
(
(x+ y)z)= L(xz) + L(yz) = L(x)L(z) + L(y)L(z) = L(x+ y)L(z),
L
(
(xy)z
)= L(x(yz))= L(x)L(yz) = L(x)L(y)L(z) = L(xy)L(z),
L(xz) = L(xz) = L(x)L(z) = L(x)L(z).
So x+ y, xy, x ∈Mτ .
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 xkz
‖·‖∞−→ xz, thus xz ∈ l∞ac (N,C). Similarly, for any Banach
limit L, L(xk) → L(x) and L(xk)L(z) = L(xkz) → L(xz), thus L(xz) = L(x)L(z). So x ∈Mτ . 
In the next two sections, from the view point of commutative C∗-algebra, we will study two applications ofMτ : 1. The
application of Mτ in compactiﬁcation of N; 2. Non-C∗-reﬂexivity of Mτ in Hilbert C∗-module theory. For this sake, we
ﬁrst need to apply the famous Gelfand transform to represent Mτ in the form of C(X), where X is a compact Hausdorff
space containing N as dense subset.
2. τ -Compactiﬁcation ofN
On commutative C∗-algebra A, a multiplicative linear functional is a non-zero ∗-homomorphism from A to C. The set
MA , which consists of all multiplicative linear functionals of A, is called the maximal ideal space of A. It can be proved that
multiplicative linear functional is of norm 1, and that, equipped with weak-∗ topology inherited from the unit ball of A′ ,
MA is compact if A is unital and locally compact otherwise (see [3]).
Gelfand transform Γ from A to C0(MA) is deﬁned as Γ (a) = aˆ, where aˆ(ϕ) = ϕ(a), ϕ ∈ MA .
Theorem 2.1. ([3]) For a commutative C∗-algebra A, Gelfand transform Γ is an isometric ∗-isomorphism from A to C0(MA), where
MA is locally compact Hausdorff. In particular, if A is unital, Γ maps from A to C(MA), where MA is compact Hausdorff.
Remark 2.2. For a commutative C∗-algebra A, due to Theorem 2.1, from now on we don’t distinguish elements from A and
C0(MA).
Hence Gelfand transform establishes a one-to-one correspondence between commutative C∗-algebras and (locally) com-
pact Hausdorff spaces. It is worth to point out that Gelfand transform has important applications in compactiﬁcation of N.
For example, likeMτ , l∞c (N,C) is also a unital commutative C∗-algebra with respect to point-wise addition, multiplication,
conjugation and norm ‖ · ‖∞ . By Gelfand transform, l∞c (N,C) is isometric ∗-isomorphic to C(Xc), where Xc is the maximal
ideal space of l∞c (N,C). It can be proved that Xc is homeomorphic to the one-point compactiﬁcation [6] of N. Similarly, if we
consider the unital commutative C∗-algebra consisting of all almost periodic sequences in l∞(N,C), by Gelfand transform
we derive Bohr compactiﬁcation [4] of N. If we consider the unital commutative C∗-algebra consisting of all Higson sequences
in l∞(N,C), i.e., sequence x satisfying limn→∞(x(n + 1) − x(n)) = 0, by Gelfand transform we obtain Higson compactiﬁca-
tion [5] hN of N. Actually l∞(N,C) is also a unital commutative C∗-algebra, by Gelfand transform we obtain Stone–Cˇech
compactiﬁcation [6] βN of N. In contrast to the fact that one-point compactiﬁcation is the smallest compactiﬁcation of N
(just the point at inﬁnity is added to N), βN is considered to be the maximal compactiﬁcation of N in the sense that any
continuous function deﬁned on other compactiﬁcation can be continuously extended to βN [6].
Next comes the case ofMτ . Let us denote the maximal ideal space ofMτ by τN.
Theorem2.3. Themaximal ideal space τN ofMτ is a compact space containingN as dense subset, which is called τ -compactiﬁcation
of N.
Proof. Since Mτ is unital, by Theorem 2.1, τN is compact and Mτ ∼= C(τN). Each n ∈ N corresponds to a multiplicative
linear functional ϕn deﬁned by ϕn(x) = x(n), ∀x ∈Mτ . To show that ϕn0 is separated from other ϕn with respect to weak-∗
topology, we just need to take x = (0,0, . . . , 1︸︷︷︸
n0th
,0,0, . . .) ∈Mτ , then ϕn0(x) = 1, while ϕn(x) = 0, ∀n = n0. Hence, as
subspace of τN, {ϕn}n∈N is homeomorphic to N under weak-∗ topology.
Finally we prove that {ϕn}n∈N is dense in τN. Assume that there exists a point τN  ϕ0 /∈ {ϕn}n∈N . Since τN is a compact
Hausdorff space, thus a normal topological space, by Urysohn’s lemma, there exist disjoint open subsets U , V ⊂ τN such
that ϕ0 ∈ U , {ϕn}n∈N ⊂ V , and a non-zero continuous function f ∈ C(τN) such that f (ϕ0) = 1 while f |{ϕn}n∈N = 0. By
Theorem 2.1, f is equivalent to a sequence in Mτ , which takes value zero on each positive integer, then f is the zero
element inMτ , which contradicts that f is non-zero. This completes the proof. 
Remark 2.4. Chou [2] pointed out that non-constant almost periodic sequence is not τ -convergent, so τ -compactiﬁcation is
different from Bohr compactiﬁcation. Moreover, if we add the characteristic sequence χA , where d(A) = 0, to a τ -convergent
sequence x, x + χA is still τ -convergent. However, a Higson sequence h plus χA is no longer a Higson sequence, hence τ -
compactiﬁcation is also different from Higson compactiﬁcation. By deﬁnition of multiplier of l∞ac (N,C), Banach limit is
a multiplicative linear functional on Mτ . Since limit corresponds to point at inﬁnity in one-point compactiﬁcation and
Banach limit is a generalization of limit, one-point compactiﬁcation is included in τN. In the next section, we will see an
interesting discussion about τN and βN.
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First of all, let us give a brief introduction to some basic notions of Hilbert C∗-modules and C∗-reﬂexivity. For details,
please refer to the monograph [7] by Manuilov and Troitsky.
Suppose that A is a C∗-algebra and M is a (right) A-module. A sesquilinear form 〈·, ·〉 : M × M → A is deﬁned on M ,
which satisﬁes the following properties:
(1) ∀x ∈ M , 〈x, x〉 0;
(2) 〈x, x〉 = 0 implies x = 0;
(3) ∀x, y ∈ M , 〈y, x〉 = 〈x, y〉∗;
(4) ∀x ∈ M and ∀a ∈ A, 〈x, y · a〉 = 〈x, y〉a.
Then M is called a pre-Hilbert A-module with A-valued inner product 〈·,·〉. ∀x ∈ M , set ‖x‖M := ‖〈x, x〉‖1/2. It can be proved
that ‖ · ‖M is a norm on M . If M is complete with respect to ‖ · ‖M , M is called a Hilbert C∗-module.
It can be seen from the deﬁnition above that Hilbert C∗-module is a generalization of Hilbert space, since all Hilbert
spaces are Hilbert C∗-modules over the simplest C∗-algebra – C. Besides that, there are two classical examples of Hilbert
C∗-modules arising from C∗-algebra itself.
Example 3.1. Suppose that J ⊂ A is a right ideal. Then J is a Hilbert C∗-module equipped with the A-valued inner product
deﬁned by 〈x, y〉 := x∗ y, ∀x, y ∈ J . In particular, A itself is a Hilbert C∗-module.
Example 3.2. Let l2(A) denote all the A-valued sequences x = {x(n))}n∈N such that ∑n x(n)∗x(n) converges. It is obvious that
l2(A) is an A-module. Deﬁne inner product on l2(A) as: ∀x, y ∈ l2(A), 〈x, y〉 :=∑n x(n)∗ y(n). It can be checked that this
inner product is well-deﬁned, and l2(A) is complete with respect to the norm induced by this inner product, hence l2(A) is
a Hilbert C∗-module, which is called the standard Hilbert C∗-module over A, also denoted by HA .
Let us recall some basic facts of dual and the second dual of a Hilbert C∗-module. For a Hilbert C∗-module M over
a C∗-algebra A, the dual Banach module M ′ is deﬁned as the set of all A-module bounded linear maps from M to A
(such maps are called functionals). Iterating this procedure, one gets the second dual module M ′′ . A Hilbert C∗-module M
is called C∗-reﬂexive if M ′′ = M . For example, all countably generated Hilbert C∗-modules over the C∗-algebra of compact
operators with adjoined unit are C∗-reﬂexive [8]. Due to the Kasparov stabilization theorem [9], any countably generated
Hilbert C∗-module over a C∗-algebra A is C∗-reﬂexive if the standard Hilbert A-module HA = l2(A) is C∗-reﬂexive. We call
a C∗-algebra A C∗-reﬂexive if HA is C∗-reﬂexive.
It was shown by Paschke [10] that inﬁnite-dimensional von Neumann algebras are not C∗-reﬂexive. On the positive, it is
known that C(X) is C∗-reﬂexive for nice spaces X .
Theorem 3.3. ([11]) Let X be a compact metric space. Then C(X) is C∗-reﬂexive.
Recently, M. Frank, V.M. Manuilov and E.V. Troitsky provided a suﬃcient and necessary condition for C∗-reﬂexivity of
C(X).
Theorem 3.4. ([12]) The module l2(C(X)) is not C∗-reﬂexive if and only if there exists a sequence {Uk} of open pairwise non-
intersecting non-empty sets in X such that∏
k
C0(Uk) ⊂ C(X).
With the criterion above, Frank et al. showed that C(hN) is C∗-reﬂexive [12]. Similarly, we will show that Mτ is not
C∗-reﬂexive, which contributes a negative example to Frank–Manuilov–Troitsky’s criterion.
Theorem 3.5.Mτ is not C∗-reﬂexive.
Proof. Set nk = (1+k)k2 , k ∈ N and S = {nk: k ∈ N}, it is easy to see that d(S) = 0. As each nk is open in τN, deﬁne∏
k C0({nk}) ⊂ C(τN) as the canonical embedding, i.e., sequence embedded into C(τN) could take arbitrary bounded values
on S and zero on the complement of S . This embedding is well-deﬁned, since d(S) = 0, and each sequence embedded is
τ -convergent to zero. Thus Theorem 3.4 implies thatMτ is not C∗-reﬂexive. 
Take the sequence {nk}k∈N that is deﬁned in the proof of Theorem 3.5. It is easy to see that limk→∞ nk+1 − nk = 0. Let
bk = ank , then the map h : {an}n∈N → {bk}k∈N deﬁnes a ∗-homomorphism from C(τN) to l∞(N,C). Since d(S) = 0, sequences
of C(τN) can take arbitrary values on S , hence h is surjective. So the induced map h∗ : k → nk can continuously extend to a
1438 C. You / Topology and its Applications 159 (2012) 1433–1438map from βN to τN. We need the following lemma to show that h∗ is injective, consequently we obtain an embedding of
βN to τN.
Lemma 3.6. Suppose that X and Y are compact Hausdorff topological spaces, and h : C(X) → C(Y ) is a surjective continuous map.
Let h∗ : Y → X be the map induced by f , which is deﬁned as h∗(y)( f ) = h( f )(y), where y ∈ Y , f ∈ C(X) (here we treat a point in X
as a multiplicative linear functional of C(X)). Then h∗ is injective.
Proof. Assume that h∗(y1) = h∗(y2), where y1, y2 ∈ Y , i.e., ∀ f ∈ C(X), it holds that h( f )(y1) = h∗(y1)( f ) = h∗(y2)( f ) =
h( f )(y2). Since h is surjective, it means that g(y1) = g(y2), ∀g ∈ C(Y ). Since Y is Hausdorff, Urysohn’s lemma implies that
y1 = y2, i.e., h∗ is injective. 
That τN includes βN as a closed subset seems to be a surprising result, because βN is usually believed to be the
maximal compactiﬁcation of N. We want to emphasize that, for compactiﬁcations of certain space, we should not compare
them according to inclusion relation. In [6], Kelley deﬁned a partial order on all compactiﬁcations of X in the sense that: X is
a topological space, a compactiﬁcation of X is deﬁned to be a pair ( f , Y ), where Y is a compact topological space and f is a
homeomorphism of X onto a dense subspace of Y . For two compactiﬁcations ( f , Y ) and (g, Z), let us denote ( f , Y ) (g, Z)
if there exists a continuous map h : Y → Z such that h◦ f = g . βX is considered to be the maximal compactiﬁcation because
for any continuous map f from X to a compact Hausdorff space Y , there always exists a continuous extension of f to βX .
OK, let us denote Stone–Cˇech compactiﬁcation and τ -compactiﬁcation of N by (i1, βN) and (i2, τN) respectively, where I
want to emphasize that i1 and i2 canonically send integers from N to βN (and τN). But an inverse map h′ : τN → βN of
embedding h : βN → τN (h′ ◦ h = 1) wouldn’t fulﬁll the role that h′ ◦ i2 = i1 (because i1, i2 are canonical embeddings of N,
while h′ (or h) isn’t), hence it doesn’t mean that (i2, τN) (i1, βN).
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