In the present work a model is proposed which is useful for text summarization of the given document by using pattern recognition techniques for improving the retrieval performance of the relevant information. The design and implementation of the proposed systems is concerned with methods for summarizing of the retrieving information from a collection of documents or corpuses. The quality of a system is measured by how useful it is to the typical users of the system. In the basic approach, a query is considered generated from an "ideal" document that satisfies the information need. The system's job is then to estimate the likelihood of each document in the collection being the ideal document and rank them accordingly. The recent development of related techniques stimulates new modeling and estimation methods that are beyond the scope of the traditional approaches.
INTRODUCTION
The goal of proposed model is to identify documents relevant to a user's query. In order to do this, system must assume some measure of relevance between a document and a query, i.e., an operational definition of a relevant document with respect to a query. A fundamental problem in this model is thus to formalize the concept of relevance; a different formalization of relevance generally leads to a different model. Over the decades, many different retrieval models have been proposed, studied, and tested. Their mathematical basis spans a large spectrum, including algebra, logic, probability and statistics. In this model, we can calculate the probability of the pattern of the document on the basis of part of speech and other conditions which are relevant to the query.
LOGIC
For calculating the relevance of the document we will first define and construct identifiers, those are basically based on grammatical aspects of English language pertaining to which we have to retrieve information from the given text. We are interested to retrieve the information from the corpus of English language regarding to their tense form, voice form, speech form, etc. So firstly we have to construct the proper identifiers. As we know a sentence of English language can be found in a particular tense, voice, speech etc. So we can classify all these sentences into particular classes for which we have need to construct some identifiers pertaining to these particular classes. Example:
1. Class of TENSE 2. Class of VOICE Given text is firstly divided into the documents; here our mean to a document is a single sentence with the help of sentence boundary detection. After then we construct a matrix whose every column shows a particular sentence and the entries of such column are according to the presence and absence of the identifiers. Thus these all documents (sentences) are arranged in a matrix, whose number of rows and columns are equal to the number of identifiers (t) and documents (d) respectively. This matrix is thus said to be term by document matrix of order t×d. The presence and absence of a particular identifier in a document is defined as T i D j = 1; if i th identifier present in the j th document Otherwise the value of T i D j is 0. Thus in general the sentence of different grammatical aspects can be added together and gives any other sentence of the text comprising all aspects simultaneously, provided that they don't belong to the same class. By using these two identifiers we can separate simple sentences into two broad categories of active and passive voice. This is obvious that any simple sentence can exist in one of the form either active or passive at a time.
TENSE RECOGNIZING IDENTIFIERS

MATHEMATICAL FORMALISM:
We can now formalize any sentence into document vector, whose first coordinate is active and the second one represents the class of passive voice. For example: "Jack has played a match" can be represented as (1,0), since it is in active voice.
"The deer has been killed by the lion", can be represented as (0,1), since it is in passive voice. On the basis of above mention conditions we can categorized the sentences. For example if sentence is in Present indefinite and Active voice then the sentence vector is in form, D1= (1, 0,.., 1, 0 (14 th term)) 1*14 Similarly we can calculate the sentence vector of all other sentences which are present into the document and also create a query vector. On the basis of above mathematical formalism after creating these sentence vectors we check that which types of sentence vector are mostly used on the whole document and count the number of availability of the sentence vector on the whole document. Then compare the query vector with document vector. In which corpus highest query vector is matched this one is the relevant document of the given query.
ALGORITHM
Algorithm For Main( ) Function
This algorithm is used for opening the file where the sentences are stored which one is calculated from a corpus or document with the help of Sentence Boundary Detection Algorithm. 
Algorithm For Form_Search( )Function
This algorithm is used for searching the form of the verb which one is present in a sentence which one is useful for calculating the tense of the sentences. 
Algorithm For Tense_Search( ) Function
This algorithm is used for searching the tense and voice of the sentences on the basis of the form number of the verb which one is present in a sentence and calculates the sentence vector of the each sentence.
1. Start. 
Algorithm For Stats( ) Function
This algorithm is used for calculating the number of the same type of the sentences present in the document file. Open file "query_vector.txt" 4.
While EOF repeat Step 4.1 to Step 4. 
CONCLUSION
We have presented a system for text summarization of a given document. With the help of this system identifiers are defined and constructed, which are basically based on grammatical aspects of English language and these identifiers are useful for retrieving the relevant information from the given text. We created an open source software tool and the experimental results show that the approach can achieve a high accuracy. With the help of this system anyone can understand the writing style of any author. This is an elementary task for calculating the writing style of the author and the summarization of the document. On the basis of proposed system we can also calculate the relevance of the document.
