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Abstract—Fourier-transform infrared spectroscopy (FTIR) is
a versatile technique for characterizing the chemical composition
of the various uncertainties, including baseline shift and multi-
plicative error. This study aims at analyzing the effect of certain
treatment on the FTIR responses subject to these uncertainties.
A two-step method is proposed to quantify the treatment effect
on the FTIR signals. First, an optimization problem is solved
to calculate the template signal by aligning the pre-treatment
FTIR signals. Second, the effect of treatment is decomposed as
the pattern of modification g that describes the overall treatment
effect on the spectra and a vector of effect δ that describes the
degree of modification. g and δ are solved by another optimiza-
tion problem. They have explicit engineering interpretations and
provide useful information on how the treatment effect change the
surface chemical components. The effectiveness of the proposed
method is first validated in a simulation. In a real case study, it’s
used to investigate how the plasma exposure applied at various
heights affects the FTIR signal which indicates the change of
the chemical composition on the composite material. The vector
of effects indicates the range of effective plasma height, and the
pattern of modification matches existing engineering knowledge
well.
Note to Practitioners—Fourier-transform infrared spectroscopy
is frequently used to characterize the surface chemical compo-
sition of a material. Due to the large uncertainty of the FTIR
signals, they are usually observed visually by experienced engi-
neers and technicians in industrial applications. Drawing con-
clusions by observing FTIR signals can be both time-consuming
and inaccurate. This study is motivated by the problem of
understanding the effect of plasma exposure on the surface
property of carbon fiber reinforced polymer material. In this
study, we investigated the uncertainties associated with FTIR
signals, and proposed a general, systematic method to quantify
the effect of surface treatment on the FTIR signals that are
subject to offset and scaling error. A two-step analytic procedure
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is proposed, which provides the information on how the plasma
exposure distorts the FTIR signal, and how the plasma height
relates to the magnitude of the distortion. The methodology
in this article can be used to analyze the treatment effect on
a variety of spectroscopic measurements that are subject to
uncertainties like offset shift and multiplicative errors. As the
offset and scaling error significantly affect the measurements
collected from portable spectrometers in the manufacturing
environment, this study can expand the applications of in-situ
hand-held spectrometer metrology in manufacture industries.
Index Terms—Fourier-transform infrared spectroscopy, com-
posite material, plasma surface treatment, spectral data analysis.
I. INTRODUCTION
FOURIER-TRANSFORM infrared spectroscopy (FTIR)measurements provide a sensitive, non-destructive way of
understanding the material’s chemical composition. Like most
structural spectroscopic techniques, it characterizes the chem-
ical composition of the material by the absorbance/reflectance
of light in a range of frequencies [1]–[4]. Specifically, FTIR
spectrometer shines a beam of infrared light that contains a
range of spectral components on the sample, and measures
the intensity of the absorbed light at every frequency. As each
chemical bond in the material only absorbs the infrared radia-
tion at its characteristic frequency, the absorbance intensity of
each light component indicates the richness of corresponding
chemical bond in the examined sample [2], [3], [5]. The
measurement signal obtained from FTIR spectrometer is called
the FTIR spectrum. It takes the form of a high dimensional
vector, denoting the intensity of infrared absorption at a
sequence of frequencies.
The Carbon Fiber Reinforced Polymer (CFRP) composite
grabs increasing attention in the aerospace industry for its
lightweight, excellent strength and other properties. However,
safety concerns on its bonding quality are essential due to
low surface free energy [6]. To improve bonding quality,
surface modification methods have been well-developed to
improve CFRP surface energy, including thermal treatment,
wet chemical or electrochemical oxidation, plasma treatment,
gas-phase oxidation, coating treatment, and so on [7]–[9].
Among these surface modification methods, plasma expo-
sure is one of the most popular ones with its special advantages
[10]–[14]. It is a non-destructive method allowing greater
control over the number of unwanted reaction pathways [7].
Previous research indicated that plasma exposure can increase
the wettability of the material by modifying the chemical
composition and the physical structures of its surface layer [8],
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[11], [12], [14], which in turn improves the bonding quality
between CFRP panels in aerospace applications. However, it
remains unclear how the plasma height, the distance between
the plasma nozzle and the sample, affects the chemical com-
ponents of CFRP indicated by FTIR measurements.
Motivated by the problem of quantifying the effect of
plasma exposure on the CFRP material when plasma height
varies, this study aims at tackling a more general problem of
understanding the surface treatment effect of various strength
on FTIR signals. Specifically, consider the experiment detailed
in Fig. 1, where we collect the pre-exposure FTIR measure-
ments and post-exposure FTIR signal on a number of CFRP
coupons, where the strength of treatment, described by the
plasma height, is set to prescribed values from 8mm to 22mm.
From the data, we seek to understand how the plasma height
affects the FTIR measurements taken on a sample surface
before and after the plasma exposure at different heights,
which will shed some light on how the chemical composition
of CFRP is changed by the plasma treatment.
Modeling the treatment effect from FTIR signals involves
two major challenges. First, FTIR spectra are subject to many
uncertainty sources, including light scattering, optical path
length variations, and temperature variation [2], [5], [15].
Besides, the measurement uncertainties of FTIR spectra have
been widely recognized. In industrial applications, the FTIR
signals are usually observed visually by experienced engineers
and technicians [1], [16], [17] and such approaches can be
both time-consuming and sometimes inaccurate. These uncer-
tainties result in the offset shift and the multiplicative error,
and the latter also influences the magnitude of the noise on
the FTIR measurements. To decrease the level of uncertainty
in FTIR measurements, the preprocessing of the FTIR signals
is studied in a series of literature. For example, Cornel et al.
[15] reviewed multiple preprocessing procedures for analyzing
the FTIR signals. However, most of them are ad-hoc methods
that do not fully characterize the sources of uncertainty and
involved error patterns in the FTIR spectra. Among them, the
only exception is the multiplicative scatter correction (MSC)
method, which characterized the multiplicative error and offset
shift of the FTIR spectra. However, the MSC model fails to
consider the magnitude-dependent noise based on the FTIR
spectra.
The second challenge is that surface treatment usually has
a nonlinear effect on the FTIR signal. For example, the effect
of the plasma exposure is nonlinear in general [13], as when
the plasma height is small the effect of adjusting plasma
height for one unit is very significant, whereas when the
plasma height is large, changing the plasma height for one
unit will barely affect the FTIR signal. Due to the nonlinearity,
the univariate effect on the high-dimensional measurements
cannot be characterized through existing methods such as the
functional linear models [18].
To tackle these challenges and achieve our objective, we
developed a statistical framework in this study that (i) char-
acterizes the underlying uncertainty of the FTIR spectra, and
(ii) describes the nonlinear effect on the post-treatment FTIR
spectra. Based on the proposed model, a two-step procedure is
developed. In each step, an optimization problem is formulated
Fig. 1: The experimental setup. The CFRP coupons were
processed by plasma, and the plasma height is set at h1, ..., hn.
The FTIR measurements were taken before and after the
plasma exposure to capture the change of chemical compo-
nents on the CFRP surface.
to estimate the template FTIR signal that is representative for
all measurement spectra and to represent the effect of plasma
exposure respectively. To validate our methodology, we con-
ducted experiments and collected FTIR spectra measurements
from samples before and after the plasma exposure. These
measurements are shown in Fig. 2.
The contribution of our work is twofold. In terms of
statistical analysis, we proposed a preprocessing algorithm to
derive a template spectrum from FTIR spectra obtained from
repetitive measurements and a general strategy to quantify
the nonlinear treatment effect on the spectrum measurements.
The methodology is applicable to a large variety of studies
that involves understanding the treatment effects on spectral
measurements subject to similar multiplicative and offset un-
certainty. In terms of manufacturing engineering, we gained an
understanding of the effect of plasma exposure on the CFRP
material for the first time, and identified several chemical
bonds that are affected by plasma exposure.
The remaining part of the article is organized as follows.
In Section II, we look into the data characteristics and present
the statistical analysis procedure in detail. In Section III, we
verify the performance of the proposed two-step algorithm on
synthetic data. In section IV, we demonstrate the analytical
result on experimental real data. Finally, we conclude this
article in Section V.
II. UNCERTAINTY ANALYSIS AND PROPOSED
FRAMEWORK
In this section, we first analyze the sources and patterns
of the variations of signal data collected from the FTIR
metrology, and then propose a statistical model that describes
the uncertainty of these signals. Based on the statistical model,
we formulate two optimization problems to obtain the template
signal and capture the effect of the surface treatment.
A. Uncertainties in FTIR Metrology and Spectra Modeling
Recall that the measurements of the FTIR spectrum are
subject to offset shift, multiplicative error, and other noises.
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(a) Pre-exposure FTIR signals obtained before plasma
exposure
(b) Post-exposure FTIR signals obtained after plasma
exposure at various heights
Fig. 2: Raw FTIR signals collected from CFRP coupons in
the experiments shown in Fig. 1.
Among these uncertainties, the offset shift and multiplicative
error are dominant. As shown in Fig. 2 (a), signals obtained
from the pre-treatment surfaces are similar in shapes, as if
generated by vertically stretching and moving a template signal
randomly. We refer to the variation of the vertical scale as
multiplicative error, and the variation of the vertical location
as the offset shift. According to the literature [2], [5], [15],
the offset shift is mainly caused by light scattering and the
multiplicative error is mainly caused by optical path length
variations related to the hand-held nature of the device. We
can also see that the variance of the noise is dependent on the
shape of the signal since the noise is more significant at the
peaks of the signal, as shown in Fig. 3. This phenomenon is
common in light-based spectroscopy. For example, Yue et.al
[19] summarized multiple error sources in greater detail for
Ramen spectra, a similar metrology in material science. From
this observation, we assume that all pre-treatment signals come
from a common template signal denoted by x0 ∈ Rp. Then,
the i-th pre-treatment signal x0,i =
(
x
(1)
0,i , . . . , x
(p)
0,i
)>
∈ Rp
is modeled as
x0,i = a0,i (x0 + ε0,i) + b0,i1, i = 1, . . . , n (1)
Fig. 3: The sample variance of the FTIR signal (the orange
curve) is closely related to the sample mean of the FTIR signal
(the blue curve) obtained from the experiment in Fig. 1.
Here a0,i ∈ R is the factor for the multiplicative error,
b0,i ∈ R is the offset, and ε0,i ∈ Rp is the noise vector, whose
elements are independent and follow ε(j)0,i ∼ N
(
0, σ2
)
, i =
1, . . . , n; j = 1, . . . , p. The vector 1 = (1, . . . , 1)> ∈ Rp.
Note that in the formulation (1), the parameters are not
identifiable without constraints, since the tuple (a0,i, x0, b0,i)
and (ka0,i, (x0−µ1)/k, b0,i+a0,iµ) correspond to the same
probability model for x0,i for any k and µ. To make the model
identifiable, we apply two additional constraints on x0:
‖x0‖2 = x>0 x0 = 1, x>0 1 = 0. (2)
In this formulation, we assume that the measurement taken
every time are independent with each other. This is because
the area that the FTIR equipment samples on is very small,
and thus the hand-held FTIR equipment cannot obtain pre-
treatment or post-treatment measurements at exactly the same
location on the sample. Also, note that the random error ε0,i
is firstly added to the template x0, and then affected by the
multiplicative error a0,i. Therefore, the standard deviation of
the noise on the signal is proportional to the multiplicative
error, and thus every variable of the observed pre-treatment
signal follows a normal distribution with different variance
x
(j)
0,i ∼ N
(
a0,ix
(j)
0 + b0,i, a
2
0,iσ
2
)
. This observation corrobo-
rates with the property of the FTIR signal as discussed earlier.
The proposed model is different from the model in Yue et al.
[19], which proposed x(j)0,i ∼ N
(
x
(j)
0 , ax
(j)
0 + b
)
, because the
multiplicative error and outfit error are not considered in Yue’s
model. As will be seen later, estimating x0 in our model is
different from simply denoising the raw signals analytically.
Also, our representation of the signals is different from the
MSC approach [5], [15], which implicitly assumes that all
signals have the same magnitudes of errors in calculating the
sample mean as the template signal.
The FTIR measurements obtained after the treatment proce-
dure, such as plasma exposure in our motivating example, are
also subject to offset shift and multiplicative error. Moreover,
the treatment effect leads to the shape change from the
template signal. The pattern of the signal change caused by
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the treatment effect is assumed to be the same across all
signals, and are irrelevant of the strength of the treatment,
whereas the magnitude of the change relates to the strength
of the treatment. In the motivating example, the change of the
FTIR signal is of greater magnitude when the plasma nozzle
is closer to the CFRP coupon. From the above reasoning,
the post-treatment template is modeled as x0 + δig, where
g ∈ Rp represents the pattern of modification: the change
of the template caused by plasma exposure. The value δi
represents the magnitude of modification on the i-th spectrum,
and δ = (δ1, . . . , δn) is referred to as the vector of effects.
Therefore, we assume the following model for the post-
treatment error:
x1,i = a1,i (x0 + δig + ε1,i) + b1,i1, i = 1, . . . , n (3)
Like the pre-treatment model (1), a1,i and b1,i represent the
multiplicative error and the offset shift respectively, and they
are not of interest in our inference. Note that here a1,i and b1,i
are also independent with the a0,i and b0,i in the pre-treatment
signals. The error ε1,i is the noise vector following the same
distribution as ε0,i, and is independent with ε0,i. Similar to the
pre-treatment model (1), the parameters in the post-treatment
model (3) are not identifiable, and therefore, the additional
constraint ‖g‖2 = 1 is imposed. Also, we encourage g to
be close to 0 at most elements, since the surface treatment
usually triggers chemical reactions among specific chemical
compositions rather than for all the chemical compositions
on the material surface. Note that we provide a very flexible
model for δ, the magnitude vector.
In the above pre-treatment and post-treatment models,
the effect of the exterior treatment on the surface and the
uncertainty involved with the FTIR measurement are fully
characterized. In the following subsections, we develop a two-
step procedure, to estimate the template signal x0, the pattern
of the signal change g and the magnitude of modification δ.
In the first step, we use the pre-treatment signals to estimate
the template signal x0, and in the second step, we regard the
template signal estimated in Step 1 as known and fixed and use
post-treatment signal to estimate the pattern of modification
g and the vector of effect δ. The detailed procedure are
introduced in the following subsections.
B. Step 1: Estimate the Template Spectra x0
In Step 1, our objective is to estimate the template signal
x0 in model (1) from the pre-treatment FTIR measurements
x0,1,x0,2, . . . ,x0,n, In Cornel [15], some ad-hoc methods
have been provided to estimate the template signal, such as
through standardizing and averaging the measurements sig-
nals. However, these methods have no guarantee to eliminate
the error to the greatest extent. In this study, we propose to
use the maximmum likelihood estimation (MLE) principle to
develop a computational efficient algorithm to estimate a0, b0,
and x0.
Based on the pre-treatment model (1), it is clear that x0,i ∼
N
(
a0,ix0 + b0,i1, a
2
0,iσ
2I
)
, where σ2 = var(ε(j)0,i ). Thus, the
log-likelihood function is
` (a0, b0,x0;x0,i) = −n
2
ln
(
2piσ2
)
−
n∑
i=1
‖x0,i − a0,ix0 − b0i,1‖2
2a20,iσ
2
−
n∑
i=1
ln |a0,i| (4)
Note that we need to optimize the log-likelihood function
subject to the constraints in (2). It is computationally challeng-
ing to find the solution for this constrained optimization jointly
over the parameter space (a0, b0, σ2, x0) of the dimension
2n + 1 + (p − 1) = 2n + p. To circumvent this difficulty
and focus on the parameters x0, we propose to investigate the
main term related to x0 in the (4) and minimize the objective
function:
n∑
i=1
‖x0,i − a0,ix0 − b0,i1‖2/a20,i
Re-parameterize c0,i = a−10,i and d0,i = −a−10,i b0,i and apply
the constraints in the model (1), the following optimization
problem needs to be solved
min
x0,c0,d0
n∑
i=1
‖c0,ix0,i + d0,i1− x0‖2
subject to x>0 1 = 0, ‖x0‖2 = 1 (5)
where c0 = (c0,1, . . . , c0,n)
> and d0 = (d0,1, . . . , d0,n)
>, and
‖ · ‖ represents the Euclidian norm. The parameters a0,i, b0,i
can be computed by c−10,i and −c−10,id0,i, respectively.
Given x0, the optimal value of c0,i, d0,i can be calculated
from solving least square problems:[
cˆ0,i (x0)
dˆ0,i (x0)
]
=
[
x>0,ix0,i x
>
0,i1
1>x0,i p
]−1 [
x>0,ix0
1>x0
]
Plug them in (1) and denote Hi =
x0,ix
>
0,i
(
x>0,ix0,i
)−1 [
I− 11>p
]
, the objective of (3) is
transformed to
f (x0, c0 (x0) ,d0 (x0)) =
n∑
i=1
‖Hix0 − x0‖2
Then, it can be further written as f (x0, c0 (x0) ,d0 (x0)) =
x>0 Mx0, where M =
∑n
i=1V
>
i Vi, and Vi = Hi − I, and
thus the problem (5) is transformed to
min
x0,c0,d0
x>0 Mx0
subject to x>0 1 = 0, ‖x0‖2 = 1 (6)
The objective function becomes a quadratic function of x0,
and thus the problem is essentially an eigen problem with
linear constraint. It can be shown [20] that the solution xˆ0 to
this problem is Pv, where P = I − 11> and v is the eigen
vector of PMP corresponding to the smallest eigen value.
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C. Step 2: Estimate δ and g from the Post-treatment Spectra
In Step 1, the estimation of the template signal x0 was
obtained from the last step based on pre-treatment signals. In
Step 2, this template is regarded as known and our objective
is to estimate g ∈ Rp and δ = (δ1, . . . , δn)> from the post-
treatment signals. Like problem (5), we can find the solution
of δ, g from the following least square problem (7):
min
δ,g1,c1,d1
n∑
i=1
‖c1,ix1,i + d1,i1− (x0 + δig)‖22
subject to ‖g‖2 = 1 (7)
However, similar to the problem in Step 1, the parameters
c1,i, d1,i, and δi are not identifiable without further constraints.
To solve the identifiability issue, the pattern of modification
g can be any function obtained from the linear combination
of g˜,1 and x0, where g˜ is the component of g in the null
space of 1 and x0. In what follows, we first find the vector
g˜ by solving problem (7) in addition to two constraints on
g : g>x0 = 0 and g>1 = 0, which leads to problem (8):
min
δ,g˜,c1,d1
n∑
i=1
‖c1,ix1,i + d1,i1− (x0 + δig˜)‖22
subject to g˜>x0 = 0, g˜>1 = 0 (8)
After that, we discuss how to find the pattern of modification
g = 1x0+21+
√
1− 21 − 22g˜ with the best interpretability.
D. Solution Procedure for Problem (8)
For the simplicity of notations, we drop the subscript 1 in
c1,i and d1,i and x1,i, and drop the tilde from g˜. Then, the
objective function in (8) is denoted by
F (δ,g,c,d) =
n∑
i=1
p∑
j=1
(cixij + di − x0,j − δigj)2
=
∥∥(c1>)X+ d1> − 1x>0 − δg>∥∥2F (9)
where c = (c1, c2, . . . , cn)
>
,d = (d1, d2, . . . , dn)
>, and X =
[x1, . . . ,xn]
>. The operator  is the elementwise product of
two matrix. We solve the problem (9) with the following block-
wise coordinate descent method:
Algorithm 1 Block-wise Coordinate Descent Algorithm
1: Initialization: δ ← 0 and arbitrary g
2: loop
3: Given δ and g, update c and d:
[c,d]← argminc,d F (δ,g, c,d);
4: Given c and d, update δ and g:
[δ,g]← argminδ,g F (δ,g, c,d)
subject to g>1 = 0; g>x0 = 0 and ‖g‖2 = 1;
5: end loop
In this algorithm, the optimization problem in line 3 can be
solved by multiple least-square problems to obtain (ci, di)
>,
which can be seen from (8). The closed form solution to line
3 is [
ci
di
]
=
[
x>i xi x
>
i 1
1>xi p
]−1 [
x>i (x0 + δig)
1> (x0 + δig)
]
Denote M =
(
c1>
)X+d1>−1x>0 . Line 4 is equivalent
with solving the problem (10):
[δ,g] = argminδ,g
∥∥M− δg>∥∥2
F
subject to g>1 = 0, g>x0 = 0, ‖g‖2 = 1 (10)
Note that under the constraint that g>1 = 0 and g>x0 = 0,
the objective of (10) can be decomposed to∥∥M− δg>∥∥2
F
=
∥∥∥M− M˜+ M˜− δg>∥∥∥2
F
=
∥∥∥M˜∥∥∥2
F
+
∥∥∥M− M˜− δg>∥∥∥2
F
where M˜ = HM,H = X˜0
(
X˜>0 X˜0
)−1
X˜>0 , and X˜0 =
[1, x0]. Geometrically, M˜ is obtained by projecting every
column of M onto the space spanned by 1 and x0. Then,
the minimizer of problem (10) can be obtained from solving
the reduced rank problem:
[δ,g] = argminδ,g
∥∥∥M− M˜− δg>∥∥∥2
F
Let the singular value decomposition of M − M˜ be M −
M˜ =
∑
k λkukv
>
k , with λ1 ≥ λ2 ≥ · · · . The solution g is the
first right singular vector v1, and δ is λ1u1. See, for example,
Theorem 2.4.8 of Golub et al. [21].
E. Find the Most Interpretable Pattern of Modification g
After the pattern of modification g˜ is obtained, the pattern
of modification can be any function obtained from the linear
combination of g˜,1 and x0. As our objective is to understand
the change of chemical components, it is desirable that g be
close to zero in most elements. For this reason, we aim to find
θ ∈ [0, 2pi] and φ ∈ [0, pi] to minimize G(θ, φ) = ‖g(θ, φ)‖1,
where g(θ, φ) = g˜ cosφ + 1√p cos θ sinφ + x0 sin θ sinφ,
Because g˜, 1√p and x0 are orthogonal with each other and
all with Euclidian norm 1, ‖g(θ, φ)‖2 = 1 for all θ and φ.
After solving
(θ∗, φ∗) = arg minθ,φG(θ, φ),
the pattern of modification is obtained as
g (θ∗, φ∗) = g˜ cosφ∗ +
1√
p
cos θ∗ sinφ∗ + x0 sin θ∗ sinφ∗.
As discussed earlier, the pattern of modification will help us
understand the change of chemicals: it provides a map of the
treatment effect on all frequency bands, giving comprehensive
information on how the chemical bonds change as a result of
the surface treatment.
III. SIMULATION STUDIES
In this section, we implement the two-step algorithm pro-
posed in the last section on synthetic data with the uncertain-
ties described in Section II to validate the effectiveness of the
proposed method. In our simulation, the template signal x0 is
obtained by averaging and standardizing some pre-treatment
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Fig. 4: Simulated δ function.
Fig. 5: Simulated g function.
signals obtained from the experiment. We first generate 33
pre-treatment signals based on the template signal, subject to
the random offset, multiplicative error and independent noise.
To generate the post-exposure signals, we select true value
for the vector of effect as δ = [8 5 3 2 2 2 2 2 2]>, as
shown in Fig. 4. The simulated pattern of modification g is
shown in Fig. 5. For each δi for i = 1, . . . , 9, we generated
three post-treatment signals, by adding δig onto the baseline
signals that are also subject to random offset, multiplicative
error and independent noise. As a result, we obtain 27 post-
exposure signals as shown in Fig. 6. Here, the number of
pre-treatment and post-treatment signals are set in consistency
with the sample size in our experiments, as detailed in the
next section. The analysis of the real data will be illustrated
in the next section as well.
In Step 1, we estimate the template signal x0 with the
aligned pre-treatment FTIR signals by solving problem (5),
and the result is shown in Fig. 7 (a). The black curves are the
aligned pre-treatment signals cˆ0,ix0,i+ dˆ0,i1 and the red curve
is the template signal x0. Compared with the raw data seen in
Fig. 6, the pre-treatment signals are well aligned. Fig. 7 (b)
shows the comparison of the true template signal (red curve)
(a) Simulated pre-treatment signals (black curves) and the
true template signal x0 (red curve)
(b)Simulated post-treatment signals with the same kind of
uncertainties
Fig. 6: Simulated FTIR signals.
and the reconstructed template signal (blue circles) estimated
by the proposed algorithm. The two curves almost coincide,
which implies that the template signal is extracted accurately
and thus we verify the effectiveness of the proposed algorithm
on FTIR spectra pre-treatment.
Then, we regard the pre-treatment template FTIR signal
x0 as known and implement the proposed coordinate descent
method on the simulated post-treatment signals to estimate
the vector of effect δ and the pattern of modification g. After
solving the problem (8), we obtain the estimation of the vector
of effect δˆ and component of the pattern of modification g˜,
as shown in Fig. 8 and Fig. 9.
In Fig. 8, the estimated vector of effect δ̂ is plotted
against the treatment magnitude. From this figure, it can be
seen that the shape of δ̂ is very similar to that of the true
value δ illustrated in Fig. 4. It verifies that the accuracy of
estimating the vector of effect. Note that the vector of effect
δ is significantly different from the ground truth in Fig. 4,
which is primarily due to the constraints added when solving
the optimization problem. It doesn’t matter since what is of
interest is the trend of the δ rather than the magnitude. The
variation in δ̂ is primarily caused by the estimation error of
a1,b1, and the random error ε1.
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(a) Corrected simulated pre-treatment FTIR signals and the
template signal (red curve).
(b) Comparison of normalized true template signal (red
curve) and reconstructed template signal (blue circles)
estimated by the proposed algorithm
Fig. 7: Estimation results of proposed Step 1 on the simulated
data in Fig 6 (a).
Fig. 8: The reconstructed δˆ function.
Fig. 9: The signal g˜ solved from (8)
Fig. 10: The heatmap of function G(θ, φ), when θ ∈
[0, 2pi], φ ∈ [0, pi]
Fig. 11: The reconstructed gˆ function.
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Fig. 12: Corrected pre-treatment FTIR signals (black curves)
and the template signal (red curve).
Fig. 13: The plot of the effect of plasma exposure δ versus
the corresponding plasma height.
Fig. 9 illustrates the shape of the signal g˜. To find the pattern
of modification g with the best interpretability, we need to
find θ∗, φ∗ that minimize the value of G(θ, φ). To understand
the landscape of G(θ, φ), we plot its values for all values
θ ∈ [0, 2pi] and φ ∈ [0, pi], as shown in Fig. 10. From this
figure, we can see that G(θ, φ) is highly non-convex, and it
has multiple local minima. Among these local minima, we
select the one with φ ≈ 0 or φ ≈ pi, as we desire the function
g be mainly determined by g˜, and thus cos(φ) be close to 1.
We pick the local optima θ∗ = 1.8972, φ∗ = 0.8741, and
the resulted vector of ĝ is illustrated in Fig. 11. From this
result, the estimated ĝ function in Fig. 11 is consistent with
the ground truth of g in Fig. 5. Our simulation study verifies
the accuracy of the estimation of g as well. Note that the
magnitude of the absorbance is significantly different from the
ground truth in Fig. 5. Similar to the reconstructed δ function,
such difference is believed to be caused by the constraints in
solving the optimization problem. The shape of gˆ is close to
g thereof.
IV. CASE STUDY: INVESTIGATION OF REAL FTIR
SPECTRA
The study is motivated by the engineering problem of
understanding the effect of plasma exposure on the CFRP
panels when the plasma height varies. In this section, we
further demonstrate how to use the method proposed in Section
2 to quantify the effect of plasma exposure, and discuss how
the result benefit manufacturing engineering. We begin with
introducing the setting of the experiment that collects the pre-
exposure and post-exposure FTIR signals when the plasma
height varies. Then we demonstrate our analysis procedure in
detail, and discuss our findings.
A. Experimental Setup and Data Collection
The CFRP sheet is the base material used in the experiment
shown in Fig. 1. In this experiment, we prepared eleven 1”×
1” CFRP panels fabricated with HexPlyR M20 curing epoxy
matrix from the same batch.
First, we measured the FTIR signal three times on each
coupon before plasma treatment to obtain n = 33 pre-exposure
FTIR spectra. In our experiment, the FTIR equipment used
is 4300 Handheld FTIR from Agilent Company. On a small
area on the sample, it captures the absorbance intensity of
infrared light whose wavenumber (determined by frequency)
is between 650 cm−1 and 4000 cm−1. Within this range, each
FTIR spectrum is represented by a signal containing p = 1798
equidistant data points.
To understand the effect of plasma treatment when the
plasma height varies, these eleven sample coupons are pro-
cessed with atmospheric press plasma with prescribed plasma
heights h = 22mm, 20mm, ..., 2mm. Again we take three
FTIR measurements on each coupon, with the same procedure
as the pre-exposure measurement. We noted that the six post-
exposure FTIR signals from the two coupons that underwent
the plasma exposure with 2mm and 4mm plasma heights
(denoted as black curves in Figure 2 (b)) are significantly
different from the signals obtained from the other coupons, and
investigated from the sample that the surfaces are carbonized
due to the excessive heat caused by the plasma exposure.
Therefore, these six FTIR measurements are eliminated, and
the post-exposure spectra contain 27 FTIR signals.
B. Implementation of the Proposed Method on Real Data
Similar to the procedure of simulation on synthetic data,
we implement the proposed methodology on real FTIR data
collected from the experiment described in the last part. In
Step 1, we estimate the template signal x0 with the aligned
pre-exposure FTIR signals by solving problem (5), and the
result is shown in Fig. 12. The black curves are all aligned
pre-exposure signals cˆ0,ix0,i + dˆ0,i1, and the red curve is the
template signal x0. Compared with the raw data seen in Fig. 2,
the pre-exposure signals are well aligned, and the template
signal x0 is the representation of these curves.
Then, we implement the proposed coordinate descent
method on the post-exposure signals to quantify the effect of
plasma surface treatment. Similar to the process in the last
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Fig. 14: The signal g˜, as solved from the problem (8)
Fig. 15: The heatmap of function G(θ, φ), when θ ∈
[0, 2pi], φ ∈ [0, pi]
section, we obtain the vector of effect δ and the signal g˜ by
solving the problem (8), as shown in Fig. 13 and Fig. 14.
The vector of effect δ is plotted against the plasma height in
Fig. 13. From this figure, we can see that the effect of the
plasma treatment is positive when the plasma height is small,
and gradually decreases as the plasma height increases, and
generally becomes constant after the plasma height gets greater
than 10mm. From the trend, we can see that a smaller plasma
height tends to cause a more significant chemical change. This
result confirms our previous experiment that the wettability of
the CFRP material is higher when smaller plasma height is
used, as long as the CFRP surface is not burnt (which is also
mentioned in [22]).
The result in Fig. 13 can provide valuable guideline to
plasma parameter selection during CFRP surface preprocess-
ing in aircraft maintenance. Although we know from the
physical understanding that there is an upper bound of plasma
height, under which the plasma treatment is effective, the
shape of the vector δ tells us that 10 mm is approximately
the threshold, as larger plasma height will change the FTIR
curve very little. In other words, the analysis gives us a
relatively quantitative and persuasive understanding of the
surface treatment effect on the FTIR measurements.
Fig. 16: The pattern of modification g.
Then we find the pattern of modification g that minimize
the value of G(θ, φ) based on g˜ illustrated in Fig. 14. The
value of G(θ, φ) is illustrated in Fig. 15. We pick the local
optima θ∗ = 0.0009, φ∗ = 0.5053, and the resulted vector of
g is illustrated in Fig. 16.
Recall that the pattern of modification g illustrates the effect
of plasma exposure on all frequency bands. The change of
FTIR gives comprehensive information on how the chemical
bonds are changed as a result of the plasma exposure [2],
[3], [13]. From Fig. 16, we can see that in the wavenumber
region of 2000 − 3000cm−1, 3200 − 4000cm−1, especially
2700 − 3000cm−1, the pattern of modification g has several
significant positive values. It implies that the corresponding
chemical bonds, including O = C = O, N = C = O, N = N =
N, N = C = N, N = C = S, C – H, O – H, and N – H, are created
by plasma exposure, according to the IR absorption table [23].
The pattern of modification g in the rest frequency regions
tends to be around zero, which means that plasma does not
change the chemical bonds whose characteristic wavenumbers
are in those regions. Our result agrees with existing researches
on the effects of plasma exposure on materials. For example,
it is suggested in [7] that the plasma grafting to CF surface
increased the proportion of oxygen atoms, and that the plasma
modified carbon fiber shows a significant increase in oxygen
and nitrogen concentration [6].
V. CONCLUSION AND DISCUSSION
In this article, we proposed a general framework to quantify
the effects of certain treatment on the FTIR spectra subjecting
to multiple uncertainties. With this framework, two types of
uncertainties in the FTIR signals, offset shift and multiplicative
error, were carefully addressed. In the two-step procedure, we
first formulated a novel optimization problem to estimate the
representative pre-treatment spectrum, and then formulated an-
other optimization problem to obtain a pattern of modification
g that reveals how the treatment affects the shape of the FTIR
spectrum, as well as a vector δ that describes the degree of
change caused by different treatment magnitudes.
This methodology is illustrated by a motivating example of
quantifying the plasma treatment effect on the CFRP though
FTIR measurements. In the case study, we understand the
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effective range of the plasma height from the vector of effects
δ, and identified the affected chemical bounds from the pattern
of modification g. In future research, we can go one step
further to map g to the change of constituents of the chemical
compounds with the help of the FTIR spectra librarys [23].
The knowledge on the modification of chemical components
can shed some light on how the surface improvement technol-
ogy change the chemical component of the material, which
further indicate which chemicals shall be added or avoided
to improve the surface quality before composite joining and
repairing in aircraft manufacturing and maintenance.
Our technique is suitable and promising to analyze the data
obtained from a wide range of spectral measurements, includ-
ing ultraviolet-visible spectroscopy (UV-Vis), X-ray diffraction
(XRD), Raman spectroscopy etc, when the background noise
leads to uncertain offset and the uncertain signal level results
in the multiplicative error. Typically, these uncertainties are
of greater magnitude in real manufacturing environments than
the lab conditions, due to the inexperienced operators and the
uncontrolled surroundings. Therefore, the analytic framework
proposed in this article also helps to broaden the scope of
portable spectrometers, such as the hand-held FTIR devices.
Also, the method in this article is applicable to quantify
the effect a large class of surface treatment apart from the
plasma treatment. The pattern of modification g reveals the
general effect pattern of certain surface treatment method in
a relatively large range of the treatment magnitude, which
provides a better understanding of intrinsic reasons behind the
treatment. Recall that the surface treatment methods have been
well-developed, including thermal treatment, wet chemical or
electrochemical oxidation, plasma treatment, gas-phase oxida-
tion, coating treatment, and so on. Applying and extending this
method to solve more problems in the manufacturing industry
is a direction for our further research.
Finally, the methodology of this study can also be extended.
For example, this study assumes that there is a single pattern
of modification g, which is the same under all levels of
treatment effect. New methodologies can be developed in
future research, based on the assumptions that the pattern of
modification is different for distinct levels of surface treatment.
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