When evaluating the accessibility of a large website, we rely on sampling methods to reduce the cost of evaluation. This may lead to a biased evaluation when the distribution of checkpoint violations in a website is skewed and the selected samples do not provide a good representation of the entire website. To improve sampling quality, stratified sampling methods first cluster web pages in a site and then draw samples from each cluster. In existing stratified sampling methods, however, all the pages in a website need to be analyzed for clustering, causing huge I/O and computation costs. To address this issue, we propose a novel page sampling method based on URL clustering for web accessibility evaluation, namely URLSamp. Using only the URL information for stratified page sampling, URLSamp can efficiently scale to large websites. Meanwhile, by exploiting similarities in URL patterns, URLSamp cluster pages by their generating scripts and can thus effectively detect accessibility problems from web page templates. We use a data set of 45 web sites to validate our method. Experimental results show that our URLSamp method is both effective and efficient for web accessibility evaluation.
Introduction
Website accessibility aims to help people with disabilities to perceive, understand, navigate, and interact with the web pages (Abou-Zahra, 2008) . The importance of accessibility is highlighted in the guidelines published by W3C: WCAG 1.0 in 1991 and WCAG 2.0 in 2008, in which four web accessibility design principles are defined, namely being perceivable, operable, understandable, and robust. Lawsuits against violations in web accessibility followed, including the ones against America Online and Southwest Airlines in the United States, and the 2000 Sydney Olympics in Australia, etc. and promoted people's awareness about accessibility (Astbrink, 2001) . With all these developments, it might be expected that accessibility for disabled users is sufficiently appreciated.
However, recent studies reported that most websites still had numerous problems which made them either difficult or nearly impossible to access for disabled users from countries worldwide (Sullivan and Matson, 2000; Disability Rights Commission, 2004a; Ellison, 2004; Marincu and McMullin, 2004; Hong et al., 2008; Hanson and Richards, 2013) .
Many methods have been proposed to evaluate the accessibility level of websites for disabled users, such as user testing, barrier walkthrough, conformance testing, and subjective evaluations (Disability Rights Commission, 2004b; Brajnik, 2006; Velleman et al., 2006) . These methods can be regarded as functions mapping the accessibility features of the website to the values assumed to determine the (Vigo and Brajnik, 2011) .
In general, the process of measuring web accessibility consists of the following steps (Brajnik and Lomuscio, 2007) : (1) collecting web pages by a web crawler; (2) evaluating the site with some accessibility evaluation methods, possibly involving human judgment; (3) combining the metrics obtained to score the site's accessibility level. However, in practical evaluations, we frequently encounter websites with a huge number of pages. Directly running evaluation on all these pages is prohibitively expensive and we have to rely on sampling methods to reduce the cost in accessibility evaluation.
Many page sampling methods have been proposed and used in web accessibility evaluation, including ad hoc sampling methods (Velleman et al., 2006) , random-walk based methods (Henzinger et al., 2000) , and stratified sampling methods. As the distribution of checkpoint violations in a website is usually highly skewed, both ad hoc sampling methods and uniform random sampling methods may lead to high bias in evaluation, if problematic pages are not detected. In contrast, stratified sampling methods usually obtain better sampling results by first clustering web pages in a site, and then draw samples from each cluster, since most accessibility problems in a page can be traced back to its generating script or template. compared the results of 13 sampling methods for website accessibility evaluation and found that the best sampling method is a stratified approach.
However, in the stratified sampling methods used in , all the pages in a website have to be analyzed to compute their error profiles. This process is costly because it needs to scan the entire website, download and mirror all the Hyper Text Markup Language (HTML), Cascading Style Sheets (CSS), JavaScript, and image files, and analyze them with a web accessibility evaluation tool.
To address this issue, we propose in this paper a novel stratified page sampling method based on URL clustering, namely URLSamp. Instead of analyzing all the pages in a website, we cluster the pages by their uniform resource locators (URLs). Most pages in a website nowadays are generated from a limited number of scripts, leading to a site consisting of clusters of pages, each generated by the same script (Blanco et al., 2011) . Therefore, most of the accessibility problems in these sites can be traced back to defects in scripts, which form a good basis for sampling and evaluating pages. Since a page and its URL are generated by the same script simultaneously, pages with similar structures will have URLs with similar patterns and we can exploit similarities in URLs for clustering pages.
Related work
For websites containing a large collection of pages, it is impractical to inspect every page to evaluate the site's accessibility level. In these cases, sampling methods are the most effective measure to accelerate accessibility evaluation (Abou-Zahra, 2008) . In this section, we will briefly review the various web page sampling and web accessibility evaluation methods.
The simplest among all the web page sampling methods is the ad hoc sampling suggested in Unified Web Evaluation Methodology (UWEM) (Velleman et al., 2006) , which selects some pre-defined pages in a site, such as the homepage and contact page. However, ad hoc sampling often requires human intervention in choosing the representative pages, which raises the cost and subjectivity in sampling.
Uniform random sampling methods (Rusmevichientong et al., 2001) randomly choose pages from a website and generally ensure that each page has the same probability of being chosen at any stage during the sampling process. Although these methods seem statistically fair, they may lead to suboptimal results for accessibility evaluation. For instance, a page with image CAPTCHA will cause serious accessibility issues for visually impaired users if no alternative verification form is presented. However, a page with image CAPTCHA is unlikely to be selected by uniform random sampling methods since image CAP-TCHA exists only in a very small portion of pages. Another drawback of uniform random sampling methods is that they need to collect all pages in a website for sampling, incurring a high cost in page crawling. Henzinger et al. (2000) proposed sampling methods based on random walks of the web graph. Their methods consist of two phases: (1) the walk phase, starting from the homepage and following outgoing links with a certain probability; (2) the sampling phase, pages visited during the walk phase being randomly selected with the same probability. In the EU Internet Information Accessibility (EIAO) Project (Ulltveit- Moe et al., 2006) , another randomwalk based sampling method was adopted, in which all the links in a page on the walking path are extracted and selected with a certain probability for further crawling. Thus, all link pathways within a website are treated equally. Random-walk based methods may bias the sampling in that problematic pages far away from the seeding URL will have a small probability to be chosen.
In comparison, stratified methods can better cover pages with checkpoint violations when the distribution of violations in the website is skewed. By first clustering pages into groups and drawing pages from each group, stratified methods more efficiently select pages with accessibility issues. King et al. (2005) described a stratified sampling method which samples pages by their error profiles. The error profiles are represented as a vector of n components, each consisting of the number of violations of a list of n checkpoints. King et al. (2005) first clustered all these pages in a website. From each cluster they randomly selected pages until they obtained their sample size. compared the effects of 13 sampling methods and developed 9 variations of such error profile based sampling methods. The error profiles were generated by an accessibility testing tool after the testing tool tests all the pages in a website. Specifically, this process needs to download HTML, CSS, JavaScript, and image files, and mirror them on a temporary web server before the data can be analyzed by the testing tool.
There have been many surveys of website accessibility and many evaluation, validation, and repairing tools to check a site's accessibility against the best practices and guidelines. The common methods currently used to evaluate web accessibility include automated tools, design guidelines, and user studies, or combinations of each (Mankoff et al., 2005) . An important study on web accessibility was carried out in Sullivan and Matson (2000) . They studied the content accessibility of the 50 most popular websites, and compared manually analyzed content accessibility and overall automated usability as measured by LIFT (Sullivan and Matson, 2000) . Products like Bobby and LIFT are publicly automated checking tools available to validate website accessibility, and extensive studies on how to run them have been conducted (Pernice and Nielsen, 2001a; 2001b) . Accessibility Commons (Kawanaka et al., 2008 ) is a common infrastructure to integrate, store, and share metadata designed to improve web accessibility. Hanson and Richards (2004) developed a prototype system which was used to adapt web pages to meet the needs of older adult intermediaries by a proxy server.
Sampling based on URL clustering
In this section, we introduce our sampling method URLSamp for web accessibility evaluation. Pages and their URLs in a website nowadays are generated by a limited number of scripts, leading to a site consisting of clusters of pages, each generated by the same script (Blanco et al., 2011) . This has a two-fold effect in web accessibility evaluation: (1) Most accessibility issues in a website can be traced back to scripts generating these pages. Consequently, the distribution of checkpoints and the corresponding violations in a website are highly related to these scripts. (2) Since a page and its URL are simultaneously generated by the same script, pages with similar structures will have URLs with similar patterns. Therefore, it is useful to exploit the similarity in URLs to cluster pages and then sample pages from each cluster for web accessibility evaluations, which is the main idea underlying our URLSamp method. The URLSamp method consists of the following two steps:
1. URL parsing: parse the URLs and obtain candidate terms.
2. URL clustering and sampling: use a greedy clustering method to obtain the optimal partition, and then randomly sample from each cluster for web accessibility evaluation.
We will describe each step in detail.
URL parsing
Considering a website with pages and their URLs, we define U={u 1 , u 2 , …, u n } as a set of n URLs in this website, with u i being the ith URL. We follow the approach in Blanco et al. (2011) to split a URL into multiple tokens by character '/', with some tokens useless for clustering eliminated, such as the domains of URLs. We define T(U)={t 1 , t 2 , …, t m } as a candidate set of m terms selected from tokens obtained. Terms for URL u i is T(u i ) and obviously we have T(u i )T(U).
Given a subset of URLs U a U containing n a URLs, we have
Following the approach in Blanco et al. (2011) , we define ST(U a ) as the set of script terms derived from U a , and DT(U a ) the set of data terms. That is,
For example, the URLs in Table 1 contain eight candidate terms: T(U)={Bike, BikeView, 1208, 1166, News, NewsContent, 377ClassId=97, 378ClassId=97} (the domain name {www.giant.com.cn} is eliminated). For URL set {u 1 , u 2 }, the script terms are ST({u 1 , u 2 })={Bike, BikeView} and the data terms are DT({u 1 , u 2 })={1208, 1166}.
URL clustering and sampling
The purpose of URL clustering is to group URLs generated by the same script into the same cluster using the script terms and data terms extracted in the previous step.
Given a URL set U, a partition Pa(U) splits U into a limited number (k) of disjoint and nonempty subsets. That is, Pa(U)={P 1 , P 2 , …, P k } (4) s.t. 1≤i, j≤k, i≠j, P i ≠, P j ≠,
The clustering process proceeds by iteratively partitioning U into disjoint sets X. Many criteria can be used to guide the partition, including N-cut, information entropy, and minimum description length. The minimum description length used in the URL clustering algorithm is defined as mdl(Pa( )) ln num(DT( )),
where k is the number of clusters, n i the number of URLs in cluster P i , n the size of URL set U, num(DT(P i )) the number of data terms in P i , and c and α the two preset parameters. The optimal partition is achieved with the smallest mdl. The details of the clustering algorithm are given in Algorithm 1.
Algorithm 1 URL clustering
Input: URL set U; maximum number of clusters k max ; preset parameters c, α.
Output: Clustering results Pa opt (U). Parse all the URLs in U, and obtain the candidate term set T(U);
Initial After clustering, each cluster contains the web pages generated by the similar scripts. We then draw samples from each cluster, with the number of samples from each cluster being proportional to its size. The sampling ratio γ is defined as the number of samples divided by the number of all pages. 
Experiments and results
In this section, we evaluated the performance of our algorithms on a real world dataset. Both clustering experiments and sampling experiments were performed, with the first evaluating the effectiveness of the URL clustering algorithm and the second comparing the performances of the uniform random sampling algorithm and our URLSamp algorithm for web accessibility evaluation.
URL clustering experiments

Datasets
We collected data from eight websites with a total of 32 279 web pages during Dec. [16] [17] [18] 2013 . The detailed website information is shown in Table 2 . For each website, we manually annotated the pages with cluster labels. These labeled pages are then used as the ground truth in our evaluation.
Evaluation metrics
In the clustering experiments, we used three metrics, precision (P), recall (R), and F1-score (F1), to quantitatively evaluate the experimental performance. The computation of the three metrics depends on the true positive (TP) decision, which assigns two similar URLs to the same cluster; the false positive (FP) decision, which assigns two dissimilar URLs to the same cluster, and the false negative (FN) decision, which assigns two similar URLs to different clusters. These three metrics are defined as
Clustering results
The parameter α in Eq. (7) controls the granularity of the partition in clustering. Good clustering results depend on the appropriate value of α. The following experiment shows the influences of different α on the clustering results. Similar to Blanco et al. (2011) , we set the values of the other two parameters c, k max to 2.0, 30, respectively, in this experiment. Fig. 1 shows the change of precision and recall with the change of α. We take the average scores over the eight websites. As expected, as α increases, precision increases monotonically, while recall decreases monotonically. The optimal value for F1 is reached when α=2. Fig. 2 shows the precision, recall, and F1 scores of the clustering results for the eight websites. Table 2 shows more information including the number of URLs and the running time of the clustering algorithm. Excellent clustering results were seen in four 
Fig. 1 Relationship between α and the clustering results
The vertical axis represents the average scores of precision and recall over the eight websites websites (Nos. 1, 2, 4, and 5). However, the clustering result for website 8 seems to be relatively poor. After manually checking the websites, we discovered that the pages in websites 1, 2, 4, and 5 use only a limited number of templates and consequently only a limited number of script terms are contained in the URLs. In contrast, we observed a complicated hierarchical structure in website 8, which results in many different script terms. While we set k=30, the problem can be alleviated using a larger k max , which, however, will greatly deteriorate the algorithm performance.
The running time of the clustering algorithm is nearly linear in the number of URLs (Blanco et al., 2011) . So, it is very efficient and can scale well to a large data set.
Sampling experiments
The second experiment was to evaluate the sampling performance of our URLSamp algorithm. We start with a description of the dataset.
Datasets
The dataset contains 45 websites for ministries, commissions, and provincial governments in China. The dataset is the result of the China Government Website Accessibility Evaluation Campaign in 2013, which was undertaken by the China Research Center of Information and Accessibility Technology for Disability from Sept. to Oct., 2013. The web accessibility evaluation follows the official web accessibility standard in China, namely YD/T1761 2012 by the Ministry of Industry and Information Technology of the People's Republic of China. The standard is quite similar to WCAG 2.0 except that there are five conformance levels in China's standard and three conformance levels in WCAG 2.0. Three of the five conformance levels were applied in the accessibility evaluation. Both automatic evaluation and human judgment are involved in the evaluation.
Evaluation metrics
We adopted the evaluation scheme used in for our sampling experiment. Define θ as the value calculated from the entire website and θ s the value calculated from the sample set. The sample error is described as the absolute difference between θ s and θ:
A good sampling algorithm will lead to a small δ value. For simplicity, we use δ URLSamp to denote the sample error of our URLSamp algorithm and δ Random the sample error of the uniform random sampling algorithm.
Sampling experiment results
As previously described, the three parameters in the clustering algorithm were set as α=2.0, c=2.0, and k max =30. The sample errors for the two sampling algorithms were averaged over 100 replications. The two sampling algorithms were compared under different sampling ratios, γ=0.01, 0.05, and 0.10.
The results are shown in Fig. 3 . Obviously, all the 45 crosses are located above the dotted bisecting line; i.e., δ URLSamp is smaller than δ Random . The slope of the dashed line is the ratio between the average errors for the uniform random sampling and URLSamp. It can be seen that our URLSamp algorithm significantly outperforms the uniform random sampling algorithm in web accessibility evaluation.
To explore the relationship between sampling ratio γ and sample error δ, we used URLSamp  to denote the average sample error in 45 websites for our URLSamp algorithm and Random  the average for the uniform random sampling algorithm. The average sample errors in 45 websites for two algorithms under different sampling ratios γ are shown in Table 3 . URLSamp has much smaller average sample errors than uniform random sampling under different γ values. However, the difference between the two algorithms decreases steadily as the sampling ratio γ increases.
t-test
We used a two-tailed t-test with η=0.05 (significance level) to verify that URLSamp is statistically superior to uniform random sampling (Fig. 4) 
Conclusions and future work
In this paper, we present a novel web page sampling method based on URL clustering, URLSamp, for web accessibility evaluation. Different from existing stratified sampling methods, URLSamp exploits only similarity in URL patterns to cluster web pages, thus avoiding the high cost in analyzing the huge volume of web pages. Experimental results on real world datasets show the effectiveness of our URLSamp algorithm. There are several interesting problems to be investigated in our future work: (1) Our sampling method shows relatively poor performance in websites with complicated structures. It would be interesting to try more sophisticated URL clustering algorithms that can better handle complicated structures.
(2) Content in a website nowadays is highly dynamic in nature. Sampling from the incremental content instead of the whole website will significantly improve the efficiency of accessibility evaluation. We will explore incremental sampling for accessibility evaluation in the future.
