Op/ Re,. Q.,Perqnrlloll P~.eii1977. Val. 28. 3, 1, pp. 517 lo 520 Pi.illied i!! GI.P(;IBi.il~i!i Approximate Matrix Inversion R. B. FLAVELL Imperial College, London IN MANY branches of applied mathematics, iterative algorithms that require a different matrix inverse on each iteration are used. Frequently, in an attempt to reduce the overall computational time, the use of an approximate matrix inversion formula for several successive iterations is proposed, with computational accuracy being regained later in the algorithm. A particular example is the non-linear programming algosithm Generalised Reduced Gradient for which Abadie and Guigou' suggest the use of
where 4 -B -A, as a suitable formula and report favourable on its usage.
Formula (1) is based upon Newton's iterative method and as such is strictly only applicable when the Euclidean norm of (I -@Ap') is less than one.
However the condition is ignored certainly in this coiltext on the grounds that the computational time is significantly reduced. Indeed one could probably find many fields in which formulae such as (1) as applied on the basis of empirical improvemeilts and with little regard to the strict theoretical framework of sucli formulae. A different formula for calculatiilg the approximate matrix inverse was derived in (2); the formula being where tr(X) is the trace of X. The derivation of the formula depended upon Itr(dA_-')I < 1. The purpose of this note is to compare briefly the accuracy of the two formulae over a wide range of original and different matrices and with scant regard to the original conditions of derivation in order to decide which formula is probably better for the task described above.
The detailed computations performed are as follows:
1. The size of a square matrix A was sampled from a uniform distribution with endpoints [5, 151. The elements of A were then generated from a uniform distribution [-lo6, lo6] . These three steps were repeated a large number of times, producing an expected value and a standard deviation of x, (~i , and o, respectively) as well as some timing information. Three series of runs were produced, one with no condition on the trace at all (TR = O), one with only a lower bound of -1 (TR = 1) and finally one with the full condition as stated in (2), (TR = 2). The results are given in Table 1 .
The results show that for a very large range of matrices (2) is considerably superior to (I), producing on the average an expected improvement in accuracy of 99.7% for only a 5% increase in computational time. But a surprising aspect of the results is the relative failure of (2) when TR = 2. The poor performance is due to the asymptotic loss of accuracy of (2) B p l may be calculated from B-'(6) and [i -(6 -1).A.Bp1(6)Ip', both ofwhich may be estimated directly from (2); see Appendix. In order to investigate the most suitable values for 6, a series of experiments were performed. 48 matrices were randomly generated and then manipulated so that their trace values followed a desired pattern. Figure 1 indicates that seven different values of E were used in the course of an experiment; the traces were manipulated so that an equal number of (absolute) traces lay between each consecu- 
where n : the number of original matrices generated: t : average time. in CDC 6600 sec, for the calculation of each approximate inverse.
tive pair of cut-off points. For extreme points, zero and one were also used. This arrangement assured that, having divided the values between -1 and +1 into eight ranges, each range would possess six matrices. Hence, as E was increased, strictly monotonically more matrices would use (2").
It was first found that the value of 6 had little effect on the results, provided that 6 1 5. To provide a safety margin, a value such as 100 is suggested. Figure 1 shows the effect of changing E for fixed 6. The shape of the curve is to be expected, with a turning point at about E = 0.1 and a long tail. It is suggested that E should be set to 0.1. The variances are not shown on the figure, but they displayed a very similar pattern. The time required for (2") is, not unreasonably, twice that required for (2); thus as E increased so did the average computational time accordingly. Table 2 compares (1) and (2) for a series of 750 matrices, under the conditions of TR = 2 and additionally, if 11 + tr(A-' .A)l < E = 0.10, then (2") was employed with 6 = 100. If this table is compared with the columns headed TR = 2 in Table 1 , then, it may be seen that the effect of using (2") considerably improves the approximation and the expected accuracy is now greater than (1). The average time difference has not significantly changed implying that only very few matrices use (2*), but these few have a marked effect on the results. Similar but smaller improvements would be expected if (2*) were employed during the production of the series in Table 1 .
In conclusion therefore it has been empirically shown that the formula (2), modified where necessary by (2*), will provide accurate approximate matrix inverses for a very large range of matrices. In particular, these inverses are considerably more accurate than a similar formula that is used at present in many iterative situations. For this formula to be of any more use than equation (2), the denominator must be non-zero; i.e. after substituting for B-'(6) using equation (2) 
Hence, for 6 not in the neighbourhood of (n -1)/[n -2 + tr(AAP1 AA_-')] the denominator is non-zero and thus equation (2*) may be used with equanimity. In particular, for tr(A&-l 4A_-l) 2 0, 6 need only be greater than 2.
