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INTRODUCTION
Urban air pollution is not only a regional issue; it is also a global atmospheric chemistry issue. Urban air pollution can alter concentrations of greenhouse gases such as tropospheric ozone directly (e.g., Wang et al., 1986; Hauglustaine and Granier, 1995) or indirectly via changes in the OH free radical concentration (Levy, 1972) and NO x concentration (Lin et al., 1988; Chameides et al., 1992; Brasseur et al., 1996; Pickering et al., 1996) . In order to study the impact of urban air pollution on global atmospheric chemistry and climate, a global model interactively coupling submodels of climate, atmospheric chemistry, and economic development can in principle be used. However, atmospheric chemical processes over urban areas are highly nonlinear and differ from those over rural areas in many respects. In addition, lifetimes of many trace species involved, especially NO x and non-methane volatile organic compounds (NMVOC), are very short (≤ 1 day), and sources of emissions vary on short space scales, so that a spatial resolution ≤ 5 km is required for simulations of urban chemical processes in global models. The spatial resolution of most global-scale atmospheric chemistry models currently available is typically > 200 km (in which case urban chemistry is indeed a subgrid-scale process), and their chemical simulations closer to rural than urban chemical processes because of the averaging nature of chemical properties over the model grid volume. In order to model O 3 and OH on a global scale appropriately, a global 3D model should have the following characteristics: 1) resolution < 100 km (1 degree) because of the short life time of NO x (few days); 2) prognostic rather than diagnostic O 3 -HO x -NO x -CO-CH 4 background chemistry, especially for CH 4 , and the simulation should be transient and longer than 10 years (longer than the lifetime of CH 4 ); 3) NMVOC chemistry; and 4) reasonable high-resolution multi-year global emission inventories for all necessary anthropogenic and biogenic sources. Unfortunately computational constraints and lack of global high-resolution emission inventories currently limit our ability to model O 3 and OH over time periods in the order of decades. There are several ways to address the problem, and each has its own weaknesses and strengths. This paper presents a new approach for including urban chemical subgrid-scale processes in a global interactive chemistry-climate model (specifically that of Wang et al., 1998; Prinn et al., 1999) , by adding a computationally efficient reduced-form model for urban air chemistry including NMVOC. The reduced-form model consists of a set of analytical expressions derived from the parent urban airshed model aimed to approximate the predictions of the parent model. This significant improvement to the previous model allows us to study the impact of local air pollution on global climate and air chemistry, especially on changes in the global concentrations of tropospheric O 3 , NO x , CO, CH 4 , and OH, and to improve the model s predictions regarding tropospheric chemical composition.
This paper first describes the derivation of the reduced-form model for urban air chemistry and its implementation. The impact on global chemistry and climate of extending the chemistry model with the reduced-form model are then discussed, followed by some conclusions regarding the success of the approach.
BRIEF DESCRIPTION OF THE MODEL
MIT s Integrated Global System Model includes an economic development model (the Emission Predictions and Policy Analysis (EPPA) Model) (Yang et al., 1996) , a two-dimensional land and ocean resolving (2D-LO) interactive chemistry-climate model Sokolov and Stone, 1998) , a terrestrial ecosystems model (Xiao et al., 1997) , and a natural emissions model. The EPPA model divides the world into 12 regions: the United States, Japan, European Community, other OECD, central and eastern Europe, former Soviet Union, energy-exporting countries, China, India, dynamic Asian economies, Brazil, and rest of the world. The EPPA model is a recursive-dynamic computable general equilibrium (CGE) model that calculates in five-year time steps the anthropogenic emissions of CO 2 , CH 4 , N 2 O, CFCs, NO x , CO and SO x as well as a variety of economic variables. When driven with these anthropogenic emissions, and calculated or estimated natural emissions, the 2D-LO atmospheric chemistry-climate model predicts various climate variables as well as the zonally averaged concentrations of major chemically and radiatively important trace species in the atmosphere as a function of time, latitude, and altitude . The chemistry and climate submodels are fully interactive. Specifically, the transport of 18 chemical species (CFCl 3 , CF 2 Cl 2 , N 2 O, O 3 , CO, CO 2 , NO, NO 2 , N 2 O 5 , HNO 3 , CH 4 , HCHO, SO 2 , H 2 SO 4 , hydrofluorcarbons (HFCs), perfluorcarbons (PFCs), sulfur hexafluoride (SF 6 ), and water vapor) is driven by dynamical variables predicted by the climate submodel. The calculations of 54 gaseous-and aqueous-phase reactions are based on temperatures, radiative fluxes, and precipitation rates computed by the climate model. The gas phase chemistry of the coupled chemistry-climate model consists of three parts: tropospheric O 3 -HO x -NO x -CO-CH 4 reactions (following Crutzen and Zimmermann, 1991) ; tropospheric SO 2 sulfate reactions; and stratospheric chlorofluorcarbon and N 2 O removal reactions . The current version of the global coupled chemistry-climate model does not include anthropogenic or biogenic NMVOC chemistry. All 54 gaseous-and aqueousphase reactions included in the global model are listed in the Appendix. We use annually averaged emissions in the global model. For 1990 the annual global (anthropogenic plus natural) emissions are 7 (PgC) as CO 2 , 0.6 Pg CH 4 , 13 (TgN) as N 2 O, no HFCs, 19.9 Gg PFCs, 9.6 Gg SF 6 , 0.25 Tg CFCl 3 , 0.4 Tg CF 2 Cl 2 , 0.72 (PgC) as CO, 48 (TgN) as NO x , and 84 (TgS) as SO 2 , respectively. In 2100 we use the following global emission rates, 21 (PgC) as CO 2 , 1.1 Pg CH 4 , 19 (TgN) as N 2 O, 1.7 Tg HFCs, 20.5 Gg PFCs, 9.6 Gg SF 6 , 21 (PgC) as CO, 92 (TgN) as NO x , and 125 (TgS) as SO 2 , respectively. CFCl 3 and CF 2 Cl 2 emissions are zero after 2000. A detailed description is given by Wang et al. (1998) , except for HFCs, PFCs, and SF 6 which are documented in Reilly et al. (1999) .
Compared to ozone sounding data, the global coupled chemistry-climate model reproduces the general climatology of the latitudinal distribution of ozone outside polluted regions, though it underestimates ozone mole fractions in northern midlatitudes . The OH distributions predicted by the global model provided reasonable simulations of OH-sensitive species like CH 4 or CO, which were compared with ALE/GAGE/AGAGE network measurements. The global averaged OH concentration in the troposphere predicted by the model (10.4 × 10 5 radicals/cm 3 ) is close to the estimate by Prinn et al. (1995) based on CH 3 CCl 3 measurements ((9.7 -0.6) × 10 5 radicals/cm 3 ). For more details see Wang et al. (1998) . Predicted mole fractions of CO 2 , CH 4 , N 2 O, two CFCs (CFCl 3 and CF 2 Cl 2 ), tropospheric O 3 , HFCs, PFCs, SF 6 , and sulfate aerosols are used to calculate radiative forcing in the climate submodel. Outputs from the chemistry-climate model such as CO 2 concentration, precipitation, surface temperature, and cloud coverage are then utilized by the ecosystem model to calculate important biogeochemical fluxes including net primary and ecosystem production (Xiao et al., 1998) .
THE REDUCED-FORM MODEL FOR URBAN ATMOSPHERIC CHEMISTRY
The 2D-LO global atmospheric chemistry and climate model in its original version ) cannot be used to explicitly investigate the interaction between local air pollution and global atmospheric chemistry because: 1) the resolution of the model is much too coarse to resolve urban areas, and 2) it does not include NMVOC chemistry, which is essential for modeling photochemical smog.
The research reported here attempts to solve this problem by creating and implementing in the 2D-LO model a computationally efficient reduced-form of an urban airshed model that is adequate for air-quality simulations. Our version of the reduced-form model is a significantly improved version of the earlier model of Calbo et al. (1998) . Specifically, the new version includes better input data as well as improvements in the numerical approaches.
Definition and Characterization of Polluted Urban Areas
In order to derive a numerically efficient, yet reasonably realistic, parameterization to insert in global models, we assume all urban areas in our simulation have the same basic set of chemical reactions and the same size (200 km × 200 km × 2 km). However, the meteorological conditions and emissions (provided in our case by the climate submodel and the EPPA submodel, respectively) differ significantly for urban areas in each latitudinal band.
Polluted areas can be characterized by high concentrations of NO x and NMVOC. Assuming that high mole fractions of these pollutants correlate with high emissions of NO x and NMVOC, we first employ a global emissions inventory to identify urban areas. We specifically used the global emissions inventory EDGAR (Emission Database for Global Atmospheric Research) version 2.0 of 1990 (Olivier et al., 1995) . This data set contains, besides other inventories, emissions data for anthropogenic NO x , CO, NMVOC, and SO x with a spatial resolution of 1
A grid cell is counted as an urban area if the EDGAR daily NO x emissions there are higher than 5 kg N/(day km 2 ) and the ratio of NMVOC to NO x emissions ranges from 1 to 9 (Sillman et al., 1990) . Figure 1 shows the derived global distribution of highly polluted urban areas in 1990 and the 24 latitudinal bands of the 2D-LO model. Besides the geographic distribution of the NO x emissions, the range of the emissions and its probability density function (PDF) can be obtained. All emission rates attributed to urban NO x emitting grid cells were plotted in the form of a histogram in order to get the PDF of urban NO x emissions. The histogram is then fitted with an analytical function. To derive the PDFs of urban emissions of NMVOC, CO and SO 2 , the map of urban areas derived from the NO x inventory is applied to the individual EDGAR inventories. Histograms of the emission rates assigned to urban NMVOC, CO, and SO 2 grid cells are created and also fitted with analytical functions. In Figure 2 the PDFs of NO x , CO, SO 2 , and NMVOC together with analytical fits are shown. The CO, NMVOC and SO 2 data are fitted with normal distributions, and the NO x data with a lognormal distribution. We will use these fits to define the ranges of possible emission rates per unit area when deriving the reduced-from urban model. We also used the Global Emissions Inventory Activity (GEIA) data set for 1985 (Bouscaren, 1990; Carnovale et al., 1992; Dignon, 1992; Kato et al., 1992; Saeger et al., 1989; Sandnes et al., 1992; Spiro et al., 1992; Wagner et al., 1986) to derive emission PDFs. The GEIA data set has the same resolution as the EDGAR data set but does not include inventories for CO and NMVOC emissions. To derive the emission PDFs using the GEIA data set, only the criterion of high NO x emissions is applied. We believe this approach is reasonable based on results derived from the EDGAR data set: more than 98% of the high-NO x emissions grid cells have high NMVOC emissions. The most likely exception would be a grid cell dominated by power plants that produce high NO x but low NMVOC emissions. In Figure 2 , the PDFs and the analytical fits of the GEIA data are plotted. For NO x and SO 2 emissions the EDGAR and the GEIA data have a similar distribution of urban emissions and as an approximation we could use the analytical PDFs derived from the EDGAR data to fit the GEIA data. The quantities of total global emissions attributable to urban areas (hereafter, urban emissions ) for each species at different latitudinal bands can also be calculated. In Table 1 
Projection of the Evolution of Urban Areas
The procedure we used above to derive the geographical distribution and the PDFs of urban emissions is based on existing emissions inventories and cannot automatically be used for future projections. We adopted a reasonable approach to project the spatial patterns of the urban emissions, based on predictions of total emissions and energy consumption by the EPPA model and urban population projections of the United Nations (UN), with the assumption that the PDFs of pollutant emissions do not change over time. The latter assumption assumes that at sufficiently high levels of emissions, pollution regulations will be established to limit these emissions, as they are currently limited in most of the developed world.
The UN population projections (World Urbanization Prospects, 1998; Longrange World Population Projections, 1992) suggest a worldwide increase in urban population for the upcoming decades. Within the next 10 years, the number of urban dwellers will exceed the number of people living in rural areas. Figure 3 shows the projections of the urban population for several EPPA regions based on the above UN data for the next century. The percentages of the population living in urban areas in the world and in each EPPA region from 1990 through 2100 are listed in Table 2 . Table 2 .
As noted above, urban areas are differentiated from non-urban areas by their high NO x emissions. To estimate future urban NO x emissions, we link NO x emissions to the urban population. We assume that the amount of NO x emitted from cities is proportional to the product of urban population and energy consumption per capita, which is predicted by the EPPA model. We can then formulate the following equation for urban NO x emissions (
where C E is the regional energy consumption per capita, P urban is the total urban population in the region, and α is a constant of proportionality that does not change over time. The constant α was determined for several EPPA regions for 1990 by deriving urban x NO − from the EDGAR inventory, C E from the EPPA model, and P urban from UN statistics. A different approach was adopted to project urban CO and NMVOC emissions. The two main anthropogenic sources of CO emissions are fossil-fuel combustion and biomass burning in the EDGAR 2.0 inventory for 1990 (Olivier et al., 1995) . Economic development in each region changes the relative importance of these two sources. Fossil-fuel combustion increases with development, while biomass burning decreases and can eventually almost disappear in highly developed regions such as the USA (EPA, 1997) . This behavior is reflected in the ratio of the percentage of urban NO x emissions (NO x−% ) to the percentage of urban CO (CO % ) emissions: a high percentage of urban NO x and urban CO emissions implies a highly developed economy. Figure 4 plots the ratio NO x−% and CO % against NO x−% . Data are derived from the EDGAR inventory for 1990 at several latitudinal bands in both the Southern and Northern Hemispheres, where more than three urban areas are present. The quadratic fit of NO x−% ÷ CO % to NO x−% yields the following relationship that is used to calculate future urban CO emissions:
Here t is time and NO x−% (t) is calculated using Eq. 1. Since NMVOC emissions are not predicted by the EPPA model, the following approximation to predict NMVOC emissions (E VOC ) based on CO emissions has been developed:
Here, CO E represents CO emissions in kg C per km 2 day, which have the PDF shown in Figure 2a and DVOC is the deviation from the PDF of the CO emissions. DVOC itself is assumed to have a normal distribution, with a mean value of 0.47 kg/(km 2 day) and a standard deviation (σ) of 0.23. The percentages of urban SO x emissions are always the 1990 values.
As urban populations increase, we expect creation of highly polluted urban areas. To calculate the number of urban areas for years other than 1990, the amount of urban NO x emissions in each latitudinal band serves as a base. We assume that the PDFs of urban NO x , SO x , CO, and NMVOC emissions do not 
where tot E is the total amount of emissions predicted for the relevant latitudinal band, in kg/day.
The Urban Airshed Model
The parameterization of urban atmospheric chemistry is based on the California Institute of Technology−Carnegie Institute of Technology (at Carnegie Mellon University) Urban Airshed Model, hereafter referred to as the CIT Model (McRae et al., 1982) . The CIT Model solves numerically the atmospheric chemical continuity equation:
where i C is the ensemble mean concentration (mole/volume) of a given species i, u r is wind velocity, K is the eddy diffusivity matrix, i R is the chemical production rate of species i, and i Q is the source term for elevated point sources of species i. The surface boundary condition is given by the following equation:
The upward flux of each pollutant equals direct emissions subtracted from the dry deposition flux. The vertical eddy diffusivity is zz K , i E is the ground-level emission flux, and i g v is the dry deposition velocity for species i (McRae et al., 1982) .
The chemical formulation used in the CIT Model is a modified version of the condensed Lurmann-Carter-Coyner formulation (Lurmann et al., 1987; Harley et al., 1993) , and includes 35 differential and 9 steady-state chemical species (see Appendix; the isoprene coefficients have not been updated since Carter (1990) ; for this study we did not include isoprene emissions in our simulations). Nine lumped organic classes represent more than 100 organic species. The 106 reactions in the mechanism include 34 inorganic reactions, all listed in the Appendix. The photolysis reactions of NO 2 , NO 3 (two channels), O 3 (two channels), HONO, HCHO (two channels), ALD (acetaldehyde), MEK (methyl ethyl ketone), MGLY (methyl glyoxal), and DIAL (dicarbonyls) are included. The lumping is typically done on a per-mole basis. Some product coefficients are determined by key characteristics of the lumped classes (such as the fraction of terminal alkenes, or the fraction of tri-substituted aromatics). The version of the CIT Model used in this study has been tested against observational data obtained during the 1987 Southern California Air Quality Study (SCAQS) (Harley et al., 1993) .
The Reduced-Form Model for Urban Atmospheric Chemical Processes
To derive the reduced form of the CIT Model, we employed the probabilistic collocation method (Tatang et al., 1997) (sometimes also called the deterministic equivalent modeling method). This method approximates a model s response to the uncertain inputs by orthogonal polynomial functions in a chaos expansion. For each output variable, a separate reduced-form model is developed. Compared to traditional statistical methods such as the Monte Carlo Method, the probabilistic collocation method appears to be computationally inexpensive for complex models, which are not highly nonlinear. Calbo et al. (1998) showed that the probabilistic collocation method yields reduced forms, which closely approximate the CIT Model.
In this study, urban atmospheric chemistry is parameterized in a 200 km × 200 km urban area with a height of 2.09 km. The model domain has five vertical layers with heights of 73 m, 293 m, 585 m, 1275 m, and 2090 m, respectively. The integration time is 24 hours.
We restrict the total number of input parameters to 15, including: date; latitude; wind speed; temperature; cloudiness; mixing layer height; emissions of NO x , SO 2 , CO, and NMVOC; and initial and boundary conditions for NO, NO 2 , ozone, SO 2 , and NMVOC (the latter expressed using an air quality index, AQI as defined by Calbo et al., 1998) . For several parameters such as temperature, wind speed, mixing layer height, and several chemical emission rates, daily cycles are assumed (Calbo et al., 1998) . The air temperature is assumed to oscillate -4¡C around the input temperature (daily mean temperature) with a minimum at sunrise and the maximum at 2 PM and linear variations in between. The mixing layer height is equal to the maximum mixing layer height, which is an input value, between 2 PM and sunset. Between 2 hours after sunset and sunrise the mixing layer height is set to be at its nighttime value, 20 times smaller than the maximum or 50 m, whichever is higher. The value of the mixing layer height is linearly interpolated for the time periods between the maximum and minimum value. No spatial variations are assumed for the temperature and mixing layer height fields.
Emission fields of NO x , CO, and NMVOC (we assume no diurnal variation of SO 2 emissions) have the same daily cycle in addition to their spatial emission patterns. Emissions are assumed to be high during daytime (6 AM − 6 PM) with a maximum at 3 PM and low during nighttime (roughly 4 times lower than daytime values). For more details see Calbo et al. (1998) . The surface emissions are applied to a circular area with a diameter of 150 km, assuming emissions are highest in the center (8 times the defined input emissions strengths) and decrease gradually toward the perimeter (0.1 times the defined input emissions strengths). We assume further that air entering the modeling domain is clean, and has trace species concentrations typical for remote areas. The fifty-eight model outputs can be summarized in three sets, namely: a) the total aggregated fluxes in a 24-hour period of NO, NO 2 , O 3 , HCHO, peroxy-acetyl nitrate (PAN), N 2 O 5 , HONO, HNO 3 , CO, SO 2 , and SO 3 from the urban modeling domain; b) the moles of NO, NO 2 , O 3 , HCHO, CO, SO 2 , SO 3 , and several lumped hydrocarbon species such as ALD2, MEK, ALKA, ETHE, ALKE, TOLU, and AROM (the Appendix defines the acronyms) inside the model domain after a 24-hour simulation; and c) the daily average moles of all 31 species (the first 31 CIT species are listed in the Appendix). The total aggregated net flux over 24 hours is defined as: At the end of the 24-hour simulations the moles of several species are used to initialize the reduced-form models for the next day s runs, and to determine mole fractions at 2D-LO model grid points. Besides moles and fluxes, a variable referring to the maximum ozone mole fraction in the model domain is also computed. This variable (the same as in Calbo et al., 1998) is defined as the surface domain-average O 3 mole fraction at the time when the absolute surface peak O 3 occurs. The value of this maximum ozone mole fraction is typically a factor of 2 to 5 higher than the domain-average O 3 mole fraction. The reduced-form urban model is designed to approximate the CIT predictions of 24-hour integrated fluxes out of the urban modeling domain and total moles in the urban modeling domain at the end of the 24-hour simulation (midnight). Therefore it does not explicitly predict the diurnal variations, though these are fully included in the calculations of the integrated fluxes.
We chose a third-order polynomial chaos expansion including relevant cross terms to obtain the reduced-form model (Calbo et al. (1998) did a second-order polynomial chaos expansion). The seasonal dependence of the output variables is expressed as:
where: i y 0 is the output from the reduced-form model; i C is a constant determined by fitting CIT Model data and relates to the amplitude of the sine function for output i; x is the Julian day;
i c x gives the phase of the cycle; and i w is the period (12 months). The present study uses normal distributions for the PDFs of the emissions (Figure 2 ) instead of the beta distributions used by Calbo et al. (1998) because the global emissions inventory data could be fitted best with normal distributions. We also used the global emissions inventories to derive the PDF of each pollutant separately. This should provide more accurate results and more reasonable coverage of the emissions range than the previous study where only a small data set was employed and a constant proportionality between CO and NMVOC and CO and NO x emissions was assumed (Calbo et al., 1998) . As a result, our NO x emissions are in the range from 0 − 60 kg N/(km 2 day) with a mean of 6 kg N/(km 2 day) whereas Calbo et al. (1998) defined a range from 0 − 115 kg N/(km 2 day) with the mean of 23 kg N/(km 2 day). The CO range is the same in both studies (0 − 500 kg C/(km 2 day)) but our mean value of 50 kg C/(km 2 day) is half the value of Calbo et al. (1998) . The new NMVOC emissions range from 0 − 350 kg NMVOC/ (km 2 day) with a mean of 22 kg NMVOC/(km 2 day) in contrast to Calbo et al. (1998) who had 0 − 160 kg NMVOC/(km 2 day) with a mean of 33 kg NMVOC/(km 2 day). Finally, our SO 2 emissions are assumed to be between 0 and 330 kg S/(km 2 day), compared to Calbo et al. (1998) who used the range of 0 − 50 kg S/(km 2 day), but in both studies the same mean, namely 11 kg S/ (km 2 day), is derived. Another major improvement is a change in the initial profiles of the pollutants compared to Calbo et al. (1998) , who assumed pollutants at the beginning of each model day existed only in the first two model layers. The new profiles include all five model layers. This is of importance especially for species like ozone or CO because the boundary conditions determine also the incoming flux into the urban domain. This change in the initial profiles most affects ozone production and related processes such as the formation of PAN.
Comparisons between results of the reduced-form model and those of the parent CIT Model are shown for selected outputs in Figure 5 . The set of input values chosen for the comparison is different from the (collocation) values used to derive the reduced-form model. The selected testing data cover the whole range of the input parameters but the sampling was not done in a way that reflects exactly the PDFs. However more points are chosen in the high probability ranges. All results in Figure 5 are derived for Julian day 181. Compared to Calbo et al. (1998) we get generally better correlations between the output of the reduced-from model and the CIT Model. For some species the improvement is extremely obvious (e.g., the flux of CO or PAN in Figure 5 ). The results differ in both studies, mainly because of changes of the emissions PDFs but also because of differences in the initial vertical profiles of several pollutants. Our mean values of the emissions PDFs tend to be lower than the Calbo et al. (1998) estimates. In the present study the peak ozone concentrations are substantially higher than the values published by Calbo et al. (1998) . This is because new initial vertical profiles of the pollutant concentrations (especially ozone) were introduced. The results of this study are more realistic than the results of Calbo et al. (1998) based upon comparisons to observations.
LINKING THE REDUCED-FORM MODEL WITH THE GLOBAL CHEMISTRY-CLIMATE MODEL
The reduced-form urban atmospheric chemistry model is incorporated into the interactive 2D-LO chemistry-climate model as a subroutine. Data is communicated between these two every 24 hours. The global model supplies the reduced-form urban models with meteorological data, including wind speeds, temperatures, mixing layer heights, and cloud coverages. The total anthropogenic emissions calculated by the EPPA model are mapped from the EPPA economic regions to the 24 latitudinal bands through use of a population density map (Fung et al., 1991) . The anthropogenic emissions originally input directly into the global model are now separated into urban emissions, which are supplied to the reduced-form models, and rural emissions, which go into the global model simulations. Figure 6 schematically represents the implementation of the modeling scheme.
In order to save computational time, while still representing reasonably the different characters of cities with regard to emissions, we have assumed three types of urban areas with low (1), medium (2), and high (3) levels of pollution, respectively. Currently, we assume that the low, medium, and highly polluted cities account for 75%, 20%, and 5%, respectively, of all cities within any latitudinal band. Their emissions can be derived by multiplying the average emissions per urban area, E 0 (Eq. 4), with a weighting coefficient, γ i . The coefficient γ i guarantees that the sum of emissions for the three city types equals the total amount of urban emissions. We have defined five γ i . Three (γ 1 , γ 2 , γ 3 ) are used for urban area type 1, 2, and 3 when there are 20 or more polluted cities in the latitudinal band. Two (γ 4 and γ 5 ) are used for latitudinal bands with less than 20 and more than 4 urban areas; only low-and medium-polluted cities are assumed. For the latitudinal bands in which fewer than four urban areas are located, only one type is assumed, and emissions are set equal to E 0 . Table 4 lists the assumed values for γ i . Over time we expect relatively more medium and highly polluted urban areas. At the bottom of Figure 6 the predicted increase of For each latitudinal band of the 2D-LO global model, up to three urban reduced-form models are executed to provide fluxes and moles relevant to the types of urban areas. The total contribution of urban areas to emissions to be input into the global model and the chemical tracer concentrations to be input at the next iteration of the reduced-form model is then obtained. First we multiply the fluxes and moles of trace chemicals for each type of urban area by the total number of such areas within the latitudinal band, and second, we sum the aged emissions or average the mole fractions thus obtained for all three types of urban areas.
After both global and urban models have completed their daily integrations at midnight, the fluxes from the urban models are used as emissions to be added to the rural emissions supplied to the global 2D-LO model for its next day s integration. At the same time, the mole fractions of chemical species at the grid points of the global model in its lowest three layers are updated by combining, with mass-weighting, the total moles of the species in both urban and rural areas, as predicted by the two models separately and dividing by the total moles of air in the lowest three layers.
Initial conditions in the urban domains for the next day s simulations are set by air quality indices (AQIs) for NO, NO 2 , ozone, SO 2 , and NMVOC, derived using the moles of these species in the urban domains at the end of the 24-hour simulations. The AQI is a measure of how many moles of a certain species are present in the modeling domain. If we calculate the AQI at the end of a 24-hour simulation, we have a measure of the moles of that certain species in the modeling domain at the end of our run. Since we assume that the shapes of the initial vertical profiles of several species do not change, we can obtain initial and boundary conditions for a compound for a given AQI. These AQIs have a beta distribution ranging from 0 to 1, where 1 denotes a highly polluted atmosphere. The AQI for a species is 1 when the mole fraction reaches 100 ppb for NO, 300 ppb for NO 2 , 100 ppb for SO 2 , 250 ppb for O 3 , 40 ppb for HCHO, 20 ppb for ALD2, 22 ppb for MEK, 95 ppb for ALKA, 28 ppb for ETHE, 18 ppb for ALKE, 20 ppb for TOLU, and 8 ppb for AROM (Finlayson-Pitts and Pitts, 1986; Seinfeld and Pandis, 1998) . For the NMVOC, the AQI is the sum of the AQIs of HCHO, ALD2, MEK, ALKA, ETHE, ALKE, TOLU, and AROM. To calculate the AQIs, the moles of pollutants in the urban domains must be converted to mole fractions. The AQI is defined for each species as:
where m is the molar concentration of the pollutant in the urban domain, R is the gas constant, T is the temperature, p is the pressure, and max ξ is the mole fraction of the species when its AQI is unity. The first simulation (the reference run) was done with the 2D-LO global coupled chemistry-climate model, without the reduced-form urban chemistry model. The second and third simulations were carried out using the global model in conjunction with the reduced-form urban model. The two latter runs differed in that, in one case (referred to as META), the number of urban areas and partitions of urban emissions were fixed at their 1990 values (see Table 1 ). Total and urban emissions in META are therefore predicted to grow at the same rate. In the other case (referred to as META-TIME), the number of urban areas (Fig. 6,  Figure 8 ) as well as the partitioning between urban and non-urban emissions changes through 2100. Total emissions are the same as in the reference and the META run, but total urban emissions for NO x , NMVOC, and CO are higher than in the META run. The emissions per city of several pollutants increased substantially over time in the META run. In the META-TIME run, however, the projected number of polluted urban areas increases so that emissions per type of urban area over time remain practically constant. The total predicted number of urban areas in 2100 for this run is about three times the number in 1990 (see Fig. 6 o N), the number of cities could be eight or even sixteen times higher in 2100 than in 1990 (Fig. 8 ). Our prediction also shows that in 2100, most urban areas will still be in the Northern Hemisphere midlatitudes. The projected partitioning between urban and rural emissions changes substantially over time (Figure 9) primarily because of the increase in urban population (Fig. 3) . Note that in this study, NMVOC emissions are related to CO emissions (Eq. 3), so urban NMVOC percentages are not calculated separately from CO.
EFFECT OF LOCAL AIR POLLUTION ON GLOBAL CHEMISTRY AND CLIMATE
The effects of including urban processes using the reduced-form model on the global annual average tropospheric NO x and ozone mole fractions, and the global annual average tropospheric OH concentration for the META and META-TIME runs are shown in Figure 10 . Levels of all three species are found to be reduced compared to the reference run, and the effect on global concentrations is always more significant in the META-TIME run than in the META run. Note that the reason we can see in Figure 10 an immediate difference between the reference run and the two runs using the urban chemistry model is because we plot annual averages, and the lifetimes of all three species in Figure 10 are much shorter than one year. The regional reductions in tropospheric ozone due to the consideration of the urban chemistry are much greater (up to minus 20% compared to the reference) than on global average (up to minus 10%). In Figure 11 the change in percent for the META-TIME run compared to the reference run is plotted for the period from 1999 to 2100. The decrease in ozone is most pronounced at latitudes where large urbanization rates are projected (see also Fig. 9 ). From Figure 12 , we see that the global annual average mole fraction of CH 4 increases faster when urban processes are included due to the greater decrease in the average tropospheric OH concentration in the two urban cases. The global annual average tropospheric CO mole fraction is also shown in Figure 12 . Depending on the scenario for urban area development, we see either a slightly smaller CO mole fraction in the META run, or higher CO mole fraction in the META-TIME run after 2030.
The changes in global tropospheric mole fraction of ozone and methane influence radiative forcing. Our simulations show an increase in CH 4 and a decrease in O 3 in the troposphere, to different extents in the two runs where urban processes are included. For example, in 2100 the tropospheric averaged mole fraction of CH 4 is about 0.5 ppm higher (META-TIME run) or 0.2 ppm higher (META run) than in the reference run. In Figure 12 , the change in the annual-mean global surface temperature relative to the annual-mean global surface temperature of 1990 is shown for the period from 1977 through 2100. If we fix the number of urban areas (META run), we are unable to see a clear change in surface temperature compared to the reference run. Altering the number of cities (META-TIME run) gives slightly higher surface temperatures after 2050. In order to understand the differences between the two simulations, META and META-TIME, we have analyzed fluxes and mole fractions in the urban domains for NO x and NO y species (in this study, NO y refers to the sum of PAN, HNO 3 , HONO, and N 2 O 5 ), CO, and ozone.
NO x and NO y
We assumed that, among the total urban NO x emissions, 95% are emitted as NO and 5% as NO 2 . Figure 13 shows the total emissions of NO, NO 2 , PAN, and HNO 3 after chemical processing from urban areas (we will call these aged emissions) as functions of latitude in 1990, 2050, and 2100 for the META-TIME run. The aged emissions are the aggregated fluxes from the 24-hour simulation (see Eq. 7 and related text) averaged over the three different city types (low, medium, and highly polluted). All fluxes are expressed in units of Gg N per day. In our analysis PAN is the dominant species in the aged emissions in the Northern Hemisphere and NO 2 in the Southern Hemisphere. In 2100 the flux of all aged nitrogen-containing species is about double that in 1990. In addition the latitudinal distribution of the fluxes changes and more weight is found at Northern Hemisphere lower latitudes. The aged emissions shown in the top panel (for 1990) of Figure 13 are also the results for the META run since in that year the assumptions regarding urban emissions are the same as for the META-TIME run. For the META-TIME run, the aged emissions of NO y increase proportionally to NO x emissions, whereas in the META run, NO y fluxes and their latitudinal distributions do not change to that extent.
The differing behaviors of aged emissions in the META-TIME and META runs are due to the strong nonlinearity of the chemistry. This can be seen more clearly in the temporal behavior of the fluxes from the urban areas and in the mole fractions of NO, NO 2 , PAN, HNO 3 , HONO, N 2 O 5 in the urban domains (Figure 14) . species with sudden changes coinciding with the introduction of a new type of city in one or more latitudinal bands. This causes a different allocation of the emissions between low, medium, and highly polluted cities within a latitudinal band leading to different average mole fractions for this latitudinal band. Because we calculate the global average mole fraction as the arithmetic mean of the 13 latitudinal average mole fractions, transitions from a one to a two type urban scenario (i.e. from three to four cities) in a single latitudinal band can be seen in the global average (the NO x emissions in the medium polluted urban areas are about two times higher than in the low polluted case). The more cities we project over time the smaller the fluctuations become because eventually in almost all latitudinal bands the 3 different types of urban areas are represented, which is also reflected in an increase of the pollution index plotted in Figure 6 . The observed abrupt changes in the mole fractions coincide in time with the change of the pollution index for the time period after 1990. In real world of course smooth variations will be observed.
The behavior of the mole fractions of NO x and NO y in the META differs from that of the mole fractions in the META-TIME run discussed above. In the META run the emissions per urban area are increased steadily but no new urban areas are added and the fluctuations of the mole fractions are therefore smaller. The NO x mole fraction in the META run actually decreases over time although NO x emissions increase. In 2100, the mole fractions of all NO y and NO x species predicted by the META run are higher than those predicted by the META-TIME run with the exception of PAN and NO 2 .
Ozone
In Figure 15 the latitudinal distribution of the annual mean 1-hour peak ozone mole fractions averaged over all three types of urban areas for the META and META-TIME runs are plotted for the period from 2000 to 2100. For the META-TIME run we find that at latitudinal bands where initially all three types of urban areas are present (e.g., northern midlatitudes), the peak ozone is quite constant over time due to our assumption that the emission rates for each type of urban area do not change over time. In contrast, at latitudinal bands where we introduce medium and/or highly polluted urban areas in the course of the run, the peak ozone increases abruptly (see also changes in the pollution index, Fig. 6 ). The aggregated ozone fluxes grow as urban areas increase in the META-TIME run (roughly, by a factor of 3), in contrast to the decrease in ozone fluxes found in the META run ( Figure 15 ). Ozone production is expected to be in the so-called NMVOC limited range (Duncan and Chameides, 1998; Sillman, 1999) in most urban areas. Therefore, an increase in NO x mole fractions should not necessarily lead to higher ozone concentrations. A scatter plot of 24-hour and domain average NO x and NMVOC mole fractions versus 1-hour peak ozone mole fraction is shown in Figure 16 for both the META and META-TIME runs for the data obtained from 1990 through 2100. NO x , NMVOC and O 3 mole fractions are the average of the three types of urban areas but not the average of several latitudinal bands. Although in the META run, both NO x and NMVOC emissions in cities grow over time, the NO x mole fraction is decreasing (see also Fig. 13 ) where at the same time the NMVOC mole fraction is increasing. The peak ozone is found to be higher with higher NMVOC mole fractions.
In the META-TIME run the NO x mole fractions vary considerably (see Fig. 13 ) but the ozone mole fractions are altered little, due to the quasi-constant NMVOC mole fractions. These results suggest that the urban atmospheric chemistry predicted by our model is indeed within the NMVOC limited regime.
CO
The CO fluxes from cities increase substantially in the META-TIME run, while they grow only little in the META run. The CO mole fractions increase in both runs, although more so in the META run. In Figure 17 we plot the fluxes and daily average surface mole fractions over the urban domains for the two simulations. Fluxes and mole fractions are the global average of all three types of urban areas. Allocating urban emissions as in the META and META-TIME runs provides two extreme scenarios for emissions strengths in urban areas. In the META-TIME run, conversion of NO x to NO y proves to be much more efficient than in the META run; therefore, less NO x is available to the rural areas on a global scale. Table 5 lists the ratios of NO y to NO x for the two runs in 2000, 2050, and 2100, for both fluxes (moles/time) from and moles within the urban domains. To facilitate calculation of the ratio NO y to NO x , we express all nitrogen-containing species in terms of their nitrogen content. The more NO x is converted to NO y , the higher is the value of the ratio derived. In the META-TIME run, the NO y to NO x ratio of moles declines over time, due to a relative increase in the number of medium and highly polluted cities with higher NO x emissions in 2050 and 2100, compared to the initial distribution in 1990.
Discussion
Global as opposed to urban tropospheric ozone mole fractions are basically determined by the available NO x . Although we produce more ozone in urban domains when implementing the urban chemistry model, the global tropospheric ozone mole fraction is lower in the two META cases than in the reference case because of lower global NO x mole fractions. In both runs with the urban chemistry model the effective total NO x emissions (rural emissions plus flux of NO x out of urban areas) to the global model are lower than in the reference case. This is primarily due to the efficient conversion of NO x to HNO 3 and N 2 O 5 (NO 2 and HNO 3 fluxes are roughly the same, see Fig. 14 ) in urban areas, where both species are sinks for NO x . At the low average NO x mole fractions (< 1 ppb) predicted by the global model, changes of NO x are not expected to alter the ozone production per unit NO x per day (e.g., Liu et al., 1987) and ozone should follow proportionally the NO x trend (in our case about 7% decrease in NO x and O 3 ). Ozone is one of the main factors determining OH, and therefore with lower O 3 mole fractions we observe also lower OH concentrations (note that other factors influencing OH concentration such as CO, CH 4 , and water vapor content or radiation do change over time but have a relatively smaller effect).
This suggests that, without considering the highly nonlinear chemistry in urban areas, globalscale models will most likely overestimate tropospheric ozone production due to unreasonably high background NO x concentrations. Several investigators (e.g., Duncan and Chameides, 1998; Roselle and Schere, 1995; Chameides et al., 1992; Sillman et al., 1990; Lin et al., 1988) have addressed this latter issue and came to the same conclusion. Our contribution is the introduction of a computationally efficient and accurate parameterization of urban chemistry which allows quantitative estimation of the effects of urban versus rural emissions in a global model, Note also, that by adding the reduced-form urban model to our global 2D model, a substantial amount of the total NO x emissions are processed more reasonably. As a result the distribution of the remaining rural NO x emissions should have a significantly smaller latitudinal gradient. Under this circumstance, the difference between a 2D and a 3D global model should be lessened, assuming that urban emissions are treated properly in our 3D urban (CIT) model. Compared to the reference run, the global tropospheric CO mole fraction does not change substantially through urban chemistry, in the first half of our simulation for the META and META-TIME runs, despite an additional CO source from NMVOC emissions. This slight reduction is attributed to the very efficient CO oxidation in urban areas, which are characterized by relatively high OH concentrations. As a result, less CO is emitted to the global troposphere. After 2050, the global CO mole fraction in the META-TIME run is higher than in the reference run. Urban CO fluxes from the urban domains grow over time not only because of an increase in the number of cities, but also because of the relative growth in urban CO and NMVOC emissions. Therefore, more CO is released from urban to rural areas in the global model. At the same time, the global OH concentration falls constantly, and the methane mole fraction increases constantly. Both factors (the increasing fluxes and the increasing lifetime of CO) lead eventually to higher global CO mole fractions (e.g., Wang and Prinn, 1999) .
SUMMARY
We have derived a reduced-form model or parameterization for urban air chemistry based on the California Institute of Technology−Carnegie Institute of Technology (at Carnegie Mellon University) Urban Airshed Model by employing the probabilistic collocation method. The reduced-form model is computationally efficient and in good agreement with the parent urban airshed model over a wide range of input parameters. Incorporating this reduced-form model into the MIT 2D-LO coupled chemistry-climate model enables us to quantify the impact of urban air pollution on global chemistry and climate. By linking an urban airshed model to the 2D-LO global coupled chemistry-climate model we incorporated a high resolution 3D model with complex NMVOC chemistry into a computationally efficient global model with O 3 -HO x -NO x -CO-CH 4 background chemistry coupled to a climate model. Based on our definition of urban areas up to 50% of NO x , CO, and NMVOC emissions originate from these regions. The remaining rural emissions are now expected to be more evenly distributed, in which case the average features of the 2D model should be a more reasonable approximation compared to the earlier approach. We expect the use of alternative global scale models to ours will lead to qualitatively if not quantitatively similar results.
Three simulations, each including or excluding the reduced-form model, have been carried out for the time period from 1977 to 2100 using identical emissions data. In the two runs involving the reduced-form model, urban emissions of NO x , NMVOC, CO, and SO x are allocated in different ways. In one run, the number of cities and the proportions of urban versus rural emissions have 1990 values, which leads to a steady increase in emissions per city. In the other run, we increase the number of polluted urban areas and the partitioning of urban and rural emissions, so that emissions urban area are constant over time. These two simulations are compared to the reference, which does not utilize the reduced-form model.
We have found that the efficient conversion of NO x to NO y , especially to PAN and to HNO 3 , in urban areas leads to lower global tropospheric NO x concentrations than in the reference (5% to 10% lower in 2100). As a result, the tropospheric mole fraction of ozone and the OH free radical concentration decrease relative to the reference (in 2100, O 3 5% to 7% lower, and OH 3% to 7% lower), as well. The tropospheric mole fraction of CH 4 increases relative to the reference (in 2100, 7% to 11% higher) as a result to the lower OH concentration. The tropospheric CO mole fraction is altered up or slightly down due to urban chemistry, with the amount depending on the assumptions used for urban emissions. The effect on global mean surface temperature of implementing the reduced-form urban model is not however large because the decrease in radiative forcing by ozone is offset approximately by the increase in radiative forcing by CH 4 . We are currently preparing to include aged emissions of PAN produced in urban areas into the global coupled chemistry-climate model, which could lead to slightly higher global NO x concentrations than the current results suggest. For bimolecular reactions, rate constants (cm 3 /molecule/s) can be derived by k(T) = A exp{(-E/R)(1/T)}. Smith and Martell, 1976; 8) Lind and Kok, 1986; 9) Jacob, 1986 The equilibrium constants are defined by: 
Gas phase chemical reaction included in the CIT model

Aqueous phase chemical reactions included in the global chemistry-climate model
K K H R T = ⋅ − −         
