Introduction
Suppose y 1 , . . . , y n are independent random variables. The density p θ i (·) of y i is supposed to be known up to a parameter θ i . Let Conditional on y y y (−i) , g i (·) is a known function. This leads us to a onedimensional estimation problem: Given the known functions i (·, ·) and g i (·), and an observation y i from p θi (·), find an estimateˆ i (y i ) of the quantity i θ i , g i (y i ) . One obvious possibility is to estimate i θ i , g i (y i ) by a Bayes estimate, i.e. settingˆ i (y i ) to be
where π(θ i ) is a prior for θ i . This would be a reasonable procedure if n is small and each y i is strongly informative on θ i .
In this paper, however, we are mainly interested in the situation when n is large and each y i by itself is not strongly informative on θ i . In this case, it is desirable to requireˆ i (y i ) to be an unbiased estimator of i θ i , g i (y i ) .
To cite a scenario where unbiasedness is clearly the appropriate requirement, suppose 
For comparison among estimators, it is enough to find unbiased estimates of their comparative losses (corresponding to a common k(·)).
We then have the freedom of choosing k(·) to make it easy to construct unbiased estimates.
As a final remark, we note that if the family of densities {p θi (·)} is a complete family as θ i vary in its range, then an unbiased estimator of the loss (or a comparative loss), must be unique if it exists.
Kullback-Leibler loss and exponential families
Suppose y i has density p θ i (·) and g i (·) is a given function of y i as defined in the introduction. To simplify notations, we will suppress the subscript i in the rest of this section. The Kullback-Leibler pseudo-distance between two densities p(·) and q(·) are defined by
The Kullback-Leibler loss (KL loss) of the estimator g(y) is then defined by
Let p θ (z) be an exponential family distribution, then
, where µ(θ) = E θ t(z). Even though the exponential family structure leads to a relatively simple form for the KL loss, in most cases it is still not possible to find exactly unbiased estimate of this loss. We will discuss the construction of approximately unbiased estimates in a later section. However, a corresponding comparative loss func-
is particularly simple.
To estimate this comparative loss, we only need to solve the following problem:
for all θ. ( * )
• (ii) If there exist more than one solution to ( * ), choose the one that minimizes
where π(·) is an appropriate weight function.
If a function h(·) satisfying ( * ) can be found, then −h(y)−α g(y) will be an unbiased estimator of the comparative KL loss (θ,
Exact solutions to the above problem can be found in several important exponential family models. We list two examples.
Example 1. (Poisson distribution)
Suppose y has a Poisson distribution with mean θ, then log p
To obtain an unbiased estimate of the comparative KL loss, notice that
It follows that y log g(y − 1) is an unbiased estimate of µ(θ)φ g(y) , and Suppose y has a Gamma distribution with a known shape parameter k and an unknown scale parameter θ, then
To obtain an unbiased estimate of µ(θ)E θ φ g(y) , notice that 
Hence ky
is an unbiased estimate of the comparative KL loss
It is the unique unbiased estimate because of the completeness of the Gamma scale family.
Mean square error loss
The mean square error loss (MLE loss) of an estimatorθ θ θ(y y y) is defined by
where, for simplicity, the subscript i has been suppressed from g i and θ i .
Hence, g(y)
2 − 2θg(y) is a comparative MSE loss for g (·) and an unbiased estimator of it is of the form g(y) 2 − 2e(y) where e(·) satisfies the equation
for all θ. If, furthermore, there is an unbiased estimator f (y) of the term θ 2 , then
is an unbiased estimate of the MSE.
Example 3.
Suppose y has a Poisson distribution with mean θ. By the same argument as used in Example 1, it is seen that e(y) = yg(y − 1) is an unbiased estimator of θE θ g(y). Furthermore, it is easy to check that f (y) = y 2 − y is an unbiased estimator of θ 2 . Hence
Example 4.
Suppose y has a Gamma(k, θ) distribution with a known shape parameter k. The arguments used in examples 2 and 3 can be used to calculate an unbiased estimate of g(y) − θ 2 . The resulting estimate is where
Location families
Suppose y i has density p i (y i − θ i ) where, for each i, p i (·) is a known density on R with mean zero. Suppressing the subscript i, we write
where has density p(·) and satisfies E( ) = 0. It was observed in the last section that to estimate the MSE of an estimator g(y), we need to construct unbiased estimates of θg(y) and θ 2 . Unbiased estimation of θ 2 is easy: we
Thus it suffices to find an unbiased estimator h(y) of the term E g(θ + ), i.e. to find a function h(·) to satisfy the following equation for all θ
The solution to this integral equation, if it exists, can be obtained in the following way.
Let H(·), P (·), G(·) be the Fourier transforms of h(·), p(·) and g(·)
respectively. For example,
where * denotes the convolution operation. The Fourier transform of h * q(θ)
Similarly transforming the right hand side of (4.1), and using the fact that the Fourier transform of p( ) is (i/2π)P (s), it is seen that the integral equation (4.1) is equivalent to
In other words, a solution h(·) exists for (4.1) iff we can find a L 1 function H(·) which satisfies (4.2) for all s. In particular, if P (s) = 0 for all s then h is determined uniquely as
In general, p(s) may vanish for some values of s and (4.3) cannot be used. In this case, we can get approximate solutions of (4.1) by the following device: first approximate p(·) by another density p 1 (·) which has a nonvanishing Fourier transform, then compute h = − 1 2π F −1 (iGP 1 /P 1 ) and regard it as an approximate solution of (4.1). One possible choice of
is a normal density. The above choice of h will then satisfy (4.1) with p replaced by p 1 :
Thus the bias of this choice of h(·) is of order α. Typically, if α is chosen too small then h(·) will have high variance. In practice, one needs to choose each α i (in estimating (g i −θ i ) 2 ) carefully in order to achieve a good bias/variance trade-off in the estimation of
Example 5. (Normal location model).
Let be N (0, 1), then
Hence p (s) = −(2π) 2 sP (s) and It follows that h(x) = g (x), which leads to the unique unbiased estimate (of the MSE)
If the variance of is σ 2 , then the term (2g − 1) should be multiplied by σ 2 . Returning to the whole vectorθ θ θ = θ 1 (y y y), . . . ,θ n (y y y) = g 1 (y 1 ), . . . , g n (y n ) , the above result then leads to
as an unbiased estimator of the MSE loss
This estimate was first obtained in Stein (1981) as an unbiased estimate of the MSE risk
Example 6. (Symmetric stable distributions)
Let p(·) be a symmetric stable density with a known scale parameter, then its Fourier transform is given by
where c depends on α and the scale parameter. We assume that the index α is known and α ∈ (1, 2]. It follows that P (s) = −sign(s)αc|s| α−1 P (s), and, by (4.2),
It is interesting to note that if α < 2 then θ 2 cannot be estimated by f (y) = y 2 − Var( ) because Var( ) is infinite. However, the comparative loss g(y) − θ 2 − θ 2 can still be estimated by
g(y)
2 − 2yg(y) + 2αc · g * t(y).
Approximate solutions
In general, exactly unbiased approximation to the loss may not exist. This typically happens when the family {p θ (·), θ ∈ Θ} is rich but the range Y of the random variable y is small. In such cases, one has to be satisfied with an estimator which is in some sense close to being unbiased for the loss i (θ,θ). For example, suppose we want to find a function e(·) to satisfy 
• ( Although this approach can be implemented numerically in almost any problem, the degree to which e(·) is "approximately unbiased" must be investigated in each application. We give two examples.
Example 7. (Location family with bounded error)
As discussed in section 4, the key to finding an unbiased approximation to the MSE is the solution of the integral equation (4.1), or equiva-
lently (4.2). Unfortunately, if the error density p(·) has bounded support, then its Fourier transform P (·) may have isolated zeros and (4.2) may not be satisfied by any H(·). For example, if p(·) is the triangular density, i.e.
p(x) = 1 − |x|, |x| ≤ 1, then P (s) = sin(πs)/π 2 , and for s = 0,
In this case, the "formal" solution (4.3) will have singularities at s = ±1, ±2, . . . .
Thus, in many applications the equation (4.1) cannot be satisfied for all θ. A method for constructing approximate solutions has already been given in section 4. We now describe another method which can often be used to construct a function h(·) which satisfies (4.1)
where L is a suitably large constant.
Suppose the support of p(·) is contained in an interval [−δ, δ], and
T > L + 2δ. Letg(·) be a periodic function with period 2T such that
Thus it suffices to consider the problem of finding a periodic function h(·) (with period 2T ) to satisfy the equation
for all θ ∈ (−∞, ∞). Since h(·) is periodic, we can expand it in Fourier series:
Similarly,g(x) = nG n e i2πs n x . Putting these into the integral equation and equating coefficients, we have 
is an interesting question which, however, will not be discussed further in this paper.
Example 8. (Binomial distribution)
Suppose each y i has a Binomial (m i , θ i ) distribution. From section 3, we know that the construction of unbiased approximation to the MSE depends on the solution of the following problem: Find e(·) such that
where y is a Binomial (m, θ) variable.
We will see that for a large class of functions g(·), there are exact solutions to (5.2). Furthermore, even when (5.2) is not exactly solvable, we can often construct e(·)'s which satisfy (5.2) to a high degree of accuracy.
Let us represent the functions e(y) and g(y) by the vectors v e = (e 0 , . . . , e m ) and v g = (g 0 , . . . , g m ). Choosing e 0 = 0 and dividing both sides of (5.2) by θ, we have
The first term in the right hand side can be expanded in the following manner:
Expanding the other terms similarly, we obtain after some calculation that
where ·, · is the inner product in Then the expression (5.5) should be modified to
In this case, e(y) is not exactly unbiased for θE θ g(y), the bias is u g 2 θr(θ).
The L 2 norm (w.r.t. ν) of this bias is often very small. For example, with m = 3, ν(·) = Lebesque measure, exact calculation shows that the L 2 norm of r(θ) is 0.0189. If m is larger, the norm of r(·) would be much smaller.
Convergence of the loss estimate
In the preceeding sections we have provided constructions of unbiased (or nearly unbiased) estimator of We now argue that, under quite general conditions, the error
is expected to converge to zero.
One condition for (t i − i ) with respect to the tail σ-field. Furthermore, the zero-one law does not give any indication on the speed of the convergence. For these reasons we will instead investigate the convergence of the loss estimate by direct variance calculations. We will show that for a very large class of estimatorsθ(y y y), the variance of
simplicity, we will only consider the case of mean square error loss. 
Recall that we are estimating
Since the functions f i (·) are (non-random) functions of y i alone, we have (−i) . As a result, all terms in the average are generally dependent on each other. To proceed further, let T i be the operator which maps the function g i (·) to the function e i (·), i.e. T i is constructed so that for any (non-random) function g(·) of y i , (T i g)(y i ) is unbiased for θ i g(y i ). T i is assumed to have the following properties:
• a) (Unbiasedness) For all g ∈ G i where G i is a large linear space of (non-random) functions of y i (which is defined separately in each application) we have
where u i (y) is an unbiased estimate for θ.
The forms of T i in several examples have been obtained in the preceeding sections: 
where c i is a constant which is typically equal to the squared norm of T i as an operator on the class G i of univariate functions of y i . Also, let R j be the operator representing expectation over y j conditional on y y y (−j) , i.e.
Suppose thatθ i (y 1 , . . . , y n ) has an ANOVA decomposition
etc. are orthogonal random variables satisfying the con-
For the construction of such decompositions, see Efron and Stein (1976) .
We assume that eachθ i has an expansion (6.6) up to m terms where m is independent of n, and that H 
where there are m terms in this expansion. We will only demonstrate the bound for the variance of, say, the third order interaction term. By (6.4), this third order term can be written as A + B where This completes the derivation of the bound for the third order interaction term. The same argument can be applied to bound the variance of any other term.
