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High temperature heat treatments were conducted for as-cast N08028 alloy to obtain various microstructures with different amounts of σ-phase,
and then hot compression tests were carried out using Gleeble-3500 thermo-mechanical simulator in deformation temperature range from 1100 to
1200 1C and strain rate range from 0.01 to 1 s1. For the same initial microstructure, the ﬂow stress was observed to increase with increasing the
strain rate and decreasing the deformation temperature, while for the same deformation condition, the ﬂow stress was found to increase with
increasing the amount of σ-phase in the initial microstructure. Moreover, dynamic recrystallization was found to be the main dynamic soften
mechanism. On this basis, Arrhenius-type constitutive equations and artiﬁcial neural network (ANN) model with back-propagation learning
algorithm were established to predict hot deformation behavior of the alloy. Furthermore, the parameters of constitutive equations were found to
be dependent on the initial microstructure, which was also as one of the inputs for the ANN model. Suitability of the two models was evaluated
by comparing the accuracy, correlation coefﬁcient and average absolute relative error, of the prediction. It is concluded that the ANN model is
more accurately than the constitutive equations.
& 2015 Chinese Materials Research Society. Production and hosting by Elsevier B.V. All rights reserved.
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As a corrosion resistant Ni-based alloy, N08028 is widely
used in the fabrication of oil pipes in the petroleum industry
due to its superior corrosion-resistance and mechanical proper-
ties. Such properties of the alloy are heavily dependent on the
production process. As an important process of production, hot
deformation has a signiﬁcant inﬂuence on the microstructure
evolution of the materials and the mechanical properties of the
formed product. Consequently, a comprehensive study on the
hot deformation behavior is very important [1].
It is known that the processing parameters such as strain,
strain rate and deformation temperature are of great impact on/10.1016/j.pnsc.2015.01.007
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nder responsibility of Chinese Materials Research Society.the hot deformation behavior, which has been discussed by lots
of studies for various alloys [2–4]. In addition to these
processing parameters, the initial microstructure of hot-
working alloy has signiﬁcant inﬂuence on the hot deformation
behavior, but the related studies are very limited and the
corresponding effective models are few [5].
Hase and Tsuji [6] examined the microstructure evolution
during hot deformation in medium-carbon steels with various
initial microstructures such as ferrite, bainite and martensite.
The inﬂuence of initial grain size on the hot deformation
behavior of 304 L stainless steel was studied by Mirzadeh
et al. [7]. Recently, Lin et al. [8] investigated the effects of
initial δ phase on hot tensile deformation behaviors of a typical
Ni-based superalloy and they found the peak stress increase
with the increase of δ phase. Nevertheless, all these studies are
focused on qualitatively analyzing the inﬂuence of initial
microstructure by describing the microstructure evolutionElsevier B.V. All rights reserved.
Table 1
Chemical composition of N08028 alloy.
Element Fe Cr Mo C Mn Cu Ni
wt% 34.31 28.23 3.53 0.03 0.97 0.41 Bal
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for the quantitative description is lacked.
For the past few years, the intrinsic relationships between
the hot deformation behavior and processing variables (strain,
strain rate and deformation temperature) have been modeled
by a phenomenological approach from the experimen-
tally measured data [9–11], which was ﬁrst proposed by
Jonas et al. [11] and followed the hyperbolic laws in an
Arrhenius-type form. After that, various modiﬁcations to this
approach have been developed to improve its predic-
tability. Slooff et al. [12] modiﬁed the hyperbolic sine
constitutive model by introducing strain-dependent parameters.
By compensating the strain rate in the Zener–Hollomon
parameter (Z), Lin et al. [13] revised the strain-dependent
hyperbolic sine constitutive model to predict the hot deforma-
tion behavior of 42CrMo alloy. Later, the improved Arrhenius-
type equation was applied for describing the hot ﬂow
behaviors of P91 steel [14], as-cast Ti60 titanium alloy [15],
718 superalloy [16], AZ61 Mg alloys [17], etc. However, these
Arrhenius-type constitutive models are not quite satisﬁed in
some certain cases since it is difﬁcult to accurately predict the
complex non-linear relationship between ﬂow stresses and
processing parameters.
Recently, a new approach of artiﬁcial neural network
(ANN), which does not need to postulate a mathematical
model or identify its parameters, has been introduced to predict
the hot deformation behavior of many alloys [18]. ANN is a
robust and intelligent data information treatment system
available for adaptive data mining and modeling ambiguous
and complicated problems. Thus, the ANN model only needs
to learn from sufﬁcient experimental data and to recognize
patterns in a series of inputs and outputs without any prior
knowledge of their functional relationships or tedious regres-
sion analysis [19]. As a result, ANN has been increasingly
employed to study the hot deformation behavior in a variety of
alloys [20–22]. Considering phase transformation, the ﬂow
stress of as-cast Ti-based alloy during hot deformation was
accurately predicted by ANN [20]. Using this approach, Ji
et al. [21] studied the hot deformation behavior of Aermet100
steel. Recently, Li et al. [22] investigated the hot deformation
behavior of Al–Zn–Mg alloy based on the ANN model.
However, both the Arrhenius-type constitutive equations and
ANN model did not consider the effect of initial microstructure
on the hot deformation behavior.
Therefore, in this paper, by considering the initial micro-
structure as a parameter as well as the processing variables
(strain, strain rate and deformation temperature), the traditional
Arrhenius-type constitutive equations and ANN model are
modiﬁed to describe the hot deformation behavior of N08028
alloy, respectively. The inﬂuence of initial microstructure on
hot deformation is investigated and the comparisons between
the experimental and the predicted ﬂow stress by using the
above two models are carried out. Furthermore, the suitability
of the constitutive equations and the trained ANN model is
evaluated in terms of the standard statistical parameters, such
as the correlation coefﬁcient and average absolute relative
error.2. Experimental procedures
The chemical compositions of the studied alloy, i.e.
N08028, are given in Table 1. The alloy was solidiﬁed in a
vacuum induction melting furnace under a high purity argon
atmosphere. Then the cast ingot was cut into three pieces for
heat treatments at 1200 1C for 1, 2 and 8 h, respectively. The
heat treatment was conducted in a mufﬂe furnace and
terminated by a water quench.
Cylindrical specimens with 8 mm in diameter and 12 mm in
height were machined from heat treated ingots to perform
compression tests. Tantalum foil with a thickness of 0.05 mm
was placed between the anvil and the specimen to minimize
the friction. By reference to ASTM E209 (Standard Practice
for Compression Tests of Metallic Materials at Elevated
Temperatures with Conventional or Rapid Heating Rates and
Strain Rates), the hot compression tests were conducted on a
Gleeble-3500 thermo-mechanical simulator at 1100, 1150 and
1200 1C with the strain rate of 0.01, 0.1 and 1 s1 respec-
tively. Before compression tests, each specimen was heated to
the deformation temperature at a rate of 10 1C/s and held for
3 min to obtain a uniform deformation temperature. The height
reduction of the specimens was 60% by the end of the
compression tests and then the specimens were immediately
quenched in water to retain the microstructures at elevated
temperature.
After the hot compression tests, the specimens were
sectioned parallel to the compression axis and then metallo-
graphically prepared by grinding and polishing, and then each
sample was etched with a solution of saturated acid (H2O2:
HCl:H2O¼1:2:2). The microstructural features of the speci-
mens were observed by Olympus/PMG3 optical microscopy
(OM) and FEI Tecnai G2 F30 transmission electron micros-
copy (TEM).3. Results and discussion
3.1. Heat treatment of the studied alloy
Because of the solute segregation during solidiﬁcation, the
as-cast microstructure of the studied alloy presents coarse
austenite dendrites with irregular-shaped σ-phase in the inter-
dendritic regions [23], as shown in Fig. 1a. Various heat
treatments were performed to obtain different microstructures
for the subsequent hot compression tests. Given that the σ-
phase can completely dissolve into the matrix at 1200 1C for
sufﬁcient heat treatment time, the amount of σ-phase decreased
with the heat treatment progressing. Moreover, as the heat
treatment progressing, the dendrites morphology faded away,
as shown in Fig. 1b–d which correspond to various heat
Fig. 1. Optical microstructures of N08028 alloy with different initial amounts of σ-phase, (a) as-cast, with the microstructure of the as-cast alloy held for 3 min at
1200 1C in the upper right of the ﬁgure; (b) heat-treated for 1 h; (c) heat-treated for 2 h and (d) heat-treated for 8 h.
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microstructure (Fig. 1a), the size of interdendritic σ-phase
distributed in an extensive range from several to tens of
micrometers and the σ-phase fraction was measured by the
quantitative image analysis, as 2.0570.1%. When the alloy
was heat-treated for 1 h (Fig. 1b), the σ-phase was observed to
be partly dissolved and the corresponding fraction was
measured as 170.1%. When the heat treatment time increased
to 2 h (Fig. 1c), the dendrites morphology became indistinct
and the amount of σ-phase decreased to 0.670.1%. As shown
in Fig. 1d, a homogeneous microstructure with few secondary
σ-phase was observed under heat treatment for 8 h.
Since the signiﬁcant feature of the studied microstructure is
primary austenite with secondary σ-phase, the various heat-
treated microstructures can be characterized by the difference
of σ-phase fractions. In this work, to simplify the subsequent
calculation, the microstructures after different heat treatment of
1, 2 and 8 h are represented by corresponding σ-phase
fractions of 1%, 0.6% and 0.01% respectively.
Moreover, before compression tests, the alloy was heated to
the deformation temperature (1100, 1150 and 1200 1C) and
held for 3 min to obtain a uniform deformation temperature.
Since this holding time (3 min) is much shorter than the
preceding heat treatment times (1, 2 and 8 h), the change of the
amount of sigma phase of the specimens can be ignored. This
can be further conﬁrmed by the microstructure analysis. The
upper right inset of Fig. 1a shows the microstructure of the as-
cast alloy held for 3 min at 1200 1C, and the corresponding σ-
phase fraction was measured as 2.0370.1%, which is almost
the same with that of the as-cast alloy. Then it can be deducedthat when the as-cast alloy is held for 3 min at 1100 and
1150 1C, the amount of σ-phase is nearly invariable since the
relatively lower heat treatment temperature than 1200 1C.
Therefore, inﬂuence of the 3 min treatment before compression
tests can be ignored in this study.
3.2. Flow stress behavior
The true stress–true strain curves of N08028 alloy during
hot compression at various temperatures, strain rates and initial
microstructures are shown in Fig. 2, where 1 h, 2 h and 8 h
represent different time of previous heat treatments, corre-
sponding to various initial microstructures. Obviously, the
deformation temperature, strain rate and initial microstructure
have a signiﬁcant effect on the hot deformation behavior. In
most cases, the ﬂow stress increases to the peak value due to
the dynamic balance of work hardening and dynamic recovery
and then decrease to a plateau as a typical dynamic recrys-
tallization (DRX) behavior exhibiting.
With decreasing the deformation temperature or increasing
the strain rate, the peak stress becomes less obvious, which
also can be observed when prior-heat treatment time decreases.
Clearly, the ﬂow stress decreases with increase in deformation
temperature or decrease in strain rate. Moreover, the increase
of the prior-heat treatment time, which corresponds to the
decrease of σ-phase fractions in the initial microstructure, leads
to the decrease in ﬂow stress. This can be explained by the
inﬂuence of these three factors on the dislocation movement.
The high deformation temperature enhances the thermal
activation of the alloy and promotes the atomic vibration,
Fig. 2. True stress–true strain curves of N08028 alloy during hot compression at various temperatures, strain rates and initial microstructures. (a) Strain rate of
0.01 s1, (b) strain rate of 0.1 s1, and (c) strain rate of 1 s1.
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occurrence of softening mechanism (DRX). The increasing
strain rate would lead to the increase of the rate of dislocation
generation and thereby the increase in ﬂow stress. Further-
more, the σ-phase in the initial microstructure will hinder the
dislocation movement and increase the ﬂow stress during hot
deformation.
3.3. Microstructural evolution
Fig. 3 shows the microstructure details under various
deformation conditions for the alloy with an initial micro-
structure heat-treated at 1200 1C for 8 h. Typical recrystallized
microstructures were observed in these optical metallographs.
For the same strain rate, the size of recrystallized grains
increased with the increase of the deformation temperature
(Fig. 3a–c). When the alloy was deformed at 1100 1C
(Fig. 3a), the thermal activation of the alloy was relatively
low and the atomic motion was relatively slow, which makes
the growth of recrystallized nuclei be inhibited and DRX be
not completely ﬁnished. When the alloy was deformed at 1150and 1200 1C (Fig. 3b and c), the atomic motion was
accelerated and the complete recrystallized microstructure
was observed. For the same deformation temperature, the size
of recrystallized grains increased with decrease in the strain
rate, as shown in Fig. 3c–e. At the strain rate of 1 s1
(Fig. 3c), the accumulated energy was relatively high since
the dislocations is consumed or continually generated within a
relatively short time, and the DRX grains have less time to
nucleate and grow than that at lower strain rate (Fig. 3d and e).
Fig. 4 shows the microstructure details for the alloy with
various initial microstructures under the deformation tempera-
ture of 1200 1C and strain rate of 1 s1. For the initial
microstructure with prior heat-treatment for 1 h (Fig. 4a), the
residual σ-phase dispersed as long stripes in the matrix and
hindered the dislocation movement. As shown in the upper
right of Fig. 4a, lots of dislocations distributed in the matrix
and thereby the softening phenomenon (DRX) was indistinc-
tive. In Fig. 4b, as the σ-phase friction decreased, the
recrystallized microstructure was observed and the TEM image
showed the formation of new grains. When the alloy was
previously heat treated for 8 h, the σ-phase almost completely
Fig. 3. Microstructure details under various deformation conditions for the alloy with an initial microstructure heat treated at 1200 1C for 8 h, (a) 1100 1C, strain
rate of 1 s1, (b) 1150 1C, strain rate of 1 s1, (c) 1200 1C, strain rate of 1 s1, (d) 1200 1C, strain rate of 0.1 s1, and (e) 1200 1C, strain rate of 0.01 s1.
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observed in the deformed microstructure (Fig. 4c), which
indicates the typical DRX occurs. Therefore, the σ-phase in
the initial microstructure for hot deformation can hinder the
dislocation movement, increase the ﬂow stress and weaken the
softening phenomenon.3.4. Constitutive equations for ﬂow stress
During hot deformation, Arrhenius-type constitutive equa-
tion is widely used to describe the relationship between the
ﬂow stress (σ), strain rate (_ε) and deformation temperature (T)
[24]
_ε¼ f σð Þexp  Q
RT
 
ð1Þwhere
f σð Þ ¼ A1σn1 ; ασo0:8ð Þ ð2aÞ
f σð Þ ¼ A2exp βσð Þ; ασ41:2ð Þ ð2bÞ
f σð Þ ¼ A sinh ασð Þ½ n for all σð Þ ð2cÞ
where Q is the deformation activation energy, R is the gas
constant; A1, A2, A, n1, n, β and α are material constants, with
α¼β/n1. The power law (Eq. (2a)) is adopted for the low stress
level while the exponential law (Eq. (2b)) can be applied for
the high stress level. The hyperbolic-sine law (Eq. (2c)) is a
universal form suitable for a wide range of stress [25,26].
Substituting Eqs. (2a) and (2b) into Eq. (1), and then taking
logarithm from both sides of obtained equations yields to
ln _ε¼ ln A1þn1 ln σQ=RT ð3aÞ
ln _ε¼ ln A2þβσQ=RT ð3bÞ
Fig. 4. Microstructure details for the alloy with various initial microstructures under the deformation temperature of 1200 1C and strain rate of 1 s1, with the TEM image
in the upper right of each ﬁgure. (a) Prior heat-treated at 1200 1C for 1 h, (b) prior heat-treated at 1200 1C for 2 h, and (c) prior heat-treated at 1200 1C for 8 h.
Q. Zuo et al. / Progress in Natural Science: Materials International 25 (2015) 66–77 71Then, substitute the values of ﬂow stress and the correspond-
ing strain under certain strain rate and initial microstructure
into Eqs. (3a) and (3b), respectively. Here, the strain of 0.3
with the initial microstructure heat treated for 1 h at 1200 1C is
set as an example to introduce the solution procedures of the
material constants. The values of n1 and β can be evaluated
from the average value of the slopes of parallel lines at
different temperatures in the plots of ln σ ln _ε and σ ln _ε by
a linear ﬁt method as shown in Fig. 5a and b, respectively.
Then, the value of α¼β/n1 can be gained.
Substituting Eq. (2c) into Eq. (1), a hyperbolic-sine type
equation is achieved for all the stress level, as
_ε¼ A sinh ασð Þ½ nexp Q
RT
 
ð4Þ
Taking logarithm from both sides of Eq. (4) gives
ln _ε¼ ln Aþn ln sinh ασð Þ½ Q=RT ð5Þ
For the ﬁxed deformation temperature, by differentiating Eq.
(5), n can be expressed as
n¼ ∂ ln _ε
∂ ln sinh ασð Þð Þ
 
T
ð6aÞ
For the ﬁxed strain rate, by taking the partial derivative of
Eq. (5), Q can be expressed as
Q¼ Rn ∂ ln sinh ασð Þð Þ
∂ 1=T
 
" #
_ε
ð6bÞ
By substituting related experimental data, the values of n
and Q can be derived from the mean slope of ln[sinh(ασ)] ln_εand T1 ln[sinh(ασ)] plots (Fig. 5c and d), respectively.
Moreover, by substituting the achieved parameters into Eq. (5),
the value of ln A can be obtained. The corresponding values of
parameters are listed in Table 2.
As is well known, the combined inﬂuence of deformation
temperature and strain rate on the hot deformation behavior
can be represented by Zener–Hollomon (Z) parameter [27], as
Z ¼ _ε exp Q
RT
 
ð7Þ
Then, the ﬂow stress can be expressed by Z parameter as
follows:
σ ¼ 1
α
ln
Z
A
 1=n
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Z
A
 2=n
þ1
s2
4
3
5 ð8Þ
Therefore, by determining the values of material constants
(α, n, Q and A), the ﬂow stress can be calculated. However,
this approach is developed without considering the inﬂuence of
the initial microstructure and strain on the ﬂow stress, which is
inappropriate since the signiﬁcant effect of them can be
observed in the experimental curves (Fig. 2). Thus, the initial
microstructure and strain should be taken into account to
increase the accuracy of prediction. Recently, a method of
compensation of strain has been proposed to deal with the
inﬂuence of strain on the ﬂow stress, while the inﬂuence of the
initial microstructure is still ignored [28]. In the current work, a
compensation of both strain and initial microstructure is
performed to increase the accuracy of prediction. First of all,
the various initial microstructures heat-treated for 1, 2 and 8 h
are characterized by the corresponding σ-phase fractions of
Fig. 5. Relationship between (a) ln σ and ln _ε, (b) σ and ln _ε, (c) ln[sinh(ασ)] and ln _ε and (d) T1 and ln[sinh(ασ)].
Table 2
Values of constitutive constants and deformation activation energy of the alloy.
n1 β α n ln A Q (kJ/mol)
5.60 4.81 102 8.59 103 4.17 37.39 478.45
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0.05 and 0.8 with interval of 0.05 are adopted. Then, the values
of material constants (α, n, Q and A) for various initial
microstructures and strain are calculated, as shown in Fig. 6.
Obviously, these material constants are dependent on both
initial microstructure (s) and strain (ε). The related functions
can be obtained by 1stOpt software, as expressed by Eq. (9).
The values of the corresponding coefﬁcients of Eq. (9) are
listed in Table 3.
α¼ B0þB1sþB2s2þB3εþB4ε2þB5ε31þB6sþB7s2þB8εþB9ε2þB10ε3
n¼ C0þC1sþC2s2þC3εþC4ε21þC5sþC6εþC7ε2þC8ε3
Q¼ D0þD1sþD2s2þD3εþD4ε2þD5ε31þD6sþD7s2þD8s3þD9εþD10ε2
ln A¼ E0þE1sþE2s2þE3εþE4ε2þE5ε31þE6sþE7s2þE8s3þE9εþE10ε2
8>>><
>>>>:
ð9ÞIt can be found such functions are able to represent the
inﬂuence of both initial microstructure and strain on material
constants with a very good correlation and generalization, as
shown in Fig. 6.
Accordingly, the modiﬁed constitutive model compensated
by both strain and initial microstructure can be developed by
substituting Eq. (9) into Eq. (8), and the ﬂow stress is then
predicted. The comparison between the experimental and
predicted ﬂow stress of the studied alloy with various initial
microstructures and processing conditions is shown in Fig. 7.3.5. Artiﬁcial neural network model
Artiﬁcial neural network (ANN) is able to simulate the
working process of the human brain in decision making and it
therefore has good ability to understand, memorize and
generalize the underlying rules of the material behavior [29].
Recently, many kinds of ANN approaches have been devel-
oped. Among them, the feed forward back-propagation (BP)
algorithm is the most vital and efﬁcient in science and
engineering applications [30]. A typical BP-ANN model
Fig. 6. Fit of variation of (a) α, (b) n, (c) Q and (d) ln A with true strain and initial σ-phase fraction.
Table 3
Values of the coefﬁcients of Eq. (9).
α n Q ln A
B0¼0.0108 C0¼5.6968 D0¼5.7717 105 E0¼44.9961
B1¼1.0898 C1¼67.1127 D1¼3.8227 107 E1¼3072.6091
B2¼72.0002 C2¼516.6940 D2¼1.753 109 E2¼143586.11
B3¼0.01401 C3¼11.5219 D3¼9.3003 105 E3¼75.3435
B4¼0.02656 C4¼7.0839 D4¼9.2831 105 E4¼75.8529
B5¼0.01919 C5¼16.9984 D5¼2.6716 105 E5¼23.8459
B6¼104.0451 C6¼0.5629 D6¼1.2369 102 E6¼77.1006
B7¼7290.9559 C7¼1.9142 D7¼1.689 104 E7¼3984.088
B8¼0.7019 C8¼1.8740 D8¼8.4624 105 E8¼29736.84
B9¼1.1158 \ D9¼1.0591 E9¼1.1079
B10¼0.9482 \ D10¼0.6793 E10¼0.6696
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layers, and such layers are connected by the processing units
called neurons [31–33]. The input layer is used to receive data
from outside while the output layer sends the prediction results
out. Besides, the hidden layer acts as the network architecture
to mimic the complex non-linear relationships between the
inputs and outputs [34]. In a feed forward BP-ANN, the
outputs calculated from the inputs are compared with the
corresponding target data, and their errors are then propagated
backwards to adjust the weights and biases. The process of
using the target data to minimize the target error iteratively
is called as training the network. The trained network is
stored and can be applied to predict the outputs for a new set of
inputs [35].
Fig. 7. Comparison between the experimental and predicted ﬂow stress by the constitutive model at various temperatures, strain rates and initial microstructures.
(a) Strain rate of 0.01 s1, (b) strain rate of 0.1 s1, and (c) strain rate of 1 s1.
Fig. 8. Structure of feed-forward ANN model.
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with one hidden layer is proved to be sufﬁcient to approximate
continuous functions [36,37]. Therefore, a three-layer artiﬁcial
neural network with a hidden layer is employed in this study.
Considering the inﬂuence of the initial microstructure, the
initial σ-phase fraction (s) together with the strain (ε), stain rate
(_ε) and deformation temperature (T), are chosen as input
variables of the ANN model, while the output variable isstress (σ). Hence, a feed forward BP-ANN is developed as
shown in Fig. 8.
Before training the network, both input and output variables
should be scaled between 0 and 1 in order to achieve a usable
form for the network to read. The following equation, which is
used widely for uniﬁcation [22,31,32,38], is chosen to unify
T and σ in the current case.
X' ¼ 0:1þ0:8 XXmin
XmaxXmin
 
ð10aÞ
where X is the original data, Xmin and Xmax represent the
minimum and maximum value of X respectively, X' is the
uniﬁed data of the corresponding X. However, since s and _ε
change sharply, the minimum values of them after uniﬁcation
are too small for the ANN model to learn. Thus, the following
equation is adopted to unify the values of s and _ε:
X' ¼ 0:1þ0:8 lg X lg Xmin
lg Xmax lg Xmin
 
ð10bÞ
Given values of ε are already in the range 0–1, they do not
need further uniﬁcation.
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signiﬁcant impact on the complexity of the network and
precision of the predicted values. Hence, a trial-and-error
procedure is carried out to decide the appropriate number of
neurons. In this procedure, neurons in the hidden layer are
varied from 2 to 22, while neurons more than 22 are not
considered in order to avoid over ﬁtting. Furthermore, the
convergence criterion for the ANN model is determined by the
average root mean square error (RMSE) between the desired
and predicted output values, which can be expressed as
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
i¼1 EiPið Þ
2
r
ð11Þ
where N is the amount of the sample, Ei and Pi are the
experimental and predicted value respectively [39]. Fig. 9
shows the inﬂuence of the number of neurons in the hidden
layer on the performance of the ANN model. It can be found
that an ANN model with 18 hidden neurons produced
impeccable performance and thereby considered as the optimal
structure for the current case.
In order to develop the ANN model, 1782 data points were
selected from the true stress–true strain curves as the training and
test datasets. Among them, 1350 data points were randomly
selected to train the network, while the other 432 data points at
true strains between 0.05 and 0.8 with an interval of 0.05 were
used to test the performance of the ANN model. When training
the network, the Levenberg–Marquardt (LM) algorithm was
employed due to its fast convergence. And a hyperbolic tangent
sigmoid transfer function was applied for neurons in the hidden
layer whereas a linear transfer function adopted for the output
layer. The comparison between the experimental and predicted
ﬂow stress of the studied alloy with various initial microstructures
and processing conditions is shown in Fig. 10. It can be observed
that the predicted results agree well with the experimental results.
3.6. Comparison between Arrhenius-type constitutive
equations and ANN model
From Figs. 7 and 10, it can be clearly seen the predicted
ﬂow stress of the ANN model is closer to the experimentalFig. 9. Performance of the network with different hidden neurons.data than the prediction of constitutive equations. It indicates
the ANN model can provide an accurate evaluation of ﬂow
stress during hot deformation while the modiﬁed constitutive
equations can provide a relatively rough estimate for ﬂow
stress.
In order to quantify the accuracy of the above constitutive
equations and trained ANN model, the standard statistical
parameters, such as correlation coefﬁcient (R) and average
absolute relative error (AARE) have been employed. R
provides information on the strength of linear relationship
between the experimental and the predicted values. However,
higher value of R does not always indicate a better perfor-
mance since the tendency of the model is often biased towards
higher or lower values. Hence, an unbiased statistical para-
meter, AARE, was applied to measure the predictability of a
model, and it can be calculated through a term by term
comparison of the relative error [40].
R¼
PN
i ¼ 1 EiE
 
PiP
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i ¼ 1 EiE
 2PN
i ¼ 1 PiP
 2q ð12Þ
AARE ¼ 1
N
XN
i ¼ 1
			EiPi
Ei
			 100% ð13Þ
where Ei is the experimental data and Pi represent the predicted
value. E and P are the mean values of Ei and Pi respectively. N
is the total number of data employed in the investigation.
The correlation between the experimental and predicted ﬂow
stress values derived from the constitutive equations and the
ANN model is shown in Fig. 11. Obviously, most of the data
points lie exactly close to the ideal 451 line. The values of R
for the constitutive equations and ANN model are 0.9951 and
0.9999, respectively. Moreover, values of AARE for constitu-
tive equations and ANN model are 3.68% and 0.32%. These
results indicate the ANN model shows good performance and
can be applied to predict hot deformation behavior of N08028
alloy more accurately than the constitutive equations compen-
sated by the strain and initial microstructure. That can be
explained by that the response of hot deformation behaviors at
high temperatures and strain-rates is highly nonlinear, and the
ﬂow stress affected by many factors is also nonlinear, which
make the prediction accuracy of the constitutive equations low
[32].
4. Conclusions
Hot deformation behavior of N08028 alloy with various
initial microstructures has been investigated. It is observed that
the deformation temperature, strain rate and initial microstruc-
ture have a signiﬁcant inﬂuence on microstructural evolution
and ﬂow stress. During hot deformation, the initial micro-
structure with more amount of σ-phase is found to be able to
increase the ﬂow stress, which can be explained by that the
dislocation movement is hindered by the σ-phase. By analyz-
ing the microstructural evolution, dynamic recrystallization is
found to be responsible for the ﬂow stress softening of the
alloy. Considering the inﬂuence of initial microstructure, the
Fig. 10. Comparison between the experimental and predicted ﬂow stress by the ANN model at various temperatures, strain rates and initial microstructures.
(a) Strain rate of 0.01 s1, (b) strain rate of 0.1 s1, and (c) strain rate of 1 s1.
Fig. 11. Correlation between the experimental and predicted ﬂow stress values derived from (a) the constitutive equations and (b) ANN model.
Q. Zuo et al. / Progress in Natural Science: Materials International 25 (2015) 66–7776Arrhenius-type constitutive equations is modiﬁed by compen-
sation of strain and initial microstructure to describe the ﬂow
stress, and the corresponding material constants (α, n, Q and A)
are found to be dependent on these two factors. Furthermore,the ANN model with a back-propagation learning algorithm is
established to predict hot deformation behavior of the alloy as
well. Comparison between predicted results from the two
approaches, the correlation coefﬁcients (R) obtained from the
Q. Zuo et al. / Progress in Natural Science: Materials International 25 (2015) 66–77 77constitutive equations and ANN model are 0.9951 and 0.9999,
while the average absolute relative errors (AARE) are 3.68%
and 0.32%, respectively. Therefore, the ANN model has a
better prediction precision of ﬂow stress in hot deformation
behavior of N08028 alloy with various initial microstructures.
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