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Resumen
Reconocimiento de patrones en campos aleatorios de Markov mediante
modelos bayesianos para la agricultura de precisión
de Josef Baumgartner
La agricultura de precisión sostiene que cada lote posee una variabilidad espacial y por
ende no es óptimo aplicar un tratamiento uniforme. Para identiﬁcar y cuantiﬁcar esta
variabilidad espacial en un lote o una zona se busca encontrar patrones estadísticos
usando modelos matemáticos destinados a procesar los datos observados.
Se suponen que la variabilidad espacial de un lote puede ser modelada como campo
aleatorio de Markov que  de acuerdo al teorema de Hammersley-Cliﬀord  es equivalente
a un campo aleatorio de Gibbs. Por lo tanto, el enfoque principal de esta tesis es el
desarrollo de novedosos modelos causales de Markov y modelos de Potts basados en la
distribución de Gibbs.
Como algoritmo de referencia de modelos causales se usa el Path Constrained Viterbi
Training (PCVT) mientras que el método llamado Iterated Conditional Modes (ICM)
se utiliza como referencia de un modelo de Potts. Cabe destacar que los algoritmos
PCVT y ICM son modelos universales que no fueron diseñado especíﬁcamente para la
agricultura de precisión. Entonces, el objetivo de esta tesis es adaptar las suposiciones de
los dos algoritmos a las necesidades particulares de la agricultura de precisión pudiendo
así originar nuevos algoritmos con un mejor desempeño.
El modelo causal de Markov desarrollado en esta tesis se llama Complete Enumeration
Propagation (CEP). La gran ventaja de este modelo es que, a diferencia del PCVT, no
necesita descartar la mayoría de los posibles estados ocultos a priori para ser tratable. A
parte se deriva un nuevo modelo de Potts denominado Sequential Band Merging (SBM)
que permite el uso de cualquier función de densidad como función de emisión. Otra
ventaja que tiene SBM frente a ICM es que trabaja con vecindades adaptativas que se
ajustan online en cada iteración.
Además, se extiende el esquema teórico de SBM para obtener un novedoso algoritmo de
fusión de datos llamadoMarkov Data Fusion (MDF). Este algoritmo es capaz de procesar
datos de distintos sensores  por ejemplo, imágenes de teledetección y mediciones locales
 para obtener un mapa de variabilidad uniﬁcado.
Los datos usados en este trabajo son mayormente imágenes de teledetección pasiva y
activa, pero también mediciones in situ. En concreto, se utilizan sensores de humedad
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de suelo, un medidor de fotosíntesis y un novedoso medidor de potencial de tallo que fue
desarrollado en esta tesis.
Para comparar los resultados de los algoritmos estudiados se utiliza el coeﬁciente de κ. Se
observa que, en la gran mayoría de los casos los algoritmos desarrollados en este trabajo
tienen un mejor desempeño que los algoritmos de referencia. Expresado en números
se puede constatar que el coeﬁciente de κ de CEP y SBM es hasta un 12,63 % más
alto que los algoritmos de referencia. En el caso de fusión de datos, MDF supera a sus
competidores con un κ de hasta un 29,70 % más alto.
Abstract
Pattern Recognition with Bayesian Models in Markov Random Fields for
Precision Farming
by Josef Baumgartner
Precision agriculture states that every agricultural ﬁeld has a spatial variability and
therefore it is suboptimal to apply a uniﬁed treatment to the whole ﬁeld. To identify the
spatial variability of a ﬁeld, mathematical models are used to ﬁnd statistical patterns in
the observed data.
We assume that the spatial variability of a ﬁeld can be described by a Markov Random
Field, which according to the Hammersley-Cliﬀord Theorem, is equal to a Gibbs Random
Field. Hence it is the goal of this work to derive new causal Markov models as well as
Potts models which follow the Gibbs distribution.
As a benchmark algorithm for causal models we use the so called Path Constrained Vi-
terbi Training (PCVT) while Iterated Conditional Modes (ICM) is a classical realization
of the Potts model. Note, that PCVT and ICM are universal models that were not de-
signed speciﬁcally for precision agriculture. Hence the objective of this thesis is to adapt
the assumptions of the two algorithms to the particular needs of precision agriculture in
order to derive new algorithms with better performance.
In this work we develop a new causal Markov model called Complete Enumeration Pro-
pagation (CEP). The huge advantage of CEP over PCVT is that CEP does not need to
discard most of the possible states a priori in order to be feasible. As a representation
of the Potts model the so called Sequential Band Merging (SBM) is derived. Compared
with ICM, this model comes with two important improvements. First, any admissible
probability function is allowed, even when dealing with multidimensional data. Second,
the size of the neighborhood is estimated online after each iteration.
Furthermore, we extend the theoretical scheme of SBM to derive a multisensor data
fusion algorithm called Markov Data Fusion (MDF). The idea behind MDF is to process
diﬀerent kinds of agricultural data  like satellite images or local measurements  in order
to obtain a uniﬁed variability map.
Most of the data in this work comes from active and passive remote sensing. Besides
that, the data of three ground sensors is used as well. The three sensors measure soil
humidity, photosynthesis and the electrical potential of the stem. The last sensor was
developed during this thesis.
vTo evaluate and compare the studied algorithms we use Cohen's κ coeﬃcient. We observe
that in most cases CEP and SBM outperform their competitors by achieving up to
12,63 % higher values of κ. In the case of MDF the diﬀerence is even bigger with up to
29,70 % higher κ coeﬃcients.
Zusammenfassung
Mustererkennung in Markov Random Fields mittels Bayes'scher Modelle
für die Präzisionslandwirtschaft
von Josef Baumgartner
Die Präzisionslandwirtschaft beruht auf der Annahme, dass jedes landwirtschaftliche
Feld heterogen ist und dass deshalb eine einheitliche Bewirtschaftung nicht optimal ist.
Um die Heterogenität eines Feldes zu erfassen, werden in dieser Arbeit mathematische
Modelle entwickelt die mit Hilfe von Messdaten statistische Muster ﬁnden.
Es wird grundsätzlich davon ausgegangen, dass ein landwirtschaftliches Feld als Markov
Random Field (MRF) modelliert werden kann. Laut dem Hammersley-Cliﬀord Theorem
ist ein MRF immer auch ein Gibbs Random Field (GRF). Folglich liegt der Schwerpunkt
dieser Arbeit in der Herleitung von kausalen Markov Modellen sowie von Potts Modellen
die sich durch eine Gibbs Verteilung beschreiben lassen.
Der Standard Algorithmus für kausale Markov Modelle ist das sogenannte Path Constrai-
ned Viterbi Training (PCVT) während Iterated Conditional Modes (ICM) ein klassisches
Potts Modell ist. Dabei sind sowohl PCVT als auch ICM universelle Modelle die nicht
speziell für die Präzisionslandwirtschaft entwickelt wurden. Deshalb ist es das Ziel dieser
Arbeit die theoretischen Annahmen beider Modelle an die Anforderungen der Präzisions-
landwirtschaft anzupassen um neue, geeignetere Modelle herzuleiten.
Im Falle der kausalen Markov Modelle wird ein neuer Algorithmus namens Comple-
te Enumeration Propagation (CEP) entwickelt. Der große Vorteil von CEP gegenüber
PCVT ist, dass keine Vorauswahl an möglichen Zuständen nötig ist und der Rechenauf-
wand trotzdem überschaubar bleibt. Außerdem wird ein neues Potts Modell hergeleitet,
dass selbst für multidimensionale Messdaten den Einsatz von beliebigen Wahrscheinlich-
keitsfunktionen zulässt. Ein weiterer Vorteil des sogenannten Sequential Band Merging
(SBM) gegenüber ICM ist, dass nach jeder Iteration die Anzahl an benachbarten Knoten
neu angepasst wird.
Als Verallgemeinerung des SBM wird ein neuer Algorithmus namensMarkov Data Fusion
(MDF) beschrieben, der die Messdaten von verschiedenen Sensoren verarbeiten kann.
Das Ziel dabei ist es mit Hilfe von Fernerkundungsdaten und lokalen Messungen zu einer
einheitlichen Beschreibung eines landwirtschaftlichen Feldes zu gelangen.
Die meisten Messdaten dieser Arbeit sind passive und aktive Satellitenbilder, aber auch
in situ Messungen. Beispiele hierfür sind die Feuchtigkeit des Bodes, die Fotosynthese
vii
einer Pﬂanze oder der elektrische Widerstand des Stängels einer Pﬂanze, der mittels
einem in dieser Arbeit entwickelten Geräts gemessen werden kann.
Um die Ergebnisse der verschiedenen Algorithmen vergleichen zu können wird Cohen's κ
Koeﬃzient verwendet. In den allermeisten Experimenten erzielen die in dieser Arbeit ent-
wickelten Algorithmen deutlich höhere κ Koeﬃzienten als die Standard-Algorithmen. So
liegen die κWerte von CEP und SBM bis zu über 12,63 % über denen ihrer Konkurrenten.
MDF erreicht sogar bis zu 29,70 % höhere κ Werte als die Vergleichsalgorithmen.
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Introducción
Vivimos en un mundo donde 25.000 personas mueren cada día por razones relacionadas al
hambre [1]. Sin embargo, la población mundial está creciendo rápidamente. Hay estudios
que predicen que en el año 2050 van a vivir 9.6 mil millones personas en la tierra (un
aumento del 33 % con respecto al año 2015) [2]. La pregunta es: ¾Cómo alimentar al
mundo si los recursos claves como el agua dulce y las tierras fértiles son limitados [3,4]?
Frente a este escenario es inevitable mejorar el manejo de los recursos con tecnologías
modernas [5].
En esta tesis se desarrollan novedosos modelos matemáticos capaces de analizar e inter-
pretar datos relacionados a la agricultura. Estos datos pueden ser macroscópicos, como
imágenes satelitales o microscópicos, como sensores de humedad de suelo. El objetivo es
brindarle al agricultor una herramienta cientíﬁca capaz de mejorar la rentabilidad y la
sustentabilidad de un lote.
1.1. Agricultura de precisión
Durante miles de años, civilizaciones como el imperio romano dependían fuertemente
de su agricultura [6]. Recién a ﬁnes del siglo XVIII la agricultura europea hizo un gran
salto estimulado por la revolución agrícola británica [7]. Desde entonces, la agricultura
supo aprovechar avances tecnológicos como nuevas cosechadoras, fertilizantes, etc. [8]
pero no hubo un cambio de paradigma hasta ﬁnales de los años 80. Recién a partir
la liberación del Global Positioning System (GPS) para usos civiles y de la utilización
1
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maquinas avanzadas que permitían aplicar químicos con tasas variables, se empezó a
desarrollar lo que hoy conocemos como agricultura de precisión [9].
Si bien en los últimos 25 años la agricultura de precisión ha pasado por ciertas adapta-
ciones  causadas por ejemplo por avances computacionales [10]  la hipótesis principal
sigue siendo la misma: aplicar un tratamiento uniforme a un lote no es lo óptimo [11].
Por lo tanto, la base fundamental de la agricultura de precisión es conocer la variabilidad
espacial y temporal de un lote [9]. Para eso, es necesario combinar datos hiperespectrales
provenientes de teledetección y de mediciones locales in situ en un modelo estadísti-
co [12,13].
A pesar de los grandes avances de los modelos estadísticos relativos a la agricultura de
precisión  tantos generativos como discriminativos [14]  todavía hay mucho espacio para
mejoras. Los desafíos matemáticos más urgentes son: mejorar la detección de variabilidad
espacial y temporal [15], la incorporación de datos masivos [16] y la implementación de
sistemas de soporte de decisiones [17].
1.2. Minería de datos
El termino minería de datos fue introducido por Gregory PiateskyShapiro en 1989 [18].
En general, minería de datos se reﬁere a métodos y tecnologías realizados en software
para extraer información oculta de datos [19].
Hay muchas áreas donde algoritmos de minería de datos fueron implementados exitosa-
mente. Algunos ejemplos son el ámbito ﬁnanciero donde se analizan datos para predecir
tendencias de mercados o las historias clínicas de pacientes donde se busca encontrar
relaciones ocultas entre tratamientos y síntomas [20].
Las técnicas asociadas a minería de datos se pueden separar en dos grupos: métodos
predictivos y métodos descriptivos [21]. Los métodos predictivos  como agrupación y
clasiﬁcación de datos  realizan estimaciones acerca de las propiedades de los datos. Un
ejemplo para ese grupo de algoritmos son aplicaciones ﬁnancieras donde es importante
obtener una estimación de lo que va a pasar en el futuro.
En cambio, los métodos descriptivos  como reconocimiento de padrones  buscan ca-
racterizar las propiedades de los datos. Por ejemplo, cuando se estudian relaciones entre
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distintos tratamientos médicos y los síntomas de los pacientes, el objetivo es encontrar
características (o, en otras palabras, padrones) que aparezcan frecuentemente en la base
de datos, pero la idea no es predecir qué consecuencias van a tener nuevos medicamentos.
El caso particular de agricultura de precisión abarca ambos campos de minería de datos.
Por un lado, es necesario predecir ciertas variables, como la fecha óptima para la cosecha
[22] o las características del suelo [23]. Por el otro, es importante conocer el estado del
cultivo a través de métodos descriptivos. Algunos ejemplos son la detección del estado
hídrico [24] o enfermedades del cultivo [25].
1.3. Motivación, desafíos y objetivos
La agricultura de precisión y la minería de datos coexisten desde aproximadamente
25 años. Sin embargo, ambas disciplinas no se han acercado demasiado. Por un lado,
hay resentimientos de los ingenieros agrónomos respecto a modelos muy teóricos, por
el otro, los informáticos muchas veces preﬁeren trabajar en ámbitos estériles en vez de
ensuciarse las manos. Ni hablar de los productores agropecuarios que, en su mayoría,
son escépticos con respecto al uso de tecnologías avanzadas, sobre todo porque es difícil
cuantiﬁcar precisamente los beneﬁcios. Por estas razones, las tasas de implementación de
agricultura de precisión son muy bajas, incluso en países avanzadas, como, por ejemplo
Inglaterra donde la tasa de agricultura de precisión es del 10 % [26].
Un problema teórico al aplicar algoritmos de minería de datos en la agricultura de pre-
cisión es que muchas veces no se tienen en cuenta correlaciones espaciales para simpli-
ﬁcar los modelos matemáticos [27]. Otro desafío es juntar datos de teledetección (datos
macroscópicos) con datos microscópicos, como la humedad de suelo. Si bien hay varios
algoritmos de fusión de datos, están casi siempre limitados  a datos de teledetección [28]
o a datos locales [29]  pero generalmente no pueden procesar distintos tipos de datos.
Por último, cabe destacar que prácticamente no existen modelos estadísticos para la
agricultura de precisión que permitan el uso de funciones de probabilidad que no sea la
distribución normal, aunque se sabe que dicha distribución no es adecuada para muchos
conjuntos de datos [30].
Considerando todos los problemas y desafíos mencionados, el objetivo general de esta tesis
es acercar los modelos teóricos basados en campos aleatorios de Markov a la agricultura
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de precisión. Para cumplir con este objetivo principal, es necesario resolver los siguientes
tres aspectos cruciales:
Primero, es inevitable adaptar las suposiciones de modelos universales a los requerimien-
tos particulares de la agricultura de precisión. Esto implica, entre otras cosas:
mejorar la ﬂexibilidad de los algoritmos con respecto a las funciones de densidad,
ya que muchos datos relacionados con la agricultura de precisión no siguen la
distribución normal.
mejorar la ﬂexibilidad de los algoritmos con respecto a las vecindades usadas, ya
que las relaciones espaciales de una variable (como la fotosíntesis) pueden ser muy
limitadas, mientras otras variables (como la humedad de suelo) muestran gene-
ralmente una fuerte correlación espacial (si el suelo esta húmedo en un sitio es
probable que también este húmedo en el siguiente sitio).
Segundo, es importante demostrar que los modelos de este trabajo realmente funcionan
mejor para aplicaciones de agricultura de precisión que los algoritmos de referencia.
Por consiguiente, hay que diseñar experimentos que representen lo mejor posible las
circunstancias de la agricultura real. Cabe destacar que este objetivo se puede lograr con
datos reales y con datos simulados, siempre cuando los datos simulados se orientan en
las aplicaciones reales.
Tercero, es deseable incorporar varios sensores y medidores de la agricultura de precisión
al proceso de reconocimiento de patrones. De esta forma, se aprovechan las tecnologías
existentes para aliviar los efectos de mediciones ruidosas y atípicas, aumentando así la
conﬁanza del productor agrícola. En este contexto, un objetivo particular de esta tesis
es el desarrollo de un nuevo aparato de bajo costo que mida el potencial eléctrico de un
tallo.
1.4. Metodología
Esta tesis se basa en la teoría de campos aleatorios de Markov [31]. Para ciertas suposi-
ciones se pueden derivar algoritmos como Hidden Markov Models (HMM) [32] o Iterated
Conditional Modes (ICM) [33] de la teoría universal.
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La metodología en este trabajo consiste en modiﬁcar y reducir las suposiciones, nece-
sarias para existentes algoritmos, con el objetivo de derivar nuevos modelos y métodos
estadísticos. Para veriﬁcar que las suposiciones de esta tesis se adapten mejor a las ne-
cesidades particulares de la agricultura de precisión que los algoritmos de referencia, se
realizan experimentos con datos reales y simulados junto con su verdad de campo. Como
índice de concordancia entre los resultados obtenidos y la verdad de campo se utiliza el
coeﬁciente κ de Cohen [34].
1.5. Contribuciones de la tesis
Esta tesis contiene tres contribuciones principales.
Un nuevo modelo de Markov en dos dimensiones que es una alternativa al algoritmo
de Viterbi (CEP)
Un nuevo modelo basado en el modelo de Potts que permite el uso de funciones de
probabilidad arbitrarias (SBM)
Un nuevo método para la fusión de datos no equidistantes (MDF)
En total se aportaron diez trabajos en congresos locales [3544], cuatro artículos en
congresos internacionales [4548] y tres publicaciones en revistas internacionales [4951].
Además, hay dos trabajos que están siendo revisadas para su publicación en revistas
internacionales [52,53].
Durante la elaboración de esta tesis se dieron dos charlas importantes:
Seminario en el Instituto Gulich - Comisión Nacional de Actividades Espaciales
(CONAE), Segmentación de imágenes con modelos markovianos de dos dimensio-
nes el 6 de agosto de 2013.
Charla plenario Procesos Gaussianos en el Workshop de Inteligencia Artiﬁcial en
la Universidad Nacional de Córdoba 2013 organizado por la IEEE Computational
Intelligence Society el 6 de noviembre de 2013.
Otros logros destacables son:
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Presentación de algoritmos y resultados en un stand en Mercolactea del 13 al 15
de mayo de 2010.
Premio Best Professional Paper Award - First Place en el congreso 1st BRICS
Countries Congress on Computational Intelligence BRICS-CCI.
Revisor de la revista IEEE Geoscience and Remote Sensing Letters.
Revisor de la revista IEEE Journal of Selected Topics in Applied Earth Observa-
tions and Remote Sensing.
Revisor de varios congresos nacionales (Congreso Argentino de AgroInformática -
CAI, Reunión de Trabajo en Procesamiento de la Información y Control - RPIC,
Congreso Bienal de IEEE Argentina - ARGENCON).
Implementación y distribución de laMarkov Models Toolbox en Matlab® de acuer-
do al Reproducible Research Paradigm.
1.6. Organización de la tesis
Esta tesis consiste de tres partes. La primera parte, explica el estado de arte y avances
teóricos realizados. Comienza con el capítulo 2, donde se presenta la teoría general de
campos aleatorios de Markov. A continuación, se introducen modelos causales en dos
dimensiones en el capítulo 3. Además, se describe un modelo de referencia y se presenta
un nuevo algoritmo. Luego, se detalla la teoría del modelo de Potts en el capítulo 4. Igual
que para modelos causales, se introduce un algoritmo de referencia y un método nuevo.
Finalmente, se desarrolla un algoritmo novedoso para la fusión de datos multisensores
en el capítulo 5.
La segunda parte de esta tesis evalúa los algoritmos teóricos para datos reales y simulados.
Primero, se introducen los sensores más usados en la agricultura de precisión y se destacan
algunas de sus características en el capítulo 6. En el capítulo 7 se muestran los resultados
experimentales.
En la tercera parte, que corresponde al capítulo 8, se presenta una discusión de los
resultados. Además, se sacan conclusiones acerca de las suposiciones y el desempeño de
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los modelos teóricos. Por último, se marcan puntos abiertos que pueden ser resueltos en
futuros trabajos.
Capítulo 2
Campos aleatorios de Markov
Campos aleatorios de Markov es una teoría de probabilidad para modelar y analizar
relaciones espaciales de variables aleatorias. Esta teoría fue introducida por Dobrushin
como una extensión de modelos ocultos de Markov en una dimensión [54]. La teoría
general se aplica a relaciones en n dimensiones, pero en este trabajo se utilizan solo
campos aleatorios en dos dimensiones.
El esquema principal de campos aleatorios de Markov se muestra en la ﬁgura 2.1. Detrás
de cada observación hay un estado oculto. Asimismo, los estados ocultos están conectados
con sus vecinos.
Después de describir los fundamentos teóricos en la sección 2.1 se presentan distintas
implementaciones basados en un modelo causal y en el modelo de Potts en la sección
2.3. Finalmente se marca el rol que juegan los campos aleatorios de Markov dentro de la
Observaciones (píxeles) Estados ocultos Conexiones entre estados
Figura 2.1: Esquema de campos aleatorios de Markov. Cada sitio de observación tiene
un estado oculto. A la vez los estados ocultos están conectados entre ellos.
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minería de datos en la sección 2.4. En la misma sección se muestran algunas aplicaciones
de campos aleatorios de Markov en tecnologías emergentes.
2.1. Fundamentos teóricos
Dado un conjunto de nodos S = {s1, s2, . . . , sN} (por ejemplo los píxeles de una imagen).
Al conjunto S se le asignan etiquetas discretas ω = {ωs, s ∈ S} donde cada ωs es una
variable aleatoria que toma un valor de Λ = {1, 2, . . . , L}. Entonces ω es un campo
aleatorio llamado proceso de etiquetado.
Además consideramos que las mediciones son una realización X = {xs, s ∈ S} de un
campo aleatorio que a su vez es una función del proceso de etiquetado. Al proceso X se
denomina proceso de observación.
Entonces hay un proceso oculto de etiquetado ω y luego un proceso de observación X ,
que incluye ruido. Si modelamos las L clases con distintas funciones de probabilidad, se
puede pensar en las mediciones como una muestra de ω.
Para que (ω,X ) se convierte en un campo aleatorio de Markov es necesario deﬁnir vecin-
dades para cada nodo de S. Por consiguiente introducimos un grafo no dirigido G = (S, E)
donde las aristas E indican que nodos de S son vecinos y por lo tanto se encuentran en
una relación de dependencia.
Se denomina N (si) la vecindad del nodo si y se deﬁne que sj ∈ N (si) si {si, sj} ∈ E .
Cabe destacar que para el grafo no dirigido vale sj ∈ N (si)⇔ si ∈ N (sj).
Deﬁnición 2.1. Un grafo no dirigido G se llama campo aleatorio de Markov si para
cualquier nodo si del grafo se cumple
P (ωi|ω1, . . . , ωi−1, ωi+1, . . . , ωN ) = P
(
ωi|ωN (si)
)
, (2.1)
donde ωN (si) representa todas las etiquetas de los nodos de la vecindad de si.
La deﬁnición 2.1 se puede leer como una generalización de la deﬁnición de cadenas de
Markov a varias dimensiones. Lo que básicamente dice es: la variable ωi depende de un
cierto entorno (o vecindad) pero no de observaciones fuera de su vecindad.
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Entonces, el primer paso para aplicar la teoría universal consiste en deﬁnir una vecindad.
Una vez establecido esta vecindad, el objetivo principal es encontrar las etiquetas ocultas
ω. En las siguientes secciones se presentan los dos enfoques principales para hallar ω pero
antes se presenta la nomenclatura usada en este trabajo.
2.2. Nomenclatura
Este trabajo investiga exclusivamente datos en dos dimensiones, aunque los conceptos
teóricos se pueden extender a más dimensiones sin inconvenientes. Los sitios físicos de
los datos son representados por el conjunto S. Cuando se trata de observaciones en una
rejilla rectangular, como los píxeles de una imagen, se reﬁere a la posición (i, j) o al píxel
(i, j) con si,j . En este caso las dimensiones de la rejilla son u×v y si,j representa el punto
de la ﬁla i en la columna j. Si los datos tienen coordenadas arbitrarias se numeran los
sitios de medición y se denomina si a la i-ésima posición.
El conjunto de las etiquetas ocultas se llama ω. En caso de tener observaciones en sitios
arbitrarios, ωi hace referencia a la etiqueta de si. Para el caso contrario, ωi,j es la etiqueta
de si,j . En ambos casos las etiquetas toman un valor del espacio ﬁnito de etiquetas
Λ = {`1, `2, . . . , `L}. Además, se llama X a las observaciones o mediciones. Siguiendo
la lógica introducida xi,j representa la medición en si,j y xi es el valor observado en si.
Finalmente se denomina Ni,j a la vecindad del punto si,j (Ni en el caso de observaciones
no equidistantes) y ωNi,j son las etiquetas de los vecinos de si,j .
Cuando se trabaja con modelos estadísticos θ representa los parámetros del modelo.
Generalmente se trata de los parámetros de las funciones de probabilidad de las distintas
clases y algunas propiedades especíﬁcas como probabilidades de transición o parámetros
de suavidad.
2.3. Modelos teóricos
Los modelos y algoritmos basados en campos aleatorios de Markov se pueden agrupar en
dos clases. Primero, los modelos causales basados en Markov Mesh y segundo los modelos
de Potts. En la siguiente sección se introducen los modelos causales y luego se presentan
los modelos de Potts.
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Para simpliﬁcar la notación en esta sección, se supone que S es una rejilla regular como
por ejemplo los píxeles de una imagen. Sin embargo, todas las formulas pueden ser
generalizadas a sitios arbitrarios.
2.3.1. Modelo causal
El primer modelo basado en Markov Mesh fue introducido por Abend, Harley and Kanal
en 1965 [55] y formalizado por Besag en 1974 [56]. La particularidad de estos modelos
es que la dependencia markoviana es causal. A grandes rasgos esto quiere decir que
se trabaja con una vecindad que se puede interpretar como el pasado de un píxel.
Formalizando esta notación se obtiene la siguiente deﬁnición.
Deﬁnición 2.2. Un modelo de un campo aleatorio de Markov es causal si para todos
los sitios si,j con vecindad Ni,j vale:
P
(
ωi,j |ωZi,j ,XZi,j , θ
)
= P
(
ωi,j |ωNi,j ,XNi,j , θ
)
, (2.2)
donde Zi,j =
{
(i
′
, j
′
) : (i
′
, j
′
) ≺ (i, j)
}
para un operador ≺ que representa una relación
causal.
Algunas posibles implementaciones de ≺ pueden ser:
(i
′
, j
′
) ≺ (i, j) si i′ < i o j′ < j (2.3)
(i
′
, j
′
) ≺ (i, j) si i′ < i e j′ < j (2.4)
(i
′
, j
′
) ≺ (i, j) si i′ < i e j′ − j = i′ − i (2.5)
En los ejemplos (2.3), (2.4) y (2.5) se estableció una relación markoviana donde s1,1 es el
inicio y sm,n es el último sitio en la cadena causal. Sin profundizar problemas de inicio
y de borde en este capítulo, cabe destacar que se podrían haber establecido las mismas
relaciones de cualquier esquina hacia la esquina diagonal. En la ﬁgura 2.2 se muestran
las vecindades según (2.3), (2.4) y (2.5) y en el capítulo 3 se derivan dos algoritmos de
la teoría general.
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Vecindad de (2.3) Vecindad de (2.4) Vecindad de (2.5)
Figura 2.2: Ejemplos de vecindades para un modelo causal de Markov. Los sitios
grises son los vecinos del sitio negro.
2.3.2. Modelo de Potts
Los modelos de Potts se basan en campos aleatorios de Gibbs. Para que un conjunto de
variables aleatorias se considere un campo aleatorio de Gibbs es necesario que siga una
distribución de Gibbs.
Primero consideramos el grafo no dirigido G = (S, E) de la sección 2.1. Ahora llamamos
clique a cada subconjunto de nodos que estén completamente conectados entre ellos y
denominamos C el conjunto de todos los cliques ci en G.
Deﬁnición 2.3. Una función de probabilidad P (X) deﬁnida sobre un grafo no dirigido
G se llama distribución de Gibbs si vale:
P (X) =
1
Z
∏
ci∈C
φi (ci) con φi (ci) > 0 ∀ci ∈ C, (2.6)
donde Z es una constante de normalización y φi (ci) es el potencial del clique ci.
Se observa que los campos aleatorios de Gibbs se reﬁeren según su distribución a una
propiedad global mientras los campos aleatorios de Markov hacen referencia a una pro-
piedad local basada en vecindades. Para conectar ambas teorías usamos el teorema de
Hammersley-Cliﬀord [57]. Este teorema dice que las deﬁniciones 2.1 y 2.3 son equivalen-
tes. O sea, un campo aleatorio de Markov es al mismo tiempo un campo aleatorio de
Gibbs y viceversa.
Entonces es válido derivar métodos y algoritmos para campos aleatorios de Markov usan-
do la teoría de campos aleatorios de Gibbs. En este trabajo estudiamos modelos de Potts
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Figura 2.3: Ejemplos de vecindades para el modelo de Potts.
que son una clase particular de los modelos gibbsianos. En su forma más general, los
potenciales del modelo de Potts son:
ΦS(ω) =

−α` si ωs = `;
−β`,˜` si ωs = `, ωt = ˜` con s ∈ Nt;
0 en otro caso.
(2.7)
La ecuación (2.7) deﬁne el modelo de Potts anisotrópico con campo externo. Si α` =
0 ∀ ` ∈ Λ el modelo no tiene campo externo y si β`,˜` ≡ β ∀ `, ˜` ∈ Λ se trata de un
modelo isotrópico.
Al igual que en la mayoría de las publicaciones relacionadas a modelos de Potts [58,59],
se usan solamente modelos isotrópicos sin campo externo en este trabajo. El potencial
de este modelo viene dado por
ΦβS(ω) =

−β si ωs = ωt con s ∈ Nt;
0 en otro caso.
(2.8)
donde β ∈ R es un parámetro llamado temperatura inversa [60]. El parámetro β indica el
grado de vínculo que hay entre dos observaciones vecinas. Note que mientras más grande
es β, más fuerte el vínculo entre dos vecinos. Al contrario, no existe ningún vínculo entre
vecinos para el caso extremo β = 0.
2.4. Aplicaciones, limitaciones y desafíos
Como se mencionó en la sección 2.1, la teoría de campos aleatorios de Markov supone que
cada sitio de un conjunto de observaciones está relacionado con sitios vecinos, pero no
con sitios fuera de su vecindad. Por un lado, esta característica limita o impide muchas
veces la aplicación de la teoría, por el otro es una base teórica muy adecuada para tareas
especíﬁcas.
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Grafo dirigido acíclico Píxeles con textura Píxeles sin textura
Figura 2.4: Es difícil modelar un grafo dirigido acíclico y una imagen con textura
con campos aleatorios de Markov mientras la teoría se adapta muy bien a imágenes sin
textura con zonas homogéneas.
Uno de los problemas de los campos aleatorios de Markov consiste en que la teoría se
basa en un grafo no dirigido. En otras palabras, la relación entre dos sitios es mutua.
Por lo tanto, campos aleatorios de Markov no son la herramienta adecuada para modelar
dependencias unidireccionales como aparecen en grafos dirigidos acíclicos. Para este tipo
de relaciones es preferible utilizar otros modelos como redes bayesianas.
Otro desafío para campos aleatorios de Markov es el procesamiento de datos (sobre
todo de imágenes) con textura. Si bien es posible adaptar modelos markovianos para
detectar y analizar texturas, hay que destacar que siempre son ajustes artiﬁciales que no
surgen naturalmente de la teoría general [61]. Una posible solución es la aplicación de
varios campos aleatorios con distintas resoluciones espaciales. Otra solución consiste en
la transformación de las observaciones al espacio de la frecuencia. Sin embargo, hay que
reconocer que existen modelos más adecuados para este tipo de datos.
En contrario a los escenarios mencionados, la teoría de campos aleatorios de Markov es
una de las teorías más aplicadas en la segmentación de imágenes sin textura. Esto se debe
a que las suposiciones de la teoría (píxeles vecinos son probablemente de la misma clase)
coinciden muy bien con la realidad. Por ejemplo en el área de agricultura de precisión
se utiliza extensamente la teoría de campos aleatorios de Markov para detectar zonas
homogéneas dentro de un lote [59,62]. En la ﬁgura 2.4 se muestran ejemplos de las tareas
descriptas en esta sección.
En el próximo capítulo se estudian los modelos causales y sus posibles implementaciones
a la segmentación de imágenes. Después, en el capítulo 4, se presentan dos modelos de
Potts isotrópicos sin campo externo.
Capítulo 3
Modelos ocultos de Markov en dos
dimensiones
Los modelos ocultos de Markov en una dimensión tienen una larga y exitosa historia
empezando con los trabajos de Baum en 1966 [32]. Estos modelos sirven para modelar y
analizar datos secuenciales de una dimensión como reconocimiento de voz [63], secuencias
de proteína [64] o cadenas de suministro [65]. En este capítulo se presenta una extensión
de los modelos ocultos de Markov a dos dimensiones. Después de marcar el esquema
general, se introducen distintas suposiciones para simpliﬁcar las cuentas y así llegar a
modelos tratables. Cabe destacar que la teoría presentada en este capítulo se puede
extender fácilmente a más de dos dimensiones.
3.1. Esquema general
Un modelo oculto de Markov en dos dimensiones es un modelo probabilístico con relación
causal, que sirve para describir y analizar observaciones ruidosas con relaciones espaciales.
Entonces, el primer paso para deﬁnir el modelo es ﬁjar una zona de inﬂuencia, o, en otras
palabras, una vecindad. En el capítulo 2 se demostró que un modelo causal necesita una
vecindad causal deﬁnida por un operador ≺.
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En esta tesis se trabaja con una vecindad causal estándar que ha sido utilizada por
muchos autores [6668]. La deﬁnición formal de la relación ≺ viene dada por:
(i
′
, j
′
) ≺ (i, j) si i′ < i o i′ = i e j′ < j. (3.1)
Además deﬁnimos la relación rotada ≺˜:
(i
′
, j
′
)≺˜(i, j) si j′ < j o j′ = j e i′ < i. (3.2)
Con estas deﬁniciones ﬁjamos los conjuntos:
Ψ =
{
(i
′
, j
′
) : (i
′
, j
′
) ≺ (i, j)
}
Ψ˜ =
{
(i
′
, j
′
) : (i
′
, j
′
)≺˜(i, j)
}
Ψ˜ ∪Ψ =
{
(i
′
, j
′
) : (i
′
, j
′
) ≺ (i, j) o (i′ , j′)≺˜(i, j)
}
Ψ˜ ∩Ψ =
{
(i
′
, j
′
) : (i
′
, j
′
) ≺ (i, j) e (i′ , j′)≺˜(i, j)
}
Ψ˜−Ψ =
{
(i
′
, j
′
) : (i
′
, j
′
)≺˜(i, j) e (i′ , j′)  (i, j)
}
(3.3)
En la ﬁgura 3.1 se muestran los conjuntos Ψ, Ψ˜, Ψ˜∪Ψ, Ψ˜∩Ψ, Ψ˜−Ψ y una vecindad de
dos píxeles. La idea ahora es, demostrar que bajo la suposición de Markov el conjunto
más grande Ψ˜ ∪Ψ (que incluye los otros conjuntos) puede ser reducido a los dos píxeles
de la vecindad ≺ según la ﬁgura 3.1. O sea, queremos demostrar que:
P (ωi,j |ωi′ ,j′ , xi′ ,j′ : (i
′
, j
′
) ∈ Ψ˜ ∪Ψ) = P (ωi,j |ωi−1,j , ωi,j−1) . (3.4)
Primero aplicamos la regla de Bayes para reescribir la probabilidad condicional como una
fracción de probabilidades conjuntas. En el mismo paso dividimos Ψ˜∪Ψ en las partes Ψ
y Ψ˜−Ψ.
P
(
ωi,j |ωi′ ,j′ , xi′ ,j′ : (i
′
, j
′
) ∈ Ψ˜ ∪Ψ
)
=
1
γ0
P
(
ωi,j , ωi′ ,j′ , xi′ ,j′ , ωi′′ ,j′′ , xi′′ ,j′′ : (i
′
, j
′
) ∈ Ψ, (i′′ , j′′) ∈ Ψ˜−Ψ
)
,
(3.5)
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Conjunto Ψ Conjunto Ψ˜ Vecindad ≺
Conjunto Ψ˜ ∪Ψ Conjunto Ψ˜ ∩Ψ Conjunto Ψ˜−Ψ
Figura 3.1: Usando los conjuntos auxiliares Ψ, Ψ˜, Ψ˜ ∩ Ψ y Ψ˜ − Ψ se puede mostrar
que los dos píxeles de la vecindad ≺ son suﬁcientes para representar el conjunto Ψ˜∪Ψ
bajo la suposición de Markov.
donde γ0 = P (ωi′ ,j′ , xi′ ,j′ : (i
′
, j
′
) ∈ Ψ˜∪Ψ). Ahora, podemos expandir las probabilidades
condicionales. Para γ1 = P (ωi′ ,j′ , xi′ ,j′ : (i
′
, j
′
) ∈ Ψ) obtenemos:
1
γ0
P
(
ωi,j , ωi′ ,j′ , xi′ ,j′ , ωi′′ ,j′′ , xi′′ ,j′′ : (i
′
, j
′
) ∈ Ψ, (i′′ , j′′) ∈ Ψ˜−Ψ
)
=
γ1
γ0
P
(
ωi,j |ωi′ ,j′ , xi′ ,j′ : (i
′
, j
′
) ∈ Ψ
)
P
(
ωi′′ ,j′′ , xi′′ ,j′′ : (i
′′
, j
′′
) ∈ Ψ˜−Ψ
∣∣∣ωi,j , ωi′ ,j′ , xi′ ,j′ : (i′ , j′) ∈ Ψ)
(3.6)
En este punto se puede aplicar la suposición de Markov que permite remplazar la de-
pendencia de la vecindad Ψ por solo dos píxeles del pasado ωi−1,j y ωi,j−1. Entonces
se cumple
γ1
γ0
P
(
ωi,j |ωi′ ,j′ , xi′ ,j′ : (i
′
, j
′
) ∈ Ψ
)
×
P
(
ωi′′ ,j′′ , xi′′ ,j′′ : (i
′′
, j
′′
) ∈ Ψ˜−Ψ
∣∣∣ωi,j , ωi′ ,j′ , xi′ ,j′ : (i′ , j′) ∈ Ψ) =
γ1
γ0
P (ωi,j |ωi−1,j , ωi,j−1)×
P
(
ωi′′ ,j′′ , xi′′ ,j′′ : (i
′′
, j
′′
) ∈ Ψ˜−Ψ
∣∣∣ωi,j , ωi′ ,j′ , xi′ ,j′ : (i′ , j′) ∈ Ψ)
(3.7)
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Si ahora asumimos que las observaciones xi,j dependen solo de ωi,j podemos simpliﬁcar
la correspondiente probabilidad condicional.
γ1
γ0
P (ωi,j |ωi−1,j , ωi,j−1)×
P
(
ωi′′ ,j′′ , xi′′ ,j′′ : (i
′′
, j
′′
) ∈ Ψ˜−Ψ
∣∣∣ωi,j , ωi′ ,j′ , xi′ ,j′ : (i′ , j′) ∈ Ψ) =
P (ωi,j |ωi−1,j , ωi,j−1)×
γ1
γ0
P
(
ωi′′ ,j′′ , xi′′ ,j′′ : (i
′′
, j
′′
) ∈ Ψ˜−Ψ
∣∣∣ωi′ ,j′ , xi′ ,j′ : (i′ , j′) ∈ Ψ)
(3.8)
En la ﬁgura 3.1 se puede observar que Ψ˜ ∪Ψ = Ψ ∪
(
Ψ˜−Ψ
)
. Recuerde que γ1 actuá
sobre el conjunto Ψ entonces se cancela el último termino y se obtiene ﬁnalmente:
P (ωi,j |ωi−1,j , ωi,j−1)×
γ1
γ0
P
(
ωi′′ ,j′′ , xi′′ ,j′′ : (i
′′
, j
′′
) ∈ Ψ˜−Ψ
∣∣∣ωi′ ,j′ , xi′ ,j′ : (i′ , j′) ∈ Ψ) =
P (ωi,j |ωi−1,j , ωi,j−1)
(3.9)
Entonces, se ha demostrado que
P
(
ωi,j |ωi′ ,j′ , xi′ ,j′ : (i
′
, j
′
) ∈ Ψ˜ ∪Ψ
)
= P (ωi,j |ωi−1,j , ωi,j−1) . (3.10)
La ecuación (3.10) expresa que, para aplicar la vecindad Ψ˜ ∪ Ψ, es suﬁciente usar los
píxeles (i−1, j) y (i, j−1) bajo la suposición de Markov y asumiendo que cada observación
depende solo de su estado oculto. Si además, asumimos que la probabilidad de transición
P (ωi,j |ωi−1,j , ωi,j−1) no depende de los píxeles (i, j), (i−1, j) y (i, j−1) se puede aplicar
la siguiente simpliﬁcación:
am,n,l = P (ωi,j = l|ωi−1,j = m,ωi,j−1 = n) . (3.11)
Note que la suposición de la ecuación (3.11) es muy razonable y no muy restrictiva.
Solo expresa que el escenario de pasar de los estados m y n al estado l tiene la misma
probabilidad en toda la imagen independientemente de su ubicación. En la ﬁgura 3.2 se
muestra el efecto de la ecuación (3.11). En consecuencia, hay L3 distintas probabilidades
de transición si la imagen tiene L estados. Sin la simpliﬁcación de la ecuación (3.11)
habrían L3uv distintas probabilidades de transición para una imagen con dimensiones
u × v. Si bien L3uv es generalmente una cantidad de transiciones manejable, hay que
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Figura 3.2: Ejemplo de la implementación de la ecuación (3.11): la probabilidad de
transición de los estados y al estado es la misma en toda la imagen
independiente de la ubicación de los píxeles.
tener en cuenta que sería muy difícil estimar todas estas probabilidades con una sola
observación.
Por último, se discute un problema que ocurre para los píxeles de la primera columna
(j = 1) y de la primera ﬁla (i = 1). A los píxeles de la primera columna les falta
el píxel (i, j − 1) del pasado mientras que los píxeles de la primera ﬁla no tienen el
píxel (i−1, j) del pasado. Existen dos posibles soluciones para este problema: Primero,
agregar copias de la primera columna y ﬁla, como columna y ﬁla cero. En este caso se
pueden usar las probabilidades de máxima verosimilitud como probabilidades de estado.
Segundo, suponer probabilidades de estado uniformes para los píxeles en la columna y
la ﬁla cero. O sea, cada estado tiene la misma probabilidad en los píxeles auxiliares.
En este trabajo se opta por la segunda opción ya que la primera opción de copiar píxeles
tiene una desventaja destacable. Imaginemos que un píxel de la primera columna tiene un
valor de gris muy distinto al de sus vecinos, como ocurre frecuentemente en observaciones
ruidosas. Entonces, al copiar este valor de gris se fortalece el efecto del ruido porque se
agrega un píxel del pasado que tiene las mismas características. En cambio, si usamos
probabilidades de estado uniformes es más probable que el estado del píxel ruidoso se
adapte a su vecindad.
En resumen, hay que subrayar dos ventajas de los modelos causales con respecto a los
modelos de Potts (que se basan en campos aleatorios de Gibbs). Primero, los modelos
causales no mezclan píxeles del pasado y del futuro, justamente porque trabajan con
una relación causal. Segundo, los modelos causales en general necesitan menos parámetros
que los modelos de Potts donde se usan parámetros de vecindad, transiciones de fase,
etc. [69].
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3.2. Teoría exacta
En la sección anterior se plantearon los fundamentos de modelos ocultos de Markov en
dos dimensiones. En esta sección se detalla cómo ajustar y evaluar un modelo oculto de
Markov en dos dimensiones de forma exacta. Luego, se muestra porque es generalmente
imposible resolver las ecuaciones matemáticas de esta sección sin aplicar algunas supo-
siciones sobre los parámetros involucrados. Para no complicar las derivaciones de esta
sección se utilizan solo datos de una banda (niveles de gris) y no datos multiespectrales.
Sin embargo, los conceptos teóricos se pueden generalizar a datos multiespectrales sin
inconvenientes.
El objetivo principal de los modelos markovianos consiste en hallar el mapa de estados
ocultos óptimo ω∗. Si juntamos los parámetros del modelo en θ y llamamos X a las
observaciones obtenemos:
ω∗ = arg max
ω
P (ω|X, θ). (3.12)
Note en la ecuación (3.12), que θ representa las probabilidades de transición am,n,l, las
probabilidades de emisión y las probabilidades de inicio. En esta sección se muestran los
fundamentos teóricos de cómo obtener θ de forma exacta.
En los modelos ocultos de Markov en una dimensión el método estándar para hallar
ω∗ es el algoritmo de Baum-Welch [70]. Lamentablemente este algoritmo no es tratable
para observaciones en dos dimensiones. Por lo tanto, es necesario derivar nuevos métodos
para datos que tengan una relación espacial en dos dimensiones. Como base teórica se
usa el algoritmo de Expectation-Maximization (EM) [71]. Partiendo del algoritmo EM
seguimos la derivación de Jia Li et. al. [72].
En lo siguiente, I(·) es la función indicadora que vale 1 si el argumento es cierto y 0
en el caso contrario. Con ω denominamos todas las posibles conﬁguraciones de estados
ocultos de S.
El primer paso para describir un modelo oculto de Markov en dos dimensiones consiste
en calcular la probabilidad de transición de los estados m y n al estado l en el píxel
(i, j). Denominamos esta probabilidad Hm,n,l(i, j). Si por ahora omitimos el termino de
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normalización (y usamos ∝ en vez de =) obtenemos:
Hm,n,l(i, j) ∝∑
ω
I (m=ωi−1,j , n=ωi,j−1, l=ωi,j)
∏
(i′,j′)∈S
P
(
xi′,j′ | θ
)
aω
i
′−1,j′ ,ωi′,j′−1,ωi′,j′
.
(3.13)
En la ecuación (3.13), θ son los parámetros del modelo y xi,j es la observación o el valor de
gris del píxel (i, j). Note que Hm,n,l es una suma sobre todas las posibles conﬁguraciones
de ω más un producto que involucra todos los píxeles de la imagen. En la próxima sección
utilizamos estas características de Hm,n,l para explicar el motivo por el cual la ecuación
(3.13) generalmente no es tratable pero por ahora seguimos con la derivación exacta.
Con los valores Hm,n,l es fácil obtener las probabilidades de transición am,n,l. Lo único
que hay que hacer es promediar los valores de Hm,n,l sobre todos los píxeles (i, j):
am,n,l =
∑
(i,j)∈S Hm,n,l(i, j)∑L
l′=1
∑
(i,j)∈S Hm,n,l′ (i, j)
. (3.14)
El problema que enfrentamos aquí es que la ecuación (3.13) determina Hm,n,l usando
am,n,l mientras en la ecuación (3.14) se computa am,n,l usando Hm,n,l. Para resolver este
dilema se utiliza el algoritmo EM que contiene un esquema iterativo para estos tipos
de incógnitas. La ventaja del EM es que se puede demostrar que el algoritmo siempre
converge a un óptimo local. Obviamente el óptimo local no es necesariamente el óptimo
global ω∗ pero por lo menos tenemos la certeza de que el algoritmo va a converger. Puesto
que las cuentas de esta sección no son tratables  como demostraremos en la sección 3.3
 se detalla el algoritmo EM en la sección 3.5 donde se presentan dos realizaciones de
modelos ocultos de Markov en dos dimensiones.
Además de las probabilidades de transición es necesario estimar las probabilidades de
emisión. Primero, tenemos que deﬁnir una variable auxiliar que nos sirva para ajustar
los parámetros de las funciones de probabilidad. Llamamos Ql(i, j) a la probabilidad de
que el píxel (i, j) tenga el estado oculto l. Ql(i, j) viene dado por:
Ql(i, j) ∝
∑
ω
I(l = ωi,j)
∏
(i′,j′)∈S
P
(
xi′,j′ |θωi′,j′
)
aω
i
′−1,j′ ,ωi′,j′−1,ωi′,j′
, (3.15)
donde θω
i
′
,j
′ son los parámetros de la función de probabilidad que corresponde al estado
ωi′,j′ . En el caso de usar una distribución normal con media µl y desviación estándar σl
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vale θω
i
′
,j
′ ≡ (µω
i
′
,j
′ , σω
i
′
,j
′ ).
En este contexto, cabe destacar que el esquema teórico de modelos ocultos de Markov en
dos dimensiones no requiere una especíﬁca probabilidad de emisión. Cualquier distribu-
ción de probabilidad f(x) puede ser usada para modelar la distribución de la observación
dado el estado oculto. Las únicas condiciones que tiene que cumplir f(x) son:
f(x) > 0 ∀x ∈ R
l´ım
x→−∞
∫ x
−∞
f(x˜)dx˜ = 0.
l´ım
x→∞
∫ x
−∞
f(x˜)dx˜ = 1.
(3.16)
En lo siguiente, se usa el ejemplo de una distribución normal para mostrar como estimar
los parámetros de la función de emisión. Hacemos hincapié que es fácil adaptar el proce-
dimiento a otras funciones de probabilidad como la distribución gamma o Weibull. Para
mayor información sobre estas distribuciones se recomienda el libro de Forbes et. al. [73].
Primero supongamos que se observa el estado l∈Λ a través de una distribución normal
con media µl y desviación estándar σl. Entonces, la probabilidad de emisión bl(x) del
estado l viene dada por la función de probabilidad.
bl(xi,j) = P (xi,j |ωi,j = l) = 1
σl
√
2pi
exp
{
−1
2
(
xi,j − µl
σl
)2}
(3.17)
Los parámetros µl y σl de la ecuación (3.17) pueden ser estimados de acuerdo a:
µl =
∑
i,j Ql(i, j)xi,j∑
i,j Ql(i, j)
(3.18)
σl =
∑
i,j Ql(i, j) (xi,j − µl)2∑
i,j Ql(i, j)
(3.19)
El último detalle que falta para completar la descripción teórica de modelos ocultos en
dos dimensiones son las probabilidades iniciales. Para el operador ≺, como deﬁnido en
la sección 3.1, el píxel (1, 1) marca el inicio del modelo en dos dimensiones. Por lo tanto,
tenemos:
pil = P (ω1,1 = l) ∀l ∈ Λ. (3.20)
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Resumiendo esta sección, se ha presentado un esquema teórico que pretende encontrar
ω∗ según la ecuación (3.12). Como todas las derivaciones están dentro del marco del algo-
ritmo EM tenemos una garantía teórica de que el procedimiento iterativo va a converger.
En la próxima sección se muestra el motivo por el cual las cuentas exactas generalmente
no son tratables y luego se presentan dos algoritmos en la sección 3.5 que aproximan ω∗
haciendo distintas suposiciones.
3.3. Problemas computacionales
Existen varios obstáculos que impiden el cálculo de las variables Hm,n,l, am,n,l y Ql de
la sección anterior. Uno de los problemas más grandes aparece en las ecuaciones (3.13) y
(3.15) donde hay que ejecutar una suma que abarca todos los posibles mapas de estados
ω. Para u× v píxeles y L estados ocultos, ω contiene L(uv) distintos mapas de estados.
Con dos ejemplos se demuestra si una suma con L(uv) elementos es tratable o no. Para eso
supongamos que el producto
∏
(i′,j′)∈SP
(
xi′,j′ |θωi′,j′
)
aω
i
′−1,j′ ,ωi′,j′−1,ωi′,j′
se puede calcular
en un mili segundo.
Ejemplo 3.1. Tenemos una imagen muy chica de dimensión 5 × 5 con dos estados.
Entonces ω contiene 225 ≈ 3,4 ∗ 107 elementos. Sumar todos estos elementos tardaría un
poco más que nueve horas en nuestro escenario.
Ejemplo 3.2. Tenemos una imagen chica de dimensión 10 × 10 con tres estados. En-
tonces ω contiene 3100 ≈ 5,2∗1047 elementos. Sumar todos estos elementos tardaría más
que 1,6 ∗ 1037 años en nuestro escenario.
Como se ve en los ejemplos 3.1 y 3.2, las ecuaciones (3.13) y (3.15) no son tratables 
salvo para imágenes con muy pocos píxeles y solo dos estados ocultos.
Note que, el hecho de no poder calcularHm,n,l y Ql inhabilita el cálculo las probabilidades
de transición am,n,l y los parámetros de las distribuciones de emisión de la ecuación (3.17).
Por lo tanto, es necesario recurrir a algoritmos subóptimos.
En la próxima sección se presenta un método eﬁciente para aproximar am,n,l y los pará-
metros de las funciones de probabilidad. Luego se introduce el algoritmo estándar para
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hallar los estados ocultos en la sección 3.5. En la misma sección se desarrolla un nuevo
algoritmo competidor del algoritmo estándar.
3.4. Estimación de parámetros
Para poder estimar los parámetros del modelo oculto en dos dimensiones hay que sim-
pliﬁcar las cuentas de la teoría exacta. El primer paso radica en remplazar el esquema
exacto  que determina los parámetros en un solo paso  por un esquema iterativo donde
cada iteración se acerca un poco más a la solución ﬁnal.
Como inicio a las aproximaciones iterativas se requiere un mapa inicial de estados ocultos.
En lo siguiente se detallan distintos métodos para obtener un mapa inicial.
3.4.1. Mapa inicial de estados
En principio, hay dos opciones para obtener un mapa inicial. Primero, se puede aplicar
un algoritmo no supervisado como k-medias [74] o mezcla de gaussianas [71]. Estos algo-
ritmos sirven para agrupar observaciones multiespectrales en una determinada cantidad
de clases. Para mayor información acerca de los algoritmos mencionados se recomienda
el libro de Bandyopadhyay et. al. [75].
La otra opción se basa en datos de entrenamiento. Si hay información acerca del estado de
algunos de los píxeles se pueden ajustar las correspondientes funciones de probabilidad.
Luego, se alcanza un mapa inicial comparando la máxima verosimilitud de las distintas
clases en cada píxel.
Cabe destacar que los dos métodos no consideran información contextual. En otras pa-
labras, no se tiene en cuenta la relación espacial entre dos píxeles. Sin embargo, es válido
iniciar un modelo contextual con un mapa no contextual y luego ajustar las relaciones
entre píxeles vecinos en el transcurso de varias iteraciones.
3.4.2. Probabilidades de transición
La idea principal para la estimación de las probabilidades de transición es usar el mapa
de estados actual. Si es la primera iteración se toma el mapa inicial. Para las otras
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iteraciones se utiliza el mapa de la iteración anterior. Para aproximar am,n,l en la iteración
p se propone
a
(p)
n,m,l =
u∑
i=2
v∑
j=2
I
(
ω
(p−1)
i−1,j =n, ω
(p−1)
i,j−1 =m,ω
(p−1)
i,j = l
)
u∑
i=2
v∑
j=2
I
(
ω
(p−1)
i−1,j =n, ω
(p−1)
i,j−1 =m
) , (3.21)
donde ω(p−1) es el mapa de estados de la iteración anterior. Note que la simpliﬁcación
propuesta en este trabajo se puede entender como contar en vez de evaluar porque solo
se cuentan (y normalizan) las transiciones ocurridas en el mapa de estados actual en vez
de evaluar todos los posibles mapas de estados. Por lo tanto, este procedimiento tiene un
coste computacional muy bajo. Incluso, para imágenes grandes, la ecuación (3.21) puede
ser resuelta por una computadora común en pocos segundos.
3.4.3. Funciones de emisión
Para estimar los parámetros de las funciones de emisión se aplica un procedimiento
parecido a la ecuación (3.21). Igual que en el caso de aproximar am,n,l se tiene en cuenta
solo el mapa de estados actual. En esta sección se usa el ejemplo de densidades normales
para demostrar como estimar los parámetros. Para la media del estado l en la iteración
(p) y la desviación estándar se usa
µ
(p)
l =
u∑
i=1
v∑
j=1
I
(
ω
(p−1)
i,j = l
)
Xi,j
u∑
i=1
v∑
j=1
I
(
ω
(p−1)
i,j = l
) , (3.22)
y
σ
(p)
l =
u∑
i=1
v∑
j=1
I
(
ω
(p−1)
i,j = l
)(
Xi,j−µl
)2
u∑
i=1
v∑
j=1
I
(
ω
(p−1)
i,j = l
) . (3.23)
Las ecuaciones (3.22) y (3.23) son los estimadores estándar para µ y σ con la única dife-
rencia que solo se usan las observaciones que actualmente tiene asignado el estado l. En
este contexto, es fácil usar densidades que no sean la normal. Por ejemplo, la distribu-
ción Gamma o la distribución Weibull son importantes para ciertas aplicaciones como la
segmentación de imágenes de radar [76]. Para los estimadores de máxima verosimilitud
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de muchas densidades conocidas reﬁérase a [73]. En la próxima sección se usan todos
los parámetros de esta sección para desarrollar decodiﬁcadores para modelos ocultos de
Markov en dos dimensiones.
3.5. Decodiﬁcadores
Los parámetros am,n,l, µl y σl de la sección anterior son la base para hallar los estados
ocultos de las observaciones ruidosas. Sin embargo, el corazón de cualquier algoritmo
basado en modelos ocultos de Markov es el decodiﬁcador. Aquí es donde se computa
toda la información disponible para encontrar un mapa de estados óptimo (o por lo
menos subóptimo) según la ecuación (3.12).
En esta sección, se presentan dos posibles decodiﬁcadores con distintas características.
Por un lado, está el algoritmo estándar llamado Path Constrained Viterbi Training
(PCVT) que fue estudiado muchas veces por distintos autores [67,68]. Por el otro lado, se
desarrolla un nuevo algoritmo denominado Complete Enumeration Propagation (CEP).
Para ambos decodiﬁcadores hay que asumir que la observación de un píxel depende solo
del estado oculto de este píxel, pero no de estados ocultos vecinos. Esta suposición es
justiﬁcable y no es muy restrictivo, sin embargo, hay que mencionarla antes de empezar
con la descripción teórica de los dos algoritmos.
3.5.1. Path Constrained Viterbi Training
El algoritmo PCVT aprovecha las características del operador ≺ de acuerdo a lo deﬁnido
en la sección 3.1. Recuerde que ≺ determina que la relación causal empieza con el píxel
(1, 1) y termina con el píxel (u, v). En otras palabras, se establece un movimiento de la
izquierda arriba hacía la derecha abajo de la imagen. Para describir este movimiento se
pueden usar diagonales, donde la diagonal T1 se reﬁere al primer píxel, la diagonal T2
representa los dos píxeles siguientes y así sucesivamente. Formalizando esta notación se
obtiene
T1 = (ω1,1); T2 = (ω2,1, ω1,2); T3 = (ω3,1, ω2,2, ω1,3); . . .
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Diagonales Transiciones Diagonales aislantes
T2 T3T1
Tu+v-1
Tn-1Tn Tn+1
Figura 3.3: Diagonales y transiciones del algoritmo PCVT. En este esquema la dia-
gonal Tn+1 es independiente de la diagonal Tn−1 dado la diagonal Tn.
Teniendo en cuenta que hay u+v−1 diagonales en total se puede expresar la probabilidad
conjunta de ω como
P (ω) = P (T1) P (T2|T1) P (T3|T2, T1) . . . P (Tu+v−1|Tu+v−2, . . . , T1). (3.24)
Ahora podemos aplicar la suposición de Markov para simpliﬁcar la ecuación (3.24):
P (ω) = P (T1) P (T2|T1) P (T3|T2, T1) . . . P (Tu+v−1|Tu+v−2, . . . , T1)
= P (T1) P (T2|T1) P (T3|T2) . . . P (Tu+v−1|Tu+v−2). (3.25)
Note en la ecuación (3.25) que cada diagonal se puede considerar como un elemento
aislante que separa la diagonal anterior con la diagonal siguiente. En la ﬁgura 3.3 se
muestra el efecto de la suposición de Markov.
Lo interesante es que, al aplicar diagonales aislantes logramos transformar un modelo
de Markov en dos dimensiones a la ecuación (3.25) que se parece mucho a la ecuación
estándar de Markov. Recuerde que, en el caso de observaciones de una dimensión se tiene:
P (ω) = P (ω1) P (ω2|ω1) P (ω3|ω2) . . . P (ωfin|ωfin−1) (3.26)
Siendo así, se podría usar el algoritmo de Baum-Welch para hallar los estados ocultos.
Lamentablemente la complejidad del problema con dos dimensiones es mucho mayor a la
del problema unidimensional. Para datos de una dimensión cada elemento de la cadena
de Markov está en uno de L estados. En cambio, la diagonal más grande de la ecuación
(3.25) contiene min(u, v) píxeles de los cuales cada uno puede estar en uno de L estados.
Entonces, la diagonal entera está en una de Lmin(u,v) secuencias formadas por estados
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comunes. En el caso de una imagen 50 × 50 con tres estados, habría aproximadamente
7, 2 ∗ 1023 distintas secuencias de estados sobre la diagonal principal. Este número gi-
gante claramente hace que el algoritmo de Baum-Welch se vuelva intratable incluso para
imágenes chicas.
La solución propuesta por el PCVT consiste en cortar las posibles secuencias de cada
diagonal a un número manejable. En otras palabras, se descarta la mayoría de las se-
cuencias y se guarda solo unas N secuencias como se muestra en la ﬁgura 3.4. Este paso
se puede entender como limitar los caminos por la imagen que se expresa en la parte
path constrained del nombre del algoritmo.
Lo ideal sería que la selección de las secuencias se efectuará teniendo en cuenta infor-
mación contextual, pero esto implicaría un alto coste computacional. Por lo tanto, se
calculan las máximas verosimilitudes de cada píxel sobre la diagonal para cada estado l
por separado según
P (ωi,j = l|Xi,j , θ) ∝ P (Xi,j |ωi,j = l, θ)P (ωi,j = l|θ). (3.27)
Luego se seleccionan los N secuencias con el criterio de maximizar la verosimilitud de la
correspondiente diagonal. Si bien es necesario omitir la relación entre píxeles vecinos en
este paso hay que destacar que es solo una simpliﬁcación temporal que no se aplica a la
parte principal del algoritmo. Sin embargo, es posible descartar algunas secuencias, que
en realidad formarían parte del mapa de estados óptimo.
Antes de seguir con el algoritmo PCVT hacemos hincapié en que algunas probabilida-
des de transición pueden ser igual a cero. En este caso, se borran las correspondientes
conexiones entre secuencias como se muestran en la ﬁgura 3.5.
Después de haber cortado la cantidad de secuencias por diagonal a N estamos en condi-
ciones de aplicar el algoritmo de Viterbi [77]. Primero, llamamos ωd,s a la secuencia de
estados número s sobre la diagonal d. Además, introducimos la variable δd(s) que es la
máxima probabilidad conjunta de las observaciones X1, . . . ,Xd y las diagonales T1 hasta
Td.
δd(s) = ma´x
k1,...,kd−1
P (ω1,k1 , . . . ,ωd−1,kd−1 ,ωd,s,X1, . . . ,Xd|θ),
∀ d = 1, . . . , u+ v − 1; s = 1, . . . , N.
(3.28)
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Imagen con dos estados y todas las posibles secuencias
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Selección de las dos secuencias más probables por diagonal (o sea N = 2)
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Solo las secuencias más probables
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2 2
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 1
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 1
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21 1
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2 2
1 11 2
2 2
1 2 1
2 1 1
Figura 3.4: Achicando la cantidad de secuencias sobre cada diagonal.
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Ejemplo: la transición 2
2
1 tiene probabilidad cero
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Imagen sin las conexiones con probabilidad cero
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Figura 3.5: Conexiones entre secuencias si algunas probabilidades de transición son
igual a cero.
En otras palabras, la ecuación (3.28) nos indica cual es el camino más probable para
llegar a la secuencia s en la diagonal d. Si por ejemplo, δ4(3) es máximo para k1 = 2,
k2 = 4 y k3 = 1 sabemos que para llegar a la secuencia 3 sobre la diagonal 4 tenemos
que pasar por las secuencias 2 en la primera diagonal, luego secuencia 4 en la segunda
diagonal y ﬁnalmente secuencia 1 en la tercera diagonal.
Note que, para el caso particular δ1(s) no hay diagonales predecesoras. Entonces, se usan
las probabilidades iniciales de los estados ocultos que vienen dados por
δ1(s) = P (T1 = ω1,s) ∀s = 1, 2, . . . , N. (3.29)
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Antes de empezar con el algoritmo de Viterbi hay que deﬁnir otras dos variables auxilia-
res. Por un lado, necesitamos la probabilidad de emitir la observación sobre la diagonal
d dada la secuencia s. Esta probabilidad está determinada por
bωd,s(Xd) =
∏
(i,j)∈∆(d)
bωd,s(i,j)(Xi,j), (3.30)
donde ∆(d) representa a todos los píxeles de la diagonal d. Y por último calculamos
a˜d,sd,sd+1 que es la probabilidad de transición de la secuencia sd sobre la diagonal d a la
secuencia sd+1 sobre la diagonal d + 1. Lo único que tenemos que hacer es multiplicar
todas las transiciones de los píxeles de la diagonal d a la diagonal d+ 1.
a˜d,sd,sd+1 = P
(
Td+1 = ωd+1,sd+1 |Td = ωd,sd , θ
)
=
∏
(i,j)∈∆(d+1)
aωd,sd (i−1,j),ωd,sd (i,j−1),ωd+1,sd+1 (i,j)
∀ d = 1, . . . , u+ v − 2; sd, sd+1 = 1, . . . , N.
(3.31)
Ahora podemos usar las ecuaciones (3.28), (3.30) y (3.31) para deﬁnir el esquema re-
cursivo del algoritmo de Viterbi. La idea es ir avanzando de una diagonal a la siguiente
usando los resultados guardados en δd(s). Lo que más nos interesa en ese contexto es
determinar la secuencia predecesora (k) más probable dado la secuencia actual (s) y
teniendo en cuenta las variables δd(k) y a˜d,k,s. Para la secuencia s sobre la diagonal d+1
obtenemos
δd+1(s) =
[
ma´x
1≤k≤N
δd(k)a˜d,k,s
]
bωd+1,s(Xd+1)
∀d = 1, . . . , u+ v − 2 ∀ s = 1, 2, . . . , N.
(3.32)
Note en la ecuación (3.32), que el termino en corchetes usa las probabilidades máximas de
la diagonal anterior (δd(k)) en conjunto con las probabilidades de transición (a˜d,sd,sd+1)
para incorporar información contextual mientras el termino bωd+1,sd+1 se ocupa de evaluar
las probabilidades de emisión. Lo importante es que δd(s) contiene toda la información
acerca del camino más probable desde la diagonal T1 hasta la diagonal Td. Entonces,
se reduce signiﬁcativamente la complejidad computacional. Por ejemplo, una imagen de
dimensión 50×50 tiene 99 diagonales. Si ﬁjamos N = 10 hay que calcular 99∗102 = 9900
veces δd(s) (la transición de una diagonal con 10 secuencias a la siguiente diagonal con
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10 secuencias implica 102 operaciones). O, de forma general, el algoritmo tiene una
complejidad del orden O((uv − 1)N2).
Después de calcular δd+1(s) según ecuación (3.32) se busca el índice k (de la diagonal d)
que lleva a la secuencia s (de la diagonal d+ 1) con la probabilidad más alta y se guarda
este índice en una variable ϕ:
ϕd+1(s) = arg max
1≤k≤N
{δd(k)a˜d,k,s}
∀ d = 1, . . . , u+ v − 2 s = 1, 2, . . . , N
(3.33)
En la primera parte de la ﬁgura 3.6 se muestra ejemplarmente que signiﬁca la ecuación
(3.33). Cuando el algoritmo recursivo llega a la última diagonal u+ v− 1 (que es un solo
píxel) hay que buscar el estado oculto ωu,v más probable de este píxel:
ωu,v = arg max
1≤k≤L
{δu+v−1(k)}. (3.34)
A partir de este estado ωu,v se puede usar la variable ϕ que nos indica cual es la secuencia
predecesora más probable del estado ωu,v.
ω∗d = ϕd+1(ω
∗
d+1) ∀ d = (u+ v − 2), (u+ v − 3), . . . , 1. (3.35)
Si aplicamos la ecuación (3.35) de forma recursiva volvemos por las diagonales hasta
llegar a la diagonal T1 que representa al píxel (1, 1). Por consiguiente, hemos logrado
hallar el mapa de estados ocultos ω∗ con el algoritmo de Viterbi. En la segunda parte
de la ﬁgura 3.6, se muestra un ejemplo para esta parte del algoritmo.
Un esquema completo del PCVT como detallado en esta sección (siguiendo en partes el
desarrollo de Joshi et. al. [67]) se presenta en el algoritmo 1. Cabe destacar que solo el
paso 5) del algoritmo 1 tiene un notable coste computacional del orden O((uv − 1)N2).
Todos los otros pasos tienen una complejidad insigniﬁcante.
3.5.2. Complete Enumeration Propagation
En esta sección se presenta un nuevo algoritmo llamado Complete Enumeration Propa-
gation (CEP). En contrario al PCVT, el CEP no usa el Viterbi Training para hallar
Capítulo 3. Modelos ocultos de Markov en dos dimensiones 33
Algoritmo de Viterbi - Parte 1
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Algoritmo de Viterbi - Parte 2
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Figura 3.6: Los dos pasos de algoritmo de Viterbi. Primero, determinar los predece-
sores más probables de cada secuencia. Segundo, seleccionar el camino más probable.
Algoritmo 1: Path-Constrained Viterbi Training (PCVT)
1. Inicializar mapa de estados
2. Estimar parámetros de las funciones de probabilidad (θ)
3. Calcular anml según ecuación (3.21)
4. Elegir las N mejores secuencias para cada diagonal usando máxima verosimilitud
5. Correr el algoritmo de Viterbi según las ecuaciones (3.32), (3.33), (3.34) y (3.35)
6. Iterar los pasos 2), 3), 4) y 5) hasta convergencia
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el mapa de estados ocultos y tampoco descarta secuencias poco probables. Sin embar-
go, CEP hace más suposiciones acerca de píxeles vecinos que PCVT, como se detalla a
continuación.
Mientras PCVT usa secuencias sobre diagonales para desarrollar su teoría, CEP pone un
enfoque en las probabilidades de estado de cada píxel por separado. La idea principal de
CEP consiste en propagar estas probabilidades desde el píxel (1, 1) hasta el píxel (u, v)
según la notación ≺.
La probabilidad de estado del píxel (i, j) viene dado por P (ωi,j |ωi,j−1, ωi−1,j , Xi,j). Apli-
cando la regla de Bayes y dejando de lado el termino de normalización obtenemos
P
(
ωi,j |ωi,j−1, ωi−1,j , Xi,j
)
∝ P
(
ωi,j , ωi,j−1, ωi−1,j , Xi,j
)
. (3.36)
Ahora podemos expandir la probabilidad conjunta en sus respectivas partes
P
(
ωi,j , ωi,j−1, ωi−1,j , Xi,j
)
= P (ωi,j−1, ωi−1,j)P (ωi,j |ωi,j−1, ωi−1,j)P (Xi,j |ωi,j). (3.37)
En este punto se considera que la probabilidad de transición no depende de la ubicación
en la imagen según la ecuación (3.11) y la ﬁgura 3.2.
P (ωi,j−1, ωi−1,j) P (ωi,j |ωi,j−1, ωi−1,j) P (Xi,j |ωi,j)
= P (ωi,j−1, ωi−1,j) aωi,j−1,ωi−1,j ,ωi,j P (Xi,j |ωi,j). (3.38)
Note que hasta aquí se implementaron las mismas suposiciones que para el algoritmo
PCVT. Ahora, es necesario hacer otra suposición para que el algoritmo CEP sea tra-
table. Por consiguiente, se asume que los dos píxeles del pasado son independientes.
Recuerde que el PCVT necesita esta suposición para el primer paso donde se detectan
las N secuencias más probables, pero no para el resto del algoritmo. Con la suposición
mencionada se puede simpliﬁcar la ecuación (3.38).
P (ωi,j−1, ωi−1,j) aωi,j−1,ωi−1,j ,ωi,j P (Xi,j |ωi,j)
= P (ωi,j−1)P (ωi−1,j) aωi,j−1,ωi−1,j ,ωi,j P (Xi,j |ωi,j). (3.39)
La ecuación (3.39) es la ecuación principal para el algoritmo CEP ya que sirve para
Capítulo 3. Modelos ocultos de Markov en dos dimensiones 35
2
1
1
P(ωi,j-1=2)
P(ωi-1,j=1)
a211
1
1
1
P(ωi,j-1=1)
P(ωi-1,j=1)
a111
1
2
1
P(ωi,j-1=1)
P(ωi-1,j=2)
a121
2
2
1
P(ωi,j-1=2)
P(ωi-1,j=2)
a221
+ + +
1
P(ωi,j=1|X)
2
1
2
P(ωi,j-1=2)
P(ωi-1,j=1)
a212
1
1
2
P(ωi,j-1=1)
P(ωi-1,j=1)
a112
1
2
2
P(ωi,j-1=1)
P(ωi-1,j=2)
a122
2
2
12
P(ωi,j-1=2)
P(ωi-1,j=2)
a222
2
P(ωi,j=2|X)+ + +
Figura 3.7: Ejemplo con dos estados para mostrar que signiﬁca la ecuación (3.41).
calcular las probabilidades de estado del píxel (i, j) dado la observación Xi,j , las proba-
bilidades de transición y los estados del pasado (i− 1, j) y (i, j − 1).
El próximo paso del CEP consiste en computar P (ωi,j = l|X) ∀ l = 1, 2, . . . , L. Para eso
resumimos las ecuaciones (3.36) hasta (3.39) y obtenemos
P
(
ωi,j |ωi,j−1, ωi−1,j , Xi,j
)
= P (ωi,j−1)P (ωi−1,j) aωi,j−1,ωi−1,j ,ωi,j P (Xi,j |ωi,j). (3.40)
Lo interesante de la ecuación (3.40) es que para una ﬁnita cantidad de estados (en este
caso se trabaja con L estados) los términos P (ωi,j−1), P (ωi−1,j) y aωi,j−1,ωi−1,j ,ωi,j toman
un valor de un conjunto ﬁnito. Entonces, es posible enumerar todas las posibles combi-
naciones de estados del pasado que vienen dada por ωi,j−1 = m; ωi−1,j = n ∀ m,n =
1, 2, . . . , L. Sumando sobre todas las combinaciones y sus respectivas probabilidades se
obtiene
P (ωi,j = l|X) ∝
L∑
m=1
L∑
n=1
P (ωi,j−1 = m) P (ωi−1,j = n)
aωi,j−1=m,ωi−1,j=n,ωi,j=l P (Xi,j |ωi,j = l). (3.41)
Note que, la ecuación (3.41) representa una enumeración completa de todos los términos
que son necesarios para calcular P (ωi,j = l|X). En la ﬁgura 3.7 se muestra un ejemplo
de la ecuación (3.41) para el caso particular de dos estados.
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Después de calcular las probabilidades de estado del píxel (i, j) es necesario normalizar
las probabilidades usando
L∑
l=1
P (ωi,j = l|X) = 1. (3.42)
Resumiendo la teoría de CEP constatamos que se pueden calcular las probabilidades de
estado de un píxel (i, j) usando las ecuaciones (3.40), (3.41) y (3.42). Luego se pueden
usar estas probabilidades para computar las probabilidades de estado de los siguientes
píxeles (i + 1, j) y (i, j + 1). Entonces, aplicando este método a todos los píxeles de
la imagen sucesivamente (respetando el orden causal establecido por ≺), se obtiene un
mapa de probabilidades.
Una vez computado el mapa de probabilidades es fácil encontrar el mapa de estados ω∗.
Solo hay que elegir el estado con mayor probabilidad en cada píxel:
ω∗i,j = arg max
k=1,2,...,L
{P (ωi,j = k|X)}. (3.43)
Cabe destacar que por las suposiciones realizadas ω∗ no es un óptimo global como de-
ﬁnido en la ecuación (3.12). Sin embargo, lo consideramos el mapa más probable en la
iteración actual para la conﬁguración usada.
En el algoritmo 2 se presenta una descripción detallada del algoritmo CEP. Note que, la
complejidad del algoritmo es del orden O((uv)L3). Por lo tanto, el coste computacional
de CEP depende fuertemente de la cantidad de estados. Esta y otras propiedades del
algoritmo se discuten en la sección 3.7.
Algoritmo 2: Complete Enumeration Propagation (CEP)
1. Inicializar mapa de estados
2. Estimar parámetros de las funciones de probabilidad (θ)
3. Calcular anml según ecuación (3.21)
4. Hallar nuevo mapa de estados usando las ecuaciones (3.40), (3.41), (3.42) y (3.43)
5. Iterar los pasos 2), 3) y 4) hasta convergencia
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3.6. Funciones de emisión
Como se ha mencionado en distintas oportunidades de este capítulo, el marco teórico de
los modelos ocultos de Markov en dos dimensiones no requiere una cierta distribución
de probabilidad. Cualquier función que cumpla con los requisitos de la ecuación (3.16)
puede ser usada como función de emisión. Entonces surge la pregunta: ¾Cómo puedo
encontrar la función de emisión óptimo?
Para algunos problemas especíﬁcos existen distribuciones particulares que han demostra-
do su capacidad de representar las observaciones. Un ejemplo, son las imágenes de radar
que muchas veces son modeladas con distribuciones Gamma [76]. Sin embargo, es difícil
determinar la óptima función de emisión para una tarea genérica  sobre todo porque
muchas densidades pueden cambiar completamente su comportamiento al cambiar sua-
vemente sus parámetros. En la ﬁgura 3.8 se muestra algunos ejemplos de distribuciones
que cambian su curvatura para distintos parámetros.
En esta tesis se enfrenta el problema de la función de emisión desde dos puntos de
vista. Por un lado, se corren todos los algoritmos con distintas distribuciones y luego se
comparan los resultados. Por el otro, se desarrollan tres métodos para estimar la función
de emisión online después de cada iteración.
Para entender cómo funciona el esquema online supongamos que ﬁnalizó la iteración i.
En este punto tenemos un mapa de estados y las observaciones. Estas dos informaciones
juntas se pueden usar como datos de entrenamiento porque el mapa de estados indica
a que clase pertenece cada observación. La idea ahora es evaluar cuál es la densidad
que mejor modela las observaciones de la clase uno, dos, etc. Hacemos hincapié que es
admisible usar distintas distribuciones para cada clase. O sea, las observaciones de la
clase uno podrían ser representadas por una distribución Weibull mientras las clase dos
se modela usando una inverse Gaussian.
Después de elegir una función de emisión se estiman sus parámetros usando las corres-
pondientes observaciones. Luego, se sigue el esquema general que consiste en calcular las
probabilidades de transición y correr uno de los dos decodiﬁcadores de la sección 3.5.
Si bien hay una gran variedad de distribuciones en la literatura [73], nos enfocamos
en siete densidades importantes que tienen características particulares. Se trata de las
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Gamma (1, 2) Gamma (2, 2) Gamma (10, 0.5)
Gen. Extr. Value (1, 2, 0.5) Gen. Extr. Value (0.5, 10, 5) Gen. Extr. Value (1, 3, 5)
Weibull (5, 0.5) Weibull (2, 2) Weibull (5, 4)
Figura 3.8: Curvaturas de tres distribuciones para distintos parámetros (en parénte-
sis). Primera línea: la distribución Gamma. Segunda línea: la distribución Generalized
Extreme Value. Tercera línea: la distribución Weibull.
siguientes funciones: Gamma, Generalized Extreme Value, inverse Gaussian (también
conocida como Wald distribution), Kernel, Nakagami, Normal y Weibull.
En lo siguiente se presentan tres métodos para encontrar la distribución óptima da-
do datos de entrenamiento. Primero, supongamos que contamos con un conjunto F =
F1,F2, ...,Fn de familias de distribuciones, donde cada familia es una de las siete den-
sidades mencionadas en el párrafo anterior. Cada una de estas funciones tiene la forma
Fi = fi,θ : θ ∈ Θi, donde Θi es el espacio de parámetros de la familia Fi. Por ejemplo,
una Fi puede ser la familia de distribuciones normales y Θi es el conjunto que contiene
todos los posibles parámetros de la familia seleccionada.
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3.6.1. Teorema de Bayes
El primer método para encontrar la densidad adecuada para un conjunto de datos está
basado en el Teorema de Bayes. La selección de la función de probabilidad se realiza a
partir de
fl = arg max
1≤i≤n,θ∈Θi
∏
ωi,j=l
fi,θ(Xi,j), (3.44)
siendo fi,θ(Xi,j) la densidad de probabilidad de observar Xi,j dado que el modelo de
emisión corresponde a la familia Fi con parámetro θ ∈ Θi. Entonces, la función de
emisión óptima según este criterio es la densidad fl.
3.6.2. Test de Kolmogorov-Smirnov
La idea clave de este método es usar el valor p del test de Kolmogorov-Smirnov con dos
muestras (KS) [78]. Primero, se ajustan los parámetros de las funciones candidatas a las
observaciones.
fi = arg max
θ∈Θi
∏
ωi,j=l
fi,θ(Xi,j). (3.45)
Luego, se toman muestras de las distribuciones ajustadas y se calculan los valores p entre
las muestras y las observaciones. Al ﬁnal, se elige la distribución cuyo valor p es el más
alto.
3.6.3. Divergencia de Kullback-Leibler
El último método para seleccionar una distribución para cada clase hace uso de la di-
vergencia de Kullback-Leibler (KL) [79]. Igual que en el test de Kolmogorov-Smirnov
el primer paso consiste en ajustar las posibles funciones a las observaciones según la
ecuación (3.45). Además, se construyen varios histogramas con distintos intervalos. Lue-
go, se computa la divergencia de Kullback-Leibler entre las funciones ajustadas y los
histogramas. Finalmente se promedian las divergencias de Kullback-Leibler para cada
función candidato y se elige la función que tiene la divergencia promedio más chica. El
razonamiento detrás este método es que mientras más chica es la divergencia entre la
densidad y las observaciones (representadas por histogramas) mejor es el modelo.
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En la siguiente sección se comparan los algoritmos PCVT y CEP con respecto a criterios
teóricos como las suposiciones y su coste computacional. Además, se evalúan todos los
métodos de esta sección con respecto a sus resultados experimentales en el capítulo 7.
3.7. Comparación de algoritmos
En este capítulo se presentó el esquema general de modelos ocultos de Markov en dos
dimensiones y se puso énfasis en los algoritmos decodiﬁcadores PCVT y CEP. Ambos
algoritmos usan las mismas variables auxiliares que son las funciones de emisión y las
probabilidades de transición anml. Cabe destacar que la estimación de los parámetros de
las densidades y el computo de anml tiene un coste computacional insigniﬁcante. Por lo
tanto, no enfocamos en la complejidad del PCVT y del CEP.
El orden del PCVT es de O((uv − 1)N2) para las N secuencias más probables mientras
el orden de CEP es O((uv)L3) para L estados ocultos. Note que el orden de PCVT
depende de forma cuadrática de un parámetro N elegido por el usuario. Por un lado,
esto se puede considerar una ventaja ya que el usuario puede elegir entre calidad del
resultado (para N grande) y el coste computacional (para N chico). Por el otro, N
es un extra parámetro que puede llevar a resultados malos o tiempos de computación
muy largos. En este sentido, es preferible un algoritmo como el CEP que no necesita la
interacción con un usuario. Sin embargo, el CEP tiene un coste computacional alto para
tareas con muchos estados por el termino L3.
Otro aspecto de los algoritmos son las suposiciones que necesitan. El defecto de PCVT es
claramente la pre-selección de N secuencias sobre cada diagonal. En este paso, es posible
de descartar secuencias óptimas. No obstante, hay que tener en cuenta que se trata de
un algoritmo iterativo. Por lo tanto, una secuencia óptima puede ser descartada en una
iteración, pero no en la siguiente. Analizando el algoritmo CEP resalta la suposición de
considerar los dos píxeles del pasado independientes a la hora de calcular las probabi-
lidades de estado. Por otra parte, esta crítica puede ser debilitada por el hecho que CEP
considera las probabilidades de transición anml que representan la probabilidad conjunta
entre los dos píxeles del pasado y el píxel actual.
Como reﬂexión ﬁnal se destaca que el algoritmo CEP es notablemente más fácil de
implementar que el algoritmo PCVT. Mientras CEP puede ser programado con algunos
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bucles for, PCVT requiere habilidades más avanzadas para procesar las secuencias sobre
las diagonales.
En el próximo capítulo se introducen los modelos de Potts. Igual que en este capítulo se
presenta el algoritmo estándar y un algoritmo competidor novedoso.
Capítulo 4
Realizaciones del modelo Potts
En 1925 Ernst Ising desarrolló en su tesis doctoral [80] el llamado Ising model. Este
modelo describe las interferencias de las cargas + y − en el ferromagnetismo. Por lo
tanto, el Ising model considera solo dos estados. Unos 27 años después, Renfrey Potts
extendió la teoría del Ising model a un número ﬁnito de estados [81]. Basado en el trabajo
de Potts se han desarrollado una gran cantidad de algoritmos y métodos para distintas
tareas como la evolución de cáncer [82] o inestabilidad de espumas (importante para la
lucha contra incendios) [83]. Sin embargo, una de las aplicaciones más frecuentes es el
procesamiento de imágenes [84,85].
En la próxima sección se presenta el esquema general de modelos de Potts. Luego, se
introduce el algoritmo estándar y un competidor desarrollado en esta tesis. Al ﬁnal del
capítulo se comparan los dos algoritmos.
4.1. Deﬁnición general
En la ecuación (2.8) de la sección 2.3.2 se introdujo el potencial ΦβS(ω) de un modelo
de Potts isotrópico sin campo externo. La función de energía de este potencial (a veces
llamado hamiltoniano) es la suma de ΦβS(ω) para todos los pares {s, t} ∈ S
HβS (ω) :=
∑
{s,t}∈S
Φβ{s,t}({ωs, ωt}) = −βHS(ω), (4.1)
42
Capítulo 4. Realizaciones del modelo Potts 43
donde HS(ω) es la cantidad de pares de vecinos (sin importar el orden) con la misma
etiqueta. Recuerde en este contexto que para la mayoría de los conjuntos {s, t} ∈ S vale
s /∈ Nt. O sea, s y t no son vecinos y por lo tanto la cantidad de pares de vecinos con la
misma etiqueta es cero.
De acuerdo a la función de energía de la ecuación (4.1) constatamos que la densidad
condicional del campo aleatorio de Gibbs está dada por
piβS(ωS |ωS) ∝ exp{βHs(ω)}. (4.2)
En la ecuación (4.2), ωS representa todos los estados ocultos salvo ωS .
En resumen, las ecuaciones (4.1) y (4.2) expresan formalmente lo que se podría articular
de siguiente manera: Para conocer la probabilidad condicional de un píxel hay que mirar
(y contar) los estados ocultos en su vecindad. Por ende, la deﬁnición de una vecindad es
fundamental para un modelo de Potts. Pero en contrario a los modelos causales, no es
necesario que esta vecindad cumpla con una relación causal. Entonces, cualquier vecindad
es admisible. Sin embargo, el coste computacional aumenta al usar vecindades grandes.
Por consiguiente, nos limitamos a las vecindades de la ﬁgura 2.3 en este trabajo.
En las próximas dos secciones se presentan dos algoritmos que son realizaciones del
modelo de Potts. Primero se detalla el algoritmo estándar y luego se desarrolla un nuevo
algoritmo.
4.2. Iterated Conditional Modes
Dado la función de energía de la ecuación (4.1) la pregunta es: ¾Cómo encontrar el
máximo de la probabilidad conjunta del campo aleatorio de Gibbs? O, en otras palabras,
¾Cómo hallar un mapa de estados tal que se maximicen las probabilidades condicionales?
Para resolver este problema, Kirkpatrick desarrolló el algoritmo Simulated Annealing
(SA) [86]. Si bien SA garantiza converger al máximo global, tiene un coste computacional
muy alto. Por consiguiente, no se puede aplicar el algoritmo a imágenes medianas y
grandes.
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Para reducir la alta complejidad del algoritmo SA, Besag propuso la siguiente simpliﬁ-
cación: en vez de considerar todos los posibles mapas de estados se puede implementar
un esquema iterativo donde en cada iteración se tiene en cuenta solo el mapa de esta-
dos actual. Note que dicha simpliﬁcación es básicamente la misma que usan los modelos
causales para reducir su complejidad computacional.
La ventaja del algoritmo de Besag  llamado Iterated Conditional Modes (ICM) [33]
 es que reduce drásticamente el coste computacional. La desventaja es que ya no hay
garantía de converger al máximo global. Por lo menos, se pueden derivar dos condiciones
bajo las cuales ICM converge al máximo local más cercano del mapa inicial. Pero antes
de presentar estas dos condiciones es necesario describir cómo funciona ICM.
La idea principal de ICM consiste en actualizar el estado de cada píxel (i, j) en cada
iteración teniendo en cuenta dos factores. Primero, la evidencia radiométrica que es
la probabilidad de la observación dado el estado oculto l: p(Xi,j |l, µl,Σl). Y segundo,
la información contextual que son los estados ocultos de los píxeles vecinos. En este
contexto, la función de energía de la ecuación (4.1) deﬁne la inﬂuencia de los píxeles
vecinos.
Juntando la evidencia radiométrica y la información contextual se asigna al píxel (i, j)
el estado l que maximiza
g(l) = p(Xi,j |l, µl,Σl) expβUi,j(l). (4.3)
En la ecuación (4.3), Ui,j(l) es la cantidad de píxeles de la vecindad del píxel (i, j) con
estado oculto l. Entonces Ui,j(l) incorpora información contextual junto con el parámetro
de suavidad β. Para β > 0 vale: mientras más píxeles vecinos tengan el estado oculto
l, más grande Ui,j(l) y por lo tanto más probable que el píxel (i, j) también tome el
estado l. Al mismo tiempo, el parámetro β juega un rol importante. Si β = 0, no se tiene
en cuenta información contextual. En cambio, β → ∞ implica que las observaciones no
inﬂuyen en absoluto en el proceso de segmentación.
Como el parámetro β es generalmente desconocido, hay que determinarlo de alguna
manera. Básicamente hay dos opciones.
1. El usuario ﬁja algún valor para β
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2. Se estima el valor de β
En el caso que el usuario elija β, es recomendable tener en cuenta la estructura esperada
de la imagen. En grandes rasgos se puede decir que si se trata de una imagen con muchos
segmentos chicos es preferible elegir β < 0,5. En cambio, si la imagen tiene parches
grandes, el valor de β puede variar entre 1 < β < 2.
Si se opta por estimar el valor de β hay que tener en cuenta que aparecen ciertos obs-
táculos en el camino. Como se mencionó en esta sección, β es una medida de suavidad
de los estados ocultos. Pero como no conocemos el verdadero mapa de estados ocultos
no podemos conocer β. La simpliﬁcación que aplica la mayoría de los algoritmos de es-
timación es el uso de un mapa inicial de estados. Sin embargo, no se puede usar ICM
para obtener este mapa inicial de estados ya que no conocemos β. Por esto, el mapa
inicial se obtiene generalmente con métodos no contextuales como mezcla de gaussianas.
Cabe destacar que segmentaciones no contextuales son generalmente más granuladas que
segmentaciones contextuales. Por lo tanto, hay una tendencia de estimar un valor de β
más chico de lo que realmente es.
Note, que se puede mejorar la estimación de β si se re-estima el parámetro después
de cada iteración. O sea, se usa un mapa inicial de estados que es no contextual en
la primera iteración, pero a partir de la segunda iteración el mapa de estados ya tiene
incorporado información contextual (por la ecuación (4.3)). Por lo tanto, el valor estimado
es generalmente más alto desde la segunda iteración en adelante.
En la literatura existen dos estimadores de β que se basan en la estimación de pseudo
máxima verosimilitud (se dice pseudo verosimilitud por los problemas de estimación que
se detallaron arriba). Por un lado, Frery [87] y Levada [88] propusieron un estimador a
priori. El nombre del estimador viene dado por su característica de usar solo un mapa
inicial de estados, pero no las correspondientes observaciones. O sea, el estimador se
basa en un modelo a priori sin conocer muestras de datos. En cambio, el estimador a
posteriori  como propuesto por Gimenez et al. [89]  usa un mapa inicial de estados
juntos con las observaciones.
En [90] se demuestra que el estimador a posteriori logra mejores resultados que el
estimador a priori para una amplia variedad de problemas de segmentación. Por lo
tanto, se usa el estimador a posteriori en este trabajo.
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Hasta aquí se presentó el esquema general del algoritmo ICM. El paso fundamental
consiste en actualizar el estado de cada píxel según la ecuación (4.3). Solo falta responder
la siguiente pregunta: ¾En qué orden se actualizan los estados de los píxeles? O, en otras
palabras: ¾Cómo deﬁnir el esquema de visita?
A primera vista, el esquema de visita no es una parte crucial de ICM. Sin embargo, el
esquema de visita inﬂuye en el resultado ﬁnal y juega un rol importante a la hora de
determinar si ICM converge o no. Para que ICM converja a un máximo local el esquema
de vista tiene que cumplir los siguientes puntos:
1. Hay que actualizar el estado de cada píxel por lo menos una vez por iteración
2. Dos píxeles visitados sucesivamente no pueden tener vecinos en común
Estas dos condiciones fueron comprobadas por Geman et al. en el Teorema A de su
trabajo [91]. Si no se cumple una de las dos condiciones, se observa un comportamiento
oscilatorio del mapa de estados a partir de una determinada iteración. Esto signiﬁca que,
los estados ocultos de algunos píxeles van alternando entre dos o más estados.
En este trabajo se utiliza un esquema de visita clásica que consiste en una sucesión de
barridas en grillas equidistantes. La cantidad de barridas necesarias se deﬁne en función
del tamaño de la vecindad. Por ejemplo, para una vecindad 3 × 3 se usan 9 grillas,
mientras que una vecindad del tamaño 5 × 5 requiere 25 grillas. Estos dos ejemplos se
muestran en las ﬁguras 4.1 y 4.2.
Algoritmo 3: Iterated Conditional Modes (ICM)
1. Inicializar mapa de estados
2. Estimar parámetros µl y Σl para todos l ∈ Λ
3. Estimar o deﬁnir parámetro β
4. Fijar esquema de visita
5. Actualizar el estado oculto de cada píxel (i, j) según ecuación (4.3)
6. Opcional: re-estimar el parámetro β
7. Iterar el paso 5) y posiblemente el paso 6) hasta convergencia
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Vecindad usada Inicios de las barridas
A
D
G
B C
E F
H I
Esquema completo Esquema con vecindades
A3
A1
D1
G1
G3
D3
C2
C4
F2
I2
B2
B4
E2
H2
C3B3 A4
C1B1 A2
F1
I1
E1
H1
D2
G2
I4
F4
H4
E4
I3
F3
H3
E3
G4
D4
C2
C4
F2
I2
B2
B4
E2
H2
A3 C3B3 A4
A1 C1B1 A2
D1
G1
F1
I1
E1
H1
D2
G2
I4
F4
H4
E4
G3
D3
I3
F3
H3
E3
G4
D4
Figura 4.1: Un posible esquema de visitas para una vecindad 3 × 3. En la primera
barrida se actualizan los estados de los píxeles A1, A2, . . .. Después se visitan los píxeles
B1, B2, . . ., etc. De esta manera se evita actualizar dos píxeles con vecinos en común
sucesivamente.
Resumiendo la información de esta sección, se presentan los pasos principales de ICM en
el algoritmo 3. En la siguiente sección se introduce un nuevo algoritmo que se basa en
los mismos principios que ICM. Al ﬁnal del capítulo se comparan los dos algoritmos.
4.3. Sequential Band Merging
En esta sección se presenta un nuevo algoritmo para la segmentación de imágenes basado
en el modelo de Potts. El algoritmo denominado Sequential Band Merging (SBM) tiene
varias características particulares que lo diferencian claramente del algoritmo ICM.
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Vecindad usada Inicios de las barridas
F
K
P
U
A
G H I J
L M N O
Q R S T
V W X Y
B C D E
Esquema completo Esquema con vecindades
F1
K1
P1
U1
H1
M1
R1
W1
G1
L1
Q1
V1
I1
N1
S1
X1
J1
O1
T1
Y1
A1 C1B1 D1 E1 A2
A4
F2
K2
P2
U2
A3 C3B3 D3 E3
F1
K1
P1
U1
H1
M1
R1
W1
G1
L1
Q1
V1
I1
N1
S1
X1
J1
O1
T1
Y1
A1 C1B1 D1 E1 A2
A4
F2
K2
P2
U2
A3 C3B3 D3 E3
Figura 4.2: Un posible esquema de visitas para una vecindad 5 × 5. En la primera
barrida se actualizan los estados de los píxeles A1, A2, . . .. Después se visitan los píxeles
B1, B2, . . ., etc. Note que para una vecindad 5 × 5 se necesitan más barridas que para
vecindades chicas para cumplir con las condiciones de convergencia.
4.3.1. Motivación
Hasta aquí se presentaron dos modelos causales (PCVT y CEP) y una realización del
modelo de Potts (ICM). A pesar de sus obvias diferencias, todos estos modelos tienen
limitaciones en cuanto el uso de funciones de probabilidad como funciones de emisión. Por
ejemplo, PCVT y CEP permiten la aplicación de distintas distribuciones de probabilidad,
pero solo para imágenes de una banda (niveles de gris) mientras el uso de la distribución
normal es obligatorio para ICM.
Entonces, surge un problema a la hora de trabajar con imágenes multiespectrales que
no siguen la distribución normal. Un ejemplo son las imágenes de radar que usualmente
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se modelan con distribuciones Gamma. En otras aplicaciones puede ser útil trabajar con
densidades de kernel. O, más general, modelar cualquier clase en cualquier banda con
cualquier distribución. Por ejemplo, la primera clase se podría modelar con una distri-
bución Gamma en la primera banda, luego con una distribución Weibull en la segunda
banda, etc. Esto sería el máximo de ﬂexibilidad en cuanto funciones de probabilidad.
Conforme a nuestro conocimiento, no existe ningún algoritmo de segmentación en la
literatura con tanta ﬂexibilidad para las funciones de emisión. Entonces, el primer motivo
para desarrollar el algoritmo SBM es la necesidad de un método que no tenga limitaciones
para sus funciones de densidad.
El segundo desafío es diseñar un algoritmo que permita trabajar con vecindades de distin-
tos tamaños en distintas bandas. Esta necesidad surge de una característica de imágenes
de teledetección donde cada banda se observa con distintos niveles ruido. Generalmente
las bandas de luz visible (con longitudes entre 380 nm y 750 nm) tiene una buena rela-
ción señal-ruido mientras otras bandas (sobre todo las bandas con longitudes mayor a
1000 nm) tiene incorporado mucho ruido.
En resumen, se busca desarrollar un algoritmo que se adapte perfectamente a las nece-
sidades de segmentación de imágenes de teledetección. A parte de los de requerimientos
mencionados, es deseable que la complejidad computacional del algoritmo no sea dema-
siado alta para poder segmentar imágenes satelitales con más de 1000× 1000 píxeles.
4.3.2. Esquema general
El esquema general del algoritmo SBM consiste en tres pasos. Primero, transformar las
observaciones (o sea la imagen) a un espacio característico (feature space). Segundo,
estimar parámetros contextuales para cada banda y luego aplicar ﬁltros no lineales en
el espacio característico. Tercero, fundir la información de todas las bandas del espacio
característico para obtener un mapa de estados (que se puede interpretar como una
segmentación de la imagen). Para el tercer paso se desarrolla un novedoso método de
fusión de datos.
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4.3.3. Probabilidades marginales
En los últimos capítulos se denominó X a las observaciones y Xi,j hacía referencia al
píxel (i, j). Ahora se agrega la notación X(k) referida a los valores de la banda k de la
imagen X. Siguiendo esta notación, X(k)i,j es el valor de gris del píxel (i, j) de la banda k
donde k ∈ 1, 2, . . . ,K.
Además, se supone que los valores de gris de las distintas bandas dependen solo del estado
oculto de cada píxel y de la correspondiente función de emisión. Para formalizar esto,
usamos la notación de la sección 3.6 donde se deﬁnió un conjunto F = F1,F2, ...,Fn
de familias de distribuciones con Θl siendo el espacio de parámetros de la familia Fl. Si
ﬁjamos que el estado ωi,j se modela en la banda k con una función de probabilidad de
la familia Fl obtenemos
P
(
X
(k)
i,j |Θ,ω
)
= P
(
X
(k)
i,j |Θl, ωi,j
)
. (4.4)
Note, que la ecuación (4.4) es una generalización de la suposición
P
(
Xi,j |ω
)
= P
(
Xi,j |ωi,j
)
, (4.5)
que usan PCVT, CEP y ICM.
Con la suposición de la ecuación (4.4) podemos aplicar el teorema de Bayes para calcular
las probabilidades marginales de que el píxel (i, j) tenga estado l ∈ 1, 2, . . . , L para los
valores de gris de la banda k.
P
(
ωi,j = l|X(k)i,j
)
∝ P
(
X
(k)
i,j |ωi,j = l
)
P (ωi,j = l) . (4.6)
En la ecuación (4.6), el termino P (ωi,j = l) es la probabilidad a priori de los estados.
Esta probabilidad puede ser usada para ponderar las probabilidades de los estados antes
de mirar las observaciones. En algunos casos, donde contamos con el conocimiento de
expertos puede ser útil ponderar los estados, pero el enfoque de este trabajo se centra
más en algoritmos universales. Por lo tanto, se trabaja con probabilidades a priori que
son uniformes. Esto signiﬁca P (ωi,j = l) = 1/L. De esta manera no se perjudica ningún
estado a priori.
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Una vez calculado las marginales, es necesario normalizar las probabilidades de todos los
píxeles en todas las bandas para convertir el símbolo ∝ de la ecuación (4.6) en un =.
Por ende, se tiene que cumplir
L∑
l=1
P
(
ωi,j = l|X(k)i,j
)
= 1
∀ k ∈ 1, 2, . . . ,K; i ∈ 1, 2, . . . , u; j ∈ 1, 2, . . . , v.
(4.7)
Analizando el cálculo de las probabilidades marginales, es destacable que no se hizo
ninguna suposición acerca de las funciones de emisión. Lo único que se necesita en esta
instancia son las probabilidades marginales que pueden ser calculadas para cualquier
función de probabilidad. Por consiguiente, SBM tiene la ﬂexibilidad de usar cualquier
combinación de densidades en cada una de las K bandas.
Además, cabe destacar que en la imagen original cada píxel tuvo asociado un vector de
K valores de gris. Entonces, calculando las marginales para los L estados se proyectan
los datos originales a un hiperespacio de dimensión KL llamado espacio característico.
Por último, evaluamos el coste computacional de este primer paso. Las ecuaciones (4.6) y
(4.7) son computacionalmente muy sencillas. Incluso para imágenes grandes, una compu-
tadora personal no necesita más que unos segundos para resolverlas.
Antes de seguir con el segundo paso de SBM se presenta un esquema completo del primer
paso de SBM en la ﬁgura 4.3. En esta ﬁgura se usa un ejemplo concreto (imagen con
tres bandas y dos clases) para explicar cómo transformar las observaciones al espacio
característico. En las siguientes secciones se presenta un novedoso método que procesa
los datos del espacio característico para llegar a una segmentación de la imagen original.
4.3.4. Aplicación del Bilateral Filter
En esta sección se presenta el segundo paso del algoritmo SBM que consiste en la apli-
cación de un ﬁltro no paramétrico y no lineal. En concreto se trata del Bilateral Filter
(BF) [92]. Pero, en vez de suavizar las observaciones, se corre el BF directamente en el
espacio característico que está formado por las probabilidades marginales. De esta ma-
nera, se espera evitar el efecto de blurring de los valores de gris de la imagen original.
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Imagen con tres bandas
Marginales de los dos estados
de la primera banda
Marginales de la segunda banda
Marginales de la tercera banda
Espacio característico de seis dimensiones
Figura 4.3: Esquema del primer paso del algoritmo SBM para K = 3 bandas y L = 2
estados. Las bandas de la imagen original se proyectan en un espacio de dimensión KL.
Al mismo tiempo, se aprovechan dos características del BF que son: promediado espa-
cialmente sin suavizar bordes [93], o, en nuestros términos: suavización de las marginales
sin blurring.
En lo siguiente, llamaremos q(k)i,j a las marginales del píxel (i, j) en la banda k según la
deﬁnición en la ecuación (4.6):
q
(k)
i,j (l) = P
(
ωi,j = l|X(k)i,j
)
l = 1, 2, . . . , L. (4.8)
Aplicando el algoritmo BF a los valores q(k)i,j se obtienen las marginales suavizadas q
(k)∗
i,j .
Para esto, se utiliza la formula estándar del BF que es
q
(k)∗
i,j =
∑
i′,j′∈C
K
(k)
i,j,i′,j′ q
(k)
i′,j′ . (4.9)
En la ecuación (4.9), C representa la vecindad (a veces llamado clique) de la banda k.
Además Ki,j,i′,j′ es el kernel de los píxeles (i, j) e (i′, j′).
La vecindad C consiste típicamente de todos los píxeles dentro de un cierto radio. Sin
embargo, se estudian distintas vecindades en este trabajo, incluso vecindades cuadradas
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o vecindades arbitrarias que son deﬁnidas por un usuario. Par mayor información acerca
de vecindades reﬁérase al apéndice B o a [94].
Como función de kernel se elige el clásico kernel gaussiano que viene dado por
K
(k)
i,j,i′,j′ = exp
−‖(i, j)−(i′, j′)‖2
h2x
− ‖X
(k)
i,j −X(k)i′,j′‖2
h2y
 . (4.10)
Note en la ecuación (4.10), que el kernel K(k)i,j,i′,j′ depende por un lado de la distancia
euclidiana de los píxeles (i, j) e (i′, j′) y por otro lado de los valores de gris de los dos
píxeles
(
X
(k)
i,j y X
(k)
i′,j′
)
. Ambos componentes  la distancia euclidiana y la diferencia de
los valores de gris  son ponderados por los parámetros de kernel hx y hy. Si hx es chico,
el BF considera solo píxeles muy cerca del píxel (i, j), mientras para hx →∞ se asigna
el mismo peso a todos los píxeles que se encuentran dentro de la vecindad C. Lo mismo
vale para los valores de gris. Mientras más chico hy, más sensitivo el kernel con respecto
a diferencias entre los valores de gris.
Antes de seguir con la descripción del BF es necesario normalizar K(k)i,j,i′,j′ para que valga
∑
i′,j′∈C
K
(k)
i,j,i′,j′ = 1
∀ k ∈ 1, 2, . . . ,K; i ∈ 1, 2, . . . , u; j ∈ 1, 2, . . . , v.
(4.11)
Con la introducción del kernel gaussiano en la ecuación (4.10) aparecieron tres paráme-
tros. Primero la vecindad C que es fundamental para todas las realizaciones del modelo
de Potts. Por lo tanto, tomamos C como un parámetro que ﬁja el usuario (igual que en
el caso ICM). Los otros dos parámetros (hx y hy) son propios de BF. Para evitar que una
mala elección de estos dos parámetros empeore el resultado ﬁnal de SBM proponemos
dos métodos novedosos para estimar sus valores.
Empecemos con el parámetro hx. El objetivo es poner mucho peso en los píxeles vecinos
que están cerca del píxel (i, j) sin dejar de lado los píxeles vecinos más lejanos. Para ﬁjar
un buen compromiso entre los pesos de los píxeles cercanos y lejanos se propone calcular
una variable auxiliar dc. Esta variable es la distancia euclidiana máxima que existe dentro
de la vecindad C. Entonces, se propone el siguiente estimador para el parámetro hx:
hx =
√
2
3
dc. (4.12)
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El estimador de la ecuación (4.12) tiene una interpretación geométrica relacionada con
el kernel gaussiano. Recuerde que la parte espacial del kernel viene dada por
Kespaciali,j,i′,j′ = exp
(−‖(i, j)− (i′, j′)‖2
h2x
)
. (4.13)
Note que, aparte de unas constantes, la ecuación (4.13) describe una función normal en
dos dimensiones. Y el punto de reﬂexión de esta función se encuentra exactamente a un
tercio de dc si estimamos hx de acuerdo a la ecuación (4.12). Ahora es fácil calcular el
peso mínimo que asigna el kernel a los píxeles en el borde de C.
Kespacialmini,j,i′,j′ = exp
−‖(i, j)− (i′, j′)‖2(√
2
3 dc
)2

= exp
 −d2c(√
2
3 dc
)2

= exp
(
−9
2
)
≈ 0,0111.
(4.14)
Lo que dice la ecuación (4.14) es que el valor del kernel espacial para los píxeles en el
borde de C es un poco más que 0,01. Este valor parece ser razonable para los píxeles
lejanos, sobre todo si recordamos que el valor máximo del kernel espacial es 1 para
‖(i, j)− (i′, j′)‖ = 0.
El segundo parámetro del kernel gaussiano es hy. Este valor pondera la distancia fotomé-
trica entre dos píxeles. Aquí, el objetivo principal es elegir un valor para hy tal que dos
observaciones que pertenecen al mismo estado tengan un kernel alto, mientras que dos
observaciones de distintos estados tengan un kernel chico. Por lo tanto, es conveniente
estimar hy en función del mapa de estados actual. Además, hay que tener en cuenta
que la distribución de los valores de gris puede variar mucho entre las distintas bandas.
Por consiguiente, se introduce el termino h(k)y que representa el kernel fotométrico de la
banda k.
Como mencionamos en el párrafo anterior, los parámetros h(k)y están fuertemente rela-
cionados con el mapa de estados. Incluso se puede desarrollar teóricamente un método
óptimo para estimar los h(k)y . Este método consiste en analizar la vecindad de cada píxel
junto con los correspondientes valores de gris. Con esta información se puede calcular el
valor óptimo de h(k)y maximizando el kernel fotométrico esperado para dos píxeles vecinos
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Imagen
Marginales Marginales suavizadas
Figura 4.4: Esquema del segundo paso del algoritmo SBM para K = 3 bandas y L = 2
estados. Las bandas de la imagen original determinan el grado de suavización de las
probabilidades marginales.
con el mismo estado. Lamentablemente este procedimiento es muy costoso y poco prác-
tico. Por lo tanto, se propone un método aproximativo que estima un valor h(k)y (l) para
cada estado l ∈ 1, 2, . . . , L y luego promedia los valores auxiliares h(k)y (l) para obtener
h
(k)
y .
La idea principal del estimador aproximativo es maximizar el kernel esperado para dos
píxeles arbitrarios que contienen el mismo estado en vez de considerar la vecindad de
cada píxel por separado. Esto es equivalente a calcular la máxima verosimilitud de h(k)y (l)
para cada estado l. La resultante fórmula para el estado l en la banda k viene dada por
h(k)y (l) =
√√√√√2∑ωi,j=l (X(k)i,j − µ(l))2∑
ωi,j=l
1
. (4.15)
Luego, se obtiene h(k)y como el promedio de los valores h
(k)
y (l).
h(k)y =
∑L
l=1 h
(k)
y (l)
L
.
En la ﬁgura 4.4 se presenta un esquema del segundo paso de SBM. Cabe destacar que
las observaciones originales deﬁnen el grado de suavización, aunque no participen acti-
vamente en el proceso de ﬁltrado.
Por último, se introduce una nueva variable que surge de las ecuaciones de esta sección
y que facilita la descripción del tercer paso de SBM en la siguiente sección. Recuerde
que, q(k)∗i,j son las probabilidades marginales suavizadas de la banda k que se calculan
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en la ecuación (4.9). En este contexto, denominamos Q∗i,j al conjunto de probabilidades
marginales suavizadas de todas las bandas, con Q∗i,j ∈ RKL.
Q∗i,j =
[
q
(1)∗
i,j ,q
(2)∗
i,j , . . . ,q
(K)∗
i,j
]
. (4.16)
La siguiente sección se reﬁere a los valores Q∗i,j de la ecuación (4.16) como vectores
característicos. Esto se debe a que el vector Q∗i,j contiene toda la información necesa-
ria para segmentar o clasiﬁcar el píxel (i, j). Además se llama Q(l)∗i,j a las L entradas
correspondientes a la banda l.
4.3.5. Clasiﬁcación
El tercer paso de SBM consiste en asignar un estado l ∈ 1, 2, . . . , L a cada píxel. Para
esto se propone un algoritmo novedoso que trabaja con L vectores de base b1, b2, . . . , bL ∈
RKL. Aparte, bkl hace referencia a los valores de bl que corresponden a la banda k.
En grandes rasgos, el algoritmo determina los estados de los píxeles de acuerdo a la
proximidad euclidiana de los vectores característicos Q∗i,j a los vectores de base. O sea,
se asigna el estado l al píxel (i, j) si la distancia entre Q∗i,j y bl es mínima.
El problema que aparece en este contexto es que no se conocen los vectores de base.
Además, no existe información a priori acerca de la homogeneidad de los estados ni de
la cantidad de píxeles que tienen estado l. Para superar estos obstáculos se desarrolla
un esquema iterativo capaz de hallar los vectores de base y clasiﬁcar los píxeles de la
imagen.
El propuesto proceso iterativo aprovecha una particularidad del vector característico
Q∗i,j . Recuerde que, Q
∗
i,j está compuesto por las probabilidades marginales de K bandas,
donde las primeras L entradas vienen de la banda uno, los siguientes L entradas son de
la banda dos y así sucesivamente. Por lo tanto, se puede tratar cada banda por separado,
empezando con la primera banda.
Dado una segmentación inicial ω, se pueden ﬁjar los primeros L valores de los vectores
de base como el promedio de las correspondientes probabilidades marginales.
b
(1)
l =
∑
ωi,j=1
Q
(1)∗
i,j∑
ωi,j=l
1
∀l ∈ 1 . . . L. (4.17)
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Después de aplicar la ecuación (4.17), los vectores de base tienen la forma
b1 = [ v111, v112, . . ., v11L, nan, nan, . . ., nan ]
T
b2 = [ v211, v212, . . ., v21L, nan, nan, . . ., nan ]
T
... = [
... ,
... ,
... ,
... ,
... ,
... ,
... ,
... ]T
bL = [ vL11, vL12, . . ., vL1L, nan, nan, . . ., nan ]
T
(4.18)
En la ecuación (4.18), nan signiﬁca not a number. O sea, estas entradas de los vectores
b1, b2, . . . , bL no tienen asignado un valor hasta ahora.
El siguiente paso consiste en calcular las distancias euclidianas de los vectores caracterís-
ticos a los vectores de base que surgen de la ecuación (4.17). Luego, se asigna un estado
a cada píxel de acuerdo a
ω =
[
arg min
l∈1,2,...,L
(
Q
(1)∗
i,j − b(1)l
)]
i,j
. (4.19)
Una vez evaluada la ecuación (4.19), se puede agregar la segunda banda al proceso de
segmentación. Para esto se introduce la notación b(1:k)l que representa los valores de bl
correspondientes a las bandas 1, 2, . . . , k. Siguiendo esta lógica, llamamos Q(1:k)∗i,j a los
correspondientes valores de Q∗i,j de las bandas 1, 2, . . . , k. Ahora podemos extender la
ecuación (4.17) a
b
(1:2)
l =
∑
ωi,j=1
Q
(1:2)∗
i,j∑
ωi,j=l
1
∀l ∈ 1 . . . L. (4.20)
Note en la ecuación (4.20) que se obtienen los valores b(2)l como promedios deQ
(2)∗
i,j usando
un mapa de estados ω que viene de la primera banda de la ecuación (4.19). Entonces,
se conectaron las primeras dos bandas a pesar de que se consideraban independientes en
las últimas dos secciones.
Para determinar el nuevo mapa de estados, se adapta la ecuación (4.19) a dos bandas y
se obtiene
ω =
[
arg min
l∈1,2,...,L
(
Q
(1:2)∗
i,j − b(1:2)l
)]
i,j
. (4.21)
Capítulo 4. Realizaciones del modelo Potts 58
Recuerde que ahora los vectores de base de la ecuación (4.18) quedan como
b1 = [ v111, v112, . . ., v11L, v121, v122, . . ., v12L, nan, . . . ]
T
b2 = [ v211, v212, . . ., v21L, v221, v222, . . ., v22L, nan, . . . ]
T
... = [
... ,
... ,
... ,
... ,
... ,
... ,
... ,
... ,
... ,
... ]T
bL = [ vL11, vL12, . . ., vL1L, vL21, vL22, . . ., vL2L, nan, . . . ]
T
(4.22)
Lo que visualiza la ecuación (4.22) es que ya se llenaron las entradas b(2)l de los vectores de
base. La idea ahora es seguir con este procedimiento para completar los valores faltantes
que son b(3:K)l .
Generalizando las ecuaciones (4.20) y (4.21) se pueden derivar dos fórmulas que per-
miten la incorporación sucesiva de las bandas 3 a K de la imagen. Como se mencionó
anteriormente se calculan primero los vectores de base de la banda 1 hasta la banda k
b
(1:k)
l =
∑
ωi,j=1
Q
(1:k)∗
i,j∑
ωi,j=l
1
∀l ∈ 1 . . . L, (4.23)
y luego se determina el mapa de estados de acuerdo a
ω =
[
arg min
l∈1,2,...,L
(
Q
(1:k)∗
i,j − b(1:k)l
)]
i,j
. (4.24)
Aplicando las ecuaciones (4.23) y (4.24) sucesivamente hasta la banda K, se obtienen
vectores de base completos (sin entradas nan) y un mapa de estados ω que corresponde
a todas las bandas de la imagen.
Una vez terminada la incorporación de todas las bandas, hay que comprobar si el mapa
de estados ha convergido en el último paso (de la banda (K−1) a la banda K). Si esto
no ocurre, hay que empezar de nuevo con la ecuación (4.17). La única diferencia con
respecto a la primera iteración, es que ahora se usa el mapa de estado que surgió de la
ecuación (4.24) como mapa inicial. Este procedimiento se repite hasta que el mapa de
estados converja.
Después de hallar el mapa de estados, se termina la primera iteración de SBM. Entonces,
hay que empezar nuevamente con el primer paso de SBM, pero esta vez se usa como mapa
inicial el mapa que salió de la ecuación (4.24).
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En resumen, hemos usado todas las bandas de la imagen para hallar un consistente ma-
pa de estados. Además, obtuvimos los correspondientes vectores de base b1, b2, . . . , bL ∈
RKL. Cabe destacar que en todo este proceso no se ha recurrido a funciones de proba-
bilidades multidimensionales para conectar los valores de gris de distintas bandas.
El coste computacional de este paso de SBM depende obviamente de la cantidad de
iteraciones necesarias. Sin embargo, el coste por iteración es relativamente chico porque
solo hay que calcular LK veces un promedio (que tiene un coste casi igual a cero) y
LKuv veces una distancia (que es computacionalmente muy simple). Entonces, para una
imagen de tamaño (u × v), el orden del método propuesto es de O(L2K2uv). Recuerde
en este contexto que la cantidad de estados L y de bandas K es generalmente menor a
diez. Por lo tanto, los términos L2 y K2 no juegan un rol importante.
Generalmente el algoritmo SBM converge dentro de pocas iteraciones. Solo en algunos
casos aislados se necesitan más de 50 iteraciones para determinar el mapa de estados.
Además, los resultados de SBM son muy prometedoras como se muestra en el capítulo 7
donde se presentan los resultados experimentales. Para una descripción esquemática del
SBM reﬁérase al algoritmo 4 y a la ﬁgura 4.5.
Algoritmo 4: Sequential Band Merging (SBM)
1. Inicializar mapa de estados
2. Ajustar los parámetros Θ de las funciones de probabilidad
3. Calcular probabilidades marginales de cada píxel usando la ecuación (4.6)
4. Aplicar el ﬁltro bilateral según la ecuación (4.9)
5. Hallar un mapa de estados usando sucesivamente las ecuaciones (4.23) y (4.24)
6. Si el mapa de estados no convergió volver a empezar con el paso 2)
En la siguiente sección se comparan los dos modelos basados en el modelo de Potts  ICM
y SBM  con respecto a sus características formales. Después se presenta una extensión
de SBM en el capítulo 5. Dicha extensión permite clasiﬁcar datos que no se encuentran
en una grilla equidistante.
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bℓ =
vℓ11
vℓ12
nan
nan
nan
nan
Vectores de base
Mapa inicial de estados
Marginales suavizadas
bℓ =
vℓ11
vℓ12
vℓ21
vℓ22
nan
nan
Vectores de base
Mapa de estados
Marginales suavizadas
Figura 4.5: Esquema del tercer paso del algoritmo SBM para K = 3 bandas y L = 2
estados. Se muestra el procedimiento de la primera iteración que empieza con un mapa
inicial y termina con un nuevo mapa de estados. Este mapa es el punto inicial para la
segunda iteración.
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4.4. Comparación de algoritmos
En este capítulo se presentaron dos realizaciones del modelo de Potts. En esta sección
se compara los fundamentos teóricos de los dos algoritmos. Luego, en el capítulo 7, se
evalúa el desempeño de los dos modelos para datos experimentales.
Ambos modelos usan una vecindad no causal que generalmente es elegida por el usuario.
Sin embargo, hay grandes diferencias dependiendo de cómo se aplique dicha vecindad.
Por un lado, ICM considera solo el actual estado oculto de los vecinos sin importar los
valores de gris ni la evidencia a favor de este estado. Por ejemplo, podría pasar que un
píxel vecino está en el estado 1 con 50, 1 % de probabilidad mientras el estado 2 tiene
una probabilidad de 49, 9 %. Y sin embargo ICM descartaría completamente el estado 2
a la hora de calcular las probabilidades condicionales. Además, ICM no distingue entre
vecinos cercanos y lejanos. Todos los píxeles de la vecindad tienen el mismo peso con
independencia de su ubicación. En otras palabras, ICM usa hx → ∞ en la ecuación
(4.10).
Por el otro lado, SBM asigna un peso individual a cada píxel en la vecindad. Este peso
se compone por la distancia entre dos píxeles y por la similitud de los valores de gris.
Si bien la forma de SBM de asignar un peso individual a cada píxel vecino parece más
exacto, hay que analizar la situación detalladamente.
La forma sencilla de ICM de mirar solo los estados ocultos tiene dos ventajas con respecto
al método de SBM. Por un lado, el coste computacional es menor porque no hay que
calcular pesos individuales para cada píxel. Por el otro, hay estudios que demuestran que
en imágenes con mucho ruido a veces es ventajoso usar solo los estados de los píxeles sin
incorporar más información [90]. Una explicación de esto es que, si las observaciones son
defectuosas, entonces las conclusiones que se pueden sacar también tienen una tendencia
a ser incorrectas. Por lo tanto, se refuerzan los efectos de ruido en esquemas con pesos
individuales como implementa SBM. Sin embargo, cabe destacar que en la mayoría de
los casos la forma avanzada de SBM lleva a mejores resultados  aunque a un coste
computacional más alto.
Otra gran diferencia entre ICM y SBM es la forma como y en qué momento se tiene
en cuenta información contextual. En el caso de ICM, se realizan las tareas de incorpo-
rar información contextual y clasiﬁcar en un solo paso al ejecutar la ecuación (4.3). Para
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entender esto hay que ver que dicha ecuación reúna las probabilidades de observación (in-
formación no contextual) con las probabilidades condicionales (información contextual)
para determinar el estado de cada píxel (clasiﬁcación).
En contrario al ICM, el algoritmo SBM necesita un paso para incorporar información
contextual (mediante el BF) y luego, otro paso para realizar la clasiﬁcación de cada
píxel. Vale mencionar que en el algoritmo SBM se implementa el BF de tal forma que
los valores de gris de la imagen sirvan solo para ﬁjar los pesos de cada vecino. Luego el
ﬁltro trabaja en el espacio característico. Por lo tanto, no es necesario ﬁjar un esquema
de visita en el caso de SBM.
Mientras SBM no requiere de un esquema de visita, ICM solo converge si se aplica un
esquema de visita que cumpla con ciertas condiciones (ver sección 4.2). Si bien el esquema
de visita es una tarea extra a la hora de implementar ICM, al menos nos da una garantía
de que el algoritmo converge. En cambio, no existe tal garantía de convergencia en el
caso de SBM. Por esto es necesario en algunos pocos experimentos cortar el SBM porque
alcanzó el máximo de iteraciones permitidas que en este trabajo se ﬁja en 200.
En cuanto al coste computacional es fácil comparar los dos algoritmos. ICM requiere
menos recursos que SBM. Sin embargo, la complejidad computacional de SBM es nota-
blemente menor que la de los modelos causales PCVT y CEP que se presentaron en el
capítulo 3. Además, hay que constatar que el coste de ICM como de SBM crece lineal-
mente con la cantidad de píxeles de la imagen y con la cantidad de vecinos. Por lo tanto,
ambos algoritmos tienen sus limitaciones para segmentar imágenes satelitales enteras, ya
que una imagen típica  como una Landsat 8  tiene 7751× 7831 = 60,698,081 píxeles.
Por último, se analizan los métodos de clasiﬁcación de los algoritmos ICM y SBM. Como
se mencionó anteriormente, ICM usa un procedimiento sencillo para determinar el estado
de un píxel (ver ecuación (4.3)). En cambio, SBM aplica un algoritmo más avanzado que
permite fusionar los datos de distintas bandas, como se muestra en la ﬁgura 4.5. Para
este procedimiento no inﬂuye si los puntos de observación son píxeles equidistantes u
observaciones en sitios arbitrarios como mediciones de humedad de suelo o fotosíntesis.
Entonces, la idea para el siguiente capítulo consiste en la generalización del algoritmo
SBM de tal forma que pueda procesar datos de sitios arbitrarios. En este contexto, el
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objetivo es desarrollar un algoritmo con suﬁciente ﬂexibilidad como para unir datos de
imágenes satelitales y datos de mediciones in situ para obtener un único mapa de estados.
Capítulo 5
Fusión de datos
En este capítulo se presenta un algoritmo capaz de procesar y fusionar datos de distintos
sensores. El algoritmo denominado Markov Data Fusion (MDF) se puede entender como
una extensión del algoritmo SBM del capítulo 4. Pero antes de presentar los fundamentos
teóricos de MDF y de posibles algoritmos competidores, es necesario introducir el tema
de fusión de datos, destacar los desafíos más urgentes y diferenciar las distintas líneas de
investigación.
5.1. Introducción
El termino fusión de datos abarca muchos algoritmos distintos y técnicas desarrolladas
en diferentes áreas. Algunos ejemplos son redes de sensores, sistemas de defensa, robótica,
sistemas inteligentes y procesamiento de imágenes [95].
Por un lado, el concepto principal de fusión de datos es el mismo en todas las áreas
de investigación: Procesar datos de distintos sensores para mejorar el desempeño de un
sistema. Por otro lado, hay grandes diferencias entre las diversas aplicaciones en cuanto
tipo de datos, métodos de procesamiento y objetivos. Antes de estudiar estas cuestiones
en profundidad, presentamos la deﬁnición clásica de fusión de datos del JDL Data Fusion
Subgroup.
Deﬁnición 5.1. Data Fusion. A process dealing with the association, correlation, and
combination of data and information from single and multiple sources to achieve reﬁned
64
Capítulo 5. Fusión de datos 65
position and identity estimates, and complete and timely assessments of situations and
threats, and their signiﬁcance. The process is characterized by continuous reﬁnements of
its estimates and assessments, and the evaluation of the need for additional sources, or
modiﬁcation of the process itself, to achieve improved results [96].
Note que, la deﬁnición 5.1 es muy general y no especiﬁca la tarea principal (asociación,
correlación y combinación de datos e información) ni el objetivo ﬁnal (lograr mejores
resultados). Este enfoque universal reﬂeja la forma como se trabaja con algoritmos de
fusión de datos. Por ejemplo, el Data Fusion Contest organizado por la Geoscience and
Remote Sensing Society (IEEE) [97] dispone de datos de múltiples sensores, pero no es-
peciﬁca ningún objetivo concreto. Lo único que pide el jurado para ganar la competencia
es desarrollar y describir un algoritmo novedoso que saque provecho de los datos.
Entonces, para aclarar el panorama, es necesario introducir criterios de clasiﬁcación que
ayuden a distinguir los algoritmos de fusión de datos. Por ejemplo, Dasarathy [98] propuso
cinco categorías de algoritmos que se diferencian por sus tipos de datos de entrada y
salida.
1. data in  data out (DAI-DAO)
2. data in  feature out (DAI-FEO)
3. feature in  feature out (FEI-FEO)
4. feature in  decision out (FEI-DEO)
5. decision in  decision out (DEI-DEO)
La primera categoría (DAI-DAO), corresponde a algoritmos donde se busca reﬁnar o
completar un conjunto de datos crudos. Los métodos FEI-FEO tienen el mismo objetivo
(reﬁnar y completar) pero trabajan a nivel de características (features) en vez de datos
crudos. En cambio, las categorías FEI-DEO y DEI-DEO se implementan típicamente
en sistemas de soporte de decisiones. Por consiguiente, los algoritmos de este capítulo
corresponden claramente a la segunda categoría ya que se usan datos provenientes de
distintos sensores (data in  DAI) y el objetivo es encontrar patrones, o, en otras palabras,
características (features  FEO).
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En vez de usar los tipos de datos de entrada y salida para la clasiﬁcación de algoritmos,
Castanedo [99] sugirió considerar las arquitecturas subyacentes de los algoritmos. Según
él, existen cuatro arquitecturas.
1. Arquitectura centralizada. Hay un procesador central que recibe y procesa toda la
información.
2. Arquitectura descentralizada. Hay una red de nodos donde cada nodo procesa una
parte de la información. Generalmente los nodos se comunican entre ellos a través
de medidas de información de Fisher o de Shannon.
3. Arquitectura distribuida. Hay nodos independientes que procesan los datos co-
rrespondientes antes de mandar los resultados a un procesador central. Luego, el
procesador central realiza la fusión de datos.
4. Arquitectura jerárquica. Hay una jerarquía en el proceso de fusión de datos. Por
ejemplo, se procesan los datos de dos nodos y luego se agrega otro nodo al resultado.
Para ubicar el algoritmo MDF en una de las cuatro categorías, es necesario adelantar
su esquema principal. Recuerde que el MDF es una extensión del algoritmo SBM del
capítulo 4, donde se calculaban las probabilidades marginales en un primer paso. En el
caso del MDF también se pre-procesan los datos de los distintos sensores de la misma
manera. Luego, se realiza la fusión de datos con un procesador central. Por lo tanto, el
algoritmo MDF tiene una arquitectura distribuida.
En la siguiente sección se presenta el estado de arte de fusión de datos. Además, se
explica porque las técnicas de fusión de datos son muy importantes para la agricultura
de precisión.
5.2. Estado del arte y desafíos
Como se mencionó en la sección anterior, fusión de datos es un campo de investigación
muy amplio con relativamente poca literatura que cubre el espectro completo [100,101].
Por lo tanto, es difícil hablar de un estado de arte general. Sin embargo, se pueden
identiﬁcar áreas donde la implementación de algoritmos de fusión de datos está más
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avanzada que en otras. Por ejemplo, en aplicaciones relacionadas con el rastreo de objetos
hay una muy importante línea de investigación que utiliza ﬁltros de Kalman [102,103].
En cambio, en la fusión de distintas imágenes satelitales se opta generalmente por modelos
que procesan los datos de cada píxel individualmente [104] o en bloques [105]. Una posible
aplicación para este tipo de fusión de datos es la reunión de imágenes ópticas e imágenes
de radar [106]. Otro desaﬁó es la incorporación de una banda pancromática a una imagen
multiespectral [107].
Para fusionar datos de sensores locales como sensores de humedad de suelo se usan
generalmente modelos estadísticos [108] o modelos de correlación [109]. Además, hay
muchos investigadores que buscan extender los modelos espaciales a modelos espacio-
temporales [110,111].
Aparte de trabajar en áreas bien marcadas como se describieron en los últimos párrafos
(rastreo, imágenes y suelo) hay una tendencia importante de fusionar datos de distin-
tas áreas. La idea subyacente es que, al usar datos de diferentes sensores, se pueden
compensar fallos o inexactitudes de un sensor particular. Por ejemplo, hay una línea de
investigación que busca medir el latido del corazón con mayor exactitud al fusionar datos
de distintos sensores [112]. Sin embargo, la agricultura de precisión es el campo donde
la fusión de datos multisensoriales tiene el mayor impacto. En este contexto, el objetivo
principal es aprovechar la cobertura de imágenes satelitales y luego reﬁnar los resultados
con mediciones locales in situ.
En los últimos años, se ha generado una gran cantidad de publicaciones como el impor-
tante trabajo de Grunwald et al. [113]. En este trabajo se comparan distintos modelos
que encuentran patrones de suelo. En total se estudian tres tipos de modelos. Primero,
modelos de datos locales (por ejemplo, humedad de suelo), segundo, modelos que proce-
san imágenes satelitales y tercero, modelos donde se procesan todos los datos disponibles
mediante técnicas de fusión de datos. Una de las conclusiones es que la fusión de datos
(datos locales e imágenes satelitales) muestran un mejor desempeño al encontrar patro-
nes de suelo. Por otro lado, los autores destacan que es necesario extender los existentes
modelos de fusión de datos para mejorar su desempeño (por ejemplo, mejorar la detección
de propiedades biogeoquímicas).
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Otra publicación destacable es la de Casa et al. [114], donde se subrayan los efectos
sinérgicos que pueden tener modelos de fusión de datos. Los modelos usados en dicho
trabajo se basan en las técnicas de kriging y la regresión de mínimos cuadrados parciales.
Un resultado importante es que es preferible usar imágenes multiespectrales junto con
observaciones in situ en vez de usar solo imágenes hiperespectrales.
Partiendo de esta base teórica, el objetivo de este capítulo es desarrollar un algoritmo
de fusión de datos capaz de procesar imágenes satelitales y datos locales para descubrir
patrones en un campo agrícola. Cabe destacar que el desafío de este trabajo es meramente
teórico. Para aprovechar los resultados obtenidos es necesario un ingeniero agrónomo que
interprete el mapa de patrones.
En resumen, la fusión de datos es una línea de investigación activa e importante para
la agricultura de precisión. En la siguiente sección, se detallan los datos usados en este
trabajo. Luego, se presentan distintos métodos de fusión de datos.
5.3. Sensores, datos y objetivos
Como se mencionó en la sección anterior, hay muchos efectos sinérgicos que surgen del
uso de datos multisensoriales. La idea detrás de estos efectos sinérgicos es que las ventajas
de un sensor compensan las desventajas de otro y viceversa. Entonces, se propone el uso
de cinco tipos de sensores con características muy diferentes: imagen óptica, imagen de
radar, humedad de suelo, fotosíntesis, potencial de tallo. En el capítulo 6 se introducen
estos sensores con más detalle, pero en este capítulo se hace hincapié en las ventajas y
desventajas de cada sensor. Por lo tanto, se presenta un resumen de los sensores en la
tabla 5.1.
Aparecen varios problemas a la hora de querer fusionar los datos de los sensores de
la tabla 5.1. Primero, hay que tener en cuenta que un píxel de una imagen satelital
representa el promedio de un área cuadrada. Por ejemplo, una imagen Landsat 8 tiene
una resolución de 30×30 metros. O sea, cada píxel es el valor medio de una superﬁcie de
900m2, mientras cada medición in situ es una observación puntual. Entonces, la primera
pregunta es: ¾Cómo tratar los distintos tipos de datos? La respuesta más sencilla es
considerar el valor de un píxel como una medición puntual en el centro de la superﬁcie
cubierta.
Capítulo 5. Fusión de datos 69
Cuadro 5.1: Comparación entre distintos fuentes de información de agricultura de
precisión.
Qué se mide? Resolución desventajas ventajas
Imagen óptico
reﬂexión de luz equidistante nubes multiespectral
(pasivo) (∼ 5 a 30m) resolución disponibilidad
Imagen de radar
ondas de radar equidistante costo independiente
(activo) (∼ 5 a 30m) incoherencias de nubes
Humedad de suelo
cant. de agua
arbitraria
var. indirecta fácil
por vol. de tierra impreciso rápido
Fotosíntesis
producción
arbitraria
costoso var. importante
de CO2 impreciso no invasivo
Potencial de tallo
conductividad
arbitraria
invasivo var. importante
eléctrica tallo lento económico
El segundo problema de los datos es más difícil de resolver que el primero. Si usamos una
imagen multiespectral con K bandas, signiﬁca que hay K valores en cada píxel. Por otro
lado, las observaciones locales son datos unidimensionales. Entonces, surge un problema
a la hora de querer fusionar ambos tipos de datos. En otras palabras: ¾Cómo procesar
datos con diferentes dimensiones?
El tercer problema tiene que ver con los valores observados. Supongamos que investigamos
un campo con dos patrones A y B. Es posible que midiendo la humedad de suelo en un
lugar que corresponde a A nos dé un valor más alto que en B, mientras la fotosíntesis
en B es más alta que en A. O sea, la pregunta es: ¾Cómo encontrar patrones si los
valores de un patrón pueden ser altos para algunos sensores y bajos para otros sensores?
Esto es claramente un problema de ajustar los parámetros correspondientes. Si bien hay
algoritmos para acomodar las clases (o patrones) no hay que subestimar este problema.
Entonces, ¾cuál es el objetivo concreto de este capítulo? Supongamos que hay un conjunto
de observaciones X realizadas en los sitios S. Pues, el objetivo principal es asignar un
estado ωi a cada medición xi. De esta forma, se obtiene un mapa de patrones que indica
que partes del campo estudiado están en las mismas condiciones. A partir de este mapa
(mapa de variabilidad) un especialista puede deﬁnir un tratamiento especial para cada
sección [115].
En la siguiente sección, se presentan tres algoritmos estándar de fusión de datos. Luego
se introduce el algoritmo MDF en la sección 5.5.
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5.4. Algoritmos estándar
En esta sección, se presentan tres algoritmos clásicos que pueden ser usados para ob-
tener un mapa de variabilidad partiendo de observaciones en sitios arbitrarios. Los tres
algoritmos son: K-medias (KM), Mezcla de Gaussianas (MG) y Agrupación Jerárquica
(AJ). Antes de introducir cada uno de estos algoritmos, es necesario ajustar los datos
observados para poder aplicar los algoritmos.
En caso de trabajar con imágenes multiespectrales y datos unidimensionales es inevitable
ajustar los datos para que todas las observaciones tengan la misma dimensión. Existen
dos posibles soluciones a este problema. Primero, supongamos que se asigna a cada píxel
una coordenada (método estándar). Entonces, hay K observaciones (provenientes de las
K bandas) en cada coordenada. En cambio, si asignamos a cada banda una coordenada
suavemente distinta (pero aún cerca del centro del píxel) obtenemos K sitios para cada
píxel. Note que de esta forma hay exactamente una observación en cada sitio, o sea
logramos transformar los datos multiespectrales en datos unidimensionales. Sin embargo,
este método no es preferible ya que la transformación de N píxeles a NK sitios hace que
consideramos cada banda una medición independiente de las otras bandas. Además, la
selección de los sitios es arbitraria y puede tener mucha inﬂuencia en el resultado ﬁnal.
El segundo enfoque consiste en calcular las máximas verosimilitudes de cada observación
para cada clase. Entonces, para L clases transformamos cada observación (independiente
si es multiespectral o no) a un vector de L probabilidades. Este método es preferible al
primer método porque al aplicar distribuciones normales multidimensionales se puede
conservar la dependencia que existe entre las distintas bandas de una imagen multies-
pectral.
Note en este contexto, que calcular las verosimilitudes de cada clase es una herramienta
útil para transformar los datos, pero también hay una desventaja: No se tiene en cuenta
la relación espacial de las observaciones. Para solucionar este problema, se agregan las
coordenadas de cada sitio a su vector observado. De esta forma se garantiza que se
conserve la relación espacial de las observaciones.
En resumen, hay un vector de dimensión L+2 para cada observación  L probabilidades
y dos coordenadas. Con estos pasos preparativos nos encontramos en condiciones para
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aplicar distintos algoritmos a los datos. En lo siguiente, se detallan los fundamentos
teóricos de los algoritmos estándar.
5.4.1. K-medias
El algoritmo K-medias es un algoritmo clásico que se basa en el trabajo fundamental
de MacQueen [74]. El objetivo del algoritmo es asignar a cada observación xi ∈ X un
estado ωi ∈ ω tal que cada clase sea lo más homogéneo posible. Esto es igual a minimizar
para todas las clases la suma de las distancias de cada elemento de una clase a su punto
medio.
ω = arg min
ω
L∑
`=1
∑
xi∈X
‖xi − µ`‖2 (5.1)
En la ecuación (5.1), µ` es el punto medio de la clase ` y ‖ · ‖ es la distancia euclidiana.
Para encontrar la conﬁguración que minimiza la ecuación (5.1) se aplica un procedimiento
iterativo que consiste en dos pasos. Primero, se asigna a cada observación un estado de
acuerdo a la media µ` más cercana. Este paso de asignación se puede formalizar de la
siguiente manera.
ω
(p)
i = arg min
`
‖xi − µ(p)` ‖. (5.2)
En la ecuación (5.2), ω(p)i se reﬁere al estado de la observación i en la iteración (p). Una
vez determinado los estados ω(p), el segundo paso consiste en actualizar las medias de
cada clase para la siguiente iteración.
µ
(p+1)
` =
∑
xη∈ω` xη∑
xη∈ω` 1
. (5.3)
Entonces, µ(p+1)` es la media de la clase ` en la iteración (p+ 1).
Iterando las ecuaciones (5.2) y (5.3) hasta convergencia se obtiene un estado para cada
observación. Cabe destacar que el algoritmo siempre converge hacia un mínimo local y
por lo tanto no hay garantía teórica de encontrar una conﬁguración de estados ω que
cumple con la ecuación (5.1).
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5.4.2. Mezcla de Gaussianas
Otro método para fusionar datos es el algoritmo de Mezcla de Gaussianas (MG). Para ha-
llar los parámetros óptimos de MG (o sea los parámetros de cada distribución gaussiana)
se usa un algoritmo iterativo llamado Expectation Maximization (EM) [71].
Cabe destacar que los algoritmos MG (juntos con EM) y K-medias son muy parecidos.
Solo hay dos diferencias notables. Primero, en vez de usar distancias euclidianas se usa
la distribución normal multivariante como medida de similitud. Y segundo, se asigna un
peso a cada clase como probabilidad a priori. En otras palabras, las probabilidades a
priori pueden ser no-uniformes como expresado en la ecuación (5.4).
P (ωi = `) 6= 1
L
. (5.4)
En el esquema MG se supone que cada clase se observa a través una distribución normal
multivariante con media µ y desviación estándar Σ. Entonces, la probabilidad de observar
xi dado ωi = ` es
P (xi|ωi = `) = 1
(2pi)k/2|Σ`|1/2
exp
{
−1
2
(xi − µ`)TΣ−1` (xi − µ`)
}
. (5.5)
Usando la verosimilitud de la ecuación (5.5) y la probabilidad a priori se puede aplicar
la fórmula de Bayes para obtener la probabilidad a posteriori de cada observación.
P (ωi = `|xi) ∝ P (xi|ωi = `)P (ωi = `). (5.6)
Por ende, es fácil determinar el estado de cada observación usando la ecuación (5.6). Lo
único que hay que hacer es determinar las medias µ y las desviaciones estándar Σ de
cada clase. Para resolver este problema, es necesario correr el algoritmo EM.
Igual que K-medias el algoritmo EM consiste de dos pasos. Primero, se asigna un estado
a cada observación de acuerdo a
ω
(p)
i = arg max
`
P
(
xi|µ(p)` ,Σ(p)`
)
c
(p)
` . (5.7)
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En la ecuación (5.7), c(p)` es la probabilidad a priori de la clase ` en la iteración (p).
Luego, se actualizan las probabilidades a priori usando
c
(p+1)
` =
∑
xη∈ω` 1∑
xν∈X 1
. (5.8)
En el segundo paso, se estiman los valores de µ(p+1) y de Σ(p+1) para la siguiente iteración.
El parámetro µ(p+1) se obtiene usando la ecuación (5.3) mientras el estimador de Σ(p+1)
viene dado por
Σ
(p+1)
` =
∑
xη∈ω`
(
xi − µ(p+1)`
)(
xi − µ(p+1)`
)T∑
xη∈ω` 1
. (5.9)
Finalmente, hay que iterar las ecuaciones (5.7), (5.8), (5.3) y (5.9) hasta que no se
registren más cambios de estados de una iteración a la siguiente. Entonces, el algoritmo
EM convergió. Pero igual que en el caso de K-medias, EM solo converge a un óptimo
local.
5.4.3. Agrupación Jerárquica
Por último, se presenta el algoritmo de Agrupación Jerárquica (AJ). Este algoritmo
apunta a encontrar las similitudes y disimilitudes de cada par de observaciones de forma
aglomerativa. Esto quiere decir que al principio cada observación comienza en su propia
clase y de a poco se van juntando clases en cada escalón jerárquico hasta que todas las
observaciones se agrupan en una sola clase.
En el algoritmo 5 se presenta un esquema general de AJ.
Algoritmo 5: Agrupación jerárquica (AJ)
1. Encontrar las similitudes y disimilitudes de cada par de observaciones
2. Agrupar las observaciones en un árbol binario, jerárquico como en la ﬁgura 5.1
3. Elegir dónde cortar el árbol
En el primer paso de AJ se aplica la distancia euclidiana para determinar la simili-
tud de dos observaciones. Obviamente, es posible usar otras medidas como la distancia
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Figura 5.1: Ejemplo de un dendrograma. El eje vertical representa la distancia entre
dos clases mientras el eje horizontal corresponde a las observaciones.
de Chebychev o la distancia de Mahalanobis, pero estas medidas tienen características
particulares y por lo tanto no sirven para un algoritmo universal de referencia.
El segundo paso de AJ funciona de la siguiente forma. Se anotan todas las distancias
entre las observaciones en una lista de tal forma que la primera entrada es la distancia
más chica y la última entrada es la distancia más grande. Ahora, se forma una clase
uniendo las dos observaciones más cercanas. Luego, se calculan las distancias de esta
nueva clase a todas las observaciones restantes y se agregan los resultados a la lista de
distancias. A partir de ahí se van uniendo los elementos segundo más cercanos, luego los
tercero más cercanos y así sucesivamente. De esta forma se obtiene un dendrograma que
indica cómo se agrupan las observaciones. En la ﬁgura 5.1 se muestra el ejemplo de un
dendrograma.
Note que, todas las entradas de la lista (excepto la primera entrada) pueden ser dos
observaciones individuales, una clase y una observación, o dos clases. O sea, es posi-
ble que en los primeros pasos se generen clases con varios elementos, mientras algunas
observaciones quedan aisladas.
Para completar el segundo paso de AJ falta deﬁnir como se calcula la distancia entre
dos clases. En este trabajo se aplica la medida de mínimo enlace, que signiﬁca que la
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distancia D entre dos clases A y B viene dada por
D(A,B) = mı´n
a∈A,b∈B
{dist(a, b)}. (5.10)
Finalmente, hay que decidir dónde cortar el árbol. Si la cantidad de clases es desconocida,
es un desafío saber dónde cortar el árbol (dendrograma) pero como en este trabajo la
cantidad de clases es ﬁja (L clases) es fácil obtener la conﬁguración ﬁnal. Simplemente
hay que cortar el dendrograma a la altura donde existan L clases.
5.5. Makorv Data Fusion
En esta sección se presenta un nuevo método para la fusión de datos. El algoritmo
denominado Markov Data Fusion (MDF) es una extensión de SBM del capítulo 4 a
observaciones en sitios arbitrarios.
En comparación con los algoritmos de referencia, MDF tiene dos ventajas importantes.
Primero, las coordenadas de cada observación son procesadas independientemente del
valor observado. Entonces, hay una clara separación entre información contextual (ob-
servaciones cercanas) y pertenencia a una clase por el valor medido. La segunda ventaja
es que MDF permite usar cualquier función de densidad para modelar datos unidimensio-
nales. Para datos multidimensionales es necesario aplicar una distribución multivariante
como la distribución normal o implementar una cópula [116].
Recuerde que el primer paso de SBM consiste en calcular las probabilidades marginales
para cada observación de acuerdo a la ecuación (4.6) de la sección 4.3.3. Este paso es
igual para MDF porque aquí solo se evalúan las observaciones de forma independiente
sin tener en cuenta las coordenadas.
En el segundo paso de SBM, se utiliza el BF como especiﬁcado en la ecuación (4.9)
para incorporar información contextual. El kernel del BF viene dado por la ecuación
(4.10). En caso de MDF, las formulas son las mismas. La única diferencia es que para
sitios arbitrarios hay que calcular la distancia de cada observación a todas las otras
observaciones para encontrar sitios vecinos. En cambio, para píxeles equidistantes, como
se usan en SBM, la conﬁguración de vecinos es ﬁja (ver ﬁgura 2.3 para las posibles
conﬁguraciones).
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En contrario a los primeros dos pasos, hay que implementar ajustes signiﬁcantes al tercer
paso de MDF para poder procesar observaciones de sitios arbitrarias. En caso de SBM es
suﬁcientes seguir el esquema de la ﬁgura 4.5 porque se aprovecha implícitamente el hecho
que cada píxel tiene las mismas coordenadas. Entonces, es fácil transferir los resultados
de la banda k a la banda k + 1, porque el estado de un píxel tiene que ser el mismo en
todas las bandas. En cambio, MDF necesita relacionar matemáticamente los sitios (y las
observaciones) de un sensor con los sitios de otro sensor.
Recuerde que el esquema del tercer paso de SBM consistía en iterar las ecuaciones (4.23) y
(4.24). Ahora, para MDF hay que modiﬁcar estas dos ecuaciones. Además, es es necesario
agregar una ecuación para conectar los estados de los distintos sensores.
Antes de presentar las fórmulas de MDF hay que deﬁnir algunas variables. En lo siguiente
se llama ω(k) a los estados del sensor k y X(k) a las correspondientes observaciones. A
parte, se denomina s(k)i al sitio de medición i del sensor k. Por último, llamamos q
(k)∗
i a
las probabilidades suavizadas (con el BF) del sensor k en el sitio i. Usando esta notación,
el tercer paso de MDF viene dado por las siguientes ecuaciones.
Primero, se calcula una estimación de los estados del primer sensor (o sea ω(1)) usando
el algoritmo K-medias o MG. Con estos estados se determina la relación espacial que
tiene cada medición del segundo sensor con las mediciones del primer sensor, separados
por clases.
d
(2)
i (`) =
∑
ω
(1)
j =`
dist
(
s
(2)
i , s
(1)
j
)
. (5.11)
En la ecuación (5.11) d(2)i (`) es una medida que indica cuán relacionado está el sitio
s
(2)
i con el estado ` del primer sensor usado como función de distancia dist la distancia
euclidiana. Luego, se asigna al sitio s(2)i un estado de acuerdo a
ω
(2)
i = arg max
l∈1,2,...,L
d
(2)
i (`). (5.12)
En el siguiente paso, se calcula una variable auxiliar c que representa la inﬂuencia de
información contextual de las observaciones del mismo sensor.
c
(2)
i (`) =
∑
ω
(2)
n =`, n 6=i
dist
(
q
(2)∗
i , q
(2)∗
n
)
. (5.13)
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En la ecuación (5.13) c(2)i (`) representa la evidencia en favor de la clase ` de acuerdo a
los sitios vecinos del sitio i.
Finalmente, se reﬁnan los estados de la ecuación (5.12) usando información contextual
de la ecuación (5.13). Entonces, tanto la información contextual como la relación con los
estados del sensor anterior inﬂuyen en los estados del segundo sensor. (5.12)
ω
(2)
i = arg max
l∈1,2,...,L
{
c
(2)
i (`) ∗ d(2)i (`)
}
. (5.14)
Note que, la ecuación (5.14) es una extensión de la ecuación (4.24) de SBM.
Una vez evaluada la ecuación (5.14) se puede generalizar el procedimiento de MDF de
la siguiente manera. Primero, se calcula la inﬂuencia de los sitios ya procesados:
d
(k)
i (`) =
k−1∑
l=1
∑
ω
(l)
j =`
dist
(
s
(k)
i , s
(l)
j
)
. (5.15)
Luego, se asigna un estado provisorio a cada observación del sensor k.
ω
(k)
i = arg max
l∈1,2,...,L
d
(k)
i (`). (5.16)
Y ﬁnalmente, se incorpora información contextual.
c
(k)
i (`) =
∑
ω
(k)
n =`, n 6=i
dist
(
q
(k)∗
i , q
(k)∗
n
)
. (5.17)
Entonces, los estados del sensor k vienen dados por
ω
(k)
i = arg max
l∈1,2,...,L
{
c
(k)
i (`) ∗ d(k)i (`)
}
. (5.18)
En resumen, se usan las ecuaciones (5.15), (5.16), (5.17) y (5.18) para ir incorporando
sensores al proceso de asignación de estados. Después de procesar el último sensor K
se empieza de nuevo con el primer sensor hasta que todos los estados converjan. Pero
como todas las observaciones de todos los sensores ya tienen asignada un estado, se usa
la siguiente ecuación en vez de empezar de nuevo con la ecuación (5.11).
d
(k)
i (`) =
∑
l 6=k
∑
ω
(l)
j =`
dist
(
s
(k)
i , s
(l)
j
)
. (5.19)
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En el algoritmo 6 se presenta un esquema de MDF. Además, se muestra un diagrama
del último paso de MDF en la ﬁgura 5.2.
Algoritmo 6: Markov Data Fusion (MDF)
1. Iniciar estados del primer sensor
2. Aplicar las ecuaciones (5.11), (5.12), (5.13) y (5.14)
3. Procesar sucesivamente los sensores usando las ecuaciones (5.15), (5.16), (5.17) y
(5.18)
4. Iterar las ecuaciones (5.19), (5.16), (5.17) y (5.18) hasta convergir
En la siguiente sección, se comparan los algoritmos K-medias, MG, AJ y MDF con
respecto a sus suposiciones y su coste computacional. En el capítulo 7, se evalúan todos
los métodos para datos reales y simulados.
5.6. Comparación de algoritmos
Los algoritmos de referencia (K-medias, MG y AJ) y el algoritmo propuesto en este
trabajo se diferencian notablemente por sus suposiciones. Mientras K-medias y MG asu-
men que existe una distribución oculta para cada clase, AJ se basa principalmente en la
idea de unir observaciones de acuerdo a su similitud que es expresado por la distancia
euclidiana. Para subrayar esto, hacemos hincapié en que K-medias es una simpliﬁcación
de MG suponiendo que las matrices de covarianza son matrices identidad. En resumen,
K-medias y MG son métodos generativos y AJ es un algoritmo jerárquico, aglomerativo.
Comparando MDF con los algoritmos de referencia, se observa que MDF es un punto
intermedio en cuanto al modelado de los datos. Por un lado, se tienen en cuenta las
distancias euclidianas de los sitios de distintos sensores, pero por otro lado se respetan
las probabilidades de cada clase para las observaciones del mismo sensor.
Otro aspecto importante es el costo computacional. En la tabla 5.2 se muestran los ór-
denes de los distintos algoritmos. Como cada algoritmo depende de distintos parámetros
(como la cantidad de mediciones, la cantidad de clases, etc.) es difícil determinar cuál
es el algoritmo más eﬁciente. Sin embargo, es evidente que MDF es más complejo que
K-medias y MG para cualquier conﬁguración y más complejo que AJ si la cantidad de
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Mapa inicial de estados
Marginales suavizadas
vℓ11
vℓ12
vℓ21
vℓ22
bℓ =
Vectores de base
Vectores de base
bℓ =
vℓ11
vℓ12
nan
nan
Determinar estados por
distancia a observaciones
anteriores
Ajustar estados usando
información contextual
del mismo sensor
Figura 5.2: Esquema del tercer paso del algoritmo MDF para dos sensores y estados.
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Cuadro 5.2: Complejidad de algoritmos para la fusión de datos suponiendo que hay
i iteraciones, L clases y n mediciones.
K-medias O(inL2)
MG O(in2L2)
AJ O(n3)
MDF O(in(L2 + n+ 4))
mediciones es baja o mediana. En los experimentos con datos reales y simulados de este
trabajo (ver capítulo 7) se estableció el siguiente orden de tiempos computacionales: El
algoritmo más rápido fue AJ seguido por K-medias, MG y ﬁnalmente MDF.
En el siguiente capítulo se introducen los sensores usados en este trabajo. Luego, se
presentan los resultados experimentales en el capítulo 7
Capítulo 6
Sensores para agricultura de
precisión
En este capítulo se introducen algunos sensores típicos de agricultura de precisión. Ade-
más de detallar las técnicas y los subyacentes procesos físicos, se destacan las particulari-
dades de cada sensor. Por lo tanto, se puede entender este capítulo como una introducción
al capítulo siguiente, donde se presentan los resultados experimentales.
6.1. Teledetección
La palabra teledetección se reﬁere a la adquisición de información de un objeto o fe-
nómeno a distancia sin contacto físico. Las aplicaciones más comunes en esta área son
imágenes capturadas por aviones o satélites. Sin embargo, existen otras maneras de de-
tección remota, como, por ejemplo, a través de barcos o astronaves.
Hay dos formas de llevar a cabo la colección de información: teledetección pasiva y
teledetección activa. En la teledetección activa se emite una radiación hacia el objeto de
interés y luego se graban las ondas reﬂejadas. Un ejemplo para este tipo de teledetección
son imágenes de radar donde primero se emiten ondas electromagnéticas y después se
observa la respuesta.
En contrario a la teledetección activa no se emiten ondas en la teledetección pasiva. Solo
se observa la radiación que emite el objeto de interés. Entonces, es necesario tener otra
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Figura 6.1: Comparación entre las bandas de Landsat 7 (sensor ETM+) y Landsat 8
(sensores OLI y TIRS).
Fuente: L. Rocchio y J. Barsi. Imagen tomada del sitio http://landsat.gsfc.nasa.
gov/?p=3186 y modiﬁcada por J. Baumgartner (traducción a castellano)
fuente de energía para que el objeto observado emita radiación. Típicamente esta fuente
es la luz solar. Como consecuencia, la teledetección pasiva no es aplicable durante la
noche.
6.1.1. Teledetección pasiva
Para especiﬁcar las ventajas y desventajas de la teledetección pasiva y activa es impor-
tante conocer las propiedades de las ondas en cuestión. Empezamos con la teledetección
pasiva. Como se mencionó, la teledetección pasiva necesita una fuente de energía que
es generalmente la luz solar. Por consiguiente, las ondas capturadas corresponden apro-
ximadamente a las ondas visibles y por lo tanto no pueden pasar por obstáculos como
nubes.
Por ejemplo, el satélite Landsat 8 está equipado con un sensor llamado Operational Land
Imager (OLI). Este sensor captura ondas con longitudes entre 0,433µm y 1,390µm.
Además del sensor OLI el satélite Landsat 8 lleva otro sensor pasivo que registra ondas
termales del espectro infrarrojo. Este sensor se llama Thermal InfraRed Sensor (TIRS).
En la ﬁgura 6.1 se muestra una comparación entre las bandas cubiertas por Landsat 7 y
Landsat 8 en el contexto de la transmisión atmosférica.
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Otro ejemplo de un sensor pasivo es el Airborne Visible/Infrared Imaging Spectrome-
ter (AVIRIS). Este sensor vuela abordo de un avión ER-2 jet (altura 20,000 m, veloci-
dad 730 km/h) o una Twin Otter International's turboprop (altura 4,000 m, velocidad
130 km/h). El sensor es capaz de diferenciar 224 bandas en el espectro de 0,4µm a 2,5µm.
6.1.2. Teledetección activa
En la teledetección activa se aplica principalmente la tecnología de radar que permite
longitudes de onda de aproximadamente 1 mm a 1 m. La ventaja de estas ondas electro-
magnéticas es que atraviesan nubes. Además, la teledetección activa no depende de la
luz solar ya que se trabaja con ondas reﬂejadas.
La mayoría de la teledetección activa se lleva a cabo usando un Synthetic-Aperture Radar
(SAR). En este tipo de radar se emiten ondas electromagnéticas perpendicularmente a
la dirección de vuelo hacia la tierra y luego se capturan las ondas reﬂejadas. Hay cuatro
factores que inﬂuyen en el resultado ﬁnal:
1. Factores físicos, como el constante dieléctrico del suelo que depende entre otras
cosas de la humedad de suelo
2. Factores geométricos, como la rugosidad del suelo o pendientes
3. El tipo de suelo (vegetación, concreto, etc.)
4. Frecuencias y polarización de la onda aplicada
6.1.3. Imágenes satelitales vs. imágenes aéreas
Tanto los sensores pasivos como los sensores activos pueden ser montados a satélites o
aviones. En esta sección se presentan algunas ventajas y desventajas de los dos métodos.
En cuanto imágenes satelitales, hay que destacar que los satélites pasan por un sitio
especiﬁco generalmente en un intervalo de tiempo ﬁjo. Por ejemplo, el satélite Landsat 8
toma una imagen de un sitio cada ocho días. En cambio, un avión puede tomar imágenes
en cualquier momento (teniendo en cuenta que sensores pasivos no funcionan de noche).
Otro aspecto importante es que, al usar un avión, se puede variar la altura de vuelo
y luego es posible evitar ciertos tipos de nubes. Por ejemplo, las nubes de las familias
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Cirrus, Cirrostratus y Cirrocúmulus se encuentran en alturas de 7 km hasta 10 km y por
lo tanto interﬁeren en imágenes satelitales, pero no en imágenes tomadas desde un avión.
Además, los sensores montados en aviones tienden a tener una mejor resolución que
las imágenes satelitales  tanto espacial como espectral. Por otro lado, las imágenes
satelitales cubren aéreas mucho mayores que las imágenes tomadas desde aviones.
Por último, cabe destacar que generalmente es más fácil acceder a imágenes satelitales
que a imágenes aéreas. Por ejemplo, las imágenes Landsat 7 y Landsat 8 se pueden bajar
gratuitamente de la web, mientras la mayoría de las imágenes aéreas tienen costo.
En la siguiente sección, se presentan sensores locales para mediciones in situ. Estas
mediciones se pueden entender como un complemento de las imágenes de teledetección.
6.2. Sensores locales
En las últimas dos décadas se ha desarrollado una gran variedad de sensores locales para
la agricultura de precisión [117]. Algunos sensores, como el medidor de ﬂujo de savia
o el medidor del grosor de la hoja, son diseñados para aplicaciones muy particulares.
Otros sensores, como mini rizotrones, tienen un alto coste, mientras sensores como den-
drómetros electromecánicos requieren mucho tiempo y dedicación para obtener datos
útiles [118]. Por lo tanto, dejamos de lado estos tipos de sensores y nos enfocamos en los
siguientes tres sensores: medidor de humedad de suelo, medidor de fotosíntesis y medidor
de potencial de tallo.
6.2.1. Humedad de suelo
El índice de humedad de suelo se reﬁere a la cantidad de agua por volumen de tierra. Por
lo tanto, este valor es sumamente importante para determinar el momento y la cantidad
del riego teniendo en cuenta la variabilidad espacial del campo. Además, la humedad
de suelo permite sacar conclusiones acerca del estado del cultivo [29]. Si la humedad de
suelo es baja, la planta sufre de estrés hídrico mientras que, en caso de exceso de agua,
se arrastran los nitratos a una profundidad superior al alcance de las raíces [119].
La forma más exacta para medir la humedad de suelo consiste en pesar una muestra
de tierra antes y después del secado. Sin embargo, hay otro tipo de sensor que mide la
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Figura 6.2: Medidor de humedad de suelo.
conductividad del suelo. Esta variable se puede transformar en humedad de suelo ya que
la conductividad aumenta a medida que aumente la humedad de suelo. La ventaja de
este tipo de sensor es que el resultado está disponible instantáneamente. A parte, no
es necesario llevar muestras de tierra. Por lo tanto, se preﬁere este tipo de sensor de
humedad de suelo en este trabajo. En la ﬁgura 6.2 se muestra dicho sensor.
6.2.2. Fotosíntesis
Otro método para conocer el estado de un cultivo es medir la fotosíntesis. Recuerde que
la fotosíntesis de una planta viene dada por
6CO2 + 6H2O + Luz = C6H12O6 + 6O. (6.1)
Para acceder a la tasa de O de la ecuación (6.1) se mide la concentración de CO2 y H2O
en un ﬂujo de aire que pasa por una hoja expuesta al rayo del sol. Mientras más alta la
concentración de CO2, más fotosíntesis está haciendo la planta.
Si bien el índice de fotosíntesis de un cultivo es muy importante para optimizar su
crecimiento, hay dos desventajas destacables con respeto al aparato. Primero, el medidor
tiene un alto coste de adquisición y segundo los resultados obtenidos son muy imprecisos.
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Figura 6.3: Medidor de fotosíntesis TPS-2.
La razón de la mala relación señal/ruido es que se trata de un complejo procesos químico
que depende de muchos factores como la intensidad de la luz o el ﬂujo de aire. En este
trabajo se usa un medidor TPS-2 como se muestra en la ﬁgura 6.3.
6.2.3. Potencial de tallo
Por último, se desarrolla un nuevo sensor de bajo costo denominadoMedidor de potencial
de tallo. Este medidor pincha el tallo de una planta en dos lugares cercanos y luego
aplica una corriente alterna con distintas frecuencias (una señal chirp) a uno de los dos
pinchazos. Al mismo tiempo, se mide el potencial eléctrico en el otro pinchazo. De esta
manera se obtiene una especie de diagrama de Bode del tallo. En primer lugar, este
diagrama contiene información acerca de la conductividad eléctrica del tallo. En segundo
lugar, se pueden sacar conclusiones acerca del estado del tallo con el diagrama Bode. Por
ejemplo, una planta que sufre estrés hídrico tiende a tener una resistencia más alta que
una planta sana. Además, se pretende usar los datos observados para comprobar si a la
planta le faltan minerales.
En la literatura existen varios métodos para medir propiedades eléctricas de la planta,
pero la gran mayoría de estos medidores son no-invasivos [120, 121]. Esto quiere decir
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Figura 6.4: Esquema principal del medidor de potencial de tallo.
que los electrodos solo se apoyan en distintas partes de la planta (generalmente en las
hojas). En cambio, el medidor desarrollado en esta tesis es un aparato invasivo. Por otro
lado, se espera adquirir más información acerca del estado de la planta ya que se estudia
directamente la parte más importante de cualquier cultivo: el tallo.
A la hora de construir un medidor de potencial de tallo aparecen múltiples problemas.
Primero, no es fácil generar una onda cuya frecuencia varía entre ciertos límites. Segundo,
hay que procesar y grabar los resultados en tiempo real.
Para resolver el primer problema se usa un celular con reproductor de música y salida de
3,5 mm jack. De esta manera se puede generar una señal analógica con frecuencias entre
20 Hz y 20 kHz. Ampliﬁcando esta señal, se obtienen los voltajes para el primer pinchazo
(entrada). Para grabar la señal de entrada y la medición en el segundo pinchazo se utiliza
un microprocesador Arduino Due® con una frecuencia de 84 MHz juntos con una tarjeta
SD. La alimentación del Arduino Due® y la energía del ampliﬁcador viene de dos baterías
de 9 Volt (una batería alimenta el Arduino y la otra es para el ampliﬁcador). En la ﬁgura
6.4 se presenta el esquema general del medidor de potencial de tallo y en la ﬁgura 6.5 se
muestra como se usa el medidor en un lote agrícola.
Para acceder a los datos grabados en formato csv en la tarjeta SD se usa Matlab®. Cabe
destacar que, después de realizar una medición de potencial de tallo es necesario anotar
las respectivas coordenadas de GPS manualmente.
En el siguiente capítulo, se presentan los resultados experimentales, tanto de las imágenes
de teledetección como de sensores locales. Luego, se evalúan los resultados en el capítulo
8.
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Figura 6.5: Medidor de potencial de tallo con sus componentes: Arduino Due®, ce-
lular, placa, cable 3,5 mm jack (verde-blanco), cable para pinchar la planta (marrón-
blanco), tarjeta SD, dos baterías de 9 V (no conectadas en este momento).
Capítulo 7
Resultados experimentales
El objetivo principal de este capítulo es evaluar y comparar los algoritmos de la literatura
con los algoritmos desarrollados en este trabajo. A nivel de segmentación de imágenes, los
algoritmos de referencia son PCVT (basado en modelos ocultos de Markov de dos dimen-
siones) e ICM (basado en el modelo de Potts). Los algoritmos competidores desarrollados
en esta tesis son CEP (basado en modelos ocultos de Markov de dos dimensiones) y SBM
(basado en el modelo de Potts).
En cambio, para la fusión de datos se usan los algoritmos K-medias, MG y AJ como
referencia para evaluar el desempeño de MDF. Recuerde que el algoritmo MDF fue
desarrollado en esta tesis como extensión de SBM.
Cabe destacar que tanto para la segmentación de imágenes como para la fusión de datos
se agrega otro método de referencia llamado Máxima Verosimilitud (MV). Este algoritmo
solo tiene en cuenta la probabilidad de cada observación sin usar datos contextuales. Por
lo tanto, el algoritmo MV viene dado por
ωi = arg max
`∈L
{
p(Oi|`,Θ`)
}
. (7.1)
En la ecuación (7.1) Oi es el valor observado en el sitio i (un píxel de una imagen o una
medición in situ) y Θ` es la función de probabilidad de la clase `.
Este capítulo se divide en cuatro partes. Primero se introducen los parámetros usados
y los coeﬁcientes de evaluación en la sección 7.1. Luego se presentan los resultados de
imágenes de teledetección (pasiva y activa) en la sección 7.2. A continuación, se evalúan
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los algoritmos para imágenes de referencia en la sección 7.3. Las imágenes usadas son
imágenes de rayos X, imágenes simuladas y una imagen de referencia estándar. Por
último, se presentan los resultados de los algoritmos de fusión de datos para datos reales
y simulados en la sección 7.4.
7.1. Parámetros y coeﬁcientes
En esta sección se ﬁjan los parámetros de los algoritmos estudiados. Además, se introduce
un coeﬁciente que sirve para evaluar los resultados en caso de contar con la verdad de
campo.
7.1.1. Parámetros de los algoritmos
Para los algoritmos PCVT, CEP y SBM no existe una garantía teórica de converger a un
resultado ﬁnal (ya sea un óptimo local o global). Solo en caso de ICM se puede demostrar
que el algoritmo siempre converge a un óptimo local, mientras el algoritmo MV no es un
método iterativo y por lo tanto no es afectado por problemas de convergencia.
Entonces, surge la pregunta: ¾Después de cuantas iteraciones se corta el proceso iterativo
de PCVT, CEP y SBM en caso de no converger? Para todos los experimentos de este
trabajo se ﬁja un máximo de 150 iteraciones.
Cabe destacar que PCVT, CEP y SBM siempre logran asignar un estado deﬁnitivo a
casi todas las observaciones dentro de 100 iteraciones. Solo en algunos casos aislados se
observa que a partir de una determinada iteración dos a cinco píxeles van cambiando
estados en un ciclo repetitivo. Para entender este comportamiento hay que recordar que
después de cada iteración se re-estiman las distribuciones de observación. Este pequeño
ajuste en las densidades puede ser suﬁciente para que el píxel vuelva al estado anterior
en la siguiente iteración. Por lo tanto, el algoritmo se mantiene en un ciclo de rotar los
estados de algunos pocos píxeles hasta llegar a la iteración 150.
Los algoritmos ICM y SBM requieren una vecindad especiﬁcada por el usuario. En este
trabajo se usa por estándar una vecindad 5×5 (24 vecinos). Solo en algunos casos se
aplica una vecindad 3×3 (8 vecinos) o 7×7 (48 vecinos) para investigar la inﬂuencia de
la vecindad, pero siempre el texto hace referencia a cualquier cambio de vecindad.
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El algoritmo PCVT tiene como único parámetro la máxima cantidad de secuencias por
diagonal. En este trabajo se ﬁja un máximo de 200 secuencias. Este número es lo su-
ﬁcientemente alto para no descartar secuencias importantes, pero al mismo tiempo no
implica un coste computacional demasiado alto. Cabe destacar que, al reducir la máxi-
ma cantidad de secuencias probables, el resultado de PCVT se acerca al de MV. Incluso
PCVT se convierte en MV al permitir solo una secuencia por diagonal.
En algunos experimentos se muestra la imagen original y también la misma imagen con
contraste aumentado. Esto se hace para facilitar la interpretación de los resultados para
el lector. Sin embargo, se usan exclusivamente las imágenes originales para correr los
algoritmos MV, PCVT, CEP, ICM y SBM.
Todos los algoritmos fueron implementados en el lenguaje de programación Matlab®.
Los experimentos se corrieron en una PC con Windows® 8.1/10 con procesador i3 y 4 GB
RAM. Se usó la versión 2015a de Matlab® junto con las cajas de herramientas Image
Processing Toolbox, Mapping Toolbox y Statistics and Machine Learning Toolbox.
Por último, se ﬁja que todos los algoritmos se inician con el método MG usando EM. En
caso de utilizar datos de entrenamiento para iniciar los algoritmos se hace referencia en
el texto.
7.1.2. El coeﬁciente κ de Cohen
En la mayoría de los experimentos de las secciones 7.2, 7.3 y 7.4 está disponible la
verdad de campo. Por lo tanto, se pueden calcular distintos coeﬁcientes que expresan la
concordancia entre los resultados de los algoritmos y la verdad de campo.
Algunos ejemplos son, el coeﬁciente de correlación de Pearson [122] o el coeﬁciente de
correlación de Spearman [123]. Sin embargo el coeﬁciente κ de Cohen [34] es uno de los
coeﬁcientes más usados en los últimos años [124,125]. El coeﬁciente viene dado por
κ̂ =
PO − PE
1− PE . (7.2)
En la ecuación (7.2), PO es la concordancia relativa entre el resultado de un algoritmo y
la verdad de campo, mientras PE es la probabilidad hipotética de concordancia por azar.
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Para aclarar cómo se calculan los términos PO y PE se presenta un pequeño ejemplo
basado en la tabla 7.1.
Cuadro 7.1: Ejemplo como calcular κ para tres clases. En esta tabla, nij es la cantidad
de píxeles con estado j al que el algoritmo asigno el estado i.
Verdad de campo
Clase 1 Clase 2 Clase 3
∑
Resultado
Clase 1 n11 n12 n13 n1+
Clase 2 n21 n22 n23 n2+
Clase 3 n31 n32 n33 n3+∑
n+1 n+2 n+3 N
Usando los datos de la tabla 7.1 se obtiene P0 y PE de acuerdo a
P0 =
∑3
i=1 nii
N
PE =
∑3
i=1 n+ini+
N2
.
(7.3)
En la ecuación (7.3), N es la suma de todos los estados, o sea N =
∑3
i=1
∑3
j=1 nij . En
las siguientes secciones se usa el coeﬁciente κ para evaluar y comparar los algoritmos
MV, ICM, PCVT, CEP y SBM.
7.2. Imágenes de teledetección
En esta sección se presentan los resultados de segmentación de imágenes aéreas. En
primer lugar, se usan imágenes ópticas obtenido a través de teledetección pasiva. Luego
se aplican los algoritmos a una imagen de radar.
7.2.1. Imágenes ópticas (teledetección pasiva)
En la sección 6.1 se detallaron las ventajas y desventajas de teledetección pasiva. Ahora
se presentan los resultados para tres imágenes con características muy diferentes.
Landsat 7
La imagen de esta sección fue tomada por el sensor Enhanced Thematic Mapper Plus
(ETM+) que vuela a bordo del satélite Landsat 7 en una altura de 705 km. El ETM+ es
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Bandas 3, 2, 1 Contraste aumentado Histograma
Banda 7 Contraste aumentado Histograma
Figura 7.1: Imagen Landsat 7 de una zona agrícola. Solo en la banda 7 resaltan
algunos detalles como los dos pivotes de riego que se encuentran en la parte superior
de la imagen.
un sensor pasivo que captura ondas con longitudes entre 0,45µm y 2,35µm distribuidos
en seis bandas multiespectrales, dos bandas termales y una banda pancromática. Cabe
destacar que la resolución espacial varia para los distintos tipos de bandas. Mientras las
seis bandas multiespectrales tienen una resolución de 30 m × 30 m, las bandas termales
trabajan con píxeles de 60 m× 60 m. La banda pancromática obviamente tiene la mejor
resolución espacial, precisamente 15 m× 15 m. En este esquema, es conveniente trabajar
solo con las seis bandas multiespectrales para evitar problemas de resolución. Para mayor
información acerca de las bandas del ETM+ reﬁérese a la ﬁgura 6.1.
La imagen de interés con el número de identiﬁcación 228 − 082 muestra la provincia
de Córdoba, Argentina. De esta imagen se corta una zona de 1.2 km×1.2 km que se
encuentra aproximadamente dos kilómetros al norte de la localidad de Arroyito. En la
ﬁgura 7.1 se muestra la imagen usada en colores rojo-verde-azul usando las bandas 3, 2
y 1. Además, se presentan los niveles de gris de la banda 7 de la misma imagen donde
se pueden distinguir algunos lotes que en las bandas 1, 2 y 3 parecen ser un solo lote
grande.
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Verdad de campo MV (0,891) PCVT (0,893)
CEP (0,892) ICM (0,894) SBM (0,289)
Figura 7.2: Segmentaciones de la imagen Landsat 7 con seis bandas multiespectrales
(coeﬁcientes κ en paréntesis). La verdad de campo está disponible solo en las partes
marcadas. Se observa que SBM no logra distinguir las clases rojo y azul. Como conse-
cuencia tiene un coeﬁciente κ bajo.
En la ﬁgura 7.2 se introduce la verdad de campo y se presentan los resultados experimen-
tales. En este caso MV, PCVT, CEP y ICM usan una distribución normal multivariante
mientras SBM aplica distribuciones normales unidimensionales en cada banda. Se obser-
va que SBM no logra distinguir dos de las cuatro clases y por ende tiene un coeﬁciente
κ bajo.
Luego se corren los algoritmos con los datos de la banda 7 exclusivamente. En este ex-
perimento unidimensional se pueden aplicar distintas funciones de probabilidad para los
algoritmos PCVT y CEP. En la ﬁgura 7.3 se presentan algunos resultados que mues-
tran que MV, ICM y PCVT mezclan dos de las cuatro clases. Solo en el caso de aplicar
una distribución que no sea la normal, PCVT logra distinguir correctamente las cuatro
clases. En cambio, CEP y SBM discriminan las cuatro clases para cualquier función de
probabilidad.
En la ﬁgura 7.4 se presenta un resumen de los resultados de esta sección. En la misma
ﬁgura se muestran los tiempos de computación. Se observa que MV e ICM tienen un
costo computacional mucho menor al de los algoritmos PCVT, CEP y en partes SBM.
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MV (0,248) PCVT - Normal (0,324) PCVT - Weibull (0,906)
CEP - Normal (0,906) ICM (0,219) SBM - Normal (0,897)
Figura 7.3: Segmentaciones de la banda 7 de la imagen Landsat 7. MV, ICM y PCVT
juntos con una distribución normal no logran distinguir las cuatro clases mientras CEP,
SBM y PCVT juntos con una distribución Weibull muestran un excelente desempeño.
Figura 7.4: Evaluación de la imagen Landsat 7. Se observa que MV, ICM y PCVT
(juntos con una distribución normal) empeoran fuertemente su desempeño al usar solo
la banda 7 mientras SBM mejora su rendimiento. EL algoritmo CEP muestra el mejor
desempeño general obteniendo altos valores de κ en cualquier conﬁguración. Por otro
lado, CEP (igual que PCVT y SBM en partes) tiene un alto coste computacional en
este experimento.
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Original (Bandas 4,3,2) Contraste aumentado
Verdad - 4 clases Histograma
Incendios
Agua
Trigo
Barbecho
Figura 7.5: Conﬁguración inicial del experimento Landsat 8. En la imagen con con-
traste aumentado se puede observar las dos partes quemadas por incendios forestales.
Landsat 8
Otro ejemplo para un sensor de teledetección pasiva es el Operational Land Imager (OLI)
que está montado en el satélite Landsat 8. Igual que el satélite Landsat 7, Landsat 8 se
encuentra en una órbita sincrónica al sol a 705 km de altura. Esto signiﬁca que el satélite
pasa por un punto especíﬁco siempre al mismo tiempo solar local. Obviamente la ventaja
de esta órbita es que, de esta forma, se evita pasar por una zona de interés durante la
noche. Cabe destacar que el sensor OLI captura ondas con longitudes entre 0,43µm
y 1,38µm. Además del OLI, el satélite está equipado con el Thermal Infrared Sensor
(TIRS) que registra ondas termales entre 10,60µm y 12,51µm.
La imagen usada en este trabajo fue tomada el 7 de septiembre de 2013 a las 10 : 34
horas de la mañana. La imagen muestra la ciudad de Carlos Paz y sus alrededores. Cabe
destacar que, en dos zonas de la imagen se registraban incendios forestales a la hora de la
captura. Por ende, el objetivo principal de este experimento es distinguir cuatro clases:
incendios forestales, plantaciones de maíz, barbecho y el agua del dique San Roque. En
la ﬁgura 7.5 se muestra la imagen original y la verdad de campo.
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En este experimento se pone énfasis en el siguiente problema. A priori no se sabe con
cuantas clases hay que correr los algoritmos para distinguir las cuatro clases de la verdad
de campo. El resultado de este estudio es que MV y los modelos ocultos de Markov
(PCVT y CEP) logran diferenciar incendios, maíz, barbecho y agua con solo cuatro
clases mientras los modelos de Potts (ICM y SBM) necesitan cinco clases para cumplir
con el objetivo. Por otro lado, vale mencionar que MV, PCVT y CEP consiguen muy
altos coeﬁcientes de κ para cuatro clases, pero solo valores medios en caso de correr los
algoritmos con más de cuatro clases.
En la ﬁgura 7.6 se muestran las segmentaciones para cuatro y cinco clases. Se observa
que ICM y SBM confunden los incendios con agua cuando se corre los algoritmos con
tan solo cuatro clases. Luego de cinco clases en adelante todos los algoritmos distinguen
bien las cuatro clases de la verdad de campo.
En la ﬁgura 7.7 se presenta la evolución de κ al aumentar la cantidad de clases. En caso
de ICM se muestran los máximos y mínimos coeﬁcientes de κ al aplicar vecindades de
distintos tamaños. En cambio, para SBM se muestran los máximos y mínimos coeﬁcien-
tes de κ al aplicar distintas funciones de probabilidad como Gamma, inverse Gaussian,
Logistic, Nakagami y Weibull.
Aviris
El último ejemplo de una imagen de teledetección pasiva es una imagen aérea. Se trata de
una imagen capturada por el Airborne Visible/Infrared Imaging Spectrometer (AVIRIS)
que vuela en uno de estos cuatro aviones:
1. ER-2 jet
2. Twin Otter International's turboprop
3. Scaled Composites' Proteus
4. WB-57
El rango de longitudes de onda cubierto por el sensor AVIRIS se ubica entre 0,37µm y
2,50µm. Note que, este rango de longitudes es parecido al de Landsat 8. Sin embargo,
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MV - 4 clases - κ = 0,947 MV - 5 clases - κ = 0,739
PCVT - 4 clases - κ = 0,944 PCVT - 5 clases - κ = 0,752
CEP - 4 clases - κ = 0,964 CEP - 5 clases - κ = 0,744
ICM - 4 clases - κ = 0,465 ICM - 5 clases - κ = 0,743
SBM - 4 clases - κ = 0,520 SBM - 5 clases - κ = 0,999
Figura 7.6: Comparación entre cuatro y cinco clases. Note que ICM y SBM no logran
distinguir agua y la parte de incendios para cuatro clases. Por otro lado, MV, PCVT y
CEP no consiguen un alto valor de κ para cinco clases.
Capítulo 7. Resultados experimentales 99
Figura 7.7: Evaluación del experimento Landsat 8. Se muestra cómo cambia el coeﬁ-
ciente κ al aumentar la cantidad de clases. Para ICM se presentan los valores máximos
y mínimos de κ para las vecindades 3×3, 5×5 y 7×7. Al mismo tiempo se presentan
los κ máximos y mínimos de SBM para distintas funciones de densidad.
hay una importante diferencia con respecto a las imágenes Landsat. En vez de registrar
solo unas ocho bandas, AVIRIS captura 224 bandas simultáneamente.
La gran cantidad de bandas enfrenta a los algoritmos a una prueba difícil, sobre todo
SBM cuyo coste computacional depende fuertemente de esta característica. Además, es
importante mencionar que algunas de las bandas pueden tener valores negativos. Esto
ocurre en la corrección atmosférica cuando los valores de infrarrojo son más pequeños que
los valores de reﬂectancia en el rojo. Como consecuencia, es imposible correr el algoritmo
SBM con funciones de densidad que no están deﬁnidas para valores negativos. Ejemplos
para esta clase de distribuciones son Gamma, inverse Gaussian y Weibull.
La imagen estudiada tiene el número de identiﬁcación f140528t01p00r10 y muestra el
Alameda Runway cerca de San Francisco, EEUU. Las coordenadas exactas son N37°47′10′′,
W122°19′19′′. La resolución espacial es de 16.40m. En la ﬁgura 7.8 se usan las bandas
29, 20 y 12 para obtener una imagen de colores rojo-verde-azul. Aparte se muestra la
verdad de campo y una versión de la imagen original con contraste aumentado.
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Bandas 29, 20, 12 Contraste aumentado Verdad de campo
Figura 7.8: Se usan las bandas 29, 20, 12 de la imagen AVIRIS para obtener una
imagen rojo-verde-azul. Como el contraste de la imagen original es muy malo se presenta
la misma imagen con contraste aumentado y la verdad de campo.
MV - (0,608) PCVT - (0,604) CEP - (0,608)
ICM - 3×3 - (0,608) ICM - 5×5 - (0,611) ICM - 7×7 - (0,733)
SBM - 3×3 - (0,689) SBM - 5×5 - (0,578) SBM - 7×7 - (0,820)
Figura 7.9: Segmentaciones de la imagen AVIRIS. Note que MV, PCVT, CEP y ICM
con vecindad 3×3 no logran distinguir la parte de arena que se encuentra al norte de
la pista de aterizaje.
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Figura 7.10: Evaluación de la imagen AVIRIS. Se puede observar que los algoritmos
MV, PCVT y CEP tienen un desempeño parecido a los métodos ICM y SBM con
vecindades chicas. Solo para vecindades grandes (7×7) ICM y SBM logran sacar una
ventaja. Además, es destacable que el tiempo de computación de SBM es muy alto,
especialmente para la distribución logística.
El objetivo en este experimento es distinguir agua poco profunda, agua profunda, arena
y la pista de aterrizaje. En la ﬁgura 7.9 se muestran los resultados de los distintos
algoritmos. Además, se evalúan los resultados y los tiempos de computación en la ﬁgura
7.10. En este contexto, se hace hincapié en la inﬂuencia de la vecindad usada por los
modelos de Potts y en el efecto de correr SBM con una densidad que no sea la normal
pero que permite valores negativos, como la distribución logística.
7.2.2. Imágenes de radar (teledetección activa)
En contrario a la teledetección pasiva, la teledetección activa no depende de la luz solar,
ya que primero se emiten ondas y luego se registran las ondas reﬂejadas. Por lo tanto, se
pueden tomar imágenes durante la noche o con cielo nublado.
En esta sección se usa una imagen de radar de apertura sintética (SAR) para evaluar las
capacidades de los algoritmos para segmentar imágenes de teledetección activa. Precisa-
mente, se trata de una imagen COSMO-SkyMed de bandaX que trabaja con polarización
dual (HH/VV donde H-horizontal y V-vertical) en modo PingPong con un nivel de proce-
samiento L1A Single-look Complex Slant. En otras palabras, se trata de una imagen con
poco pre-procesamiento (el máximo nivel de procesamiento es L1D) con mucho ruido.
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Original HH Contraste aumentado HH Histograma HH
Original VV Contraste aumentado VV Histograma VV
Figura 7.11: Polarizaciones horizontal-horizontal (HH) y vertical-vertical (VV) de una
imagen COSMO SkyMed. Comparando los histogramas se observa que la polarización
VV distingue mejor los tipos de suelo.
Cabe destacar que este tipo de imagen es frecuentemente usada para distinguir distintos
tipos de vegetación [126,127].
El satélite COSMO-SkyMed vuela en una órbita sincrónica al sol a 620 km de la tierra.
Desde esta altura manda ondas con frecuencias entre 7.25GHz y 7.75GHz a la tierra y
recibe ondas con frecuencias entre 7.9GHz y 8.4GHz.
La imagen en cuestión tiene el número de identiﬁcación:
CSKS1_DGM_B_PP_0A_CO_RD_SF_20140223213602_20140223213608.
Esta imagen fue tomada el 23 de febrero del 2014. Pero en vez de usar la imagen completa,
se seleccionó una parte que muestra un pivote de riego que se encuentra aproximadamente
3 km al sur de la localidad de Río Segundo de la provincia de Córdoba. La resolución
espacial de la imagen es 15 m.
En la ﬁgura 7.11 se muestran las dos polarizaciones HH y VV junto con sus respectivos
histogramas. Se observa que VV tiene un mayor contraste que HH.
Lamentablemente no hay una verdad de campo en este experimento. Por consiguiente, no
se pueden calcular los coeﬁcientes κ. Sin embargo, este experimento sirve para investigar
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MV PCVT CEP
ICM SBM - Normal SBM - Gamma
SBM - Bayes SBM - KS SBM - KL
Figura 7.12: Segmentación de una imagen COSMO SkyMed. Se observa que ICM es
el algoritmo que más suaviza la imagen mientras SBM (sobre todo en conjunto con los
métodos Bayes y KS) conserva más detalles.
dos aspectos importantes de los algoritmos MV, PCVT, CEP, ICM y SBM. Primero, se
compara la homogeneidad de los segmentos encontrados por los algoritmos. Por ejemplo,
ICM suaviza mucho los datos observados. Esto signiﬁca que encuentra segmentos grandes
que no son muy homogéneos. En cambio, SBM aplica una suavización mucho más leve.
Por ende, se obtienen segmentos chicos, pero con mayor homogeneidad, como se ve en la
ﬁgura 7.12.
El segundo punto que se estudia en esta sección es la pregunta: ¾Después de cuantas
iteraciones convergen los algoritmos? Para investigar este asunto se corren todos los
algoritmos viente veces con condiciones iniciales aleatorias. En la ﬁgura 7.13 se presentan
los resultados promedios de este experimento en escala logarítmica. Hacemos hincapié
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Figura 7.13: Promedio de cantidad de iteraciones necesarias para que los algoritmos
PCVT, CEP, ICM, SBM, SBM-Bayes, SBM-KS y SBM-KL converjan. Cabe destacar el
alto costo computacional que implican los métodos Bayes, KS y sobre todo KL. Además,
es notable que solo SBM-KS y CEP no convergieron en algunas de las 20 corridas.
que una escala lineal no permitiría interpretar fácilmente la ﬁgura 7.13, ya que en las
primeras iteraciones se cambian los estados de muchos píxeles.
7.3. Imágenes de referencia
En esta sección se estudian imágenes de referencia para evaluar los algoritmos propuestos
fuera del área de la teledetección. En este contexto, se trata de cubrir los siguientes
puntos:
1. Investigar las capacidades de generalización de los algoritmos
2. Evaluar los métodos de determinar la función de probabilidad online
3. Determinar la sensibilidad de los algoritmos con respecto al ruido gaussiano
4. Estudiar la inﬂuencia de la función de emisión
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Original Histograma Contraste aumentado
Verdad - 2 clases Verdad - 3 clases Verdad - 4 clases
Figura 7.14: Tomografía de rayos X que muestra el diente de una rata junto con su
histograma. La imagen consiste en cuatro clases: 1) huesos y dientes, 2) tejido y carne,
3) cartílago y 4) fondo. Estas cuatro clases se pueden agrupar para obtener dos o tres
clases.
Para lograr estos objetivos, se utilizan cuatro imágenes de distintos ámbitos: Una imagen
de rayos X, una imagen artiﬁcial, 200 imágenes simuladas y una imagen estándar de
procesamiento de imágenes.
7.3.1. Imagen rayo X de una rata
La primera imagen de referencia es una tomografía de rayos X que muestra el diente de
una rata Winstar. Esta imagen forma parte de un estudio de crecimiento de ratas bajo
distintas condiciones que se realizó en el departamento de odontología de la Universidad
Nacional de Córdoba [128]. En el caso particular de este trabajo se trata del diente de
una rata que  junto con su madre  fue expuesto a la luz 24 horas por día.
Para evaluar el crecimiento de la rata es esencial separar las partes duras (hueso y
diente) de las partes blandas como el tejido, la carne y el cartílago. Cabe destacar que,
la tomografía tiene un alto nivel de ruido, en parte por las dimensiones chicas del diente
y en parte por la digitalización mediante un escáner. En la ﬁgura 7.14 se muestra la
imagen original, un histograma y la verdad de campo.
En este experimento se estudian tres aspectos importantes de los modelos markovianos.
Primero, el desempeño de PCVT, CEP y SBM al aplicar la misma función de probabi-
lidad. Segundo, la inﬂuencia del tamaño de la vecindad en los modelos de Potts. Y, por
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MV (0,727) CEP - Logística (0,790) ICM (0,753)
PCVT - i.Gauss. (0,449) CEP - i.Gauss. (0,740) SBM - i.Gauss. (0,749)
Figura 7.15: Imagen de rayos X con dos clases (coeﬁcientes κ en paréntesis). En la
primera ﬁla se muestran los algoritmos de referencias (MV y ICM) y el mejor resultado
de todos que fue obtenido corriendo CEP con una distribución logística. En la segunda
ﬁla se presentan los algoritmos PCVT, CEP y SBM con la inversa gaussiana como
densidad. Se observa que la misma distribución puede llevar a resultados muy diferentes
para distintos algoritmos.
ICM - 3x3 (0,761) ICM - 5x5 (0,839) ICM - 7x7 (0,833)
SBM - 3x3 (0,587) SBM - 5x5 (0,785) SBM - 7x7 (0,853)
Figura 7.16: Imagen de rayos X con tres clases (valores de κ en paréntesis). Se compara
la inﬂuencia de la vecindad para los métodos ICM y SBM. En este contexto 3x3 se reﬁere
a la vecindad de 9 vecinos que es equivalente a la segunda vecindad de la ﬁgura 2.3.
último, la inﬂuencia del método de inicialización que puede ser el algoritmo EM o el uso
de datos de entrenamiento.
En la ﬁgura 7.15 se presentan los resultados para distintas funciones de emisión. Luego,
se comparan ICM y SBM para distintas vecindades en la ﬁgura 7.16. Después, se mues-
tran los resultados de PCVT, CEP e ICM para una inicialización con EM y datos de
entrenamiento en la ﬁgura 7.17.
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PCVT - EM (0,721) CEP - EM (0,664) ICM - EM (0,487)
PCVT - DE (0,731) CEP - DE (0,735) ICM - DE (0,834)
Figura 7.17: Imagen de rayos X con cuatro clases (coeﬁcientes κ en paréntesis). Se
muestran los resultados ﬁnales partiendo de distintos métodos de iniciación. Por un
lado, se corre EM y por otro lado se usan datos de entrenamiento (DE). Se observa
que los tres algoritmos son sensibles con respecto al método de inicialización. Todos los
algoritmos de esta ﬁgura utilizan la densidad normal.
Figura 7.18: Evaluación de la imagen rayos X. En caso de PCVT, CEP y SBM se
muestran los valores máximos y mínimos de κ para las distintas densidades (Normal,
Gamma, inverse Gaussian y Weibull). Además, se comparan los tiempos computacio-
nales. Como la imagen tiene una sola banda de niveles de gris, SBM tiene un tiempo
computacional muy chico (comparable con ICM) mientras PCVT requiere un tiempo
de computación largo.
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Al ﬁnal, se evalúan todos los resultados de la tomografía en la ﬁgura 7.18. En la misma
ﬁgura se presentan los tiempos computacionales de los distintos algoritmos, siendo PCVT
el algoritmo con coste computacional más alto. La razón de esto es que el orden de SBM
depende principalmente de la cantidad de bandas (en este caso hay una sola banda)
mientras el orden CEP es la cantidad de clases al cubo (solo hay cuatro clases en este
experimento).
7.3.2. Logo de la UTN
Para investigar la sensibilidad de los algoritmos con respecto al ruido se lleva a cabo un
experimento que involucra el logotipo de la Universidad Tecnológica Nacional (UTN).
Dicho logotipo es una ﬁgura formada por líneas rectas y curvas sobre un fondo blanco.
Por lo tanto, la imagen contiene solo dos clases: logotipo y fondo.
La conﬁguración de este experimento es muy distinta a la de los otros experimentos. La
idea principal es tomar el logotipo con fondo como verdad de campo y luego observar
cada una de las dos clases con una distribución normal. Entonces, el experimento tiene
cuatro parámetros: las medias de las dos clases y las desviaciones estándar de las dos
clases.
Si ﬁjamos la media de una clase en 100 y además deﬁnimos que las dos desviaciones
estándar sean iguales y ﬁjas (σ = 25) nos quedamos con un solo parámetro: la media de
la segunda clase. Si la media de la segunda clase es 100,5, obtenemos una imagen donde el
logotipo y el fondo prácticamente no se distinguen porque sus funciones de probabilidad
son muy parecidas. En cambio, si la media de la segunda clase es 120, se va a notar
mucho la diferencia entre logotipo y fondo.
Entonces, vamos a aumentar la media de la segunda clase sucesivamente de 100,5 a
120 con un paso de 0,5. En cada escala se corren todos los algoritmos y se calculan los
coeﬁcientes de κ. De esta forma, se obtienen curvas de κ que muestran el desempeño de
cada algoritmo en función de la complejidad de la tarea.
Para evitar problemas estadísticos se observan 10 imágenes distintas en cada escala y
luego se calculan los valores κ como promedios de las diez recorridas. En la ﬁgura 7.19 se
muestra la verdad de campo y los resultados cuando la segunda media vale 109,5. Luego,
se presenta la evolución de κ para los distintos algoritmos en la ﬁgura 7.20.
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Verdad de campo Densidades Observación
Histograma MV (0,607) PCVT (0,651)
CEP (0,954) ICM (0,855) SBM (0,855)
Figura 7.19: Se muestra el logotipo con fondo de la UTN que se toma como verdad
de campo. Además se presentan los resultados en el caso logotipo ∼ N(100, 25) y
fondo ∼ N(109,5, 25).
7.3.3. Imágenes simuladas
En este experimento se aplica un procedimiento parecido al experimento de la UTN.
Partiendo de una verdad de campo artiﬁcial, se simulan 200 imágenes de acuerdo al
algoritmo 7 usando como probabilidades Gamma, inverse Gaussian, Nakagami yWeibull.
Luego se corren los algoritmos PCVT, CEP y SBM junto con los métodos de estimar la
distribución óptima online de la sección 3.6. Al ﬁnal, se comparan los resultados de los
métodos Bayes, KS y KL con los algoritmos de referencia MV e ICM.
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diferencias entre las medias de las dos clases
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Figura 7.20: Evaluación del experimento UTN. Se observa que SBM tiene los valores
κ más altos cuando las medias de las dos clases son muy parecidas. En cambio, para
el algoritmo CEP hay un punto clave (alrededor de una diferencia de 7 entre las dos
clases) a partir del cual logra separar las dos clases. Los resultados de PCVT son muy
parecidos a MV.
Algoritmo 7: Imágenes simuladas
1. Deﬁnir la verdad de campo
2. Sortear el orden de las clases
3. Sortear una distribución para cada clase
4. Fijar los parámetros de cada distribución al azar pero dentro de ciertos límites
5. Observar la verdad de campo de acuerdo a las funciones de probabilidad
6. Repetir los pasos 2), 3), 4) y 5) 200 veces en total
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Verdad de campo Observación Funciones aplicadas
Figura 7.21: Ejemplo de una imagen simulada. Se muestra la verdad de campo, una
observación de la verdad de campo y las correspondientes funciones de probabilidad.
Cuadro 7.2: Evaluación de los resultados de las imágenes simuladas. Por un lado, se
muestran los promedios de κ para los algoritmos PCVT, CEP y SBM. Por otro lado, se
comparan las probabilidades de encontrar las funciones de emisión usando los métodos
Bayes, KS y KL.
κNormal κBayes κKS κKL Bayes KS KL
PCVT 0,689 0,684 0,741 0,813 61,8 % 60,6 % 55,9 %
CEP 0,742 0,689 0,744 0,810 54,9 % 55,1 % 54,5 %
SBM 0,810 0,694 0,690 0,820 64,0 % 64,8 % 64,6 %
En la ﬁgura 7.21 se muestra la verdad de campo junto con una imagen que se simuló con
las distribuciones Nakagami, Gamma, Gamma, inverse Gaussian. Después se presentan
los resultados de todos los algoritmos en combinación con los métodos Bayes, KS y KL
en la ﬁgura 7.22.
Para evaluar los resultados de las 200 imágenes simuladas se usa la tabla 7.3.3. En esta
tabla se muestran los promedios de κ y las probabilidades con las cuales los métodos
Bayes, KS y KL identiﬁcaron bien las funciones de emisión. Se observa que SBM en
conjunto con KL es el algoritmo que obtiene los valores de κ más altos. En la ﬁgura 7.23
se presentan los resultados de la tabla 7.3.3 de forma gráﬁca agregando los valores de κ
después de la primera iteración.
7.3.4. Imagen estándar
La última imagen que se usa para comparar MV, PCVT, CEP, ICM y SBM es una
imagen estándar de procesamiento de imágenes. La imagen denominado Cameraman
forma parte de muchas bases de datos de imágenes, como por ejemplo [129,130] y muchos
programas de procesamiento de imágenes como Matlab®.
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MV (0,527) ICM (0,594) Histograma
PCVT - Bayes (0,512) PCVT - KS (0,512) PCVT - KL (0,681)
CEP - Bayes (0,591) CEP - KS (0,609) CEP - KL (0,725)
SBM - Bayes (0,529) SBM - KS (0,529) SBM - KL (0,855)
Figura 7.22: Segmentaciones de una imagen simulada. Se presentan los resultados de
los distintos algoritmos juntos con su coeﬁciente de κ y el histograma de la observación.
Note que el método KL consigue los valores más altos de κ.
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Figura 7.23: Evolución del coeﬁciente κ desde el mapa inicial (MV), luego la primera
iteración (κ inicial) hasta convergencia (κ ﬁnal) para las imágenes simuladas.
Original MV PCVT
CEP ICM SBM
Figura 7.24: Segmentaciones de la imagen Cameraman. Se observa que ICM suaviza
mucho la imagen mientras CEP y SBM logran buenos resultados.
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Figura 7.25: Arriba se muestran las medias y desviaciones estándar de los algoritmos
MV, ICM, PCVT, CEP y SBM para la imagen Cameraman. Abajo está el histograma
de la imagen.
La idea de este experimento es investigar las capacidades de los algoritmos de suavizar
ciertas áreas de la imagen (como el pasto o el cielo) sin emborronar los detalles ﬁnos de la
cara del hombre. En la ﬁgura 7.24 se presentan la imagen original y los resultados de los
algoritmos. Se observa que ICM suaviza demasiado mientras PCVT no logra segmentar
ni el pasto ni el cielo. Aparentemente CEP y SBM (e incluso MV) llevan a buenos
resultados.
Como no hay una verdad de campo, no se pueden calcular los coeﬁcientes de κ. Sin
embargo, se pueden comparar los parámetros de las distintas clases. Para esto, se presenta
el histograma y las correspondientes distribuciones de los cinco algoritmos en la ﬁgura
7.25.
7.4. Fusión de datos
En esta sección se evalúan los algoritmos de fusión de datos. Primero, se usa un escenario
teórico con datos simulados. Después, se corren los algoritmos K-medias, MG, AJ y MDF
para datos reales.
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7.4.1. Datos simulados
Muchas veces es difícil obtener datos reales de distintos sensores para el mismo lote en
el mismo instante de tiempo. Entonces, es una buena opción recurrir a datos simulados.
Las ventajas de datos simulados son:
Se adquieren datos sin costo
Se puede generar un escenario con cualquier cantidad de sensores unidimensionales
y multiespectrales
Se conoce la verdad de campo
Se conocen los parámetros de las funciones de probabilidad
La idea en esta sección es simular, por un lado, datos equidistantes y multiespectrales
que representen los píxeles de una imagen satelital y por el otro, mediciones locales en
sitios arbitrarios. En la ﬁgura 7.26 se presenta el escenario teórico de esta sección. Como
verdad de campo se diseña un lote cuadrado con cuatro clases. Cabe destacar que cada
una de las cuatro clases limita con las restantes tres clases. De esta forma, se veriﬁca si
los algoritmos son capaces de separar todas las clases.
En la ﬁgura 7.27 se muestran las bandas 1, 2 y 3 que representan los píxeles de una
imagen satelital óptica, mientras las bandas 4 y 5 simulan los píxeles de una imagen de
radar. Además, hay mediciones in situ de humedad de suelo (banda 6) y potencial de
tallo (banda 7).
En la ﬁgura 7.28 se muestran los resultados de los algoritmos K-medias, MG, AJ y MDF.
Además, se evalúan los resultados y los tiempos de computación en la ﬁgura 7.29.
7.4.2. Datos reales
En este experimento se evalúan los algoritmos de fusión de datos para observaciones
reales. Las mediciones de humedad de suelo, fotosíntesis y potencial de tallo se llevaron
a cabo en el sitio experimental de CONAE en Falda del Carmen, ruta C45 Km 8, donde
se está cultivando trigo de 5 meses con una altura de aproximadamente 50 cm. Cabe
destacar que un día después de las mediciones pasó el satélite Landsat 8 por la provincia
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Campo simulado Verdad de campo
Sitios observados Separación por bandas
Estados de las observaciones Distribuciones de la banda 1
Figura 7.26: Conﬁguración del experimento de fusión de datos con observaciones simu-
ladas. Las bandas 1, 2 y 3 representan una imagen óptica multiespectral. Por lo tanto,
estas observaciones comparten los mismos sitios equidistantes. Asimismo, las bandas
4 y 5 son observaciones multiespectrales de una imagen de radar con una resolución
distinta a la de la imagen óptica.
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Imagen óptica (Bandas 1, 2 y 3) Imagen de radar (valores absolutos)
Humedad de suelo Potencial de tallo
Figura 7.27: Datos simulados en el experimento de fusión de datos. En el caso de las
mediciones locales (humedad de suelo y potencial de tallo) se ajustó una curva en dos
dimensiones a los datos para visualizarlos mejor.
de Córdoba. El número de identiﬁcación de esta imagen es Path 229, Row 082. Si bien
sería óptimo que el satélite pase en el mismo momento en que se realizan las mediciones
hay que notar que por varias razones (días no hábiles, días nubosos, disponibilidad de
todos los sensores, permiso de acceder al lote, disponibilidad horaria) es difícil coordinar
las mediciones locales con el satélite Landsat 8. Sin embargo, es razonable suponer que el
lote se encontraba prácticamente en las mismas condiciones durante dos días siguientes.
La latitud del lote estudiado es −31,524121 y la longitud es −64,453456. El tamaño de la
zona de interés es de aproximadamente 450 m× 450 m. En total se midió la humedad de
suelo en 7 sitios, mientras se cuantiﬁcó la fotosíntesis de 5 plantas. Además, se midió el
potencial de tallo de 5 plantas. Sumando a estas observaciones 256 píxeles de la imagen
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K-medias (κ = 0,863) MG (κ = 0,803)
AJ (κ = 0,863) MDF (κ = 0,956)
Figura 7.28: Resultados de fusión de datos con observaciones simuladas. En aproxima-
damente 40 % de los casos K-medias y AJ convergen a la misma solución. El desempeño
de MDF es claramente mejor que el de los competidores K-medias, MG y AJ.
Landsat 8, llegamos a un total de 273 observaciones. Hacemos hincapié en que todas las
mediciones (igual que los píxeles de la imagen satelital) se repartieron por todo el lote
de forma casi uniforme sin dejar zonas no observadas. En la ﬁgura 7.30 se presenta el
esquema general y la verdad de campo. Además, se muestran los datos usados en este
experimento en la ﬁgura 7.31.
En la ﬁgura 7.32 se muestran algunos resultados del medidor de potencial de tallo. Si bien
los resultados de frecuencias variables son muy prometedores, se usan solo frecuencias
constantes en este trabajo ya que es difícil coordinar la señal de entrada (generado por
el celular) con el intervalo de medición. En cambio, para frecuencias estacionarias no
inﬂuye en qué momento se empieza a grabar la salida. Entonces, se registran respuestas
estacionarias para 100 Hz, 1000 Hz y 5000 Hz. Después se calcula la magnitud y la fase
para las tres frecuencias. Por ende, se trabaja con 6 valores para cada planta.
Para evaluar los algoritmos de fusión de datos, se utiliza una verdad de campo hecho
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Figura 7.29: Evaluación del experimento de fusión de datos con observaciones simu-
ladas. Se muestran los valores de κ promedios y las desviaciones estándar para 100
recorridos. En el caso de fusión de datos, se cuenta generalmente con pocos datos (278
sitios en este experimento) ya que cada medición in situ tiene un costo alto. Por lo
tanto, los tiempos de computación son muy chicos con respecto al procesamiento de
imágenes.
por un ingeniero agrónomo el mismo día que se realizaron las mediciones. Los resultados
de los algoritmos de fusión de datos y los respectivos coeﬁcientes de κ se presentan en
la ﬁgura 7.33. Se observa que el coeﬁciente de κ de MDF es el más alto, seguido por
K-medias.
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Imagen Landsat 8 Contraste aumentado
Foto del lote Lote estudiado
Sitios observados Verdad de campo
Landsat 8
Humedad del suelo
Fotosintesis
Potencial de tallo
Figura 7.30: Conﬁguración del experimento de fusión de datos con observaciones
reales. En la imagen Landsat 8 se muestra el predio de CONAE y el lote donde se
realizaron las mediciones. En la fotograﬁá se observa que el lote está compuesto por
distintas zonas (trigo, trigo en mal estado y barbecho).
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Humedad de suelo Fotosíntesis Potencial de tallo
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Banda 4 - Original Banda 5 - Original Banda 9 - Original
Contraste aumentado (4) Contraste aumentado (5) Contraste aumentado (9)
Figura 7.31: Datos reales para el experimento de fusión de datos. En el caso de las
mediciones locales (humedad de suelo, fotosintesis y potencial de tallo) se ajustó una
curva en dos dimensiones a los datos para visualizarlos mejor. Cabe destacar que las
bandas 1 a 8 del satélite Landsat 8 fueron tomadas con el sensor OLI, mientras las
bandas 9 y 10 son producto del sensor TIRS que es un sensor de infrarrojo termal.
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Frecuencia constante de 100 Hz Frecuencia constante de 5000 Hz
Entrada
Salida
Entrada
Salida
Trigo sin estrés hídrico Trigo con estrés hídrico
Entrada
Salida
Entrada
Salida
Figura 7.32: Resultados del medidor de potencial de tallo. Las dos respuestas de la
segunda ﬁla fueron obtenidas para frecuencias variables entre 20 Hz y 20 kHz.
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Verdad de campo
K-medias (κ = 0,609) MG (κ = 0,139)
AJ (κ = 0,297) MDF (κ = 0,722)
Figura 7.33: Resultados de fusión de datos con observaciones reales.
Capítulo 8
Evaluación ﬁnal
8.1. Resumen de la tesis
En este trabajo se introdujeron, diseñaron y aplicaron modelos markovianos para reco-
nocer patrones en lotes y zonas agrícolas partiendo de imágenes satelitales y mediciones
in situ. En cuanto modelos ocultos de Markov de dos dimensiones, se utilizó el algoritmo
PCVT como referencia y se diseñó el algoritmo CEP como competidor. En el caso de mo-
delos isotrópicos de Potts se trabajó con ICM como algoritmo de referencia a partir del
cual se desarrolló SBM. Como método no-contextual se usó MV. Además, se desarrolló
un nuevo algoritmo de fusión de datos llamado MDF. Este algoritmo es una extensión de
SBM de tal forma que se pueden procesar observaciones en sitios arbitrarios. Para evaluar
MDF con datos reales se diseñó un novedoso medidor eléctrico denominado potencia de
tallo. Por último, cabe destacar que en varias oportunidades se estudió la inﬂuencia de
distintas funciones de probabilidad como funciones de emisión. Incluso, se derivaron tres
métodos de estimar la función de densidad de cada clase online después cada iteración.
La motivación principal para el desarrollo de CEP fue que, PCVT descarta la gran
mayoría de combinaciones de estados antes de correr el Viterbi Training. Para aliviar
esta situación, se cambiaron algunas suposiciones de PCVT de tal forma que se obtuvo
un conjunto de ecuaciones que permite hallar el mapa de estados de un modelo oculto
de Markov de dos dimensiones sin tener que descartar ningún estado.
En el caso de los modelos de Potts, el algoritmo estándar desde hace muchos años es
ICM. Sin embargo, ICM cuenta con algunas desventajas que se pretendieron resolver
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al derivar el algoritmo SBM. En contrario a ICM, SBM es capaz de aplicar cualquier
distribución de probabilidad a cualquier banda de una imagen multiespectral. Además,
SBM puede trabajar con vecindades de distintos tamaños en cada banda.
Para poder procesar no solamente imágenes de teledetección sino también datos obtenidos
por mediciones en sitios arbitrarios se extendió el concepto teórico del algoritmo SBM,
obteniendo el algoritmo MDF. Este algoritmo claramente muestra un mejor desempeño
que los competidores K-medias, MG y AJ para datos de distintos sensores.
Muchos sensores in situ aplicados en la agricultura de precisión tienen desventajas nota-
bles, como muestra la tabla 5.1. Por lo tanto, se desarrolló un medidor de bajo costo que
mide directamente propiedades de la planta y no variables indirectas, como lo hace un
medidor de humedad de suelo. El aparato llamado Potencial de tallo permite conocer
el estado hídrico de una planta. Asimismo, se obtiene una estimación de la cantidad de
nutrientes que tiene la planta en el momento de la medición.
8.2. Discusión de los resultados experimentales
Los algoritmos markovianos de este trabajo se han evaluado en distintos escenarios con
datos reales y simulados. En esta sección, se indican los puntos donde los resultados
fueron muy coherentes y se presentan los posibles motivos de las observaciones poco
coherentes.
Antes que nada, es importante mencionar que el método MV  el único método no
contextual  no logra un buen desempeño en ningún experimento. Esto refuerza la hipó-
tesis de esta tesis, que se puede expresar de la siguiente manera: Se necesitan modelos
markovianos (o sea modelos contextuales) para encontrar patrones en datos aleatorios
provenientes de la agricultura de precisión.
A pesar de ser un método no contextual, hay de destacar que MV es el algoritmo con
menor coste computacional. En segundo lugar, se ubica el algoritmo ICM cuya com-
plejidad computacional está un poco encima de MV. En cambio, los algoritmos PCVT,
CEP y SBM dependen fuertemente de ciertos parámetros, como la cantidad de clases,
la cantidad de bandas, la cantidad de píxeles, el tamaño de la vecindad y la función de
emisión. Como regla general, se puede constar que la cantidad de píxeles junto con la
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cantidad de clases es lo que más afecta a CEP, mientras SBM tiene un alto costo compu-
tacional al segmentar imágenes con muchas bandas. En el caso de PCVT, no existe una
regla universal. Sin embargo, se observa que los tiempos de computación de PCVT son
altos cuando el algoritmo necesita muchas iteraciones para converger. Esto ocurre sobre
todo cuando la tarea de segmentación es difícil y los coeﬁcientes de κ son bajos. Por
último, cabe mencionar que los métodos de estimar la función de probabilidad online
tienen un alto costo computacional, siendo KL el algoritmo que requiere notablemente
más recursos que sus competidores.
Otro punto a discutir son los parámetros de los algoritmos. Por ejemplo, MV y CEP
necesitan solamente la cantidad de clases y la distribución usada. En cambio, PCVT y
ICM tienen un parámetro más para ajustar. En el caso de PCVT, se trata de la cantidad
de secuencias probables para correr el Viterbi Training. Este parámetro se puede entender
como un ajuste entre el tiempo de computación y el desempeño. En este trabajo se ﬁja
una cantidad de 100 secuencias por diagonal que previamente ha mostrado ser un buen
compromiso. El parámetro libre de ICM es la vecindad aplicada. En algunos experimentos
se investigó la inﬂuencia de la vecindad y no se pudo determinar una vecindad óptima.
A veces una vecindad grande (7×7) resultó en mejores segmentaciones y otras veces
vecindades medias (5×5) o chicas (3×3) obtuvieron los mejores resultados. Por ende, es
necesario ajustar ese parámetro a cada tarea individualmente. Pero, en contrario a SBM,
no hay un estimador que determina el tamaño de la vecindad automáticamente. Por otro
lado, SBM tiene otro parámetro más para ajustar, que es el kernel del ﬁltro bilateral.
Cabe destacar que en este trabajo se propuso un estimador para el kernel de SBM.
Evaluando el desempeño general de los algoritmos, se observan varios puntos importantes.
Primero, si bien ICM suaviza el mapa de estados de MV, se nota que la solución de ICM
generalmente no diﬁere mucho de la solución propuesta por MV. La razón de esto, es
que ICM trabaja con las mismas probabilidades marginales que MV durante todas las
iteraciones. Solo se cambian los estados en función de los estados vecinos. En cambio,
PCVT, CEP y SBM re-ajustan las funciones de emisión después de cada iteración. Esto
permite obtener segmentaciones que se distinguen notablemente de la segmentación MV.
Segundo, se observa que mientras más alto el coeﬁciente κ, mejor el desempeño de CEP en
comparación con los otros algoritmos. O sea, CEP es el algoritmo óptimo para imágenes
donde los segmentos están bien marcados. Tercero, PCVT se destaca en muy pocas
situaciones y por ende es un algoritmo a mejorar. Cuarto, a pesar de que SBM no siempre
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(pero muchas veces) logra los coeﬁcientes κ más altos, se observa que este algoritmo
encuentra patrones (y segmentos) muy diferentes a los demás algoritmos. Por lo tanto,
SBM no solamente es una alternativa interesante a los algoritmos de referencia, sino
también un muy buen complemento.
En cuanto la estimación online de las funciones de probabilidad, hay que destacar el
algoritmo KL. Por un lado, este método tiene un costo computacional más alto que los
algoritmos Bayes y KS. Por el otro, KL muestra el mejor desempeño de los tres métodos
en todos los experimentos. La única incoherencia que tiene KL es que logra altos valores
de κ a pesar de acertar la función de emisión con igual o menor precisión que Bayes
y KS. La razón de esta incoherencia es probablemente que KL muchas veces encuentra
funciones de probabilidad aptas para modelar los datos observados, aunque no sean las
densidades correctas.
Los experimentos de fusión de datos muestran claramente que MDF es superior a los
algoritmos de referencia al procesar mediciones de agricultura de precisión. Sin embargo,
MDF requiere más recursos computacionales que los algoritmos de referencia K-medias,
MG y AJ. Una de las grandes ventajas de MDF es que es capaz de ponderar los datos de
sensores de buena calidad y al mismo tiempo bajar la prioridad a los datos de sensores
de mala calidad.
En el experimento de fusión de datos con observaciones reales surgió un problema ines-
perado. Cada medición local demora aproximadamente 10 min, contando el tiempo para
llegar al punto de interés (a pie), el uso del sensor y la determinación de la ubicación con
el GPS. Por lo tanto, se realizaron solo pocas mediciones con cada sensor (entre 5 y 7
mediciones por sensor). En el caso de los algoritmos K-medias, MG y AJ la cantidad de
mediciones por sensor no inﬂuye en el resultado ﬁnal. Sin embargo, ocurre un problema
con el algoritmo MDF. Recuerde que MDF trabaja con una distribución única por clase
y por sensor. Entonces, si el objetivo es encontrar tres clases, se necesitarían por lo me-
nos nueve datos por sensor para poder ajustar correctamente los parámetros de las tres
distribuciones de probabilidad (mejor aún sería tener más que 12 datos por sensor). Si
no está disponible esta cantidad de datos hay que ajustar las funciones de probabilidad
de MDF con subconjuntos de datos, que claramente no es óptimo.
Por último, es importante mencionar que en este trabajo se presentaron los resultados de
todos los experimentos, sin tener en cuenta que algoritmo mostró el mejor desempeño.
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Además, se evitó completamente la aplicación de métodos de pre- y pos-procesamiento,
como ﬁltros no-lineales, que en muchos trabajos son utilizados para pulir los resul-
tados ﬁnales. Por lo tanto, todos los experimentos del capítulo 7 son completamente
reproducibles.
8.3. Conclusiones
La hipótesis principal de esta tesis es que los datos observados para la agricultura de
precisión se pueden modelar como campos aleatorios de Markov. Usando el teorema de
Hammersley-Cliﬀord se puede demostrar que un campo aleatorio de Markov es equiva-
lente a un campo aleatorio de Gibbs, donde las observaciones siguen la distribución de
Gibbs. Entonces, para comprobar si es válido usar modelos markovianos en el ámbito de
la agricultura de precisión, se evaluaron dos modelos ocultos de Markov y dos modelos
gibbsianos para distintos tipos de datos.
La primera conclusión de esta tesis es que los modelos markovianos requieren varias
suposiciones para ser tratables. Sin estas suposiciones algunos modelos (como SBM)
tendrían un tiempo de computación muy elevado mientras otros modelos (como PCVT)
directamente no se podrían computar dentro de miles de milenios. Por lo tanto, los
resultados y conclusiones de este trabajo se aplican solamente a los modelos tratables
que son derivados de verdaderos modelos markovianos. Sin embargo, todos los algoritmos
contextuales (PCT, CEP, ICM y SBM) procesan la información de acuerdo al paradigma
de Markov. Esto quiere decir que cada observación está inﬂuenciada solo por algunas
observaciones que cumplan con alguna noción de cercanía o pasado.
La segunda conclusión es que los modelos markovianos tienen un desempeño mucho mejor
que MV, que es un método no contextual. Esta observación es muy coherente en todos
los experimentos, ya sean datos que están directamente relacionados con la agricultura
de precisión (como imágenes satelitales o mediciones in situ), datos simulados o datos de
referencia general (como la imagen Cameraman). Por consiguiente, se puede aﬁrmar la
hipótesis de esta tesis en el sentido que el modelado como campo aleatorio de Markov es
más adecuado que el modelado de observaciones aisladas como lo hace MV. Sin embargo,
falta comprobar en futuros trabajos si los modelos markovianos se adaptan mejor a las
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observaciones que otras clases de modelos estadísticos, como por ejemplo modelos de
textura.
Otro aspecto de este trabajo es que muchas veces se observaron grandes diferencias entre
los cuatro modelos markovianos. Como tendencia general, se puede constatar que ICM
es el método que más suaviza las observaciones mientras SBM es el algoritmo que más
mantiene la estructura de las observaciones. En otras palabras, ICM pone mucho énfasis
en los datos contextuales; mientras SBM prioriza a las probabilidades marginales. La
razón de esto es que ICM solo cuenta los estados ocultos de los vecinos sin tener en
cuenta si es un vecino cercano o lejano. En cambio, SBM asigna un peso particular a
cada vecino de acuerdo a su distancia. De esta manera la inﬂuencia de los vecinos lejanos
es muy limitada. En este contexto cabe destacar que ICM no actualiza las probabilidades
marginales después de cada iteración y por ende obtiene resultados que una estructura
parecida a MV (aunque mucho más suavizado).
Igual que los modelos de Potts (ICM y SBM), PCVT y CEP tienen sus características
propias. Por ejemplo, PCVT parece ser muy sensible con respecto a la función de pro-
babilidad. Esto se ve en varios experimentos, donde los valores de κ de PCVT cambian
bruscamente al cambiar la distribución de probabilidad. Asimismo, una particularidad
de CEP es que muestra una alta sensibilidad con respecto a la calidad de los datos. En
los casos donde todos los algoritmos tienen altos coeﬁcientes de κ, CEP es el método que
mejor anda. En cambio, en experimentos con mala relación señal-ruido, CEP es uno de
los algoritmos con el peor desempeño.
En cuanto funciones de probabilidad, se puede concluir que la distribución aplicada tiene
una inﬂuencia notable en los resultados ﬁnales. Especialmente las densidades Logistic y
Weibull mostraron su capacidad de describir datos aleatorios de distintos experimentos.
Aparte de evaluar densidades individualmente, se propusieron tres algoritmos para en-
contrar la función de probabilidad óptima. La evaluación de estos tres métodos dio un
claro ganador: Los algoritmos llamados Bayes y KS tiene un mal desempeño mientras el
método KL logra buenos resultados. Por otro lado, el tiempo de computación de KL es
notablemente más grande que el de Bayes y KS. En futuros trabajos es necesario estudiar
si el desempeño de los modelos markovianos realmente mejora al usar KL en vez de una
distribución común como es la distribución Normal o Weibull.
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Evaluando los algoritmos de fusión de datos, la conclusión es muy sencilla. El método
propuesto en este trabajo (MDF) claramente logra fusionar los datos de distintos sensores
mejor que sus competidores, K-medias, MG y AJ. Tanto en los datos simulados, como
en los datos reales se muestra una ventaja importante de MDF. Por otro lado, hay que
reconocer que el algoritmo MDF necesita una cierta cantidad de observaciones por sensor.
Considerando el tiempo de adquisición de datos a mano, es posible que MDF sea más
adecuado para lotes donde haya sensores instalados ﬁjos. De esta manera se obtienen
muchos datos en poco tiempo, y, por ende, se evitan problemas a la hora de estimar las
densidades de MDF.
En resumen, los resultados experimentales demuestran que realmente hay una gran varia-
bilidad espacial en casi cada lote agrícola. Recuerde que esta característica es fundamental
para la agricultura de precisión. Entonces, vale la pena pensar en las posibles oportu-
nidades y limitaciones de aplicar los modelos de este trabajo a la realidad. El primer
obstáculo de usar los modelos markovianos en la práctica es que se necesita un usuario
que puede leer a los datos crudos en el formato correcto, luego pone a correr los algo-
ritmos y ﬁnalmente saber interpretar los resultados. Además, hay problemas técnicos,
como por ejemplo imágenes satelitales inútiles en caso de que el cielo este nublado, o el
manejo correcto del medidor de fotosíntesis que requiere un ajuste complicado antes de
funcionar correctamente. Otro desaﬁó es como aprovechar los resultados de los modelos
markovianos. Lo ideal sería transformar el mapa de estados a coordenadas de GPS y
luego cargar esas coordenadas junto con indicaciones claras a las máquinas agrícolas. De
esta forma se lograría un manejo óptimo de cada zona (segmento). Por otro lado, no sería
difícil usar los algoritmos de esta tesis (junto con todos los datos disponibles) para obte-
ner una idea general de las distintas zonas que se encuentran en un lote de interés. Este
camino sencillo podría ser un buen inicio para empezar a incorporar modelos abstractos
en el proceso de la agricultura de precisión.
8.4. Futuros trabajos
Como se ha demostrado en esta tesis, los modelos markovianos tienen una alta capacidad
de encontrar patrones en datos ruidosos provenientes de la agricultura de precisión. Sin
embargo, hay varios puntos abiertos para ser estudiados en futuros trabajos.
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Una desventaja de los algoritmos desarrollados en esta tesis es que requieren muchos
recursos computacionales. Para disminuir los tiempos de computación hay dos posibles
caminos. Primero, cambiar las suposiciones teóricas de tal forma que se simpliﬁquen
las cuentas necesarias. Una idea sería no actualizar las funciones de emisión de PCVT,
CEP y SBM después de cada iteración siguiendo el ejemplo de ICM. La segunda opción
para bajar el tiempo de computación, es aplicar simpliﬁcaciones en la implementación
de los algoritmos. Por ejemplo, se podría establecer un umbral para considerar nulo las
probabilidades que estén debajo de ese umbral.
Otra posible línea de investigación es mejorar los algoritmos presentados en este trabajo.
En el caso de los modelos causales (PCVT y CEP) esto podría signiﬁcar generalizar
la notación del pasado. Por ejemplo, se podrían realizar cuatro recorridas sucesivas
que empiecen en los cuatro rincones de una imagen. O se podrían agregar más píxeles al
pasado. En cuanto ICM, se podría diseñar una versión que no requiera de la distribución
normal como función de emisión y que estime el tamaño de la vecindad online en cada
iteración, como lo hace SBM.
Si bien los modelos markovianos lograron buenos resultados (suponiendo que los datos se
pueden modelar como un campo aleatorio de Markov) se podría estudiar la posibilidad
de extender los algoritmos de tal forma que encuentren segmentos homogéneos y también
texturas. Como motivación, uno puede pensar en la marca de las ruedas de los tractores
como patrón de textura.
Otro aspecto interesante para futuros trabajos es extender los modelos existentes a tres
dimensiones, donde la tercera dimensión representa el tiempo. De esta manera, se podrían
relacionar datos que fueron tomados en distintos instantes de tiempo. Entonces, sería
posible analizar y controlar el crecimiento de un cultivo desde la siembra hasta la cosecha.
Por último, hay que destacar que los resultados del medidor de potencial de tallo son muy
prometedores. Sin embargo, es necesario mejorar este sistema para poder grabar datos
de forma automática en un escenario con frecuencias variables. Además, es importante
cambiar el diseño del medidor de tal forma que sea robusto y fácil de manejar para
achicar los tiempos de medición.
En resumen, hay varios desafíos para abarcar en futuros trabajos. Sobre todo, el avance
de los penúltimos dos puntos va a ser crucial para que modelos markovianos sigan jugando
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un rol importante en el modelado y el reconocimiento de patrones para la agricultura de
precisión.
Apéndice A
Teorema de Hammersley-Cliﬀord
El teorema de Hammersley-Cliﬀord dice que las siguientes dos deﬁniciones son equiva-
lentes.
Deﬁnición A.1. Un grafo no dirigido G se llama campo aleatorio de Markov si dos nodos
son condicionalmente independiente siempre cuando hay un nodo de evidencia que los
separe. En otras palabras, para cualquier nodo Xi del grafo vale la siguiente propiedad
condicional:
P
(
Xi|XG\i
)
= P (Xi|XNi) , (A.1)
donde XG\i representa todos los nodos excepto Xi, y XNi son todos los nodos de la
vecindad de Xi.
Deﬁnición A.2. Una función de probabilidad P (X) deﬁnida sobre un grafo no dirigido
G se llama distribución de Gibbs si P (X) puede ser factorizada en funciones positivas
que son deﬁnidas para cliques que cubren todos los nodos y bordes de G. Esto se puede
expresar como:
P (X) =
1
Z
∏
c∈CG
φc (Xc) , (A.2)
donde Z =
∑
x
∏
c∈CG φc(Xc) es una constante de normalización y CG es un conjunto de
todos los cliques en G.
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Existen varias demostraciones del teorema de Hammersley-Cliﬀord [57]. Por ejemplo,
Besag presentó una demostración en [56]. Sin embargo, en este apéndice seguimos el
camino de Cheung [131].
Primero, demostramos que un campo aleatorio de Markov se puede describir como la
distribución de Gibbs. Esta demostración es constructiva en el sentido que vamos a mos-
trar como se puede expresar φc (Xc) a partir de la probabilidad conjunta y la condición
de Markov. Para cualquier conjunto s ⊂ G deﬁnimos una posible función de la siguiente
manera:
fs (Xs = xs) =
∏
z⊂s
P
(
Xz, XG\z = 0
)−1|s|−|z| (A.3)
Note en la ecuación (A.3) que se calcula un producto de todos los conjuntos de s. En-
tonces, dado un conjunto z de s, P
(
Xz, XG\z = 0
)
signiﬁca que los nodos que contiene
z coinciden con la correspondiente parte de Xs mientras lo que queda del grafo se toma
como conﬁguración estándar 0. Ahora, fíjese en la ecuación (A.3) que la diferencia de
tamaño entre s y z determina si la potencia de P
(
Xz, XG\z = 0
)
es +1 o −1. Y como
fs es obviamente positivo lo único que hay que demostrar es:
1.
∏
s⊂G fs (Xs) = P (X)
2. fs (Xs) = 1 si s no es un clique
Para demostrar el punto 1 empezamos con una identidad simple:
0 = (1− 1)K = CK0 − CK1 + CK2 − . . .+ (−1)KCKK , (A.4)
donde CKN representa la cantidad de combinaciones en caso de elegir N elementos de un
conjunto con un total de K elementos. Lo que se busca mostrar es que todos los factores
de
∏
s⊂G fs (Xs) se cancelan, excepto P (X).
En lo siguiente, consideramos cualquier conjunto z ⊂ G y el correspondiente factor ∆ =
P
(
Xz, XG\z = 0
)
y nos damos cuenta que este factor aparece en fz (Xz) como ∆−1
0
= ∆.
El mismo factor también aparece en las C |G|−|z|1 funciones de los conjuntos que contienen z
y, además, en un elemento adicional que es responsable por el factor inverso ∆−11 = ∆−1.
Siguiendo con las C |G|−|z|2 funciones de los conjuntos que contienen z y los dos elementos
adicionales se genera un factor ∆−12 = ∆. Si continuamos con este proceso, la ecuación
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(A.4) ayuda a demostrar que todos los términos se cancelan, salvo el caso cuando z = G.
En este caso hay un solo factor que es P (x).
Para demostrar el punto 2 se necesita la condición de Markov. Como s no es un clique,
tenemos que encontrar dos nodos a y b que no son conectados. Por lo tanto, expresamos
fs (Xs) de la siguiente manera:
fs (Xs = xs)
=
∏
z⊂s
P
(
Xz = xz, XG\z = 0
)−1|s|−|z|
=
∏
w⊂s\{a,b}
[
P
(
Xw, XG\w = 0
)
P
(
Xw∪{a,b}, XG\w∪{a,b} = 0
)
P
(
Xw∪{a}, XG\w∪{a} = 0
)
P
(
Xw∪{b}, XG\w∪{b} = 0
)]−1∗ .
(A.5)
Lo que hace la ecuación (A.5) es clasiﬁcar cada conjunto z ∈ s en una de cuatro clases:
z = w, z = w ∪ {a}, z = w ∪ {b} y z = w ∪ {a, b}. Cabe destacar que no importa si la
potencia del producto en la ecuación (A.5) es +1 o −1 y por ende la expresamos como
−1∗.
Ahora, demostraremos que los cuatro términos de la ecuación (A.5) se cancelan. Usando
la regla de Bayes obtenemos:
P
(
Xw, XG\w = 0
)
P
(
Xw∪{a}, XG\w∪{a} = 0
) (A.6)
=
P
(
Xa = 0|Xb = 0, Xw, XG\w∪{a,b} = 0
)
P
(
Xb = 0, Xw, XG\w∪{a,b} = 0
)
P
(
Xa|Xb = 0, Xw, XG\w∪{a,b} = 0
)
P
(
Xb = 0, Xw, XG\w∪{a,b} = 0
) (A.7)
=
P
(
Xa = 0|Xb, Xw, XG\w∪{a,b} = 0
)
P
(
Xb, Xw, XG\w∪{a,b} = 0
)
P
(
Xa|Xb, Xw, XG\w∪{a,b} = 0
)
P
(
Xb, Xw, XG\w∪{a,b} = 0
) (A.8)
=
P
(
Xw∪{b}, XG\w∪{b} = 0
)
P
(
Xw∪{a,b}, XG\w∪{a,b} = 0
) (A.9)
Note que, en la ecuación (A.7) intencionalmente no se cancelan los segundos factores (el
a priori) para cambiar el valor estándar de Xb = 0 al valor actual Xb en la ecuación (A.8).
Esta operación es valida porque Xa y Xb son condicionalmente independiente dado que
el resto del grafo. Por lo tanto, se puede reemplazar la condición Xb con cualquier valor.
En lo siguiente, demostraremos que una distribución de Gibbs es equivalente a un campo
aleatorio de Markov. Primero, deﬁnimos que Di = Ni∪{Xi} es el conjunto de nodos que
contienen el nodo Xi y también su vecindad. Empezamos con la deﬁnición de un campo
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aleatorio de Markov:
P (Xi|XNi) =
P (Xi|XNi)
P (XNi)
(A.10)
=
∑
G\Di
∏
c∈CG φc (Xc)∑
xi
∑
G\Di
∏
c∈CG φc (Xc)
(A.11)
Ahora, si partimos el conjunto máximo de cliques CG en dos partes donde una parte
contiene Xi y la otra parte no. Obtenemos Ci = {c ∈ CG : Xi ∈ c} y Ri = {c ∈ CG :
Xi /∈ c}. Con esta notación podemos separar la ecuación (A.11) en dos productos de Ci
y Ri.
P (Xi|XNi) =
∑
G\Di
∏
c∈Ci φc (Xc)
∏
c∈Ri φc (Xc)∑
xi
∑G \Di∏c∈Ci φc (Xc)∏c∈Ri φc (Xc) (A.12)
=
∏
c∈Ci φc (Xc)
∑
G\Di
∏
c∈Ri φc (Xc)∑
xi
∏
c∈Ci φc (Xc)
∑
G\Di
∏
c∈Ri φc (Xc)
(A.13)
Note en la ecuación (A.13) que la suma sobre G \Di solo aplica a los cliques de Ri ya que
Ci viene dado por Di. Otro aspecto importante es que el termino
∑G \Di∏c∈Ri φc (Xc)
no involucra Xi. Por lo tanto, este termino puede ser separado de la suma y luego se
cancela con su par en el numerador. Entonces tenemos
P (Xi|XNi) =
∏
c∈Ci φc (Xc)∑
xi
∏
c∈Ci φc (Xc)
(A.14)
=
∏
c∈Ci φc (Xc)∑
xi
∏
c∈Ci φc (Xc)
·
∏
c∈Ri φc (Xc)∏
c∈Ri φc (Xc)
(A.15)
=
∏
c∈CG φc (Xc)∑
xi
∏
c∈CG φc (Xc)
(A.16)
=
P (X)
P
(
XG\{i}
) (A.17)
= P
(
Xi|XG\{i}
)
(A.18)
Después de eliminar la suma de G\Di podemos multiplicar el numerador y el denominador
con el mismo factor en la ecuación (A.15) para tener la funciones de potencial del resto de
grafo. De esta manera, podemos volver a los términos P (X) y ﬁnalmente P
(
Xi|XG\{i}
)
.
Una vez que tenemos P
(
Xi|XG\{i}
)
terminamos de demostrar que una distribución de
Gibbs realmente es equivalente a un campo aleatorio de Markov. 
Apéndice B
Distribuciones de probabilidad
Deﬁnición B.1. La distribución Gamma viene dada por:
f (x|a, b) = 1
baΓ(a)
xa−1 exp
{
−
(x
b
)b}
, (B.1)
donde Γ es la función Gamma y los dos parámetros son a y b. La distribución Gamma
esta solo deﬁnida para x ≥ 0.
Deﬁnición B.2. La distribución Generalized Extreme Value viene dada por:
f (x|k, µ, σ) = 1
σ
exp
(
−
(
1 + k
x− µ
σ
)− 1
k
)(
1 + k
x− µ
σ
)−1− 1
k
, (B.2)
con los tres parámetros k, µ y σ. La distribución Generalized Extreme Value esta deﬁnida
para cualquier valor de x, o sea −∞ < x <∞.
Deﬁnición B.3. La distribución Inverse Gaussian viene dada por:
f (x|µ, λ) =
√
λ
2pix3
exp
{
− λ
2µ2x
(x− µ)2
}
, (B.3)
con los dos parámetros µ y λ. Esta distribución, también conocida como distribución de
Wald, esta solo deﬁnida para x > 0.
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Deﬁnición B.4. La distribución Logistic viene dada por:
f (x|µ, σ) = exp
{x−µ
σ
}
σ
(
1 + exp
{x−µ
σ
})2 , (B.4)
con los dos parámetros µ y σ. La distribución Logistic esta deﬁnida para cualquier valor
de x, o sea −∞ < x <∞.
Deﬁnición B.5. La distribución Nakagami viene dada por:
f (x|µ, σ) = 2
(µ
ω
)µ 1
Γ(µ)
x(2µ−1) exp
{−µ
ω
x2
}
, (B.5)
con los dos parámetros µ y σ. La distribución Nakagami esta deﬁnida solo para x ≥ 0.
Deﬁnición B.6. La distribución Normal viene dada por:
f (x|µ, σ) = 1
σ
√
2pi
exp
{−(x− µ)2
2σ2
}
, (B.6)
con los dos parámetros µ y σ. La distribución Normal esta deﬁnida cualquier valor de x,
o sea −∞ < x <∞.
Deﬁnición B.7. La distribución Weibull viene dada por:
f (x|a, b) = b
a
(x
a
)b−1
exp
{
− (x/a)b
}
, (B.7)
con los dos parámetros a y b. La distribución Weibull esta deﬁnida solo para x ≥ 0.
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