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We develop a theoretical description of non-Hermitian time evolution that accounts for the break-
down of the adiabatic theorem. We obtain closed-form expressions for the time-dependent state
amplitudes, involving the complex eigenenergies as well as inter-band Berry connections calculated
using basis sets from appropriately-chosen Schur decompositions. Using a two-level system as an
example, we show that our theory accurately captures the phenomenon of “sudden transitions”,
where the system state abruptly jumps from one eigenstate to another.
I. INTRODUCTION
The dynamical features of non-Hermitian systems have
attracted a great deal of recent interest [1–7], driven in
large part by the field of photonics [8–12], where non-
Hermiticity (in the form of optical gain and/or loss) can
be easily introduced and controlled. Researchers have un-
covered a variety of phenomena tied intrinsically to non-
Hermiticity, including laser-absorbers [13–15], unidirec-
tional light transport [16, 17], asymmetric mode conver-
sion [18–23], and exceptional point-aided sensing [24, 25].
Alongside these efforts, considerable theoretical work has
gone into understanding the distinctive features of non-
Hermitian dynamics [26–34].
Common analytic methods developed for Hermitian
dynamical systems, including time-dependent perturba-
tion theory (for weakly-perturbed Hamiltonians) and adi-
abatic theory (for slowly-changing Hamiltonians) [35],
tend to be either fundamentally inapplicable or poorly
performing for non-Hermitian systems [32, 36–39]. The
usual time-dependent perturbation theory breaks down
because the eigenstates of a non-Hermitian Hamiltonian
are not orthogonal, which can make the expansion of a
perturbed time evolution operator very sensitive to initial
conditions [40]; another related problem is that perturba-
tive corrections involve transitions between eigenstates,
and in a non-Hermitian system the corresponding small
state amplitudes can undergo exponential growth rela-
tive to the rest of the state vector. For similar reasons,
the adiabatic theorem does not apply to systems with
slowly-varying non-Hermitian Hamiltonians [5, 41, 42].
In this paper, we develop an analytic method to
describe non-Hermitian time evolution, applicable to
slowly-varying time-dependent non-Hermitian Hamilto-
nians. We introduce several sets of orthonormal ba-
sis states produced by different Schur decompositions
(one for each eigenstate/eigenvector), and use them to
derive closed-form expressions for the state amplitudes.
These expressions involve the complex eigenenergies as
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well as inter-band Berry connections calculated using
the chosen basis vectors (rather than bi-orthogonal prod-
ucts), and they use the fastest-amplifying (or slowest-
decaying) eigenenergy as a natural reference scale fac-
tor. The results can be regarded as generalizing ear-
lier descriptions of Hermitian dynamics in terms of adia-
batic evolution and higher-order corrections to adiabatic-
ity [43, 44]. We then show, using numerical examples,
that our theory accurately describes the phenomenon of
“sudden transitions”, in which a non-Hermitian system’s
state abruptly jumps from following one eigenstate to
following a different eigenstate (the resulting “asymmet-
ric mode conversion” behavior has recently demonstrated
in microwave [19], optomechanical [20], and optical [21]
experiments). We find that the key role in the sudden
transitions is played by a set of functions originating from
effective inter-band hoppings.
The manuscript is organized as follows. In Section II,
we show how Hermitian evolution can be expressed in
terms of systematic corrections to adiabaticity, by de-
riving integral expressions for the state amplitudes in-
volving the eigenenergies and inter-band Berry connec-
tions. In section III, we discuss the Schur decomposi-
tions of non-Hermitian matrices, and introduce a set of
Schur decompositions (and their associated orthonormal
basis) suitable for keeping track of non-Hermitian evo-
lution. In Section IV, we derive closed-form expressions
for the state amplitudes of two-level as well as higher-
dimensional non-Hermitian systems. In Section V, we
subject the theory to numerical tests. We conclude in
Section VI.
II. NON-ADIABATIC CORRECTIONS TO
HERMITIAN EVOLUTION
We begin by revisiting the evolution of Hermitian sys-
tems, identifying how corrections to adiabaticity can
be systematically accounted for, and observing how the
features of Hermitian evolution break down for non-
Hermitian Hamiltonians.
Let H(t) be a time-dependent Hermitian Hamiltonian.
For convenience, we define a scaled time s ≡ t/T , where
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2T is a characteristic time duration along the “trajectory”
of the Hamiltonian in some parameter space. Taking
~ = 1, the time-dependent Schro¨dinger equation is
i T
∂
∂s
|Ψ(s)〉 = H(s) |Ψ(s)〉 . (1)
The state of the system can be expanded as a superposi-
tion of instantaneous eigenstates,
|Ψ(s)〉 =
∑
j
cj(s) e
−iΩj(s) |ψj(s)〉 , (2)
where cj(s) is the complex quantum amplitude for state
j at instant s, Ωj(s) = T
∫ s
0
ds′Ej(s′) is the accumulated
dynamical phase, and Ej(s) is the instantaneous eigenen-
ergy. We take the initial time to be s = 0. Substituting
Eq. (2) into Eq. (1), and projecting it onto 〈ψk(s)|, yields
c˙k = i
∑
j 6=k
cj e
i(Ωk−Ωj)Akj . (3)
Here, c˙k ≡ dck/ds, and Akj ≡ i〈ψk|(d/ds)|ψj〉 is the non-
Abelian Berry connection [45, 46], which describes the
off-diagonal (“inter-band”) couplings between |ψj〉 and
|ψk〉. We adopt the parallel transport gauge in which
the intra-band connection vanishes: 〈ψj |(d/ds)|ψj〉 = 0.
(This means that if the trajectory forms a closed loop
in parameter space, the basis functions for each point
in parameter space may be different during different cy-
cles [43], but that is not a problem for us.)
In standard time-dependent perturbation theory, the
next step is to re-write Eq. (3) in integral form and de-
velop it into a Dyson series. We instead follow a method,
adopted from Ref. 44, that allows us to distinguish be-
tween the “degree of non-adiabaticity” of various con-
tributions to the state evolution; this will be helpful for
making contact with the non-Hermitian theory later. Let
us define
Ukj(s) ≡ exp
{
i
[
Ωk(s)− Ωj(s)
]}
. (4)
Note that dUkj/ds = iT (Ek − Ej) Ukj . We use this to
integrate Eq. (3), obtaining
∆ck(s) =
∑
j 6=k
∫ s
0
ds′ cj U˙kj Akj
T (Ek − Ej) , (5)
where ∆ck(s) ≡ ck(s)− ck(0).
Next, define
ρ
(1)
kj (s) ≡
Akj(s)
T [Ek(s)− Ej(s)] . (6)
This quantity, which involves both the non-Abelian Berry
connection and the band energies, governs the non-
adiabatic corrections to state k induced by state j. Using
it, we integrate Eq. (5) by parts to obtain
∆ck(s) =
∑
j 6=k
{[
cj ρ
(1)
kj Ukj
]s
0
− i
∫ s
0
ds′ ck ρ
(1)
kj Ajk + Θkj
}
, (7)
where
Θkj = −
∫ s
0
ds′ cj Ukj
ρ˙(1)kj + i∑
` 6=k
ρ
(1)
k` A`j
 . (8)
Note that no approximations have been made so far. The
results up to Eq. (8) were previously derived in Ref. 44,
in order to study the corrections to adiabaticity in peri-
odically driven Hermitian systems. There, the residual
Θkj was dropped in order to calculate the lowest-order
corrections (the resulting theory was successfully demon-
strated in a recent experiment [47]).
Here, we show that the residual Θkj can be systemati-
cally accounted rather than being dropped, which will be
useful for handling the non-Hermitian case. Let us define
ρkj ≡ ρ(1)kj + ρ(2)kj + ρ(3)kj + · · · (9)
ρ
(n)
kj ≡
i
T (Ek − Ej)
ρ˙ (n−1)kj + i∑
` 6=k
ρ
(n−1)
k` A`j
 . (10)
Then the residual in Eq. (7) can be absorbed into the
other terms, producing the result
∆ck(s) =
∑
j 6=k
[
cjρkj Ukj
]s
0
−i
∫ s
0
ds′ ck
∑
j 6=k
ρkj Ajk. (11)
We call ρkj the “inter-band coherence factor”, and it de-
scribes the summed contributions of band j to the non-
adiabatic dynamics of band k. In the adiabatic limit
(T → ∞), ρkj → 0, and hence the entire right side of
Eq. (11) vanishes.
The first term on the right side of Eq. (11) describes an
effective inter-band hopping from j to k, evaluated solely
at the initial and final times. The second term can be
regarded as an effective intra-band contribution, since it
involves the amplitudes of the same band k at different
points along the trajectory; however, this contribution
is modulated by the non-Abelian Berry connections and
inter-band coherence factors coming from all other bands.
Later, we will re-visit the significance of these features,
in the non-Hermitian context.
Computationally speaking, it is not necessarily advan-
tageous to calculate ck(s) using Eq. (11). Such a calcula-
tion requires diagonalizing the Hamiltonian and comput-
ing the inter-band Berry connections at each time step,
which is not apparently any easier than directly inte-
grating the Schro¨dinger equation. The significance of
Eq. (11) is that it provides a description of how the state
3evolves, expressed in terms of a minimal set of quantities
derived from the Hamiltonian. This follows the spirit
of Berry’s theory of adiabatic quantum processes [43], in
which state evolution was described in terms of the intra-
band Berry connection. In the present case, the quanti-
ties of interest are the inter-band Berry connections and
inter-band coherence factors.
Unlike the Dyson series formulation of time-dependent
perturbation theory, which is based on the weakness of
the time-dependent part of the Hamiltonian relative to
its time-independent part, the present formulation relies
on the time variation being slow relative to the character-
istic energy level spacings. For finite T , each consecutive
term in Eq. (9) represents a higher-order non-adiabatic
correction to the inter-band coherence factor. In order
for the series to converge, so that the resummation lead-
ing to Eq. (11) is valid, we need |ρ˙(n)kj /ρ(n)kj |  T |Ek−Ej |,
which is a weaker requirement than the usual adiabatic
criterion |ρ(1)kj |  1 [48]. Eq. (11) can then be used to
calculate ck(s) iteratively. As we shall see, a variant of
this derivation holds in the non-Hermitian case.
State evolution for non-Hermitian Hamiltonians differs
from the Hermitian case in two important ways [49, 50].
First, the eigenvalues of a non-Hermitian Hamiltonian
are usually complex, with the imaginary part correspond-
ing to an amplification rate (if positive) or decay rate
(if negative). The relative exponential growth of some
states relative to others exacerbates the breakdown of
adiabaticity; we can see in Eq. (11) that if the Ukj factors
grow exponentially, transitions between many different
basis states become non-negligible. Second, the eigen-
states of a non-Hermitian Hamiltonian are usually not
orthogonal to each other, which requires a modification in
the derivation around Eq. (3). Near an exceptional point
(EP) of the Hamiltonian, several (usually two) eigen-
states coalesce to become linearly dependent [49, 50], and
it is common for the state amplitudes to change drasti-
cally during time evolution [19, 20, 41, 51, 52]. One of the
main objectives of this paper is to cast the equations for
non-Hermitian evolution into a form where these prob-
lematic features can be kept under control.
III. SCHUR DECOMPOSITIONS
Our approach to non-Hermitian dynamics is based on
Schur decompositions. A non-Hermitian Hamiltonian H
typically lacks an orthogonal set of eigenvectors, but we
can always find a unitary matrix U such that
A = U†HU (12)
is upper triangular, with the eigenvalues of H appearing
along its diagonal. The matrix A is called a Schur form
of H. Unlike diagonalization, the Schur decomposition
of a non-Hermitian matrix has a very useful feature: the
columns of U always form a complete orthonormal basis.
Moreover, it can be shown that for each eigenvector x and
eigenvalue λ for A, there is a corresponding eigenvector
Ux and eigenvalue λ for H. This implies that the first
column of U is an eigenvector of H (this is however not
generally true for the other basis vectors).
The Schur decomposition is not unique. In particular,
we can apply a transformation to re-arrange the diag-
onal entries of the Schur form A to any desired order.
Each choice of Schur decomposition produces a different
orthonormal basis (column vectors of U).
Suppose the eigenvalues of H are non-degenerate and
denoted by λj (j = 1, 2, . . . , n). For our purposes, it is
convenient to define a “growth-ordered Schur decompo-
sition” that arranges the eigenvalues in descending order
of Im[λj ] along the diagonal of A1. In physical terms,
this means listing the most amplifying (or least decaying)
state first, followed by states of decreasing amplification
rate. Let U1 be the transformation matrix for the growth-
ordered Schur decomposition, and let its column vectors
be { |χ1〉, |χ2〉, · · · , |χn〉 }; the first one, |χ1〉, is also the
most amplifying eigenvector of H. We can represent H
as a sum of orthogonal projectors,
H =
∑
i
λi |χi〉〈χi| +
∑
i<j
Cij |χi〉〈χj |. (13)
Starting from the growth-ordered Schur decomposition
A1, we can generate another Schur form where the diag-
onal entries are λ2, λ1, λ3, . . . , λn (i.e., with the second
most amplifying state moved to the front). The required
transformation has the form
A2 = U
†
2A1U2, U2 =
(
W (2) 0
0 In−2
)
, (14)
where W (2) is a 2 × 2 unitary matrix and In−2 is an
identity matrix of size (n − 2) × (n − 2). In the basis
defined by this new Schur decomposition, the first basis
vector (i.e., the first column of U1U2) is
|ξ2〉 ≡
[
|χ1〉, |χ2〉
]
·W (2)•,1 , (15)
where W
(2)
•,1 denotes the first column of W
(2). This basis
vector is an eigenvector of H with eigenvalue λ2. More-
over, we denote the second basis vector in the basis by
|η2〉 ≡
[
|χ1〉, |χ2〉
]
· W (j)•,2 . (16)
Note that this basis vector is “associated” with λ1, but
it is not an eigenvector of H.
A similar swapping procedure can be performed to
move the j-th eigenvalue (j = 2, . . . , n) to the front,
so that the diagonal entries in the Schur form are
λj , λ1, . . . , λj−1, λj+1, . . . (note that we keep the rest of
the list in the same order; in particular, λ1 is second).
Details of the procedure can be found in Appendix A.
Each such Schur decomposition defines an orthonormal
basis; we let |ξj〉 denote the first basis vector, and |ηj〉
denote the second basis vector.
4In this way, we arrive at two sets of vectors,
{|ξ2〉, . . . , |ξn〉} and {|η2〉, . . . , |ηn〉}. Within each set, the
vectors are not generally orthogonal. Each |ξj〉 is an
eigenvector of H, with eigenvalue λj . Each |ηj〉 is as-
sociated with λ1 in the particular Schur decomposition
where |ξj〉 is the first column vector, and is orthogonal
to |ξj〉. As a generalization of Eq. (13), for each j we can
decompose H as
H = λj |ξj〉〈ξj |+ λ1|ηj〉〈ηj |+ Cj |ξj〉〈ηj |+ · · · , (17)
where Cj is some coupling coefficient, and the omitted
terms involve kets orthogonal to both |ξj〉 and |ηj〉.
It can be shown that the set {|χ1〉, |η2〉, . . . , |ηn〉} is
complete, provided that |χ1〉 is non-orthogonal to all the
other eigenvectors |ξj〉 (j = 2, . . . , n); for details, see Ap-
pendix B. We shall argue that this basis set has the right
properties for coping with the pathological features of
non-Hermitian time evolution.
IV. NON-HERMITIAN EVOLUTION
We now adopt the following strategy for describ-
ing non-Hermitian evolution: First, we use a succes-
sion of Schur decompositions to construct a basis set
{|χ1〉, |η2〉, . . . , |ηn〉} that is non-orthogonal but com-
plete, as described in Section III. We use this to decom-
pose the initial state vector, and follow the dynamics of
each component separately. The first component is han-
dled by using the growth-ordered Schur decomposition
to write the Hamiltonian in the form (13). Since |χ1〉
is the most amplifying eigenstate, this component of the
system state “clings” to it, in a manner similar to adia-
batic following [41, 51]. However, the Cij coefficients in
Eq. (13) are generally nonzero, and describe amplitude
transfers from other bands to the most amplifying band.
This is accounted for by a formalism similar to the Her-
mitian case described in Section II, with a non-Hermitian
variant of the inter-band coherence factor.
For each of the other components of the system state,
the time evolution can be obtained from Eq. (17), which
describes a coupling from |ηj〉 to either |ηj〉 or |ξj〉, and
no other state. Since |ηj〉 and |ξj〉 are orthogonal, their
dynamics can likewise be handled similarly to Section II.
A. 2× 2 non-Hermitian Hamiltonian
We now work through the above process for the simple
case of a 2 × 2 non-Hermitian Hamiltonian H. Let the
eigenvalues of H be λ1 and λ2, with Im(λ1) > Im(λ2).
We can perform two different Schur decompositions. In
the notation of Section III,
H = λ1|χ1〉〈χ1|+ λ2|χ2〉〈χ2|+ C1|χ1〉〈χ2|
= λ2| ξ2〉〈 ξ2|+ λ1|η2 〉〈 η2|+ C2|ξ2 〉〈 η2|, (18)
where {|χ1〉, |χ2〉} and {|ξ2〉, |η2〉} are two distinct or-
thonormal bases. WhenH is time-dependent, these bases
are likewise time-dependent. Similar to Section II, we
define a scaled time s ≡ t/T and adopt the parallel-
transport gauge for all bands (e.g., 〈χ1|χ˙1〉 = 0).
We now use {|χ1(0)〉, |η2(0)〉} to decompose the initial
system state:
|Ψ(0)〉 = a1(0)|χ1(0)〉+ b2(0)|η2(0)〉 . (19)
Since the Schro¨dinger equation is linear, the dynamics of
these two components can be handled separately.
Consider the first component. Let |Ψ1(s)〉 denote this
part of the system state at each (rescaled) time s. We
project it onto the orthonormal basis {|χ1(s)〉, |χ2(s)〉}:
|Ψ1(s)〉 = a1(s)e−iΩ1 |χ1(s)〉+ a2(s)e−iΩ2 |χ2(s)〉, (20)
where Ωj(s) ≡ T
∫ s
0
ds′ λj(s′). Substituting this into
the time-dependent Schro¨dinger equation, and left-
multiplying by 〈χ1(s)| and 〈χ2(s)|, yields
a˙1 = iU12
(
Aa12 − TC1
)
a2 (21)
a˙2 = iU21Aa21 a1, (22)
where
Ukj(s) ≡ exp{i[Ωk(s)− Ωj(s)]} (23)
Aakj(s) ≡ i〈χk|χ˙j〉. (24)
In Eq. (21), the coupling from |χ2〉 to |χ1〉 involves the
combination Aa12 − TC1. Comparing this to Eq. (3), we
see that the Berry connection Aa12 can be interpreted as a
non-adiabatic but Hermitian-like contribution, while the
TC1 part is a purely non-Hermitian contribution involv-
ing a Schur coefficient (i.e., a non-diagonal component of
the Schur form).
Note also that the non-Abelian connection (24) is cal-
culated with the orthonormal basis {|χ1〉, |χ2〉, · · · }, us-
ing the usual inner product, similar to the non-Abelian
Berry connection for Hermitian systems. It is not the
“non-Hermitian Berry connection” used in other works
on non-Hermitian evolution [53, 54], which is defined us-
ing a non-orthonormal basis and a bi-orthogonal product.
Let us now define
ρ(1)a ≡
Aa12 − TC1
T (λ1 − λ2) . (25)
Unlike the Hermitian counterpart (6), the numerator is
modified to account for the non-Hermitian contribution
to the inter-band coupling. Using this, we can integrate
Eqs. (21)–(22) to obtain
∆a1(s) =
[
a2 ρ
(1)
a U12
]s
0
− i
∫ s
0
ds′ a1 ρ(1)a Aa21 −
∫ s
0
ds′ a2 ρ˙ (1)a U12. (26)
5Here, ∆a1(s) ≡ a1(s) − a1(0). By using the fact that
a2(0) = 0, we can re-incorporate the last term in Eq. (26)
into the other two terms in a manner similar to Section II.
Define a non-Hermitian inter-band coherence factor ρa:
ρa ≡
∞∑
n=1
ρ(n)a , ρ
(n)
a ≡
i ρ˙
(n−1)
a
T (λ1 − λ2) for n > 1. (27)
For this series definition to converge, we require
|ρ˙(n)a /ρ(n)a |  T |λ1 − λ2|. In that case, Eq. (26) becomes
∆a1(s) = a2(s)ρa(s)U12(s) − i
∫ s
0
ds′ a1ρaAa21. (28)
This has almost exactly the same form as the Hermitian
equation (11). Notably, the first term on the right side
of Eq. (28) describes an effective hopping from a2 to a1,
evaluated at the final time s. The second term involves
the same-band amplitude a1, evaluated over the whole
trajectory.
We can solve the integral equation with the ansatz
a2(s) = −a1(s) qa(s) /U12. (29)
Here, qa(s) is a function to be determined, with initial
value qa(0) = 0. It determines the relative contributions
of |χ1〉 and |χ2〉 to |Ψ1〉; later, in Section V, we will see
that this is precisely the quantity involved in the phe-
nomenon of “sudden transitions” between non-Hermitian
eigenstates.
Substituting Eq. (29) into Eq. (28) yields
a1(s) = a1(0) exp
[
−i
∫ s
0
ds′ (Aa12 − TC1) qa(s′)
]
. (30)
Now, suppose the effective inter-band hopping—the first
term on the right side of Eq. (28)—is neglected. In that
case, we see from Eq. (30) that
qa → ρaA
a
21
Aa12 − TC1
. (31)
We can regard the deviation of qa from (31) as being
“generated” by the effective inter-band hopping. We call
Eq. (31) the “leading-order approximation” for the non-
Hermitian evolution, in which the effective inter-band
hopping is neglected. (Note that this approximation vi-
olates the initial value condition for qa.)
We can go beyond the leading-order approximation by
converting Eqs. (28)–(30) into differential form:
− idqa
ds
= −Aa21 +T
(
λ1−λ2
)
qa + (Aa12 − TC1) q2a. (32)
Appendix C describes a systematic semi-analytic pro-
cedure for solving this first-order nonlinear differential
equation. We find that it is convenient to make a “sub-
leading-order approximation” that involves breaking qa
into two terms:
qa ≈ q¯a + q˜a(0) e
i(Ω1−Ω2)
1− q˜a(0)
∫ s
0
ds′ ei(Ω1−Ω2)
, (33)
where the first term is a slowly-varying part and the sec-
ond term is a rapidly oscillating and decaying part. Al-
ternatively, Eq. (32) can also be solved fully numerically.
Next, we consider the second component of Eq. (19).
We will handle this using the basis {|η2(s)〉, |ξ2(s)〉}. Let
|Ψ2(s)〉 denote this part of the state vector:
|Ψ2(s)〉 = b1(s)e−iΩ2 |ξ2(s)〉+ b2(s)e−iΩ1 |η2(s)〉. (34)
Substitution into the time-dependent Schro¨dinger equa-
tion, and left-multiplying by 〈η2(s)| and 〈ξ2(s)|, yields
b˙1 = ib2 U21
(
Ab21 − TC2
)
b˙2 = ib1 U12Ab12,
(35)
where
Ab12 ≡ i〈η2|ξ˙2〉, Ab21 ≡ i〈ξ2|η˙2〉. (36)
Repeating the preceding procedure for the b2 amplitude
(which characterizes the most amplifying state) gives
∆b2(s) = b1ρb U12 − i
∫ s
0
ds′ b2ρb
(
Ab21 − TC2
)
, (37)
where ∆b2(s) ≡ b2(s)− b2(0), and
ρb ≡
∞∑
n=1
ρ
(n)
b , ρ
(1)
b ≡
Ab12
T (λ1 − λ2) ,
ρ
(n)
b ≡
iρ˙
(n−1)
b
T (λ1 − λ2) for n > 1 . (38)
Note that the inter-band coherence term is defined differ-
ently for the b amplitudes than for the a amplitudes. The
second (“intra-band”) term on the right side of Eq. (37)
also has a slightly different form from Eq. (28). In order
for the series definition of ρ
(n)
b to converge, we must have
|ρ˙(n)b /ρ(n)b |  T |λ1 − λ2|.
We now take the ansatz
b1(s) = −b2(s) qb(s) /U12, (39)
where qb(s) is a function to be determined. Substituting
this into Eq. (37) gives
b2(s) = b2(0) exp
[
−i
∫ s
0
ds′ Ab12(s′) qb(s′)
]
. (40)
If the effective inter-band hopping—described by the first
term on the right of Eq. (37)—is negligible, then
qb →
ρb
(Ab21 − TC2)
Ab12
. (41)
As before, we call (41) the “leading-order approxima-
tion”, equivalent to neglecting the inter-band couplings.
6To go beyond the leading-order approximation, we con-
vert Eqs. (37)–(39) into differential form:
− idqb
ds
= − (Ab21 − TC2)+T (λ1−λ2)qb+Ab12 q2b . (42)
Similar to Eq. (32), this can be solved numerically or
semi-analytically. In the semi-analytic solution, a sub-
leading approximation can be defined by breaking the
solution into slowly and rapidly-varying parts:
qb ≈ q¯b + q˜b(0) e
i(Ω1−Ω2)
1− q˜b(0)
∫ s
0
ds′ ei(Ω1−Ω2)
. (43)
In summary, we find that the time-dependent system
state can be written as two parts,
|Ψ(s)〉 = |Ψa(s)〉+ |Ψb(s)〉, (44)
where
|Ψa〉 = a1(0)Sa e−iΩ1
(
|χ1〉 − qa |χ2〉
)
(45)
|Ψb〉 = b2(0)Sb e−iΩ1
(
|η2 〉 − qb |ξ2 〉
)
, (46)
with Sa,b and qa,b defined as follows:
Sa(s) = exp
[
−i
∫ s
0
ds′ (Aa12 − TC1) qa(s′)
]
(47)
Sb(s) = exp
[
−i
∫ s
0
ds′ Ab12(s′) qb(s′)
]
. (48)
In Eqs. (45)–(46), the leading scale factor of exp(−iΩ1)
corresponds to the fastest amplification rate present in
the system. The “direction” of the state vector is mainly
determined by the magnitudes of qa and qb. In the
leading-order approximation, these are given by Eqs. (31)
and (41) respectively. In the sub-leading-order approxi-
mation, we replace these phase shifts with Eqs. (33) and
(43), as described in Appendix C. For a higher-order ap-
proximation, we solve for qa and qb using the full differ-
ential equations (32) and (42).
B. n× n non-Hermitian Hamiltonian
For a general n×n non-Hermitian Hamiltonian, we first
use a Schur decomposition to find an orthonormal basis
{|χj〉}, with which the Hamiltonian is written in the form
of Eq. (13). We then use a succession of different Schur
decompositions, as described in Section III, to construct
a basis {|χ1〉, |η2〉, . . . , |ηn〉} that is non-orthogonal but
complete. We use this basis to decompose the initial
state vector, and follow the dynamics of each component
separately. Let the initial state be
|Ψ(0)〉 = c1(0)|χ1(0)〉+
n∑
j=2
cj(0)|ηj(0)〉. (49)
We use the orthonormal basis {|χj〉} to handle the first
component:
|Ψ1(s)〉 =
n∑
j=1
aj(s)e
−iΩj |χj(s)〉, (50)
where a1(0) = c1(0) and aj(0) = 0 for j > 1. Sub-
stituting this into the Schro¨dinger equation, and left-
multiplying by {〈χj |}, yields
a˙j = i
∑
k 6=j
ak UjkCajk, where Cajk ≡ Aajk − TCjk. (51)
Note that Cjk = 0 for j > k. The integral form is
∆a1(s) =
n∑
j=2
ajρ
a
1j U1j−i
∫ s
0
ds′ a1(s′)
n∑
j=2
ρa1jCaj1, (52)
where
ρa1j ≡
∞∑
n=1
ρ
a(n)
1j , ρ
a(1)
1j ≡
Ca1j
T (λ1 − λj) , (53)
and, for n > 1,
ρ
a(n)
1j ≡
i
T (λ1 − λj)
[
ρ˙
a(n−1)
1j + i
∑
`
ρ
a(n−1)
1` Ca`j
]
. (54)
To solve this, we take the ansatz
aj(s) = −a1(s) qaj (s) /U1j for j > 1. (55)
The leading approximation is defined by
qaj →
ρa1jCaj1
Ca1j
, (56)
and an improved approximation is obtained by substitut-
ing Eq. (55) into Eq. (51) to obtain
iq˙aj = −Cj1+T
(
λ1−λj
)
qaj +
n∑
`=2
(
Caj` + q
a
j C
a
1`
)
qa` . (57)
When
∣∣ d
ds
(
qaj C
a
1j
)
/
(
qaj C
a
1j
)∣∣ T |λ1−λj |, Eq. (57) can
be solved iteratively to obtain qaj (s). Similar to the 2× 2
case, this semi-analytic solution can be decomposed into
a slowly-varying part and rapidly oscillating and decay-
ing part determined by the initial conditions. The re-
maining components are handled in a manner similar to
Section IV A.
V. NUMERICAL RESULTS
To test the method derived in the previous section, we
consider the specific 2× 2 non-Hermitian Hamiltonian
H(t) =
(
ω(t) + iν(t) c
c −ω(t)− iν(t)
)
, (58)
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FIG. 1. (a)–(b) Complex eigenvalue spectrum of the non-
Hermitian Hamiltonian H, versus the parameters ω and ν, for
constant c = 2. Here, we show the region of parameter space
near the exceptional point at ω = 0, ν = −2. A trajectory
loop ω + iν = e2ipit/T − ic, encircling the exceptional point,
is indicated. Amplifying (decaying) states are indicated in
red (blue). (c) Instantaneous eigenstates and time-evolving
system states, characterized by the complex number z = x+iy
defined in Eq. (60), versus time t. The red and blue lines
respectively indicate amplifying and decaying instantaneous
eigenstates of H(t), as the Hamiltonian slowly undergoes the
trajectory indicated in (a)–(b), with time scale T = 10. The
cyan and yellow lines represent the evolving system states,
with initial conditions set to either the amplifying (cyan) or
decaying (yellow) initial instantaneous eigenstate.
where ω(t) and ν(t) are real time-dependent parameters,
and c is a constant. The eigenvalues are
λ = ±
√
c2 + (ω + iν)
2
. (59)
At the exceptional points ω + iν = ±ic, the eigenvalues
and their associated eigenvectors coalesce. The corre-
sponding eigenstates have the form
|ψ(t)〉 ∝
(
1
z
)
, (60)
where z ≡ x+ i y is the complex ratio of the components.
Figure 1(a)–(b) shows the complex eigenvalue spec-
trum of H, as a function of ω and ν. Red and blue colors
indicate eigenstates that are amplifying (Imλ > 0) and
decaying (Imλ < 0) respectively. One particular para-
metric trajectory, ω + iν = e2ipit/T − ic, is also shown;
note that this trajectory encircles an exceptional point.
Fig. 1(c) plots x and y—the real and imaginary parts of
the eigenvector component z defined in Eq. (60)—versus
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FIG. 2. Time evolution of the system state as the Hamilto-
nian cycles once around the exceptional point, with c = 2,
T = 50, and ω+ iν ≡ e2ipit/T − ic. The system state is initial-
ized in the decaying instantaneous eigenstate at t = 0. The
plotted quantities (a) x and (b) y characterize the system
state up to a scale factor, as defined in Eq. (60). Direct nu-
merical integration shows that the time-evolving system state
undergoes a sudden transition to the amplifying eigenstate at
t ≈ 7.5. This transition is captured by the sub-leading-order
approximation developed in the text.
the time t, as the Hamiltonian goes through this para-
metric trajectory. Encircling the exceptional point once
leads to an interchange of the two instantaneous eigen-
states [49, 50].
The behavior of the system state under actual time
evolution, however, is more subtle. The yellow curve in
Fig. 1(c) shows the dynamical state, computed by inte-
grating the Schro¨dinger equation numerically using the
split-step method (the results of which can be consid-
ered “exact”, apart from the usual small discretization
errors from numerical integration). It is observed that if
the initial system state is in either of the initial instanta-
neous eigenstates, then for sufficiently slow Hamiltonian
variation and short elapsed times, the state clings to the
instantaneous eigenstate, similar to the adiabatic limit
of Hermitian dynamics. For longer times, however, the
system can undergo a sudden transition from a decaying
eigenstate to an amplifying eigenstate. This “breakdown
of adiabaticity” has been extensively commented upon in
previous works [7, 19, 20, 28, 41, 51, 52], and may be tech-
nologically useful as a means of realizing high-efficiency
nonlinear optical isolators [55].
Figure 2 compares the exact results to the results from
the evolution equations derived in Section IV. The latter
are calculated using the non-Abelian connections, eigen-
values, and Schur components derived from the Hamilto-
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FIG. 3. Time evolution of the system state as the Hamiltonian
cycles twice around the exceptional point, with c = 2, T = 50,
and ω+ iν ≡ e2ipit/T − ic, with the system state initialized in
the amplifying instantaneous eigenstate at t = 0. The plot-
ted quantities (a) x and (b) y characterize the system state
up to a scale factor. Results are shown for exact numerical
integration of the Schro¨dinger equation, the sub-leading-order
approximation, and a high-order approximation which solves
qa and qb via the method described in Appendix C.
nian (and its Schur decompositions) at each instant along
the trajectory.
According to Eqs. (45)–(46), the transitions are gov-
erned by the quantities qa and qb, which describe the rel-
ative proportions of the eigenstate contributions to the
state vector. We observe that the leading-order approxi-
mation (from neglecting the effective inter-band hopping)
fails to match the exact results. However, the sub-leading
approximation (which employs explicit but approximate
expressions for qa and qb) agrees well with the exact re-
sults. In particular, it accurately describes the sudden
transition from clinging to the decaying eigenstate to
clinging to the amplifying eigenstate. In the sub-leading-
order approximation, the relative errors of |qa| and |qb|
are less than 0.3% in this numerical example.
The sub-leading-order approximation can also break
down for sufficiently long elapsed time. Fig. 3 shows the
evolution for the same system, with the state initialized
to the amplifying initial instantaneous eigenstate. At the
end of the first cycle around the exceptional point, the
state is clinging to the decaying eigenstate (due to eigen-
state exchange). Shortly into the second cycle, it un-
dergoes a sudden transition to the amplifying eigenstate.
The sub-leading-order approximation gives the correct
transition time, but fails to accurately describe the sub-
sequent evolution. This failure is due to the accumulation
of approximation errors over long elapased times, which
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FIG. 4. Magnitude of the adiabatic multipliers, |dij |, versus
time t for the 2× 2 model with ω + iν ≡ e2ipit/T − ic, c = 2,
and T = 50. The solid lines are obtained by direct numerical
integration, while the dashes are calculated via Eqs. (63)–(66).
In (a), the leading-order approximation is used, and in (b)
the sub-leading-order approximation is used. The exponential
variation in |d22| corresponds to the sudden transition which
occurs at t ≈ 7.5 when the system is initialized in the decaying
eigenstate, as shown in Fig. (2).
can be reduced by either using a slower evolution pro-
tocol, or by introducing a higher-order approximation as
described in Appendix C.
These results can also be analyzed through the “adi-
abatic multiplier” concept previously used by Berry and
Uzdin to quantify sudden transitions in non-Hermitian
dynamics [41, 56]. Let the initial system state be
|Ψ(0)〉 = c1(0)|χ1(0)〉+ c2(0)|ξ2(0)〉, (61)
where |χ1(0)〉 and |ξ2(0)〉 are the instantaneous eigen-
states of H(0) (see Section III), which is assumed not to
be at an exceptional point; c1(0) and c2(0) are the corre-
sponding complex amplitudes. The state at subsequent
times can be written in the form
|Ψ(s)〉 = e−iΩ1(s)
[(
c1(0)d11(s) + c2(0)d21(s)
)
|χ1(s)〉
+
(
c1(0)d12(s) + c2(0)d22(s)
)
|ξ2(s)〉
]
, (62)
where Ω1(s) = T
∫ s
0
ds′λ1(s′) is the dynamical factor cor-
responding to the most amplifying eigenstate. The dij(s)
coefficients are the adiabatic multipliers.
9By direct substitution, it can be shown that the adia-
batic multipliers can be written in terms of the quantities
appearing in our Eqs. (44)–(48) (i.e., Schur coefficients,
inter-band coherence factors, etc.):
d11 = Sa
(
1− qa C1
∆λ
)
(63)
d12 = − Sa qa〈χ2|ξ2〉 (64)
d21 =
d11
η021
− ∆λ
0 Sb
C2(0)〈η2|χ1〉 (65)
d22 =
d12
η021
+
∆λ0 Sb
C2(0)
(
qb − C2
∆λ
)
, (66)
where η021 ≡ 〈ξ2(0)|χ1(0)〉, ∆λ0 ≡ λ1(0) − λ2(0), and
∆λ ≡ λ1(s)− λ2(s).
If the system starts in the amplifying state [c2(0) = 0],
sudden transitions occur when d11 and/or d12 undergo
exponential variations; if the system starts in the de-
caying state [c1(0) = 0], sudden transitions occur with
exponential variations in d21 and/or d22.
Figure 4 plots the magnitude of the adiabatic mul-
tipliers for the same 2 × 2 non-Hermitian Hamiltonian
as before. In Fig. 4(a), the leading-order approximation
is used. At long times, the adiabatic multipliers |d11|
and |d12| produced by the leading-order approximation
agree with the exact values (solid lines), whereas |d21|
and |d22| do not match at all. This is consistent with
our earlier findings that the leading-order approximation
does not give a good description of the time evolution.
In Fig. 4(b), the sub-leading-order approximation is used.
Now we obtain excellent agreement with the exact results
(solid lines), with the only notable deviations occurring
at very small values of |d22|. (These small deviations
can be further reduced if higher-order approximations are
taken.) The observed exponential decrease in |d22|, from
unity to nearly zero, corresponds to the sudden transition
from the decaying to the amplifying state in Fig. 2.
VI. CONCLUSIONS
We have developed a theoretical framework for de-
scribing the time evolution of a general non-Hermitian
system. We obtained explicit closed-form expressions
for the quantum amplitudes, involving the instanta-
neous complex energies and inter-band Berry connec-
tions. In particular, the Berry connections are defined
with regular inner products, using orthonormal basis
vectors produced by Schur decompositions of the non-
Hermitian Hamiltonian, rather than the bi-orthogonal
products employed in previous works on non-Hermitian
evolution [53, 54]. Unlike previous studies that used such
generalized Berry connection to describe non-Hermitian
dynamics [4, 57, 58], our theory is not restricted to the
special case of cyclic Hamiltonians and dynamical states
that return to themselves after one cycle.
We have shown numerically that our theory accu-
rately describes the phenomenon of “sudden transi-
tions” in non-Hermitian dynamics, where the system
state jumps from one non-Hermitian eigenstate to an-
other [7, 19, 20, 28, 41, 51, 52]. This phenomenon has
recently been shown to be useful for realizing efficient
optical isolators [55]. In our theory, the key role in these
transitions is played by the complex functions qa and qb,
which are affected precisely by those terms in the quan-
tum amplitude equations that describe effective inter-
band hoppings. In future work, it would be important to
examine these functions in greater detail, and try to de-
velop a better physical understanding of them. It would
also be interesting to use our theory to analyze sud-
den transitions in more complicated non-Hermitian sys-
tems, such as periodically-driven non-Hermitian Hamil-
tonians [53, 59] or Hamiltonians with high-order excep-
tional points [24, 25, 60, 61].
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Appendix A: Unitary transformation of an upper
triangular matrix
Consider an upper triangular matrix A of the form
Ai,j =
 Ci,j for i < jλj for i = j0 for i > j . (A1)
We can swap any of the two neighboring diagonal entities,
i.e. λj−1 and λj , through a unitary transformation
Uj =
Ij−2 W (j)
In−j
 , (A2)
where In denotes a n× n identity matrix,
W (j) =
1√
1 + |zj |2
(
1 −z∗j
zj 1
)
(A3)
and
zj =
λj − λj−1
Cj−1,j
, (A4)
so that the sequence of the diagonal entries become
λ1, · · · , λj−2, λj , λj−1, λj+1, · · · . In the special case when
Cj−1,j = 0, we use [0, 1; 1, 0] in place of W (j).
For each j, we can always use a succession of j−1 such
transformations to bring the eigenvalue λj to the front,
so that the sequence is λj , λ1, · · · , λj−1, λj+1, · · · .
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Appendix B: Completeness of the basis set
The set {|χ1〉, |η2〉, · · · , |ηn〉} introduced in Sec-
tion III is complete so long as the eigenvector |χ1〉
is non-orthogonal to every other other eigenvector
|ξj〉 (j = 2, · · · , n). To prove this, we start from
the Schur decomposition theorem, which states that
{ |χ1〉, |χ2〉, · · · , |χn〉 } is complete and orthogonal. Us-
ing the unitary transformation scheme introduced in
Appendix A, we can use a succession of j − 2 uni-
tary transformations to re-arrange the diagonal en-
tries of the Schur form A to the desired order, i.e.
λ1, λj , λ2, · · · , λj−1, λj+1, · · · . In the basis defined by
this new Schur decomposition, the first basis vector is
still |χ1〉. The second basis vector is a superposition of
{|χ2〉, |χ3〉, · · · , |χj〉}.
We can further swap the first two diagonal entries,
i.e. λ1 and λj , through a unitary transformation to
bring λj to the front. In the notation introduced in
Section III, after the transformation the first basis vec-
tor |ξj〉 is an eigenvector with eigenvalue λj , while the
second basis vector |ηj〉 is “associated” with λ1. From
our assumption that |χ1〉 is non-orthogonal to each of
the other eigenvectors, we can show that |ηj〉 is a su-
perposition of the vectors {|χ1〉, |χ2〉, · · · , |χj〉}, and im-
portantly the composition of |χj〉 is nonzero. In this
way, we see that the dimension of the subspace spanned
by {|χ1〉, |η2〉, · · · , |ηj〉} increases monotonically with j.
This shows that {|χ1〉, |η2〉, · · · , |ηn〉} forms a complete
basis for the space spanned by { |χ1〉, |χ2〉, · · · , |χn〉 }.
Appendix C: Iterative solution method
As noted in the main text, the evolution of a non-
Hermitian system can be characterized using a set of
functions, denoted by qn, that describe the relative con-
tributions of the different Schur basis vectors. In the 2×2
case, we have the qa function that satisfies Eq. (32), and
the qb function that satisfies Eq. (42). These first-order
nonlinear differential equations have the form
− i q˙ = −A+B q + C q2. (C1)
To solve this, let us define
q1 ≡ A/B (C2)
A1 ≡ −i q˙1 − C q21 (C3)
B1 ≡ B + 2C q1. (C4)
Then Eq. (C1) becomes
− i q˙′ = −A1 +B1 q′ + C q′2 , (C5)
where q′ = q − q1. We can now iteratively define
qj+1 ≡ Aj/Bj (C6)
Aj+1 ≡ −i q˙j+1 − C q2j+1 (C7)
Bj+1 ≡ Bj + 2C qj+1 (C8)
and hence recast Eq. (C1) as
− i ˙˜q = B˜ q˜ + C q˜2, (C9)
where B˜ = B + 2C
∑∞
j=1 qj . Eq. (C9) can be solved
exactly, and the solution is
q˜ =
q˜(0) exp
[
i
∫ s
0
B˜ds′
]
1− q˜(0) ∫ s
0
iC exp
[
i
∫ s′
0
B˜ds′′
]
ds′
, (C10)
where q˜(0) is determined by the initial value condition for
q. Thereby, the solution to Eq. (C1) is given by q = q¯+ q˜.
The first part q¯ ≡ ∑∞j=1 qj , is a slowly-varying series;
the second part – q˜, is a rapidly oscillating and decaying
function.
We note that AC/B2 ∝ T−1. In our problem, the
variable T characterizes the time scale for the Hamilto-
nian’s trajectory within some parameter space. For a
sufficiently slowly varying Hamiltonian, qj ∝ T−j obeys
power-law decay and goes rapidly to zero. The series qj
thus constitute a hierarchy of solutions that converges for
large T . If the condition |q˙1/q1|  T |λ2−λ1| is satisfied,
we may drop higher-order terms of qj and only keep the
lowest order, q = q1+q˜, which constitutes the sub-leading
order approximation used in the main text.
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