The free monoid, or the set of words on an alphabet, can be made into a poset (patially ordered set) by different kind of orders, one example in view is the lexicographic arrangement of words in a dictionary. One can also order the words by their length: the shorter words precede the longer ones in this order. The structure of an odered set is usually determined by its chains in the one hand and antichains in the other hand. Antichain -a notion from the Theory of Posets -is, as the term suggests, a subset in which no two distinct elements form a chain. In this article the antichains are called independent sets and we are concerned with independents sets in some specific orders on words.
§1. Introduction
The free monoid, or the set of words on an alphabet, can be made into a poset (patially ordered set) by different kind of orders, one example in view is the lexicographic arrangement of words in a dictionary. One can also order the words by their length: the shorter words precede the longer ones in this order. The structure of an odered set is usually determined by its chains in the one hand and antichains in the other hand. Antichain -a notion from the Theory of Posets -is, as the term suggests, a subset in which no two distinct elements form a chain. In this article the antichains are called independent sets and we are concerned with independents sets in some specific orders on words.
The systematic study of independent subsets in the binary relation was initiated by Thierrin and Shyr probably in the mid 1970s [ShTh] . Relations in consideration are such that their independent sets are usually codes [Sh] , a subject which is treated thoroughly in [BP] , and it turns out that many fundamental classes of codes are that of independent subsets of certain simple binary relations, for instance, prefix, sufix, bifix, infix codes, hypercodes, uniform codes,...
In this paper we consider chiefly the classes of infix codes and hypercodes. By nature they both are the independent set in a class of very common orders compatible with the word length. Let us be precise as follows. Let A be a finite alphabet comprising a finite number of letters and A * be the set of words defined on A , which is a free monoid on the basis A with the concatenation of words as product and the empty word, denoted 1 , as the unit. For a set S and a word u of A * we denote by |S| the number of elements, or the cardinality, of S and by |u| the length, or the number of letters, of u . By convention, |1| = 0 and by definition |uv| = |u| + |v| for all words u, v . The word u is said to be a factor of v if v = xuy for some words x, y of A * . In particular, u is a prefix of v if y = 1, suffix if x = 1.
For any abstract sets S, T we use the notations S−T and S+T to denote their difference and union respectively; and for any subsets of words X, Y ⊆ A * , we denote XY = {xy : x ∈ X, y ∈ Y } ; X n = XX...X ( n times) for a possitive integer n and X * = 1 + X + X 2 + · · · the star closure of X . For a singleton set {w} we use w n , w * instead of {w} n , {w} * . We define the notion of subword; u is a subword of v if u is obtained from v by omitting some letters occurring in v , possibly none; formally, if
and u = u 1 u 2 ...u k for a nonnegative integer k and some words v 1 , v 2 , ..., v k 
For a binary relation on A * , a subset of words is said to be independent if every pair of elements of it is incomparable by the relation. Clearly, we have a standard statement that, by Zorn's lemma, every independent set is included in a maximal (by inclusion) independent one. We deal exclusively with orders on words in the sequel. Recall that order is an reflexive, antisymmetric and transitive binary relation.
Obviously, the binary relations "being a factor of, a prefix of, a suffix of" and "being a subword of " all define partial orders on A * , which we call correspondingly the factor, prefix, suffix and subword orders.
Independent sets in the prefix and suffix orders are called prefix and suffix sets respectively; independent sets in the factor order is called infix codes and that in the subword order are usually called hypercodes ( [ShTh] ). The bifix relation is defined by means of disjunction of the prefix and suffix relations, independent sets in which are bifix codes. Otherwise speaking, a subset is a bifix code if none of its words is prefix or suffix of the others. While the prefix and suffix relations are orders, the bifix relation is not, since it is not transitive.
It has been known that every finite infix code may be embedded into a maximal infix code which is finite (see [IJST] ) and that every hypercode is always finite (see [H] , or [S] for a proof). The main scope of this paper is to describe a convenient method to construct all finite maximal infix codes as well as all maximal hypercodes containing a given infix and hypercode, but the exposition is done for independent sets of a more general class of orders, including the factor and subword orders, and certainly, the prefix and suffix orders as well. We highlight some definitions.
A binary relation ≺ on a subset L of A * is called length-compatible if it is (length) monotonic , i.e. for all words u, v ∈ L , u ≺ v implies u = v or |u| < |v| , or antitonic , i.e. for all words u, v ∈ L , u ≺ v implies u = v or |u| > |v| and, moreover, for every integer n in between |u| and |v| there exists a word w of L such that u ≺ w ≺ v and |w| = n . Note that the reverse of an antitonic relation is a monotonic relation and vice versa. It is at once clear that the prefix, suffix, factor and subword orders, defined on L = A * , are all length-compatible. Length-monotonic relation is considered in Van [V] where he has shown how to complete every finite independent set in such relations to a finite maximal one. I would like to thank Do Long Van for drawing the approach taken upon here to my attention.
The presentation is as folows. In the Section §2 below, we describe a procedure to obtain all the finite independent sets containing a given one in a length-compatible order. In particular this allows to obtain all finite independent sets of A * . In §3 and §4 we apply the procedure to the concrete cases of infix code and hypercode.
The main idea of the construction originates from [L] but the argumentation is purified and more concentrated that now makes the exposition transparent and more unified in style.
We should say that the techniques in this papers could not be applied to bifix codes, but there is no need to do so since there has been already a remarkable work of Césari [C] giving an algorithm to determine all finite maximal bifix codes. §2. Maximal independent sets in length-compatible order Let ≺ be a length-compatible order on a subset L of A * and u, v be two distinct words of L . We say that u is a predecessor of v , or v is a successor of u , if u ≺ v ; u is a predecessor (successor) of a subset X of A * if u is a predecessor (successor) of a word in X . We denote the set of predecessors (successors) of X by Pred(X) ( Suc(X) resp.), or more specifically Pred(X, ≺) (or Suc(X, ≺) resp.). We also use Pred(X, Y ) , Suc(X, Y ) , etc. to denote the collection of predecessors and successors of X in Y respectively.
A subset Y of L is said to be a base of L if Y contains no distinct comparable words and every word of L is either in Y or is a successor or predecessor of Y . Otherwise speaking, a base is a maximal independent set of L with respect to ≺. Note that if Y is a base then it is also a base in the order which is reverse to the underlying order.
Our ultimate goal in this section is to determine all finite maximal independent sets containing a given one, but as the first step we consider the question to a larger extent: describe an efficient method to obtain all finite bases (if exist) of an arbitary subset L from the initial base of it provided, indeed, the premises involved are given constructibly. To do this we present some notation then a construction for new bases from a known one.
First, u is said to be a direct predecessor of v , or just the same, v is a direct successor of u , if u is a predecessor of v , u ≺ v , and there is no element in between, that is, u ≺ w ≺ v implies w = u or w = v for any word w ∈ L . Note that |u| and |v| differ then by 1 . Analogously, we use DPred(X, ≺) and DPred(X, Y, ≺) to denote the sets of direct predecessors of X and of X in Y respectively. Ocassionally, we drop the symbol ≺ in notations when the order is clearly understood in the context. 
which we call the dual set to W with respect to Y . We sometimes use the notations D(W ) , when the reference to the coherent set is necessary. Note that D and Y are disjoint.
We inquire when a base possesses a coherent subset? Certainly, not every base has coherent subsets but also not every base has no coherent subsets. To wit
Proposition 2.1. A base has coherent subsets if and only if it has successors, provided that this base is finite or the order is monotonic,
Proof. The direct implication is trivial. For the converse, let the base Y have a sucessor u . We make the observation that if Y has a (not direct) successor u of L then there exist u 1 ∈ L and y 1 ∈ Y such that y 1 is a direct predecessor of u 1 and u 1 is a predecessor of u .
Starting from u we use the above argument over to get sequences u 1 , u 2 , . . . , u n of elements of L and y 1 , y 2 , . . . , y n of Y for n as large as possible such that the successions y 1 ≺ u 1 , y 2 ≺ u 2 ,..., y n ≺ u n are all direct and
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We see that y 1 , y 2 , . . . , y n are all distinct, because otherwise y i = y j for i = j implies |u i | = |u j | as the corresponding successors, but this fact contradicts the fact that u i , u j are predecessor one to another. This means when ≺ is monotonic or Y is finite n must be bounded by |u| or |Y | . Thus we can repeat the argument until we encounter a word with all its predecessors in Y being direct. We choose one with a minimal quantity of direct prodecessors, which is finite since the alphabet is finite, and they will make up a desired coherent subset of Y .
We define now the following transformation of Y :
with the parameters W , D in the order ≺, which will be the operation we need to produce a new bases from a given one. Often we omit parameters and write simply F (Y ) when there is no danger of confusion. Here we should point out that the minimality requirement in the definition of coherency (point (ii) above) is essential without that the next fundamental property of the transformation F does not hold, since F (Y ) remains independent but may not be maximal.
Proposition 2.2. For an arbitrary length-compatible order ≺, if Y is a (finite) base then F (Y )
is also a (finite resp.) base.
Proof.
It is immediate to see that F preserves finiteness. We show that F preserves independence and maximality as well.
Two arbitrary distinct words of D are not comparable by ≺ as they are of equal length. The same is true for Y − W as Y is independent. Every word of D has only predecessors in W and no successors in Y as it has predecessors in Y (in W , to be exact) already, which means that every word of D is not comparable to any word in Y − W . This shows that
To prove maximality suppose that u ∈ L and u / ∈ F (Y ). We show that u has either predecessors or successors in
(ii) u has successors in Y . Then u has successors in Y − W or else in W , therefore, in D . In either case u has successors in F (Y ) . This completes the proof. Now we prove another important property of F which shows that in some sense it is a "self-inverse". 
We prove that D is coherent with respect to Y and ∼.
First, the equality
follows. Now we show the minimality of D . Suppose that v is a word satisfying
Take any Finally by Proposition 2.3, we get
Now we describe a method to obtain all finite bases of L . Our idea is to generate them from a special base that we call initial; namely, a base is called initial if it has no prodecessors.
We could obviously handle the problem relative to the monotonic lengthcompatible orders since bases are invariant under reversal. So suppose now that ≺ is a monotonic length-compatible order. Generally, not every set L has an initial base but if it is equipped with a monotonic length-compatible order we always dispose one initial base, moreover, a unique one which is
the collection of elements in L without predecessors. We pay special attention to those L having finite bases. For this purpose, it is enough to check Y 0 for finiteness. Provided with initial base, by Proposition 2.1 we get a new base by applying the transformation F to Y 0 , with an appropriate coherent subset and its dual set to obtain a base Y 1 , then again to Y 1 we apply F whenever possible to get Y 2 , etc. That is we apply successively F to Y 0 with arbitrarily choosen coherent subsets of bases in process, in all possible ways, to obtain new and new bases. We state that in this manner we can obtain every finite base of L . 
If Y is finite, the number of predeccessors of Y is also finite as ≺ is monotonic; the proof is proceeded by induction on the cardinality of Pred(Y, ≺). If Pred(Y, ≺) = Ø then Y is the initial base and the sequence we needed is empty. Let Y be a base, not initial, and assume that the theorem is valid for all bases with fewer than |Pred(Y, ≺)| predecessors.
Consider now Y as a base in the order ∼ reverse to ≺. As Y is not initial in ≺, that is, it has predecessors in ≺, therefore it has successors in ∼. By proposition 2.1. Y admits a coherent subset D relative to ∼ with its dual set W and by Proposition 2.2 
Now, in virtue of Proposition 2.3, we have Y = F (Y , W, D, ≺) . Putting
as desired to prove.
It is noteworthy that the backward sequence need not be unique, thus a base can be obtained several times by the procedure.
Let now ≺ be a length-compatible order defined on the whole A * . We now return to the task set up at the onset of this section: determine all the finite maximal independent sets containing an independent set X that turns out now to be a simplified question. Set
as the set of the words not comparable with any word in X . We say that a set Y is a complement to X if Y is disjoint from X and X + Y is a maximal independent set of A * . In this case we say also that X +Y is a completion of X . For a maximal independent set Z containing X , clearly Z − X is a complement to X ; our problem is equivalent to determining all complements to X .
It is now important that the order on L(X) inherited from the order ≺ on A * is also length-compatible. To see that it suffices to verify that for all words u, v, w of A * the relation u ≺ w ≺ v implies w ∈ L(X) whenever u, v ∈ L(X). In fact, if this is not the case, w / ∈ L(X) means that w is either in X or is a successor or predecessor of X , hence either v is a successor of X or u is a predecessor of X , that is, either u or v is not in L(X) : a contradiction.
The following assertion shows that complements are nothing else but bases.
Proposition 2.6. Y is a complement to X if and only if it is a base of L(X) .

Proof.
It is trivial to see that if Y is a complement to X then Y ⊆ L(X). Since X +Y is a maximal independent set, every word of L(X) must be in X +Y or Pred(X +Y ) or Suc(X +Y ) but it is forbidden to be in Pred(X)+X +Suc(X) so it must be in Pred(Y ) + Y + Suc(Y ). This means that Y is a base of L(X), as Y is independent. Conversely, let Y be a base of L(X). Then, first, X + Y is independent, Y is disjoint from X and, for an arbitrary word of
In either case u ∈ Pred(X+Y )+(X+Y )+Suc (X+Y ) showing that X + Y is maximal independent. Now let X further be finite. Determination of the finite complements to X is then just the determination of all finite bases of L(X). Of course, we cannot be certain that L(X) always possesses finite bases, however, when the underlying order satisfies a mild condition, L(X) does so.
Proposition 2.7.
If the monotonic length-compatible order ≺ is such that every non-empty word is a successor of the empty word then L(X) possesses finite bases for every finite independent set X . Proof. It suffices to show that the initial base Y 0 is finite. To do this we just bound above the length of words of Y 0 .
Let u ∈ Y 0 and u = 1. Since 1 ≺ u , there exists a word v ∈ A * such that v ≺ u and |v| = |u|−1 . By definition, u has no predecessors in
Consequently v ∈ Pred(X) and |v| is less than the maximal length of the words of X , which is finite as X is finite, and |u| is less than that maximal value plus 1 . The proposition is proved.
Our general consideration is finished, we go on to concrete examples in the two following sections. Although the prefix, suffix, factor and subword orders are all among the length-compatible ones, we treat only the cases of factor and subword order in detail, as the constructions of prefix and suffix codes are simple (by trees) and have been treated comprehensively elsewhere (cf. [BP] , [S] ). §3. Factor Order. Infix Codes
We make a transcript of all done in the previous section for the factor order. Now a word is a predecessor of another if the first is a factor of the latter.
Independent sets in the factor order are called infix sets, or infix codes, if they are not the empty word alone. Infix sets happen to be finite or infinite.
Example 3.1. Consider a binary alphabet A = {a, b} . The following sets are maximal infix sets:
Certainly the factor order is monotonic length-compatible and, moreover, it satisfies Proposition 2.7 as the empty word is a factor of every word, thus L(X) has finite bases for all finite infix sets X . In particular, this shows that every finite infix code has a finite completion that has been established in [IJST] .
Let X be an infix set. It is straightforward to see that
where F (X) denotes the set of factors of X , and the initial infix base of
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We now clarify what sets can be coherent subsets for an infix base. Note that a word of length n + 1 has at most two factors of length n which are the longest prefix and suffix of its, consequently, every coherent subset has one or two words.
If a coherent subset W of I is a singleton, W = {u} , then clearly its dual set D consists of words of length |u| + 1 having just u as factors in I which is
If W has two elements, W = {u, v} , then the corresponding D is
and, of cousre, with D(u) = Ø and D(v) = Ø saying that {u} and {v} both are not coherent. Observe also that in this case the dual set has two words at the most because uA ∩ Av is either empty or singleton. Summing up, we have
Proposition 3.2. A subset W of the infix base I is coherent if and only if
Computation shows that D({ab}) and D({ba}) are both empty, so I 0 has no coherent singleton. We conlude at once that W = I 0 must be coherent, but we calculate however:
Next, we investigate under which conditions a finite infix base has no coherent subsets, or equivalently, no succssors. It does so if and only if every word of L(X) is a factor of the base. It follows that L(X) is then finite too. The sets X with L(X) finite are nothing but unavoidable sets, a subject in Combinatorics on Words investigated in detail in [CC] or in a recent paper [R] . A subset of A * is unavoidable if all but finitely many words of A * have a factor in it. Of course not every unvoidable set is infix but the minimal unavoidable set (i.e. one if deprived of any one element is no more unavoidable) is infix.
The following assertion is true not only for the factor order but also for all monotonic length-compatible orders.
Proposition 3.4. L(X) has finite bases without coherent subsets if and only if L(X) is finite.
Proof. The "only if" part is proved above. Let L(X) be finite then starting from I 0 we cannot apply the transformation infinitely, that is, at some step, the base in consideration has no coherent subsets.
Example 3.5. Let A = {a, b} and X = {aa, bb, bab} . Then L(X) = {aba} and trivially L(X) has a unique infix base I 0 = {aba} which is initial and has at the same time and which indicates also that the only finite maximal infix code containing {aa, bab, bb} is {aa, bab, bb; aba} .
The Proposition 3.4 says also that when X is unavoidable there are only finitely many infix bases in L(X) , or equivalently, there are only finitely many infix codes containing X and vice versa, which can also be seen directly from the notion of unavoidability. We further give an example illustrating the execution of the procedure. Example 3.6. Consider the set in the Example 3.3, X = {a 2 , b 2 } . We have shown that the initial base of L(X) is I 0 = {ab, ba} and the whole I 0 is a (unique) coherent subset with D = {aba, bab} . Thus [L] . §4. Subword Order. Hypercodes
Recall that u is a subword of v if
for some (possibly empty) words u 1 , u 2 , ..., u n , v 1 , v 2 , ...v n , v n+1 on A . It is also evident that the relation " u is a subword of v " is a length-compatible order. Hypercode is a set independent in this order. It is interesting to mention that while infix bases may be finite or infinite the hypercodes are definitely finite that is a theorem of Higman [H] , one can see also [Sh] for a proof.
To define formally the set of words having subwords in a given set we can use the notion of shuffle product [E] . Let X and Y be sets of words, we denote by X • Y the set of words of the form x 1 y 1 x 2 y 2 ...x n y n x n+1 with n ≥ 0 and x 1 x 2 ...x n x n+1 ∈ X , y 1 y 2 ...y n ∈ Y for (possible empty) words x 1 , x 2 , ...x n , x n+1 , y 1 , y 2 , ...y n of A * . Now it is easy to see that the set of words having subwords in 
. Note that {bab} is not a coherent set of Y 0 since all words of length 4 of L(X) have equally b 2 as a subword. We now state some specific properties of the subword order.
Proposition 4.2.
If a coherent subset has at least three words, the corresponding dual set has at most one word.
The Proposition is an immediate consequence of the following lemma.
Lemma 4.3. Two distinct words of length n + 1 have at most two subwords of length n in common.
Proof.
Suppose on the contrary that two words w 1 and w 2 of length n + 1 have three common subwords. We can assume further that w 2 has two dictinct subwords u 1 v 1 and u 2 v 2 for which 
The last equality implies that t or v 21 is a prefix of the other. If t is a prefix of v 21 then by (3) we get tc = dt , consequently we get c = d and Unlike infix bases, we cannot say that all coherent subsets of subwords bases are one-or two-element sets. The following argument help constructing large coherent subsets.
We say that a word w has complexity k provided k is the smallest integer satisfying w ∈ a * 1 . . . a * k for letters a 1 , ..., a k ∈ A . It is straightforward to verify that if w has complexity k then the subwords of length |w| − 1 of w are exactly k in number and, besides, they all have complexity at least k − 2. It is also evident that a word containing words of complexity k as subwords have complexity at least k . Let now w be a word with high complexity k ( k is large) and of length n + 1 . Let denote the sets of subwords of length n − 1 and of length n of w by U and S , recpectively. When w is "complex" the cardinality of S is certainly large. It is not complicated to verify that for a subword u of length n − 1 of w there always exist a word of length n having u as subword and not being subword of w ; we spare one of such words, denoted s(u), by each u ∈ U . Now let Z be any subset of S comprising sufficiently many words and X the set of the remaining words of length n of A * . Note that s(u) ∈ X for all u ∈ U .
We see that, first, X is a hypercode (of words of the same length) and, second, Z is included in L(X) and moreover, in the initial subword base Y 0 of L(X) since every subword u of length n − 1 of Z , being in U , is a subword of s(u) , hence of X . That is u / ∈ L(X) and every word of Z has no subwords in L(X) , therefore Z ⊆ Y 0 .
We show that Z is a coherent subset of Y 0 . In fact, by construction Z is a subset of subwords of length n of w in Y 0 , so the word of Z has complexity not less than k − 2 . Since a word of length n , if not in Z is in X , every word v of L(X) has all subwords of length n in Z , hence it has complexity at least k −2 and the subwords of length n of v amount up to at least k − 2 in number and they are all in Z . Consequently, when |v| = n + 1, v has at least k − 2 subwords of length n in common with w which implies that v = w by Proposition 4.2 as k is large by choice. That is to say there is none but one word, namely w , of length n + 1 whose subwords of length n are all in Z that shows the coherency of Z .
Thus every word of complextity 5 will be appropriate to produce large Z , but we shall see that sometimes k = 3 is also fit for our purposes. The following example shows the detail
