The Extended Evolutionary Synthesis invokes a role for development in shaping adaptive evolution, which in population genetics terms corresponds to mutationbiased adaptation. Critics have claimed that clonal in-5 terference makes mutation-biased adaptation rare. We consider the behavior of two simultaneously adapting traits, one with larger mutation rate U , the other with larger selection coefficient s, using asexual traveling wave models. We find that adaptation is dominated 10
Introduction
What shapes the course of adaptive evolution? The neo-Darwinian position was that natural selection is preeminent; variation is plentiful and appears in gradual increments, providing raw material that natural selec- 30 tion can shape in any way. The idea that biases in the introduction of variation had a significant influence on the course of evolution was mocked as "the revolt of the clay against the power of the potter" [1] . This selectionist view persisted through the Modern Synthesis 35 [2], following the metaphor of populations as vast "gene pools" with ample amounts of genetic variation already available for natural selection to act on. With abundant mutations each of tiny effect already present and available to recombine to produce any possible phenotype, 40 bias in variation was thought irrelevant.
While the influence of mutation bias on neutral evolution was later acknowledged as part of Neutral Theory, selectionism with respect to the course of adaptation is still upheld by advocates for "Standard Evolutionary 45 Theory", on the grounds that other evolutionary processes like mutation, drift, and migration, are random with respect to the adaptive direction favored by selection [3] . In contrast, advocates for an "Extended Evolutionary Synthesis" invoke a significant role for develop-50 mental processes [4, 5, 6] , which shape the phenotypic effects that mutations are more or less likely to have. Exchanges between the two camps have been heated [5, 7] .
A role for differences in beneficial mutation rates in shaping the nature of adaptations that evolve has 55 been called "survival of the likeliest" [8] , or "firstcome-first-served" [9] . Here we refer to it as mutationbiased adaptation. This phenomenon now has substantial empirical support [10] . Evidence for adaptation aligned with mutation bias has been found during 60 the experimental evolution of microvirid bacteriophage [11, 12] , Escherichia coli [13] , and Pseudomonas aeruginosa [14, 15] . Studies of parallel adaptation in natural populations also reveal patterns suggestive of mutation bias, e.g. in sodium pump ATPα1 adaptations enabling 65 the consumption of glycosine toxins by insects [15] , antibiotic resistance in Mycobacterium tuberculosis [9] , and hemoglobin adaptations for high altitude in birds [16] .
A formal population genetic description of mutationbiased adaptation was given by Yampolsky and Stoltz-70 fus [17] for the case where the product of the beneficial mutation rate U and the population size N is small. In this "origin-fixation" or "strong-selection weak-mutation" parameter regime, each adaptive mutation is either lost or fixed before the next appears [17, 8] . 75 Mutations of each kind appear at their own characteristic mutation rate U , and fix with probability proportional to the selection coefficient s [18] . Differences in mutation rate and differences in selection thus have exactly equal quantitative influence on the flux of adaptive 80 mutations, which is proportional to U N s.
Yampolsky and Stoltzfus [17] originally considered a simple sign epistatic landscape of two loci each with two alleles, beginning in a valley, such that mutating to reach one peak precluded reaching the other, and found muta-85 tion bias even when simulating scenarios with U N > 1. However, sign epistasis is not required to argue on the basis of the sensitivities of the flux of adaptive mutants to U and to s [19] . The theoretical argument for mutation-biased adaptation in this case is, however, strongly dependent on the assumption that the influx of adaptive mutations is small, such that U N log(N s) 1. When two adaptive mutations escape drift to reach appreciable frequencies at the same time, clonal interference will favor the fixation of the one with higher s [20].
For this reason, previous theoretical arguments in favor of mutation-biased adaptation have been restricted to the parameter regime U N log(N s) 1, and the phenomenon has been criticized on this basis [3] . However, clonal interference may occur in at least some of empir-100 ically documented cases of mutation-biased adaptation [14, 21, 12] . There is therefore a need for theory to understand how mutation-biased adaptation might be possible in the presence of clonal interference.
Models that have previously been used to dismiss 105 mutation-biased adaptation when U N log(N s) ≥ 1 [3] are simple, and do not capture the multi-locus complexities included in more recent traveling wave models of population genetics [22, 23, 24, 25] . Here we build on a recent two-dimensional travelling wave model [26] 110 to formally investigate the circumstances under which mutation-biased adaptation can occur.
Materials and Methods

(a) Elasticities
We quantify the sensitivity of a population's rate of 115 adaptation v to changes in U and s by computing elasticities, a metric in common usage in economics (e.g. price elasticity) and applied mathematics, but not in evolutionary biology. Elasticity is the percent change in a function's output due to a percent change in its input.
120
Given the function v(U, s), the U -elasticity E U and selasticity E s of v are
The ratio E s /E U measures the relative sensitivity of adaptation to selection versus mutation.
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Consider the origin-fixation regime (figure 1a), where the rate of adaptation is
for a population of size N . Here U N is the total influx of beneficial mutations per generation and expressions follow from applying the first order Taylor approximations
and dividing through by v ≈ U N 2s 2 .
In the origin-fixation regime, in which there is no 140 interference between the adaptation of different traits, mutation-biased adaptation will occur when relative differences in U (∆U/U ) exceed relative differences in s (∆s/s) by at least a factor of E s /E U ≈ 2. In the two sections below, we present analytical expressions for v(U, s) 145 in two more parameter value regimes, allowing us to apply an elasticity-based analysis to them to identify where the influence of mutation and selection on adaptation rates is comparable.
(b) Multiple mutations regime analytics
When beneficial mutations are more common (U N log(N s) ≥ 1), there is competition among lineages, each of which may have accumulated multiple beneficial mutations. The probability of fixation is then no longer a simple function of the selection coefficient of the focal mutation alone, but instead depends on the presence of other beneficial mutations. The resulting complexities change the relationship between v and the parameters N , U and s.
In the staircase model (Desai et al. 28; figure 1b ), beneficial mutations appear at rate U per birth and each confer a relative fitness advantage of s (one "step" on the staircase). The population is divided into fitness classes that are composed of individuals with the same number of (interchangeable) beneficial mutations, and hence the 165 same fitness. Populations in the multiple mutations regime (U N log(N s) ≥ 1) will consist of many fitness classes. A traveling fitness wave results from beneficial mutations adding new fitness classes and selection changing 170 genotype frequencies and eventually culling the least fit classes [23] . A new fitness class appears by mutation at the "nose" of the travelling wave, initially populated by few individuals relative to their selective advantage Q over mean population fitness, subject to branching pro- 
from which the ratio E s /E U can be calculated.
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(c) Diffusive-mutation regime analytics
When U s, the mutational fitness flux between neighbouring fitness classes becomes comparable to the change in fitness class abundance due to selection, breaking down the distinction between deterministic estab-190 lished fitness classes and the stochastic nose. This causes Eq. (3) to break down.
A useful simplifying assumption in this "diffusivemutation" regime (figure 1c) is to set the beneficial and deleterious mutation rates equal, so that mutation bias 195 or "pressure" [29, 30] alone in the absence of selection does not drive the fitness distribution forward. Mutational steps then follow unbiased random walks with equal chance of reducing or increasing fitness by s. The resulting symmetric mutational diffusion process creates 200 fitness variance which selection acts on to drive the wave forward. The diffusion coefficient for this mutational diffusion process is D = U s 2 /2, because the variance in the position of the mutational walk is s 2 per step, and mutations occur at rate U . The dependence of v on U and 205 s is then approximately given by
Note that due to the logarithmic second term, the rate of adaptation (variance of the fitness distribution) is approximately proportional to D 2/3 . As we will see, this substantially alters the relative roles of mutation and 210 selection, compared to the multiple mutations regime.
(d) Simulations
The analytical, elasticity-based analysis described above considers evolution in one trait only. But when there is clonal interference, i.e. outside the origin-fixation 215 regime, traits with different U and s do not evolve independently.
We therefore also simulate the simultaneous evolution of two traits (k = 1, 2), with beneficial mutations of fitness effect s k appearing at rate U k , using an exten-220 sion of the method of Gomez et al. [26] . We consider strong selection relative to population size, such that 1/N s k ≤ 1. With no pleiotropy or epistasis in this model, Malthusian fitness is r i,j = is 1 + js 2 for an individual with i beneficial mutations in trait k = 1 and 225 j beneficial mutations in trait k = 2. We group individuals with the same numbers of beneficial mutations into classes denoted by subscripts (i, j), with abundances and frequencies at time t given by n i,j (t) and p i,
is population mean fitness. Selection according to Q i,j ensures logistic regulation of population size [31, page 27 ]. The set of abundances forms a two-dimensional distri-235 bution in (i, j) space.
Given abundances n i,j (t) at generation t, we calculate the abundances at generation t + 1 in three steps. First, we calculate the expected change due to selection as
Second, we determine the expected net flux of muta-240 tions ∆ uñi,j into classñ i,j . We also include deleterious mutations in our simulation; these occur at the same mutation rate U k and decrease fitness by s k , yielding
Expected abundances after selection and mutation are n * i,j (t) =ñ i,j (t) + ∆ uñi,j (t). In the last step we set 245 abundances of deterministic classes (n * i,j > 1/Q i,j ) to n i,j (t + 1) = Round n * i,j (t) , while classes that grow stochastically (n * i,j ≤ 10/Q i,j ) are instead sampled from a Poisson distribution with mean n * i,j (t). We implemented the simulation method described 250 above using Matlab code originally developed by Pearce and Fisher [32] , modified by Gomez et al. [26] to deal with two traits, and here modified to allow those traits to have distinct mutation rates and selection coefficients.
When simulating the evolution of one trait for comparison with theoretical predictions for v(U, s) given by Eq. (2), Eq. (3) and Eq. (4), we simply set s 2 = 0 and U 2 = 0. We numerically determined v(U, s) values by applying iterative root-finding methods that allow for noise in v(U, s) [33] . Time-averages of rates of adaptation were taken over runs lasting 1-2 million generations to ensure convergence, with burn-in periods of 5,000 generations.
Our code ran on Matlab 2016R installed on a desktop computer running Linux. All scripts used to gen-265 erate our results are available at https://github.com/ MaselLab/Gomez_et_al_2020. To visualize the relative influence of mutation and selection on the rate of adaptation v, we plot contour lines of constant v(U, s) in U -s parameter space (figure 2), as obtained from analytical theory (Section 2.2; 275 colored piecewise curves) and numerical simulations (colored points). The slopes of these contours as shown in log-log space are closely related to the ratio of elasticities E s /E U , discussed in the Methods as a metric of the relative sensitivities of the adaptation rate to the selection 280 coefficients and appearance rate of beneficial mutations. As shown in the Appendix, we have
Thus, steeper contours in figure 2 imply that selection has a greater effect on v.
The slopes of the contours depend on which of the 285 three parameter regimes of U and s described in the Methods applies, as shown as background color in figure 2a for different values of v ( figure 2a) and N (figure 2b) . In the origin-fixation regime (aqua), simulation confirm that E s /E U ≈ 2, as previously obtained ana-290 lytically. As expected from clonal interference, selection becomes more important (v contours become much steeper, as high as E s /E U ≈ 10) in the multiple mutations regime (yellow region, figure 2 ).
However, surprisingly -and in contrast to arguments 295 suggesting that mutation-biased adaptation is impossible with clonal interference [3] -for sufficiently high mutation rates, the steepness of the contour lines declines and we return to E s /E U ≈ 2 (green diffusivemutation region, figure 2a ). This regime could be 300 thought of as a "gene flood" of new mutations, in contrast to the "gene pool" analogy of standing genetic variation in the Modern Synthesis. The modest slope is a result of the fact that v ∝ (U s 2 ) 2/3 (Eq. (4)). While this differs from origin-fixation formula v ∝ U s 2 , due to the 305 presence of the 2/3 exponent, the ratio of elasticities for v ∝ (U s 2 ) 2/3 is nevertheless identical to that of v ∝ U s 2 . We see this by solving for U in v ∝ (U s 2 ) 2/3 , which pro-
as in the origin-fixation regime.
The origin of the v ∝ D 2/3 dependence in Eq. (4) can be seen directly from the diffusive nature of mutations in the U s regime. In the bulk of the population, the steady-state abundance n of a fitness class with fitness 315 x relative to the population mean changes according the the diffusion equation ∂n(x)/∂t = D∂ 2 n(x)/∂x 2 + xn. Taking the first moment gives v = σ 2 , where σ is the standard deviation in fitness (Fisher's Fundamental Theorem) . Similarly, taking the second moment gives 320 D ∝ x 3 n(x)dx = µ 3 σ 3 where µ 3 is Pearson's moment coefficient of skewness of the steady-state fitness distribution n(x). Therefore, v ∝ (D/µ 3 ) 2/3 , with a skew factor that depends more weakly on the parameters (Eq. (4)).
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(b) Clonal interference creates little bias between two traits of equal v
Our single-trait analysis described above shows the existence of a parameter regime in which the rate of adap- Beneficial mutation rate trait 1 Trait 1 favored by selection Trait 2 favored by mutation figure 2a ) that a trait would be in were it evolving on its own. Darker cell color indicates how much faster the selection-favored trait (v1) evolves relative to the mutation-favored trait (v2). Cell values in the lower left are redundant and not shown, as these would amount to switching trait labels. The fact that ratios are near 1 makes stochasticity difficult to eliminate.
tation is sensitive to the mutation rate even in the pres-330 ence of clonal interference, suggestive of mutation-biased adaptation. But as previously discussed (see Materials and Methods), clonal interference may alter how differences in s and U shape the course of adaptation, and this must be fully accounted for. 335 We do this by simulating the simultaneous evolution of two fitness-associated traits, each of which would on its own evolve at the same rate as the other ({s,U } values corresponding to the purple dots in figure 2 ). We then measured the reduction of a trait's rate of adap-340 tation due to clonal interference with the second trait. Specifically, we calculated the rate of adaptation for the higher-s trait v 1 and divided it by the rate of adaptation of the higher-U trait v 2 , and examined how this ratio changed across parameter space ( figure 3) . A ra-345 tio higher than one indicates the degree to which clonal interference makes selection more important than indicated by the one-trait elasticity analysis. When both traits are in the origin-fixation regime, we see v 1 /v 2 ≈ 1, as expected in the absence of clonal interference Our finding of E s /E U ≈ 2 already suggested susceptibility to mutation-biased adaptation; here we see that this persists even when clonal interference is fully accounted for.
Indeed, deviations from v 1 /v 2 = 1 are mild throughout, with the highest value of 1.77 observed when the high-s trait is near the boundary between origin-fixation and multiple-mutation regimes. At this maximum value, adaptation in the mutation-favored trait still accounts 365 for 36% of the total rate of adaptation. Clonal interference thus has a limited ability to block mutation-driven adaptation, beyond that captured by the sensitivity of v to s.
(c) Evolutionary stalling is driven by 370 differences in v not s
The previous section shows that two traits with the same independent rate of evolution v, but drastically different values of s and U , will continue to adapt at similar rates even in the presence of clonal interference. Next we ask 375 how clonal interference operates between two traits that differ not only in their values of s and U , but also in their values of v.
Venkataram et al. [34] has claimed that "evolutionary stalling" will occur in whichever trait has smaller s. In 380 other words, only the trait with the largest s will continue to adapt significantly, and traits with only small-s beneficial mutations available will effectively stop adapting. This argument implicitly assumes either that traits have comparable U , or that differences in U are not im-385 portant for evolutionary stalling because it is driven by clonal interference.
To test whether evolutionary stalling occurs, and if so whether the identity of the dominant trait depends on s alone, we quantify how a focal trait's adaptation suffers 390 from clonal interference from a second trait, as a function of that second trait's value of s and U ( figure 4) . spectively (open circles). These three panels are striking in their similarity. Adaptation in the focal trait is essentially unaffected by clonal interference from a trait with smaller v, but severely affected by a trait with larger v.
In other words, we see marked evolutionary stalling that 400 depends on v.
Under a distribution of beneficial effect sizes, adaptation depends on the probability of fixation as a function of s, which is dominated by an exponential term exp(sT c ) involving the expected time to coalescence T c 405 [35, 36] . T c is also the sweep time, and hence closely related to rate of adaptation. In our model, the rate of adaptation is driven by the trait with the largest v. Thus, v may simply be an accessible heuristic for a deeper mathematical dependence on T c . The fact that 410 the functional form of the probability of fixation is exponential in T c explains why the drop in trait one's adaptation shown in figure 4 is so dramatic.
Discussion
When two adaptive traits evolve together, adaptation 415 is dominated by whichever has the higher rate of adaptation v in isolation, not by whichever has the higher selection coefficient s. If differences in v among fitnessassociated traits were dominated by differences in s, then this would be a distinction without a difference. But if 420 differences in U are sufficiently large relative to differences in s, then mutation-biased adaptation will occur. How much larger differences in U need to be is well summarized using simple equations for the adaptation rate v, and depends on which parameter value regime the pop-425 ulation is in. For both the origin-fixation regime with U N log(N s) 1, and the diffusive-mutation regime with U > s, differences in U need to be twice as large as differences in s. For values of U in the multiple mutations regime between the two, ratios of as much as 10 430 might be required. Our theoretical calculations in the multiple mutations and diffusive-mutation regime are for the strong linkage disequilibrium produced in asexual microbes -in the absence of strong linkage disequilibrium in more sexual populations, the origin-fixation 435 regime is likely a good approximation. Table 1 summarizes a variety of proposed empirical examples of mutation-biased adaptation. In Table 1 we attempting to quantitatively estimate N , s and U where 440 possible, and if not to qualitatively assess which parameter value regime applies, as well as to infer what we can about missing parameter values from the evidence for mutation-biased adaptation.
(a) Empirical examples
Note that many but not all of these argue on the basis 445 of transition : transversion ratio [15, 9, 12, 39] . According to a selection-driven model, in which each mutation is equally likely to be beneficial, adaptive point mutations should have a 1 transition : 2 transversion ratio. However, the mutational spectrum is biased toward tran-450 sitions, and so an excess of transitions is evidence for mutation-biased adaptation.
The first two entries in Table 1 are expected to lie in the origin-fixation regime, albeit for different reasons. N is likely reasonably small for the natural bird popu-455 lations studied by Storz et al. [16] . While N is much larger for the natural viral populations studied by Willis and Masel [40] , the rate U of the beneficial de novo birth of new overlapping genes is likely so low that U N 1. There were 5 times more birth events in the +1 read-460 ing frame, which has more and longer ORFs, than there were in the +2 reading frame, on which the genetic code bestows a tendency toward the favored protein property of high intrinsic structural disorder. Neither study Table 1 : Empirical examples of mutation-biased adaptation. In Couce et al. [13] , antibiotic concentrations were titrated to allow proliferation of E. coli. The beneficial mutation rate for [13] was assumed to be 3% of the total point mutation rate in the mutator strain studied. The population sizes reported for Schober et al. [37] and Rodrigues and Shakhnovich [38] are CFU values calculated from the optical densities (OD 600 ) reported in their papers. We used the formula CFU = OD 600 · (8 × 10 8 ) · volume, where volume refers to culture volume (ml) in a turbidostat [37] , or fresh media volume in 96-well flat-bottom plates [38] . The factor 8 × 10 8 is the scaling constant yielding CFU/ml = OD 600 · 8 × 10 8 .
quantified differences in U or s -instead, differences in 465 occurrence, i.e. in v/s, were counted.
In a meta-analysis of 15 studies (10 natural and 5 experimental) of different taxonomic groups, potentially representing a mixture of origin-fixation and multiple mutations regimes, Stoltzfus and McCandlish [15] detected a 3-fold excess of transitions among all natural adaptive point mutations, representing a 2-fold excess of unique adaptive mutations, in excess of the expected 1:2 ratio. In experimental cases, 7-fold and 4-fold excesses, respectively were seen.
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All the remaining entries in Table 1 involve microbial experimental evolution, which generally takes place in the multiple mutations regime [41, 42, 43 ], although we are not able in all cases to rule out the possibility that bottlenecks create more of an origin-fixation regime.
Given that these studies report large differences between mutation rates, compatible with E s /E U in the range between 2 and 10, mutation-biased adaptation can take place even in the multiple mutations regime.
Both Rodrigues and Shakhnovich [38] and Schober 485 et al. [37] examined experimental evolution to recover from a genetic loss, and found it to be mutationally easier to inactivate more loci, rewiring metabolic pathways in the process, than to recover the efficiency of the original pathway. This is mutation-biased adaptation to the 490 detriment of long-term adaptation.
In contrast, Venkataram et al. [34] partly disabled the translational machinery and then observed the active evolution of this seemingly "stalled" complex as it evolved to recover. But as adaptive improvements ac-495 cumulated, diminishing returns epistasis led to a drop in s to the point that evolution again stalled. This was interpreted in terms of a dominant role for clonal interference and s in determining which modules would undergo adaptation. Our theoretical results support the 500 concept of the stalling of a less-important module, but on the basis of differences in v instead of differences in s.
The only candidate for the diffusive-mutation regime in table 1 is Couce et al.'s [13] experiments with two mu-505 tator strains of E. coli, i.e. with artificially high U . One mutator strain (∆mutH) has transition rates 100-300 times larger than wild-type [44, 45] , the other (∆mutT) has transversion rates 500-10,000 times larger than wildtype [44, 46] . These high mutation rates make U > s 510 and hence the diffusive-mutation regime a possibility, although not certain.
These empirical examples of mutation-biased adaptation collectively span two or even three regimes of adaptation, and in particular, include evolution experiments known to include rampant clonal interference in the multiple mutations regime. Mutation-biased adaptation in this regime requires large mutation bias relative to selective differences. Unsurprisingly, where relative mutation rates have been quantified, biases of appropriate magni-520 tude were found. We can therefore infer in cases where relative mutation rates are not known, but mutationbiased adaptation has been documented in the multiple mutations regime, that similarly large mutation bias must exist. Thus, one reason that mutation-biased adap-525 tation may be more widespread than previously claimed [3] is that differences in U can be much larger than differences in s.
(b) Variation in s
We have assumed throughout that all beneficial muta-530 tions affecting the same trait have the same selection coefficient. Good et al. [35] and Good and Desai [36] have shown that when there is a continuous distribution of fitness effects (DFE), one obtains effective parameters U * and s * provided that the beneficial DFE decays 535 faster than exponentially. These effective parameters correspond to the typical beneficial mutations that drive adaptation, and provide expressions v(U * , s * ) similar in form to Equations (2)-(4). This suggests that the results of our analysis are also likely to apply using U * and s * 540 instead of U and s.
(c) Deleterious mutations
For mathematical convenience in the diffusive-mutation regime, we assumed throughout that the deleterious mutation rate is equal to the beneficial mutation rate.
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In fact, deleterious mutations are much more common. Representing this asymmetry would have no effect on the dynamics of adaptation in the origin-fixation regime. In the other two regimes, assuming symmetry in effect sizes, larger deleterious mutation rates would primarily 550 alter the shape of the traveling wave [23, 47, 36] , rather than alter v. Deleterious mutations do contribute to v when their effect sizes are smaller, but do so in a linear manner, resulting in v = v b − v d [36] . Our analysis then has its basis in (v b ), such that the elasticities we 555 calculate should remain valid.
(d) Conclusion
Both selective advantages s and beneficial mutation rates U determine adaptation rates, which in turn determine which trait will dominate the adaptive process.
560
Differences in U need to be 2 to 10 times as large, depending on the parameter value regime, in order to swamp differences in s. Both molecular and developmental biases can create such large differences in U , leading to mutation-biased adaptation. Diverse case studies sug-565 gest that mutation bias significantly shapes which adap-tations occur, even in populations with strong clonal interference. While adaptation does not occur without natural selection, which adaptation occurs among the many possibilities has more complex causes. [14] R C MacLean, G G Perron, and A Gardner. Diminishing returns from beneficial mutations and pervasive epista-
