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INTRODUCCIO´N
El principal desarrollo de la teor´ıa de los sistema dina´mico en el siglo XX fue´ la in-
vestigacio´n de atractores. En las tres primeras de´cadas de ese siglo, la atencio´n de los
investigadores se concentro´ en los atractores que consisten en el punto estacionario u´ni-
co. Como resultado, fue creada la teor´ıa de la estabilidad cla´sica. En las siguientes tres
de´cadas de ese siglo la exploracio´n de atractores que consisten en conjuntos fijos y ciclos
l´ımite llevo´ a la creacio´n de la teor´ıa cla´sica de las oscilaciones y en el u´ltimo tercio,
fueron investigado intensamente las o´rbitas homocl´ınicas, heterocl´ınicas y otros tipos
atractores.
Por otro lado, en los an˜os cincuenta y los an˜os sesenta del siglo pasado se establecieron
los me´todos de dominio de la frecuencia en la investigacio´n de los sistemas no lineales.
Al principio se aplicaron y desarrollaron so´lo dentro de los marcos de la teor´ıa de la
estabilidad absoluta para la investigacio´n de la estabilidad global del punto fijo. El
desarrollo de me´todos de dominio de frecuencia fue esencialmente estimulada por la
propiedad de invariancia de la funcio´n de transferencia y respuesta de frecuencia con
respecto a las transformaciones lineales del espacio de fases.
En los an˜os setenta y los an˜os ochenta del siglo pasado se hizo evidente que la herra-
mienta de los me´todos de dominio de la frecuencia se puede aplicar con e´xito para la
investigacio´n de la estabilidad de los conjuntos de estacionarias, para la solucio´n de pro-
blemas de la existencia de los ciclos y o´rbitas homoclinica as´ı como para la estimacio´n
de la dimensio´n de atractores.
Los fundamentos de los me´todos de dominio de la frecuencia y de la teor´ıa de la estabi-
lidad absoluta se dan en los dos primeros cap´ıtulos. Tratamos de exponer los me´todos
de dominio de frecuencia en el esp´ıritu de excelentes libros como el de A. Aizerman [2],
F.R Gantmakher [37] y S. Levhetz [50].
En el cap´ıtulo 2 presentamos condiciones para la existencia de dicotomı´a de soluciones
de un sistema tipo pe´ndulo particular, de ecuaciones diferenciales de tercer orden no-
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lineal con mu´ltiples equilibrios, utilizando el criterio de dominio de frecuencia. Damos
un ejemplo.
En este cap´ıtulo consideraramos una ecuacio´n de la forma:
...
x + αx¨+ g(x)x˙+ ϕ(x) = 0 (1)
donde α > 0, g(x) es una funcio´n continua acotada en R, ϕ(x) es una funcio´n impar
continuamente diferenciable perio´dica con per´ıodo 2pi in R. Adema´s, asumamos que si
R es segmentado como una unio´n de Πk donde
Πk = {x|[2kpi, 2(k + 1)pi), k ∈ Z}, (2)
ϕ(x) tiene dos ceros x1, x2, (x1 < x2), en cada segmento [2kpi, 2(k + 1)pi) con
ϕ′(x1) > 0 y ϕ′(x2) < 0. Bajo ciertos supuestos probamos el resultado principal de este
cap´ıtulo:
La ecuacio´n (1) es acotada estable y tiene una solucio´n perio´dica no-trivial en cada
segmento
Πk = {[2kpi, 2(k + 1)pi) : k ∈ Z}.
Adema´s, si α ≥ 1, y ϕ′(x¯) 6= 0 en cualquier cero x¯ of ϕ(x), y |ϕ′(x¯)| < µ para algu´n
µ > 0, for all x ∈ IR, entonces la ecuacio´n (1) es dicoto´mica. Estos resultados fueron
publicados en [10].
En el cap´ıtulo 3, damos una forma generalizada del lema KYP del me´todo dominio de
frecuencia para sistemas disipativos uniforme. Tambie´n incluimos principio de dualidad
que nos permite discutir sistemas. Nosotros aplicamos estos resultados a ecuaciones no
lineales de segundo orden de Rayleigh y Lie´nard. Esto resultados fueron presentados en
”IV Congreso de formacio´n y modelacio´n en Ciencias Ba´sicas” Universidad de Medell´ın
y publicados por Afuwape-Castellanos-Torres (ver [11]) como resultado de este trabajo.
CAP´ITULO 1
PRERREQUISITOS
1.1 Teor´ıa Cla´sica de Estabilidad Absoluta
1.1.1 Ecuacio´n de Control de retroalimentacio´n y sus funcio´n de transferen-
cia
Consideremos la ecuacio´n diferencial
x˙ = Px+ qϕ(t, r∗x), x ∈ Rn, (1.1)
donde P, q, r son matrices reales constantes de orden n× n, n×m y n× l respectiva-
mente y ϕ : R+ × Rl → Rm es continua y localmente Lipschitz continua en el segundo
argumento. Tal ecuacio´n en la teor´ıa de sistemas es llamada ecuacio´n de control de re-
troalimentacio´n. Esta se puede considerar como una interconexio´n de una unidad lineal
[bloque] (1.2) (con la entrada ξ y de salida (-σ)) y un bloque no lineal (1.3):
x˙ = Px+ qξ, σ = r∗x, (1.2)
ξ = ϕ(t, σ). (1.3)
Llamamos al n− vector x el estado del sistema no lineal.
La caracter´ıstica universal de la parte lineal es su funcio´n de transferencia a partir de
la entrada ξ a la salida (−σ)
χ(p) = r∗(P − pIn)−1q (1.4)
donde p = τ + iω. Tenga en cuenta que la definicio´n de χ es de coordenadas libre, es
decir, despue´s de cualquier cambio de coordenadas y = Sx en (1.1) (S es una matriz
no–singular n×n) χ sigue siendo la misma funcio´n. Observe tambie´n que χ(p) se puede
recuperar a trave´s de la transformada de Laplace con para´metro complejo p. En efecto,
si asumimos que x(0) = 0 y tomamos transformada de laplace formal a ambos lados de
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la ecuacio´n (1.2) recibimos para la transformada de Laplace σ̂ y ξ̂ de las funciones σ y
χ respectivamente la relacio´n
σ̂(p) = −χ(p)ξ̂(p).
La funcio´n ω 7→ χ(iω) (ω ∈ R) es la respuesta de la frecuencia de (1.2).
Los teoremas de estabilidad para la ecuacio´n de control de retroalimentacio´n se formulan
a menudo en te´rminos de la respuesta de la frecuencia de su parte lineal. Tales teoremas
se llaman teoremas dominio de la frecuencia o criterios de dominio de frecuencia. En
este cap´ıtulo se presenta la herramienta que le da la oportunidad de obtener criterios
de estabilidad de dominio de frecuencia.
1.1.2 Controlabilidad, Observabilidad y Principio de Dualidad de Kalman
Las nociones de controlabilidad y observabilidad son consideradas en detalle en los
libros [Voronov 1979 [74], Kalman et al. 1971 [49], Gelig et al. 1978 [38], Popov 1966
[68]].
Considere el bloque lineal estacionario
x˙ = Px+ qξ, x ∈ Rn (1.5)
σ = r∗x. (1.6)
Aqu´ı las matrices constantes P, q, r (de orden n × n, n ×m y n × l respectivamente)
pueden ser real y complejas. La entrada ξ = ξ(t) del bloque lineal se supone continuo.
Definicio´n 1.1. El bloque lineal (1.5), (1.6) (resp. la pareja (P, q)) es llamada con-
trolable si para cualquier momento fijo t1 < t2 y cualquier x′, x′′ ∈ Rn fijos existe una
entrada ξ(t) la cual transfiere x(t1) = x′ en x(t2) = x′′.
En otras palabras, el bloque lineal es controlable si por medio de la entrada apropiada
se puede transferir de cualquier estado en cualquier otro estado en un per´ıodo de tiempo
dado.
Existen varias afirmaciones equivalentes acerca de la controlabilidad, aqu´ı mencionamos
tres de ellas. Sea
Q(p) = δ(p)(pIn − P )−1q = Q1pn−1 + · · ·+Qn−1p+Qn,
donde δ(p) = det(pIn − P ) y Qk(k = 1, . . . , n) son matrices n×m.
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Teorema 1.2. ([56]) Las siguientes afirmaciones son equivalentes y cada una de ellas
es equivalente a la controlabilidad del bloque lineal:
1. Si S es una matriz n× n no singular entonces las matrices P̂ = S−1PS y q̂ = S−1q
no podr´ıa ser de la forma
P̂ =
∥∥∥∥∥∥P11 P120 P22
∥∥∥∥∥∥ , q̂ =
∥∥∥∥∥∥ q10
∥∥∥∥∥∥ .
con P11 siendo una matriz k × k (0 ≤ k < n) y q1 siendo una matriz k ×m.
2. La matriz n×mn ||q, Pq, . . . , P n−1q|| tiene rango n.
3. La matriz n×mn ||Q1, Q2, . . . , Qn|| tiene rango n.
Definicio´n 1.3. El bloque lineal (1.5), (1.6) (resp. la pareja (P, r)) es llamada ob-
servable si para cualquier t1 < T2 y cualquiera (x′(t), ξ′(t), σ′(t)), (x′′(t), ξ′′(t), σ′′(t))
definidas sobre [t1, t2] y satisfaciendo (1.5), (1.6) las relaciones ξ′ ≡
xi′′, σ′(t) ≡ σ′′(t) (t ∈ [t1, t2] implica la igualdad x′(t) ≡ x′′(t) (t ∈ [t1, t2]).
Los conceptos de controlabilidad y observabilidad, esta´n conectadas estrechamente entre
s´ı por medio del teorema de dualidad de Kalman.
Teorema 1.4. (Principio de dualidad de Kalman) La pareja (P, r) es observable
si y solo si la pareja (P ∗, r) es controlable.
El principio de la dualidad da la oportunidad de reformular el Teorema (1.2) para dar
condiciones necesarias y suficientes de observabilidad. Necesitamos hacer las designa-
ciones
δ′(p) = det(pIn − P ∗),
Q′(p) = δ′(p)(pIn − P ∗)−1r = Q′1pn−1 + · · ·+Q′n−1p+Q′n
donde Q′j (j = 1, . . . , n) son n× l matrices.
Teorema 1.5. ([56]) Las siguientes afirmaciones son equivalentes y cada una de ellas
es equivalente a la observabilidad del los bloques lineales (1.5), (1.6).
1. Si S es una matriz no singular n× n entonces las matrices P̂ = S−1PS y r̂ = S∗r
no podr´ıan ser de la forma
P̂ =
∥∥∥∥∥∥P11 0P12 P22
∥∥∥∥∥∥ , r̂ =
∥∥∥∥∥∥ r10
∥∥∥∥∥∥ .
con P11 siendo una matriz k × k (0 ≤ k < n) y r1 siendo una matriz k × l.
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2. La matriz n× nl ||q, P ∗r, . . . , (P ∗)n−1r|| tiene rango n.
3. La matriz n× nl ||Q1, Q′2, . . . , Q′n|| tiene rango n.
1.1.3 Funcio´n de transferencia de controbabilidad y bloque lineal observable
Considere el bloque lineal (1.5), (1.6) con matrices de entradas P, q, r escalares y salida
escalar, es decir, m = l = 1. En este caso la funcio´n de transferencia de la entrada ξ a
la salida (−σ) tiene la forma
χ(p) = r∗(P − pIn)−1q = α(p)
δ(p) , (1.7)
donde δ(p) = det(pI − P ) y el grado de α(p) es menor que n.
Definicio´n 1.6. La funcio´n de transferencia (1.7) es llamada no degenerada si α y δ
son polinomios coprimos.
Teorema 1.7. ([56]) En el caso escalar de m = l = 1 el bloque lineal (1.5), (1.6) es
observable y controlable si y solo si su funcio´n de transferencia es no degenerada.
1.1.4 Bloques Lineales estables
Vamos a considerar el bloque lineal x˙ = Px+ qξσ = r∗x (1.8)
con P matriz n × n, q matriz n × p y r matriz n × l. Daremos aqu´ı el tratamiento de
bloque estable siguiendo el libro de [Voronov 1979][74].
Definicio´n 1.8. Un bloque estacionario (1.8) es llamado estable si todos los valores
propios de la matriz P tienen parte real negativa, i.e. si la matriz P es Herwitziana.
Usaremos la notacio´n
|T | =
√√√√ m∑
i=1
n∑
j=1
t2ij
para una matriz T = {tij}i=1,...,m
j=1,...,n
.
Teorema 1.9. Si ξ ≡ 0 y el bloque (1.8) es estable entonces existen nu´meros positivos
χ0,M1,M2 tal que
|x(t)| ≤M1e−χ0t |x0| , (1.9)
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|σ(t)| ≤M2e−χ0t |x0| , (1.10)
donde x0 = x(0) es el estado inicial del bloque.
Demostracio´n. La solucio´n del problema de cauchy
x˙ = Px, x(0) = x0
tiene la forma
x(t) = ePtx0.
Entonces
|x(t)| ≤ ePt |x0| , |σ(t)| ≤ |r|
∣∣∣ePt∣∣∣ |x0| . (1.11)
Sean λi (i = 1, . . . , n) los valores propios de P y
χ = ma´x
i=1,...,n
{Reλi}.
En nuestro caso χ < 0. De acuerdo a la estimativas [Gantmakher 1988[37], Demidovich
1967[35]] ∣∣∣ePt∣∣∣ ≤M0(ε)e(χ+ε)t
donde ε es un nu´mero arbitrario positivo. As´ı podemos fijar un cierto valor de ε y
obtenemos ∣∣∣ePt∣∣∣ ≤M0e(χ0t (χ0 > 0), (1.12)
donde χ0 < −χ. Por lo tanto teniendo en cuenta (1.11) tenemos (1.9) y (1.10).
Teorema 1.10. Si el bloque (1.8) es estable y la norma de ξ(t) es acotada para todo
t > 0 entonces la norma de σ(t) es acotada para todo t > 0 tambie´n.
Demostracio´n. Supongamos que |ξ(t)| < β para todo t > 0. Vamos a usar para (1.8) la
forma de Cauchy
σ(t) = r∗ePtx0 +
∫ t
0
r∗eP (t−τ)qξ(τ)dτ.
Por lo tanto
|σ(t)| ≤
∣∣∣ePt∣∣∣ |r| |x0|+ ∫ t
0
|r|
∣∣∣eP (t−τ)∣∣∣ |q| β dτ.
As´ı
|σ(t)| ≤ σ1 + σ2
∫ t
0
e−χ0(t−τ) dτ.
o
|σ(t)| ≤ δ3
donde δi (i = 1, 2, 3) son constantes.
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Teorema 1.11. Supongamos que el bloque (1.8) es estable. Sean σ1(t) y σ2(t) salidas
correspondientes a la misma entrada ξ(t) pero con diferentes estados iniciales, x01 y x02
respectivamente. Entonces se verifica
|σ1(t)− σ2(t)| ≤M3e−χ0t (M3 > 0, χ0 > 0). (1.13)
Demostracio´n. Cada estado inicial X0i (i = 1, 2) genera el estado xi(t). Las correspon-
dientes salidas σi(t) (i = 1, 2) puede ser representadas en la forma de Cauchy como
σ1(t)− σ2(t) = r∗ePt(x01 − x02).
Con la ayuda de (1.12) obtenemos (1.13). As´ı hemos probado que diferentes salidas de
los bloques lineales correspondiente a la misma entrada son asinto´ticamente indistin-
guibles.
De acuerdo a la definicio´n (1.8) el bloque lineal es estable si y solo si el polinomio
caracter´ıstico de la matriz P es Hurwitziano.
Vamos a dar dos teoremas acerca de la propiedad Hurwitziana de un polinomio. Con-
sidere el polinomio
Q(p) = a0pn + · · ·+ an
con coeficientes reales ak (k = 0, . . . , n) y a0 > 0. Primero damos una condicio´n nece-
saria para esta propiedad.
Teorema 1.12. Si el polinomio Q(p) es Hurwitziano entonces todos sus coeficientes
son positivos.
Demostracio´n. Sea pk = −τk ± iωk (k = 1, . . . , r; tk > 0) y pj = −γj (γj > 0; j =
1, . . . , s) ra´ıces de Q(p). Entonces
Q(p) = a0
r∏
k=1
(p+ τk − iωk)mk · (p+ τk + iωk)mk
s∏
j=1
(p+ γj)nj
= a0
r∏
k=1
(p2 + 2τkp+ τ 2k + ω2k)mk ·
s∏
j=1
(p+ γj)nj
dondemk (k = 1, . . . , r), nj (j = 1, . . . , s) son las multiplicidades de las correspondientes
ra´ıces.
Observacio´n 1.1.1. Para el polinomio Q(p) con n = 2 la hipo´tesis del teorema es la
condicio´n suficiente para ser Hurwitziano. Si n > 2 esto no es as´ı.
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Vamos ahora introducir la matriz
A(p) =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
a1 a3 a5 · · · a2n−1
a0 a2 a4 · · · a2n−2
0 a1 a3 · · · a2n−3
0 a0 a2 · · · a2n−4
... ... ... . . . ...
0 0 0 · · · an
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
la cual es llamada matriz Hurwitz de Q(p).
Teorema 1.13. ( Criterio Routh–Hurwitz) El polinomio Q(p) es Hurwitziano si
y solo si todos los menores diagonal principal de la matriz Hurwitz A(p) son positivos:
a1 > 0,
∣∣∣∣∣∣ a1 a3a0 a2
∣∣∣∣∣∣ > 0, . . . , detA(p) > 0.
Ejemplo 1.14. Sea Q(p) = p3 + αp2 + βp+ γ. Entonces
A(p) =
∥∥∥∥∥∥∥∥
α γ 0
1 β 0
0 α γ
∥∥∥∥∥∥∥∥ .
Consecuentemente, las condiciones suficientes y necesarias para que Q(p) sea Hurwit-
ziano son α > 0, αβ > γ, γ(αβ − γ) > 0 o α > 0, 0 < γ < αβ.
Definicio´n 1.15. El bloque lineal (1.5),(1.6) (respectivamente, la pareja (P, q)) es
llamada estabilizable si existe una matriz n× n S tal que P + qS∗ es Hurwitziano.
Teorema 1.16. ([56]) El par (P, q) contralable es estabilizable.
Lema 1.17. (Lema Schur) Sean A, B, C y D matrices n×n, n×m, m×n y m×m
respectivamente. Si detA 6= 0 entonces
det
∥∥∥∥∥∥A BC D
∥∥∥∥∥∥ = detA · det(D − CA−1B). (1.14)
Si detD 6= 0 entonces
det
∥∥∥∥∥∥A BC D
∥∥∥∥∥∥ = detD · det(A−BD−1C). (1.15)
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Sean P y q matrices complejas de orden n× n y n×m respectivamente y
G(x, ξ) = x∗Gx+ 2Re (x∗Dξ) + ξ∗Γξ)
siendo una forma Hermitiana de x ∈ Cn y ξ ∈ Cm, las matrices complejas G = G∗,
Γ = Γ∗ y D teniendo los ordenes n× n, m×m y n×m respectivamente.
Teorema 1.18. (Yakubovich–Kalman) Suponga que la pareja (P, q) es controlable.
Entonces Existe una matriz H = H∗ satisfaciendo la desigualdad
2Re [x∗H(Px+ qξ)] + G(x, ξ) ≤ 0 (x ∈ C, ξ ∈ Cm) (1.16)
si y solo si
G[(iωIn − P )−1qξ, ξ] ≤ 0 (1.17)
para todo ξ ∈ Cm y todo ω ∈ R con det(P − iωIn) 6= 0. En caso que las matrices P
y q y los coeficientes de G sean reales la matriz H tambie´n lo es. Si la matriz P y q
es Hurwitziana, G ≤ 0 y la pareja (P,D) es observable entonces cualquier matriz H
satisfaciendo (1.16) es definida positiva.
Lema 1.19. (Referente a la solubilidad de la ecuacio´n de Lyapunov) Sea P
una matriz Hurwitziana n× n compleja. La ecuacio´n
P ∗H + PH = G (1.18)
tiene una u´nica solucio´n H = H∗ hermitiana para cualquier matriz G n× n compleja.
Si G = G∗ ≤ 0 entonces H = H∗ ≥ 0 y Hy0 = 0 implica HPy0 = 0.
Teorema 1.20. (Referente a la solubilidad de la desigualdad matricial Lyapu-
nov estricta) (Gelig et al. 1978)[38] Suponga que la pareja (P, q) es estable, rango
q = m y det(P − iωIn) 6= 0 (ω ∈ R). Entonces existe una matriz H = H∗ (la cual es
real si P , q y r son real) satisfaciendo las relaciones
HP + P ∗H < 0 y Hq + r = 0 (1.19)
si y solo si
Re r∗(P − iωIn)−1q > 0 para todo ω ∈ R (1.20)
y
l´ım
ω→+∞ω
2Re r∗(P − iωIn)−1q > 0. (1.21)
Teorema 1.21. (Criterio C´ırculo) Suponga que la pareja (P, q) es controlable y las
hipo´tesis siguientes son va´lidas:
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(i) La matriz P no tiene valores propios con parte real cero;
(ii) Para un cierto µ0 ∈ [µ1, µ2] el sistema lineal x˙ = Px+ qξ, σ = r∗xξ = µ0σ, µ0 ∈ [µ1, µ2]
es asintoticamente estable;
(iii) Se cumple la desigualdad dominio de frecuencia
Re {[µ1χ(iω) + 1]∗[µ2χ(iω) + 1]} > 0 para todo ω ∈ R1.
Entonces el sistema  x˙ = Px+ qξ, σ = r∗x (x ∈ Rn)ξ = ϕ(t, σ)
es absolutamente estable con respecto a M [µ1, µ2].
Este teorema se cita en muchos art´ıculos y libros dedicados a la teor´ıa de control
automa´tico. Indicamos aqu´ı los ma´s conocidos de ellos Brockett 1970 [26], Gelig et al.
1978 [38], Voronov 1981 [75].
Teorema 1.22. (Aizerman & Gantmakher 1964) [2] Suponga f : R+ → R es
acotada y uniformemente continua sobre [0,+∞). Suponga G : R→ R es continua sobre
R y positiva sobre R{0}. Suponga que G(f(t)) ∈ L1[0,+∞). Entonces l´ımt→+∞ f(t) =
0.
Lema 1.23. (Barbalat, ver [Popov 1966][68]) Si f : R+ → R es uniformemente
continua y L2[0,+∞) entonces
l´ım
t→+∞ f(t) = 0.
1.2 Definiciones Ba´sicas. Dicotomı´a. Sistemas con equilibrio fi-
nito
1.2.1 Propiedades asinto´ticas globales de Sistemas diferenciales
Consideremos la ecuacio´n diferencial ordinaria
x˙ = f(t, x) (f : R+ × Rn → Rn). (1.22)
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donde f : R+ × Rn → Rn es continua y localmente Lipschitz continua en el segundo
argumento. Para t0 ≥ 0 y x0 ∈ Rn denotamos por x(t, t0, x0) la solucio´n de (1.22)
teniendo x(t, t0, x0) = x0. Note que la hipo´tesis sobre f garantiza que existe una u´nica
solucio´n de (1.22) para cualquier condicio´n inicial dentro de la regio´n considerada.
La hipo´tesis sobre f garantiza tambie´n que las soluciones de (1.22) son continuas con
respecto a las condiciones iniciales. Esto significa que para una solucio´n dada x(t, t0, x0)
(t ∈ [t0, θ)) y  arbitrario, t1 ≥ t0 y T ≥ 0 (t1 + T < θ) existe δ = δ(, t1, T ) tal
que |x(t, t0, x0)− x(t, t2, x1)| < . As´ı, si dos soluciones de (1.22) empiezan en puntos
cercanos permanecen cercanas en un intervalo de tiempo determinado. Vamos a suponer
que cada solucio´n x(t, t0, x0) de (1.22) puede ser continuada en [t0,+∞)
Definicio´n 1.24. La solucio´n x(t) ≡ c donde c ∈ Rn y f(t, c) = 0 para todo t ≥ t0, es
llamada una solucio´n estacionaria o un punto de equilibrio.
Los resultados de la teor´ıa de la estabilidad cla´sica son utilizados para sistemas de con-
trol con equilibrio u´nico. Pero a menudo tenemos que lidiar con sistemas con equilibrio
mu´ltiple, conjuntos de equilibrio de este tipo son muy diversos. El conjunto de equi-
librio puede ser finito o infinito, y en un caso extremo puede ser contable o tener la
potencia del continuo. Cada tipo de conjunto de equilibrio corresponde a un cierto tipo
de funcio´n no lineal. De esta forma aparecen nuevos tipos de problemas de estabilidad.
Estos problemas no pueden ser investigados por medio de las herramientas cla´sicas de
Lyapunov o Popov. As´ı surge la necesidad de desarrollar la teor´ıa cla´sica de tal forma
que sea posible usarse para investigar la estabilidad de sistemas con equilibrio mu´ltiple.
El primer paso es elaborar nociones que describen el cuadro global del comportamiento
de soluciones con respecto a todo el conjunto de equilibrio. Existen varias propiedades
globales de las soluciones del sistema no lineal (1.22).
Una propiedad ba´sica global es el acotamiento de soluciones de (1.22) en [t0,+∞) . Re-
cordamos que un solucio´n x(t, t0, x0) es acotada si existe un m > 0 tal que |x(t, t0, x0)| ≤
m para todo t ≥ t0 donde m puede depender de x0.
Definicio´n 1.25. Si todas las soluciones de (1.22) son acotadas decimos que la ecuacio´n
es Lagrange estable.
Otra importante propiedad la cual caracteriza el comportamiento de soluciones para
t→ +∞ es la propiedad de convergencia.
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Definicio´n 1.26 (Hirsch 1988). Una solucio´n x(t) de (1.22) se dice es convergente si
x(t) → c cuando t → +∞ donde c es un punto de equilibrio de (1.22). Decimos que
la solucio´n x(t) es casi convergente si dist(x(t),Λ) → 0 cuando t → +∞ donde Λ es
el conjunto de puntos de equilibrio de (1.22) y dist(x,Λ) denota la distancia desde un
punto x al conjunto Λ, es decir, dist(x,Λ) = ı´nfx∈Λ |x− z|.
Definicio´n 1.27 (Hale 1987). La ecuacio´n (1.22) es llamada tipo gradiente si todas sus
soluciones son convergentes. Esta es llamada casi tipo gradiente si todas sus soluciones
son casi convergentes.
Definicio´n 1.28 (Kalman 1957). La ecuacio´n (1.22) se dice dicoto´mica (o mono esta-
ble) si todas sus soluciones acotadas son convergentes. Esta es llamada casi dicoto´mica
(casi mono estable) si toda solucio´n acotada es casi convergente.
Definicio´n 1.29. El conjunto M ⊂ Rn es llamado invariante para el sistema (1.29) si
x0 ∈M implica que x(t, t0, x0) ∈M para t ∈ R. Si x0 ∈M implica que x(t, t0, x0) ∈M
para t ≥ t0 entonces M es llamado invariante positivo.
Definicio´n 1.30. El conjunto K ∈ Rn es llamado un atractor para el sistema (1.22) si
este es invariante y existe un dominio D ⊃ K, tal que para cualquier x0 ∈ D se cumple
que dist(x(t, t0, x0), K)→ 0 cuando t→ +∞.
Si D = Rn entonces K es llamado un atractor global.
Observacio´n 1.2.1. Para un sistema tipo gradiente su conjunto de equilibrio es su
atractor global
En este seccio´n estableceremos el criterio de dominio frecuencia de estabilidad de La-
grange, dicotomı´a y comportamiento tipo gradiente para caracterizar sistemas de con-
trol, as´ı como el criterio de localizacio´n de atractores. Se dara´n me´todos y procedimien-
tos los cuales ampliaran las ideas cla´sicas de Lyapunov y hara´n posible investigar el
comportamiento global de soluciones para sistemas con mu´ltiples equilibrio.
Consideremos el caso auto´nomo de la ecuacio´n (1.22)
x˙ = f(x), x ∈ Rn,
donde f satisface las condiciones del sistema (1.22) con respecto a x. Denotamos por
x(t, x0) la solucio´n de esta ecuacio´n con x(0, x0) = x0 y asuma que cualquier solucio´n
es definida en R. Ahora introduciremos la nocio´n de punto ω–l´ımite para este sistema
junto con la nocio´n de punto de equilibrio.
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Definicio´n 1.31. Un punto xˆ ∈ Rn es llamado punto ω–l´ımite de la solucio´n x(t, x0) si
existe una sucesio´n creciente {tn}, tn → +∞, tal que x(tn, x0) → xˆ cuando n → +∞.
El conjunto de todos los puntos ω–l´ımites es llamado conjunto ω–l´ımite y es denotado
por Ω(x0).
Es bien conocido que para cualquier x0 ∈ Rn el conjunto Ω(x0) es cerrado y invariante
positivo [Hartman 1964][43].
Vamos a considerar varias situaciones cuando el sistema de control auto´nomo
x˙ = Px+ qϕ(σ), σ = r∗x (x ∈ Rn, σ ∈ R) (1.23)
con P una matriz n× n, r y q n− vectores, pueden tener equilibrio mu´ltiple. Conside-
remos el sistema con pares controlables (P, q) y par observable (P, r), as´ı que la funcio´n
de transferencia χ(p) = c∗(A− pl)−1b es no degenerada.
Asumamos que la funcio´n ϕ(σ) es continua para todo σ ∈ R. Suponga que x(t) ≡ xeq
es un equilibrio de (1.23). Entonces,
σeq = r∗xeq y Pxeq = −qϕ(σeq).
Podemos distinguir dos casos.
i). Sea detP 6= 0. Entonces es fa´cil establecer que
σeq = −χ(0)ϕ(σeq). (1.24)
Es claro que σeq es necesariamente un punto de interseccio´n de la curva ϕ = ϕ(σ) y
la l´ınea recta σ = −χ(0)ϕ. Puede ocurrir que: Las dos l´ıneas pueden ser un punto
simple de interseccio´n σeq = 0 (ver figura 1.1-a) o varios puntos de interseccio´n
(ver figura 1.1-b). El conjunto de puntos de interseccio´n puede ser un conjunto
numerable (ver figura 1.1-c) o un intervalo (ver figura 1.1-d). Note que el caso de
detP 6= 0 puede ser fa´cilmente reducido al caso de detP = 0. En efecto, suponga
que1 χ(0) 6= 0 y reemplace la funcio´n no lineal ϕ(σ) por la funcio´n no lineal
ϕˆ(σ) = ϕ(σ)− σ
χ(0) . (1.25)
Entonces el sistema (1.23) puede ser transformado a la forma
x˙ = Pˆ x+ qϕˆ(σ), σ = r∗x, (1.26)
1El caso χ(0) = 0 no es de intere´s porque en este caso el u´nico equilibrio esta´ garantizado.
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donde Pˆ = P − qr∗/χ(0).
Puesto que
Pˆ (P−1q) = P (P−1q)− qr
∗(P−1q)
r∗P−1q
= 0
podemos afirmar que Pˆ tiene un valor propio cero el cual corresponde al vector
propio P−1q
σ
ϕ σ = −χ(0)ϕ
ϕ = ϕ(σ)
a.
σ
ϕ
σ = −χ(0)ϕ
ϕ = ϕ(σ)
b.
σ
ϕ σ = −χ(0)ϕ
ϕ = ϕ(σ)
c.
σ
ϕ
σ = −χ(0)ϕ
ϕ = ϕ(σ)
d.
Figura 1.1: Varias posibilidades de interseccio´n de las l´ıneas σ = −χ(0)ϕ y ϕ =
ϕ(σ).
ii). detP = 0. Sea σ0 una ra´ız de ϕ(σ). Es claro que siempre existe un vector propio
x0 de P correspondiente al valor propio cero tal que r∗x0 = σ0. As´ı cualquier
ra´ız de ϕ(σ) genera un punto de equilibrio. El caso cuando una ra´ız genera un
solo equilibrio orresponde al item anterior. En caso contrario a esta situacio´n la
descripcio´n del conjunto de equilibrio no se agota. Note por ejemplo que pueden
existir varios vectores linealmente independientes x0 correspondientes al mismo
σ0.
Hemos establecido que el caso de detP = 0 es mas general que el caso de detP 6= 0.
Es por ello que vamos a suponer que para ϕ(σ) continua, detP = 0.
Cualquier sistema (1.23) con detP = 0 puede reescribirse en la forma
dz
dt
= Az + bϕ(σ),
dσ
dt
= c∗z + ρϕ(σ)
(1.27)
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donde A es una (n − 1) × (n − 1) matriz, b y c son (n − 1) vectores y ρ es un
nu´mero.
En efecto, por medio de una transformacio´n lineal no singular uno puede reducir
(1.23) al sistema
dz
dt
= Az + bϕ(σ), σ = g∗z + γη,
dη
dt
= a∗z + βϕ(σ)
donde A es una (n − 1) × (n − 1) matriz; a, b y g son (n − 1) vectores; β y γ
son nu´meros. Como (P, r) es observable, se tiene que γ 6= 0. Se sigue que por un
transformacio´n lineal no singular el sistema (1.23) se puede reducir a (1.27) con
c = A∗g + γa, ρ = g∗b+ βγ
El sistema (1.27) se caracteriza por ser una funcio´n transferencia de su parte lineal
de la entrada ϕ a la salida (−d[σ]/dt):
K(p) = c∗(A− pl)−1b− ρ (p ∈ C).
Como (P, q) es controlable y (P, r) es observable, tenemos, de acuerdo al Teorema
(1.7) que χ(p) = r∗(P − pl)−1q es no degenerado. Es fa´cil mostrar que K(p) =
pχ(p) o χ(p) = K(p)/p. Entonces, K(p) es tambie´n no degenerate y la funcio´n
c∗(A− pl)−1b es no degenerate tambie´n. Entonces de acuerdo al Teorema (1.7) el
par (A, b) es controlable y el par (A, c) es observable.
Suponga ahora que (zeq, σeq) es un punto de equilibrio de (1.27). Entonces
Azeq = −bϕ(σeq), c∗zeq = −ρϕ(σeq). (1.28)
Multiplicando ambos lados de la primera ecuacio´n a su vez por c∗, c∗A, . . . ,
c∗An−2, obtenemos el sistema
c∗zeq = −ρϕ(σeq),
c∗Azeq = −ρbϕ(σeq),
c∗A2zeq = −ρAbϕ(σeq),
. . . . . .
c∗An−1zeq = −ρAn−2bϕ(σeq),
con la matriz ||c∗, c∗A, . . . , c∗An−1||. Puesto que (A, c) es observable, su rango
es igual a n (de acuerdo al teorema 1.2.3). Se sigue que este sistema tiene una
solucio´n u´nica zeq para todo valor de ϕeq.
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Si el detA 6= 0 tenemos
K(0)ϕ(σeq) = 0
Pero K(0) 6= 0. Realmente, en el caso K(0) = 0 la funcio´n racional χ(p) puede ser
cancelada por p, lo cual de acuerdo al Teorema (1.7) contradice o la observabilidad
de (P, r) o controlabilidad de (P, q). As´ı necesariamente tenemos que σeq es una
ra´ız de ϕ(σ) y zeq = 0.
Si el detA = 0 no podemos excluir la posibilidad de σeq sea algo ma´s que una ra´ız
de ϕ(σ).
1.2.2 Criterio Dominio Frecuencia de Dicotomı´a
Consideremos el sistema no lineal
dz
dt
= Az + bϕ(σ),
dσ
dt
= c∗z + ρϕ(σ).
(z ∈ Rn, σ ∈ R) (1.29)
Aqu´ı A es una n × n matriz, b y c son n vectores y ρ es un nu´mero. Supongamos
que la funcio´n no lineal ϕ : R → R es continuamente diferenciable por tramos en R.
Supongamos tambie´n que para todo σ ∈ R donde ϕ′(σ) existe se cumple la desigualdad
−∞ < µ1 ≤ dϕ
dσ
≤ µ2 < +∞. (1.30)
Caracterizamos el sistema (1.29) por la funcio´n de transferencia de su parte lineal desde
la entrada ϕ a la salida (−d[σ]/dt)
k(p) = c∗(A− pl)−1b− ρ (p ∈ C).
Teorema 1.32. Supongamos que la matriz A no tiene valores propios imaginarios
puros. Supongamos que el par (A, b) es controlable, el par (A, c) es observable y K(0) 6=
0. Supongamos tambie´n que existen nu´meros ℵ, ε > 0 y τ ≥ 0 tal que se cumple la
siguiente desigualdad en el dominio de la frequencia:
Re{ℵK(iω) + τ [µ1K(iω) + iω]∗[µ2K(iω) + iω]} − ε|K(iω)|2 ≥ 0 (∀ω ∈ R). (1.31)
Entonces, el sistema (1.29), (1.30) es casi dicotomı´a.
Daremos algunas afirmaciones simples antes de la prueba del teorema.
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Introduzcamos una matriz Q (n+ 1)× (n+ 1) y un vector L (n+ 1):
Q =
∥∥∥∥∥∥A b0 0
∥∥∥∥∥∥ , L =
∥∥∥∥∥∥∥∥∥∥∥
0
...
0
1
∥∥∥∥∥∥∥∥∥∥∥
.
Lema 1.33. Si el par (A, b) es controlable, el par (Q,L) es controlable tambie´n.
Demostracio´n. De acuerdo a la afirmacio´n 2 del teorema (1.2) la controlabilidad del
par (A, b) implica la igualdad
rank‖b, Ab, . . . , An−1b‖ = n.
Por lo tanto y de la igualdad obvia
‖L,QL, . . . , QnL‖ =
∥∥∥∥∥∥ 0 b Ab . . . A
n
1 0 0 . . . 0
∥∥∥∥∥∥
se sigue que
rank ‖L,QL, . . . , QnL‖ = n+ 1,
lo cual es equivalente a controlabilidad del par (Q,L). El lema esta´ probado.
Introduzcamos un vector D, (n+ 1) dimensional
D =
∥∥∥∥∥∥ cp
∥∥∥∥∥∥
y una forma Hermitiana
G(υ, ψ) = Re{ευ∗DD∗υ + ℵυ∗LD∗υ + τ(µ1D∗υ − ψ)∗(ψ − µ2D∗υ)},
donde ℵ, µ1, µ2 y τ son nu´meros.
Lema 1.34. Para todo nu´mero complejo p 6= 0 el cual no coincide con los valores
propios de la matriz A, se cumple que
G
[
(pI −Q)−1Lψ, ψ
]
=
− |p|−2Re
{
ℵK(p)− ε|K(p)|2 + τ(µ1K(p) + p)∗(µ2K(p) + p)
}
|ψ|2
para todo ψ ∈ C.
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Demostracio´n. Note primero que para probar el lema es suficiente demostrar
D∗(Q− pI)−1L = p−1K(p), (1.32)
L∗(Q− pI)−1L = −p−1. (1.33)
Considere la igualdad obvia∥∥∥∥∥∥ (A− pI) b0 −p
∥∥∥∥∥∥
∥∥∥∥∥∥ (A− pI)
−1b
−1
∥∥∥∥∥∥ =
∥∥∥∥∥∥ 0p
∥∥∥∥∥∥
y multiplique ambos lados por la matriz∥∥∥∥∥∥ (A− pI) b0 −p
∥∥∥∥∥∥ .
Como resultado tenemos la identidad
p(Q− pI)−1L =
∥∥∥∥∥∥ (A− pI)
−1b
−1
∥∥∥∥∥∥ . (1.34)
Multiplicando ambas por D∗ obtenemos (1.32). Multiplicando ambas partes por L∗
obtenemos (1.33).
Demostracio´n del Teorema 1.32. Sea (x(t), σ(t)) una solucio´n acotada de (1.29). Sea A
un conjunto de σ ∈ R tal que ϕ′(σ) no existe. Note que el conjunto
M = {t ∈ R+ | σ(t) ∈ A, σ˙(t) 6= 0}
consiste de puntos aislados. Como ϕ(σ) es Lipschitzian en R tenemos∣∣∣∣∣ϕ(σ(t+ ∆t))− ϕ(σ(t))∆t
∣∣∣∣∣ ≤ L
∣∣∣∣∣σ(t+ ∆t)− σ(t)∆t
∣∣∣∣∣ (L > 0)
y as´ı d[ϕ(σ(t))]/dt = 0 si σ˙ = 0. (Si σ˙(t) 6= 0 y σ(t) /∈ A entonces d[ϕ(σ(t))]/dt =
ϕ′(σ(t))σ˙(t)). As´ı d[ϕ(σ(t))]/dt existe para todo t ≥ 0.
Introducimos la funcio´n
υ(t) =
∥∥∥∥∥∥ z(t)ϕ(σ(t))
∥∥∥∥∥∥ , ψ(t) = ddtϕ(σ(t)).
Entonces las funciones z(t) y σ(t) satisfacen el sistema
dυ(t)
dt
= Qυ(t) + Lψ(t),
dσ(t)
dt
= D∗υ(t).
(1.35)
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Considere la forma cuadra´tica
G(υ, ψ) = 2υ∗H(Qυ + Lψ) + ευ∗DD∗υ + ℵυ∗LD∗υ + τ(µ1D∗υ − ψ)∗(ψ − µ2D∗υ)
con
(
υ ∈ Rn+1, ψ ∈ R
)
donde ℵ, ε y τ son introducidos en la afirmacio´n del teorema y H = H∗ es una cierta
n×n matriz. Del Lema 1.33 el par (Q,L) es controlable. Del Lema 1.34 y la desigualdad
(1.31) tenemos
G
[
(iωI −Q)−1Lψ, ψ
]
≤ 0 (∀ψ ∈ C, ω 6= 0).
Por lo tanto, de acuerdo al teorema 1.18 existe H = H∗ tal que
G(υ, ψ) ≤ 0
(
∀υ ∈ Rn+1, ∀ψ ∈ R
)
. (1.36)
Considere ahora la funcio´n W (t) = υ∗(t)Hυ(t) donde H es tal que se cumple (1.36).
Como la solucio´n (z, σ) del sistema (1.35) es acotada, υ(t) es tambie´n acotada y W (t)
es acotada tambie´n.
Consideremos la expresio´n
P (t) = dW (t)
dt
+ ℵϕ(σ(t))dσ(t)
dt
+ ε
(
dσ(t)
dt
)∗ (
dσ(t)
dt
)
.
Note que
P (t) = 2υ∗(t)H[Qυ(t)− Lψ(t)] + ευ∗(t)DD∗υ(t) + ℵυ∗(t)LD∗υ(t).
Teniendo en cuenta (1.30) obtenemos que para casi todos t ∈ R+
[µ1σ˙(t)− ψ(t)] [ψ(t)− µ2σ˙(t)] ≥ 0
o
[µ1D∗υ(t)− ψ(t)] [ψ(t)− µ2D∗υ(t)] ≥ 0. (1.37)
As´ı se sigue de (1.36) y (1.37) que
P (t) ≤ 0 (para casi todo t ≥ 0). (1.38)
Por lo tanto,
W (t)−W (0) ≤ −ℵ
∫ t
0
ϕ(σ(t))σ˙(t) dt− ε
∫ t
0
σ˙2(t) dt
o
ε
∫ t
0
σ˙2(t) dt ≤ −ℵ
∫ σ(t)
σ(0)
ϕ(σ) dσ −W (t) +W (0).
Jose´ Jesu´s Torres Arias 29
Como σ(t) y W (t) son acotadas se sigue de este u´ltimo que
σ˙(t) ∈ L2 [0,+∞) (1.39)
Esta´ claro que σ˙(t) es uniformemente continua en [0,+∞) . En efecto, segu´n (1.29)
para una solucio´n acotada (z(t), σ(t)), las derivadas z˙ y σ˙ esta´n acotadas para t ≥ 0.
Por otro lado d[ϕ(σ(t))]/dt es acotada puesto que σ˙ y σ esta´n acotadas por t > 0.
As´ı de (1.29), σ˙(t) tiene una derivada acotada para casi todo t ≥ 0. Por lo tanto, σ˙(t)
es uniformemente continuo en [0,+∞) . Entonces de acuerdo al lema (1.23) concluimos
de (1.39) que
σ˙(t)→ 0 cuando t→ +∞. (1.40)
Puesto que la trayectoria (z(t), σ(t)) de (1.29) es acotada, el conjunto Ω de sus puntos
ω–limite son no vac´ıos. A trave´s de cualquier elemento de Ω pasa una trayectoria que
consiste solo de puntos ω–limites. Por lo que para cualquier trayectoria perteneciente a
Ω se cumple que
σ˙(t) = 0
y consecuentemente
σ(t) = σ0 = constante.
Entonces de la segunda ecuacio´n de (1.29) tenemos que para trayectorias pertenecientes
a Ω se cumple que
c∗z(t) + ρϕ(σ(t)) = 0, ϕ(σ(t)) = ϕ(σ0) = constante
As´ı, para trayectorias pertenecientes a Ω tenemos
c∗z(t) = −ρϕ(σ0) y c∗z˙(t) = 0.
Ahora usemos la primera ecuacio´n de (1.29), esto implica que si la trayectoria (z(t), σ(t))
perteneciente a Ω, se cumple que
c∗Az(t) = −c∗bϕ(σ0) y consecuentemente c∗Az˙(t) = 0.
De la ultima igualdad y de la primera ecuacio´n de (1.29) obtenemos
c∗A2z(t) = −c∗Abϕ(σ0) y consecuentemente c∗A2z˙(t) = 0
y as´ı sucesivamente. Como resultado obtenemos el sistema algebraico
c∗z = −ρϕ(σ0),
c∗Az = −c∗bϕ(σ0),
c∗A2z = −c∗Abϕ(σ0),
...
c∗An−1z = −c∗An−2bϕ(σ0).
(1.41)
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Puesto que el par (A, c) es observable tenemos rank
∥∥∥c, A∗c, . . . , (A∗)(n−1)c∥∥∥ = n (ver
teorema 1.5) y se sigue que el sistema (1.41) tiene una u´nica solucio´n z(t) = z0. Entonces
de (1.29) se sigue que
Az0 + bϕ(σ0) = 0 y c∗z0 + ρϕ(σ0) = 0.
Por lo tanto y como K(0) 6= 0 concluimos que ϕ(σ0) = 0 y z0 = 0.
Note que, como detA 6= 0, tenemos Λ = {(zeq, σeq) | zeq = 0, ϕ(σeq) = 0} el conjunto
de equilibrio. As´ı hemos probado que Ω = Λ. Suponga ahora que la solucio´n acotada
(z(t), σ(t)) no tiende a Λ cuando t → +∞. Entonces existe un ε > 0 y una sucesio´n
{tk}, tk → +∞ cuando k → +∞, tal que
dist [(z(tk), σ(tk)),Λ] ≥ ε.
Como (z(t), σ(t)) es acotado existe una subsucesio´n {tkl}, tal que (z(tkl), σ(tkl)) →
(z0, σ0) ∈ Ω. Entonces
dist [(z0, σ0),Λ] > ε/2
y (z0, σ0) no pertenece a Λ, lo cual contradice el hecho que Ω = Λ. La prueba esta
completa. 
Corolario 1.35. Si se cumplen las hipo´tesis del teorema 1.32 entonces para cualquier
solucio´n acotada de (1.29)
z(t)→ 0 y ϕ(σ(t))→ 0 cuando t→ +∞.
Esta afirmacio´n se sigue de la estructura del conjunto de equilibrio Λ
El teorema 1.32 da condiciones suficientes de casi dicotomı´a. Demostremos ahora que
bajo ciertas condiciones este se transforma en un cr´ıterio dominio frecuencia de dico-
tomı´a.
Teorema 1.36. Si se cumplen las hipo´tesis del teorema 1.32 y la matriz A es Hurwit-
ziana entonces el sistema (1.29) es dicoto´mico.
Demostracio´n. Consideremos el sistema (1.29). Por la propiedad de casi dicotomı´a,
para cualquier solucio´n acotada (z, σ) tenemos l´ımt→+∞ z(t) = 0. Suponga ahora que
la componente σ(t) de una cierta solucio´n acotada no converge cuando t→ +∞, a un
cierto cero de ϕ(σ). En este caso encontramos al menos dos sucesiones {tk} y {τk} tal
que
l´ım
k→+∞
σ(tk) = σ′ y l´ım
k→+∞
σ(τk) = σ′′
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con σ′ < σ′′. Como σ(t) es continua podemos encontrar para cualquier ν ∈ [σ′, σ′′] una
sucesio´n {uk} tal que
l´ım
k→+∞
σ(uk) = ν.
Por la propiedad de casi dicotomı´a del sistema se tiene que {z = 0, σ = ν} es una
solucio´n estacionaria de (1.29) y consecuentemente ϕ(ν) = 0. As´ı ϕ(σ) = 0 para todo
σ ∈ [σ′, σ′′]. Consideremos el conjunto
Π := {(z, σ) | σ ∈ [σ′, σ′′]}.
Sobre la banda Π el sistema (1.29) es el siguiente
z˙ = Az. σ˙ = c∗z.
Fijemos un nu´mero ν ∈ [σ′, σ′′] y consideremos un σ 6= ν, σ ∈ [σ′, σ′′]. Como la matriz
A tiene valores propios con partes reales negativas solamente, el equilibrio (0, σ) es
estable. Se sigue que para cualquier vecindad U1 de z = 0, σ = σ existe otra vecindad
U2 tal que la solucio´n de (1.29) que comienza en U2 esta´n en U1 para t suficientemente
grande. Esto se contradice con el hecho de que σ(uk)→ υ. El teorema esta´ probado.
Consideremos ahora el caso donde ϕ(σ) tiene un nu´mero finito de ceros aislados. Nece-
sitamos la siguiente afirmacio´n auxiliar.
Lema 1.37. Sea ψ : R → R una funcio´n continua con un nu´mero finito de ceros
aislados. Sea α : R+ → R una funcio´n continua. Entonces la relacio´n
ψ(α(t))→ 0 con t→ +∞
implica la relacio´n
α(t)→ αˆ con t→ +∞,
donde ψ(αˆ) = 0.
Demostracio´n. Sea m0 la distancia mı´nima entre los ceros de ψ y sea δ ∈ (0,m0/2).
Introducimos el conjunto
A := {α | α /∈ ∪k(αk − δ, αk + δ), ψ(αk) = 0}
y el nu´mero
m := mı´n
α∈A
|ψ(α)|.
32 Cap´ıtulo 1. Prerrequisitos
Suponga que ε < m. Entonces las desigualdad |ψ(α)| < ε implica que α pertenece a la δ
vecindad de algu´n cero de la funcio´n ψ. Denotemos este por αˆ. Puesto que ψ(α(t))→ 0
cuando t→ +∞ existe un T > 0 tal que para t > T , α(t) pertenece a la δ vecindad de
αˆ. Puesto que podemos elegir δ tan pequen˜o como se requiera, se sigue conclusio´n del
lema es cierta.
Teorema 1.38. Si se cumplen las hipo´tesis del teorema 1.32 y ϕ(σ) tiene un nu´mero
finito de ceros aislados entonces el sistema (1.29) es dicoto´mico.
La validez de este teorema se sigue inmediatamente del corolario 1.35 y del lema 1.37.
Observacio´n 1.2.2. Si el sistema (1.29) no tiene la propiedad (1.30) entonces el teo-
rema 1.32 se puede aplicar con τ = 0.
Vamos a ampliar el teorema 1.32 por una afirmacio´n simple la cual da una condicio´n
necesaria para que la hipo´tesis (1.31) se cumpla. Para el propo´sito consideramos el
sistema lineal
dz
dt
= Az +mbσ,
dσ
dt
= c∗z +mρσ.
(1.42)
Teorema 1.39. Supongamos que A no tiene valores propios imaginarios puros. Si
para un cierto m ∈ (µ1, µ2) la matriz del sistema lineal (1.42) tiene un valor propio
imaginario puro iω0 con ω0 6= 0 entonces la desigualdad dominio frequencia (1.31) no
puede ser verdadera para todo ω ∈ R.
Demostracio´n. La ecuacio´n caracter´ıstica del sistema (1.42) esta dada por
det
 pI − A −mb
−c∗ p−mρ
 = 0
De acuerdo al lema (1.17) podemos transformar la u´ltima ecuacio´n a la forma
det(pI − A) det
[
(p−mρ)−mc∗(pI − A)−1b
]
= 0.
Como p = iω0 es una ra´ız de esta ecuacio´n y A no tiene valores propios imaginarios
puros, se tiene que
iω0 −m
(
ρ− c∗(A− iω0I)−1b
)
= 0
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o
K(iω0) = −iω0
m
.
No es dif´ıcil ver que para ω = ω0 la desigualdad (1.31) es falsa. En efecto, Re K(iω0) = 0
y
[µ1K(iω0) + iω0]∗[µ2K(iω0) + iω0] =
ω20
m2
[(m− µ1)(m− µ2)].
As´ı para m ∈ (µ1, µ2)
[µ1K(iω0) + iω0]∗[µ2K(iω0) + iω0] < 0.
El teorema 1.39 esta´ probado.
1.2.3 Comportamiento global de circuitos de Chua
Vamos aplicar los resultados anteriores a un sistema diferencial 3 dimensional con linea-
lidades lineales por tramos. Este tipo de sistemas fue´ introducido en la teo´ıa cualitativa
de ecuaciones diferenciales por L.O. Chua. Tales sistemas describen la dina´mica de cir-
cuitos electro´nicos los cuales son conocidos como circuitos de Chua. Investigaciones de
sistemas de Chua mostraron que ellos pueden tener movimientos cao´ticos. Esto hace
que estos sistemas se hayan convertidio en objeto de intensas investigaciones [Chua
& Lin 1975[32], Chua& Kang 1977[34], Zhong & Ayron 1985[82], Matsumoto et al
1985[58], Parker & Chua 1987[66], Kahler & Chua 1986[46], Chua 1980[28], Matsumoto
et al 1984[57], Matsumoto et al 1986[59], Ogorzalek 1987[63], Orgorzalet 1989[64], Chua
1992[29], Rabinder 1993[69], Chua & Green 1976[31], Chua et al 1986[30], Chua & Lin
1990[33]]. Consideremos el sistema
x˙ = kα[y − x− f(x)]
y˙ = k[x− y + ξ]
ξ˙ = k[−βy − ωξ]
(x, y, ξ ∈ R) (1.43)
donde
f(x) = b0x+
1
2(a0 − b0)[|x+ 1| − |x− 1|] (1.44)
y α, β, γ, k, a0, b0 son nu´meros, k siendo igual a 1 o a (−1). Los posibles gra´ficos de
f = f(x) en el caso a0 > 0 se muestran en la figura 1.2
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x
a.
f
−1
1
a0
−a0
f = b0(x+ 1)− a0
f = b0(x− 1) + a0b0 > 0
f = a0x x
b.
f
−1
1
a0
−a0
f = b0(x+ 1)− a0
f = b0(x− 1) + a0
b0 < 0
Figura 1.2: Posibles gra´ficos de f = f(x) en el caso a0>0
Miremos el conjunto de equilibrio de (1.43), (1.44). Sean x ≡ xeq, y ≡ yeq, ξ ≡ ξeq.
Obtenemos el sistema de ecuaciones algebraicas
yeq − xeq − f(xeq) = 0,
xeq − yeq + ξeq = 0,
−βyeq − γξeq = 0.
En el caso β = −γ, se sigue que xeq = yeq = ξeq = 0 y el punto de equilibrio es u´nico.
Sea β 6= −γ, entonces, para los puntos de equilibrio, se cumplen las relaciones
f(xeq) = − βxeq
γ + β , yeq = −
γxeq
γ + β , ξeq = −
βxeq
γ + β .
Es claro que la cantidad de puntos de equilibrio depende de la cantidad de los puntos de
interseccio´n de la curvas f = f(x) y f = −βx/(γ + β). Puede existir un solo equilibrio
(ver figura 1.3-a), tres equilibrios (ver figura 1.3-b) y un intervalo de equilibrios (ver
figura 1.3-c).
El teorema 1.32 da la oportunidad para determinar casos de estabilidad global y dico-
tomı´a, es decir, lo casos para los cuales la oscilacio´n cao´tica es imposible.
x
f
−1
1
f = f(x)
f = βx
γ+β
a.
x
f
−1
1
f = f(x)
f = βx
γ+β
b.
x
f
−1
1
f = f(x)
f = βx
γ+β
c.
Figura 1.3: Posibles conjuntos de equilibrio de los sistemas (1.43)–(1.44).
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Teorema 1.40. Si para algu´n m ∈ (mı´n{a0, b0},ma´x{a0, b0}) las desigualdadesαγ(1 +m) + αm+ γ + β > 0,0 < k3[αβ(1 +m) + αγm] < k3[1 + γ + α(m+ 1)]× [αγ(1 +m) + αm+ γ + β]
(1.45)
se cumplen, entonces, los sistemas (1.43), (1.44) son globalmente asinto´ticamente esta-
bles.
Demostracio´n. Es claro que f(x) es diferenciable excepto cuando x = ±1. Es tambie´n
claro que
mı´n{a0, b0} < f ′(x) < ma´x{a0, b0}. (1.46)
Paralelamente con los sistemas (1.43), (1.44) consideremos un sistema lineal
x˙ = kα[y − x−mx],
y˙ = k[x− y + ξ],
ξ˙ = k[−βy − γξ],
(1.47)
donde m ∈ (mı´n{a0, b0},ma´x{a0, b0}). El polinomio caracter´ıstico ∆(p) del sistema
(1.47) es:
∆(P ) = p3 +p2k[1+γ+α(m+1)]+pk2[αγ(1+m)+αm+γ+β]+k3[αγm+αβ(1+m)].
De acuerdo al teorema 1.13 el sistema de desigualdades (1.45) es una condicio´n necesaria
y suficiente para que todos los ceros de ∆(p) este´n en el semiplano abierto izquierdo del
plano complejo. As´ı, bajo las hipo´tesis del teorema, el sistema lineal (1.47) es estable
para cualquier m ∈ (mı´n{a0, b0},ma´x{a0, b0}).
Para hacer una conclusio´n relativa al sistema no lineal (1.43) se recurre a los resultados
conocidos que establecen la relacio´n entre la estabilidad del sistema de control no lineal
y el correspondiente lineal. Estos resultados se obtuvieron en el marco de la conjetura
de Kalman.
Esto u´ltimo se refiere al sistema
x˙ = Px+ qψ, σ = r∗x, ψ = ϕ(σ) (1.48)
y es formulada como sigue. Si para algu´n m ∈ (m1,m2) la matriz P + mqr∗ es Hur-
witzian, entonces, para cualquier ϕ(σ) continuamente diferenciable por tramos tal que
ϕ′(σ) ∈ (m1,m2) para todo σ, el sistema no lineal (1.48) es asinto´ticamente estable.
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Fue´ probado en [Barabanov 1988][17] que para n = 3 la conjetura de Kalman es cierta.
Por lo tanto, si el sistema (1.47) es estable para algu´n m ∈ (m1,m2) entonces, el sistema
(1.43) es globalmente asinto´ticamente estable para algu´n f(x) con f ′(x) ∈ (m1,m2)
para todo x. Por linealidad (1.44) m1 = mı´n{a0, b0}, m2 = ma´x{a0, b0}. As´ı el teorema
esta´ probado.
Teorema 1.41. Si k, a0, b0, α, β, γ son nu´meros positivos entonces el sistemas (1.43),
(1.44) es globalmente asinto´ticamente estables.
Demostracio´n. Es fa´cil ver que en el caso de que los nu´meros k, α, β y γ sean positivos,
las desigualdades (1.45) son ciertas para cualquier m positivo. As´ı el teorema queda
probado.
Las desigualdades (1.45) pueden ser fa´cilmente transformadas en condiciones suficientes
para una clase de sistemas lineales (1.47) con m ∈ (m′,m′′) (m′, m′′ son ciertos nu´meros)
teniendo el mismo arreglo de ceros sobre el plano complejo.
En efecto, es suficiente requerir que ∆(p) no tiene ra´ıces sobre el eje el eje imaginario
para todo m ∈ (m′,m′′). Puesto que
∆(iω) =
[
−k(1 + γ + α(1 +m))ω2 + k3(αβ(1 +m) + αγm)
]
+
+ iω
[
−ω2 + k2(αγ(1 +m) + αm+ γ + β)
]
debemos tener que ∆(iω) 6= 0 si requerimos que para todo m ∈ (m′,m′′)αβ(m+ 1) + αγm 6= 0,αβ(m+ 1) + αγm 6= [α(m+ 1) + γ + 1][αγ(m+ 1) + αm+ γ + β].
Note que si
αβ(m+ 1) + αγm = 0 (1.49)
entonces, ∆(0) = 0, pero el hecho que
αβ(m+ 1) + αγm = [αγ(m+ 1) + αm+ γ + β][α(m+ 1) + γ + 1] (1.50)
no es suficiente para ∆(iω) = 0, (ω0 6= 0). En realidad para garantizar que ∆(iω) = 0
requerimos que
[αβ(m+ 1) + αγm][α(m+ 1) + γ + 1] > 0. (1.51)
As´ı el arreglo de las ra´ıces de ∆(p) = 0 sobre el plano complejo cambia o si la igualdad
(1.49) o si el sistema (1.50), (1.51) se cumplen.
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Ejemplo 1.42. Vamos a considerar el sistema concreto de Chua [Chua 1992]
dυ1
dt
= 1
C1
[
υ2 − υ1
R
− f(υ1)
]
,
dυ2
dt
= 1
C2
[
υ1 − υ2
R
+ i3
]
,
di3
dt
= 1
L
[−υ2 −R0i3] ,
(1.52)
con
f(υ1) = Gbυ1 +
1
2(Ga −Gb)[|υ1 + 1| − |υ1 − 1|]. (1.53)
Vamos a investigar la dina´mica de (1.52), (1.53) primeramente con la ayuda de los
resultados vistos y con el Teorema 1.32.
1. El sistema lineal correspondiente tiene la forma
dυ1
dt
= − 1
C1R
υ1 +
1
C1R
υ2 − m
C1
υ1,
dυ2
dt
= − 1
C2R
υ1 +
1
C2R
υ2 +
m
C2
i3,
di3
dt
= − 1
L
υ2 − R0
L
i3
(1.54)
con polinomio caracter´ıstico
∆(p) = p3 + p2
[
m
C1
+
( 1
C1R
+ 1
C2R
+ R0
L
)]
+ p
[
m
( 1
C1C2R
+ R0
LC1
)
+
+
(
R0
LC1R
+ R0
LC2R
+ 1
LC2
)]
+
[
m
(
R0
C1C2LR
+ 1
C1C2L
)
+ 1
C1C2RL
]
.
As´ı (1.49) toma la forma
m = m0 := − 1
R0 +R
(1.55)
y los sistemas (1.50), (1.51) toman la forma
1
C1
( 1
C1C2R
+ R0
LC1
)
m2 +m
[
R0
C21LR
+
( 1
C1R
+ 1
C2R
+ R0
L
)( 1
C1C2R
+ R0
LC1
)]
+
[( 1
C1R
+ 1
C2R
+ R0
L
)(
R0
LC1R
+ R0
LC2R
+ 1
LC2
)
− 1
C1C2RL
]
= 0,
1
C1
(
R0
C1C2LR
+ 1
C1C2L
)
m2 +m
[
1
C21C2RL
+
(
R0
C1C2LR
+ 1
C1C2L
)
( 1
C1R
+ 1
C2R
+ R0
L
)]
+ 1
C1C2RL
( 1
C1R
+ 1
C2R
+ R0
L
)
> 0.
(1.56)
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El sistema (1.56) puede tener no ma´s que dos soluciones. As´ı el polinomio carac-
ter´ıstico ∆(p) del sistema (1.54) puede tener, dos, tres o cuatro sectores de arreglos
ide´nticos de ceros sobre el plano complejo.
En el art´ıculo [Chua 1992] varios conjuntos de coeficientes de (1.52) son considerados.
Tomemos por ejemplo el caso de C1 = 1, C2 = −75, Ga = 14.7, Gb = 36, R0 =
0.006667, L = 0.00744. No es dif´ıcil verificar que para R > 0.0274387 el un sector
(Ga, Gb) de arreglos ide´nticos de ra´ıces de ∆(p) y para R < −0.0274378 el sector
pierde esa propiedad.
2. Pasemos a investigar la dina´mica del sistema no lineal (1.52). En primer lugar trans-
formamos el sistema (1.52) a la forma del sistema (1.29). Con este fin introducimos
una nueva funcio´n no lineal
ϕ(σ) = f(σ) + σ
R0 +R
.
Entonces el sistema (1.52) puede ser reescrito de la forma
dυ1
dt
=
(
− 1
C1R
+ 1
C1(R +R0)
)
υ1 +
1
C1R
υ2 − 1
C1
ϕ(υ1),
dυ2
dt
= 1
C2R
υ1 − 1
C2R
υ2 +
1
C2
i3,
di3
dt
= − 1
L
υ2 − R0
L
i3.
(1.57)
La matriz de la parte lineal de (1.57) tiene un valor propio cero. La funcio´n de trans-
ferencia K(p) de ϕ a (−d[υ1]/dt) puede ser calculado con ayuda de la transformada
de Laplace
K(p) = p
2 + b1p+ c1
m1 (p2 + b2p+ c2)
,
donde
m1 = C1, b1 =
1
C2R
+ R0
L
, c1 =
R0
C2RL
+ 1
LC2
,
b2 =
R0
L
+ 1
C2R
+ R0
C1R(R0 +R)
,
c2 =
R20
LC1R(R +R0)
+ R0 +R
LC2R
− 1
C1C2R(R +R0)
.
La desigualdad Dominio Frecuencia (1.31) es verificada por
µ1 = mı´n{Ga, Gb}+ 1
R +Ro
, µ2 = ma´x{Ga, Gb}+ 1
R +Ro
.
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Es fa´cil calcular que
K(iω) = ω
4 + (b1b2 − c1 − c2)ω2 + c1c2
m1r2(ω)
+ iω [ω
2(b2 − b1) + b1c2 − b2c1]
m1r2(ω)
,
|K(iω)|2 = ω
4 + (b21 − 2c1)ω2 + c21
m21r
2(ω) ,
luego,
Re{[µ1K(iω) + iω]∗[µ2K(iω) + iω]}
= ω2 + µ1µ2|K(iω)|2 + (µ1 + µ2)ω
2 [ω2(b2 − b1) + (b1c2 − b2c1)]
m1r2(ω)
,
donde
r2(ω) = ω4 −
(
b22 − 2c2
)
ω2 + c22.
Sea ℵ = 1. Como un resultado de (1.31) tenemos la desigualdad equivalente
1
m21r
2(ω)
{
Aω6 +Bω4 + Cω2 +D
}
≥ 0 ∀ω ∈ R (1.58)
donde
A = m21τ ;
B = m1 + τm1(µ1 + µ2)(b2 − b1) + τm21
(
b22 − 2c2
)
+ τµ1µ2 − ε;
C = m1(b1b2 − c1 − c2) + τm1(µ1 + µ2)(b1c2 − b2c1) + τm21c21+
+ (τµ1µ2 − ε) · (b21 − 2c1);
D = m1c1c2 + (τµ1µ2 − ε)c21.
Es claro que el parame´tro ε puede ser tomado tan pequen˜o como deseamos. Elegimos
el parame´tro τ de tal modo que D > 0, es decir,
µ1µ2c
2
1τ > εc
2
1 −m1c1c2. (1.59)
As´ı si µ1µ2 < 0 y m1c1c2 < 0 la desigualdad (1.59) es falsa y (1.58) puede no
cumplirse. Si µ1µ2 < 0 y εc21 −m1c1c2 < 0 entonces τ < |(εc21 −m1c1c2) / (µ1µ2c21)|,
if µ1µ2 > 0 and m1c1c2 < 0 entonces τ > |(εc21 −m1c1c2) / (µ1µ2c21)|.
Vamos a considerar el polinomio
P (z) ≡ Az3 +Bz2 + Cz +D (A > 0).
Si queremos chequear que este es no negativo para todo z ≥ 0 es suficiente chequear
que P (0) ≥ 0 y que P (z0) ≥ 0 donde z0 es la mayor de las ra´ıces reales de la derivada
40 Cap´ıtulo 1. Prerrequisitos
P ′(z) = 3Az2 + 2Bz + C en [0,+∞) . Si P ′(z) no tiene ra´ıces reales para z ≥ 0 o
tiene una ra´ız doble, entonces, es suficiente verificar que P (0) ≥ 0.
La desigualdad Dominio Frecuencia (1.58) fue aplicada para investigar el compor-
tamiento asinto´tico de ciertas variantes del sistema (1.52). Entre estos sistemas con
c1 = 1.0; c2 = −0.75.0; Ga = 14.7; Gb = 36.0; R0 = 0.006667; L = −0.00744,
−0.0006, −0.0105, −0.010666, −0.018133, −0.019 (estos sistemas fueron conside-
rados en el art´ıculo [Chua 1992][29]). En cuanto al parame´tro R este fue´ variado
de −0.066667 a 0.066667. Con ayuda de computador para cada sistema concreto el
valor de Rˆ fue´ determinado tal que para R ∈
[
−0.066667, Rˆ
)
el criterio Dominio
Frecuencia no se cumple y para R ∈
[
Rˆ, 0.066667
]
es valido. Es claro que si la de-
sigualdad (1.58) es cierta para todo ω ≥ 0 entonces el sistema (1.52) es dicoto´mico y
puede no tener ciclos limites o atractores fuertes. Este argumento da la oportunidad
de encontrar una serie de erratas de la mecano´grafia del art´ıculo [Chua 1992][29].
Particularmente para la Fig. 2-7 en [Chua 1992][29] esta escrito R = 0.066667 en vez
de R = −0.066667. Para este u´ltimo valor de R el criterio Dominio-Frecuencia del
Teorema 1.32 no se cumple. En este caso la matriz del sistema lineal (1.54) corres-
ponde a (1.52), tiene valores propios imaginarios puros (diferentes de cero) para dos
valores de m ∈ (Ga, Gb), es decir, la condicio´n necesaria, formulada para el teorema
1.36 no se cumple.
Tambie´n es claro que con la ayuda del teorema 1.32 se pueden hallar las regiones de
dicotomı´a en el espacio de sistemas de para´metros. En tales regiones, la existencia
de los ciclos limites y atractores es imposible.
1.3 Sistemas con equilibrios numerables
1.3.1 Tipo Pe´ndulo
En esta seccio´n presentamos una amplia clase de sistemas con conjunto de equilibrio
infinito. Ellos son los denominados sistemas Tipo Pe´ndulo. La ma´s simple muestra de
esta clase es la ecuacio´n del pe´ndulo matema´tico
σ¨ + a σ˙ − γ = 0 (a > 0, γ ∈ (0, 1)).
Su generalizacio´n simple da la ecuacio´n
σ¨ + a σ˙ + ϕ(σ) = 0 (a > 0)
con ϕ(σ) funcio´n continua ∆ perio´dica. La Investigacio´n cualitativa de esta ecuacio´n
fue iniciada por F. Tricomi [Tricomi 1933][73], y despue´s continuada por muchos au-
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tores entre ellos [Amerio 1949[12], Bo¨hm 1953 [25], Hayes 1953 [44], Belyustina 1955
[22], Belyustina 1959 [23], Giger 1956[39]]. La investigacio´n de esta ecuacio´n de segun-
do orden fue seguida por la invetigacio´n del sistema de segundo orden [Bautin 1970[?],
Belyustina & Belych 1973[24]] y despue´s el sistema de tercer orden [Belych & Nekorkin
1975 [20]], ϕ(σ) permaneciendo ∆-perio´dica. El paso siguiente fue´ la investigacio´n de
sistemas n dimensional (2.1.6) con no-lonealidad perio´dica [Belych & Nekorkin 1977[21],
Leonov 1974[52]]. La investigacio´n de la estabilidad de esos sistemas da comienzo a nue-
vos me´todos y procedimientos los cuales fueron desarrollados sobre la base del segundo
me´todo de Lyapunov.
Vamos ahora a presentar la definicio´n formal del sistema tipo pe´ndulo. Consideremos
la ecuacio´n diferencial ordinaria
x˙ = f(t, x) (1.60)
donde f : R+ × Rn → Rn es continua y localmente Lipschitz continua en el segundo
argumento. Supongamos que cada solucio´n x(t, t0, x0) de (1.60) con t0 ≥ 0 y x0 ∈ Rn
puede ser extendida hasta [t0,+∞).
Sea Γ := {∑mj=1 kj dj | kj ∈ Z, 1 ≤ j ≤ m} donde dj ∈ Rn los suponemos linealmente
independientes (m ≤ n).
Definicio´n 1.43. Decimos que (1.60) es tipo pe´ndulo con respecto a Γ si para cualquier
solucio´n x(t, t0, x0) de (1.60) tenemos
x(t, t0, x0 + d) = x(t, t0, x0) + d (1.61)
para todo t ≥ t0 y todo d ∈ Γ.
Teorema 1.44. El sistema (1.60) es tipo pe´ndulo con respecto a Γ si y solo si
f(t, x+ d) = f(t, x) (1.62)
para todo t ≥ t0 y d ∈ Γ.
Demostracio´n. Supongamos que se satisface (1.62). Consideremos una solucio´n arbitra-
ria x(t, t0, x0) de (1.60) y definamos para d ∈ Γ la funcio´n y(t) = x(t, t0, x0) + d para
t ≥ t0, satisfaciendo y(t0) = x0 + d. Tenemos que y˙(t) = x˙(t, t0, x0) = f(t, x(t, t0, x0)) =
f(t, x(t, t0, x0) + d) = f(t, y(t)). As´ı y(t) es una solucio´n de (1.60) y por la unicidad (la
cual sigue de la propiedad Lipschitz continua de f(t, x) en x) y(t) ≡ x(t, t0, x0). Para
el rec´ıproco, consideramos para (t0, x0) ∈ R+ × Rn y d ∈ Γ la solucio´n x(t, t0, x0) de
(1.60). Se sigue que x˙(t, t0, x0 +d) = x˙(t, t0, x0), consecuentemente f(t, x(t, t0, x0 +d)) =
f(t, x(t, t0, x0)). Haciendo t = t0 tenemos que f(t0, x0 + d) = f(t0, x0).
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Es claro que si x(t) = xeq es una solucio´n de (1.60) entonces x(t) = xeq + d (d ∈ Γ)
tambie´n es solucio´n de (1.60). As´ı el conjunto de equilibrio o es vac´ıo o es infinito.
En lo que sigue vamos a asumir que Γ = {jd, j ∈ Z, d ∈ Rn, d 6= 0}. Vamos a llamar al
valor d∗x la coordenada angular o fase de (1.60).
Definicio´n 1.45. Decimos que una solucio´n x(t) es una solucio´n circular de (1.60) con
respecto a la coordenada angular d∗x si existe un nu´mero τ y  > 0 tal que
d
dt
[d∗x(t)] ≥  t ≥ τ.
Consideramos ahora un caso auto´nomo de (1.60)
x˙ = f(x)
y asuma que este es un tipo pe´ndulo respecto a Γ = {jd, j ∈ Z}.
Las peculiaridades de las ecuaciones del tipo pe´ndulo y las propiedades espec´ıficas
de sus soluciones esta´n estrechamente conectadas con la nocio´n de un ciclo. Vamos a
necesitar aqu´ı dos tipos de ciclos. Recordamos que una solucio´n no trivial de la ecuacio´n
auto´noma es perio´dica si existe un tiempo τ tal que x(0) = x(τ). Para las ecuaciones
del tipo pe´ndulo esta solucio´n tambie´n se denomina ciclo de primera especie.
Definicio´n 1.46. Una solucio´n x(t, x0) de la ecuacio´n auto´noma tipo pe´ndulo es lla-
mada un ciclo de segundo especie con respecto a la coordenada de fase dtx si existe un
nu´mero positivo τ y un entero j 6= 0 tal que
x(τ, x0)− x0 = jd.
Vamos ahora a considerar un sistema de control
x˙ = Px+ qϕ(t, σ), σ = r∗x (1.63)
donde P es una matriz constante n× n, q y r son n vectores constantes. Supongamos
que la funcio´n de transferencia χ(p) = r∗(P − pI)−1q es no degenerada. Supongamos
que (1.63) es tipo e´ndulo con respecto a Γ = {jd, j ∈ Z}, donde d es un n vector no
nulo.
Teorema 1.47. Para el sistema tipo pe´ndulo con respecto a Γ = {jd, j ∈ Z} el sis-
tema (1.63) se puede suponer, sin perdida de generalidad, que Pd = 0 y ϕ(t, σ) es
r∗d−perio´dica en el segundo argumento.
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Demostracio´n. Por el Teorema (1.44) tenemos
Pd+ qϕ(t, r∗x+ r∗d) = qϕ(t, r∗x)
para todo (t, x) ∈ R+ × Rn. Esta igualdad es equivalente a
Pd+ qϕ(t, σ + r∗d) = qϕ(t, σ) (1.64)
para todo (t, x) ∈ R+ ×R. Como χ(p) es no degenerada la pareja (P, q) es controlable.
Entonces q 6= 0. Vamos a demostrar que rtd 6= 0. Supongamos lo contrario, esto es
r∗d = 0. Entonces se sigue de (1.64) que
r∗P kd = 0 para k = 0, . . . , n− 1. (1.65)
As´ı el vector d es una solucio´n del sistema lineal Tx = 0 con la matriz
T ∗ =
∣∣∣∣∣∣r, P ∗ r, . . . , (P n−1)∗ r∣∣∣∣∣∣ .
Donde χ(p) es no degenerada, la pareja (P ∗ , q) es controlable y la matriz T tiene rango
n. Se sigue que d = 0, lo cual contradice el hecho que (1.63) es tipo pe´ndulo. As´ı r∗ d 6= 0.
Vamos a reescribir el sistema (1.63) en la forma
x˙ = (P − αqr∗ )x+ qϕ1(t, r∗ x), (1.66)
donde
α = q
∗ Pd
|q|2 r∗ d and $1(t, σ) = ϕ(t, σ) + ασ
para todo (t, σ) ∈ R+ × R. De (1.64) tenemos
q∗ Pd
|q|2 + ϕ(t, σ + r
∗ d) = ϕ(t, σ)
por lo tanto se sigue que
ϕ1(t, σ + r∗ d) = ϕ(t, σ + r∗ d) + α(σ + r∗ d) = ϕ(t, σ) + ασ = ϕ1(t, σ)
para todo (t, σ) ∈ R+ × R. Entonces se sigue de (1.66) por el teorema (1.44) que
(P − αqr∗ )d = 0.
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El sistema (1.63) con detP = 0 y ϕ(t, σ) ∆−perio´dica es llamado sistema tipo pe´ndulo
en la primera forma cano´nica. Es obvio que si detP = 0 y ϕ(t, σ) ∆−perio´dica en
σ entonces (1.63) es un sistema tipo pe´ndulo. En efecto, sea s un vector propio de P
correspondiente con el valor propio cero. Entonces se tiene (1.64) con d = ∆s/r∗ s.
Note que r∗ s 6= 0. En efecto, de otro modo tendr´ıamos r∗ P ks = 0 (k = 0, . . . , n − 1)
por lo tanto se sigue en virtud de la contrabilidad de (P ∗ , r) que s = 0. lo cual es una
contradiccio´n.
Al comienzo de esta seccio´n mostramos que el sistema (1.63) con detP = 0 puede ser
reescrito en la forma
dz
dt
= Az + bϕ(t, σ),
dσ
dt
= c∗ z + ρϕ(t, σ) (1.67)
donde A es una matriz (n− 1)× (n− 1), b y c son (n− 1) vectores y ρ es un nu´mero.
Al sistema (1.67) con una funcio´n no lineal ϕ ∆−perio´dica en σ lo llamamos segunda
forma cano´nica de un sistema tipo pe´ndulo.
El sistema (1.67) se caracteriza por una funcio´n de transferencia de su parte lineal de
entrada ϕ a la salida (−d[σ]/dt)
K(p) = c∗ (A− pI)−1b− ρ.
es claro que K(p) = pχ(p).
Observacio´n 1.3.1. Vamos a considerar el caso auto´nomo de (1.67)
dz
dt
= Az + bϕ(σ),
dσ
dt
= c∗ z + ρϕ(σ).
En paralelo con el espacio fase Rn podemos introducir para este un espacio fase llamado
espacio fase cil´ındrico.
Note que la condicio´n natural que debe ser satisfecha por un espacio fase de un modelo
matema´tico de un cierto sistema es que cada estado f´ısico del sistema corresponda uno
y solo un punto del espacio fase. De este punto de vista el espacio {(σ, z1, . . . , zn−1)}
podr´ıa no servir satisfactoriamente como un espacio de fase de nuestro sistema.
En efecto, considere por ejemplo el sistema de segundo orden
σ˙ = z,
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z˙ = −az − sin σ + γ,
la cual es equivalente a la ecuacio´n del pe´ndulo matema´tico. Si aumentamos o dismi-
nuimos el valor σ por 2pi el nuevo estado f´ısico del pe´ndulo no sera´ diferente del inicial.
Consecuentemente, existen infinitos puntos sobre el plano {(σ, z)} que corresponden al
mismo estado f´ısico del pe´ndulo. estos puntos caen sobre el eje σ y la distancia entre
ellos es de 2pik, (k ∈ Z).
El requerimiento de una correspondencia uno a uno entre el estado f´ısico y el punto
del espacio fase se cumplira´ si introducimos clases mo´dulo ∆ (σ mo´d ∆, z1, . . . , zn−1)
el cual forma un anillo de residuos mo´dulo σ {(σ mo´d ∆, z1, . . . , zn−1)}. este conjunto
tiene una estructura natural de variedad suave la cual es difeomorfa a la superficie de
un cilindro C0 × Rn−1 (donde C0 es un circulo´ de radio 1). Es por ello que el espacio
{(σ mo´d ∆, z1, . . . , zn−1)} es llamado el espacio cil´ındrico. El espacio
Rn = {(σ, z1, . . . , zn−1)}
es llamado el espacio cubierta para {(σ mo´d ∆, z1, . . . , zn−1)}. Dado que el sistema
auto´nomo que se considera tiene junto con cualquier solucio´n (σ(t), z(t)) el conjunto
de soluciones (σ(t) + j∆, z(t)) con j ∈ Z, el espacio {(σ mo´d ∆, z1, . . . , zn−1)} es un
espacio de fase para este.
Adema´s vamos a investigar el comportamiento asinto´tico del sistema tipo pe´ndulo.
Esta´ claro que en caso ϕ(t, λ) ≡ 0 para t > t0 y un cierto λ ∈ R, el conjunto de
equilibrio de (1.63) es no vac´ıo. En este caso es natural a ensayar a deducir condiciones
bajo la cual (1.63) es tipo gradiente. Tambie´n es natural intentar aplicar aqu´ı el me´todo
directo de Lyapunov.
Vamos a considerar el sistema (1.63) con detP = 0 y ϕ ∆−per´ıodica. Supongamos que
ϕ(t, 0) ≡ 0 y existen dos constantes µ1 y µ2 tal que
µ1 ≤ ϕ(t, σ)
σ
≤ µ2 (1.68)
para todo σ 6= 0 y t ∈ R+. Es claro que µ1µ2 < 0. (El caso trivial µ1 = µ2 = 0 lo
excluimos).
Una funcio´n de Lyapunov esta´ndar para investigar comportamiento global del sistema
bajo consideracio´n es la forma cuadra´tica V (x) = x∗Hx, donde H = H∗ es una matriz
n × n a determinar. En realidad para garantizar que la derivada de V a lo largo de
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trayectorias de (1.63) con no linealidades satisfaciendo (1.68) es menor o igual a cero
debemos mostrar que para un cierto τ ≥ 0
2x∗H(Px+ qξ) + τ(ξ − µ1r∗ x)(µ2r∗ x− ξ) ≤ 0 (1.69)
para todo x ∈ Rn, ξ ∈ R.
Demostraremos que para el sistema tipo pe´ndulo (1.63) el para´metro τ es necesaria-
mente igual a cero. En efecto, para ξ = 0 se sigue de (1.69) que
2x∗HPx ≤ τµ1µ2(r∗ x)2
para todo x ∈ Rn. Sea Pd = 0 (d 6= 0). Entonces tenemos en virtud de la controlabilidad
de (P ∗ , r) que r∗ d 6= 0. Por lo tanto τ = 0. As´ı (1.69) se transforma en
2x∗H(Px+ qξ) ≤ 0 (1.70)
para todo x ∈ Rn, ξ ∈ R.
Vamos a demostrar que la matriz H es necesariamente igual a 0. La pareja (P, q) es
controlable. Tambie´n lo es la pareja (−P,−q). Por el Teorema (1.16) existen dos vectores
s1 y s2 tal que la matriz P + qs∗1 y (−P − qs∗2 ) son Hurwitzian. Colocando en (1.70)
ξ = s∗1 x y ξ = s∗2 x obtenemos las desigualdades
2x∗H(P + qs∗1 )x ≤ 0 y 2x∗H(P + qs∗2 )x ≤ 0 (1.71)
para todo x ∈ Rn. Como P + qs∗1 es Hurwitzian se sigue de la primera desigualdad
de (1.71) que H ≥ 0 (ver lema (1.19). Como (−P − qs∗2 ) es Hurwitzian se sigue de la
segunda desigualdad de (1.71) que H ≤ 0. Por lo tanto H = 0. As´ı para el sistema tipo
pe´ndulo (1.63), (1.68) no existe una funcio´n de Lyapunov como una forma cuadra´tica
no trivial.
Ahora vamos a considerar el caso auto´nomo del sistema tipo pe´ndulo (1.63):
dx
dt
= Px+ qϕ(σ), σ = r∗ x, detP = 0, ϕ(σ + ∆) = $(σ). (1.72)
Queremos elegir una funcio´n Lyapunov del tipo “forma cuadra´tica mas la integral de
no linealidad” (Lure´-Postnikov form):
V (x) = x∗Hx+ ν
∫ σ
0
ϕ(σ) dσ.
sus derivadas a lo largo de las soluciones de (1.72) esta´ dado por la fo´rmula
V˙(1.72) = 2x∗H(Px+ qϕ(r∗ x)) + νϕ(r∗ x)r∗ (Px+ qϕ(r∗ x)).
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Para garantizar que V˙(1.72) es no positiva en la clase M [µ1, µ2] requerimos que para una
cierta mariz H = H∗ y para´metros ν y τ ≥ 0
2x∗H(Px+ qξ) + νξr∗ (Px+ qξ) + τ(ξ − µ1r∗ x)(µ2r∗ x− ξ) ≤ 0 (1.73)
para todo x ∈ Rn, ξ ∈ R. En el mismo modo como fue hecho para V (x) = x∗Hx
podemos mostrar que τ = 0 Por medio del teorema (1.18) con la forma hermitiana
G(x, ξ) = Re [νξr∗ (Px+ qξ)] tenemos que la desigualdad
νRe [iωχ(iω)] ≥ 0 (ω ∈ R, det(P − iωI) 6= 0) (1.74)
es necesaria y suficiente para la existencia de la matriz real H = H∗ satisfaciendo
(1.73).
As´ı la desigualdad en el dominio de la frecuencia (1.74) es necesaria y suficiente para
que el sistema (1.72) tenga una funcio´n Lyapunov del tipo “forma cuadra´tica mas la
integral de la parte no lineal” en la clase M [µ1, µ2].
Esta´ claro que la condicio´n necesaria del comportamiento tipo gradiente de (1.72) en
la clase M [µ1, µ2] es el hecho que la matriz P tenga n − 1 valores propios con parte
real negativa. La u´ltima afirmacio´n sigue de la controlabilidad de (P, q) y del hecho que
ϕ(σ) ≡ 0 pertenece a M [µ1, µ2].
Vamos a considerar la segunda forma cano´nica para (1.72)
z˙ = Az + bϕ(σ), ϕ(σ + ∆) = ϕ(σ), (1.75)
σ˙ = c∗z + ρϕ(σ).
Como χ(p) es no degenerada, y c∗(ApI)−1b ≡ pχ(p) + ρ, la pareja (A; b) y (A, c) son
controlable y observable respectivamente. Vamos a usar para (1.75) la funcio´n de Lya-
punov
W (z, σ) = z∗Mz + ν
∫ σ
0
ϕ(σ) dσ (1.76)
donde M es una matriz (n− 1)× (n− 1) y ν 6= 0 es un para´metro,
W˙(1.75)(z, σ) = 2z∗M(Az + bϕ(σ)) + νϕ(σ)(c∗z + ρϕ(σ)).
Por el Teorema (1.18) existe tal matriz M y un nu´mero ν con
2z∗M(Az + bξ) + νξ(c∗z + ρξ) ≤ 0 (1.77)
para todo x ∈ Rn−1 y ξ ∈ R si y solo si
νRe K(iω) ≥ 0 (1.78)
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para todo ω ∈ R con det(a − iωI) 6= 0. Si todos los valores propios de A tienen parte
real negativa entonces la matriz M es definida positiva (ver Teorema (1.18)).
Considere ahora el caso cuando la derivada de W (z, σ) con respecto al sistema (1.75)
es definida negativa en la clase M [µ1, µ2]:
2z∗M(Az + bξ) + νξ(c∗z + ρξ) ≤ − |z|2 (1.79)
para todo z ∈ Rn−1 y ξ ∈ R donde  > 0.
Vamos a considerar dos casos. Suponga primero que ρ 6= 0. Entonces aplicamos a (1.79)
el teorema teo1.10.1 con
G(x, ξ) = νξ(c∗z + ρξ) +  |z|2 .
Las condiciones necesarias y suficientes para (1.79) que debera´ cumplirse tiene la forma
νRe K(iω) ≥ 
∣∣∣(A− iωI)−1b∣∣∣2 .
Como ρ 6= 0 la condicio´n necesaria y suficiente de existencia de M = M∗ y  > 0 tal
que se cumpla (1.79) tiene la forma
νRe K(iω) > 0 (ω ∈ R).
Suponga ρ = 0. En este caso aplique el Teorema (1.20) el cual proporciona condiciones
necesarias y suficientes para que 2z∗mAz sea definida negativa y νξc∗ + 2z∗mbξ sea
igual a 0:
νRe K(iω) > 0, (ω ∈ R), (1.80)
ν l´ım
ω→0ω
2K(iw) > 0.
Finalmente, las desigualdades (1.80) son condiciones necesarias y suficientes de existen-
cia de la matriz M = M∗ y  > 0 tal que se cumple (1.79) (en el caso ρ = 0 la segunda
desigualdad (1.80) se sigue automa´ticamente de la primera).
Vamos a considerar ahora el sistema de segundo orden
dσ
dt
= η, dη
dt
= −aη − sin σ + γ (1.81)
la cual corresponde a la ecuacio´n del pe´ndulo matema´tico. Para este sistema ρ = 0,
K(p) = (p+a)−1 (consecuentemente ReK(iω) = a/(ω2+a2). Es claro que la desigualdad
(1.80) en este caso es verdadera. Aqu´ı
W (η, σ) = η2 + 2
∫ σ
0
(sin θ − γ) dθ.
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Tenga en cuenta que la funcio´n W (η, σ) no depende del para´metro a. As´ı que si logra-
mos demostrar que (1.81) es estable para algu´n γ0 y a0 mediante la funcio´n W (η, σ),
podr´ıamos demostrar que (1.81) es estable, para cualquier par γ0 y a (a > 0). Pero es
bien sabido [Tricomi 1933] que para cualquier 0 < γ < 1 existe un nu´mero a(γ) > 0
tal que (1.81) con a = a(γ) tiene soluciones circulares. As´ı llegamos a la conclusio´n de
que es posible establecer el comportamiento tipo gradiente (1.81) por medio de W (η, σ)
y la desigualdad so´lo W˙(1.81) < 0 (para todo η 6= 0). Esta situacio´n es t´ıpica para los
sistemas tipo pe´ndulo.
1.3.2 Dicotomı´a de sistemas Tipo Pe´ndulo. Comportamineto
Tipo Gradiente de sistemas Tipo Pe´ndulo con No linealidades
teniendo valor medio cero
En esta seccio´n consideraremos sistemas pendulares auto´nomos como
x˙ = Px+ qϕ(σ), σ = r∗x, det(P ) = 0, ϕ(σ + ∆) = ϕ(σ), ϕ(σ) 6≡ 0. (1.82)
Investigamos las propiedades de convergencia de sus soluciones por medio de funcio-
nes de Lyapunov construidas en secciones previas. El sistema (1.82) puede escribirse
tambie´n en la forma
z˙ = Ax+ bϕ(σ), ϕ(σ + ∆) = ϕ(σ),
σ˙ = c∗x+ ρϕ(σ).
Es claro que si la funcio´n ϕ(σ) tiene ceros en el intervalo [0,∆) entonces el conjunto
de equilibrio de (1.75) es infinito. Al comienzo mostramos que cada equilibrio (zeq, σeq)
de (1.75) satisface el sistema
Azeq + bϕ(σeq) = 0, c∗zeq + pϕ(σeq) = 0
y que si χ(p) es no degenerada, el conjunto de equilibrio contiene al conjunto
E = {(z, σ) | z = 0, ϕ(σ) = 0}.
En el caso en que detA 6= 0 el conjunto E coincide con el conjunto de equilibrio.
Primero daremos para el sistema (1.82) un criterio dominio de frecuencia de dicotomı´a.
Podemos aplicar al sistema (1.82) el resultado de la seccio´n (1.2.2). En realidad, el
sistema (1.29) junto con la condicio´n ϕ(σ + ∆) = ϕ(σ) es la segundo forma cano´nica
de (1.82). As´ı que teniendo en cuenta que K(p) = pχ(p), obtenemos del teorema 1.32
las siguientes afirmaciones.
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Teorema 1.48. Suponga que la funcio´n de transferencia χ(p) de la parte lineal de
(1.82) es no degenerada y no tiene polos imaginarios puros y adema´s el polo cero de
multiplicidad uno. Suponga tambie´n que
Re[iωχ(iω)] 6= 0 para todo ω ∈ R y l´ım
ω→∞ω
2Re[iωχ(iω)] 6= 0 (1.83)
Entonces el sistema (1.82) es cuasi dicoto´mico.
Demostracio´n. La desigualdad Re[iωχ(iω)] 6= 0 para todo ω ∈ R implica que
ℵRe [K(iω)] > 0 para todo ω ∈ R,
donde ℵ es un nu´mero positivo o negativo. Puesto que χ(p) es una funcio´n regular
racional y l´ım
ω→∞ω
2ReK(iω) 6= 0, deducimos que existe un ε > 0 tal que
ℵReK(iω)− ε|K(iω)|2 ≥ 0 para todo ω ∈ R
As´ı la desigualdad dominio de frecuencia (1.31) se obtiene con τ = 0. As´ı todas las
condiciones del Teorema 1.32 se satisfacen y consecuentemente el sistema (1.82) es
cuasi dicoto´mico.
Teorema 1.49. Suponga que todos los requerimientos del teorema 1.48 son ciertos y
la funcio´n ϕ(σ) tiene un nu´mero finito de ceros aislados en [0,∆) . Entonces (1.82) es
dicotomı´a.
Para establecer que el teorema es cierto es suficiente probar el siguiente lema.
Lema 1.50. Sea ψ : R→ R una funcio´n continua ∆ perio´dica con un nu´mero finito de
ceros aislados en [0,∆) . Sea α : R+ → R una funcio´n continua, entonces la relacio´n
l´ımite
ψ(α(t))→ 0 cuando t→ +∞
implica la relacio´n l´ımite
α(t)→ αˆ con t→ +∞
donde αˆ es un cero de la funcio´n ψ.
Esta prueba repite la prueba del lema 1.37 con
A =
{
α | α ∈⋃
k
(αk −∆, αk + δ), αk ∈ [0,∆) , ψ(αk) = 0
}
.
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Teorema 1.51. Si todos los requerimientos del teorema 1.48 son ciertos y la matriz P
tiene n − 1 valores propios con partes reales negativas, entonces, el sistema (1.82) es
dicotomı´a.
Esto se sigue inmediatamente del teorema 1.36.
Consideremos ahora el sistema (1.82) con valor medio cero de la no linealidad.
Teorema 1.52. Suponga que las condiciones del teorema 1.51 son ciertas y que∫ ∆
0
ϕ(σ) dσ = 0, (1.84)
donde ∆ es un per´ıodo de ϕ(σ). Entonces el sistema (1.82) es tipo gradiente.
Demostracio´n. Note que para ϕ(σ) ≡ 0 la conclusio´n del teorema es evidente. Supon-
gamos ahora que ϕ(σ) 6≡ 0. Consideremos la forma (1.75) del sistema (1.82). Debido a
la hipo´tesis (1.83) para el sistema (1.75) existe una funcio´n Lyapunov W (z, σ) del tipo
(1.76) la cual satisface la desigualdad
d
dt
W (z(t), σ(t)) ≤ −ε|z(t)|2 para todo t ≥ 0. (1.85)
De acuerdo a la hipo´tesis del teorema, la matriz A es Hurwitzian. Entonces, puesto
que ϕ(σ) es acotada, se sigue de la primer ecuacio´n de (1.75) que z(t) es acotada sobre
[0,∞) tal como z˙(t). Como z(t) es acotado y (1.84) es cierta tenemos que W (z(t), σ(t))
es acotada en [0,+∞) . Por otro lado tenemos de (1.85) que
W (z(t), σ(t))−W (z(0), σ(0)) ≤ −ε
∫ t
0
|z(t)|2dt,
se sigue que la integral
+∞∫
0
|z(t)|2dt converge. Este hecho junto con el acotamiento de
d[z2(t)]/dt garantiza la existencia del l´ımite
l´ım
t→+∞
∫ t
0
|z(t)|2 d
dt
[
|z(t)|2
]
dt = 12 l´ımt→+∞
{
|z(t)|4 − |z(0)|4
}
.
As´ı |z(t)|2 tiene un l´ımite finito cuando t → +∞. Entonces, la integral ∫+∞0 |z(t)|2dt
converge y su limite es igual a cero. Con respecto al hecho de que W (z(t), σ(t)) es no
creciente y acotada y z(t) tiende a 0 cuando t→ +∞ se sigue de (1.76) que
l´ım
t→+∞
∫ σ(t)
0
ϕ(σ) dσ = const. (1.86)
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No es dif´ıcil demostrar que (1.86) implica que σ(t) tiene un l´ımite finito. En efecto, ya
que de acuerdo con el teorema 1.51 el sistema (1.82) es dicotomı´a vamos a considerar
solo funciones no acotadas σ(t). Sean σ∗, σ∗∗ ∈ [0,∆) and ϕ (σ∗) = 0, ϕ (σ∗∗). Sea
δ1 > 0 y δ2 > 0 tales que ϕ(σ) no cambia su signo en los intervalos (σ∗ − δ1, σ∗) y
(σ∗∗, σ∗∗ + δ2) pero no es identicamente igual a cero sobre ellos.
Sea
Γ = mı´n
{∣∣∣∣∣
∫ σ∗∗+δ2
σ∗∗
ϕ(σ)dσ
∣∣∣∣∣ ,
∣∣∣∣∣
∫ σ∗
σ∗−δ1
ϕ(σ)dσ
∣∣∣∣∣
}
.
Puesto que σ(t) no es acotado y ϕ(σ) es ∆-periodica, podemos encontrar una sucesio´n
de parejas
{
t
(1)
k , t
(2)
k
}
, t(1)k < t
(2)
k , k = 1, . . . , tal que∣∣∣∣∣∣
∫ σ(t(2)
k
)
σ(t(1)
k
)
ϕ(σ)dσ
∣∣∣∣∣∣ ≥ Γ.
Por otro lado, se sigue de (1.86) que para cualquier t1 and t2 suficientemente grande∣∣∣∣∣
∫ σ(t2)
σ(t1)
ϕ(σ)dσ
∣∣∣∣∣ < Γ.
Esta contradiccio´n prueba que σ(t) tiene un l´ımite finito.
1.3.3 Extensiones del criterio c´ırculo. Conos invariantes
Consideremos un sistema tipo pe´ndulo en la primera forma cano´nica
x˙ = Pz + qξ, σ = r∗x, ξ = ϕ(t, σ), (1.87)
donde P es una matriz constante n × n, q y r son n vectores y ϕ : R+ × R → R es
continua y localmente Lipschitz continua en el segundo argumento,
det p = 0, (1.88)
ϕ(t, σ + ∆) =ϕ(t, σ), t ∈ R+, σ 6= 0 (1.89)
Adema´s asumimos que ϕ pertenece al sector M [µ1, µ2], es decir,
µ1 ≤ ϕ(t, σ)
σ
≤ µ2, t ∈ R+, σ 6= 0 (1.90)
donde µ1 es bien un nu´mero o −∞ y µ2 es bien un nu´mero o +∞. En el caso µ1 = −∞
(resp. µ2 = +∞) asumimos que µ−11 = 0 (resp. µ−12 = 0). Se sigue de (1.89) que o
µ1 < 0 y µ2 > 0 o´ µ1 = µ2 = 0. Excluiremos el u´ltimo caso de nuestras consideraciones.
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Como es usual suponemos que χ(p) = r∗(PpI)−1q es no degenerada. Note primero que
es imposible usar el Criterio C´ırculo esta´ndar (Teorema 1.21) para el sistema (1.87)–
(1.90). La condicio´n del Teorema 1.21 no se satisfacen cuando la matriz P tiene al
menos un valor propio con parte real cero. Esto no es sorprendente porque el criterio
C´ırculo usa la existencia de una forma cuadra´tica x∗hx la cual tiene derivada negativa
a lo largo de la solucio´n de (1.87)–(1.90), y ya mostramos en la seccio´n 1.3.1 que no
existe tal forma cuadra´tica.
Vamos ahora a reemplazar la matriz P en (1.87) por P + λI, donde λ > 0 es un cierto
nu´mero. De la no degeneracio´n de χ(p) se sigue que la pareja (P +λI, q) es controlable.
Suponga que la desigualdad
Re {[χ(iω − λ) + µ−11 ]∗[χ(iω − λ) + µ−12 ]} ≤ 0 (1.91)
es verdadera para todo ω ∈ R. Por el Teorema 1.18 existe entonces una matriz Hermi-
tiana n× n H tal que la forma cuadra´tica
G(x, ξ) = 2x∗H[(P + λI)x+ qξ] + (µ−12 ξ − r∗ − r∗x)(µ−11 ξ − r∗x) (x ∈ Cn, ξ ∈ C)
es no positiva. Vamos ahora a considerar la funcio´n de Lyapunov V (x) = x∗Hx. Sus
derivadas con respecto al sistema (1.87) es
V˙(1.87) = 2x∗H(Px+ qξ).
donde x(t) = x(t, t0, x0) es la solucio´n de (1.87). Usando la condicio´n sector (1.90) y el
hecho que G es no positiva, es decir,
2x∗H(Px+ qξ) ≤ −2λx∗Hx− (µ−12 ξ − r∗ − r∗x)(µ−11 ξ − r∗x) (1.92)
llegamos a la conclusio´n que
d
dt
≤ −2λv(t) para t ≥ t0. (1.93)
As´ı con la ayuda del Criterio C´ırculo (1.91) hemos obtenido una nueva propiedad de la
funcio´n de Lyapunov. Necesitamos la siguiente afirmacio´n.
Lema 1.53. ([Gelig et al. 1978]) Suponga que v : [t0,+∞) → R es absolutamente
continua, v(t0) ≤ 0 (resp. v(t0) < 0) y existe un nu´mero γ tal que
dv(t)
dt
≤ γv(t) para a.e. t ≥ t0. (1.94)
Entonces v(t) ≤ 0 (resp. v(t) < 0) para todo t ≥ t0.
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Demostracio´n. Se sigue de (1.94) que para a.e. t ≥ t0 tenemos e−γtv˙(t)− γe−γtv(t) ≤ 0
y consecuentemente, d[e−γtv(t)]/dt ≤ 0 para a.e. t ≥ t0. Integrando la u´ltima desigual-
dad obtenemos v(t) ≤ e−γ(t−t0)v(t0) para t ≥ t0, y la afirmacio´n del lema se sigue
inmediatamente.
Usaremos ahora una cierta notacio´n geome´trica conectada con la forma cuadra´tica
x∗Hx.
Definicio´n 1.54. El conjunto M ⊂ Rn es llamado un cono con el pico en x0 si para
cualquier x1 ∈ M la linea {x0 + s(x1 − x0), s ∈ R} esta´ completamente contenida en
M . La dimensio´n del conjunto lineal maximal contenido en M es llamado la dimensio´n
de M .
Note que si H = H∗ es una matriz n × n, el conjunto {x | x∗Hx ≤ 0} es obviamente
un cono.
Definicio´n 1.55. Un cono {x | x∗Hx ≤ 0} con H = H∗ y deth 6= 0 es llamado un
cono cuadra´tico.
Es claro que para H teniendo k valores propios negativos y (n−k) positivos, el conjun-
to {x | x∗Hx ≤ 0} es un cono cuadra´tico k−dimensional. Ejemplos simples de conos
cuadra´ticos son presentados en la Figura 1.4 y 1.5. Para el caso n = 2, el cono unidimen-
sional x21−x22 ≤ 0 se muestra en la Figura 1.5. En la Figura 1.5 se ilustra el caso n = 3,
en la Figura 1.5–a y 1.5–b se muestran los conos unidimensionales x21 − x22 − x23 ≤ 0 y
el cono −x21 − x22 + x23 ≤ 0.
x1
x2
Figura 1.4: Caso n = 2: cono cuadra´tico uno-dimensional x21 − x22 6 0.
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x3
x2
x1
(a)
x3
x2
x1
(b)
Figura 1.5: Caso n = 3: el cono uno dimensional x22−x23 6 0 (a) y el cono dos dimensional
−x21 − x22 + x23 6 0 (b).
As´ı para funcio´n Lyapunov V (x) = x∗Hx (H = H∗) en caso detH 6= 0 el conjunto
{x | V (x) ≤ 0} es un cono cuadra´tico. Note que si una cierta funcio´n Lyapunov V tiene
la propiedad (1.93), el conjunto {x | V (x) ≤ 0} es invariante positivo para el sistema
(1.87). Necesitamos una afirmacio´n auxiliar mas.
Lema 1.56. ([Gelig et al. 1978]) Suponga P , H = H∗ y r son matrices de orden
n×n, n×n y n×m respectivamente. Suponga tambie´n que la pareja (P, r) es observable
y
x∗(HP + P ∗H)x ≤ − |r∗x|2 para todo x ∈ Cn. (1.95)
Entonces la matriz P no tiene valores propios imaginarios puros, tambie´n detH 6= 0 y
el nu´mero de valores propios positivos de H coinciden con el nu´mero de valores propios
de P con parte real negativa.
En el pro´ximo teorema daremos una condicio´n dominio de frecuencia de acotamiento de
todas las soluciones de (1.87) el cual es obtenido con la ayuda de una nueva propiedad
de funciones Lyapunov.
Teorema 1.57 (Leonov 1974). Suponga que existe un nu´mero λ > 0 tal que las si-
guientes condiciones para el sistema (1.87) se cumplen.
(a) La matriz P + λI tiene n− 1 valores propios con parte real negativa;
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(b)
µ−11 µ
−1
2 +
(
µ−11 + µ−12
)
Reχ(iω − λ) + |χ(iω − λ)|2 6 0 ∀ω ∈ R (1.96)
entonces el sistema (1.87) es estable Lagrange.
Demostracio´n. Supongamos x(t, t0, x0) es una solucio´n de (1.87). Sea d un vector propio
de P correspondiente a su valor propio cero, tal que r∗d = ∆. Puesto que (1.87) es tipo
pe´ndulo con respecto a Γ = {jd, j ∈ Z, d 6= 0} se sigue que
x(t, t0, x0)− jd = x(t, t0, x0 − jd), t > t0, i ∈ Z. (1.97)
La condicio´n en el dominio de la frecuencia (1.96) coincide con la desigualdad (1.91).
Como ya se ha demostrado, (1.96) garantiza que la forma cuadra´tica
G(x, ξ) = 2x∗H[(P + λI)x+ qξ] +
(
µ−10 ξ − r∗x
) (
µ−11 ξ − r∗x
)
definida al comienzo de la seccio´n es no positiva para una cierta matriz H = H∗ y
as´ı el conjunto {x | x∗Hx > 0} es positivamente invariante para (1.87). Por lo tanto el
interior
Ωj := {x | (x− jd)∗H(x− jd) < 0}
de un cono cuadra´tico {x | (x− jd)∗H(x− jd) 6 0} es invariante positivamente para
(1.87). En efecto, para un x0 ∈ Ωj arbitrario se sigue que x0 − jd ∈ Ω0. Entonces en
virtud de la invarianza positiva de Ω0 tenemos
x(t, t0, x0 − jd) ∈ Ω0 (∀t 6 t0, t0 ∈ R).
Debido a que (1.97) tenemos que
[x(t, t0, x0)− jd]∗H[x(t, t0, x0)− jd] < 0 (∀ > t0, t0 ∈ R).
Puesto que G(x, ξ) es no positiva para todo x ∈ Rn, ξ ∈ R, obtenemos tomando en
(1.92) ξ = 0
2x∗H[P + λI]x 6 −x(r∗x)2.
Note que como χ(p) es no degenerada la pareja (P + λI, r) es observable. Entonces
se sigue del lema (1.56) que H tiene un valor propio negativo y n − 1 valores propios
positivos.
Consideremos ahora x = d, ξ = 0 en (1.92). Vemos que
d∗Hd < 0. (1.98)
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Definamos para un arbitrario j ∈ Z el conjunto
Γj := Ωj ∩ Ω−j.
El conjunto Γj es invariante positivo como tambie´n Ωj y Ω−j son invariantes positivos.
Notemos que debido a que el espectro de H existe un vector h 6= 0 tal que
{x | h∗x = 0, x 6= 0} ⊂ {x∗Hx > 0} . (1.99)
En efecto, es suficiente reducir H a la forma H = diag(In−1. − I) por medio de una
transformacio´n lineal no singular y reemplazar h∗ = (0, . . . , 0, 1) en este caso. De (1.98)
y (1.99) se sigue que h∗d 6= 0. En efecto, suponga lo contrario, que h∗d = 0. Entonces
en virtud de (1.99) d∗Hd > 0 lo cual contradice (1.98).
Considere la solucio´n arbitraria x(t, t0, x0). Es claro que puesto que h∗d 6= 0 y d∗Hd < 0
podemos encontrar un nu´mero j suficientemente grande, tal que
|h∗x0| < j|h∗d|,
x∗0Hx0 + 2jx∗0Hd+ j2d∗Hd < 0,
x∗0Hx0 − 2jx∗0Hd+ j2d∗Hd < 0.
(1.100)
De lo anterior se sigue que
x(t, t0, x0) ∈ Γj for all t > t0. (1.101)
Vamos a mostrar que
|h∗x(t, t0, x0)| < j|h∗d| for all t > t0. (1.102)
En efecto si (1.102) no se cumple podr´ıa existir un t > t0 tal que |h∗x(t, t0, x0)| = j|h∗d|.
Esto podr´ıa significar que o (x(t, t0, x0) + jd)∗H(x(t, t0, x0) + jd) > 0 o (x(t, t0, x0) −
jd)∗H(x(t, t0, x0)− jd) > 0 lo cual es imposible a causa de (1.101).
Ahora podemos mostrar el acotamiento de x(t, t0, x0). Se sigue de (1.99) que la matriz
H puede ser representada en la forma H = M − τhh∗ con una matriz M definida
positiva y un nu´mero positivo τ . Sea ε un nu´mero positivo tal que M > εIn. Para una
solucio´n x(t) = x(t, t0, x0) que satisface (1.101) y (1.102) es verdad que
ε|x(t)− jd|2 6 (x(t)− jd)∗M(x(t)− jd)
= (x(t)− jd)∗H(x(t)− jd) + τ |h∗(x(t)− jd)|2
< τ
[
2(h∗x)2 + 2j2(h∗d)
]2
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6 4τj2 (h∗d)2
para todo t > t0, lo cual significa que x(t, t0, x0) es acotado sobre [t0,+∞) . Esto prueba
el Teorema.
Observacio´n 1.3.2. La desigualdad dominio de frecuencia (1.96) permite una inter-
pretacio´n geome´trica simple. Sea −p0 < 0 la parte real maximal de las partes reales de
todos los polos no ceros de χ(p). La desigualdad (1.96) significa que para λ ∈ (0, p0) la
hodo´grafa de la frecuencia respuesta ω 7−→ χ(iω−λ) se encuentra en el plano complejo
en el interior del c´ırculo con centro el eje real y el cual pasa por los puntos
(
−µ−11 , 0
)
,(
−µ−12 , 0
)
,
Observacio´n 1.3.3. El teorema 1.57 junto con el criterio dicotomı´a da condiciones
suficientes para el comportamiento tipo gradiente.
Observacio´n 1.3.4. Note que en el proceso de la prueba del teorema 1.57 hemos cons-
truido una red consistente de las fronteras de los conjuntos Ωj. Para el caso n = 2 la
disposicio´n de la red en Rn es mostrada en la figura 1.6. El campo vectorial de (1.87)
con respecto a las fronteras de Ωj es mostrado por las flechas. La prueba del teorema se
basa en el hecho que cualquier punto x0 ∈ Rn se encuentra en una celda de algunos de
la red y la curva integral x(t, t0, x0) (t > t0) puede estar dispuesta so´lo en un nu´mero
finito de celdas. Esto es claro de la estructura del campo de vector.
Vamos a llamar al me´todo descrito aqu´ı el me´todo de conos invariantes. Este fue pre-
sentado primeramente en [Lenov 1974[52]] y desarrollado en los art´ıculos [Lenov &
Churilov 1976[54], Lenov & Churilov 1982[55]]. Independientemente el me´todo fue usa-
do en [Noldus 1977 [61]].
En el resto de esta seccio´n presentamos varios ejemplos de sistemas electromagne´ticos
y meca´nicos concretos, la dina´mica de los cuales esta descrita por medio del sistema
(1.87)–(1.90). El Teorema 1.57 da la oportunidad de obtener regiones de estabilidad
Lagrange en el espacio de para´metros de esos sistemas.
Ejemplo 1.58. Considere los sistemas (1.87) (2.6.4) con n = 2 y la funcio´n de trans-
ferencia
χ(p) = 1
p(p+ α) (1.103)
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−2d −d
0 d 2d 3d
Figura 1.6: La disposicio´n de la red en la prueba del Teorema (1.57) (caso n=2).
donde α > 0 es un para´metro. El sistema bajo consideracio´n es equivalente a la ecuacio´n
de segundo orden
σ¨ + ασ˙ + ϕ(t, σ) = 0. (1.104)
Asumamos que ϕ satisface la condicio´n
ϕ(t, σ)σ < µσ2 para todo t ∈ R+, σ 6= 0 (1.105)
donde µ es un nu´mero positivo
(
µ−11 = 0, µ2 = µ
)
.
La desigualdad dominio de frecuencia (1.96) tiene aqu´ı la forma
−ω2 + λ2 − αλ+ µ 6 0 para todo ω ∈ R.
La hipo´tesis (i) del teorema es cierta para λ ∈ (0, α). As´ı las hipo´tesis del teorema son
va´lidas si y solamente si
α2 > 4µ. (1.106)
Ejemplo 1.59. Sea ϕ(t, σ) = β sinω0t sin σ donde β y ω0 son para´metros y considere
los sistemas (1.87)–(1.89) con la funcio´n de transferencia (1.103). Este sistema describe
el movimiento de un pe´ndulo con un punto de suspensio´n vibrando [Mitropol’skij 1971].
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La ecuacio´n de la situacio´n es:
σ¨ + ασ˙ + g − aω
2
0 sinω0t
t
sin σ = 0
As´ı g = 0, β = − (aω20)
l
. El sistema bajo consideracio´n describe tambie´n el efecto hula–
hoop [Caughey 1960] y el movimiento de un rotor el cual es colocado en la base con
vibracio´n senosoidal [Panovko & Gubanova 1979]. Del ejemplo (1.58) se sigue que la
desigualdad
α2 > 4|β| (1.107)
es suficiente para la estabilidad de Lagrange del sistema dado.
Comparemos la condicio´n (1.107) con cierto resultado el cual ha sido presentado por
otros autores. En [Mitropol’skij 1971] se muestra que para
aαl < aω0 y a l (1.108)
en el sistema del ejemplo (1.59) existe una solucio´n circular (vea definicio´n (1.46)).
En [Caughey 1960] con la ayuda de un me´todo de aproximacio´n, la condicio´n para la
existencia de soluciones circulares en el sistema bajo consideracio´n, esta´ dada por
α l, aω20 6 2l, 2αl < aω0 (1.109)
Es claro que (1.109) contradice (1.107) cuando
2ω0
√
a
l
< α < ω0
a
2l (1.110)
En este caso (1.109) y (1.107) son ciertas lo cual es imposible porque las soluciones
circulares no esta´n acotadas.
Note que (1.108) no contradice a (1.107) porque a l y as´ı las desigualdades en (1.110)
no se pueden satisfacer. Note tambie´n que esto puede usarse para establecer condiciones
de suficiencia para la estabilidad de Lagrange del tipo (1.108) por el me´todo de conos
invariantes.
Ejemplo 1.60. Consideremos la ecuacio´n que describe el trabajo de un motor una–
fase sincro´nico (motor sincro´nico monofa´sico) con pulso de momentos vibrando [Morary
1970]
η¨ + αη˙ + β cos t cos η + γ sin 2η + δ cos 2t sin 2η = 0 (1.111)
donde α > 0, β, γ son nu´meros. Con la ayuda del cambio de variables σ = η + pi2
obtenemos
σ¨ + ασ˙ + ϕ(t, σ) = 0,
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donde
ϕ(t, σ) = β cos t sin σ − γ sin 2σ − δ cos 2t sin 2σ.
Del ejemplo 1.58 establecimos para (1.111) la siguiente condicio´n de la estabilidad de
Lagrange
α2 > 4(|β|+ 2|γ|+ 2|δ|).
Ejemplo 1.61. Considere el sistema (1.87) con
ϕ(t, σ) ≡ ϕ(σ) (1.112)
(ϕ(σ) es una funcio´n ∆ perio´dica) y la funcio´n de transferencia (1.103). Es claro que
todas la hipo´tesis del teorema (1.49) aqu´ı se satisfacen. As´ı los sistemas (1.87), (1.112)
y (1.103) son dicotomı´a. Se sigue del teorema 1.57 y del ejemplo 1.58 que la condicio´n
(1.106) es una condicio´n suficiente de comportamiento tipo gradiente de este sistema
para algu´n ϕ que satisface la condicio´n del sector
ϕ(σ)
σ
< µ, ϕ 6= 0
Ejemplo 1.62. Consideremos los sistemas (1.87)–(1.90) con n = 3 y la funcio´n de
transferencia
χ(p) = 1
p (p2 + αp+ β) (1.113)
donde α y β son para´metros positivos. Entonces
det[(p− λ)I + P ] = (p− λ)
[
p2 + (α− 2λ)p+ λ2 − αλ+ β
]
La condicio´n (i) del teorema 1.57 toma la forma
α− 2λ > 0, λ2 − αλ+ β > 0 (1.114)
La condicio´n (ii) del teorema 1.57 con µ1 = −∞ es como sigue
(3λ− α)ω2 − λ
(
λ2 − λα + β
)
+ µ2 6 0 (1.115)
para todo ω ∈ R. Si α2 6 3β entonces las desigualdades (1.114), (1.115) se satisfacen
para
λ = α3 , µ2 6
α
3
(
β − 29α
2
)
.
Si α2 > 3β es evidente que las desigualdades (1.114), (1.115) se satisfacen para
λ = α3 −
√
α2
9 −
β
3 ,
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µ2 6
α
3
(
β − 29α
2
)
+ 2
(
α2
9 −
β
3
) 3
2
.
As´ı si µ1 = −∞ y
µ2 6

α
3
(
β − 29α
2
)
for α2 6 3β,
α
3
(
β − 29α
2
)
+ 2
(
α2
9 −
β
3
)
for α2 > 3β,
(1.116)
el sistema (1.87)–(1.90), (1.113) es estable Lagrange.
Consideremos ahora la funcio´n
ϕ(t, σ) = sin(σ − σ0)− sin σ0
con σ0 ∈
[
pi
2 , pi
]
, sin σ0 6 0.99. Esta satisface (1.90) con µ1 = −∞ y
µ1 >
1 + sin σ0√
2− 1 + 0.25pi + σ0
.
En este caso la desigualdad (1.116) toma la forma
1 + sin σ0√
2− 1 + 0.25pi + σ0
>

α
3
(
β − 29α2
)
para α2 6 3β,
α
3
(
β − 29α2
)
+ 2
(
α2
9 − β3
) 3
2 para α2 > 3β.
(1.117)
En la figura 1.7 se muestra la frontera de la regio´n Lagrange estable sobre el plano {α, β}
obtenido por (1.117). Se cosideraron los casos sin σ0 = 0, 0.1, 0.2, 0.3. Se muestra, para
el caso sin σ0 = 0, la frontera de la regio´n donde el punto de equilibrio es Lyapunov
estable.
Vemos que algunas veces el Teorema 1.57 da la oportunidad de establecer la estabilidad
Lagrange de sistemas auto´nomos los cuales son inestables en el sentido de Lyapunov.
Vamos a suponer ahora que ϕ(t, σ) = ϕ(σ), function ϕ es diferenciable y
ϕ′(σ) 6 ν1 < αβ para todo σ ∈ R (1.118)
donde ν1 es un cierto nu´mero positivo. Tal sistema describe la dina´mica de un sistema
auto´nomo.
Demostramos que el sistema (1.87) con la no linealidad estacionaria y funcio´n de trans-
ferencia (1.113) es dicoto´mico bajo la condicio´n (1.118). Para este propo´sito es suficiente
verificar que la desigualdad dominio de frecuencia (1.31) se cumple. En nuestro caso
µ1 = ν1 y µ1 pueden ser elegidos negativos con valor absoluto tan grande como desea-
mos.
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β
α
1
2
1
0.1
0.2
0.3
sinσ0 = 0
Figura 1.7: La frontera de regiones de estabilidad Lagrange sobre el plano {α, β} obte-
nido por (1.117).
Para este caso es suficiente demostrar que para cierto τ > 0 y todo ω > 0 la siguiente
desigualdad
Re
{
−τω2|χ(iω)|2 +
(
iω − τν−11 ω2
)
χ(iω)
}
> 0
se cumple. (En efecto, podemos dividir (1.31) en |µ1µ2| y tomar ℵ = |µ1µ2|. Entonces
teniendo en cuenta que ε y µ−11 pueden ser elegido tan pequen˜o como deseamos). As´ı la
desigualdad dominio de frecuencia toma la forma
− τ
(−ω2 + β)2 + α2 +Re
1 + iτν−11 ω
−ω2 + β + αiω > 0
o
− τ
(−ω2 + β)2 + α2 +
−ω2 + β + τν−11 αω2
(−ω2 + β)2 + α2 > 0.
La u´ltima desigualdad es verdadera para todo ω > 0 si
ατν−11 > 1 and β > τ.
As´ı elegimos ν1
α
< τ < β. Esto es posible a causa de (1.118). As´ı las condiciones (1.117)
dan condiciones del comportamiento tipo gradiente del sistema.

CAP´ITULO 2
DICOTOMI´A DE SISTEMAS TIPO PE´NDULO DE
ECUACIONES DIFERENCIALES NO–LINEALES DE TERCER
ORDEN
En esta seccio´n se dan las condiciones para la existencia de la dicotomı´a de soluciones
de un tipo pe´ndulo particular de ecuaciones diferenciales de tercer orden no-lineal, con
mu´ltiples equilibrios utilizando el criterio de dominio de frecuencia. Damos un ejemplo.
2.1 Introduccio´n
En un trabajo anterior, ([3]), fue introducido una generalizacio´n del problema Barbashian-
Ezeilo con una no-linealidad perio´dica de la forma
...
x + αx¨+ g(x˙) + c sin x(t) = p(t) (2.1)
El sistema no-lineal tipo pe´ndulo con mu´ltiples equilibrios se ha utilizado para explicar
muchos de los problemas de la meca´nica, ingenier´ıa, sistemas biolo´gicos, etc... Se han
realizado en los u´ltimos an˜os investigaciones de estos, especialmente porque ellos no
coinciden con las propiedades de los sistemas regulares con un solo punto de equilibrio
para los cuales las herramientas matema´ticas son aplicables, (cf. Duan et al, 2007,
Leonov et al, 1996, Wang et al, 2004, 2007).
Recientemente ha habido un intere´s en el estudio de los sistemas tipo pe´ndulo no-
lineales con no-linealidad perio´dica y con mu´ltiples equilibrios. Con la existencia de
sistemas tipo pe´ndulo se tienen las diferentes propiedades globales de las soluciones.
Algunas de estas incluyen estabilidad de Lagrange, la dicotomı´a y el comportamiento
tipo gradiente. Muchas trabajos se vienen publicando que relacionan las propiedades
de dicotomı´a y de tipo gradiente de sistemas de ecuaciones, (Duan et al, 2007, Wang
et al, 2004, 2007) y los libros (Wang et al., 2009 y Leonov et al, 1996).
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Algunas peculiaridades de los sistemas tipo pe´ndulo son la nocio´n de los ciclos de
primera clase y los ciclos de segunda clase (Lu et al., 2008). El me´todo de dominio
de frecuencia se utiliza para garantizar la existencia de ciclos de la segunda clase (cf
Leonov et al., 1996a, 1996b). Por esto el lema de Kalman-Yacubovich-Popov (KYP) es
utilizado como un resultado fundamental para la pruebas. Una forma generalizada de
este KYP relaciona a los sistema de la forma:
dx
dt
= Ax+Bϕ(y)
dy
dt
= Cx+Dϕ(y) (2.2)
donde A ∈ Rn×n, B ∈ Rn×m, ϕ(y) = (ϕ1(y1), ϕ2(y2), · · · , ϕm(ym))t, C ∈ Rm×n, D ∈
Rm×m.
La funcio´n matriz de transferencia de entrada ϕ(y) a la salida dy
dt
se establece como
K(s) = C(sI − A)−1B +D.
2.2 Preliminares
Asumamos que en el sistema (2.2) la matriz A no tiene valores propios imaginarios,
(A,B) es controlable, (A,C) observable y K(0) es no-singular (es decir D 6= CA−1B).
Adema´s, asumamos que ϕi : R→ R es ∆i - perio´dica, localmente Lipschitz continua y
que tiene un nu´mero finito de ceros sobre [0,∆i), (i = 1, · · · ,m). Sea
θi ≤ dϕi
dt
≤ λi
con −∞ < θi, λi < +∞, (i = 1, 2, · · · ,m) y
Θ = diag(θ1, θ2, · · · , θm),Λ = diag(λ1, λ2, · · · , λm).
Entonces, tenemos el lema KYP generalizado en lo que se refiere a sistemas con dico-
tomı´a:
Teorema 2.1. Si existen matrices diagonales con P, y R con R ≥ 0, y un escalar  > 0
tal que la siguiente desigualdad dominio-frecuencia se cumple
Re
{
PK(iω)− (iωI −ΘK(iω))HR(iωI − ΛK(iω))
}
+ KH(iω)K(iω) ≤ 0 (2.3)
para todo ω ∈ R, entonces el sistema (2.2) es dicotomı´a.
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1
Observacio´n 2.2.1. Si R ≡ 0, la desigualdad (2.3) se convierte en
Re {PK(iω)}+ KH(iω)K(iω) ≤ 0 (2.4)
para todo ω ∈ R.
2.3 Resultado principal
Consideremos la ecuacio´n de la forma:
...
x + αx¨+ g(x)x˙+ ϕ(x) = 0 (2.5)
donde α > 0, g(x) es una funcio´n continua acotada en R, ϕ(x) es una funcio´n impar,
continuamente diferenciable, perio´dica con per´ıodo 2pi in R. Adema´s, asumamos que si
R es segmentado como una unio´n de Πk donde
Πk = {x|[2kpi, 2(k + 1)pi), k ∈ Z}, (2.6)
ϕ(x) tiene dos ceros x1, x2, (x1 < x2), en cada segmento [2kpi, 2(k + 1)pi) con
ϕ′(x1) > 0 y ϕ′(x2) < 0.
Haremos los siguientes supuestos ba´sicos sobre (2.5)
(H1) ϕ(x) es una funcio´n 2pi-perio´dica que tiene dos ceros 0, x0 en [0, 2pi) y que ϕ es
continuamente diferenciable con ϕ′(0) > 0 y ϕ′(x0) < 0, y que
ϕ2(x) + [ϕ′2](x) 6= 0;
para cualquier x ∈ [0, 2pi);
y la segmentacio´n de R sera´ como
(H2) Πk ≡ {[2kpi, 2(k + 1)pi) : k ∈ Z} con ϕ(x) teniendo dos ceros 2kpi, y (x0 + 2kpi)
en cada segmento de Πk of R, k ∈ Z;
y
1Notemos que Re{Y } = 12 (Y + Y H) donde Y es una matriz cuadrada compleja, y Y H es su
transpuesta conjugada compleja.
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(H3) g : R→ R es continua y acotada en R, con
G(x) =
∫ x
0
g(s)ds = βx+ gˆ(x),
donde β es una constante positiva.
Nuestro principal resultado sobre la ecuacio´n de la forma (2.5) es el siguiente:
Teorema 2.2. supongamos que
(i) existen nu´meros positivos β y µ tal que
β ≤ G(x)
x
≤ β + µ, (x 6= 0),
con α2 > 4β y algu´n para´metro constante λ1; satisfaciendo µ < λ1(λ21−αλ1 +β);
(ii) ϕ(x) satisface las hipo´tesis (H1) y (H2).
(iii) Supongamos tambie´n que para algu´n λ2 > 0, tenemos
α−
√
(α2 − 4β) < 2λ2 < α +
√
(α2 − 4β),
y ϕ′(σ0) > αβ,
entonces la ecuacio´n (2.5) es acotadamente estable y tiene una solucio´n perio´dica no-
trivial en cada segmento
Πk = {[2kpi, 2(k + 1)pi) : k ∈ Z}.
Adema´s, si α ≥ 1, y ϕ′(x¯) 6= 0 en cualquier cero x¯ of ϕ(x), y |ϕ′(x¯)| < µ para algu´n
µ > 0, para todo x ∈ IR, entonces la ecuacio´n (2.5) es dicoto´mica.
Prueba del Teorema 2.2: La primera parte fue probado en (Afuwape, Castellanos,
2007). Lo que queda por demostrar es que el sistema acotado es convergente hac´ıa un
punto de equilibrio. Esto se hace mediante el establecimiento de matrices apropiadas
A,B,C,D, como en el sistema (2.2), para que la desigualdad diminio-frecuencia (2.3)
se satisfaga.
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Sea G(x) =
∫ x
0 g(s)ds = βx+ gˆ(x).
Con el fin de escribir (2.5) en forma de un sistema equivalente de (2.2),
dx
dt
= Ax+Bϕ(σ)
dσ
dt
= Cx+Dϕ(σ)
hacemos
A =
−α −β
1 0
 , B =
 1
0
 , C = ( 0 1 ) , D ≡ 0 y ϕ(σ) = [gˆ(x1) + ϕ(x1)].
Siguiendo a [ Afuwape, 2006], la funcio´n de transferencia es
K(iω) = β[(β − ω
2)− iωα]
[(β − ω2)2 + ω2α2] .
Por lo tanto
KH(iω)K(iω) = β
2
[(β − ω2)2 + ω2α2]
Haciendo P = −µ;R = 0; ε > 0, entonces la desigualdad (2.4) se convierte
pi(ω) ≡ β
2(ε− µ) + µβω2
[(β − ω2)2 + ω2α2] ≤ 0.
Esto sera´ cierto para todo ω ∈ R, if ε < µ.
Para este caso entonces la desigualdad (2.4) sera´ valida, note que 0 ≤ ϕ′(x) ≤ µ.
Si R 6≡ 0 en (2.3) entonces haciendo Θ ≡ 0,Λ = µ, P = −µ,R = δ > 0 despue´s de un
sencillo ca´lculo, encontramos que
pi(ω) = (ε− µ)β
2
[(β − ω2)2 + ω2α2] − ω
2
[
δ + µβ(−1 + αδ)[(β − ω2)2 + ω2α2]
]
≤ 0
para todo ω ∈ R.
De nuevo, se verifica (2.3) si elegimos αδ − 1 > 0, 0 < ε ≤ µ;
Si elegimos Θ = −Λ con Λ 6≡ 0, entonces para caso particular cuando Λ = µ, P =
−µ,R = δ > 0, tenemos que la desigualdad (2.3) al simplificarse queda como
pi(ω) = β
2(ε− µ+ µ2δ)
[(β − ω2)2 + ω2α2] − ω
2
(
δ − µβ[(β − ω2)2 + ω2α2]
)
.
la cual es menor o igual a cero, para todo ω ∈ R, if (ε− µ+ µ2δ) ≤ 0, for ε > 0, δ > 0.
Entonces, esto conduce a las condiciones: 1 > 4δε and 1−
√
1−4δε
2δ < µ <
1+
√
1−4δε
2δ .
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2.3.1 Observaciones
Para el caso particular de (2.5) con g(x) = cos x, ϕ(x) = sin x, tenemos
Corolario 2.3. La ecuacio´n
...
x + αx¨+ (cosx)x˙+ sin x = 0 (2.7)
es dicoto´mica cuando α ≥ 1.
Asimismo, para el caso particular cuando ϕ(x) = sin(x+x˜)−sin x˜, para x˜ una constante,
con x˜ ∈ (0, pi/2), entonces se cumple el Teorema de Haye modificado (Leonov et al.,
1996a), es decir:
Corolario 2.4. La ecuacio´n (2.5) con ϕ(x) = sin(x + x˜) − sin x˜, es dicoto´mico, si
x˜ ∈ (0, pi/2), y
1 > αβ > sin(x˜/2),
con la hipo´tesis (i) del teorema 2.2 satisfecha.
2.3.2 Ejemplo
Podemos considerar el siguiente ejemplo en forma de sistema de (2.2)
A =
−0.4 3
−1 −0.5
 ; B =
 1 0
−1.4 1
 ; C =
 2 −1
0 1
 ; D = −0.5
 α 1.2
−2 1
 ;
y con ϕ1(y1) = sin(y1)− 0.2, ϕ2(y2) = sin(2y2)− 0.1.
La realizacio´n de los ca´lculos para la desigualdad dominio-frecuencia (2.3), muestra
claramente que el sistema es dicoto´mica cuando α ≥ 1.9.
Observacio´n: Finalmente notemos que una forma de la ecuacio´n (2.5) fue discutida
para disipatividad en Afuwape 1978 & 1987, y para soluciones perio´dicas en Afuwape
1986, pero el me´todo de reduccio´n no-local no se utilizo´ all´ı. Ma´s bien, los criterios
generalizadas de Yacubovich de las te´cnicas dominio-frecuencia se utilizaron. Ve´ase, por
ejemplo Leonov et al., 1996a. Aqu´ı, nos hemos concentrado en el me´todo de reduccio´n
no-local que nos da la oportunidad de reduccio´n de los sistemas de alto orden para el
ana´lisis de sistemas de segundo orden.
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CAP´ITULO 3
UN NUEVO CRITERIO DISIPATIVO PARA ECUACIONES
DIFERENCIALES NO LINEALES DE SEGUNDO ORDEN
Usando un nuevo criterio para disipatividad enfocado hacia las oscilaciones de Ya-
cubovich, daremos algunas extensiones de resultado anteriores sobre disipatividad de
algunas ecuaciones diferenciales no lineales de segundo orden. Los me´todos de dominio
de frecuencia se utilizan en las ecuaciones de Rayleigh y Lienard.
3.1 Introduccio´n
Con los an˜os, el estudio de las propiedades cualitativas de las ecuaciones diferenciales
no lineales de la forma F se han relacionado con la obtencio´n de un
X
′ = F (t,X) (3.1)
se han relacionado con la obtencio´n de una funcio´n de Lyapunov V = V (t,X) donde las
propiedades esta´n vinculadas a F (t,X). Por ejemplo,[18, 40, 72], se sabe que si V (t,X)
es definido positivo y V˙ |(3.1) es definido negativo, se garantizan propiedades cualitativas
como acotamiento, estabilidad y muchas otras propiedades para (3.1). Sin embargo, por
lo general es muy dif´ıcil construir tal V (t,X). En un intento de superar esta dificultad,
Yacubovich [79], Kalman [48], Popov [67] y ma´s tarde Yacubovich [78, 80], desarrollaron
lo que ahora llamamos el lema Kalman-Yacubovich-Popov (KYP), (ver:[4, 5, 6, 7],
[13, 15, 41, 81]), que ayudo´ a discutir las propiedades disipativas de los sistemas de la
forma
X
′ = AX −Bϕ(σ) + P (t,X), σ = C∗X (3.2)
con A una matriz n × n estable, B y C n × m-matriz, ϕ(σ) = col(ϕj(σj)), (j =
1, 2, . . . ,m), (ϕj(σj) funciones real-valuadas), P (t,X) es un te´rmino de perturbacio´n
y C∗ es la matriz conjugada transpuesta de C.
El desarrollo viene de la consideracio´n del sistema no-perturbado
X
′ = AX −Bϕ(σ), σ = C∗X (3.3)
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tal que
ϕ
j
≤ ϕj(σj)
σj
≤ ϕ¯j, (j = 1, 2, . . . ,m) (3.4)
es decir ϕj ∈M [ϕj, ϕ¯j], con ϕj, ϕ¯j ∈ R.(ver [70])
La estabilidad absoluta de (3.4), es decir, la estabilidad asinto´tica global del equilibrio
X ≡ 0 para toda ϕ, con ϕj ∈ M [ϕj, ϕ¯j] fue estudiada usando la funcio´n de Lyapunov
especial
V (X) = X∗HX + β
∫ σ=C∗X
0
ϕ(λ)dλ.
“ una forma cuadra´tica ma´s integral de la funcio´n no lineal”.
El lema KYP introdujo el mismo problema para la desigualdad del dominio de frecuencia
1
ϕ¯
+ Re (1 + iωβ)χ(iω) > 0 (3.5)
garantizando estabilidad absoluta para ϕ ∈ M [0, ϕ¯], aqu´ı χ(s) = C∗(sI − A)−1B es la
funcio´n de transferencia.
Nuestro principal objetivo en este cap´ıtulo se centra en la aplicacio´n del nuevo criterio
para disipatividad de sistemas de ecuaciones diferenciales no lineales de segundo orden.
Esto nos permitira´ generalizar y ampliar su alcance a ecuaciones con dos funciones no
lineales.
Definicio´n 3.1. [40, 51] Un sistema de ecuaciones, X˙ = F (t,X), satisfaciendo las con-
diciones de unicidad y continuidad con respecto a las condiciones iniciales, sera´ llamado
disipativo si existe una constante ρ > 0 tal que l´ım supt→∞ ‖X(t; t0, X0‖ < ρ para cada
solucio´n.
Definicio´n 3.2. Adema´s, este se dice que es uniformemente disipativo si existe ρ > 0
tal que para todo α > 0 y t0 ≥ 0, existe T (α) tal que para todo X0 con ‖X0‖ ≤ α
tenemos ‖X(t; t0, X0)‖ ≤ ρ para t ≥ t0 + T (α).
El reciente esfuerzo de Vl. Rasvan ([70]) ha motivado nuestra forma de pensar para este
nuevo trabajo.
El teorema generalizado para discutir disipatividad uniforme del sistema (3.2) es
Teorema 3.3. Considere
X
′ = AX −Bϕ(σ) + P (t,X), σ = C∗X . (3.6)
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Suponga para |α| ≥ λ0, 0 ≤ αϕj(α) ≤ µjoα2; −αj1 ≤ ϕ′j(α) ≤ αj2; µjo ≤ αj1; |Pt,X)| ≤ ρ.
Si existen matrices diagonales D1 > 0, D2, D3 ≥ 0 tal que
pi(ω) ≡ D1 +Re[D1(diag(µjo) + iωD2)G(iω)] + ω2[D3(I +Re(diag(αj2 − αj1)G(iω)))]
−G∗(−iω)D3diag(αj1αj2)G(iω) > 0 (3.7)
para todo real ω; G(iω) = C∗(iωI − A)−1B.
Adema´s, supongamos que
l´ım inf
|λ|→∞
D2|λ|−2diag[
∫ λ
0
ϕj(α)dα− λ2ϕj(λ)] ≥ 0,
entonces el sistema (3.6) es uniformemente disipativo.
Observacio´n 3.1.1. Note que a diferencia de los resultados anteriores, que ten´ıan
so´lo las condiciones del sector, estas tienen condiciones sobre las derivadas de la no
linealidad (ϕ(σ)).
Observacio´n 3.1.2. Observamos tambie´n que, cuando D3 ≡ 0 en (3.7), la desigualdad
se reduce a
pi(ω) ≡ D1 +Re[D1(diag(µjo) + iωD2)G(iω)] > 0 (3.8)
para todo ω ∈ R.
3.2 Aplicacion a la ecuacio´n con una no–linealidad
Consideremos primero la ecuacio´n de segundo orden con una no-linealidad, so´lo para
ver una aplicacio´n del teorema 3.3. Considere
x¨+ 2pωnx˙+ ω2nx+ ω2nγ(x) = q(t, x, x˙) (3.9)
la cual puede ser reescrita como
x¨+ 2pωnx˙+ ω2nεx+ ω2n[(1− ε)x+ γ(x)] = q(t, x, x˙)
o
x¨+ 2pωnx˙+ ω2nεx+ ω2nϕ(x) = q(t, x, x˙)
donde ϕ(x) = (1− ε)x+ γ(x).
Cuando ponemos esto en la forma de (3.2) tenemos x˙ = yy˙ = −2pωny − ω2nεx− ω2nϕ(x) + q(t, x, y) (3.10)
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As´ı, mediante la eleccio´n
A =
 0 1
−ω2nε −2pωn
 ;X =
x
y
 ;C =
 1
0
 ;B =
 0
ω2n
 ;
P (t,X) =
 0
q(t, x, y)
 , (3.11)
tenemos el sistema (3.2).
Entonces la matriz de transferencia G(s) = C∗(sI − A)−1B = 1∆(s)ω2n con ∆(s) =
(s2 + 2pωns+ ω2nε). Claramente, G(0) = ε−1 > 0.
Tomando ϕ = 0 y eligiendo en (3.7), D1 = 1ϕ¯ , D2 = θ, D3 = 0, tenemos la desigualdad
dominio de frecuencia como
pi(ω) ≡ 1
ϕ¯
+ (ω
2
nε− ω2 − 2pωnθ)ω2n
(ω2nε− ω2)2 + 4p2ω2nω2
> 0
para todo ω ≥ 0.
Ahora, esto sera´ verdadero si y solo si
(ω2nε− ω2)2 + 4p2ω2nω2 + ϕ¯(ω2nε− ω2 − 2pωnθ)ω2n > 0, (3.12)
Despue´s de algunas simplificaciones, esta se reduce a
ω4 + ω2{ω2n[4p2 − 2ε− ϕ¯]}+ ω4n[ε2 + ϕ¯ε− βϕ¯] > 0 (3.13)
con β = 2pθ
ωn
.
Ahora notemos que la desigualdad cuadra´tica v2 + kv + l > 0 para todo v ≥ 0 es
verdadera si y solo si k2 − 4l < 0.
Usando este hecho, tenemos que (3.13) sera´ verdadero para todo ω ≥ 0, si
(4p2 − 2ε− ϕ¯)2 − 4(ε2 + ϕ¯ε− βϕ¯) < 0, para ϕ¯ > 0.
Esto es
ϕ¯2 + 4(β − 2p2)ϕ¯+ 4(ε− 2p2)2 − 4ε2 < 0.
De nuevo, usando la propiedad cuadra´tica, esto sera´ verdadero si
(β − 2p2)2 − [(ε− 2p2)2 − ε2] > 0, para ϕ¯ > 0.
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Esto es
β2 − 4p2β + 4p2ε > 0, para ϕ¯ > 0. (3.14)
Ahora, eligiendo β entre dos ra´ıces positivas de
β2 − 4p2β + 4p2ε = 0
entonces, (3.14) sera´ verdadero para todo ϕ¯ > 0, el cual puede ser arbitrariamente
grande.
Esto entonces nos da condiciones para el sector y la pendiente.
ϕ(σ)
σ
> −G(0)−1 = −ε,
para |σ| ≥ λ0.
De nuevo, esto nos dara´ la condiciones sobre nuestra funcio´n no lineal original, γ(x)
γ(x)
x
> −1− ε, − 1 < γ′(x) < −1 + ϕ¯, ∀|x| ≥ λ0. (3.15)
Teorema 3.4. Sujeto a las condiciones (3.15), la ecuacio´n (3.9) es uniformemente
disipativa.
Observacio´n 3.2.1. Esto so´lo muestra el tipo de dificultades que se presentan para
una funcio´n no-lineal en la ecuacio´n considerada.
3.3 Aplicaciones a ecuaciones con dos no–linealidades
La principal contribucio´n sera´ considerar unas ecuaciones de segundo orden con dos
funciones no-lineales, llamadas la ecuacio´n Lie´nard
y¨ + f(y)y˙ + g(y) = q(t, y, y˙) (3.16)
y la ecuacio´n Rayleigh
x¨+ F (x˙) + g(x) = q(t, x, x˙) (3.17)
donde F (z) =
∫ z
0 f(s)ds.
Tenemos la siguiente definicio´n:
Definicio´n 3.5. Bajo el criterio dominio-frecuencia (3.7) diremos que el sistema
X
′ = AX −Bϕ(σ) + P (t,X), σ = C∗X (3.18)
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tiene el sistema dual
X ′ = A∗X − Cϕ˜(σ˜) + P˜ (t,X), σ˜ = B∗X (3.19)
donde A∗, B∗ son transpuestas conjugadas complejas de las matrices A y B y C.
Observacio´n 3.3.1. Las condiciones dominio frecuencia, (3.7), para el sistema dual
son equivalentes. (cf.[7])
Lema 3.6. Bajo el criterio dominio de frecuencia la ecuacio´n de Rayleigh (3.17) es
dual a la ecuacio´n de Lie´nard (3.16).
Demostracio´n. Sea F (y) = 2py + Φ(y), g(x) = ν2x+ γ(x), (p > 0, ν > 0).
Este es claro si reescribimos (3.17) como un sistema en la forma:
x˙ = y,
y˙ = −ν2x− 2py − γ(x)− Φ(y) + q(t, x, y)
para el cual
A =
 0 1
−ν2 −2p
 ;X =
x
y
 ;B =
 0 0
1 1
 ;C =
 1 0
0 1
 ;
P (t,X) =
 0
q(t, x, y)
 ; σ = C∗X =
x
y
 ;ϕ(σ) =
 γ(x)
Φ(y)
 ; (3.20)
La ecuacio´n Lie´nard es equivalente al sistema
x˙ = −ν2y − γ(y) + q(t, x, y)
y˙ = x− 2py − Φ(y) (3.21)
el cual en realidad es
y¨ = x˙− 2py˙ − Φ′(y)y˙
= −ν2y − γ(y)− F ′(y)y˙ + q(t, x, y)
= −g(y)− f(y)y˙ + q(t, x, y).
y¨ = x˙− 2py˙ − Φ′(y)y˙ = −ν2y − γ(y)− F ′(y)y˙ + q(t, x, y) .
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As´ı
y¨ + f(y˙) + g(y) = q(t, y, y˙).
Por lo tanto el sistema (3.21) es dual para el sistema (3.19) con
A˜ =
 0 −ν2
1 −2p
 = A∗;X =
x
y
 ; B˜ =
 1 0
0 1
 = C; C˜ =
 0 0
1 1
 = B;
P˜ (t,X) =
 q(t, x, y)
0
 ; σ˜ = C˜∗X =
 y
y
 ; ϕ˜(σ˜) =
 γ(y)
Φ(y)
 .
Esto completa la prueba del lema.
Ahora, consideremos el resultado principal de esta tesis sobre el sistema (3.19) y (3.21).
Considerar la ecuacio´n de Rayleigh
x¨+ F (x˙) + g(x) = q(t, x, x˙)
o equivalentemente,
x¨+ 2px˙+ Φ(x˙) + ν2x+ γ(x) = q(t, x, x˙)
con F (y) = 2py + Φ(y), g(x) = ν2x+ γ(x), (p > 0, ν > 0), tal que las no-linealidades
Φ(z), γ(y) satisfacen
0 ≤ yΦ(y) ≤ µ2y2, 0 ≤ xγ(x) ≤ µ1x2,
0 ≤ Φ′(y) ≤ µ2, 0 ≤ γ′(x) ≤ µ1 (3.22)
para |y| ≥ λo, |x| ≥ λo y |q(t, x, x˙)| ≤ ρo.
Teorema 3.7. La ecuacio´n Rayleigh (3.17) is uniformemente disipativa si existe ε >
0, η > 0, µ1 > 0, y µ2 > 0 tal que para |y| ≥ λo y |x| ≥ λo y |q(t, x, x˙)| ≤ ρo
ε ≤ F (y)
y
≤ µ2, η ≤ g(x)
x
≤ µ1.
En la misma l´ınea, la ecuacio´n Lie´nard es uniformemente disipativa como una DUAL
de la ecuacio´n Rayleigh.
Teorema 3.8. La ecuacio´n Lie´nard (3.16) es uniformemente disipativa si existen ε >
0, η > 0, µ1 > 0, y µ2 > 0 tal que para |z| ≥ λo y |y| ≥ λo y |q(t, y, y˙)| ≤ ρo
ε ≤
∫ z
0 f(s)ds
z
≤ µ2, η ≤ g(y)
y
≤ µ1.
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Demostracio´n del Teorema 3.7
Primero, notemos que, con la eleccio´n de
A =
 0 1
−ν2 −2p
 ;X =
x
y
 ;B =
 0 0
1 1
 ;C =
 1 0
0 1
 ;
P (t,X) =
 0
q(t, x, y)
 ; σ = C∗X =
x
y
 ;ϕ(σ) =
 γ(x)
Φ(y)
 ;
tenemos
(sI − A) =
 s −1
ν2 s+ 2p
 ; det(sI − A) = s2 + 2ps+ ν2;
Por lo tanto A es estable.
Si denotamos ∆(iω) = det(iωI − A) = ν2 − ω2 + 2piω, entonces,
(iwI − A)−1 = 1∆(iω)
 2p+ iω 1
−ν2 iω
 ;
y la matriz de transferencia es
G(iω) = C∗(iωI − A)−1B = 1∆(iω)
 1 1
iω iω
 .
Si elegimos τ1 > 0, τ2 > 0, D1 = diag(τ1, τ2), D2 = diag(λ1, λ2) and D3 = 0, la desigual-
dad dominio de frecuencia (3.7) se convierte en
pi(ω) ≡

2τ1 + 2Re[ τ1µ1+iωλ1∆(iω) ] [
τ1µ1+iωλ1
∆(iω) − λ2ω
2+iωτ2µ2
∆(iω) ]
τ1µ1−iωλ1
∆(iω) +
−λ2ω2+iωτ2µ2
∆(iω) 2τ2 + 2Re[
−λ2ω2+iωτ2µ2
∆(iω) ]
 > 0 (3.23)
Despue´s de algunos ca´lculos, esto se convierte
pi(ω) ≡

pi11 pi12
pi21 pi22
 (3.24)
> 0 (3.25)
donde
pi11 = 2τ1 +
2
|∆|2 [µ1τ1(ν
2 − ω2) + 2pω2λ1],
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pi12 =
2
|∆|2{[(ν
2 − ω2)(µ1τ1 − ω2λ1) + 2pω2(λ1 + µ2τ2)]
− 2piω(µ1τ1 + ω2λ2)}
= τ¯21,
pi22 = 2τ2 +
2ω2
|∆|2 [2pµ2τ2 − λ2(ν
2 − ω2)],
con |∆|2 = ∆(iω)∆(−ω) = (ν2 − ω2)2 + 4p2ω2.
Haciendo λ2 = 0, γ1 = τ1µ1τ2µ2 , γ2 =
λ1
τ1
, la condicio´n dominio de frecuencia se verifica
usando el criterio de Sylvester sobre la positividad del determinante de los menores
principales de pi(ω).
Por lo tanto, para que esto sea verdadero, es suficiente tener el determinante de pi(ω) >
0.
Esto simplica a tener
ω2 + 1
ω2
(ν4 + µ1ν2 − γ1µ1µ24 )
>2ν2−2p(2p+ µ2)+µ1 −(2p+µ22 )γ2+
µ1µ2
4γ1
+γ
2
2
4 .
γ1µ2
µ1
(3.26)
Note que la funcio´n H(v) = v + k
v
para valores postivos de v alcanza un mı´nimo en
v1 =
√
k. Adema´s, este tiene su valor mı´nimo cuando Hmin(v1) = 2
√
k.
Usando este hecho, tenemos que el mı´nimo del lado izquierdo de la desigualdad (3.26)
para ω ∈ IR es √
4ν2(ν2 + µ1)− µ1µ2γ1,
donde 0 < γ1 < 4ν2(ν2 + µ1)(µ1µ2)−1.
Por lo tanto las condiciones requeridas son obtenidas.
Sea,
C(µ1, µ2, γ1) =
√
4ν2(ν2 + µ1)− µ1µ2γ1 + 2p(2p+ µ2)− 2ν2 − µ1µ24γ1 − µ1
las condiciones dominio de frecuencia sera´n verdaderas si tenemos γ1 y γ2 tal que
(γ1µ24µ1
)γ22 − (2p+
µ2
2 )γ2 − C(µ1, µ2, γ1) < 0.
Esto es posible si
(2p+ µ22 )
2 + (γ1µ2
µ1
)C(µ1, µ2, γ1) < 0.
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Usando la expresio´n para C(µ1, µ2, γ1), como
γ1µ2
µ1
C(µ1, µ2, γ1) = −(µ
2
2
4 +O(γ1))
entonces tenemos (3.26) la cual sera´ verdadera para valores pequen˜os de p.
Esto concluye la prueba el Teorema 3.7, usando el teorema 3.3.
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