We consider semilinear elliptic Neumann boundary value problems with polynomial nonlinearities. Suppose that the degree n of the polynomial is odd and that the coe cient a n of the highest order term is strictly positive (such that the corresponding nonlinear operator is globally coercive); then, if the coe cients of the lower order terms are su ciently small, the equation has for any given forcing term at most n solutions. The proof uses a Lyapunov-Schmidt procedure to reduce the problem to a one dimensional equation; using estimates on the lower order terms it is then shown that the one dimensional equation has at most n solutions.
Introduction
In this paper we consider the semilinear elliptic boundary value problem 8 
> < > :
? u + a n (x)u n + a n?1 (x)u n?1 + : : : + a 1 (x)u = f(x) in @ @n u = 0 on @ (1) with a polynomial nonlinearity of odd degree n 3; here IR N is an open bounded domain with smooth boundary @ . Our aim is to prove upper bounds on the number of solutions of (1), independently on the right hand side f. Indeed, we will prove that if a n (x) 1 and all the other coe cients are su ciently small (in absolute value), then (1) has for arbitrary f 2 C 0; ( ) at most n solutions (C 0; ( ) denotes the space of -H older continuous functions, for some 2 (0; 1)).
We remark that in general one cannot expect to nd upper bounds on the number of solutions for nonlinear elliptic boundary value problems, even if the nonlinearity is polynomial:
if n is odd and a n = ?1, then one deduces from results of Ehrmann 4] and Fu cik- For another approach of estimating the number of solutions in elliptic boundary value problems, independently of generic right hand sides, we refer to Nabutovsky 6] .
Let us now give the precise statement of our result: On the coe cients a i we make the following assumptions i) a i 2 C 0; ( ; IR); i = 1; : : : n, with n odd ii) a n (x) 1, 8 x 2 iii) ja i (x)j , i = 1; : : : ; n ? 1, 8 x 2 , for some > 0
With these assumptions, we will prove Theorem 1 Suppose that conditions i) { iii) are satis ed. If > 0 in condition iii) is su ciently small, then equation (1) has for any forcing term f 2 C 0; ( ) at most n solutions.
This result is optimal in the following sense: a) For any > 0 one can specify (constant) coe cients a i ; i = 1; : : : ; n?1, with ja i j and a function f such that equation (1) has n solutions. b) In 9], 10] it was shown that a restriction on the size of the lower order terms is necessary if n = 3; more precisely, it was shown that for a 3 = 1, a 2 = 0 and 2 2 =2 < a 1 < 2 ( 2 = 2 is the second eigenvalue of ?u 00 = u; u 0 (0) = u 0 (1) = 0) there exist forcing terms f such that the equation
?u 00 + u 3 ? a 1 u = f ; u 0 (0) = u 0 (1) = 0 ;
has at least 5 solutions. This result can be interpreted as the occurrence of forced secondary bifurcations. We expect similar phenomena also for higher order polynomials.
We consider here the problem with Neumann boundary conditions, since it has some advantages over (e.g.) Dirichlet boundary conditions: the rst eigenvalue of the Laplacian is zero, with a corresponding constant eigenfunction. We believe that similar results hold
for Dirichlet boundary conditions, changing the condition for a 1 to: ja 1 (x) ? 1 j , where 1 denotes the rst eigenvalue of the Laplacian. The advantage of Neumann boundary conditions is e.g. seen in the following argument which shows that the above result is sharp:
Proposition 1 Assume that a n 1, and let > 0 be given. Then one can choose constant coe cients a i , i = 1; : : : ; n ? 1, with ja i j , such that for f 0 equation (1) has n solutions.
Proof. Restricting the search to constant solutions u(x) = r, equation (1) reduces to r n + a n?1 r n?1 + : : : + a 1 r = 0 ;
choose n numbers s i with 0 = s 1 < s 2 < : : : < s n =n, with 1; then the equation Q n i=1 (r ? s i ) =: r n + a n?1 r n?1 + : : : + a 1 r = 0 satis es the requirements.
2
The proof of the above Theorem 1 is motivated by ideas from singularity theory. Indeed, in general a local multiplicity of solutions can be understood as an interaction of the nonlinearity with the spectrum of the linear di erential operator, generating singularities in Banach space. In this language, the key point to prove the above result consists in showing that under the stated conditions the type of singularities which may arise can be controlled. More precisely, we will show that under the above conditions a) the polynomial nonlinearity interacts only with the rst eigenvalue of the Laplacian, which means that only "corank 1" singularities, or so-called Morin singularities arise. 2 Nonlinear operators and remarks to singularity theory
We formulate equation (1) as a nonlinear operator problem between Banach spaces.
The Banach spaces are chosen as follows: E := fu 2 C 2; ( ) j @ @n j @ u = 0g and F = C 0; ( ), for some 2 (0; 1). It is well-known that the Laplacian is an isomorphism between E and F. We consider the nonlinear operator : E ! F ; (u) := ? u + a n u n + n?1 X i=1 a i u i :
We rst remark that that under assumptions i) and ii) the operator is surjective: Proposition 2 Suppose that the coe cients a i ; i = 1; : : : ; n, satisfy conditions i) and ii). Then equation (1) has a solution for every f 2 F. Proof. We show, for a xed f 2 F, an a priori bound on any solution u 2 E of equation (1) . Suppose that u is a solution of (1) Since by assumption R a n ju n jju R j > R j P n?1 1 a i u i jju R j + R jfjju R j, we obtain a contradiction. By standard arguments one concludes that kuk E c, for any solution, and by Schauder's xed point theorem one obtains a solution of equation (1).
Consider now the equation (u) = f : (6) We rst show a local result:
Theorem 2 Suppose that the hypotheses of Theorem 1 hold, and suppose that u 0 is a solution of equation (6) to f = f 0 . Then there exists a neighborhood U of u 0 such that for every f 2 (U) there exist in U at most n solutions of (6).
We rst note that if u 0 2 E is a regular point of , i.e. 0 (u 0 ) is invertible, there is nothing to prove, since by the inverse function theorem there exists a neighborhood U(u 0 ) such that j U(u 0 ) is one to one.
Thus, we have to study the singular points of , i.e. the points where is not invertible, which is to say the points u 2 E where some eigenvalue of the linearization of (u),
given by
is equal to zero. Let k (u); k 2 IN, denote the eigenvalues of the operator 0 (u). We rst show that under appropriate conditions on the coe cients a i the second eigenvalue 2 (u) of 0 (u) is always positive.
Lemma 1 Suppose that assumptions i) { iii) hold, and assume that in assumption iii) satis es < 2 n(n ? 1) minfn; 2 g :
Then 2 (u) 2 ? n(n?1) 2 > 0, for all u 2 E. Proof. First, we estimate the minimum of the polynomial na n (x)r n?1 + a n?1 (x)(n ? 1)r n?2 + : : : + a 1 (x) ; x 2 0; 1] ; r 2 IR ; for r 1 we have (recalling that n ? 1 is even) na n (x)r n?1 + a n?1 (x)(n ? 1)r n?2 + : : : + a 1 (x) = = r n?1 na n (x) + a n?1 (x)(n?1) r + : : : + a 1 (x) r n?1 r n?1 (n ? ((n ? 1) + (n ? 2) + : : : + 1)) = = r n?1 n ? n(n?1)
by assumption (7) .
On the other hand, for jrj < 1 we get na n (x)r n?1 + a n?1 (x)(n ? 1)r n?2 + : : : + a 1 (x) ? ((n ? 1) + (n ? 2) + : : : + 1) = ? n(n?1) 2 ; thus min x2 ;r2IR fna n (x)r n?1 + : : : + a 1 (x)g ? n(n ? 1)
With this we can estimate the second eigenvalue of 0 (u), using the monotonicity of its 
The proof of this Lemma is the same as Lemma 1, using that the coe cients with odd indices have to bounded only from below.
By Lemma 1 we know that under condition (7) the set of singular points (the singular set) of is given by = fu 2 E j 1 (u) = 0g. This means, as mentioned in the introduction, that under condition (7) all singularities are of corank 1. We assume from now on that assumption (7) is veri ed.
To study the local behaviour of equation (1) we perform a Lyapunov-Schmidt reduction:
in L 2 ( ), and denote with P : F ! F 1 and Q : F ! 1] the orthogonal projections, and write u 2 E as u = s1+y = Qu+Pu. Setting g(u) = a n u n + P n?1 i=1 a i u i , we consider the system ? y + Pg(s1 + y) = Pf =: f 1 (10) Qg(s1 + y)) = Qf =: h1 ; h = Z f1 = 1 j j 1=2 Z f (11) Assuming condition (7) 
The aim is to show: 
Proof of Proposition 3:
We rst calculate some derivatives of ?; since f 1 remains xed, we do not mention its dependence. We have 
In particular, for k = n we have (recalling that 1 + y (1) = v) 
here q l denotes the rst of the exponents q 2 ; : : : ; q n?1 with q l 1 (such an exponent exists, since P n?1 2 q i 1); in the estimate of the last factor of the last inequality we have used once more the generalized H older inequality, as in the previous case.
Thus we nd that Proof. We multiply equation (17) (with k replaced by k + 1) by y (k+1) and estimate: R jry (k+1) j 2 + R a n nu n?1 jy (k+1) j 2 
We estimate the di erent terms, beginning with the second line of (29): using H older's inequality with the exponents i?1 n?1 + n?i n?1 = 1, i = 
Global estimate of the number of solutions
It is easy to see that for a smooth function f : IR ! IR holds:
If f (n) (x) 6 = 0; 8 x 2 IR, then f has for any d 2 IR at most n preimages.
As we have seen in Proposition 3, the function ? f 1 satis es less, namely f (n) (s) > 0 for all s 2 IR with f 0 (s) = 0 :
The following Lemma shows that we can still conclude that there are globally at most n preimages, if we impose some additional conditions. and thus also the rst statement of (31) follows for > 0 su ciently small. 
