REAS: Combining Numerical Optimization with SAT Solving by Inala, Jeevana Priya et al.
ReaS: Combining Numerical Optimization with SAT
Solving
Jeevana Priya Inala
MIT
jinala@csail.mit.edu
Sicun Gao
UCSD
sicung@ucsd.edu
Soonho Kong
Toyota Research Institute
soonho.kong@tri.global
Armando Solar-Lezama
MIT
asolar@csail.mit.edu
Abstract
In this paper, we present ReaS, a technique that combines
numerical optimization with SAT solving to synthesize un-
knowns in a program that involves discrete and floating-
point computation. ReaS makes the program end-to-end
differentiable by smoothing any Boolean expression that in-
troduces discontinuity such as conditionals and relaxing the
Boolean unknowns so that numerical optimization can be
performed. On top of this, ReaS uses a SAT solver to help the
numerical search overcome local solutions by incrementally
fixing values to the Boolean expressions. We evaluated the
approach on 5 case studies involving hybrid systems and
show that ReaS can synthesize programs that could not be
solved by previous SMT approaches.
1 Introduction
Gradient-based numerical techniques are becoming a pop-
ular mechanism for solving program synthesis problems.
Neural networks have shown that by doing automatic dif-
ferentiation over complex computational structures (deep
networks), they can solve many complex, real world prob-
lems [19, 22, 33]. There is also a growing body of work
on using neural networks to learn programs with discrete
control structure from examples, such as neural Turing ma-
chines [18] and others that follow similar ideas [21, 23, 27, 31].
For many problems with discrete structure, however, re-
cent work [15] has shown that neural networks are not
as effective as state-of-the-art program synthesis tools like
Sketch [34, 35] that is based on SAT and SMT solving.
This paper shows that a combination of SAT and gradient-
based numerical optimization can be effective in solving syn-
thesis problems that involve both discrete and floating-point
computation. The combination of numerical techniques and
SAT is not itself new; SMT solvers such as Z3 [9], dReal [13]
and the more recent work on satisfiability modulo convex
optimization (SMC) [32] have also explored problems involv-
ing the combination of discrete structure and continuous
functions using the DPLL(T) framework [12]. However, we
.
show that the approach followed by SMT solvers, while ef-
fective for many applications, is sub-optimal for program
synthesis problems. The key problem with prior approaches
is the way in which they separate the discrete and the contin-
uous parts of the problem, which loses high-level structure
that could be exploited by gradient descent. A consequence
of this loss of structure is that for some problems the SMT
solver requires an exponential number of calls to the numer-
ical solver; SMC mitigates this by focusing on a special class
of problems called monotone SMC formulas but does not
generalize to arbitrary problems.
Our technique, called ReaS (for Real Synthesis), exploits
the full program structure by making the program end-to-
end differentiable. It leverages automatic differentiation [26]
to perform numerical optimization over a smooth approxi-
mation of the full program. At the same time, ReaS uses a
SAT solver to both deal with constraints on discrete variables
and constrain the search space for numerical optimization
by fixing values of Boolean expressions in the program. This
allows ReaS to explore the numerical search space based on
the structure of the program.
End-to-end differentiability is achieved by smoothing the
Boolean structure such as conditionals using a technique
similar to [6] and relaxing Boolean unknowns to reals in
the range [0, 1] similar to mixed integer programming. The
smoothing algorithmwe use is a simplified version to what is
used in [6], replacing sharp transitions in conditionals with
smooth transition functions such as sigmoid. Despite using a
simpler smoothing approach, our technique works better for
two reasons. First, the simpler smoothing approach allows
us to use automatic/algorithmic differentiation, unlike [6]
which had to rely on gradient free optimization techniques
(Nelder-Mead) which are not as effective as the gradient-
based methods. Most importantly, though, ReaS’s use of
a SAT solver to fix the values of the Boolean expressions
allows it to better tolerate the inevitable approximation error
at branches, allowing us to get better results while using less
precise (and more efficient) approximations compared to [6].
The full system We implemented the ReaS techniquewith
the Sketch system as the front-end. Similar to Sketch, in
ReaS the programmer writes a high-level implementation
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with unknowns. In our case, these unknowns can be either
reals or Booleans. In addition, the programmer can also in-
troduce assertions to specify the intended program behavior.
The synthesis problem is to find values for these unknowns
such that all the assertions in the program are satisfied. The
front-end language of Sketch is very expressive which in-
cludes support for arrays, ADTs, heap-allocated structures,
etc, and hence, all these features can be used to specify the
problem in ReaS as well.
Results We use ReaS to solve some interesting synthesis
problems that are more complex than anything that has been
solved by prior work. In particular, we focus on synthesizing
parametric controllers for hybrid systems. This is a good
fit for ReaS because of the combination of continuous and
discrete reasoning, and because the goal is to find satisfying
assignments corresponding to the unknown parameters, as
opposed to proving unsatisfiability, which our system is
unable to do. We show that ReaS can solve these problems
in 3-11 minutes whereas previous SMT solvers such as dReal
and Z3 cannot solve them.
Summary of Contributions
• We present ReaS, a novel technique to combine numer-
ical optimization with SAT reasoning that allows us
to do efficient reasoning on programs involving both
discrete and continuous functions.
• ReaS achieves end-to-end differentiability in the pres-
ence of discrete structure using smoothing and relaxing
techniques and it uses a SAT solver to make discrete
decisions to overcome local solutions from numerical
search.
• We evaluated the system by synthesizing parametric
controllers for several interesting hybrid system sce-
narios that previous systems cannot solve.
2 Overview
In this section, we first present a stylized synthesis task to
illustrate the kinds of problems ReaS can handle and then
use a synthetic example to illustrate how ReaS works.
2.1 Illustrative Example
Example 2.1 (Lane change controller). Consider the sce-
nario shown in Figure 1. The task is to synthesize a controller
program that can move the car 1 from lane 1 to lane 2 within
T time-steps without colliding with any of the other cars.
The program with unknowns for the controller is shown
in Figure 2. The controller is composed of 5 modes. Each
mode has rules for setting the two controls of the car–the
acceleration and the steering angle. The synthesizer must
discover a sequence of steps to perform the lane change; first
accelerating until it is in the correct position to do the lane
change, then starting the lane change by turning the wheels
to the left, then turning right once it is in the new lane, then
Figure 1. Lane change initial scenario
adjusting its velocity to match the other cars, and finally
maintaining a stable velocity. The unknowns in the program
are the switching conditions for changing from one mode
to another, and the exact values for the acceleration and the
steering angle in each mode.
The space of switching conditions is described by the func-
tion genSwitchExp() which encodes a discrete choice between
four different inequalities on the relevant state variables.
Note that the genSwitchExp function is marked as a generator.
A generator in ReaS is treated as a macro that gets inlined
at every call, and the solver can choose different values for
the unknowns for each different instantiation.
Figure 3 shows the specification for this synthesis task.
The specification simulates T = 50 time steps where at each
time step, it calls the controller code that sets the control
values based on the current state of the cars and then, moves
the car and the world by one time step (dt = 0.1s). In this
problem, we assume that the other vehicles around Car 1 in
the world have a constant velocity. Finally, the specification
asserts that there is no collision at any time step and the goal
is reached at the end of the simulation.
Solving this problem is a significant challenge for three rea-
sons. First, the five-mode controller program is simulated 50
times in the specification, so there are 8×1034 paths in the syn-
thesized program. Moreover at each timestep, DetectCollision
has to check for collisions against each of 5 other cars, and
each of these checks has to consider 8 separate conditions
that can indicate a collision between two cars, so there are a
total of 2000 checks. Second, this sketch has 12 Boolean un-
knowns and 22 real unknowns, so there is a very large space
to search. Finally, we use a bicycle-model for the dynamics
of the car. Even though this model is simpler than dynamics
of a real car, it is still fairly complex and involves non-linear
functions such as sine, cosine, and square root.
Because of the these challenges, existing approaches do
not perform well on this synthesis task. Many SMT solvers
such as Z3 do not provide full support for non-linear real
arithmetic and hence, cannot synthesize this program. We
also found that dReal, an SMT solver for reals, is unable to
solve this problem (see Section 5). On the other hand, smooth-
ing approaches also fail because of the amount of boolean
structure in the problem. For comparison, the most complex
problem that was solved by the system in [6] was similar to
this one, but involved only 1 obstacle (not 5), with 2 collision
conditions (instead of 8), and only scaled to 35 time steps.
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void LaneChangeController (Car car1) {
if (genSwitchExp(car1)) { /∗ go straight ∗/
car1 .a = ??r ;
car1 .θ = 0;
} else if (genSwitchExp(car1)) { /∗ turn left ∗/
car1 .a = ??r ;
car1 .θ = ??r ;
} else if (genSwitchExp(car1)) { /∗ turn right ∗/
car1 .a = ??r ;
car1 .θ = ??r ;
} else if (genSwitchExp(car1)) { /∗ go straight ∗/
car1 .a = ??r ;
car1 .θ = 0;
} else { /∗ rest state ∗/
car1 .a = 0;
car1 .θ = 0; }}
generator bool genSwitchExp(Car car1) {
if (??b ) return car1 .x ≤ ??r ;
else if (??b ) return car1 .x ≥ ??r ;
else if (??b ) return car1 .y ≤ ??r ;
else return car1 .y ≥ ??r ; }
Figure 2. Template for the lane change controller.
LaneChangeSpec (Car car1, World w) {
for ( int i = 0; i < 50; i++) {
LaneChangeController(car1);
MoveCar(car1);
MoveWorld(w);
assert (! DetectCollision (car1 , w));
}
assert (ReachedGoal(car1, w)); }
Figure 3. Specification for the lane change synthesis task.
The use of automatic differentiation helps, but in Section 5,
we show that for this benchmark, a smoothing approach
with automatic differentiation cannot find a solution even
with 300 trials from random initial points (which took about
40 minutes). However, despite all these difficulties, ReaS can
synthesize a correct program in 11 minutes.
2.2 The ReaS Approach
We, now, describe the key ideas of the algorithm in the con-
text of the example below. The example looks contrived
because it was engineered to highlight all the key features
of the algorithm.
Example 2.2.
float x1 = ??r ;
assert(−20 ≤ x1 ≤ 6);
float a = x1−5;
if (x1 ≤ 4) a = 6− x1;
if (x1 ≤ 2) a = 8− x1;
if (x1 ≤ 0) a = 21+ x1;
assert(a ≤ 0 || a > 25);
SMT Solving Background. To understand why an SMT
solver would do a suboptimal job solving for a value of x1
in the program above, it is important to understand how
an SMT solver works. As a first step, the program above
would be converted into a logical formula that would then
be separated into a boolean skeleton and a conjunction of
constraints in a theory.
In the example above, the solver would generate boolean
variables corresponding to each of the constraints in the
theory.
y1 = x1 ≤ 0 y2 = x1 ≤ 2 y3 = x1 ≤ 4
y4 = a ≤ 0 y5 = a > 25 y6 = −20 ≤ x1 ≤ 6
t1 = (a0 = x1 − 5) t2 = (a1 = 6 − x1) t3 = (a2 = 8 − x1)
t4 = (a3 = 21 + x1) t5 = (a4 = a1) t6 = (a4 = a0)
t7 = (a5 = a2) t8 = (a5 = a4) t9 = (a = a3)
t10 = (a = a5)
The names a0 to a5 correspond to the temporary values of
a at each step of the computation. The boolean constraints
include constraints corresponding to the initial assertions in
the program (just y6 ∧ (y4 ∨ y5)), as well as constraints that
describe the control flow, shown below:
t1 ∧ t2 ∧ t3 ∧ t4 ∧ (y3 ⇒ t5) ∧ (y3 ⇒ t6)
(y2 ⇒ t7) ∧ (y2 ⇒ t8) ∧ (y1 ⇒ t9) ∧ (y1 ⇒ t10)
Breaking the problem in this manner allows for a clean sep-
aration between boolean reasoning which is the responsi-
bility of a SAT solver and theory reasoning, but it deprives
the theory solver for crucial information about the control
flow structure of the program. In the worst case, the SMT
solver has to invoke the theory solver once for every path
in the program. Lazy SMT solvers deploy many strategies
to avoid the exponential number of calls. In the example
above, a good solver solver would be able to generate the-
ory propagation lemmas that show, for example, that y1
implies y2, which would prevent it from considering infeasi-
ble paths, but even then, in the worst case the solver would
still have to invoke the theory solver for each of the cases
x1 ∈ [−20, 0], (0, 2], (2, 4], (4, 6]. When you have complex
non-linear arithmetic, generating those theory propagation
lemmas is much more challenging. For example, if condition
y1 were instead x31 + 8x21 − 28x1 < 80, the program would
be semantically equivalent to the one above, but it would be
much harder for an SMT solver to avoid having to perform
exponentially many calls to the theory solver.
The problem is even worse for a program like the one in
Example 2.1, with its 1034 possible paths and with complex
non-linear relationships between the branches in different
iterations.
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Numerical optimization with Smoothing. The first im-
portant feature of ReaS is the ability to use numerical opti-
mization by performing automatic differentiation on a smooth
approximation of the program. Figure 4(a) shows the graph
for a as function of x1 and Figure 4(b) shows its smooth ap-
proximation. What jumps out from the graph is that while
the branches do introduce discontinuities, the function is
still very amenable to numerical optimization. However, nu-
merical optimization can introduce its own problems. For
example, even with the ability to smooth away discontinu-
ities and automatically compute derivatives for the whole
program, it is clear from the figure that gradient-based opti-
mization will only succeed if it starts at x1 > 0. Otherwise,
the algorithm will be stuck on a local minima. In this ex-
ample, initializing numerical search uniformly at random
on the allowed range of x1 would give a 77% probability of
failing with a local minima, which is already bad, but it is
not hard to see how a small change to the program could
make this probability arbitrarily close to 100%. Smoothing
can ameliorate the problems inherent in numerical search,
but cannot eliminate them altogether.
Using SAT solver to eliminate local solutions. The ReaS
approach is to turn the SMT paradigm on its head. In SMT,
the SAT solver always has an abstraction of the complete
problem. The theory solver helps refine this abstraction, and
checks candidate assignments for consistency with the the-
ory, but the SAT solver is the one driving the process. In ReaS,
the numerical solver is the one that drives the process. In the
beginning, the numerical solver has a smooth approximation
of the entire program and uses automatic differentiation and
numerical optimization to find a local optima. In the case of
the example, that first iteration of gradient descent is likely
to converge to the local optima at x = −20 which fails to
satisfy the constraint. When this happens, ReaS asks the
SAT solver for a boolean assignment that is used to guide
the search; for example, the SAT solver may suggest setting
y1 = x1 ≤ 0 to f alse . At this point, the numerical solver
performs a new round of numerical optimization, but now
under the assumption that x1 > 0, and therefore with one
fewer branch compared to the previous case. In this case,
setting this boolean condition is sufficient to steer the nu-
merical optimization to a region where it can converge to a
value that satisfies the constraint.
Once the numerical solver finds a solution that satisfies
the constraints, say x = 4.01, it still needs to check that it
really satisfies the boolean constraints and that it is a true so-
lution and not an artifact of the smoothing transformation. It
does this by suggesting assignments to the SAT solver corre-
sponding to that solution; in this case y1,y2,y3,y4,y5. As the
SAT solver sets these variables and checks them against the
boolean constraints, the numerical solver checks that the cur-
rent solution is still valid when the respective branches have
been fixed in the program. As a result, the SAT solver helps
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Figure 4. (a) Graph showing a vs x1 in Example 2.2. (b) Its
smooth approximation.
refine the solution provided by the numerical solver, until a
precise solution to the overall problem has been produced.
3 The ReaS Intermediate Representation
The core language (L) of ReaS is shown below. The language
consists of real-valued expressions E, Boolean expressions B
and Boolean unknowns H . The real-valued expressions can
either be a real unknown x , a constant c , a real-valued oper-
ation op such as addition, multiplication, sine, cosine, etc, or
a if-then-else expression ite . The Boolean expressions can
either be a comparison E ≥ 0, a conjunction, or a negation.
There are two kinds of ite expressions in the language–one
where the conditional is a Boolean expression and the other
where the conditional is a Boolean unknown because they
are treated differently for the numerical problem. The lan-
guage does not allow Boolean unknowns to appear anywhere
other than as a conditional. However, this does not decrease
the expressive power of the language since those cases can
be reduced to the core language easily. The imperative pro-
grams shown in Section 2 can be converted into this core
language using straight-forward transformation passes and
loop unrolling.
E := x | c | op({Ei }i ) | ite(B,E1,E2) | ite(H ,E1,E2)
B := E ≥ 0 | B1 ∧ B2 | ¬B
H := y
The semantics of some features of the language is shown
below. It is defined in terms of a mapping σ from the un-
knowns to actual values.JxKσ := σ [x]JyKσ := σ [y] // {0, 1}JE1 + E2Kσ := JE1Kσ + JE2KσJite(B,E1,E2)Kσ := JBKσ .JE1Kσ + J¬BKσ .JE2KσJE ≥ 0Kσ := JEKσ ≥ 0
3.1 Synthesis Problem
The synthesis problem is given a program P = assert(B1, · · · ,Bk ),
find σ such that ∀k .JBk Kσ = 1. For now on, we will useψ (σ )
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to represent this predicate. So, the synthesis problem is to
solve the formula: ∃σ . ψ (σ ).
ReaS divides the synthesis problem into a SAT part (ψB )
and a numerical part (ψN ). We, first, describe the abstraction
process for producingψB andψN and Section 4 describes the
algorithm to solveψ by repetitively solvingψB andψN .
3.2 Boolean Abstraction (αB )
The Boolean abstraction is obtained similar to the process
used in SMT solvers. Concretely, the language for Boolean
constraints (LB ) is:
P˜B := assert(B˜1, · · · , B˜k )
B˜ := y | B˜1 ∧ B˜2 | ¬B˜
The language is almost same as the B expressions in the
original language. The only exception is that the term E ≥ 0
is now replaced by Boolean unknowns.
The Boolean abstraction, αB , is a function from L to LB
and is defined as below:
αB (y) = y
αB (E ≥ 0) = Create new y
αB (B1 ∧ B2) = αB (B1) ∧ αB (B2)
αB (¬B) = ¬αB (B)
3.3 Numerical Abstraction (αN )
We now describe the abstraction process to produceψN from
ψ . The abstraction is defined with respect to a function I ,
called interface mapping, that maps every Boolean expres-
sion inψ to one of {0, 1,⊥}. I (Bi ) = vi , ⊥ means that the
Boolean expression Bi should have the value vi . If vi = ⊥,
then the value is not yet set. The interface mapping special-
izes a synthesis problem defined byψ to
∃σ . ψ [{Bk/vk }k ](σ ) ∧i JBi [{Bk/vk }k,i ]Kσ = vi
where the spec ψ is first simplified by substituting the ex-
pressions Bk with the values vk = I (Bk ) when vk , ⊥, and
additional constraints are added to ensure that σ satisfies
the assignments in I .
The goal of the numerical abstraction (αN ) is to produce a
smooth approximationψN of the specialized problem above
that can be fed to an off-the-shelf numerical solver to find an
assignment to σ if one exists. Note that unlike the SMC ap-
proach, ReaS does not requireψN to be composed of linear/-
convex functions. However, we wantψN to be smooth and
continuous because numerical algorithms perform poorly
in the presence of discontinuities. The main source of dis-
continuity arises when the Boolean expression in an ite or
a conjunction is not yet set by I . ReaS eliminates these dis-
continuities by performing a program transformation that
replaces the sharp transitions with smooth transition func-
tions such as sigmoid as described in the next subsection.
3.3.1 Abstraction rules
The language for numerical constraints (LN ) in ReaS is
shown below. At the top level, we have a conjunction of
numerical inequalities (E˜i ≥ 0) where E˜ is again similar to E
in the original language minus the ite expression.
P˜E := E˜1 ≥ 0 ∧ · · · ∧ E˜n ≥ 0
E˜ := x | c | op({E˜i }i )
Note that there are numerical algorithms (such as sequen-
tial quadratic programming) that take in a conjunction of
inequalities and perform constrained optimization on them
directly. Even for numerical algorithms that can only per-
form unconstrained optimization (such as plain gradient
descent), it is easy to transform a conjunction of inequalities
into a smooth objective function.
Given a program P = assert(B1, · · · ,Bk ) in L, the goal of
the abstraction is to produce a program P˜E in LN . In order to
do that, we define a transformation rule e I−→ (˜e,p) where e
is an expression in L (either an E or a B expression), e˜ is the
corresponding expression in LN , and p is the conjunction
of numerical constraints obtained so far. This formulation
allows us to collect numerical constraints from intermediate
expressions if necessary. The transformation is defined in
terms of two parameters: (β , ϵ). β is the smoothing parame-
ter that controls how smooth the approximation should be.
Higher values for β mean less smoothing. ϵ , a small positive
constant, is the precision of numerical calculation that arises
due to im-precise floating point computation. Because of
this, the expression E˜ ≥ 0 in LN actually means E˜ ≥ −ϵ .
The rules for performing the abstraction for expressions
in the language are shown in Figure 5. We first focus on the
rules for expressions other than ite and conjunction expres-
sions. For an E expression, the abstraction produces an E˜ that
smoothly approximates the original expression. For simple
cases such as a real unknown and constant, the abstraction
just returns the same expression as shown in the RHOLE
and CONST rules. In this case, there are no intermediate con-
straints and hence, p is just true (T). For an op expression, the
OP rule recursively smooths the expressions in its arguments
and then creates a new op expression with these smoothed
replacements and concatenates the intermediate constraints
obtained from abstracting the arguments. ReaS assumes that
op is itself a smooth and continuous operation. For opera-
tions like division or sqrt that are not defined for all inputs,
we replace them with continuous approximations, and rely
on the frontend to introduce assertions that ensure their in-
puts stay away from the regions where the approximations
differ significantly from the true operations.
In order to understand the abstraction rules for the B
expressions, we first define a function called P-distance.
Definition 3.1 (P-distance). The P-distance (short for positive-
distance) for a Boolean expression b in L is a function Pd
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that takes in an assignment to the unknowns σ and pro-
duces a real value such that ∀σ . (Pd (σ ) ≥ ϵ =⇒ JbKσ =
1) ∧ (Pd (σ ) ≤ −ϵ =⇒ JbKσ = 0). Thus, for numerical pur-
poses, we can assume b ≈ Pd ≥ 0. There can be more than
one P-distance function for the same Boolean expression.
The abstraction rule for a B expression in L produces an
E˜ expression that is a smooth approximation to a P-distance
function for B. For example, for e ≥ 0, the natural choice
for its P-distance function is e itself. So, the rule GE first
computes the smooth approximation of e . For Boolean ex-
pressions, the rules also need to take into account whether
there is a value assigned to them in the I mapping. This is
done using the MatchNUpdate function which takes in
the smoothed expression e˜ and the value v from I . Then,
it checks for one of the three cases: 1. if v = ⊥, it means
that the value is not yet set and hence, there is no update
and no new constraints, 2. if v = 1, then the expression e˜
is replaced with a large positive constant (K = 100) and a
new constraint e˜ ≥ 0 is added, and 3. if v = 0, then similar
to case 2, the expression e˜ is replaced with a large negative
constant and the condition −e˜ ≥ 0 is added 1. The reason for
replacing e˜ with constants in cases 2 and 3 is so that other ex-
pressions that depend on e˜ can infer the Boolean value of the
B expression it represents without any ambiguity (because
of the large magnitude of these constants). The NOT rule for
the ¬b expression, similarly, first computes the abstraction
for b and negates the expression obtained to get a smooth
approximation to a P-distance for ¬b.
Finally, the abstraction for the assert expression iteratively
smooths each of its b arguments and creates the final set of
numerical constraints P˜E to form the numerical problemψN .
This final set of constraints is the conjunction of the con-
straints obtained after transforming each Boolean argument
(pi ) and as well as constraints to ensure that the abstraction
of each Boolean argument (˜ei ) is greater than 0.
Example 3.2. Consider the program P = assert(ite(x1 ≥
0,x2,x3) ≥ 0) where x1,x2,x3 are real unknowns and let
I (x1 ≥ 0) = 0. The abstraction forx1 ≥ 0 results in (−100,−x1 ≥
0). So, the ite expression can be thought as ite(−100 ≥
0,x2,x3). Even though we have not yet discussed the rule for
abstracting ite expressions, in this case, it is clear that the
abstraction should just produce x3. Overall, abstracting P , in
this example, will result in P˜E = x3 ≥ 0 ∧ −x1 ≥ 0.
Now, we can look at the rules for expressions that intro-
duce discontinuities i.e. if-then-else and conjunctions.
If-then-else Let us first consider the ite expression of the
form ite(b, e1, e2) that has a Boolean expression as the condi-
tion. The rule ITE1 describes the abstraction for these ex-
pressions. The rule first recursively smooths the expres-
sions e1 and e2 resulting in expressions e˜1 and e˜2. Then,
1Note that the actual condition in this case should be −e˜ > 0, but because
of the floating-point precision issue, we write it as −e˜ ≥ 0
ASSERT
b1
I−→ (˜e1,p1) · · · bk I−→ (˜ek ,pk )
p = p1 ∧ · · · ∧ pk ∧ (˜e1 ≥ 0) · · · ∧ (˜ek ≥ 0)
assert(b1, · · · ,bk ) I−→ (0,p)
GE
e
I−→ (˜e,p)
(˜eI ,pI ) = MatchNUpdate(˜e, I (e ≥ 0))
e ≥ 0 I−→ (˜eI ,p ∧ pI )
NOT
b
I−→ (˜e,p)
(˜eI ,pI ) = MatchNUpdate(−e˜, I (¬b))
¬b I−→ (˜eI ,p ∧ pI )
AND
b1
I−→ (˜e1,p1) b2 I−→ (˜e2,p2)
e˜ = e˜1 ∗ t + e˜2 ∗ (1 − t), t = Fs (˜e2 − e˜1)
(˜eI ,pI ) = MatchNUpdate(˜e, I (b1 ∧ b2))
b1 ∧ b2 I−→ (˜eI ,p1 ∧ p2 ∧ pI )
RHOLE
x
I−→ (x ,T)
CONST
c
I−→ (c,T)
OP
ei
I−→ (˜ei ,pi )
op({ei }i ) I−→ (op({e˜i }i ),∧
i
pi )
ITE1
e1
I−→ (˜e1,p1) e2 I−→ (˜e2,p2)
b
I−→ (˜ec ,pc )
e˜ = e˜1 ∗ Fs (˜ec ) + e˜2 ∗ (1 − Fs (˜ec ))
ite(b, e1, e2) I−→ (˜e,p1 ∧ p2 ∧ pc )
BHOLE1
v = I (y) , ⊥
y
I−→ (v,T)
BHOLE2
I (y) = ⊥
x = Create new real unknown for y
p = (x ≥ 0) ∧ (1 − x ≥ 0)
p = p ∧ (δ − x(1 − x) ≥ 0)
y
I−→ (x ,p)
ITE2
e1
I−→ (˜e1,p1) e2 I−→ (˜e2,p2)
y
I−→ (˜ec ,pc )
e˜ = e˜1 ∗ e˜c + e˜2 ∗ (1 − e˜c )
ite(y, e1, e2) I−→ (˜e,p1 ∧ p2 ∧ pc )
MatchNUpdate(˜e,v) =

(˜e,T), if v = ⊥
(K , (˜e ≥ 0)), if v = 1
(−K , (−e˜ ≥ 0)), if v = 0
Figure 5. Numerical abstraction rules. T stands for true, K
is a large positive constant (100) and δ is a small positive
constant. Note that expressions such as e1 ∗ e2 are symbolic
expressions. Fs is a smooth transition function.
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the condition b is also transformed to produce the approx-
imation for its P-distance function e˜c . If we were to use
the actual semantics of the ite expression, we would get
e˜1 ∗ (˜ec ≥ 0) + e˜2 ∗ (1 − (˜ec ≥ 0)). Note that the operations +,
∗ in the above expression are actually symbolic operations.
Clearly, the function e˜c ≥ 0 has a discontinuity at e˜c = 0. To
overcome this discontinuity, the ITE1 rule replaces e˜c ≥ 0
with Fs (˜e) where Fs is a smooth transition function:
Fs (x) = sigmoidβ (x) =
1
1 + e−βx
The rule ITE2 describes the abstraction for expressions
of the form ite(y, e1, e2). In this case, y is abstracted using
the BHOLE1 or the BHOLE2 rule. In the case where I already
fixes the value of y to 1 or 0, the ite expression will be sim-
plified to just e˜1 or e˜2 respectively. If the value of y is not
yet set, then the rule BHOLE2 creates a new real unknown x
corresponding to y. This new variable is constrained to be
in the interval [0, 1]. In addition, the constraint x(1 − x) ≤ δ
where δ = 0.1/β is added to enforce that x is either close to
0 or 1. The ite expression is, then, abstracted by a linear com-
bination of e˜1 and e˜2 such that when x = 1, the abstraction
will result in e˜1 and when x = 0, the result will be e˜2.
Conjunctions The rule for abstracting a conjunction of
two Boolean expressions is based on the following lemma:
Lemma 3.3. Let Pd 1 and Pd 2 be the P-distance functions for
Boolean expressions b1 and b2. Then, Pd = min(Pd 1,Pd 2) is
a P-distance function for b1 ∧ b2.
Based on the lemma, the AND rule first gets the abstrac-
tions of b1 and b2 and then smooths the min of the results.
The smoothing is done by rewriting min(˜e1, e˜2) as ite(˜e2 −
e˜1 ≥ 0, e˜1, e˜2) and applying the ITE1 rule.
3.3.2 Computing gradients
One of the advantages of our numerical abstraction algo-
rithm is that once the smoothed program P˜E is produced,
we can use automatic differentiation [26] to symbolically
compute the gradients necessary to perform gradient-based
numerical search. For example, consider the expression e =
e1 ∗ e2 + e3 with two unknowns x = [x1,x2] and let σ be
an assignment to the unknowns. Since there are two un-
knowns, each sub-expression will have two gradients, i.e.
Γ(e,σ ) =
[(
∂e
∂x1
)
σ
,
(
∂e
∂x2
)
σ
]
where Γ is the notation used to
get the gradients for any sub-expression e at the assignment
σ . Automatic differentiation applies the chain rule repeatedly
to each elementary expression i.e. in the above example
Γ(e,σ ) = Je2Kσ ∗ Γ(e1,σ ) + Je1Kσ ∗ Γ(e2,σ ) + Γ(e3,σ )
This process allows us to calculate the gradients accurately
and in time that is proportional to the time it takes to evaluate
an expression.
Incremental
Solver
Soft
Learnts
Suggestions
ReaS core
(I )
Numerical
solver
SAT solver (ψB )
I
σy
soft conflicts
ψ IN
(U
N
)S
AT
σx suggestions
Figure 6. Overview of the solver interface.
3.4 Properties of Numerical Abstraction
Let e be the original expression, e˜ be the result of the ab-
straction and let x be the set of unknown reals in e˜ , then the
following theorems hold for any I .
Theorem 3.4 (Continuity). e˜ is continuous with respect to x
under the assumption that all op operations in e are continuous
with respect to their operands.
Theorem 3.5 (Differentiability). ∂e˜∂x is continuous with re-
spect to x under the assumption that all op operations in e are
differentiable with respect to their operands.
Theorem 3.6 (Closeness). lim
β→∞
e ≈ e˜
This theorem states that when β →∞, both e and its ab-
straction e˜ agree on almost all assignments to the unknowns.
We say almost because e and e˜ may not agree at the branch-
ing points. For example, consider ite(x ≥ 0, 1, 0). In this case
when x = 0, the abstraction will have undefined behavior.
4 Numerical Solver + SAT Solver
Given a synthesis problem ∃σ . ψ (σ ), the last section de-
scribed the algorithms to produce the Boolean abstraction
ψB and the numerical abstractionψN when given an interface
mapping I . In this section, we will describe the algorithm to
combine the abstractions so that the original problem can
be solved.
4.1 Architecture
The high-level architecture showing the interaction between
the different components of the system is shown in Figure 6.
First, there is aReaS core that acts as an interface between the
numerical solver and the SAT solver. The core is responsible
for creating the appropriate abstractions for the numerical
solver and the SAT solver and invoking themwhen necessary
to solve ψ . The core also maintains the interface mapping
(I ). The core will be discussed in detail in Section 4.2
The numerical solver component can be any black box
gradient-based algorithm that can take in a set of constraints
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ψ IN and perform numerical search to produce SAT/UNSAT
along with the satisfying assignment to the real unknowns.
There can be two issues with the result produced by the
numerical solver. First, if the result is SAT, it is possible that
the satisfying assignment is not a true solution because of the
approximations introduced by smoothing. Second, when the
result is UNSAT, it is possible that the numerical algorithm
ran into a local solution since gradient-based algorithms are
incomplete in the presence of non-convex functions.
To overcome these issues with the numerical solver, we
have a SAT solver component that gradually fixes values
to the Boolean expressions in ψ . Fixing values to Boolean
expressions will eliminate the approximations introduced by
smoothing because, now, we do not have to smooth for any
discontinuities these Boolean expressions may cause. More-
over, it allows the numerical solver to focus the search in the
region where the assignments to the Boolean expressions
are satisfied.
In order to do this, we had to make several changes to the
SAT solver. A typical SAT solver interface takes in a problem,
converts to CNF constraints, solves it and finally produces
SAT/UNSAT. But, for the interaction with the numerical
solver, the SAT solver needs to be incremental similar to the
DPLL(T) solvers. However, there are two main differences
between our approach and the DPLL(T) approach. First, in
DPLL(T), the theory solver throws conflicts whenever the
current assignment to the theory atoms is unsatisfiable. How-
ever, in our case, because the numerical solver can run into lo-
cal solutions, the conflicts are not strong. Therefore, in ReaS,
the numerical solver throws soft conflicts instead. Second,
when the current assignment is satisfiable, the theory solver
in DPLL(T) approach also returns a list of consequences for
any new variables that are forced by current assignment. In
ReaS, when a satisfiable solution is found by the numerical
solver, this solution can be used to set values for the Boolean
expressions and because of the closeness property of the
numerical abstraction, most of these assignments can con-
tribute to producing the final correct solution. However, it
is not possible to mark these assignments as strong conse-
quences because a different solution will produce different
assignments to the Boolean expressions. Hence, in ReaS, we
treat these assignments as suggestions that the SAT solver
can use. These suggestions are treated as new decisions in
the SAT solver, and can be retracted if it resulted in a conflict
later.
Thus, the SAT solver in ReaS has two new data-structures.
• Soft Learnts. This data-structure is similar to the
learnts data-structure used for normal conflicts. Soft
learnts data-structure keeps the list of all learnt clauses
arising from soft-conflicts as well as any other conflict
that arises due to these soft learnts.
• Suggestions. Suggestions data-structure is an ordered
list of assignments to the Boolean expressions sug-
gested by the numerical solver.
The SAT solver provides the following operations that the
ReaS core can call:
• Init(ψB ). Initialize the problem with the constraints
fromψB .
• SolveIncremental(). Does incremental SAT solving
by setting values to new variables and doing unit prop-
agations. When picking a new variable to set, the SAT
solver first tries the assignments in the suggestions
data-structure. The method stops once an interface
variable is set or if the problem is unsatisfiable. The
output is the list of new interface mapping along with
SAT / SOFT_UNSAT / UNSAT. A SOFT_UNSAT is an
UNSAT that is caused due to soft learnts.
• AddSoftConflict(conflict clause). Performs conflict
analysis and adds the learnt clause to the soft learnts
data-structure.
• RemoveSoftLearnts(). Clears soft learnts.
• SetSuggestions(list of suggestions). Populates the
suggestions data-structure.
• RemoveSuggestions(). Clears suggestions.
• Restart(). Backtracks all assignments made by the
SAT solver so far.
With these components, we can, now, describe the actual
interaction algorithm used by the ReaS core.
4.2 ReaS core
The algorithm that ReaS uses to solve ψ is shown in Fig-
ure 7. We use S to denote the SAT solver and N to denote
the numerical solver. The algorithm starts by initializing S
with the Boolean abstraction ψB . The interface mapping I
is initialized to Empty meaning all Boolean expressions are
assigned to ⊥. Then, there are three phases that are per-
formed repeatedly in a loop until a solution is found or the
problem is detected to be unsatisfiable or the resource limits
are reached. At a high-level, the first phase runs N on the
numerical abstractionψN for the current I , the second phase
updates the SAT solver data-structures based on the result
fromN , and the third phase does more SAT solving to create
a new I .
In the first phase, similar to [6], ReaS runs the numerical
solver multiple times for various values of the smoothing pa-
rameter β . It starts with a small value for β i.e. more smooth-
ing and gradually increases the value of β until a certain
limit is reached, each time the numerical solver starting its
search from the assignment found for the previous β value.
The numerical solver returns the solution found in the final
iteration.
In the second phase, if the result returned byN is SAT, the
core uses the satisfying assignment to generate suggestions
for the SAT solver. Figure 8 shows the algorithm ReaS uses
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Solve(ψ ):
1: ψB = αB (ψ )
2: S.Init(ψB )
3: I = Empty
4: while true do
5: ψN = αN (ψ , I ) ▷ Phase 1
6: (res, σx ) = N .Solve(ψ IN )
7: if res = SAT then ▷ Phase 2
8: s = GenSugesstions(σx )
9: S.SetSuggestions(s)
10: else
11: S.RemoveSuggestions( )
12: if IsConflict(I ) then
13: c = GenConflict( )
14: S.AddSoftConflict(c)
15: (res, I ′) = S.SolveIncremental( ) ▷ Phase 3
16: if res = SAT then
17: if I = I ′ then
18: return SAT
19: else
20: I ← I ′
21: if res = UNSAT then
22: return UNSAT
23: if res = SOFT_UNSAT then
24: if num_restarts < RESTART_LIMIT then
25: S.RemoveSoftLearnts( )
26: S.Restart( )
27: I = Empty
28: else
29: return UNSAT
Figure 7. ReaS algorithm.
to generate suggestions. The algorithm iterates over each
Boolean expression in I whose value is not yet set and eval-
uates its numerical abstraction on the current assignment
producing d (Line 3). Then, the algorithm suggests the value
of this Boolean expression to bed ≥ 0 because recall thatd ac-
tually represents the evaluation of a smooth-approximation
to the P-distance function. For a Boolean unknown, the al-
gorithm similarly evaluates its abstraction on the current
assignment. However, in this case, d is a value in [0, 1] and
the algorithm suggests that the Boolean unknown is True
if d ≥ 1/2. Each suggestion is also associated with a cost
and the SAT solver tries the suggestions in the increasing
order of cost. Our algorithm gives lower cost to Boolean
expressions/unknowns that are most uncertain (i.e. close to
a branch) as they are more likely reasons for introducing
inaccuracies in the numerical abstraction and hence, the SAT
solver tries them first.
If the result returned by N is UNSAT, then there are two
possible options: 1. the SAT solver can continue to set values
for more Boolean expressions assuming that the numerical
GenSugesstions(σx , I ):
1: s = Priority List
2: for b ∈ I such that I (b) = ⊥ do
3: d = JαN (b)Kσx
4: Add (b ← d ≥ 0) to s with cost = |d |
5: for y ∈ I such that I (y) = ⊥ do
6: d = JαN (y)Kσx
7: Add (y ← d ≥ 1/2) to s with cost = |d − 1/2|
8: return s
Figure 8. Algorithm to generate suggestions.
solver might have run into a local solution or 2. the core can
generate a soft conflict that would make the SAT solver come
up with a different setting to I , hence, temporarily directing
the search to a different region. The heuristic IsConflict
decides whether to do option 1 or 2. ReaS uses a simple
heuristic that checks if the number of Boolean expressions
that have values , ⊥ is greater than a conflict threshold
(η = 5) to generate a soft conflict.
In phase 3, S.SolveIncremental( ) is called which tries
to set more Boolean variables. If the outcome of this call
is SAT and there is no change to I , then it means that a
correct solution is found and the recent state of the SAT
solver and the numerical solver will provide the values for
σy and σx . On the other hand, if the result is UNSAT (due to
normal conflicts), then it means thatψB is unsatisfiable which
impliesψ is also unsatisfiable. If the result is SOFT_UNSAT,
this means that the soft conflicts led the SAT solver to detect
an unsatisfiability. Since the soft conflicts are just temporary
conflicts, the algorithm clears the soft conflicts and restarts
the SAT solver so that the SAT solver can make different
decisions this time. When the number of restarts exceeds the
RESTART_LIMIT, a SOFT_UNSAT is treated as an UNSAT.
In all other cases, the algorithm continues the while loop
with the new I generated by the SAT solver.
4.3 Properties of ReaS
If ReaS produces a solution σ toψ , thenψ (σ ) is true. Note,
only smoothing approaches such as [6] do not have this
property because of the approximations introduced during
smoothing.
However, there are situations where ReaS may not find a
solution even if there exists a solution. In practice, however,
a right balance between the conflict threshold η and the
RESTART_LIMIT allows ReaS to solve some of the complex
synthesis problems as shown in Section 5.
5 Evaluation
In this section, we evaluate ReaS on 5 case-studies involv-
ing hybrid systems. In particular, we focus on answering
the following questions: (1) Can ReaS solve complex syn-
thesis problems that involve a combination of discrete and
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continuous reasoning? (2) How does it compare with only
smoothing techniques? (3) How does it compare with exist-
ing SMT solvers and mixed integer approaches?
Experimental Setup ReaS uses the SNOPT software [16]
for performing numerical optimization. SNOPT uses sequen-
tial quadratic programming and can handle constrained op-
timization better than standard gradient descent techniques.
For the SAT solver, we took the MiniSAT solver and modified
it as described in Section 4. All experiments are run on a
machine using 2.4GHz Intel i5 core with 8GB RAM.
5.1 Benchmarks
Apart from the lane changing example in Section 2, we
used ReaS to synthesize two benchmarks involving a 1-
dimensional quad-copter, the parallel parking benchmark
from [7], and the thermostat benchmark from [20]. Figure 9
lists the 5 benchmarks together with some statistics such as
the number of Boolean and real unknowns, the number of
iterations the controller (to be synthesized) is simulated in
the specification, and the total number of Boolean expres-
sions and assertions. Full benchmark problems along with
the demos of the synthesized solutions can be found in the
supplementary material.
Quadcopter obstacle avoidance The task is to synthesize
a controller to perform the maneuver shown in Figure 10
without colliding with the obstacle. The program with un-
knowns for this controller is shown in Figure 11. This con-
troller has three modes where eachmode uses a proportional-
derivative (PD) controller to set the forces that need to be
generated by the two rotors of a simplified 1-D quadcopter.
The synthesizer is required to find the switching conditions
(which are based on the position of the copter similar to the
lane change benchmark) as well as the parameters of the PD
controllers for the different modes. Note that, in this case, a
single PD controller is not sufficient to perform the task and
hence, it is necessary to compose multiple PD controllers as
shown in the template. The synthesizer is also required to
find the values of the intermediate desired states for the PD
controllers.
Quadcopter landing Using the same template shown in
Figure 11, but with different specifications, it is possible
to synthesize controllers for achieving other goals. In this
benchmark, we synthesize a controller for landing a quad-
copter gracefully. The copter starts at a position above the
ground with an initial thrust that imbalances the copter and
target is to reach a position on the ground without crashing.
There are no obstacles (other than the ground) in this case,
but the synthesizer still needs to figure out how to compose
the different PD controllers to achieve the goal.
Parallel parking This benchmark synthesizes a controller
to parallel park a car as described in [7] (a tool based on
the smooth interpretation work [6]). The template for this
benchmark is similar to the template for the lane changing
benchmark. Our template is different from [7] in two aspects.
[7] uses switching conditions based on time; we replaced
them with conditions based on the state of the car since it
leads to more robust controllers. [7] only uses 10 time-steps
to do the simulation, but in our template, we decrease the
step size and increased the number of simulation steps to
100. This reinforces the fact that our technique scales much
better than the smoothing technique that [7] uses.
Thermostat The final benchmark is to synthesize the ther-
mostat controller described in [20]. This thermostat is a state
machine with four states: OFF, HEATING, ON and COOLING.
The switching conditions for transitioning from HEATING
to ON and COOLING to OFF are fixed by the constraints of
the thermostat’s heater. The other two switching conditions
should be figured out by the synthesizer such that the tem-
perature of the room is maintained between 18◦C and 20◦C.
In addition to the safety conditions, this benchmark encodes
some performance metrics, in particular, it adds minimum
dwell time constraints for the OFF and ON phases. The mini-
mum dwell time constraint states that the thermostat should
at least be in the state for T seconds before transitioning to
the next state. The system in [20] takes in these universal
constraints (that should be true in every state) and uses a
fix-point computation based algorithm to find the switch-
ing conditions. In ReaS, we instead specify the problem by
simulating the thermostat for 500 time steps with dt = 2s
and asserting that the constraints are satisfied at every time
step. Most of the SMT solvers choke when given a problem
of this magnitude, but ReaS is still able to synthesize it. Fig-
ure 12 shows how the room temperature and the state of the
thermostat change with a controller that is synthesized with
minimum dwell time constraint of 200s for the OFF and ON
phases.
5.2 Results
Figure 9 shows the evaluation results. The Time column lists
the time taken in seconds (20th percentile, median, and 80th
percentile) to synthesize the benchmarks in ReaS. This ex-
periment is run with a conflict threshold η = 5 and unlimited
RESTART_LIMIT, but with a timeout of 30 minutes. We ran
each benchmark 10 times and ReaS is able to synthesize all
the benchmarks for all 10 runs within 25 minutes. The #N
and #R columns show the median number of numerical it-
erations and SAT solver restarts taken by these benchmarks.
Next, we performed an experiment to compare ReaS with
an only smoothing approach. For each benchmark, we took
the numerical abstraction when interface mapping I is empty
and ran our numerical solver on this abstraction with a ran-
dom initial assignment to the unknowns. We ran each bench-
mark 300 times and collected the number of times the nu-
merical solver is able to converge to a valid solution for the
abstraction (shown in #S column in Figure 9). Since, some
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Stats ReaS only smoothing
Benchmarks #y #x #I #B #A Time(s) #N #R #S #C TC
20% median 80%
LaneChange 12 22 50 11455 2350 276s 634s 1261s 94 4 9/300 0/300 > 2500s
QuadObstacle 4 38 70 1753 1714 81s 217s 822s 16 1 34/300 21/300 857s
QuadLanding 6 44 60 1567 1413 231s 374s 637s 32 2 62/300 22/300 665s
ParallelPark 9 15 100 11204 1904 354s 630s 870s 98 5 0/300 0/300 > 2100s
Thermostat 0 2 500 30908 2100 78s 175s 280s 31 3 21/300 19/300 220s
Figure 9. Benchmarks statistics and results. #y: number of Boolean holes, #x : number of real holes, #I: number of iterations
used in the simulation, #B: number of Boolean expressions, #A: number of assertions, #N: number of calls to numerical solver,
#R: number of restarts of SAT solver, #S: number of times a solution is found, #C: number of times a correct solution is found
and TC is the expected time for the only smoothing approach to find a solution with 90% confidence.
START GOAL
OBSTACLE
Figure 10. Quadcopter obstacle avoidance scenario.
void Controller (Copter c) {
if (genSwitchExp(c)) { /∗ mode 1 ∗/
genPDController(c);
} else if (genSwitchExp(c)) { /∗ mode 2 ∗/
genPDController(c);
} else { /∗ mode 3 ∗/
genPDController(c);
}
}
generator void genPDController(Copter c) {
F = (c.y − ??r )∗??r + (c.vel .y − ??r )∗??r ;
bias = (c.ang − ??r )∗??r + (c.angvel − ??r )∗??r
+ (c.x − ??r )∗??r + (c.vel .x − ??r )∗??r ;
c. left_force = F + bias;
c. right_force = F;
}
Figure 11. Program with unknowns for quadcopter con-
troller.
of the solutions might actually be incorrect on the original
problem due to the approximations introduced by smooth-
ing, we also computed the number of times a correct solution
is found by the only smoothing approach (shown in #C col-
umn). Using these statistics and the average time to run each
numerical iteration, we also computed the expected time for
the only smoothing approach to find a correct solution with
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Figure 12. Room temperature vs time for the synthesized
thermostat controller.
90% confidence (shown in TC column). The only smooth-
ing approach can synthesize the quadcopter and thermostat
benchmarks if the numerical solver is run sufficient number
of times, but it is not able to find a correct solution for the
lane change and parallel parking benchmarks even with 300
iterations. This shows that searching the numerical space
based on the program structure is very important for some
of these benchmarks. Note that, in this experiment the com-
parison is done against the smoothing approach described
in this paper and not the smooth interpretation work in [6].
We also performed an experiment to see how the con-
flict threshold η effects the performance of ReaS. A higher
conflict threshold means that the search space of the numer-
ical solver is significantly reduced by the assignments to a
higher number of Boolean expressions, which increases the
likelihood for the numerical solver to hit the global solution
(if there is one in the reduced search space). On the other
hand, a higher conflict threshold will result in spending more
time to eliminate a truly infeasible partial assignment be-
cause the system needs to wait until the conflict threshold
is hit. Figure 13 shows the graph for the time as well as the
number of numerical iterations required for synthesizing the
benchmarks when η = [3, 4, 5, 6, 7]. It can be seen that differ-
ent benchmarks have different behaviors since the trade-off
between the two aspects mentioned above depends on the
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Figure 13. Graphs showing the time and the number of
numerical iterations vs the conflict threshold in ReaS.
structure of the benchmark. However, we can see that for
any of the small conflict thresholds (3 ≤ η ≤ 7), the system
can synthesize the benchmarks in reasonable time.
5.3 Comparison to SMT solvers
We compared ReaS with dReal, a state-of-the-art SMT solver
for reals. In-order to do this comparison, we wrote a script to
translate the benchmarks written in ReaS into the SMT-lib
format and fed them to the dReal solver. However, dReal
could not solve any of our benchmarks with a timeout of 60
minutes. We also ran Z3 on the thermostat benchmark (the
only benchmark in our suite that does not contain non-linear
functions) and found that even Z3 could not solve with a
timeout of 60 minutes. These results support our claim that
the traditional SMT approaches do not scale for these kinds
of synthesis problems.
5.4 Comparison to mixed integer approaches
In the final experiment, we evaluate how the mixed integer
approach compares to ReaS. Since most of the mixed integer
solvers only handle linear and convex constraints, we created
a toy version of the lane change benchmark. We replaced
the complex dynamics of the car with a simple point car
model that can only either move along the x-direction or
the y-direction. To deal with conditionals and disjunctions,
we manually translated them to linear constraints using the
big-M method. This translation, however, introduces one 0-1
integer variable for each Boolean expression in the original
problem and a continuous variable for every conditional. We
verified that the translation to the mixed integer format is
correct by fixing the values to the unknowns with a solution
found by ReaS. We ran this translated version using Gurobi,
a state of the art mixed integer solver. However, Gurobi was
not able to find a solution with a timeout of 60 minutes,
whereas ReaS was able to solve the benchmark in just 3
seconds. This shows that even the mixed integer solvers are
not suitable for handling these benchmarks.
6 Related Work
To the best of our knowledge, this paper is the first that
achieves both end-to-end differentiability of a program and
uses a SAT solver to help perform numerical optimization
to find unknowns in a program. However, there are several
related works for each of the two pieces.
End-to-end differentiability: The idea of achieving end-
to-end differentiability in not new in the neural networks
community. The entire back-propagation algorithm is based
on this principle. Our idea of smoothing using sigmoids is
inspired by the Neural networks’ use of sigmoids in-place
of step functions to make the network differentiable. For
neural networks, there are libraries such as TensorFlow [1]
where users canwrite their networks in a high-level language
and the library can automatically compute the required gra-
dients. In ReaS, we use similar ideas to programmatically
smooth conditionals and conjunctions. The recent works
on neural Turing machines [18] and neural program inter-
preters [21, 23, 27, 31] achieve end-to-end differentiability
in the presence of discrete structure. They accomplish this
by turning the discrete variables into continuous variables
for encoding the probabilities of the different discrete op-
tions. On the other hand, in this paper, we relax Boolean
unknowns to real unknowns in the range [0, 1] and then,
use a SAT solver to fix their values. This approach allows
us to benefit from the fact that SAT solvers are inherently
better at handling discrete problems.
Smoothing in the context of programs is introduced in
the smooth interpretation work [6] and subsequently used
in [5] to solve synthesis problems involving Boolean and
quantitative objectives. Smoothing using sigmoids that we
use in this paper is a simplified version of the smoothing al-
gorithm used in [6]. However, our approach allows us to use
automatic differentiation techniques to compute gradients
necessary for the numerical optimization.
SAT/SMT solvers: There have been many approaches to
SMT solving over real numbers that incorporate numeri-
cal methods. Examples include convex optimization algo-
rithms [3, 28, 32], interval-based algorithms [11, 14], Bern-
stein polynomials [24], and linearization algorithms [8]. How-
ever, these approaches strictly partition the problem into a
Boolean part and many of numerical parts that loses the
structural dependencies between the numerical parts and
hence, they are not able to leverage the benefits of doing
numerical optimization on the entire problem.
ReaS’s modifications to the SAT solver to support soft
learnts and suggestions is similar to the idea of assumptions
in [2, 25]. These works use assumptions to support incre-
mental SAT solving when there are constraints that only
hold for one invocation. In our approach, we use soft learnts
and suggestions to inform the SAT solver that they can be
revoked any time if a conflict is detected.
Hybrid Systems: The hybrid systems community have also
looked at problems involving discrete and continuous com-
ponents. Some of the recent works in this area include [17, 29,
30]. These approaches use a discrete abstraction of the con-
tinuous components and perform purely discrete reasoning.
On the other hand, our approach shows that by leveraging
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the numerical structure of the problem, it is possible to scale
hybrid systems synthesis to very complex problems.
Control Optimization: The control optimization commu-
nity usually uses mixed integer programming to solve these
kinds of problems. For example, [10] uses the mixed integer
approach for motion planning in UAVs. Similarly, mixed in-
teger programming is used extensively in model predictive
control [4]. In these approaches the task is to directly learn
the actions for every time step rather than a program for the
controller. Learning a program introduces more discreteness
and as shown in the evaluation, mixed integer approaches
do not work well for the benchmarks in this paper.
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