S1. MCMC inference
Model simulation and fitting were performed using the SSM library (Dureau et al., 2013) , freely available at https://github.com/JDureau/ssm. This library implements a Metropolis-Hastings adaptive MCMC algorithm with a multivariate normal proposal distribution. The adaptive procedure of the proposal kernel operates in two steps.
First, the size of the covariance matrix is adapted at each iteration to achieve an optimal acceptance rate around 23% (Roberts et al., 1997) . Second, its shape is adapted by using the empirical covariance matrix, computed from the accepted samples and updated at each iteration, thus leading to an optimal proposal distribution (Roberts and Rosenthal, 2009 ).
The SSM library (Dureau et al., 2013 ) also implements a simplex algorithm, which was used to maximise the (non-normalized) posterior distribution and thus initialise the MCMC close to the mode of the target. Since the simplex algorithm only guaranty convergence to a local maximum, we ran 1000 independent simplex initialised from parameter sets sampled from the prior distribution. We selected the simplex that converged to the highest posterior density value, and used the outputed parameter set to initialise 5 independent MCMC chains of 200,000 iterations. We visually checked that the 5 chains converged to the same stationary distribution and combined them after appropriate burning and thinning. The posterior distribution of the model parameters ( Figure S1 ) and the model fitting ( Figure 3) were plotted using the R (R Core Team, 2014) package fitR, which is freely available at https://github.com/sbfnk/fitR. Median and 95% CI for all parameters can be found in Table 2 .
S2. Simulation study
We checked the inference procedure and assessed potential bias in our estimates by performing the same analysis as in the main paper on a simulated dataset. We set a "true" parameter vector θ * as the maximum a posteriori probability estimate (MAP) obtained from the main analysis. Since our Bayesian inference procedure integrates strong priors for several parameters, we fixed those parameters at the mode of their respective priors (we note however that the posterior and prior distributions almost match for those parameters). As such we would expect θ * to coincide with the MAP of the distribution obtained with the inference procedure.
We simulated an outbreak under θ * using the deterministic model described by Equation (3). Then, we generated the four random daily incidence time-series using the same Poisson observation processes as described in the method section of the main paper. We selected a random dataset which was as representative as possible of the expected dataset under θ * ; that is, the dataset with every observation corresponding to the expected observation. Because Poisson expectations don't need to be integers, we achieved this by picking a random dataset whose cumulated incidence was close to that of the expected dataset (we used an overall tolerance of 8 incidence counts). Both used and expected datasets are shown in Figure S2 .
As shown in Figure S3 , the model was able to fit the simulated data correctly. Comparison between θ * and the MAP is reported in Table S2 whereas the posterior estimates of the parameters are shown in Figure S4 . Although we would not expect all true parameter values to coincide with the MAP (as a result of stochasticity during data generation)
nor with the mode of the univariate posterior distributions (due to correlation between parameters), most parameter estimates are close to the "true" value, even some those with flat priors. In addition, we note that all true parameter values lied within the 95% CI of our posterior estimates. That said, the posterior distributions also reveal that it is difficult to separate the community (β i ) and funeral (β d ) transmission rates due to correlations between those two parameters (the data don't separate these two routes of transmission).
We also note the flat posterior distributions of the shapes of the change in hospital-seeking (α h ) and contact (α pp ) behaviours, which suggests that the simulated data were not very informative for these parameters (note however that the shape of the sigmoid doesn't change significantly for values above 1). Despite this, Figure S5 shows that our inference procedure is able to accurately reconstruct the change of hospital-seeking and contact behaviours. Although this simulation study reveals some limitations of the data, it indicates that our inference procedure does not generate any substantial bias in estimates.
S3. Basic reproduction number
It can be shown (Legrand et al., 2007) that the basic reproduction number (R 0 ) for the model of Equation (3) can be split into a hospital (R 0h ) and person-to-person (R 0pp ) components, the latter can be further split into a community (R 0i ) and funeral (R 0d ) com-ponents:
Posterior estimates for R 0h and R 0pp can be found on Table 3 of the main paper. Our choice of grouping both community (R 0i ) and funeral (R 0d ) into a single person-to-person component R 0pp is justified by correlation between these two quantities, as revealed by the simulation study of Section S2 and shown in Figure S6 . Indeed, although our posterior density estimate suggests R 0i > R 0d , the 95% CI reveals that alternative scenarios cannot be excluded (e.g. larger reproduction number for dead cases than for alive cases).
The course of the effective reproduction number during the outbreak, as shown in Fig- ure 4 of the main paper, can be obtained similarly by accounting for the time-dependencie of the parameters as well as the proportion of susceptible individuals in the population (note however that the latter was negligible in the 1976 Yambuku outbreak):
S4. Model comparison
In order to test the role of person-to-person and hospital transmissions, we constructed, fitted and compared four different models:
1. The first model is the one presented in the main paper and includes hospital closure, change in hospital seeking behaviour and change in person-to-person contact behaviour. We refer to the main paper for a more detailed description of this complete model.
2. The second model assume that person-to-person contact behaviour did not change over time.
3. In the third model we only included hospital closure (i.e. no change of behaviour over time).
4. The fourth model is similar to the complete model but assume that hospital transmission was density-independent. The force of infection for this model is λ h (t) = β h (t)1 H≥1 instead of λ h (t) = β h (t)H in the complete model.
sures how well a model fits the data, adjusting for model complexity (Spiegelhalter et al., 2002) . The model with the smallest DIC is the model that would best predict a replicate dataset which has the same structure as that currently observed. Given the differences ∆DIC 10, we can confidently rule out models 2, 3 and 4 in favour of the complete model 1 (Spiegelhalter et al., 2002) . Figure S1 : Posterior density of model parameters (red histogram) together with their prior density distribution (blue area), as specified in Table 2 . As discussed in Section S3, there were correlations between R 0i and R 0d , which explain the somewhat wide marginal posterior distributions of β i and β d . Table S3 : Deviance Information Criterion for the four models tested.
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