Abstract-Many problems in science and engineering fields require the solution of shifted linear systems. To solve these systems efficiently, the recycling BiCG algorithm in is extended in this paper. However, the shift-invariant property could no longer hold over the augmented Krylov subspace due to adding the recycling spaces. To remedy this situation, a strategy that constructs multiple recycling spaces is adopted and then a short-term recurrence for the solution update of the shifted system is derived when the seed system is solving. The new method not only improves the convergence but also has a potential to simultaneously compute approximate solutions for shifted linear systems using only as many matrixvector multiplications as the one that a single system requires. In addition, some numerical experiments also confirm the efficiency of our method.
where A ∈ C n×n is a nonsingular matrix, b ∈ C n is a given right-hand side and the numbers {σ i } s i=1 ∈ C are called shifts. These linear systems arise in many scientific and engineering applications. For example, model reduction [1] , time-dependent differential equations [2] and lattice quantum chromodynamics (lattice QCD) [3] , etc.
For simplicity of discussion, we are concerned with the solutions of one family of linear systems with only one shift, yielding the following form
Two equations are only differ by a multiple of the identity matrix I. For convenience, the first equation is referred to as the seed system while the second one is termed as the shifted system. Krylov subspace methods are particularly appealing as these approaches exploit a shift-invariant property that for any shift σ, mth Krylov subspace generated by A and b is invariant under the shift, i.e., as long as the starting vectors are collinear. It means that equations (2) can be solved simultaneously by constructing only one sequence of Krylov subspace. This observation has led to many efficient implementations of known Krylov subspace solvers that can handle multiple shifts ({σ i } s i=1 ) simultaneously using only as many matrix-vector multiplications as the one that a single system requires, saving much more storage and time.
For solving linear systems (2) , methods based on the nonsymmetric Lanczos process have been straightforwardly derived, such as QMR, TFQMR [4] , BiCGstab [5] and a recently proposed method IDR [6] . Recently, a number of studies have established [7] , [10] the benefits of using recycling technique when solving shifted linear systems. It has been observed that significant improvements in convergence rates can be achieved from Krylov subspace methods by adding recycling spaces.
Inspired by [7] , [10] , we extend the recycling BiCG (RBiCG) approach [8] to address the shifted linear systems (2) . However, the same situation that the shift-invariance no longer holds over the augmented Krylov subspace encounters. So we adopt the same strategy as the one in [10] . Moreover, we demonstrate that the residuals of the seed and shifted system will be collinear and then derive the shortterm recurrence for the solution update of the shifted system. This resulting method is referred to shifted RBiCG which not only improves the convergence but also has a potential to simultaneously compute approximate solution for systems (2) at expense of only two matrix-vector multiplications per iteration.
The structure of the paper is as follows. In Section 2, We introduce our new method to address the shifted linear systems. The effectiveness of the proposed method is also demonstrated in Section 3. Finally, some conclusions are summarized in Section 4.
II. RECYCLING BICG FOR SHIFTED LINEAR SYSTEMS
RBiCG is a subspace recycling method proposed in [8] for solving sequences of dual linear systems. This approach exploits augmented Lanczos relations to develop a modified two-term recurrence for the solution updates.
A number of recent articles [7] , [8] , [9] , [10] , [11] , [12] have been confirmed that significant improvements in convergence rates can be achieved from Krylov subspace methods by adding recycling spaces. In this section, we exploit this technique to accelerate existing method (BiCG) for solving shifted linear systems. The resulting algorithm is referred to as RBiCG-sh, which is also considered as an extension of RBiCG.
A. Collinear Residuals
Krylov subspace methods for the shifted systems are particularly appealing due to the shift-invariant property of Krylov subspace. Nevertheless, the property is no longer satisfied under the augmented Krylov subspace because of
Moreover, as mentioned in [10] , the initial projection of the residual of the seed system and resulting update of the solution rely on the relation (2) between U and C. Even though we can project r σ 0 onto R(C) ⊥ , it is not easily to update the approximation associated with the shifted system. In order to project the residual for the shifted system, Soodhalter et al. [10] presented an ideal method. The approach constructs a recycling space U σ for each shiftsuch that
Although it would require an additional k vectors of storage for each shift, the shift-invariant property could hold by using the equation (3) . Next, we demonstrate that the residuals of the seed and shifted system are collinear. For initial guesses, we choose 
Combining the conditions (3) and (4) yields an augmented Lanczos-like relation for the shifted system,
where B =C * AV j and T
. Using this relation, we follow the similar steps as in [8] and construct the jth solution of the form for the shifted system,
Then the corresponding residual is given by
where
Substituting (8) in (6) yields
Using the equations (8), we can also show that the residuals for the seed and shifted system are collinear.
be an approximation to the solution of Ax = b defined via the following Petrov-Galerkon condition for the residual Proof: By (9), we get
Substituting (8) yields
This implies r
B. Shifted RBiCG
Let P = I − CC * be a projection operator. Using r j ⊥ [CṼ j ], we observed that a recycling Krylov subspace method finds approximate solutions x j for which the residuals r j = b − Ax j are in the Krylov space K m−k (P A, P r 0 ). As a consequence, the corresponding residual can be written as
where Φ j is a polynomial of degree ≤ j −1 with Φ j (0) = 1. 
= . . .
which completes the proof.
For solving the shifted system, we consider the collinear residual approach as follows,
Combining (13), (14) and (15) yields
From the RBiCG algorithm [8] , the following three-term recurrence relation holds,
Since r j = Φ j (P A)P r 0 and Φ j is the RBiCG polynomials, (16) becomes
(17) Evaluating at t = −σ and using π σ j = π j (−σ) we get
Similarly, applying the RBiCG method to the shifted system (A + σI)x σ = b, we consider updating the residual r σ j+1 of the shifted system with the following three-term recurrence relation 
(20) Then compared the coefficients with (16), the computational formulas for the other parameters are obtained
If we initialize π σ −1 = 1, the relations (18) and (21) remain hold for j = 0.
By (19), we are now able to formulate the recurrence for the solution update of the shifted system
From (23), it is noted that an additional matrix-vector multiplication is required, i.e., Ap σ j . In the following, we propose a strategy to eliminate this multiplication at expense of one auxiliary vector to store. The details are summarized in Algorithm 1.
Finally, the resulting algorithm, RBiCG-sh, is described in Algorithm 2.
Note that it would require an additional k vectors of storage for each shift. Nevertheless, it can be balanced with its faster convergence speed as shown in Section 3.
Algorithm 1 Eliminate the matrix-vector multiplication.
If U andŨ are not available; then initialize U ,Ũ , C andC to empty matrices. 
μ j =C * z j ;μ j = C * z j 10:
μ c = μ c + α j μ j ;μ c =μ c +ᾱ jμj 13:
the shifted system 15:
21: 
28: end for 29:
III. NUMERICAL EXAMPLES In this section, some numerical experiments will be described. The goal of these experiments is to examine the effectiveness of RBiCG-sh (Algorithm 2).
In all of our runs we use a 0 The results in Figures 1 and 2 highlight the interest of performing recycling technique which could improve convergence rate.
Example 4.2. We test RBiCG-sh on the reaction-diffusion Brusselator model matrices RDB1250 and RDB2048 from Matrix Market [14] . For the first example, we consider two values for the shift: σ = Figures 3 and 4 depict the residual history of examples using RBiCG-sh and RBiCG-2S. Comparing BiCG-sh1 and RBiCG-sh2, we see a significant difference in convergence. This difference is due solely to subspace recycling. Compared with RBiCG-2S, RBiCG-sh2 can simultaneously compute solutions for the seed and shifted systems without any additional matrix-vector for iterates of the shifted system.
IV. CONCLUSION
In this paper, we have derived a new extension of RBiCG for shifted linear systems. We adopt a strategy to make the residuals collinear. And then we derive the (3 + k)-term recursion, as short as the seed system, for the shifted linear systems. Moreover, some examples illustrate that our method not only enjoys the benefits of using recycling technique, but also has a potential to simultaneously compute approximate solution for the shifted system together with those for the seed system without investing any additional matrixvector multiplications for the iterates of the shifted system. Therefore, it is concluded that RBiCCG-sh is a competitive method for solving the linear systems with multiple shifts.
