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Abstract
We derive asymptotic estimates for the coefficient of zk in (f (z))n when n → ∞ and k is of order nδ ,
where 0 < δ < 1, and f (z) is a power series satisfying suitable positivity conditions and with f (0) = 0,
f ′(0) = 0. We also show that there is a positive number ε < 1 (easily computed from the pattern of non-
zero coefficients of f (z)) such that the same coefficient is positive for large n and ε < δ < 1, and admits an
asymptotic expansion in inverse powers of k. We use the asymptotic estimates to prove that certain finite
sums of exponential and trigonometric functions are non-negative, and illustrate the results with examples.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let f (z) be a power series in z with real coefficients and positive radius of convergence R. In
this paper, we consider the problem of asymptotic evaluation of the coefficients of large powers
of f (z). We will denote the coefficient of xk in f (z) by fˆ (k), and the coefficient of xk in (f (z))n
by f̂ n(k). As we will soon discuss, we are especially interested in the case that the parameter k
goes to infinity with n, but in such a way that the ratio k/n goes to zero. Since multiplication
of f (z) by a monomial czm simply corresponds to replacing fˆ (k) by cfˆ (k − m), we assume
throughout that f (0) = fˆ (0) = 1.
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fˆ (k) = 1
2πrk
π∫
−π
f
(
reiθ
)
e−ikθ dθ, (1)
where r is any positive number less than R. In fact, the right side of (1) is defined for every real
number k, and so we can define fˆ (k) for real k by the same formula.
Replacing f (z) with (f (z))n, the study of the corresponding integral formula
f̂ n(k) = 1
2πrk
π∫
−π
(
f
(
reiθ
))n
e−ikθ dθ (2)
when n is large provides asymptotic estimates for the coefficients of large powers of f (z).
The freedom of choice for r in such integral representations provides a powerful analytic
method for many asymptotic evaluations, and this approach has been successfully used by several
authors [7–9,12]. See also the survey articles [10,11] (containing an extensive bibliography), and
the book [4, Chapter VIII]. The article [5] reviews results in the case that n and k remain roughly
proportional, and under the assumptions that all coefficients of f (z) are positive, and f (0) = 0,
f ′(0) = 0. The same article presents extensions to the case that k and n have more general
relationships, and when a multiplicative factor ψ(z) is introduced (so that the coefficients of
ψ(z)(f (z))n are the object of study).
When all coefficients of f (z) are positive, the main contribution to the integral (1) for large
n comes from a small neighborhood of θ = 0, because the function θ → |f (reiθ )| has an ab-
solute maximum there. If f ′(0) = 0, there will be other relative maxima of the same function in
[−π,π], but the corresponding contributions to the integral will be negligible provided k remains
large enough when n grows.
The present article addresses the problem of deriving full asymptotic expansions (or upper
bound estimates when a full expansion is not possible) for the coefficients fˆ (k) when the ratio
k/n is in an especially delicate range: large enough so that the integral representation method is
still useful, but not large enough to neglect the contributions to the integral (1) arising from the
relative maxima of θ → |f (reiθ )| at points other than θ = 0. The condition that all coefficients
be positive will be replaced by the following weaker condition. We say that f is strongly positive
at r if∣∣f (reiθ )∣∣< f (r) for 0 < θ < 2π
and we say that f is strongly positive if it is strongly positive at every r . If f is strongly positive
at r , we define μf (r) = rf ′(r)/f (r), and σf (r) = rμ′f (r).
When f (z) is a polynomial, it is easy to check that μf (r) → 0 as r → 0 (remember our stand-
ing assumption that f (0) = 1), and μf (r) → degf as r → ∞. It is proved in [1, Theorem 6.4]
that strong positivity on an open interval containing r is enough to ensure that σf (r) > 0. Hence
for strongly positive polynomials, μf provides a bijection from (0,∞) to (0,degf ). Since by
definition fˆ (k) = 0 for k /∈ [0,degf ] (and the boundary points 0 and degf are trivial), we can
estimate all coefficients of (f (z))n if we can estimate f̂ n(nμf (r)) for all r ∈ (0,∞).
In the general case of a strongly positive power series with radius of convergence R, μf is still
strictly increasing on (0,R), and μf (r) → 0 as r → 0. One of the results of [3, Theorem 4.1]
is to show that f̂ n(nμf (r)) has an asymptotic expansion with dominant term (f (r))
n
r
nμf (r)
√
2πnσ (r)f
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remains bounded away from zero, or f ′(0) = 0. In the present work, we investigate the case
f ′(0) = 0 and k/n → 0. We find that there is a positive number 0 = 0(f ) < 1 (easily calcu-
lated from the pattern of non-zero coefficients of f ) such that f̂ n(k) has a similar asymptotic
expansion, with same dominant term, whenever k is of order nδ for some δ ∈ (0,1).
If k is of order nδ with 0 < δ  0, then the problem becomes more difficult, and the initial
pattern of non-zero coefficients plays an increasingly important role as δ decreases. An asymp-
totic expression for the coefficients f̂ n(k) when n is large can still be found. However, in some
cases the expression found this way vanishes, and then we only obtain an upper bound for the
asymptotic size of the coefficient. In this case, it may be possible to obtain the exact asymptotic
behaviour by considering higher order terms, but this would require considerable more work.
As an unintended consequence of the asymptotic estimates, we obtain a curious result on the
non-negativity of certain finite sums involving trigonometric and exponential functions that we
cannot prove in any other way. We also provide examples with 0 < δ  0 illustrating both the
case in which the expression derived is strictly positive, and the case in which it vanishes. While
the case k bounded can easily be treated with Stirling’s formula, if k goes to infinity slower than
a power of n, the methods of this paper do not provide any estimate for the coefficients f̂ n(k),
and the problem of their estimate in that range remains open.
This paper complements and extends the work done in [2] and [3]. For the reader’s conve-
nience, in the next section we summarize all the results from those papers needed here.
2. Summary of needed results from previous work
We will assume throughout that f is a non-constant power series with positive radius of
convergence, normalized such that f (0) = 1, and strongly positive at all sufficiently small r > 0.
We define L(f ) = {k > 0: fˆ (k) = 0}. If gcdL(f ) = d > 1, we can write f (z) = g(zd) for some
power series g such that gcdL(g) = 1, and then fˆ (k) = 0 if k is not a multiple of d , while
fˆ (dk) = gˆ(k). Hence, without losing generality, we will assume that gcdL(f ) = 1.
Let l = l(f ) = minL(f ). Then our standing condition f ′(0) = 0 is equivalent to l > 1. If m =
[l/2] is the greatest integer not exceeding l/2, and 1  j  m, there is some integer k ∈ L(f )
such that jk is not a multiple of l. We define lj = min{k ∈ L(f ): jk ≡ 0 (mod l)}, 1 j m,
and l0 = l (the set {lj : 0 j m} of exponents was first considered by Hayman in [6]).
The results from previous work that will be needed here are labeled (I)–(VI) below. We remark
that in order to derive only the asymptotic estimates of Theorem 2 and the subsequent examples
(in other words, if the full asymptotic expansion of Theorem 1 is not needed), only (I)–(V) are re-
quired. Since (I) and (II) amount to easily checked estimates, all the required background for the
asymptotic estimates and examples are contained in [2]. While that paper treats the polynomial
case, all the results quoted below remain valid for power series, with virtually identical proofs.
(I) (See Lemma 5.2 of [3], or Section 4 of [1].) As r → 0+, we have
(a) μf (r) = lfˆ (l)rl + O
(
rl+1
)
, and
(b) σf (r) = l2fˆ (l)rl + O
(
rl+1
)
.
(II) If we define the function φ(r, z) on the set
V = {(r, z) ∈ [0,∞) ×C: Ref (rez)> 0}
by the equation
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f (r)
= exp
(
μf (r)z + 12σf (r)z
2φ(r, z)
)
for z = 0, r > 0, and
φ(r,0) = 1,
φ(0, z) = 2e
lz − 1 − lz
(lz)2
= 1 + 2
∞∑
k=0
(lz)k+1
(k + 3)! ,
then we can write
φ(r, z) = 2e
lz − 1 − lz
(lz)2
+ rzH(r, z),
where H(r, z) is a power series in r and z (this the version of Lemma 5.3 of [3] for the case
l > 1).
(III) Strong positivity of f at all sufficiently small r > 0 is equivalent to the condition fˆ (lj ) > 0
for 0 j m (Theorem 1 of [2], or Theorem II of [6]).
(IV) There is some r0 > 0 such that for each r ∈ (0, r0], the function θ → |f (reiθ )| has precisely
m local maxima in the interval (0,π], and if we denote them by θ˜j (r), 1 j m, then the
functions r → θ˜j (r) are continuous on (0, r0], and limr→0+ θ˜j (r) = 2πjl . If l is even, then
θ˜m(r) = π for all r ∈ (0, r0] (Proposition 2 of [2]).
(V) Let θj = 2πjl , 1 j m. If l > 2, define
l′j = min
{
k ∈ L(f ): 2jk ≡ 0 (mod l)}, 1 j < l/2.
(Note that by definition of lj and l′j , we have l′j  lj , exp(ilj θj ) = 1, sin(θj l′j ) = 0, and if
l is odd, then l′j = lj .) Then, if l > 2 and j < l/2, we have (Lemma 3 of [2]):
θ˜j (r) = θj − rl
′
j−l l
′
j fˆ (l
′
j )
l2fˆ (l)
sin
(
θj l
′
j
)(
1 + O(r)) as r → 0+.
(VI) (Proposition 2.2 of [3]) Suppose that φ(z) is analytic in a neighborhood of z = 0, with
φ(0) = 1, and let ε > 0 be such that |φ(z) − 1| 1/2 for |z| 2ε. Let
G(λ) =
ε∫
−ε
e−λ2θ2φ(iθ) dθ.
Then as λ → ∞, G(λ) has the asymptotic expansion
G(λ) ∼
√
π
λ
(
1 +
∞∑
ν=1
aνλ
−2ν
)
, where aν = (−1)
ν
4νν!
[
d2ν
dz2ν
(
φ(z)
)−ν−1/2]
z=0
.
3. Expansions near the local maxima
We begin by further normalizing f (z). If g(z) = f (az), then clearly gˆ(k) = akfˆ (k). Hence
no generality is lost if we choose a suitable a that will simplify our formulas, and in view of (I) of
the previous section, we will from now on assume that lfˆ (l) = 1. So we consider powers series
f (z) of form f (z) = 1 + 1
l
xl + fˆ (l + 1)zl+1 + · · · .
The next lemma is a refinement of Proposition 4 of [2].
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Aj = fˆ (lj )
(
eilj θj − 1).
Then we have
e−iθ˜j (r) f (re
iθ˜j (r))
f (r)
= exp(−iμθj + Ajrlj + O(rlj+1)) as r → 0+.
Proof. Define
Bj =
{0 if l is even and j = m,
l′j fˆ (l′j )
l
sin(θj l′j ) in all other cases.
Using (V) above, we find
f
(
reiθ˜j (r)
)
=
∑
k
fˆ (k)rk exp
(
ik
(
θj − Bj rl
′
j−l + O(rl′j−l+1)))
=
∑
k<lj
fˆ (k)rk exp
(
ik
(−Bj rl′j−l + O(rl′j−l+1)))+ fˆ (lj )eilj θj rlj + O(rlj+1)
(
because eikθj = 1 for k < lj , and l′j − l  1
)
= 1 +
∑
lk<lj
fˆ (k)rk
(
1 − ikBj rl′j−l + O
(
r
l′j−l+1))+ fˆ (lj )eilj θj rlj + O(rlj+1)
(
because fˆ (0) = 1, and fˆ (k) = 0 for 0 < k < l)
= 1 +
∑
lk<lj
fˆ (k)rk − iBj rl
′
j + O(rl′j+1)+ fˆ (lj )eilj θj rlj + O(rlj+1)
=
∑
0k<lj
fˆ (k)rk − iBj rl′j + fˆ (lj )eilj θj rlj + O
(
rlj+1
) (
because l′j  lj
)
.
Since
f (r) =
∑
0k<lj
fˆ (k)rk + fˆ (lj )rlj + O
(
rlj+1
)
and
( ∑
0k<lj
fˆ (k)rk
)−1
= 1 + O(rl),
we find
f (reiθ˜j (r))
f (r)
=
∑
0k<lj fˆ (k)r
k − iBj rl
′
j + fˆ (lj )eilj θj rlj + O(rlj+1)∑
0k<lj fˆ (k)r
k + fˆ (lj )rlj + O(rlj+1)
=
1 + (fˆ (lj )eilj θj rlj − iBj rl′j + O(rlj+1))(∑0k<lj fˆ (k)rk)−1
1 + (fˆ (lj )rlj + O(rlj+1))(∑0k<lj fˆ (k)rk)−1
= 1 − iBj r
l′j + fˆ (lj )eilj θj rlj + O(rlj+1)
1 + fˆ (lj )rlj + O(rlj+1)
= (1 − iBj rl′j + fˆ (lj )eilj θj rlj + O(rlj+1))(1 − fˆ (lj )rlj + O(rlj+1))
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(
eilj θj − 1)rlj − iBj rl′j + O(rlj+1)
= exp(Ajrlj − iBj rl′j + O(rlj+1)).
On the other hand, we have from (V) (or (IV) if l is even and j = m) and (I)(a):
e−iθ˜j (r) = exp(−iμθj + iμBj rl′j−l(1 + O(r)))
= exp(−iμθj + iBj rl′j + O(rl′j+1))
and the result follows. 
Lemma 2. Let 1 j m. Then there is some r1 > 0 and a continuous function F(r, θ) defined
for 0 θ  2π and 0 r  r1 such that F(r,0) = 0, and
f (reiθ˜j (r)eiθ )
f (reiθ˜j (r))
= f (re
iθ )
f (r)
exp
(
rlj F (r, θ)
)
.
Proof. Clearly if the above equation defines F(r, θ) for r > 0, then F(r,0) = 0. Hence we
only need to show that F(r, θ) is bounded as r → 0+. From (IV) and (V), we have θ˜j (r) =
θj + O(rl′j−l ). Define g(r) = reiθ˜j (r). If k ∈ L(f ) and 0 < k < lj , then eikθj = 1 and so(
g(r)
)k = rkeikθj (1 + O(rl′j−l))= rk + O(rl′j )= rk + O(rlj ),
because k  l and l′j  lj . So we find
f
(
g(r)eiθ
)= 1 + ∑
0<k<lj
fˆ (k)
(
g(r)
)k
eikθ +
∑
klj
fˆ (k)
(
g(r)
)k
eikθ
= 1 +
∑
0<k<lj
fˆ (k)rkeikθ + O(rlj )+ ∑
klj
f̂ e(k)
(
g(r)
)k
eikθ .
Note that the estimate O(rlj ) in the last equation is uniform in θ , and similarly the last sum is
O(rlj ) uniformly in θ . Moreover, extending the first sum to all k only adds a term O(rlj ), again
uniformly in θ . In other words, we can find some r1 > 0 and a continuous function G(r, θ) on
[0, r1] × [0,2π] so that
f
(
g(r)eiθ
)= f (reiθ )+ rlj G(r, θ).
Hence we find
f (g(r)eiθ )
f (g(r))
= f (re
iθ ) + rlj G(r, θ)
f (r) + rlj G(r,0) =
f (reiθ )[1 + rlj G(r, θ)(f (reiθ ))−1]
f (r)[1 + rlj G(r,0)(f (r))−1]
and the result follows (by decreasing r1 if necessary) because f (reiθ ) = 1 + O(r) uniformly
in θ . 
4. Preliminary estimates
Now take r0 > 0 and ε > 0 small enough so that the intervals (θ˜j (r) − ε, θ˜j (r) + ε), (0, ε)
are all disjoint for 1 j m and 0 < r  r0. We make the following definitions, for 0 < r  r0,
n 1, and any integer k:
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λ =
√
nσ
2
,
I0 =
√
2nσ
π
ε∫
0
(
f (reiθ )
f (r)
)n
e−ikθ dθ,
Ij =
⎧⎪⎨⎪⎩
√
2nσ
π
∫ π
π−ε
(f (reiθ )
f (r)
)n
e−ikθ dθ if l is even and j = m,√
2nσ
π
∫ θ˜j (r)+ε
θ˜j (r)−ε
(f (reiθ )
f (r)
)n
e−ikθ dθ in all other cases,
W = [0,π]
∖(
[0, ε] ∪
m⋃
j=1
[
θ˜j (r) − ε, θ˜j (r) + ε
])
,
J =
√
2nσ
π
∫
W
(
f (reiθ )
f (r)
)n
e−ikθ dθ.
Since the coefficients fˆ (k) are real, we can write
rk
√
2πnσ
f̂ n(k)
(f (r))n
= rk√2πnσ 1
2πrk
π∫
−π
(
f (reiθ )
f (r)
)n
e−ikθ dθ
= rk√2πnσ 1
πrk
Re
π∫
0
(
f (reiθ )
f (r)
)n
e−ikθ dθ
= Re
(
I0 +
m∑
j=1
Ij + J
)
. (3)
We write g(n) ≈ h(n) to mean that g(n) = O(h(n)) and h(n) = O(g(n)) as n → ∞. Equiv-
alently, there is a constant c  1 such that 1
c
h(n) g(n) ch(n) for all large n. We also write
g(n)  h(n) to mean that g(n)/h(n) → 1 as n → ∞. Both ≈ and  are equivalence relations.
Our first lemma in this section shows that as long as k → ∞ like nδ for some positive δ < 1,
the integral J is quite small. Recall that φ(r, z) defined in (II) approaches 1 uniformly in r as
z → 0. So by decreasing ε if necessary, we can make sure that |φ(r, iθ) − 1| 1/2 for |θ | ε,
0 < r  r0.
Lemma 3. Suppose that 0 < δ < 1, k ≈ nδ, and r > 0 is defined by k = nμf (r). Then J =
o(λ−N) for every N > 0, in the sense that λNJ → 0 as n → ∞.
Proof. Note that r = μ−1f (k/n) → 0 as n → ∞. We find, for large n,
|J | =
√
2nσ
π
∣∣∣∣ ∫
W
(
f (reiθ )
f (r)
)n
e−ikθ dθ
∣∣∣∣
√
2nσ
π
∫
W
∣∣∣∣f (reiθ )f (r)
∣∣∣∣n dθ
 π
√
2nσ
max
{∣∣∣∣f (reiθ ) ∣∣∣∣n: θ ∈ W},π f (r)
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our choice of ε, we find∣∣∣∣f (reiε)f (r)
∣∣∣∣n = ∣∣exp(−ε2λ2φ(r, iε))∣∣ exp(−ε2λ2/2).
From (I)(b), λ2 ≈ nσ ≈ nrl , and using Lemmas 1 and 2,∣∣∣∣f (rei(θ˜j (r)±ε))f (r)
∣∣∣∣n = ∣∣∣∣f (rei(θ˜j (r)±ε))
f (reiθ˜j (r))
∣∣∣∣n∣∣∣∣f (reiθ˜j (r))f (r)
∣∣∣∣n
=
∣∣∣∣f (reiε)f (r)
∣∣∣∣n∣∣exp(nrlj F (r, θ) + nO(rlj ))∣∣
 exp
(−ε2λ2/2 + bnrlj ) exp(−anrl + bnrlj ),
where a and b are positive constants. Since lj > l, we can find a constant c > 0 such that the last
expression is bounded by e−cλ2 , and the result follows. 
Lemma 4 below shows that Ij is quite small when k is large enough.
Lemma 4. Suppose that 1 j m, 1 − l
lj
< δ < 1, k ≈ nδ, and r > 0 is defined by k = nμf (r).
Then Ij = o(λ−N) for every N > 0.
Proof. Note that r = μ−1f (k/n) → 0 as n → ∞. By definition of θ˜j (r), and using Lemma 1, we
find, for large n (when either l is odd or j = m),
|Ij | =
√
2nσ
π
∣∣∣∣∣
θ˜j (r)+ε∫
θ˜j (r)−ε
(
f (reiθ )
f (r)
)n
e−ikθ dθ
∣∣∣∣∣

√
2nσ
π
θ˜j (r)+ε∫
θ˜j (r)−ε
∣∣∣∣f (reiθ )f (r)
∣∣∣∣n dθ  2ε
√
2nσ
π
∣∣∣∣f (reiθ˜j (r))f (r)
∣∣∣∣n
= 2ε
√
2nσ
π
exp
(−fˆ (lj )(1 − cos(lj θj ))nrlj (1 + O(r))).
By definition of lj , 1−cos(lj θj ) > 0, and from (III) we have fˆ (lj ) > 0. Hence we can find a pos-
itive constant c such that |Ij | 2ε
√
2nσ
π
exp(−cnrlj ). In case l is even and j = m, the integral is
over [π − ε,π], and the same estimate holds with 2ε replaced by ε. Since k = nμf (r) ≈ nδ , us-
ing (I)(a) we find that r ≈ n(δ−1)/ l, and hence, from (I)(b), λ = √nσ/2 ≈ nδ/2. So we conclude
that λN |Ij |  An(N+1)δ/2 exp(−cn1+lj (δ−1)/ l) = An(N+1)δ/2 exp(−cnb), where A is a positive
constant, and b = lj (δ − (1 − l/ lj ))/ l > 0. Hence Ij = o(λ−N). 
The next lemma estimates Ij when k is not too large.
1334 V. De Angelis / J. Math. Anal. Appl. 334 (2007) 1326–1340Lemma 5. Suppose that 0 < δ  1 − l
lj
, k ≈ nδ , k ≡ s (mod l), and r > 0 is defined by k =
nμf (r). Let γj = fˆ (lj ) if δ = 1 − llj , and γj = 0 if δ < 1 − llj . Then we find
lim
n→∞ Re Ij =
{
(−1)se−2γm if l is even and j = m,
2e−γj (1−cos(lj θj )) cos(sθj − γj sin(θj lj )) in all other cases.
Proof. First assume that either l is odd, or j = m. Using Lemmas 1 and 2, we can write
Ij =
√
2nσ
π
θ˜j (r)+ε∫
θ˜j (r)−ε
(
f (reiθ )
f (r)
)n
e−ikθ dθ
=
√
2nσ
π
e−ikθ˜j (r)
ε∫
−ε
(
f (reiθ˜j (r)eit )
f (r)
)n
e−ikt dt
=
√
2nσ
π
(
e−iμθ˜j (r) f (re
iθ˜j (r))
f (r)
)n ε∫
−ε
(
f (reiθ˜j (r)eit )
f (reiθ˜j (r))
)n
e−ikt dt
=
√
2nσ
π
e−ikθj+nAj r
lj +O(nrlj +1)
ε∫
−ε
(
f (reit )
f (r)
)n
enr
lj F (r,t)−ikt dt
=
√
2nσ
π
e−ikθj+nAj r
lj +O(nrlj +1)
ε∫
−ε
e−nσ t2φ(r,it)/2+nr
lj F (r,t) dt
=
√
2nσ
π
e−ikθj+nAj r
lj +O(nrlj +1) 1
λ
λε∫
−λε
e−x2φ(r,ix/λ)+nr
lj F (r,x/λ) dx
= 2√
π
exp
(−ikθj + nrlj fˆ (lj )(eilj θj − 1)+ O(nrlj+1))
×
λε∫
−λε
e−x2φ(r,ix/λ)+nr
lj F (r,x/λ) dx.
The assumptions imply that nrlj  n1+lj (δ−1)/ l and the exponent of n on the right side is  0,
with equality if and only if δ = 1 − l
lj
. Hence fˆ (lj )nrlj → γj .
To evaluate the integral on the right side, use the fact that |φ(r, it) − 1|  1/2 for |t |  ε
and F(r,0) = 0 to find a constant b such that the integrand is bounded by exp(−x2/2 + b).
Hence using the dominated convergence theorem we find that the integral converges to∫∞
−∞ e
−x2 dx = √π , and the result follows by taking the real part of the limit.
The case l even and j = m is the same, except that the final integral is over (−∞,0), and the
result follows because in this case θm = π and lm is odd. 
Our final lemma in this section shows that as long as k → ∞ at least like nδ for some pos-
itive δ, the contribution to f̂ n(k) coming from I0 is at least as significant as the contribution
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sion for Re I0 given in the proof of Theorem 1 below, but we derive it here without appealing
to [3].
Lemma 6. Suppose 0 < δ < 1, k ≈ nδ , and let r > 0 be defined by k = nμf (r). Then
limn→∞ Re I0 = 1.
Proof. We have
Re I0 = 12
√
2nσ
π
ε∫
−ε
(
f (reiθ )
f (r)
)n
e−ikθ dθ =
√
nσ
2π
ε∫
−ε
e−λ2θ2φ(r,iθ) dθ
= 1√
π
λε∫
−λε
e−x2φ(r,ix/λ) dx.
As before, the integrand is bounded by e−x2/2, and so taking the limit as n → ∞ we get our
result. 
5. Asymptotic estimates of coefficients
Our first theorem extends Theorem 4.1 of [3] to the case that k/n → 0 as n → ∞, and Theo-
rem 5.4 in the same paper to the case f ′(0) = 0.
Theorem 1. Let 0 = max(1 − llj : 1  j  m), and 0 < δ < 1. If k ≈ nδ and r is defined by
k = nμf (r), then as n → ∞, f̂ n(k) has the asymptotic expansion
f̂ n(k) ∼ (f (r))
n
rk
√
2nπσ
(
1 +
∞∑
ν=1
cν
kν
)
,
where
cν = (−1)
νμν
σ 2νν!
[
∂2ν
∂z2ν
(
φ(r, z)−ν−1/2
)]
z=0
.
Proof. As in the proof of Lemma 6,
Re I0 =
√
nσ
2π
ε∫
−ε
e−λ2θ2φ(r,iθ) dθ.
Using (VI), this expression has the asymptotic expansion
Re I0 ∼ 1
λ
√
nσ
2
(
1 +
∞∑
ν=1
aνλ
−2ν
)
= 1 +
∞∑
ν=1
cν
kν
.
By Lemma 4, J and all Ij are o(λ−ν) for every ν, and the result follows from (3). 
The next theorem provides asymptotic estimates for the coefficients f̂ n(k) whenever k is in
the specified range.
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γj =
⎧⎪⎨⎪⎩
0 if lj > l1−δ ,
fˆ (lj ) if lj = l1−δ ,
∞ if lj < l1−δ ,
and
ψj (s) =
{
(−1)se−2γm if l is even and j = m,
2e−γj (1−cos(lj θj )) cos(sθj − γj sin(lj θj )) in all other cases,
where we use the convention e−∞ = 0.
Then
lim
n→∞ r
k
√
2πnσ
f̂ n(k)
(f (r))n
= 1 +
m∑
j=1
ψj(s).
Proof. From (3),
rk
√
2πnσ
f̂ n(k)
(f (r))n
= Re
(
I0 +
m∑
j=1
Ij + J
)
.
From Lemma 3, ReJ → 0, and from Lemma 6, Re I0 → 1. If lj < l/(1 − δ), Lemma 4 shows
that Re Ij → 0. If lj  l/(1 − δ), Lemma 5 shows that
Re Ij → 2 exp
(−γj (1 − cos(lj θj ))) cos(sθj − γj sin(θj lj )) if l is odd or j = m,
and
Re Im → exp(−2γm)(−1)s if l is even. 
The next proposition is included as a curiosity: while in specific examples it seems always
easy to prove the non-negativity of the function there described directly, I could not find a direct
proof of the general case (without appealing to the previous results).
Proposition 3. Let L be a finite set of positive integers such that gcd{k: k ∈ L} = 1. Let l =
minL, and assume that l > 1. Let m = [l/2]. For each j , 1 j m, let
lj = min
{
k ∈ L: jk ≡ 0 (mod l)}.
Fix u ∈ {l1, l2, . . . , lm}, and let
γj = γj (t) =
⎧⎨⎩
0 if lj > u,
t if lj = u,
∞ if lj < u.
Let θj = 2πj/l, and let s be an integer. Define
ψj (s, t) =
{
(−1)se−2γm if l is even and j = m,
2e−γj (1−cos(lj θj )) cos(sθj − γj sin(lj θj )) in all other cases.
Then 1 +∑mj=1 ψj(s, t) 0 for all t  0 and all s.
V. De Angelis / J. Math. Anal. Appl. 334 (2007) 1326–1340 1337Proof. Consider the polynomial
p(x) = 1 + 1
l
xl +
∑
k∈L
k =l, k =u
xk + txu.
Taking δ = 1 − l/u and k = ln1−l/u + s, the asymptotic estimate for the coefficient of xk in
(p(x))n is, according to Theorem 2,
lim
n→∞ r
k
√
2πnσ
p̂n(k)
(p(r))n
= 1 +
m∑
j=1
ψj(s, t).
Since p(x) has no negative coefficients, the right side must be non-negative. 
The following lemma will be needed in some of the examples in the next section.
Lemma 7. Suppose r(t) is defined by the equation μp(r(t)) = t l for t > 0, and r(0) = 0. Then
r(t) is analytic at t = 0.
Proof. We can write μp(r) = rl + rl+1G(r) where G(r) is analytic at r = 0. Let ρ(t) = r(t)/t ,
t > 0, and ρ(0) = 1. Then the equation defining r(t) gives us(
ρ(t)
)l + t(ρ(t))l+1G(r(t))= 1.
Since μp is strictly increasing as a function of r , r(t) is clearly bounded as t → 0+. Hence letting
t approach 0 in the above equation, we find that ρ(t) is continuous at t = 0. If we let F(t, ρ) =
ρl + tρl+1G(tρ), we have ∂F
∂ρ
(0,1) = l > 0. By the implicit function theorem, ρ(t) defined by
F(t, ρ(t)) = 1 exists and is unique, and it is analytic at t = 0. So r(t) = tρ(t) is also analytic
at t = 0. 
6. Examples
We conclude with a few examples. Example 1 is one of the simplest cases, and Example 2 was
chosen because it does not seem immediately evident that the corresponding function ψj(s, t)
is non-negative. Example 3 illustrates a case in which the set {lj : 1 j  l/2} has more than
one element, and Example 4 is used to show that sometimes the estimate provided by Theorem 2
is only an upper bound.
Example 1. Let p(x) = 1+ 13x3 +bx4, where b is a positive number. So we have (in the notation
of Theorem 1) l = 3, m = 1, l1 = 4, and ε0 = 1/4. So if 1/4 < δ < 1, k ≈ nδ , and r is defined
by k = nμp(r), the asymptotic expansion of Theorem 1 applies. An explicit expression for the
dominant term as a function of n and k alone will in general depend on the size of δ.
We now choose δ = 1/4, n = k4, and we derive the asymptotic estimate in terms of k for the
coefficient of xk in (p(x))k4 when k is large, as given by Theorem 2. The power expansion of
μp(r) at r = 0 is
μp(r) = r3 + 4br4 + O
(
r6
)
.
In this case, the equation nμp(r) = k defining r becomes μp(r) = 1/k3, and so r  n−1/4 =
1/k. In order to find the asymptotic behaviour of the terms rk and (p(r))n appearing in Theo-
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as a power series in 1/k:
r = c1 1
k
+ c2 1
k2
+ · · · . (4)
So c1 = 1, and substituting (4) into 1/k3 = r3 + 4br4 + O(r6), we find c2 = −4b/3. Hence
r = 1
k
− 4b
3k2
+ O
(
1
k3
)
= 1
k
(
1 − 4b
3k
+ O
(
1
k2
))
and we conclude that
rk  1
kk
exp
(
−4b
3
)
as k → ∞.
In a similar way, expanding p(r) we find
p(r) = 1 + 1
3k3
− b
3k4
+ O
(
1
k5
)
,
and so(
p(r)
)k4  exp(k
3
− b
3
)
.
Finally, γ1 = b, θ1 = 2π/3, and using (I)(b) of Section 2,
√
2πnσp(r) 
√
6πk, so the estimate
of Theorem 2 gives us
p̂k
4
(k) =
∑
3v+4w=k
u+v+w=k4
(k4)!
u!v!w!
(
1
3
)v
bw  k
kek/3√
6πk
eb
(
1 + 2e−3b/2 cos
(
2πk
3
− b
√
3
2
))
.
Example 2. Let L = {15,20,21}. Then l = 15, and {lj : 1 j  7} = {20,21}. Choosing u = 21
in Proposition 3, we have lj = u for j = 3,6, and so the function
g(s, t) = 1 + 2e−t (5−
√
5)/4 cos
(
2πs
5
− t
√
5 + √5
8
)
+ 2e−t (5+
√
5)/4 cos
(
4πs
5
− t
√
5 − √5
8
)
is non-negative for all t  0 and all integers s.
Example 3. Let p(x) = 1+ 19x9 + bx15 + cx25, where b and c are positive numbers. So we have
l = 9, l1 = l2 = l4 = 15, l3 = 25 and {1 − l/ lj : 1 j  4} = {2/5,16/25}. Hence ε0 = 16/25,
and Theorem 1 applies when k ≈ nδ with 16/25 < δ < 1.
To illustrate Theorem 2, we first choose δ = 16/25, n = m25, k = m16, and we derive the
asymptotic estimate of the coefficient of xk in (p(x))n when m is large. The equation nμp(r) = k
gives us μp(r) = 1/m9, and we need to expand r as a power series in 1/m in order to estimate
rk and (p(r))n. Since r  1/m, p(r)  1, k = m16 and n = m25, we need to expand r up to
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we find:
r = 1
m
(
1 − 5b
3m6
+ 1
81m9
+ 275b
2
9m12
− 53b
243m15
− 25c
9m16
+ O
(
1
m17
))
and
log(mr) = − 5b
3m6
+ 1
81m9
+ 175b
2
6m12
− 16b
81m15
− 25c
9m16
+ O
(
1
m17
)
.
Hence
rk  1
mk
exp
(
−5b
3
m10 + 1
81
m7 + 175b
2
6
m4 − 16b
81
m − 25c
9
)
.
Similarly,
p(r) = 1 + 1
9m9
− 2b
3m15
+ 1
81m18
+ 50b
2
3m21
− 16b
81m24
− 16c
9m25
+ O
(
1
m26
)
and
logp(r) = 1
9m9
− 2b
3m15
+ 1
162m18
+ 50b
2
3m21
− 10b
81m24
− 16c
9m25
+ O
(
1
m26
)
.
Hence(
p(r)
)n  exp(1
9
m16 − 2b
3
m10 + 1
162
m7 + 50b
2
3
m4 − 10b
81
m − 16c
9
)
.
We can also (more easily) compute√
2πnσp(r)  3m8
√
2π
and
1 +
4∑
j=1
ψj(s) = 1 + 2e−3c/2 cos
(
2πs
3
−
√
3
2
c
)
,
and so we obtain the estimate
p̂n(k) =
∑
9v+15w+25z=m16
u+v+w+z=m25
(m25)!
u!v!w!z!
(
1
9
)v
bwcz
 m
k
3
√
2πk
eP(m)
(
1 + 2e−3c/2 cos
(
2πk
3
−
√
3
2
c
))
as m → ∞, where n = m25, k = m16, and
P(m) = 1
9
m16 + bm10 − 1
162
m7 − 25b
2
2
m4 + 2b
27
m + c.
Example 4. We use the same polynomial of Example 3, but we choose δ = 1 − 9/15 = 2/5,
n = m15, k = m6. Using the expansion for r found in Example 3, we obtain
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(
1
m
)m6
e−5b/3,
(
p(r)
)n  exp(m6
9
− b
6
)
,√
2πnσp(r)  3m3
√
2π,
1 +
4∑
j=1
ψj(s) =
(
1 + 2 cos 2πk
3
)(
1 + 2e−3b/2 cos
(
2πk
9
+ b
√
3
2
))
.
Note that the last expression is identically zero if k is not a multiple of 3. If k is a multiple of 3,
Theorem 2 gives us
p̂n(k) =
∑
9v+15w+25z=m6
u+v+w+z=m15
(m15)!
u!v!w!z!
(
1
9
)v
bwcz
 m
kek/9√
2πk
eb
(
1 + 2e−3b/2 cos
(
2πk
9
+ b
√
3
2
))
as m → ∞, where n = m15, k = m6, k ≡ 0 (mod 3).
If k is not a multiple of 3, the factor mkek/9
3
√
2πk
eb is only an upper bound for p̂n(k).
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