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AN INTEGRAL IDENTITY WITH APPLICATIONS IN
ORTHOGONAL POLYNOMIALS
YUAN XU
Abstract. For λ = (λ1, . . . , λd) with λi > 0, it is proved that
d∏
i=1
1
(1 − rxi)λi
=
Γ(|λ|)∏
d
i=1
Γ(λi)
∫
T d
1
(1− r〈x, u〉)|λ|
d∏
i=1
u
λi−1
i
du,
where T d is the simplex in homogeneous coordinates of Rd, from which a new
integral relation for Gegenbuer polynomials of different indexes is deduced. The
latter result is used to derive closed formulas for reproducing kernels of orthogonal
polynomials on the unit cube and on the unit ball.
1. Introduction
Let Rd+ = {x ∈ R
d : x1 ≥ 0, . . . , xd ≥ 0} be the positive quadrant of R
d. Let
T d−1 be the simplex in Rd−1 defined by T d−1 := {y ∈ Rd−1+ : |y| ≤ 1}, where |y| :=
y1 + · · ·+ yd−1. Written in homogeneous coordinates, this simplex is equivalent to
T d := {y ∈ Rd+ : |y| = 1}.
Observe that T 2 reduces to the interval [0, 1]. The main result in this paper is the
following integral identity and its applications.
Theorem 1.1. Let d = 2, 3, . . . and λ = (λ1, . . . , λd) with λi > 0, 1 ≤ i ≤ d. For
x ∈ Rd and r ≥ 0 such that r|xi| ≤ 1, 1 ≤ i ≤ d,
(1.1)
d∏
i=1
1
(1− rxi)λi
=
Γ(|λ|)∏d
i=1 Γ(λi)
∫
T d
1
(1− r〈x, u〉)|λ|
d∏
i=1
uλi−1i du.
Although the identity (1.1) is elementary, it leads to new identities on the Gegen-
bauer polynomials that have interesting applications to orthogonal polynomials in sev-
eral variables. For λ > −1/2, define
wλ(t) := (1− t
2)λ−1/2, −1 < t < 1.
The Gegenbauer polynomial Cλn is defined as the orthogonal polynomial of degree n
with respect to wλ, normalized by C
λ
n(1) =
(
n+2λ−1
n
)
. It satisfies the relation
cλ
∫ 1
−1
Cλn(t)C
λ
m(t)wλ(t)dt = h
λ
nδn,m, h
λ
n :=
λ
n+ λ
Cλn(1),
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where cλ is the normalization constant of wλ. Let C˜
λ
n(t) := C
λ
n(t)/
√
hλn. Then C˜
λ
n is
the n-th orthonormal polynomial with respect to wλ. It follows readily that
Zλn(t) := C˜
λ
n(1)C˜
λ
n(t) =
n+ λ
λ
Cλn(t).
The Gegenbauer polynomials satisfy the following generating relations: for 0 ≤ r < 1,
(1.2)
1
(1− 2rt+ r2)λ
=
∞∑
n=0
Cλn(t)r
n and
1− r2
(1− 2rt+ r2)λ+1
=
∞∑
n=0
Zλn(t)r
n.
One application of Theorem 1.1 is a closed formula for the reproducing kernels
of product Gegenbauer polynomials on the cube [−1, 1]d, which will be discussed in
Subsection 3.2. Another application of Theorem 1.1, more directly, gives two new
identities for the Gegenbauer polynomials.
Theorem 1.2. For λ > −1/2 and µ > 0,
(1.3) Cλn(x) = cµσλ,µ
∫ 1
−1
∫ 1
0
Cλ+µn (sx + (1− s)y)s
λ−1(1 − s)µ−1dswµ(y)dy,
and, furthermore,
(1.4) Zλn(x) = cµσλ+1,µ
∫ 1
−1
∫ 1
0
Zλ+µn (sx+ (1 − s)y)s
λ(1 − s)µ−1dswµ(y)dy,
where
σλ,µ :=
Γ(λ+ µ)
Γ(λ)Γ(µ)
and cµ :=
Γ(µ+ 1)
Γ(12 )Γ(µ+
1
2 )
.
These identities are new. It is known in the literature (see, for example, [1, p. 25])
that if µ > 0 and λ > −1/2, then
Cλ+µn (x)
Cλ+µn (1)
=
∫ 1
−1
Cλn(y)
Cλn(1)
dµx(y), −1 ≤ x ≤ 1,
where dµx(y) is strictly positive and absolutely continuous when −1 < x < 1, and it
is a unit mass at y = x when x2 = 1. In comparison, the index of the Gegenbauer
polynomial in the left hand side of the identity (1.3) is smaller than the index appeared
in the right hand side.
The new identities have interesting applications. Since Zλn(〈x, y〉), when λ =
d−2
2 ,
is the reproducing kernel of spherical harmonics of degree n on the unit sphere Sd−1,
the identity (1.4) can be used to derive a closed fromula for the reproducing kernels of
orthogonal polynomials with respect toWλ,µ(x) = ‖x‖
2λ(1−‖x‖2)µ−
1
2 on the unit ball,
which is known only in the case λ = 0 previously. Such a formula plays an essential
role for studying Fourier orthogonal expansions. We shall use it, as an application, to
determine the critical index for Cesa`ro means of orthogonal expansion with respect to
Wλ,µ in Subsection 3.3.
The paper is organized as follows. We prove the main theorems in the following
section and discuss applications of the main results in orthogonal polynomials of several
variables in Section 3.
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2. Proof of Theorems 1.1 and 1.2
The proof of Theorem 1 uses multinomial theorem.
Proof of Theorem 1.1. Observe that
|r〈x, u〉| ≤ r
d∑
i=1
|xi|ui <
d∑
i=1
ui = 1,
so that one can use the multinomial theorem
(1 − s1 − · · · − sd)
ν =
∞∑
n1=0
· · ·
∞∑
nd=0
(−ν)|n|
n1! . . . nd!
sn11 · · · s
nd
d
(see, e.g., [7, Eq. (220) on p. 329]). We then have∫
T d
1
(1− r〈x, u〉)|λ|
d∏
i=1
uλi−1i du
=
∞∑
n1=0
· · ·
∞∑
nd=0
(|λ|)|n|
n1! · · ·nd!
r|n|xn11 · · ·x
nd
d
∫
T d
d∏
i=1
uλi+ni−1i du.
The integral is now a multivariate beta integral∫
T d
d∏
i=1
uλi+ni−1i du =
∫
Td−1
uλ1+n1−11 · · ·u
λd−1+nd−1−1
d−1 (1− |u|)
λd+nd−1 du1 · · · dud−1
=
Γ(λ1 + n1) · · ·Γ(λd + nd)
Γ(|λ|+ |n|)
,
so that∫
T d
1
(1 − r〈x, u〉)|λ|
d∏
i=1
uλi−1i du
=
∞∑
n1=0
· · ·
∞∑
nd=0
(|λ|)|n|
Γ(|λ|+ |n|)
Γ(λ1 + n1) · · ·Γ(λd + nd)
n1! · · ·nd!
r|n|xn11 · · ·x
nd
d .
Now (|λ|)|n| = Γ(|λ|+ |n|)/Γ(|λ|), hence the multiple sum factors into d single sums,
and by the binomial theorem
∞∑
n=0
(λ)n
n!
(rx)n =
1
(1 − rx)λ
, |rx| < 1,
the result in (1.1) follows. 
The above proof is communicated to us by Walter Van Assche. Our original proof
uses the generalized Gegenbauer polynomials that are orthogonal with respect to the
weight function
wλ,µ(x) := |x|
2µ(1− x2)λ−
1
2 , −1 ≤ x ≤ 1, λ, µ > −1/2.
Let D
(λ,µ)
n denote the orthonormal polynomial of degree n with respect to wλ,µ,
(2.1) cλ,µ
∫ 1
−1
D(λ,µ)n (x)D
(λ,µ)
m (x)w(λ,µ)(x)dx = δn,m,
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where cλ,µ is the constant defined by cλ,µ
∫ 1
−1 wλ,µ(x)dx = 1. The following identity is
used in the original proof and it will also be needed in Section 3.3.
Proposition 2.1. For λ > 0 and µ > 0,
Cλ+µn (cos θ cosφ t+ sin θ sinφ s) =
⌊n
2
⌋∑
m=0
∑
k+j=n−2m
bλ,µk,j,n(cos θ cosφ)
k(2.2)
× (sin θ sinφ)jD
(λ+j,µ+k)
n−k−j (cos θ)D
(λ+j,µ+k)
n−k−j (cosφ)C
µ− 1
2
k (t)C
λ− 1
2
j (s),
where
bλ,µk,j,n =
Γ(µ− 12 )Γ(λ−
1
2 )
Γ(λ+ µ)
Γ(λ+ µ+ k + j + 1)
(n+ λ+ µ)Γ(k + µ− 12 )Γ(j + λ−
1
2 )
.
The identity (2.2) first appeared in [5, p. 242, (4.7)], proved using a group theoretic
method, but the constants were not given explicitly there. An analytic proof with
explicit constants was given in [10, Theorem 2.3]. Our original proof uses the integral
of (2.2) with respect to wλ,µ(x)dx to prove
1
(1 − 2rs+ r2)λ+1(1− 2rt+ r2)µ+1
= cλ+ 1
2
,µ+ 1
2
∫ 1
0
1
(1− 2r(yt+ (1− y)s) + r2)λ+µ+2
yλ(1− y)µdy,
which is equivalent to the case d = 2 of (1.1) and the case d > 2 follows from induction.
In the case of λi = 1 for all 1 ≤ i ≤ d, another elementary proof of (1.1) can be
deduced from the Hermite-Genocchi formula
(2.3) [x1, . . . , xd]f =
∫
T d
f (d−1)(x1t1 + . . .+ xdtd)dt,
where [x1, . . . , xd]f denotes the divided difference of f .
Proof of Theorem 1.2. From (1.1) with d = 2, it follows that
1
(1− 2rx+ r2)λ(1 − 2ry + r2)µ
= σλ,µ
∫ 1
0
sλ−1(1 − s)µ−1ds
(1 − 2r(sx+ (1− s)y) + r2)λ+µ
for 0 ≤ r < 1. Integrating with respect to (1−y2)µ−1/2, we obtain, by the first identity
of (1.2) that
1
(1− 2rx+ r2)λ
= cµσλ,µ
∫ 1
−1
∫ 1
0
sλ−1(1− s)µ−1(1− y2)µ−
1
2 dsdy
(1 − 2r(sx + (1− s)y) + r2)λ+µ
.
Expanding both sides as power series of r, by the first identity of (1.2), the identity
(1.3) follows from comparing the coefficients of rn.
Now, replacing λ by λ+ 1 in the last identity and multiplying by 1− r2, we obtain
1− r2
(1− 2rx + r2)λ+1
= cµσλ+1,µ
∫ 1
−1
∫ 1
0
(1− r2)sλ(1− s)µ−1(1− y2)µ−
1
2 dsdy
(1− 2r(sx + (1− s)y) + r2)λ+µ+1
.
Expanding both sides as power series of r, by the second identity of (1.2), the identity
(1.4) follows from comparing the coefficients of rn. 
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3. Application to orthogonal polynomials of several variables
In the first subsection we recall basics on orthogonal polynomials of several variables
and Fourier expansions in terms of them (cf. [3]). Product Gegenbauer polynomials
are discussed in the second subsection and orthogonal polynomials on the unit ball are
discussed in the third subsection.
3.1. Orthogonal polynomials of several variables. LetW be a nonnegative weight
function on a domain Ω of Rd, normalized so that
∫
Ω
W (x)dx = 1. Let Vdn(W ) be the
space of orthogonal polynomials of degree n with respect to the inner product
〈f, g〉W :=
∫
Ω
f(x)g(x)W (x)dx.
It is known that rdn := dimV
d
n =
(
n+d−1
n
)
. Let {Pnj : 1 ≤ j ≤ r
d
n} be an orthonormal
basis of Vdn(W ); that is, ∫
Ω
Pnj (x)P
m
k (x)W (x)dx = δj,kδn,m.
The Fourier coefficient f̂nj of f ∈ L
2(W,Ω) is defined by f̂nj :=
∫
Ω
f(x)Pnj (x)W (x)dx
and the Fourier orthogonal expansion of f ∈ L2(W,Ω) is defined by
f =
∞∑
n=0
projn f with projn f(x) :=
n∑
j=0
f̂nj P
n
j (x).
The projection operator projn : L
2(W,Ω) 7→ Vdn(W ) can be written as
projn f(x) =
∫
Ω
f(y)Pn(x, y)W (y)dy with Pn(x, y) :=
rdn∑
j=1
Pnj (x)P
n
j (y),
where Pn(·, ·) is the reproducing kernel of V
d
n(W ). For δ > 0, the Cesa`ro (C, δ) means
Sδnf of the Fourier orthogonal expansion is defined by
Sδnf :=
1(
n+δ
d
) n∑
k=0
(
n− k + δ
n− k
)
projn f,
which can be written as an integral of f against the Cesa`ro (C, δ) kernel
Kδn(x, y) :=
1(
n+δ
d
) n∑
k=0
(
n− k + δ
n− k
)
Pk(x, y).
To emphasis the dependence on W , we will use notations such as Sδn(W ; f) and
Kδn(W ; ·, ·) in the rest of this section.
3.2. Product Gegenbauer polynomials on the cube. For λ = (λ1, . . . , λd), λi >
− 12 , we consider the product Gegenbauer weight function
Wλ(x) =Wλ,d(x) := cλ
d∏
i=1
wλi(xi), x ∈ [−1, 1]
d,
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where cλ =
∏d
i=1 cλi . It is easy to see that the product Gegenbauer polynomials are
orthogonal polynomials and the reproducing kernel P (Wλ; ·, ·) of V
d
n(Wλ) is given by
P (Wλ;x, y) =
∑
|α|=n
1
Hλn
Pα(x)Pα(y) with Pα(x) :=
d∏
i=1
Cλiαi (xi),
where Hλn =
∏d
i=1 h
λi
αi . The product formula of the Gegenbauer polynomials states
that
Cλn(x)C
λ
n (y)
Cλn(1)
= cλ− 1
2
∫ 1
−1
Cλn(xy +
√
1− x2
√
1− y2t)(1 − t2)λ−1dt,
which implies immediately that
Kδn(Wλ;x, y) = cλ− 1
2
∫
[−1,1]d
Kδn(Wλ; z(x, y, t),1)
d∏
i=1
(1 − t2i )
λi−1dti,
where z(x, y, t) := (x1y1 +
√
1− x21
√
1− y21t1, . . . , xdyd +
√
1− x2d
√
1− y2dtd). Below
we deduce a closed form formula for Pn(Wλ;x,1) and the (C, δ) kernel K
δ
n(Wλ;x,1).
Theorem 3.1. Let 1 = (1, . . . , 1). Then,
(3.1) Pn(Wλ;x,1) =
min{⌊n
2
⌋,d−1}∑
m=0
(−1)m
(
d− 1
m
)
σλ
∫
T d
Z
|λ|+d−1
n−m (〈x, y〉)
d∏
i=1
yλii dy,
where σλ = Γ(|λ|+ d)/
∏d
i=1 Γ(λi + 1). Furthermore,
Kd−2n (Wλ;x,1) =
1(
n+d−2
n
) min{n,d−1}∑
m=0
(
d− 1
m
)
σλ
∫
T d
Z
|λ|+d−1
n−m (〈x, y〉)
d∏
i=1
yλii dy.
Proof. The identity (1.1) implies that
(3.2)
d∏
i=1
1
(1 − 2rxi + r2)λi+1
= σλ
∫
T d
1
(1− 2〈x, y〉+ r2)|λ|+d
d∏
i=1
yλii dy.
Multiplying by (1 − r2)d and applying (1.2), we see that the left hand side can be
expanded as
d∏
i=1
∞∑
n=0
Zλiαi (xi)r
n =
∞∑
n=0
Pn(Wλ;x,1)r
n,
while the right hand side can be expanded, again by (1.2), as
(1− r2)d−1
∞∑
n=0
σλ+1
∫
T d
Z |λ|+d−1n (〈x, y〉)
d∏
i=1
yλii dy r
n
=
d−1∑
i=1
(−1)i
(
d− 1
i
) ∞∑
n=0
σλ+1
∫
T d
Z |λ|+d−1n (〈x, y〉)
d∏
i=1
yλii dy r
n+2i.
The identity (3.1) follows from comparing the coefficient of rn.
The second identity follows similarly. We multiply (3.2) by (1 + r)d−1(1 − r2) so
that the left hand side can be expanded as
1
(1− r)d−1
d∏
i=1
∞∑
n=0
Zλiαi (xi)r
n =
1
(1 − r)d−1
∞∑
n=0
Pn(Wλ;x,1)r
n =
∞∑
n=0
Kd−2n (Wλ;x,1)r
n,
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while the right hand side can be expanded, again by (1.2), as
(1 + r)d−1
∞∑
n=0
σλ+1
∫
T d
Z |λ|+d−1n (〈x, y〉)
d∏
i=1
yλii dy r
n.
Expanding (1 + r)d−1 in power of r, we can again compare the coefficient of rn. 
Observe that the right hand side of (3.1) is a sum of at most d terms. In the case
of λ = 0, a closed formula of Pn(W0;x,1) was derived in [9] as a divided difference,
which can be derived from (3.1) by applying the Hermite-Genocchi formula (2.3).
Let kδn(wλ) denote the kernel of the (C, δ) means of the Gegenbauer polynomials,
kδn(wλ;x, y) =
1(
n+δ
n
) n∑
k=0
(
n− k + δ
n− k
)
1
hλn
Cλk (x)C
λ
k (y).
The proof of Proposition 3.1 also leads to the following proposition.
Proposition 3.2. For δ > −1,
Kδ+d−1n (Wλ;x,1) =
1(
n+δ+d−1
n
) min{n,d−1}∑
m=0
(
d− 1
m
)(
n−m+ δ
n−m
)
× σλ+1
∫
T d
kδn−m(w|λ|+d−1; 〈x, y〉, 1)
d∏
i=1
yλii dy.
One immediate consequence of the above relation shows that Kδn(Wκ;x, y) is non-
negative if δ ≥ 2(|λ|+ d)− 1, which was proved in [6] by a different method.
3.3. Orthogonal polynomials on the unit ball. On the ball Bd = {x : ‖x‖ ≤ 1}
of Rd, we consider the weight function
Wλ,µ(x) := bλ,µ‖x‖
2λ(1− ‖x‖2)µ−
1
2 , λ ≥ 0, µ > 0, x ∈ Bd,
where bλ,µ is a constant so that bλ,µ
∫
Bd
Wλ,µ(x)dx = 1. Let H
d
m be the space of
spherical harmonics of degree m in d variables. Let σdm := dimH
d
m and let {Y
m
ν : 1 ≤
ν ≤ σdm} be an orthonormal basis of H
d
m. Define
Pnj,ν(x) := P
(µ− 1
2
,n−2j+λ+ d−2
2
)
n (2‖x‖
2 − 1)Y n−2jν (x),
where P
(α,β)
n (t) denotes the usual Jacobi polynomial of degree n.
Proposition 3.3. The set {Pnj,ν : 1 ≤ ν ≤ σ
d
n−2j , 0 ≤ j ≤ n/2} is a mutually
orthogonal basis of Vdn(Wλ,µ) and the norm of P
n
j,ν in L
2(Wλ,µ,B
d) is given by
Hnj :=
(λ+ d2 )n−j(µ+
1
2 )j(n− j + λ+ µ+
d−1
2 )
j!(λ+ µ+ d+12 )n−j(n+ λ+ µ+
d−1
2 )
,
where (a)n denotes the Pochhammer symbol, (a)n := a(a+ 1) · · · (a+ n− 1).
Using the spherical polar coordinates x = rx′, 0 ≤ r ≤ 1 and x′ ∈ Sd−1, the case
λ = 0 was worked out explicitly in [3] and the general case follows similarly.
In terms of this basis, the reproducing kernel Pn(Wλ,µ; ·, ·) can be written as
Pn(Wλ,µ;x, y) =
∑
0≤j≤n/2
σdn−2j∑
ν=1
1
Hj,n
Pnj,ν(x)P
n
j,ν(y).(3.3)
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Our main result in this section is the following closed form of this kernel.
Theorem 3.4. For λ > 0 and µ > 0,
Pn(Wλ,µ;x, y) = aλ,µ
∫ 1
−1
∫ 1
0
∫ 1
−1
Z
λ+µ+ d−1
2
n (ζ(x, y, u, v, t))(1 − t
2)µ−1dt(3.4)
× uλ−1(1− u)
d−2
2 du(1− v2)λ−
1
2 dv,
where aλ,µ is a constant such that the integral is 1 if n = 0 and
ζ(x, y, u, v, t) := ‖x‖ ‖y‖uv+ 〈x, y〉(1− u) +
√
1− ‖x‖2
√
1− ‖y‖2 t;
furthermore, if λ > 0 and µ = 0, then
Pn(Wλ,0;x, y) = aλ,0
∫ 1
−1
∫ 1
0
1
2
[
Z
λ+ d−1
2
n (z(x, y, u, v, 1)) + Z
λ+d−1
2
n (z(x, y, u, v,−1))
]
× uλ−1(1− u)
d−2
2 du(1− v2)λ−
1
2 dv.(3.5)
Proof. Integrating (2.2) with respect to wµ−1(t)dt, then setting cos θ =
√
1− ‖x‖2
and cosφ =
√
1− ‖y‖2, and replacing λ by λ+ d−12 , we deduce that
cµ− 1
2
∫ 1
−1
C
λ+µ+ d−1
2
n (‖x‖‖y‖s+
√
1− ‖x‖2
√
1− ‖y‖2 t)(1 − t2)µ−1dt(3.6)
=
⌊n
2
⌋∑
j=0
b
λ+ d−1
2
,µ
0,n−2j,n‖x‖
n−2j‖y‖n−2jD
(n−2j+λ+ d−1
2
,µ)
2j (
√
1− ‖x‖2)
×D
(n−2j+λ+ d−1
2
,µ)
2j (
√
1− ‖y‖2)C
λ+ d−2
2
n−2j (s).
Let x′ = x/‖x‖ and y′ = y/‖y‖. By the addition formula of spherical harmonics,
σdm∑
ν=1
Yν(x)Yν(y) = ‖x‖
m‖y‖mZ
d−1
2
m (〈x
′, y′〉).
Furthermore, by [10, (2.1a)], we can deduce that
P
(µ− 1
2
,n−2j+λ+ d−2
2
)
j (2‖x‖
2 − 1) = (−1)j
√
Bj,nD
(n−2j+λ+ d−1
2
,µ)
2j (
√
1− ‖x‖2),
where
Bj,n =
Γ(n− 2j + λ+ µ+ d+12 )Γ(j + µ+
1
2 )Γ(n− j + λ+
d
2 )
Γ(µ+ 12 )Γ(n− 2j + λ+
d
2 )Γ(n− j + λ+ µ+
d−1
2 )j!(n+ λ+ µ+
d−1
2 )
.
Substituting these two identities into the expression (3.3), we obtain
Pn(Wλ,µ;x, y) =
∑
0≤j≤n/2
Bj,n
Hnj
D
(n−2j+λ+ d−1
2
,µ)
2j (
√
1− ‖x‖2)
×D
(n−2j+λ+ d−1
2
,µ)
2j (
√
1− ‖y‖2)‖x‖n−2j‖y‖n−2jZ
d−2
2
n−2j(〈x
′, y′〉),
in which the last term can be replaced, according to (1.4), by
Z
d−2
2
n−2j(〈x
′, y′〉) = c
∫ 1
−1
∫ 1
0
Z
λ+ d−2
2
n−2j (uv + (1− u)〈x
′, y′〉)uλ−1(1− u)
d−2
2 duwλ(v)dv.
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Now, a tedious verification shows that the constant
Bj,n
Hnj
n− 2j + λ+ d−22
λ+ d−22
=
n+ λ+ µ+ d−12
λ+ µ+ d−12
b
λ+ d−1
2
,µ
0,n−2j,n .
Consequently, (3.4) follows from (3.6). Finally, (3.5) follows from (3.4) by taking the
limit µ→ 0. 
Corollary 3.5. For λ > 0 and µ > 0,
Pn(Wλ,µ;x, 0) = D
(λ+ d−1
2
,µ)
n (1)D
(λ+ d−1
2
,µ)
n (
√
1− ‖x‖2),(3.7)
where D
(λ,µ)
n is the generalized Gegenbauer polynomial defined in (2.1).
Proof. Setting y = 0 in (3.4) shows that
Pn(Wλ,µ;x, 0) = cµ− 1
2
∫ 1
−1
Z
λ+µ+ d−1
2
n (
√
1− ‖x‖2t)(1− t2)µ−1dt,
from which the stated result follows from [10, (2.11)]. 
Taking the limit λ = 0, the triple integrals of (3.4) becomes one layer, the resulted
identity was first proved in [11], which plays an essential role in the study of Fourier
orthogonal expansions with respect to the classical weight function W0,µ on B
d. The
closed form formula in Theorem 3.4 should play a similar role. We give one application.
For f ∈ L1(wλ+µ+ d−1
2
; [−1, 1]) and x, y ∈ Bd, define
Gxf(y) := aλ,µ
∫ 1
−1
∫ 1
0
∫ 1
−1
f(ζ(x, y, u, v, t))(1 − t2)µ−1dtuλ−1(1− u)
d−2
2 duwλ(v)dv.
As a consequence of Theorem 3.4, we can write
(3.8) Kδn(Wλ,µ;x, y) = Gx
[
kδn(wλ+µ+ d−1
2
; ·, 1)
]
(y),
where kδn(wλ; s, t) denotes the Cesa`ro (C, δ) means of the Gegenbauer series.
Theorem 3.6. For λ ≥ 0 and µ ≥ 0, the Cesa`ro (C, δ) means for Wλ,µ satisfy
1. if δ ≥ 2λ+ 2µ+ d, then Sδn(Wλ,µ; f) ≥ 0 if f(x) ≥ 0;
2. Sδn(Wλ,µ; f) converge to f in L
1(Wλ,µ;B
d) norm or C(Bd) norm if and only if
δ > λ+ µ+ d−12 .
Proof. The first assertion follows immediately from the non-negativity of the Gegen-
bauer series [4]. To prove the second assertion, we first show that
(3.9) bλ,µ
∫
Bd
Gxg(y)Wλ,µ(y)dy = cλ+µ+ d−1
2
∫ 1
−1
g(t)wλ+µ+ d−1
2
(t)dt
for g ∈ L1(wλ+µ+ d−1
2
; [−1, 1]). It suffices to prove it for g being a polynomial, which
we can write as g(t) =
∑N
k=0 ĝkZ
λ+µ+ d−1
2
k (t), where ĝ0 is exactly the right hand side
of (3.9). By Theorem 3.4, Gxg(y) =
∑N
k=0 ĝkPk(Wλ,µ;x, y), so that (3.9) follows
from the orthogonality of Pk(Wλ,µ;x, ·). A standard argument shows that S
δ
n(Wλ,µ; f)
converges to f in either L1(Wλ,µ;B
d) norm or C(Bd) norm if, and only if,
Λn(x) := bλ,µ
∫
Bd
∣∣Kδn(Wλ,µ;x, y)∣∣Wλ,µ(y)dy
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is bounded, independent of n, for all x ∈ Bd. From (3.8) and (3.9), we conclude that
Λn(x) ≤ cλ+µ+ d−1
2
∫ 1
−1
∣∣∣kδn(wλ+µ+ d−1
2
; t, 1)
∣∣∣wλ+µ+ d−1
2
(t)dt,
which is finite if δ > λ+ µ+ d−12 (Theorem 9.1.32 [8, p. 246]). Furthermore, by (3.7),
we obtain
Kδn(Wλ,µ; 0, y) = k
δ
n
(
wλ+ d−1
2
,µ;
√
1− ‖x‖2, 1
)
,
where wλ+ d−1
2
,µ is the generalized Gegenbauer weight. Using spherical-polar coordi-
nate and making a change of variable, it is easy to see that
bλ,µ
∫
Bd
∣∣Kδn(Wλ,µ; 0, y)∣∣Wλ,µ(y)dy = cλ+ d−1
2
,µ
∫ 1
−1
∣∣∣kδn(wλ+ d−1
2
,µ; 1, t)
∣∣∣wλ+ d−1
2
,µ(t)dt,
which is bounded if, and only if, δ > λ+ µ+ d−12 by [2, Theorem 2.4]. 
Acknowledgement. The author thanks Walter Van Assche for the elementary proof
of (1.1) and for giving him the permission to use it in place of the original proof.
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Appendix. Alternative proof of Theorem 1.1
This appendix contains the original proof of Theorem 1.1, which shows how the
identity was discovered. The proof is added here in respond to a request by a reader
and it will appear only in the ArXiv version of this paper.
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Proof of Theorem 1.1. Setting x = cos θ = cosφ in (2.2) and integrating with respect
to wλ,µ, we obtain by the orthonormality of D
(λ+j,µ+k)
n that
cλ,µ
∫ 1
−1
Cλ+µn (x
2t+ (1− x2)s)wλ,µ(x)dx
=
⌊n
2
⌋∑
m=0
∑
k+j=n−2m
bnk,j
cλ,µ
cλ+j,µ+k
C
µ− 1
2
k (t)C
λ− 1
2
j (s).
Changing variable y = x2 in the integral and simplifying the constants in the right
hand side, the above identity can be written as
cλ,µ
∫ 1
0
Zλ+µn (yt+ (1− y)s)y
λ− 1
2 (1− y)µ−
1
2 dy =
⌊n
2
⌋∑
m=0
∑
k+j=n−2m
Z
µ− 1
2
k (t)Z
λ− 1
2
j (s).
In particular, using the identity
⌊n
2
⌋∑
m=0
∑
k+j=n−2m
ak,j +
⌊n−1
2
⌋∑
m=0
∑
k+j=n−1−2m
ak,j =
n∑
m=0
∑
k+j=m
ak,j ,
and replacing λ by λ+ 1/2 and µ by µ+ 1/2, we deduce that
n∑
m=0
∑
k+j=m
Zµk (t)Z
λ
j (s)
= cλ+ 1
2
,µ+ 1
2
∫ 1
0
[
Zλ+µ+1n (yt+ (1− y)s) + Z
λ+µ+1
n−1 (yt+ (1− y)s)
]
yλ(1− y)µdy.
Next we multiply the above identity by rn, 0 ≤ r < 1, and summing up over n. In the
left hand side, we obtain
∞∑
n=0
n∑
m=0
∑
k+j=m
Zµk (t)Z
λ
j (s)r
n =
1
1− r
∞∑
n=0
∑
k+j=n
Zµk (t)Z
λ
j (s)r
n
=
1
1− r
∞∑
k=0
Zµk (t)r
k
∞∑
j=0
Zλj (s)r
j =
(1 + r)(1 − r2)
(1− 2rs+ r2)λ+1(1− 2rt+ r2)µ+1
by (1.2). The right hand side can be summed up by using
∞∑
n=0
[
Zλ+µ+1n (u) + Z
λ+µ+1
n−1 (u)
]
rn = (1 + r)
∞∑
n=0
Zλ+µ+1n (u)r
n =
(1 + r)(1 − r2)
(1− 2ru + r2)λ+µ+2
.
Putting these together, we have proved that
1
(1 − 2rs+ r2)λ+1(1− 2rt+ r2)µ+1
= cλ+ 1
2
,µ+ 1
2
∫ 1
0
1
(1− 2r(yt+ (1− y)s) + r2)λ+µ+2
yλ(1− y)µdy.
Rescaling and replacing 2r/(1 + r2) by r, it follows that
1
(1 − rs)λ+1(1 − rt)µ+1
= cλ+ 1
2
,µ+ 1
2
∫ 1
0
1
(1− r(yt+ (1− y)s))λ+µ+2
yλ(1− y)µdy,
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which proves (1.1) for d = 2 and λ, µ > 1/2 when we replace λ by λ−1 and µ by µ−1.
Analytic continuation shows that the identity holds for λ, µ > 0.
The general case of (1.1) follows from induction. Assume that (1.1) has been estab-
lished for d variables. Let the constant in front of the integral in (1.1) be denoted by
σλ, its value can be determined by setting r = 0 and is not important for the induction.
For x ∈ Rd+1, write x = (x1, x
′) and λ = (λ1,λ
′). Then, using (1.1) for d = 2,
d+1∏
i=1
1
(1− rxi)λi
= σλ′
1
(1− rx1)λ1
∫
T d
∏d+1
i=2 u
λi−1
i
(1− r〈x′, u〉)|λ
′|
du
= c
∫
T d
∫ 1
0
∏d+1
i=2 u
λi−1
i (1− t1)
|λ′|tλ11
(1− ((1− t1)〈x′, u〉+ t1u1)r)|λ|
dt1du,
where we have written u = (u2, . . . , ud+1) ∈ T
d. Since |u| = 1, we write ud+1 =
1 − u2 − · · · − ud and make a change of variables ti = (1 − t1)ui for i = 2, . . . , d, it
follows that
(1 − t1)
|λ′|tλ11
d+1∏
i=2
uλii =
d∏
i=1
tλii (1− t1 − · · · − td+1)
λd+1 =
d+1∏
i=2
tλii ,
where td+1 = 1 − t1 − · · · − td and, moreover, (1 − t1)〈x
′, u〉 + t1u1 = 〈x, t〉 with
x = (x1, x
′), t = (t1, . . . , td+1) and td+1 = 1 − t1 − · · · − td. Consequently, since
(1− t1)
d−1du = dt2 · · · dtd, we conclude that
d+1∏
i=1
1
(1− rxi)λi
= c
∫ 1
0
∫
T d
1−t1
∏d+1
i=1 t
λi−1
i
(1− 〈x, t〉r)|λ|
dt1 · · · dtd+1 = c
∫
T d+1
∏d+1
i=1 t
λi−1
i
(1− 〈x, t〉r)|λ|
dt,
where c is a constant and its value can be determined by setting r = 0. This completes
the proof of (1.1). 
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