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1. INTRODUCTION 
In the present paper we consider Cm helices, also called screw curves, in a 
complex Hilbert space. We give a representation theorem for these curves in our 
main theorem in Section 6. 
Kolmogorov [ll, 121, von Neumann and Schoenberg [20], Krein [14], and 
Masani [16] have studied helices as continuous curves. Masani [18] has studied 
Cl helices. Calderon and Devinatz [2, 31, the author [22], and Fuglede [S] have 
considered Cm helices. 
In the theory of stochastic processes there also exists the notion of helix as 
the synonym of a process with stationary increments [4, 5, 11, 12, 191, 
The method we use is based on differential geometry and theory of linear 
operators in a Hilbert space. Our model is the finite-dimensional exposition of 
the Frenet theory of curves from [21, pp. 185-1931, extended to the infinite- 
dimensional complex Hilbert space by the author [23]. 
An application of the Classical Problem of Moments [I] to the theory of Cm 
helices was done by Calderon and Devinatz [2, 31. The author, in [22], extended 
this to a complex Hilbert space in the case of bounded operators. In the present 
paper we consider unbounded operators as well. 
2. Basrc DEFINITIONS AND PROPERTIES 
The material in this section is based on [ 16, 18, 201. 
Let H be a complex Hilbert space. 
DEFINITION 1. A continuous curve x(.): [w + H is called a helix in H, if 
there exists a strongly continuous group { 77,) o unitary operators such that for f 
all a, b, t E IR, 
x(u + t) - x(b + t) = Ut{x(u) - x(b)}. (1) 
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The one-parameter unitary group {U, j t E W> is called the shift group of x( .), 
and will be also denoted by U(.), or by {U(t) ! t E RI. 
We shall denote by A the infinitesimal generator of this group, the domain 
D(A) of A being a linear subspace of H. 
The chordal s&pace S, associated with a helix is the smallest closed linear 
subspace of H containing the differences x(s) - x(t) for all s, t E R. 
As a special case of Definition 1, we have 
DEFINITION 2. A continuous curve x(.) in H is a stationary curve, if there 
exists a strongly continuous group of unitary operators U(.) such that 
x(u + t) = U,x(u) for all a, t E R. (2) 
DEFINITION 3. The average vector 01 of a helix x(.) is defined by means of 
the integral 
a = 42 i m e-f{x(O) - x(t)} dt. (3) ‘0 
It is shown by Masani [18] that the average vector OL of a differentiable helix 
has the property 
x’(0) =(@)(A -I)% (4) 
The following proposition is proved by von Neumann and Schoenberg [20]. 
PROPOSITION 1. A continuous curve x(.) is u helix (respectively, stutionury) in 
H, if and only if, for all a, 6, c, d E R, the expression 
(44 - $9 I x(4 - x(d)), (5) 
respectively, 
(x(a) I 44) (6) 
is invariant una’er trunslutian on the real axis. 
Let us now liste some properties of a C” helix. 
THEOREM 1. A Cm function x(.) on R to H is a helix with shift group U(*) if 
and only if its derivative x’(.) is stationary with the sum shif group U(.). It then 
follows that 
(a) for h 3 1, .Y(~)(.) is a stationary curve with the shift group U(m); and 
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(/I) the cwves x(j)(.) and x(“)(e) are stationmily cross-correlated, i.e, the 
expression 
(x(J)(s) 1 x’“‘(t)) = CjJS - t) (7) 
dependsonlyons-t,j,kfors,tER,j,kEN. 
Proof. Using the definition (1) of a helix, the boundedness of U(.), and 
differentiability of A(.) we obtain 
xt(a + t) = lim +a + t + h) - x(a + 4 = lim u(t) Ma + h) - x(a)> 
h+O h h+O h 
= U,x’(a), a,tER. 
Hence the condition (2) of stationarity holds. 
For the converse (which is as easy as the above), see [18, p. 131. 
For (oL), the equation 
xtB)(a + t) = UptP)(a), a, t E R, k = 1, 2 ,..., (8) 
can be shown by induction. 
Using (8) and the unitarity of U(e), we obtain 
(I j x(“)(t)) = (U..x(j)(a) 1 U,xtk)(a)) = (U,-++)(a) 1 x(“)(a)) = c,~(s - t), 
hence (/3) holds. a 
Masani [ 181 gives some criteria for the differentiability of a helix. The follow- 
ing theorem gives criteria for a helix to be Cm. 
THEOREM 2. Let x(e) be a helix, OL be its average vector and A be the inJnitesima1 
generator of its shift group U(.). Then the following conditions are equivalent. 
(i) ‘r(a) is Cm, 
(ii) for all n > 1, x’(0) E D(An), 
(iii) for a21 n > 1, 01 E II( 
Proof. We shall show (i) * (ii), then (ii) * (iii), and, finally, (ii) * (i). 
(i) * (ii). Let .~(a) be a Cm helix. Then by Theorem 1, Utx(“)(a) = 
xtn)(a + t) = (d/dt) xcn-l) (a + t) = (d/dt) U&n-1)(a) = UtAx(‘+l)(a), t, a E R, 
n = 2, 3,.... 
Now it follows immediately that 
x(“)(a) = Ax’+l)(a) = a-* = An-lx’(a); 
hence (ii) holds. 
(9) 
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(ii) 9 (iii). This is clear by (4), hence LY E D(P) if and only if x’(0) E 
D(A”-1). 
(ii) * (i). Suppose that x(.) is a helix with the properties (ii) and (iii). 
The fact that x(.) is Cl is now a direct consequence of [lS, Theorem 4.4, p. 151. 
x’(.) is now a stationary curve, for which [18, Corollary 4.5, p. 171 is applicable. 
And, using this corollary repeatedly, we conclude that x(.) has derivatives of all 
orders. I 
3. DIFFERENTIAL GEOMETRY OF Cm CURVES IN H 
The present section contains an extension of the elementary Frenet theory 
of curves to a complex Hilbert space H with arbitrary dimension. The curva- 
tures of a curve in an infinite-dimensional real Hilbert space were defined by 
Kowalewski [13] in 1910, and in an infinite-dimensional complex Hilbert space 
by the author [23]. The operator method is based on [21]. 
Given a Cm curve in a complex Hilbert space H: {x(t) 1 t EI}, defined on an 
interval IC R, we shall consider the cases (i) and (ii) below: 
(i) There exists an integer p < CO such that the system {x(i)(t)}: is linearly 
independent in Hfor all t E I, but the system {x(j)(t)};+’ is linearly dependent for all 
t EI. 
(ii) The set (x(~)(t)} y is linearly independent for all q = 1, 2,..., and for all 
tel. 
Orthonormalizing the sequence (x(“(t)): by means of the Schmidt ortho- 
normalization procedure we obtain the accompanying orthonormal frame (ei(t))T 
(t E I) of the curve x(u) (in the case (ii) above we denote p = co). 
In both cases (i) and (ii), let E(t) be the closed linear manifold spanned by 
(x(j)(t)}: , or, equivalently, by {ej(t)X , t E I C R. We say that E(t) is the maximal 
osculating subspace of the curve x. For each t E I, E(t) is a finite- or infinite- 
dimensional separable Hilbert space. 
Any vector e,(t) of the accompanying orthonormal frame can be symbolically 
expressed as the determinant 
e,(t) = (QA-I)-~'~ c -' l(t) c -' ct) ' 
(10) 
7% 1. 72 1.a *** Cm-l&) 
x'(t) x"(t) x(n)(t) 
where D, is the Gram determinant 
D, = II +&)ll?ls--l = Il(x’%> I x’“‘(t>)ll,“ti=1 
for n = I,2 ,..., p, tEI; DO= 1. 
(11) 
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The determinants D, are positive for n = l,..., p. Here (err(t))“” = I s’(t)1 = 
A(t) is the speed of the curve 3~. 
Since the curve x(.) is Cm, all the vectors of the accompanying orthonormal 
frame are differentiable, and we obtain the I7renet fovmuh [13, 21, 231 
4) = k(t) el(t> + 4t) e&h 
eh(t) = -5dt) en&> + i~~~-dt) e,(t) + ‘h(t) e,+d$ 
(12) 
n = 2, 3,..., p, t E I, and, in the case p < co, we have in addition. 
4it) = -Kzp-2W e,,(t) + k&t) epW (12’) 
So, the Frenet formulas express the derivative of the vectors of the accom- 
panying orthonormal frame by means of the frame itself. In the present case, the 
CoefficientS KJ(t), j = I,..., 2p - 1 are real for all t E I, and KzTL(t) > 0 for 
k==l ,..., p, t!EI. 
If the curve N is a unit speed curve, the coefficients KJt) are the unitary curva- 
tures of the curve X. By choosing the parameter t to be the arc length parameter, 
any curve can be considered as a unit speed curve, but, in general, the coefficients 
Kj(t) depend on the parametrization. In what follows, we are specifically inte- 
rested in curves with constant curvatures, and their relations to helices. It can 
be easily seen that the curvatures are constants if and only if the coefficients 
Kj(t) are constants with respect to any parameter with a constant speed. Since 
for a helix x(.), 1 x’(t)1 = a constant A, we shall retain the parametrization used 
in Definition 1, and call K?(t) its curvatures for the constant speed A. 
Continuing in the general case, we say that a vector y E E(t) is of finite type 
with respect to {ej(t)}, if it can be expressed as a finite linear combination of the 
basis {e,(t)} of E(t). Th e set of finite type vectors in E(t) is a linear manifold. 
On this we define A, by 
-%{e,(t)~ = 4(t), j = 1,2 ,...) tEI. (13) 







with respect to the basis (e,(t)) of I?(t). 
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Clearly, the operator A, is skew-symmetric: (A,s / y) == -(.x j A,?,) for all 
X,J’ of finite type in E(t). Therefore, it permits a closure which is a minimal 
closed symmetric operator satisfying (13). We shall call this operator the Frenet 
operator of the curve A(.) and denote it by A(t). 
Moreover, fixing an a~lC R, we define on E(a) an isometry T:E(a)+E(t) by 
Te,(a) = 4th j = 1, 2 )...( tE1. (15) 
Since T depends on t, we denote it by T(t), or T, 
It is shown in [23] (in the real case by a different method [IS]) that, conversely, 
given locally bounded and equicontinuous unitary curvatures (Kj(S)) there exists 
a curve A(.): I + H, unique up to an isometric motion in H, such that this 
curve possesses the given curvatures. Then also E(t) is constant and coincides 
with the chordal subspace S, of the curve. 
4. DIFFERENTIAL GEOMETRY OF C” HELICES 
Let x(.) be a Cx helix in a complex Hilbert space H, let U(.) be its shift 
group and -4 the infinitesimal generator of U(.). 
We shall apply the notions on the preceding section to helices. In particular, 
by (7), the scalar products cjk(t) from (10) are constants. We denote for j, k = 
1, 2,..., 
qt(t) = (x”‘(t) / x’“‘(t)) z=z (x(J)(O) I xyo)) = C,k . (16) 
Hence also the Gramians D, from (10) and (I 1) are constants, and a helix has a 
constant speed / x’(t)1 = A. 
LEMMA 1. For a helix .x( .) with shift lJ(.) and the injnitesimal generator --I, 
the Frenet operator is the restriction of A to D(A) n E(t): 
A(t) = A lDL4)nm t tE R, (17) 
the operator T(t) from (15) (on choosing a = 0) is the restriction of U(.) to E(O), 
that is, 
E(t) = ~,{E(O)l, tE R, (18) 
and the accompanying orthonormal frame satisjies 
ek(t) = Utek(0), h = 1) 2 )..., t E Ft. (19) 
Proof. In view of (I 69, the assertion on the Frenet operator is an easy conse- 
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quence of (10) and (9), since one can see that A, restricted to E(t), satisfies 
e;(t) = A(t) ej(t), j = 1, 2 ,... . 
Also (19) follows from (10) by (8), and (18) is a direct consequence. fl 
LEMMA 2. The unitary curvatures (Kj(t)) of a helix are consta&s and can be 
expressed by means of the constants cjk = (x(j)(t) 1 x’“)(t)) as follows: 
~~ = 131 D,,, = Im(x”(t) j x’(t)) = IM czl , 
G-~ = (Im D,+l.,> X1 - (Im D,.,4 Ddl , n = 2, 3 ,...) p, (20) 
Ken = (Qz+A--1)1’2 X1, n = 1,2 ,...) p- 1, 
where D, is the Gramian (1 l), and Dapnel is the cofactor of x(“-l) in the determinant 
(10). 
Proof. One can see from (10) that 
e,(t) = (*)l” xcnl(t) - (D~~~~\l,2 xl”-l’(t) f [fz - 21, 
where (n - 2;\ denotes a linear combination of derivatives x(j)(t) with j < n - 2. 
Hence 
x(yt) = (&)‘I’ e,(t) + (Dn$_L,)1,2 e&t) + [n -- 4~ 
where [n - 21 denotes a linear combination of the vectors ej(t) withj ,< n - 2. 
Now 
e;(t) = i+)“’ P+l’(t) - (D$~~;l12 P(t) + (n - 1:; 
= (+)l” ((*)1’2 e,,, + c~~~~Jl,2 e, + [a - 11) 
(D;;;i_lj1f2 Dt:, ( ) 
l/2 
- e, + [n - 11 
= (Dm-A+P2 
4 
e,,, + (* - *-) e, + [n - I], 
from which the assertion follows. I 
Conversely, given a curve x(.) with constant curvatures, is the curve a helix ? 
An answer to this question is given by the following result, due independently 
to Fuglede [8] and the writer: 
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THEOREM 3. A C” curve is a helix if its unitary curvatures are constants and 
the deficiency index of its Frenet operator is (0,O). 
Our proof is based on the Lemmas 3 and 4 below. 
LEhfhrA 3. Given a C* curve x(.) with constant speed 1 x’(t)1 = h and with 
constant curvatures, the scalar products of its derivatives x(“(t) and xfk)(t) are 
constants for all j, k = I, 2 ,.... 
Proof. Consider the Schmidt orthonormalization process applied to the 
sequence (x(J)(t)). We have by the Frenet formulas (12) (and, possibly, (12’)) 
x’(t) = Ae,(t), 
x”(t) = Ae;(t) = X(ifclel(t) + fczez(t)), 
(21) 
.-dtL)(t) = i An,keli(t), 
k=l 
where the coefficients A,,, , 1 ,( k < n, )z == 1, 2,..., p, are constants satisfying 
the recurrence relations 
These relations follow by differentiating (21), using the Frenet formulas and 
by comparing the coefficients of er(t). Then also the scalar products 
(x(i)(t) ) dk)(t)) are constants, as asserted. I 
The rest of the proof of Theorem 3 rests upon 
LEMMA 4. Let y(.) be a C” curve in a complex Hilbert space H, such that: 
(i) The norms of y(t) and all of its derivatives are constants. 
(ii) The scalar products (-i)” (y(“+l)(t) 1 y’“)(t)) are constant real numbers 
for k : 0, 1, 2 ,.... 
(iii) The moment problem associated with (i) and (ii) is determinate. 
Then the curve y( .) is stationary. 
This lemma is an extension of Calderon and Devinatz [2] to a complex 
Hilbert space. In [2] the space is real, and the condition (ii) is automatically 
satisfied since these expressions vanish identically. We shall consider in Section 5 
the points which should be added to [2] in order to obtain Lemma 4. 
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Let us now consider the constancy of the maximal osculating subspace E(t). 
LEMMA 5. Suppose that the sequence of curvatures (K~) of a helix x(.) is 
bounded: 
Then the Frenet operator of x(.) is a bounded skew-Hermitian operator, and the 
maximal osculating subspace E(e) is constant and coincides with the chordal subspace 
S, of x(e). Moreover, A(*) = A and T(.) = U(v). 
Proof. The boundedness of the Frenet operator A(s) follows by standard 
calculations involving the Frenet matrix (14) [26, p. 3281. 
Now A(s) is also skew-Hermitian: A(s)* = --A(s), s E R. 
Given a helix with bounded curvatures, let us consider the linear operator 
I4(O): E(0) ---f E(0). Since their matrices are identical, the operators A(s) and 
,4(O) are interrelated by the isometry T(s): E(0) -+ E(s) as A(s) T(s) = T(s) A(O), 
s E R. Moreover, we have 
T’(s) = A(s) T(s) = T(s) A(O), SE R. (23) 
Since P(s) = T(s) T(s)* is the orthogonal projection H -+ E(s), it follows by 
differentiating, using (23) and by the skew-adjointness of A(O), that 
P’(s) = T’(s) T(s)* + T(s) T’(s)* = T(s) A(O) T(s)* + T(s) [T(s) A(O)]* 
= T(s) A(O) T(s)* + T(s) A(O)* T(s)* = 0. 
The Fundamental Theorem of Calculus now says that P(s) is constant. Let 
us denote P(s) = P(0) = P. Then E(s) = E(0) = E, and 
x(s) - x(O) = lo3 x’(t) dt = j-” P,‘(t) dt = P ls x’(t) dt = P{x(s) - x(O)}. 
0 
Hence x(s) - x(0) E E, and, consequently, S, C E. Also E C S, , hence E = S, , 
and the last assertions are trivial. 1 
5. THE PROBLEM OF MOMENTS AND STATIONARY CURVES 
The classical problem of moments [l] : Given a sequence (m$ of constants it is 
necessary to jind a distribution p on the interval (-00, 00) smh that 
I 
m 
mk = --oc +@x), k = 0, l,.... 
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The distribution p is a non-decreasing function on R such that for /3 > OL the 
increase p(p) - p(a) represents the mass on the interval [a, p). 
The Hamburger criterion [l, p. 301 for the existence of the solution p is that 
the sequence (mB) should be “positive” in the sense that the determinants 
D n+1 = II mj+!G ll$&l , n = 0, J, L. are positive. Then p has an infinite number 
of points of increase. 
A moment problem is called determinate, if it has a single solution, and indetn- 
minute otherwise [I, p. 291. 
Given the sequence (mj) of moments, one associates with it a symmetric 
Jacobi matrix [ 1, p. 21 
This is a band matrix, like (14), except that it is real. 
However, considering the matrix of --iA with respect to the basis 
((-i)” e&)), one obtains a symmetric real matrix for which aj-r = K~,-~ , 
bj-l = Kz3 ) j = 1) 2 )... . 
Fixing an orthonormal set (ei)= in a Hilbert space H one can associate with 
the matrix (25) a symmetric operator on E = span(ej}, and, further, a minimal 
closed symmetric operator B [I, p. 1391. 
The solution of the moment problem (24) can be expressed by means of the 
spectral function F, (-co < II < co) of the operator B [l, p. 1421 
~(4 = (Fueo I eJ, UER. (26) 
Moreover, we have [I, Theorem 2.1.2, p. 34; Corollary 2.2.4, p. 41; 2nd 
para., p. 1411. 
LEMMA 6. .4 problem of moments is determinate ij and only if the dejciency 
index of the operator B is (0,O). 
Given a stationary C” curve y(.) in a complex Hilbert space H, one can see 
by (9), letting y(.) = .x’(.) that the expression z ‘I. -j( p(t) 1 y(“)(t)) depends only 
on j -I- k. Hence we can define the moments (mk) of a stationary C” curve y(.) by 
mjtk = +Q(j)(t) ( y(“)(t)), j, k = 0, 1, 2 ,.... (27) 
In particular, for j = k, 
7n2k = II y’“‘(t)ll”, k = 0, 1, 2,... (27’) 
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which coincides with the moments of Calderon and Devinatz [2]. Moreover, for 
j=K+l, 
?rL&+1 = (4)” (y(k+l’(t) I y’“‘(t)), k = 0, I,... (27”) 
which can be seen to be real numbers. 
Now one can apply the proof of [2] to Lemma 4, using the moments (27). 
6. THE MAIN THEOREM 
We consider first a stationary Cm curve y( .), and establish a representation for 
this. Then an integration yields by Theorem 1 a representation for a helix. 
Given a stationary curve y(.) in a complex Hilbert space H, we consider an 
associated orthonormal frame, which is not exactly the accompanying ortho- 
normal frame. We orthonormalize the sequence y(O), y’(O), y”(O),... by means 
of the Schmidt orthonormalization procedure. Let us denote the result by 
(ej)gl, where p E N or p = co. The closed linear subspace spanned by 
(y’“‘(0) 1 n = 0, 1, 2,...} ( or, e q uivalently, by (ej)) is denoted by F. 
THEOREM 4. Let H be a Hilbert space over the field Q: of complex numbers. Let 
y(e) be a stationary Cm curve in H, and E(.) be the spectral measure of the shif 
PUP u(.) (and, simultaneously, that of its infinitesimal generator A). If y(t) is in 
the space spanned by {y’n)(0)}~~ , (where p E N or p == CO) the curve is expressible 
in the form 
where CL(.) = 11 E(.) y(O)\? is the spectral distribution function of the curve and 
(P,(t))&, is the set of orthonormal polynomials with respect to the measure CL. 
Suppose there is a fixed conjugation in H, and the curve is real with respect to it: 
y(t) = y(t> for all t. Then the real analogue of the representation (28) is 
y(t) = (‘Ii:” (- 1)” l:X cos(tu) PJu) p(du) e,, 
t- (‘zy2 (- l)n 1: sin(h) P2n+l(4 cL(du) e2n+l v tE IL!. (29) 
Proof. The proof is based on the well-known isomorphism on Le2, where 
PC.> = II Et.) Yml”l and the subspace M, = Span{y(t) I t E W} of H, viz., 
@ - JR @GV W4 Y(O). 
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We have 
y(n)(O) = Any(O) = \= (it)” E(dt) y(O), n = 0, 1, 2 ,.... 
e---m 
Denoting j 1 E(dt) y(O)ll* = I, we can see that the algebraic operations 
yielding (e,)s*’ from (y(i)(0))sP-” are (up to the factor in) the same as the opera- 
tions yielding the sequence (P,(t)) of polynomials orthonormai with respect to 
the measure p [25, p. 271. 
It follows that 
e, = 
s 
- @P*(t) E(dt)y(O), 11 = 0, l,.... (30) 
--SC 
By the spectral calculus, 
(u(t) I4 = (utv(O) I 4 = (1-1 eitU-W4 Y(O) I en) 
s 
oc zz.z --m (4)” eituPn(u) p(du). 
Now (28) follows by y(t) = ~~~~ (y(t) ( e,) e, . 
A conjugation being fixed in H, suppose that the curve is real. Consequently, 
the shift U(e) and the infinitesimal generator rZ are real. Then the set of points of 
increase of p is symmetrical with respect to the origin [24, p. 3601. Now the 
polynomial P,(t) is an even (resp., odd) function of t if rz is even (resp., odd). 
Hence 
= i fin sin(tu) P,(u) p(du) for n odd, 
‘10 
and this yields (29) since the vectors (ej) are real. 1 
COROLLARY. A C” helix whose maximal osculating subspace is spanned by 
x(“(O) j = 1, 2,..., p, has the representation 
x(t) = x(O) + j-t y(s) ds 
n 
where y(t) = x’(t) is from (28). 
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7. HELICFS ASSOCIATED WITH A DISCRETE MEASURE 
Let us suppose that the set of points of increase of the measure p associated 
with a stationary curve y(o) is a discrete set S C R. This is the case when p < 00, 
the infinite-dimensional analogue being studied by Greenwood [9]. 
More specifically, let TV have a jump of b: at ai E R, b, > 0, j == 0 ,..., p - 1, 
x b,2 = 1, p E BJ or p = co. Denoting 
D-l 
A, = bj 1 (4" P,(a,) e, , j = 0, l,..., p - 1, 
Tl=O 
we have by (28) 
y(t) = f bj exp(z&t) Aj . 
j=l 
Hence 
s(t) = x0 + j-oty(s) ds = x0 + i -$ (exp(iu$) - 1) hj + both0 , 
j=l 3 
where the last term appears if one of the uj’s is zero. 
Though this case is closest to the classical one, there emerges an unexpected 
feature if p = co, namely the convergence or divergence of the series 2Y(bf/ui)“. 
If this series is convergent, then, according to Fuglede [S], we say that the 
helix is central, otherwise non-central. 
Consequently, all the central helices are either of the type 
(a translation of a stationary curve), or of the type 
D-1 6. 
x(t) = x0 + both0 + 1 -A exp(iu$) hj , tER 
j=l 2% 
(a screw type), the first of these appearing when zero belongs to the set of 
points of increase of the discrete distribution p. 
Note that in this case also the operator A has the discrete spectrum (iaj} C ilw. 
This is a simple spectrum [l, p. 1471, the vectors hi being the corresponding 
eigenvectors. 
The real analogue is given by (29). 
II 
F, t 
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8. STATIONARY CURVES ASSOCIATED WITH CLASSICAL 
ORTHONORMAL POLYNOMIALS 
Formula (28) enables us to consider stationary curves associated with clas- 
sical orthonormal polynomials. We list in Table I some of them. We give them 
in the form 
((S) = f fn(s) e, = f (-i)” I: eV&) w(t) dte, . 
?I=0 n=o 
The functionsf,(s) are obtained from tables of Fourier transforms (e.g., [7j), 
and they satisfy by (30) 
.fiXs) = K~J~-~(s) + iKen+lfn(4 - ~~~+J~+ds), n = 1, 2,.... 
The polynomials are orthonormal and the weight function w is normalized so 
that jzm et(t) dt = I, hence the curve runs on the unit sphere. 
Since the scalar products (y’““)(s) ) Y(~)(S)) are constants for m, n = 0, 1, 2,..., 
one obtains from (28) several numerical identities. Referring to Table I, we 
give the following identities, which, in view of [lo], might be new. We list them 
without proofs: for obtaining y’“)(O) one can use well-known methods by 
Maclaurin espansions. The number following the formula refers to the cor- 
responding case in Table I. Here (z)~ = Z(Z + 1) ... (Z + n - 1). 
n 
kZo 
(4k + 2v + 1) (2v + l),, (-m)l, (-n>k 
(24 (v + m + th (v + 12 + i& 
2(m + 11 + l)m+n (v + 6),+1 
= (m + l)m (n + l>n (v + m + 912 ’
n (4k + 2v - 1) (2~)~~ (-+ (-+ 
Lzl Ok- l)!(m+v+S),(n+v++)r 
4+ + an+,-1 (v + 9, 
cm I lL?-1 (n + l)n-1 (m + v + ax ’ 
m,n=1,2 ,..., n<m, v>-1. 
(-4% (-n)lc 




400 TIM0 RAVASKA 
(-m)lc (-4k 
(2k - 2)! 
= (m + n - l)m+n--2 
(m + l)m-2 (n + l)n-s , m, n = 1, L., n G m. 
(34.5) 
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