This paper presents a new automatic method for designing optimised surveys for passive seismic monitoring. Given a number of surface and/or downhole sensor tools to be deployed, their hardware specifications, a set of possible locations that can host them, a volume to be monitored, and velocity and noise models, this algorithm returns the best receiver network according to a chosen cost function. The search method utilized is Particle Swarm Optimisation (PSO) with an adequately chosen population of initial guesses. The discrimination between network candidates is done through the joint analysis of the smallest detectable event magnitudes and estimated uncertainty of the hypocenter parameters. The method is designed to return a network that detects as many events as possible subject to the smallest estimated hypocentre parameter uncertainties. Depending on the application, the method runs from a few seconds to several hours.
Introduction
In passive seismic monitoring, it is important to have a receiver network that both detects and accurately locates microseismic events occurring in the volume being monitored. As the passive seismic business develops, new tool systems are becoming available and more complicated sensor networks are being deployed. When a survey goes beyond monitoring in a single vertical well with a fixed array size, the testing and selection of potential networks becomes difficult. The problem considered here consists of defining an automatic method for designing optimum receiver networks for microseismic event detection and location for reservoir or hydraulic fracture monitoring.
A receiver network comprises a set of receiver-tools. A receiver-tool, also called a geophone-array, consists of a fixed number of multicomponent geophones at constant spacing. Note that while a receiver-tool can be made of a single multicomponent geophone, a number of these could be grouped together to form a variable spacing geophone-array.
The key inputs for the general survey design problem are  number and specifications of geophone-arrays to be deployed  area in which the geophone-arrays can be deployed  velocity model  noise model  volume to be monitored. Figure 1 illustrates an example of a receiver network deployed in three wells to monitor a reservoir. The network deployed contains an eight-level multicomponent geophone-array (8 × 3C) in a deviated well and four single multicomponent geophones. 
where A is a Jacobian sensitivity matrix comprising the partial derivatives of the observations (travel times and azimuths) with respect to the hypocentre parameters (origin-time and event location). The vector m represents the hypocentre parameters and d is a data vector (e.g., residual vector of observations vs. model values).
The condition number of A T .A is a measure of how well-conditioned the inversion is. The condition number can therefore be used to differentiate the performance of various networks in locating events. A more solution-oriented approach consists of minimizing the ellipsoid of uncertainty of the estimated event location. Uhrhammer (1980) shows that the ellipsoid of uncertainty is a function of two quantities: the eigenvalues of A T .A and the measurement uncertainties.
Whether the signal can be detected at a receiver has a large impact on network performance. The detectability depends on the signal-to-noise ratio at the receiver. The signal amplitude depends on the magnitude of the event, the source mechanism, and amplitude loss between source and receiver. This loss is due to geometrical spreading, transmission losses, and intrinsic attenuation. For an event of a given magnitude, it is possible to determine, by taking the geometrical spreading, transmission losses, and intrinsic attenuation factors into account and specifying a signal-to-noise threshold for detection, which measurements are detectable and only use those in assessing the location uncertainty. Another approach is to determine the smallest event magnitude for a specified number of each type of measurement to be detectable.
Given a receiver network and a set of monitored point locations, the network performance can be assessed in terms of the uncertainty of the estimated hypocentre parameters for a specified event magnitude, source mechanism and noise at each of the receivers, and the smallest detectable event magnitude for every monitored location.
Network optimization
To build an automatic method for designing surveys, a selection criterion must be constructed to discriminate between candidates. The suggested selection criterion CF involves the minimisation of a combination of uncertainty and detectability measures for each network:
where given a location of index k in the set of n-monitored locations defined by the user:  U k represents a hypocentre parameter maximum uncertainty value (e.g., length of the largest semi-axis of the ellipsoid of uncertainty).  M k represents the smallest detectable event magnitude for the considered location.  α k and β k represent real positive numbers.
The cost-function used is by nature not smooth, which limits the choice of search methods. For a given spatial resolution, the problem can be presented as a combinatorial one. However, such an exhaustive search is very time consuming when distributing several tools in several wells and/or surface locations. The search method chosen is therefore Particle Swarm Optimisation (PSO) in which no assumption of differentiability is made. The PSO is a stochastic and iterative population-based algorithm, originally developed by Kennedy and Eberhart (1995) , that does not require a discretisation of the search space.
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A swarm of N p particles in an N-dimensional search space is simulated. The variable N represents the number of receiver tools in the network. Every particle p is represented by its position x(p) and its velocity/perturbation v(p). The position x(p) represents a possible solution to the problem, whereas its velocity v(p) determines the direction and step length to consider for the next trial position. At a given iteration, a particle perturbation is stochastically deduced from a combination of the best performance Best(p) found by the considered particle and the best performance Best(Ng(p)) of its neighbouring particles Ng(p).
Equation (3) indicates the perturbation of particle p i at iteration (k+1), and Equation (4) specifies the new trial location for p i at iteration (k+1).
,
where , " ", " " and " " are real vectors influencing the convergence speed is a random real number bounded by zero and one.
(4)
In the survey design problem, a PSO particle represents a receiver network, a set of locations occupied by the receiver-tools to be deployed. The unknowns of the problem are therefore the locations occupied by each of the receiver tools. In other words, for every single tool we need to identify the hosting location (i.e., well number) and the depth at which it needs to be installed.
In our implementation, the size of the swarm is determined by the number of tools to be deployed and the number of the potential hosting locations. The initial candidate networks are provided by a uniform sparse sampling of the solution domain. Given a coarse spatial resolution, such a sampling is achieved through a combinatorial search. Additional networks are generated randomly, consistent with the stochastic nature of the method. An option is left to the user to suggest extra candidates to speed up the convergence process.
Application
For test purposes, the simulations described in this paper use synthetic noise and velocity models. The waveform attributes used are the compressional (P-wave) and shear (S-wave) arrival times and incidence azimuths. The measurement uncertainties of such quantities are:
 Travel-times: 1 ms for the P-waves and 2 ms for S-waves  Incidence azimuth angles: 5° for both P-waves and S-waves.
In this test, we simulated the deployment of two similar geophone-arrays. Each contains eight multicomponent geophones at a constant intra-level spacing of 100 ft. Four wells were considered for the monitoring: two shallow and two horizontal wells. The monitored set of point locations was uniformly distributed on a horizontal rectangle centred near the perforation area. Note that the monitored point locations could cover a volume, if required by the user.
The best PSO network was found after 1 hr 52 min. In total, 768 candidate networks were assessed. Figure 2 , left, compares the optimum network found with a nonoptimum configuration. Figure 2 , right, shows an overview of the monitored areas for each configuration; the colour of the images corresponds to the location uncertainty value of every modelled event location "pixel." The top image is associated with the best network found. The bottom image corresponds to the nonoptimum configuration described in the left panel. 
Conclusions
We have successfully introduced a new automatic method for optimized survey design in passive seismic monitoring. Given a set of receiver tools, a reservoir volume to be monitored, a set of wells and/or surface locations that can host the receiver tools, and velocity and variable noise models, the method suggests where to deploy the equipment. The PSO method is used to determine the network that can detect as many microseismic events as possible, subject to the best uncertainty of the estimated hypocentre parameters. 
