The accommodation of various traffic load situations in W-CDMA-based cellular systems requires the engineering of the allowed interference levels per cell. This paper presents functionality that can complement the design and management as well as the mechanisms required. The overall scheme is called Interference Level Configuration (ILC). It relies on the solution of problems, which will be concisely defined, optimally formulated and solved by computationally efficient algorithms. The proposed herewith algorithms are also able to co-operate with soft computing (SC) methods to the solution of problems in the power control domain. Numerical results will be presented.
INTRODUCTION
Wireless systems continue to attract immense research and development effort [1] . One of the main areas in this context is the evolution towards the era of third generation (3G) cellular systems [2], the main representative being the Universal Mobile Telecommunications System (UMTS). Figure 2 depicts the architecture of 3G systems [3, 4, 5, 6] . The commercial success of these systems calls for a wide variety of sophisticated services, and demands the costeffective provision of adequate Quality of Service (QoS) levels. Target bandwidth requirements can be 144 or 384 Kbps. The support of the required QoS levels, at adequate capacity figures, is coupled with the efficient design and management of the air-interface. The air-interface of 3G systems relies on a variation of the Direct Sequence -Code Division Multiple Access (DS-CDMA) technique [7] , called Wideband DS-CDMA (W-CDMA).
Essentially, a cellular system is faced with a set of traffic load scenarios. Each such scenario can be corresponded to a demand pattern (vector) that specifies a target number of transmissions, per service and service area portion, which should be simultaneously accommodated, so as to cope with the offered traffic. In W-CDMA systems, one of the main factors that may prevent the accommodation of a demand vector, and therefore, may limit the system capacity, is the lack of feasible allocations of transmission power to the connections.
The arguments above yield that an important (design and management) action, for W-CDMAbased networks, is the proper configuration (engineering) of the allowed interference levels in the cells of the system. This configuration is done at the design phases, and is occasionally re-engineered, through functionality of the management domain, during the system operation, in order to cope with demand alterations. Furthermore, it is strongly related to the power control that is of high significance in such networks.
This paper presents such (design, management or control) mechanisms. The overall scheme will be called Interference Level Configuration (ILC). It will rely on the solution of two problems called ILC -Uplink (ILCU) and ILC -Downlink (ILCD). In general terms, the input to the ILC scheme consists of the service area layout, the propagation conditions, the system description (cell coverage and characteristics, equipment capabilities), and the demand pattern. The objective is to find the optimal feasible interference levels for each cell. Optimality is associated with the minimisation of the aggregate interference levels in the system. The feasibility is related with three general sets of constraints. First, the interference level in each cell should be adequate for serving the demand. Second, the corresponding (to the interference levels) transmission powers should be compatible with the equipment capabilities. Third, the transmission powers should be adequate for guaranteeing the QoS requirements of the transmissions in the demand vector.
The proposed algorithms are capable of merging their robustness and accuracy with soft computing (SC) methods, aiming at the CDMA power handling. SC is designed to cope with problems of uncertainty and learning and its goal is the creation of simple and fast systems for that purpose. A hybrid scheme that combines the proposed algorithms with neural networks computing is presented in [8] . In this referenced paper the algorithm that solves the ILCU problem is used to train a neural network, aiming at the control of the uplink transmitted powers in a cellular CDMA based network.
Our work is relevant to various broad areas. The first is network design tools [9] . The second area is the development of management functionality for legacy and 3G infrastructures [10, 11] . Moreover, the problem addressed in this paper is related to previous work on transmission power management and control. Reference [12] is a recent extended survey on relevant work conducted in the area (and especially, on transmitter power control). At first, transmission power management and control has been addressed in the context of packet radio networks [13, 14, 15] . Indicative work related to cellular systems includes capacity evaluation schemes [16, 17, 18, 19, 20, 21, 22, 23] , call admission control strategies [24, 25, 26] , distributed algorithms [27] , soft computing methods for prediction and control [28, 29] and solutions to the joint power control and base station assignment problem [30, 31, 32] . A large proportion of the work referenced above is targeted to the real-time domain, i.e., proposes schemes that are suitable for application during the system operation (e.g., call admission control or distributed algorithms). Regarding the rest of the work, early studies on capacity evaluation aimed at proving the viability and advantages of DS-CDMA, and could not include all the features that later on were dictated as essential for third-generation mobile systems (e.g., support for multiple service types). Finally, there are studies that rely on simulation. Nevertheless, it is difficult to base the design of a system exclusively on simulation because of the excessive run-time requirements and some inherent limitations in handling various conditions. The work in this paper is complementary. The general context is the definition of (design or management) functionality for exploiting 3G infrastructures. The overall ILC scheme relies on the solution of two sophisticated problems, which are concisely (mathematically) defined, optimally formulated, and solved by means of two new computationally efficient algorithms. The paper shows how two problems, which are relevant to the class of power control (allocation) problems, can be suitably defined and solved for becoming useful to the design and management domains. The main ILCU and ILCD characteristics can be summarized in the following main points. Their input, and especially the demand pattern description, is at a level of detail adequate for complementing legacy design processes. This leads to refined computations of the external and (consequently) overall interference levels in each cell. As will be shown, the refined computations do not significantly impact the solution's complexity. Finally, the output of ILCU and ILCD schemes can be used for configuring elements and driving the system operation in the control domain.
The rest of this paper is organized as follows. The ILCU and ILCD problems are described in more detail in section 2. Sections 3 and 4 include the optimal formulations and the solutions to the problems. In section 5, the ability of the proposed algorithms to expand to the SC domain is shown. The Section 6 includes numerical results and finally, concluding remarks are presented in Section 7. Figure 3 provides the general descriptions of the ILCU and ILCD problems.
FORMAL DESCRIPTION
The input provides information on the service area layout, the propagation conditions, the services, the system (namely, cell information and equipment capabilities), and the demand pattern.
Service area layout. It is described through a graph ( )
corresponds to a small part of the service area. In principle, a cell will comprise several pixels. Edges of the set reveal the connectivity between pixels.
P E Propagation conditions. The propagation conditions in the service area are described through a set of attenuation values
provides the attenuation of a transmission that originates from pixel p and terminates at pixel q .
Service aspects. The set of services is S . The QoS requirements of ∈ s S are expressed through the minimum, uplink and downlink, signal-to-interference ratios, and , respectively. These derive from the characteristics of , namely, the bit-rate, service activity factor (SAF) and the minimum required Demand pattern. It is described through two vectors,
, is the number of uplink (or downlink) transmissions of service , originating from (or terminating to) pixel
The solutions to the ILCU and ILCD problems should minimise the uplink and downlink interference levels in the system. In this respect, they compute allocations ( )
The objective functions, which should be minimised by allocations and , are denoted as and OF
, and are associated with the resulting aggregate interference
levels in the system. Moreover, they should maintain the QoS levels required by the transmissions of the demand pattern, and ensure that the assigned powers are compatible with the equipment (terminal and Node B) capabilities.
INTERFERENCE LEVEL CONFIGURATION -UPLINK

Formulation
The formulation of the ILCU problem is the following.
Subject to,
Relation (1) 
Solution
By appropriately exploiting relations (2) and (4), as well as (2) and (5), the following formulas are obtained. More specifically, (4a) arises from (2) in (4) and (5a) arises from (2) in (5):
The exploitation of relations (2), (4a) and (5a) lead us to the following set of iterative equations, which provide the solution to the ILCU problem. Equation (4b) arises from (4a) in (3) and (5b) arises from (5a):
The set of equations above can lead us to an iterative algorithm. Figure 4 describes the general structure of the algorithm. Its formal description is as follows.
Algorithm for the ILCU problem
Step 0: Initialise the algorithm iteration counter, , and the initial interference values, i.e., set 1,
Step 1:
quantities through formulas (5b).
Step 2:
quantities through formulas (4b).
Step 3: Evaluate whether the termination criteria are satisfied. If the termination criteria are not satisfied increase the algorithm iteration counter, i.e., set i = i 1, and go to step 1.
+
Step 4: Compute the optimal values by using the
values and relation (2).
Step 5: End.
The termination criteria in step 3 depend on the evolution of the ( )
values. When a feasible solution exists, the above algorithm will converge to the optimal values. Otherwise, the values will tend to infinity. For this reason, the algorithm can be terminated in one of the following cases. First, at step i in which the condition
. Second, in case the condition concerning the terminal power budget is violated, i.e., when
. The first termination criterion means that the ILCU algorithm successfully accomplishes its task, by converging to a feasible solution. The second termination criterion means that the algorithm fails to find an acceptable solution.
Complexity
The complexity of the above algorithm is strongly related to the number of cells in set V , that is V and to the number of pixels in the set ( )
and is the same for all cells. Considering the case of convergence, which obviously is the worst one, the number of needed iterations also contributes proportionally to the whole complexity. The algorithm is executed through nested loops and a describing pseudo code is shown in Figure 1 . In this figure, phase1 refers to steps 1 and 2, and phase2 refers to the steps 3 and 4 of the algorithm, respectively.
is the number of interfering to cell i cells. gives the total number of pixels in the service area region i.e. P . Thus, the algorithm's complexity can be found through the sum of the following two formulas:
for Phase 1 and V for Phase 2 (Figure 1) . Consequently, in case of converging after maxs steps, the complexity is given by
INTERFERENCE LEVEL CONFIGURATION -DOWNLINK
Formulation
The formulation of the ILCD problem is the following.
Relation (7) expresses the objective of minimizing the downlink transmission powers of the cells. This leads to the minimisation of the downlink interference levels in the system. The rest of equations are described in a similar manner as in the uplink case.
Solution
The formulas (10a) and (11a) are obtained from (9) in (10) and from (9) in (11), respectively:
The exploitation of relations (2), (4a) and (5a) lead us to the following set of iterative equations, which provide the solution to the ILCD problem.
Algorithm for the ILCD problem
Step 0: Initialise the algorithm iteration counter, i , and the initial values, i.e., set i 1. The initial values for each
Step 1: Compute for all the
− quantities through formulas (11b).
Step 2: Compute for all the
quantities through formulas (10b).
+
Step 4: Compute the optimal values by using the 
TP
by using the relation (8).
tot
values in a manner similar to that of the ILCU algorithm. The detailed description is omitted for brevity.
Complexity
The complexity of the downlink algorithm can be calculated similarly to the case of the ILCU problem.
CO-OPERATION WITH SOFT COMPUTING METHODS
SC contains methodologies that provide a foundation for design and deployment of intelligent systems [33] . SC methodologies include fuzzy logic, evolutionary computing, neural networks etc. and are directed to robust, optimal and low-computational solutions. This section discusses on how the proposed scheme can complement SC methodologies.
The algorithms presented in the previous sections result in accurate and optimal solutions that are validated through simulation results following in next section. These specific features pave the way to the co-operation with soft computing processes, especially with those related to supervised learning. The output of the algorithms can play the role of the supervisor in such learning processes. Additionally, the high varying, demand vectors can compose a particularly wide set of inputs to be studied.
To this respect, a method that uses the algorithm of the ILCU problem to train an Elman [34] neural network is proposed in [8] . Different demand distributions produce a large data set available for the training of the network. Moreover, the output i.e. the optimal transmitted powers in the reverse link, comprise the target power vector for the neural network. The arising hybrid scheme is applied to the power control of cellular, CDMA based networks.
TEST CASES AND RESULTS
This section provides indicative results on how the ILCU and ILCD schemes can complement a design or management process, by enhancing the details on the anticipated interference levels in each cell. Analogous results arising from the implementation of the neural network are also presented in [8] . The objective is to optimally allocate the transmission power to the connections that constitute the service demand vector. Macro and micro cell cases and different scenarios for the demand pattern's accommodation are considered and further analysed in the sequence. Figure 6 depicts the cell area layout and structure. It consists of 16 hexagonal macro-cells with distance between the base stations (NodeBs) equal to 1700m (cell radius equal to 1000m). NodeBs are located in the middle of each cell. It can be shown the cell splitting into 48 pixels. The cell is also split into 4 zones around the NodeB ( Figure 5 ). The OkumuraHata propagation model is used. Chip rate is set to 3,84Mcps. Moreover, it is assumed that mobile terminals can transmit at maximum 300mW(25dBm) for all the provided services, while base stations can transmit at maximum 20W(43dBm). The thermal noise density is174dBm/Hz corresponding to a noise power of -108,1dBm. The service demand pattern consists of 4 services. A speech service (s1), a 64/64kbps data service (s2), a 144/144kbps data service (s3) and a high data rate 384kbps service (s4) only in the forward direction.
Macro-cell test case
The demand volume with the assumed service characteristics is summarized in Table 1 . 
Speech
Orthogonality - 0.5 - 0.5 - 0.5 - 0.5
Table 1.Service Characteristics per cell -Macro
The connections above cause in each cell an average loading factor of 46% in the uplink and 75% in the downlink.
Scenario 1 -Users uniformly distributed into pixels
In the first scenario, the users are uniformly distributed between the pixels inside a cell. The percentage of users in each cell of the service area layout that are allocated in the different zones is depicted in Table 2 . It is obvious that in this scenario most of the users are allocated near the edge of the cells, that is to say the hardest load conditions are assumed.
Uplink Downlink
Zone 1 6% 6%
Zone 2 22% 24%
Zone 3 31% 30%
Zone 4 41% 40% Figure 7 depicts the total uplink interference at each cell site, evaluated by the ILCU scheme, and the expected interference based on the loading factor [3] . Figure 8 depicts the total power transmitted by each NodeB in the forward link, evaluated by the ILCD scheme, respectively. Since the majority of users are allocated near the edge of the cells (zone4), the uplink interference appears to be much higher than the expected. Furthermore, cells towards the center of the area layout experience higher interference levels in the uplink while their NodeBs are transmitting at higher power levels in the downlink.
Suitability for the management domain is indicated through the low computational complexity exhibited by the solution algorithms. Specifically, the solution algorithm converges after 14 iterations for the ILCU problem and after 145 iterations for the ILCD problem. Figure 9 focuses on a particular cell, and provides additional information for demand handling. The selected cell (cell 6) is located in the middle of the coverage area and therefore senses higher levels of interference. The figure depicts the reverse transmission power levels allocated per service and cell area. This ILCU and ILCD capability enables the identification and potential re-engineering of areas, in which the equipment capabilities are stressed, e.g., zone 4. Therefore, outage situations can be managed.
Scenario 2 -Users uniformly distributed into cell zones
In the second scenario referred to macro-cells the users are uniformly distributed between cell zones within the cell. The percentage of users in each cell of the service area layout that are allocated in the different zones is depicted in Table 3 .
Uplink Downlink
Zone 1 25% 24%
Zone 2 25% 24%
Zone 3 25% 28%
Zone 4 25% 24% Table 3 Percentage of users per cell zone (Macro -Scenario 2)
As before (scenario 1), Figure 7 depicts the total uplink interference at each cell site, evaluated by the ILCU scheme, and the expected interference based on the loading factor [3] . Figure 8 depicts the total power transmitted by each NodeB in the forward link, evaluated by the ILCD scheme. Since users are now allocated in a more uniform manner between the cell zones, the total uplink interference decreases (from 0,2 to 2,2dB) and seems to evolve more normally around the expected value in comparison with scenario 1. The total base station power is also reduced dramatically in the range of about 7 to 10dB.
The solution algorithm, in this case, converges after 9 iterations for the ILCU problem and after 22 iterations for the ILCD problem.
Focusing again on cell 6 (Figure 10 ), it is shown that the reverse transmission power levels allocated per service and cell area are reduced for about 2,2dB comparing to scenario 1. Even for connections originating from pixels located in the edge of the cell the transmitted powers appear to be much lower than the maximum value (25dBm).
Micro-cell test case
This approach deploys a micro-cell scheme that becomes an attractive solution in terms of convenience in network setting up and increased air interface capacity.
The cell area layout and structure is depicted in Figure 11 . It consists of 36 hexagonal microcells with distance between the base stations equal to 200m (cell radius equal to 115m). The cells are split into 48 pixels and furthermore into 4 zones around the NodeB. The COST Walfish -Ikegami propagation model is used. Chip rate is set to 3,84Mcps. It is assumed that mobile terminals can transmit at maximum 125mW(21dBm) for all services, while base stations can transmit at maximum 5W(37dBm). The thermal noise level is -103,2dBm (noise figure of micro base station = 5dB). The service demand pattern consists of 4 different services. A speech service (s1), a symmetric 64/64kbps data service (s2), an asymmetric 64/144kbps (s3) data service and a high data rate 384kbps service (s4) only in the forward direction.
The demand volume with the assumed service characteristics is summarized in Table 4 . Table 4 .
Speech
Service Characteristics per cell -Micro
The connections above cause in each cell an average loading factor of 45% in the uplink and 70% in the downlink.
Both mobile terminals and base stations transmit at lower power levels. Nevertheless, the difference between macro-cell and micro-cell capacities is visible. Especially for data services, that are downlink capacity limited, the gain in micro-cell deployment scenarios can be 100%.
Scenario 1 -Users uniformly distributed into pixels
The first scenario deploys the occasion where the users are uniformly distributed between the pixels inside a cell. The percentage of users in each cell of the service area layout that are allocated in the different zones is depicted in Table 2 .
Uplink Downlink
Zone 1 11% 12%
Zone 2 25% 26%
Zone 3 31% 30%
Zone 4 33% 32% The total uplink interference at each cell site is depicted in Figure 12 . The same figure contains the expected uplink interference based on the loading factor [3] . Figure 13 depicts the total power transmitted by each NodeB in the forward link.
The high downlink orthogonality leads up to correspondingly reduced intra-cell interference and thus, the load is more sensitive to inter-cell interference.
The solution algorithm converges after 16 iterations for the ILCU problem and after 88 iterations for the ILCD problem. Figure 14 focuses on a particular cell, and provides additional information for demand handling. The cell that is selected is cell 16 and is located in the middle of the coverage area. The figure depicts the reverse transmission power levels allocated per service and cell area.
Scenario 2 -Users uniformly distributed into cell zones
In the second scenario referred to micro-cells the users are uniformly distributed between cell zones within the cell. The percentage of users in each cell of the service area layout that are allocated in the different zones is depicted in Table 6 .
Uplink Downlink
Zone 1 25% 26%
Zone 3 25% 24%
Zone 4 25% 24% Figure 12 depicts the total uplink interference at each cell site, evaluated by the ILCU scheme, and the expected interference based on the loading factor [3] . Figure 13 depicts the total power transmitted by each NodeB in the forward link, evaluated by the ILCD scheme.
Comparing to the first scenario for micro-cells, the difference in terms of the uplink interference seems to be relatively small. The same conclusion can be extracted by observing the allocation of downlink transmitted powers to NodeBs.
The solution algorithm, in this case, converges after 13 iterations for the ILCU problem and after 64 iterations for the ILCD problem.
In Figure 15 , cell 16 is further examined and it is shown that the uplink transmission power levels allocated per service and cell area are reduced for about 1dB comparing to scenario 1. In anyway, the uplink transmitted powers are particularly low as an output of the uplink power minimisation algorithm.
CONCLUSIONS
This paper addressed planning problems that are important to the design and management of W-CDMA-based cellular networks. The problems aimed at configuring the allowed interference levels per cell in order to keep up with various traffic load situations. The problems were concisely defined, mathematically formulated and solved by computationally efficient algorithms. Finally, a set of indicative numerical results was presented.
The algorithms presented above are suitable for application in the design, management or reengineering of W-CDMA-based cellular networks. The main ILCU and ILCD characteristics can be summarized in the following main points. Their input, and especially the demand pattern description, is at a level of detail adequate for complementing legacy design processes. This leads to refined computations of the external and (consequently) overall interference levels in each cell. As it has been shown, the refined computations do not significantly impact the solution's complexity. Finally, the output of ILCU and ILCD schemes can be used for configuring elements and driving the system operation in the control domain. An interesting issue for future study is to extend the scope of the test cases by applying the schemes into different demand patterns and therefore, widen the number of results on the dynamical handling of the interference situations that occur in the network. Another extension in our work will examine the use of additional carriers and its impact in the interference levels and capacity per cell.
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