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We analyse metastable states in the East model, using a recently-proposed patch-repetition anal-
ysis based on time-averaged density profiles. The results reveal a hierarchy of states of varying
lifetimes, consistent with previous studies in which the metastable states were identified and used
to explain the glassy dynamics of the model. We establish a mapping between these states and con-
figurations of systems of hard rods, which allows us to analyse both typical and atypical metastable
states. We discuss connections between the complexity of metastable states and large-deviation
functions of dynamical quantities, both in the context of the East model and more generally in
glassy systems.
PACS numbers: 64.70.Q-, 05.40-a
I. INTRODUCTION
As supercooled liquids approach their glass transi-
tions, their viscosities (and relaxation times) increase
rapidly [1, 2]. Despite a very considerable body of theo-
retical work, there remains no consensus as to how this
observation should best be explained. In some theoreti-
cal pictures, relaxation takes place via “excitations” [3, 4]
(or “soft spots” [5]) that become increasing rare at low
temperatures, slowing down the dynamics. Alternatively,
one may imagine that the system evolves on a rough
potential energy surface, and tends to become trapped
in deep minima as the temperature is lowered [6, 7].
Or perhaps, the diversity (entropy) of disordered states
decreases so strongly at low temperatures that tran-
sitions between distinct states require large-scale rear-
rangements that are necessarily very slow [8, 9].
In order to refine these qualitative pictures, theoret-
ical developments are complemented by computer sim-
ulations of glassy fluids. However, the practical task of
identifying objects like “excitations” or “free energy min-
ima” in simulation is a difficult one (see however [5, 10]).
A particular case in point is the idea of metastable states.
It is very natural to describe glassy dynamics in terms of
rare transitions between such states, which are are also
well-defined in some classes of mean-field model [11, 12].
In computer simulation, identifying distinct metastable
states is possible in small systems [7], but the generali-
sation to extended (large) systems is more difficult (see
also [13]). This is an important obstacle when attempting
to test theoretical pictures based on mean-field models.
Recently, Kurchan and Levine [14] proposed a patch-
repetition analysis whereby metastable states may be
identified and characterised, using computer simulations
of large systems. The method has two main components:
a time-averaging procedure that associates metastable
states of lifetime τ with well-defined density profiles; and
a counting procedure based on finite ‘patches’ of the
large system. This work provides a method (or thought-
experiment) by which metastable states may be defined
in finite-dimensional systems. Recent numerical stud-
ies based on this method [15, 16] have focussed on the
counting procedure, showing that this can indeed yield
an entropy associated with the number of states in the
system.
Here, we apply the patch-repetition analysis to the
East model [17, 18]. This is a kinetically constrained
model [19, 20] whose thermodynamic properties (and
potential energy landscape) are trivial, but whose dy-
namics are nevertheless complex, and have striking sim-
ilarities with molecular glass-formers [21–23]. We find
that the patch-repetition analysis can be used to iden-
tify and characterise metastable states in this model, de-
spite its trivial potential energy surface. However, the
metastable states that are revealed absolutely require
the time-averaging process described in [14]: in partic-
ular, there are states with a very broad spectrum of life-
times, and the results of the patch-repetition analysis
depend on the lifetime of the states under analysis. In
this sense, the patch-repetition analysis is distinct from
recent studies that aim to characterise amorphous order
through analyses where a system is constrained (pinned)
or biased to remain close to a typical reference configura-
tion [24–27] – these analyses are purely static and have no
dependence on the dynamical rules by which the system
evolves. Such calculations therefore give trivial results
for the East model, in contrast to the patch-repetition
analysis.
We describe our models and methods in Sec. II before
showing numerical results in Sec. III. We also identify a
mapping between these states and configurations of an
ideal gas of hard rods, where the size of the rods de-
pends on the lifetime of the states. In Sec. IV, we discuss
the implications of our results for studies of metastable
states in general, and we also discuss connections between
that analysis and recent work on large deviations of dy-
namical quantities in glassy systems [28–31]. Finally, we
summarise our conclusions in Sec. V.
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2II. MODEL, METHODS, AND METASTABLE
STATES
A. Model
The East model [17, 18] consists of L binary spins
ni = 0, 1, with i = 1 . . . L, and periodic boundaries.
We refer to spins with ni = 1 as ‘up’ and those with
ni = 0 as ‘down’. The notation C = (n1, n2, . . . , nL) in-
dicates a configuration of the system. The key feature
of the model is that spin i may flip only if spin i − 1 is
up. If this kinetic constraint [19, 20] is satisfied, spin i
flips from 0 to 1 with rate c and from 1 to 0 with rate
1 − c. We take c/(1 − c) = e−β where β is the inverse
temperature, so small c corresponds to low temperature.
The rates for spin flips obey detailed balance, so that
the probability of configuration C at equilibrium is sim-
ply p0(C) = e−β
∑
i ni/Z, where Z = (1 + e−β)L is the
partition function. At equilibrium, one has 〈ni〉 = c, and
the regime of interest is small c (low temperature).
Despite the trivial form of p0(C), the kinetic con-
straint in this model leads to complex co-operative dy-
namics at small c. In particular, the relaxation time
of the model diverges in a super-Arrhenius fashion, as
τ0 ∼ eβ2/(2 ln 2) [18, 33]. The rapid increase in relaxation
time is illustrated in Fig. 1a where we show
C(t) =
〈ni(t)ni(0)〉 − 〈ni〉2
c(1− c) , (1)
for various temperatures. The origin of the increasing
time scale is a large set of metastable states, arranged
hierarchically [18]: different states have different lifetimes
which scale as c−b. Here and throughout b is an integer
which we use to classify the various relevant time scales
in the system. Evidence for the separated timescales is
shown in Fig. 1b: the correlation function decays via a
sequence of plateaus that become more clearly separated
as c is reduced.
B. Metastable states
To identify metastable states, we perform a time aver-
age over the spins, defining
nit = (1/t)
∫ t
0
dt′ni(t′), (2)
and a time-averaged spin profile
Ct = (n1t, n2t, . . . , nLt). (3)
The key observation of [14] is that if the system has
metastable states indexed by α = 1, 2, . . . , then each
state is associated with a profile Cα. Further, if t is much
larger than the intrastate relaxation times, but small
compared to their lifetimes, then the observed profile Ct
will almost surely be close to one of the Cα. Hence, the
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FIG. 1: Correlation function C(t) in the East model. (a) The
inverse temperature is varied from β = 1 to β = 5, showing
a dramatic increase in relaxation time. (b) At the lowest
temperatures, plateaus are apparent during the early stages
of relaxation (where C(t) is large). Arrows indicate the times
for which data is shown in later figures. The behaviour at
these times is representative of regimes c1−b  t  c−b: the
rationale for choosing the specific values of t is discussed in
the main text.
statistical properties of the (observable) profiles Ct can
be used to infer the properties of the metastable states
in the system.
This situation, of many metastable states each asso-
ciated with a profile Cα, holds very accurately in the
East model. As discussed by Sollich and Evans [18] (see
also [34]), motion on a time scale t  c−b  τ0 is re-
stricted to domains of size 2b−1, with each domain being
immediately to the right of a long-lived up spin. Also, if
c1−b  t c−b then spins within such domains typically
flip many times within time t, while other spins are un-
likely to flip at all. The result of this large number of flips
is that nit → 〈ni〉 = c if spin i is within a mobile domain.
Sollich and Evans [18] used the term “superdomain” to
describe these mobile domains. A metastable state with
lifetime of order c−b can be identified by specifying the
position of its superdomains.
In terms of Fig. 1b, the limit c1−b  t  c−b corre-
sponds to choosing a time within a plateau of the cor-
relation function. However, when using numerical re-
sults to gain information about metastable states, we
3b = 1
b = 2
b = 3
b = 0
Initial condition:
[ β = 5 ] ￿δn2it￿1/2ic￿nit￿ic
0 50 1000.001
0.01
0.1
1
0 50 1000.001
0.01
0.1
1
0 50 1000.001
0.01
0.1
1
0 50 100
 i
0.001
0.01
0.1
1
1... 11.. 1.1. 1..1 1...1 1....1
FIG. 2: Time averaged density profiles Ct at β = 5 (so
c ≈ 0.0067). Averaging over many trajectories from the same
initial condition, we show the mean profile 〈nit〉ic and its stan-
dard deviation 〈(δnit)2〉ic. The times correspond with the ar-
rows in Fig. 1b, and are typical of the regimes c1−b  t c−b.
The approximate positions of the up spins in the initial con-
dition are shown at the top of the figure (1s indicate up spins
and dots indicate selected down spins). Typically, nit is ei-
ther close to 1 (i.e., 〈nit〉ic ≈ 1 with 〈(δnit)2〉ic  1 or nit
is small (i.e., 〈nit〉ic  1 with 〈(δnit)2〉ic  1). The separa-
tion between these two cases motivates the definition of the
(coarse-grained) n˜it = 0, 1).
find that saturating the limit t  c1−b is more impor-
tant than t c−b: in the following we focus on the time
points indicated by arrows in Fig. 1b, which correspond
to c1−b  t . c−b. However, our results are similar if we
use smaller times (as long as t c1−b).
To illustrate this behaviour, we have simulated trajec-
tories of the East model, starting from a particular initial
condition that helps to reveal the physical processes at
work. Fig. 2 shows the time-averaged spins 〈nit〉ic and
their variances 〈(δnit)2〉ic, where the subscript “ic” indi-
cates that the average was taken with a fixed initial con-
dition (in contrast to other averages in this work which
are conventional averages over equilibrium trajectories).
We emphasise the following three points:
• All of the 〈nit〉ic are either close to 1 or of order
c 1. Also, the standard deviation 〈(δnit)2〉1/2ic 
1 for all spins. Thus, for this initial condition
and for each of these times t, one almost certainly
finds a profile Ct that is close to a reference profile
Cαt = 〈nit〉ic. Each reference profile (one for each
value of t shown) can therefore be identified with a
metastable state that is stable on a time scale t.
• For b ≥ 1, any spins with 〈nit〉ic ≈ 1 are separated
by at least 2b−1 spins with 〈nit〉  1. If two up
spins are closer than this in the initial condition
then the rightmost of them is within the mobile
domain associated with the leftmost one. In that
case, the rightmost spin (nj) tends to flip many
times and njt converges to a value close to c.
• For this initial condition (and these time scales),
the system relaxes independently in each of 6 in-
dependent regions. This means that the dynamical
evolution of separate patches of the system can be
treated independently.
These three points establish the central requirements
for our analysis of metastable states. The first shows
that the metastable states in this system are well-defined,
while the second shows that metastable states with differ-
ent lifetimes have different internal structures. The third
point establishes that one may decompose the behaviour
of the system into independent regions, at least for this
initial condition. Building on this point, Fig. 3 shows
how the local behaviour evolves with time, for various
different initial conditions (the predictions shown follow
from the superspin analysis of [18] and are also consistent
with our numerical results). We note that while some ini-
tial conditions belong to a single metastable state (and
always yield the same time-averaged profile Ct), there are
other initial conditions that exist on the border between
states (and therefore may yield one of several profiles).
For these cases, it will not be true that 〈(δnit)2〉1/2ic  1,
but it is true that for typical trajectories, Ct ≈ Cαt for
some metastable state α.
In general, the analysis of Kurchan and Laloux [35]
indicates that typical configurations of any large finite-
dimensional system always lie on a border between states.
For the East model, this result follows from the observa-
tion that the local configuration 111... will occur many
times in a large system: in the regions where this occurs,
the system may relax into one of two averaged profiles
[either 1x1x.. or 1xx..., (see Fig. 3)]. Hence a typical con-
figuration of the system cannot be associated to a single
4b = 1
b = 0
b = 2
b = 3
1cxx1c
1...
1x..
1ccxx
1cx.
11.. 111. 1.1. 1.11. 1.1.1.
1x1x.. 1x1x1x
FIG. 3: Schematic illustration of time evolution among
metastable states. Each box represents a state, labelled by
its characteristic local density profile, and a value of b that
indicates its lifetime (of order c−b). To describe the profile
we use a notation suggested by Fig. 2, based on the relative
sizes of 〈nit〉ic and 〈δn2it〉1/2ic . We distinguish four cases: (i) a
1 represents a spin with nit ≈ 1 (up to a tolerance much less
than 1); (ii) a dot represents a spin with nit  c; (iii) a c
represents a spin with nit ≈ c (up to a tolerance much less
than c); (iv) an x represents a spin with nit ∼ c (that is, a
typical value c with a tolerance much less than 1 but bigger
than c). The 1 corresponds to n˜it = 1 while x, c and dot
all correspond to n˜it = 0. Arrows indicate how a profile on
one time scale evolves into a different profile after averaging
over a longer time scale. Some states have more than one
outward arrow, indicating that they may evolve into one of
several possible profiles, so they are on a borderline between
the various (more stable) states into which they may evolve.
averaged profile. However, a key insight from [14] is that
while it is not possible to establish a one-to-one map-
ping between initial conditions and metastable states, it
is possible to establish such a mapping between profiles
Ct and metastable states.
C. Methods for counting metastable states
We now turn to the patch-repetition analysis proposed
by Kurchan and Levine [14] as a method for analysis of
metastable states. We wish to consider the probability
distribution of profiles Ct, since these are in one-to-one
correspondence with metastable states. In general, the
averages nit have continuous values, and a tolerance  is
required [14] in order to identify if a state Ct is “close”
to a reference profile Cαt . However, in the East model, we
have nit ≈ 0, 1 (recall Fig. 2) so we define
n˜it = Θ(ni,t − a), (4)
where Θ(x) is a step function, and the threshold a =
1/2 (results depend weakly on this threshold). We then
obtain a binary profile
C˜t = (n˜1t, n˜2t, . . . , n˜Lt), (5)
and we consider the statistical properties of these profiles,
as a proxy for the Ct.
To analyse the distribution over the C˜t, we use the
patch-repetition analysis [14]. To this end, consider
a patch of the system of size `, for example B`i =
(n˜it, n˜i+1,t, . . . , n˜i+`−1,t). Then, for a large system, one
evaluates
S`,t = −
∑
B`
[
n(B`)/L] log [n(B`)/L] (6)
where n(B`) is the number of occurences of patch B` in
C˜t, and the sum runs over all patches of size ` that appear
in C˜t. (Clearly
∑
B` n(B`) = L since the total number of
patches is L.)
As long as correlations in the system are of finite range,
one may define the entropy density associated with the
profiles C˜t as
St = lim
`→∞
S`,t/`. (7)
Since we expect a one-to-one correspondence between
profiles C˜t and metastable states of lifetime at least t,
then we can identify St as the entropy density associated
with these metastable states. The (extensive) quantity
LSt is sometimes called the “complexity” [11, 12, 14] (al-
though we emphasise that we are working with states of
fixed finite lifetime, not the infinitely long-lived states
that exist in mean-field models).
III. PATCH-REPETITION ANALYSIS AND
DYNAMICAL CORRELATIONS
We now present numerical results that illustrate how
the patch repetition analysis is effective in identifying and
characterising metastable states in the East model, and
how the results of this analysis can be used to predict
dynamical correlation functions. These results illustrate
the operation of the scheme, and the central role played
by the averaging time t. The implications of these results
for other glassy systems will be discussed in the following
Section.
In the East model, we have evaluated S`,t numerically
for the times t shown with arrows in Fig. 1b. Fig. 4
shows our results (symbols), which we present by plot-
ting S`+1,t − S`,t as a function of `. We first observe
that for t  1 (i.e., b = 0), then S`+1,t − S`,t is inde-
pendent of `. This result follows immediately from the
trivial equilibrium distribution p0(C) in the East model.
However, on averaging over larger time scales, structure
appears in these entropy measurements, and one may eas-
ily identify a length scale `∗ associated with convergence
of S`+1,t − S`,t to its large-` limit St.
To account for the `-dependence of S`,t, recall that the
“superdomain” argument of [18] indicates that sites with
n˜it = 1 are separated by at least 2
b−1 lattice sites (for
b ≥ 1). This rule indicates that the statistics of the time-
averaged profiles C˜t are related to those of systems of hard
rods of length m = 1 + 2b−1. In fact, for times much less
than τ0, we find that the statistics of the profiles C˜t are
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FIG. 4: Patch entropies S`,t (points) associated with the den-
sity profiles n˜it, evaluated at the times indicated in Fig. 1b
and for (a) β = 4 and (b) β = 5. The ‘theory’ lines are the
predictions of (8,9), where the density ρ is obtained as 〈n˜it〉
and the rod length m = 1 + 2b−1 (or m = 1 for b = 0).
almost exactly those of an ideal gas of hard rods of length
m, where the leftmost site of each hard rod carries a ‘1’
and all others site carry a ‘0’. If the number density of
rods is ρ, straightforward counting arguments show that
the patch entropies for this hard rod system are given by
S`(m, ρ) = −`ρ log ρ− (1− `ρ) log(1− `ρ), ` ≤ m, (8)
and
S`(m, ρ) = Sm(m, ρ) + (`−m)Srod(m, ρ), ` > m, (9)
where
Srod(m, ρ) = −ρ log ρ− (1−mρ) log(1−mρ)
+ [1− (m− 1)ρ] log[1− (m− 1)ρ] (10)
is the total entropy density.
The predictions of (8) and (9) are shown in Fig. 4 as
solid lines. The fit is excellent. The value of ρ has been
calculated from the numerical data (as ρ = 〈n˜it〉), but no
other fit parameters are required (we take m = 1+2b−1).
We conclude that metastable states in the East model
with lifetimes t ∼ c−b are in one-to-one correspondence
with configurations of hard rods of length 1 + 2b−1.
At equilibrium, states with equal numbers of rods are
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FIG. 5: Spatial correlation functions at β = 5 and times in-
dicated in Fig. 1b. (a) Two-point correlations gt(r) of the
time-averaged density nit. The dashed lines are guides to the
eye. The mapping to hard rods indicates that gt(r) should be
equal to 0 for r ≤ 2b−1 and constant (= ρ) otherwise, con-
sistent with the data. (b) Two-point correlations G4(r, t) of
the persistence function pit. The ‘theory’ lines are predictions
of (13), where ρ is fitted to the value G4(0, t).
equiprobable, and the number density of such hard rods
is ρ ≈ c. (To be precise, for t  t0 then ρ = c − O(c2):
one has 〈nit〉 = c, but the coarse-graining procedure lead-
ing to n˜it means that the average number of sites with
n˜it = 1 is less than the average number of sites with
ni = 1.) It is however useful to recall at this point that
we have always been restricting our analysis to the situ-
ation c−b  τ0, which also implies that mρ  1 (recall
τ0 is the bulk relaxation time). For times of order τ0, the
situation is more complicated, since time scales are no
longer well-separated [32]. To the the extent that that
metastable states exist on these time scales, we expect
them still to be in one-to-one correspondence with hard-
rod configurations, but states with equal numbers of rods
are no longer equiprobable. The same limitations mean
that the superdomain analysis of [18] does not give quan-
titative results for structural relaxation at equilibrium.
Fig. 5 shows the correlation function between time-
averaged densities
gt(r) =
〈nitni+r,t〉
〈nit〉 . (11)
6Given that the distribution over metastable states is that
of uncorrelated hard rods, one expects that gt(r) ≈ 0 for
1 ≤ r ≤ 2b−1 and gt(r) ≈ ρ for r > 2b−1. This is
confirmed numerically in Fig. 5(a).
Fig. 5(b) shows the correlation between single-site
“persistences”
G4(r, t) = 〈pitpi+r,t〉 − 〈pit〉2, (12)
where the persistence pit = 1 if spin i does not flip at
all between times 0 and t; otherwise pit = 0. Based on
the superspin picture, we assume that relaxation within
states is the only motion possible on times less than t, so
all sites should have pit = 1, except that each up spin in
C˜t is followed by 2b−1 spins with pit = 0.
Assuming that this picture holds, one arrives (for
c1−b  t c−b) at
G4(r, t) = max[ρ(1− r/2b−1), 0] (13)
where ρ is the number density of hard rods discussed
above. Comparing this prediction with the numerical
data of Fig. 5b, the agreement is reasonable, but there
are significant deviations. The data for G4(r, t) indicate
that blocks of more than 2b−1 spins with pit = 0 occur
more often than expected. This occurs because the per-
sistence pit is sensitive to (atypical) flips of spin i that
may occur even if this spin is not within a mobile domain.
Such flips tend to occur to the right of mobile domains,
increasing their apparent size. On the other hand, the
time-averaged density nit is less sensitive to such rare
spin flips: a significant deviation of nit from its typi-
cal behaviour requires that ni deviates from its typical
behaviour for a time comparable with t. This empha-
sises the effectiveness of the time-averaged spin nit as a
good measurement for probing metastable states, while
the persistence pit is less effective for this.
IV. DISCUSSION OF METASTABLE STATES
A. Length scales
A central aim of [14] was to identify a length scale
(or perhaps several length scales) associated with “amor-
phous order”. It is clear from Figs. 4 and 5 that for
times t ∼ c−b, there is a length scale `∗ ' 2b−1 associated
with the metastable states in the East model. In general,
this length scale should reflect structural features asso-
ciated with metastable states of lifetime t. Here, this is
simply the minimal possible spacing between spins with
n˜it = 1. The longer-lived the states, the larger is `
∗, and
the greater the degree of internal structure within the
states.
While these states can only be obtained by a dynamical
construction (the time averaging of the spin profile), we
note that they do have static structure, as measured (for
example) by gt(r). Hence, one may explain properties of
the system by a ‘free energy landscape’ metaphor, of ac-
tivated hopping amongst states (basins), with each state
having a distinct local structure. The (time-dependent)
length `∗ also matches the length scale ξ4 associated with
dynamical heterogeneity in the model, which is usually
measured (in the East model) by the persistence corre-
lation function G4(r, t). The general inference here that
is that the time-averaging procedure used to determine
`∗ will lead to coupling between `∗ and dynamical het-
erogeneities associated with intra-state (relatively fast)
dynamical motion.
We note that the length scale `∗ is obtained by con-
sidering the approach of S`+1,t − S`,t to its large-` limit
St: an alternative route [14, 16] is to expand the entropy
for large ` as S` = S`d[1 + (ξ/`)ν−d + . . . ] where d is the
spatial dimension, ξ a characteristic length scale, and ν a
scaling exponent. Calculating results for the East model
based on the hard rod analysis, we have d = 1 and ν = 0:
the resulting length scale is ξ = `∗(`∗S`=1 − S`∗)/(2S`∗).
As may be inferred from Fig. 4, the entropy difference
`∗S`=1 − S`=`∗ , is small compared to S`∗ , meaning that
ξ  `∗. The interpretation of ξ is therefore not clear
in this case: it would be more appropriate to write
S` = S`d[1 + a(ξ/`)ν−d + . . . ] where a is an amplitude
(small in this case), and ξ ≈ `∗ the true length scale.
However, extraction the determination of two parame-
ters a and ξ makes this method non-trivial [in this case
one might take a = (S`=1/S)− 1 but it is not clear that
this is the best choice in general].
Another length scale [14] that can be extracted from
S` is the length `1 for which S` ≈ 1. In this model,
`1 ∼ 1/|c log c|, comparable (but not equal to) the typical
distance (1/c) between up spins. However, the length
scale `1 does not play any obvious role in the behaviour
of the system. A similar conclusion was found in [16].
However, contrary to the models considered in [16], we
find that S`/` approaches its large-` limit from above in
this model, and not from below. We do not have any
simple physical argument for this observation, although
we do note that the total entropy of the East is very small
at low temperatures, since the model does not account
for the diversity of possible “inactive” states that are
commonly found in glassy systems [36, 37].
The conclusion of this analysis is that the `-dependence
of S` does encode considerable information about the
range of correlations an amorphous system. For the East
model, it is relatively simple to identify the relevant phys-
ical length scale as `∗, but more generally, it remains un-
clear how to interpret measurements of S`. Certainly,
the subtleties associated with this interpretation should
be borne in mind in future studies.
B. Atypical states and the complexity Σ(f)
We established in Sec. III that the metastable states
in the East model are in correspondence with configura-
tions of hard rods. At equilibrium, the system typically
7occupies states whose number density of rods is ρ ∼ c.
However, as discussed in [14], it may be useful to con-
sider ensembles in which the model is biased into atypi-
cal metastable states (for example, with higher or lower
values of ρ).
We define a free energy density for state α by writing
the probability that the system is in that state as
P (α) = e−βLfα/Z, (14)
where Z is the usual equilibrium partition function of
the system. Based on the mapping to hard rods, we have
fα = −µNα where µ is a (negative) chemical potential,
and Nα is the number density of up spins in C˜α (i.e.,
the number density of rods). For a given average density
ρ, the chemical potential µ may be obtained as βµ =
− ∂∂ρSrod(m, ρ).
Now consider a modified ensemble in which states oc-
cur with probability
Pq(α) = e
−βqLfα/Z(q) (15)
with Z(q) = ∑α e−βqLfα . The ensemble with q = 1 cor-
responds to equilibrium: for large q then states with more
rods are suppressed while for q < 1 they are enhanced.
As q → 0, all states are equiprobable so the ensemble is
dominated by the most numerous states (those with the
highest entropy).
Since the probability of state α depends on q through
the exponential of an extensive quantity, the modified
ensemble of (15) is dominated by states that are very
rare at equilibrium: such ensembles are the subject of
large deviation theory [38]. To investigate the properties
of this ensemble, it is useful to consider the average free
energy of states within the modified ensemble:
f(q) =
∑
α
fαPq(α) = − 1
βL
∂
∂q
logZ(q). (16)
Now rewrite the definition of Z(q) as
Z(q) =
∫
df eΣ(f)−βqLf (17)
where (by definition) eΣ(f) is the density of states with
free energy f , so Σ(f) is the (extensive) complexity [12,
14]. For the East model, recall that the free energy fα =
−µNα, and the density of states with a given number of
rods is eLS
rod(m,ρ) [recall (10)]. Thus, for the East model,
we have a concrete expression for the complexity:
Σt(f) = LSrod(mt,−f/µt), (18)
where µt is the rod chemical potential and mt is the rele-
vant rod length; we have reintroduced the subscript t as
a reminder that we are counting metastable states with
lifetime much greater than some fixed time t, and that
the rod size m and chemical potential µ depend on this
time.
It follows from (17) that the modified ensemble of (15)
maps to an ensemble of hard rod configurations whose
chemical potential is qµ (here µ < 0 is the rod chemical
potential of the equilibrium ensemble with q = 1). As
q is reduced (the chemical potential becomes less nega-
tive), the number of hard rods increases. As q → 0, one
finds the maximum entropy state, ρ = 1/(m+1); contin-
uing to negative q, the system approaches the maximal
density state ρ = 1/m. For q > 1, the number of rods
decreases, with ρ → 0 (and therefore f → 0) as q → ∞.
The large-q limit is similar to the entropy crises found
in mean-field models [12], except that Σ(f) → 0 with a
diverging gradient dΣ/df → ∞: this is the reason that
the transition takes place as q → ∞ [14]. In summary,
we find that f(q) is a smooth function of q, with singu-
lar behaviour only as q → ±∞. This means that phase
transitions only occur at zero temperature, as expected
in the East model [19, 20].
C. Biased ensembles based on patches and the role
of dynamical fluctuations
In the previous subsection, we analysed atypical states
in the East model using the superspin picture of [18] and
the numerical results that we obtained for typical states.
Kurchan and Levine [14] proposed a method for numeri-
cal investigation of atypical states, via the ensemble (15).
However, numerical sampling of such biased ensembles is
difficult, since these ensembles are dominated by configu-
rations that are far from typical. In the remainder of this
Section we analyse different methods for analysing rare
metastable states. We use the East model as a represen-
tative example, but the main aspects of the discussion
apply quite generally to models with many metastable
states.
The method proposed in [14] for analysis of atypical
states was based on Renyi complexities (see for exam-
ple [39]): the idea is that one estimates a quantity YB
that can be used to infer the free energy associated with
a patch B of size `. Each possible patch has a free energy
density that is estimated as YB = (−1/`) log[n(B)/L]
where n(B) is the number of times that patch B appears
in C˜t [recall (6)]. Writing n(B)/L = e−`YB and compar-
ing with (14) motivates the analogy between YB and the
free energy density βfα.
Then, one may analyse the q-ensemble by giving extra
statistical weight to patches with large (or small) values
of Y . That is, consider a patch-analogue of (15) where
one assigns patch probabilities:
pq(B) = e
−q`YB
Zp(q) (19)
with Zp(q) =
∑
B e
−q`YB . Since YB can be estimated
directly via n(B), one may also estimate a free-energy-
8like quantity, which is the Renyi complexity:
Kq,` =
1
`(q − 1) log
∑
B
e−q`YB
=
1
`(q − 1) log
∑
B
[n(B)/L]q. (20)
The patch quantity (q− 1)Kq,` is analogous to the quan-
tity (1/L) logZ(q), defined for states in the previous sec-
tion. For large enough `, one expects the modified en-
semble defined by (19) to resemble that defined by (15).
From a numerical perspective, this approach is difficult
– one is attempting to reconstruct a biased ensemble us-
ing data from an equilibrium one, and typical configura-
tions from the two ensembles are quite different from one
another. The usual approach to this problem is to use a
biased sampling scheme such as umbrella sampling [40]
for ensembles of configurations, or transition path sam-
pling [41] for ensembles of trajectories. Here the situation
is subtle: while the bias in (15) appears to be a configura-
tional one, based on free energies of states, we recall that
any practical sampling scheme uses time-averaged pro-
files to infer the relevant states. This means that patches
that are rare in (20) may be associated with unusual
metastable states, or they may be associated with rare
dynamical events in which the averaged profile Ct does
not converge to any of the profiles Cαt that are associated
with metastable states in the system. This motivates us
to consider the relation to dynamical sampling methods
and recent work on dynamical large deviations.
D. Relation to dynamical large deviations
The statistical properties of time-integrated dynam-
ical quantities have received considerable interest re-
cently, especially through studies of large deviations
in glassy systems [28–31, 42–45] (including the East
model [28, 29, 45]). The most relevant situation for this
work is the one considered for a spin-glass model in [31],
where the time t (there called tobs) is well-separated from
both a fast (intra-state) relaxation time scale tf and a
slow (inter-state) relaxation time ts. The question of in-
terest there is: given a quantity k(C) that can be eval-
uated for a given configuration, what is the probability
distribution of K =
∫ t
0
k(C(t))dt? Clearly, this is closely
related to distributions of the quantities considered here,
such as nit = (1/t)
∫ t
0
ni(t
′)dt′. We note that in [31], the
fast time scale tf was comparable with the equilibrium
relaxation time of the system, while the slow time scale
was much longer still. Here we consider the case where
tf  t ts  τ0: for example tf = c1−b and ts = c−b, as
above. Nevertheless, the main results of [31] apply also
in this case.
In particular, one may consider a biased ensemble
where a dynamical trajectory C(t) occurs with probabil-
ity
Prob[C(t)|s] = Prob[C(t)|0] · e−sK[C(t)] · 1
Zd(s)
. (21)
Here, the short-hand notation [C(t)] indicates dependence
on a trajectory of the system (with time running from 0
to t), while Prob[C(t)|0] is the probability of trajectory
C(t) at equilibrium, and Zd(s) is a normalisation con-
stant. Following [31], in the joint limit tf  t  ts,
this biased ensemble develops a singular dependence on
s. That is, if the average value of k within state α is
kα then for s > 0 the ensemble is dominated by the
metastable state(s) with minimal kα, while for s < 0 it
is dominated by state(s) with maximal kα.
If one replaces s → λ/t in (21), one sees that tra-
jectories are now being biased according to their average
values of k(C) (instead of their integrated value). Assum-
ing that dynamical fluctuations can be neglected (that is,
Ct ≈ Cα, due to separation of time scales), and that ev-
ery trajectory is localised in a single metastable state,
one arrives at
Prob[C(t)|s] ≈ Prob[C(t)|0] · e−λkα[C(t)] · 1
Zd(λ/t)
(22)
where α[C(t)] is the state within which C(t) is localised.
In that case, one may write the probability of state α as
Pλ(α) ≈ e−βLfα · e−λkα · 1
Zs(λ)
(23)
where Zs(λ) is a normalisation constant. Physically, (23)
indicates that the effect of weak bias s = O(1/t) in (21)
is to reshuffle probability between metastable states, in
a similar way to that anticipated in (15). One may also
conjecture that the singular dependence of the ensemble
in (21) on the parameter s might be resolved as a smooth
change on a scale s = O(1/t). (Note however that this
behaviour would still be far beyond any linear-response
regime.)
Further, if k(C) can be chosen so that kα ≈ βLfα, then
(23) reduces to (15), with λ = q − 1. That would allow
the ensemble of (15) to be sampled via the numerical
methods that have been used already to sample the s-
ensemble. In fact this is a relatively simple matter in the
East model, since fα = −µNα is tightly correlated with
the total density of up spins L−1
∑
i ni, whose large de-
viations were considered in [28]. However, the construc-
tion required to obtain the statistics of metastable states
is different from that used in most s-ensemble studies so
far, since it would require analysis of trajectories with
1  t  τeq using s = O(1/t) (where τeq is the struc-
tural relaxation time): previous studies concentrated on
the alternative limit s = O(1) and t  τeq. The role of
dynamical fluctuations also needs careful consideration
when comparing results: we are assuming here that Ct is
always close to the relevant Cα but ensuring that this is
indeed the case for trajectories in the s-ensemble requires
careful examination of the limit tf  t ts.
9Finally, we recall that for non-zero c, the East model
has a phase transition in the s-ensemble, in the limit
where t  τ0 [29]. (This is distinct from possible sin-
gular behaviour if c1−b  t  c−b which clearly re-
quires c → 0.) It is clear from [28, 46] that this transi-
tion is associated with a “phase-separated” regime where
time-averaged profiles become macroscopically inhomo-
geneous, containing a large “bubble”, free of excitations.
In the language of hard rods, this bubble corresponds to a
large rod (length m of the same order as the system size),
with a commensurately long lifetime (diverging with the
system size). In general, if states with very long lifetimes
exist, one expects them to dominate the system for s > 0
and t→∞: the necessary link [14] between the very long
lifetime and a diverging length scale is particularly clear
KCMs such as the East model [29].
V. CONCLUSION AND OUTLOOK
We have shown that the patch-repetition analysis
of Kurchan and Levine [14] is useful in identifying
metastable states in the East model, and analysing their
structure. The results are consistent with the analysis of
Sollich and Evans [18], as shown by the excellent fits in
Fig. 4. Knowledge of the metastable states can also be
used to predict dynamical correlation functions as shown
in Fig. 5.
We have emphasised that the patch-repetition analysis
is inherently dynamical in nature, because of its construc-
tion from time-averaged density profiles. In this sense, it
can be used to identify metastable states even in systems
where the potential energy landscape is flat and feature-
less. (This observation can also be rationalised through
the idea that the flat landscape is endowed with a non-
trivial metric [47], encapsulating the idea that motion
within some regions of the landscape may be much faster
than motion between those regions.)
Finally, we compared several different ways of
analysing the distribution of metastable states within a
system, through biased ensembles in which patch proba-
bilities are reweighted (19) and through ensembles where
trajectories are biased by some time-averaged measure
(21). In the end, these methods for numerical analysis
of metastable states must be tested on atomistic models,
to understand how efficient they are and how useful their
results will be. We hope that future studies in this area
will be forthcoming.
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