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Hybride NLP-Systeme und das Problem der PP-Anbindung
Abstract
Das Problem der Anbindungsambiguitäten bei Präpositionalphrasen ist zwar bereits oft und unter
verschiedenen Aspekten - von der Sprachtechnologie bis hin zur Psycholinguistik - untersucht worden,
es darf aber gleichwohl als nach wie vor ungelöst angesehen werden. PP-Anbindung ist ein zentrales
Problem, da es sich bei Präpositionalphrasen um alles andere als ein marginales linguistisches
Phänomen handelt: In deutschen Zeitungstexten kommt auf einen Satz im Durchschnitt etwa eine
Präpositionalphrase, in fachsprachlichen Texten kann dieser Wert noch erheblich höher liegen.






















apositionalphrasen ist zwar bereits oft und unter
verschiedenen Aspekten  von der Sprachtechnologie bis hin zur Psycholinguistik  untersucht wor
den es darf aber gleichwohl als nach wie vor ungel
 
ost angesehen werden PPAnbindung ist ein
zentrales Problem da es sich bei Pr
 
apositionalphrasen um alles andere als ein marginales lingui
stisches Ph
 
anomen handelt In deutschen Zeitungstexten kommt auf einen Satz im Durchschnitt
etwa eine Pr
 








apositionalphrasen auftretenden Disambiguierungsprobleme sind vielf
 
altig und kom





 In Systemen die ausschlielich auf symbolischen Re
pr
 
asentationen grammatischen Wissens beruhen wird das Problem der PPAnbindung nicht sel
ten ausgeklammert vgl Wau	 RS	
 dh es wird auf den Versuch der Disambiguierung
systematisch verzichtet um der daraus resultierenden kombinatorischen Explosion von Lesarten
zu entgehen Diese Strategie w
 
are sinnvoll wenn es semantische Interpretationsverfahren g
 
abe
die die erforderliche Disambiguierung mit einem geringen Aufwand leisten k
 
onnten und eine syn
taktische Vorverarbeitung
 







ankte Textsorten vorstellbar In der letzten Zeit
sind daher verschiedene statistische Verfahren als Erg
 
anzung zu klassischen ParserArchitekturen
vorgeschlagen worden HR	 EC	 Fra	 BR	 HangLi	
 Allen diesen Verfahren ist
gemeinsam dass sie anhand m
 
oglichst groer Korpora EC	 verwenden ein Korpus mit 
Mio Wortformen
 ermitteln wie hoch die Wahrscheinlichkeit ist dass eine PP an ein bestimmtes
Nomen Verb oder Adjektiv angebunden wird Einerseits handelt es sich also um Verfahren zur
statistischen Bestimmung von Valenzrahmen in einem weiten Sinn auch nichtdeverbative Nomi
na k
 
onnen eine so enge statistisch belegbare Bindung an eine PP aufweisen dass solche Attribute
mit Valenzstellen verglichen werden k
 
onnen wie etwa Familien mit Kindern
 Andererseits werden
diese quantitativ bewerteten Valenzstellen als Parsingpr
 
aferenzen interpretiert Das heit dass bei
Zuordnungsmehrdeutigkeiten dasjenige Lexem als Matrixkopf ausgew
 
ahlt wird das die st
 
arkere
Valenzstelle aufweist So ist zB in den beiden folgenden Beispiels
 
atzen die mitPP hinsichtlich
ihrer Anbindung an Nomen oder Verb mehrdeutig
Seit   arbeitete das StandardisierungsGremium
in enger Zusammenarbeit mit IEEE an den Basisnormen
 






orter aus einem Korpus von
wissenschaftlichen Abstracts ergab zB bereits einen Wert von 	 PPs pro Satz











arbeiten  mit Pr
 
aferenz  
Die Computer arbeiten auch als Server mit Microsofts Hochleistungsbetriebssystem
Windows NT
Server  mit Pr
 
aferenz  





ahnten Arbeiten erzielten EC	 auf der Grundlage eines MillionenKorpus die
besten Resultate und zwar sowohl bei der Valenzbestimmung als auch bei der Disambiguierung
So weisen die von ihnen ermittelten Valenzangaben bei den Verben eine Pr
 
azision von  und
einen Recall von  auf Die mit diesen Valenzstellen verbundenen Bewertungen steigerten die
Analysegenauigkeit des von ihnen verwendeten probabilistischen Parsers von  auf 
dh die Fehlerrate sank um 
Nichtsdestotrotz wirft auch diese Arbeit ebenso wie die
 
ubrigen noch zahlreiche Fragen auf
 Sind die bislang nur f
 
ur das Englische gepr
 
uften Verfahren auch auf eine Sprache wie das
Deutsche
 
ubertragbar das bekanntlich trotz genealogischer Verwandtschaft mit dem Eng
lischen gerade unter Aspekten des Parsings v
 
ollig andere Probleme aufwirft sog freie
Wortstellung longdistancedependencies usw
 Im Hinblick auf das PPZuordnungsproblem
spielt dabei eine besondere Rolle dass NPs im Genitiv oder Dativ im Englischen durch eine
PP wiedergegeben werden Den sehr h
 
augen Genitivattributen entsprechen also im Eng
lischen PPs mit Nomenzuordnung W
 
ahrend Verb und Nomenzuordnungen im Deutschen
tendenziell etwa gleich h
 
aug vorkommen mit textsortenspezischen Schwankungen
 domi
nieren im Englischen daher die Nomenzuordnungen  bei EC	
 HR	 nutzen dies
um die Nomenzuordnung in ihrer Zuordnungsheuristik als Default zu verwenden  Ein wei
teres schwerwiegendes Problem besteht darin dass Verfahren wie das von Hindle und Rooth
vorgeschlagene prinzipiell ein vollst
 
andiges SubstantivLexikon voraussetzen Eine solche Vor
aussetzung ist f
 








achste Stelle der bisherigen Arbeiten liegt in der Unvollst
 
andigkeit der ermittelten
Valenzangaben Beruhen die noch verbleibenden Analysefehler auf dieser Unvollst
 
andigkeit










 Welche Rolle spielen fachsprachliche Unterschiede Die meisten bisherigen Studien beruhen
 
uberwiegend auf WallStreetJournalTexten f
 
ur die in der Penn Treebank fertige Analysen
zur Evaluierung vorliegen Sind die ermittelten Ergebnisse auch auf allgemeinsprachliche
Korpora oder andere Fachsprachen
 
ubertragbar









traditioneller Verfahren In Abschnitt  berichten wir
 
uber einige experimentelle Resultate die wir
mit kombinierten symbolischen und statistischen Techniken erzielt haben und versuchen schlielich







Die systematische Ausnutzung von lexikalischen Kookkurrenzen zwischen Pr
 
apositionen einerseits
und Verben bzw Nomina andererseits wurde erstmals von HR	 systematisch verfolgt und ua






aferenzwert einesWortes ist hier als der Anteil seiner Vorkommen
deniert bei denen es mit einer mitPP vorkommt

von den oben genannten Autoren weiterentwickelt
Eine m
 




urde die folgenden Schritte
erfordern
  lexikalische Disambiguierung von Verben Nomina und Pr
 
apositionen
  syntaktische Disambiguierung der PPZuordnung
  Berechnung der Kookkurrenzwahrscheinlichkeiten mindestens f
 
ur die Tripel  Verb Nomen
Pr
 
aposition wenn nicht f
 






















ur Verben und Nomina
liegen solche Sch
 
atzungen nicht vor  beide Klassen werden als oen angenommen Wenn man
also lediglich die  h
 
augsten Nomina und die  h
 
augsten Verben in eine Analyse einbe
ziehen m
 
ochte und jeweils mindestens  Belege pro Tripel ansetzt ergibt sich eine theoretische
Gesamtzahl von  S
 
atzen die manuell beurteilt werden m
 
ussten




ur die PPZuordnung als
voneinander unabh
 
angig und alle Lesarten aller beteiligten Lexeme werden zusammengeworfen
Strukturell disambiguierte S
 
atze dh eine Treebank
 werden nur zur Evaluierung benutzt weil
weder f
 
ur das Englische noch f
 
ur das Deutsche hinreichend groe Treebanks zur Verf
 
ugung stehen
Abstrahiert man von verschiedenen Verfeinerungen der verwendeten Methoden so wird gemessen
wie oft ein bestimmtes Lexemmit einer bestimmten PP zusammen vorkommt in Relation zu seiner
Okkurrenz ohne eine solche PP Diese Zahlen sind also durch die folgenden Faktoren verrauscht
  durch Homographie und Polysemie
  durch F
 
alle in denen eine PP tats
 
achlich dem betreenden Lexem zugeordnet ist aber in
anderer Funktion und
  vor allem durch F
 
alle in denen eine ganz andere Zuordnung vorliegt
Der letzte Fehler l
 
at sich nur dann gering halten wenn hinreichend groe Korpora verwendet
werden und wenn hinreichend viele Belege syntaktisch eindeutig sind zB bei kurzen S
 
atzen wie
sie die Mehrheit in allgemeinsprachlichen Korpora bilden
 Umgekehrt ist in allgemeinsprachlichen
Korpora das Problem der Polysemie wesentlich h
 
oher als in fachsprachlichen





Lexeme Aus diesem Grund verwenden EC	 bei der Evaluation ihrer Ergebnisse nur solche




ur das Deutsche weder derartig umfangreiche Korpora noch Treebanks zur Verf
 
ugung stehen
muten wir uns bisher auf eher stichprobenartige Analysen mit einem hohen Anteil an manueller
Evaluierung beschr
 
anken um uns einer Antwort auf die oben gestellten Fragen zu n
 
ahern Dies
begann mit der Auswahl einer exemplarischen Pr
 
aposition und zwar mit Neben dem pragmati




apositionen des Deutschen geh
 
ort und somit auch bei
kleineren Korpora hinreichend viele Daten zu erwarten sind bietet sich mit als Testinstanz auch
deshalb an weil es massiv polysem ist instrumental komitativ partitiv usw
 und in zahlreichen
syntaktischen Funktionen vorkommen kann
  Pr
 
apositionalobjekt er rechnet mit seiner Ankunft


















  Attribut zu einem Adjektiv er war mit dem Resultat zufrieden
  Komplement eines Nomens der Umgang mit den Leuten
  Adverbial er kam mit  Minuten Versp
 
atung
  Bestandteil von idiomatischen Wendungen mit Fug und Recht usw





mit  Millionen W
 
ortern extrahierten wir alle S
 
atze in denen mit als





Diese Teilmenge enthielt  S
 












 die links vor ei
nem mit vorkamen und z
 
ahlten diese Vorkommen AnzN
i












































hat folgende systematische Schw
 
achen
  das Bezugsnomen einer PP ist im Deutschen nicht immer das unmittelbare Vorg
 
angernomen
die Verbindung der Computer mit einem Koaxialkabel
  das Bezugsnomen kann auch rechts der PP stehen
er steht mit ihm in Verbindung
Dennoch ergaben sich mit diesem Verfahren Werte die sich mit unseren Intuitionen deckten
Beispiele f
 





ahlten aus dieser Liste mit insgesamt  Eintr
 
agen eine Teilmenge von  Nomi
na mit signikant hohen bzw signikant niedrigen np attachWerten aus und integrierten diese




alt zu etwa  Zeitungsartikel aber auch wissenschaftliche Abstracts Ausschnitte aus litera




Die Extraktion scheitert in Einzelf

allen zB kann das Vorkommen von Ziern vor einem Punkt am Satzen
de nicht von einer Ordinalzahl unterschieden werden Solche Ungenauigkeiten sind f

ur unsere Fragestellung aber
nicht von essentieller Bedeutung weswegen wir f






Wenn der Wert f

ur ein Nomen bei  liegt heit dies dass es in dem Kontext von mitPPs weder seltener
noch h

auger vorkommt als in anderen Kontexten H





ur das Nomen eine

uberdurchschnittlicheTendenz feststellbar ist im Kontext vonmitPPs vorzukommenDieses Ma hat den neutralen





ChartParser der von einem mehrstugen ParserCompiler aus einer kontextfreien Grammatik
mit Merkmalsannotationen generiert wurde

 Das System umfasst gegenw
 
artig etwa  Syn
taxregeln und ein Vollformenlexikon mit  Eintr
 
agen Die kontextfreien Regeln sind mit
Wahrscheinlichkeiten annotiert die aus einem Korpus von  Tests
 
atzen ermittelt wurden
Trotz einer relativ detaillierten Behandlung von Pr
 
apositionalkonstruktionen in der zugrundelie
genden Grammatik vgl Lan	





osen zB solche F
 










np attachWerte ein Entscheidungskriterium Die Berechnung der Gesamtwahrscheinlichkeit einer
Strukturbeschreibung wurde wie folgt modiziert Bei jeder Ableitung in der eine mitPP an eine
NP angebunden wurde f
 
ur deren KopfNomen ein np attachWert vorlag wurde die aus der Be
wertung der kontextfreien Grammatik gewonnene Wahrscheinlichkeit mit dem np attachWert des
jeweiligen Nomens multipliziert Sofern der np attachWert f
 
ur das jeweilige Nomen
 
uber  liegt
ergibt sich dadurch eine entsprechende Erh
 
ohung der Gesamtwahrscheinlichkeit der Ableitung bei
niedrigeren Werten eine Absenkung
Anschlieend wurde mit dem um die zus
 
atzliche NPAnbindungsheuristik erweiterten Parser
eine Testsatzmenge von  S
 
atzen analysiert Alle S
 
atze sind belegte F
 




 und enthalten jeweils mindestens
 eine mitPP bei der die Anbindung
an ein Nomen syntaktisch m
 










 So gibt es zB in dem Testsatz
Angeblich standen die Gespr

ache der Regierung mit einer IWFDelegation kurz vor
dem Abschlu 














































































Die Testsatzmenge wurde nach der folgenden Methode zusammengestellt Aus einem Korpus
von S
 
atzen die das orthographische Wort mit enthielten und die mit der Grammatik des Parsers
ableitbar waren wurden mit einem PatternMatcher alle S
 
atze extrahiert in denen mit unmittel
bar auf ein Nomen folgte Aus dieser automatisch erzeugten Teilmenge wurden dann manuell die
F
 
alle entfernt bei denen keine Mehrdeutigkeit vorlag sowie einige S
 









ahlt und geparst Die Disambiguie
rung durch den Parser wurde anschlieend manuell beurteilt Dabei wurde die Analyse des Parsers
dann als korrekt bewertet wenn er im Fall einer tats
 
achlich vorhandenen NPAnbindung diese
als beste Lesart erkannte und in dem Fall da keine NPAnbindung vorlag auch keine solche als
best parse ausgab Ob in dem Fall dass in der Tat keine NPAnbindung vorlag die PPAnbindung










ur den oben angegebenen Testsatz die manuel
le Beurteilung die zweite Lesart als die korrekte festlegte w
 
are die Disambiguierung durch den
Parser als Fehler gez
 





manuellen Bewertung lag bei  S
 
atzen eine NPAnbindung vor bei  S
 
atzen war die mitPP
Pr
 
apositionalobjekt und in  F
 





uhrte der Parser die Disambiguierungsaufgabe korrekt aus
 von insgesamt  S
 
atzen bei denen eine NPAnbindung vorlag wurden falsch disambiguiert




ur das Kopfnomen der NP an die h
 
atte angebunden werden m
 
ussen




ufung zeigte dass die korrekte Anbindung bei diesem Satz
aufgrund einer L
 
ucke in der Grammatik gar nicht erzeugbar war Sieht man von diesem Fall ab
ergibt sich dass alle verbleibenden  F
 
alle von NPAnbindung bei denen np attachWerte f
 
ur
das HeadNomen vorlagen korrekt disambiguiert wurden
Bei  korrekt sowie  falsch disambiguierten S
 
atzen mit NPAnbindung lag kein np attach















atze mit NPAnbindung bei denen das Pr
 
aferenzmodell nicht wirksam war weil es keinen
np attachWert f
 
ur das KopfNomen gab lag die Pr
 
azision bei 









sultate wie sie von Ersan und Charniak f
 
ur das Englische berichtet werden auch f
 
ur das Deutsche







rem Mastab in Erw
 









So waren wir zB nicht in der Lage bei dem Satz Dass der Live Act N Son X mit seinem progressiven Acid
voll im Trend liegt zeigt der Erfolg zu entscheiden ob hier eine attributive oder adverbielle Lesart vorliegt In
anderen F

allen war die manuelle Disambiguierung zwar m

oglich aber aufwendig F

ur den Testsatz Am Abend steht
das Pegasus Viereck mit der Andromeda hoch im Sueden musste zB erst gekl

art werden ob Andromeda ein
Bestandteil des Sternbilds Pegasus ist was eine partitivattributive Lesart nahegelegt h

atte oder sich nur in der
N

ahe des Pegasus bendet was f





Es wurden nur Daten von genau einer Pr

aposition von  Nomina und

uberhaupt keine Daten von Verben
einbezogen das Korpus ist  Millionen W





  Experiment  Kookkurrenzpr

aferenzen bei Verben
Den Bereich der Verben haben wir auf der Grundlage von zwei verschiedenen Korpora untersucht
einem fachsprachlichen mit ca  Millionen und einem allgemeinsprachlichen LIMASKorpus

mit  Millionen Wortformen Die Analyse des fachsprachlichen Korpus ergab  Verben die in
mindestens  Belegen mit einer mitPP zusammen auftreten in dem knapp die H
 
alfte kleineren
LIMASKorpus waren es nur noch  In den meisten F
 
allen stellen diese Belege allerdings nur
einen Bruchteil der tats
 
achlichen Vorkommen des betreenden Verbs dar Hierf
 




  Es handelt sich tats
 
achlich nicht um Valenzstellen sondern um Adjunkte oder um PPs die
einer NP zugeordnet sind






alle sind statistisch nicht zu unterscheiden Obwohl mit dieser Methode durch
aus einige Verben mit mitValenz zu nden sind zB arbeiten rechnen verhandeln k

ampfen
verbinden sich befassen sich besch

aftigen
 ist eine automatische Akquisition der Valenzangaben
ohne erheblich gr
 
oere Korpora nicht durchf
 
uhrbar
Besser sieht es dagegen aus wenn man zB aufgrund eines W
 
orterbuchs vorgibt welche Verben
 













ur insgesamt  Verben ergab dass nur
in  F
 
allen die betreende PP nicht dem Verb zuzuordnen war bei  weiteren Belegen handelte
es sich um ein Adjunkt statt des erwarteten Komplements Allerdings liegen noch keine Anga
ben dar
 
uber vor wie h
 
aug die Verbvalenzstellen in diesen Belegen tats
 
achlich in Konkurrenz zu
Valenzstellen treten die von einem Nomen er
 
onet werden Es ist denkbar dass diese Disambiguie







ur die von EC	 angegebenen Ergebnisse gerade im Hinblick auf die
Evaluierung der Disambiguierung fassen sich EC	 extrem kurz
Des weiteren ist noch zu pr
 
ufen wieweit sich die Unterschiede in der H
 
augkeitsverteilung





ucken Beispielsweise sind arbeiten mit rechnen mit ausstatten mit in dem
technischen Korpus wesentlich h
 
auger
 Folgerungen und Ausblick
Wir haben die Umsetzung der Grundideen von Hindle  Rooth bzw von Ersan  Charniak mit
einem Modell untersucht das weder eine Treebank noch eine manuelle Beurteilung der Trainings
daten voraussetzt und dennoch bei kleinen Stichproben die wir untersuchen konnten in relativ
vielen F
 
allen erfolgreich zur Disambiguierung f
 
uhrte Es zeigte sich allerdings insbesondere bei den
Verben dass subtilere Unterscheidungen wie zB die Unterscheidung zwischen echten Pr
 
apositio
nalobjekten und solchen Kookkurrenzpr
 
aferenzen die darauf beruhen dass einige Verben beson
ders h
 
aug mit bestimmten Adverbialen zB instrumentalen
 auftreten bislang nur sehr bedingt
aus Rohkorpora extrahiert werden konnten
Dies entspricht den Erfahrungen mit statistischen Methoden bei anderen Fragestellungen So
k
 
onnen zB HMMbasierte POSTagger die eine Korrektheit von
 
uber  erreichen f
 
ur kleine
Tagsets unter  Tags





oere Tagsets die solche letztendlich unentbehrlichen syntaktischen Dierenzierungen wie
die Unterscheidung zwischen verschiedenen Verbvalenzen beinhalten sind vergleichbare Ergebnisse
jedoch bislang nicht erreichbar











asentationen der grammatischen und semantischen Eigenschaften

der beteiligten Lexeme und Strukturtypen angewiesen und kann statistische Modelle lediglich als
zus
 
atzliche Heuristik verwenden Ob die Verwendung sehr groer Treebanks oder gezielterer Da
tenakquisitionsverfahren wie zB die Auswertung der Kovariation der Kookkurrenzpr
 
aferenzen
von mit und ohne bei Verben
 oder eine Kombination davon auf die Dauer zu einem Fortschritt
f
 
uhren ist somit noch eine oene Frage deren Beantwortung erst dann in Angri genommen
werden kann wenn eine Treebank f
 
ur ein MultiMillionenKorpus des Deutschen existiert
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