Definitions
Here we report the definitions of terms mentioned in the main text.
Quantum yield (QY): is defined as the ratio between the trajectories reaching bathoRh over the total number of trajectories; Lifetime τ: defined as the time period it takes for half of the population to decay to the GS; Decay window: defined as twice the standard deviation of hopping events times; The average electronic population: defined as the sum of squared coefficients of each state; The trajectory occupation: defined as the ratio of trajectories in each state; The time of transition of the GS wavefunction from CT to covalent: defined as the time when the total charge on the N-terminus (C12-N segment) reaches +0.9 e; Decision events: defined as the time step at which the charge at the N-terminus has grown to +0.9 e, indicating a completed transition of the GS wavefunction from CT to covalent; the total charge on the Nterminus: defined as the sum of all Mulliken charges in the C12...N segment. Bond length alternation (BLA) defined as the difference between the average single-bond and the average double-bond and it is given as: 
Three Pigments Models
One of the prerequisites of our computational study is the construction of a computer model starting from the crystal structure of the three pigments. In contrast to both Rh and sqRh, there is no available crystallographic data for hMeOp. Therefore, Rinaldi et. al. have exploited the high sequence similarity between sqRh, whose crystal structure is available (PDB code:
2Z73) 1 , and hMeOp (40%) to construct an atomistic structural model of hMeOp ( Figure S1 ).
Here we employ the same models used in the study of Rinaldi et al. for the three pigments 2 .
Briefly, the QM/MM models of Rh and sqRh were prepared utilizing only one unit of the dimeric crystallographic structures (chain A) in which all the crystallographic water molecules were included while the membrane lipids at the protein surface were excluded (for Rh: PDB code 1U19 3 , resolution 2.2 Å; for sqRh: PDB code 2Z73 1 , resolution 2.5 Å). On the other hand, the QM/MM model of hMeOp was constructed by homology modeling, i.e. starting from the crystallographic structure of sqRh as a template in which the retinal chromophore coordinates were kept fixed as in sqRh. This protocol of comparative modeling was validated by reproducing the observed absorption maximum for the human rhodopsin using the crystallographic structure of bovine Rh (95% sequence similarity) as a template 2 .
QM/MM Partitioning Scheme
The QM/MM approach has been extensively used for modeling RPSBs in solution and in proteins 2, [4] [5] [6] [7] [8] . Our QM/MM models for the three rhodopsins are based on an high-medium-low QM/MM scheme in which the QM/MM boundary was placed on the Lys Cδ-Cε bond and the link−atom approach was used to model the frontier ( Figure S2 ) [9] [10] [11] . The whole PRSB chromophore is treated quantum mechanically (54 atoms including the link atom) keeping the protein environments fixed at their crystal structure atomic positions except the closest 9 atoms of the lysine side−chain connected to the PRSB were free to move (i.e., as M layer). The protein environments were described by a modified AMBER96 force field. Electrostatic embedding was used to describe the interaction between MM and QM systems 6 . 
Optimization and Single Point Calculations
The ground state structures of the three pigments were optimized at the complete active space self−consistent field CASSCF/6−31G*/AMBER level with single root employing CAS (10, 10) and CAS (12, 12) active spaces (see next section). The CASSCF calculation was followed by subsequent multiconfigurational second−order perturbation theory (CASPT2) computations to estimate the dynamic correlation energy of each state in order to get a more quantitative evaluation of the excitation energies as well as generate the linear absorption spectra and to estimate the relaxed scan along the CCCC coordinate 12 . This combined CASPT2//CASSCF approach has been shown to return experimentally accurate energies with errors within 0.2-0.3 eV [13] [14] . An imaginary level−shift of 0.2 au was used to decrease the influence of weakly interacting intruder states in the CASPT2 calculations 15 . The ionization potential and electron affinity parameter was set to 0.0 au 16 , in accordance with previous studies of retinal in gas−phase and its protein environment 13, 17-19 .
Selecting the Active Space
The complete active space CAS (12, 12) of RPSB comprises twelve electrons in twelve π−orbitals ( Figure S3 ), yet such a large active space may be practically used for optimization but it is impractical for frequency calculations and extensive dynamics simulations. A possible way to overcome this problem is to reduce the active space to ten electrons in ten π−orbitals CAS(10,10) by rejecting one occupied and one virtual π−orbitals from the full π−system. In order to select the two orbitals that have the least pronounced effect on the results we have computed for each pigment a single adiabatic trajectory with zero initial velocity (i.e. 0K reference trajectory) employing both the full-π CAS (12, 12) and the a reduced active space CAS (10, 10) . For this purpose, many trials have been performed, each time excluding a couple of π/π*−orbitals (i.e. one occupied and one virtual). Eventually, the reduced active space that most accurately reproduced the reference CAS (12, 12) trajectories was selected for running systematic dynamical studies.
We found that the trajectories computed with a CAS(10,10 excluding the pair of bonding and non-bonding π-orbitals localized on the β-ionone ring ( Figure S3 ) reproduced perfectly both the energy profiles and the structural features shown using the full-π CAS(12,12) active space along the whole photoisomerization path (see Figure S4 and Figure S5 ). The resulting orbital set was therefore used for dynamics computations. Figure S3 . The molecular orbitals comprising the full active space CAS (12, 12) . Highlighted in gray is the neglected pair of bonding and anti-bonding orbitals resulting in the reduced CAS(10,10) which best reproduces the energy profiles and the structural features obtained using the full-π active space.
MD Simulations

0K Trajectories
Reference trajectories (FC trajectories) were started without any initial kinetic energy for the three pigments at the CASSCF/6−31G*/AMBER96 level using two different active spaces CAS (10,10) and CAS (12, 12) starting from the corresponding optimized FC geometries. S1 excited state trajectories were calculated at the same level of theory used for ground state optimization, but with state−averaging (weights: 0.5, 0.5) employing time steps of 0.5 employing both (10, 10) and (12, 12) active spaces. The time step was reduced to 0.25 fs in the vicinity of the crossing between S0 and S1 (i.e. ΔES1-S0<15 kcal/mol); surface hopping was suppressed, i.e. the molecules were forced to stay in the excited state during the whole simulation.
While the agreement between computed and experimental absorption band and λmax values supports the qualitative reliability of the limited ensemble generated by the sampling procedure, one could ask if the CASSCF method, which does not account for a significant part of the dynamic electron correlation, can be used to perform semi-classical trajectory calculations correctly. This question is important when the missing dynamic electron correlation has different weights in the S1 and S2 states. In other words, S2 and S1 would be well separated and thus the ES progression would be completely driven by the S1 potential energy surface, after dynamic electron correlation energy correction (i.e. after re-computing the energy profiles at the SS-CASPT2 or MS-CASPT2 levels) while at the CASSCF level the S2 state may mix with S1 and seriously interfere with the S1 motion.
In order to provide evidence that this potential issue is not significantly affect the presented results, we have computed and analyzed three QM/MM semi-classical trajectories (also called FC trajectories) which were calculated by starting at the corresponding FC points on the S1 energy surface without initial velocities and propagating until reaching the S1/S0
intersection seam (the same trajectories were presented in ref. 2 ). In principle, such trajectories follow the minimum energy path along the ES potential energy surface and are assumed to provide information on the dynamics of the center of the excited state population (i.e. the vibrational wavepacket) projected on the ES upon excitation 20 . The analysis of the Rh, sqRh and hMeOp FC trajectories shows that the S2/S1 mixing is noticeable only in the FC region and last just few fs. In other words, within 10 fs the electronic structure of the S1 state acquires a pure charge transfer character in all systems consistently with previous works on Rh 2, 21 , Figures   S4 and S5.
We conclude that the only change resulting from the SS-CASPT2 or MS-CASPT2 corrections is a decrease in the slope of the S1 potential energy surface connecting the FC point to the CI. As elaborated previously such change translates in a proportionality in the resulting energy gradients and, finally, in a scaling factor to the simulation time 2, 21 but it should not affect the qualitative outcome of the comparison. On this basis, we assume that the trends in ES lifetimes and QYs will not change when using the CASSCF force field. Figure S4 . Overlay of S1 and S0 and total energies in pigment trajectories computed with CAS (10,10) and CAS (12, 12) active spaces shown in red and blue colours, respectively. The CAS space has virtually no influence on the excited state dynamics. trajectories computed with CAS(10,10) (dashed lines) and CAS(12,12) (solid lines) active spaces.
Trajectory Swarms
On the basis of the demonstrated similarity of the results of the 0K trajectories produced with the two active spaces, CAS (10,10) was employed for the computation of the room temperature trajectory swarms. For each pigment, numerical frequencies were calculated on top of the re−optimized ground state CASSCF(10,10)/6−31G* geometries. A set of 60 geometries with their associated velocities were created using thermal sampling option as implemented in Gaussian 03 22 at a temperature of 300K. This routine considers the zero-point energy and additional temperature effects by exciting the vibrational modes according to Boltzmann statistics. Such set of initial conditions is intended to mimic the wave packet nature of the quantum-mechanical system. The molecular dynamics simulations were started in the bright excited state (S1) employing a two root state averaged CAS(10,10)/6-31G* description and a time step of 0.5 fs. The time step was reduced to 0.25 fs in the vicinity of a crossing (i.e.
ΔES1-S0<15 kcal/mol). Trajectories were propagated with a velocity Verlet algorithm at constant total energy 23 . The surface hop between S1 and S0 potential energy surfaces was activated: a
Tully's fewest switches surface hopping algorithm with decoherence correction (d = 0.1 au) 24 was used for this purpose. Back hopping to the ground state was suppressed during simulation. 
Time Scaling of the Excited−State Trajectory
It is well established that the missing dynamical correlation at the CASSCF level may affect significantly the energy profiles and thus the resulting non-adiabatic dynamics. This may result in erroneous state ordering, different potential energy surface topography, variations in activation barriers, topology of conical intersections, etc. In ref. 21 Olivucci and co-workers showed that under the assumption of a linear relation between the CASSCF and CASPT2 energies, CASPT2 corrected time scales and energy profiles can be obtained. This assumes that that the energies are related via a proportional factor α according to the relation: The factor 6 in the energies translates into a proportionality in the resulting energy gradients.
Furthermore, the authors showed that the linear relation holds for Rh by exploring the minimum energy path at CASSCF and CASPT2 levels. They demonstrated that the uncorrelated CASSCF energy profile is steeper than the correlated CASPT2 profile, resulting in α values < 1.0, and, hence, smaller gradients. Furthermore, they argued that since the molecular dynamics explores a region of the PES that is close to the reaction path, one may assume that this relation is also valid along any computed trajectory. As the gradient enters in the Velocity-Verlet algorithm as the system's acceleration during the molecular dynamics its scaling has an immediate effect on the simulation's time:
where M NOPQRSTU is the "unphysical" time resulting from the CASSCF dynamics, and M PQRSTU is the scaled "physical" time that would be obtained if the dynamics would have been run at the CASPT2 level. Assuming that the same linear relation α, holds also in the pigments investigated in this study we have calculated the CASPT2 and CASSCF excited−state energies along the reaction path from the relaxed FC region to the conical intersection with the ground state by means of a relaxed scan around C10-C11-C12-C13 torsional coordinate with 10° increment.
The values for the parameter α were then obtained by linear fitting of the corresponding energies of S0, S1 and ΔE ( Figure S6 , S7 and Table S1 ). The linear relation for all three pigments holds well in the explored region (R 2 value of 0.99) giving an averaged scaling factor α~0.81
for all three pigments being consistent with the previously reported Rh value (0.795) based on fitting the energy of the S1 state 21 . (Table S2 ).
In all cases, the S0→S1 vertical excitation corresponds to a bright state (i.e. it features a large oscillator strength) with a dominant contribution of the HOMO→LUMO (see Figure S3 ) transition resulting in a S1 state with charge transfer character with respect to the S0 which is (Table S3 ), respectively (notice that, all computed excitation energies are, systematically blue-shifted by ca. 2 kcal/mol 2 with respect to the experimental quantities [29] [30] [31] ).
As already established for Rh [32] [33] [34] , λmax values are determined by the non-uniform electric field generated by the protein cavity. In the studied pigments the electrostatic interaction introduces a blue-shifting effect of ca. 8 kcal/mol for hMeOp and sqRh and 7 kcal/mol for Rh (SS-CASPT2 level). In hMeOp and in sqRh the effect is dominated by E215 and E172 which change the excitation energy by ca. 5 and 9 kcal/mol, respectively, when set to zero. These E215 and E172 residues are homologous to the E181 secondary counterion of Rh, which has only a small effect on excitation energy. In fact, the excitation energy in Rh is dominated (ca.
18 kcal/mol blue-shifting effect) by the interaction with the E113 primary counterion 2 , see Ref.
2 for the effect of the other restudies.
The conformational distortion of rPSB11 induced by the different protein cavities also influences the λmax. In fact, the excitation energy trend displayed by the three rhodopsins is retained in the corresponding chromophores when these are extracted from their protein cavities (or equivalently, when all protein charges are set to zero). This behavior, can be correlated to the progressive increase of the CCCC value (see above). Table S3 . SS−CASPT2 and MS−CASPT2//CASSCF (12, 12) and(10,10)/6−31G*/AMBER computed absorption maxima (λmax, nm) and corresponding oscillator strengths f, state−averaged over three roots (weights: 1/3, 1/3, 1/3) and calculated on top of the corresponding S0 minima. the absorption energy is averaged over an ensemble of geometry realizations, see Tables S3   and S4 ).
Absorption Band
While the agreement between computed and experimental λmax values supports the qualitative reliability of the limited ensemble generated via the sampling procedure, it could be questioned if an inferior method like CASSCF, which is used to perform the molecular dynamics simulations, suffices to describe the pigment-specific characteristics of the electronic structure of the embedded RPSB.
In favor of the use of CASSCF we note that the ionic/covalent wavefunction mixing addressed above which requires a dynamically correlated treatment (MS-CASPT2 level) is particularly strong only in the FC region. Following its immediate departure (within 10 fs as elucidated below) the wavefunction of the S1 state collapses to a pure CT, so that SS-CASPT2 and MS-CASPT2 give similar results. Furthermore, Figure S6 and Table S1 demonstrate that there exist a linear relation between the CASSCF and SS-CASPT2 potential energy surface profiles (at least along the minimum energy path) in all three systems, in line with previous works on Rh 2, 21 . As elaborated previously, the proportionality in the energies translates in proportionality in the resulting energy gradients and, finally, in a scaling factor to the simulation time 2, 21 but it should not affect the qualitative outcome of the comparison. Moreover, as foreshadowed in the previous section and elaborated below, the remarkable differences in the photoreactivity of the three pigments are to be also traced back to the mechanical tension in the catalytic cavity, which CASSCF is able to reproduce. and GS intersect in the center of the graph (i.e. CI). In each graph two trajectories are drawn, a reactive one that reaches all-trans (magenta full/dotted curves) and a non-reactive one which returns back to 11-cis (white full/dotted curves). Dots highlight that the evolution proceeds in a region of the PES not visible in the graphs. The evolution depends on the relative phases of the three coordinates at "hopping event" (i.e. decay through the CI seam, "hopping " point denoted by a circle in Figure S16 ) and at "decision event". 
Statistical Results
The distribution of S1/S0 energy gaps at the decay points shows that a non-negligible percentage of the ensemble decays while the S1/S0 gap is relatively large. However, most of the trajectories decay to the ground state close to the crossing, and the number of decay events decreases with the increase of the S0/S1 energy gap (Figure S17) . Figure S18 depicts the distribution of hopping events as a function of the CCCC torsion value, exhibiting a typical Gaussian like shape centered around 80-90°. The average retinal coordinates over all ensemble members at the decay points are given in Table S6 , showing similar properties for all pigments. --*where T refers to the trajectory in which the direction of the mode is in line with the computed photoproduct, F is opposite to T while N/A refers to the cases at which the direction is not clear or at turning point. The decision time is the time at which the WF is changed to a biradical one. The leading mode is the one which exhibits the largest deformation at the hopping/decision times, the average hopping time and τ (defined as the time period it takes for half of the population to decay to the GS) are roughly identical. The assignment in each trajectory is carried out using the specific figure for HC11C12H, HOOP, CC11C12C and charges on N-moiety given in Figure S10 . 
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Continue Table S8 *where T refers to the trajectory in which the direction of the mode is in line with the computed photoproduct, F is opposite to T while N/A refers to the cases at which the direction is not clear or at turning point. The decision time is the time at which the WF is changed to a biradical one. The leading mode is the one which exhibits the largest deformation at the hopping/decision times, the average hopping time and τ (defined as the time period it takes for half of the population to decay to the GS) are roughly identical. The assignment in each trajectory is carried out using the specific figure for HC11C12H, HOOP, CC11C12C and charges on N-moiety given in Figure S11 . 
