In this paper, we prove some new results on operational second order dierential equations of elliptic type with general Robin boundary conditions in a non-commutative framework. The study is performed when the second member belongs to a Sobolev space. Existence, uniqueness and optimal regularity of the classical solution are proved using interpolation theory and results on the class of operators with bounded imaginary powers. We also give an example to which our theory applies. This paper improves naturally the ones studied in the commutative case by M. Cheggag, A. Favini, R. Labbas, S. Maingot and A. Medeghri: in fact, introducing some operational commutator, we generalize the representation formula of the solution given in the commutative case and prove that this representation has the desired regularity.
Introduction and Hypotheses
Let A, B, H be closed linear operators in a complex Banach space X, f ∈ L p (0, 1; X) , 1 < p < ∞ and d 0 , u 1 ∈ X. A recent paper [1] studies the problem { u ′′ (x) + 2Bu
under some commutativity assumptions between A, B, H. The authors have written the above equation in the following form
where L = B − √ B 2 − A and M = −B − √ B 2 − A under some appropriated hypotheses and assuming the commutativity LM = M L.
In this paper, in order to solve a larger class of boundary value problems, we want to drop the hypothesis LM = M L. To this end, we consider some operators L ω , M ω depending on a parameter ω 0 and study the second order operational dierential equation
together with the abstract boundary conditions of Robin's type
The idea to consider (3) is explained in [2, 3] . Here L ω , M ω are two closed linear operators in X depending on parameter ω. We seek for a classical solution to (3) , (4) , that is a function u such that (3) and (4) . (5) Generally, more regularity is required for f to obtain a classical solution, unless X has some particular geometrical properties. This is why we assume in all this study that X is a U M D space.
Our hypotheses with respect to operators H, L ω and M ω are the following:
≤ C 0 and sup
(here ρ(P ), ker (P ) , R (P ) denote respectively the resolvent set, the kernel and the range of operator P ) and
Assumptions (7) and (8) involve that, for ω ω 0 , −L ω and −M ω belong to the class BIP(X, θ) [ 
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Set
(which will be, in some sense, the abstract determinant of our problem), then we suppose that
and
then we will see that, under our hypotheses, C Lω,Mω ∈ L(X). We assume in all this work, the following non-commutativity hypothesis
where
In many concrete cases, the function χ has the following form
The commutator dened in (15) was used for the rst time by Favini et al. [2] .
Remark 2. We have not assumed that L ω and M ω are boundedly invertible as in Cheggag et al. [1, 5] .
Remark 3. Assume (6) (16). We then will see in Lemma 1 below, that
Suppose that Problem (3), (4) has a classical solution u. Then, from above
which implies
(see [6] ).
Remark 4. By the well known reiteration theorem, we have
and in particular
The main result in this work is Theorem 1. Assume (6) (16). Let f ∈ L p (0, 1; X) with 1 < p < ∞. Then, there exists ω * ω 0 such that, for all ω ω * , the two following assertions are equivalent. 1. Problem (3), (4) has a unique classical solution.
The plan of this paper is as follows. Section 1 contains some technical lemmas. In Section 2, we use the representation formula of the solution given in the commutative case and some heuristic consideration to obtain an integral equation veried by the eventual (3), (4) . This integral equation is written in the form v + R ω (v) = F ω (f ) + Γ ω , where R ω , F ω and Γ ω depend on L ω and M ω . Section 3 contains the study of F ω (f ) + Γ ω and R ω , which will allow us to write
for a large ω. In section 4, we will prove Theorem 1 by studying the regularity of the representation (21). Section 5 is devoted to some comparison with a recent paper [1] . In fact, we obtain, in the case when
which generalizes the one given in [1] (see Corollary 1). Finally, in Section 6, we give an application to which our results apply.
It is enough to combine (10) and statement 2. 
The proof of the previous lemma is based on assumptions (9)∼(11) and the following remark: if S is a closed linear operator on X (or a sum of closed linear operators) and
we have
Proof. For Statements 1 and 2 see the proof of Lemma 2.2 in [2] and for statement 3 see Lemma 2.1 in [2] .
from which we deduce
As we have mentioned it in the hypotheses, it follows that our commutator C L,M is well dened in L(X) and can be expressed as
Statement 5. It is enough to write
Statement 6. Due to statement 4, we have
then, using statement 3, we get
The second equality is obtained in the same manner. Statement 7. Due to statement 3 and (22), we have Similarly, we obtain the second equality.
The second equality is similarly obtained. 
For statements 1, 2 and 3, see [8, 9, p . 167168] and also [10, (24) , (25) and (26)]. Statement 4 is an easy consequence of statements 1 and 2, we proceed as in Remark 3 by using the fact that
is a Banach space endowed with the graph norm). So, by the interpolation property we get
2. Due to statement 5 of Lemma 3, we have
Again, in this section, we drop ω in the notations. Assume that there exists a classical solution u to (3), (4). We want to nd an integral equation satised by
To this end, we begin par recalling that the solution in the commutative case writes in the following form Now, in our non commutative case, since u satises (3), for almost all x ∈ (0, 1), we have
then the main idea is to carry out integration by parts in view to deduce the integral equation satised by Φ. Since u satises (5), all the above calculations are justied for almost all x ∈ (0, 1). Then
here we have used the fact that, for any
Similarly, we have
In the same manner, for Φ 3 (x) + Φ 4 (x), the integration by parts gives
Therefore, applying again L + M , we get
it follows that
Then, using (27), (28) and (29), we have
We deduce the following integral equation
Concerning Ψ, by the same method, we obtain the following integral equation
This last equation, together with (30), leads us to set
where for all
with R, F (f ) and Γ are dened by (32), (33) and (34) respectively.
Remark 5. Since
we can write Γ(x) = R(x) + S(x), where
R will be regular since it corresponds to the terms of Γ containing e L or e M . Then, to obtain a uniqueness and existence result for our problem, it will be sucient to study the regularity of R, F (f ) and S.
Let us recall the following result (see [12, p. 96] ):
Let Q the innitesimal generator of an analytic semigroup in X,
, φ ∈ X, 1 < p < ∞ and m ∈ N \ {0} . Then
Set, for a given function g from (0, 1) to X and for x ∈ (0, 1)
Applying [4] , a remark in [13, p. 25] and using the closed graph theorem, we obtain
and this implies that
Moreover, for a.e. x ∈ (0, 1)
and there exists C > 0 such that
Proposition 3. Assume (6)∼(9) and (13)∼(14). Let g ∈ L p (0, 1; X) with 1 < p < ∞. Then the following functions
Proof. We study only Ψ 1 (g) (the other functions are similarly treated). In the following, C denotes various constants which can depend on p but do not depend on g). Clearly
, where
Now, from Lemma 3, statement 5, we have
and then
and we can write
For I 1 , we use (14) which shows that
Finally, the previous estimates concerning I 1 , I 2 and I 3 together with (37) and (38) prove that
Proof. Using Propositions 2 and 3, we can write
It is well known that, for any n ∈ N * and any ξ ∈ X, we have
X) and also, using hypothesis (14),
For x ∈ (0, 1), we can write
Then, from Proposition 1, statement 1, we obtain R ∈ L p (0, 1; X) . 2
Proof. For x ∈ (0, 1), we have
and this, from Proposition 1, is equivalent to
,p , and, by using the reiteration property, we then get
. 2 Now, we need the dependence of ω. Operators R, R, F (f ) and S become R ω , R ω , F ω (f ) and S ω where M and L are replaced by M ω and L ω .
We must estimate ∥R ω ∥ in order to invert I + R ω for ω large enough and obtain the following representation formula for the classical solution u to (3), (4):
Proposition 7. Assume (6)∼(16). Let
. Using the notation of Propositions 2 and 3, we can write
Then, due to Propositions 2 and 3, we have R ω (v) ∈ L p (0, 1; X) and there exists a constant b > 0 such that, for every ω ω 0
and by hypothesis (16), we have We consider the xed number ω * built above and let ω ω * .
Statement 1 Implies Statement 2
Assume statement 1, that is u, dened by (39), is the classical solution of (3), (4) . Then
and we get
. So, by Propositions 4, 5 and 6, statement 2 is satised.
Statement 2 Implies Statement 1
Assume statement 2. We have to prove that u, dened by (39), is the classical solution of (3), (4) . Set
• Second step:
so, using (32), (33) and (34), we can write u in the following form u = u + u + u where
We have
but f ∈ L p (0, 1; X) and also v (see rst step) so, in virtue of Proposition 2 and Lemma 2, statement 5, we obtain (
Now in f 1 , putting together the terms containing e Mω ; we write
where µ 1 ∈ X. So, from (20) and (36), we deduce that and thus
, and using Lemma 3 , statement 6, we have for almost all x ∈ (0, 1)
Then for almost all x ∈ (0, 1)
we insert (44) in (46), so we obtain for almost all x ∈ (0, 1)
in virtue of Lemma 3, statement 6. Using (40), (45) and (47), we have for almost all x ∈ (0, 1)
where and
But in virtue of Lemma 3, statement 8, we obtain
We nally get
We conclude that u, determined by (39), is the classical solution of (3), (4).
Go Back to the Commutative Case
This section is devoted to some comparison with the recent paper [1] . We will show that this work improves the results contained in [1] . In fact, instead of considering families
as assumptions (11) and (12) 
and since C L,M = 0 we have R = 0. Then, by formula (21), the solution of Problem
Finally, the representation solution of Problem (49), for a.e x ∈ (0, 1), is
This representation generalizes the one used in [1, p. 63] . Note that, the last term
vanishes when H and operators L and M commute in the sense of the resolvent operators and then, our solution coincides with the one used in [1] . where
Then, the two following assertions are equivalent 1. Problem (49) has a unique classical solution.
Remark 6. Note that, instead of commutativity between H and operators L and M , we have assumed the following hypothesis
which is obviously veried when the operator H commutes with L and M in the sense of the resolvent operators. Notice also that (48) implies (10).
where α > 0, ω > 0 and a ∈ C 2 b (R) , a ̸ = 0. It is not dicult to prove that L ω , M ω generate analytic semigroups and that
On the other hand, we have the following properties:
From the Fourier transform, M ω − H is invertible and Â ñòàòüå äîêàçûâàþòñÿ íåêîòîðûå íîâûå ðåçóëüòàòû äëÿ äèôôåðåíöèàëüíûõ óðàâíåíèé ýëëèïòè÷åñêîãî òèïà âòîðîãî ïîðÿäêà ñ îáùèìè ãðàíè÷íûìè óñëîâèÿìè òè-ïà Ðîáèíà ñ íåêîììóòàòèâíûìè ñòðóêòóðàìè. Èññëåäîâàíèå âûïîëíåíî ïðè óñëîâèè, ÷òî âòîðîé ÷ëåí ïðèíàäëåaeèò ïðîñòðàíñòâàì Ñîáîëåâà. Ñóùåñòâîâàíèå, åäèíñòâåí-íîñòü è îïòèìàëüíàÿ ðåãóëÿðíîñòü êëàññè÷åñêîãî ðåøåíèÿ äîêàçàíû ñ èñïîëüçîâàíèåì òåîðèè èíòåðïîëÿöèè, è ïîëó÷åíû ðåçóëüòàòû äëÿ êëàññà îïåðàòîðîâ ñ îãðàíè÷åííû-ìè ìíèìûìè ñòåïåíÿìè. Â ðàáîòå ïðèâîäèòñÿ ïðèìåð ïðèìåíåíèÿ äàííîé òåîðèè. Ðå-çóëüòàòû, ïîëó÷åííûå â ýòîé ðàáîòå, óëó÷øàþò èññëåäîâàíèÿ â êîììóòàòèâíîì ñëó÷àå Ì. ×åãàãà, À. Ôàâèíè, Ð. Ëàááàñà, Ñ. Ìåíãî è À. Ìåäåãðè. Ââîäÿ â ðàññìîòðåíèå íåêî-òîðûå îïåðàòîðíûå êîììóòàòîðû, îáîáùåíî ïðåäñòàâëåíèå ðåøåíèÿ çàäà÷è â êîììó-òàòèâíîì ñëó÷àå è äîêàçàíî, ÷òî ýòî ïðåäñòàâëåíèå îáëàäàåò ñâîéñòâîì ðåãóëÿðíîñòè.
Êëþ÷åâûå ñëîâà: ýëëèïòè÷åñêîå äèôôåðåíöèàëüíîå óðàâíåíèå âòîðîãî ïîðÿäêà; ãðàíè÷íûå óñëîâèÿ Ðîáèí â ñëó÷àÿõ êîììóòàòèâíîñòè; àíàëèòè÷åñêèå ïîëóãðóïïû; ìàêñèìàëüíàÿ ðåãóëÿðíîñòü. 
