Interval observers have been the subject of an increased attention over the recent years. The vast majority of the recent works only focus on the design of such observers, but not their optimization. We partially fill this gap by considering the design of interval observers that minimize the L∞-gain of the linear operator mapping the persistent inputs to the observed outputs. While determining optimal observers/controllers that minimize the L∞-gain of a given linear system is difficult in general, this problem is much easier in the context of interval observers because of their positive nature. By indeed, exploiting several recent results on positive systems, a non-conservative condition for the design of a class of optimal L∞-to-L∞ interval-observers is formulated in terms of a tractable finite-dimensional linear program. The optimal observer is also shown to be uniform over the set of all possible maps from the error to the observed output, parallelizing a recently obtained result on stabilization. Several examples pertaining on the observation of linear and nonlinear systems are finally given for illustration.
Introduction
Interval observers [1, 2] are an interesting class of observers that can be used to estimate upper-and lowerbounds on the state value of a given system at any time. The rationale for using such observers lies in the fact that when the observed system is subject to disturbances or uncertainties, estimation errors are often unavoidable (assuming decoupling is not possible). When this happens, it then becomes unclear in which region the state currently lies. This problem is elegantly resolved by the use of interval observers that will be able to estimate an upper-and a lower-bound on the current state-value, thereby explicitly defining an interval where the state lies within. In this respect, interval observers are highly relevant in the context of observation of systems for which only a poor model is available, like in fields such as ecology, epidemiology or biology; see e.g. [3] . Interval observers have been already considered for systems with inputs [4] , linear systems [5] [6] [7] , uncertain systems [8] , time-varying systems [9] , delay systems [10, 11] , nonlinear systems [12, 13] , LPV systems [14, 15] , discrete-time systems [16] , interval-observer-based stabilization [10] , etc.
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over time. A suitable way to ensure this property is hence to design the observer such as the dynamics of the errors is governed by a positive system [17] . This positivity property is extremely convenient as it is now very clear that linear positive systems possess many nice properties. Recent results have indeed shown, for instance, that the stability of such systems can be analyzed using linear copositive Lyapunov functions [18] leading to linear programming stability conditions, that they can be stabilized using structured and bounded state-feedback controllers using non-conservative techniques [19] [20] [21] , and that the L 1 -gain or the L ∞ -gain of positive linear systems can be exactly computed using linear programming techniques [20] [21] [22] . In this regard, all the tools initially developed for positive systems are then applicable.
We consider here a simple class of interval observers and propose a methodology for designing them so that the L ∞ -gain of the transfer of the persistent disturbances to the observed output, being a scaled version of the observation errors, is minimal; see e.g. [23, 24] . By doing so, we simply attempt to minimize the influence of the disturbances on the width of the interval from a peakto-peak viewpoint. It is also important to stress that, in this context, considering bounded and persistent disturbances (i.e. in L ∞ ) seems more relevant than considering vanishing ones as in the L 1 and in the L 2 frameworks as the disturbances may depend on persistent exogenous signals or on the state of the process. The general control/observation/filtering problems are reputed to be difficult in this framework; see e.g. [23] [24] [25] [26] [27] . The approach proposed in this paper is different than the one that could be based on the so-called * -norm [28] which is known to be a loose characterization of the peak-topeak gain as minimizing the * -norm does not necessarily result in a small peak-to-peak norm; see e.g. [29] . The approach is also different from the one considered in the context of set-valued observers [30] that aim at estimating the set of all possible states based on the knowledge of the output of the system and a model of the exogenous signals. These observers are known to be difficult to implement in real-time due to a high computation burden.
The approach considered in this paper is instead based on positive systems theory and leads to both constructive and nonconservative design conditions that take the form of a tractable finite-dimensional linear program, thereby circumventing the inherent difficulties of the L ∞ -toL ∞ observer design. Interestingly, the optimal interval observer is uniform over all the possible values for the matrix parameter that maps the observation error to the performance output. This essentially means that changing the performance output does not require the redesign of the optimal interval-observer. Note, however, that the performance level, i.e. the actual L ∞ -gain is not uniform and will actually vary when the performance output is changed. This property is dual to the one obtained in [22] that states that the optimal state-feedback controller that minimizes the L 1 -gain of the closed-loop system is uniform over the set of all the possible values for the input matrices driving the disturbance into the system. Finally, the set-estimates are simply obtained by integration of the interval-observers which is easy to implement. Even though the class of problems we consider in this paper may seem restrictive, the proposed approach extends to more complex observers, systems with uncertainties, systems with delays using the standard ideas of interval-observation. These developments are therefore omitted due to space limitations and only remarks will be provided.
Outline. Section 2 introduces the considered norms for signals and systems, as well as tools for computing them whenever the considered systems are positive. The problem of designing L ∞ -to-L ∞ interval-observers for continuous-time systems with persistent disturbances is solved in Section 3. Examples are discussed in Section 4.
Notations. The set of positive and nonnegative real numbers are denoted by R >0 and R ≥0 , respectively, and they naturally extend to vectors and matrices as R where the inequality signs are entry-wise. The ndimensional vector of ones is denoted by 1 n . For two ||Gw|| L∞ .
Linear positive systems
Let us start with fundamental definitions:
Definition 3 A matrix A ∈ R n×n is said to be Metzler if all its off-diagonal entries are nonnegative.
Proposition 4 ( [17]) Let us consider the following systemẋ
where x, x 0 ∈ R n , w ∈ R p , and z ∈ R q are the state of the system, the initial condition, the input and the output. The following statements are equivalent:
(a) The system is positive, i.e. for all x 0 ≥ 0 and w ≥ 0, we have that x(t) ≥ 0 and z(t) ≥ 0. (b) The matrix A is Metzler and the matrices E, C z and F z are nonnegative matrices.
We now state two fundamental stability results regarding the stability of linear positive systems:
Theorem 5 ( [17]) Let us consider a Metzler matrix
A ∈ R n×n . Then, the following statements are equivalent: 
(c) There exists a λ ∈ R n >0 such that the conditions
hold.
Remark 7 (Time-delay and uncertain systems) It seems important to stress that the results above can be readily extended to a larger class of systems such as systems with delays [21, 32] and uncertain systems [20] using integral linear constraints or interval matrices. For instance, it is well-known that the positive system with time-delay of the formẋ
, is asymptotically stable for any delay h ≥ 0 if and only if A+A h is Hurwitz stable. Moreover, its L ∞ -gain is equal to the L ∞ -gain of the system obtained by letting h = 0 (this follows from the fact the L ∞ -gain is the ∞-norm of the transfer function of the system evaluated at s = 0). In this regard, we just have to substitute A by A+A h and C z by C z +C zh in (2). A similar reasoning can be applied for uncertain systems with interval matrices. In this case, the matrices in (2) simply need to be substituted by their upper-bounds.
Preliminaries
Let us consider now the following systeṁ
where x, x 0 ∈ R n , w ∈ R p , y ∈ R r are the state of the system, the initial condition, the persistent disturbance input and the measured output. Note that this system is not necessarily positive. We are interested in finding an interval-observer of the forṁ
Above, the observer with the superscript "+" is meant to estimate an upper-bound on the state value whereas the observer with the superscript "-" is meant to estimate a lower-bound, i.e.
are the lower-and the upper-bound on the disturbance w(t), i.e. w − (t) ≤ w(t) ≤ w + (t) for all t ≥ 0. We then accordingly define the following errors e + (t) := x + (t) − x(t) and e − (t) := x(t) − x − (t) that are described by the model
where
≥0 are the nonzero matrices driving the errors e • to the observed outputs ζ
• , that we assume to be chosen a priori.
Remark 8
It is important to stress here that the choice of a common observer gain L in (4) seems to be restrictive at first sight. This is, quite surprisingly, not the case as it will be shown later that the same optimal gain will simultaneously minimize the L ∞ -gain of both the transfers δ − → ζ − and δ
In this regard, the values of the matrices M − and M + do not matter at all. This will be rigorously proved in Section 3.2.
With all these elements in mind, we can state the considered observation problem: Remark 10 More complex observer structures can also be considered in order to reduce the conservatism and the efficiency of the approach. For instance, high-order observers such as the ones proposed in [33] may be considered. Alternatively, relaxed versions of the proposed one taking the forṁ
can also be considered. The advantage of the latter one lies in the fact that the nonnegativity of the matrix E − LF is not required anymore. On the other hand, some performance may be lost due to the necessity of embedding the terms [E − LF ] + and [E −LF ] − in the exogenous signal, thereby neglecting the potential influence of the gain on these terms.
Remark 11
As it may be sometimes difficult to find a matrix L that makes the matrix A − LC both Metzler and Hurwitz stable, the determination of a nonsingular matrix P and a matrix L such that the matrix P (A−LC)P −1 is Metzler and Hurwitz stable is often considered. Suitable pairs (P, L) can be computed using various methods; see e.g. [34, 35] .
3.2 A class of L ∞ -to-L ∞ positive observers and their uniformity
For the sake of generality, let us consider now the following slightly more general system:
and L ∈ R n×r . The matrices are defined such that their dimension corresponds to those of the signals. The only assumption is that both M and N are nonnegative and that M is nonzero. We now address the question stated in Problem 9 where the matrix N is now considered and (x, δ
• , ζ • ) are replaced by (ξ, ω, χ).
Formally speaking, we are interested in solving the problem
where L := L ∈ R n×r A − LC Metzler and Hurwitz, E − LF ≥ 0 (9) and in computing the matrix L * that achieves this infimum. To this aim, let us define , N ) ). The main rationale for the notation Σ(M, N ) stems from the property of uniformity of the optimal L ∞ -to-L ∞ observers for positive systems stated in the result below:
Lemma 12 Assume that q = 1, i.e. (7) is MISO. Then, we have that
Proof : The proof follows from the same arguments as in [22] and is omitted for brevity. The intuition behind it, however, is that if we substitute (7) in (2), and take into account the fact that q = 1, we get that the matrix L is only involved in the first inequality, which is independent of both M and N . Therefore, λ > 0 can be set to its optimal value through a suitable choice for the value of L. As the second inequality in (2) is scalar, then we immediately get that γ = M λ + N 1 p . So, if we modify M and N , then the optimal N and λ will remain unchanged while the value of γ will change accordingly to the variations of M and N . ♦
The above result says that, for a MISO system of the form (7), there exists a value for L that simultaneously minimizes the L ∞ -gain of the system Σ(M, N ) for all matrices (M,
≥0 . This value can be, moreover, calculated by considering the system Σ(1 T n , 1 T p ). The only issue is that this result only holds for MISO systems while we would be more interested in a result for the MIMO case. The idea is to exploit the property that the L ∞ -gain of Σ can be expressed as max i {||Σ i || L∞−L∞ }, where Σ i maps ω to χ i . In other words, we can consider each output of Σ in separate conditions, artificially making the problem MISO. The issue here is that we are looking for a common observer gain for all the Σ i 's that will minimize the max of the ||Σ i || L∞−L∞ 's. To find a common observer gain, a restrictive simplification is often performed in order to make the problem tractable. Probably the most spread one is the use of a common Lyapunov function; see e.g. [36] . However, because of the structure of the problem, choosing a common linear copositive Lyapunov function turns out to be non-restrictive in the present case. This claim is supported by the following result:
n×n be a Metzler and Hurwitz stable matrix and let u, v i ∈ R n ≥0 , i = 1, . . . , q, be nonnegative vectors. Then, the following statements are equivalent (a) The matrices W + uv Proof : This result is dual to the one obtained in [22] and its proof is omitted for brevity. ♦ What the above theorem is saying is that if we perturb a given matrix which is both Metzler and Hurwitz by certain rank-one nonnegative perturbations, then checking whether all the perturbed matrices are Hurwitz stable can be performed, in a nonconservative way, using a common linear copositive Lyapunov function.
To prove the main result of the paper, we will finally need the following result:
Lemma 14 For some γ ∈ R >0 and L ∈ L, the following statements are equivalent:
are Metzler and Hurwitz stable. Proof : The proof follows the same lines as the proof of Lemma 6 in [22] , it is therefore only sketched. The equivalence between (b) and (c) follows from Theorem 5. The implication (a)⇒(b) is straightforward whereas the reverse implication follows from an application of Lemma 13. ♦
Design of L ∞ -to-L ∞ interval observers
Let us now go back to our original problem and by combining the results stated in Theorem 6, Lemma 13, Lemma 12 and Theorem 5, we can state our main result:
The following statements are equivalent:
(a) There exists an optimal L ∞ -to-L ∞ intervalobserver of the form (4) for the system (3) that is uniform for all the values for
is the optimal solution of the linear program inf
where U ∈ R n×r , X ∈ R n×n diagonal, X1 n > 0,
The proof is dual to the proof of Theorem 1 in [22] . We can see first that, from Lemma 14, the condition (13) is satisfied if and only if
holds for all i = 1, . . . , q and all (M, N ) ∈ R q×n ≥0 × R q×p ≥0 . By virtue of Lemma 12, this condition readily holds. Therefore, all we need to do is to compute the optimal gain L * (Σ(1
. To see that this is performed by the linear program stated in the result, first note that the conditions XA − U C + α ≥ 0 and XE − U F ≥ 0 are equivalent to saying that the matrix A − LC is Metzler and that the matrix E − LC is nonnegative whenever considering the change of variables U = XL. Using the same change of variables, the condition (16) is equivalent to saying that
which is, in turn, equivalent to saying that the L ∞ of the system Σ(1
can be computed by solving the linear program stated in the result. The proof is complete.
♦

Remark 16
It is important to stress here that the minimal γ * > 0 that is computed using the linear program in Theorem 15 is not uniform over the set of M − , M + matrices. In this regard, if we are interested in the actual L ∞ -gain for given matrices M − , M + , one has to first compute the optimal gain L * using Theorem 15 and then compute the actual-gain for the error model using Theorem 6. This will be illustrated in the example in Section 4.1.
Remark 17
As shown in [21] , it is also possible to incorporate explicit bounds on the entries of L in a nonconservative way. To this aim, let us define the matrices L min , L max ∈ R n×r verifying L min ≤ L max , componentwise. Assume now that we would like to design a gain L satisfying L min ≤ L ≤ L max , then it is necessary and sufficient to adjoin to the optimization problem of Theorem 15 the linear constraint XL min ≤ U ≤ XL max . Interestingly, when the (i, j)-th entries of L min and L max are identical, then the (i, j)'s entry of L will be set to this specific value. This may be used to impose a structural constraint on the matrix L, i.e. some entries set to 0.
Examples
Stable linear systems
Let us consider the system (1) with matrices C = 0 1 ,
Using Theorem 15, we find the optimal observer gain L * = [1 2] T and matrix X * = diag(1.3078, 0.3219). Note, however, that the computed minimum value for γ * is not the one corresponding to the system above as only the optimal gain is uniform for all possible values of the matrices M − , M + . In this regard, the actual value of the L ∞ -gain must be computed after having computed the optimal gain L * using Theorem 6. Choosing M − = M + = I, we get that the gain is nearly 0. Checking, indeed, the quantity, E − LF gives 0, which means that the optimal observer decouples the Fig. 1 . Trajectories of the system (19) and its optimal L∞-to-L∞ interval observer (fully decoupled case).
observation error from the persistent inputs. Using the initial conditions
T , the persistent input w(t) = sin(t) and the bounds w − (t) = −1 and w + (t) = 1, yield the trajectories depicted in Figure 1 where we can see that the trajectories of the observers converge from above and below to the actual state trajectory of the system.
Changing now the matrix
and solving for the observer gain yields the value L * = [− 1 2] T together with X * = diag(0.7150, 0.1430). Solving for the minimal γ with M − = M + = I in Theorem 6 yields the value γ * = 1.4304, showing that decoupling is no longer possible. Using the same scenario as for the previous system yields the trajectories depicted in Figure 2 where we can see that in spite of the observation error, the optimal design of the observers allow for an accurate estimation of the interval.
A nonlinear system
Let us consider now the following 3-stage population model [1] given bẏ
where α 1 , α 2 , β 1 , β 2 , β 3 and b are positive parameters. The function a(t) is assumed to be continuous and to satisfy a(t) ∈ [a − , a + ], for some 0 < a − < a + . These system may have either one or two equilibrium points depending on the values of the parameters. The 0-equilibrium (20) and its optimal L∞-to-L∞ interval observer (not decoupled case).
point always exists whereas the positive one exists only for some values of the parameters.
Let us assume that we measure x 3 (t), i.e. y(t) = x 3 (t). We then consider the interval observer (4) with
Note that A is Metzler and Hurwitz stable. Define, moreover, the signals w(t) = a(t)h(x 3 (t)), w − (t) = a − h(x 3 (t)), w + (t) = a + h(x 3 (t)) and h(x 3 ) = x 3 /(x 3 + b). Note that these signals are not persistent when the 0-equilibrium is asymptotically stable. We then have the following result:
Proposition 18
The minimal L ∞ -gain is given by
and is achieved with any optimal gain L of the form L = 0 0 3 T where 3 is such that
Proof : We show first that 1 = 2 = 0. To this aim, let us note that when 1 = 2 = 0 and 3 > 0, then the matrix A − LC is Hurwitz stable. Moreover, for the matrix A − LC to be Metzler, we need that both 1 and 2 be nonpositive. We also note that when 3 is given, then the matrix A − LC remains stable for some sufficiently small | 1 | and | 2 |. We show now that for any 3 such that the matrix A − LC is Hurwitz stable, negative values for 1 and 2 will increase the norm of the system. Let us define LC =: 3 vv T + uv T where
T − uv T and using the ShermanMorrison formula, we get that
whereÃ = A − 3 vv T . Clearly, we have that the numerator is nonpositive and that the denominator is positive for some sufficiently small | 1 | and | 2 |. Hence,
and, therefore, we have that
which shows that the gains 1 , 2 necessarily increase the norm of the system. We therefore set them to zero. We now evaluate max{−(A−LC) −1 E}, which coincides with the L ∞ -gain of the observer, to get max{−(A−LC)
We can see that by choosing a sufficiently large 3 , then we can act on the last entry and make it smaller than the max of the others. Simple calculations then yield the result. ♦
We now move on to numerical considerations. This example is interesting as it shows some difficulties that may arise due to the computation of uniform interval observers. One issue that may arise is that there may exist some "bad" output matrices M − , M + for which very large values of the gain are needed to actually reach the minimum. Note that the minimum may not even exist and have instead an infimum. Now comes into play the bounds for the observer gain stated in Remark 17. So the idea is to compute an observer gain that will minimize the L ∞ -gain of the transfer of the disturbance to the observed outputs defined with M − = M + = I while satisfying the constraint −51 3 ≤ L ≤ 51 3 . Using the parameters β 1 = 2, β 2 = 2, β 3 = 3, α 1 = 3 and α 2 = 4, we find that the optimal gain is given by L Figure 3 where we can see that the interval observer is able to provide a fairly good estimation for the trajectories of the system. Note that for this example, the consideration of the interval observer (6) does not yield any improvement. (21) and its optimal L∞-to-L∞ interval observer.
Conclusion
Linear programming conditions have been obtained for the design of a class of optimal L ∞ -to-L ∞ interval observers for continuous-time systems with inputs. It is shown that the optimal observer is uniform over the set of matrices mapping the estimation errors to the observed outputs. The approach is flexible enough to easily extend to certain classes of linear systems with delays and uncertain systems. However, the consideration of more general observers, such as those considered in [33] , that can be applied to a wider class of systems seems to be more difficult. It is also unclear, for the moment, how to obtain nonconservative conditions for the design of an observer-based output-feedback controller based on the proposed observers. A last question is whether the consideration of higher-order observers would lead to an improvement in terms of conservatism and performance. These questions are left for future research.
