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Abstract
This paper proposes a novel neural network architecture inspired by the nonstandard form proposed
by Beylkin, Coifman, and Rokhlin in [Communications on Pure and Applied Mathematics, 44(2), 141-
183]. The nonstandard form is a highly effective wavelet-based compression scheme for linear integral
operators. In this work, we first represent the matrix-vector product algorithm of the nonstandard form
as a linear neural network where every scale of the multiresolution computation is carried out by a
locally connected linear sub-network. In order to address nonlinear problems, we propose an extension,
called BCR-Net, by replacing each linear sub-network with a deeper and more powerful nonlinear one.
Numerical results demonstrate the efficiency of the new architecture by approximating nonlinear maps
that arise in homogenization theory and stochastic computation.
Keywords: Wavelet transform; Nonstandard form; artificial neural network; convolutional network; locally
connected network.
1 Introduction
This paper proposes a novel neural network architecture based on wavelet-based compression schemes. There
has been a long history of research on representing differential and integral operators using wavelet bases.
Such a representation is particularly attractive for integral operators such as pseudo-differential operators and
Calderon-Zygmund operators because the wavelet-based representation is often sparse due to the vanishing
moment property of the wavelet basis [11, 13]. For a typical problem discretized with N unknowns, a direct
application of the wavelet transform, followed by a thresholding step, results in O(N logN) significant matrix
entries, with the prefactor constant depending logarithmically on the accuracy level.
In a ground-breaking paper [7], Beylkin, Coifman, and Rokhlin proposed a nonstandard form of the
wavelet representation that surprisingly reduced the number of significant entries to O(N). The key idea
of this work is rather simple: instead of treating the matrix obtained from integral operator discretization
as a linear map, view it as a two-dimensional image and hence compress it using two-dimensional wavelets.
Not only drastically reducing the number of significant entries, but the resulting algorithm for matrix-vector
multiplication is also significantly easier to implement and applicable to rather general pseudo-differential
operators. One natural but rather unexplored question is how to extend the nonstandard wavelet form to
nonlinear integral operators (see [2, 44] for some related work).
Recently neural networks (NNs) have experienced great successes in artificial intelligence [22, 27, 19, 33,
29, 41, 28, 40] and even in solving PDEs [25, 6, 20, 18, 17, 3, 38]. One of the key reasons for these successes
is that deep neural networks offer a powerful way for approximating high-dimensional functions and maps.
Given a nonlinear integral operator, a fully connected NN is theoretically capable of approximating such a
map [12, 23, 26, 35]. Nonetheless, using a fully connected NN often leads to a prohibitively large number of
parameters, hence long training stages and overwhelming memory footprints. To overcome these challenges,
one can incorporate knowledge of the underlying structure of the problem in designing suitable network
architectures. One promising and general strategy is to build NNs based on a multiscale decomposition [17,
18, 30, 43]. The main idea, frequently used in image processing as well [4, 8, 9, 32, 39, 42], is to learn
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increasingly coarse-grained features of a complex problem across different layers of the network structure, so
that the number of parameters in each layer can be effectively controlled.
In this work, we introduce a novel NN architecture based on the nonstandard wavelet form in [7] in order
to approximate certain global nonlinear operators. The paper is organized as follows. Section 2 describes
the nonstandard wavelet form and the fast matrix-vector multiplication based on it. Section 3 introduces
some basic NN tools and represent the matrix-vector multiplication algorithm in the form of a linear NN.
Section 4 generalizes the linear NN to the nonlinear case by incorporating nonlinear activation functions
and increasing the number of layers and channels of the NN. Section 5 describes implementation details
and demonstrates the numerical efficiency of the NN with two applications from homogenization theory and
stochastic computation. In both cases, the nonlinear mapping can be well approximated by the proposed
NN, at a relative accuracy 10−4 ∼ 10−3, with only 104 ∼ 105 parameters for 2D problems and 105 parameters
for 3D problems.
2 Nonstandard wavelet form
In this section, we briefly summarize the nonstandard wavelet form proposed in [7], using the compactly
supported orthonormal Daubechies wavelets (see [13] for details) as the basis functions.
2.1 Wavelet transform
In a one-dimensional multiresolution analysis, the starting point is a scaling function, or sometimes called
father wavelet, ϕ(x) that generates a family
ϕ
(`)
k (x) = 2
`/2ϕ(2`x− k), ` = 0, 1, 2, . . . , k ∈ Z, (2.1)
such that for each fixed ` the functions {ϕ(`)k }k∈Z form a Riesz basis for a space V`. The spaces {V`}`≥0 form
a nested sequence of spaces V` ⊂ V`+1. Because of this nested condition, ϕ(x) satisfies the dilation relation,
also known as the refinement equation
ϕ(x) =
√
2
∑
i∈Z
hiϕ(2x− i). (2.2)
In the case of Daubechies wavelets, ϕ(x) is supported in [0, 2p − 1] for a positive integer p and hence the
coefficients {hi} are nonzero only for i = 0, . . . , 2p− 1. From the orthonormal condition, the function ϕ(x)
and its integer translates satisfy an orthonormal condition∫
R
ϕ(x− a)ϕ(x− b) dx = δa,b. (2.3)
In terms of the coefficients hi in (2.2), this orthonormal condition can be written as∑
i∈Z
h2i = 1,
∑
i∈Z
hihi+2m = 0, m ∈ Z\{0}, (2.4)
following [13].
Given the scaling function ϕ(x), the mother wavelet function ψ(x) is defined as
ψ(x) =
√
2
∑
i∈Z
giϕ(2x− i), (2.5)
with gi = (−1)1−ih1−i for i ∈ Z. From the support of ϕ(x) and the non-zero pattern of hi, it is clear the
support of ψ(x) is [−p + 1, p] and gi is nonzero only for i = −2p + 2, . . . , 1. The Daubechies wavelets are
defined as the scaled and shifted copies of ψ(x)
ψ
(`)
k (x) = 2
`/2ψ
(
2`x− k) , ` = 0, 1, 2, . . . , k ∈ Z. (2.6)
2
For a given function v(x) defined in R, its scaling and wavelet coefficients are given by
v
(`)
k :=
∫
v(x)ϕ
(`)
k (x) dx, d
(`)
k :=
∫
v(x)ψ
(`)
k (x) dx, ` = 0, 1, 2, . . . , k ∈ Z. (2.7)
The refinement equation (2.2) implies that
v
(`)
k =
∫
v(x)2`/2ϕ(2`x− k) dx =
∫
v(x)2(`+1)/2
∑
i∈Z
hiϕ(2
`+1x− 2k − i) dx
=
∫
v(x)
∑
i∈Z
hiϕ
(`+1)
2k+i (x) dx =
∑
i∈Z
hiv
(`+1)
2k+i ,
(2.8)
which is a recursive relation between the coefficients v
(`)
k and v
(`+1)
k . A similar relation can be derived
between d
(`)
k and v
(`+1)
k :
d
(`)
k =
∑
i∈Z
giv
(`+1)
2k+i . (2.9)
If v(x) ∈ L2(R), then v(`) :=
(
v
(`)
k
)
k∈Z
and d(`) :=
(
d
(`)
k
)
k∈Z
are sequences in `2(Z). In the operator form,
(2.8) and (2.9) can be written as
v(`) = (H(`))T v(`+1), d(`) = (G(`))T v(`+1), (2.10)
where the operators H(`), G(`) : `2(Z)→ `2(Z) are banded with width 2p due to the support size of {hi} and
{gi}, respectively. The orthogonality relation (2.4) can now be written compactly as
(H(`))TH(`) = I, (G(`))TG(`) = I, H(`)(H(`))T +G(`)(G(`))T = I. (2.11)
By introducing an orthogonal operator W (`) =
(
G(`) H(`)
)
, one can rewrite (2.10) as(
d(`)
v(`)
)
= (W (`))T v(`+1), v(`+1) = W (`)
(
d(`)
v(`)
)
, ` = 0, 1, 2, . . . , (2.12)
which are the decomposition and reconstruction steps of the wavelet analysis, respectively. This process can
be illustrated by the following diagram
· · · −→ v(`) −→ v(`−1) −→ v(`−2) −→ · · · −→ v(2) −→ v(1) −→ v(0)
↘ ↘ ↘ ↘ ↘ ↘ ↘
d(`) d(`−1) d(`−2) · · · d(2) d(1) d(0)
. (2.13)
Although, until this point our discussion is concerned with wavelets defined on R, the definitions can be
easily extended to the case of periodic functions defined on a finite interval, say [0, 1]. The only modification
is that all the shifts and scalings in the x variable are now done modulus the integers. In addition, instead of
going all the way to level 0, the above multiresolution analysis stops at a coarse level L0 = O(log2 p) before
the wavelet and scaling functions start to overlap itself, which is diagramed as
· · · −→ v(`) −→ v(`−1) −→ v(`−2) −→ · · · −→ v(L0)
↘ ↘ ↘ ↘ ↘
d(`) d(`−1) d(`−2) · · · d(L0)
. (2.14)
Finally, the Daubechies wavelet ψ(x) described above has exactly p vanishing moments [13], i.e.,∫
xjψ(x) dx = 0, j = 0, . . . , p− 1. (2.15)
Since the space of polynomials up to degree p − 1 is invariant under scaling and translation, (2.15) is true
also for any wavelet ψ
(`)
k (x).
3
2.2 Integral operator compression
The nonstandard form is concerned with wavelet based compression of integral operators. Suppose that A is
an integral operator on the periodic interval [0, 1] with kernel a(x, y). We consider the Galerkin projection
of A in the space VL for a sufficient deep level L. The 2
L × 2L matrix A(L) = (A(L)k1,k2)k1,k2=0,...,2L−1 with
entries given by
A
(L)
k1,k2
:=
∫∫
ϕ
(L)
k1
(x)a(x, y)ϕ
(L)
k2
(y) dx dy
is a reasonably accurate approximation of the operator A. The nonstandard form is essentially a data-sparse
representation of A(L) using the 2D multiresolution wavelet basis. Let us now introduce
D
(`)
1,k1,k2
:=
∫∫
ψ
(`)
k1
(x)a(x, y)ψ
(`)
k2
(y) dxdy, D
(`)
2,k1,k2
:=
∫∫
ψ
(`)
k1
(x)a(x, y)ϕ
(`)
k2
(y) dx dy,
D
(`)
3,k1,k2
:=
∫∫
ϕ
(`)
k1
(x)a(x, y)ψ
(`)
k2
(y) dx dy, A
(`)
k1,k2
:=
∫∫
ϕ
(`)
k1
(x)a(x, y)ϕ
(`)
k2
(y) dxdy,
(2.16)
for ` = L0, . . . , L−1, and k1, k2 = 0, . . . , 2`−1. In what follows, it is convenient to organize these coefficients
into the following matrices:
A(`) = (A
(`)
k1,k2
)k1,k2=0,...,2`−1, D
(`)
j = (D
(`)
j,k1,k2
)k1,k2=0,...,2`−1, j = 1, 2, 3. (2.17)
Using (2.12), these matrices can be computed from level L down to level L0 via the recursive relation(
D
(`)
1 D
(`)
2
D
(`)
3 A
(`)
)
= (W (`))TA(`+1)W (`). (2.18)
A key feature of (2.18) is that the entries of the matrices D
(`)
j (j = 1, 2, 3) decay rapidly away from
the diagonal if the kernel function a(x, y) satisfies certain smoothness conditions. More precisely, if A is a
Calderon-Zygmund operator with kernel a(x, y) that satisfies
|a(x, y)| . 1|x− y| , |∂
p
xa(x, y)|+ |∂pya(x, y)| .p
1
|x− y|1+p , (2.19)
then the entries of D
(`)
j satisfy the following estimate [7, Proposition 4.1]
|D(`)j,k1,k2 | .p
Cp
1 + |k1 − k2|p+1 , for all j and |k1 − k2| ≥ 2p. (2.20)
Similarly, suppose that A is a pseudo-differential operator with symbol σ(x, ξ)
(Av)(x) =
∫
eixξσ(x, ξ)vˆ(ξ) dξ =
∫
a(x, y)v(y) dy. (2.21)
If the symbols σ of A and σ∗ of A∗ satisfy the conditions
|∂m1ξ ∂m2x σ(x, ξ)| .m1,m2 (1 + |ξ|)λ−m1+m2 , |∂m1ξ ∂m2x σ∗(x, ξ)| .m1,m2 (1 + |ξ|)λ−m1+m2 , (2.22)
then [7, page 155]
1
2λ`
|D(`)j,k1,k2 | .p
1
(1 + |k1 − k2|)p+1 , for all j and k1, k2. (2.23)
Because of the rapid decay of the entries of D
(`)
j,k1,k2
, one can approximate these matrices by truncating at a
band of width nb = O(log(1/ε)) for a prescribed relative accuracy ε. Note that, the value of nb is independent
of the specific choices of ` = L0, . . . , L − 1, j = 1, 2, 3, or the mesh size N . From now on, we assume that
the matrices D
(`)
j,k1,k2
are pre-truncated already. The number of non-zero entries of these matrices at level `
is clearly O(2`).
Concerning the matrix A(`) for ` = L0, . . . , L−1, though they are dense in general, the recursive relation
(2.17) shows that one only needs to store the matrix A(L0) at the top level L0. Since there are only O(p)
wavelets and scaling functions at level L0, A
(L0) is of constant size. Combining this with the estimate
for matrices D
(`)
j,k1,k2
over all levels, one concludes that the total number of non-zero coefficients in the
nonstandard form is O(N). This is the nonstandard form proposed by Beylkin, Coifman, and Rokhlin.
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2.3 Matrix-vector multiplication
For an integral operator A, a fundamental operation is to apply A to an arbitrary function v, i.e.,
u = Av, u(x) =
∫
Ω
a(x, y)v(y) dy, Ω = [0, 1], (2.24)
where v and u are periodic functions defined on Ω. With the Galerkin discretization described above at level
L, this is simply a matrix vector multiplication.
u(L) = A(L)v(L). (2.25)
This matrix-vector multiplication is computationally intensive since A(`) is a dense matrix. However,
the nonstandard form introduced above offers an O(N) (linear complexity) algorithm for carrying out the
matrix vector multiplication. The key observation of this process is the following recurrence relation
A(`+1) = W (`)
(
D
(`)
1 D
(`)
2
D
(`)
3 A
(`)
)
(W (`))T , ` = 0, . . . , L− 1, (2.26)
obtained from transposing (2.18). This means that, modulus wavelet transforms, at each level `, one only
needs to perform matrix-vector multiplication with the sparse matrices D
(`)
j,k1,k2
. The dense matrix multi-
plication is only carried out with A(L0) at the top level L0. More precisely, the algorithm follows the three
steps illustrated in Fig. 1:
(a) Transforming v(L) to obtain its scaling and wavelet coefficients of the nonstandard form;
(b) Multiplying with banded matrices at each scale;
(c) Transforming the scaling and wavelet coefficients of the nonstandard form to obtain u(L).
!(#)
%(#)
!(&)%(&)!(')%(')
( # )* # )
( & ) * # )* & ) * # )( ' ) * & ) * # )* ' ) * & ) * # )
%(+)=
(a) wavelet transform
!"($) !$($)!&($)
!"(") !$(")!&(") !"(')!$(')!&(')
(($)
)($)
(("))(")(('))(')*(')
+($)
,($)+("),(")+('),(')
=
(b) matrix-vector multiplication
!(#)
%(#)
!(&)%(&)!(')%(')
( # ) # )(#) (& )(#) )& )(#) )(&) (' )(#) )(&) )'*(+)=
(c) inverse wavelet transform
Figure 1: Illustration of matrix-vector multiplication based on the nonstandard form (with L0 = 0 and
L = 3). D
(`)
j , j = 1, 2, 3 are all band matrices.
By following (2.12), (2.18), (2.26) and introducing auxiliary vectors u(`) at all levels, this calculation can
be written more compactly as
u(`+1) = A(`+1)v(`+1) = W (`)
(
D
(`)
1 D
(`)
2
D
(`)
3 A
(`)
)(
d(`)
v(`)
)
= W (`)
[(
D
(`)
1 D
(`)
2
D
(`)
3 D
(`)
4
)(
d(`)
v(`)
)
+
(
0
u(`)
)]
, (2.27)
for ` = L−1, L−2, . . . , L0 with D(`)4 defined to be the zero matrix. Algorithm 1 provides the pseudo code for
computing (2.27). Fig. 2 illustrates the multiresolution structure of the computation, which will turn out to
be useful when we introduce the NN. Since the matrices D
(`)
j are band matrices, the arithmetic complexity
of evaluating u(`+1) given u(`) is O(nbN/2
`), where N = 2L. Therefore, the overall complexity of (2.25) is
O(N).
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Algorithm 1 u(L) = A(L)v(L) in the nonstandard form.
1: for ` from L− 1 to L0 by −1 do
2:
(
d(`)
v(`)
)
= (W (`))T v(`+1);
3: end for
4: u(L0) = A(L0)v(L0);
5: for ` from L0 to L− 1 do
6:
(
s(`)
w(`)
)
=
(
D
(`)
1 D
(`)
2
D
(`)
3 D
(`)
4
)(
d(`)
v(`)
)
;
7: u(`+1) =W (`)
(
s(`)
w(`) + u(`)
)
;
8: end for
!(#$%)
('(#$%); !(#$%))split2#
2#$%
…(* #$% ; +(#$%)) 2#
,(#$%)2#
!(#)2#
-(#)2# -(#$%)2#$%
!(#./0)2#./0
-(#./0)2#./0
('(#./%); !(#./%))split2#./0
2#./0
,#./%2#./0
!(#./%)2#./%
-(#./%)2#./%
('(#.); !(#.))split2#./%
2#./%
,(#.)2#./%
!(#.)2#.
-(#.)2#.
1(#.)2(#.)2(#./%)2(#$%)
3 #$% 4 3 #./% 4 3 #. 4
3 #. 43 #./% 43 #$% 4
(* #./% ; +(#./%)) (* #. ; +(#.))
Figure 2: Diagram of the matrix-vector multiplication in the nonstandard form. The notation 4+ denotes
the summation χ(`) =
(
s(`)
w(`)
)
+
(
0
u(`)
)
.
2.4 Multidimensional case
The above discussion can be easily extended to higher dimensions by using the multidimensional orthonormal
wavelets. The discussion here will focus on the two-dimensional case. For the two-dimensional wavelet
analysis (see for example [36, Chapter 8] and [34]), there are three different types of wavelets at each scale.
The 2D analog of the recursive relation (2.26) takes the form
D
(`)
1 D
(`)
2 D
(`)
3 D
(`)
4
D
(`)
5 D
(`)
6 D
(`)
7 D
(`)
8
D
(`)
9 D
(`)
10 D
(`)
11 D
(`)
12
D
(`)
13 D
(`)
14 D
(`)
15 A
(`)
 = (W (`))TA(`+1)W (`) (2.28)
and all D
(`)
j matrices are sparse with only O(2
`) non-negligible entries after thresholding. The matrix-vector
multiplication takes exactly the same form as Algorithm 1 except obvious changes due to matrix sizes.
3 Matrix-vector multiplication as a neural network
The goal of this section is to represent the matrix-vector multiplication in Algorithm 1 as a linear neural
network. We start by introducing several basic tools in Section 3.1 and then present the neural network
representation of Algorithm 1 in Section 3.2. The presentation will be focused on the 1D case first in order
to illustrate the main ideas clearly.
3.1 Neural network tools
Throughout the discussion below, the input, output, and intermediate data are all represented with 2-tensor.
For a 2-tensor of size Nx × α, we call Nx the spatial dimension and α the channel dimension.
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To perform the operations appeared in Algorithm 1, we first introduce a few common NN layers. The
first one is the well-known convolutional layer (Conv) where the output of each location depends only locally
on the input. Given an input tensor ξ of size Nin × αin and an output tensor ζ of size Nout × αout, the
convolutional layer performs the computation
ζi,c′ = φ
is+w−1∑
j=is
αin−1∑
c=0
Wj;c′,cξj,c + bc′
 , i = 0, . . . , Nout − 1, c′ = 0, . . . , αout − 1, (3.1)
where φ is a pre-specified function, called activation, usually chosen to be a linear function, a rectified-linear
unit (ReLU) function, or a sigmoid function. The parameters w and s are called the kernel window size and
stride, respectively. Here we assume that Nout = Nin/s and the tensor ξ is periodically padded if the index
is out of range. Note that this differs from the definition of the convolution layer in TensorFlow [1] for which
zero padding is the default behavior. In what follows, such a convolution layer is denoted as
ζ = Conv[αout, w, s, φ](ξ), (3.2)
where the values of Nin, αin, and Nout are inferred from the input tensor ξ.
Note that the weight Wj;c′,c in (3.1) is independent on the position i of ζ, thus Conv is translation
invariant. When the weight are required to depend on the position i (i.e. Wi,j;c′,c), the natural extension of
Conv is the so-called locally connected (LC) layer. This layer is denoted by
ζ = LC[αout, w, s, φ](ξ).
Finally, when the output data tensor depends on every entry of the input tensor, this is called a dense
layer, denoted by
ζ = Dense[αout, φ](ξ).
Here we assume implicitly that the spatial dimensions of the input and output tensors are same, i.e., Nout =
Nin.
With these basic tools, we can implement the key steps of Algorithm 1 in the NN framework:
• Multiply (W (`))T with a vector: this step takes the form
ζ = Conv[2, 2p, 2, id](ξ), (3.3)
where id is the identity operator. The size of ζ is M/2 × 2 if the size of ξ is M × 1. The convention
adopted is that the first channel is for the wavelet coefficients and the second channel is for the scaling
function coefficients.
• Multiply
(
D
(`)
1 D
(`)
2
D
(`)
3 D
(`)
4
)
with a vector: this step takes the form
ζ = LC[2, nb, 1, id](ξ). (3.4)
The size of ζ is M × 2 if the size of ξ is M × 2. Notice that the width of LC layer corresponds to the
band width of the banded matrices.
• Multiply A(L0) with a vector: this step takes the form
ζ = Dense[1, id](ξ).
Both ζ and ξ are of size 2Lc × 1.
• Multiply W (`) with a vector: this step first computes
ζ = Conv[2, p, 1, id](ξ), (3.5)
followed by a reshape that goes through the channel dimension first. The output is of size 2M × 1 if
the input is M × 2.
In all these NN operations, the bias b is set to be zero.
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3.2 Neural network representation
Combining the basic tools introduced above, we can translate Algorithm 1 into an NN. The resulting al-
gorithm is summarized in Algorithm 2. Fig. 3 illustrates the multiresolution structure of the NN. It has
the same structure as Fig. 2 except the basic operations are replaced with the NN layers introduced in
Section 3.1.
Algorithm 2 NN architecture for u(L) = A(L)v(L) in the nonstandard form.
1: for ` from L− 1 to L0 by −1 do
2: ξ(`) = Conv[2, 2p, 2, id](v(`+1));
3: v(`) is the last channel of ξ(`);
4: end for
5: u(L0) = Dense[1, id](v(L0));
6: for ` from L0 to L− 1 do
7: ζ(`) = LC[2, nb, 1, id](ξ
(`));
8: Adding u(`) to the last channel of ζ(`) gives χ(`);
9: u(`+1) = Conv[2, p, 1, id](χ(`));
10: Reshape u(`+1) to a 2-tensor of size 2`+1 × 1 by following channel dimension first;
11: end for
!(#$%)
'(#$%)Conv
LC
split2#$%×2
2#$%×1
…+(#$%)
Conv +
reshape
2#$%×2
,(#$%)2#$%×2
!(#)2#×1
-(#)2#×1 -(#$%)2#$%×1
!(#./0)2#./0×1
-(#./0)2#./0×1
'(#./%)
LC
split2#./%×2
+(#./%) 2#./%×2
,(#./%)2#./%×2
!(#./%)2#./%×1
-(#./%)2#./%×1
'(#.)
LC
split2#.×2
+(#.) 2#.×2
,(#.)2#.×2
!(#.)
Dense
2#.×1
-(#.)2#.×1
Conv Conv
Conv +
reshape
Conv +
reshape
Figure 3: Neural network architecture of the matrix-vector multiplication in the nonstandard form. “split”
means extracting the last channel of ξ(`) to obtain v(`). 4+ means adding u(`) to the last channel of ζ(`) to
obtain χ(`).
Let us now count the number of parameters used in the network in Algorithm 2. Notice that the number
of parameters in Conv and LC are wαinαout and Noutwαinαout, respectively. The total number of parameters
in Algorithm 2 is
Nparams =
L−1∑
`=L0
(
4p+ 2`4nb + 4p
)
+ 4L0 ≈ 4Nnb + 8p(L− L0) + 4L0 . (3.6)
Since 2L0 is a small constant, the total number of parameters is O(Nnb).
3.3 Multidimensional case
Our discussion here focuses on the 2D case. Each piece of data in the 2D algorithm can be represented by
a 3-tensor of size Nx,1 ×Nx,2 × α, where Nx = (Nx,1, Nx,2) is the size in the spatial dimension and α is the
channel number. If a tensor ξ of size Nin,1×Nin,2×αin is connected to a tensor ζ of size Nout,1×Nout,2×αout
by a convolution layer, the computation takes the form
ζi,c′ = φ
i1s+w−1∑
j1=i1s
i2s+w−1∑
j2=i2s
αin−1∑
c=0
Wj;c′,cξj,c + bc′
 , i1 = 0, . . . , Nout,1−1, i2 = 0, . . . , Nout,2−1, c′ = 0, . . . , αout−1. (3.7)
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By denoting such a layer by Conv2, we can write (3.7) concisely as Conv2[α,w, s, φ](ξ). Similar to the 1D
case, we also define the locally connected layer, denoted by LC2[α,w, s, φ](ξ) and the dense layer, denoted
by Dense2[α, φ](ξ).
With these tools, one can readily extend the Algorithm 2 to the 2D case, shown in Algorithm 3.
Algorithm 3 NN architecture for u(L) = A(L)v(L) in the nonstandard form for the 2D case.
1: for ` from L− 1 to L0 by −1 do
2: ξ(`) = Conv2[4, 2p, 2, id](v(`+1));
3: v(`) is the last channel of ξ(`);
4: end for
5: u(L0) = Dense2[1, id](v(L0));
6: for ` from L0 to L− 1 do
7: ζ(`) = LC2[4, nb, 1, id](ξ
(`));
8: Adding u(`) to the last channel of ζ(`) gives χ(`);
9: u(`+1) = Conv2[4, p, 1, id](χ(`));
10: Reshape u(`+1) to a 3-tensor of size 2(`+1) × 2(`+1) × 1;
11: end for
The reshape step at the end of Algorithm 3 deserves some comments. The input tensor u(`+1) is of size
2` × 2` × 4. The reshape process first change the input to a 2` × 2` × 2 × 2 tensor by splitting the last
dimension. It then permutes the second and their third dimension to obtain a 4-tensor of size 2`×2×2`×2.
By grouping the first and the second dimensions as well as the third and the fourth dimension, one obtains
a 2`+1 × 2`+1 tensor. Finally, this tensor is regarded as a 3-tensor of size 2`+1 × 2`+1 × 1, i.e., with a single
component in the channel (last) dimension.
4 BCR-Net
For many nonlinear map of form
u =M(v), u, v ∈ RNd , (4.1)
when the singularity of u only appears at the singularity of v, such a operator can be viewed as a nonlinear
generalization of pseudo-differential operators. By leveraging the representation power of the neural networks,
we extend the architecture constructed in Algorithm 2 to represent the nonlinear maps (4.1). The resulting
NN architecture is referred to as the BCR-Net. In order to simplify the presentation, we will focus on the 1D
case in this section as all the results here can be easily extended to the multi-dimensional case by following
the discussion in Section 3.3.
Two changes are made in order to extend Algorithm 2 to the nonlinear case. The first is to replace some
of the identity activation functions id with the nonlinear activation functions. More precisely, the activation
function in LC and Dense is replaced with a nonlinear one (either being ReLU or Sigmoid function), denoted
by φ. On the other hand, since each Conv layer corresponds to a step of the wavelet transform, its activation
function is kept as id.
The second modification is to increase the “width” and “depth” of the network. The NN in Algorithm 2
is rather narrow (the number of channels in LC is only 2) and shallow (the number of LC layers is only 1). As
a result, its representation power is limited. In order to represent more general nonlinear maps, we increase
the number of channels from 2 to 2α, with α wavelet channels and α scaling function channels. Here α is a
user-specified parameter. Moreover, the network also becomes deeper by increasing number of LC and Dense
layers. The resulting algorithm is summarized in Algorithm 4 and illustrated in Fig. 4.
Similar to the linear case, the number of parameters of BCR-Net can be estimated as follows:
Nparams =
L−1∑
`=L0
(
4α2p+
K∑
k=1
(2α)2nb2
` + 4α2p
)
+
K∑
k=1
4L0α2
≈ 4α2nbKN + 8α2p(L− L0) + 4L0Kα2.
(4.2)
As L0 is small, thus the total number of parameters is O(nbα
2KN).
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Algorithm 4 BCR-Net applied to an input v ∈ RN with N = 2L.
1: v(L) = v;
2: for ` from L− 1 to L0 by −1 do
3: ξ(`) = Conv[2α, 2p, 2, id](v(`+1));
4: v(`) is the last α channels of ξ(`);
5: end for
6: u
(L0)
0 = v
(L0);
7: for k from 1 to K do do
8: u
(L0)
k = Dense[α, φ](u
(L0)
k−1 );
9: end for
10: u(L0) = u
(L0)
K ;
11: for ` from L0 to L− 1 do
12: ζ
(`)
0 = ξ
(`);
13: for k from 1 to K do
14: ζ
(`)
k = LC[2α, nb, 1, φ](ζ
(`)
k−1);
15: end for
16: Adding u(`) to the last α channels of ζ
(`)
K gives χ
(`);
17: u(`+1) = Conv[2α, p, 1, id](χ(`));
18: Reshape u(`+1) to a 2-tensor of size 2`+1 × α by following channel dimension first;
19: end for
20: Average over the channel direction of u(L) to give u;
…
!(#$%)
'(#$%) split2#$%×2*
2#$%×*!(#)2#×1 !(#,-.)2#,-.×*
'(#,-%) split2#,-%×2*
!(#,-%)2#,-%×*
'(#,) split2#,×2*
/(#$%)2#$%×2*0(#)2#×* 0(#$%)2#$%×* 0(#,-.)2#,-.×*
/(#,-%)2#,-%×2* 0(#,-%)2#,-%×*
12(#,-%) 2#,-%×2* 12(#,) 2#,×2*
/(#,)2#,×2*
1.(#,-%) 2#,-%×2* 1.(#,) 2#,×2*
12(#$%) 2#$%×2*
1.(#$%) 2#$%×2*
1%(#$%) 2#$%×2* 1%(#,-%) 2#,-%×2* 1%(#,) 2#,×2*
!(#,)2#,×*
0(#,)2#,×*
0.(#,) 2#,×*
0%(#,) 2#,×*
LC-3
LC-3
LC-3
LC-3
LC-3
LC-3
LC-3
LC-3
LC-3
Dense-3
Dense-3
Dense-3
42#×1
!2#×1
average
Conv Conv Conv
Conv +
reshape
Conv +
reshape
Conv +
reshape
Figure 4: Architecture of BCR-Net. “split” means extracting the last α channels of ξ(`) to obtain v(`). 4+
means adding u(`) to the last α channels of ζ(`) to obtain χ(`).
Translation-equivariant case. For the linear system (2.24), if the kernel is of convolution type, i.e.,
a(x, y) = a(x− y), then A is a cyclic matrix. So are the matrices D(`)j and A(L). Therefore, the LC layer in
Algorithm 1 can be replaced with a Conv layer.
In the nonlinear case, the operator A is translation-equivariant if
T A(v) = A(T v) (4.3)
holds for any translation operator T . In this case, each LC layer in Algorithm 4 is replaced with a Conv layer
with the same window size, while each Dense layer is replaced with a Conv layer with window size equal to
the input size. Since the number of parameters of a Conv layer is αoutαinw, the number of parameters of
10
Algorithm 4 is
Nparams =
L−1∑
`=L0
(
4α2p+
K∑
k=1
(2α)2nb + 4α
2p
)
+
K∑
k=1
4L0α2
≈ 4α2nbK(L− L0) + 8α2p(L− L0) + 4L0Kα2
≈ O(nbα2K log(N)),
(4.4)
which is only logarithmic in N .
5 Applications
We implement BCR-Net with Keras [10] (running on top of TensorFlow [1]) using Nadam as the optimizer
[14] and the mean squared error as the loss function. The parameters in BCR-Net are initialized randomly
from the normal distribution, and the batch size is always set as two percent of the size of the training set.
In this section, we study the performance of BCR-Net using a few examples. In the experiments, the
support of the scaling function ϕ(x) is chosen to be [0, 2p − 1] with p = 3. The activation function in
wavelet transform is set to be the identity as we mentioned, while ReLU is used in the LC and Dense layers.
As discussed in Section 4, when the operator is translation-equivariant, the LC layers and Dense layers in
Algorithm 4 are replaced by Conv and fully connected Conv layers, respectively. The selection of parameters
α (number of channels) and K (number of LC layers in Algorithm 4) are problem dependent.
For each sample, let u be the exact solution generated by numerical discretization of PDEs and uNN
be the prediction from BCR-Net. Then the error of this specific sample is calculated by the relative error
measured in the `2 norm:
 =
‖u− uNN‖`2
‖u‖`2 . (5.1)
The training error train and test error test are then obtained by averaging (5.1) over a given set of training
or testing samples, respectively. The numerical results presented in this section are obtained by repeating
the training process five times, using different random seeds.
5.1 Diagonal of the inverse matrix of elliptic operator
Elliptic operators of form H = −∆+v(x) appear in many mathematical models. In quantum mechanics, the
Hamiltonian of the Schro¨dinger equation takes this form and it is fundamental in describing the dynamics
of quantum particles. In probability theory, this operator describes for example the behavior of a random
walk particle that interacts with the environment.
Here, we are interested the Green function G = H−1 = (−∆ + v(x))−1 and, more specifically, the depen-
dence of its diagonal G(x, x) on the potential v(x). The diagonal of the Green’s function plays an important
role in several applications. For example, in density function theory, when combined with appropriate ratio-
nal expansions, the diagonal of the (shifted) Green’s function allows one to compute the Kohn-Sham map
efficiently [31]. As another example, for random walk particles that decay at a spatially dependent rate
given by v(x) > 0, the diagonal G(x, x) gives the expected local time (or the number of visits in the discrete
setting) at position x for a particle starting from x, via the Feynman-Kac formula [16].
In the following numerical studies, we work with the operator H = −∆ + v(x) on [0, 1]2 in 2D with the
periodic boundary condition. The differential operator is discretized using the standard five-point central
difference with 80 points per dimension. The potential v is generated by randomly sampling on a 10 × 10
grid independently from the standard Gaussian distribution N (0, 1), interpolating it to the 80× 80 grid via
Fourier interpolation, and finally performing a pointwise exponentiation.
By denoting the diagonal of G = H−1 by g(x), we apply BCR-Net to learn the nonlinear map from the
potential v(x) to g(x):
v(x)→ g(x) := G(x, x). (5.2)
The approximation to g(x) produced by BCR-Net will be denoted by gNN(x).
Fig. 5 presents the numerical results with different choices for α (channel number) and K (layer number)
in Algorithm 4. The band of the D
(`)
j matrices is set to be nb = 3. When α or K increases, the error decreases
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Figure 5: The relative error and the number of parameters of BCR-Net for (5.2) with N trainsamples = N
test
samples =
20000. (a) Different channel numbers (α). (b) Different LC layer numbers (K).
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Figure 6: A random sample potential v(x), the prediction gNN(x) from BCR-Net with α = 2 and K = 5,
and the error from the reference solution of (5.2).
consistently. Fig. 5a plots the results for different α values with K fixed. Note that α = 2 already achieves
a fairly accurate result. Fig. 5b shows the results for different K values with α fixed, showing that deeper
networks clearly give better results. In each case, the test error is close to the training error, implying that
there is no over-fitting in our model. As discussed in Section 4, the number of parameters is proportional to
α2K, which agrees with the curves in Fig. 5. In Fig. 6, we plot a sample of the potential v(x), along with
the prediction from BCR-Net and its error in comparison with the reference solution (α = 2 and K = 5).
It is worth pointing out that the test error is quite small (around 2.1×10−4 with α = 2 and K = 5), while
the number of parameters is Nparams = 1.6×104. Comparing with millions of parameters in the applications
on images [27, 39], BCR-Net only uses tens of thousands of parameters.
5.2 Nonlinear homogenization theory
The second example is concerned with homogenization theory, which studies effective models for differential
and integral equations with oscillatory coefficients. In the simplest setting, consider the linear second order
elliptic PDE in a domain Ω
−∇ ·
(
a
(x
ε
)
∇uε(x)
)
= 0
with appropriate boundary conditions on ∂Ω, where a(·) is a periodic function on the unit cube [0, 1]d. The
homogenization theory [5, 15, 24, 37] states that, when ε goes to zero, the solution uε(x) exhibits a multiscale
decomposition
uε(x) = u0(x) + εu1(x) + ε
2u2(x) + · · · .
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Here u0(x) is the solution of a constant elliptic PDE
−∇ · (A0∇u0(x)) = 0
where the constant matrix A0 is called the effective coefficient tensor. The next term u1(x) that depends on
the gradient of u0(x) can be written as
u1(x) =
d∑
i=1
ηi
(x
ε
)
∇iu0(x)
in terms of the so-called corrector functions {ηi(x)}i=1,...,d. For each i ∈ {1, . . . , d}, the corrector function
ηi(x) is the solution of the periodic problem
−∇ · (a(x)(∇ηi(x) + ei)) = 0,
∫
[0,1]d
ηi(x) dx = 0, (5.3)
where ei is the canonical basis vector in the i-th coordinate. Both the effective coefficient tensor A0 and the
correctors ηi(x) are important for studying multiscale problems in engineering applications. Note from (5.3)
that computing the corrector ηi(x) for each i requires a single PDE solve over the periodic cube.
For many nonlinear problems, a similar homogenization theory holds. Consider for example the varia-
tional problem
uε = argmin v
∫
Ω
f
(x
ε
,∇v
)
dx
with appropriate boundary conditions on ∂Ω, where f
(
x
ε ,∇v
)
is given by
f
(x
ε
,∇u
)
= a
(x
ε
)
|∇u|p
for some constant p > 1. In this case, the corrector function is parameterized by a unit vector ξ ∈ Sd−1: for
a fixed unit vector ξ, the corrector function χp,ξ(x) satisfies
−∇ · (a(x)|∇χp,ξ(x) + ξ|p−2(∇χp,ξ(x) + ξ)) = 0, ∫
[0,1)d
χp,ξ(x) dx = 0, (5.4)
with the periodic boundary condition. Since (5.4) is a nonlinear PDE, the numerical solution of the corrector
function in the nonlinear case is computationally more challenging.
Here, we apply BCR-Net to learn the map from the periodic oscillatory coefficient function a(x) to the
corrector χp,ξ(x) for a given ξ = (ξ1, . . . , ξd)
T . Note that, for the case p = 2, (5.4) reduced to (5.3). It is
noticed that, though quite different numerically, the solution of the linear problem (5.3) serves as a reasonable
baseline for the nonlinear problem (5.4). Motivated by this observation, we compute ηξ(x) :=
∑d
i=1 ξiηi(x)
by solving the linear system efficiently and use BCR-Net only to learn the map from a(x) to the difference
g(x) between the nonlinear and linear correctors
a(x)→ g(x) := χp,ξ(x)− ηξ(x) = χp,ξ(x)−
d∑
i=1
ξiηi(x). (5.5)
Two-dimensional case. In this test, we set p = 3 and discretize the coefficient field a(x) with an 80× 80
Cartesian grid. Each realization of a(x) is generated by randomly sampling on a 10×10 grid with respect to
N (0, 1), interpolating it to a 80×80 grid via the Fourier transform, and finally taking pointwise exponential.
Fig. 7 summarizes the numerical results for different choices of α and K in Algorithm 4 with nb = 5.
Notice that the error behavior is comparable to the one shown in Section 5.1. The relative error decreases
consistently as α or K increases. In addition, there is no sign of over-fitting and the number of parameters
grows proportional to α2K in agreement with the complexity analysis. From Fig. 7, we notice that the
best choice of the parameters for this problem is α = 6 and K = 5. Fig. 8 shows a random sample of the
coefficient field a(x), the approximation to χp,ξ(x) predicted by BCR-Net, and the error when compared
with the reference solution.
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Figure 7: Relative error and number of parameters of BCR-Net for (5.5) with N trainsamples = N
test
samples = 20000
in 2D. (a) Different channel numbers (α). (b) Different LC layers numbers (K).
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Figure 8: A random coefficient a(x), the approximation χξ,p,NN(x) produced by BCR-Net with α = 6 and
K = 5, and the error from the the reference solution of (5.5) in 2D.
Three-dimensional case. We set the discretization grid for a(x) to be 40× 40× 40 and p to be 3. The
coefficient field a(x) is generated by randomly sampling on a 5 × 5 × 5 grid from N (0, 1), interpolating to
the full grid via Fourier transformation, and finally taking pointwise exponential. The BCR-Net is trained
with nb = 3, α = 4, and K = 5 using N
train
samples = N
test
samples = 10000 samples. The number of parameters is
5.7 × 105 and the test error is 8.7 × 10−3. As Fig. 9 shows the results for one random realization of a(x),
BCR-Net is able to reproduce the corrector function quite accurately.
6 Conclusion
In this paper, inspired by the nonstandard wavelet form proposed by Beylkin, Coifman, and Rokhlin in
[7], we developed a novel neural network architecture, called BCR-Net, to approximate certain nonlinear
generalization of pseudo-differential operators. This NN demonstrates promising results while approximating
the nonlinear maps arising from homogenization theory and stochastic computation, using only tens of
thousands of parameters.
The BCR-Net architecture can be naturally extended in several ways. For instance, the LC layers can be
altered to include other network structures, such as parallel sub-networks or the ResNet architecture [21].
The Conv layers corresponding the wavelet transforms can also be replaced with other types of building
blocks.
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Figure 9: A random coefficient a(x) in 3D, the prediction χξ,p,NN(x) from BCR-Net with α = 4 and K = 5,
and the reference solution of (5.5).
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