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NONCONVEX SURFACES WHICH FLOW TO ROUND POINTS
ALEXANDER MRAMOR AND ALEC PAYNE
Abstract. In this article we extend Huisken’s theorem that convex surfaces flow
to round points by mean curvature flow. We will construct certain classes of mean
convex and non-mean convex hypersurfaces that shrink to round points and use
these constructions to create pathological examples of flows. We find a sequence of
flows that exist on a uniform time interval, have uniformly bounded diameter, and
shrink to round points, yet the sequence of initial surfaces has no subsequence con-
verging in the Gromov-Hausdorff sense. Moreover, we construct such a sequence of
flows where the initial surfaces converge to a space-filling surface. Also constructed
are surfaces of arbitrarily large area which are close in Hausdorff distance to the
round sphere yet shrink to round points.
1. Introduction
In his foundational paper [22], Huisken showed that the mean curvature flow of
a convex surface shrinks smoothly to a point and approaches a round sphere after
rescaling (in other words, it flows to a round point). On the other hand, Angenent
[1] and Topping [32] independently showed that neckpinch singularities occur quite
generally, meaning that a singularity occurs before the flow contracts to a point.
Also, Angenent’s self-shrinking torus constructed in that same paper shows that
hypersurfaces that flow to points need not become round at the singular time. Despite
the possibility of neckpinch singularities and the possibility of a flow disappearing in
a non-round point, it remains a natural question to ask what classes of nonconvex
surfaces shrink to round points.
Progress has been made towards extending Huisken’s theorem in terms of cur-
vature pinching conditions, including in higher codimension and in non-Euclidean
target spaces—see the works of Andrews-Baker [4], Liu, Xu, Ye, Zhao [25], and Liu,
Xu [26] [27]. In the spirit of this article, a result of Lin and Sesum [28] gives that
surfaces which have very small L2 norm of tracefree second fundamental form will
shrink to round points under the flow. However, in this paper, we will construct
classes of surfaces that have very large tracefree second fundamental form, including
large in the L2 norm. From another perspective using the entropy functional, Cold-
ing and Minicozzi showed in their landmark paper [14] that if one allows for jump
discontinuities, a surface which shrinks to a compact point does so generically to a
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NONCONVEX SURFACES 2
round point. Later, in their important paper, Bernstein and L. Wang showed that
any surface in R3 with entropy less than that of the cylinder flows to a round point
(see Corollary 1.2 in [7]). Note that these two papers make no assumptions on the
pointwise geometry of the surfaces involved.
Our first theorem, Theorem 1.1, will be an extension of Huisken’s theorem to
certain nonconvex tubular neighborhoods of curve segments and is a precursor to the
method used to show the next result. We will do this by constructing appropriate
inner and outer barriers which, while they will not be mean curvature flows outright,
will be subsolutions and supersolutions to the flow. In this theorem and the following,
n ≥ 2 and A denotes the second fundamental form. Also, all hypersurfaces will be
smooth unless mentioned otherwise.
Theorem 1.1. Let Σ = Σ(n, L) denote the space of embedded intervals in Rn+1 with
length bounded by L. Then for every L > 0, there exists a C > 0 so that every curve
in Σ(n, L) with |A| ≤ C has a neighborhood, contained in the tubular neighborhood
of radius 1
C
, whose boundary shrinks to a round point in finite time. Moreover, there
is a lower bound C < C which depends only on n, L, and 0, where 0 is the constant
from the Brakke-White regularity theorem (see Section 2, Theorem 2.3).
If one could concretely estimate the constant 0, then one could in theory explicitly
compute C in this theorem. We discuss what is known towards this in the concluding
remarks.
Building off of this, we will show how one can add “spikes” to the examples given
by Theorem 1.1 to give new examples of non-mean convex, arbitrarily high curvature
hypersurfaces which shrink to round points. By “spikes,” we mean a perturbation
of a thin tubular neighborhood of a curve segment with one endpoint attached or-
thogonally to a surface. The construction is in the spirit of the first named author’s
previous work [30].
Before we state the next theorem, we must first explain some notation. Let Σ be
the set of smooth hypersurfaces which shrink to round points, endowed with the C2
topology. The set Σ contains C2 small perturbations of strictly convex surfaces, as
well as C2 small perturbations of the surfaces in Theorem 1.1. Now, we make the
important observation that Σ is open in the C2 topology. By the continuity of the
flow under initial conditions, for each M ∈ Σ and each  > 0, one may find a small
δ > 0 such that for all perturbations M∗ of M that are δ-close to M in C2, the flow
M∗t will be -close to Mt when Mt is convex and close to a round sphere (much closer
than ). Then, for  chosen small enough, all M∗t will become convex and hence
shrink to a round point. In other words, this means that all small C2 perturbations
of surfaces in Σ will be in Σ. That is, Σ is open in the C2 topology.
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Theorem 1.2. Let M be a hypersurface in the set Σ defined above. Fix N  1.
Then, for any p ∈ M and any L > 0, there exists 0 < r    1 such that for
any straight line segment γ orthogonal to TpM with an endpoint at p, there exists a
closed hypersurface M˜ with the following properties:
(1) the flow M˜t shrinks to a round point, i.e. M˜ ∈ Σ
(2) M˜ ∩ T(γ) is given by a graph over TpM ∩B(p, ) and the mean curvature of
M˜ ∩ T(γ) has a sign1
(3) M˜ = M ∪ ∂T r (γ) outside the ball B(p, )
where T(γ) is the solid tubular neighborhood of radius  around γ and ∂T

r (γ) is
a surface, depending on  and r, that is r
N
-close to the boundary of the tubular r-
neighborhood of γ in the C2 topology.
Furthermore, we may iterate this construction by starting with the nonconvex M˜ ,
as opposed to M , and applying the above procedure to some other choice of p′ ∈ M˜
and L′ > 0.
Figure 1. We may iterate the spikes construction to find complicated
high curvature surfaces that shrink to round points.
The utility of the parameter N will become apparent in Section 5, where it will
be used in the proofs of Corollaries 1.5 and 1.6.
1By M˜ ∩ T(γ), we mean the connected component (of the preimage of the natural immersion
defining M˜) of M˜ ∩T(γ) containing the added ∂T r (γ). This condition takes care of the possibility
that there are other parts of M˜ that intersect T(γ) that are not part of the “spike” we construct.
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Note that we may take γ in Theorem 1.2 to be slightly bent, in analogy with
Theorem 1.1. That is, for each L and p in the above theorem, we may find a C
small enough such that the above theorem holds for γ with |A|2 < C. Also, the
scales , r at which the “spikes” are added may be very small compared to the initial
hypersurface.
We also emphasize that we may construct the spikes in Theorem 1.2 so that they
are either inward-pointing or outward-pointing. If we choose a spike to be inward-
pointing, then M˜ will be non-mean convex. Thus, this gives examples of non-mean
convex surfaces which shrink to round points.
The following is a natural generalization of Theorem 1.2 and will be used to con-
struct high area examples. The idea is to add several thin “pancakes,” which will
all shrink in quickly like a spike yet will each contribute a definite amount of area to
the surface.
Theorem 1.3. Let M be a rotationally symmetric, closed hypersurface in Σ, i.e. Mt
flows to a round point, which can be written as the rotation of a graph f over the
axis xn+1 = 0. Fix the interval [a, b] ⊂ R. We say that M is (δ, c)-cylindrical over
[a, b] if M is δ-close in C2 norm to a segment of the standard cylinder Sn−1 × R of
radius c on the interval [a, b], i.e. if f is close to the constant function c over [a, b].
Then, for any p ∈ (a, b) and L > 0, if M is (δ, c)-cylindrical over [a, b] for δ  c,
then there exists r    1, a closed hypersurface M˜ , and a smooth positive graph
f˜ : [a, b]→ R≥0 with the following properties:
(1) M˜t flows to a round point, i.e. M˜ ∈ Σ
(2) M˜ is rotationally symmetric and can be represented by the rotation of f˜
around the axis containing [a, b].
(3) f˜ ≥ f and f = f˜ outside [p− , p+ ]
(4) f˜(p) = f(p) + L
(5) Outside the ball B(f(p), ), f˜ is r
100
-close to the tubular r-neighborhood of the
set {t ∈ [0, L] | (p, f(p) + tL)} in the C2 topology
Now we state several corollaries of Theorems 1.2 and 1.3 which will be proven in
Section 6. The first corollary, a consequence of Theorem 1.2, will demonstrate how
badly compactness of mean curvature flows can fail without a uniform bound on the
second fundamental form. The following corollary is summarized in Figure 2.
Corollary 1.4. There exists a sequence of closed hypersurfaces M i ⊂ Rn+1, such
that diam(M i) and Area(M i) are uniformly bounded and each flow M it exists on a
uniform time interval [0, T ] and shrinks to a round point, yet M i has no subsequence
which converges in the Gromov-Hausdorff sense.
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We may also find an example of a sequence that has the same properties as the
sequence in Corollary 1.4 yet has unbounded area. The following two corollaries,
consequences of Theorem 1.3, are summarized in Figure 3.
Corollary 1.5. There exists a sequence of closed hypersurfaces M i ⊂ Rn+1, such that
diam(M i) is uniformly bounded and each flow M it exists on a uniform time interval
[0, T ] and shrinks to a round point, yet Area(M i)→∞ and M i has no subsequence
which converges in the Gromov-Hausdorff sense. Moreover, for each t, there is C(t)
such that Area(M it ) < C(t).
Figure 2. A sequence of flows shrinking to a round point yet the
sequence of initial surfaces has no Gromov-Hausdorff limit.
Since we can construct surfaces which will have arbitrarily high area in a compact
region, we can find examples of arbitrarily high entropy surfaces, in the sense of
Colding-Minicozzi [14], which smoothly flow to round points. On the other hand,
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Figure 3. A surface that is close in Hausdorff distance to a sphere
and shrinks to a round point yet has high entropy and large area.
Bernstein and L. Wang’s landmark theorem ([6], see also the generalization by S.
Wang in [34]) says that surfaces in R3 of low entropy are Hausdorff close to the
round sphere. Here we show that the converse to their theorem is wildly false even if
one assumes the surface flows smoothly to a round point. That is, we will construct
surfaces that are Hausdorff close to the round sphere and flow to round points, yet
have arbitrarily large entropy. To do this, we modify the construction in the above
corollary to be as close as we want in Hausdorff distance to a round sphere and have
arbitrarily large entropy despite flowing to a round point. This is the content of the
following corollary, which follows from the construction in Corollary 1.5. As usual,
we denote the entropy of M by λ(M).
Corollary 1.6. For every δ > 0 and E > 0, there exists a closed hypersurface
M ⊂ Rn+1 which shrinks to a round point and is δ-close in Hausdorff distance to the
round sphere, yet λ(M) > E.
We may generalize Corollary 1.5 and thus generalize a result of Joe Lauer [24] as
well as a result of the first named author [30]. Lauer showed that there are sequences
of closed embedded curves γi that limit to a space-filling curve, yet applying the
curve shortening flow to each γi for some time t gives a uniform bound on length
Length(γi) < C(t). We will prove a higher-dimensional version of this for mean
curvature flow (note though that our proofs do not work in the curve shortening
case). A prototype for these results was shown by the first named author where he
showed that there are perturbations of surfaces which quickly “collapse” to something
close to the original manifold via the mean curvature flow with surgery. However,
there he only proved the result for the level set flow—the flows in the following
corollaries are smooth.
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Corollary 1.7. There exists a sequence of closed hypersurfaces M i ⊂ Rn+1, such
that each flow M it exists on a uniform time interval [0, T ] and shrinks to a round
point, yet M i limits to a space-filling surface containing the unit ball2. Moreover, for
each t > 0, there is C(t) such that Area(M it ) < C(t).
Before moving on, we point out that the corollaries above may be interpreted as
statements regarding the basin of attraction of the round sphere for the mean cur-
vature flow. Thinking of mean curvature flow in a dynamical sense, these corollaries
show that the basin of attraction for the round sphere is much more complicated than
simply the convex surfaces. In particular, it is not compact under any reasonable
topology.
To end, we generalize Corollary 1.7 to surfaces which do not necessarily shrink
to round points. The idea is that for any closed embedded hypersurface M , we
may find a sequence M i that limits to a space-filling surface covering the region
bounded by M , int(M), and the flows M it approximate the flow Mt for as long as Mt
has bounded curvature. As in the construction in the corollary above, one can also
arrange these examples to have arbitrarily large area and hence entropy, although
we do not explicitly state it.
Corollary 1.8. Let M ⊂ Rn+1, be a closed embedded hypersurface. Suppose that the
flow Mt has bounded second fundamental form for time [0, T ].
Then, for each  > 0, there exists a sequence of closed hypersurfaces M i ⊂ Rn+1
such that M i limits to a space-filling surface containing int(M), each flow M it exists
on a uniform time interval [0, T ∗], and for some t0 ∈ (0,min(T, T ∗)), M it is within 
of Mt in the C
2 topology for all t ∈ [t0,min(T, T ∗)].
Figure 4 roughly encapsulates how the sequences in both Corollary 1.7 and Corol-
lary 1.8 are constructed; we construct the sequence by iteratively adding inward-
pointing spikes at smaller and smaller scales.
Lastly in the appendix, we will prove a result, Theorem A.1, which is similar to
Theorem 1.1 but which is in some ways more general. The result is more general
since it concerns all almost convex surfaces, as opposed to just neighborhoods of
line segments. However, Theorem A.1 is proven via a compactness-contradiction
argument, which means there is no control over the constants that arise. Theorem
1.1 is better in this regard because gives us a more precise understanding of the
constants that arise. More strikingly, the class of examples produced via Theorem
1.2 are likely unattainable via any compactness-contradiction argument (on its own)
as there is no uniform curvature bound on members of that set.
2By this, we mean that M i converges in the Hausdorff distance to some set K ⊂ Rn+1 such that
K contains a unit ball B. In particular, this means that for each x ∈ B, there is a sequence of
xi ∈M i such that limi xi = x.
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Figure 4. A (slightly inaccurate) sketch of one of the first elements
in the sequence described in Corollary 1.8. The surfaces in our con-
struction are immersed and many of the spikes will intersect, although
the construction can almost surely be altered to preserve embedded-
ness.
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2. Preliminaries, Old and New, on the Mean Curvature Flow.
In this section we collect some standard and perhaps slightly less standard facts
and observations on the mean curvature flow which we will employ in the subsequent
sections. Let M be an n-dimensional 2-sided manifold and let F : M → Rn+1 be
an embedding of M realizing it as a smooth closed hypersurface of Euclidean space,
which by abuse of notation we also refer to as M . Then the mean curvature flow of
Mt is given by the image of Fˆ : M × [0, T )→ Rn+1 satisfying
dFˆ
dt
= Hν, Fˆ (M, 0) = F (M) (2.1)
where ν is the inward pointing normal and H is the mean curvature. It turns out
that (2.1) is a nonlinear heat-type equation, since for g the induced metric on M ,
∆gF = g
ij(
∂2F
∂xi∂xj
− Γkij
∂F
∂xk
) = gijhijν = Hν (2.2)
One can easily see that the mean curvature flow equation (2.1) is degenerate. Despite
this, solutions to (2.1) always exist for short time and are unique. There are several
ways to deduce this by relating (2.1) to a nondegenerate parabolic PDE. Solutions
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to the mean curvature flow satisfy many properties that solutions to heat equations
do, such as the maximum principle and smoothing estimates. One important con-
sequence of the maximum principle is the comparison principle (also known as the
avoidance principle), which says that two initially disjoint hypersurfaces will remain
disjoint over the flow.
Generally speaking, the mean curvature flow cannot be written down explicitly
except in cases with a high amount of symmetry. For example, the round sphere
shrinks by dilations to a point in finite time. By the avoidance principle, we may use
the sphere as a barrier and see that any compact surface develops a singularity in
finite time over the flow. It is interesting of course to understand when the manifold
shrinks to a point, i.e. when there are no “leftover” regions of low curvature at the
singular time. This generally does not happen—neckpinches occur quite generally—
but in some cases it does. For example, the classical result of Huisken gives a simple
condition for this to happen.
Theorem 2.1 (Huisken). Convex closed hypersurfaces remain convex under mean
curvature flow and shrink to a round point in finite time.
One of the aims of this article is to find new classes of surfaces which shrink to
round points like the convex surfaces. To do so we will need some facts particular
to mean convex flows. First, we state the one-sided minimization property of mean
convex flows, discovered by Brian White [37]:
Theorem 2.2 (White). Let Kt be a flow of domains where ∂Kt are mean convex
and evolve by mean curvature flow. Let B = B(x, r) be a ball, and let S be a slab in
B of thickness 2r passing through the center of the ball, i.e.
S = {y ∈ B | dist(y,H) < r} (2.3)
where H is a hyperplane passing through the center of the ball and  > 0. Suppose
S is initially contained in K, and that ∂Kt ∩ B is contained in the slab S. Then
Kt ∩ B \ S consists of k of the two connected components of B \ S, where k is 0, 1,
or 2. Furthermore,
Area(∂Kt ∩B) ≤ (2− k + 2n)ωnrn. (2.4)
Our first goal, to prove Proposition 2.5, will combine one-sided minimization with
the Brakke regularity theorem, originally shown by Brakke in his thesis [9]. The
following version of the regularity theorem, simpler to state, is due to Brian White
[36]. It is true for smooth flows up to their first singular time but can be used to
rule out singularities in a short forward period of time (and hence iterated) if it is
applicable at every point of a fixed timeslice of a flow.
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Theorem 2.3 (Brakke, White). There are numbers 0 = 0(n) > 0 and C = C(n) <
∞ with the following property. If M is a smooth mean curvature flow starting from
a hypersurface M in an open subset U of the spacetime Rn+1×R and if the Gaussian
density ratios Θ(Mt, X, r) are bounded above by 1 + 0 for 0 < r < ρ(X,U), then
each spacetime point X = (x, t) of M is smooth and satisfies:
|A|2 ≤ C
ρ(X,U)
(2.5)
where ρ(X,U) is the infimum of ||X − Y || among all spacetime points Y ∈ U c.
We will also need the following lemma in the sequel that is a slight refinement of the
statement above. It will be used in the proof of Theorem 1.3 but also could be applied
in the proof of Theorem 1.2 (where we highlight a different method). Additionally,
its application in Theorem 1.3 could alternatively be replaced by the interpolation
argument at the end of Proposition 2.5, but having a number of arguments can be
helpful.
Lemma 2.4. Under the same hypotheses of the theorem above, for every C ′ > 0 there
exists 0 so that if Θ(Mt, X, r) are bounded from above by 1+ 0 for 0 < r < ρ(X,U),
then |A|2 ≤ C′
ρ(X,U)
.
Proof. To see this we may proceed by contradiction, using estimates (and so, in a
sense, bootstrapping) from the regular statement of Brakke regularity theorem above
but using essentially the same argument as White. So, consider a sequence of flows
M i and spacetime points Xi where the statement is violated. After recentering Xi
to the origin and rescaling by ρ(Xi, U), it suffices to consider a sequence of smooth
flows M i in an open set U of spacetime with |A|2(0) ≥ 1 but Θ(M it , 0, r) are bounded
above by 1 + i for 0 < r < ρ(0, U) where ρ(0, U) > 1 and i → 0. Note by Brakke
regularity and Shi’s estimates, we may then pass to a subsequence of flows which
smoothly converge to a limit N , so that the limit N has Gaussian density ratios
equal to 1 at the origin.
By Huisken’s monotonicity formula [21], we see the limiting flow must satisfy the
self shrinker equation at every point in U . Since a priori the curvature is bounded
(again, since the regular statement of Brakke regularity theorem holds) we see then
by following the proof of an observation of White (see Lemma 3.2.17 in [29]) that the
surface is flat and has zero curvature at every point. This of course is a contradiction
at the origin. 
In the above theorem and lemma we recall that the Gaussian density ratio Θ(Mt, X, r)
is given by:
Θ(Mt, X, r) =
∫
y∈Mt−r2
1
(4pir2)n/2
e
−|y−X|2
4r2 dHn(y) (2.6)
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By Huisken’s monotonicity formula [21], this quantity is monotone nondecreasing in
r. So, to get curvature bounds via Brakke regularity, we only need to sufficiently
bound a range [r1, r2] ⊂ (0,∞) of the densities in an open set U for some time
interval [t1, t2] with r
2
1 < t2 − t1. This will then give the following proposition that
is central in our barrier arguments for ruling out “microscopic singularities” similar
to the core idea of [30].
Proposition 2.5. Let Kt be a flow of domains such that ∂Kt evolves by mean convex
mean curvature flow in the ball B = B(x, r). Let It and Ot be a flow of domains, not
necessarily via the mean curvature flow, defined on [0, T ], such that It ⊂ Kt ⊂ Ot in
B and ∂It and ∂Ot are smooth hypersurfaces with ∂It ∩ ∂Ot = ∅. Let St = Ot \ It.
Suppose that
(1) Kt ∩B \ St is exactly3 It ∩B \ St
(2) there exists C > 0 so that |A|2 < C on It and Ot for [0, T ]
Then, for every ρ > 0 there exists a δ > 0 so that, if
(3) ∂It can be written as a graph g over ∂Ot with |g|C2 < δ for [0, T ]
(4) initially ∂Kt can be written as a graph f over ∂It and ∂Ot with |f |C2 < ρ,
then ∂Kt∩B is smooth on [0, T ] and is locally a graph over ∂It and ∂Ot in B(x, r/2)
with C2 norm bounded by 2ρ. Furthermore as δ → 0, ∂Kt → ∂It in the C2 topology
within B(x, r/2).
Proof. We first note by continuity of the flow there is some small s 1 (depending
on the bound C) so if condition (4) above is satisfied it will remain so for 2ρ on [0, s].
For later times within the time interval [s/2, T ] and ρ > 0, we will employ the
Brakke regularity theorem to imply that ∂Kt is 2ρ-close in C
2 to ∂It on B(x, r/2)
(in fact this application is why we first considered small times). To use it we will
first show for any  > 0 one may choose 0 < r1 <
√
s/2 and r2 > r1, so that if δ is
sufficiently small,
Θ(∂Kt, X, r) < 1 +  (2.7)
for all t ∈ [s/2, T ] and r ∈ [r1, r2].
To find suitable r1, r2, we can rescale without loss of generality so that It and Ot
are as close as we want to half planes in any ball of radius R > 0. So, it suffices to
prove the following lemma:
Lemma 2.6. Suppose It ⊂ Kt ⊂ Ot as above where It, Ot are η-close in C2 norm to
translates of the halfspace xn+1 ≤ 0 within a ball of radius R. Then for η sufficiently
small and R sufficiently large, we may arrange for any  > 0 that
Θ(∂Kt, X, r) < 1 +  (2.8)
3We must also stipulate that B is large enough so that these two sets are nonempty.
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for a < r < 1.
Proof. First, we note that the weight 1
(4pir2)n/2
e
−|y−x|2
4r2 in the corresponding Gaussian
ratio will have bounded derivative for a < r < b. We also have that Θ is very close
to 1 for ∂It and ∂Ot since these hypersurfaces are close to translates of xn+1 = 0.
Hence, for every η > 0 there is a d sufficiently small so that we may upper bound the
upper integral by a Riemann sum for ∂It (not ∂Kt yet) which sums to 1 + /2 + η,
with mesh centered in the middle of the cubes using cube C side length d > 0. That
is,
U(
1
(4pir2)n/2
e
−|y−x|2
4r2 , ∂It) <
∑
Area(∂It ∩ Cid)(
1
(4pir2)n/2
e
−|y−x|2
4r2 )(yi) < 1 + /2 + η
for a < r < b, where Cid are a partition of Rn and yi are the mesh mentioned above.
Taking δ small enough relative to s, the outer barrier Ot ensures that the ∂Kt is
in the set foliated by ∂It for t ∈ [s/2, T ] and so the one-sided minimization theorem
holds on this time interval to give the areas of ∂Kt in the B(y, d) for y ∈ B(x, r). In
particular, if δ is small enough, we may arrange |Area(It ∩ Cid)− Area(Kt ∩ Cid)| to
be as small as we want by one-sided minimization and, in particular after possibly
taking δ smaller∑
Area(∂Kt ∩ Cid)(
1
(4pir2)n/2
e
−|y−x|2
4r2 )(yi) < 1 + /2 + 2η (2.9)
For the same reason above, this implies the following for ∂Kt
U(
1
(4pir2)n/2
e
−|y−x|2
4r2 , ∂Kt) <
∑
Area(∂Kt∩Cid)(
1
(4pir2)n/2
e
−|y−x|2
4r2 )(yi) < 1+/2+3η
Taking 3η < /2 finishes the lemma because the infimum over all upper integrals is
the actual integral. 
To conclude, scaling back (the scaling only depended on C) we obtain very small
r1 < r2. Taking a small enough ensures that r1 <
√
s/2 as desired. We can then
apply the Brakke regularity theorem but at the cost of applying the theorem on small
balls B(y, r′) with r′ < r2 and y ∈ B(x, 2r/3) (of course, a priori just up to the first
singular time, but the curvature bounds we obtain imply there are no singularities).
By covering B(x, r) with a sufficiently fine covering, we obtain a uniform bound
on |A|2 for ∂Kt where t ∈ [ s2 , T ]. Taking δ small enough, we have that ∂Kt will
remain graphical over ∂It, and we denote this graph by ft. By Shi’s estimates,
we obtain uniform locally graphical C3 estimates on ∂Kt for t ∈ [s/2, T ]. So, for
some D,D′ < ∞, ||ft||C2 ≤ D and ||ft||C3 < D′. We may combine this with the
δ-close C0 estimates to find small C2 estimates for ∂Kt. For any fixed t ∈ [ s2 , T ], let
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x0 ∈ ∂It be the point that realizes the supremum ||ft||C2 = D, i.e. ||ft||C2(x0) = D
where ||ft||C2(x0) denote the supremum of the second derivatives of ft at x0. Suppose
that for all x ∈ B(x0, r0), where B(x0, r0) is a ball in ∂It around x0 of radius r0,
||ft||C2(x) ≥ D/2. By integrating and using that ||ft||C0 ≤ δ, r0 ≤ 2
√
δ/D. So,
by integrating the C3 bound in B(x0, 2
√
δ/D) between x and a point x1 realizing
||ft||C2(x1) = D/2, we find that ||ft||C2 ≤ 4D′
√
δ/D. This implies that as δ → 0,
∂Kt → ∂It in the C2 topology within B(x, r/2). 
Next we give the following observation concerning barriers for the mean curvature
flow. Although it is a very basic observation, it is centrally used in the proofs of
Theorems 1.1 and 1.2. It will be used in conjunction with Proposition 2.5 above.
See also the concluding remarks.
Proposition 2.7. Suppose Mn is a closed mean convex hypersurface in Rn+1 cor-
responding to the domain K. Denote by Mt the regular mean curvature flow of M ,
and M˜t the flow of M with speed function satisfying
X(p, t) ≤ H(p, t) (2.10)
For any point and time along the flow. Denote by Kt, K˜t to be the corresponding
domains of Mt and M˜t, with inward pointing normal agreeing with the ν and ν˜ on
M and M˜ respectively. Then KT ⊆ K˜T for any T on which both flows are smoothly
defined.
Analogously, if H ≤ X, then K˜T ⊆ KT .
Proof. To see this, suppose at some time t0 > 0 that Mt0 and M˜t0 touch. Then the
mean curvature flow of M˜t0 and the mean curvature flow of Mt0 would immediately
separate by the strong maximum principle since X ≤ H on M˜t, giving the result. 
With Proposition 2.7 in mind, throughout this paper we will use the following
definition:
Definition 2.1. If a flow of surfaces satisfies X ≤ H as in the above theorem, then it
is called a subsolution. On the other hand, if X ≥ H, then it is called a supersolution.
We conclude this section with a discussion about pseudolocality in mean curvature
flow. Pseudolocality says that the mean curvature flow at some point is controlled
for short time by the curvature in a ball around that point, and far away parts of the
flow affect the flow around the point very little. Pseudolocality plays a crucial role in
our arguments in the next couple of sections, such as in the proof of Lemma 4.1. The
following theorem due to Chen and Yin (Theorem 7.5, [12]), which is adapted to the
particular case of ambient Euclidean space, underpins our usage of pseudolocality in
this paper.
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Theorem 2.8 (Chen, Yin). There is an  > 0 with the following property. Suppose
we have a smooth solution Mt ⊂ Rn+1 to mean curvature flow properly embedded in
B(x0, r0) for t ∈ [0, T ] where 0 < t < 2r20. We assume that at time zero, x0 ∈ M0,
the second fundamental form satisfies |A|(x) ≤ r−10 on M0 ∩ B(x0, r0), and M0 is
graphical in the ball B(x0, r0). Then, we have
|A|(x, t) ≤ (r0)−1 (2.11)
for any x ∈ B(x0, r0) ∩Mt for t ∈ [0, T ].
If there are in addition initial bounds for |∇A| and |∇2A| then we also obtain
bounds on |∇A| and |∇2A| a short time in the future using Chen and Yin’s the-
orem above in combination with applying (in small balls) Lemmas 4.1 and 4.2 in
Brendle-Huisken [10]. This will be needed because pseudolocality will be needed in
combination with the evolution equations of H and the shape operator, which involve
diffusion terms which are second order in the curvature. Using this as in [30] one can
rule out a domain from becoming non 2-convex in a region as long as some curvature
control is assumed near the boundary (but not necessarily far into the interior).
3. Proof of Theorem 1.1
In this section we show Theorem 1.1, i.e. that there are neighborhoods of some
embedded, nonconvex line segments that smoothly shrink to round points under the
mean curvature flow.
To proceed we construct inner and outer flows which will be supersolutions and
subsolutions to the flow. The point is that we will construct them fairly explicitly
which will give us enough control over the true flow, via Proposition 2.7, to obtain
the statement.
Now let Σ(n,C) be the space of embedded intervals in Rn+1 with bounded second
fundamental form (so this includes curvature and torsion) given by |A| ≤ C. We
first note that
Lemma 3.1. For γ ∈ Σ(n,C) defined in the introduction, the boundary of the tubu-
lar r-neighborhood4, Γ := Γ(r), is a smooth 2-convex immersed surface for r < 1
C
sufficiently small.
Proof. Notice the surface is convex near the tips of Γ(r) so we only need to consider
x ∈ Γ(r) where there is a point p ∈ γ so that x is in the sphere of radius r centered at
p and the vector x− p(x) is in the normal bundle to γ. In the case Γ(r) is immersed
4When we write “tubular neighborhood,” we include small perturbations so that its boundary
is smooth. We may always choose perturbations small relative to the other chosen constants and
use continuity of the flow to conclude the theorem.
NONCONVEX SURFACES 15
and not embedded at x, furthermore choose p so that the vector x − p(x) is in the
opposite of the direction of an outward normal vector at p. Denote that point by
p(x) as the diagram below illustrates.
Now we observe that κ1(x), the first principal eigenvalue of Γ at x, is lower bounded
by −2|A(x)| ≥ −2C for r sufficiently small. On the other hand, the other principal
curvatures are 1/r > 1/C, so the result follows. 
Our goal is to show that the flow of Γ exists smoothly until it ends in a round
point. We begin as promised with describing the inner and outer barriers to ensure
this. Suppose γ has length L, and denote by Λ := Λ(L, r) the convex tube which
is the (boundary of) the tubular neighborhood of radius r about the straight line
segment of length L given by {(x, 0, . . . , 0) |x ∈ [0, L]}. Here, as described in the
footnote (2) on the previous page, we take a tiny perturbation of Λ to ensure that it
is C2.
For some intuition, the idea is that for r small enough (relative to the curvature of
γ), the flow of Γ should be closely approximated by the flow of Λ, after a standard
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map of Λ onto Γ. This mapping is given by extending to tubular neighborhoods a
map of the straight line segment to the curve γ. One then sees it is reasonable to
expect Theorem 1.1 to hold because the convex Λ will shrink to a point, irrespective
of its length L. However, it turns out we need control on the length for this to work,
which we will explain at the end.
We begin by describing this map, which we denote φ. We will define φ such
that it is a diffeomorphism of Rn and φ(Γ<) = Λ<, where Γ< and Λ< denote the
regions bounded by Γ and Λ, respectively. We choose r small enough so that we
may apply the tubular neighborhood theorem to γ for distance 2r. For each γ′(s),
find a smoothly varying set of orthonormal basis vectors e2, . . . , en of the normal
bundle Nγ of γ. Then, for t ≤ 2r and ν ∈ Nγ where ν = ∑i aiei, φ(γ(s) + tν) =
(s, 0, . . . , 0) + t(0, a2, . . . , an). This defines φ on the cylindrical tube around γ of
radius 2r. We define φ on the points within distance 2r of γ(0) and γ(L), but
not inside the cylindrical tube, as follows. Let v ∈ Sn−1+,0 , where Sn−1+,0 denotes the
upper hemisphere centered at γ(0) over the hyperplane spanned by {e2(0), . . . , en(0)}.
Then, if |v| = t ≤ 2r and proj(v) = ∑i aiei, where proj denotes projection onto the
hyperplane spanned by {e2, . . . , en}, define φ(γ(0)+v) = (−
√
t2 −∑i a2i , a2, . . . , an).
Define φ around γ(L) similarly. Thus, we have defined φ as a diffeomorphism from
Γ< to Λ<. We then fix some extension of φ to a diffeomorphism on all of Rn+1 so
that φ is defined on all of Rn+1 (in practice, we only need φ to be defined in some
fixed radius around each tube).
Now, we will consider the function ψ := φ−1. For ψ|Γ : Rn+1 → Rn+1, we may
choose a dimensional constant K(n) so that |Hessψ| < K(n)C for C chosen small
enough. This is because we have that the eigenvalues of Hessψ in the eigendirections
around the tube do not change under ψ, and the only eigenvalue of Hessψ that
changes under ψ is along the tube, which would depend on our bound C.
Next we describe inner and outer “prebarriers,” which we denote by A := A(r, δ)
and B := B(r, δ), respectively, in terms of Λ. These will then be mapped to our
intended inner and outer barriers for the flow of Γ via ψ.
The flow At is a slightly sped up mean curvature flow of Λ, which we obtain by
considering Λ under the “slightly faster” mean curvature flow below for δ < 0:
dFδ
dt
= e−δHν (3.1)
and similarly we define B as a solution of the “slightly slower” equation i.e. when δ
above is just slightly positive. These are clearly just time rescalings of the original
flow but we write them in this way to emphasize they are supersolutions/subsolutions
to the flow. Clearly mean convexity is preserved in the slightly faster/slower mean
curvature flow.
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Now, we will show that A˜t := ψ(At) and B˜t := ψ(Bt) will be appropriate inner
and outer barriers for the flow Γt. Let HA˜ and HB˜ be the mean curvatures of A˜ and
B˜. Since |Hessψ| < K(n)C, we have that
|HA˜(ψ(p), t)−HA(p, t)| < K(n)C (3.2)
Now, we assume without loss of generality that HA˜(ψ(p), t) > 1 for all points
and times by taking r small, and we find δ1 depending on C so that K(n)C <
e−δ1HA˜(ψ(p), t). Then, ∣∣dA˜t
dt
∣∣ = ∣∣∇ψ(dA
dt
)
∣∣ = |∇ψ(e−δHAνA)|
= |e−δHAνA˜| = |e−δHA|
= |e−δHA˜ + e−δ(HA −HA˜)|
> e−δ
(|HA˜| −K(n)C)
> e−δ(1− e−δ1)|HA˜|
So, for each δ < 0, we may pick a small enough C, and hence a large enough δ1, such
that e−δ(1 − e−δ1) > (1 + 1
2
e−δ). Then, A˜t will be a supersolution for the flow and
hence an inner barrier for Γt by Proposition 2.7.
We may do the same for B. Hence, for each δ > 0, we may find a small enough C
so that B˜t is a subsolution for the flow and thus an outer barrier for Γt.
With these barriers in hand we now need to understand how they behave. Consider
the following statement, which is immediate:
Proposition 3.2. Let Tr be the extinction time of the round cylinder of radius
r. Then, for every L > 0, r  L, and all η  r, there exists r1 and T ∗ =
T ∗(r, r1, L, η) < Tr so that η  r1 and the flow Λ(L, r)t is η-close in the C2 topology
to a round sphere of radius r1 by time T
∗.
Since for all small δ, we may find a C > 0 such that A˜t and B˜t are inner and outer
barriers, we may choose δ small enough to apply Proposition 2.5 up until time T ∗,
as in the above proposition. This follows because a choice of δ small pinches the flow
Γt between A˜t and B˜t. A choice of δ gives us a choice of C small, as described above.
Proposition 2.5 gives that the mean curvature flow Γt will flow, without singularities,
to a hypersurface at time T ∗ that is η-close in C2 to a round sphere for some radius r1
large relative to η. This means Γt has become convex, and so by Huisken’s theorem
the surface will continue to flow to a round point.
We end this argument with a discussion of which choices of parameters work.
Normalizing r to be one, notice that as L gets larger, T ∗ must get closer to T1 and
NONCONVEX SURFACES 18
hence the time a “pill” spends close to a sphere decreases as L increases, or in other
terms that r1(L, η) tends to zero. In particular, the curvature of Γt at the time it
becomes convex becomes larger. The δ necessary to use the one-sided minimization
and Brakke-White regularity part of the argument (i.e. Proposition 2.5) depends on
on the 0 and C from the Brakke regularity theorem as well as curvature bounds on
the inner and outer barriers through time T ∗. The curvature bounds on the inner
and outer barriers through time T ∗ are uniform as δ → 0, so we may always choose
δ small enough to apply Proposition 2.5.
On the other hand positive lower bounds on allowable δ to ensure A˜t and B˜t are
appropriate barriers can be interpreted as giving lower bounds on C for which the
argument holds.
Putting this together, if we fix L we obtain an r1, which then implies an upper
bound on δ depending on both r1 and the constants from the Brakke regularity
theorem. The upper bound on δ then implies an upper bound C on |A|2 for which
the construction above holds. This gives the full statement in the theorem. In the
concluding remarks we discuss what is explicitly known about these constants.
4. Proof of Theorem 1.2
In this section, we show Theorem 1.2, i.e. we show how to add “spikes” to hyper-
surfaces in the class Σ at some point, such that the flow of the surface with the spike
looks very close to the original surface after some small time, without developing sin-
gularities. This will be done using “localized” barrier flows which are subsolutions
and supersolutions of the flow near the spike and agree with the true mean curvature
flow outside a small neighborhood of the spike.
We will begin by analyzing the model case of attaching a “spike” to a flat plane
via a bounded asymptotically flat graph over this plane. The following is a lemma
that controls the flow of surfaces that are nearly graphical. Note that, for n ≥ 2, we
may obtain such graphs easily by attaching a 2-convex tube as in Buzano, Haslhofer,
and Hershkovits [11] to a large, rotationally symmetric region of an extremely large
sphere and smoothly extending that by a flat plane. The reasoning for the choices
made in the conditions of the following lemma will be made clear throughout the
proof. In the following lemma, Bn will denote a ball in the subspace Rn.
Lemma 4.1. Fix L > 0. Let f denote a smooth graph over a subspace Rn ⊂ Rn+1
which has the following properties:
(1) f ≥ 0 in Bn(0, R)
(2) the graph of f is 2-convex on Bn(0, R), for some R > 0.
(3) the graph of f is rotationally symmetric around the xn+1 axis so that f(x) =
g(|x|)
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(4) g(0) = L is the unique maximum point with g(r) strictly decreasing and g(0)
corresponds to the point with maximal mean curvature
(5) g is δ2-close in C
2 norm to 0 in B(0, R) \Bn(0, r) for 0 < δ2  r < R.
where Bn denotes a ball in the subspace Rn. Suppose then that there is a smooth
hypersurface M ⊂ Rn+1 that is δ1-close to the graph of f in the C2 topology, where
δ1  δ2. Then, for all δ1, δ2, and r sufficiently small, the flow Mt, starting at
M0 = M , exists for all time, and there exists δ and a time T0 = T0(M, δ1, δ2, r) such
that for t ≥ T0, Mt is δ-close in the C2 topology to the hyperplane Rn. Moreover,
δ, T0 → 0 as δ1, δ2, r → 0.
Proof. First we consider the hypersurface given by the graph f(x), and we will prove
the theorem for that. That is, we will first prove the δ1 = 0 case. We know from
Ecker and Huisken [17] that the flow of f , which we will denote Γ(f)t, will exist for
all time and will continue to be graphical and rotationally symmetric. Moreover, by
Angenent, Altschuler, and Giga [3], the number of critical points will not increase
and there is a unique maximum point at 0 for all time.
For a given R, we see by arguments as in [30] that there will be a uniform period of
time [0, T2] so that Γ(f)t will remain 2-convex within the ball B
n(0, R/2). We stress
that T2 is uniformly bounded from below for all sufficiently small r, δ2. This follows
from the arguments of [30] by an application of the strong maximum principle and
pseudolocality. The idea is that even though the curvature of the graph becomes
large as r → 0, we may still apply pseudolocality in that it will remain (strictly)
2-convex on the boundary of Bn(0, R
2
) and so will remain strictly 2-convex inside
by the strong maximum principle. Similarly, by pseudolocality, we have that f ≥ 0
within the ball Bn(0, R
2
) for the uniform period of time [0, T2].
Now, we will show that for any choice of T ∗0 , δ
∗ we may choose parameters suffi-
ciently small so that Γ(f)t is δ
∗-close in C0 to the subspace Rn in Bn(0, R) by time
T ∗0 . Moreover, δ
∗, T ∗0 → 0 as δ2, r → 0. We will prove this by comparison with a bowl
soliton (see the figure below). We may place a bowl soliton at the origin around the
maximum point of the graph, as in the diagram below. For each r, we may arrange
so that the soliton initially only intersects the graph of f outside Bn(0, 2r). Now, we
will use the soliton as a barrier for Γ(f)t. Since both Γ(f)t and the soliton are ro-
tationally symmetric, we may apply the Sturmian principle of Angenent, Altschuler,
and Giga [3]. The Sturmian principle says that the number of intersections of the
profile curves of rotationally symmetric hypersurfaces does not increase. Since Γ(f)t
is 2-convex in Bn(0, R
2
), each point in Γ(f)t over B
n(0, R
2
) will be strictly decreasing
in height (over Rn) until time T2. Thus, the two intersection points of the profile
curves of Γ(f)t and the soliton will be strictly decreasing until time T2.
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By taking δ2 small, we have that the height of the intersection points between
Γ(f)t and the soliton will be small. This means that f(0) must be decreasing at
least as fast as the tip of the bowl soliton for this time, as long as the two flows
intersect. By taking δ2, r small, we can narrow the soliton, which speeds it up, and
we will still have that f(0) decreases at least as fast as the soliton for the uniform
time T2 (as long as the two flows intersect). Thus as r, δ2 → 0, δ∗, T ∗0 → 0.
Next, for given r and  > δ2 > 0 sufficiently small, denote by T1() the first time
before T2 (which we recall is uniformly controlled) such that Γ(f)t is -close in C
0 to
the subspace Rn in Bn(0, R). We know this exists by the discussion in the previous
paragraph.
Since Γ(f)t is -close to Rn in C0 in Bn(0, R) by time T1() and since the point
f(0, t) is approaching the plane monotonically by 2-convexity, we may apply the
fundamental theorem of calculus to find the bound∫ T2
T1()
∂f
∂t
(0, t)dt ≤ 2 (4.1)
We will use (4.1) to get C2 smallness of the graph in a short time. Note that one
may also get this using the one-sided minimization theorem with a slightly bent plane
as a competitor. We could also proceed by arguing as in the proof of Theorem 1.3
below. However, the following is more elementary than either of these two arguments.
Now, ∂f
∂t
(0, t) is the mean curvature of Γ(f)t at the point f(0, t). Note that this
is maxΓ(f)t(H) in B
n(0, R
2
) for a uniform amount of time independent of r (with δ2
taken small enough) by the properties of the flow of rotationally symmetric graphs,
as the lowest principal curvature away from f(0, t) will be small and the surface is
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controlled to be small everywhere away from the origin. Since the integrand above
has a sign (by 2-convexity), we have that
maxΓ(f)t(H) ≤
2
T2 − T1() (4.2)
Since T2 is uniformly controlled and T1() becomes small as we take all parameters
small, we have that maxΓ(f)t(H) is small after time T1() and goes to 0 as , δ2, r → 0.
By the fact that H controls |A|2 for 2-convex points (see Proposition 2.7 in [23]),
(4.2) gives a bound on |A|2 inside Bn(0, R
2
) by time T1() that becomes small as
, δ2, r → 0. Moreover, we may apply pseudolocality outside Bn(0, R2 ) to find a
bound on |A|2 for Bn(0, R) by just picking δ2 small enough. Thus, we find a time T0
by which |A|2 is small for Γ(f)t, such that T0 → 0 as r, δ2 become small. Since the
graph Γ(f)t has small |A|2, this implies that the C2 norm is small, and we may find
a T0 as desired and have proven this lemma for the case δ1 = 0.
Finally, we suppose that M is as in the statement of this lemma. Since the graph
of f satisfies the properties of this lemma, we need to prove that the hypersurface
perturbations of it by δ do too. Note that by Shi’s estimates as δ → 0 the surface
converges to the graphical spike in C∞ topology for a short time past 2T1 and the
flow is stable in this topology on compact time intervals. Hence a nonrotationally
symmetric spike will flatten by time 2T0 to a surface δ-close to the plane in B
n(0, R)
if r, δ1, δ2 are sufficiently small. Moreover, since this is the case for the graph of f ,
δ, T0 → 0 as δ1, δ2, r → 0. 
Now, let M be a surface in Σ and fix p ∈M and L > 0. Fix a segment γ satisfying
the hypotheses of Theorem 1.2 with , r to be chosen. From a general construction
of Buzano, Haslhofer, and Hershkovits (see Theorem 4.1 in [11]—this is the theorem
mentioned before the above lemma) with some straightforward modifications, we may
upgrade a neighborhood of M ∪γ to a surface M˜ such that M˜ = M ∪∂T r (γ) outside
B(p, ) and M˜ ∩ T(γ) may be written as a graph over Bn(p, ), where Bn(p, ) =
TpM ∩B(p, ) is a ball in the subspace TpM . Here ∂T r (γ) is some rN -perturbation of
the boundary of the radius r tubular neighborhood of γ for any r   1, and T(γ)
is the solid -radius tubular neighborhood of γ. Recall that we chose N  1 at the
outset to control how close the error between the spike and the tubular neighborhood
of radius r around γ. We let F be the graph defined above over Bn(p, ) and extend
F to be defined over all of TpM by having it smoothly and uniformly decay to zero
and become asymptotically flat outside Bn(p, ). We may take the parameters r, 
small enough in the construction above so that F is arbitrarily close to rotationally
symmetric about p as a graph over TpM . By the construction of Buzano, Haslhofer,
Hershkovits, the graph of F will be 2-convex, with respect to the inward pointing
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normal of ∂T r (γ), inside B
n(p, ). We note that if γ is oriented so that it points
inward for M , then M˜ will have negative mean curvature in T(γ). Either way, the
mean curvature of M˜ will have a sign inside T(γ). This does not affect the rest
of the proof since we will use barriers constructed from Lemma 4.1 to control the
flow in either case, as well as an application of Proposition 2.5 localized around p.
We will explain this further throughout the rest of this proof. With all of this said,
we see that the surface given by the graph of F satisfies the assumptions of Lemma
4.1 inside Bn(0, R). The picture to have in mind, regarding the attachment of this
“spike” to M is the diagram above.
Now, we will use modifications of the flow of the graph of F , which we write as
Γ(F ), as a barrier to control the flow M˜t (the constructions of the barriers was broken
up into a couple iterations for clarity). Consider an annulus A∗ = A∗(2, 3) in TpM ,
and let ν(p) be the unit normal to M at p. Then, for all  small, we consider the
shifts F ±h ν(p) by a small distance h. Using these shifts we then slightly “flare” the
translates to obtain domains It and Ot (shifting up and down respectively) which
we will use in our application of Proposition 2.5. We choose It and Ot so that
their boundaries are separated by some small distance δ3 > 0 in A
∗ (its value is not
important) for any h > 0 and so that they agree with F ± h ν(p) as graphs over
Bn(p, ). We take the R in the lemma to be  and we take r in the lemma to be
the r here. This construction means that ∂It and ∂Ot are separated by a uniform
amount independent of r and h in the annulus A∗. By pseudolocality we obtain a
T˜ > 0 so that ∂It and ∂Ot will remain a distance δ3/2 > 0 in the annulus A
∗ for
t ∈ [0, T˜ ], no matter how small h is. So by the comparison principle applied in the
interior, ∂It, ∂Ot and M˜t will all remain disjoint (as long as M˜t exists) on [0, T˜ ] as
NONCONVEX SURFACES 23
graphs over Bn(p, ). The setup is encapsulated in the figure below, where the shift
parameter is exaggerated.
Now, we will show that M˜t will exist for a long enough time, by applying the
shifted and flared barriers described above and Proposition 2.5. Since we may apply
Lemma 4.1 to ∂It and ∂Ot (note the graph f in Lemma 4.1 can be complicated
outside Bn(0, R)), we find some corresponding T0 and δ for r sufficiently small. We
may choose h small enough so that the separation between ∂It and ∂Ot is small
enough to apply Proposition 2.5 near p, i.e. over the /2 ball at the origin of TpM .
Moreover, we may take parameters small enough so that the T0 is small compared
to T˜ (taking the parameter r smaller means h needs to be taken smaller, and that
is why it is important that T˜ is independent of h). This means that ∂It and ∂Ot
form inner and outer barriers for the flow M˜t and will force M˜t to be δ-close in C
2
norm to the initial M by time T0 in the aforementioned neighborhood of p. Here, we
are using a localized version of Proposition 2.5. This works since we have that the
mean curvature of M˜t has a sign (even if it is negative) for a small amount of time,
independent of r, in the tube T 
2
(γ). By taking r smaller, we may always choose
T0 such that it is much smaller than this time. Note that one-sided minimization
and Proposition 2.5 will work locally around the spike added to M , as long as it
has a sign. This works for negative mean curvature H as the evolution of the added
“spike” and the graph Γ(F )t will be just the same as in the mean convex case but
flipped inward.
Now, by pseudolocality, we see that until the time T0, M˜t outside B(p,

2
) will be
flowing smoothly and will remain very close to where it was at time 0, using that T0
is extremely small. To emphasize this use of pseudolocality, we have the following:
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Lemma 4.2. Suppose the mean curvature flow of M˜ exists smoothly on [0, T0] and
|A|2 < C on M˜ \ B(p, ). Then for every 0 <   1 and 1 < C∗  2, there exist
0 < T = T (C∗, ) < T0 such that |A|2 < C∗C on M˜t \B(p, ) for t ∈ [0, T ].
We always choose  and r such that the time T0 obtained from Lemma 4.1 is
smaller than the time obtained from Lemma 4.2. That way, the previous discussion
ensures that by time T0, M˜T0 will be δ-close in C
2 and graphical over the initial M
in Bn(p, /2), and Lemma 4.2 ensures that M˜T0 will be close to and graphical over
M after possibly taking T0 smaller. Since M is a surface in the interior of Σ, the set
of surfaces that shrink to a round point (so small perturbations of M also shrink to
a round point), and since M˜T0 lies as close as we want to the initial M after the right
choice of parameters, M˜t will proceed to flow smoothly until it shrinks to a round
point.
Now, we see that we may iterate this construction. Suppose we have already
constructed M so that it contains a spike as above, so that it may be non-mean
convex. If we take a surface constructed with the above procedure, we may attach
a new γ′ anywhere, including along the original spike. By picking ′ and r′ small
enough for this new spike γ′, we may ensure that there is a time T ′0 such that the
flow of the new construction produces a perturbation of M that is within the error
δ1 used in Lemma 4.1 by time T
′
0. Thus, at time T
′
0, the flow will look like an
admissible perturbation of M in the sense of Lemma 4.1 and so it must then shrink
to a round point as M does. More generally, we may say that any surface constructed
by this procedure must lie in the interior of Σ, meaning that all small enough C2
perturbations of such a surface must shrink to round points as well. This is what
allows for this construction to be iterated.
5. Proof of Theorem 1.3
This proof follows the general idea of Lemma 4.1. We will not need most of the
arguments in the proof of Theorem 1.2 following Lemma 4.1 because we assume
rotational symmetry so that the only singularities will be “necks” collapsing onto
the axis of rotation by [3]. This rules out “microscopic singularities” away from the
axis of rotation, which our construction is far away from. The M˜ constructed here
are possibly not mean convex as graphs around p so Proposition 2.5 will not be
applied as in the previous section.
As in the previous section, we need to arrange M˜ so that, after some small later
time, M˜t is as close as we wish to the original surface M in C
2 norm. To proceed
we will modify the profile curve f of M in its nearly cylindrical domain by L-shaped
curves, suitably capped, as indicated in the diagram:
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To be more precise, in the above diagram, f˜ is the profile curve corresponding to
M˜ . We consider two circles of radius d, one of which is denoted in the diagram by
Cd, with centers at the points (p±d± r2 , c+d+ r100). Then, f˜ is formed by perturbing
f within [a, b] about p ∈ (a, b) using two opposite-facing L-shaped curves formed by
bending a curve around the circles and capping it off a distance L > 0 from the
cylinder. We may form this curve so that outside the ball B(f(x0), 2d), M˜ satisfies
condition (5) and so that f˜ has only one critical point at the tip inside the interval
[p− , p+ ]. Note that the extra r
100
is added to the centers of the circles to ensure
that we may satisfy the critical point condition in the given interval. Also note that
based on our choice of c and d, the rotated surface is very possibly not mean convex
at the “corners” where the pancake transitions into the cylinder.
As discussed in the introduction, if there is δ0  1 such that the surface M˜T is
δ0-close in C
2 norm to Mt for some times T, t > 0, then M˜ will flow to a round point
since M does by assumption. As in Lemma 4.1, we will first use barriers to show
this for C0 norm, i.e. that M˜ will flow to be C0 close to the flow of M . Then, we
will use the Brakke regularity theorem and its refinement Lemma 2.4 to show that
it will in fact be C2 close. We may also apply this argument to Theorem 1.2 but
this approach is not as elementary as what is done in the previous section. We note
that this theorem may also be proven using the normal Brakke regularity theorem
Theorem 2.3 with an approach similar to that of the proof of Proposition 2.5. The
idea is that we first find some uniform C2 bounds on M˜t over Mt at some time using
Brakke regularity. Then, we conclude that M˜t is actually going to be δ0-close in
C2 to Mt using an interpolation argument as in the last paragraph of the proof of
Proposition 2.5.
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Now, before we choose which parameters to use in the construction of f˜ above, we
start by rescaling to make the eventual application of the Brakke regularity theorem
and Lemma 2.4 clearer. The content of the following lemma is that we may rescale
M at every point of the cylindrical region so that it is as close as we want to flat in as
large a neighborhood as we want, with a rescaling factor depending on c. Throughout
the rest of the argument, let Ω ⊂ Rn+1 be the solid  tubular neighborhood of
the hypersurface given by the rotation of the open line segment {(p + t, f(p)) | t ∈
(−, )} ⊂ R2 around the axis containing [a, b]. Here, we note that Ω is an open set.
From here on, let Mσ be the surface σM , i.e. M rescaled by σ, and similarly for
Ωσ. And by Mσt we mean the parabolically rescaled mean curvature flow where the
t represents the rescaled time parameter.
Lemma 5.1. For every R,  > 0, we may take δ,  small enough so that there is
σ  0 depending on c so that if the surface is rescaled by σ, then for every point
q ∈ Ωσ, Mσt ∩ B(q, R) is -close to a plane and Θ(Mσ10 ∩ B(q, R), x, r) ≤ 1 + 2 for
r ∈ [1, 2] and x ∈ B(q, ).
Note that if a surface N is a graph over Mσ that is δ′-close in C2 norm to Mσ,
then N
1
σ will be a graph over M that is δ
′
σ
-close in C2 norm to M . The idea is that
we will use this rescaling in combination with Lemma 2.4 to go from knowing that
M˜t will eventually be C
0 close to the flow of M to knowing that it will be C2 close
at some later time. Since in our application σ  1, it then suffices to show the
following:
(1) In Lemma 2.4 pick C ′ < δ0
2
using ρ = 1, giving us an 0 for which the
conclusion of the lemma applies.
(2) For R = 1000 and  = min{0, δ02 }, obtain a scale factor σ in the lemma above.
So, for every q ∈ Ωσ, the Gaussian ratios Θ(Mσ10, x, r) for scales r ∈ [1, 2] are
bounded from above by 1 + 
2
for x ∈ B(q, R).
(3) Show that we may design M˜σ so that we have for each q ∈ Ωσ that by t = 50,
Θ(M˜σ50 ∩B(q, R), x, r) ≤ 1 + 34 for x ∈ B(q, ) and r ∈ [1, 2].
The point of item (3) is that we may then apply Lemma 2.4 to the flow of M˜ . We
apply the lemma to points in B(q, ) where q ∈ Ωσ. Using this, we see that at time
t = 50, |A|2 ≤ δ0
2(1−) for M˜
σ
50 ∩ B(q, ) and q ∈ Ωσ. Since  is arbitrarily small and
B(q, ) will be arbitrarily flat compared to Mσ, we have that M˜σ50∩B(q, ) is δ02 -close
in C2 to a plane passing through some q ∈ Ωσ. By the lemma and the choice of ,
we have that Mσt ∩ B(q, ) is δ02 -close in C2 to the same plane (as Mσt and M˜σt are
taken arbitrarily C0 close to each other). By the triangle inequality, Mσ50 ∩ B(q, )
and M˜σ50 ∩ B(q, ) must be δ0-close in C2 to each other. Arguing as in Theorem
1.2, the surface, scaled back, will not have moved much in the complement of Ω by
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pseudolocality provided σ was large enough. This means that Mt and M˜t will be
arbitrarily close to each other in C2 outside of Ωσ. Hence scaling the flow of M˜σ
back by 1/σ, we find that M˜t will at some time be δ0-close in C
2, meaning that M˜t
will flow to a round point.
The goal now is to show that M˜t will flow to be arbitrarily C
0 close to Mt assuming
the parameters are chosen correctly in the construction above. Then, we will find
some control on the structure of M˜t and will show item (3) above. The second item
above follows obviously for a small time interval independent of d, r by using the
smoothness of the flow and scaling enough.
Now, we will show, using barriers as in Lemma 4.1, that M˜σt must become ar-
bitrarily close in C0 norm to Mσ by some small time T0, by taking all parameters
small enough. In place of the bowl soliton used in Lemma 4.1, one could use the
recently constructed “ancient pancakes” of Wang [35] and later, in more precision,
of Bourni, Langford, and Tinaglia [8] to say, if M˜σ is mean convex around p, for
any sufficiently small T0, δ1 > 0, M˜
σ
t will be δ1-close to the (rotation) of f
σ in C0
norm by time T0. However, M˜
σ may not be mean convex at the corners around Cd.
The remedy is to pick δ  r  d  sufficiently small and then use pseudolocality
to keep the corners from moving much on [0, T0], as it has curvature at the corners
on the order of d, as opposed to curvature at the tip on the order of r. Since M˜t
does not move much near the corners over this time interval, we may control the
intersection of an ancient pancake containing the f˜σ spike (analogous to the diagram
in Lemma 4.1) with f˜σ outside the interval [p − σ(d + r
2
), p + σ(d + r
2
)]. Then we
may use thin ancient pancakes in this arrangement as barriers to obtain the desired
C0 closeness estimates.
In order to control the Gaussian densities indicated in item (3), we must first
find some restrictions on the structure of the flow of f˜σ, f˜σt , inside the interval
[p − σ, p + σ] (note in practice σ  1). By the Sturmian theory of [3], we have
that the number of local minima and maxima of f˜σt , the flow of f˜
σ, is nonincreasing
and by Angenent’s general Sturmian theory [2], this number drops exactly at the
double zeros. This means that any inflection points disappear instantaneously and
the number of critical points is nonincreasing and drops when two critical points
come together. As the only critical point of f˜σ in the interval [p − σ, p + σ] is
at the tip, there will remain a single positive local maximum of f˜σt in the interval
[p − σ
2
, p + σ
2
] for a uniform amount of time independent of d, r. Moreover, since
a local maximum of a graph has positive geodesic curvature with respect to the
downward pointing normal, the mean curvature at the tip of f˜σt will remain positive
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for a time independent of d, r. This means that once the flow is C0 close by time T0
it will remain so for a time independent of d, r because the maximum at the tip will
continue to approach fσ and f˜σt will remain above f
σ
t , which will move very little
for a small time for all parameters taken small. This controls the structure of the
flow for as long of time as we need (as the time T0 for C
0 estimates will go to zero
as d, r → 0). To upgrade the C0 estimates found above to C2 estimates, we will
use this structure to conclude that the Gaussian density ratios are small for q ∈ Ωσ
and conclude as described. Our arrangement of M˜σ is summed up in the following
lemma.
Lemma 5.2. Let q ∈ Ωσ. Then for every ∗, δ∗  1 there is a hyperplane P and
codimension 2 plane L ⊂ P such that the following holds:
(1) M˜σ50 ∩B(q, 1000) is ∗-close in C2 norm to P in the complement of T2dL, the
2d tubular neighborhood of L
(2) In T2dL ∩ B(q, 1000), M˜σT0 is a graph over P of height bounded by δ∗ for
t ∈ [T0, 100].
The picture to keep in mind regarding this setup is the diagram below.
By the fact that the flow will have only one critical point at the tip for an amount
of time independent of d, r, we see we can arrange so that the Gaussian ratios are
bounded by 1 + 3
4
for the scales r ∈ [1, 2] since the mass along the “ridge” will be
sent to zero as d→ 0, giving us what we need to apply the Brakke regularity theorem
as described before within the open ball B(q, R). Since the flow stays between the
two planes in the lemma above, we have that the points in interest will stay within
the ball B(q, R) under the flow giving us what we want.
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6. Applications
In this section, we will discuss applications of Theorems 1.2 and 1.3. First, we will
prove Corollary 1.4, which is summarized by Figure 2.
Proof of Corollary 1.4. We construct the sequence M i iteratively. Let M0 be the
round unit sphere centered at the origin. Then, if we have defined M i, we define
M i+1 by attaching an outward-pointing length one “spike” using Theorem 1.2 with
a base point pi+1 ∈ M i ∩M0 and L = 1. We take the parameters small enough in
each application of Theorem 1.2 so that M i ∩M0 is nonempty for each i. So, by
construction, each M i shrinks to a round point. Since each M i contains a round unit
sphere, there is a uniform lower bound on the existence time for M it independent of i.
However, as noted in the survey [31], balls of radius 1
2
located at the tip of each spike
are all disjoint. Since there are infinitely many of them, there is no Gromov-Hausdorff
limit of M i. 
Now, we will prove Corollary 1.5, which is a corollary of Theorem 1.3.
Proof of Corollary 1.5. This corollary is summarized in Figure 3. Using Theorem
1.2, let M0 be a round unit sphere with a rotationally symmetric spike of length 1
attached, such that M0 shrinks to a round point. We may choose the parameters
of the spike from Theorem 1.2 (namely N) small enough so that the spike is close
enough to cylindrical to apply Theorem 1.3. We use Theorem 1.3 with L = 1 applied
to a point halfway up the spike to find M1. The surface M1 will look like M0 with
a thin pancake attached halfway up the spike. Then, to construct M2, we attach
another rotationally symmetric spike of length 1
10
at the tip of the spike on M1 using
Theorem 1.2. Again, we apply Theorem 1.3 with L = 1 at a point halfway up this
new spike, having chosen the parameters in Theorem 1.2 small enough for the new
spike so that we may apply Theorem 1.3. Inductively, if M i is constructed, then
M i+1 is constructed by attaching a rotationally symmetric spike of length 1
10i
at the
tip of the spike constructed for M i and we apply Theorem 1.3 with L = 1 at a point
halfway up this new spike.
By construction, each M i flows to a round point and must exist for a uniform time
since each M i contains the round unit sphere. Since the series 1
10i
converges, we have
that diam(M i) is uniformly bounded. We are attaching thin pancakes of radius 1 to
each spike, so Area(M i+1) ≥ Area(M i) + 2pi and Area(M i)→∞.
Now, by the construction in Theorem 1.2, for each i, the flow of M i+1 will be quite
close to M i after some small time Ti. That is, M
i+1 will flow for time Ti so that M
i+1
Ti
is close enough to M i so that it is in Σ. We may easily arrange so that
∑
i Ti < ∞
and the tail of this sequence goes to zero. Intuitively, infinitely many “pancakes”
will flatten out in arbitrarily small time, so for any small positive time, only finitely
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many of the pancakes will have length around 1 and infinitely many will have very
small length with areas small and summable. Thus, we have that Area(M it ) < C(t)
for a C(t) independent of i. 
Proof of Corollary 1.6. This corollary is closely related to Corollary 1.5, and it is
summarized by Figure 3. Fix δ, E > 0. The example for this corollary will be
constructed via a finite-step inductive procedure similar to what is done above. Form
M0 by attaching a spike of length δ
10
to the round unit sphere. Construct M i+1 by
attaching a spike of length δ
10i+2
to the tip of the spike attached to M i. For each M i,
attach pancakes as above halfway up each spike so that each has radius L = δ
10
. By
construction, each M i will flow to a round point as above and are all within δ of the
round unit sphere in the Hausdorff distance. Since Area(M i+1) ≥ Area(M i)+ 2piδ2
100
, we
have thatM i has arbitrarily large area for i large. By considering an F functional (see
[14]) at the scale of the pancakes centered near the middle of the attached spike of M i,
we have that the entropy can be taken to be arbitrarily large for i 1, in particular
larger than E, since the area is arbitrarily large in a small neighborhood. 
Proof of Corollary 1.7. Fix M0 to be a unit sphere. Find a maximal 1
10
-separated
net N 0 on M0. For each point in N 0, apply Theorem 1.2 with L = 2 and C = 0 to
construct an inward-pointing spike. This must be done one at a time, and the width
of each spike attached will vary. Let M1 be the surface with all spikes attached to
N 0. Let C1 bound the second fundamental form of M1, i.e. |A|2 ≤ C1. Note that
each application of Theorem 1.2 gives an r which controls the curvature of the spike
added, so C1 is controlled by the reciprocal of the smallest r used in the application
of Theorem 1.2 to the points N 0. Now, we pick two maximal 1
102C1
-separated nets,
N 11 and N 12 , on M1, and we attach spikes via Theorem 1.2 with L = 2 and C = 0 at
the points N 11 and N 12 . We choose the spikes attached at the points N 11 and N 12 to be
pointing in opposite directions, so that the spikes attached at N 11 are inward-pointing
and the spikes attached at N 12 are outward-pointing. Then, we let M2 be the surface
obtained by this process. Now, we will construct M i+1 iteratively as above. If we
have M i, then we find Ci bounding the second fundamental form of M
i. We pick
two maximal 1
10i+1Ci
-separated nets, N i1 and N i2, on M i, and we attach spikes via
Theorem 1.2 with L = 2 and C = 0 at the points N i1 and N i2. We choose the spikes to
be inward and outward-pointing for N i1 and N i2 as in the base case. We let M i+1 be
the surface obtained from adding all the spikes to M i as specified. By construction,
each M i shrinks to a round point by Theorem 1.2. By the same reasoning as in
Corollary 1.5, we may conclude that Area(M it ) < C(t) for C(t) independent of i.
Now we will prove that in the Hausdorff distance, M i converges to a set K that
contains a unit ball B, so M i is space-filling in the limit. We will do this by contra-
diction.
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Let B be the unit ball whose boundary is M0. Suppose there exists a point x ∈ B
such that for some c > 0, M i ∩ B(x, c) = ∅ for all i. This implies that for all i
large enough, the normal lines5 to M i at N i1 and N i2 do not intersect B(x, c). This
is because if a normal line to M i at a point in N i1 or N i2 did intersect B(x, c), then
one would construct a spike of length L = 2 around that normal line (in order to
construct M i+1) which would contradict the assumption that M i ∩ B(x, c) = ∅ for
all i. Now, for each i large, let pi ∈ M i be the point that minimizes the distance
d(x,M i). Since pi minimizes the distance from x to M
i, the normal line to M i at
pi passes through x. Suppose without loss of generality that pi is on the inward-
pointing side of M i, meaning that the normal line to pi oriented inward intersects x.
The rest of the argument works just as well for outward-pointing by just replacing
N i1 with N i2. Now, let ni1 ∈ N i1 be a point that minimizes the distance dM i(pi,N i1),
where dM
i
denotes the intrinsic distance in M i. Since N i1 is 110i+1Ci -separated, this
means that dM
i
(pi, n
i
1) ≤ 110i+1Ci . Since for large i the distance between pi and ni1 is
much smaller than the scale of the curvature of M i, the inward-oriented normal line
to M i at ni1 will be arbitrarily close to the inward-oriented normal line to pi as i gets
large. Since the inward-oriented normal line to pi intersects x, this means that for i
large, we may find an inward-oriented normal line to M i at some point of N i1 that
intersects B(x, c). This contradicts the fact that the normal lines to M i at N i1 and
N i2 do not intersect B(x, c). Thus, there is no such x and c, and the sequence M i
becomes dense in B. 
Proof of Corollary 1.8. The construction of the sequence M i is the same as in Corol-
lary 1.7. By construction of the spikes as in Theorem 1.2, all M it must be some
perturbation of Mt by some time. Then, by using continuity of the flow under initial
conditions, we obtain this corollary. 
7. Concluding Remarks
We start by discussing the following question, which Theorem 1.1 provides a partial
results towards:
Question 7.1. Does any embedded interval in Rn+1 have a tubular neighborhood
which shrinks to a round point?
There is some evidence to believe this statement could be true. By Huisken’s
theorem, any convex hypersurface shrinks down to a round point, which includes
extremely long, convex, capped off tubes. Fixing a radius for a tube, we see that a
tube of any length must shrink to a point in a uniformly bounded amount of time (by
5Here, we mean the oriented normal lines which are inward-pointing for N i1 and outward-pointing
for N i2.
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comparison with the round cylinder). Turning to the nonconvex case, a sufficiently
small tubular neighborhood of any curve in Rn+1 is to good approximation modeled
on a round cylinder. As in the convex case, we might expect the tips to move in
extremely quickly and “sweepout” the entire surface under the flow to become convex
before a neckpinch can develop. In this article our application of this intuition is
apparent in the construction of the barriers used in Theorem 1.1. We note though
that it could be possible to make a better step towards answering Question 7.1
by considering tubular neighborhoods not of constant width but of varying width
“tailored” to the geometry of the underlying curve.
Mean convexity of the barriers (or a sign for the mean curvature in a controlled
region) was crucial when invoking one-sided minimization in our arguments (see
Propositions 2.5, 2.7). Using our methods in Theorem 1.2, one can design flows for
which Proposition 2.7 fails in a fascinating way. More precisely, we can show the
following.
Observation 7.2. For a hypersurface M , denote by Mt the mean curvature flow of
M and by M˜t the flow of M for some speed function X satisfying:
|X| ≤ |H| (7.1)
There exists a smooth closed hypersurface N and a T > 0 for which both Nt and
a “faux flow” N˜t, satisfying (7.1), are defined on [0, T ] and Area(NT ) ≥ Area(N˜T ).
To elaborate why this is interesting, the mean curvature flow, as the gradient of
the area functional, is a greedy algorithm of sorts in that it (proportionally) decreases
the area in the quickest possible way, for a given datum. The hope then is that one
could use “faux flows”, which have small area after some time and satisfy (7.1), in
order to control the area of a mean curvature flow. Greedy algorithms are often not
“globally” the best solution to a problem though, and this observation demonstrates
that the mean curvature flow is in fact not an optimal greedy algorithm. On the
other hand, Proposition 2.7 shows that with a mean convexity assumption, the mean
curvature flow is indeed a globally optimal greedy algorithm.
Our example for Observation 7.2 will essentially be two “fat” ancient pancakes
stacked on top of one another with a bridge in between. The profile of our curve,
which will be rotationally symmetric, is given (imprecisely) in red in the figure below.
In this figure, r1 is the distance from the axis of rotation to the “trough” of the slit,
r2 is the length of the slit,  is the width of the slit, and w is the width of the
pancakes we are gluing. We arrange so that the profile curve is graphical over the
y-axis (referring to the diagram above). To first give a slightly imprecise argument,
we see, writing the profile curve as the graph of the function u, the mean curvature
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flow can be written as
du
dt
=
uxx
1 + u2x
− n− 1
u
(7.2)
Modulo the extra forcing term, this is the curve shortening flow, and so for sufficiently
large r1, the mean curvature flow of the trough region will be well approximated by
the curve shortening flow. The curve shortening flow of the profile curve will quickly
“fill” the trough, meaning that after a short time the curve will look close to a single
pancake of width 2w. This can be proven more rigorously via an application of
Theorem 1.3 for w large enough and  small enough. This means that this surface
will indeed quickly decrease area, and in time on the order of r2, the mean curvature
flow of the profile curve will be close to convex (precise information is not needed)
and of maximum height r1 + r2 − Cr2 where C depends on w. Using the timeslice
of an ancient pancake of width 2w as a barrier, we see that the height of the graph
is greater than r1 for t ∈ [0, 2C1wr2] for some C1 depending on the construction in
[8].
On the other hand, if we leave the trough fixed, (since |H| > 0 here, this is a
fine “competitor” flow) and let the tips of the width w pancakes flow in similarly to
ancient pancakes of width w, then we have a “faux flow.” This surface will be convex
by time t ≈ C1wr2 < 2C1wr2 and its graph will have height less than r1. So, by time
C1wr2, the “faux flow” will be quite close to where the mean curvature flow is at
time 2C1wr2 and will have roughly the same area. Thus, by time 2C1wr2, the “faux
flow” will have area less than the true mean curvature flow at the same time, giving
the example for Observation 7.2. We also note this gives a concrete example of a
surface which is not even mean convex which becomes convex and hence eventually
flows to a point.
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Concerning the value of 0 in the Brakke regularity theorem, we remark that for
n = 2, one may bound 0 with the entropy of the round sphere by Bernstein and
L. Wang [6], [7]. For mean convex flows, one may also bound 0 using the recent
result of Choi, Haslhofer, and Hershkovits [13]. This result could be used to calculate
0 for α-noncollapsed hypersurfaces assuming a moderate entropy bound. The idea
here is that they obtain a classification of mean convex ancient flows of entropy
roughly bounded by
√
2pi/e, and such ancient solutions are models for the flow of
high curvature regions by Haslhofer and Kleiner’s blowup theorem for α-noncollapsed
flows [20]. Hence, if one can bound F -functionals for the flow near a point smaller
than any of the nonflat possible ancient models (these are the generalized cylinders,
the translating bowl solitons, and the ancient ovals) the curvature of the flow at that
point must be bounded. To do this, one would naturally use a compactness argument
to find some curvature bound C, which would not yield an explicit bound. From
this perspective, the development of “effective” versions of the Brakke regularity
theorem becomes interesting and to the authors’ knowledge has not yet been done
in all dimensions. In theory, a similar analysis of the constants as in Theorem 1.1
is doable for Theorem 1.2 but the constant would also involve the speed of the
(appropriately scaled) bowl soliton.
It is natural to consider analogous questions for other flows, such as the Ricci
flow, or even just the mean curvature flow in curved ambient manifolds or in higher
codimension. Considering the close similarity between the Ricci flow and the mean
curvature flow and that they are both natural analogues of the heat equation in
their respective settings, it seems reasonable to expect such analogous results are
possible. One related result to keep in mind, due to Bamler and Maximo [5], states
that under certain curvature conditions, Ricci flows with almost maximal extinction
times must be nearly round. This is similar in spirit to our work in the proof of
Theorem 1.1 (cf. Proposition 3.2) as we are interested in controlling nearly convex
flows up to their extinction time, which is itself near to the “maximal” extinction
time of a comparable cylinder. However, our examples constructed from Theorem 1.2
will have extinction time very far from the “maximal” extinction time, interpreted
in any reasonable sense. To the authors’ knowledge, there do not appear to be other
results in Ricci flow similar to the results in this paper. It is even unclear if there
are analogous statements of the corollaries for metrics evolving via Ricci flow on a
fixed manifold.
For mean curvature flow in a curved ambient manifold or in higher codimension,
analogous statements to our results may be stated, but their resolution might not be
simple. For example, it seems one would want to prove an analogue of the Ecker and
Huisken estimates for slightly curved background metric. This, if it has not already
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been done somewhere in the literature, seems reasonable. Given this, one would
then like to prove the existence of a translating soliton in slightly curved ambient
manifolds. It is less clear how to proceed in the higher codimension setting, due to
the avoidance principle failing, but it seems reasonable to expect “smoothing” results
similar to Proposition 2.5 to hold.
Appendix A. Nonconvex Surfaces Which Shrink to Round Points via
Compactness-Contradiction
In this appendix we discuss how to show a statement similar to Theorem 1.1 using
a standard compactness argument. In particular we discuss the following:
Theorem A.1. Let Σ(d, C) be the set of closed embedded hypersurfaces Mn ⊂ Rn+1
such that
(1) diam(M) < d
(2) |A|2 < C
Then there exists an (d, C) > 0 such that if M ∈ Σ(d, C) and kmin > −(d, C),
then M flows into a sphere under the mean curvature flow.
One can proceed following more or less as Petersen and Tao do in [33] in their note
on nearly quarter-pinched manifolds (they work with the Ricci flow). Assume to the
contrary that there is no such ; take a sequence {Mn}∞n=1 ⊂ Σ(d, C) of hypersurfaces
such that for each n, kmin > −1/n yet none of the Mn flow to spheres under the
normalized mean curvature flow. Because the mean curvature flow is invariant under
translation, without loss of generality (and using the diameter bound) all manifolds
are contained in Bd(0).
From our uniform curvature bounds (using that Bd(0) is compact) we get that
there is a cover {Ui} of Bd(0) so that each of the Mn is given as a union of graphs
with uniform C2 bounds. Using Arzela-Ascoli we then attain a C1,β-converging
subsequence of graphs. Relabeling them, consider the sequence Mn → N , a set in
Rn+1 locally given by C1,β graphs, so that N is an immersed C1,β manifold. This
is not a strong enough convergence to use our continuity on initial conditions to
conclude directly that the flows converge though.
Our plan then is to use the flow to get uniform bounds not only on |A|2 but also
uniform bounds on all its derivatives. Then we could attain a smoothly convergent
subsequence (and so their flows converge). The problem is that we would want
this new sequence to be “offending” in that kmin → 0 but all the Mn do not flow
to spheres; the second condition is clearly invariant under the flow but the first is
not necessarily. First we need a time t > 0 when all the flows exist with bounded
curvature (to apply interior estimates). This is a simple consequence of the evolution
equations:
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Lemma A.2. There is a time T > 0 so that the flows of all Mn through time T have
|An(t)| < C, where An denotes the 2nd fundamental form of the nth surface in the
sequence above.
Fixing t0 ∈ (0, T ] we have that the sequence Mn(t0) is a collection of smooth
manifolds, and from the usual interior estimates will have uniform bounds on |∇`A|
in terms of the uniform bound C, valid for t > t0. We want to find out if the sequence
is offending now.
The principal curvatures of a hypersurface M are eigenvalues of its shape operator
S = {hji}, so we must study what happens to it under the flow. Inspired by [33]
we adopt ideas from [19] concerning the proof of the tensor maximum principle of
Hamilton therein.
To do this, let Mn ⊂ Rn+1 below stand for a compact hypersurface with shape
operator S. The eigenvalues of hji are the principal curvatures, so h
j
i is a positive
semidefinite matrix if and only if M is a convex hypersurface. The evolution equation
of the shape operator hji under the flow is given by:
∂hji
∂t
= ∆hji + |A|2hji
Which we write in compacted notation as
∂S
∂t
= ∆S + |A|2S
With this in mind let X ⊂ Rn2 be the set of positive semidefinite matrices. We
see that it is convex. We define the tangent cone TfX to be the closed convex set
X at a point f ∈ ∂X as the smallest closed convex cone with vertex at f which
contains X. It is the intersection of all the closed half-spaces containing X with f
on the boundary of the half space.
Lemma A.3. The solutions of df
dt
= |A|2f which start in the closed convex set X
will remain in X if and only if |A|2f ∈ TfX for all f ∈ ∂X.
Proof. We say that a linear function ` on Rn
2
is a support function for X at f ∈ ∂X
and write ` ∈ SfX if |`| = 1 and `(f) ≥ `(k) for all other k ∈ X. Then |A|2f ∈ TfX
if and only if `(|A|2f) ≤ 0 for all ` ∈ SfX. Suppose `(|A|2f) > 0 for some ` ∈ SfX.
Then
d
dt
`(f) = `(df
dt
) = `(|A|2f) > 0
so `(f) is increasing and f cannot remain in X. To see the converse, note as in [19]
that without loss of generality X is compact. Let s(f) be the distance from f to X,
with s(f) = 0 if f ∈ X. Then
s(f) = sup{`(f − k)}
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where the sup is over all k ∈ ∂X and all ` ∈ SfX. This defines a compact subset Y
of Rn
2 ×Rn2 . Hence by Lemma 3.5 in [19] (compactness is used here):
d
dt
s(f) ≤ sup{`(φ(f))}
where the sup is over all pairs (k, `) with k ∈ ∂X, ` ∈ SkX, and
s(f) = `(f − k)
Note this can happen only when k is the unique closest point in X (using X is closed
and convex) and ` is the linear function of length 1 with gradient in the direction
f − k. Now since M is compact we assume that |A|2 is bounded by a constant CM
so we have that
||A|2f − |A|2k| ≤ CM |f − k|
Since `(|A|2k) ≤ 0 by hypothesis and |f − k| = s(f) we have:
d
dt
s(f) ≤ d
dt
`(f − k) = `(|A|2f) ≤ `(|A|2f)− `(|A|2k) = `(|A|2(f − k)) ≤ Cs(f)
Hence d
dt
s(f) ≤ CMs(f). Since s(f) = 0 to start, it must remain 0. 
As in the proof above, assume for the time being that X is compact and keep the
notation that s(f) be the distance of f ∈ Rn2 from X and let
s(t) = sup
x
s(f(x, t)) = sup `(f(x, t)− k)
where the latter sup is over all x ∈ M , all k ∈ ∂X, and all ` ∈ SkX. Since this set
is compact (M is compact, too) we can use Lemma 3.5 from [19] again to see that
d
dt
s(t) ≤ sup d
dt
`(f(x, t)− k)
where the sup is over all x, k, ` as above with `(f(x, t) − k) = s(t). Then x some
point in M where f(x, t) is furthest away from X, k is the unique closest point in X
to f(x, t), and ` is the linear function of length 1 with gradient in the direction from
k to f(x, t). Now
d
dt
`(f(x, t)− k) = `(∆f) + `(|A|2f)
Since `(f(x, t)) has its maximum at x, the term `(∆f) = ∆`(d) ≤ 0. Now we note
that if k ∈ X (i.e. is positive semidefinite, thought of as a matrix) then |A|2k is
too; hence from the lemma `(|A|2k) ≤ 0. Now (in anticipation to what comes next)
suppose that |A|2 < C for all t ∈ [0, T ], then we would have from:
s(t) = `(|A|2f) ≤ ||A|2f − |A|2k| ≤ C|f − k| = Cs(t)
that for any time t0 ∈ [0, T ] that s(t) ≤ s(0)eCt.
Denote by Sn the shape tensor for Mn, and denote by Xn the “convex subset” in
the manner above of Rn
2
(the subscript n to distinguish the different base manifolds).
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Since knmin → 0, we have that sn(0)→ 0 and in the same manner, if for t0 (as above)
sn(t0)→ 0, then knmin(t0)→ 0 as well.
Now for each of the Mn recall we have |An|2 ≤ C for a universal constant C that
works for any t ∈ [0, T ] (along the flow), so that sn(t0) ≤ sn(0)eCt0 for all n. Since
sn(0)→ 0, we must indeed also have sn(t0)→ 0, so that the sequence Mn(t0) is still
“offending.”
From the interior estimates then, again using a standard Arzela-Ascoli argument,
we can extract a subsequence M` of Mn that converges smoothly to an immersed
manifold L with positive semidefinite shape operator. By Hamilton’s strong maxi-
mum principle since L is compact and kmin ≥ 0, for any time t > 0 for which the flow
is defined we have kmin > 0, strictly. So pick a time t < t1 < T , and set δ = t1 − t.
Then M`(t1)→ L(δ) smoothly by continuous dependence and kLmin(δ) = z > 0.
Since Mn(t1)→ L(δ) smoothly, knmin(t1)→ kLmin(δ), so that for large n knmin(t1) >
z/2. Hence by Huisken’s theorem, these will all proceed to shrink down to spheres,
contradicting our assumption for Mn.
References
[1] Sigurd Angenent. Shrinking doughnuts. In: Lloyd N.G., Ni W.M., Peletier L.A., Serrin J. (eds)
Nonlinear Diffusion Equations and Their Equilibrium States, 3. (1989), 21–38.
[2] Sigurd Angenent. The zero set of a solution of a parabolic equation, J. Reine Angew. Math.,
390 (1988), 79-96.
[3] Steven Altschuler, Sigurd Angenent, and Giga Yoshikazu. Mean curvature flow through singu-
larities for surfaces of rotation, J. Geom. Anal. 5 (1995), 293–358. MR 1360824. Zbl 0847.58072.
http://dx.doi.org/10.1007/BF02921800.
[4] Ben Andrews and Charles Baker. Mean curvature flow of pinched submanifolds to spheres. J.
Differential Geom. 85 (2010), no. 3, 357–396.
[5] Richard Bamler and Davi Maximo. Almost-rigidity and the extinction time of positively curved
Ricci flows. Math. Annalen. 369 (2017), 899–911.
[6] Jacob Bernstein and Lu Wang. Hausdorff stability of the round two-sphere under small pertur-
bations of the entropy. Mathematical Research Letters Volume 25 (2018) Number 2.
[7] Jacob Bernstein and Lu Wang. A topological property of asymptotically conical self-shrinkers of
small entropy. Duke Math. J., Volume 166, Number 3 (2017), 403-435.
[8] Theodora Bourni, Mat Langford, and Giuseppe Tinaglia. Collapsing ancient solutions of mean
curvature flow. Preprint, arXiv:1705.06981 (2017).
[9] Kenneth Brakke. The Motion of a Surface by its Mean Curvature. Princeton University Press,
1978.
[10] Simon Brendle and Gerhard Huisken. Mean curvature flow with surgery of mean convex surfaces
in R3. Invent. Math. 203 (2016), 615–654.
[11] Reto Buzano, Robert Haslhofer, and Or Herhskovits. The moduli space of two-convex embedded
spheres. Preprint, arXiv:1607.05604 (2016).
[12] Bing-Long Chen and Le Yin. Uniqueness and pseudolocality theorems of the mean curvature
flow. Comm. Anal. Geom. 15 (2007), no. 3, 435–490.
NONCONVEX SURFACES 39
[13] Kyeongsu Choi, Robert Haslhofer, and Or Herhskovits. Ancient low entropy flows, mean convex
neighborhoods, and uniqueness. Preprint, arXiv: 1810.08467 (2018).
[14] Tobias Colding and William Minicozzi. Generic mean curvature flow I: generic singularities.
Ann. Math. 175 (2012), no. 2, 755–833.
[15] Yun Gang Chen, Yoshikazu Giga,a and Shun’ichi Goto. Uniqueness and existence of viscosity
solutions of generalized mean curvature flow equations. J. Differ. Geom. 33 (1991), no. 3, 749–
786.
[16] Gregory Drugan and Stephen Kleene. Immersed self-shrinkers. Trans. Amer. Math. Soc. 369
(2017), 7213–7250.
[17] Klaus Ecker and Gerhard Huisken. Mean curvature evolution of entire graphs. Ann. Math. 130
(1989), no. 3, 453–471.
[18] Matthew Grayson. The heat equation shrinks embedded plane curves to round points. J. Differ.
Geom. 26 (1987), no. 2, 285–314.
[19] Richard Hamilton. Four-manifolds with positive curvature operator. J. Differ. Geom. 24 (1986),
no. 2, 153–179
[20] Robert Haslhofer and Bruce Kleiner. Mean curvature flow of mean convex hypersurfaces.
Comm. Pure Appl. Math., 70 (2017), no. 3, 511–546.
[21] Gerhard Huisken. Asymptotic behavior for singularities of the mean curvature flow. J. Differ.
Geom. 31 (1990), no. 1, 285–299.
[22] Gerhard Huisken. Flow by mean curvature of convex surfaces into spheres. J. Differ. Geom. 20
(1984), no. 1, 237–266.
[23] Gerhard Huisken and Carlo Sinestrari. Mean curvature flow with surgeries of two-convex hy-
persurfaces. Invent. Math. 175 (2009), no. 1, 137–221.
[24] Joe Lauer. A New Length Estimate for Curve Shortening Flow and Low Regularity Initial Data.
Geom. Funct. Anal. 23 (2013), no. 6, 1934–1961.
[25] Kefeng Liu, Hongwei Xu, Fei Ye, and Entao Zhao. The extension and convergence of mean
curvature flow in higher codimension. Trans. Am. Math. Soc. 370 (2018), 2231-2262.
[26] Li Lei and Hongwei Xu. A new version of Huisken’s convergence theorem for mean curvature
flow in spheres, Preprint, arxiv: 1505.07217 2015.
[27] Li Lei and Hongwei Xu. An optimal convergence theorem for mean curvature flow or arbitrary
codimension in hyperbolic space, Preprint, arXiv:1503.06747, 2015.
[28] Longzhi Lin. Mean Curvature Flow of Star-Shaped Hypersurfaces, to appear in Comm. in Anal.
and Geom. Preprint, Arxiv: 1508.01225.
[29] Carlo Mantegazza. Lecture Notes on Mean Curvature Flow. Volume 290 of Progress in Math-
ematics. Birka¨user/Springer Basel AG, Basel, 2011.
[30] Alexander Mramor. Regularity and stability results for the level set flow via the mean curvature
flow with surgery. Preprint, arXiv:1710.09989 (2017).
[31] Christina Sormani. How Riemannian manifolds converge. Proceedings of the International
Conference on Metric and Differential Geometry in Tianjing and Beijing, 2010.
[32] Peter Topping. Mean Curvature Flow and Geometric Inequalities. J. Reine Angew. Math. 503
(1998), 47–61.
[33] Peter Petersen and Terrence Tao. Classification of almost quarter-pinched manifolds. Proc. of
the AMS, 137 (2008), no. 7, 2437–2440.
[34] Shengwen Wang. Round spheres are Hausdorff stable under small perturbation of entropy.
Journal fr die reine und angewandte Mathematik, to appear.
NONCONVEX SURFACES 40
[35] X.J Wang. Convex solutions to the mean cuvature flow. Ann. Math. 173 (2011), no. 3, 1185-
1239.
[36] Brian White. A local regularity theorem for mean curvature flow. Ann. Math. 161 (2005), no.
2, 1487–1519.
[37] Brian White. The size of the singular set in mean curvature flow of mean-convex surfaces, J.
Amer. Math. Soc. 13 (2000), 665–695.
Department of Mathematics, University of California Irvine, Irvine, CA 92617
Courant Institute, New York University, New York City, NY 10012
E-mail address: mramora@uci.edu, ajp697@nyu.edu
