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ADVANCES IN MATHEMATICAL PROGRAMMING 
CHAPTER - I 
INTRODUCTION 
*** 
* 
* 
* 
1.1 MATHEMATICAL PROGRAMMING PROBLEM: 
Mathematical programming constitutes the techniques 
most frequently used in operations research. The general 
Mathematical programming problem can be stated as: 
Minimize fix) 
Subject to g^ix) >_ 0 (i=l,...,m) (1.1) 
h.(x) = 0 (j=l,...,p) 
Where x = (x,,...,x ) is the vector of unknown decision 
— 1 n 
variables, and f,g^(i=l,...,m), h . (j=l,...,p) are the 
real-valued functions of the n real vaiables x,,...,x . 
1 n 
In this formulation, the function 'f is called the 
objective function, and g.(x) and h.(x) are respectively the 
inequality and the equality constraints. We have stated the 
mathematical programming problem as a minimization problem. 
This has been done with out loss of generality since a 
maximization problem can always be converted in to a 
minimization problem by using the identity. 
max f(x) = - min [-f(x)] 
That is, the maximization of f(x) is equivalent to the 
minimization of [-f{x)]. 
The optimum seeking methods are also known as 
mathematical programming techniques and are generally studied 
as a part of operations research (O.R.). Operation research 
is a branch of mathematics which is concerned with the 
application of scientific methods and techniques to decision 
making problems and with establishing the best or optimal 
solutions. Table (1.1) gives the various mathematical 
programming techniques along with th^ other well-defined 
areas of operations research. 
TABLE - 1.1 
METHODS OF OPERATIONS RESEARCH 
Mathematical 
Programming 
Techniques 
(i) 
1. Calculas Methods 1. 
Stochastic 
Process 
Techniques 
(ii) 
, Statistical de-
cision theory 
2. Calculas of 
variation 
2. Markov processes 2 
3. Queueing theory 3 3. Nonlinear pro-
gramming 
4. Convex progamm- 4. Renewal theory 4 
ing 
5. Quadratic pro- 5. Simulation methods 
gramming 
6. Seprable pro- 6. Reliability theory 
gramming 
7. Geometric programming 
8. Linear programming 
9. Integer programming 
10.Dynamic progamming 
11.Stochastic progamming 
12.Multi-objective or goal programming 
13.Net-work methods CPM and PERT 
14.Game theory 
Statistical 
Methods 
(iii) 
Regression ana-
lysis 
Cluster analysis 
pattern recogni-
tion . 
Design of experi-
ment 
Discriminate ana-
lysis 
(factor analysis) 
The mathematical programming techniques are useful in 
finding the minimum of a function of several variables under 
a prescribed set of constraints. The stochastic process 
techniques can be used to analyze problems which are 
described by a set of random variables having known 
probability distributions. The statistical methods enable 
one to analyze the experimental data and build emperical 
models to obtain the most accurate representation of the 
physical situation. Mathematical programming combines 
several techniques for problem solving and decision making in 
production systems, but we have taken few of them. Thus 
qualified engineers, managers, and others can perform the 
mathematical formulation and solution of routine problems 
related to their own areas of responsibility. The 
availability of microcomputers, regardless of the size of the 
system, and the increasing variety of computer codes 
available encourage and facilitate such applications. 
1.2 APPLICATIONS OF MATHEMATICAL PROGRAMMING: 
In general terms mathematical programming is concerned 
with the best way to allocate scarce resources to alternative 
activities. Williams (1978) lists applications of 
mathematical programming under the following headings: 
Petroleum industry 
Chemical industry 
Manufacturing 
Transport 
Finance 
Agriculture 
Health 
Mining 
Manpower planning 
Food 
Energy 
Pulp and paper 
Advertising 
Defence 
Other applications 
Many applications have special features, for example 
Transportation problem. A multi-mix blending problem, and 
a processing problem. v 
It is important, however, to realize why mathematical 
programming applications have been successful. First, 
mathematical programming gives true optimum solutions to 
problems to which we could otherwise only find approximate 
solutions. Second, the concept of mathematical programming -
the quantification of the objectives and the set of all 
possible ways of achieving them - provides a framework for 
thinking about all the relevant data, and an occasion for 
collecting them. 
1.3 HISTORICAL DEVELOPMENT: 
It is noted that the major development in the area of 
numerical methods of unconstrained optimization have been 
made in United Kingdom only in the 1960s. The development of 
simplex method by Dantzig (1947) for linear programming 
problems and the annunciation of principle of optimality in 
(1957) by Bellman for dynamic programming problems paved the 
way for development of the methods of constrained 
optimization. The work by Kuhn and Tucker (1951) on the 
necessary and sufficiency condition for the optimal solution 
of programming problems laid the foundations for a great deal 
of later research in non-linear programming. The 
contributions of Zoutendijk and Rosen to non-linear 
programming during early part of the 1960s have been very 
significant. Although no single technique has been found to 
be universally applicable for non-linear programming 
problems, the work by Carroll and Fiacco and McCormic (1968 ) 
made many a difficult problems to be solved by using the 
well-known techniques of unconstrained optimization with 
ease. Geometric programming was developed in 1960s by 
Duffin, Zener and Peterson. Gomory did poineering work in 
integer programming, which is one of the most exciting and 
rapidly developing areas of optimization. Dantzig (1961) and 
Charnes and Cooper (1961) developed Stochastic programming 
techniques and solved problems by assuming design prameters 
to be independent and normally distributed. The desire to 
optimize more than one objective or goal while satisfying the 
physical limitations led to the development of multiobjective 
programming methods. Goal programming is a well known 
technique for solving specific types of multiobjectie 
optimization problems. The goal programming was originally 
proposed for linear problems by Charnes and Cooper in (1961). 
Network analysis methods are essentially management 
control techniques and were developed during the years (1957) 
and (1958). The foundations of game theory were laid by Von 
Neumann (1928) and since then it has been applied to solve 
several mathematical economics and military problems. Only 
during the last few years, game theory has been applied to 
solve some engineering design problems. 
1.4 SOME IMPORTANT CLASSES OF MATHEMATICAL PROGRAMMING: 
Linear Programming; 
A linear programming problem arises when both the 
objective function and the structural constraints of a 
programming problem are linear. We discuss L.P. in detail in 
Chapter 2. 
Integer Programming; 
There are essentially three classes of integer 
programming problems: 
(1) Integer linear programming, (2) Integer non linear 
programming, and (3) Discreat programming. Integer linear 
programming problems are linear programs with the additional 
requirement that some or all the variables are restricted to 
integer values. Integer non linear programs arise when, in a 
non linear program, some or all the variables are allowed to 
assume only integer values. In the discreat programming, 
some or all the variables are allowed to take only discreate 
values, but not necessarily integer values. We discuss 
integer programming in Chapter 3. 
Convex Programming; 
Among the classes of non linear programming problems, 
an important sub class is that of Convex programs. The 
problem of minimizing a Convex function or maximizing a 
Concave function over a Convex set is known as a Convex 
programming problem. A quadratic programming problem is a 
Convex programming problem with Convex quadratic objective 
function to be minimized wit linear constraints. We discuss 
Convex programming and Quadratic programming in Chapter 4. 
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Dynamic Programming: 
Dynamic programming deals with multiperiod or 
multistage decisions in which problem parameters change over 
time. Dynamic programming can also be used to solve 
single-period linear, integer, and certain types of non 
linear programming problems. We discuss dynamic programming 
in Chapter 5. 
Goal Programming; 
Goal programming is a special extension of linear 
programming. It is the first multiple objective technique of 
solving decision problems with single or multiple goals. It 
can be argued that decision makers' aims are often not to 
maximize profits (or Sales etc.) but to achieve a 
satisfactory level (of profits), thus specifying a goal or 
target value for the objective function. The decisionmaker 
tries to maximize the objective upto the goal value but is 
not interested in values exceeding the goal. We discuss this 
subject in Chapter 6. 
******** 
CHAPTER 
LINEAR PROGRAMMING 
*** 
* 
* 
2.1 INTRODUCTION: 
In operations research, linear programming is one of 
the most important and richly developed optimization 
technique. The adjective "linear" means that all the 
mathematical functions in this model are required to be 
linear. The word "Programming" does not refer here to 
computer programming; rather, it is essentially a synonym for 
planning. Thus linear programming involves the planning of 
acitivities to obtain an "Optimal" result, i.e. a result that 
reaches the specified goal best (according to the 
mathematical model) among all feasible alternatives. 
The mathematical model for a linear programming 
problem is given as: 
P 
Maximize (or minimize) Z = / C .x. (1.1) 
Subject to ^ciiTX.(£, = ,or>^) b., i=l,2, .. . ,m. (1.2) 
X • >. 0, j=l,2, p (1.3) 
Where c., a. ., and b. are known constants for all i 
D ID 1 
and j and x. are non-negative variables. 
The constraints of the problem can be converted into 
equations by adding a (non-negative) slack variable x . if 
the i inequality is of the type £ and substracting a (non-
negative) surplus variable x , if the k inequality is of 
10 
the type >^  . Assuming that the augmentation of the slack 
and surplus variables will result in a total of n variables. 
The problem can be put in to matrix form as: 
Maximize (or minimize) 
Z = CX - 1.4 
Subject to 
Ax= b - 1.5 
X >^  0 - 1.6 
Where C is an n-row vector, A an m x n matrix, and b 
an m-column vector. The elements of C, corresponding to the 
slack and surplus variables are all zero. 
2.2 BRIEF HISTORICAL BACKGROUND: 
Programming problems first arose in economics, where 
the optimal allocation of resources has long been of interest 
to economists. More specifically, however, programming 
problems seem to be a direct out growth of the work done by a 
number of individuals in the 1930's. 
During the World War II, a group under the direction 
of Marshal K. Wood worked on allocation problem for the 
United States airforce. George B. Dantzig was a member of 
the air force group; he formulated the general L. P-, 
Problem and devised the simplex method of solution in 1947. 
His work was not generally available untill 1951. 
11 
After 1951, progress in the theoritical development 
and the practical applications of linear Progranuning was 
rapid. Important theoritical contribution were made by David 
Gale, Kuhn, H.W. and Tucker, A.K. who had a major share in 
developing the theory of duality in linear Programming. 
Charnes, A. did some important theoritical work, and Cooper 
W.W. took the lead in encouraging industrial applications of 
linear Programming. 
Linear Programming type problems had been formulated 
and solved before the pioneering work of Dantzig. Hitchcock 
(1941) formulated and solved the transportation problem, 
which was independently solved by Koopmans (1947). In 1942, 
Kantorovitch (Russian) also formulated the transportation 
problem, but did not solve it. Stingier (1945) worked out a 
minimum cost diet problem. 
2.3 SIMPLEX METHOD FOR SOLVING LINEAR PROGRAMMING 
PROBLEMS: 
The simplex method introduced by Dantzig (1951, 63) 
utilizes basically the algebric approach. Simplex method 
provides two mathematically efficient principles. First, the 
simplex method prevents the generation of those basic 
feasible solutions which lead to an inferior value of the 
objective function (optimality principle). Second, the 
simplex method prevents the generation of the infeasible 
solutions during the solution process (feasibility principle). 
12 
Also the simplex method provides an algebric criterion to 
identify the optimal solution (optimality test). By these 
principles and test, the simplex method starts with an 
initial solution and continues by moving from one feasible 
solution to another, at each step improving the value of 
objective function the method reaches at the optimal solution 
after a finite number of steps provided that the problem has 
a solution. 
If all the constraints of the problem are of the type 
£ and the R.H.S. vector b is non-negative then by converting 
the inequalities into equations, the slack variables will 
provide an obvious starting basic feasible solution as: 
Ax = (D,I) ( <^ ) = h 
X 
s 
Where X, are the original decision variables and X 
the slack variables. The vector associated with X forms an 
s 
identity matrix I. In this case the matrix B = 1 obviously 
forms a basis, and hence X = b is a basic solution. 
s 
Because b > 0 by definition X must also be feasible. 
— s 
For the case where a constraint is of the type =, no 
slack varible can be used to provide a starting solution. 
Also, the surplus variables associated with >^  constraints 
will yield a negative, and hence infeasible solution. Thus 
for the constraints of the types = and 21/ starting basic 
variables are secured by using the so-called artificial 
13 
variables. Let the i^^ equation representing the = or > 
constraint after the surplus is substracted - be given by: 
T.^ij "j = i^ 
6 
and let X„. be an (non negative) artificial variable then the 
i equation may be written as: 
^Ri = bi 
The cost coefficient of an artificial variable is 
taken to be a number-M where M > 0 is large so that the 
artificial variable will be at zero level at the optimum, 
assuming that the solution space is feasible. 
Another procedure for finding a starting basic 
solution is the two-phase method, which employs artificial 
variables in the same manner as given above. 
Modifying the objective function by assigning high 
penalties to the artificial variables, a new objective 
function is formed, which minimizes the sum of the artificial 
variables. 
The basic and non basic vectors X- and X may be 
partitioned as: 
B Xg + N X^ = b 
Let B define the current basis then 
X = 0 , B X = b & X^ > 0 , 
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The generation of new basis from B requires replacing 
one of the (current) basis variable in X- (called the leaving 
variable) by an associated non basic in X (called entering 
varible). The selection of the entering variable is based on 
the optimality condition. The leaving variable is determined 
by the feasibility condition, which ensures that the new solution 
not only is basic, but also is feasible (non of the variables 
is negative). 
Suppose we are given the inverse of B (i.e. B ), then 
Xg = B-^b - B-^N X^ 
VJhere X„ = 0 by definition and X_, = B b is a non N B 
negative vector. Suppose X. is selected from X as the 
entering variable and let 8 2l 0 t)^  the value at which x. 
enters the new (basic) solution. Thus if P. is the vector of 
N associated with X., then 
X„ = B"''" b - B"""" P . X . 
-1 -1 
= B b - (9 B P 
J 
The value of X. = Q is selected such that: 
I. none of the elements of Xg becomes negative. 
II. one of the elements of X must assume a zero value 
a 
consider the i element of X _ , (X_ ). given by 
-1 . o. -1 (X_). - (B b). - 6(B" P ) 
B X ^ 3 1 
15 
Th us (^ 3)4 >. 0 is satisfied if Q is selected such that 
(B b). - d (B~ P.) > 0, for all i=l,2,...,m. 
1 D 1 -
The left hand side can be negative only if 
(B-1 P . ). > 0 
D 1 
Hence feasibility is maintained so long as $ sati-
sfies Q <_ (B"-^b). / (B"-*" P.)., for all i such that (B"-"-?.). 
> 0 . If(B P.).£0 for all i, then Q has no upper bound 
which means that the value of X. can be increased to infinity 
without violating feasibility. In this case, the solution 
space is unbounded. Assuming that (B P.). > 0 for atleast 
one i, then (at least) one element of X_ is driven to zero by 
selecting Q such that -
Q = min { (B"-^ b). / (B""^ P.) , (B~ P.). > 0} 
1 J 1 J 1 
-1 
= (B b) / (V . 
r "^rD 
^ , . . th J - \ 
Whereof J. j( >0) is the r element of oc .= B P. 
This means the basic variable X is the leaving 
r ^ 
variable. The new basis is then obtained by replacing the 
r column of B with P.. 
THE OPTIMALITY CONDITION: 
The selection of entering variable X . is made so 
that the new basis will improve the objective value. Let C_ 
and C„ be the vectors representing the basic and non basic 
16 
coefficients of the objective function associated with the 
current basis. The objective function can be written as 
^ " ^ 3 ^ 8 " * " ^ ^N-
Since X„ = B'-'-b - B~"'"N X„ B N 
the objective function can be expressed in terms 
of the non-basic vector X^ , as follows -
Z = Cg B"fe-(Cg B-^N-C^) X^ 
Let P. be the jth vector of N and C. the jth element of C„. 
Define 
z . = c„ B"-*- P .. 
D B J 
then 
Where, 
(C^ B-1 N - C ) X = / (Z. -C.) X, , 
N B represents the set of non basic subscripts, 
At the current basis. N 0 and the 
-1 
corresponding objective value is Z' = C_ B b Let Z" be 
the objective value that results when X.=& , j £ N B, is 
the entering varible. Since all the remaining non basic 
variables are at zero level, it follows that 
Z" = Z- - ^ (Z. - C ) , or Z" - Z' =-0(Z. - C ) . 
If the problem is maximization, the objective value 
increases (Z" - Z' > 0) by making X. (=0 ) the entering 
variable only if Z. - C. < 0. Conversely, in the 
minimization case Z" < Z' is satisfied only if Z. - C. > 0 
is satisfied. 
17 
The optimality condition thus selects the 
entering variable x., j ^  N B, such that: 
(i) Maximization case: 
Z. - C. = Min [ Z - C I Z - C, < 0] 
^ ^ K e N B ^ ^ ^ ^ 
If Zj^  - Cj^  >^  0 for all K £^ N B, the current ba-
sis is optimum. 
(ii) Minimization case: 
Z . - C = max [Z - C |z - C >0] 
•^  ^ KeN B k k k k 
If Zj^  - Cj^  _< 0 for all K£N B, the current basis 
is optimum. 
THE SIMPLEX ALGORITHM: 
Step 0 : Find a starting basic feasible 
solution (Section 2.3 ). If non exist, terminate. 
Otherwise, go to Step I. 
Step I : Complete Z, - C, , K £ N B, for all the non-basic 
variable associated with the current basis B. If 
non of the non -basic variable can improve 
solution, stop; Current basis is optimum. 
Otherwise, select the entering variable x. 
(Section 2.3 ). Go to Step 2. 
Step 2 : If o('. <^ 0, Stop; the solution is unbounded. 
Otherwise select the leaving variable X (Section 
18 
2.3 ). From the new basic vector by replacing 
X^ by X. in Xg. Accordingly, form the new basic 
matrix by replacing P in B by P .. Go to Step I. 
2.4 SPECIAL CASES OF THE SIMPLEX APPLICATIONS: 
A. Degeneracy: 
If the feasibility condition of the simplex 
method produces the same minimum ratio 8 for more than 
one basic varible, then the next iteration must yield at 
least one zero basic variable. In this case, the basic 
solution is said to be degenrate. Degeneracy here means 
that there is a chance that at least one o( . . associated 
with a basic (X ). = 0 is positive. 
[If for every (Xg). = 0 the associated Y. . £ 0, 
then ^ > 0 and degeneracy will not occur in the following 
iteration]. 
B. Unbounded Solutions: 
If in a maximization (minimization) problem, Z. -
C. < 0 (Z. - C . > 0 ) and X. . _< 0 for all i, then x., 
although it can improve the solution, and it has no effect 
on the problem feasibility. This means that x. can be 
increased indefinitely, which is equivalent to improving the 
objective value indefinitely. In this case, the optimum 
solution is said to be unbounded. 
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2.5 THE REVISED SIMPLEX METHOD: 
The basic theory and steps of the revised 
simplex method are the same as in the regular simplex method 
given in section (2.3). The difference occurs in 
computations only. From the theory developed in section 
(2.3) the entire simplex tableau can be generated from the 
knowledge of the associated basis B. 
Furthermore, if B. is the basis at the i 
iteration, then the next basis B. , in the immediately su-
cceeding iteration will differ from B. in exactly one column. 
Suppose that we are given B. and its inverse Bj^  
the vector P in B. is replaced by a new vector P., to obtain 
the next basis B. , the inverse of the next basis B.^, can be 
derived from B-. directly by using the formula: 
- 1 
B. , -, 
1 + 1 
= E. 
1 
- 1 
B. 
1 
Where E. is an m-identity matrix, whose r 
column is replaced by 
" ^ = 
^ID ^r] \ 
2j ^ r : 
+ 1 / (Y 
r: th T r place 
th 
-°^mj /^r: 
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Where o( . = (c<^., o(^^ c^ '^  . ) = B^^ P., 
Provided that o(^^. ?^  0. If <^^. = 0, B^ ^^ ^ does not exist. 
The starting basis in the revised simplex method is 
always an identity matrix. Though it is never necessary to 
invert any matrices in the course of simplex computations. 
-1 -1 -1 -1 
Thus, B^ = EQ BQ = EQ ,62 = E^ B^ = E, EQ and ge-
-1 i-1 
nerally, Bj^  = TT ^i • 
i=0 
The computational advantages of the revised simplex 
method is that instead of carrying the entire tableau and 
applying the Gauss - jardan technique to it, only compute the 
new inverses B. , from B. . 
The immediate advantages is the savings in computer 
storage. 
2.6 COMPUTATIONAL STEPS OF THE REVISED SIMPLEX METHOD: 
Step 1: Determine of the entering vector P.: Compute 
-1 
Y = Cp B. , for every non basic vector P. ,compute 
Z . - C . = Y P . - C . . For maximization (minimiza-
tion) Programs, the entering vector P. is selected 
to have the most (negative) (positive)Z. - C., 
then, if all Z. - C . >.0 ( £ 0 ) , the optimal 
solution is reached and is given by X_ = B." b and 
0 1 
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Z = C_ X„. otherwise, 
Step 2; Determining the leaving vector P : Given the 
entering vector P ., 
Compute: 
1) The values of the current basic variables, that 
is X-, = B~-^ b B 1 
2) The constraint coefficients of the entering 
variables, that is, 
-1 
o( .= B. P. 
3 1 D 
The leaving vector P (for both the max (min) must 
r 
be a s s o c i a t e d w i t h . 
6 = min J (B. b ) , / ( c< ., ) , c?< . > 0 1 
k L ^ k Dk ^ : k I 
-^ i-h / 
Where (B^ b)^^ and cx' are the k element of B?^ b and 
o<.. If all oC-i- < 0, the problem has no bounded 
solution. 
Step 3; Determination of the next basis: Given the current 
basis B. ,we find that the next inverse is given 
by 
B~ next = E^ B^ (B~^ next = B^ ^^ )^ , 
Now Set B. = B next, and go to step 1. 
Step 1 and 2 are exactly equivalent to those of the 
22 
Simplex Tableau, as the following table shows: 
Basic X^ X- X. X solution 
X z 3 n 
Z Z ~C Z ""C • • • • Z ""C • • • Z ~C 
1 1 2 2 j j n n 
_ _ 
X_ B. P. B. b 
B 1 J 1 
Note: In carrying out the revised simplex computation, it 
will be helpful initially and summarize the computations of 
steps 1 and 2 in the tableau from shown above. 
2.7 THE PRIMAL DUAL METHOD: 
The primal - dual simplex method is simplex to dual 
simplex method. It begins with dual feasibility and proceeds 
to obtain primal feasibility while maintaining complementary 
slackness. An important difference between the dual simplex 
method and the primal - dual simplex is that the primal dual 
algorithm does not require a dual feasible solution to be 
basic. Given a dual feasible solutilon, the primal variables 
that correspond to tight dual constraints (so that 
complementary slackness is satisfied) are determined. Using 
phase I of the simplex method, we attempt to attain primal 
feasible using only these variables. If we are unable to 
obtain primal feasibility, we change the dual feasible 
solution in such a way as to admit at least one new variable 
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to the phase I problem. This is continued until either the 
primal becomes feasible or the dual becomes unbounded. 
Consider the following primal and dual problems in 
standard form where b >^  0. 
Primal Dual 
Min CX Max Wb 
Subject to Subject to 
A X = b WA £ C 
X >^  0 w unrestricted 
Let W be an initial dual feasible solution, i.e. 
w . <_ C . for all j. By complementary slackness, if w . = C., 
then X. is allowed to be possitive and we attempt to attain 
primal feasibility from among these variables. 
Siimmary of the algorithm: 
(Minimization Problem) 
Initialization Step; 
Choose a vector w such that w,. - C. < 0 for all j. 
Main Step: 
(1) Let 9 = { j , w . - C . = 0 } , solve the following 
^D 3 
restricted primal problem. 
"1 
Min ^ ox + l^ o^  
Subject to 
y a X + X = b 
f- j j a 
X. >^  0 for JeQ 
X > 0 
a — 
_^ 
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Denote the optimal objective value by x«. If x^^ = 
* 0, stop, an optimal solution is obtained. Otherwise let V 
be the optimal dual solution to the foregoing restricted 
primal problem-
Max Vb 
Subject to 
V . < 0 
V < 1 
V unrestricted 
J es 
(2) If V . < 0 for all j, this stop; 
unbounded and the primal is infeasible. Otherwise, let 
the dual is 
(-(w . -C.) ^ 
d = Min< i2 2— / V . > 0 
* 
and replace w by w + 5 V 
Repeat Step 1 
- Consider the following Problem. 
> 0 
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Minimize 3x-^ + 4x2 "*" ^ ^3 "*" ^ ^4 "*" ^5 
Subject to 2x, -x^ +x-, +6x- -5x^ -x, =6 
-" 1 2 3 4 5 6 
x , +X2 •••2x2 +x- +2xc - x ^ =3 
X ,x ,x ,x ,x ,x ,x > 0 
1 2 3 4 5 6 7 — 
The dual of this is given by 
Max 6w, +2W2 
Subjet to 2w, +W2 <. 3 
w +w < 4 
1 2 -
w, +2W2 <. 6 
6w, +w„ < 7 1 2 -
w, +2W2 £ 
w, £ 
_ W 2 < 
1 
0 
0 
w, ,w„ unrestricted 
1 2 
An initial dual feasible is given by w = (w, , w_) = 
(0,0). Substituting w in each dual constraint, we find that 
the last two dual constraints are tight os that 8 ={6,7}. 
Denoting the artificial variables by Xg and XQ, the 
restricted primal problem becomes as follows. 
Minimize Xg + XQ 
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Subject to -Xg "^  ^ 8 ~ ^ 
-x^ + Xg = 3 
^fi ' ^ 7 ''^ft ' ^ q _ ^ 
The optimal solution to this restricted primal 
problam is clearly (x ,x ,x ,x ) = (0,0,6,3) and the 
6 7 8 9 
optimal objective XQ =9. The dual of the foregoing 
restricted primal is the following. 
Maximize 6vi + 3Vp 
Subject to -V, £ 0 
-V2 < 0 
-1 ^ ' 
V2 < 1 
V, ,Vp , unrestricted 
Utilizing complementary slackness, we see that since 
XQ and Xg are basic, the last two dual constraints must be 
* , * * * 
tight and V = (v, , v~) = (1,1). Computing V for each 
^ ^ aj 
column j, we have V , = 3 , V ^ = 0,V-j = 3 , V . = 7, and 
ax a^ a •J a4 
V c = ~3» then u is determined as follows: 
a5 
0 = Minimum { -(-3/3), -(-6/3), -(-7/7) = 1 
and w' = (0,0) + 1(1,1) = (1,1) 
with the new dual solution w' we recompute Q and obtain 
6 ={1,4}, giving the following restricted primal. 
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Minimize x- + x-
Subject to 2x, +6x. + X Q = 6 
X^ , X ^ ,Xg ,Xg 2. 0 
This time an optimal solution to the restricted 
problem is given by (x,, x,,Xo/Xg) = (3,0,0,0) 
With x„ = 0, thus we have an optimal solution to the 
original problem with the optimal primal and dual solutions 
being. 
•ie "fc ic ie ic 'k "ie 
(x , , x - , x , ,x. ,Xc ,Xc ,x^)= ( 3 , 0 , 0 , 0 , 0 , 0 , 0 ) 
'1 ' 2 ' 3 ' 4 ' ^ 5 "^6 ' ^7 
and 
* * (w, ,^2 ) ~ ( 1 , 1 ) 
•k ic ic ie-k 'k 
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3.1 INTRODUCTION: 
Integer Programming or mixed integer Programming 
(MIP), refers to Programming problems with the additional 
restriction that some or all of the variables are required 
to take integer values. These variables are often zero-one 
variables. Variables which can only take the value 1 or 0 
indicating whether or not some activity should take place. 
However, the solution methods are equally applicable to 
integer variables that can take any non-negative integer 
values. If in the absence of the integerality conditions 
the objective and constraint functions are Linear, the 
resulting model is called an integer linear program. 
3.2 DEFINITION AND MODEL OF INTEGER PROGRAMMING: 
The general integer programming problem may be 
defined as: 
Maximize (or minimize) Z = g^ (x,, X2/ 
< 
, X ) 
n 
Subject to g.(x,,X2, /X^) < = > b^, i £ M 
i=(1,2,...m) 
x. >_ 0 j € N = {1,2, ,n} (3.2.1) 
X an integer 
J 
j £ I C N 
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If I = N, that is, all the variables x. are 
D 
restricted to integer values, the problem is called a pure 
integer problem. Otherwise, i£ ICN, then the problem is 
called a mixed integer problem. 
The integer linear program is written as: 
Maximize (or minimize) Z = ^ ^i ^i 
JQ.N 
Subject to 2 " a^. x. + S^ = b^ , i £ M (3.2.2) 
(^^^ S^ >. 0 i 6 M 
Xj >. 0 j £ N 
X. an integer j ^  ICN 
Where S. is a slack variable. 
1 
Dantzig (1949) showed that certain integer 
programs may be solved as linear ones (well known cases 
include the assignment, transportation, and static max flow 
problem) clearly, however, most integer programs will not 
exhibit this integerality property. The approaches for 
solving such problems are-
(a) Cutting Plane Techniques 
(b) Enumerative Methods 
(c) Partitioning Algorithms 
(d) Group theoretic Algorithms. 
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In the following, we briefly describe only 
(a) Cutting Plane Techniques, and 
(b) Enumerative methods. 
"^  (i.e. branch and bound method) 
3.3 CUTTING PLANE TECHNIQUES: 
The general intent of cutting plane algorithms is to 
deduce supplementary inequalities from the integerality and 
constraint requirements which eventually produce a linear 
program whose optimal solution is integer in the integer 
constrained variables. 
The constraint generation idea was proposed by 
Dantzig, Fulkerson, and Johnson (1954), and then Markowitz 
and Manne (1957). However, Gomory (1958) developed the 
first cutting plane algorithm applicable to any integer 
linear program. Soon afterward, Gomory and Beale 
generalized Gomory's results to the mixed integer case. 
Gomory (1960) produced a second cutting plane algorithm for 
the integer linear program which requires only additions and 
substractions in computations (an "all integer" technique). 
All the above methods maintain linear programs which 
are dual feasible, and are often classified as dual Cutting 
Plane Algorithm. Salkin, H.M. (1971) proved that Gomory's 
dual fractional cut for mixed integer linear programming 
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problem can be applied to an all integer linear programming 
(AILP) problems. Glover and Young (1971) developed cutting 
plane algorithm for the integer linear program which 
maintain linear problems that are primal feasible. 
Charnes, A., Granot, V., and Granot, F. (1977) 
developed a cutting plane algorithm for solving integer 
interval linear programming problems using the concept of 
intersection cut. Ghandroush, P./ and Austin, L.M. (1981) 
developed a primal-dual cutting plane algorithm for all 
integer programming and also Austin, L.M. and Ghandroush, P. 
(1983) developed an advanced dual algorithm with constraint 
relaxation for all integer programming. 
Gupta, Omprakash K, Ravindran A. (1985) have 
investigated the feasibility of applying the branch and 
bound approach to non-linear convex programming problems. 
It is to be noted that even though the branch and bound 
method is not guaranteed to solve non-convex problems, yet 
Gupta, Omprakash K., Ravindran A. (1985) have successfully 
solved several non-convex problems using the BB NLIP Code. 
3.4 GOMORY'S CUTS: 
Ralph Gomory has made many out-standing 
contributions to the field o£ integer programming. We 
shall consider four of his cuts. 
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Gomory's Fractional Cut: 
The classical dual fractional (convergent) algorithm 
for integer linear program defined in (3.2.2) was developed 
by Ralph Gomory (1958). Gomory's cut has the form. 
%+n+k = -^ kO ^ Z -^^ kj ) ^ -^ J (^ >) > 0 
where, 
^m+n+k """^  ^^^ "Gomory slack variable" associated 
with the (k ) added inequality and f, . = a, . - [a. .J (j = 
K3 K] k3 
0,1,2, ,n) . 
Observe that 0 < fj^ Q < 1, 0 < fj^. £ 1 (j = l,...,n) 
and when the inequality is appended to the tableau primal 
infeasibility is introduced, since x , ., = -f, « < 0. It 
^ m+n+1 kO 
has been shown that the Gomory cut is satisfied by every 
integer solution and that it has properties sufficient to 
support a finite algorithm. 
Gomory's Fractional Algorithm (1963); 
Gomory's fractional algorithm may be described by 
the following sequence of steps: 
Step 1: Starting with an all integer tableau solve the 
integer program as a linear one. If it is 
infeasible, so the integer problem - terminates. If 
the optimal solution is all integer, the integer 
program is solved - terminate. Otherwise, go to 
step 2. 
33 
Step 2: Derive a new inequality constraint (or "Cut") from 
the integerality and (current) constraint 
requirements which "Cuts off" the current optimal 
point (i.e. makes the linear programming solution 
infeasible) but does not eleminate, any integer 
solution. Add the new inequality to the bottom of 
the simplex tableau which then exhibits the primal 
infeasibility (the value of the slack variable 
associated with the new row will be negative) go to 
step 3. 
Step 3; Reoptimize using the dual simplex method. If the 
new linear program is infeasible, the integer 
problem has no solution-terminate. If the new 
optimum is in integers, the integer program is 
solved - terminate. Otherwise, go to step 2. 
Gomory's Fractional Mixed Integer Cut: 
Gomory (1960) developed a method for the solution of 
mixed integer linear program. Gomory's fractional mixed 
integer algorithm is similar to the fractional algorithm 
but, in this case, not all the variables are required to be 
integeral. The cut has the form. 
'^ n+m+k " ^ kO "*" Z '"'>^:' '--j(j)' > ° 
Where x , is "Gomory slack variable" associated with 
n+m+k 
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the (k ) added inequalities, 
a 
'kj 
kj 
kO 
^kO 
^ko 
-1 
*kj 
1- f 
(1-fkj) 
if a, . > 0 and x^, .> is a kj - J(j) 
continuous variable. 
if a. . < 0 and x / .. is a 
continuous variable. 
if f, . < f 1 rt and X,, ..is an 
interger variable* 
> f 
kO 
if f 
kj kO 
integer variable 
and X,, . .is an 
and f kj = ^kj - t^kj^ (J=0,1, ,n) 
observe that 0 < f, - < 1 and when the inequality is added 
to the bottom of the tableau, primal infeasibility is 
introduced(since, x , ,, = - f, ^  < 0 ) 
m+n+k kO 
It can be shown that the Gomory mixed integer cut is 
implied by the source row and integerality requirements, and 
that it has properties which guarantee a finite algorithm. 
Gomory's Fractional Mixed Integer Algorithin: 
This algorithm may be described by the following 
steps 
Step 1; Solve the mixed integer program as a linear one. If 
it is infeasible, so is the mixed integer 
problem-terminate. If the optimal solution is 
integer in the integer constrained variable, the 
mixed integer program is solved-terminate, 
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otherwise, go to step 2. 
Step 2; From a row corresponding to an integer constrained 
variable which does not have an integeral value, 
derive a new inequality constraint which "Cuts off" 
the current optimal point but does not eliminate any 
mixed integer solution. Add the new inequality to 
the bottom of the simplex tableau which exhibits 
primal infeasibility. (The slack variable 
associated with the new row will be negative). Go to 
step 3. 
Step 3; Reoptimize using the dual (lexicographic) simplex 
method. If the new linear program is infeasible 
(the dual will be unbounded), the mixed integer 
problem has no solution terminate. If the new 
optimal solution is integer in the integer 
constrained variable, the mixed integer program is 
solved - terminate. Otherwise, go to step 2. 
3.5 NUMERICAL PROBLEM: 
Maximize -x-, -Xj =XQ 
Subject to -4x,-3x2<. -6(x-) 
-2x^< -Kx ) 
2- 4 
^1 '^2— ^ 
x^ ,x integer 
0 2 
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with non negative slack variables x-, and x.. 
The linear optimal simplex tableau appearing below is 
obtained after two pivots. 
Tableau - 1 
-x^ -x^ x^=9/8, X2=4/8, x^=-13/8 
x„ -13/8 2/8 1/8 linear optimal tableau 
x^ 9/8 -2/8 3/8 a2o= 4/8 .*. f 2o=4/8-[ 4/8]=4/8 
> ^2 ^^^ ° "'^ /^  ^2l" ° •*• ^ 21^^21"° 
X3 0 - 1 0 .^^=-A/S .-.g^^.-iz^Ca^^) 
^ 0 ° -1 = i ^ X -4/8 = 4/8 
^ -4/8 
^5 -4/8 0 (^/8j 
Pivot column selection: 
Min [(2/8)/(l0i),(l/8)/|-4/8|] = 1/4 
On pivoting we obtain tableau 2. 
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^0 
^1 
""2 
^3 
""A 
""5 
^6 
-14/8 
6/8 
1 
0 
1 
0 
-1/4 
1/4 
-1/4 
0 
-1 
0 
0 
@ 
1/4 
3/4 
-1 
0 . 
-2 
-1 
-1/4 
Tableau 
-x^ -x^ X,=6/8,X2=1/XQ=-14/8 
aoo=-14/8,foi=14/8-[-14/81=2/8 
aQ3^=l/4 .'. 901=1/4 
aQ2=l/4 .-. 902=1/4 
pivot column selection. 
min[(aoi)/(laQil),(ao2)/(|ao2l)]=[(l/4)/(|1/4|),(l/4)/(|1/4|) 
= 1 tia. 
Tableau - 3 
1 -Xg -X5 
^0 
^1 
X 
2 
^3 
^^ 4 
^5 
^6 
-2 • 
1 
1 
1 
1 
1 
0 
1 
-1 
0 
-4 
0 
0 
-1 
0 
1 
-1 
1 
-2 
-1 
0 
(x^=l,X2=l/Xo=-2) 
Optimal tableau 
The inequalities x^and Xgin terms of x^, and X2 are 
Xc =-1 + X2>. 0 or X2> 1 (First Cut) 
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x^=-2 + X, +x_ >^  0 or X- + x- >_ 2 (Second Cut) 
3.6 GOMORY'S ALL INTEGER CUT: 
The cutting plane algorithm for an all integer 
program was developed by Ralph Gomory in 1960. Its 
similarity to the fractional method is principally due to 
the utilization of the lexicographic dual simplex method and 
to the maintainance of lexico-graphic positive columns in 
the tableau. However, the basic approach is different from 
the fractional technique. There is no optimization 
generating of a constraint, reoptimization, etc. Rather in-
equalities are generated at each iteration starting with the 
very first. Furthermore, each of these constraint is used as 
the pivot row, and is constructed so that it has integral 
coefficients and the pivot is- 1. The initial tableau is 
assumed to be all integer and lexicographic dual feasible. 
Hence, successive tableaux are also all integer and 
lexicographic dual feasible. The primal integer solution 
proceeds towards feasibility, and since dual feasibility is 
maintained, optimality is reached when it is attained. 
Note that the method is direct extension of the 
classical dual simplex algorithm. 'The essential difference 
is that the pivot row in the all integer algorithm is 
generated at each iteration and ensures a (-1) pivot. 
Since the technique employs the dual simplex method and 
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maintains all integer tableaux, it is referred to as "dual 
all-integer". The cut has the form. 
X' = [ ia ) / A ] + y [a / A] (-x^ ^ . ) > 0 
kO <-- k] j(3) -
Where X' is a non«negative Gomory slack variable and A is 
a positive number found by the rules below. 
The Rules for Finding ^ : 
Step It With k as the generating row, let o( be the 
lexicographically smallest column among those having 
a^. < 0 (j = 1, ,n) 
Step 2; Let v = 1, and for every j > 1 (j 5^  p) with a, . < 0 p K] 
Let V. be the largest integer such that 
(1/v.) o^. >c/ . 
Step 3: For each a. • < 0 (j >. 1) , set A . = -a, . /v.. Note 
^J 3 J^J 3 
that ) \ . is not necessarily an integer. 
Step 4; Set A = maximum A-. Note that ^>_ }^ ~~^k ^^ ^^' 
since v = 1 and ~SL, is a positive integer. 
The rules for finding the A , and the cut, may seem 
somewhat complicated. However, we can show that the 
"all-integer cut" has the properties described previously. 
In particular, note that (a^.^/ A) < o or the generated row 
is a legitimate pivot row. Also observe that the pivot 
element [a, / A ] = -1, since A >^  ^ = "^w-
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Furthermore, we shall prove that if row k corresponds to 
the first primal in feasible row every finite number of 
iterations, the algorithm converges to an optimal inte-
ger point. 
Algorithm: 
Step l! Start with an all integer simplex tableau which 
contains a lexicographic dual feasible solution. 
Go to step 2. 
Step 2; Select a primal infeasible row k (i.e. a, ^  < 0, 
k ^ 0 ) . If none exist, the tableau exhibits the 
optimal integer solution - terminate. Go'to Step 3. 
Step 3; Designate the pivot column o^ (p = l,....,n) to be 
P 
the lexicographically smallest among those having 
a, . < 0. If none exist (i.e. a, . > 0 for j=l,...n), k j k j — -• 
there is no integer feasible solution-terminate. 
Go to step 4. 
Step 4; Derive an all integer inequality from row k which is 
not satisfied at the current primal solution. (Its 
slack will be negative). It must also have a -1 
co-efficient in column c/ . Adjoin it to the bottom 
of the tableau and lable it the pivot row. Perform 
a dual simplex pivot operation and return to Step 2. 
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3.7 PRIMAL ALL-INTEGER PROGRAMMING ALGORITHM: 
The primal all-integer programming problem is an 
extension of the primal simplex method. As Gomory's dual 
all-integer integer programming algorithm is an extension 
of the dual simplex method. The procedure requires an all 
integer primal feasible initial tableau. It adds a Gomory 
cut at each iteration, starting with the very first. So as 
to maintain an all integer tableau and primal feasibility. 
When dual feasibility is reached the tableau is integer 
optimal and the integer program is solved. As the algorithm 
uses Gomory all integer cuts it can not solve a mixed 
integer program. 
The "Direct algorithm"/ a primal technique, was 
first described by Ben-Israel and Charnes (1962). That 
algorithm, however, frequently required the solution of a 
some times difficult integer programming "auxiliary 
problem". Richard Young in (1965) proposed a different 
primal algorithm, labeled the "Rudementary Primal 
algorithm", which avoided the auxiliary problem. Fred 
Glover (1967) proposed a pseudo primal-dual algorithm which 
utilizeGomory's dual all integer method with a variation of 
Young's primal all-integer technique. Subsequently, Glover 
(1968) and Young (1968) drawing from their and each others 
work developed simplified primal integer algorithm. The 
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simplified algorithm, out-lined by Young is treated as a 
special case. 
The Rudementary Primal Algorithm: (RPA) 
Step l! Start with a primal feasible all integer tableau. 
If such a tableau can not be found the integer 
program is infeasible-terminate. Go to Step 2. 
Step 2;Find the pivot column indexed by p using 
^Op = "^ ^^  ^Oj ^^  ^  ^^ 
a < 0 
If a >^  0 (j=l,.... ,n), the tableau is integer 
optimal terminate. Go to Step 3. 
Step 3; Find the row indexed by k utilizing 
^ = a, ^  /a, = min {a.„/a. } 
'-^p kO kp lO ip 
a. > 0 
iP 
Arbitrarily break tias. If a. < 0 (i=l, ,n+m), 
ip -
the integer program has no unbounded solution-
terminate. Go to Step 4. 
Step 4: From a row i with a. > 0 that satisfies [a.^ / a. ] 
'^— ip lO ip 
£ Q , generate a Gomory all integer cut. Set the 
parameter S in the cut equal to a. , let the 
derived row be the pivot row. Perform a primal 
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simplex pivot step (the pivot element is [a. / a . ] 
= 1) and return to Step 2. 
3.8 BRANCH AND BOUND METHOD: 
The branch and bound method generates a sequence of 
sub-problems that differ from one another only in the bounds 
on variables. The method is sure to generate a subproblem 
whose solution can be deduced to be optimal for the original 
integer program. The method is termed branch and bound 
because it proceeds by branching and then reasoning, on the 
basis of objective function bounds, that some subset of the 
possible integer solutions can not contain the optimal 
point. The process of deciding that a sub - set of the 
possible solutions can be excluded from further 
consideration is called fathoming. Fathoming produces the 
same result as would be obtained by explicity enumerating 
all of the possible solutions in the subset of discovering 
that none of them is optimal, but it does so without 
actually examining all of the points. For this reason the 
branch and bound method is called an implicit enumerating 
scheme. 
3.9 THE LAND AND DOIG ALGORITHM WITH DARIN'S MODIFICATION : 
In this section we will introduce a branch and bound 
algorithm originally developed by Land and Doig (1960) and 
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later modifide by Dakin (1965) this algorithm can be used 
for the solution of pure, mixed, or zero-one integer 
programming problems. 
Each time in Land and Doig algorithm a node is 
created and labeled dangling, its number, optimal linear 
programming solution, and other parameter have to be kept. 
As many dangling nodes are possible, this may mean that the 
technique when computer implemented would involve excessive 
storage requirements. To alleviate this dificulty. Daking 
suggested that only two nodes be created from each dangling 
one. If an optimal linear programming solution has x, = t, 
where t is not integral then the first node is created by 
introducing the inequality x, £ [t] and the second node is 
defined by constraining x, >^  [t] + 1, this is in contrast to 
creating nodes to the left or right of these. 
As in the Land and Doig algorithm, the initial node 
is the point x° with all variables free. The node is 
labeled dangling if its linear program is feasible and does 
not solve the MIP. At any point in the algorithm the 
dangling node x with the largest optimal linear programming 
solution is selected to define two nodes at the next level. 
The subproblem at each of these nodes is solved. The 
• 1 
largest of these two solutions is z , an upper bound for any 
solution to the MIP found from x . A newly created node is 
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labeled dangling if its optimal linear programming solution 
exceeds the current best solution z for the MIP. If an 
* 
improved mixed integer solution is found, z is updated, and 
those dangling nodes with an optimal subproblem solution not 
exceeding it are dropped from the list of dangling nodes. 
The procedure terminates when the list of dangling nodes is 
empty. Therefore, except for notation modification the 
creation of only two nodes from each selected one, and the 
omission of creating a node to the left or right of the 
selected one, the Dakin modification is essentially the same 
as the Land and Doig algorithm. 
The Daking algorithm converges, since in the worst 
case nodes could be created until the permitted range of all 
integer varibles is reduced to zero, in which case they 
must take on integer values. 
3.10 EXAMPLE: 
Consider the integer program 
Maximize x, + X2 = 2 
Subject to -4x^ "-^ o^ — ~^ (x-.) 
-2x^ < -1 (x^) 
X ,x > 0 and integer 
1 2 - ^ 
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The solution method by Dakins approach is illustrated in the 
tree given below; 
Solution tree to Dakins Approach: 
U.B. 
x^=9/8 
Z = -5/3 
X2 = 
^ ^ 
:1 
:2 /3 
<o 
Xj=0 
X2 = 2 
First integer optimal Second integer 
optimal 
CHAPTER - IV 
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4.1 INTRODUCTION: 
Among the class of non-linear programming pro-
blems, an important and richly developed sub-class of 
problems is that of convex programs. The general 
non-linear programming problem defined as 
Max (or Min) f(x) 
S.t. g. (x) <_ 0, i = l,....,m. 
becomes a convex programming problem, when the function'f'to 
be maximized is concave and all the functions gj^  are convex. 
The non-linear programming problem further 
assumes that at least one of the functions f (x) and g. (x) 
i=l,...,m, is non-linear. For the purpose of this 
presentation, these functions are assumed to be continuously 
differentiable. 
We now turn our attention to the problems which 
are slightly more general than linear programming problem. 
In such type of problems we optimize a quadratic function 
subject to linear constraints. The most well behaved 
non-linear algorithm is called quadratic programming. 
Most of the iterative solution procedures for 
convex programming problems use the gradient of the 
objective function when proceeding to the successive 
solutions. This is because the maximum rate of increase in 
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the function is obtained when we move (infinitesimally) in 
the direction of the gradient. 
Rosen (1960) developed a method based on gradient 
for convex programming problem. It is called the "Rosen's 
gradient projection method". Another method based on the 
gradient developed by Zoutendijk (1960) is "the method of 
feasible directions." 
The other useful approaches for the convex 
programming problems are cutting plane method" by Kelly 
(1960), the "sequential unconstrained minimization 
technique" by Fiacco and Mc-Cormick (1968) and the "method 
of centres" by Huard (1963). 
4.2 DEFINITION AND MODEL OF CONVEX PROGRAMMING: 
Minimization of a convex function or maximization 
of a concave function over a set of convex constraints is 
known as convex programming. 
Mathematically a convex programming problem can be 
stated as follows: 
Min f(x) (4.1) 
Subject to 
q. ( x ) < 0, i=l,....,m (4.2) 
X > 0 (4.3) 
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VJhere the function f (x) and g.(x), i=l,....,m, 
are all convex. For a convex programming problem the 
(K-T) necessary condition arcalso sufficient. 
In the following we will discus;? several methods 
for solving a c.p.p. 
4.3 METHODS OF FEASIBLE DIRECTIONS: 
The methods of feasible directions are based on 
the same philosophy as the methods of unconstrained 
minimization. An unconstrained minimization problem is one 
where a value of the design vector 
X = 
^1 
n 
is sought the minimizes the objective functions f(x). This 
problem can be considered as a particular case of the 
general(constrained) non-linear programming problem. The 
special characteristic of this problem is that the solution 
vector X need not satisfy any constraint. The basic idea is 
to choose a starting point satisfying all the constraints 
and to move to a better point according to the iterative 
scheme. 
X.., = X. + S. 
1 + 1 1 X 
.th Where X. is the starting point for the i iteration, S. is 
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the direction of movejnent, ^ is the distance of movement (Step 
length) and X.^, is the final point obtained at the end of 
the i iteration. The value of A is always chosen so 
that X. , lies in the feasible region. The search direction 
S. is found such that -
1 
(i) a small move in the direction violates no 
constraints, and 
(ii) the value of the objective function can be reduced 
in that direction. 
The new point X. •, is taken as a starting point 
for the next iteration and the whole procedure is repeated 
several times until a point is obtained such that no 
direction satisfying both (i) and (ii) can be found. Such a 
point denotes the constrained local minimum of the problem. 
This local minimum need not be a global one unless the 
problem is a convex programming problem. A direction 
satisfying the property (i) is called feasible while a 
direction satisfying both the properties (i) and (ii) is 
called a usable feasible direction. This is the reason, why 
these methods are known as methods of feasible directions. 
4.4 ZOUTENDIJK'S METHOD: 
In this method, the unusable feasible direction is 
taken as the negative of the gradient direction if the 
initial point of the iteration lies in the interior (not on 
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boundary) of the feasible region. However, if the initial 
point lies on the boundary of the feasible region, some 
constraints will be active and A. usable feasible direction 
is found. The ieterative procedure of Zoutendijk's method 
of feasible direction can be stated as follows: 
Algorithm: 
(1) Start with an initial feasible point X,, and small 
numberse.,6J and G o to test the convergence of 
the method. Evaluate f(X,) and g.(X,), j=l,...,m 
iteration number as i=l. 
(2) If g.(X.) < 0, j=l,....,m (i.e., X. is an interior J 1 1 
feasible point), set the current search direction 
as 
(3) 
S^ = - -^ f (X^) 
Normalize S. in a suitable manner, and go to step 
5. If at least one g.(X.) = 0, go to step 3. 
Find a usable feasible direction S by solving the 
(direction finding problem) linear programming 
problem: 
Minimize o ^ 
Subject to 
• V g^Cx^) + 6 ^^1 0' J=l' > (4.4) 
s' vf+oC< 0 
-1 1 s^ 1 1 i=l,2. ,n. 
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4- V^  
Where S. is the i component of the search 
direction S, the first p constraints have been assumed to be 
active at the point X., i.e. g.(X.) = 0, j = l,....p and 
the values of all Q . can be taken as 1 for simplicity,oCis 
an additional variable known as design variable. 
> )^ * 
(4) If the value of o; ^ CJ ,where ( o< , S ) is the 
optimal solution to the linear programming problem 
(4.4) Stop. As X4 =X , otherwise go to step 5. 
(5) Find the step length A* along the direction S. 
and obtain a new point X. , as 
^i+1 = ^i •*• ^ ^i^i (4.5) 
(6) Evaluate the objective function f(X. , ) . 
(7) Test for the convergence of the method. 
I f(x ) - f(x ) I 
If , i iii . < £ , and (4.6) 
I f(Xi) I - -? 
I I X. - X. I I < e , (4.7) 
Stop X.= X . .Otherwise go to step 8. 
(8) Set new iteration number as i=i+l, and go to step 
2. 
4.5 ROSEN'S GRADIENT PROJECTION METHOD: 
In Zoutendijk's method, we have to solve a l.P.P. 
in each iteration to find a usable feasible direction, 
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R.G.P.M. is an alternative to Zoutendijk's method in which 
we need not to solve any intermediate L.P.P. This method 
uses the projection of the negative gradient of the 
objective function on to the constraints that are active to 
the current solution. Although this method can be applied 
to non-linear constraints^ also it is more efficient to 
C.P.P. with linear constraints. 
follows: 
The algorithm given by 'Rosen' can be stated as 
Step 1; Start with an initial point X^ .^ The point X^ has 
to be feasible i.e., 
g. {X^} £ 0, j=l, ,m. (4.8) 
Step 2; Set the iteration number as i=l 
Step 3; If X. is an interior feasible point, i.e. if 
q.(x.) < 0 for i = l,2,....,m, set the direction 
of search as S. = -^f(X^) 
-vf(X ) 
normalize the search direction as S^= * 
|vf (X^) I 
and go to Step 5. 
However, if g.(X.) = 0, for j = j-,,j,, j^, go to 
J 1 X ^ p 
step 4. 
Step 4; Calculate the projection matrix p^ ^ as 
Pi = I - Np (N^ Np)"^ N^ (4.9) 
Where N ={j«?g.,(X.) vg.„(X.) ...vg. (Xp] (4.10) 
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and find the normalized search direction S^ as -
-P ^f(X ) 
Sj^  = i i (4.11) 
Step 5; Test whether S. = 0 , or not 
If S. ^ 0, go to step 6. 
If S. = 0, compute the vectorAat X. as 
^=-(N' N )"•'• N' ^f{X.) (4.12 
' p p p ^ 1 
If A > 0, then X. = X ., and stop the iterative 
— 1 opt '^ 
procedure. 
If some of the components of A are negative, ^ i.e. Ai^ OJ 
find the component/ that has the most negative 
value and form the new matrix N as 
P 
% = ^ v ^ j i 7 g j 2 vgj (q_i )7gj (q+i ) -vgjpJ (4.13) 
and go to step 3. 
Step 6; If S. 7^  0, find the maximum step length 
A M = min A K , A K > 0 and k is an integer among 
1,2, ,m, other than j^, i^' 'IJp' 
If (df/dA )| <_ 0, (4.14) 
take the step length asA-a A M on the other hand, 
if (df/dA)/ > 0, (4.15) 
find the minimum step length A • by any 
• ) » -
one-dimentional minimization technique and take A J = A^ '• 
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Step 7; Find the new approximation to the minimum as 
X.,T = X. + A.S. (4.16) 
1+1 1 1 1 
If A- = A/v^  or if A/vjCV some new constraints become 
active at x.,, and hence generate New N where 1+1 ^ p 
new P = P + 1 
Set the new iteration number as i=i+l, and go to 
step 4. 
IfA.'-A^ - and A; <C A/y^ jno new constraints will be 
active at X.,, and hene N remains unaltered. 1+1 p 
Set the new value of i as i = i + 1, and go to 
step 3. 
4-6 CUTTING PLANE METHOD: 
The cutting plane method was originally given by 
Kelly (1960) for solving convex programming problem. In 
this method, the non-linear constraints (N.L.C.) are 
linearized by using Taylor's expansion and the feasible 
region is approximated by a region binded by hyperplanes. 
This approximated feasible region contains the whole original 
feasible region, the objective function can also be 
transformed in to a linear function. The resulting LPP is 
then solved by simplex algorithm. If the solution of the 
LPP is not sufficiently accurate, we relinearize the binding 
constraints about the current point, formulate a new 
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approximating LPP, and solve it using the simplex method we 
repeat this procedure until a sufficiently accurate solution 
is found. The objective function has to be linear in order 
to apply the cutting plane method. An optimization problem 
with a non-linear objective function can always be 
transformed in to a problem with linear objective function 
as follows: 
Let the given problem be: 
Find (x,, X2/ / X ) minimize f(x,, X2/....x ) 
Subject to the constraints g . (x,,X2#....,x ) £ 0,j=l,2,...,m 
(4.17) 
Assume that f(x,,x»,....,x ) is convex. Introduce ± z n 
a new variable, say x , , and transform this problem in to 
an equivalent form as: 
Find (x, /Xp, ,x ,) which minimize x -^j. 
Subject to the constraints-
^i^^l'^2'•* *''^n+1^ - °' 3=^''••''^ 
(4.18) 
"^'^  f(^l'^2 ^n+1^ -''n+l ^ ° 
Thus without loss of generality we can assume that 
the given problem has a linear objective function i.e. we 
have to minimize f(x) = C'X 
(4.19) 
Subject to g (x) £ 0, j=l,..,m. 
J 
D/ 
ALGORITHM: 
The stepwise algorithm of the Kelly's cutting 
plane method is as follows:-
Step 1: Start with an initial point x, and set the 
iteration number as i=l, the point x, which may be 
infeasible also. 
Step 2; Linearize the constraint g^(x) about the point x. 
fj(x) = gj(x^) +^'g^ as g.( . v . (x^)(x-x^), j=l, ,m 
(4.20) 
Step 3;Formulate the approximating linear programming 
problem as Minimize C'X 
Subject to g-(x^) +vg•(x^)(x-x.)£ o, j=l...,m 
(4.21) 
Step 4; Solve the approximating LP problem (4.21) to 
obtain the solution vector x..,. 
1+1 
Step 5; Find 9A^^i+i^' j=l / 2, . . . . ,m. If 9^ (Xj^ +i) <.€ f or 
j=l,2,....,m. (Wheregis a pre-assigned tolrance 
limit) x.,, = X . and stop. 1+1 opt ^ 
If g.(x.,,) >€for some values of j, find the most 
violated constraint at x-.i* Let it be k constraint, 
linearize 9ir(^ ) about x. , as 
yj^ (x) = g]^ (^ i+i ) + Vgj^(Xi+l ^ ^ "^  " ""i+l^  - ° (4.22) 
and add this as the (m+1) constraint to the previous LP 
problem. 
Step 6; Set the new iteration number as i=i+l, and go to 
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Notes: 
(1) It can be seen that the linearized constraints which 
are hyperplanes cutoff a portion of the existing 
feasible region that is why this method is known as 
cutting plane method. 
(2) The linear programming problem stated in equation 
(4.21) may, sometimes, have an unbounded solution. 
This can be avoided by formulating the first 
approximating L.P. problem by considering only the 
following constraints: 
1. £ X. £ u., i=l,2,....,n (4.23) 
Where u. and 1. are upper and lower bounds on x. 
respectively. The values of 1. and u. have to be chosen such 
that the optimal solution to the original problem. Stated in 
equation (4.19) will not fall out side the range given by 
(4.23) . 
The cutting plane method has several advantages as 
listed below: 
(1) It is an efficient method for solving Convex 
programming problems, involving function not very far 
from linearity. 
(2) Simplex or dual simplex algorithm can be used to 
solve the resulting approximate L.P. problem at each 
iteration. 
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(3) This method can be easily extended to solve integer 
programming problem. 
In spite of the above advantages, the method has the 
following two disadvantages: 
(a) The method is applicable only for Convex 
programming problems. 
(b) The solution provided by this method at each 
iteration including the optimal solution, voilates the 
constraints slightly, so that, a suitable tolrance is 
necessary which causes in accuracy in the optimal solution. 
4.7 DEFINITION AND MODEL OF QUADRATIC PROGRAMMING: 
The general quadratic programming problem is a 
non-linear programming problem in which the constraints are 
linear and the objective function is the sum of a linear and 
quadratic form. 
Mathematically the problem is: 
Maximize (or minimize) f (x)=£'x+2i'Dx 
Subject to Ax=b I (4.24) 
X > 0 
Where x~(^l'^2'*'''^n^ 
£=(c,,C2/••.,c^) 
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each element of c is called cost coefficient. A is 
•f* H 
an m X n matrix whose i, j element is a. ., i=l,....,m; 
j=l,...,n; m<n. b=(b, , . . . . ,b ) . b . >_0 . The modifications 
are required to handle b. of any sign. The assumption of all 
b.>^ 0 ensures that the model has the feasible solution and 
trivializes the task of finding such solution. D is a 
symmetric matrix of order n whose i, j element is 
d. . ,i=l, . . . . ,m; j=l,....,n. the elements of A,b and £ are 
(known) arbitrary constants. 
We can always assume that D is a symmetric matrix. 
For, if D is not symmetric, we can uniquely define new 
coefficients e. .=e..=(d. .+d..)/2, all i,j, where d..+d.. 
ID Di ID Di ID Di IS 
the coefficient of x., x. in x'Dx, so that, e. .+e . . =d. .+d . . 
and E=((e..)) is symmetric. f(x) is a point in E' while x is 
a point in E , the n-dimentional Euclidian Space. 
An important class of Convex programs is that of the 
Convex quadratic programs in which the objective function is 
quadratic and Convex and the Constraints are linear. The 
objective function may be a sum of a linear form and a Convex 
quadratic form and hence is also Convex. 
Quadratic programs can arise in Multivariate 
Statistics where one has to find the best least square fit 
to given data, when certain parameters are known a prior to 
satisfy linear inequality constraints. The various 
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procedures for solving the Convex quadratic programming 
problems have been surveyed by Boot (1864), Kunzi, Krelle and 
Oettli (1966), Beale (1967). The most commonly used of these 
procedures are those by Beale (1959) and Wolfe (1959). The 
Beals method is the geometrically most illustrative one. It 
reduces to the ordinary simplex method when the objective 
function is linear the method of Wolfe is distinguished by 
the fact that it works extensively with the simplex method 
for solving the various linear programs. The Wolfe's pro-
cedure for solving a Q.P.P. is based on the following result 
derived from Kuhn-Tucker conditions. 
Result: 
The Q.P. problem (4.24) will have an optimal solution 
X iff 3 a vector X (unrestricted) and V >^  ^ such that-
2Dx -A'A +V = -c (4.25a) 
x*v* = 0 (4.25b) 
Ax* = b (4.25c) 
¥ * 
Where }\ ,v are m and n component vectors 
respectively, and D is assumed to be negative sami-definite. 
4.8 WOLFE'S METHOD: 
In (1959) P. Wolfe developed the following method for 
obtaining a basic solution and thus an optimal solution to 
Q.P.P. (4.24). The great advantage of this method is, that 
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it uses the simplex method of L.P. problem. 
First a basic solution to A}{=b is obtained in usual 
way and the set of equations 4.25(a) i .e. 2Dx-A'^+v=-£ is then 
augmented by adding an n-component artificial vector u, u = 
(u, u . u ) > 0 
1 3 n -
y) 
then Z = - y u. is maximum, while the condition 
}{' V = 0 is maintained, this could be done by restricting the 
basis entry in simplex iteration by the following rule. "If 
X. > 0, i.e. X. is in the basis, V. can not be allowed to 
: 3 3 
enter into the basis and vise versa". 
This method can be discribed into two phases. 
Phase I:Let X„ be a basic feasible solution to A x = b. 
Let B be the basic matrix and D_ be the matrix 
containing columns of coresponding to the column of A 
in B, adding n = (u-, .... u u ) >^  0 as an 
artificial vector to 4.25(a) we get-
A X = b a"" 
~ ^ 4.26 
2 D x - A ' A + V + Eu = -C t 
Where E is a diagonal matrix whose diagonal elements are-
+1 if -(C. + 2d^' XR ) > 0 3 -B ^ -
e.. =i 
^-1 otherwise 
'1 
J 4.27 
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j ' ^u 
Where d is the j row of D„, 
-B B 
A basic feasible solution to (4.26) is then given by 
(Xg, u) >. 0 (4.28^ 
Phase II: Using basic feasible solution, given in (4.28) as 
the starting solution for the simplex algorithm, we 
can now solve the L.P. problem. 
Max Z = - Z_ u . 
Subject to AJC = b 
and 2 D x - A ' A + v + E u = -£ 
x>_0,v^>_0,u>_0,^ is unrestricted. 
As /. IS unrestricted we can write /\ = A - ^ where 
;^''^>^  0 and A >. 0' 
with this modification we have to 
solve the L.P.P. 
Max Z =/-/. u. 
subject to 
2 D x - A ' A + A ' A + v + E u = - c C'^ -29 3 
(X, /f-^ , ^p-^v, u) >: 0 
If the maximum value of Z is zero, this means that u 
= 0. Hence the optimal solution to L.P. problem (4.29) will 
give a basic feasible solution and hence an optimal solution 
to Q.P. problem (4.24). While solving L.P. problem (4.29) 
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The condition x' v = 0 is maintained by using the rule of the 
restricted basis entry stated above. 
4.9 BEALE'S METHOD:(for Q.P.P.) 
In (1950) E.M.L. Beale developed a method to solve 
the Q.P. problem (4.24) with Convex objective function. This 
method is an extension of simplex method of L.P. For 
developing the procedure, the absence of degeneration is 
assumed. 
Beale's method can be described as below: 
Let X-, denote the basic feasible solution to Q.P.P. 
(4.24) and B denote the corresponding basis matrix. 
We can write Ax = b, as 
(B/R) \ = b 
Bx + Rx = b 
~B R 
=^ B~"^  Bx + B"-^  R X = B •'• b 
^^ -B -R -
X = B"-"- b - B"-"- R X 
-B - -R 
(Where R consist of those column of A which are not 
in B and x„ consist of non basic variable). 
X = d + (d, , d ) X (4.30) 
-B -0 -1 - n-m -R 
Expression (4.30) can be expanded as -
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or 
Bl 
Bi 
I 
I 
Bm 
^Bi Oi 
d. Z -3 
r^* d 
Y d. . 
^Rj 
'^ Rj 
^Rj '^=1' .,m..(4.31) 
Since the absence of degeneracy is assumed, dp. > 0, 
i = 1, ,mjand we can obtained the basic feasible solution 
to Q.P. problem (4.24) by setting x„ . = 0, j = l,....,n-m. 
RD 
We will now take x whose components are given by (4.31) as 
the starting basic feasible solution or as the first test 
point. 
Using (4,31) the basic variable can be eleminated 
from the objective function 'f i.e. 'f can be expressed as 
.•, n-m; 
Rl • "^  
a function of x^., j = 1, 
or f(x„i ... x„. ... ^R(n_jn\)~ Constant + Linear + Quadratic 
term form form 
(4.32) 
The optimality criterian based on (K-T) condition 
(which a re s u f f i c i e n t a l s o for Q.P.P. (4.24) ) i s 
If ^ f / 9 x „ . > 0, j = l , . . . , n - m , 
KJ — 
the corresponding point (Xg) will be optimum and the optimal 
66 
value of 'f will be equal to the constant term in (4.32). 
Suppose all 9f/9xj^. _^  0, let df/dx ^ < 0, then x enter 
into the basis. Making x„p basic means increasing its value 
from zero on ward, while making x basic we may have any of 
the three cases -
Case I; 
While increasing the value of x-p, any of the basic 
variable, say x_, , vanishes, so that it will leave the basis 
aq 
i.e. will become non-basic in place of x„p and the value of 
x__, is fixed, such that x„ = 0 . RP Bq 
Case II; 
While increasing x__, 3f/ dx_, which is negative 
increases and vanished, before x„ . In this case an 
Bq 
unrestricted (free) variable, u = ^ a f/ c?x„p is introduced 
as a non-basic variable and x^p is introduced in to the 
basis, while no variable will leave the basis. In this case 
the new basis will have (m+1) basic variables. The value of 
x„_, chosen such that u = 0. 
Kir 
Case III; 
x p can be made arbitrarily large without making any 
basic variable negative or 3 f/ <yx „ , positive, the solution 
in this case will be unbounded. 
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However if f(x) strictly convex, case III will never 
arise, the second test point obtained through case I and II, 
is then tested for optimality. Since the variable u is 
unrestricted if this test point has 'u' as a non-basic 
variable and is optimum then we should have of/ o> u = 0, for 
all the variables and at/ o^^^ >. 0, for any non-basic 
variables. If C7 f/c?u ^ 0, then obtained the next test 
point u is made positive. 
Additional Rule; 
Whenever possible the free variable is varied first, 
for determining the next test point. If o^f/cyu = 0, for 
all free variables only then x„. may be taken only once. 
******** 
CHAPTER - V 
DYNAMIC PR0GR2VMMING 
* * * 
* 
* 
* 
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5.1 INTRODUCTION: 
Dynamic Programming (D.P.) is a computational method 
for optimizing multi-stage (or sequential) decision process. 
In fact, the phrase "multi-stage decision process" can be 
associated with all stages (sequences). D.P. is an 
alternative to integer programming for some problems in 
combinatorial optimization. Its scope is much more 
restricted, but when it is applicable it is much more 
efficient than integer programming, and the reason for this 
is illuminating. 
Most applications of D.P. to deterministic problems 
can be expressed as problems of finding the shortest route 
through a net-work of directed arcs, whose length may be 
either positive, zero or even negative, since the lengths 
typically represent costs. 
The main unifying theory in D.P. is the Principle of 
optimality. It basically tells us how a properly de-composed 
problem can be solved in stages (rather than as one entity) 
through the use of recursive computations. An optimal policy 
(or set of decisions) has the property that what ever the 
intial stage and initial decision are, the remaining 
decisions must constitute an optimal policy with regard to 
the state resulting from first decision. 
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The powerful technique of dynamic programming was 
developed by Richard Bellman during the late 1940s and early 
1950s. The Backwards recursion is essentially a statement of 
Bellman's (1957) Principle of optimalitV/ and he also wrote 
the first book on the subject. Some others have done work on 
D.P., in addition to Bellman's Poineering text, are those of 
Howard (1960) (1966), Bellman and Dreyfus (1962), Hadley 
(1964) Dreyfus (1965), Nemhauser (1966), Simon (1967), 
Beckman (1968), White (1969), Bellman (1975) Dreyfus and Law 
(1977). 
Recently there are so many articles (or problems) 
dealing with both the theoritical aspects and the possible 
applications of Dynamic progamming given by the 
statisticians. Few of them are as follows: 
Faaland and Briggs (1984) wrote a paper on 
"logbucking and lumber manufacturing using D.P." Rosenblatt 
and Kaspi (1985) presented a paper on "A dynamic programming 
algorithm for joint replenishment under general order cost 
functions". The multi-item joint replenishment problem is 
generalized to allow ordering costs to be dependent on the 
specific items jointly supplied. A fixed cycle approach is 
examined in which all the items of a group are always jointly 
replenished. A dynamic programming algorithm is developed 
for partitioning the items into groups, each with its own 
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fixed cycle time, resulting in an optimal fixed cycle 
replenishment policy. 
Ozden (1987) published a paper on "A dynamic planning 
technique for continuous activities under multiple resource 
constraints". Queyranne (1987) gave a comment on "A dynamic 
programming algorithm for joint replenishment under general 
order cost function". 
5.2 COMPUTATIONAL TECHNIQUE IN D.P.: 
In most practical problems, an analytic solution to 
the recursive functional equation of D.P. is not possible. 
Therefore, it is advisable that the numerical methods of 
solving this equation be used. In this section, we shall 
discuss one such computational method. To illustrate this 
technique, we consider the problem of maximizing the return 
function. 
A/ 
r (>^1' N^^  = X i^ ^^ i^  
hi 
subject to ^^ X. £ b, 
X. >_ 0 (i=l,2, , N). 
Let each variable be a stage and define s to be the 
state at the stage n if 
m 
V X. < S 
Z_ 1 - n 
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Clearly, the state variable s satisfies the relation 
0 _< s £ b for all n = 1,2, ,N. 
The states s and s , at the stages n and n+1, 
respectively, are related by the equation-
s = s ,, - X . -
n n+1 n+1 
Let f (s ) be the maximal return for the n- stage 
n n ^ 
process when s is the state at the stage n. The recursive 
functional equation of D.P. then is -
max 
f„ (s^) = [r^ (x„ ) + f„ , (s„ - x„ )], n>2, 
n n n n n-± n n — 
0<x <s 
— n — n 
with f, s, = max r, (x,) 
0<xi _<S]^  
Recall that to find an optimal policy, we have to 
find the functions f,(x), f~(x), ,f^{x) for all x in 
the interval [0,b]. Since it is impossible to tabulate all 
the values of a function f (x) for all x in an interval, we 
n 
must use some interpolation scheme that permits us to 
recreate a general value from a few chosen values. 
To represent the entire set of values of fj,(s ) for 
0 < s < b, let us discretize the interval [0,b] by the 
— n — 
finite grid 
Sj^  = 0, zJ , 2-^, , m ^ = b. 
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Now the values of each of the functions f (s ), n = 
n n 
1,2, ....,N, are evaluated *and tabulated only at each of 
these grid points. The values of f (s ) for s , distinct 
•^  n n n 
from these gride points, can then be re-created by using a 
suitable interpolation formula. The type of interpolation to 
be used depends on the accuracy desired and on the time 
required to obtained this accuracy. If K A < x<(K+l)/4 , the 
simplest approximation to the value of f (x) is then obtained 
by setting 
f^(x) = f„(K^ ). 
n n 
The next simplest approximation is obtained by the 
linear interpolation formula. 
^n ^""^ " ^n ^^^ ) + (x - K^ ) [f^ {{K+1)A ) - f^ {KA)]/A • 
More accurate higher order interpolation formulas 
may be employed if desired. 
Thus, the computational procedure for finding an 
optimal policy is as follows. To compute f,(s,). 
We use 
f-, (s-j^ ) = max ^1^"^!^ • 
0_<x, _<s. 
For a given s, = KA , the maximization of ^i(x,) 
over [0, KA ] can be performed by using a suitable 
one-dimentional search technique. The set of values 
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{f,{KA )) , K=0,1, ,m, thus obtained is stored (or 
tabulated) along with the corresponding maximizing x, values 
(xj^(K^ )} , K=0,1, , m. 
We now compute f^(Sp) from the equation-
f^ (s^ ) = max [r^ (x^ ) + f^ (s^ -x^)], 
OI-X2 <S2 
Where s- assumes the values 0,A ,2D , ,mA . Thus, 
for 0 £ K _< m, we compute f^iKA ) from -
f^ (KZI ) = max f^2^^2^ + f ^(KZl -x^) ] , 
Ofx-IKJ 
Where, again, the maximization over the interval [0,K^ ] can 
be performed by a one-dimentional search technique using the 
interpolated value of f-. (KZI - X ^ ) , if it is not one of the 
stored values f-,(0), f,(J), f-,(mZl). When the functions 
involved have discontinueties, the use of interpolation 
should be avoided since in such instances highly in-accurate 
results may be produced. If interpolation is to be avoided, 
it is then advisable to discretize the interval [0,K/1] by the 
grid points 0,A t^/i , ,¥.A and compute f-^^^ ) from 
the approximating relation. 
fj (KZI ) = max [r2(x2) + f-(^ (KZl -X2) ] . 
X2£ {0,z1 , . . .K } 
The maximization over the set {0, ^^ , Y.A ) can 
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then be easily performed by a successive comparison of the 
values. That is, we first evaluate r2(0) + f,(KZl) and ^jC^) 
+ f-,((K-l)^ ) and retain the maximum of these two values. 
The value r2(2A) + f,(K-2)-^) is then computed and compared 
with the previous larger value, and the larger of these is 
retained. This process is continued until all the (K+1) 
values of r2(x_) + f . . _ ) corresponding to x^= Q,A,.. 
. . . . , K A have been compared for the maximum. This process 
yields fj^^^ )• It also yields the value (s) of x„ at which 
the maximum f^CK^ ) is obtained. This maximizing value of 
Xji denoted by X2(K/4 ), is also recorded. Following this 
procedure, x-Cs-) and f-(s2) are stored for each s^ belonging 
to the set {0,A ,2A , , mA\. 
The foregoing process can be continued in the manner 
described to obtain the following table 5.1 for the N-stage 
process. 
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TABLE 5.1 
OPTIMAL POLICY FOR N-STAGE PROCESS 
fj^ (s) x^(s) ^2^^^ X2(s)...f (s) X (s) 
0 f (0) X (0) f^(0) x^(0)...f (0) X (0) 
1 1 2 2 N N 
A t^{^) x^(^) t^{^) X2(4)...fjj(^) x^(/3) 
2l f,(2^) x,(2^) tA2A) x_(2^)..f (2^) x..(2^) 
1 1 2 2 , N N 
' J • ' ' 
, ; ' ' / 
m a f^(m^3) Xj^(m<d) f2(m^) X2 (m^l) . . f ^ d^tiid) x^ d^n-'i) 
From the Table (5.1) we can find the optimal policy 
(i.e., a set of x. 's that yields the maximum return). And we 
* * 
also find the maximizing value x of x ,, as x , = 
^ N-1 N-1 N-1 
* 
x--_, (s^ - x „ ) . Continuing in this manner, we can find the 
* * * • * 
optimizing values x.., x„_-, , x»,_2, •••, x-, x, in that order. 
5.3 DYNAMIC PROGRAMMING MODEL: 
The method of constructing D.P. model, always refers to 
the network model. The two formulations and their 
accompanying computations are basically equivalent. The 
recursive computations mean: the computations at the current 
stage utilize a summary information of the cumulative optimal 
76 
revenues (distances) of all the stages previously considered. 
Indeed, all future decisions are selected optimally without 
recourse to information regarding previous decisions. This 
special property constitutes the principle of optimality> 
which is the basis for the validity of Dynamic programming 
computations. 
The most important concept in the construction of the 
network model is the way x. is defined so that infeasible 
proposals (arcs) are automatically discarded. The exact 
concept is used equivalentally in the D.P. formulation and is 
refered to as the state of the system. 
5.4 SHORTEST ROUTE PROBLEM: 
The art of Dynamic programming is essencially one of 
formulating a problem as a shortest-route problem. The 
network is defined as a set of directed arcs. It has a 
start node P. an end node P. and a generalized length or cost 
C. ., which may be positive, or zero or even negative. We 
want to find the shortest route, and its total generalized 
length (cost) from some origin node P. to some finishing node 
P„. Let f., N be the minimal cost from P. to P^. We write -
f(i) = f^, N 
Suppose that we are at the point P. and our initial 
decision is d(P.) = P., i.e. move to P.. The cost associated 
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with this initial decision is C... Further, the cost 
^ J 
associated with an optimal policy (path) from P. to Pj^  is 
f(j). Applying the principle of optimality, the functional 
equation is -
f(i) = min [C. . + f(j)] (A) 
J -^ 
Where f(N) = 0 (B) 
A direct method to solve equation (A) is to begin with 
f(N) - 0, then compute f(N-l), then f(N-2), , and, 
ultimately, f(l). Since in this computations, we are moving 
backward through the equation (A) may be 
termed a backward functional equation. This direct approach 
is not efficient computationally if the given set of points 
form a directed set, i.e., if the movement is from P, to P^' 
,P^; from P2, to P^, , P^ ;^ from P^ to P^, ,P^; 
and so on. 
5.5 EXAMPLE (NETWORK PROBLEM): 
Consider the network of 14 cities denoted by P, , Pj^ 
...., P-14/ as depicted in Fig. 5.1. Here, the possible 
approaches from one city to another are shown by the arrows, 
the number written on a link denoting the distance between 
the two cities joined by the link. Find a path of minimal 
distance from P, to P, . . ^t"""' 'T'^"'"': • 
f 
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f;cf^) 
P.&) 1 
Solution: 
(Fig. 5.1) 
There are 6 stages in this problem. At stage 1, there 
is only one state, namely, the starting city P,. At stage 2, 
the system can be at any one of the three states, namely Pj/ 
P^ & P.; at stage 3, there are three states, namely Pj., P^ 
and P^; and so on. With each city P., we associate the 
number f(j) denoting the minimum distance between P. and Pi/-
Clearly, f(14)=0. Working backwards, we can easily obtain 
the values f(j), associated with the cities P., as shown in 
above fig. Thus, the minimal distance between P, and P, . is 
19. The path of minimal distance can be found by moving 
forward in the network, starting from P-, , and it is given by 
P^_>P^P^. 
'^9^*'^lT^^14' 
79 
5.6 SOLUTION OF LINEAR PROGRAMS BY DYNAMIC PROGRAMMING: 
The general linear programming problem, 
Y) 
Maximize f(x, , x^/ x ) = ^ C. x. 
1 2 n 3 3 
Subject to "S" a.. x. £ b., i=l,2, .. 
X . >^  0, j=l,2, . . . . ,n. 
m 
D 
Can be formulated as dynamic programming problem, 
(model). Each activity j (j=l,2, n) may be regarded as a 
stage. The level of activity x. (>^ 0) represents the 
alternatives at stage j, since x. is continuous, each stage 
possesses an infinite number of alternatives with-in the 
feasible space, for reasons to be stated below, it is assumed 
that all a^. >_ 0. 
Let (B, ., B^ ., B .) be the states of the system at 
Ij 23' mj -^  
the stage j, that is, the amounts of resources 1,2, m, 
allocated to stage j, j+1, , n. 
Using the backward recursive approach, we let f. (B, ., 
B-., ,B .) be the optimum value of the objective 
2] mj "^  
function for stages (activities) j, j + 1, / n, given the 
states B, ., ,B .. Thus -
ID mj 
f (B, ,B_ , B ) = max {C X } 
n In' 2n' mn ^^^ ^ <B n n' 
— m n — m 
i=l,2, m. 
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f.(B,. ,B„. ,....B .) = max {c .X .+f . ,T (B, .-a, .x . , 
J Ij ' 23 ' ^3 ^ J 3 D+1 ID ID D 
0<a. .X . <B. . 
- ID D - ID 
i—1 / .... fin 
,B . -a . X. )} 
Where 0<B. . <b. for all i and j, j=l,2,....,n-l 
Consider the following linear programming problem: 
maximize f= 2x, +5x2 
Subject to 2x2^  +X2 <. 430 
2x < 460 
2 -
x ,x > 0 
1 2 
There are two resoures, so the states of equivalent 
dynamic programming model are described by two variables 
only. Let (V., W.) described the states at stage j(j=l,2). 
Thus, ^2 ^ ^2 '"2 ^ ~ "^ ^^  ^^^2 ^  
0_<X2<.V2 
0<2x <w 
- 2 - 2 
* 
Since x = min (v ,w /2) and f (x /v ,w ) 
^ id £a £» £a £a £t 
=5x_ , t h e n 
^2 ^^2 ' " 2 ^ ~ '"^^ ^2 ^^2 ^^2 ' ^2 ^ =5min(v2/W2/2) 
^2 
* 
and X = min (v ,w / 2 ) 
2 2 2 
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Now fi(v, ,w^ ) = max {2x^ +5 min (v.-2x^,w. /2)} 
0 <^  2x^<y^ 
Since this is the last stage, v, = 430, w, = 460 
Thus x^ _< v^/2 = 430/2 = 215 
and f^(x^/v^ ,v^) = f^(x^/430, 460) 
= 2x,+5 min (430-2x,,460/2) 
= 2x + 
1 
5(230), 0£x^ £100 
5(430-2x ), 100<x <215 
1 - 1-
r2x +1150, 0<x <100 
1 - 1 -
-8x +2150, 100< X <215 
1 - 1-
Hence for the given ranges of Xj 
= 2(100) + 1150 = -8(100)2150 = 1350 
* 
Which is achieved at x^  = 100 
* 
To obtain x^ , notice that 
v^ = V -2x, =430-200 =230 
2 1 1 
W2 = W--0 =460 
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* 
Hence, x^ = min (V2 , ^2/2) 
= min (230, 460/2) = 230 
Thus the optimal solution is Z= 1350 
X = 100, X =230 
1 2 
***** 
CHAPTER - VI 
GOAL PROGRAMMING 
*** 
* 
* 
* 
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6.1 INTRODUCTION: 
The goal programming methodology was first proposed by 
Charnes and Cooper (1961). Soon, other texts by Ijiri 
(1965), Lee (1972), (1979), Ignizio (1976), and 
Schniederjans (1984) followed. 
Goal programming is the first multiple objective 
technique that has found a relatively wide acceptance for 
applications in the context of both industrial and public 
decision-making problems. The linear goal programming 
problem seeks the attainment of more than one goal, each 
expressed in the form of a goal constraint and combined under 
one signle objective function that attempts to minimize 
deviations from the established goals. Ordinary linear 
progamming seeks an optimal (best) outcome for a single 
objective, such as maximizing profit or minimizing cost. 
Goal programming on the other hand, attempts to achieve a 
satisfactory level in the attainment of multiple, often 
conflicting, objectives (goals). Thus, goal programming, 
like the other multiple objective techniques, is a means not 
for optimizing but for satisficing. With this property in 
mind, we shall use the term optimal solution, while we 
actually mean the best satisficing solution for a given goal 
programming problem. 
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In goal programming, all the objectives are assigned 
target levels for achievement and a relative priority on 
achieving these levels. Goal programming treats these 
targets as goals to aspire for and not as absolute 
constraints. It then attempts to find an optimal solution 
that comes as "close as possible" to the targets in the order 
of specified priorities. There are two types of constraints 
i.e. "real constraints" and "goal constraints" (or "goals") 
that are used in goal programming model. The real 
constraints are absolute restrictions on the decision 
variables, while the goals are conditions one would like to 
achieve but are not mandatory. 
Recently Kim M. Tingly and Judith S. Liebman (1984) 
published a paper on "A goal programming example in public 
health resource allocation". A model developed to aid a 
state - level resource allocation process in the U.S. 
Department of Agiculture special suppliment Food program 
for Women, Infant, and Children (WIC) is presented. This 
model is formulated as a linear integer goal program, 
utilizing service levels for six categories of WIC 
participants as goals. Some important applications of goal 
programming approach are cited below. 
Wayne J. Davis and Daid T. Whitford (1985) gave "A note 
on the optimalilty of the modified generalized goal 
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decomposition model". This note demonstrates that Freeland's 
(1976) modification of Ruefli's (1971) generalized goal 
decomposition model can generate nonoptimal solutions and 
shows how these difficulties can be corrected. In several 
papers on multi-level planning, it has suggested that 
extending the hierarchical levels of the models from two to 
three or more levels is a straight forward process. This 
paper shows that this assertion is generally not true. The 
note points out that in Freeland's (1976) three-level model, 
the intractions between the two lowest levels of the 
hierarchy must be strictly controlled before information is 
passed to the highest level of the organization. 
Bernard W. Taylor, III, Laurence J. Moore, Edward R. Clayton, 
K. Roscoe Davis and Terry R. Rakes (1985) wrote a paper on 
"An integer non linear goal programming model for the 
deployment of state high way patrol units". Ramesh Sharda 
and Kathryn D. Musser (1986) wrote a paper on "Financial 
futures hedging via goal programming". 
A. Charnes, W.W. Cooper and T. Sueyoshi, (1988) have 
applied the goal programming approach to the Bell System 
Breakup. 
David, S. Evans and James, J. Heckman (1988) wrote a 
paper on "Natural Monopoly and the Bell System: Response to 
Charnes, Cooper and Sueyoshi". 
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Subject to y- a. J. Xj^ + d. -d^ =b^ , i=l,...,ni. 
6.2 MATHEMATICAL FORMULATION OF GOAL PROGRAMMING MODEL: 
The goal programming model can be formulated as follows-
Min Z = E Z PR ^^ i ^  i^^  
^ I. . .  T
ID 3 1 1 
x^ , djL ,d^ 2. 0,(i=l,...m) and 
( j=l, — ,n) 
Where P, is the preemptive priority factor (also called 
priority weight or priority level) for the K goal 
+ 
(K=l,...q), d., d. represent the negative and positive de-
viations from the goal level b. , thus, they are called 
deviational variables, and a. . is the technological 
coefficient of the decision variable x . related to goal level 
b. . 
1 
The goal programming model and the general principle of 
its solution differ from ordinary linear programming as in 
the following: 
(1) Operational goals are established by the management and 
ranked ordinally using preerptive priority factors P, >> 
P, , (P. is much laarger than Pi^ .i ) i.e. a goal with a 
priority weight P, always takes priority over the goal 
with a priority weight Pi^ .-i/ and k=l,....q. 
+ 
(2) Deviational variables d., d. are assigned to each 
constraint imposed by a goal level b. , thus converting 
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the restriction into an equality. Note that by 
+ 
definition d. and d. are mutually exclusive events, 
sothat, in the solution at least one of them must be 
reduced to zero. 
(3) The objective function Z combines the unattained 
portions of each goal (i.e., negative or positive 
deviations from each pre-established goal level) and 
attempts to minimize the total of the unattained portion 
of the goals. 
(4) Because the goals are assigned preeitptive priorities, the 
solution process attempts to minimize the unattained 
portion of the first goal to the fullest possible extent 
before it considers the second goal. 
(5) Due to the variety of dimensions in which the goals are 
valued, the objective function itself is a 
multidimensional function. 
One of the important properties of goal programming is 
to enable management to use operational goals with preemptive 
priority weights in a linear programming model. In addition 
to this, goal programming allows management to assign 
weighting factors to the deviational variables of each goal. 
These weighting factors represent positive numerical weights 
assigned to the minimization of the respective deviational 
variables. The larger these weights are, the higher 
88 
Management's desire to minimize the corresponding deviational 
variables. With this new refinement, the model of goal 
programming can be modified as follows: 
^ ^ - . + + 
Minimize Z = ^ . 2. ^K ^"ik ^i "'^ ik ^i ^ 
^ ^'^^ + -
Subject to: / a.. x. -d. + d. =b. , i=l,...,m 
^ " ' . . 
X. ,d. ,d. >0 
3 X 1 -
+ 
Where P, , d., d. as defined earlxer and w., are positive 
k 1 1 ik '^  
numerical (differential) weights assigned to the deviational 
variables of goal constraint i at a given priority level k. 
+ 
Since the weighting factors w.^ ,^ w^ ^^  are numerical 
values, their handling in the simplex calculations does not 
introduce a problem. 
6.3 GRAPHICAL METHOD OF GOAL PROGRAMMING: 
The graphical method of goal programming is used when 
the problem is of only two decision variables. For most 
complex real-world problems, the graphical method is never 
used. Instead, the simplex or computer - based technique is 
employed. However the graphical method provides a conceptual 
frame work for understanding the solution process of goal 
programming problem. 
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6.4 STEPS OF THE MODIFIED SIMPLEX METHOD OF GOAL 
PROGRAMMING: 
STEP - 1: (Set up the initial tableau from the goal programm-
ing model) 
We assume that the initial solution is at the origin. 
Therefore, all the negative deviational variables in the 
model constraints should inter the solution base initially. 
List the R.H.S. values and coefficient of all variables in 
the main body of the tableau. Also list the preemptive 
priority factors and differential weights to the appropriate 
variables by examine the objective function. In the simplex 
criterion (Z. - C.). List priority levels in the 
v) Column, from the lowest at the top to the highest at 
the bottom. Z. values must be calculated and recorded in the 
R.H.S. column. The last step is to calculate Z. - C. values 
for each column. Starting from the first decision variable 
to the last positive deviational variable. 
STEP -II: (Determining the new entering variable) 
This step is identical to the identification of the key 
column. First we find the highest priority level that has 
not been completely attained by examining the Z. values in 
the R.H.S. column. When the priority level is determined, we 
proceed to identify the variable column that has the largest 
positive Z. - C. value. The variable in that column will 
3 3 
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enter the solution base in the next iteration. If there is 
tie between the largest positive values in Z . - C. at the 
highest priority level, check the next lower priority levels 
and select the column that has a greater value at the lower 
priority level. If the tie can not be broken, choose one on 
an arbitrary basis. The other column will be chosen in 
subsquent iteration. 
STEP - III: (Determine the existing variable from the 
solution base) 
This process is identical to find the key row. 
Calculate the value of the R.H.S. devided by the coefficient 
in the key column. Select the row that has the minimum 
non-negative value. The variable in that row will be 
replaced by the variable in the key column in the next 
iteration. If there exist a tie when RHS values are devided 
by coefficients. Find the row that has the variable with 
the higher priority factor. This procedure is enables the 
attainment of higher - order goals first, and thereby reduces 
the number of iterations. 
STEP - IV: (Determine the new solution) 
First find the new RHS and coefficients of the key row 
by deviding old values by the pivot element: i.e. the element 
at the intersection of the key row and the key column. Then 
find the new values for all other rows by using the 
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calculation procedure of [old value - (intersectional element 
of that row x new values in the key row in the same column)]. 
Now complete the table by finding Z . and Z . - C. values for 
the priority rows. 
STEP - V: (Determine whether the solution is optimal) 
First analyse the goal attainment level of each goal by 
checking the Z . value for each priority row. If the Z . 
values are all zero, this is the optimal solution. And if 
there exist a positive value at Z . , examine the Z . - C. 
D D D 
coefficients for that row. If there are positive Z . - C . 
^ 3 3 
values in the row, determine vAiether negative Z. - C. values 
at a higher priority level in the same column. If there are 
negative Z . - C. values at a higher priority level for the 
positive Z. - C. values in the row of interest, the solution 
is optimum. Finally, if there exists a positive Z. - C. 
value at a certain priority level and there is no negative Z. - C. value 
at a higher priority level in the same coltimn. This is not the optimum so-
lution. Therefore, return to step II and continue. 
6.5 UNUSUAL CASES IN THE SOLUTION OF LINEAR GOAL PROGRAMMING 
PROBLEMS: 
Just as in the simplex solution of ordinary LPP, some 
unusual cases will occur in the solution of goal programming 
problems. Such cases will be reviewed briefly here. 
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(1) Termination of the solution when Z. - C. is still 
positive: 
In an iteration tableau, if all Z. - C. coefficients 
are zero or negative, the optimal solution has been reached. 
However, the existance of a positive Z. - C. coefficient in 
an iteration tableau does not necessarily mean that the 
solution is not optimal. For an optimality decision, 
determine whether any negative Z . - C. value exists at a 
higher priority level in the same column, where the positive 
Z. - C. value appears. If this is the case, the optimal has 
been reached; if not, continue with the solution. 
(2) Tie for Entering Variable: 
If in any iteration two or more column have exactly the 
same positive Z . - C. value at the highest unattained goal 
level, a tie occurs in the selection of the entering 
variable. In this case we can break the tie by selecting one 
of the variable arbitrarily. 
(3) Tie for leaving variable: 
If in any iteration the minimum non-negative values of 
two or more b./a. . ratios for the a. . elements of the key 
1 13 13 
column are identical, we make either an arbitrary selection 
or select the variable with the higher priority factor as the 
leaving variable. The later approach will reduce the number 
of iterations. 
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(4) Infeaslble Initial Basis: 
As in the initial table of a goal programming problem 
only negative deviational variables, d. ' s with positive sign 
to the left, must apear in the initial basis. Thus, if a 
goal constraint is given in the form of 
+ 
Z a.. X. -d. =b. ID D X 1 
d 
Thus the correspoding initial solution will be 
infeasibl. This problem can be resolved by adding d. an 
artificial veriable to the above constraint such that it 
becomes-
+ 
'S' a-• X. -d. +d. = b. 
Now in the objective function portion of this goal 
constraint, an artificial priority factor PQ (PQ >> P,) must 
be assigned to the artificial variable d. , so that d. can be 
driven to zero in the optimal solution. 
(5) Unbounded solutions: 
In goal programming, each objective (goal) is bound by a 
finite R.H.S. value. Thus, a positive or negative deviation 
from this value must also have a finite value. If the 
deviation from the goal is higher or lower than the 
management can accept as satisfying, then the solution is not 
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implemented. Thus, in linear goal programming the concept of 
unbounded solution, as it is known in ordinary linear 
programming does not exist. 
(6) Alternative optimal solutions: 
A goal programming problem may have alternative sets of 
decision variables or deviational variables that result in 
the same optimal solution. The condition under which 
alternative optimal can occur and such a case can be detected 
in the optimal tableau have been described in detail by 
Ignizio (1976) and Shniederjans (1984). 
(7) Infeasible solution: 
The problem of .infeasibility, as it exists in ordinary 
linear programming, does not apply to linear goal 
programming, for which positive or negative deviation from a 
goal is acceptable. However, if a goal needs to be attained 
exactly at the level required by management and at the end of 
the solution process the artificial deviational variable 
remains in the optimal tableau, the solution is infeasible 
and can not be implemented. 
6.6. DEGENERACY: 
If two or more key rows (i.e. the value of the R.H.S. 
devided by the coefficients in the key column) have identical 
minimum non-negative values then this situation raises the 
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problem of degeneracy. The resolution of degeneracy should 
be decided by determining which row has the variable with the 
higher priority factor. By selecting the variables with the 
higher priority factor as the existing variable, the solution 
process can be shortened, as the higher priority goals will 
be attained faster. 
******* 
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