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abstract
Inthispaperweproposeanewalgorithmtosolvethestronglycorre-
latedkhapsackproblem.Ourproposedalgorithmalsoexploitsthe
equivalencybetweenthestronglycorrelatedknapsackproblemandthe
subset-sumproblemwithanadditionalconstraintassameastwospecialized
algorithmshithertoproposeddoso,whereasitismuchsimpleandpretty
good.
K砂 ωoノゐ:knapsackproblem;subset-sumproblem;branch-and-bound
11ntroduction
IntheclassibalO-1knapsackproblem,〃itemsaregivenandeachhasits
profit勿andweight吻.Ouraimistomaximizeprofitsumbyfillinga
knapsackwiththegivenitems,however,weightlimitoisalsogiventothe
knapsack.TheStronglyCorrelatedO一ヱKnaψsackProble〃z(SCKP)isaspe-
cialcaseoftheO-1knapsackproblemwithanadditionalconstraintthat
勿=吻+kfbranyブ.Herewefbrmulatetheproblemasfollows:
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maXlmlze
subjectto
Σ@ゴ+k)X」・(k>o)
㌃1
ΣW」Xゴ≦c
ノ=1
X」・∈{0,1},ブ=1,2,_,〃,
(1)
whereallweights吻andcapacitycarep6sitiveintegers,andfixed-chargek
isapositiveconstant.Withoutlossofgeneralitywemayassumethat吻≦c
foranyブandΣ ゴwゴ>c.
IthasbeensaidthatSCKPishardtosolveduetohavingarathernar.
rowspanoftheprofit-to-weightratios(窃/吻)asmentionedinBalas&Zemel
[1】.AspecializedalgorithmwashoweverproposedbyPandit&Kumar[5],
namedLsscoR.Itoutperformstheone,namedMT2,proposedbyMartello&
Toth[4】tosolvetheO-1knapsackproblem.Recently,Pisinger[6]proposed
anotherspecializedalgorithm,namedscKNAp,whichoutperf6rmsLsscoRfor
alltypesofdatainstancesprovidedinthepaper.
且ereisaremarkthattheobjectivefunctionoftheproblem(1)canbe
reducedton
Σ ωゴ紛・+βん,ノ=1
whereβindicatesthenumberoftakenitems.Bythis,theproblem(1)is
equivalenttothefbllowingsubset-sumproblemwithanadditionalconstraint
(see[6】).Ourproposedalgorithmtakesadvantageoftheequivalency,that
is,solvestheproblemnot(1)but(2).
maxlmlze
subjectto
ガ
Σ"ゴ 妨・+β ん
㌃1
Σwゴ,Z」:s;c
㌃1
Σ 紛・=β ≦UB
ノ=1
zr」∈{0,1},ブ=1,2,_,%,
(2)
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whereUB:=maxゴ{Σ撃_、n_i+1zoゴ≦三〇}undertheassumptionthat勘≧ ω2≧… ≧ωπ.
Itindicatesupperboundastothenumberofitemswecantake.Inother
wordsifwetakemorethanUBitems,thenitalwaysturnsoutaninfeasible
solution.
Theremainderofthispaperisorganizedasf6110ws.InSection2we
illustrateourproposedalgorithm.Section3providesabriefexampleof
SCKPandshowshowourproposedalgorithmsolvesit.Computationalex-
perimentsarepresentedinSection4.InSection5wealsomentiontheIn-
verseSCKP.Thelastsectionisdevotedtoconclusion.
2Proposedalgorithm
InthissectionwepresentanewalgorithmtosolveSCKP,whichwecall
xsc-algorithmorxscfbrshort.Befbredescribingthedetailsofit,weintro-
ducesomedefinitions:Let2V:={1,2,_,〃}andletlbeasubsetofthesetハ乙
Then,theca士dinalityof/andsumof吻f6rallブ∈ ノwillbecalledthelength
andweightofJrespectively.Sometimeswecallasubsetofハ1solutioη.
OurapproachtosolveSC]KPisbasedonclassicaldepth一且rsttree
search.Tobeginwithwesortallweightsindescendingordersuchthat
wl;;)w2≧… ≧wn.Next,wefindtheupperboundUBasmentionedpre-
viously.Hereweemphasizethatみ:二{%,n-1,...,〃-UB十1}isafeasible
solutionandidenticaltotheoneobtainedbygreedyalgorithm,becausethe
itemofminimalweighti.e.item〃ismostefficientas
舞 一・+洗≦・+諺.、一畿(・ ≦ブ<%)・
Thenweuse五asaninitialincumbentsolution.Thealgorithmicsketchof
xscisasf6110ws,wherevindicatestheweightof五andeachelementof
array珂i】holdsweightsumoffirstiitem(s)asF田=Σ1-1〃ゴ(1≦i<U8).
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Itisclearinthefollowingsketchthatitem%isplacedatthetopnodein.bin-
arytree,sowefirstattempttotakeitemn.Afterexploringasu-b-tree
arisenbyfixingxn=・1,weexploreanotheronewithxn・=O.
thres=best_w=v;/*greedy*/
opt=v+UB×k;/*initialincumbentvalue*/
for(i=UB;i>1;i-一){/*mainloop*/
L口 】=…=L[〃-1】=0;/*arrayf6rrepresentingourchoice*/
L【〃1=1;sum=w[n】;/*takeitem〃*/
ブ=〃;/*ブ'holdsthelast-selecteditem*/
rst=ゴー1;/*restofnumberofitemswetakeinthisstage*/
eval:
if(ブー1==rst){/*nomoreroom*/
sum+=F[rst];
do{
L[rst1=1;
}while(一rst>0);/*terminatewhen`rst'isO*/
ブ=1;
if(sum>c)gotoskip;
{
if(sum==c)thres=best_w=c;gotocont;
if(sum>thres)thres=best_w=sum;
}
gotobacktrack;
}elseif(sum+F[rst]≦thres){
;/*f6rwardmove*/
}elseif(rst==1){/*selecttheIastitem*/、
findthesmallestindexSin口,ブー1】sothatsum+"周 ≦o;
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if(nosuchS)gotoskip;
{I
if(sum+w[Sl==c)thres=best _w=c;gotocont;
if(sum+w[S]>thres)thresニbest_w=sum+刎 司;
}
if(S===ブー 1)gotobacktrack;
}else{/*rst>1*/
ブ ー一;Lijl=1;sum十=w【 ブ];rst-一;gotoeva1;
}
fbrward:/*fbrwardmove*/
五【グ】=0;sum-=zo[グ];ブ ー 一;L[ノ 】=1;sum十=w[グ];gotoeval;
backtrack:
sk_c=ユ;got①backward;、/*skipoveratleastonemissingitem*/
skip:
sk_c=2;/*skipoveratIeasttwomissi血gitems*/
backward:
while((ブ≦ 〃)&&(sk_c1=0)){・ ・ 』・
if(Llニグ]==1){
Lij]=0;sum-=wij]、;rst++;
}else{「.・ ・
sk_c--1;/*f6und`0'*/
}
ブ++;
}
while(ブ≦n){/*find`rinordertodofbrwardmove*/・L
if(五[グ】==1)gotofbrward;一
ブ++;
}
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cont:
if(best_w+i×k>opt)opt=best_w+i×k;/*reallyimproved?*/
thres+=・k;/*addpenaltyf6rthenextstage*/
if(thres≧c)exit;/*processingterminates*/
}
if(w【1】+k>opt)opt=w[1]+k;
L
Remark.Onimplementingthis,werecommendusingnotlinearbutbine2y
searchtoselectthelastitem,becauseitslightlyimprovestheperformance.
Thelastsentenceisprovidedfbrthecasewherewetakeonlyoneitem.
Inthiscaseweexaminetheitemofmaximumweightonly,becausethere
existstheassumptionthat吻≦6fbranyブ ∈ ハ乙Thesentencehowever
mightnotbeexecutedwhen〃isevenlarge.Asweseeinthesketch,xsc
issimplecomparedwiththealgorithmLsscoR(itspseudo-codeisover100
1ines,see【5】).In.thef6110wing,wecalleachprocessingwithfixedvalueof
`ゴ'inthemainlooPstage
.
Inthesketch,thevariable`thres'worksastightlowerboundastothe
weightofasolution,cuttingbrancheseffectively.Attheendinthemain
loop,thefixed-chargeんisaddedtoit.Thismeansthat,atthenextstage,
weshouldobtainatleastん1argerweightthanthevalueof`thres'inthecur-
rentstagetoimprovetheincumbent`opt,'becausethelengthofanysubset
examinedatthenextstageisdecreasedbyoneexactlyandweshamosek
pro五t.Bythis,ifthelargestweightgamongansubsetswithlengthUB(it
isobtainedafterthe量rststage)satis且estheconditionthatc-k≦之, hen
wecanterminatetheprocessingtooptimality.Thisisbecauseg+UB×耐s
optimalandWecanignorethefollowingstageswithi<UB.Thefollowing
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propositiongivestheargumentfbrthis.
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Proposition.Whenthereexistsasequence1≦α1<α2<…<αuB≦ πsuchthat
UB
c-k≦ Σw。 、≦o,
♂=1
thenthereexistsanoptimalsolutionwithlengthUB。
Proof.WeassumethatthereexistsnooptimalsolutionconsistingofUB
items.Then,ヨ γ1,r2,...,γuB一θ(θ≧1,1≦ γ1<γ2<…<γuB-e≦n)suchthat
∀ δ1,δ2,...,δUB(1≦δ,<δ2<…<δUB≦n,Σ}聾1ω δ、≦6),
Bythis,wehave
Therefore
Σw、 、<c一 θk≦c-k
i=1
1tisacontradictiontothehypothesis.
UB一θUB
Σ@,、+ん)〉 Σ(ωδ`十ん)
i=1i=1
UB一θ
Σw,'≦o
ぎ=1
UB一θUB
o≧ Σw,、〉 Σ'wδ,+θk
伽1i=1
UB
(θ≧1)
Specifically,tocheckthepossibilitythatwecouldobtainalloptimalsolution
inthenextstage,weperfbrm・thetestofpassingtheIastsentenceinthe
mainloop.Also,if.wefindasolutionwithweightc,thenitisclearlythe
bestsolutioninthestageandmaximumprofitmustbederivedfromit
Moreover,afterfindingsuchasolution,wecanterminatetheprocessingto
optimality.Inpassing,thetestjustbehindthelabel`cond'isnecessary,
becausethevalueof`best_w'hasnotalwaysgrownaftertheprocessingof
everystage.
360 商 学 討 究 第48巻第2・3号
Notethatthemainloopstartsati=UBincontrasttoLsscoR,because
thelargerthenumberoftakenitemsis,thelargertheprofitcontributedto
theobjectivefunctionof(2)is.Thereexistshighpossibilityfbrtheexist,.
enceofanoptimalsolutionwithlengthUB,whichisalsoimpliedbythepre-
viousproposition.Inaddition,largeincumbentvaluecouldmakeitpossible
todiscardthefollowingstages.
Hereweshallmentiontheterm"skip"appearedinthesketch.Assume
thattheweighしof{746,4,2}exceedsthecapacityandwewouldliketo
obtainasolutionwithweightlessthanw7+w6+w4+w2,where〃=8andthe
numberofitemsweshouldtakeisfour.Ingeneral,so-calledbaごktrackis
perfbrmedi.e.items2and4arediscardedanditem3istaken,however,the
weightof{7,6,3,2ドisstillgreaterthanorequaltotheoneof{7,6,4,2},
Inthiscaseweshouldmaketheprocessinggof6rwardsofarastheplace
wherewediscarditem6inordertoobtainasolutiontheweightofwhich
mightsatisfyourdemand.Moreprecisely,considerthatourchoiceisrep-
resentedbybitpatternas(x8x7…x1)2,weattempttofindfirst`rafterskip-
pingovertwo(ormoreifnecessary)`0'totheleftfromthepositionindicat-
ingthelast-selecteditem.ThenwereplacethefoundTwith`0'andleave
freeallotherbitstotheright.Intheexamplewestartfrom(01101010)2,
andreach(010xxxxx)2,wherethesymbolxrepresentsnotyetdecidedposi-
tion.Consequentlytheweightof{7,5,4,3}mightsatisfyourdemand.For
an・thd・in・t・nce,wh・nweatt・mptt・perf・・m・kip丘・m・ub串・t{7,6,5,11,it
is・enoughtogototheplacewherewediscarditem5,becausewehaveskip-
pedover、two血oremissingitems2,3and4.Thustheweightof{7,6,4,3}
mightbeless.thanthebneof{7,6,5,1}.
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3111ustrativeexample
Inthissectionweprovideasmall-sizedexampleofSCKPtoshowhowxsc
solvesit.ConsideraninstanceofSCKPwithsevenweightsgivenby
{12,14,18,20,22,24,26},capacity59andfixed-charge10.Fromthis,we
firstobtainthedescendingsequenceoftheweights:
W7Z{ノ6Z{ノ5Z"4Z{ノ3Z"2Z"1
12141820222426.
Next,wedetermineUB.Byw7十w6十w5十w4=64>59≧44=w7十w6十w5,we
haveUB=3.Hereafter,weuseabitpattern(x7x6xsx4x3x2xl)forrepre-
sentingourchoiceofitems.Also,wedenotethefeasibilityofthechoiceby
thesymbol+infrontofthepattern.Inthecaseofsubset{5,6,7},wehave
+1110000:greedysolution,thres=44,0pt=74・
Nowwestartthemainloop.Atthefirststage,wetakethreeitems
(i=3).We且rstattempttotakeitem7andsoon.
11xxxxx
十1100001
101xxxx
十1010001
1QOlxxx
十1001001
10001xx
十1000110
01xxxxx
Ollxxxx
O101xxx
十〇101010
01001xx
OlOOIlO
OOlxxxx
OOllxxx
OO11100
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
1100001=52>thres,0.K.Wetaユsethelastone.
52>thres,thres352,forwardmove
1010001=56>thres,0.K.Wetakethe=Lastone.
56>thres,thres=56,forwardmove
1001001=58>thres,0.K.Wetakethelastone
58>thres,thres=58,fbrwardmove
1000101=60>thres,0.K.Weta』kethelastone.
58<=thres,S==j-1thenbacktrack
OIOOOI1=64>thres,0.K.
OllOOO1=58<=thres,N.G.forwardmove
O101001360>thres,0.K.Wetakethelastone.
58〈=thres,forwardmove
OlOO101=62>thres,0.K.Wetakethe・lastone
60>c,nosuchS,skip
OO10011=68>thres,0.K.
OOl1001=64>thres,0.K.Wetakethelastone.
60>c,nosuchS,skip,`andthisstageends.
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Thusweobtainw1十w4十w7=58attheendofthefirststage.Moreover,
thefollowingstages(∫≦2)arenotperfbrmedandtheprocessingterminates
sincethres+k=68≧c.Consequentlyweobtainanoptimalsolution{1,4,7}
withprofitsum88.
4Computationalexperiments
Inthissectionwepresentcomputationalexperiments.Weadoptboththe
algorithmLSSCORandSCKNAPascompetitors.Eachalgorithmhasbeenim-
plementedinC,anddatainstancesfbrtheexperimentshavebeensolvedon
SPARCstation-50nwhichtheamountofavailablemainmemoryandtotally
swapspaceare32and96megabytesrespectively.Throughoutthispaper,
quotedrunningti〃zeisexpressedinseconds,anditdoesnotincludeI/O
time.InthefbllowingweuseapairofsymbolsRandCtoprescribeadata
instance.Rdenotestherange[1,1～】inwhichweightsaredistributedran-
domly,andCisamultipliertothesumofallweightstogeneratecapacityas
c:ニC× Σ ゴW」.
Remark.WhenimplementingLsscoRwemodi且editslightly,thatis,inthe
casewherewetakethenextitemtheweightofwhichdoesnotexceed
NIW(page103,line19),wesearchitinanappropriaterange[next,ノV一
ヵ']f6rtheoriginal[next,ハ4.Inadditionweusebinarysearchtofindit
inordertoensurefaircomparison.Wealsousebinarysearchfbrthe
lastiterh(page103,line6).
First,aswecouldconfirmitinTable1,therunningtimeofxscslightly
dependsonthefixed-chargek.ThiscouldbeexpectedfromProposition,
sincethelargerkis,thebetterboundweget.Eachdatainstancein
TablelisgeneratedunderthesamespecificationthatR=2000000,C=O.5。
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Table1:runningtimeofxsc,averageofIOOinstances
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n＼k 10 100 100010000
100
200
300
500
.
0,119
0,070
0,055
0,046
0,106
,071
0,063
0,043
0,106
0,068
0,059
0,034
0,093
0,066
0,049
0,036
Table2=k=10,月=10000,C=0.5
n LSSCOR SCKNAP XSC
100
.
0,054 0,001 0,000
200 0,116 0,002 0,000
300 0,168 0,002 0,001
500 0,364 0,004 0,003
10000 8,284 0,017 0,466
100000 74,6180,175 7,247
Table3:k=10,R=2000000,C=0.5
n LSSCOR SCKNAP XSC
100
200
300
500
.
11,840
14,629
12,853
13,390
0,018
0,026
0,077
0,451
0,119
0,070
0,055
0,046
Table4:k=10,月=2000000,C=0.9
n LSSCOR SCKNAP XSC
100
200
300
500
.
8,912
8,473
8,352
8,380
1,652
0,827
一
一
'0,291
0,100
0,095
0,070
一一一Notenoughmemory ・
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Next,weshowtheresultsofcomparisonbetweenxscandthecompeti-
torsastothreetypesofdatainstancesinTables2,3and4respectively.
Quotedrunningtimeistheaveragecomputationaltimeof100datainstances
inallcases.InTables3and4,wewouldliketomakeanobservationwith
largerproblemsize〃than500,however,integeroverflowarises.Aswesee
inTable3,xscisstableagainstthemagnitudeofweights.Moreover,in
Table4,xscisalsostableagainsttheenlargedcapacity.Itgoeswithout
sayingthatthesemeritsareexpectedfromtheadvantageofbranch-and-
boundincontrasttoscKNAPbasedondynamicprogramming.Incidentally
thecomparisons馳ofscKNAPwithotherrecentalgorithmsarepresentedin【6].
51nverseSCKP
InthissectionweareconcernedwiththeInverseStronglyCorrelatedO-1
KnapsackProblem(ISCKP),whichisfbrmulatedasfollows:
maximizeΣ@ノ ー κ)X」(k>0)
㌃1
subjectt・ ΣW/X」・≦c(3)
ノ=1
X」・∈{o,1},ノ ∈N,
wheretheweightssatisfy吻>kfbranyブ ∈N.Thefixed-chargekin
ISCKPisalsoapositivecopstant,however,itworksontheprofitofeach
itemnegatiVely.
Remark.OnISCKP,itmightseemdesirabletotakeitemsasfewaspossible,
however,thereexistsminimalnumberofitemsweshouldtake,because
anyitemcontributessomepositiveprofittotheobjectivefunctionof(3)
undertheassumptionthat吻>kf()ranyブ∈ハ乙
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Hereisanadditionalremarkthattheproblem,.(3)isequivalenttothe
followingproblem,whichissimilartothecaseofSCKP:
コ コ
maxlmlze
subjectto
Σ 勘妨・一 βん
㌃1
ΣWjX」・≦c
㌃1
Σx,=β ≧LB
ノ=1
X」∈{0,1},ブ∈N,
"ゴ≦6}and・itindicates
(4)
whereLB:=maxi・{Σター n-i+1minimalnumberof
itemsweshouldtakeundertheassumptionthatwl≦ω2≦ … ≦wn.Our
proposedalgorithmillustratedinthenextsubsectionsolvestheequivalent
problem(4).
5.1.AnalgorithmforISCKP
NowwepresentanewalgorithmtosolveISCKP,namedxlsc-algorithmor
xIscforshort.ThealgorithmxlscissimilartoLsscoR,however,itincludes
extragoodfeatures.Oneistightlowerboundastoweightsum,whichis
analogouswiththeoneofxsc.However,incontrasttoxsc,takingonemore
itemimpliesbeingcoercedintohavingkmorepenaltyinxlsc,Anotheris
theskipfeature,whichismentionedafterward.
First,wesortallweightsinascendingordersuchthatwi≦w2s;…s:wn.
Althoughitisanoppositedirectiontotheoneofxsc,itgivesthesamesequ-
enceofprofit-to-weightratiosasxscinwhichitem〃ismostef且cient.
Next,wedeterminethelowerboundLB.Thenobtained/2:={n,n--1,
_,n-一LB十1}isfeasible,anditgivesmaximumprofitsumamongallsub-
setsof/VthelengthsofwhicharelessthanorequaltoLB.Thereforeitis
enoughtoexaminesubsetstheIengthsofwhicharegreaterthanLB.The
algorithmicsketchofxlscisasfollows,wherevindicatestheweightofJ,
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andeachelementofarrayF[zlalsoholdsweightsumoffirstiitem(s)as
F田=Σ1-1wゴ(1≦ ゴ<n).Itshouldbehotedthattheprocessingofaddingk
penaltytothevariable`thres'isplacedatthebeginninginthemainlooplin
contrasttoxSC.
、
thres=best_w=v;/*greedy*/
opt=v-LB×k;/*ini廿alincu血bentvalue*/
fbr(i=LB+1;i≦ 〃;ゴ++){/*mainloOP*/
thres+=k;/*addpenaltyfbrthecurrentstage*/
if(thres≧c)exit;/*processingterminates*/
L[1】=…=L工 〃-1】=0;/*arrayf6rrepresentingourchoice*/
L【〃】=1;sum=w囮;/*takeitem〃*/
ブ=〃;/*アholdsthelast-selecteditem*/
rst=ゴー 1;/*restofnumberofitemswetakeinthisstage*/
eval:
if(ブー1==rst){/*nomoreroom*/
sum十=F[rst】;
do{
1}[rst】=1;
}while(一 rst>0);
ブ=1;
量f(sum>c)gotobacktrack;
{
if(sum==c)thres=best_w==c;gotocont;
if(sum>thres)thres=best_w=sum;
}
gotoskip;
}}
}
}
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elseif(sum十F[rst】>c){
;/*f6rwardmove*/
elseif(sum+F[グー1卜F[ノ ー-rst--1】≦thres){
gotoskip;
elseif(rst==1){/*selectthelastitem*/
findthelargestindexSin[1,ブー1】sothatsum+zo固≦6;
{
if(sum+w[Sl==c)thres=best_w=c;gotocont;
if(sum+w[Sl>thres)thres=best_w=sum+w[Sl;
}
if(S==ブー 1)gotoskip;
if(S==ブー 2)gotobacktrack;
else{/*rst>1*/
ブー一;L[グ】=1;sum÷=w[グ】;rst-一;gotoeval;
}
forward:/*Eachprocessingafter*/
backtrack:/*thesefburlabelsissame*/
skip:/*astheoneofxsc,*/
backward:/*respectively.*/
cont:
if(best_w-i×k>opt)opt=best_w-i×k;
「
NotethatsincetheorderofthelargenessoftheweightsinxIscisopposite
totheoneofxsc,theef£ectofskipisalsooPPosite.InxISC,skipisper-
formedwhenafeasiblesolutionisobtained,becauseitismeaninglesstoex-
plorethesearch-treemoredeeplyafterfindingafeasiblesolution.Insuch
casewewouldliketogetasolutiontheweightofwhichislargerthanthe
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currentone,andtheskipfeatureinxIscWouldworkso.
且erewepresentcomputationalexperimentsinTable5.Datainstances
aregeneratedinthesamewayasthecaseofxscexceptthatweightsare
distributedrandomlyintherange[k+1,R】toensurepositiveprofits.Quoted
runningtimeisalsotheaveragecomputationaltimeof100datainstances.
Table5impliesthatxlscseemstobealittlegoodatdatainstanceswith
π≧300comparedwithLsscoR.
Table5=k=10,月1=2000000,C==0.5
n ILSSCORXISC
100
200
300
500
0,111
0,069
0,061
0,057
0,125
0,073
0,045
0,037
5。2Anothertopic
InwhatfollowswewillmentionanothertopibastoISCKP.Wehere、insist
thatISCKPisaspecialcaseoftheCollapsingO-1KnapsackProble〃z(CKP)
whichisoneofnon-linearknapsackproblemsandintroducedbyPosner&
Guignard[7].ThenwecansolveISCKPbyanalgorithmtosolveCKPwith-
outmodification.Toconfirmourview,we且rstreducetheconstraintofthe
problem(3)to
れ れ
Σ@ゴ ー 左)r」・≦c-kΣX」.
ノ罵1ゴ 雲1
Thenwede五neafunctiononthedomain{1,2,...,〃}as∂ω=6一 ゴ・ん,andre-
writetheproblem(3):
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maXlmlze
subjectto
り
Σ(W」 一'k)X」・(k>o).,
ゴ=1
急(一 ≦∂(急の
Xd∈{0,1},ノ∈2V.
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(5)
ThusthisisindeedaspecialcaseofCKPinwhichtheb(Σ弥両)isamono-
tonenonincreasingfunctional.
Recently,Fayard&Plateau【2】haveproposedanalgorithmtosolve
CKP.Thealgorithmhowevercouldnotsolvetheproblem(5)sowell,be-
causetheperfbrmanceofthealgorithmwouldseemtobedependenton
whethertheprofit-to-weightratiosarewidelydistributedornotinitspre-
processingreductionphase.Theproblem(5)canbecalledcollmpsingsubset-
sumproblem,andthehistoryofdevelopingalgorithmstosolvethesubset-
sumproblemwillsaythatitshouldbenecessarytodevelopaspecialized
algorithmtosolvethecollapsingsubset-sumproblemasanindependentpa-
radigmofg6neralCKP.
6Conclusion
Ourproposedalgorithmismuchsimplehowevershowsgoodperformance
forastronglycorrelateddatainstancewithmoderatesize.Alsoitisstable
againstthemagnitudeofweightsandcapacity,becauseitisbasedonmere
depth-firsttreesearch.On
.theotherhand,for.itssimpli¢ity,itisoutper-
fbrmedbythealgorithmscKNAPastoalargesizedandeasydatainstance.
Itisanissueweshouldaddresstocopewithsuchadatainstancebysome
heuristicsbeforeexploringsearch-treeslikescKNAPdoes.
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