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a b s t r a c t
We consider the performance of the independent rule in classification of multivariate
binary data. In this article, broad studies are presented including the performance of the
independent rule when the number of variables, d, is fixed or increased with the sample
size, n. The latter situation includes the case of d = O(nτ ) for τ > 0 which cover ‘‘the small
sample and the large dimension’’, namely d  n when τ > 1. Park and Ghosh
[J. Park, J.K. Ghosh, Persistence of plug-in rule in classification of high dimensional binary
data, Journal of Statistical Planning and Inference 137 (2007) 3687–3707] studied the
independent rule in terms of the consistency of misclassification error rate which is
called persistence under growing numbers of dimensions, but they did not investigate the
convergence rate. We present asymptotic results in view of the convergence rate under
some structured parameter space and highlight that variable selection is necessary to
improve the performance of the independent rule. We also extend the applications of the
independent rule to the case of correlated binary data such as the Bahadur representation
and the logit model. It is emphasized that variable selection is also needed in correlated
binary data for the improvement of the performance of the independent rule.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
High dimensional data is gettingmore common in recent statistical science and related fields. There have been extensive
studies on classification problems in high dimension both empirically and theoretically, however the studies have focused
mainly on normal populations. See for example [1–3]. In such high dimensional data, one typical approach is simplifying
classification rule such as the independent rule (or naive Bayes rule) which has been successful in classification problem.
The independent rule has been widely used especially for the case of classification of normal populations due to the
parsimonious model by ignoring off-diagonal terms in covariance matrix. Bickel and Levina [4] studied the performances of
the independent rule and showed that the independent rule outperforms Fisher’s rule under some structured parameter
space. Fan and Fan [3] also investigated the independent rule and provides the adaptive variable selection procedures
which are effective especially in the large dimension and small samples. Most studies on the independent rule highlights
that the simplified rules such as the independent rule outperform the full model, for example Fisher’s rule. Fan and Lv [5]
investigated the necessity of variable selection in various problems including regression and classification. In this article, as
the classification problem of non-normal populations, we consider multivariate binary data which are commonly used in
many applied areas, ranging from DNA fingerprint data to FMRI and bacterial taxonomy etc.
The independent rule has been also widely used in the problem of classification of multivariate binary data and
has achieved successful performance. For example, see [2]. As a recent empirical study, Wilbur et al. [6] analyzed DNA
fingerprinting data which is high dimensional multivariate binary data and they emphasized that the independent rule
combined with a variable selection procedure performs much better than a rule without considering variable selection.
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Park and Ghosh [7] studied the performance of the independent rule in multivariate binary data in the case of a growing
number of variables depending on the sample size. They showed that variable selection is necessary to achieve the optimal
Bayes error, however they did not study the case of correlated binary data and the convergence rate. In this paper, we focus
on the rate of convergence such as how fast misclassification error rate converges to the Bayes error rate. We also study the
performance of the independent rule for the case of correlated binary data.
Throughout this paper, we define (Y , X) to be a random vector where Y = 1 or 0 and X is a d-dimensional multivariate
binary vector. Let f (x) = P(Y = 1|X = x) be the posterior probability of Y = 1 given X = x, then the optimal rule
is δ(X) ≡ I(f (x) > 1/2) where I(·) is indicator function. The error rate of δ(X) is theoretically the minimum error rate
called the Bayes error. However, in practice, δ(X) is unknown which needs to be estimated based on the observed samples.
This estimated rule δˆ(X) is based on estimates of f , namely fˆ , therefore δˆ(X) = I(fˆ (x) > 1/2) and its corresponding
misclassification error rate is P(δˆ(X) 6= Y ). This fˆ is obtained under the assumption that for given Y , the variables are
independent even for dependent variables. With this independent rule δˆ, one main issue in this paper is the behavior of
r(f , fˆ ) ≡ P(δˆ(X) 6= Y ) − P(δ(X) 6= Y ) especially when we discuss the convergence rate of r(f , fˆ ). Due to the difficulty of
computation of r(f , fˆ ), one alternative approach is to use a well known inequality such that r(f , fˆ ) ≤ (2R(f , fˆ ))1/2 where
R(f , fˆ ) = E(f (X)− fˆ (X))2.
In this paper, we investigate the behavior of r(f , fˆ ) considering both R(f , fˆ ) and r(f , fˆ ). First, we present studies on the
convergence rate of r(f , fˆ )where the number of variables is fixed, which may be considered as the classical asymptotics. In
such case, we shall see that the convergence rate of r(f , fˆ ) is dramatically different from R(f , fˆ ). On the contrary, for high
dimensional data, it is assumed that the number of variables is allowed to increase with the sample size with d = O(nτ ).
This set up covers the large dimension and the small sample size especially when τ > 1, namely the d  n case. This
growing number of variables expands the model space, called a triangular array framework which is commonly assumed
in the area of high dimensional data analysis. See for example [8,9,7]. In such high dimensional data, some restrictions are
put on parameter space to assume sparsity and the pre-ordered variables which imply that the variables are ordered such
that the early located variables are more important than the latter part of variables. We also discuss the case where the
pre-ordered condition is removed but it is assumed that there exists a rearrangement of variables which leads to the pre-
ordered case, which is called an unordered case. In this situation, the rearrangement of variables needs to be found out
based on the observed data and we show that δˆ(X) with selected variables after rearrangement achieves similar results as
the pre-ordered case.
The above results of the independent rule are obtained when all the variables are also independent, however one main
reason that the independent rule has been widely used in high dimensions is its highly successful performance even when
variables are not independent. We extend our study to the case of correlated binary data which are modeled for example
by the Bahadur representation and the logit model. See [10]. One may consider the independent rule as a sort of regularized
rule since we ignore estimation on dependent structure, however, we shall see that in very high dimensional data, the
independent rule is not enough regularization to achieve the Bayes error. We also need to consider variable selection as
additional regularization to improve the performance of the independent rule, which can be regarded as the same result
as [3] in the classification of normal populations.
This paper is organized as follows. In Section 2, we introduce some notations and definitions used in this paper. In
Section 3, when the number of variables is fixed, we discuss the convergence rate of r(f , fˆ ). In Section 4, the performance
of the independent rule for the case of independent multivariate binary data are presented for the case when variables
are selected and when not selected and the corresponding convergence rates of r(f , fˆ ) will be compared. In Section 5,
we extend the previous results to correlated multivariate binary cases such as the Bahadur representation and the logit
model and present similar results that the independent variable case including the independent rule with selected variables
produces better performance than the independent rule with all the variables. We present simulation studies in Section 6
and discussion and future work in Section 7.
2. Notations
Suppose there are d-dimensional multivariate binary vectors X = (X1, X2, . . . , Xd) which are generated from X |Y = j
conditioned on jth class(j = 0 or 1). Conditioned on Y = j, the marginal distribution of X , Xi|Y = j, is a Bernoulli(pji)
random variable with pji. From the jth class, Xkj = (Xkj1, . . . , Xkji , . . . , Xkjd) for 1 ≤ k ≤ nj are observed and the collection of
observations is denoted by D = {(Xkj , Y k), Y k = j, 1 ≤ k ≤ nj, j = 0, 1}. The prior probabilities can be P(Y = 1) = p > 0
and P(Y = 0) = 1 − p = q, however, without loss of generality, we may consider homogeneous prior probabilities,
i.e., p = q = 1/2 and consequently equal sample size case, n1 = n2 ≡ n. With the assumption of n1/(n1+n2)→ p > 0, we
can easily extend to the non-homogeneous casewith the preservation of all asymptotic results presented in this paper. Since
each variable is modeled by a Bernoulli random variable such that Xji ∼ Bernoulli(pji) for j = 0, 1 and 1 ≤ i ≤ n, we define θ
θ ≡ θd ≡ (θ1d, θ2d) ≡ (p01, p02 . . . , p0d, p11, p12 . . . , p1d). (1)
If correlated multivariate binary data are considered, there may be more parameters which determine dependent structure
of Bernoulli variables, namely the parameter vector %. The Bahadur representation and the logit model in Section 5 will be
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discussed as correlated binary data, and in such models, % = 0 implies that X |Y = j is independent multivariate binary
data. Under these models of multivariate binary data, let us define ψjθ,%(X) = P(X |Y = j) for j = 0, 1, then the conditional
probability of Y = 1 given X = x is
fθ,%(x) ≡ P(Y = 1|X = x) = P(X = x|Y = 1)P(X = x|Y = 1)+ P(X |Y = 0) (2)
and the marginal probability of X is hθ,%(x) ≡ P(X = x) = 12 (P(X = x|Y = 1) + P(X = x|Y = 0)). The Bayes rule is
δθ,%(x) = I
(
fθ,%(x) ≥ 1/2
)
where I(·) is an indicator function and δ(X) achieves the optimal misclassification error rate,
called the Bayes error. However, due to unknown f (X) in general, we need to estimate fˆ and use the following estimate in
the form of δˆθ,%(x) = I
(
fˆθ,%(x) ≥ 1/2
)
.
As fˆθ,% , we may consider some estimates of θ and %, namely θˆ and %ˆ which are plugged into fθ,%(x), namely fˆθ,%(x) =
fθˆ ,%ˆ(x). This is called the plug-in rule. Especially in high dimensional data, we neglect dependent structure and treat
multivariate binary data as independent data, in other words, % = 0. In our context, the independent rule is a plug-in rule by
neglecting % such that
δˆθ,%(x) = δθˆ ,0(X) = I
(
fθˆ ,0(X) ≥
1
2
)
(3)
where
fθˆ ,0(x) =
d∏
i=1
pˆxi1i(1− pˆ1i)1−xi
d∏
i=1
pˆxi1i(1− pˆ1i)1−xi +
d∏
i=1
pˆxi0i(1− pˆ0i)1−xi
(4)
and pˆji =∑nk=1 xkji/n is MLE under independent assumption.
For a variety of situations, our concern is the asymptotic behavior of the independent rule in terms of the convergence
rate of r(f , fˆ ) = P(δˆ(X) 6= Y ) − L∗ where L∗ = P(δ(X) 6= Y ) is the Bayes error. For this study, we consider the following
relationships; for R(f , fˆ ) = E(f (X)− fˆ (X))2,
r(f , fˆ ) ≤ 2(R(f , fˆ ))1/2 (5)
r(f , fˆ ) = E
[
|2f (X)− 1|I(δˆ(X)6=δ(X))
]
− L∗. (6)
For more details, see Chapter 2 in [11]. Additionally, we define the following; for two real sequences an > 0 and bn > 0,
an ∼ bn if limn anbn = 1. We use an  bn if 0 < lim infn anbn ≤ lim supn anbn <∞.
3. Fixed number of variables
In this section, we consider the classical asymptotics where the sample size increases while the number of variables is
fixed. We consider the case of independent multivariate binary data given Y = j, i.e.,% = 0, thus, for simplicity, we drop
% = 0 which leads to rewriting fθ,0(x) ≡ fθ (x), δθ,0(x) ≡ δθ (x) and fθˆ ,0(x) = fθˆ (x). In the same way, r(fθ,0, fθˆ ,0) ≡ r(fθ , fθˆ ).
As the sample size increases when the number of variables d is fixed, θ can be estimated more and more accurately, so one
may naturally expect r(fθ , fθˆ )→ 0, however onemain concern in this paper is investigating the convergence rate of r(fθ , fθˆ ).
As mentioned in the previous section, r(fθ , fθˆ ) ≤ 2(R(fθ , fθˆ ))1/2, but r(fθ , fθˆ )/(R(fθ , fθˆ ))1/2 → 0 in some cases. In parametric
models under some regularity conditions, in other words, f ≡ fθ , L2 norm of density fθˆ is (R(fθ , fθˆ ))1/2 = O(n−1/2), however
this n−1/2 is just the upper bound of r(fθ , fθˆ ), not necessarily the optimal rate. Instead of using R(fθ , fθˆ ), we get the exact rate
of convergence by computing r(fθ , fθˆ ) directly.
Under regular conditions, MLE has the asymptotic normality (i.e.
√
n(θˆ − θ)→ N(0,Σ) whereΣ is a positive definite
matrix.) First, we present the following theorem which could be available for general discrete multivariate random vector
and then this theorem will be applied to multivariate binary data as a special case.
Theorem 3.1. Suppose the following: (i) X has a finite support (i.e. cardinality of support of X is finite) (ii) ψθ (x) = P(X |Y =
1)− P(X |Y = 0) is differentiable with respect to θ and ∇ψθ (x) 6= 0 (iii)√n(θˆ − θ)→ N(0,Σ), then
r(fθ , fθˆ ) 
C(θ)√
n
φ(−a(θ)√n)
for some C > 0 and a > 0 depending on θ . φ(·) is standard normal density.
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Proof. Using 2fθ (X)− 1 = (ψ1θ (X)− ψ0θ (X))/(ψ1θ + ψ0θ (X)) = ψθ (X)/(2hθ (X)) and the Eq. (6),
E
[
|2fθ (X)− 1|I{δθ (X)6=δθˆ (X)}
]
= EXEDn|X
∣∣∣∣ ψθ (X)2hθ (X)
∣∣∣∣ I{δθ (X)6=δθˆ (X)}
= 1
2
∑
x
|ψθ (x)|PDn(δθ (x) 6= δθˆ (x)) (7)
where Dn = {(Xkj , Y k), Y k = j, j = 0, 1, 1 ≤ k ≤ n} for Xkj = (Xkj1, . . . , Xkjd), the kth observation in jth class. From the
first condition that the cardinality of the support of X is finite, the summation in the last equation is the sum of just a finite
number of terms, thus the convergence rate of (6) is determined by the maximal term of PDn(δθ (x) 6= δθˆ (x)) for all x’s.
The set of misclassified x’s is {x : δθ (x) 6= δθˆ (x)} = {x : δθ (x) = 1, δθˆ (x) = 0} ∪ {x : δθ (x) = 0, δθˆ (X) = 1} ≡ C1 ∪ C2 or
equivalently C1 = {x : ψθ (x) > 0, ψθˆ (x) < 0} and C2 is defined in a similar way.
For x ∈ C1 = {x : ψθ (x) > 0, ψθˆ (x) < 0},
PDn(δθ (x) 6= δθˆ (x)) = PDn(ψθˆ (x) < 0)
= PDn(
√
n(ψθˆ (x)− ψθ (x)) < −
√
nψθ (x))
= Φ
(
−
√
nψθ (x)√
(∇ψθ (x))′Σ∇ψθ (x)
)
(1+ o(1)) (8)
since
√
n(ψθˆ (x)− ψθ (x)) converges in distribution to N(0, (∇ψθ (x))′Σ∇ψθ (x)).
In the same way, for x ∈ C2 = {x : ψθ (x) < 0, ψθˆ (x) > 0},
PDn(δθ (x) 6= δθˆ (x)) = Φ
( √
nψθ (x)√
(∇ψθ (x))′Σ∇ψθ (x)
)
(1+ o(1)). (9)
Since X has finite support, |ψθ (x)| is uniformly bounded. Therefore the convergence rate of r(f , fˆ ) is the maximal rate
of PDn(δθ (x) 6= δθˆ (x)) among all possible x. To find the maximal rate of PDn(δθ (x) 6= δθˆ (x)), it is enough to take x∗ =
argminx|ψθ (x)|/
√
(∇ψθ (x))′Σ∇ψθ (x)which results in
E|2fθ (X)− 1|I{δθ (x)6=δθˆ (x)}  |ψθ (x∗)|Φ
(
−
√
n|ψθ (x∗)|√
(∇ψθ (x∗))′Σ∇ψθ (x∗)
)

√
(∇ψθ (x∗))′Σ∇ψθ (x∗)√
n
φ
(
−
√
n|ψθ (x∗)|√
(∇ψθ (x∗))′Σ∇ψθ (x∗)
)
sinceΦ(t) ∼ φ(t)/t for large t . By letting a(θ) = |ψθ (x∗)|/√(∇ψθ (x∗))′Σ∇ψθ (x∗), we prove the theorem. 
By using Theorem 3.1, we have the following result when X |Y = j are independent multivariate Bernoulli random
variables.
Corollary 3.1. Suppose X = (X1, . . . , Xd) is a d-dimensional multivariate binary vector such that Xi|Y = j for 1 ≤ i ≤ d is the
independent Bernoulli(pji). Then r(fθ , fθˆ )  1√ne−a(θ)
√
n for some a(θ) depending on θ = (p11, . . . , p1d, p01, . . . , p0d).
Theorem 3.1 provides the exponential decreasing rate of r(fθ ; fθˆ ; n), however, for θ such that
√
na(θ) ≈ 0, the
exponential rate may not contribute too much due to e−a(θ) ≈ 1. In such a case, n−1/2 plays a major role in the convergence
rate of r(fθ , fθˆ ). The situation of a(θ) ≈ 0 occurs if p1i’s and p0i’s are close to each other, which implies that two groups are
not easily distinguished. The following corollary is the direct result from Corollary 3.1, however this result is also a special
case of Theorem 4.3 in the next section.
Corollary 3.2. Under conditions in Corollary 3.1 andΘd = {θ : β1 ≤ pji ≤ β2, j = 0, 1, 1 ≤ i ≤ d}, supΘd r(fθ , fθˆ )  n−1/2.
Proof. This is a special case of Theorem 4.3 in the next section, so this will be mentioned in the remark right after the proof
of Theorem 4.3. 
4. Independent rule in independent binary data in high dimensions
As in the previous section, we investigate the performance of the independent rule with MLE δθˆ ,0(X) = δθˆ (X)when the
Bayes rule is δθ,0(X) = δθ (X), however we study the case where d and n increase at the rate of d = O(nν) for ν > 0, which
covers the case of large d and small n, namely d n. Here, we introduce another condition, namely sparsity, which means
only a small fraction of variables contributes to classification in our context. Based on the sparsity, we set up two situations;
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a pre-ordered variable case and an unordered variable case. The former case represents where the variables are known to
be ordered so that the early part of variables are more important than the latter part. For the latter case, the ordering is
not known, however it is assumed that there exists a rearrangement of variables which results in the pre-ordered case. In
both cases, we shall show that independent rule needs variable selection in order to achieve consistency of r(fθ , fθˆ ) or an
improvement of the convergence rate.
4.1. Pre-ordered case
First, we discuss the performance of the independent rule for the pre-ordered case. In high dimensions, both the number
of variables and sample size increase, called a triangular array. For example, see [7]. More formally, when there are dn
variables, the parameter vector in (1) is
θdn ≡ (p01(n), p02(n), . . . , p0d(n), p11(n), p12(n), . . . , p1d(n))
where pji(n) depends on n. However, for notational simplicity, we suppress n in the parameters, say pji(n) ≡ pji. Throughout
this section, we assume the following three conditions which we call Condition B;
Condition B
1. dn = O(nν) for some ν > 0
2. β ≤ pji ≤ 1− β for some fixed β where 0 < β < 12 .
3. Θdn = {θ :
∑d
i=1 is|p1i − p0i| ≤ M} for some fixedM > 0.
The first condition includes the case of the large dimension and the small sample size, d n if ν > 1.
The third condition ismotivated by the Sobolev ball commonly assumed in function and density estimation problems. For
the case of large i, |p0i−p1i| should be close to 0 resulting in redundancy of the corresponding variable. This condition ensures
not only that the early located variables are significant in classification but also the proportion of those variables is small.
Due to this pre-ordering of variables and the sparsity, onemay consider only first kn (≤dn) variables in the independent rule
in order to remove redundant variables. More formally, with the notation of θkn = (p01, p02, . . . , p0kn , p11, p12, . . . , p1kn),
let fθkn (X) the probability of (X1, . . . , Xk) given Y = 1 for the first kn variables;
fθkn (x) =
kn∏
i=1
pxi1i(1− p1i)1−xi
kn∏
i=1
pxi1i(1− p1i)1−xi +
kn∏
i=1
pxi0i(1− p0i)1−xi
and define δθˆkn = I(fθˆkn ≥ 1/2) which may be called the independent rule with the first kn variables. One main
interest in this section is to compare the performances of δθˆkn (X) and δθˆdn (X) in terms of the worst situation such as
supΘdn r(fθdn , fθˆkn )/ supΘdn r(fθdn , fθˆdn ). We shall show that this ratio converges to 0, which implies δθˆkn (X)may have better
performance than δθˆdn (X). From r(fθdn , fθˆkn ) ≤ 2
√
E(fθdn (X)− fθˆkn (X))2 and triangle inequality,
r(fθdn , fθˆkn ) ≤ 2
√
2E(fθdn (X)− fθkn (X))2 + 2E(fθkn (X)− fθˆkn (X))2. (10)
The first term is known as bias coming from removing variables and the second term is the variance from estimating
unknown parameter vector θkn . Based on this inequality (10), we show the following two lemmas.
Lemma 4.1. Under Condition B, for all ln ≤ dn
e−
2M
β ≤
ln∏
i=1
(
p0i
p1i
)xi (1− p0i
1− p1i
)1−xi
≤ e 2Mβ .
Proof. The given product term is rewritten as
ln∏
i=1
(
p0i
p1i
)xi (1− p0i
1− p1i
)1−xi
≤
∏
{i:xi=1}
p0i
p1i
∏
{i:xi=0}
1− p0i
1− p1i .
From x ≤ e|x−1|, we obtain∏lni=1 xi ≤ exp(∑lni=1 |xi − 1|), therefore the above is
≤ exp
(
dn∑
i=1
∣∣∣∣p1ip0i − 1
∣∣∣∣+ dn∑
i=1
∣∣∣∣1− p1i1− p0i − 1
∣∣∣∣
)
.
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Since
∑ln
i=1 |p1i − p0i| ≤
∑dn
i=1 |p1i − p0i| ≤
∑dn
i=1 is|p1i − p0i| ≤ M ,
∑ln
i=1 | p1ip0i − 1| ≤ 1β
∑dn
i=1 |p1i − p0i| ≤ Mβ . In the same
way,
∑ln
i=1 | 1−p1i1−p0i − 1| ≤ M1−β ≤ Mβ since β < 1/2. Combining these, we derive
ln∏
i=1
(
p0i
p1i
)xi (1− p0i
1− p1i
)1−xi
≤ e2M/β .
In the same way, we have the same result such as
∏ln
i=1
(
p1i
p0i
)xi ( 1−p1i
1−p0i
)1−xi ≤ e2M/β . So, by taking the inverse, we shall get
the lower bound of
∏ln
i=1
(
p0i
p1i
)xi ( 1−p0i
1−p1i
)1−xi
which is e−2M/β . 
Under Condition B, the following lemma provides the bound of the first term inside the square root in (10).
Lemma 4.2. Under Condition B, suppose the first kn = min(n 12s+1 , dn) variables are selected. Then if kn < dn, for some constant
C(β,M) depending on β and M,
E(fθdn (X)− fθkn (X))2 ≤
C(β,M)
k2sn
.
If kn = dn, E(fθdn (X)− fθkn (X))2 = 0.
Proof. Recall ψjθdn (X) = P(X = x|Y = j) =
∏dn
i=1 p
xi
ni(1− pni)1−xi and define ψjθkn (X) in a similar way. If kn < dn,
|fθdn (x)− fθkn (x)| =
|ψ0θdn (x)ψ1θkn (x)− ψ1θ (x)ψ0θkn (x)|
(ψ0θdn (x)+ ψ1θdn (x))(ψ0θkn (x)+ ψ1θkn (x))
≤ 1
4
|ψ0θdn (x)ψ1θkn (x)− ψ1θdn (x)ψ0θkn (x)|√
ψ0θdn (x)ψ1θdn (x)
√
ψ0θkn (x)ψ1θkn (x)
where the last inequality is obtained by 1/(a+ b) ≤ 1/√ab for a, b > 0 to the denominator. So, the above becomes
= 1
4
√√√√ dn∏
i=kn+1
(
p0i
p1i
)xi (1− p0i
1− p1i
)1−xi
×
∣∣∣∣∣ d∏
i=kn+1
(
p1i
p0i
)xi (1− p1i
1− p0i
)1−xi
− 1
∣∣∣∣∣ . (11)
By Lemma 4.2, the first term in the above is
dn∏
i=kn+1
(
p0i
p1i
)xi (1− p0i
1− p1i
)1−xi
=
dn∏
i=1
(
p0i
p1i
)xi ( 1−p0i
1−p1i
)1−xi
kn∏
i=1
(
p0i
p1i
)xi ( 1−p0i
1−p1i
)1−xi
≤ e2M/β/e−2M/β = e4M/β .
Therefore, (11) results in
≤ e
2M/β
4
dn∑
i=kn+1
∣∣∣∣∣
(
p1i
p0i
)xi (1− p1i
1− p0i
)1−xi
− 1
∣∣∣∣∣ = e2M/β4
dn∑
i=kn+1
∣∣∣∣ p1i − p0ipxi0i(1− p0i)1−xi
∣∣∣∣ .
Since |pxi0i(1− p0i)1−xi | ≥ β (or 1/|pxi0i(1− p0i)1−xi | ≤ 1/β),
≤ e
2M/β
4β
dn∑
i=kn+1
|p1i − p0i| ≤ e
2M/β
4β
1
ksn
dn∑
i=kn+1
is|p1i − p0i| ≤ e
2M/β
4β
M
ksn
which leads to E(fθdn (X)− fθkn (X))2 ≤ e
4M/β
16β2
M2
k2sn
. By letting C(β,M) = e4M/βM2
16β2
, we prove the first result. When kn = dn, then
|fθdn (x)− fθkn (x)| = 0 for all x, therefore E(fθdn (X)− fθkn (X))2 = 0. 
For the second term in the right-hand side in (10), using a Taylor expansion, the independence of variables and β ≤ pji ≤
1− β , we can easily derive
E(fθkn (X)− fθˆkn (X))
2 ≤ C(β)kn
n
(12)
for some C(β) > 0 depending on only β . Using (12) and the result of Lemma 4.2, we have the following theorem.
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Theorem 4.1. Under Condition B, there exists a sequence of kn such that δθˆkn (X) with the first X1, . . . , Xkn achieves
sup
Θdn
r(fθdn , fθˆkn ) ≤ O
(
min
(√
dn/n, n−
s
2s+1
))
.
Proof. We consider kn = min([n1/(2s+1)], dn) where [x] is the largest integer ≤ x. When dn < n1/(2s+1), then kn = dn and
by Lemma 4.2, r(fθdn , fθˆkn ) ≤
√
C(β)dn/n. When dn ≥ n1/(2s+1), then kn = [n1/(2s+1)] therefore we obtain r(fθdn , fθˆkn ) ≤√
C(β,M)2/k2sn + C(β)kn/n  n−s/(2s+1). Combining both cases, we conclude that r(fθdn , fθˆkn ) ≤ O
(
min
(√
dn/n, n−
s
2s+1
))
which depend on n, β andM . Since β andM are fixed from Condition B, by taking supΘdn , the bound of supΘdn r(fθdn , fθˆdn )
does not change, which completes the proof of this Theorem. 
As pointed out by one referee, it is clear from the proof that we can obtain min
(√
dn/n, n−
s
2s+1
)
 √kn/n. Theorem 4.1
provides only the upper bound of the convergence rate of supΘdn r(fθdn , fθˆkn ) obtained from (10), however this upper bound
rate in Theorem 4.1 does not guarantee the optimal convergence rate of supΘdn r(fθdn , fθkˆn ). We shall show that the upper
convergence rate in Theorem 4.1 is the exact rate of supΘdn r(fθdn , fθˆkn ). For this purpose, we only need to show the existence
of a certain sequence of a parameter vector θdn such that r(fθdn , fθˆkn )  min
(√
dn/n, n−
s
2s+1
)
. If we combine this and the
result of Theorem 4.1, we can conclude supΘ r(fθdn , fθˆkˆn
)  min
(√
dn/n, n−
s
2s+1
)
. We now present the following sequences
of θdn which satisfies r(fθdn , fθˆkˆn
)  min
(√
dn/n, n−
s
2s+1
)
;
p0i = 12 , 1 ≤ i ≤ dn (13)
p1i = 12 +
1
2
√
αn
n
, for 1 ≤ i ≤ ln (14)
= 1
2
, for ln + 1 ≤ i ≤ dn (15)
where αn and ln are real sequences such that
αnln = kn = min(dn, n 12s+1 ) (16)
ln = O(n
2s
(2s+1)2 ), ln ≤ kn. (17)
First, we need to check whether the sequence θdn with (13)–(15) satisfies Condition B. The following lemma shows
θdn ∈ Θdn .
Lemma 4.3. The sequences (13)–(15) satisfy the Condition B.
Proof. It can be easily checked that pji is uniformly bounded away from 0 and 1. For the third condition,
dn∑
i=1
is|p1i − p0i| =
ln∑
i=1
i2
√
αn
n
 1
s+ 1 l
s+1
n
√
αn
n
= ls+1/2n
√
lnαn√
n
.
Since αnln = kn = min(n1/(2s+1), dn) ≤ n1/(2s+1) and ln = O(n
2s
(2s+1)2 ),
dn∑
i=1
is|p1i − p0i|  ls+1/2n
√
lnαn√
n
≤ O((n2s/(2s+1)2)s+1/2)
√
n1/(2s+1)/n
= O(n s2s+1+ 12(2s+1)− 12 ) = O(1).
These show θdn ∈ Θdn in Condition B. 
ln is the number of variables such that |p1i − p0i| = 12
√
αn
n . The relationship αnln = min
(
dn, n
1
2s+1
)
shows that if the
number of variables with information on classification is large (i.e., ln is large), then the strength of information of each
variable is weak (i.e, 12
√
αn
n is small). In the opposite case, there is a small proportion of variables which are informative
for classification. The number of informative variables and its strength of information have a trade-off relationship through
lnαn = kn. From the Eq. (7) and the sequence θdn with (13)–(15),
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r(fθdn , fθˆkn ) = E
[
|2fθdn (X)− 1|I(δθdn (X) 6= δθˆkn (X))
]
= E

∣∣∣∣∣∣∣∣∣
2
dn∏
i=1
pXi1i(1− p1i)1−Xi
dn∏
i=1
pXi1i(1− p1i)1−Xi +
dn∏
i=1
pXi0i(1− p0i)1−Xi
− 1
∣∣∣∣∣∣∣∣∣ I(δθdn (X) 6= δθˆkn (X))

=
(
1
2
)dn+1 ∑
x=(x1,...,xd)
∣∣∣∣∣∣
(
1+
√
αn
n
)l(x)1n (
1−
√
αn
n
)l(x)2n
− 1
∣∣∣∣∣∣ P(δθdn (x) 6= δθˆkn (x)) (18)
where, for given X = x = (x1, . . . , xdn), l(x)1n and l(x)2n are the number of xi = 1 and xi = 0 in the first ln variables in x
(i.e., (x1, . . . , xln)) respectively. Note that l
(x)
1n + l(x)2n = dn.
Using the above relationship and Theorem 4.1, we can derive the following theoremwhich states the exact convergence
rate of supΘdn r(fθdn , fθˆkn ).
Theorem 4.2. Under Condition B, there exists a sequence kn such that
sup
Θdn
r(fθdn , fθˆkn )  min
(√
dn/n, n−
s
2s+1
)
.
Proof. See Appendix. 
So far, we have considered the independent rule with kn selected variables, however it is also meaningful to see the
performance of independent rule with all the variables, namely δθˆdn (X) and compare it with δθˆkn . The following theorem
gives the convergence rate of r(fθdn , fθˆdn ).
Theorem 4.3. Under Condition B,
sup
Θdn
r(fθdn , fθˆdn )  min
(√
dn/n, 1
)
.
Proof. From the same idea in (12), it can be shown that r(fθdn , fθˆdn ) ≤ 2
√
E(fθdn (X)− fθˆdn (X))2 ≤ C∗(β)
√
dn/n for some
C∗(β). Additionally, we easily have r(fθdn , fθˆdn ) = P(δθˆdn (X) 6= Y ) − P(δθdn (X) 6= Y ) ≤ 1 since it is just the difference of
two probabilities. Combining these two bounds, we obtain supΘdn r(fθdn , fθˆdn ) ≤ O(min(1,
√
dn/n)) since β is fixed. For the
lower convergence rate, we can prove r(fθdn , fθˆdn )  min(1,
√
dn/n) for the sequence θdn satisfying (13)–(15) with lnαn =
min(n, dn) in a similar way as the proof of Theorem 4.2 in the Appendix. So we can obtain r(fθdn , fθdn )  min(1,
√
dn/n)
given the sequence θdn . Combining these results, we conclude that supΘdn r(fθdn , fθˆdn )  min(1,
√
dn/n). 
Remark. 1. From the above theorem, δθˆdn may not be able to achieve the Bayes error when dn  nν for ν ≥ 1 since
r(fθdn , fθˆdn ) 6→ 0 for some θdn . In other words, when there are many variables with sparsity, it is not desirable to consider
the independent rule with all the variables which makes it impossible to achieve the Bayes error for some θdn .
2. Corollary 3.2 in the previous section of fixed d is direct result of Theorem 4.3 since a fixed d is the case of s = 0. In such
a case, r(fθdn , fθˆdn )  min(1,
√
dn/n)  n−1/2 since dn is fixed constant.
Based on the results fromTheorems 4.2 and 4.3,we compare the performances of δθˆkn (X) and δθˆdn (X) and see if r(fθdn , fθˆkn )
may have faster convergence rate to 0 than r(fθdn , fθˆdn ), which implies variable selection improves the performance of the
independent rule in high dimensions. Note that, in case of normal populations, Fan and Fan [3] showed that variable selection
can improve the performance of the independent rule. The following corollary shows that variable selection may improve
the performance of the independent rule for multivariate binary data for a large number of variables.
Corollary 4.1. Under Condition B, if n1/(2s+1)/dn → 0, then
sup
Θdn
r(fθdn , fθˆkn )/ supΘdn
r(fθdn , fθˆdn )→ 0.
Proof. Since n1/(2s+1)/dn → 0, we obtain kn = min([n 12s+1 ], dn)  [n 12s+1 ], and supΘdn r(fθdn , fθˆkn )  n
− s2s+1
by Theorem 4.2. From Theorem 4.3, supΘdn r(fθdn , fθˆdn )  min
(
1,
√
dn/n
)
, so by combining these two results, (i) if
dn ≥ n, supΘdn r(fθdn , fθˆkn )/ supΘdn r(fθdn , fθˆdn )  n
− s2s+1 → 0; (ii) otherwise supΘdn r(fθdn , fθˆkn )/ supΘdn r(fθdn , fθˆdn ) 
n−s/(2s+1)/
√
dn/n =
√
n1/(2s+1)/dn → 0 by assumption. Combining (i) and (ii), we prove this theorem. 
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4.2. Unordered case
As a more general situation, when the pji’s are not pre-ordered, one natural way is to rearrange the variables so that the
rearranged variables satisfy the third condition in Condition B. In other words, for a given ∆ = (∆1,∆2, . . . ,∆dn) where
∆i = p1i − p0i, there exists a rearrangement of ∆, namely (∆j1 ,∆j2 , . . . ,∆jd) such that
∑dn
i=1 j
s
i |∆ji | ≤ M . However, in
general, this rearrangement ji’s for 1 ≤ i ≤ d is unknown due to unknown pji’s, thus there needs to be some strategy for
the rearrangement of the variables. In this section, we consider the rearrangement of the variables based on the ordering of
|∆ˆi| = |pˆ1i− pˆ0i| and show that under some regular condition, the rearrangement consistently selects significant variables,
leading to preserving the same convergence rates as in the pre-ordered case.
Let Tn = {i : ∆i 6= 0} and (j1, j2, . . . , jd) be a permutation of (1, 2, . . . , d) such that∑dni jsi |∆ji | ≤ M . We shall consider
a variation of Condition B, namely Condition B0which has additional conditions.
Condition B0 : In addition to Condition B,
4. There exists a permutation of (1, 2, . . . , dn) namely (j1, j2, . . . , jdn) such that
∑dn
i=1 is|∆ji | ≤ M and infi∈Tn |∆i| ≥
2
√
λ log n/nwhere λ ≥ τ + s/(2s+ 1). The cardinality of Tn satisfies |Tn| ≡ tn = o(kn) for kn = min(dn, n1/(2s+1)).
Due to unknown ∆j, a rearrangement (j1, j2, . . . , jdn) need to be estimated and as estimates. Under Condition B0, we
study the following approach which is naive.
First, |∆ˆi|’s are sorted in decreasing order such that
|∆ˆj′1 | ≥ |∆ˆj′2 | ≥ · · · ≥ |∆ˆj′d | (19)
and (j′1, j
′
2, . . . , j
′
dn) is the estimate of (j1, j2, . . . , jdn), namely (j
′
1, j
′
2, . . . , j
′
dn) = (jˆ1, jˆ2, . . . , jˆdn). Then, the first kn variables
are selected from the rearranged variables. Our goal is to show that the independent rule with these kn variables achieves
the same results as in the pre-ordered case under Condition B0.
We present the following lemma which states that the first kn variables from (jˆ1, . . . , jˆdn) based on (19) includes all the
variables in Tn with large probability.
Lemma 4.4. Under Condition B0, if dn > kn = [n1/(2s+1)],
P
(
min
i∈Tn
|∆ˆi| < max
i6∈Tn
|∆ˆi|
)
= O
(
n−
s
2s+1
)
.
Proof. Let E1n = {mini∈Tn |∆ˆi| ≥ n} and E2n = {maxi6∈Tn |∆ˆi| ≤ n} where n =
√
(τ + s2s+1 ) log nn . From E1n ∩ E2n ⊂
{mini∈Tn |∆ˆi| ≥ maxi6∈Tn |∆ˆi|}, by taking the complement, we have {mini∈Tn |∆ˆi| ≤ maxi6∈Tn |∆ˆi|} ⊂ E c1n ∪ E c2n thus it is
enough to prove P(E c1n) = O(n−
s
2s+1 ) and P(E c2n) = O(n−
s
2s+1 ).
For the case of P(E c2n),∆i = 0 for i ∈ T cn and
P(E c2n) = P
(
max
i6∈Tn
|∆ˆi| > n
)
= P
(
∪i6∈Tn{|∆ˆi| > n}
)
≤
∑
i6∈Tn
P
(
|∆ˆi| > 
)
by Bonferroni inequality.
By slight modification of Hoeffding’s inequality (see p.122 in [11]), we obtain P
(
|∆ˆi| > n
)
≤ 2e−2n = 2n−τ− s2s+1 and
therefore,
P(E c2n) ≤ |T cn |n−τ−
s
2s+1
since |T cn | = O(nτ ) due to |Tn| = o(kn) and dn > kn. Thus we obtain
P(E c2n) ≤ O(nτ )2n−τ−
s
2s+1 = O
(
n−
s
2s+1
)
.
For the case of P(E c1n),
P(E c1n) = P
(
min
i∈Tn
|∆ˆi| < n
)
=
∑
i∈Tn
P
(
|∆ˆi| < n
)
.
Since∆i in Tn from Condition B0 satisfies |∆i| ≥ 2
√
(τ + s2s+1 ) log nn = 2n, if∆i ≥ 2n, we obtain
P(|∆ˆi| < n) = P(∆ˆi −∆i < n −∆i and ∆ˆi −∆i > −n −∆i)
≤ P(∆ˆi −∆i < n −∆i) ≤ P(∆ˆi −∆i < −n)
≤ e−2n = n−τ− s2s+1
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where the last inequality is due to Hoeffding’s inequality. In a similar way, if ∆i ≤ −2n, we obtain the same inequality.
Using this and |Tn| = o(kn),
P(E c1n) ≤ |Tn|n−τ−
s
2s+1 ≤ o(kn)n−τ− s2s+1 = o
(
n−
s
2s+1
)
where the last inequality is due to τ ≥ 1/(2s+1)which results from dn = O(nτ ) and dn > kn = [n1/(2s+1)]. From the results
of P(E c1n) and P(E
c
2n), we conclude P
(
mini∈Tn |∆ˆi| ≤ maxi6∈Tn |∆ˆi|
)
≤ P(E c1n)+ P(E c2n) = O(n−
s
2s+1 ). 
Lemma 4.4 implies P(mini∈Tn |∆ˆi| > maxi6∈Tn |∆ˆi|) = 1 − O
(
n−
s
2s+1
)
which means the kn selected variables based on
the ordering of ∆ˆi includes all variables in Tn with a probability 1− O(n− s2s+1 ). In such a case, the independent rule with kn
variables achieves the same convergence rate as in the pre-ordered case since all the informative variables in Tn are selected
with large probability. The following corollary presents this result.
Corollary 4.2. Under Condition B0, the independent rule with the first kn = min([n1/(2s+1)], dn) variables based on (19)
achieves the same convergence rate in Theorem 4.2.
Proof. Let θˆ∗kn be the estimated vector consisting of the estimated parameters corresponding to the first kn variables
from the rearranged variables based on (19). Then we need to show supΘdn r(fθkn , fθˆ∗kn
)  min(n− s2s+1 ,√dn/n). (i) When
dn < n
1
2s+1 (i.e., kn = min
([
n
1
2s+1
]
, dn
)
= dn), all the variables are selected, so we easily obtain the result of Theorem 4.2,
supΘdn r(fθkn , fθˆ∗kn
)  √dn/n due to dn < k1/(2s+1). (ii) for the case of dn ≥ n 12s+1 (equivalently, kn = min
([
n
1
2s+1
]
, dn
)
=
n1/(2s+1)), define En = {mini∈Tn |∆ˆi| ≥ maxi6∈Tn |∆ˆ|i} then
r(fθdn , fθˆ∗kn
) = r(fθdn , fθˆ∗kn |En)P(En)+ r(fθdn , fθˆ∗kn |E
c
n )P(E
c
n ). (20)
From Lemma 4.4, we have P(En) = O(n−s/(2s+1)) and supΘdn r(fθkn , fθˆ∗kn |En)  n
− s2s+1 since on En the selected kn variables
include all informative variables in Tn. On E cn , P(E
c
n ) = O(n−
s
2s+1 ) and r(fθdn , fθˆ∗dn
) ≤ 1. Therefore, using (20), we obtain
supΘdn r(fθdn , fθˆ∗kn
)  n−s/(2s+1)(1−O(n−s/(2s+1)))+O(n−s/(2s+1))  n−s/(2s+1). Combining the results of (i) and (ii), we prove
this theorem. 
5. Independent rule in correlated multivariate binary data
In this section, based on the study in the previous sections, we extend to the case of correlated binary data. One main
reason that the independent rule has beenwidely used is that it has achieved successful performance even for the correlated
data. As a recent empirical study, Wilbur et al. [6] presented the result that the independent rule with well chosen variables
achieved a successful performance in DNA fingerprinting data. As an extension of applications of the independent rule,
we discuss the performance of the independent rule for the case of correlated binary data. There is a couple of models
for correlated binary data, for example see [10]. We shall introduce two models of correlated binary data; the Bahadur
representation and the logit model.
Under the logit model, the probability of X |Y = 1 has the form of
log P(X = x|Y = 1) =
∑
i
α1,i1zi1 +
∑
i1>i2
α1,i1 i2zi1zi2 +
∑
i1>i2>i3
α1,i1 i2 i3zi1zi2zi3 + · · · + α1,12···pz1z2 · · · zd −Λ (21)
where zi = 2xi − 1 andΛ is a normalized constant. In the same way, log P(X = x|Y = 0) can be defined. Another model is
the Bahadur [12] representation under which the probability of X |Y = 1 is in the form of
P(X = x|Y = 1) =
d∏
i=1
P(Xi = xi|Y = 1)
(
1+
∑
ρ1,i1ui1 +
∑
i1>i2
ρ1,i1 i2ui1ui2 + · · · + ρ1,12...pu1u2 · · · ud
)
=
d∏
i=1
pxi1i(1− p1i)1−xi
(
1+
∑
ρ1,i1ui1 +
∑
i1>i2
ρ1,i1 i2ui1ui2 + · · · + ρ1,12...pu1u2 · · · ud
)
(22)
where, given Y = 1, the standardized variable is defined to be ui = (Xi − p1i)/√p1i(1− p1i) and a kth order correlation is
defined to be ρ1,i1i2···ik = E(ui1ui2 · · · uik). Given Y = 0, the ui and kth correlations namely ρ0,i1 i2···ik can be defined in the
same way.
In these correlated binary data, the parameter space includes all the parameters related to dependent structure, namely
Ωd = {(θd, %d)}
where %d = (%1d, %2d).
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In the logit model, we define %1d = (α1,i1 i2 , α1,i1i2i3 , . . . , α1,12···d) for all different i1, i2, . . . , id and %0d in the same way.
In the Bahadur representation, %1d = (ρ1,i1 , ρ1,i1i2 , . . . , ρ1,12···p). Notice that %d = 0 implies that the data are independent
and the corresponding parameter space becomes Ωd = Θd as in previous sections. Under the correlated binary data, the
classification rule can be δθˆ ,%ˆ(X) = I(fθˆ ,%ˆ(X) ≥ 1/2), however this rule may be infeasible due to the large number of
parameters from %d. Therefore, we may ignore the estimation of %d, which leads to the independent rule as in the previous
sections. The independent rule is δθˆ ,0(X) = I(fθˆ ,0(X) ≥ 1/2) where θˆ is MLE under the assumption that the variables are
independent. This is the same as the independent rule used in the previous sections. Notice that αˆi = 12 log(pˆi/(1− pˆi)) in
the logit model where pˆji =∑nk=1 xkji/n. We put an additional structure onΩdn such as∑
1≤l<m≤kn
|E(Xl − pjl)(Xm − pjm)| = O(kn) (23)
or equivalently, since pji’s are uniformly bounded away from 0 and 1,∑
1≤l<m≤kn
|ρlm| = O(kn) (24)
where ρlm = E(ulum) for ui = (Xi − pi)/√pi(1− pi) and O(·) is uniform in n. Notice that (23) or (24) implies the first kn
variables are not too strongly correlated since the possible value of
∑
1≤l<m≤kn |ρlm| can be O(k2n). Additionally, we assume
the homogeneous covariance structures for two groups;
%1d = %2d. (25)
This homogeneity is commonly assumed inmany studies, for instance, the classification of normal populations assumes this
homogeneity as in [4].
By adding (24) and (25) to Condition B, we obtain the following for the Bahadur representation and the logit model,
denoted by Condition BB and Condition BL respectively;
Condition BB (Bahadur representation)
In addition to Condition B, (24) and (25) are added which leads to Ωd = {(θd, %d) : ∑di is|p1i − p0i| ≤ M, %1d =
%2d,
∑
1≤l6=m≤kn |ρlm| = O(kn)}.
Condition BL (logit model)
With 1 and 2 in Condition B, the parameter spaceΩd = {(θd, %d) :∑i is|α1,i−α0,i| ≤ M, %1d = %2d,∑1≤l6=m≤kn |ρlm| =
O(kn)}
Under Condition B or Condition BL, the following Corollary shows that δθˆkn ,0(X) = I(fθˆkn ,0 ≥ 1/2) and δθˆdn ,0(X) =
I(fθˆdn ,0 ≥ 1/2) achieve the same convergence rate as in Theorems 4.2 and 4.3.
Corollary 5.1. Under Condition BB in the Bahadur representation(or Condition BL in logit model), the independent rules,
δθˆkn ,0
(X) and δθˆdn ,0(X) achieve the following convergence rate as in Theorems 4.2 and 4.3;
sup
Ωdn
r(fθd,%dn , fθˆkn ,0)  min(n
− s2s+1 ,
√
dn/n)
sup
Ωdn
r(fθd,%dn , fθˆdn ,0)  min(1,
√
dn/n).
Consequently, if dn/n1/(2s+1) →∞, supΩdn r(fθdn ,%dn , fθˆkn ,0)/ supΩdn r(fθdn ,%dn , fθˆdn,0)→ 0.
Proof. As in the case of Theorem 4.2, we have two steps to show the first result. First, we shall show that
supΩn r(fθdn ,%dn , fθˆkn ,0, n) ≤ O(min(
√
dn/n, n−
s
2s+1 )). By using (10), one may get
r(fθdn ,%dn , fθˆkn ,0) ≤
√
8E(fθdn ,%dn (X)− fθkn ,0(X))2 + 8E(fθkn ,0(X)− fθˆkn ,0(X))2. (26)
For the case of the Bahadur representation, due to %1dn = %2dn , we easily obtain fθdn ,%dn (x) = fθdn ,0(x) for all x and
consequently by Lemma 4.2, we obtain E(fθdn ,%dn (X) − fθkn ,0(X))2 ≤ C∗/k2sn . for some constant C∗. For the logit model, the
bound of E(fθ,%(X)− fθkn ,0(X))2 is obtained in the same way as Lemma 4.2;
|fθdn ,%dn (x)− fθkn ,0(x)| ≤
1
2
dn∑
i=kn+1
|α1i − α0i| ≤ M2(kn + 1)s ≤
M
2ksn
.
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Thus, for both the Bahadur representation and the logit model, we have the result of E(fθ,%(X)− fθkn ,0(X))2 ≤ M
2
4k2sn
. For the
second term in the right-hand side in (10), we derive easily the following;
E(fθkn ,%kn (X)− fθˆkn ,0(X))
2 ≤ C1
kn∑
i=1
E(pˆji − pji)2 + C2
∑
1≤l6=m≤kn
E(pˆjl − pjl)(pˆjm − pjm)
≤ C1 knn + C2
∑
1≤l6=≤kn
|ρlm|
n
≤ C kn
n
where the last inequality comes from
∑ |ρji| = O(kn) and C1, C2 and C are constants. We take kn = min([n1/(2s+1)], dn)
which results in
sup
Ωdn
r(fθdn ,%dn , fθˆkn ,0) ≤
√
M2/(4k2n)+ Ckn/n = O(min(dn, k−s/(2s+1))). (27)
For the other side, due to Θd ⊂ Ωd and supΘdn r(fθdn ,0, fθˆdn ,0)  min(n−s/(2s+1),
√
dn/n) from Theorem 4.2, we obtain
supΩdn r(fθdn ,%dn , fθˆkn ,0) ≥ supΘdn r(fθdn ,0, fθˆdn ,0)  min(n−s/(2s+1),
√
dn/n)which results in
C∗∗min(
√
dn/n, n−
s
2s+1 ) ≤ sup
Ωd
r(fθdn ,%dn , fθˆkn ,0) (28)
for some constant C∗∗. Combining (27) and (28), we prove the first result. For the remaining results, we can easily prove
them in the same way as Theorem 4.3 and Corollary 4.1. 
Remark. Corollary 5.1 holds for the unordered case under Condition B0 in Section 4.2. Since Lemma 4.4 holds correlated
data (notice that the proof of Lemma 4.4 does not require the independence of variables), we select all significant variables
consistently. Adding Condition B0 in Section 4.2 to Condition BB and Condition BL, significant variables can be selected
consistently, so Corollary 5.1 holds for the unordered case, which can be easily shown in the same way as the proof of
Corollary 4.2.
6. Simulations
In this section, we present simulation studies which compare the independence rule with selected variables to that with
all the variables. We consider d = 104 and n1 = n2 = 25. We consider exchangeable multivariate binary data such that
ρij = ρ. Here, we consider small values of ρ, for example, ρ = 0, 0.1, 0.2 and 0.3. This is because our asymptotic results
hold under (23) or (24). ForN such thatN  d,Np1j’s are p1 and the remaining d−Np1j are p2. All p2j’s are p2. In simulations,
p1 = 0.3 or 0.5 and p2 = 0.1. Thus only N variables corresponding to ∆j = p1j − p2j = p1 − p2 significantly contribute
to classification and the others are just noisy variables. These various configurations are represented by (N, ρ, p1, p2). All
simulations were done based on an unordered case, thus variables were selected based on |∆ˆj| = |pˆ1j − pˆ2j|. As a choice of
kn, we consider various values such as tens or hundreds of selected variables, for example, kn = 50, 100, 200, 300 and 500.
As a data dependent choice of variables, we also consider kˆn based on cross validation (henceforth CV) which is a standard
procedure for model selection. See [13]. For computation of misclassification probability, we generate 2000 test samples
(1000 for each class) for each training data.We repeat this procedure 500 times and obtain 500misclassification probabilities
for each configuration. All values in Table 1 are an average of 500 misclassification probabilities. For the independence rule
with CV, we present the average number of selected variables in parentheses in Table 1.
As displayed in Table 1, in most of cases, the independent rule with selected variables achieves a better performance
than the independentwith all the variables throughout various cases of kn. In some situations, misclassification probabilities
of independent rule without all variables are around 0.5, whereas random guessing with variable selection reduces those
probabilities dramatically. The simulation studies may support our asymptotic results that variable selection procedure
improves the independence rule in high dimension under sparsity.
7. Discussion and future work
In this article, we investigated the performance of the independent rule whose parameters are estimated by MLE. We
present the rate of convergence of r(f , fˆ ) in a variety of situations. From the view of practical studies, there are some more
issues to be investigated further in the future. As one referee pointed out, in Condition B, there is a fixed constant, s, which
determines the optimal kn. However, s is unknown in practice, so there needs to be some data dependent procedure which
does not depend on s. For example, the cross validation used in Section 6 or some other types of data dependent procedure
are possible approaches, however it has not been studied yet whether those procedure can achieve a similar convergence
rate as in the paper. We left the problem as future work. Another issue is whether the convergence rate obtained in this
article is a minimax convergence rate. In the classification of a normal population problem, Bickel and Levina [4] derived
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Table 1
Misclassification error probabilities for the independence rule with all the variables and selected variables. IRk represents the independent rule where k is
the number of selected variables. The number in parentheses in IRCV represents the average number of selected variables via cross validation.
(N, ρ, p1, p2) IRAll IR50 IR100 IR200 IR300 IR500 IRCV
(300, 0.0, 0.5, 0.1) 0.034 0.005 0.000 0.000 0.000 0.000 0.103(21.5)
(300, 0.1, 0.5, 0.1) 0.088 0.009 0.001 0.000 0.000 0.000 0.101(16.4)
(300, 0.2, 0.5, 0.1) 0.352 0.015 0.002 0.000 0.000 0.004 0.104(19.0)
(300, 0.3, 0.5, 0.1) 0.513 0.024 0.004 0.001 0.002 0.016 0.113(20.9)
(100, 0.0, 0.5, 0.1) 0.229 0.005 0.001 0.015 0.032 0.055 0.073(18.9)
(100, 0.1, 0.5, 0.1) 0.301 0.010 0.007 0.033 0.059 0.091 0.068(28.1)
(100, 0.2, 0.5, 0.1) 0.467 0.020 0.021 0.072 0.127 0.210 0.070(34.6)
(100, 0.3, 0.5, 0.1) 0.643 0.039 0.058 0.131 0.212 0.327 0.086(37.1)
(300, 0.0, 0.3, 0.1) 0.240 0.111 0.077 0.088 0.085 0.122 0.119(57.8)
(300, 0.1, 0.3, 0.1) 0.307 0.141 0.121 0.134 0.129 0.159 0.152(59.9)
(300, 0.2, 0.3, 0.1) 0.469 0.178 0.159 0.183 0.212 0.273 0.184(65.2)
(300, 0.3, 0.3, 0.1) 0.643 0.236 0.241 0.270 0.314 0.382 0.236(64.3)
(100, 0.0, 0.3, 0.1) 0.399 0.212 0.226 0.251 0.286 0.294 0.213(51.3)
(100, 0.1, 0.3, 0.1) 0.431 0.269 0.281 0.299 0.332 0.334 0.265(49.4)
(100, 0.2, 0.3, 0.1) 0.519 0.308 0.334 0.376 0.407 0.439 0.322(61.6)
(100, 0.3, 0.3, 0.1) 0.687 0.378 0.411 0.461 0.500 0.551 0.387(70.7)
the same form of convergence rate under some structured parameter space and they also conjectured that the obtained
convergence rate is minimax.
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Appendix
Proof of Theorem 4.2. Theorem 4.1 shows supΘdn r(fθdn , fθˆkˆn
) ≤ O(min(√dn/n, 0− s2s+1 )), therefore we only need to show
that r(fθdn , fθkn ) ≥ Lmin(
√
dn/n, n−
s
2s+1 ) for some constant L and the sequences (13), (14) and (15), which results in
supΘdn r(fθdn , fθˆkˆn
)  min(√dn/n, n− s2s+1 ).
Let Cn =
{
x : 12
√
l1n ≤ 2l(x)1n − ln <
√
ln
}
where ln is defined in (16) and (17) and l
(x)
1n =
∑ln
i=1 x
k
i and l
(x)
2n =
∑ln
i=1(1− xki ),
the number of 1 and 0 in (x1, . . . , xln) respectively. By modifying (18),
r(fθdn , fθˆkn ) =
(
1
2
)dn+1 ∑
x=(x1,...,xd)
∣∣∣∣∣∣
(
1+
√
αn
n
)l(x)1n (
1−
√
αn
n
)l(x)2n
− 1
∣∣∣∣∣∣ PDn(δθdn (x) 6= δθˆkn (x))
≥
(
1
2
)dn+1∑
x∈Cn
∣∣∣∣∣∣
(
1+
√
αn
n
)l(x)1n (
1−
√
αn
n
)l(x)2n
− 1
∣∣∣∣∣∣ PDn(δθdn (x) 6= δθˆkn (x))
where
PDn(·) is probability measure w.r.t. observed samples Dn = {(Xkji , Yk), j = 0, 1, 1 ≤ i ≤ dn, 1 ≤ k ≤ n}. The proof of
r(fθdn , fθkn ) ≥ Lmin(
√
dn/n, n−
s
2s+1 ) for some constant L has two steps;
Step (i): PDn(δθdn (x) 6= δθˆkn (x)) ≥ b > 0 uniformly in x ∈ Cn for some constant b > 0.
Step (ii):
( 1
2
)dn+1∑
x∈Cn
∣∣∣∣∣(1+√ αnn )l
(x)
1n
(
1−
√
αn
n
)l(x)2n − 1∣∣∣∣∣  min(√dn/n, n−s/(2s+1)).
Proof of Step (i) Define ψjθdn (X) = P(X = x|Y = j) and ψθdn (X) = ψ1θdn (X) − ψ0θdn (X) and ψjθkn (X) and ψjθkn (X) in the
similar way. Notice that {x : δθdn (x) 6= δθˆkn (x)} = {x : sgn(ψθˆkn (x)) 6= sgn(ψθdn (x))} = {x : ψθˆkn (x) < 0, ψθdn (x) > 0} ∪ {x :
ψθˆkn
(x) > 0, ψθdn (x) < 0}. For notational convenience, we use PDn ≡ P in this proof.
For x ∈ {x : ψθˆkn (x) < 0, ψθdn (x) > 0},
P(ψθˆkn (x) < 0) = P
(
log
ψ1θˆkn
(x)
ψ0θˆkn
(x)
< 0
)
(29)
= P
(
log
ψ1θˆkn
(x)
ψ0θˆkn
(x)
− log ψ1θkn (x)
ψ0θkn (x)
< − log ψ1θkn (x)
ψ0θkn (x)
)
. (30)
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For the sequences (13), (14) and (15),
log
ψ1θkn (x)
ψ0θkn (x)
= log
ln∏
i=1
(
1+
√
αn
n
)xi (
1−
√
αn
n
)1−xi
= l(x)1n log(1+
√
αn/n)+ l(x)2n log(1−
√
αn/n)
where l(x)1n =
∑ln
i=1 xi and l
(x)
2n = ln − l(x)1n =
∑ln
i=1(1 − xi), the number of 1 and 0 respectively in (x1, . . . , xln). By using this
result, (30) is
= P
(
log
ψ1θˆkn
(x)
ψ0θˆkn
(x)
− log ψ1θkn (x)
ψ0θkn (x)
< −l(x)1n log
(
1+
√
αn
n
)
− l(x)2n log
(
1−
√
αn
n
))
(31)
≥ P
(
log
ψ1θˆkn
(x)
ψ0θˆkn
(x)
− log ψ1θkn (x)
ψ0θkn (x)
< −(2lx1n − ln) log
(
1+
√
αn
n
))
(32)
since the last inequality is due to−l(x)1n log(1+
√
αn/n)− l(x)2n log(1−
√
αn/n) ≥ −(l(x)1n − l(x)2n ) log(1+
√
αn/n) = −(2l(x)1n −
ln) log(1+√αn/n)where l(x)2n = ln− l(x)1n . For the computation of the above probability, we need to identify the distribution of
log(ψ1θˆkn (x)/ψ0θˆkn (x))− log(ψ1θkn (x)/ψ0θkn (x)), thus we shall present a more convenient representation of the distribution
of log(ψ1θˆkn (x)/ψ0θˆkn (x))−log(ψ1θkn (x)/ψ0θkn (x)). First,wedefine additional notations; Let L1n(x) = {i : x1i = 1, 1 ≤ i ≤ ln}
and L2n(x) = {i : x1i = 0, 1 ≤ i ≤ ln}. We define independent Bernoulli random variables namely, ykji such that
yk1i ∼ Bernoulli
(
1
2
+ 1
2
√
α
n
)
for i ∈ L1n(x) (33)
yk1i ∼ Bernoulli
(
1
2
− 1
2
√
α
n
)
for i ∈ L2n(x) (34)
yk1i ∼ Bernoulli
(
1
2
)
for ln + 1 ≤ i ≤ kn (35)
yk0i ∼ Bernoulli
(
1
2
)
for 1 ≤ i ≤ kn (36)
and
z+1i =
√
n
(
log y¯1i − log
(
1
2
+ 1
2
√
αn
n
))
for i ∈ L1n(x) (37)
z−1i =
√
n
(
log y¯1i − log
(
1
2
− 1
2
√
αn
n
))
for i ∈ L2n(x) (38)
zji =
√
n
(
log y¯ji − log 12
)
otherwise (39)
Sl(x)1n
=
∑
i∈L1n
z+1i , Tlx2n =
∑
i∈L2n
z−1i , Un =
kn∑
i=ln+1
z1i +
kn∑
i=1
z0i. (40)
Notice that Sl(x)1n
, Tlx2n andUn are the sumof i.i.d. randomvariables.With the abovenotations,we can show the following lemma
which shows a more convenient representation of the distribution of
√
n(log(ψ1θˆkn (x)/ψ0θˆkn (x))− log(ψ1θkn (x)/ψ0θkn (x))).
Define X d= Y for rv’s X and Y if X has the same distribution as Y .
Lemma .1. Given x,
√
n(log(ψ1θˆkn (x)/ψ0θˆkn (x))− log(ψ1θkn (x)/ψ0θkn (x)))
d= Sl(x)1n + Tl(x)2n + Un.
Proof. Given the sequence of (13) (14) and (15),
√
n
(
log
ψ1θˆkn
(x)
ψ0θˆkn
(x)
− log ψ1θkn (x)
ψ0θkn (x)
)
=
∑
i∈L1n(x)
√
n
(
log pˆk1i − log
(
1
2
+ 1
2
√
α
n
))
(41)
+
∑
i∈L2n(x)
√
n
(
log(1− pˆk1i)− log
(
1
2
− 1
2
√
α
n
))
(42)
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+
kn∑
i=ln+1
√
n
(
log(pˆxi1i(1− pˆk1i)1−xi)− log
(
1
2
))
(43)
+
kn∑
i=1
√
n
(
log(pˆxi0i(1− pˆ0i)1−xi)− log
1
2
)
. (44)
Under the sequence of (13) (14) and (15), (41) d= Sl(x)1n since x
k
1i
d= yk1i ∼ Bernoulli( 12 + 12
√
αn
n ) for i ∈ L1n. In the
same way, (44) d= Tl(x)2n since 1 − x
k
1i
d= yk1i ∼ Bernoulli( 12 − 12
√
αn
n ) for i ∈ L2n. In case of (43) and (44), first we
obtain pˆxi0i(1 − pˆ0i)1−xi d=
∑n
k=1 y
k
ji/n since x
k
ji
d= 1 − xkji d= ykji ∼ Bernoulli(1/2) regardless of xi which results in
(43) + (44) d= Un. Due to the independence of (41), (42), (43) and (44) as well as Sl(x)1n , Tl(x)2n and Un, we conclude that√
n(log(ψ1θˆkn (x)/ψ0θˆkn (x))− log(ψ1θkn (x)/ψ0θkn (x)))
d= Sl(x)1n + Tl(x)2n + Un. 
Using Lemma .1 and (32),
P
(
log
ψ1θkn (x)
ψ0θkn (x)
< 0
)
= P
(
Sl(x)1n
+ Tl(x)2n + Un√
kn
< − (2l
(x)
1n − ln)
√
n√
kn
log
(
1+
√
αn
n
))
≥ P
({
Sl(x)1n
+ Tl(x)2n + Un√
kn
< − (2l
(x)
1n − ln)
√
n√
kn
log
(
1+
√
αn
n
)}
∩ (An ∩ Bn)
)
(45)
where An = {|Sl(x)1n | ≤
√
3kn} and Bn = {|Tl(x)2n | ≤
√
3kn} for l(x)1n , l(x)2n and lxn are the number of 1 and 0 from the first ln variables
of x, i.e., (x1, . . . , xln) respectively.
On An ∩ Bn, (Sl(x)1n + Tl(x)2n )/
√
kn ≤ 2
√
3, therefore
(45) ≥ P
(
Un√
kn
< −2√3− (2l
(x)
1n − ln)
√
n√
kn
log
(
1+
√
αn
n
)∣∣∣∣∣ An ∩ Bn
)
P(An ∩ Bn)
= P
(
1√
kn
Un < −2
√
3− (2l
(x)
1n − ln)
√
n√
kn
log
(
1+
√
αn
n
))
P(An ∩ Bn) (46)
where the last equality is from the fact that Un is independent of Sl(x)1n
and Tl(x)2n
, i.e., Un is independent of An and Bn. We shall
show that two probabilities in (46) are bounded away from 0 uniformly in x. Notice that the main idea of this proof is that
P(An ∩ Bn) depends on l(x)1n (or l(x)2n ) for different configurations of x under the sequence of (13), (14) and (15). In other words,
the minimum of P(An ∩ Bn) for all x is the same as the minimum of P(An ∩ Bn) for 1 ≤ l(x)1n ≤ ln or 1 ≤ l(x)2n ≤ ln. Therefore,
min
x
P(An ∩ Bn) = 1− max
1≤lx1n,l(x)2n≤ln
P
({ |Sl(x)1n |√
kn
≤ √3
}c
∪
{ |Tl(x)2n |√
kn
≤ √3
}c)
≥ 1− max
1≤lx1n≤ln
P
( |Sl(x)1n |√
kn
>
√
3
)
− max
1≤l(x)2n≤ln
P
( |Tl(x)2n |√
kn
>
√
3
)
.
By using the maximal inequality (See [14]) and E(Sl(x)1n
)/
√
kn = o(1),
max
1≤l(x)1n≤ln
P
( |Sl(x)1n |√
kn
>
√
3
)
≤ P
(
max
1≤l(x)1n≤ln
|Sl(x)1n − E(Sl(x)1n )|√
kn
>
√
3+ o(1)
)
≤ 1
3kn
var(Sln) =
ln
3kn
var(z+11)
= ln
3kn
(1+ o(1)) ≤ 1
3
+ 
2
for some  > 0 where Sln =
∑ln
i=1 z
+
1i , var(z
+
11) = 1+ o(1) and ln ≤ kn.
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In the same way, for sufficiently large n and  > 0,
max
1≤l(x)2n≤ln
P
(∣∣∣Tl(x)2n ≥ √kn∣∣∣ ≤ √3) ≤ 13 + 2 .
Therefore, minx P(An ∩ Bn) ≥ 13 − . Using this result, we obtain
(46) ≥
(
1
3
− 
)
P
(
Un√
kn
< −2√3− (2ln − l
(x)
1n )
√
n√
kn
log
(
1+
√
αn
n
))
.
For x ∈ Cn = {√ln/2 < 2l(x)1n − ln <
√
ln}, the above is
P
(
log
ψ1θkn (x)
ψ0θkn (x)
< 0
)
≥
(
1
3
− 
)
P
(
Un√
kn
< −2√3−
√
n√
kn
log
(
1+
√
αn
n
))
.
Since− log(1+ x) ≥ −x, we have− log(1+√αn/n) ≥ −√αn/n, therefore
≥
(
1
3
− 
)
P
(
Un√
kn
< −2√3− 3
√
n√
kn
√
αn
n
)
≥
(
1
3
− 
)
P
(
Un√
kn
< −2√3− 1√
ln
)
since kn = lnαn
≥
(
1
3
− 
)
P
(
Un√
kn
< −2√3− 1
)
. (47)
Since Un/
√
kn converges to a normal distribution, P(ψˆθˆkn (x) < 0) ≥ b > 0 for some b > 0 uniformly in x ∈ {x : ψθdn (x)
> 0}, i.e.,
P(ψθˆkn (x) < 0, ψθdn (x) > 0) ≥ b > 0 uniformly in x. (48)
In the same way, P(ψθˆkn (x) > 0, ψθdn (x) > 0) ≥ b > 0 uniformly in x which leads to P(δθˆkn (x) 6= δθdn (x)) ≥ 2b > 0
uniformly in x.
Proof of Step (ii)
Notice that Cn = {1/2√ln < 2l(x)1n − ln <
√
ln} depends on l(x)1n , the number of xi = 1 from (x1, . . . , xln), not on the
configuration of (x1, . . . , xln). By using
∑
(xln+1,...,xdn ) = 2dn−ln , the above is
∑
x
(
1
2
)dn+1 ∣∣∣∣∣∣
(
1+
√
αn
n
)l(x)1n (
1−
√
αn
n
)ln−l(x)1n
− 1
∣∣∣∣∣∣ I(x ∈ Cn)
= 1
2
∑
(x1,...,xln )
(
1
2
)ln ∣∣∣∣∣∣
(
1+
√
αn
n
)l(x)1n (
1−
√
αn
n
)ln−l(x)1n
− 1
∣∣∣∣∣∣ I(Cn).
We consider a random variable such that Z ∼ Binomial(ln, 12 ), then the above can be rewritten as
= 1
2
EZ
{∣∣∣∣∣
(
1+
√
αn
n
)Z (
1−
√
αn
n
)ln−Z
− 1
∣∣∣∣∣ I(Cn)
}
. (49)
On Cn = { 12
√
ln < 2Z − ln < √ln},∣∣∣∣∣
(
1+
√
αn
n
)Z (
1−
√
αn
n
)ln−Z
− 1
∣∣∣∣∣ 
√
lnαn
n
(50)
uniformly in x, which results in
(49) 
√
lnαn
n
EZ (I(Cn)) =
√
lnαn
n
PZ
(
1
2
√
ln < 2Z − ln <
√
ln
)

√
lnαn
n
(51)
by C.L.T. for Binomial distribution such that P( 12
√
ln < 2Z − ln < √ln) ∼ (Φ(1)− Φ(1/2)).
2286 J. Park / Journal of Multivariate Analysis 100 (2009) 2270–2286
By combining the proof of (48) in Step (i) and (51) in Step (ii), for the sequence θdn in (13), (14) and (15),
r(fθdn , fθˆkn ) 
√
lnαn√
n
=
√
min(dn, n1/(2s+1))√
n
= min
(√
dn
n
, n−s/(2s+1)
)
whereαnln = kn = min(dn, [n1/(2s+1)]). Thereforeweobtain supΘdn r(fθdn , fθˆkn ) ≥ Lmin
(√
dn/n, n−
s
2s+1
)
for some constant
L and by combining this and Theorem 4.1, we can conclude supΘdn r(fθdn , fθˆkn )  min
(√
dn/n, n−
s
2s+1
)
. 
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