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ABSTRACT 
The objective of this dissertation is to study RNA aptamers with molecular dynamics 
simulation. It addresses fundamental challenges associated with RNA aptamers that can be 
investigated via molecular dynamics simulation, including the unavailability of 3D structures for 
the apo state, the challenge of ensuring good sampling for a flexible molecule, and the 
uncertainties that accompany molecular properties. The results presented in this dissertation 
focus on the application of multiple independent simulations to address these issues. I present 
results from multiple independent molecular dynamics simulations that are started from selected 
de novo predicted structures, according to experimentally determined base stacking, as a 
workflow to characterize the flexible apo state of an aptamer. I systematically investigate the 
sampling of multiple independent simulations by studying the nonlinear dynamic behavior, 
including principal component analysis and multivariate recurrent quantification analysis. I 
further propose a simulation assessment approach based on the root mean square deviation 
(RMSD) matrix eigenvalue and estimate molecular properties of interest with rigorous statistical 
analysis. 
I first develop a workflow that combines computational modeling and fluorescence 
experiments to study the structure and dynamics of the aptamer apo state. The selected predicted 
structures pass rounds of clustering and satisfy the stacking condition of critical bases in apo 
state determined from experiments. Multiple independent simulations from these selected 
structures effectively achieve better sampling than using the available NMR complex structure 
with ligand removed. It is also noticed that when the backbone is well aligned, a different base at 
the same position might also be potential binding site. This provides insight to the ligand binding 
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mechanism, specifically, whether the flexible terminal loop adjust its whole structure or a critical 
base flips to fit the ligand. 
With the evidence that multiple molecular dynamics simulations can be used to 
investigate the conformation of aptamer for situations where a 3D structure is not available, I 
next investigate how well multiple independent simulations from different initial conformations 
sample the conformational space. The sampling of simulations started from different predicted 
structures is compared both qualitatively and quantitatively. The projection of sampled structures 
on selected principal components axes shows overlap among different groups of simulations as 
well as regions visited only by a specific group. The sampling of different groups of simulations 
is then further compared via recurrence quantification analysis using the top 10 principal 
components. The minimum length required for each independent simulation is determined. The 
number of independent simulations for sufficient sampling of the system is recommended based 
on the standard error of the mean for the molecular property of interest.  
Once the number of independent simulations and the minimum length of each simulation 
are known, it is necessary to systematically perform rigorous statistical analysis on any property 
of interest. Examination of the simulation quality can be done by looking at the progress of the 
largest eigenvalue from the RMSD matrix. Simulations or sections of simulations can be grouped 
as repeated measurements or enrichment, which further determines the uncertainty calculation. I 
recommend such a procedure because the sampling achieved with molecular dynamics 
simulations performed with limited timescales might display dependence on the initial 
conditions.  This would lead to an outcome where different simulations could exhibit different 
error. I urge that care be taken in analyzing simulation outcomes and emphasize that taking the 
average is not sufficient.     
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CHAPTER 1.    GENERAL INTRODUCTION 
Increasing attention has been paid to discovering a new class of molecular targeting 
agents in the fields of therapeutics, diagnostics and drug development.1–3 Aptamers are single-
stranded DNA or RNA oligonucleotides that are capable of binding noncovalently to diverse 
biological targets with high affinities and specificities.4 These targets vary from small molecules, 
peptides and proteins, and even to whole cells and tissues. Aptamers are often called “chemical 
antibodies”5 as a result of their many unique properties, including ease of synthesis and 
modification as well as excellent safety profiles. In order to design aptamers for new 
applications, such as biosensors,6 it is important to study their structure and dynamics. In this 
study, I explore the RNA aptamers with molecular dynamics with the emphasis on using 
multiple independent simulations to investigate their conformations.  
Molecular dynamics (MD) simulations complement experimental studies, understanding 
the structure-function relationship by providing detailed atomic motions.7,8 Due to the 
development of RNA force fields and the growth of computing power, MD simulations have 
been widely applied to study RNA riboswitches and aptamers. The gap between the growing 
number of new aptamers being identified and synthesized, as well as the limited number of 3D 
structures characterized by experiment, brings the need of applying computational modeling to 
study aptamer structures. The combination of RNA 3D prediction and molecular dynamics can 
be applied to model aptamers, which further helps discover binding mechanisms.9 An approach 
that effectively selects and characterizes the representative conformational ensemble for flexible 
aptamers is needed, which is further discussed in Chapter 3.   
One issue that cannot be ignored about MD simulation is the sampling problem from 
limited timescale.10 Although this problem is now universally recognized in the biomolecular 
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simulation field, a standard procedure of conducting MD simulations with enhanced equilibrium 
sampling has still yet to be developed. A promising approach to enhance equilibrium sampling is 
to perform multiple MD runs starting from different initial conditions.11 It has been proven that 
multiple independent short simulations not only sample more broadly in the conformational 
space,12 but also provide more accurate estimates.13 To achieve satisfactory sampling, the initial 
states should be as diverse as possible. However, due to the complex free energy landscape of 
RNA molecules, it is often unclear how many simulations are necessary and the minimum length 
required of each simulation. Due to this situation, Chapter 4 of this dissertation seeks depict a 
sampling performance and provide guidance on simulation study setup.  
As a whole, convergence assessment involving multiple independent simulations still 
ends up answering the question of how long a simulation needs to be to achieve relative 
sufficient sampling.14 Even by comparing two or more simulations, sampling from integrating 
multiple independent simulations is yet to be justified by rigorous quantitative evaluation. The 
uncertainty of an MD simulation usually corresponds to its initial conditions under a limited 
timescale. Hence, choices need to be made on whether to compare independent simulations or to 
concatenate all the trajectories. In terms of error quantification, it is also necessary to decide 
whether independent simulations function as repeated measurements or enrichments in sampling. 
Chapter 5 demonstrates the practices of applying rigorous statistical analysis on the properties of 
interest from multiple trajectories.    
In this work, I focus on these three crucial goals. One is to develop an approach of 
conducting multiple independent MD simulations as a guideline for modelling aptamers. The 
second goal is to develop an approach of rigorously assessing sampling quality of multiple 
independent MD simulations. The third goal is to improve the practice of analyzing multiple 
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independent simulations with statistics. Overall, our work can be used as a general approach for 
improving sampling via multiple independent MD simulations for flexible biomolecular systems. 
In order to better understand the goals of this research, the subsequent chapters of this 
dissertation are summarized below:   
Chapter 2 introduces the background of this work, starting from the basic information of 
MD simulations and RNA aptamers. It depicts how to improve the sampling of MD simulations, 
which will benefit the understanding of structure and dynamics of aptamers and biomolecular 
systems in general. It also introduces how statistical analysis can be applied to interpret MD 
simulations and provides practical considerations of MD simulations of RNA aptamers.  
Chapter 3 develops an approach to obtain a representative ensemble of apo structures that 
are based on in silico RNA 3D structure prediction and in vitro experiments that characterize 
base stacking. The goal is to study the conformation and dynamics of an aptamer whose 3D 
structure is unknown, especially for the less structured apo state. Instead of conducting 
simulations using the bound complex from NMR or crystal structures with ligand removed, I 
choose to use initial structures from de novo prediction. With the knowledge of the long 
timescale of base flipping, extra caution is paid on the stacking of critical bases potentially 
related to ligand binding during the predicted structure selection. Potential ensemble of apo 
structures is constructed from RNA 3D structure prediction with the guidance of base stacking 
information from experiments. Multiple independent MD simulations are conducted from the 
structures in this ensemble to better sampling the aptamer apo state.    
Chapter 4 explores the sampling performance of multiple independent simulations which 
are started from de novo predicted structures similar to Chapter 3. The focus of sampling 
assessment is to compare groups of simulations started from different predicted models. To 
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achieve this goal, I look into the projection of conformational space on principal components as 
qualitative examination and the nonlinear dynamic behaviors quantified by recurrence rate of 
structures and the largest Lyapunov exponents from the trajectories. The work in this chapter 
provides insights of deciding how long each independent simulation should be and how many 
independent simulations should be used, which can guide the setup of multiple independent 
simulations for sufficient sampling.  
Chapter 5 provides an analyses workflow for multiple independent MD simulations with 
the focus on simulation quality examination and estimate the properties of interest with 
uncertainty rigorously reported. I start with the examination of multiple independent simulations 
before analysis, focusing on checking if any simulation needs to be run longer. The method used 
is developed from the largest eigenvalue of RMSD matrix. I then look into obtaining estimates 
and related uncertainties of different types of properties of interest with the consideration of 
errors introduced from multiple independent simulations. This analyses methodology in this 
work can be applied in bimolecular simulations and inspire more applications of rigorous 
statistical analysis in the biomolecular modeling community.  
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CHAPTER 2.    MOLECULAR DYNAMICS SIMULATIONS OF RNA APTAMERS 
Abstract 
Molecular dynamics (MD) simulations have a huge impact in molecular biology as 
atomic details of structure and dynamics from simulations greatly enhance the understanding of 
biomolecular systems and inspire the engineering of various biomolecules for new applications. 
Among the biomolecules that have attracted much research interest, RNA aptamers, as promising 
alternative to antibodies, draw much attention of modelers as well. These single oligonucleotides 
are capable of binding various targets with high affinities and high specificities. As the 
development of simulation abilities, such as simulation speed and RNA force field accuracy, 
information from MD simulations of RNA aptamers can complement and further motivate 
experimental work. Simulations have been valuable in deciphering the ligand-binding and 
folding/unfolding mechanisms as well as designing novel features of aptamer-target complex. 
Here I review the applications of MD simulations in modeling RNA aptamers with a focus on 
practices of using multiple independent simulations (MIS) to enhance sampling and rigorous 
statistical analysis to assess sampling and interpret simulation results.    
What Is MD Simulation? 
In MD simulation, the positions and velocities of the atoms in the system are calculated 
by integrating Newton’s equations of motion based on the force field. The result is a trajectory 
that specifies the motions of atoms over time. The force field is the physical model of molecular 
mechanics potential energy including covalent bonds, long-range electrostatic and van der Waal 
forces. The parameters of force field are developed based on quantum mechanical calculations 
and existing experimental information. 
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The first MD simulation of a condensed phase system was performed by Alder and 
Wainwright in 1957 using a hard-sphere model for the intermolecular interactions.1 Early 
simulations used simple pair potentials, such as square-well potential, where the interaction 
energy between two molecules is zero beyond a cutoff distance. In these early works, the 
molecules of interest were spherically symmetric and thus, referred to as particles. Rahman first 
simulated argon using continuous potentials2 and also performed the first simulation of liquid 
water.3 Finite difference techniques are used to generate MD trajectories with continuous 
potential models. The idea is to break down the integration into many small stages separated by 
fixed time δt. The Verlet algorithm4 is widely used for integrating the equations of motion, which 
later inspires the development of several variations, including the leap-frog algorithm,5 the 
velocity Verlet method6 and Beeman’s algorithm.7 Another general family of integration 
algorithms is the predictor-corrector methods,8 which predict the positions, velocities, 
accelerations and higher-order terms based on Taylor expansion.  
To initiate a molecular dynamics simulation, the first step is to establish an initial 
configuration of the system. The initial configuration may be obtained from experimental data, 
from a theoretical model or from a combination of the two. The next step is to assign initial 
velocity to the atoms. It is conducted by randomly generating from a Maxwell-Boltzmann 











This equation describes the probability that atom i with mass mi has velocity vix along x-
axis under temperature T. The first stage in an MD simulation is the equilibration process, which 
allows the system to reach equilibrium from the starting configuration under specified 
conditions. Various parameters can be monitored for achieving stable values and following 
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desired distributions under specified thermodynamic ensemble, including the kinetic, potential 
and total energies together with the velocities, temperature and pressure. Then the production run 
can be conducted once equilibrium is observed. Thermodynamic properties and conformational 
features are usually collected during the production stage.  
MD simulation can be used to calculate time-dependent properties due to the 
configurations generated from MD are connected by time, for example the net dipole moment. 
Transport properties, for example, the shear viscosity and the thermal conductivity, can be 
obtained from MD as well according to Einstein relationships. Diffusion coefficient and other 
transport coefficient can also be calculated by an appropriate autocorrelation function. MD 
simulations can also provide details about conformational properties of molecular systems that 
change over time. The direct way is to view the structure via molecular graphics program as a 
movie. The Cartesian coordinates saved at regular time step display in sequence.  
MD simulations have been widely applied in studying conformations and dynamics of 
biomolecules. They are powerful in providing detailed atomic motions of biomolecules over 
multiple timescales, which gives insight into the structure-function relationships of complex 
system. The accuracy of the force field is of great importance in studying the structural dynamics 
of biomolecules with MD, since parameters might lead to oversampling or underestimation of 
particular conformations as force field artifact.  
A typical procedure to simulate a biomolecular system, such as a protein in solution, is 
usually started by an energy minimization step of the biomolecule together with solvent and any 
counterions. The solute is kept fixed while solvent molecules and ions are free to move. The 
process is to equilibrate the solvent so that these molecules readjust to the potential field of the 
solute completely.  
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What Story Does MD Simulation Tell about RNA Aptamers? 
The applications of MD simulations of nucleic acids has been greatly increased as the 
reliability of MD simulations has been substantially improved especially after the 
implementation of Ewald methods for the treatment of long-range electrostatics9,10 and the 
development of force fields for nucleic acids.11 The first MD simulation of an RNA structure was 
performed by Harvey et al12 in 1984 on phenylalanine tRNA. 
Aptamers, first reported by Tuerk and Gold13 in 1990, are single-stranded DNA or RNA 
that act as molecular recognition elements for various targets.14 These targets vary from small 
molecules, peptides and proteins, and even to whole cells and tissues. The folding of 
oligonucleotides enhances the binding with high affinities and specificities.  Early MD 
applications were carried out in 1999 to study the interactions of RNA aptamer with 
aminoglycoside antibiotics15 or cofactors9. Due to efficient targeting, stability and benefits of a 
chemical synthesis, aptamers have gained much interest in diagnostic and therapeutic 
applications. As the explosion of experimentally characterized structures and development of in 
silico RNA 3D structure prediction provide the starting point for MD simulations, MD has now 
focused more on the structural and energetic properties of the RNA aptamers for rational design 
of aptamer-based applications, such as aptasensors. A more detailed review of aptamers and their 
applications is provided in Appendix A of this thesis. 
Obtain RNA Conformational Ensemble 
MD simulations are powerful to complement structural studies to provide novel insights 
into RNA structure. For example, restrained MD simulations incorporation of NMR data was 
applied to translate the kinetic rates into RNA structural information and obtain ensembles 
involved during the conformational transition.16 Small-angle X-ray scattering (SAXS), popular 
for characterizing biomolecule flexibility, can be used to determine a structural ensemble with 
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the aid of multiple independent enhanced sampling simulations and ensemble optimization 
method.17  
MD simulations have also been applied to recover the apo state ensemble. Most of the X-
ray crystal structures of riboswitches solved that undergo large conformational changes are in 
bound form. It is notoriously difficult to obtain crystal structure in apo state, and it is likely 
because apo state is more conformationally heterogeneous and dynamic.18,19 The conformation of 
the apo state of riboswitches is investigated mostly by NMR spectroscopy. There are over one 
hundred NMR and crystal structures of aptamers in bound form. However, less than a quarter of 
their apo counterparts are published. A lack of apo structures of riboswitches and aptamers 
leaves questions regarding simulations of apo state.  
Unknown apo model is usually constructed by deleting the ligand from crystal or NMR 
structures. The apo structure of riboswitch aptamer domain sometimes is similar to the bound 
state, for example, lysine sensing riboswitch. However, for other riboswitches, the apo sate is not 
a single conformation rather than as an ensemble of states that minimizes the energy barrier 
between the apo and bound states,20 such as SAM-I riboswitch. When there is evidence from 
experiment that ligand binding might introduce large conformational changes from apo to bound 
state, more caution need to be paid for apo state modeling. Practice with replica exchange MD 
and fluctuation amplification of specific traits (FAST) goal-oriented sampling method that 
generate batches of MD simulations has successfully predicted the apo state of a theophylline 
aptamer.21 In this method, the starting point of successive batches of simulations were selected 
that maximize the root mean square deviation (RMSD) from available bound NMR structure.    
Depict the Dynamics   
The dynamics revealed from MD simulations are not available in the crystal structure 
because of crystal contact. The simulations starting from crystal structure can provide not only 
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additional information about the solution structure but also the information not provided by the 
solution structure due to the limit of the number of spatial restraints.18 The mobility and 
flexibility is often the focus when interpreting MD results, especially for aptamers which are 
believed to be structurally flexible as short nucleic acids.22 Properties calculated from MD 
simulations as routine analyses, such as root mean square fluctuations (RMSF), quantify the per-
atom/residue/region fluctuations, and thus reveal the dynamics of various regions of interest. The 
dynamic behavior of water molecules and ions is also critical for RNA dynamics and aptamer-
ligand binding. 23–25  
Study the Mechanisms 
RNA aptamer-ligand binding 
It is critical to understand the mechanism of molecular recognition between aptamers and 
targets, as molecular recognition is the key for both in vitro applications and in vivo gene 
regulation. MD simulations are promising to complement experiments with atomic details of 
aptamer-ligand interactions. Crystal structures have played an ambiguous role in the assignation 
of binding mechanism.26 The first RNA aptamers27–29 were initially crystallized only in the 
ligand-bound state. For structures with loose and flexible nature in their apo state, such as some 
riboswitches, it is difficult to investigate the apo form using X-ray crystallography. The 
mechanism was inferred to be induced fit because the bound structure could only exist in the 
presence of ligand. However, other experimental techniques, such as NMR, SAXS and chemical 
probing, could provide valuable insight into the apo state. Methods such as fluorescence 
polarization/anisotropy,30 surface plasmon resonance,31 quartz crystal microalance and capillary 
electrophoresis32 have been used to study aptamer-ligand interactions. Labeling or surface 
immobilization in these methods might alter the aptamer-ligand binding.33 The information 
obtained is also usually limited to binding strength. MD simulations allow us to study motions 
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that cannot be detected in the NMR experiment due to their time-averaged nature. Therefore, 
combining MD simulations together with crystallography, NMR, single molecule techniques, 
chemical mapping data provides more complete knowledge of RNA aptamers. 
McCluskey and Penedo26 proposed a scheme using 2D space to describe four 
mechanisms, following the requirements of clarity, practicality and comprehensiveness. Besides 
pure induced fit and pure conformational selection, they included two hybrid mechanism –
fly-fishing and selective induction. Example studies of aptamers involving these four 
mechanisms were listed to compare the simulation observations and experimental results on 
binding mechanism.    
Kelley et al.34 investigated the on-off signaling mechanism of SAM-II riboswitch with 
all-atom MD simulations. The simulations were conducted for both bound and apo state each in 
200 ns. The apo structure was obtained by deleting the ligand SAM from crystal complex. The 
authors observed that one of the states in apo form is close to bound form with some of the key 
interactions existed, while the other states are more relaxed and less compact. Two contacts 
between L1 and P2b helix were measured and used to estimate the rate of switching from loosely 
formed pseudoknot structure to bound form. The two state model was built by defining a switch 
happened when one of the two contacts appeared. The survival probability was calculated from 
the distribution of the escape times. From this analysis, the authors found that the apo riboswitch 
periodically samples bound from and the switching was in nanosecond timescale (very fast). 
Hence, the limiting step is assumed to be the binding and dissociation of SAM, which is in much 
longer timescale. Upon ligand binding, the classic pseudoknot was completely formed after 
“zipping” up L1 through RNA-ligand interactions. Three major interactions including hydrogen 
bonding and electrostatic interactions were identified between SAM and the riboswitch. Two of 
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them were locked by SAM and the other one seems to naturally flow. The recognition 
mechanism was summarized as an interplay between conformational selection and induced fit. 
The binding process is a combination of conformational changes of apo state to conformations 
similar to bound form and subsequent rearrangement of the structure. The SAM-II riboswitch 
was categorized into pure conformational selection from experimental studies.26 The formation 
of pseudoknot in the absence of ligand, which supports conformational selection, is consistent 
between this MD study and study by Haller et al..35 They also mentioned most of the native 
tertiary interactions outside of binding pocket were intact from NMR.35 The difference is that the 
function of SAM is stated differently in two studies. In this MD simulation study, the fully 
formed pseudoknot with additional RNA-SAM interactions is described as “rearrangement of the 
structure”. However, in the NMR study, it is interpreted as stabilization of the pre-formed state. 
The difference rises from the structural definition of induced fit. In my opinion, it can be induced 
fit if there is evidence that SAM adjusts the energy barrier. However, in this MD study, the 
statement of binding of SAM being the limiting step is inferred from binding studies of other 
riboswitches. It is not as strong evidence as kinetic measurement, if there is. The RNA-SAM 
binding in this study is more close to “extended conformational selection” or selective induction 
defined by McCluskey.26    
Petrone et al.20 studied preQ1 Class 1 riboswitch of Bacillus subtilis with all-atom MD 
simulations of bound and apo state in 470 ns and 570 ns, respectively. The 34-nt aptamer retains 
all features of large riboswitch aptamers. The apo structure was constructed by removing the 
ligand from crystal structure. The pseudoknot form exists in the simulated apo model. Ligand 
binding pocket forms only when ligand exists. The S2 loop undergoes a dramatic conformational 
change as G11-C31 base pair forms, which results in the formation of binding pocket. The 
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binding pocket region collapses in the apo state due to the intrusion of nucleotides in loop L2. 
The findings from this MD study are consistent with experimental observations of the preQ1-I 
riboswitch, which exhibits hybrid folding mechanism. The formation of pseudoknot in apo state 
indicates conformational selection, while the fact that the presence of ligand induces the 
formation of binding pocket leads to induced fit.  
Sharma et al.36 studied bound and apo add A-riboswitch and proposed a two-step model 
of ligand binding from MD simulations (15 ns for each structure). The first step is docking of the 
ligand on to U51, which is a fast reversible step. The second step is conformational changes to 
the final bound form, which is slow. Gong et al.37 studied the same riboswitch with all-atom MD 
simulations of bound and apo structures as well (two independent simulations, each in 20 ns for 
bound and apo structures). In this study, the initial docking site of ligand is U74 instead of U51 
from Sharma et al..36 The authors explained the difference might be different force fields used in 
the two studies (AMBER in Gong et al37, and CHARMM in Sharma et al.36). The authors further 
inferred that different results might actually complement with each other based on observations 
that U74 as well as U51 are both suitable as initial docking site.38 The difference between bound 
and apo state is identified as the binding pocket and P1 range. Moreover, even with ligand 
present in the binding pocket, the bound aptamer will have conformational change if ligand 
doesn’t form base pairing with U74. Allnér et al.39 conducted MD simulations to study loop-loop 
interaction of the same aptamer. Simulations of bound and apo state were performed for 12 ns 
starting from same crystal structure and crystal structure with ligand removed, respectively. The 
apo simulation was designed to identify which interactions are stabilized by the presence of 
ligand. To study the opening of kissing loop, umbrella sampling was performed to induce the 
breaking of the tertiary interactions between L2 and L3 loops and investigate the free energy 
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profiles. Based on simulation results, the authors proposed a hypothesis of the binding 
mechanism including four steps: 1) platform to accommodate the ligand are formed; 2) kissing 
loops interaction is formed; 3) ligand approaches the binding site and forms stacking with the 
platform; 4) binding pocket is closed by alignment between P1 and P3 and two triplets. In the 
first step, those interactions are present in apo state, while interactions below the binding site are 
not. The interaction between the loops L2 and L3 in step 2 is stabilized by stacking, as the first 
sharp increase observed in the free energy profile corresponds to the initial disruption of 
interloop base stacking and the breakage of noncanonical base pairing. The ligand is locked by 
U51 and C74 in step 3 and it further promotes the “zipping” of the binding pocket in step 4. Di 
Palma et al.40 used steered MD to study the thermodynamics of the P1 stem formation and 
estimate the ligand-induced stabilization of the helix. By pulling the P1 stem, the secondary and 
tertiary structure elements of the rest of the aptamer were not affected by opening of the helix. 
On the P1 stem, the breakage of A9-U63 base pair requires longer pulling in the presence of 
ligand than apo state. It is compatible with the picture that ligand stabilizes the P1 stem. The P1-
ligand interaction was quantitatively analyzed from the simulations of both bound and apo state. 
The ensemble of bound and apo form was defined in terms of number of hydrogen bonds formed 
between A9 and U63 (bound –one or two hydrogen bonds; apo –zero hydrogen bond). The 
differences in free energy between the ensembles was calculated using a reweighting scheme. 
For the apo system, ΔF=-2.5±1.4 KJ/mol, and for the bound system, ΔF=1.9±1.7 KJ/mol. It 
indicated that the base pair could spontaneously break without ligand while the base pair is 
stabilized by the presence of ligand. The ΔΔF between two systems is -4.4±2 KJ/mol, which 
quantifies the thermodynamic stabilization to the formation of the base pair. The authors 
proposed the binding model based on their simulation results and related experimental works. It 
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includes the following steps: 1) P2 and P3 stems and L2 and L3 loops are formed but not fully 
stable (L2, L3 not interacting with each other); 2) three junctions arrange around adenine upon 
binding and previously formed helices are stabilized41; 3) the P1 helix becomes fully structured 
and stabilized by ligand. The authors pointed out that it is not clear if the loop-loop interaction is 
formed before or after ligand binding according to experimental observations.42 Thus, an 
alternative pathway of step 2 is that the junctions and the P1 could acquire a partially folded 
conformation in the absence of ligand.43 The difference between the binding mechanisms 
summarized by Allnér et al.39 and Di Palma et al.40 is whether loop-loop interactions exist before 
ligand binding or after. NMR studies have shown that adenine bind multiple partially-folded 
configurations of the add aptamers,43 but the formation of native state depends primarily on the 
concentration of Mg2+. 26 It indicates that ligand stabilizes the native state without a comparable 
effect on the folding barrier, which is conformational selection. The final step as described in the 
two computational studies is the zipping of the switching stem, which leads to the native state. It 
occurs after the formation of the signature loop-loop tertiary interaction.44 All these example MD 
studies of add adenine riboswitch shows a hybrid binding mechanism, which is consistent as 
selective induction (“extended conformational selection”) described by McCluskey et al..26   
Villa et al.45 studied the binding of purine bases (guanine and adenine) to guanine sensing 
riboswitch aptamer domain. All-atom equilibrium MD simulations and nonequilibrium 
simulations were performed. The equilibrium simulations for both bound and apo (crystal 
structure with ligand removed) were conducted in 100 ns and 150 ns, respectively. The 
nonequilibrium simulation was conducted to study the unbinding of the ligand by pulling the 
ligand away from its location in the complex. Five independent 10 ns simulations were 
performed for two choices of pulling coordinate. The simulations indicates that U51 is the 
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docking platform for purine bases, and C74 interacts with ligand for ligand selectivity. The 
recognition process thus includes two steps, including a general purine binding and a subsequent 
cognate ligand selection. The ligand unbinding simulation suggested two possible pathways for 
the dissociation reaction, which accounts for the importance of long-range tertiary for locking the 
ligand in the complex. This guanine riboswitch is very similar to the adenine riboswitch 
described previously. However, binding of guanine induces folding even in the absence of Mg2+ 
46, which indicates several path might exist to its native state. And ligand binding does not 
significantly enhance the folding rate.26 It can be proved from this simulation study as well. 
From the simulations of prebinding state, the flexibility of the backbone U47-C50 segment 
creates an opening for ligand to enter and leave the binding pocket. It is consistent with the fly-
fishing mechanism by McCluskey et al., which describes an extended structure to maximize the 
likelihood of ligand capture and then ligand-enhanced folding.  
The examples above demonstrated how MD simulations could be applied to study ligand 
binding of aptamers. The simulations successfully pictures the binding process with key 
interactions from the measured quantities such as hydrogen bonding and base stacking. MD 
results address the following questions: what the ligand-free conformations of the aptamers 
indicate about the ligand binding mechanism21,47, what extent the structural flexibility effects the 
integrity of the target-aptamer interaction,22 how a small molecule binding to a limited surface 
can trigger a large scale of conformational rearrangement in RNA by perturbing the free energy 
landscape,48 why the aptamer is capable of differentiating the ligand from its structurally similar 
analogue,49 how to automatically and effectively select target-specific aptamers in a less time-
consuming way.50 Although it is still impossible to model the complete folding of some aptamers 
or riboswitch aptamer domains at the participation of ligands via explicit-solvent MD 
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simulations, current simulations are capable of modeling the binding process of diffusive ligands 
to aptamers in a near-native state.51 
Riboswitch regulation mechanism 
Riboswitches as RNA regulatory elements consist of two domains: aptamer and express 
platform. The aptamer domain controls the structure of the expression platform by ligand 
binding. The expression platform switch on or off transcriptional or translational process. MD 
simulations have been carried out to study the regulation mechanism by investigating: (1) the 
unfolding of the aptamers;52 (2) the conformational differences between apo and bound states;18 
(3) the underlying allosteric pathway;53 (3) the egress of ligand from the binding site.54 Creating 
better RNA aptamers with locked nucleic acid (LNA) and 2’-O-methyl RNA residues to target 
endogenous microRNA (miRNA) in order to regulate mRNA activity and inhibit gene 
expression in the cell has also been investigated.55 
Folding and unfolding 
The folding of aptamers has attracted much research interest both as the critical step in 
realizing their functions, such as co-transcriptional folding of riboswitch,56 and as a challenging 
modeling puzzle to inspire and examine new simulation protocols. The key information obtained 
from folding/unfolding simulations include: (1) kinetics of folding;57,58 (2) multiple folding 
pathways59–61 and how various pathways are interconnected in a complex network;62 (3) 
intermediates and misfolded structures;63 (4) region that plays an important role in the folding 
process.64 In these studies, enhanced sampling techniques and multiscale approaches have been 
applied since the timescale of folding/unfolding is too large for computing via classic all-atom 
MD simulations. These approaches include: coarse-grained models simulations,59,60,62 pulling 
simulation,60 replica exchange MD,61,63 bias-exchange metadynamics (BEMD)64 and parallel 
tempering metadynamics (PTMetaD).65       
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In summary, MD simulations are powerful and valuable in providing insights into RNA 
aptamer structure, dynamics and aptamer-ligand interactions. MD simulations together with 
experimental techniques provide the opportunity to look for common themes in ligand binding, 
and thus provide theoretical support for aptamer applications.  
What MD Problem Affect Picturing RNA Aptamers and How to Feasibly Solve It? 
 As mentioned above, it might be difficult to apply classic equilibrium MD to model some 
processes since these events require much longer time to access which exceeds the current 
computing capability. The underlying reason is the complex RNA free energy landscape, which 
consists large numbers of metastable states persisting over diverse time scales. To accelerate the 
sampling, many enhanced sampling approaches have been developed, including: (1) 
annealing-based methods, such as the most widely used replica exchange MD,66 simulated 
annealing,67 simulated tempering,68 and well-tempered ensemble;69 (2) collective variable 
(CV)-based methods, such as umbrella sampling,70 and metadynamics;71 (3) alchemical methods, 
such as thermodynamic integration (TI)72 and free energy perturbation (FEP).73 Although these 
enhanced sampling approaches are powerful to access some conformational states that require 
longer time scales, there are many phenomena that are still difficult to be efficiently investigated 
by atomic simulations, such as RNA folding. In these cases, coarse-grained (CG) models74 are a 
promising solution.  
 For many cases, the goal of MD practices is to understand specific interactions, such as in 
the aptamer binding site. In this situation it is not necessary to sample the folding and unfolding 
of the aptamer, nor to modify the underlying energy landscape or thermodynamic parameters to 
increase the barrier crossing rate. Hence, it is important to improve the equilibrium sampling and 
obtain a converged ensemble in MD studies in order to more accurately model the aptamer 
structure and dynamics.      
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Multiple Independent Simulations 
The best way to enhance equilibrium MD sampling is multiple independent simulations 
(MIS) or multiple molecular dynamics (MMD). Numerous runs with diverse initial 
configurations or different velocities under the same timescale can be used to test if it is long 
enough for sampling the property of interest. If the simulation is sufficiently long to generate 
equilibrium ensemble, the sampling should be independent of initial conditions. However, 
sufficient sampling does not mean the simulation has to be as long as possible. The length of 
simulation also depends on the research question for the simulation to answer. For example, if 
the interest is the interactions of aptamer and ligand at the binding site, it is not necessary to 
conduct simulations long enough to observe the aptamer unfolding. Varied copies of simulations 
are also powerful to enhance sampling compared with a single long trajectory. This is due to 
long simulations might be trapped by local minima on the free energy landscape, which is also 
hard to detect. Replica from different starting points provide a solution to overcome this. 
Multiple runs may also be especially useful in assessing uncertainty for enhanced sampling 
methods.75  
Nowadays, multiple independent simulations have gained much attention and have been 
applied in MD simulations of biomolecules. Many researchers tend to run simulations at least 
twice to validate the consistency and repeatability,18,76 and calculate the average.37,77 Nyuyen et 
al.77 studied a malachite green-RNA complex. The simulations of RNA aptamer were started 
from two different structures. One is from X-ray crystal structure of TMR-RNA complex and the 
other is from NMR MAG-RNA complex. They treated the RNA aptamer conformations 
determined from these two approaches as the initial structure for dynamic trajectory 10 ns each. 
Under ergodic theorem, the two simulations cover a wider range of conformational sampling 
space amounting to 20 ns of dynamics.77 The authors didn’t prove whether two 10 ns or one 20 
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ns simulations would achieve better sampling for the aptamer of their interest. It is still a good 
example of using different initial structures in MD simulations to study the dynamics of 
biomolecules in the early years. In a study of preQ1-II riboswitch,18 four simulations were 
conducted for apo state. Differences were observed in the four simulations. Moreover, the 
authors concluded that the simulations are not long enough for the structure to equilibrate. 
Possible cause is that the dinucleotide stacking and unstacking both have rate constants on the 
order of 107 s-1. Insights were obtained from these simulations according to the consistent trends 
in the structure. Rhinehardt et al.76 conducted three simulations to study aptamer-peptide binding 
by building various complex as initial structures. Simulations showed that binding time varies 
but the system showed consistent and sustained binding in the loop region. Although the binding 
conformation in the loop region slightly differed, mainly due to different orientations of peptides, 
the location was consistent. MSM can be applied to analyze large number of short MD 
simulations to study the transitions of substates.21,78    
Multiple MD simulations have been successfully employed to study the conformational 
landscape near protein native state.79–84 They are promising for producing ensembles of 
structures. Due to the powerful sampling, multiple MD simulations have been used to refine 
homology models. Shahlaei and Mousavi85 performed conformational analysis on the 
melanocortin 4 receptor (MC4R) using multiple MD simulations. Twenty-one MD runs of 10 μs 
simulations with different initial velocities were conducted to sample the conformations in the 
neighborhood of the native structure of the receptor, collecting trajectories spanning 0.21 ms. 
The equilibrated portions, measured by RMSD and radius of gyration, from each simulation 
were joined together to obtain concatenated trajectory. These equilibrated portions are 
representative of different directions of sampling around the starting structure. The expectations 
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of sampling from multiple MD simulations are: 1) a wide region of the conformational space 
should be sampled; 2) a partial overlap between different trajectories should be achieved.85 In 
their study, conformations from each independent simulation were clustered separately from 
cluster analysis, which indicates the trajectories here starting from different initial velocities 
sample different conformational basins. To evaluate convergence of sampling, the average 
cosine content of the first PCs for the concatenated trajectories were further analyzed as a 
function of simulation duration. As simulation time increases, the cosine content becomes very 
low, which indicates multiple MD simulations obtain reliable conformational sampling 
effectively. The authors found that multiple MD simulations achieved a wide sampling of the 
conformational space and individual simulations are also able to resample similar conformations. 
Thus, names concluded the essential subspace of the protein is well explored by concatenated 
trajectory from multiple MD simulations. The study systematically described an approach to 
conduct and analyze multiple independent MD simulations, from constructing concatenated 
trajectory to assessing sampling quality.  
Although multiple independent simulations have been recognized to achieve better 
sampling,86–88 there are few studies that analyze their differential performance in sampling.79,89–91 
To quantitatively investigate the differential performance of multiple short MD simulations and a 
long MD simulation in sampling the conformational space, Perez et al.92 conducted six sets of 
MD simulations of a 16-residue peptide, including an 8 μs trajectory, two 4 μs trajectories, four 2 
μs trajectories, eight 1 μs trajectories, 16 0.5 μs trajectories and 80 0.1 μs trajectories. The 8 μs 
trajectory was also extended to 16 μs as a reference to compare diverse samplings qualitatively 
and quantitatively. Cluster analysis was performed to qualitatively study the conformational 
domains attained by the peptide over the simulations. The authors noted that diverse samplings 
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achieve sampling similar groups of structures but the relative populations of same clusters in 
different simulation sets vary. Compared with the 16 μs reference simulation, multiple MD 
simulations give different information about the most populated structure. Free energy surface 
(FES) was obtained from principal component analysis for qualitatively understanding the 
sampling from various simulation sets as well as time evolution. Diverse samplings might 
produce different distribution of low-energy wells. By comparing with the FES map from 
reference simulation, a kinetic trap from the set of four 2 μs simulations was identified. Time 
evolution of FES map also provides insight of the length of simulation necessary to avoid 
sampling around initial structures only. More quantitative assessment is obtained from the 
number of unique conformational patterns visited by the simulations. For the peptide, 
conformational patterns are defined using a string of letters that represent each residue according 
to the values of backbone ϕ and ψ angles. In the 16 μs reference simulation, the cumulative 
number of new patterns exhibits a clear linear relationship with time. Multiple MD simulations 
achieved about a 20% larger number of patterns compared to the reference simulation except the 
one set being trapped. The authors described the sampling quality geometrically, using a square 
to represent the accessible phase space of the peptide and a circle to picture an MD simulation. 
The two axes of the square are starting coordinates and momenta, respectively. Hence, sampling 
of multiple MD simulations starting from different initial velocities appear as overlapping circles 
located on a straight line parallel to the momenta axis. It is suggested that a minimum threshold 
time as the radius of simulation circles should be determined so that the space can be thoroughly 
sampled by multiple trajectories. This threshold time depends on the number of degrees of 
freedom of the system being investigated. By systematically comparing multiple MD simulations 
of different timescales, the authors concluded that diverse uncoupled MD simulations have more 
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chance to avoid being trapped in a minimum and provide better sampling than one long 
trajectory. Short simulations are suggested to be long enough to overcome local barriers 
surrounding the starting point. By monitoring a structural feature, the minimum length of 
individual simulation can be determined effectively.   
As the need of parallel independent MD simulations grows in the research field, an 
important challenge is the ability to run a large number (ensembles) of simulations of the same 
system. Due to the low-level of coupling between identical copies of these simulations, they are 
good candidates to utilize distributed cyberinfrastructure. Mukherjee et al93 proposed the 
approach to aggregate many ensemble members into pilot-jobs, distribute pilot-jobs over 
multiple compute resources concurrently, and dynamically assign tasks across the available 
resources. With the development of high-performance computing, multiple independent 
simulations will greatly enhance the studies in biomolecular systems.  
In summary, multiple independent MD simulations have attracted attentions with 
powerful equilibrium sampling performance in biochemistry and biophysics studies. However, 
the sampling of multiple independent simulations still needs to be further explored with rigorous 
quantitative assessment. Current sampling or convergence assessment still focus on comparing 
differences among individual trajectories (often qualitatively), comparing multiple MD 
simulations with single longer reference trajectory (convergence of reference simulation being 
assumed) and drawing conclusions mainly on the length of individual simulations. The 
importance of some key aspects of multiple independent simulations is still unrevealed, for 
example, the number of independent simulations, the effect of initial conditions, especially initial 
structures, and the correlation of multiple simulations. More work needs to be done to investigate 
the relationship of overall sampling quality of multiple MD simulations with factors, such as 
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simulation timescale, initial condition and number of replica. Take the initial structure for 
multiple independent simulations as an example. How diverse the initial conformations need to 
be to achieve sufficient sampling and how to select these initial structures haven’t been 
systematically studied.  
How Can Statistical Analysis Help Interpret MD Simulations?  
Molecular and Atomic Scale Properties of Aptamers Computed from MD Simulations  
Variance-related properties, such as RMSD and RMSF have been applied to 
biomolecular simulations as routine analysis.  RMSD94  is the deviation of atomic positions 
commonly calculated from any structure in the trajectory with a reference structure, such as the 
initial structure, average structure or the NMR or crystal structure. The time series of RMSD 
along the trajectory is used to monitor the stability of the structure for the aptamer of interest. 
RMSF is usually calculated on a residue basis to study the flexibility the aptamer. It is the RMSD 
from the average position over the simulation. Similar idea of distance calculation can be applied 
to study base-to-base interactions. The deviation of base-to-base distance matrix was calculated 
to measure the deviation from equilibrium simulation and the experimental solved structure.95 It 
is also prevalent to estimate the probability of an event by observing the outcome M times out of  
N total frames in the simulation. Base-to-base interactions, such as hydrogen bonding and 
stacking, can be plotted by residue pair-wise to clearly display the probability of these 
interactions between base pairs.20 Time series of properties of interest are capable of well 
picturing the conformational changes upon ligand binding. Time series of minimum distance 
between the aptamer and sections of ligand can be used to investigate the contact order of the 
aptamer-ligand complex, which further infers conformational change.95 Radius of gyration96 (Rg) 
describes the compactness of a molecule. The distribution of Rg shows the conformational 
changes during the simulation. The convergence of Rg after binding event substantiates the 
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consistency and repeatability of the ligand binding.76 The correlation coefficient is also widely 
used to study the relationship of properties that characterizes aptamer conformations. Solvent 
accessible surface area (SASA) is used to identify the regions of the aptamer that undergo a 
conformational transition between states with varying solvent exposure. SASA can be compared 
to 2-AP fluorescence measurements to characterize whether the nucleotides are “exposed” or 
“buried”,97 although the relationship between SASA and 2-AP fluorescence is not strictly linear. 
The dynamic cross-correlation (DCC) map for two states represents correlation coefficients 
calculated over the duration of a simulation. It shows the correlation of the motions of 
nucleotides in the aptamer.36 Since the nature of biomolecular coordinate data, multivariate 
analysis have been adopted to identify the underlying patterns of structures as well as to extract 
dominant motions of the aptamers. Cluster analysis has been applied to investigate the 
conformational changes by characterizing the conformational variability.20 Euclidean distance 
between all atoms can be used to calculate the pairwise distance matrix between all 
conformations in the simulation for clustering. K-means20,98 and other algorithms can be used to 
cluster the conformations generated from the simulation. Sub-states can be classified as clusters, 
and centroid identified for each cluster is the representative structure. Principle component 
analysis (PCA) together with cluster analysis is powerful to study the global dynamics of 
aptamers.98 A covariance matrix is constructed using the coordinates of all the selected atoms. 
The diagonalization of the covariance matrix generates a diagonal matrix of eigenvalues and a 
transformation matrix with eigenmodes.  
Validation of Equilibrium MD Sampling 
Statistical analysis not only provides insight of conformational changes over the MD 
trajectories, but also serves as validation tools to examine the sampling of MD simulations.  
Although MD simulation of biomolecular systems have approached microsecond timescales, the 
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quality of MD simulations has remained difficult to assess. The overall quality of the simulated 
properties of a molecular system depend on five main aspects, as illustrated by van Gunsteren 
and Mark,99 including the quality of theory or model, the accuracy of force field, the degree of 
sampling, statistics and convergence of the simulation, the quality of software and how 
competently the software is used. Systematic errors from software and codes as well as user 
groups can only be invested on the basis that the error from incomplete sampling is acceptable.100 
The development and evaluation of force field accuracy also require converged sampling.101 
Sampling assessment is important not only in a specific simulation study, such as simulating the 
apo state of aptamers, but also in the extremely active field of developing computational 
methods. Considering a single trajectory, the central question is whether the simulation is 
sufficiently long to yield reliable trajectory averages as estimates of molecular properties of 
interest. Considering global sampling quality, the question can be whether the simulations 
correctly sample all the substates in conformational space and their relative populations. Here, 
we focus on equilibrium MD simulations and look into structural sampling. 
Due to the nature that MD simulations generate correlated configurations, trajectory 
averages from MD will only be representative when the equilibration time of the simulation, 
τequil, is longer than the relaxation time τrelax(Q) of the property Q, 
τequil > τrelax(Q) 
and when the sampling time, τsample, is much longer than τrelax(Q). 
τsample ≫ τrelax(Q) 
Both conditions should be fulfilled in order that the trajectory average of property Q will 
not display a drift or erratic behavior affected by the occurrence of rare events. The relaxation 
time of a property can be obtained from its autocorrelation function. If multiple MD simulations 
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starting from different initial states do not converge to the same trajectory average, it indicates 
τrelax(Q) is longer than the simulation time. However, the estimation of relaxation time requires 
substantial amount of data.102,103 And different properties of interest have different relaxation 
times. 
A strategy to overcome this problem is to obtain a structural decorrelation time τdec using 
an appropriate metric that measures structural similarity. The decorrelation time τdec is the 
minimum time required to elapse between the configurations so that they are fully decorrelated. 
The set of fully decorrelated configurations are expected to exhibit statistics of an independently 
and identically distributed (iid) sample of the governing distribution. The effective sample size 
can then obtained with the total simulation time and τdec. Lyman and Zuckerman
104 developed 
the method to find τdec from structural histogram. The structural histogram was generated from 
partitioning all the structures in the trajectory into bins of equal size. Then, the trajectory is 
subsampled with an interval t between frames. The population of bin i observed in subsample k 
as mi
k, the fractional population fi
k is defined as fi
k ≡ mi
k n⁄ , where n is the size of subsample. 
The variance σ2(fi) in the fractional population fi of bin i is defined as, 
σ2(fi) ≡ (fik − fi̅)2
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
 
where overbars denote averaging over subsamples. The variance calculated from above 








where N is the total number of independent structures, n is the size of subsample, f is the 
fraction of structures in each bin. The observable σobs
2 (f; n, t) is calculated repeatedly as interval 
t of subsampling changes. The plot of  σobs
2 (f; n, t) as a function of t provides information of 
29 
τdec, which is determined by the subsampling interval t at which the variance first equals the 
theoretical prediction. 
Instead of obtaining effective sample size, another strategy is to monitor the time series 
of defined “summary” quantities and see if it’s stabilizing or plateauing. These quantities can be 
scalar that measures structural similarity, such as radius of gyration and RMSD from initial 
structure.105,106 However, the one-dimensional projection of a high-dimensional system may 
converge while other properties of interest remain unconverged. And it is hard to distinguish 
from a true convergence and a kinetic trapping.107 And simulations with very different 
characteristics can have similar RMSD values. Hence, instead of “summary” quantity that 
pictures each individual structure, it is necessary to monitor a quantity that describes the partition 
of all the structures that the trajectory has sampled. It thus brings the clustering approach into the 
picture. Daura et al. counted the number of structural clusters for convergence assessment.108 The 
clusters were constructed based on a cutoff with RMSD metric. Convergence is deemed 
sufficient when the curve of number of clusters versus plateaus. The number of clusters 
populated was proved to be much more informative than RMSD, especially when there is 
significant conformational disorder.109 However, it is noticed that the relative population of the 
clusters may still vary even after the number of clusters indicates convergence. Lyman and 
Zuckerman110 developed a method that not only build clusters of structures but also compares the 
cluster populations. The approach is defined for comparing two different trajectories or two 
halves of one trajectory. A reference structure is randomly picked and all the structures within a 
cutoff distance from the reference structure form a cluster. This step is repeated until all the 
structures in the trajectory are clustered. All the reference structures identified in the first 
trajectory are also used as reference structures for clustering the second trajectory structures. The 
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difference in normalized cluster population ∆Pi = |pi(1) − pi(2)| (pi(1) for population of 
cluster i in trajectory 1) measures the convergence of substate i’s population between the two 
trajectories. Comparing the histogram as it changes over time can also describe convergence 
qualitatively. The curve of relative cluster population versus time has been applied for 
convergence assessment in studies of enhanced sampling approaches.101 Wiehe and Schmidler107 













j , M is the number of simulations and N is the number of clusters. Their approach is 
based on clustering on combined trajectory from multiple independent simulations. As the 
simulations reach convergence, δ(t) will be small. Sawle and Ghosh111 used cluster entropy as a 
necessary but not sufficient criteria for measuring convergence. The cluster probability 
distribution entropy ∑ pii log⁡(pi) changes over time, which can be used to detect convergence.  
Clustering approaches focus on the number and relative population of substates sampled 
in the simulation as time evolves. The substates are defined by overall molecule conformation, 
usually measured by RMSD. A trajectory also pictures a mixture of fast and slow modes of 
motions. Principal component analysis (PCA) can be used to separate the modes based on 
amplitude. The first few modes usually describe lobal, collective motions. Hess102 developed 
PCA-based approach to determine the minimum simulation length that is required to draw any 
conclusions on global motions in the biomolecule. The overlap of fluctuations was used to 
measure convergence. A difference d between covariance matrices A and B was defined as: 
d(A, B) = √tr[(A1/2 − B1/2)2] 
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where tr is the trace. The overlap s was calculated from  




The range of overlap is from 0, sampled subspace being completely orthogonal, to 1, 
matrices A and B are identical. The way the overlap is calculated here is different from subspace 
overlap, which is the overlap between the subspace of first a few eigenvectors. By comparing the 
covariance matrices for each time with the matrices over the whole interval, it will give a good 
indication of convergence. Hess addressed that a possible measure for the sampling of a 
simulation would be the cosine content of the PC’s.102 The first few principal components of 
random diffusion are cosines with the number of periods equal to half the principal component 
















Cosine content of the first principal component as a function of the length of subinterval 
was tested on lysozyme to study convergence in the simulation. Romo and Grossfield112 further 
developed block covariance overlap method (BCOM), which combines block average and 
covariance overlap. In their approach, PCA was conducted on the conformation matrix after 
aligning the trajectory. Then the trajectory was divided into continuous L/k blocks, where L is 
the total number of frames in the trajectory and k is block size. PCA was computed for each 
block. The covariance overlap is then computed against the PCA for the entire trajectory. The 
average covariance overlap is then reported as a function of block size. By bootstrapping the 
blocks, the value expected if the trajectory is uncorrelated was obtained, which was used to 
normalize the block covariance overlap.  
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Covariance overlap is powerful to measure the similarity of conformational spaces 
sampled by two trajectories. As MD simulation generates a conformational ensemble of 
structure, insight gained from many studies113–115 that investigated similarity measurements of 
conformational ensembles is helpful to study the convergence of MD simulations, especially 
when comparing pairs of simulations. Another important approach to compare the densities of 
conformations sampled by two simulations is Kullback-Leibler divergence (KLD):116 




where A and B are two simulations (two ensembles of conformations), and pA, pB are 
estimates of corresponding probability density functions. The similarity between two simulations 
is thus given as the distance between two probability density distributions. In the applications of 
KL divergence in studying convergence of MD simulations,101,117 it is usually calculated from 
the densities of the principal component projection values. At each time t, a histogram of 
principal component (PC) projection value of a given PC for each simulation was constructed. 
KL divergence was then calculated as the distance between the two PC histograms. To avoid 
bins that counts in one simulation while have 0 count in the other, the discrete probability density 
from histogram can be constructed by Gaussian kernel density estimator with a bandwidth 
obtained via the normal distribution approximation of the PC data.117 The curve of KL 
divergence versus time can then be used to assess convergence. There is also study on KL 
divergence expansions, such as in torsion space.118 
Another symmetrized and “smoothed” version of KL divergence is the related Jensen-
Shannon (JS) divergence:119 
DJS(pA, pB) = 0.5 × (DKL (pA,
pA + pB
2





It is in general preferred due to being symmetric and the square of a metric.120 Lindorf-
Larsen and Ferkinghoff-Borg121 developed three approaches to calculate ensemble similarity, 
including harmonic ensemble based similarity, a clustering based similarity and a dimensionality 
based similarity. The harmonic ensemble based similarity method assumes that the structures is 
drawn from an underlying Gaussian distribution. The KL divergence is an analytical solution 
calculated according to multivariate normal distributions. The conformational clustering 
similarity method is to calculate JS divergence after clustering. In the dimension reduction 
method, the high-dimensional conformation space was first represented by a low-dimensional 
subspace. The densities were then obtained from kernel density estimation for divergence 
calculation. These approaches were included in the software ENCORE.122  
Practical Considerations in Improving MD Analysis for Studying RNA Aptamers 
When using MD simulations to study RNA aptamers, a few choices need to be made, 
including the computing hardware and software packages, force field, molecular system 
preparation (for example, what ionic condition is needed), which simulations to perform (if 
enhanced sampling techniques are necessary) and more importantly how many runs of 
simulations and/or how long the simulation should be will reach acceptable convergence.   
Besides the design of simulation study, analyzing the results is also a great challenge. A 
large amount of data would be generated from MD simulations, for example, the positions and 
velocities of 100,000 atoms over billions of time steps.123 Statistical analysis together with data 
mining techniques might provide insights to answer the questions in regard of multiple 
independent simulations. From the point view of statistics, the data generated from multiple 
independent MD simulations are multiple multivariate time series. The nature of big data also 
brings data mining into the picture, which has already been applied to MD simulation analysis124 
and is becoming more and more popular. 
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The importance of organizing and sharing data from MD has attracted the attention in the 
modeling field, which leads to the development of a comprehensive informatics infrastructure to 
facilitate the exchange of biomolecular simulations data.125 Task-parallel frameworks that are 
suitable for implementing MD trajectory analysis algorithms have also been investigated.  
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Aptamers and Their Applications  
Aptamers 
Aptamers are commonly selected and synthesized via Systematic Evolution of Ligands 
by Exponential Enrichment (SELEX), an in vitro technology of iterative selection from a pool of 
sequences and amplification of target-bound aptamers.  
Aptamers are promising alternative to antibodies. They are relatively small and thus show 
better penetration into tissues. Since aptamers are synthetically produced, they can be easily 
modified chemically for different diagnostic and therapeutic applications and have low 
production costs. Aptamers also have good thermos-stability and reduced side effects.  
Aptamers have been designed as diagnostic and therapeutic agents for both bacterial and 
viral infections. Some aptamers can target bacteria cell surface antigens, virulence factors or 
whole cells. These studies mostly focus on Mycobacterium tuberculosis (M. tb), Salmonella, 
Listeria monocytogenes (L. monocytogenes), Staphylococcus aureus (S. aureus) and Escherichia 
coli (E. coli). Some aptamers target viral protein. Some aptamers target viral proteins in different 
stages of viral infections, for example, human immunodeficiency virus-1 (HIV-1), hepatitis C 
virus (HCV), human papilloma virus (HPV), dengue viruses (DENVs) and influenza virus. 
Aptamers have also been developed for cancer treatments under investigation and in clinical 
trials.126 Aptamers target molecules involved in tumor progression and metastasis from various 
sites including circulation, cancer cell, tumor stroma, tumor associated vessel and pre-metastatic 
vascular niche. Anti-vascular endothelial growth factor (VEGF) aptamer binds to VEGF and thus 
inhibit VEGF-associated tumor vessel formation. Anti-EGFR aptamer binds to the extracellular 
domain of EGFR, a receptor tyrosine kinase which results in tumor growth, blocks subsequent 
signal pathway and inhibits tumor growth. 
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Besides medical diagnostics and therapeutics, aptamers have also been developed for 
environmental and food analysis application.127 Aptamer-based sensors have been designed for 
contaminant determination. These contaminants in food and environment include pesticides, 
toxins, antibiotics, endocrine disrupting chemicals and heavy metals. For example, thiolate 
aptamers have been applied for concentrating the analytes, such as malachite green and 
chloramphenicol. Aptamer-based sensor also show better performance in monitoring microcysin-
LR (MC-LR), a poisonous microcystin, due to the advantages of aptamer over protein. 128 
Due to the high affinities and specificities to the target, aptamers are excellent candidate 
for sensing element in biosensors, the devices for detecting the existence of a specific target. 
Aptamer-based biosensors (aptasensors) have attracted much attention due to unique recognition 
capability. The advantages include rapid response, high sensitivity and easy fabrication. Based 
on detection approach, aptasensors can be categorized into fluorescence-based aptasensors, 
colorimetric aptasensors, electrochemical aptasensors and other portable aptasensors.  
RNA as Drug Target Binding to Aminoglycoside Antibiotics 
RNA plays an essential role in many biological processes. The potential of RNA as drug 
target came to the fore in late 1990s,129–132 due to the ability of RNA to adopt complex three-
dimensional structures, which inspires drug discovery and specific ligand design. Another reason 
comes from the fact that many pathogenic agents, such as retroviruses, encode their genetic 
information in RNA strands. RNA is also important in the progression of disease. The discovery 
of small RNA-binding molecule rose from the area of infectious diseases, due to the existence of 
natural RNA-binding antibiotics as well as favorable patterns of drug resistance. RNA-binding 
agents for the treatment of chronic conditions were investigated as well.  
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Ribosomal RNA (rRNA) is the binding site for many of the known RNA-directed drugs, 
where they exert their biological/therapeutic influence and interfere with translation.133–137 
Catalytic RNA molecules or ribozymes were also identified to be a class of RNA molecules as 
drug target, including the self-splicing group introns138–140 and the hammerhead ribozyme.141–144 
Another class of RNA contains protein bnding sites, including the Rev responsive element 
(RRE) of HIV145 and the trans-activating region (TAR) of HIV.146 The third class of target sites 
contains aptamers which have been selected in vitro for specific and high-affinity drug 
binding.147,148  
Among the various classes of RNA-binding drugs, aminoglycoside antibiotics have 
attracted much research interest.149,150 They are potentially useful as both antimicrobial and 
antiviral agents, due to the ability to bind directly to the 16S rRNA in the 30S subunit of the 
ribosome149,151 as well as the TAR of HIV.152 Aminoglycoside consists of one or more amino 
sugars and a six-carbon aminocyclitol moiety that are connected via glycosidic linkages. The 
highly substituted aminocyclitol can be either a central or terminal ring. When it is 2-
deoxystreptamine (2-DOS), there are two major classes of 2-DOS aminoglycosides, including 
the 4, 5-disubstituted 2-DOS class and 4, 6-disubstituted 2-DOS class. Neomycin B, 
paramomycin and ribostamycin belong to the former group while tobramycin, kanamycin and 
amikacin belong to the latter class.  
The binding of aminoglycoside antibiotics and rRNA largely relies on specific RNA 
structural motifs, which is a representative example of RNA-ligand interactions. Compared with 
eukaryotic organisms, aminoglycoside antibiotics are more active on prokaryotic ribosomes.153 
The reason is that at position 1408 in prokaryotic rRNA, it is an A (adenine), whereas in 
eukaryotic sequence it is a G (guanine). The A1408-A1493 pair, which contributes to the 
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formation of the specific biding pocket for ring I, is critical for antibiotic binding. Based on 
previous study of aminoglycosides binding to a 64-nt RNA that contained the A site,154 the 
Puglisi group155 revealed the first atomistic insights into the interaction of the aminoglycoside 
antibiotic paromomycin with a 27-nt stem-loop fragment encompassing the highly reserved A 
site of 16S rRNA from nuclear magnetic resonance (NMR) study. Paromomycin binds in the 
major groove of the A-site RNA within the internal loop and stabilizes a distinct structure for the 
three adenines in the internal loop (A1408, A1492 and A1493).155 Both rings I and II are important 
for the binding to an A by making specific contacts that stabilize the antibiotic-RNA complex.155 
This study inspired that appropriately designed RNA oligonucleotides might be able to 
recapitulate the local structure that exists in the decoding region A site within the ribosome.  
Many studies also captured that aminoglycosides bind to major groove of A-form RNA 
duplexes.133,156–158 Varani et al. found that neomycin binds to the top of the double helical tract, 
where the groove is made accessible by an interruption in the progression of the double helix.156 
The alignment of rings II-IV of L-shaped neomycin in the RNA major groove is remarkably 
similar to that from the complex of paromomycin and the ribosomal A-site oligonucleotide 
mimic mentioned previously155 as well as another RNA aptamer.159 The authors described the 
interactions as electrostatic interactions between positively charged neomycin and a region of 
deep negative electrostatic potential.156 Pilch el al.157 conducted molecular dynamics simulations 
to study neomycin-rRNA recognition and revealed that the 6-NH3+ group forms hydrogen bonds 
with the N7 atoms of both A1492 and A1493. The authors concluded that the binding-linked 
protonation of the 6’-amino group of neomycin may be driven by hydrogen-bonding instead of 
electrostatic interactions. Jin et al.133 investigated tobramycin and poly(rI)•poly(rC) interactions 
and showed that the drug fits snugly at the base of the major groove. The ligand is stabilized at 
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the binding site, at least by part, by an array of hydrogen bonding interactions with both the base 
and backbone atoms of RNA.  
These studies indicated that asymmetric internal loops or hairpin loop-stem junctions in 
RNA are potential drug recognition sites, which leads to the interest of the characteristics of 
important RNA structure motifs.    
RNA Structure Motif 
An RNA motif is a discrete sequence or combination of base juxtapositions found in 
naturally occurring RNAs in unexpectedly high abundance.160 The motifs adopt 3D structures 
independent of the context where they are embedded. 
An RNA hairpin consists of a double-stranded RNA (dsRNA) stem and a terminal loop. 
Mismatches and bulges appear within the stem quite often. RNA hairpin is the most common 
secondary structure found in almost every RNA folding prediction. RNA hairpins originate from 
two mechanisms, including transcription of an inverted repeat DNA and formation of a folded-
back template for syntheses of the second strand of the stem.161 The variety in length of the stem, 
size of the loop, number of the bulges and position within RNA brings the ability of RNA 
hairpins to interact with various ligands. 
In stem-loop structures, there are two classes of RNA motifs including the terminal loop 
and internal loop. A terminal loop is where RNA folds back on itself. An internal loop is the 
group of bases within the A-form helical stem that cannot form Watson-Crick pairs or wobble 
G•U pairs with neighbors on opposite strand.  
The first terminal loop identified was the U-turn162–164 with sequence of UNRN, where N 
stands for any nucleotide and R is any purine. U-turn is common at the apices of the anticodon 
loops of tRNA. It introduces an abrupt, 180° change in backbone direction.  
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Tetraloops, 4-nt terminal loops, are hyperabundant in rRNAs. Three classes of tetraloops 
with consensus sequences are identified, including the UNCG class,165 the GNRA class and the 
CUYG class166 (Y is C or U). UNCG and GNRA tetraloops are similar in general design with 
non-Watson-Crick pairing between bases 1 and 4, while CUYG tetraloop is actually a di-loop 
with a 6-nt consensus sequence GCUYGC.160 The UNCG tetraloops nucleate RNA global 
folding and display poor binding to natural ligands except cations.165 In the contrary, GNRA 
tetraloops primarily mediate RNA tertiary interactions.  Signature interactions in GNRA 
tetraloops include the tHS AL4/GL1 (“sheared”) base pair complemented by three H-bonds: 
GL1(N2)⋯AL4(pro-RP) , GL1(N2)⋯AL4(N7) and GL1(O2’)⁡⋯RL3(N7)167. The NL2, RL3 and AL4 
bases form a puring triple stack. Correll et al.168 verified that various GNRA tetraloop sequences 
fold into a common backbone geometry through structural comparison. Common features of 
GNRA tetraloops are summarized as: 1) a shared backbone geometry, 2) several solvent 
molecules and 3) two stacked bases (5’-side of the second base and 3’-side of the fourth base). 
There is also evidence that structural variability of GNRA tetraloops exists, for example protein 
ribotoxin restrictocin binds to an unfold GNRA tetraloop.169 The dynamics of GNRA tetraloops 
attracts extensive theoretical studies.78,170,171    
RNA 3D Structure Prediction 
Current experimental methods for determining the 3D structures of RNA molecules 
include X-ray crystallography, NMR and cyro-electron microscopy. All these methods require 
great expertise and substantial technique resources. Hence, it is necessary to develop reliable 
prediction approach via computational modeling. RNA 3D structure prediction based solely on 
their sequence, or in convert with efficiently obtained biochemical information is important in 
the RNA world and constitutes a major intellectual challenge.172 
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The important milestones during recent decades of the development of RNA structure 
prediction consists of predictive models and tools for RNA secondary structure,173–176 
comparative sequence analysis177,178 and comprehensive sequence alignment,179 RNA 
nomenclature180 and structure database,181 improved molecular dynamics force fields182 and 
increasing computing power. Based on these achievements, many approaches in de novo 
structure prediction have occurred: computer-assisted modeling tools (RNA2D3D by Martines et 
al.,183 Assemble by Jossinet et al.184); conformational space search (MC-Fold|MC-Sym pipeline 
by Parisien and Major185); discrete molecular dynamics (DMD simulations by Ding et al.186,187); 
knowledge-based, coarse-grained refinement (Coarse to Atomic (C2A) by Jonikas et al.188); 
template-based (RNABuilder by Flores and Altman189, ModeRNA by Rother et al.190); and 
force-field-based approaches (FARFAR by Das et al.191). The goal in the de novo prediction 
field is that RNA 3D structure prediction will become common and useful, and push the limits of 
RNA molecule size.    
RNA Aptamer-ligand Binding Mechanism 
The developments in aptamer applications mainly rise from many areas, including 
conditional gene regulation, visualization of RNA and protein distribution, biosensors and 
medicine.  
The early “lock and key” model192 assumed a steric fit between the binding pockets and 
ligands. It describes enzyme-substrate interaction, where lock is an enzyme and the key 
represents a substrate. The active site of enzyme adopts a specific geometric shape and 
orientation that allows the substrate with a matching shape to fit into perfectly. It was developed 
when proteins were initially conceived as rigid bodies. Koshland, Nemethy, and Filmer 
developed models involving a progressive change with the assumption that a subunit in 
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conformation is present only when ligand is bound to it.193 It is currently known as “induced-fit” 
hypothesis. The theory acknowledged that proteins are dynamic. The Monod Wyman Changeux 
(MWC) model assumes at least two conformational states are reversibly accessible for the 
protein and the microscopic binding constants differ.194 Conformational selection describes that 
the ligand selects and stabilizes a high-affinity state out of a pre-existing ensemble. 
Conformational selection and induced fit provide two ways the ligand can reshape the free 
energy landscape (FEL).195 Conformational selection is associated with constraining diffusion 
across the landscape, and induced fit is adjusting the effective height of energy barriers to 
previously inaccessible subspace.196 Conformational selection and induced fit can be defined in 
terms of “ordering” or “structural changes” as well as in terms of changes to the FEL. 
Conformation selection describes “folding first” process, which requires a pre-fold conformation. 
When ligand exists, there is a clear shift in the equilibrium between multiple pre-existing states. 
Induced fit describes “binding first”, which result in conformational change when ligand exists. 
However, the ordering or structural definition raise questions about the kinetic effects of early or 
late ligand binding. Multiple paths might also bring different ordering of folding and thus 
different mechanism if only by this definition. Based on the kinetic definition, with a stress on 
kinetic effect, ligand binding in induced fit mechanism promotes folding into native state by 
increasing folding rate krwd with ligand concentration, while in conformational selection, it 
stabilizes the native state by decreasing the unfolding rate krev.  
There are still ambiguities from the definitions of these two binding mechanisms. The 
first one is how to determine if conformational changes observed from ligand-binding is 
significant enough to be taken as induced fit. At minimum, ligand binding always result in 
minute rearrangements of the nucleotides in the binding pocket. However, not all ligand-binding 
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events are induced fit. In general, global structural changes is the desired. And it should be 
narrowed further –either folding of secondary structure or tertiary transitions. Another concern is 
that many studies have shown hybrid binding process,197–200 which is hard to be classified as 
pure induced fit or conformational selection. For example, ligand binds to env8 
hydroxocobalamin (HyCbl) riboswitch before folding.200 However, from the kinetics of ligand 
binding, the most notable effect the ligand introduces is to decrease the unfolding rate by a factor 
of 10, which leads to conformational selection. It seems the two mechanisms have been 
thoroughly blended. The folding rate is still dominated by the intrinsic dynamics of the aptamer 
rather than ligand. Another example is the bsu PreQ1-I riboswitch. Under the condition of Mg
2+, 
the folded aptamer is present in the ligand-free ensemble.197 However, the folding rate is still 
increased by the presence of ligand.198 Hence, it is necessary to make careful conclusion when 
dealing with classification of RNA-ligand binding.    
The lysine riboswitch is categorized into pure induced fit201 due to the fact that ligand 
binding occurs distinctly exclusively to a partially-unfolded manifold of states and enhances the 
folding rate. The metX SAM-II riboswitch belongs to conformational selection as the folded 
conformation (pseudoknot formation) is visited without ligand.35 And also ligand SAM stabilizes 
the pre-folded state. The fly-fishing mechanism describes the intersection of early binding and 
ligand-dependent off state.26 The HyCbl riboswitch belongs to this group. The selective 
induction refers to the combination of conformational search and ligand-enhanced folding 
kinetics.26 The bsu PreQ1-I and adenine199 riboswitch fall into this class.  
Force Field Development for Modeling RNA 
Compared with MD application in studying proteins, its application in RNA is more 
challenging mostly due to the force fields for RNA being substantially less accurate in many 
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aspects than those available for proteins. Standard AMBER force fields and their variants with 
modifications are currently the most widely used for MD simulations of RNA system. These 
modifications over the last decade mainly focused on backbone and glycosidic torsion based on 
QM calculations       
Current force fields for nucleic acids simulations are still second-generation pair 
addictive force fields.202,203 Efforts have been made with partial reparametrization for 
improvement.204–210 Variants of the AMBER force field211 have good performance for long RNA 
simulations. The formation of ladder-like structures in canonical A-form helices due to force 
field artifact was identified in 2010.212 To solve this problem, the glycosidic torsion χOL3 was 
reparametrized to suppress the ladder-like structures and introduced to be part of the 
contemporary standard AMBER force field.204,207 Yildirim et al. suggested another 
reparametrization of χ torsion independently to prevent the ladder-like structures but with 
moderate side effects of flattening the A-form helix.206 Yildirim et al.213 later extended the 
reparametrization with ε, ζ and β torsions together with bsc0 as AmberTOR. Case et al.209,214 
suggested that implementation of modified van der Waals parameters of the phosphate group 
might improve the RNA simulations. Chen and Garcia208 reparametrizaed the ff99 AMBER 
force field (ff99Chen) when simulating the reversible folding of RNA tetraloop, which included 
modifications of van der Waals parameters of bases and water-base interactions. Cheatham et 
al.215 confirmed that ff99Chen force field improved the simulations for the tetraloops. Tan et 
al.216 reported their modification of AMBER ff14 force field217 using a combination of ab initio 
and empirical methods with accuracy comparable to state-of-art protein force fields. They 
reported to achieve more accurate base stacking, base paring and torsional conformers. Tests on 
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short and long ssRNAs, RNA duplexes, tetraloops and riboswitches showed good performance 
compared with AMBER ff14.  
Due to their small size, tetraloops become a genuine target for various simulation studies, 
including the structure, dynamics,218 free-energy landscape,219,220 folding and unfolding 
process.221,222 As more and more experimental studies revealed the structure and dynamics of 
tetraloops, tetraloops have also become a good candidate for force field tests in the simulation 
field.204,221,223 Banas et al.204 investigated the stability of UUGG and GNRA hairpins with 
standard AMBER force fields ff94,211 ff99,224 ff99bsc0205 and four variants with alternative 
profiles of the glycosidic χ torsion including χODE,225 χYIL,206 χOL,207 χOL-DFT,207 and CHARMM 
all27 force field.226 They suggested before any application of a modified force field, it should be 
tested for relevant nucleic acid systems since some modifications might accelerate the formation 
of ladder-like structures and they showed difference performance in describing different hairpins. 
It brings up the fact that even for small RNA structures like tetraloop, the accuracy of force field 
in describing the dynamics has great impact on simulation results. The simulation studies in 
general indicate rather substantial flexibility of the tetraloops, which is beyond the variability 
inferred from atomic resolution experiments.204 Remember that the quality of simulations 
depends on the accuracy of force field and the exhaustiveness of sampling. Extra attention 
should be paid on the careful selection of force field and sufficient sampling when studying 
specific system.   
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Abstract 
RNA aptamers are single-stranded oligonucleotides that bind to specific molecular targets 
with high affinity. In order to design aptamers for new applications, it is important to understand 
the ligand binding mechanism by studying the structure and dynamics of the ligand-bound and 
apo states. The problem is that most NMR or crystal structures of RNA aptamers are for ligand-
bound states. Here we develop an approach to obtain a representative ensemble of apo structures 
that are based on in silico RNA 3D structure prediction and in vitro experiments that characterize 
base stacking. Using the neomycin-B aptamer as a case study, an ensemble of structures for the 
aptamer in the apo state are validated. 
Introduction  
Nucleic acid aptamers are single-stranded oligonucleotides that bind to specific molecular 
targets with high RNA affinity. These targets vary from small molecules to peptides and 
proteins, and even whole cells and tissues. Due to efficient targeting, aptamers are widely known 
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as potential substitutes for antibodies and have great potential in therapeutic and diagnostic 
applications.1 Aptamer-based sensors have also been developed for environmental and food 
analysis applications.2  
Aptamer structures can be resolved at the atomic scale by NMR spectroscopy and X-ray 
crystallography. The problem is that most NMR or crystal structures of RNA aptamers deposited 
in the Protein Data Bank are for aptamers in the ligand-bound state. There are less than 25% of 
apo aptamers available compared to their bound counterparts. In studies where the apo state is to 
be investigated by MD simulation, the initial structure is derived by deleting the ligand from a 
NMR or crystal ligand-bound complex. However, it is difficult to assess if the conformations 
from MD simulations performed in this way are representative of apo state. Moreover, 
sometimes it’s hard to assess the convergence of simulations without enough experimental 
support.  Hence, a method for obtaining valid apo aptamer structures is of great importance for 
advancing our understanding of the binding process for aptamers.  
Predicting 3D RNA structure from its primary sequence is a desired route to achieve this 
goal. Computational modeling plays a major role in providing structural insights based on 
sequence.3–5 Secondary structure can be predicted by comparative sequence analysis and free 
energy minimization.6 Tertiary structure can be predicted via three main approaches including ab 
initio modeling based on physics, comparative modeling based on homology to template 
structure and knowledge-based modeling based on statistical potential or machine learning.7 
Many tools have been developed for RNA 3D structure prediction, for example, 
RNAComposer,8 multiscale discrete molecular dynamics (DMD)9 engine and  MC-Fold | MC-
Sym pipeline.10 The MC-Fold | MC-Sym pipeline is selected for structure prediction in this study 
due to its success in predicting non-canonical bases and an exhaustive conformational search. 
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The key aspect of RNA 3D structure prediction accuracy is non-Watson-Crick interactions and 
acceptable clash. Potential energy and clash score are criteria commonly used to select best 
candidates from structure prediction.11–13 MD simulation has been proved to be able to improve 
prediction accuracy14 and has been applied to refine the predicted structures for minimization 
with solvent and counter ions.15 Hence, experimental information involving non-Watson-Crick 
interactions can be utilized to improve prediction accuracy. Significant coaxial stacking observed 
from experiments has been considered as restraints of model selection together with potential 
energy profile.13 In this study, pentaloop base stacking data obtained from 2-AP fluorescence 
experiments on the aptamer are used to select the ensemble of conformations that are derived 
from the larger set 3D structures predicted for the apo state of the aptamer.  
Multiple MD simulations started from different initial conditions (conformations or 
velocities) would greatly improve the sampling compared with single trajectory, especially from 
thermodynamics standpoint. When multiple independent simulations show reproducibility of 
results and convergence of structural and dynamic process, it can be considered as complete 
sampling of the thermally accessible conformational ensemble of a biomolecule. Banas et al.16 
tested different force fields on the stability of RNA tetraloop hairpins with simulations of 100ns, 
300ns, 800ns and 1000ns and stated the 100+ ns simulations are sufficient for MD 
characterization of existing RNA structures.  The community is recognizing the significance of 
multiple independent simulations and applying it to obtain better statistics on simulation 
results17–19.  
Previous studies have shown that presenting an ensemble of molecular conformations, 
that adhere to certain experimental constraints, provides a means to characterize the inherent 
flexibility of biomolecules that cannot be achieved by simply examining the conformation for a 
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single structure.20,21 Especially for RNA aptamers in the absence of ligand, it has been proved 
that although the secondary structures are generally stable, the single-stranded and loop regions 
including ligand binding sites, exist as an ensemble of conformations lacking defined 
structures.19 Thus, determining an ensemble of conformations for the apo state, rather than a 
single structure, is a promising approach. Moreover, an ensemble of conformations with as small 
of a number of structures as feasible, would be the desired starting point for an investigation that 
proceeds with multiple independent MD simulations.  
In this study, we conducted a case study to test our approach of apo structure prediction. 
The aptamer investigated here is a 23 nucleotide aptamer that selectively binds neomycin (PDB 
ID: 1NEM22). This aptamer is selected for validation of our approach using available NMR 
solved bound structure as reference. We performed a clustering procedure on aptamer structures 
that were predicted from the MC-Fold | MC-Sym pipeline10 for a given RNA aptamer sequence.  
The structures in the pool were clustered based on root mean-square deviation cutoffs.  Using 
this procedure, we obtained a representative ensemble of conformations for the apo state of the 
aptamer by assigning a relative population weight to each cluster based on experimentally 
determined base stacking of the apo state. The experimental data was obtained using 2-
aminopurine fluorescence detection. For the aptamer studied here, stacking of critical bases A14 
and A16 identified by Ilgu et al.23 was applied for model selection. To validate this approach for 
predicting an ensemble of aptamer structures, we compared the predicted ensembles with 
structures that were obtained by deleting the ligand from the available NMR structure and the 
running MD simulation. Our results indicate that the ensemble constructed from the MC-Fold | 
MC-Sym pipeline broadly sampled the conformation space and delineated the fluctuations and 
correlations of the residues in the aptamer. 
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In summary, we present an approach to generate an ensemble of conformations for the 
apo state of an RNA aptamer. Looking forward, this approach for structure prediction of the apo 
state has potential to provide insight about binding mechanisms for aptamers. 
Method 
In this section we present the procedure developed to determine the ensemble of 
conformations from the predicted RNA 3D models based on experimental measurements of base 
stacking in the loop of an aptamer, which has the structure of a stem-loop when in complex with 
its ligand.22 We then describe the multiple independent MD simulation protocols for the apo 
states of the aptamer. Finally, we define the parameters that are used to characterize loop 
conformations and describe how these parameters are calculated.  The nomenclature used in this 
paper to describe the aptamer cases is defined in Table 1. 
Table 1. Definitions for the names used for aptamers described in this work. 
Name Definition Reference 
1NEM model 5 NMR-derived structure for the aptamer in complex 
with neomycin-B. Fifth model from the Protein Data 
Bank entry for 1NEM. 
Jiang et al., 1999 
apo-1NEM Structures derived from molecular dynamics 
simulations for the apo aptamer that began with an 
apo structure that was derived by deleting the 
coordinates for neomycin-B from the 1NEM model 5 
structure. 
This work 
bound-NEO1A Aptamer in complex with neomycin-B, studied with 
2D-NMR and 2-aminopurine fluorescence 
measurements 
Ilgu et al., 2014 
apo-NEO1A Aptamer in apo state, studied with 2D-NMR and 2-
aminopurine fluorescence measurements. 
Ilgu et al., 2014 
apo-RNA Structures derived from molecular dynamics 
simulations for the apo aptamer that began with an 
ensemble of apo structures predicted in silico. 
This work 
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Obtaining an Ensemble of Conformations from Predicted RNA 3D Models 
Based on the data reported in Reference 4, the stacking fractions of A14 and A16 in the 
apo state measured from steady state fluorescence studies were used here as input to select 
conformations from the set of predicted models. Here we present our method for clustering the 
predicted models by coordinate distance and assigning relative populations to clusters of 
conformations based on average stacking fraction of A14 and A16 calculated in the cluster. The 
workflow to construct a representative conformation ensemble of apo state from RNA 3D 
structure prediction consists of four major steps, shown in Scheme 1. In the first step, the 3D 
models are clustered based on structural similarity. Clusters with small weights are considered 
insignificant and are discarded. In the second step, structures are clustered into small groups 
(about 5 structures each). Within each small group those structures with low energy scores (as 
determined by MC-Sym), are retained from each small group. In the third step, all the remaining 
structures are clustered and 400 sets of weights are assigned to the clusters to avoid overfitting. 
In the last step, structures discarded from previous two steps can be selected and added back to 
the ensemble for minimal square error to experimental stacking data.  
Step 1: Select representative clusters from prediction 
Predicted 3D models of the apo aptamer were generated using the MC-Fold | MC-Sym 
pipeline.10   First the primary sequence of the aptamer was entered as input to MC-Fold and 
secondary structures were returned as output. Second, the secondary structure with the lowest 
energy was then submitted to MC-Sym for 3D structure prediction. One thousand putative 3D 
models were obtained from MC-Sym.  These models were post-processed in VMD24 for 
structural alignment, which eliminates the effect of rotation and translation, to align the 
structures before proceeding with clustering.  
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The coordinates of the predicted models were read by the package bio3d.25  This was 
followed by a hierarchical clustering procedure conducted in R.26 A hierarchical clustering of the 
1000 structures with 2232 variables (corresponding to the 3D coordinates of 744 atoms) was 
conducted with the hclust function using the wasd.D2 method. The Euclidean distance was used 
in the clustering procedure. Clusters were obtained by cutting the dendrogram tree at a ratio of 
1/2.5 of the maximum height. Here, the ratio 1/2.5 was selected as the cutoff to avoid the size of 
clusters being too big or too small. A nucleotide base was considered to be stacked with another 
base if the center of mass (COM) distance between the two bases was smaller than 0.5 nm and 
the center-normal angle was smaller than 50°.27 The average stacking fraction for the bases A14 
and A16 were calculated for each cluster and a 2-by-n matrix, denoted as X (n is the number of 
clusters), was constructed using the average stacking fraction data. The weights of the clusters 
were calculated based on the linear model, 
𝑦 = 𝑋𝛽 + 𝜀 
Where X is a 2-by-n matrix of base stacking fractions, 𝛽 is an n-by-1 vector of 
coefficients, 𝜀 is an n-by-1 vector of errors, y is an n-by-1 vector of responses. The stacking 
fractions for bases A14 and A16 from  the 2-aminopurine fluorescence experiment23 was used as 
response y. The estimate of the unknown 𝛽 is b, obtained from the following equation, 
𝑏 = (𝑋𝑇𝑋)−1𝑋𝑇𝑦 
All clusters with weights smaller than 0.01 were removed until all the clusters had 
positive weights greater than 0.01.  
Step 2: Select structures with lowest energy from clusters 
The remaining structures were brought to a second round of clustering for structure 
selection. The number of clusters was set to be k=number of clusters/5. Here, 5 was selected as a 
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relatively small number to be the size of clusters for screening low energy structures. The 
clusters with weights are smaller than 0.01 were removed. For the clusters where both bases A14 
and A16 were in stack in all the structures, only structures with the minimum Score or Pscore 
from MC-Sym were retained. The procedure continued iteratively until the number of structures 
was smaller than 20.  
Step 3: Avoid overfitting 
The structures retained from last step were clustered same as for the first round –the 
number of clusters was determined by cutree at 1 2.5⁄  of maximum height. N copies of stacking 
fraction data were generated from the means and standard deviations of 2-aminopurine 
experimental data. Assume the flipping of bases A14 and A16 is independent, set N equals 20 
and then there are 400 combinations of stacking fraction of A14 and A16. Thus 400 sets of 
weights were calculated for the clusters. The clusters whose mean weight value was smaller than 
the standard deviation were removed due to their not consistently having a positive weight.20 
Step 4: Add back structures 
In the last step, selected structures from those removed in the previous step were added 
back. One structure was added back followed by clustering and weight calculation. The number 
of clusters was determined as cutting the tree at 1 𝑎⁄  of maximum height. If the sum of weights 
was smaller than 1, one more structure would be added back whose weight was assigned to be 1 
minus the sum of weights in previous step. The square error of weighted stacking fraction to 
experimental stacking fraction was calculated. The combination of structures together with 





Scheme 1. Workflow used to determine conformation ensemble from RNA 3D prediction. 
Molecular Dynamics Simulations of Apo Models in the Ensemble 
Structures selected as part of the conformation ensemble using 2-aminopurine 
fluorescence information from the apo-NEO1A aptamer were the initial structures for the apo-
RNA simulations. To prepare for simulations, the models were parameterized with Amber99sb 
force field using GROMACS28. Eleven Mg2+ ions were added with VMD24 plugin Cionize for 
charge neutralization. The systems were then solvated with TIP3P water molecules,29 energy-
minimized via steepest descent and equilibrated while holding the with aptamer and ions fixed. 
The equilibration step was run for 100 ps using the NVT (298 K) and NPT (298 K and 1 bar) 
ensembles. Simulations were carried out under constant temperature and pressure (298 K and 1 
bar). The aptamer and ionic solvent were independently coupled to external heat baths with a 
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relaxation time of 0.1 ps. The particle Mesh Ewald method30 was used to treat long-range 
electrostatics. All bonds were constrained using the LINCS algorithm31. The integration step size 
was 2 fs and the production run was 100 ns.  
Ten simulations were conducted with the same protocol for apo-1NEM starting from 
different initial structures. The initial structures were selected every 10 ps in the 100 ps NPT 
equilibration under higher temperature. The purpose for equilibration under higher temperature 
was to create variations in the aptamer structure for better sampling.      
Parameters for Loop Conformation Characterization 
Stacking of loop bases was analyzed with stacking score defined by Condon et al.27. First, 
the COM (center of mass) of each base was calculated using non-hydrogen atoms. For adenine, 
the base plane was defined with COM, C8 and N6. For guanosine, the base plane was defined 
with COM, C8 and O6. For cytosine, the base plane was defined with COM, O2 and N6. For 
uracil, base plane was defined with COM, O2 and O6. The stacking scores were then defined by 
the following three criteria: 1) the distance between COMs, 2) the center-normal angle (ω) and 3) 
the normal-normal angle (Ξ) provide a measure of stacking. The center-normal angle ω is the 
angle between the vector connecting COMs of two bases and normal vector of one base plane, 
measuring the overlap between bases. The normal-normal angle Ξ is the angle between normal 
vectors of two base planes. The stacking score as a continuous score from -2 to 2 was defined as 
follows: If the COM distance (d0) ≤3.5 Å, the stacking score was 1. If 3.5 Å < d0 < 5.0 Å, the 
score was decreased as r-3 from 1 to 0. If d0 > 5.0Å, the bases were considered as unstacked and 
the score was 0 in the absence of considering the angles ω and Ξ. If ω ≤ 25°, the score was 
incremented +1. If 25°< ω≤50°, the score was linearly decreased from 1 to 0. If ω>50°, bases 
were considered as unstacked and the score was 0. Angle Ξ describes whether the base pair is a 
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parallel stack or T-shape. If 45°< Ξ < 135°, the bases are perpendicular stacked and the stack 
score was multiplied by -1. Otherwise, the score was multiplied by +1, which indicated parallel 
stacking. Stacking scores of all possible base pairs formed by A14 or A16 with bases G9-U21 
were calculated. When estimating the stacking fraction of A14 or A16 in MD simulations, the 
maximum absolute value of the stacking scores of all possible base pairs were taken as the 
stacking score for the respective base. This maximum score counted as the strongest stacking 
interaction, including both parallel and T-shaped stacking, that A14 or A16 could form with 
another base. If this value was greater than 1, the base A14 or A16 was considered as in-stack. 
The average fraction of time being in-stack over MD trajectory was then calculated for A14 and 
A16.   
Results and Discussion 
In the following sections we establish the validity for the ensemble of conformations that 
were obtained for the apo state of the neomycin-B binding aptamer through the structure 
prediction and molecular dynamics simulation computational workflow.   
Validation Approach and Comparison Data  
A validation procedure was established by comparing the computational data generated 
in this work to the experimental data for the apo state of the neomycin-B aptamer, apo-
NEO1A.23  There is not a three-dimensional structure of the apo state for the neomycin-B 
aptamer to which a direct comparison can be made.  However, a three-dimensional structure of 
the aptamer in complex with neomycin-B has been determined by NMR, 1NEM.22 It is 
reasonable to suppose that the apo state for this aptamer might be modeled by deleting the 
coordinates for the neomycin-B ligand from the complex and subsequently relaxing the apo 
aptamer structure with MD. Using the alternative procedure described in the Methods section, an 
apo state for the aptamer, apo-1NEM was generated for comparison.     
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Ensemble of Apo Aptamer Conformations Produced from the Structure Prediction 
workflow 
 Using the procedures described in the Methods section, 11 structures for apo-RNA were 
selected from the 1000 structures generated from the primary aptamer sequence using the MC-
Fold and MC-Sym pipeline. The 11 structures were selected based on the finding from earlier 
fluorescence studies23 that bases A14 and A16 are in stack in the apo state, with stacking 
fractions of 0.93 and 0.91, respectively. We clustered the 1000 predicted structures based on 
conformational similarity and then applied the base stacking constraints. The constraints for base 
stacking fractions of A14 and A16 were applied independently,  since in the fluorescence 
studies22 the 2-AP replacements for A14 and for A16 were conducted in separate experiments. In 
executing the computational workflow, it is assumed that the base stacking network is unchanged 
when 2-AP replaces an adenine in the aptamer.32 The resulting 11 structures for apo-RNA are 
shown in Figure 1.  These 11 structures were used as the initial structures for 11 independent 
MD simulations.  Each independent MD simulation included 100 ns of production time.  The 
production trajectories from the independent MD simulations were combined to create an 1100 
ns pseudotrajectory for apo-RNA.  The apo-RNA pseudotrajectory was analyzed and compared 
to findings from previous NMR22,23 and 2-AP fluorescence studies23 to validate it suitability as a 





Figure 1. Structures of the 11 conformations for apo-RNA determined from the structure 
prediction workflow.  The bases in the stem (green), binding pocket (cyan), and pentaloop 
regions (magenta) are shown, along with the C12-G18 pair (orange).  The pentaloop bases G13, 
A14, G15, A16 and A17 are labeled in the first structure. 
The Stem and Binding Pocket Regions Are Structured in the Apo State 
The previous 2D NMR study of apo-NEO1A23 established that the stem and binding 
pocket for the neomycin-B aptamer are structured in the apo state.  To determine if the same is 
true for apo-RNA and apo-1NEM, the root mean square (RMS) fluctuation for all bases in the 
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aptamer, obtained from multiple independent MD simulations, is shown in Figure 2.  Overall, 
the fluctuations are lower for the binding pocket and stem regions than for the pentaloop region, 
indicating that the binding pocket and stem regions are more structured than the pentaloop for 
both apo-RNA and apo-1NEM.  The RMS fluctuation for base G15 is lower for apo-1NEM than 
for apo-RNA. 
  
Figure 2. Root mean square fluctuation (RMS) of residues in apo-RNA (left) and apo-1NEM 
(right). The average RMS fluctuation for each case was calculated from the associated multiple 
independent MD simulations.  Error bars indicate the 95% confidence interval.  
The Apo State Conformation Has Regions of Overlap with the Conformation Observed in 
the 1NEM Model 5 Structure Determined for the Aptamer in Complex with Neomycin-B 
Using cluster analysis, based on RMSD, for the apo-RNA and apo-1NEM 
pseudotrajectories, the dominant clusters for the loop and binding pocket regions of the aptamer 
were determined.  For each dominant cluster, the cluster center was determined and designated 
as the dominant apo state structure.  The dominant apo-RNA and apo-1NEM structures were 
aligned to the 1NEM model 5 structure, as shown in Figure 3.  The binding pocket region for the 
dominant apo state structures have the same conformation as 1NEM model 5.   
The loop region for the dominant apo-RNA structure differs from 1NEM model 5 in the 
following way.  In the apo-RNA structure, base G15 is flipped out, while in 1NEM model 5, 
base A16 is flipped out.  The backbone of the apo-RNA loop is shifted relative to the backbone 
of 1NEM model 5 loop, such that the G15 base in apo-RNA occupies a similar position to that of 
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the A16 base in 1NEM model 5.  The differences observed in the positions of the bases G15 and 
A16 between the dominant apo-NEO1A structure and the 1NEM model 5 structure are consistent 
with previous 2D NMR studies for the neomycin-B aptamer.  The loop region for the dominant 
apo-1NEM structure has the same conformation as 1NEM model 5. 
 
Figure 3.  Cluster center of the dominant cluster for loop and binding pocket regions of the apo 
state (pink) determined from clustering structures obtained from the pseudotrajectory from MD 
simulation.  Clustering is performed with respect to RMSD.  The dominant cluster structure for 
the apo state is aligned to the 1NEM model 5 (green).  The bases A14, G15, and A16 are 
annotated for each structure. (a) apo-RNA. (b) apo-1NEM.  
Base A16 Is Found in a Hydrophobic Environment in the Apo State   
Previous fluorescence studies23 found that base A16 exists in a hydrophobic environment 
in the apo state.  To determine the environment for base A16 in apo-RNA and apo-1NEM, the 
solvent accessible surface area (SASA) was calculated for MD pseudotrajectories.  For 
comparison the value of SASA for base A16 in 1NEM model 5 was also calculated.  The 
distribution of SASA for base A16 in apo-RNA and apo-1NEM is shown in Figure 4, along with 
the SASA value in 1NEM model 5.  The distribution of SASA for base A16 in apo-RNA is 
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shifted toward lower values than for apo-1NEM, indicating a greater likelihood of finding A16 in 
a hydrophobic environment in apo-RNA.   
Base A16 Does Not Stack as Often as Expected  
In the apo state, when a particular base appears in a hydrophobic environment, one may 
presume this means that base is stacking with other bases in the aptamer.23 For apo-NEO1A, it 
was determined that A16 has a stacking fraction of 0.91.23 In the MD pseudotrajectories, the base 
stacking fractions for A16 are found to be 0.5 (apo-RNA) and 0.1 (apo-1NEM). 
 
Figure 4. Distribution of solvent accessible surface area (SASA) for bases A14, G15 and A16 in 
the apo state structures from the pseudotrajectories from MD simulation.  The SASA for the 
bases A14, G15 and A16 in the 1NEM model 5 structure is denoted by a dashed blue line. (a) 
apo-RNA. (b) apo-1NEM. 
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Conclusion 
The Ensemble of Conformations Approach Provides a Reasonable Estimate of the Apo 
State  
Based on the considerations above, the apo-RNA ensemble is a reasonable approximation 
for the apo state of the neomycin-B aptamer.  The apo-RNA structure maintains a structured 
stem and binding pocket throughout the MD pseudotrajectory.  The base A16 in apo-RNA was 
found to exist in a hydrophobic environment, yet was not in stack as often as expected. The 
dominant structure of apo-RNA loop has similar characteristics to the 1NEM model 5 loop, yet 
the two loop structures are not in complete agreement.  In both structures the pentaloop forms a 
GNRA tetraloop with four bases and the fifth base flips out.  In the 1NEM model 5 loop, the 
GNRA tetraloop is composed of G13-A14-G15-A17 with A16 flipped out.  In the apo-NEO1A 
loop, the GNRA tetraloop is composed of G13-A14-A16-A17 with G15 flipped out. 
Concerning the case of apo-1NEM, it is noteworthy that the structures sampled in the 
apo-1NEM pseudotrajectory remained fairly close to the 1NEM model 5 structure, despite the 
fact that the apo structure was equilibrated at high temperature to generate independent starting 
configurations and the simulations were conducted for similar amounts of time (~1000 ns).  It is 
important to emphasize that this alternative procedure for modeling the apo state is only possible 
for cases where the three-dimensional structure for the aptamer in complex with the ligand has 
been solved previously.  Since the goal of this work is to develop a computational workflow for 
cases where no three-dimensional starting structures are available, an investigation of why apo-
1NEM did not sample the conformational space more broadly will not be pursued in this work. 
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Abstract 
Using multiple independent simulations instead of one long simulation has been shown to 
improve the sampling performance attained with the molecular dynamics simulation method. 
However, it is generally not known how long each independent simulation should be, how many 
independent simulations should be used, or to what extent either of these factors affect the 
overall sampling performance achieved for a given system. The goal of the present study was to 
assess the sampling performance of multiple independent molecular dynamics simulations, 
where each independent simulation begins from a different initial molecular conformation. For 
this purpose, we used an RNA aptamer that is 25 nucleotides long as a case study. The initial 
conformations of the aptamer are derived from six de novo predicted 3D structures. Each of the 
six de novo predicted structures is energy minimized in solution and equilibrated with molecular 
dynamics simulations at high temperature. Ten conformations from these six high-temperature 
equilibration runs are selected as initial conformations for further simulations at ambient 
temperature.  In total, we conducted 60 independent molecular dynamics simulations, each with 
a duration of 100 ns, to study the conformation and dynamics of the aptamer. For each group of 
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10 independent simulations that originated from a particular de novo predicted structure, we 
evaluated the potential energy distribution of the RNA and used recurrence quantification 
analysis to examine the sampling of RNA conformational transitions. To assess the impact of 
starting from different de novo predicted structures, we computed the density of structure 
projection on principal components to compare the regions sampled by the different groups of 
ten independent simulations. The recurrence rate and dependence of initial conformation among 
the groups were also compared. Finally, we summarized the sampling efficiency for the 
complete set of 60 independent simulations and determined regions of under-sampling on the 
potential energy landscape. The results suggest that conducting multiple independent simulations 
using a diverse set of de novo predicted structures is a promising approach to achieve sufficient 
sampling. This approach avoids undesirable outcomes, such as the problem of the RNA aptamer 
being trapped in a local minimum. For others wishing to conduct multiple independent 
simulations, the analysis protocol presented in this study is a guide for determining the length of 
each simulation and the number of independent simulations needed to achieve sufficient 
sampling.       
Introduction 
Aptamers are single-stranded RNA or DNA oligonucleotides that are capable of binding 
noncovalently to diverse biological targets with high affinities and specificities.1 In this work, 
RNA aptamers are studied and the term aptamer will be used to mean "RNA aptamer". 
Knowledge of the conformations that an aptamer adopts in solution is crucial to understand the 
ligand binding functions of the aptamer. Small changes in aptamer conformation can have 
significant effects on its binding properties, especially in the applications of biosensors2. Hence, 
it is of great importance to characterize possible aptamer conformations when designing new 
applications. For example, when optimizing an aptamer for use in a biosensor, one may wish to 
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exploit situations in which an aptamer experiences a large conformational change upon ligand 
binding. However, the number of available aptamer structures characterized by experimental 
methods, such as X-ray crystallography, NMR and cryo-electron microscopy, are considerably 
limited compared to the number of aptamers selected.3 To overcome this challenge, 
computational methods can assist in providing insights about the conformations of aptamers in 
solution. 
For aptamers with no 3D structure characterized by experiment, computational methods 
can supplement this gap. Specifically, RNA 3D structure prediction that relies solely on primary 
sequence or is augmented with biochemical information has been successfully applied to 
riboswitches. Such in silico structure prediction permits modeling studies that investigate large 
conformational changes in aptamers.  Studies of this type are important for understanding 
molecular mechanisms.3–5 Although in silico structure prediction might be less reliable for larger 
RNA molecules, for example the 185-nt ribozyme5, for small molecules such as stem-loops it is 
highly reliable. Therefore, the RNA motifs found in aptamers are good candidates for studying 
the sampling performance of molecular dynamics (MD) simulation.  
While RNA 3D structure prediction generates conformations that are stable with respect 
to energetics, it is necessary to investigate the dynamics of the structures with MD simulations. 
Classical MD simulation generates a conformational ensemble of RNA structures at equilibrium.  
MD simulations complement experimental studies by providing detailed atomic motions that aid 
in understanding the structure-function relationship.6,7 For aptamers whose 3D structures have 
not been experimentally solved, a combined effort of RNA 3D structure prediction and 
molecular dynamics simulations can effectively render their conformations.  
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The ideal ensemble obtained from an MD simulation consists of N completely 
independent and identically distributed configurations. However, an MD simulation generates 
samples that are correlated. If the simulation is long enough the ergodic hypothesis is satisfied, 
i.e., the time average obtained from the simulation equals the ensemble average as measured in 
the experiment. Hence, the limited timescale of an MD simulation leads to a sampling problem.8 
Equilibrium sampling requires access to all regions of configuration space (or at least to those 
regions with significant populations) and requires that configurations have the correct relative 
probabilities.8 Efforts have been made in the field to define an independent sample in regard to 
sampling assessment.9,10 For example, according to the effective sample size approach developed 
by Lyman and Zuckermann,9 200 or 250 frames from a 1 μs simulation of a highly flexible 
pentapeptide metenkephalin were selected. Extending the simulations or conducting multiple 
independent simulations are possible options to increase the number of independent samples. 
The approach of using multiple MD runs starting from different initial conditions11 has been 
proven to be a promising approach to enhance equilibrium sampling.11,12 It has been concluded 
that multiple independent short simulations not only sample more broadly in the conformational 
space compared to single long trajectory,13 but also provide more accurate estimates.14  
Although the sampling problem is widely recognized in the field of biomolecular 
simulation, a standard procedure for conducting multiple independent MD simulations and 
assessing the impact on equilibrium sampling is still yet to be developed. For example, many 
investigators report in their studies that simulations were run at least twice to validate the 
consistency and reproducibility,2,15 and calculate averages16,17 from the repeated runs to estimate 
properties. Others have shown that a large number of short MD simulations can be further 
analyzed via Markov State Models to study the transitions of substates.18,19 However, it is 
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unclear how to determine the required number of independent simulations and the required 
length of each independent simulation. It is suggested that each simulation should be long 
enough to overcome local barriers that surround the starting point.13 Additionally, the simulation 
length also depends on the number of degrees of freedom and the correlation time for the 
property of interest under study.8 However, it might be difficult to distinguish between kinetic 
trapping in a basin and convergence, since the consequent plateauing of the properties of interest 
can falsely suggest convergence.20 Even when an independent simulation is long, it can be 
trapped at some state during the simulation. Convergence must also be assessed both globally 
and locally. Specifically, the two expectations of sampling from multiple independent MD 
simulations are: 1) a wide region of the conformational space should be sampled (global), and 2) 
a partial overlap between different trajectories should be achieved (local).21 To achieve these 
goals, rigorous quantitative evaluation approaches are crucial to assess the sampling 
performance.  
The focus of this study was to investigate the sampling performance of multiple 
independent MD simulations from different initial conformations using analysis protocols suited 
for a nonlinear dynamical system in reduced phase space. In this work, we combined RNA 3D 
structure prediction with multiple independent MD simulations to study the conformation and 
dynamics of an RNA aptamer. The initial structures used in the independent MD simulations 
were selected to achieve diversity in both conformation and energy.   We show how each 
independent simulation samples the RNA potential energy and contributes to the overall 
potential energy distribution for the aptamer. Upon comparing the RNA potential energy 
distributions among the groups of simulations from various predicted models, we show that the 
shapes and peaks of the distributions vary for independent simulations within each group, 
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however, the distributions as compared across groups were consistent. The conformational 
transitions identified from recurrence quantification analysis (RQA) show the same results 
among the groups. The RQA also provides insight about the required length of each independent 
simulation. Using principle component analysis, it is shown that simulations initiated from 
different predicted models were able to explore regions that had not been visited by other groups. 
With support from RQA results, we are able to interpret that there may be barriers in the 
conformational space for the aptamer that are difficult to overcome. Overall, the 60 independent 
simulations yield sufficient sampling with no obvious kinetic traps. The under-sampled region 
was also identified from the potential energy landscape, which might provide guidance for future 
simulations.  
The remainder of the paper is organized as follows. The method section introduces model 
selection from 3D prediction and MD simulation details, as well as data analysis approaches. In 
the results and discussion, the simulation results and analyses are presented. A brief summary 
and further discussion are given in the conclusion section.        
Methods 
In this section, we describe how we simulated the RNA aptamer NEO2A using multiple 
independent MD simulations. We begin by presenting how we selected the initial structures for 
MD simulations from RNA 3D structure prediction. We then discuss our procedures to conduct 
multiple independent simulations of this aptamer. Finally, we describe the assessment of 
sampling performance qualitatively and quantitatively.   
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Scheme 1. Workflow used to study the conformation and dynamics of RNA aptamers from the 
sequence. The approach consists of three main steps, involving RNA 3D structure prediction 
from the sequence using MC-Fold | MC-Sym pipeline, model selection from the pool of 
predicted structures and multiple independent MD simulations using selected models as initial 
structures. 
Structure Preparation  
The MC-Fold | MC-Sym pipeline was used to generate the NEO2A 3D structures from 
the sequence (CAC UGC AGU CCG AAA AGG GCC AGU G) and 137 models were obtained. 
The structures were solvated in water and neutralized by Na+ via GROMACS 5.0.522  using the 
Amber99sb23  force field. After energy minimization, the potential energy of the system was 
recorded and used to rank the structures. To group the structures, the differential was calculated 
after ranking the structures from the lowest to the highest according to system potential energy. 
Structures with a differential greater than 10 kJ/mol were selected as the lowest energy structures 
in a new group. If a structure was found to be the only one in its grouping, it was counted as an 
outlier and excluded from the final selection of structures. The 137 structures were divided into 
six groupings, and the structures with lowest potential energy in each group were selected for 
MD simulations. The potential energy cutoff value at this step in the procedure could be adjusted 
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depending on desired group size and accuracy. The goal of this step is to select a feasible number 
of diverse structures as the initial structures of MD simulations. The six models that were 
selected from the 137 predicted structures will be referred to as M1, M2, M3, M4, M5, and M6 
in the order of lowest to highest energy.  
The NVT equilibration was carried out for energy minimized models by velocity-rescale 
temperature coupling for 100 ps under 298 K with nucleic acid heavy atoms fixed. The NPT 
equilibrium was conducted with Parrinello-Rahman pressure coupling24 and the same 
temperature coupling for 100 ps. To generate various initial structures that overcome local 
minima at a lower temperature more easily, the NPT equilibrium was conducted at 398 K for 100 
ps. While at this high energy state, 10 frames were selected at 10 ps increments to represent the 
structures at various positions on the free energy landscape. Since these 10 frames were taken at 
an elevated temperature, the molecule could vary its state significantly enough to avoid being 
trapped in the same local minima. By this point the 60 structures to be simulated and used for 
multiple independent simulations had been acquired.  
Simulation Protocol 
The 60 independent simulations were carried out with the following simulation protocol. 
The aptamer was centered in a cubic box of TIP3P water molecules.25  The distance between the 
aptamer and the box was 20 Å. To neutralize the net charge of the aptamer, Na+ ions were 
randomly placed as counterions in the system. Particle Mesh Ewald (PME)26 was used for 
treating electrostatic interactions with grid-spacing of 1.6 Å. The van der Waals interactions 
were treated with a short-range cutoff of 1.0 nm.  
Energy minimization was conducted via the steepest descent method.27 The minimized 
structure was equilibrated with the NVT and NPT ensembles, respectively. The NVT thermal 
equilibration was carried out by velocity-rescaling temperature coupling for 100 ps at 298 K. The 
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NPT equilibration was conducted with Parrinello-Rahman pressure coupling24  and the same 
velocity-rescaling temperature coupling. During equilibration, position restraints were applied to 
non-hydrogen atoms of the aptamer. The LINCS algorithm28  was used to implement bond length 
constraints. The time step used was 2 ps and periodic boundary conditions were applied to the 
system. Finally, an MD production simulation was carried out for 100ns at constant temperature 
(298 K) and pressure (1.0 bar) with the aptamer, counterions and solvent molecules 
independently coupled to external heat baths with a relaxation time of 0.1 ps. System coordinates 
were saved from the trajectory at 2 ps intervals.  
Data Analysis 
Root mean square fluctuations (RMSF) and the potential energy of only RNA aptamer 
were calculated with GROMACS. A pseudotrajectory that combined 60 independent simulations 
with only RNA aptamer was constructed. Then, the structures were aligned by least square fitting 
to remove translation and rotation.  
Principal component analysis (PCA) was conducted on the x-, y-, z-coordinates of 809 
atoms in the aptamer saved every 200 ps from the pseudotrajectory. Coordinate data included 
30000 samples (500 from each simulation). The coordinate data were first standardized. PCA 
were conducted via singular value decomposition (SVD) in an R package.29 The equation for 
SVD of an m×n matrix X is the following: 
𝑿 = 𝑼𝑺𝑽𝑇, 
where U is an m×n matrix, S is an n×n diagonal matrix, and 𝐕T is also an n×n matrix. When X 
is centered and the principal components are calculated from the covariance matrix, the 
eigenvalues are equivalent to sk
2/(n-1).30 The matrix 𝐕T contains principal components and the 
matrix US is the score matrix. The loadings are given by columns of VS/√𝑛 − 1. The goal of 
94 
PCA is to determine a low-dimensional set of coordinates onto which an informative projection 
can be made. Frames used in the PCA calculation were taken every 200 ps from the 
pseudotrajectory where all the independent simulations were concatenated.  
Besides comparing differential contribution pairwise, the separation of projections from 
different groups of simulations on PCs was studied by optimal one-dimensional clustering and 
cluster evaluation. The clustering was carried out with an R package called Ckmeans.1d.dp31 as a 
dynamic programming algorithm, which is an exact solution to 1-D clustering as an alternative to 
heuristic k-means algorithms. The evaluation of clustering includes three external criteria of 
clustering quality. Purity is the fraction of the sum of the most frequent class from each cluster in 









where 𝛺 = {𝜔1, 𝜔2, … , 𝜔𝐾} is the set of clusters and 𝐶 = {𝑐1, 𝑐2, … , 𝑐𝐽} is the set of classes. 
Purity varies between 0 for bad clustering and 1 for perfect clustering. However, high purity 
might result from large number of clusters. Normalized mutual information (NMI) can overcome 




















where I is the mutual information that measures the amount of information by which our 
knowledge about the classes increases when we are told what the clusters are. H is the entropy 
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which fixes the problem since entropy tends to increase with the number of clusters. The value of 
NMI is between 0 and 1. The Rand index is defined as  
𝑅𝐼 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 
A true positive (TP) means two similar samples (from the same class) are assigned to the 
same cluster, while true negative (TN) means two dissimilar samples (from different classes) are 
assigned to different clusters. For a total number of N samples, RI looks into N(N-1)/2 pairs of 
decisions. The PCs on which the projection of the aptamer coordinates achieves good clustering 
performance are selected for data visualization and potential energy landscape construction.    
RQA32,33 has been widely applied to dynamical system analysis in various scientific 
disciplines, for example behavioral and social sciences, medical science and engineering.34 It was 
introduced to the analysis of MD simulations as an alternative analysis technique to obtain phase 
information about the energy landscape of simulated systems.35,36 However, due to the high 
dimensionality of the biomolecular configuration space, it is necessary to apply multivariate 
recurrence-based methods to MD simulation data, which has the nature of multivariate time-
series. Multidimensional recurrence quantification analysis (MdRQA) was conducted on the 
projection of coordinate data in each simulation on top 10 PCs to recover the nonlinear dynamics 
from PCA.  By studying the recurrence–repetition of elements or patterns, the efficiency of 
sampling from multiple independent simulations can be measured. To recover higher-order 
dynamics, the method of time delayed embedding of the time series37 was used. The embedding 
parameters includes the embedding dimensions m, the delay d, the radius r and the rescaling 
norm. The embedding dimension m is the integer global dimension that shows the necessary 
number of variables to unfold the dynamics from self-overlaps arising from projection. It was 
estimated with the method of false nearest neighbors. The time delay d was determined with 
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average mutual information to create variables with lags. In this study, the delay d was calculated 
by average mutual information and the embedding dimension m was estimated using false-
nearest-neighbor.38 For the top 10 PCs score data used in this study, after calculations on each PC 
score and further validation with multivariate data via the method from Wallot and Mønster,39 we 
decided not to embed, hence, m=1 and d=1.  The radius r is the threshold within which two 
samples are counted as being recurrent. The radius r in this study was set so that the resulting 
percent recurrence (% REC) of the coordinate data randomly sampled from pseudotrajectory was 
5%. The goal here was to use data randomly sampled from the pseudotrajectory as a baseline to 
study the recurrence quantities in individual simulations and compare the sampling performance. 
These quantities included %REC, percent determinism (%DET), average size of shared patterns 
(Average Diagonal Line, ADL) and average sequence length of each data point (ASL).    
To compare the simulations pairwise, the (nonlinear) cross-prediction error was 
calculated, which measures the predictability of one simulation using another simulation as a 
database. The approach was adapted from Schreiber et al40 for multivariate data. Two time series 
were denoted as 𝑋 = {𝑥𝑛⃗⃗⃗⃗ }, n=1,2,…,NX, and 𝑌 = {𝑦𝑛⃗⃗⃗⃗ }, n=1,2,…,NY. The goal is to estimate 𝑦𝑛+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 








∑ 𝑥𝑛′+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ 𝑥𝑛′⃗⃗ ⃗⃗⃗⃗  ⃗∈𝑈𝜖𝑋(𝑦𝑛⃗⃗⃗⃗  ⃗) . 
|𝑈𝜖
𝑋(𝑦𝑛⃗⃗⃗⃗ )| represents the number of all the elements in the neighborhood 𝑈𝜖
𝑋(𝑦𝑛⃗⃗⃗⃗ ) =
{𝑥𝑛′⃗⃗ ⃗⃗  ⃗: ‖𝑥𝑛′⃗⃗ ⃗⃗  ⃗ − 𝑦𝑛⃗⃗⃗⃗ ‖ < 𝜖}, an 𝜖 neighborhood of 𝑦𝑛⃗⃗⃗⃗  within X. The root mean square prediction error 
𝛾(𝑋, 𝑌) of the sequence Y, given X, is defined by 











𝛾(𝑋, 𝑌) probes in how far the locally constant approximation to the dynamics of X is suitable to 
predict values in Y.  
To investigate the sensitivity of initial configurations, the chaotic properties of this 
aptamer system were identified by Lyapunov exponents. Lyapunov exponents are the average 
exponential rates of divergence or convergence of nearby orbits in phase space. Lyapunov 
exponent is calculated with the approach developed by Wolf et al..41 Each structure in the 
simulation is a d-dimensional vector, y(n)=[x1,x2,…xd],n=1,2,…,N. The nearest neighbor of y(n) 
can be found from the trajectory, denoted as y(n;0). The nearest neighbor y(0;0) of the initial 
structure y(0) was identified as the start of neighboring orbit by measuring the Euclidean 
distance L(t0). The temporal separation between this nearest neighbor and the initial structure in 
the original trajectory was also monitored because a pair of points with a much smaller temporal 
separation is characterized by a zero Lyapunov exponent. After evolution time t1, the initial 
length will have evolved to L’(t1) (the distance between y(0;t1) and y(t1). The evolution time t1 is 
supposed to be short enough so that only small-scale structures, like aptamers, are likely to be 
examined. It is suggested to avoid too large evolution time due to possible L’ shrinkage when the 
trajectories passing through a folding region. A new structure is then selected as y(t1;0), which 
satisfies two criteria: its separation L(t1) from y(t1) is small and the angular separation between 
y(t1;0) and y(0;t1) is small. If y(t1;0) cannot be found, the points being used are retained. The 
procedure is repeated until the fiducial trajectory evolves to the end. The largest Lyapunov 











where M is the total number of replacement steps. When the nearest neighbor of the initial 
structure in the original trajectory was close to the end, which causes y(0;t1) exceed the 
trajectory, the largest Lyapunov exponent was estimated by the slope of the distance versus 
evolution time via least square fitting.    
Results and Discussion  
In this section, we describe the results of our multiple independent MD simulations of the 
NEO2A aptamer. We began by studying how 10 independent simulations starting from the same 
predicted structure, help avoid the trajectories being trapped. We can also compare different 
groups of simulations using different predicted models. Since there is no 3D structure available 
in the Protein Data Bank (PDB) for the NEO2A aptamer, model selection on characterizing the 
conformation and dynamics of a flexible RNA aptamer is of great importance. We examined the 
sampling from all the 60 independent simulations and identified possible unsampled regions for 
future guidance of MD simulations.    
Multiple Independent Simulations Started from the Same Predicted Model Help Avoid 
Local Energy Minima Traps 
To examine if the predicted models were fully relaxed after 10 independent simulations, 
the potential energy distribution of the RNA aptamer was compared among groups of 
simulations from different predicted models. The distributions adopted a similar bell shape with 
peak values around -4500 kJ/mol across different groups. No obvious bimodal or multimodal 
distribution with distinct peaks appeared in any group. The similarities between these 
distributions was quantified by overlap fraction, listed in Table 1. To further compare the 
similarity of RNA potential energy distribution among groups and among independent 
simulations, distributions were also plotted for individual simulations in Figure S1. The potential 
energy peak values sampled by individual simulations might be different even though the 
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potential energy values of the initial structures were close. For example, from simulations S5 and 
S9 from the M6 group the potential energy peak from simulation S5 was slightly larger than that 
of the initial structure. However, simulation S9 sampled the phase space regions with much 
lower potential energy values. Similar cases can also be found in other groups. The predicted 
models selected for MD simulations are diverse in system potential energy. Each independent 
simulation also showed that the most frequently sampled RNA potential energy might be 
different and independent of the initial structure potential energy value. The RNA potential 
energy from a combination of multiple independent simulations adopted a consistent distribution. 
These results indicate that using a multiple independent simulations approach helps relax the 
structure and avoids the structure being trapped by a local energy minimum. The RNA potential 
energy of structures in the M5 simulations show a small peak with relatively high potential 
energy (about -3000 kJ/mol), which does not exist as a peak in simulations from other models. 
From Figure S1, the peak at -3000 kJ/mol resulted from two independent simulations (S5 and 
S7), which sample more frequently around relatively high energy space. In summary, the results 
indicate that for each predicted structure, multiple independent simulations are necessary to 
achieve sufficient sampling. 
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Figure 1. RNA potential energy distribution from 10 independent simulations. The curves are 
colored by group of simulations. Each group consists of 10 independent simulations starting 
from the conformations generated based on the same predicted model.  
Table 1. Overlap fraction of RNA potential energy distributions calculated pairwise among 
groups of simulations. 










M1-M2 0.55 0.12 M2-M6 0.77 0.02 
M1-M3 0.60 0.07 M3-M4 0.80 0.02 
M1-M4 0.56 0.10 M3-M5 0.74 0.04 
M1-M5 0.62 0.08 M3-M6 0.71 0.05 
M1-M6 0.41 0.20 M4-M5 0.78 0.03 
M2-M3 0.88 0.01 M4-M6 0.70 0.05 
M2-M4 0.75 0.03 M5-M6 0.58 0.10 




Figure 2. Standard error of the mean of RNA potential energy as a function of the number of 
simulations in each group. The simulations were randomly chosen from a total of 10 independent 
simulations in each group.  
To further test if 10 independent simulations can achieve satisfactory sampling for each 
group, the standard error of the mean of potential energy was calculated and compared among 
randomly selected independent simulations for error calculation. We used the variance from 
RNA potential energy values from all the 60 independent simulations as population variance. 
The curve in Figure 2 represents the expected relationship of standard error and sample size, 
which is converted to the number of independent simulations. The symbol represents the error 
calculated in each group. From the plot, 10 independent simulations can achieve good sampling 
with standard error below 10 kJ/mol of RNA potential energy.   
To quantitatively investigate the ability of multiple independent simulations in each 
group to overcome local energy minima, the serial correlations in the simulations was studied by 
RQA. The average diagonal length (ADL) characterizes the average length of sequences where 
the structures had similar conformations with structures separated by certain time lags along the 
trajectory. The ADL was calculated at each time lag and then the ADL distribution was plotted. 
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The average sequence length (ASL) is defined as the length of vertical sequence from each entry 
on the main diagonal in the recurrence plot. It measures how long in average a structure in the 
simulation can form a sub-trajectory with sequential structures that have similar conformations. 
The 6 groups show consistent distributions of both ADL and ASL, which indicates that the 
sequentially correlated structures are well sampled by having 10 independent simulations in each 
group. The presence of multiple peaks of the ADL indicates that there exist conformational states 
with different timescales. It further indicates that the 10 simulations in each group are able to 
capture these conformational transitions effectively. 
 
Figure 3. Recurrent line length distribution from 10 independent simulations in each group. The 
left panel shows the ADL distribution. The diagonal lines with length equal or greater than 2 are 
included in the analysis. The right panel shows the ASL distribution. Single structure is included 
as length 1 for ASL.   
When no connected recurrent sequence can be found on the diagonal at certain lag, it 
indicates it is difficult to find a sequence equal or greater than two structures that are correlated 
with sequential structure at this lag. The distribution of lags at which no diagonal recurrent 
sequence appears was plotted in Figure 4 to compare the decorrelation time needed for each 
group of simulations. The peak values of this distribution can be considered as the decorrelation 
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time to obtain independent samples from each simulation.  All of the 6 groups show the same 
distributions. The symmetry distributions of the lags shows peak values at around ±400, which 
corresponds to 80 ns. This can be interpreted to mean that, in a 100 ns simulation, structures will 
not form in the same sequences as structures separated by 80 ns (the data used in the analysis 
came from conformations taken at 200 ps intervals from the trajectories). Therefore, for efficient 
sampling, each simulation should be longer than 80 ns in the multiple independent simulations 
approach to obtain at least one “independent sample”. The first peak of the ADL distribution and 
the first peak with a maximum below 1 in the ASL distribution in Figure 3 is 11, which 
corresponds to 2.2 ns. This means that structures that occur within 2.2 ns are the most likely to 
be correlated. Consequently, for adequate sampling, each independent simulation should be long 
enough to sample many blocks of 2.2 ns.  
  
Figure 4. Distribution of lag at which no diagonal line is found. The ADL is calculated for each 
diagonal, which also represents at all possible lags. Lags where no connected sequence appears 
on its corresponding diagonal are included in this probability distribution calculation.   
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Multiple Sets of Multiple Independent Simulations, from Different Predicted Models, 
Improve the Sampling Diversity in the Energy Landscape. 
To investigate the effect of selecting a limited number of predicted models on 
characterizing the aptamer with MD simulations, the structures from 6 groups of simulations 
were projected onto the phase space, which was defined by principal components (PCs). If the 
most frequently sampled region from potential energy distributions in Figure 1 is the global 
minimum, the conformations sampled by various groups starting from different predicted models 
should show large overlap in this analysis. For better visualization, the conformational space was 
projected on two PCs that can best separate the groups of simulations. As shown in Table S1, 
PC4 shows the highest purity, NMI and RI when grouping all the structures into 6 clusters by 
Ckmeans.1d described earlier. PC1 ranks second for purity and NMI. In Figure 5, simulations in 
the M5 group sample the most broadly on the 2D space of PC1 and PC4. Part of the region that 
this group has sampled does not appear in other groups. The 10 independent simulations in M5 
group also show that the simulations are able to explore the phase space more broadly and 
further from the initial structures. This was also observed in other groups of simulations, for 
example, M3, M4 and M6 compared with M1 and M2. It is worth noticing that the initial 
structures of the M3 group and M5 groups locate in similar regions on the 2D phase space. 
However, the samplings of the 10 independent simulations in these two groups of simulations 
were quite different. In summary, multiple groups of simulations might sample different regions 
on the landscape. The information from the 2D density on conformational space together with 
potential energy distribution shows that the energy landscape of this aptamer might have 
multiple wells with similar depths of potential energy.     
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Figure 5. Two-dimensional density of the structures sampled by each group projected on PC1 
and PC4. Each group consists of 10 independent simulations. Black dots represent the initial 
structures of each simulation. 
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To further investigate whether the variations in sampling performance of different groups 
were due to statistical errors or different local energy landscapes of the various predicted models, 
the contours on the same phase space were plotted and colored differently for each simulation 
(Figure 6). This evaluation shows that independent simulations might visit different regions as 
well as overlap on the 2D space. Some simulations that sampled broadly in terms of potential 
energy also appeared with multiple peaks in the 2D conformational space. For example, 
simulation S10 in M5 group show two peaks. The peak at 35 on PC1 was also visited by several 
other simulations while the second peak at 80 on PC1 was mostly solely sampled by this group 
(S1, S2, S9 and S10).  The contour plot confirms the variations from independent simulations 
from each group. It supports the necessity of multiple copies of simulations from the same 
predicted structure as stated in previous section. The two simulations in the M5 group that 
contribute to the second peak of potential energy show an area of overlap with other simulations 
(S1 and S6). These results indicate that structures with similar 2D projections might have 
different potential energy values. In summary, the results confirm the existence of energy 
barriers and wells with similar depth on the potential energy landscape. Different groups from 
various predicted models might visit both the same and different wells.  
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Figure 6. Two-dimensional contour of structures sampled in each group projected on PC1 and 
PC4. The contour is colored by simulation. 
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To quantitatively examine the sampling from multiple groups, the recurrence rate was 
compared among the groups. The quantity % REC quantifies the percentage of the recurrence 
points in all points, and % DET measures the percentage of the diagonally adjacent recurrent 
points in all the recurrence points. The simulations starting in M5 group show larger %REC and 
%DET, which indicates these simulations sampled recurrent structures more frequently than 
other groups, mainly by there being larger sequences of adjacent similar structures in the 
individual simulations. A possible reason for this finding is that M5 is located in a local energy 
minimum, which makes it more difficult for multiple independent simulations to achieve the 
same sampling performance as for other groups. The M2 group shows low %REC and %DET, 
which indicates that simulations in this group had fewer repeated structures and the energy 
barriers are easier to overcome. The M3 group shows large variations in %REC and %DET, 
which indicates that 10 simulations from this set have different recurrence patterns.  
In summary, the conformational spaces some groups visited might have barriers that are 
relatively difficult to overcome or the energy wells are broader. The correlated sequence sampled 
by 10 simulations in Figure 3 is consistent among the 6 groups. However, the %REC and %DET 
varied among the groups. These results indicate that each group of simulations might frequently 
sample transitions that cross energy barriers. However, different groups might sample different 
areas on the landscape.   
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Figure 7. Boxplot of the percent recurrence calculated from the six groups of 10 independent 
simulations. Left panel shows the overall percent recurrence and right panel shows the percent 
diagonal recurrence. Each box and whisker are obtained from 10 data points with outliers in 
black dots being excluded since recurrence is calculated over each simulation.  
 
To investigate the dependence of sampling variation among the groups from predicted 
models, the largest Lyapunov exponent was calculated to study the dependence of chaotic system 
on initial conditions. The largest Lyapunov exponent was calculated for each simulation by 
taking two neighboring orbits in each trajectory and the average was compared among different 
groups.  The exponents measure the rate at which a system process creates or destroys 
information. The average largest Lyapunov exponents from each group were positive, which 
indicates that the simulations were chaotic in general. Group M5 shows the smallest Lyapunov 
exponents, which indicates that the dynamics observed in this group were less chaotic compared 
with the dynamics starting from other predicted models. The reason for this might be because the 
regions on the energy landscapes sampled by simulations of the M5 group were wells with 
barriers difficult to overcome. 
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Figure 8. Boxplot of the largest Lyapunov exponent calculated from the six groups of 10 
independent simulations. Each box and whisker are obtained from 10 data points with outliers in 
black dots being excluded since the largest Lyapunov exponent is calculated over each 
simulation. 
Examining the Sampling Performance of All 60 Independent Simulations  
The previous two sections support the importance of both multiple predicted models and 
multiple independent simulations from each predicted model for establishing probable molecular 
structure. Hence, combining all the 60 independent simulations improves the characterization of 
the conformation and dynamics of the NEO2A aptamer. In this discussion we will use the term 
“neighbor” to refer to any structures in the trajectory with a distance-to-target structure smaller 
than a predefined cutoff. If all 60 simulations capture the same nonlinear dynamics, the cross-
prediction error, which compares the trajectories pairwise, will show similar values for all 
simulations. The cross-prediction error might be large when many neighbors can be identified, 
because the average of all the following structures along the trajectories of these neighbors is 
obtained as the prediction. The structures used for analysis are taken every 200 ps from the 
simulations. Therefore, fast conformational changes that occur within 200 ps will introduce a 
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prediction error. Hence, it is necessary to interpret the cross-prediction error together with the 
average number of neighbors identified in simulation A for each structure in simulation B. In 
Figure 9, no clear blocks of groups appear, which indicates that the variations of nonlinear 
dynamics captured by each group are similar. The large cross-prediction error corresponds to the 
large average number of neighbors identified in the other trajectory. M1, M2 and M3 showed 
relatively higher error when compared with other simulations. It indicates that these simulations 
might not have sampled as broadly as other groups. The variations among the groups indicates 
the necessity to conduct multiple independent simulations from different predicted models. The 
probability to find similar structures from a different independent simulation is much lower than 
from the same trajectory. Only the simulations from M2 appear as a darker block along the 
diagonal line with relatively larger average number of neighbors found. It suggests that structures 
from the independent simulations starting from variants of M2 might sample some regions 
frequently. To summarize, a possible global minimum might be present in the region sampled by 
the simulations starting from the variants of M2. Moreover, the sampling performance is greatly 
enhanced by multiple independent simulations.   
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Figure 9. Pairwise comparisons of the sampling performance from all the 60 independent 
simulations. Left panel shows the cross-prediction error from pairs of independent simulations. 
Right panel shows the average number of neighbors identified from pairs of simulations. The 
simulations follow the order of groups M1, M2, M3, M4, M5 and M6. 
The structures from the combination of all the 60 independent simulations are used to 
analyze the conformation of the aptamer. From the distribution of projection on PC1, which 
explains the largest fraction of the variation, M3, M4 and M6 groups adopted bimodal 
distributions, while other simulations show additional peaks (Figure S4). The distribution of the 
PC1 score from the M3 and M4 groups show saddle points at around 0. Hence, the structures that 
are grouped by PC1 score into two categories: 1) PC1 score greater than 0; 2) PC1 score smaller 
or equal to 0. The root mean fluctuations (RMSF) of the atoms in the aptamer were calculated to 
compare the two groups of structures. Examination of the RMSF shows both groups with high 
fluctuations with similar values in the bulge and pentaloop regions. The fluctuations in the loop 
were slightly different between the two groups. Structures in the group with PC1 score greater 
than 0 have a flexible G12 while the other group shows a flexible A16. Structures in the group 
with PC1 that scored low or equal to 0 had less fluctuation in the stem and binding pocket.  
113 
The conformations of aptamers strongly impact their functions. For further identification 
of best aptamer conformations for binding the target molecule, molecular docking can be applied 
and a group of structures selected with the lowest binding free energy. By this means, structures 
favorable to target molecule binding can be identified.  
  
Figure 10. Root mean square fluctuations (RMSF) of the atoms in the aptamer. The structures 
from all of the 60 simulations are grouped according to the score on PC1. The criterion is chosen 
from checking the distribution of PC1 score. Fluctuations in the group where all the structures 
show PC1 score greater than zero is colored in green while group with PC1 score smaller or 
equal to zero is colored in red. The residues C6 and A7 in the bulge and G12, A13, A14, A15, 
A16 in the pentaloop are in the yellow shade.    
The potential energy landscape was constructed by interpolation on the PC1 and PC4 
phase space. Data used here were 5 structures randomly sampled from the first 20 ns in each 
simulation together with structures 80 ns separated from the 5 structures to provide 10 structures 
from each of the 60 simulations. The potential energy landscape together with dots which 
represent data sampled in the 60 independent simulations can identify less sampled regions, 
which might further inspire additional rounds of independent simulations to enhance sampling.  
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Figure 11. Potential energy landscape on PC1 and PC4 2D projection space. The white region 
represents states that are less frequently sampled in the 60 independent simulations.  
Summary 
Multiple independent MD simulations were conducted using 3D RNA structure 
prediction for initial structures of an RNA aptamer to investigate the sampling performance.  
We selected a feasible number of RNA 3D predicted models with diverse potential 
energy values. Multiple independent MD simulations were then carried out from each of these 
selected models. We found that with 10 independent simulations we were able to recover the 
RNA potential energy distribution with a low standard error. This result shows the promise of 
sampling compared with single simulations. We also demonstrated by recurrence quantification 
analysis that 10 independent simulations could effectively sample the conformational transitions 
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of the RNA aptamer. From this analysis, we were also able to estimate the length of simulation 
time needed for each independent simulation to obtain independent samples.  
We compared different groups of simulations starting from various predicted models. The 
conformational space projected on two selected PCs determined from PCA sampled by groups of 
simulations exhibited both overlap regions and distinct regions. These results satisfied the 
expectation of multiple independent simulations and further support the necessity to use various 
predicted structures when modeling an RNA aptamer with MD. The similarities and differences 
between simulations were further quantified by recurrence rate. Dependence on the initial 
conditions of the simulations was compared among the groups to develop an explanation for the 
differences in 2D conformational space. Combining all the simulations in this study, the 
conformations and dynamics of the aptamer were investigated. From plotting the RNA potential 
energy on the 2D conformational space, the under-sampled regions in the landscape were 
identified.  
There are several areas for further study. First, it would be helpful to know what the 
under-sampled region represents. The structures might be retrieved from PCA and tested for 
stability, which would provide insights on whether the under-sampled region has a low 
probability of being visited in conformational space or if it is a consequence of bias in MD 
sampling.  Second, it would be interesting to investigate the effect of initial structure selection on 
the overall sampling performance from multiple independent simulations for future simulation 
study design.    
References 
(1)  Klussmann, S. The Aptamer Handbook: Functional Oligonucleotides and Their 
Applications; Wiley-VCH, 2006. 
116 
(2)  Rhinehardt, K. L.; Srinivas, G.; Mohan, R. V. Molecular Dynamics Simulation Analysis 
of Anti-MUC1 Aptamer and Mucin 1 Peptide Binding. J. Phys. Chem. B 2015, 119 (22), 
6571–6583. https://doi.org/10.1021/acs.jpcb.5b02483. 
(3)  Cruz, J. A.; Blanchet, M.-F.; Boniecki, M.; Bujnicki, J. M.; Chen, S.-J.; Cao, S.; Das, R.; 
Ding, F.; Dokholyan, N. V.; Flores, S. C.; et al. RNA-Puzzles: A CASP-like Evaluation of 
RNA Three-Dimensional Structure Prediction. RNA 2012, 18 (4), 610–625. 
https://doi.org/10.1261/rna.031054.111. 
(4)  Miao, Z.; Adamiak, R. W.; Blanchet, M.-F.; Boniecki, M.; Bujnicki, J. M.; Chen, S.-J.; 
Cheng, C.; Chojnowski, G.; Chou, F.-C.; Cordero, P.; et al. RNA-Puzzles Round II: 
Assessment of RNA Structure Prediction Programs Applied to Three Large RNA 
Structures. RNA N. Y. N 2015, 21 (6), 1066–1084. https://doi.org/10.1261/rna.049502.114. 
(5)  Miao, Z.; Adamiak, R. W.; Antczak, M.; Batey, R. T.; Becka, A. J.; Biesiada, M.; 
Boniecki, M. J.; Bujnicki, J. M.; Chen, S.-J.; Cheng, C. Y.; et al. RNA-Puzzles Round III: 
3D RNA Structure Prediction of Five Riboswitches and One Ribozyme. RNA N. Y. N 
2017, 23 (5), 655–672. https://doi.org/10.1261/rna.060368.116. 
(6)  Ramachandran, K. I.; Deepa, G.; Namboori, K. Computational Chemistry and Molecular 
Modeling: Principles and Applications; Springer-Verlag: Berlin Heidelberg, 2008. 
(7)  Molecular Modelling: Principles and Applications, 2nd Edition 
https://www.pearson.com/us/higher-education/program/Leach-Molecular-Modelling-
Principles-and-Applications-2nd-Edition/PGM251961.html (accessed Feb 26, 2019). 
(8)  Zuckerman, D. M. Equilibrium Sampling in Biomolecular Simulations. Annu. Rev. 
Biophys. 2011, 40 (1), 41–62. https://doi.org/10.1146/annurev-biophys-042910-155255. 
(9)  Lyman, E.; Zuckerman, D. M. On the Structural Convergence of Biomolecular 
Simulations by Determination of the Effective Sample Size. J. Phys. Chem. B 2007, 111 
(44), 12876–12882. https://doi.org/10.1021/jp073061t. 
(10)  Lyman, E.; Zuckerman, D. M. Ensemble-Based Convergence Analysis of Biomolecular 
Trajectories. Biophys. J. 2006, 91 (1), 164–172. 
https://doi.org/10.1529/biophysj.106.082941. 
(11)  Grossfield, A.; Patrone, P. N.; Roe, D. R.; Schultz, A. J.; Siderius, D.; Zuckerman, D. M. 
Best Practices for Quantification of Uncertainty and Sampling Quality in Molecular 
Simulations [Article v1.0]. Living J. Comput. Mol. Sci. 2018, 1 (1), 5067. 
https://doi.org/10.33011/livecoms.1.1.5067. 
(12)  Grossfield, A.; Zuckerman, D. M. Quantifying Uncertainty and Sampling Quality in 
Biomolecular Simulations. Annu. Rep. Comput. Chem. 2009, 5, 23–48. 
https://doi.org/10.1016/S1574-1400(09)00502-7. 
117 
(13)  Perez, J. J.; Tomas, M. S.; Rubio-Martinez, J. Assessment of the Sampling Performance of 
Multiple-Copy Dynamics versus a Unique Trajectory. J. Chem. Inf. Model. 2016, 56 (10), 
1950–1962. https://doi.org/10.1021/acs.jcim.6b00347. 
(14)  Pranami, G.; Lamm, M. H. Estimating Error in Diffusion Coefficients Derived from 
Molecular Dynamics Simulations. J. Chem. Theory Comput. 2015, 11 (10), 4586–4592. 
https://doi.org/10.1021/acs.jctc.5b00574. 
(15)  Aytenfisu, A. H.; Liberman, J. A.; Wedekind, J. E.; Mathews, D. H. Molecular 
Mechanism for PreQ1-II Riboswitch Function Revealed by Molecular Dynamics. RNA 
2015, 21 (11), 1898–1907. https://doi.org/10.1261/rna.051367.115. 
(16)  Gong, Z.; Zhao, Y.; Chen, C.; Xiao, Y. Role of Ligand Binding in Structural Organization 
of Add A-Riboswitch Aptamer: A Molecular Dynamics Simulation. J. Biomol. Struct. 
Dyn. 2011, 29 (2), 403–416. https://doi.org/10.1080/07391102.2011.10507394. 
(17)  Nguyen, D. H.; Dieckmann, T.; Colvin, M. E.; Fink, W. H. Dynamics Studies of a 
Malachite Green−RNA Complex Revealing the Origin of the Red-Shift and Energetic 
Contributions of Stacking Interactions. J. Phys. Chem. B 2004, 108 (4), 1279–1286. 
https://doi.org/10.1021/jp037273b. 
(18)  DePaul, A. J.; Thompson, E. J.; Patel, S. S.; Haldeman, K.; Sorin, E. J. Equilibrium 
Conformational Dynamics in an RNA Tetraloop from Massively Parallel Molecular 
Dynamics. Nucleic Acids Res. 2010, 38 (14), 4856–4867. 
https://doi.org/10.1093/nar/gkq134. 
(19)  Warfield, B. M.; Anderson, P. C. Molecular Simulations and Markov State Modeling 
Reveal the Structural Diversity and Dynamics of a Theophylline-Binding RNA Aptamer 
in Its Unbound State. PLOS ONE 2017, 12 (4), e0176229. 
https://doi.org/10.1371/journal.pone.0176229. 
(20)  Monitoring convergence of molecular simulations in the presence of kinetic trapping form 
Fill Online, Printable, Fillable, Blank - PDFfiller https://www.pdffiller.com/5313090-
fillable-monitoring-convergence-of-molecular-simulations-in-the-presence-of-kinetic-
trapping-form-stat-duke (accessed Aug 29, 2016). 
(21)  Shahlaei, M.; Mousavi, A. A Conformational Analysis Study on the Melanocortin 4 
Receptor Using Multiple Molecular Dynamics Simulations. Chem. Biol. Drug Des. 2015, 
86 (3), 309–321. https://doi.org/10.1111/cbdd.12495. 
(22)  Abraham, M. J.; Murtola, T.; Schulz, R.; Páll, S.; Smith, J. C.; Hess, B.; Lindahl, E. 
GROMACS: High Performance Molecular Simulations through Multi-Level Parallelism 
from Laptops to Supercomputers. SoftwareX 2015, 1–2, 19–25. 
https://doi.org/10.1016/j.softx.2015.06.001. 
(23)  Lange, O. F.; van der Spoel, D.; de Groot, B. L. Scrutinizing Molecular Mechanics Force 
Fields on the Submicrosecond Timescale with NMR Data. Biophys. J. 2010, 99 (2), 647–
655. https://doi.org/10.1016/j.bpj.2010.04.062. 
118 
(24)  Nosé, S.; Klein, M. L. Constant Pressure Molecular Dynamics for Molecular Systems. 
Mol. Phys. 1983, 50 (5), 1055–1076. https://doi.org/10.1080/00268978300102851. 
(25)  Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D. Comparison of Simple Potential 
Functions for Simulating Liquid Water. J. Chem. Phys. 1983, 79 (2), 926–935. 
https://doi.org/10.1063/1.445869. 
(26)  Essmann, U.; Perera, L.; Berkowitz, M. L. A Smooth Particle Mesh Ewald Method. J. 
Chem. Phys. 1995, 103 (19), 8577–8593. https://doi.org/10.1063/1.470117. 
(27)  Leach, A. R. 5.4.1 The Steepest Descent Method. In Molecular modelling: principles and 
applications / Andrew R. Leach.; Prentice Hall: Harlow, England ; New York, 2001; p 
262. 
(28)  Hess, B.; Bekker, H.; Berendsen, H. J. C.; Fraaije, J. G. E. M. LINCS: A Linear Constraint 
Solver for Molecular Simulations. J Comput Chem 1997, 18, 18–1463. 
(29)  R: The R Project for Statistical Computing https://www.r-project.org/ (accessed Jul 7, 
2018). 
(30)  Wall, M. E.; Rechtsteiner, A.; Rocha, L. M. Singular Value Decomposition and Principal 
Component Analysis. arXiv:physics/0208101 2002. 
(31)  Wang, H.; Song, M. Ckmeans.1d.Dp: Optimal k-Means Clustering in One Dimension by 
Dynamic Programming. R J. 2011, 3 (2), 29–33. 
(32)  J. -P. Eckmann. Recurrence Plots of Dynamical Systems. EPL Europhys. Lett. 1987, 4 (9), 
973–977. https://doi.org/10.1209/0295-5075/4/9/004. 
(33)  Zbilut, J. P.; Webber, C. L. Embeddings and Delays as Derived from Quantification of 
Recurrence Plots. Phys. Lett. A 1992, 171 (3), 199–203. https://doi.org/10.1016/0375-
9601(92)90426-M. 
(34)  Marwan, N.; Webber, C. L.; Macau, E. E. N.; Viana, R. L. Introduction to Focus Issue: 
Recurrence Quantification Analysis for Understanding Complex Systems. Chaos 
Interdiscip. J. Nonlinear Sci. 2018, 28 (8), 085601. https://doi.org/10.1063/1.5050929. 
(35)  Giuliani,  null; Manetti,  null. Hidden Peculiarities in the Potential Energy Time Series of 
a Tripeptide Highlighted by a Recurrence Plot Analysis: A Molecular Dynamics 
Simulation. Phys. Rev. E Stat. Phys. Plasmas Fluids Relat. Interdiscip. Top. 1996, 53 (6), 
6336–6340. https://doi.org/10.1103/physreve.53.6336. 
(36)  Manetti, C.; Ceruso, M.-A.; Giuliani, A.; Webber, C. L., Jr.; Zbilut, J. P. Recurrence 
Quantification Analysis as a Tool for Characterization of Molecular Dynamics 
Simulations. Phys. Rev. E 1999, 59, 992–998. https://doi.org/10.1103/PhysRevE.59.992. 
119 
(37)  Takens, F. Detecting Strange Attractors in Turbulence. In Dynamical Systems and 
Turbulence, Warwick 1980; Rand, D., Young, L.-S., Eds.; Lecture Notes in Mathematics; 
Springer Berlin Heidelberg, 1981; pp 366–381. 
(38)  Abarbanel, H. Analysis of Observed Chaotic Data; Springer Science & Business Media, 
2012. 
(39)  Wallot, S.; Mønster, D. Calculation of Average Mutual Information (AMI) and False-
Nearest Neighbors (FNN) for the Estimation of Embedding Parameters of 
Multidimensional Time Series in Matlab. Front. Psychol. 2018, 9. 
https://doi.org/10.3389/fpsyg.2018.01679. 
(40)  Schreiber, T. Detecting and Analyzing Nonstationarity in a Time Series Using Nonlinear 
Cross Predictions. Phys. Rev. Lett. 1997, 78 (5), 843–846. 
https://doi.org/10.1103/PhysRevLett.78.843. 
(41)  Wolf, A.; Swift, J. B.; Swinney, H. L.; Vastano, J. A. Determining Lyapunov Exponents 
from a Time Series. Phys. Nonlinear Phenom. 1985, 16 (3), 285–317. 
https://doi.org/10.1016/0167-2789(85)90011-9. 
120 
 Supporting Information  
 
Figure S1. RNA potential energy distribution from each independent simulation. Dashed lines 
show potential energy of initial structures of each simulation.  
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Figure S3. RNA potential energy distribution overlap comparing groups of simulations pairwise. 
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Table S1. Top 5 PCs from 1-D clustering assessment. 
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Figure S4. Probability distribution of PC1 score from each group. 
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CHAPTER 5.    APPLYING RIGOROUS STATISTICAL ANALYSIS TO THE OUTPUT 
FROM MULTIPLE INDEPENDENT MOLECULAR DYNAMICS SIMULATIONS 
Shuting Yan1and Monica H. Lamm*1 
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Molecular dynamics (MD) simulations have been widely applied in modeling 
biomolecular systems to investigate molecular mechanisms and to aid in designing synthetic 
biomolecules for new applications. Because the free energy landscape of biomolecular systems is 
complex, it is difficult to adequately sample the desired phase space for a given research 
problem. For this reason, sufficient care is necessary in the study design stage and in the data 
analysis stage before one can draw meaningful conclusions from MD simulations. For example, 
equilibrium sampling should not depend on the starting structure when the simulation is long 
enough for the ergodic hypothesis to be valid. However, the length of simulation time needed for 
a given system is unknown at the beginning of a research study. Conducting multiple 
independent simulations from a diverse set of initial conditions enables a check on equilibrium 
sampling and can sample the phase space more efficiently. Although the approach of using 
multiple independent simulations has been recognized in the biomolecular simulation field, there 
are few studies that systematically investigate how to make statistically rigorous conclusions 
from multiple independent data sets. In general, there is a need for practitioners in this field to go 
beyond simply treating the parallel simulations as repeated measurements. This article presents 
an analyses workflow for multiple independent MD simulations and discusses the underlying 
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assumptions and uncertainties associated with the simulation outcomes. It also provides general 
guidance for interpreting MD simulations with rigorous statistical analysis.    
 
Introduction: Scope and Background 
Challenges from equilibrium sampling of biomolecules have caught the attention of 
modelers along with the development of atomistic simulations. An MD trajectory generates the 
Boltzmann-weighted ensemble, which is expected to exhibit the correct distribution when 
simulation time is sufficiently long.1 The problem with a single long trajectory is that it might 
drift at long times due to finite numerical precision. This introduces altered dynamics, in addition 
to high computational cost.2 Although many enhanced sampling algorithms have been developed 
to accelerate the crossing of free energy barriers, multiple independent MD simulations (MIS), 
with diverse initial conditions, are still a promising approach to sample a system broadly and 
efficiently. Independent copies of simulations can validate the reproducibility of equilibrium 
sampling for a given simulation duration.3 
The expectation of using short simulations is to explore the free energy landscape and 
recover the correct distribution more efficiently than single long trajectory. This can be achieved 
by starting with different initial conditions that span the phase space to be sampled, which 
increases the probability that simulations are not being trapped in a local minimum. The starting 
conditions need to be varied enough for the desired space to be sampled.3 It is generally advised 
that to ensure each starting configuration is independent. When it is difficult to guarantee the 
runs are long enough, the simulations from the same starting state will yield behavior particular 
to that starting state.3 Hence, using different starting state that are diverse as possible is 
promising. 
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Putting statistics into perspective, questions arise regarding the best way to analyze data 
from MIS. The development of distributed cyberinfrastructure makes it practical to run parallel 
independent MD simulations, which further emphasize the importance of rigorous statistical 
analysis. Before data analysis, MIS should be conducted and examined carefully, following the 
workflow by Grossfield et al.,3 where recommendations of sampling quality checks and 
uncertainty quantification are summarized. Once the quality of simulations themselves satisfies 
the goal of study, attention should be given to the following questions regarding the data 
analysis:  
1) Are the simulations sampling the same equilibrium ensemble?  
2) Should multiple runs be treated as repeated measurements or as a larger ensemble 
combining all of them?  
The first question is a convergence assessment problem. The second question relies on 
the conclusion of the first convergence assessment question. For accurate results, a wide region 
of phase space should be sampled. When each simulation is long, a partial overlap between 
different trajectories could appear. By examining the convergence of multiple runs, the 
dependence of initial conformations under current simulation length can be revealed. This 
dependence is of great importance because it is able to further guide the simulation setup. Since 
the underlying conformational ensemble is unknown in advance, it might be difficult to generate 
a diverse set of initial conformations for the desired space. The information of how initial 
structures effect the overall simulation results, which has not yet been systematically 
investigated, will help enhance the progress of MIS. 
The Practice and Pitfalls of Using RMSD as a Convergence Measure 
Convergence measures the extent to which an estimator approaches some true value with 
increasing amounts of data. To evaluate the convergence condition of equilibrium or steady state 
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properties obtained from MIS, the equilibration or “burn-in” portions of the trajectories need to 
be discarded.3 Root mean square deviation (RMSD) measures geometric similarity of two 
conformations by calculating the relative distance of corresponding atoms after the rotation and 
translation that achieve the best superposition of the two structures. RMSD has been widely 
applied to compare simulation structures with experimentally solved structures. In this section, 
we provide three examples from the literature to show how RMSD is used for simulation 
analysis.  
RMSD can also be applied to study the stability of a trajectory,4 using the starting 
structure as reference. However, RMSD from the starting structure might not be able to 
characterize the conformational transitions as a one-dimensional metric. The issue was explained 
by an example in Figure 1 (Figure 1 in Kazmirski, Li, & Daggett).5 Pairwise RMSD achieves 
better comparison of the structures from two ensembles.   
The All-to-all RMSD matrix has been widely used to visualize the transitions among 
conformational states in an MD trajectory, example in Figure 2 (Figure 3 (a) in Kazmirski, Li, & 
Daggett5). Researchers have also compared multiple simulations via an all-to-all RMSD matrix, 
which can be for simulations from different molecules in a family (see example in Figure 3 as 
Figure 2 in Georgoulia and Glykos6)or MIS of simulations for the same system. RMSD matrix 
can also be displayed in a reduced space after multidimensional scaling, example in Figure 4 
(Figure 1 in Beck and Daggett7)(Due to its nature as a pairwise distance measure, the RMSD 
matrix commonly serves as the first step in clustering algorithms for more advanced pattern 
searching tasks.8 Studies based on the RMSD matrix also include reordering for family grouping 
(see Figure 5 as Figure 2 in Chema and Goldblum9)and using cutoff value to convert the matrix 
into binary mode for further event counting.6 
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The advantage of using the RMSD matrix for comparison among multiple MD 
trajectories is that it is independent of molecule size.6 The drawback of using the RMSD matrix 
is that the cutoff brings uncertainties10 and the determination of the cutoffs depends on the 
properties of the particular set of conformations.9 It has also been pointed out that while the 
Figure 1. Three representations of how to analyze trajectories. (a) The pathway is mapped out 
for three trajectories traveling from state 1 to state 2. Persons A and B travel along the same 
pathway with A taking a longer amount of time to reach state 2 as it becomes trapped in a 
substate for a short amount of time. Person C takes an alternate pathway, but like person A 
becomes trapped in a substate for a short amount of time. (b) Measuring the distance from the 
starting point against time for each of the three trajectories, it appears that person A and C 
follow the same path, while person B travels down a separate path to state 2. This Figure 
displays how monitoring only a single property versus time can lead to the wrong 
interpretation. (c) An ideal distance matrix comparison between two trajectories. In this Figure, 
a nice valley shows the shared path between person A and B as they travel from state 1 to state 
2. In protein unfolding, a nice valley would not appear as the denatured state is a 
heterogeneous ensemble of conformations, so a rising valley would be expected in the RMSD 
matrix comparisons between trajectories. Adapted from “Analysis Methods for Comparison of 
Multiple Molecular Dynamics Trajectories: Applications to Protein Unfolding Pathways and 
Denatured Ensembles” by Kazmirski, Li, & Daggett, Journal of Molecular Biology, vol. 290, 
no. 1, 1999, pp. 283–304. Copyright © 1999 Academic Press. Adapted with permission. 
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RMSD maps are powerful exploratory tools for single trajectories, they become increasingly 
complex when several simulations are reported.4 Based on above knowledge, the RMSD matrix 
is a promising metric to explore the conformational ensembles since multiple simulations are 
started from initial structures as diverse as possible. It provides insights of how the 
conformations pass through energy barriers transiently and whether this is affected by initial 
structures. It can also identify and compare the highly populated region from varied simulations.  
Beyond providing a visual assessment, it is often desired to convert the qualitative 
findings from the RMSD matrix to a quantitative assessment. Hence in this study, we developed 
an approach to quantitatively extract information about the overall sampling performance of 
individual simulations from the RMSD matrix. This tool complements the visual assessment 
provided by the conventional RMSD matrix. 
 
Figure 2.Comparisons of trajectories of BPTI (0-1 ns) by RMSD matrix method. The three 
boxed areas are time periods where the two trajectories (U-3 and U-Lys46) displayed 
similarities. The color scale to the right is the Cα RMSD measured in Angstrom units. The boxed 
area near the origin contained expanded native-like structures. The small middle boxed area 
encompassed structures that had loss the C-terminal helix. In the largest boxed area, the 
structures are even more expanded with some residual β-structure. Adapted from “Analysis 
Methods for Comparison of Multiple Molecular Dynamics Trajectories: Applications to Protein 
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Unfolding Pathways and Denatured Ensembles” by Kazmirski, Li, & Daggett, Journal of 
Molecular Biology, vol. 290, no. 1, 1999, pp. 283–304. Copyright © 1999 Academic 
Press. Adapted with permission. 
 
 
Figure 3. The RMSD matrices of the 480 pentapeptides (second pass) calculated from 100 ns 
trajectories. The order from left to right and top to bottom follows the increase in the score 
received by the scoring function TF2. Each image corresponds to an individual peptide and is a 
color representation of the square matrix of the RMSDs among all possible structures from 
successive frames of the trajectory. For each matrix, the origin (t=0) is at the top left-hand 
corner. All matrices were calculated using all heavy atoms (~40 atoms), and the linear color scale 
is kept the same, ranging from dark blue (0 A) through yellow (~3.5 A) to dark red (7.3 A). 
Adapted from "On the Foldability of Tryptophan-containing Tetra- and Pentapeptides: An 
Exhaustive Molecular Dynamics Study. (Report)." by Georgoulia, Panagiota S., and Glykos, 
Nicholas M., Journal of Physical Chemistry B 117, no. 18 (2013): 5522-532. Copyright © 2013 
© 2013 American Chemical Society. Adapted with permission. 
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Figure 4. Multidimensional scaling of the first 500 ps of the pairwise Ca RMSD matrix for a 
thermal unfolding simulation of EnHD. Each point represents a structure, with the distance 
between structures approximating the Ca RMSD between structures. Points are gray-scale coded 
with ascending time starting from black and finishing at white. The previously identified 
transition state (255-260 ps) is denoted with the large spheres and the designation TS. The native 
cluster is at the bottom of the figure and bears the designation “N”. Adapted from "A One-
Dimensional Reaction Coordinate for Identification of Transition States from Explicit Solvent P 
Fold-Like Calculations." by Beck, David A.C, and Valerie Daggett, Biophysical Journal 93, no. 
10 (2007): 3382-391. Copyright © 2007 The Biophysical Society.  Adapted with permission. 
 
Figure 5. The RMSD matrix of Cyclic (Ala)6 with 500 conformations, reordered by the nearest 
single neighbor algorithm (a) before and (b) after reordering. The gray scale (4 colors) represents 
the following backbone RMSD values: 0-0.4 (black), 0.4-0.8, 0.8-1.2, and above 1.2 A (white). 
Adapted from "The “Nearest Single Neighbor” Method –Finding Families of Conformations 
within a Sample." by Chema, Doron, and Amiram Goldblum, Journal of Chemical Information 
and Computer Sciences43, no. 1 (2003): 208-17. Copyright © 2003 American Chemical Society. 
Adapted with permission. 
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In this study, we analyze a set of MIS that was devised to contain both repeated 
measurements and enrichment of the same system. The term 'repeated measurements' describes 
the simulations with the same error while the term 'enrichment' represents the simulations or 
groups of simulations with different errors. In Table 1, the definitions for these terms are 
elaborated upon by giving an analogous physical example for each term. We start with the 
quantitative convergence examination using RMSD matrices from MIS. We then analyze 
representative properties that are routinely used in biomolecular simulation studies to illustrate 
how to apply rigorous statistical analysis to the simulation results. This article therefore aims to 
provide best-practices for analyzing simulation data from multiple independent MD simulations.  
Table 1. Definitions for the terms used to describe multiple independent simulations in this work. 
Term Physical example analogy Statistical assumption 
Repeated 
measurements 
N measurements of a quantity using the same 
instrument (performed under identical scenarios) 
All the 𝜎𝑖 are the same 
Enrichment 
N measurements of a quantity using N different 
instruments (varying quality of measurements –
some instruments can be noisier) 




Molecular dynamics simulations have been carried out for a 25-nt RNA aptamer 
(NEO2A) as described in previous study.11 A total of 60 independent simulations were started 
with different initial conformations, including 6 groups of 10 structures extracted from 
equilibration at higher temperature of each of the 6 de novo predicted structures. All the 
simulations were conducted via GROMACS 5.1.212 using Amber99sb13 force field. The 
production run of each simulation was conducted under constant temperature (298 K) and 
constant pressure (1 bar) for 100 ns.   
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Convergence Measured using RMSD Matrix 
All-to-all RMSD matrix was calculated with R14 package bio3d15 from each simulation 
using structures extracted every 200 ps in a 100 ns simulation. RMSD matrix is real symmetry 
matrix with diagonal elements being 0. It is actually the Euclidean distance matrix from atomic 
coordinate data multiplying by√3. In mathematics, a Euclidean distance matrix has rank less 
than or equal to m+2 in m dimension. Hence, the rank of RMSD matrix is min(n, 3N+2) with N 
being the number of atoms in the molecule and n being the number of structures in the RMSD 
matrix calculation. When n is smaller than 3N+2, RMSD matrix is not singular and the 
eigenvalues and eigenvectors can be calculated. The eigenvalue problem of the RMSD matrix 
can be interpreted as obtaining a new ensemble from all the structures sampled in the simulation 
with new weights, where the weights are the elements in the eigenvector. The total distance from 
any structure to all other structures in the trajectory is proportional to its weight. The largest 
eigenvalue indicates the largest total RMSD after assigning weights to each structure according 
to its corresponding eigenvector.  
According to Cauchy’s interlace theorem, if we impose to a linear system m arbitrary 
constraints, the eigenvalues of the modified problem 𝜆𝑟
(𝑚)
  are bounded by those of the original 
problem, which means 𝜆𝑟 ≤ 𝜆𝑟
(𝑚) ≤ 𝜆𝑟+𝑚⁡(eigenvalues are sorted from small to large).
16 Thus, 
when m equals 1, which means removing the last row and column, 𝜆𝑟
(1) ≤ 𝜆𝑟+1 the largest 
eigenvalue is smaller than or equal to the largest eigenvalue of the original matrix. From here, 
the largest eigenvalue of the RMSD matrix using the structures from the start to the current time 
step can be calculated, obtaining the time series of the largest eigenvalues with a possible trend 
of increasing as the simulation progresses. Linear regression was conducted to identify the 
relationship of the largest eigenvalue and simulation time. The R-square from linear fitting was 
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further compared among the 60 independent simulations to identify the simulations going 
through the equilibration or transient portion. The slope, which resembles the average pairwise 
RMSD from the structures in the trajectory, was used to compare the sampling of the 60 
independent simulations.  
Confidence Interval Calculation 
The convergence is commonly indicated by the overlap of independent estimates and 
confidence intervals, since it suggests a shared mean though unknown.3 It is recommended that 
95% confidence intervals should be used in replace with the error bar,3,17 which correspond to 
standard error of the mean (68% confidence interval) and it’s not accurate enough. The approach 
used for computing a confidence interval can be selected according to the distribution of the 
property of interest. For Gaussian distributed quantity, it is the standard error of the mean 
multiplied by a chosen coverage factor. For non-Gaussian quantity, it is obtained from 
bootstrapping approach.18 Both cases require independent observations. Here more attention 
should be paid regarding to the nature of MD simulation data. MD simulations generate 
multivariate time series data, where each structure is determined from previous step and thus 
correlated in short period.  Thus, obtaining independent observations relies on the decorrelation 
time, which has been studied from autocorrelation2 or block averaging19 based approaches. The 
effective sample size obtained is tied to the quantity of interest. 
For quantities that are limited, such as Pearson’s correlation coefficient with a range (-1, 
+1), not (-∞, +∞), the problem of a Gaussian distribution for r can be solved by transforming 
variables.18 If a transformation is not bounded, the central limit theorem (CLT) guarantees that 
the distribution of the average of that transformed variable will be a Gaussian.  
If the confidence intervals do not overlap, we can say two simulations are statistically 
different at the same level of the significance of confidence intervals. However, the converse is 
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not correct.3 Moreover, this is only for independent errors, which means variation in one 
simulation is independent of the variation in another. But if two simulations are related to each 
other, the correct way to construct confidence interval for dependent system is on the variation of 
the difference of two simulations. To compare whether multiple simulations are actually 
equivalent to each other, ANOVA and its many variants can be used.20 For correlated system, a 
linear transformation of correlated random variables can introduce a set of uncorrelated, i.e. 
independent variables.  
In this study, we focus on the uncertainty of two properties including base stacking 
fraction and root mean square fluctuation (RMSF), which are representative example for two 
categories of properties. Base stacking fraction can be interpreted as the probability of a base 
being stacked, calculated by observing this event a total of m times out of N frames in a 
simulation. The probability p is the average value of the event value 𝛾 (1 as in stack, 0 as out of 





± 𝑡95%𝜎 √𝑁⁄  (1) 
However, probability only ranges from 0 to 1. The logit function can be used for 
transformation: 


















The steps to calculate the confidence interval is the following, as described in Nicholls 
201418: 
Calculate the standard error of p, SE(p). 
Calculate f(p). 
Multiply SE(p) by df/dp to get the standard error SE(f). 
Calculate 𝑓 ± 𝑡95% ∗ 𝑆𝐸(𝑓). 
Back-transform these two values to obtain the confidence interval in p. 
For the probability from binary variable, such as base stacking, the confidence interval 
from above steps is: 
 𝑝95% = [
𝑝
𝑝 + 𝜆(1 − 𝑝)
,
𝑝
𝑝 + 𝜆−1(1 − 𝑝)
] (5) 
where 𝜆 = 𝑒𝑡95% √𝑝(1−𝑝)𝑁⁄ . 
RMSF measures the standard deviation of atomic positions. It is  












 is the positional vector of the ith atom in the jth frame, and 𝒓𝑖
0 is the mean position of 
the ith atom. The square of RMSF is the sum of variances of x, y and z coordinates of atom i. 
From Appendix 2 in Nicholls 201418,  
 𝑣𝑎𝑟(𝑣𝑎𝑟(𝑥)) = 2𝜎4 (7) 
 
 𝑆𝐸(𝑅𝑀𝑆𝐹𝑖
2) = √2(𝜎𝑥4 + 𝜎𝑦4 + 𝜎𝑧4) √𝑁 − 1⁄  (8) 
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When estimating the average of a property and its error from MIS, it is of great 
importance to determine how MIS is being treated –whether the n independent simulations are n 









While for the second case, both the average value and total error are calculated in 
















This is because it is expected that the n measurements in the first case are all the same, 
while in the second one it is expected that the n measurements generates different errors.18  
Results and Discussion 
The Largest Eigenvalue from RMSD Matrix 
Eigenvalues were calculated for the all-to-all RMSD matrix from each simulation and 
ranked from the largest to the smallest (example in Figure 6). The eigenvalues sum up to 0 and 
only the largest eigenvalue is positive. Since the sum of all the RMSD from one structure to 
other structures in the trajectory is greater than 0, only the largest eigenvalue satisfies the 
physical interpretation. The elements in each eigenvector are all negative. Since an eigenvector 
multiplied by any scalar is still an eigenvector, the eigenvector satisfies being the weights of the 
structures in the simulation as long as all the elements in the eigenvector have the same sign. 
Applying the RMSD matrix to the eigenvector stretches it along the same direction by its 
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corresponding eigenvalue. It further refers to a new ensemble of conformations from the same 
structures sampled in the trajectory but adopt weights as the elements in the eigenvector. The 
total RMSD of any structure with all other structures is proportional to its own weight. By 
assigning weights from the eigenvector corresponding to the largest eigenvalue, the total RMSD 
mentioned above is the largest.    
 
Figure 6. The largest eigenvalue of the RMSD matrix from an example MD simulation. 
Structures used in RMSD matrix calculation are extracted every 200 ps from the trajectory. 
The largest eigenvalue of an RMSD matrix can be interpreted as a measure of the total 
RMSD of one structure with all other structures. From Figure 7, the largest eigenvalue shows 
strong linear relationship with the average pairwise RMSD value from the same matrix. The 
result confirms that the largest eigenvalue is able to serve as the scale of pairwise RMSD 
calculated from a simulation in average. It indicates that although the eigenvector introduces new 
weights of the structures, the eigenvalue still provides insight of the original ensemble from the 
MD simulation. The largest eigenvalue thus can be applied to compare multiple simulations of 
the same system since it reflects the overall conformational fluctuation level.  
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Figure 7. Correlation of the largest eigenvalue of RMSD matrix and the average pairwise RMSD 
from the matrix. Each data point is from one 100 ns MD simulation. 
Time Series of the Largest Eigenvalue of RMSD Matrix 
According to Cauchy’s interlace theorem, the largest eigenvalue of the RMSD matrix 
will not decrease. When plotting the time evolution of the largest eigenvalue, as shown in Figure 
8, most simulations exhibit the linear growth of the largest eigenvalue. In some simulations, 
there is obvious change in gradient. To further investigate the meaning of the gradient, the time 
series of the largest eigenvalue were compared with the all-to-all RMSD, shown in Figure 9. 
The timestep where the slope from the time series of the largest eigenvalue matches with 
timestep where a new block appears in the RMSD matrix. It indicates that the time series of the 
largest eigenvalue can imply the conformational change quantitatively. It complements the 
visualization of the RMSD map with quantitatively measure by detecting the variation in the 
slope. From here, simulations that experience large conformational changes can be detected from 
the goodness of fit when using linear regression to model the time series of the largest 
eigenvalue. The R-square as a global measure of variance explained can describe the goodness of 
fit. As shown in Figure 10, the R-square from linear regression are close to 1. To loosen the 
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criteria, the outliers were determined from R-square values, which indicates 5 out of the 60 
independent simulations of 100 ns are experiencing the conformational changes. These 
simulations need to be run longer before they can be processed in the data analysis step, 
according to the guide by Grossfield et al.3 Weights of structures as the elements in the 
eigenvector from these 5 outlier simulations also adopt or tend to adopt bimodal distribution, 
which confirms that there are possibly two groups of structures with different conformations that 
lead to different weights in terms of making the sum of RMSD with other structures proportional 
to the weight. Compared with R-square, it might be less sensitive of the slope for outlier 
detection. Hence, it is suggested to use R-square as detection for simulations that to be better 
equilibrated before data analysis and utilize the slope to examine whether the well-equilibrated 
simulations are sampling the same equilibrium ensemble. For the current study, 60 slope values 
estimated from 60 independent simulations is a sample. Each simulation is a process of 
generating one data point of the slope from the same population. The distribution of the average 
slope from multiple independent simulations is expected to follow normal distribution when the 
number of simulations is large. The average slope and its uncertainty can be estimated via 
bootstrap. As the sampling is independent of the initial structure when each simulation is long 
enough, it is expected that the slope from different groups of simulations started from various 
predicted models should not be statistically different. From Figure 11, group M2 shows 
difference from other groups with large variation. Figure 12 shows the linear relationship of the 
slope and the average pairwise RMSD in the same simulation. It indicates that independent 
simulations in this group might sample different regions in the conformational space, which lead 




Figure 8. Time series of the largest eigenvalue of RMSD matrix from 60 independent MD 
simulations of NEO2A aptamer. Each line represents one independent simulation and the lines 
are colored by simulation. 
 
Figure 9. Examples of all-to-all RMSD matrix and time series of the largest eigenvalues of 
RMSD matrix. Five example simulations exhibit change in the slope of the largest eigenvalue 
time series. The top panel shows the RMSD matrix colored based on RMSD values from 0 
(white) to 13 Angstrom (red). 
142 
 
Figure 10. (left) Boxplot of the slope of the largest eigenvalue time series. (middle) Boxplot of 
the R-square from linear regression of the largest eigenvalue versus time. Outliers are selected to 
be R-square smaller than 0.98. (right) Histograms of the eigenvector elements corresponding to 
the largest eigenvalue from the five “outlier” simulations. 
 
Figure 11. Boxplot of the slope fitted from the largest eigenvalue versus time. Each group 
consists of 10 independent simulations started from different conformations. These initial 




Figure 12. The relationship of the slope from the largest eigenvalue time series  and the average 
pairwise RMSD. Outlier simulations are detected based on R-square values. Data points are 
colored based on different groups of simulations. 
In summary, the above approach using the largest eigenvalue of the RMSD matrix not 
only provides insight of convergence of single simulation but also serves for the quantitative 
comparison of sampling from multiple independent simulations using pairwise RMSD 
information. This approach further interprets the all-to-all RMSD matrix quantitatively and 
makes it easier to compare the matrices from multiple independent simulations.  
Base Stacking 
Properties that describes the fraction of observing an outcome over the trajectory are 
frequently investigated in biomolecular studies, such as base stacking, hydrogen bond 
occupation, or significant contact related to ligand binding. Here, base stacking is taken as an 
example to illustrate extra caution is necessary when making conclusion of the probability of the 
event based on the fraction in the trajectory. In the aptamer NEO2A, the pentaloop GAAAA is 
GNRNA type, where the fourth base might protrude into the solvent making it potentially 
accessible for ligand binding.21–24  Different from NEO1A aptamer, the binding happens at the 
internal bulge instead of the pentaloop.25 To examine if the fourth adenine in the pentaloop 
144 
behaves in the similar way to NEO1A26 and other GNRNA pentaloop, the stacking of the fourth 
A in NEO2A GAAAA loop (A15) is calculated and compared with the second base (A13) to see 
if there is switching behavior. The stacking fraction is usually calculated as the time with stack 
over the total simulation time. The convergence of the simulation is usually examined by the 
RMSD with the initial structure as reference. However, the timescale of base stacking or base 
flipping can be much longer even though RMSD indicates the convergence of the structure in a 
more global way.  
The stacking fraction of bases A13 and A15 from 60 MD simulations of 100 ns are 
shown in the boxplot Figure 13. It is apparent that the variations of the stacking fraction from 
different simulations is large, especially for A13. However, the stacking fraction is usually 
reported from one simulation and compared with experimental results. We suggest conducting 
MIS for more accurate stacking fraction since base stacking requires longer time to experience 
transitions. To further examine the stacking fraction evolution along the trajectories, the stacking 
fraction of A15 is plotted as time series in Figure 14. It is noticed that the time required for the 
stacking fraction to reach plateau can be different for varied trajectories. For some trajectory, it is 
still difficult to reach steady state till the end of simulation. It explained the variation shown in 
Figure 13. To these simulations, 100 ns is not long enough to fully relax the conformation. 
However, the length sufficient for the stacking fraction to be fully relaxed is unknown. To 
investigate the accuracy of stacking fraction estimated with the average across all the 60 
simulations, the mean and the error of the mean from 60 independent simulations were examined 
over time in Figure 15. It is not surprised that using the average across MIS as the estimator 
reach convergence fast for both A13 and A15. The error of the mean for A13 stacking reaches 
the plateau faster than A15 but is relatively larger. It indicates that A13 is more flexible than 
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A15. It is promising that the average stacking fraction of MIS, in this study 60 independent 
simulations, can be a good estimate. It is necessary to know how many simulations are needed 
for the average stacking fraction to be accurate.   
 
Figure 13. Boxplot of stacking fraction calculated from 60 independent 100 ns simulations. 
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Figure 14. Stacking fraction of base A15 along the 100 ns MD simulations. Data are from six 
groups, each including 10 independent simulations. 
147 
 
Figure 15. The average stacking fraction from 60 independent simulations over time with the 
bars indicating the standard error of the mean. The left panel shows the time series of the average 
stacking fraction. The right panel shows the time series of the error of the mean. A13 stacking 
fraction is colored in red while A15 in green. 
 
Figure 16. Boxplot of the error of the mean when averaging the stacking fraction from MIS. 
Boxes are colored by the length of simulations, including 50 ns, 60 ns, 70 ns, 80 ns, 90 ns. The 
simulations segment for average stacking fraction calculation is defined as the last period, for 
example last 50 ns in each trajectory. The lines are the average of the error values. The trend 
should follow error ∝ 1/√𝑁.  
Uncertainty Quantification 
The stacking fraction is usually calculated over one simulation which passes 
semiquantitative equilibrium or convergence. However, from previous discussion we notice that 
148 
the stacking fraction using event counting from one simulation is highly inaccurate. Figure 17 
illustrates how the calculation is usually done. From one simulation using 50000 data points 
from a 100 ns simulation (1 data point saved every 2 ps from the trajectory), the bars can become 
very small due to large sample size. Even using the transformation, with large number of data 
points the bars approximate symmetric. When taking the average from 60 independent 
simulations, the bars can be much more reasonable, as shown in Figure 18. Here two approaches 
of confidence interval calculation is compared. In the left, 95% CI is calculated using 𝑡95%=2 to 
obtain the symmetric CI. In the right, the range of stacking fraction as probability type of 
property being [0, 1] is taken into consideration. The data were transformed to (-∞, +∞) first and 
the CI was calculated from the transformed variable, resulting asymmetric bars. It is noticed that 
the average stacking fraction of A13 and A15 from the 60 independent simulation are more close 
to the upper bound of the 95% confidence interval.   
 
Figure 17. Stacking fraction of A13 and A15 estimated from one example simulation. The bars 
are the asymmetric 95% confidence intervals using the formula from Method. 
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Figure 18. Estimating the average stacking fraction of A13 and A15 from 60 independent 
simulations. The bars indicate 95% confidence interval calculated using different approaches. 
The left ones are symmetric using 2 as coverage factor and the right ones are asymmetric using 
the formula in Method. 
RMSF provides the spectrum of atomic fluctuations over the trajectory. RMSF makes it 
much easier to identify the flexible region or residues in the molecule which might be highly 
related to its function. Although RMSF is widely used in MD analysis, the uncertainty of RMSF 
is rarely addressed. Here we calculate the uncertainty of the square of RMSF, based on the 
equation of the variance of the variance. In the top panel, RMSF calculated by atom is plotted for 
all the 60 simulations. There is large overlap among the simulations as well as separations. Thus, 
the results for MIS form a band shape for all the atoms in the aptamer. To clearly visualize 
possible deviations in RMSF from different trajectories, the square of RMSF was plotted using 
two simulations as examples. It is known that the bulge and the pentaloop in this aptamer are 
flexible.25 This is confirmed by the RMSF and deviations in the bulge region and some loop 
bases appear when comparing the results from the two example simulations. The standard error 
was calculated using the equations in Method section. The two pictures in the bottom show the 
average RMSF square from the 60 independent simulations. We used two approaches to estimate 
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the average including treating the MIS as repeated measurements (n different systems) and 
enrichment (n different ways of measuring the same system). Here the two approaches generate 
similar results. The bottom panel zoom in the previous plot and display the average and standard 
error of the three atoms in flexible A7 in the bulge. The uncertainty is relatively small compared 
with the difference in the average RMSF square from two different approaches.  
In summary, we recommend using the RMSD eigenvalue approach to identify the 
simulations that are not yet well equilibrated so that these simulations may be removed from 
further analysis and property estimation. Whether treating the MIS as repeated measurements or 
enrichment can be determined from the slope of the largest eigenvalue changing over time. For 
simulations with similar slope, they can be considered as repeated measurements while those 
with different slopes or groups of simulations with various slopes being enrichment and the 
variance-weighted average should be calculated.     
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Figure 19. RMSF by atom measured from MIS. The first one is the RMSF from 60 independent 
simulations, colored by group. The second one is the square of RMSF from two example 
simulations with the bars indicating the standard error of the RMSF square. The third one is the 
average RMSF square calculated from 60 independent simulations either treating MIS as 60 
different systems or 60 different ways to measure the same system. The last one is an example 
using three atoms P, O1P and O2P in base A7 zooming in the previous figure.    
152 
Conclusion 
MIS has been suggested to examine the needed timescale of simulating biomolecular 
system as well as enhance sampling by better avoiding being trapped by initial states. However, 
it is computationally expensive to achieve the first goal because if all the parallel runs are well 
equilibrated and being long enough, then one simulation of same length is convincing and 
sufficient for analysis. For the second goal, we might need to think about whether the multiple 
copies of simulations are only repeated measurements and how to extract information from MIS 
rigorously.  
In this work, we developed an approach with RMSD matrix largest eigenvalue to assess 
MIS. We find the largest eigenvalue increases linearly over time. The goodness of fit can 
indicate if the trajectory goes through large conformational change. The transitions then can tell 
the equilibration condition. Simulations that are still experiencing large transitions need to be 
further equilibrated. The slope from linear regression depicts the magnitude of structural 
deviations among the conformations sampled by the simulation. Simulations with similar slope 
indicates similar magnitude of structural variations in average and thus might be from the same 
conformational states. It is expected that there is variation in the slope among MIS. It is similar 
to the expectation that there is overlap in the projection of high-dimensional conformational 
space as well as new regions explored by different simulations.   
Once the simulations are assessed and grouped, the analysis of properties of interest 
should be conducted with uncertainty quantification. It is noticed that the confident intervals of 
some properties might not be symmetric, such as base stacking and hydrogen bond occupation. 
For other properties not listed here, such as solvent accessible surface area of a binding residue, 
the CI might not be symmetric as well due to the bound of area being greater than 0. It is also 
important to consider using MIS for average estimation. Whether treating all the structures from 
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MIS as a larger sample or simulation-wise affects the calculation of uncertainty. For properties 
such as stacking fraction and RMSF, which are usually obtained from one whole simulation, 
extra attention needs to be paid when taking the average from MIS.  
The approach for rigorous analysis reported in this work for assessing MIS and 
estimating the average and uncertainty is not limited to the study of RNA systems.  Hence, its 
use is recommended for any investigations that involve molecular simulation of biomolecular 
systems.      
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CHAPTER 6.    GENERAL CONCLUSION 
In this dissertation, I have focused on the MD simulations of RNA aptamers. I address 
the necessity of apo state characterization via computational modeling, sufficient sampling of the 
flexible aptamers via multiple independent MD simulations and property estimation from these 
simulations with rigorous error quantification. In this chapter I first comment on the benefits of 
using multiple independent simulations to study RNA aptamers and expand the current research 
territory as future work. 
As replication is being emphasized for reproducibility of experiments,1,2 it is also 
recommended for MD simulations to improve the conclusions that are drawn from simulation 
studies. Examples range from multiple independent classic MD simulations to multiple 
independent sets of multidimensional replica exchange molecular dynamics (M-REMD) 
simulations,3 all with the recommendation of diverse initial conditions. The tradeoff between 
ideal, sufficiently long trajectories which produce sampling independent of initial conditions and 
high computational expense confirms the importance of applying multiple independent short 
simulations to enhance sampling as well as brings the question of how to rigorously extract the 
information from multiple simulations. For RNA aptamers, multiple independent simulations 
show the following advantages: (1) the simulations can effectively relax the de novo predicted 
model, and (2) the simulations can recover the distribution of properties of interest as well as the 
transitions observed along the trajectory. These advantages can greatly help achieve the goal of 
investigating the structure and dynamics flexible biomolecular systems like RNA aptamers. 
Based on current study, similar methodology can be applied to coarse-grained (CG) 
molecular dynamics for simulating larger RNA molecules such as riboswitches. The accuracy of 
de novo prediction still depend on the molecule size.4 CG methods significantly decrease the 
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resolution of the molecular model to large groups of atoms, which made them powerful in de 
novo simulations of RNA folding from sequence only.5 It has been noticed that standard low 
resolution CG modeling techniques might not be able to effectively capture multiple 
configurations of protein systems.6 A multiconfiguration coarse-graining (MCCG) method that 
creates CG models with multiple configurations using a linear combination of functions or 
“states” has been proposed.6 Due to the flexibility of RNA molecules, especially the functional 
aptamer domain of riboswitches, multiple independent CG simulations can be a good candidate 
in modeling RNA molecules.  
To improve the setup of multiple independent simulations, approaches that systematically 
and intelligently determine initial conditions for batches of parallel simulations are necessary. 
Warfield and Anderson used a reward function to select initial structures for aptamer apo state 
modeling that favors large deviation from available bound state.7 Their sampling method is the 
fluctuation amplification of specific traits (FAST) goal-oriented sampling method.8 It would be 
more efficient for sampling if the reward function focuses on the overall sampling from previous 
section of the trajectory and drive the simulations for large divergence quantities such as 
Kullback-Leibler divergence of top principal components. It will further enhance the overall 
sampling, which might be helpful to observe rare events.  
 As for the data analysis of multiple independent simulations, another approach is to 
assemble multiple short trajectories into a single long trajectory through concatenation. 
Algorithms for assembling short simulations that can achieve a smooth pseudotrajectory can help 
utilize nonlinear measurements which requires uninterrupted time series. Studies that achieve 
this goal have been conducted to investigate human walking.9 It has been shown that the 
decorrelation time that is determined from the autocorrelation function of the radius of gyration 
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varies when creating pseudotrajectories after randomly shuffling the independent simulations. 
Another perspective of viewing independent simulations is taken from the theory that underlies 
the largest Lyapunov exponent. Independent simulation can be viewed as a short piece in the 
middle of a longer trajectory that is started infinitesimally close to another simulation. By using 
one simulation as reference and measure the deviation of two trajectories, the time “not being 
observed” can be estimated, which might be applied for insights of the equivalent cumulative 
length of the multiple independent simulations.  
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