Abstract The Hop-Constrained Steiner Tree problem (HCST) is challenging NP-hard problem arising in the design of centralized telecommunication networks where the reliability constraints matter. In this paper three iterative greedy algorithms are described to find efficient optimized solution to solve HCST on both sparse and dense graphs. In the third algorithm, we adopt the idea of Kruskal algorithm for the HCST problem to reach a better solution. This is the first time such algorithm is utilized in a problem with hop-constrained condition. Computational results on a number of problem instances are derived from well-known benchmark instances of Steiner problem in graphs. We compare three algorithms with a previously known method (Voss's algorithm [24] ) in term of effectiveness, and show that the cost of the third proposed method has been noticeably improved significantly, 34.60% in hop 10 on dense graphs and 3.34% in hop 3 on sparse graphs.
show the maximum allowance distance of edge from the root. Let T be a tree in G, and let V (T ) be the set of vertices belonging to T . Our goal is finding a tree T , rooted at vertex 1, subject to constraints and the number of edges h i between i ∈ V (T ) and the root vertex limited to the maximum value H.
Since HCST is a generalization of Steiner tree problem, it is Np-hard problem [21] . We consider hop constraints in graph because of reasons such as reliability or transmission delay in networks. The extensive uses of hop constraints in various settings have been proposed in the literature [1, 15, 18, 19, 20] . Intensive researches on the Minimum Spanning Tree problem with hop constraints (HCMST), which is a special case of the HCST problem where all vertices in the graph are terminals exist. Many surveys regarding of HCMST problem can be found in [6, 7, 17] . Though, there aren't much attention to Steiner tree problem with hop constraints. In [11] , Gouveia has mentioned HCST problem with developing a strengthened version of a multi-commodity flow model for the minimum spanning tree problem. The LP lower bounds of this model are equal to the ones from a Lagrangian relaxation approach of a weaker MIP model introduced by Gouveia in [12] . Voss presents MIP formulations based on Miller-Tucker-Zemlin subtour elimination constraints [24] . The formulation is then strengthened by disaggregation of variables indicating used edges. The author develops a simple heuristic to find starting solutions and improves them with an exchange procedure based on tabu search. Gouveia Also gives a survey of hop-indexed tree and flow formulations for the hop constrained spanning and Steiner tree problem in [13] . Costa et. al. give a comparison of three methods for a generalization of the HCSTP which is called Steiner tree problem with revenues, budget and hop constraints (STPRBH) in [2] . The considered methods comprise greedy algorithm, destroy-and-repair method and tabu search approaches. Computational results are reported for instances with up to 500 vertices and 12500 edges. Costa et al. in [3] introduce two new models for he STPRBH. Both models are based on the generalized sub-tour elimination constraints and a set of exponential size hop constraints. The authors provide a theoretical and computational comparison with two models based on Miller-Tucker-Zemlin constraints presented in Gouveia [14] and Voss [24] . Theoretical and computational comparisons of flow-based vs. path-based mixed integer programming models for HCST problem are presented by Gouveia et al.. They propose formulations to solve the problem with promising optimality and implement branch-and-price algorithms for all of the formulations [16] . Boeck et al. used layered graphs for hop constrained problems to build extended formulations by techniques presented to reduce the size of the layered graphs [10] . They also presented variation of this problem arising in the context of multicast transmission in telecommunications. Dokeroglu et al. recently proposed novel self-adaptive and stagnation-aware breakout local search algorithm for the solution of Steiner tree problem with revenue, budget and hop constraints with parallel algorithms [25] . In this paper, we focus on efficient optimization iterative greedy algorithms to find efficient solution for HCST. The new algorithms find a feasible solution for HCST are based on Voss's approach in [24] . The main feature of our last proposed algorithm is that it uses the idea of Kruskal algorithm in the problem with hop constraint for the first time and enhances the results of this NP-hard problem in polynomial time.
The rest of this paper is organized as following. In Section 2 we formulate a model for HCST problem. Section 3 and 4 provide two complement greedy algorithms to solve HCST. In Section 5 we propose Non Root Based Insertion Algorithm based on the idea of Kruskal algorithm [4] . In Section 6 we report extensive set of computational experiments with our iterative greedy algorithms on well known benchmark, consisting variant kinds of graphs. Finally, Section 7 presents concluding remarks .
Mathematical formulation
A non-directed graph G = (V, E) is given with edge cost c ij ≥ 0, (i, j) ∈ E. Let consider the set Q ⊆ V represent basic vertices. To obtain a subgraph with minimum cost, other vertices could be involved. Such vertices are called Steiner vertices (S = V − Q). Consider x p ij as an edge (i, j) ∈ E that shows the p th position from the root and δ(S) as a set of edges with one vertex from S. The HCST model can be written as follow:
The goal is to find a subgraph with minimum cost due to the hop constraints; Constraints in (2) present the connectivity constraints of basic vertices attaching to at least one edge of the vertices from S and index p is used to avoid creation of any cycle.
Minimum-Hop Iterative Greedy (MinHIG) Algorithm
In this section, we present an iterative greedy algorithm for HCST problem. The basic idea is from [24] . The first three steps of the algorithm use the generalization of prime algorithm [22] considering the path with number of hop instead of a direct edge between two vertices (Algorithm 1). We start with a partial solution G = (root, ∅) that just contains the root. As we mentioned before, Q is the set of all basic vertices. At each step the set T is equal to Q\G and H is the maximum allowed number of hops that the root can connects other vertices in the tree. Suppose V G denote the vertex set of G and V T denote the vertex set of T . Cost of path p(u, v) between vertices u and v is presented by d uv . Also, for every vertex v, we define U v equal to the number of needed hops to reach v from the root. For initialization, we set U root to zero. Phase 1 in MinHIG algorithm finds U v for all vertices v.
Algorithm 1: MinHIG algorithm (Phase 1)
input : An undirected graph. output: Find U values.
Step 1. Initialization G = ({root}, ∅);
Step 3. Add the vertices and edges of path P (u * , v * ) to G, update U values of the vertices of path P (u * , v * ).
Algorithm 2: MinHIG algorithm (Phase 2) input : U values. output: An efficient feasible solution.
Step 1. Initialization T ree = ({root}, ∅), h=1;
Step 2. Find vertices u * ∈ Q, v * ∈ V T ree , and path P (u * , v * ), where
Step 3. Add the vertices and edges of path P (u * , v * ) to Tree.
Note that in MinHIG algorithm, we suppose that in the efficient optimal solution, vertices with high U values are connected to vertices with low U values.
In phase 2 in MinHIG, first we add the root vertex to the final tree T ree. Then, we start with h = 1 and and add it until reach maximum hop constraint h = H. Vertices with fewer number of hops have been added to the tree earlier. Therefor, with constraint U * u +|P (u * , v * )| ≤ H, we find P (u * , v * ), which is the shortest path among all paths of vertex u * to the all previous added vertices to T ree. Thus, all edges and vertices of this path will be added to the T ree. We repeat this procedure until T ree contains all basic vertices. Figure 1 shows an example of instances where MinHIG gets a solution while Voss's algorithm [24] doesn't work. For Figure 1 consider maximum allowed H is 3. With Voss's algorithm [24] , at first, path P (r → 2 → 4 → 5) with cost 7 is added to the tree. Then path P (r → 1 → 3) with cost 8 will be added. The final Steiner tree is built has cost 15, although, it is obvious that the optimal cost of the Steiner tree is 10. In Step 3 in phase 2 of Algorithm 1 we have tree reconstruction which gives us the cost of 10 for this example. Suppose that vertices with higher amount of U should be connected to the vertices with lower U values. Therefore, in Step 3 in phase 2, without considering set G, vertices with less U values are added to the final tree. In fact, when we add each vertex, we are sure that other vertices with lower U have been added to the tree earlier and if the current vertex should be connected to one of the basic vertices, we are sure that all possible vertices have been already added to the tree. With implementation of MinHIG on this specific example, after first phase values of U r = 0, U 1 = 1, U 3 = 2, U 2 = 1, U 4 = 2, and U 5 = 3 have been obtained. After the root is added, basic vertex 3 with the lowest U value among basic vertices with shortest path P (r → 1 → 3) and cost 8 will be added to the tree. Then, the next basic vertex which has not been added to the T ree yet and has minimum value U is vertex 5 with shortest path P (3 → 5) and cost 2. At the end, the cost of T ree would be 10.
Maximum Hop Iterative Greedy (MaxHIG) Algorithm
In MinHIG algorithm, it was assumed that in the Steiner tree, the vertices with higher U are connected to vertices with lower U ,but this approach doesn't cover all groups of graphs. There are other kinds of graphs in which the vertices by lower hops are connected to the path of the other vertices with more hops. For example, consider Figure 2 where maximum allowed number of H is 4. By MinHIG algorithm, first we add path P (r → 2 → 6) with cost 5 to the T ree. Then, path P (r → 1 → 4 → 8) with cost 6 and path P (r → 3 → 5 → 7 → 9) with cost 8 will be added to the T ree respectively. Therefor, the result cost of the achieved Steiner tree by this algorithm would be 19, while the optimal cost is 10. Step 1. Initialization T ree = ({root}, ∅), h=H;
For these types of graphs we substitute algorithm MinHIG phase 2 (Algorithm 2) with MaxHIG algorithm (Algorithm3). The following is implementation of algorithm MaxHIG on the example of Figure 2 :
First we start with vertex 9 which has the maximum U , U 9 = 4, and add path P (3 → 5 → 7 → 9) with cost 8 to the tree T ree. In the next step, vertex 8 with U 8 = 3 and cost 1 will be added to the tree. Then, the path P (3 → 6) with cost 1 is added to the tree. The final result cost of the T ree would be 10.
In fact, these two greedy algorithms are helpful for two different types of trees with different features. The first category that is solved with MinHIG are graphs, which in their optimal Steiner tree the basic vertices with high amount hops, U , are connected to the basic vertices with lower U . The latter that can be solved with MaxHIG are graphs that in their optimal Steiner tree, some of the basic vertices are connected to the path of other basic vertices. To obtain Steiner tree in a given arbitrary graph, we run both algorithms and the best answer is considered as the final answer (we will see in last section that in most cases the result by combining of these two algorithms is better than the algorithm by Voss in [24] ). The complexity analysis of presented algorithms is as follows: -O(QEH) is needed to find the shortest path between basic vertices.
-O(ELogE) is need for Prim algorithm implementation.
-O(QV ) is need for adding a basic vertex at each time and the comparison to all vertices inside T ree.
Non Root Based Insertion (NRBI) Algorithm
In this part, first we give an informal overview of NRBI algorithm and then we present the analysis in details. The algorithm uses generalized idea of both Prime and Kruskal algorithm. We use new variable itr v (Algorithm 4) to every basic vertex v as time of entrance to the set G. Again here We assume that itr root is zero at first and then the first basic vertex v entered to set G after root has itr v = 1. In phase 2 of NRBI algorithm, basic vertices are sorted in descending order due to their iter amount. Then, they would be added to the T ree similar to idea of Kruskal algorithm. In the Voss's algorithm, the final tree is a subset of set G constructed in the first phase. In MinHIG and MaxHIG algorithms, set G is completely neglected and the final tree is created only based on U values. In this algorithm, as we will see further, set G is used as an auxiliary set. When vertex v is added to the tree, there will be two cases:
1-Connecting vertex v to vertices with less itr.
2-Connecting vertex v to vertices, which will be added to G after vertex v.
In the former one, the result is clear and vertex v should be connected to same vertices that it was connected to in G. If the latter, result will not be clear. First we have to find all vertices with more itr than v to find the needed Steiner vertices and add them to the T ree and then we add vertex v. Suppose all vertices except basic vertex v have been added in the optimal tree and now we have to add the last remaining vertex v to the Steiner tree. For similar conditions without loss of generality, we assume that the tree is two pieces. First one contains all vertices with itr less than k (this sub-tree may be a sub-forest and consists of many disconnected sub-trees) and second one is optimal sub-tree containing all vertices with itr value more than k. Our goal is to connect v to the first or second set in the best way. Each time, vertex v is connected to one of the two pieces until we get the whole tree of all vertices especially vertex v. The optimal sub-tree of the first set of the vertices with itr less than k is the optimal sub-tree generated by the set S containing all vertices added before v to S.
Algorithm 4: NRBI (Phase 1)
input : An undirected graph. output: U and itr values.
Step 1. Initialization G = ({root}, ∅), while Q ⊆ S do
Step 2. Find vertices u * ∈ V G and v * ∈ V T and path P(u*,v*), where
Step 3. Add the vertices and edges of path P (u * , v * ) to G, update U values of the vertices of path P (u
Algorithm 5: NRBI (Phase 2) input : U i and itr. output: An efficient feasible solution.
Add all vertices and edges of P (v, u * ) to Tree. else Add all vertices and edges of P (v, u * ) ∈ G to Tree.
Now we want to find the most optimal connection of the vertex v to the tree. So, in the second step, we try to make the best connections for optimal subtree of v. Since having U values generated from the first phase of the generalized of prim algorithm, we can guarantee that the hop constraint is not violated. In the second part of the algorithm, by inspiring the idea of Kruskal algorithm, we allow to connect each vertex to other vertices without violating U (Algorithm 5).
The analysis of NRBI algorithm
Here we analyze our algorithm in details. We show that the output is tree and the constructed set doesn't include any cycle or cross. All basic vertices in Q are connected together with Q − 1 paths by idea of Kruskal algorithm. Because all U values generated in the phase 1 are connected by this precondition that each vertex can only be connected to the vertex with less U , so no cycle would be created.
Since, in this problem we consider adding path instead of edge due to of the idea of Kruskal algorithm, we should show that no cross is gonna happened either. In NRBI algorithm, we connect vertices based on their itr in descending order. The cross happens when some vertices of some paths are connected to each other. Since we know that paths that are constructed by vertices with more itr. These vertices are the only ones capable of changing U values of vertices that are produced before in path by lower itr and reverse of it is not possible. Thus cross wont happen. In the second phase of the algorithm, when we add vertices with more itr to the forest respectively, we assure that during choosing a shortest path for each basic vertex, no cross will be created (No changes can happen in previous paths of the forest). To find the closest vertex to the current itr, distances from all basic and Steiner vertices that have been added to the T ree before are calculated. Thus, there wont be any possibility of creating the cross. If we assume that cross is created, so the vertex at the intersection has been added to the T ree before, then the vertex with current itr was closer to the vertex of the cross and this is in contrast to our assumption that we have connected the current vertex to the closest vertex with respect to hop constraint. Therefore, there is no cross in graph and the result is tree.
Time complexity of this algorithm in the first part is similar to the previous presented algorithms, equal to O(ELogE). In the second part in tree construction, all vertices are connected to each other in the forest. Since for every basic vertex when we add it, it will be compared to all the Steiner and basic vertices in the tree, thus the running time is O(QV ). Before, in the generalized Bellman-Ford, all paths from vertices to each other were calculated in time O(QEH) and stored in the table. The only cost that we nee to calculate to find the path is the time of adding selected path from the table for every vertex in Q which is at most H. Therefor, the time complexity would be O(QH) and the total time of last part of the algorithm is O(QV ). Figure 3 presents an example that if we apply all previous algorithms on that we obtain 31 as the optimal Steiner tree. Though here is the implementation of the NRBI algorithm on the same graph:
First Step: First, paths P (r → 1 → 2) with cost 8 and basic vertex 2, P (2 → 4 → 6 → 7) with cost of 6 and basic vertex 7, and then path P (r → 3 → 5) with cost 17 are added to set G respectively. Now we see that set G contains all basic vertices.
The updated variables itr and U are as follows, itr 7 = 2, itr 5 = 3, itr 2 = 1, and itr 0 = 0, U 5 = 2, U 2 = 2, U 7 = 5, and U 0 = 0 Second
Step: So, we added basic vertices 0,2,5,7 to the tree. Starting with the basic vertex with maximum itr, we select vertex 5. The shortest path between vertex 5 and existed vertices u * in set T ree with U * u + |P (u * , 5)| ≤ U 5 is P (r → 3 → 5) . All edges and vertices of this path are added to the tree (This path is the same path of vertex 5 in set G).
The next basic vertex is the one with itr = 2, which is vertex 7. The best way to connect vertex 7 to the one of the vertices in the set T ree is path P (2 → 4 → 6 → 7) with cost 6. For next vertex with itr = 1, vertex 2, the best way to connect it to one of the vertices of the tree is P (2 → 3) with cost 7. Although the best path for 2 in G is P (r → 1 → 2) with cost 8, we add vertex 2 with cost 7. The optimal Steiner tree with cost 30 is obtained.
Note, the tree at the beginning of the second phase is not connected same as idea of Kruskal algorithm when we add edges to find the shortest path, but with adding Q − 1 paths, at the end the Steiner tree would be a connected tree.
Computation
In order to assess the performance of all proposed algorithms, we used instances {c, d}n, n ∈ {5, 10, 15, 20} randomly chosen from the OR-Library 1 [6] . The size of these instances for ST problem have been defined between 500 and 1000 nodes from 625 up to 25000 edges (see [8] for more details about these instances).
In general, ST instances generate HCST input graphs in this way that ST files provide edge-costs and Steiner vertices so that we select 200 and 300 basic vertices due to random vectors. All algorithms have been implemented in C++ 2 and run on all instances, sparse graphs {c5, c10, d5, d10} and dense graphs {c15, c20, d15, d20}.
For the sake of quality of all algorithms for every sample library, we generate number of vectors equal to 100 times of the hop limitation H to specify different group of basic vertices. For example, to implement the algorithms on instances for H = 3, we generate 300 vectors to create different groups of basic vertices.
All algorithms have been implemented on every vector on every instances. Therefore, the number of implementation for every algorithm on specified hop is equal to 100H × 16. We compare all of our algorithms with algorithm in [24] (Named in the table Voss). In the tables, MinHIG algorithm, MaxHIG algorithm, and NRBI algorithm are represented as MinH, MaxH, and NRBI respectively. We also combine first two algorithms, MinHIG and MaxHIG, and show the results of this combination as MM in our tables. Tables 1 to 8 compare results of algorithms as follows: First algoritm vs second algorithm: FOS, SFOS, SOF, and SSOF FOS = represents number of times that results of first algorithm is better than the second one. SFOS = sum of the cost amount that the first algorithm is less than the second one.
SOF= represents the number of times that results of the second algorithm is better than the first one.
SSOF= sum of the cost amount that the second algorithm is less than the first one.
In the following, we show that how we compare results of every two algorithms in every row of the table:
For example: Voss vs MinH: 6 20 224 2739 means that in this comparison the Voss's algorithm is 6 times better than MinH and the sum of the difference of their cost is 20. MinH is 224 times better than Voss and the sum of the difference of their cost is 2739.
Tests are based on the benchmarks c and d with 200 and 300 basic vertices for 3, 5, 7, and 10 hop. Tables 1 to 4 present our computational results on sparse sets {c5, d5} and {c10, d10} with 200 and 300 basic vertices, respectively. We focus on NRBI and MM to show that they are the best ones among all five algorithms, but all algorithms are compared two each other one by one and results are provided in tables 1 to 8.
For H = 3, in 8.54% of 300 vectors, NRBI is better than Voss algorithm. The cost difference is 69.12 in average. In the rest percent of the vectors, the cost calculation for both Voss and NRBI are the same, and in no cases Voss could get better than NRBI. For this hop limitation, We also saw MM is better than Voss with cost difference 49.37 in 5.79% of 300 vectors and in 2.5% vectors, Voss is better with cost difference 21.62 . In the remaining ones, two algorithms found the same cost.
For H = 5, NRBI in 67.37% of 500 vectors is better compared to the Voss's algorithm, with cost difference 12940.11 in average. In the remaining percent of the vectors the cost calculations for both Voss and NRBI are equal, and in no cases Voss was seen better than NRBI. In this hop, we also found that in 52.27% of 500 vectors, MM is better than Voss with cost difference 5879. In 14.2% vectors Voss is better with cost difference 638 and in the remaining ones two algorithms found the result with similar cost.
For H = 7, NRBI in 99.71% of 700 vectors is better than Voss with cost difference 34029.62 in average and for the rest of the vectors, the minimum costs found by Voss and NRBI are equal. In no cases Voss is better than NRBI. In this hop, in 63.14% of 700 vectors MM is better than Voss with cost difference 9040.12 and in 34.30% with cost 3604.37 vector Voss is better. The remaining vectors, two algorithms calculated same cost. For H = 10, in 99.75% of 1000 vectors, NRBI could find a better solution than Voss with cost difference 9683 in average. In the remaining percent of the vectors Voss and NRBI are equal. In 39.95% of 1000 vectors, MM is better than Voss with cost difference 38545.75. Also, Voss is better in 58.67% vectors with cost difference 1789.75.Remaining had same results. Tables 5 to 8 present our computational results on dense sets {c15, d15} and {c20, d20} with 200 and 300 basic vertices, respectively. When H = 3, NRBI is better than Voss in 100% of 300 vectors. The cost difference is 9683 in average. In the remaining part of the vectors Voss and NRBI both have equal result, and in no cases Voss is better than NRBI. In this hop, in 58.83% of 300 vectors, MM is better than Voss with cost difference 2407.12 and in 37.16% of them Voss gets better with cost 797. For rest of the vectors they calculate same cost. Now we report optimality of algorithms on two groups of graphs, sparse and dense. The analysis in Table 9 indicates that NRBI greedy algorithm performs quite well and consistent. The column "Imp" indicates the amount of improvement over the minimum objective function of all proposed algorithms to Voss. As the density of a graph and number of hop increases, its performance improves. The average of improvements of NRBI to Voss on sparse graph instances are presented for all hops and it is in the range of 3.34 to 11.10. The highest improvement on these graphs is when the hop is 10. Also, For dense graphs the improvement is between 7.54 to 34.60 when the hop is 10. This amount for MM which is combination of MinHIG and MaxHIG is between 3 to 9.54 on sparse graphs and 6.86 to 33.20 on dense graphs. Table 9 also shows all improvements of MinHIG and MaxHIG algorithms on both sparse and dense instances with hops 3, 5, 7, and 10. Figure 4 shows an average decrease of cost of all algorithms on all different hops, where one can observe that the average amount of improvement on all hops for MM and NRBI algorithm to Voss. 
Conclusion
In this paper we have proposed three greedy algorithms to solve Steiner tree problem with hop constraint, which is a important class of network design. The basic ideas of first two greedy algorithms, MinHIG and MaxHIG, were limited to prim algorithm. They were good on some graphs, but we could not arrive to near optimal solution on all kind of graphs. In fact, the structure of graphs has effect on these algorithms' solutions, since the algorithms are root based. Furthermore, we proposed an algorithm ,NRBI, which expand the idea of Kruskal algorithm. The algorithm seemed to be quite robust even when more generalized problems are considered, such as having different hop constraints for all basic vertices. In addition, some comprehensive analysis of all proposed algorithms and the comparison to the Voss's algorithm has been shown that NRBI algorithm arrived to best solution almost in all cases. The improvement is significantly 34.60% in the best case when hop is 10 on dense graphs and in the worst case 3.34% for hop 3 on sparse graphs on these problems. An interesting future work could be use of heuristic algorithms to try to improve the feasible solutions of the proposed greedy algorithms.
