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Abstract
In this paper, we consider the nonlinear second-order three-point boundary value problem
u1∇ (t)+ h(t) f (t, u(t)) = 0, t ∈ [t1, t3] ⊂ T,
u1(t3) = 0, αu(t1)− βu1(t1) = u1(t2),
where T is a time scale, 0 ≤ t1 < t2 < t3, α > 0 and β ≥ 0 are given constants. By using fixed-point theorems in cones, some
new results are obtained for the existence of at least one,two and three positive solutions of the above problem.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The study of dynamic equations on time scales goes back to its founder Hilger [1] and is a rapidly expanding
area of research. A result for a dynamic equation contains simultaneously a corresponding result for a differential
equation, one for a difference equation, as well as results for other dynamic equations in arbitrary time scales. Time
scales theory presents us with the tools necessary to understand and explain the mathematical structure underpinning
the theories of discrete and continuous dynamical systems and allows us to connect them. The study of time scales
has led to many important applications, e.g. in the study of insect population models, neural networks, heat transfer
and epidemic models [2]. We refer the reader to the excellent introductory text by Bohner and Peterson [3] as well as
their recent research monograph [4].
We are interested in the existence of multiple positive solutions of the following three-point boundary value
problem (TPBVP){
u1∇(t)+ h(t) f (t, u(t)) = 0, t ∈ [t1, t3] ⊂ T,
u1(t3) = 0, αu(t1)− βu1(t1) = u1(t2), (1)
where T is a time scale, 0 ≤ t1 < t2 < t3, α > 0 and β ≥ 0 are given constants. The existence problems of positive
solutions for the TPBVP, especially on time scales, have attracted many authors’ attention and concern (see [5–13]).
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The rest of this paper is organized as follows. In Section 2, we prove several preliminary results which are needed
later. In Section 3, conditions for the existence of at least one, two and three positive solutions to the TPBVP (1) are
discussed by using Krassnoselskii’s fixed-point theorem, Avery–Henderson fixed-point theorem and Legget–Williams
fixed-point theorem, respectively. In Section 4, we give two examples to illustrate our results.
2. Preliminaries
To prove the main results in this paper, we now state and prove several lemmas. These lemmas are based on the
linear TPBVP{
u1∇(t)+ y(t) = 0, t ∈ [t1, t3] ⊂ T,
u1(t3) = 0, αu(t1)− βu1(t1) = u1(t2). (2)
Lemma 1. If α 6= 0, then for y ∈ Cld [t1, t3] the TPBVP (2) has the unique solution
u(t) =
∫ t3
t1
(
β
α
+ s − t1
)
y(s)∇s + 1
α
∫ t3
t2
y(s)∇s +
∫ t3
t
(t − s)y(s)∇s. (3)
Proof. From u1∇(t)+ y(t) = 0, we have
u(t) = u(t3)+ u1(t3)(t3 − t)+
∫ t3
t
(t − s)y(s)∇s.
By using the boundary conditions, we get
αu(t3)+ α
∫ t3
t1
(t1 − s)y(s)∇s − β
∫ t3
t1
y(s)∇s =
∫ t3
t2
y(s)∇s.
Since
u(t3) =
∫ t3
t1
(
β
α
+ s − t1
)
y(s)∇s + 1
α
∫ t3
t2
y(s)∇s,
we obtain
u(t) =
∫ t3
t1
(
β
α
+ s − t1
)
y(s)∇s + 1
α
∫ t3
t2
y(s)∇s +
∫ t3
t
(t − s)y(s)∇s. 
Lemma 2. If α > 0, β ≥ 0 and y ∈ Cld([t1, t3], [0,∞)), then the unique solution u of the TPBVP (2) given in (3)
satisfies
u(t) ≥ 0, t ∈ [t1, t3] ⊂ T.
Proof. Since u(t) is increasing on [t1, t3], we know that if u(t1) ≥ 0, then u(t) ≥ 0 for t ∈ [t1, t3].
u(t1) =
∫ t3
t1
(
β
α
+ s − t1
)
y(s)∇s + 1
α
∫ t3
t2
y(s)∇s +
∫ t3
t1
(t1 − s)y(s)∇s
= β
α
∫ t3
t1
y(s)∇s + 1
α
∫ t3
t2
y(s)∇s
≥ 0. 
Lemma 3. Let α > 0 and β ≥ 0. If y ∈ Cld([t1, t3], [0,∞)), then the unique solution to the TPBVP (2) satisfies
u(t) ≥ t − t1
t3 − t1 ‖u‖, t ∈ [t1, t3] ⊂ T, (4)
where ‖u‖ = supt∈[t1,t3] |u(t)|.
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Proof. From the fact that u(t) is increasing on [t1, t3], we have ‖u‖ = supt∈[t1,t3] |u(t)| = u(t3). Let
g(t) = u(t)− t − t1
t3 − t1 ‖u‖, t ∈ [t1, t3] ⊂ T. (5)
Since g1∇(t) = u1∇(t) = −y(t) ≤ 0, we know that the graph of g is concave on [t1, t3] ⊂ T. We get
g(t1) = u(t1) ≥ 0
and
g(t3) = 0.
From the concavity of g,
g(t) ≥ 0 for t ∈ [t1, t3] ⊂ T. (6)
From (5) and (6), we obtain
u(t) ≥ t − t1
t3 − t1 ‖u‖ for t ∈ [t1, t3] ⊂ T. 
The following theorems, Theorem 1 (Krasnoselskii’s fixed-point theorem), Theorem 2 (Avery–Henderson fixed-
point theorem) and Theorem 3 (Legget–Williams fixed-point theorem), will play an important role in the proof of our
main results.
Theorem 1 ([14]). Let E be a Banach space, and let K ⊂ E be a cone. Assume Ω1 and Ω2 are open bounded subsets
of E with 0 ∈ Ω1, Ω1 ⊂ Ω2, and let
A : K ∩ (Ω2 \ Ω1)→ K
be a completely continuous operator such that either
(i) ‖Au‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω1, ‖Au‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω2;
or
(ii) ‖Au‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω1, ‖Au‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω2
hold. Then A has a fixed point in K ∩ (Ω2 \ Ω1).
Theorem 2 ([15]). Let P be a cone in a real Banach space E. Set
P(φ, r) = {u ∈ P : φ(u) < r}.
If η and φ are increasing, nonnegative continuous functionals on P, let θ be a nonnegative continuous functional on
P with θ(0) = 0 such that, for some positive constants r and M,
φ(u) ≤ θ(u) ≤ η(u) and ‖u‖ ≤ Mφ(u)
for all u ∈ P(φ, r). Suppose that there exist positive numbers p < q < r such that
θ(λu) ≤ λθ(u), for all 0 ≤ λ ≤ 1 and u ∈ ∂P(θ, q).
If A : P(φ, r)→ P is a completely continuous operator satisfying
(i) φ(Au) > r for all u ∈ ∂P(φ, r),
(ii) θ(Au) < q for all u ∈ ∂P(θ, q),
(iii) P(η, p) 6= ∅ and η(Au) > p for all u ∈ ∂P(η, p),
then A has at least two fixed points u1 and u2 such that
p < η(u1) with θ(u1) < q and q < θ(u2) with φ(u2) < r.
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Theorem 3 ([16]). Let P be a cone in the real Banach space E. Set
Pr := {x ∈ P : ‖x‖ < r}
P(ψ, a, b) := {x ∈ P : a ≤ ψ(x), ‖x‖ ≤ b}.
Suppose A : Pr → Pr be a completely continuous operator and ψ be a nonnegative continuous concave functional
on P with ψ(u) ≤ ‖u‖ for all u ∈ Pr . If there exists 0 < p < q < l ≤ r such that the following conditions hold,
(i) {u ∈ P(ψ, q, l) : ψ(u) > q} 6= ∅ and ψ(Au) > q for all u ∈ P(ψ, q, l);
(ii) ‖Au‖ < p for ‖u‖ ≤ p;
(iii) ψ(Au) > q for u ∈ P(ψ, q, r) with ‖Au‖ > l,
then A has at least three fixed points u1, u2 and u3 in Pr satisfying
‖u1‖ < p, ψ(u2) > q, p < ‖u3‖ with ψ(u3) < q.
3. Existence of one or more positive solutions
We assume the following hypotheses:
(H1) h ∈ Cld([t1, t3], [0,∞)) and there exists t0 ∈ [t1, t3] such that h(t0) > 0.
(H2) f : [t1, t3] × [0,∞)→ [0,∞) is continuous such that f (t, .) > 0 on any subset of T containing t0.
The solutions of the TPBVP (1) are the fixed points of the operator A defined by
Au(t) =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s + 1
α
∫ t3
t2
h(s) f (s, u(s))∇s
+
∫ t3
t
(t − s)h(s) f (s, u(s))∇s.
Let B denote the Banach space Cld [t1, t3] with the norm ‖u‖ = supt∈[t1,t3] |u(t)|. Define the cone P ⊂ B by
P = {u ∈ B : u is concave, u(t) ≥ 0 and u1(t3) = 0}. (7)
For the TPBVP (1), we establish the following existence theorem by using Theorem 1.
Theorem 4. Assume (H1), (H2) hold, and α > 0, β ≥ 0. In addition, let there exist numbers 0 < r < R <∞ such
that
f (s, u) ≤ 1
k1
u, if 0 ≤ u ≤ r, s ∈ [t1, t3]
and
f (s, u) ≥ t3 − t1
k2(t2 − t1)u, if R ≤ u <∞, s ∈ [t2, t3],
where
k1 =
∫ t3
t1
(
β
α
+ s − t1
)
h(s)∇s + 1
α
∫ t3
t2
h(s)∇s
and
k2 =
∫ t3
t2
(
β + 1
α
+ s − t1
)
h(s)∇s.
Then the TPBVP (1) has at least one positive solution.
Proof. From (H1), (H2), Lemmas 2 and 3, we have AP ⊂ P . Standard arguments show that A : P → P is completely
continuous. If we let
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Ω1 := {u ∈ Cld([t1, t3],R) : ‖u‖ < r},
then for u ∈ P ∩ ∂Ω1, we get
‖Au‖ =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s + 1
α
∫ t3
t2
h(s) f (s, u(s))∇s
≤
∫ t3
t1
(
β
α
+ s − t1
)
h(s)
1
k1
u(s)∇s + 1
α
∫ t3
t2
h(s)
1
k1
u(s)∇s
≤ ‖u‖.
Thus, ‖Au‖ ≤ ‖u‖ for u ∈ P ∩ ∂Ω1.
Let us now set
Ω2 :=
{
u ∈ Cld([t1, t3],R) : ‖u‖ < t3 − t1t2 − t1 R
}
.
Then u ∈ P ∩ ∂Ω2 implies
u(t) ≥ u(t2) ≥ t2 − t1t3 − t1 ‖u‖ = R, t ∈ [t2, t3]
using Lemma 3 and so
‖Au‖ =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s + 1
α
∫ t3
t2
h(s) f (s, u(s))∇s
≥
∫ t3
t2
(
β + 1
α
+ s − t1
)
h(s)
t3 − t1
k2(t2 − t1)u(s)∇s
≥ ‖u‖.
Hence, ‖Au‖ ≥ ‖u‖ for u ∈ P ∩ ∂Ω2. By the first part of Theorem 1, A has a fixed point in P ∩ (Ω2 \Ω1), such that
r ≤ ‖u‖ ≤ t3−t1t2−t1 R. Therefore, the TPBVP (1) has at least one positive solution. 
Now, we will use the Avery–Henderson fixed-point theorem to prove the next theorem. Define the constants
M :=
(∫ t3
t2
(
β + 1
α
+ t2 − t1
)
h(s)∇s
)−1
(8)
and
m :=
(∫ t3
t1
(
β + 1
α
+ s − t1
)
h(s)∇s
)−1
. (9)
Theorem 5. Assume (H1), (H2) hold and α > 0, β ≥ 0. Suppose there exist numbers 0 < p < q < r such that the
function f satisfies the following conditions:
(i) f (s, u) > rM for s ∈ [t2, t3] and u ∈ [r, r(t3−t1)t2−t1 ],
(ii) f (s, u) < qm for s ∈ [t1, t3] and u ∈ [0, q(t3−t1)t2−t1 ],
(iii) f (s, u) > pM for s ∈ [t2, t3] and u ∈ [ p(t2−t1)t3−t1 , p],
where m and M are defined in (8) and (9), respectively. Then the TPBVP (1) has at least two positive solutions u1 and
u2 such that
u1(t3) > p with u1(t2) < q and u2(t2) > q with u2(t2) < r.
Proof. Define the cone P as in (7). From (H1), (H2), Lemmas 2 and 3, AP ⊂ P and A is completely continuous. Let
the nonnegative increasing continuous functionals φ, θ and η be defined on the cone P by
φ(u) := u(t2), θ(u) := u(t2), η(u) := u(t3).
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For each u ∈ P , we have
φ(u) = θ(u) ≤ η(u)
and from Lemma 3,
‖u‖ ≤ t3 − t1
t2 − t1φ(u). (10)
Moreover, θ(0) = 0 and for all u ∈ P , λ ∈ [0, 1] we get θ(λu) = λθ(u). In the following claims, we verify the
remaining conditions of Theorem 5.
Claim 1. If u ∈ ∂P(φ, r), then φ(Au) > r : Since u ∈ ∂P(φ, r), from (10) we have r = u(t2) ≤ u(s) ≤ ‖u‖ ≤ r(t3−t1)t2−t1
for s ∈ [t2, t3]. Then we obtain
φ(Au) =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s +
∫ t3
t2
(
t2 + 1
α
− s
)
h(s) f (s, u(s))∇s
>
∫ t3
t2
(
β + 1
α
+ t2 − t1
)
h(s)rM∇s
= r
using hypothesis (i) and (8).
Claim 2. If u ∈ ∂P(θ, q), then θ(Au) < q: Note that u ∈ ∂P(θ, q) and (10) imply that 0 ≤ u(s) ≤ ‖u‖ ≤ q(t3−t1)t2−t1
for s ∈ [t1, t3]. Thus, we get
θ(Au) =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s +
∫ t3
t2
(
t2 + 1
α
− s
)
h(s) f (s, u(s))∇s
<
∫ t3
t1
(
β + 1
α
+ s − t1
)
h(s)qm∇s
= q
by hypothesis (ii) and (9).
Claim 3. P(η, p) 6= ∅ and η(Au) > p for all u ∈ ∂P(η, p): Since p2 ∈ P and p > 0, P(η, p) 6= ∅. If u ∈ ∂P(η, p),
from (4) we have p(t2−t1)t3−t1 ≤ u(t2) ≤ u(s) ≤ ‖u‖ = p for s ∈ [t2, t3]. Hence, we obtain
η(Au) =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s + 1
α
∫ t3
t2
h(s) f (s, u(s))∇s
>
∫ t3
t2
(
β + 1
α
+ t2 − t1
)
h(s)pM∇s
= p
using hypothesis (iii) and (8). Since the hypotheses of Theorem 2 are satisfied, the TPBVP (1) has at least two positive
solutions u1 and u2 such that
u1(t3) > p with u1(t2) < q and u2(t2) > q with u2(t2) < r. 
Now, we apply the Legget–Williams fixed-point theorem to prove the following theorem.
Theorem 6. Assume (H1), (H2) hold and α > 0, β ≥ 0. Suppose that there exist constants 0 < p < q < q(t3−t1)t2−t1 ≤ r
such that the function f satisfies the following conditions:
(i) f (s, u) ≤ rm for s ∈ [t1, t3] and u ∈ [0, r ];
(ii) f (s, u) > qM for s ∈ [t2, t3] and u ∈ [q, q(t3−t1)t2−t1 ];
(iii) f (s, u) < pm for s ∈ [t1, t3] and u ∈ [0, p].
Then the TPBVP (1) has at least three positive solutions u1, u2 and u3 satisfying
u1(t3) < p, u2(t2) > q, u3(t3) > p with u3(t2) < q.
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Proof. Define the nonnegative continuous concave functional ψ : P → [0,∞) to be ψ(u) := u(t2), the cone P as in
(7), M as in (8) and m as in (9). For all u ∈ P , we have ψ(u) ≤ ‖u‖. If u ∈ Pr , then 0 ≤ u ≤ r , together with the
hypothesis (i), we get
‖Au‖ =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s + 1
α
∫ t3
t2
h(s) f (s, u(s))∇s
≤
∫ t3
t1
(
β + 1
α
+ s − t1
)
h(s)rm∇s
= r.
This proves that A : Pr → Pr . Similarly, if u ∈ Pp, then the hypothesis (iii) yields f (s, u(s)) < pm for s ∈ [t1, t3].
Just as above, we have A : Pp → Pp. It follows that condition (ii) of Theorem 3 is satisfied.
Since q(t3−t1)t2−t1 ∈ P(ψ, q,
q(t3−t1)
t2−t1 ) and ψ(
q(t3−t1)
t2−t1 ) =
q(t3−t1)
t2−t1 > q, {u ∈ P(ψ, q,
q(t3−t1)
t2−t1 ) : ψ(u) > q} 6= ∅. For all
u ∈ P(ψ, q, q(t3−t1)t2−t1 ), we get q ≤ u(t2) ≤ u(s) ≤ ‖u‖ for s ∈ [t2, t3]. Using the assumption (ii), we obtain
ψ(Au) =
∫ t3
t1
(
β
α
+ s − t1
)
h(s) f (s, u(s))∇s +
∫ t3
t2
(
t2 + 1
α
− s
)
h(s) f (s, u(s))∇s
>
∫ t3
t2
(
β + 1
α
+ t2 − t1
)
h(s)qM∇s
= q.
Hence, the condition (i) of Theorem 3 holds.
For the condition (iii) of Theorem 3, we suppose that u ∈ P(ψ, q, r) with ‖Au‖ > q(t3−t1)t2−t1 . Then, from (4) we
obtain
ψ(Au) = Au(t2) ≥ t2 − t1t3 − t1 ‖Au‖ > q.
Since all conditions of the Legget–Williams fixed-point theorem are satisfied, the nonlinear TPBVP (1) has at least
three positive solutions u1, u2 and u3 such that
u1(t3) < p, u2(t2) > q, u3(t3) > p with u3(t2) < q. 
4. Examples
Example 1. Let T = {1− 12n : n ∈ N0} ∪ [1, 2]. We consider the following TPBVP
u1∇(t)+ t e
√
u
√
u + 2007 = 0, t ∈ [0, 2] ⊂ T,
u1(2) = 0, 2u(0)− 1
2
u1(0) = u1
(
1
2
)
.
(11)
When taking t1 = 0, t2 = 12 , t3 = 2, α = 2, β = 12 , h(t) = t , and
f (t, u) = f (u) := e
√
u
√
u + 2007 ,
we prove the solvability of the TPBVP (11) by means of Theorem 5. It is clear that f (.) is continuous and increasing
on [0,∞). By (8) and (9), we get m = 168745 and M = 48115 .
If we take p = 11060 , q = 20 and r = 136, then
0 < p < q < r.
Now we check that (i), (ii) and (iii) of Theorem 5 are satisfied. From f (136) ≈ 57.5, we have
f (u) ≥ 57.5 > rM ≈ 56.8, u ∈ [r, 4r ],
so that condition (i) of Theorem 5 is satisfied.
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Since f (4q) ≈ 3.8, we get
f (u) ≤ 3.8 < qm ≈ 4.5, u ∈ [0, 4q].
It means that condition (ii) of Theorem 5 holds.
Lastly, as f ( p4 ) ≈ 5.10−4, we obtain
f (u) ≥ 5.10−4 > pM ≈ 4.10−4, u ∈
[ p
4
, p
]
and condition (iii) of Theorem 5 is met. Finally, the TPBVP (11) has at least two positive solutions u1 and u2 satisfying
u1(2) >
1
1060
with u1
(
1
2
)
< 20 and u2
(
1
2
)
> 20 with u2
(
1
2
)
< 136.
Example 2. Let T = {3+ 13n : n ∈ N} ∪ [2, 3]. We consider the following TPBVP
u1∇(t)+ t2 2008u
3
u3 + 1 = 0, t ∈ [2, 4] ⊂ T,
u1(4) = 0, 3u(2)− 2u1(2) = u1
(
5
2
)
.
(12)
Taking t1 = 2, t2 = 52 , t3 = 4, α = 3, β = 2, h(t) = t2, we have m = 156077 813 and M = 2085611 .
f (t, u) = f (u) := 2008u
3
u3 + 1
is continuous and increasing on [0,∞). If we take p = 1320 , q = 1200 and r = 10160, then
0 < p < q <
q(t3 − t1)
t2 − t1 ≤ r.
Now we check that the conditions of Theorem 6 are satisfied. From limu→∞ f (u) = 2008, we get
f (u) ≤ 2008 < rm ≈ 2030, u ∈ [0, r ]
so that the condition (i) of Theorem 6 holds.
Since f ( 1200 ) ≈ 25.10−5, we have
f (u) ≥ 25.10−5 > qM ≈ 18.10−5, u ∈ [q, 4q].
It means that the condition (ii) of Theorem 6 is satisfied.
Lastly, as f ( 1320 ) ≈ 61.10−6,
f (u) ≤ 61.10−6 < pm ≈ 63.10−6, u ∈ [0, p]
and the condition (iii) of Theorem 6 is met. Finally, the TPBVP (12) has at least three positive solutions u1, u2 and u3
satisfying
u1(4) <
1
320
, u2
(
5
2
)
>
1
200
, u3(4) >
1
320
with u3
(
5
2
)
<
1
200
.
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