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To estimate the Curie temperature of metallic magnets from first principles, we develop a local
force method for the tight-binding model having spin-dependent hopping derived from spin density
functional theory. While spin-dependent hopping is crucial for the self-consistent mapping to the
effective spin model, the numerical cost to treat such non-local terms in the conventional Green’s
function scheme is formidably expensive. Here, we propose a formalism based on the kernel polyno-
mial method (KPM), which makes the calculation dramatically efficient. We perform a benchmark
calculation for bcc-Fe, fcc-Co, and fcc-Ni and find that the effect of the magnetic non-local terms
is particularly prominent for bcc-Fe. We also present several local approximations to the magnetic
non-local terms for which we can apply the Green’s function method and reduce the numerical cost
further by exploiting the intermediate representation of the Green’s function. By comparing the
results of the KPM and local methods, we discuss which local method works most successfully. Our
approach provides an efficient way to estimate the Curie temperature of metallic magnets with a
complex spin configuration.
I. INTRODUCTION
Non-empirical calculation of the transition tempera-
ture (Tc) of magnets is one of the long-standing chal-
lenges in condensed-matter physics. In particular, it has
been well known that the problem becomes extremely
difficult and highly non-trivial when the system is metal-
lic. To cope with this problem, there are two possible
approaches. One is based on the ab initio downfolding
method, in which we first derive an effective Hamilto-
nian for the itinerant low-energy electrons [1, 2], and
then accurately solve the model by a sophisticated many-
body method such as the dynamical mean-field theory
(DMFT) [17–22]. However, due to its expensive numer-
ical cost, it is still a formidable task to calculate Tc of
magnets with a complex magnetic structure.
The second approach starts with the mapping to an
effective spin model in which we focus on the spin de-
grees of freedom of the system [3–16]. Here, the so-called
local force method has been widely used. This method is
based on the idea that the energy responses against the
spin rotations provide complete information about the
exchange interactions in the spin model. The method is
applicable regardless of whether the system is metallic
or insulating. By combining the spin density functional
theory (SDFT), we can derive a spin model without in-
troducing any empirical parameter.
The local force approach was first formulated in the
multiple scattering theory with the Green’s functions
techniques. Thus, it was implemented in SDFT cal-
culations with the Korringa-Kohn-Rostoker (KKR) the-
ory [4, 5]. Early studies based on the linear muffin-tin
orbital (LMTO) basis [23–26] exploited their analogous
∗ nomoto@ap.t.u-tokyo.ac.jp
forms to the KKR equations. There, the single-site scat-
tering operator and scattering path operator in KKR
were replaced by the inverse of the potential function
and Green’s function, respectively. This technique has
been successful in estimating Tc of a variety of systems,
including non-collinear magnets [27, 28] and magnetic al-
loys [29].
Recently, the local force method has been applied to
the SDFT Hamiltonian with various spatially localized
bases such as the LMTO [30–32], linear-combination of
pseudo atomic orbital (LCPAO) [33, 34], and Wannier
orbital [35]. Especially, the Wannier-based approach has
the broadest applicability, since one can construct Wan-
nier functions irrespective of the choice of the basis of
the SDFT calculation [36–38]. This is a great advan-
tage when we perform a large-scale calculation for mag-
nets with many magnetic atoms in the unit cell using the
plane-wave basis.
However, there is a serious drawback of the Wannier-
based approach: The derived tight-binding model always
contains spin-dependent transfer terms, i.e., non-local
magnetic potential terms. While such non-local terms
are crucial for the self-consistent mapping to the effective
spin model, the numerical cost to take account of them is
extraordinarily expensive. Thus the effect of these terms
has yet to be investigated in the previous studies [34, 35].
In this paper, we present a formalism using the kernel
polynomial method (KPM), which is known as a real-
space solver for the bilinear Hamiltonian [40, 41]. We
show that the numerical cost is dramatically reduced,
and the calculation including magnetic non-local terms
becomes feasible.
We then apply the present method to bcc-Fe, fcc-Co,
and fcc-Ni. We find that the effect of magnetic non-local
terms on Tc is prominent for bcc-Fe. We also present
several local approximations to the magnetic non-local
terms in the Green’s function formalism. There, with
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2the help of the intermediate representation of the Green’s
function [42, 43], the calculation becomes more efficient,
especially at low temperatures. By comparing the re-
sults of the KPM and local approximation methods, we
also discuss which local approximation successfully repro-
duces the KPM result. These results will pave an efficient
way to evaluate Tc of metallic magnets with a complex
magnetic structure such as a skyrmion crystal [44].
II. FORMULATION
In this section, we summarize the formulation of the
local force method for the tight-binding model using the
Wannier basis.
A. Tight-binding model
We start with the following tight-binding Hamiltonian
H in the Wannier representation,
H =
∑
12
A12c
†
1c2, (1)
where the indices 1, 2 run over all degrees of freedom that
specify the Wannier functions, namely, lattice vectors,
sublattices, atomic or molecular orbitals, and spins [45].
A12 denotes a hopping integral matrix and c†1 (c1) is an
electron creation (annihilation) operator in this basis.
DFT Hamiltonian leading a Kohn-sham equation takes
a form of H = ∫ dr ~ψ†(r)h(r,∂)~ψ(r) where h(r,∂) is a
single-particle Hamiltonian matrix and ~ψ†(r) (~ψ(r)) is a
spinor field creation (annihilation) operator. By expand-
ing ~ψ(r) by a set of Wannier functions {~w1(r)}, we see
that A12 is given by,
A12 =
∫
dr ~w†1(r)h(r,∂)~w2(r). (2)
In LSDA, h(r,∂) generally consists of the non-magnetic
and magnetic parts as follows:
h(r,∂) = h0(r,∂) + gµBBeff(r) · σ, (3)
where the second term breaks time-reversal symmetry
while the first term preserves it. Here, Beff(r) represents
a effective magnetic field due to the magnetic order and
is parallel to the ordered moment [46, 47]. One may sep-
arate A12 into t12 and v12 according to the time-reversal
symmetry, and then, these would become,
t12 =
∫
dr ~w†1(r)h0(r,∂)~w2(r), (4)
v12 = gµB
∫
dr ~w†1(r)(Beff(r) · σ)~w2(r). (5)
We call v12 in Eq. (5) the magnetic potential term here-
after. It should be noted that the magnetic order gen-
erally deforms the shape of the Wannier functions differ-
ently for up and down spins. However, here we assume
that this effect is negligibly small, and the time-reversal
symmetry breaking term is given by Eq. (5). In the fol-
lowing, we only consider the cases without spin-orbit cou-
pling, and t12 becomes the identity matrix in the spin
space.
B. Spin model
In the local force approach, we map the original itiner-
ant models to the classical spin models defined as follows:
HSM = −2
∑
〈i,j〉
Jijei · ej , (6)
where i, j specify atomic sites (namely, lattice vectors
and sublattices), ei is a local spin moment normalized to
|ei| = 1, and Jij is the exchange interaction between two
spins. The summation runs over the interacting bonds,
where the self-interaction terms, Jii, are excluded. Here,
we choose the simplest Heisenberg model as the mapped
spin system, which includes only bilinear terms of the
exchange interactions. The higher-order exchange inter-
actions, Dzyaloshinskii-Moriya interaction, and magnetic
anisotropy in the presence of spin-orbit coupling can be
taken into account by slight modifications [14, 30].
Following Refs. [4, 5], let us consider the excitation en-
ergies by rotating the magnetic moments in the collinear
ferromagnets, where all spins are along the z-direction.
For the spin rotation at i-site of the angle θi, the rela-
tion δ2ESM/δθ2i = 2
∑
j 6=i Jij holds at every i-site. On
the other hand, the two spin rotation at i-site of the
angle θi and j-site of the angle θj leads to the identity
δ2ESM/δθiδθj = −2Jij . Thus, the following relation,
δ2ESM
δθ2i
= −
∑
j 6=i
δ2ESM
δθiδθj
, (7)
holds for the collinear ferromagnet in the classical Heisen-
berg model. This is a kind of sum rule that should be
satisfied not only in the mapped spin model but also in
the original itinerant system in the local force approach.
If the unit cell contains only one magnetic atom, J0 =∑
j 6=i Jij does not depend on the site i, and then, the
mean field value of Tc is given by,
Tc =
2
3J0. (8)
While Eq. (8) often overestimates Tc in real materials,
let us focus on J0 hereafter.
C. Spin rotation in the tight-binding model
Here, we consider the effect of spin rotation in the itin-
erant tight-binding model to map it to the spin system.
Unfortunately, the definition of spin rotation itself is not
obvious in the itinerant model since the localized spin
3picture no longer holds. In the KKR formalism, spin ro-
tation is expressed by the rotation of the single-site scat-
tering matrix t(ε), and then, the sum rule (7) is automati-
cally satisfied [9]. Calculation with LMTO can exploit its
formal similarity with KKR and respects the sum rule:
The LMTO eigenvalue equation becomes an equivalent
form to that in KKR by neglecting the non-orthogonality
of the LMTO basis, in which t−1(ε) in KKR is replaced
by the potential function in LMTO.
On the other hand, in the formulation based on the
tight-binding model, one usually regards the spin rota-
tion as the rotation of magnetic potential terms in the
Hamiltonian (v12 in this paper) [30–35]. If they are local
quantities and do not have site off-diagonal components,
the sum rule (7) will be satisfied [30]. However, in the
tight-binding model constructed from SDFT, there is no
justification that the site off-diagonal components of v12
are negligibly small. Indeed, it is necessary to consider
them to reproduce the original band structure of SDFT.
Note that such a difficulty does not appear when we per-
form the DMFT calculation with the on-site Hubbard in-
teractions since the resulting magnetic potential becomes
a local quantity [30]. However, we would face the same
problem once we consider a momentum-dependent self-
energy to improve DMFT.
Here, we show that the above difficulty due to the site
off-diagonal elements of v12 is formally eliminated by de-
composing v12 into the contribution of each site i:
v12 =
∑
i
vi12. (9)
Then, we can express the i-site spin rotation as the ro-
tation of vi12 as follows: Let v12(ni, θi) denotes the mag-
netic potential, where the i-site spin is rotated along ni-
axis by the angle θi from the original magnetic structure.
One may define v12(ni, θi) by the following equation:
v12(ni, θi) = [D†(ni, θi)viD(ni, θi)]12 +
∑
j 6=i
vj12, (10)
where D12(ni, θi) is expressed by the rotation matrix for
s = 1/2 spinor basis, Dσ1σ2(ni, θi) = [e−i
θi
2 (ni·σ)]σ1σ2 , as
D12(ni, θi) = δi1i2δ`1,`2Dσ1σ2(ni, θi). Here, we have used
the symbolic notation, 1 = (i`σ)1 = (i1, `1, σ1), where `
and σ respectively represent the orbital and spin degrees
of freedom of the Wannier function [48].
With the above setup, the deviation δv12(ni, θi) =
v12(ni, θi)− v12 can be expanded by θi as follows:
δv12(ni, θi) = Σi(0)12 θi + Σ
i(1)
12 θ
2
i +O(θ3i ), (11)
where Σi(0) and Σi(1) are defined by,
Σi(0) = − i2ni · [v
i,σ]−, (12)
Σi(1) = 14((ni · σ)v
i(ni · σ)− vi). (13)
Here, [A,B]± = AB ± BA. The Pauli’s matrix σ only
acts on the spin index, namely, σ12 = δi1i2δ`1`2σσ1σ2 .
Here, we consider the possible forms of vi12. Since the
definition (9) has large ambiguity, we have to choose an
appropriate form depending on the situation. For exam-
ple, if the site off-diagonal elements of v12 are exactly
zero, we can simply set,
vi12 = δii1δi1i2v12. (14)
In the case that `1 orbital is much more localized than `2
orbital, like a c-f hybridization in rare-earth compounds,
the dominant contribution of Eq. (5) comes form the re-
gion close to i1-site. Thus, the following type separation
would be physically reasonable:
vi12 =
{
δii1v12 if `1 is more localized
δii2v12 if `2 is more localized
. (15)
On the other hand, in the case that both `1 and `2 or-
bitals equally contribute Eq. (5), we may choose,
vi12 =
1
2(δii1 + δii2)v12, (16)
as the separation. In this paper, we simply use Eq. (16)
and leave how other choices affect the estimation of Tc
for a future work.
D. Green’s function formalism
In the conventional Green’s function formalism, the
free energy F of the system (1) is evaluated by,
F = −T
∑
ωn
eiωn0
+
Tr ln[−βG−1(iωn)]. (17)
Here, the trace Tr runs over all indices, and we have
introduced an infinitesimal positive constant 0+ to guar-
antee the convergence [49]. The Green’s function G(iωn)
is defined by G−112 (iωn) = (iωnδ12−A12). By using stan-
dard perturbation techniques, we can evaluate δ2F/δθ2i
for the one spin rotation and δ2F/δθiδθj for the two spin
rotation as follows:
δ2F
δθ2i
= 2T
∑
ωn
eiωn0
+
Tr[G(iωn)Σi(1)]
+ T
∑
ωn
Tr[G(iωn)Σi(0)G(iωn)Σi(0)], (18)
δ2F
δθiδθj
= T
∑
ωn
Tr[G(iωn)Σi(0)G(iωn)Σj(0)]. (19)
Equations (18) and (19), or their analytic continuations,
are the so-called Lichtenstein’s formula to evaluate Jij
by using the Green’s functions.
Let us consider again the collinear ferromagnetic order
with z-axis polarization. In this case, we can set ni to
the y-axis, and then, Σi(0) and Σi(1) become,
Σi(0) = v˜iσx, and Σi(1) = −12 v˜
iσz, (20)
4where we define v˜i as vi(i`σ)1(i`σ)2 = v˜
i
(i`)1(i`)2σ
z
σ1σ2 . Sim-
ilarly, the Green’s function G(iωn) becomes diagonal in
the spin space, whose σ-σ submatrix Gσ(iωn) is given by
[Gσ(iωn)]−1 = iωnδ − t˜− σv˜, where σ = 1 (−1) denotes
the spin up (down) component. By using these relations,
we can prove the following relation:
Tr[GΣi(1)] = −12Tri`[(G
↑ −G↓)v˜i]
= −
∑
j
Tri`[G↓v˜jG↑v˜i], (21)
by inserting the identity Gσ(Gσ)−1 = 1 and using
Eq. (9). Here, Tri` denotes the trace for i and ` in-
dices. On the other hand, one can confirm that the re-
lation Tr[GΣi(0)GΣi(0)] = 2Tri`[G↓v˜iG↑v˜i] also holds in
the collinear cases, and thus, the following sum rule is
satisfied in this approach:
δ2F
δθ2i
= −
∑
j 6=i
δ2F
δθiδθj
. (22)
Equation (22) is what we desire to guarantee the self-
consistency of the mapping. We emphasize here that the
decomposition (9) is essential to prove it.
Unfortunately, Eqs. (18) and (19) are not so efficient
forms in practical calculations when the site off-diagonal
component of vi12 is finite. If we can chose local vi12, for
example, Eq. (19) becomes,
δ2F
δθiδθj
= T
∑
ωn
Tr`σ[Gji(iωn)Σi(0)Gij(iωn)Σj(0)]. (23)
Here, Tr`σ runs over only orbital and spin spaces, and
thus, Eq. (23) can be evaluated with O(N3`σNM ) opera-
tions, where N`σ is the dimension of the orbital and spin
space, andNM is the maximum number of the Matsubara
frequency. However, when the off-diagonal vi12 remains
finite, we have to take a trace not only for the orbital
and spin space but also for the site space, which makes
a evaluation of Eq. (19) prohibitively difficult in com-
plex multi-orbital systems. Since the spin rotation, thus
Σi(0), breaks the lattice translation symmetry, Fourier
transformation to the momentum space does not reduce
the computational cost. After all, it requires O(N3NM )
operations where N is the dimension of the hopping inte-
gral matrix A12. To make the calculation feasible, here,
we propose the following two ways:
(i) To approximate v12 as a local quantity, and evalu-
ate Eqs. (18) and (19). In this paper, we perform
three calculations along this line, two of which vio-
late the sum rule (22) while the rest does not (see,
(A), (B), and (C) approaches in Sec. IV B).
(ii) To evaluate δ2F/δθ2i and δ2F/δθiδθj by other diag-
onalization technique. Below, we develop a KPM-
based scheme which is suitable for calculation in
the real space. Although this method still requires
a much higher cost than (a), it can estimate J0
without introducing local approximation for v12.
E. Kernel polynomial method
In this subsection, we present a formulation of the local
force approach based on KPM. KPM is a kind of sparse
matrix diagonalization technique such as the Lanczos al-
gorithm and has often been used to calculate physical
quantities in the systems without the translation sym-
metry [40, 41]. Recently, Barros and Kato applied KPM
to the Langevin simulations of the classical Kondo lattice
model [50]. They studied the chiral domain formation in
the triangular lattice system, which was achieved with
an efficient computational scheme to evaluate the first
derivatives of the free energy F . More recently, many
techniques have been proposed to improve their method
and applied to investigate exotic phenomena such as the
formation of the skyrmion crystal [51–53].
Here, we show that not only the first derivatives but
also the second derivatives of F can be evaluated by
KPM within the same computational cost as F itself.
Thus, one can apply this technique to the estimation of
Tc in the local force approach by evaluating δ2F/δθ2i and
δ2F/δθiδθj . Here, we start with the following form of the
free energy F in KPM:
F =
M−1∑
m=0
cmr
†αm, (24)
which is evaluated as an ensemble average over a ran-
dom column vector r with order N . The coefficients cm
are expressed by the Chebyshev polynomials Tm(x) =
cos(m arccosx), the kernel damping factor gm, and
f(x) = −T log(1 + e−β(x−µ)) as follows:
cm =
1
pi
(2− δ0m)gm
∫ 1
−1
dx
Tm(x)f(x)√
1− x2 . (25)
Here, we choose the Jackson kernel as gm:
gm =
(M −m+ 1) cos pimM+1 + sin pimM+1 cot piM+1
M + 1 . (26)
On the other hand, the column vector αm is defined by
the following recursive relations:
αm =

r (m = 0)
Ar (m = 1)
2Aαm−1 − αm−2 (m ≥ 2)
. (27)
Here, A is the N ×N hopping integral matrix defined in
Eq. (1). It should be noted that A has only O(N) finite
elements because there are not so many distant hoppings
in the tight-binding model. αm is obtained from m = 0
to M−1 by using Eq. (27). Since Eq. (27) only involves a
matrix-vector product, this recursive procedure requires
only O(MN) operations.
1. First derivatives of the free energy
A remarkable aspect of KPM is that one can calculate
the first derivatives of F by the similar recursive proce-
5dure as F , as is shown in Ref. [50]. According to their
results, the first derivatives of F by A12 are given as fol-
lows:
∂F
∂A12
= 2
M−2∑
m=0
[βm]1[αm]2. (28)
Here, the column vector βm is calculated from βm = 0
for m ≥M − 1, followed by,
βm = cm+1r† + 2βm+1A− βm+2, (29)
for M − 2 ≥ m ≥ 1, and β0 = 12 (c1r† + 2β1A − β2).
Since βm and αm require only the matrix-vector products
in Eqs. (27) and (29), we can simultaneously obtain all
components of δF/δA12 with the O(MN) operations. A
summary of the derivation is given in the appendix.
2. Second derivatives of the free energy
Similar to the first derivatives, we can derive the for-
mulas for the second derivatives of F with the recursive
relations. The details of the derivation are found in the
appendix and the results become,
∂2F
∂A12∂A34
= 4
M−2∑
m=1
[βm]3[γ12m ]4 + 4
M−3∑
m=0
[γ˜12m ]3[αm]4, (30)
where the row vector γ12m and the column vector γ˜12m re-
spectively satisfy the following recursive forms,
γ12m = ∆12αm−1 + 2Aγ12m−1 − γ12m−2, (31)
γ˜12m = βm+1∆12 + 2γ˜12m+1A− γ˜12m+2. (32)
Here, the matrix ∆12 is defined by [∆12]34 = δ13δ24. Us-
ing Eq. (31) (Eq. (32)), we can calculate γ12m (γ˜12m ) start-
ing with γ12m = 0 for m ≤ 0 (γ˜12m = 0 for m ≥ M − 2).
Then, the desired second derivatives in KPM are ob-
tained by the following chain rule,
δ2F
δθiδθj
=
∑
12
δ2A12
δθ1δθ2
δF
δA12
+
∑
1234
δA12
δθ1
δA34
δθ2
δ2F
δA12δA34
(33)
Combining Eqs. (28)-(33), we finally obtain the following
formulas:
δ2F
δθ2i
= 4
M−1∑
m=0
Tr
[
Σi(1)(βm ⊗ αm)T
]
+ 4
[
M−2∑
m=1
〈βmΣi(0)Γim〉+
M−3∑
m=0
〈Γ˜imΣi(0)αm〉
]
,
(34)
δ2F
δθiδθj
=4
[
M−2∑
m=1
〈βmΣj(0)Γim〉+
M−3∑
m=0
〈Γ˜imΣj(0)αm〉
]
.
(35)
Here, we have used symbolic notations [(βm⊗αm)T ]12 =
[βm]2[αm]1, 〈βmΣi(0)Γim〉 =
∑
12[βm]1Σ
i(0)
12 [Γim]2, and so
on. The row and column vectors Γim and Γ˜im are defined
by γm and γ˜m, respectively, as follows:
Γim =
∑
12
Σi(0)12 γ12m , and Γ˜im =
∑
12
Σi(0)12 γ˜12m . (36)
These are evaluated also in the recursive forms:
Γim = Σi(0)αm−1 + 2AΓim−1 − Γim−2, (37)
Γ˜im = βm+1Σi(0) + 2Γ˜im+1A− Γ˜im+2, (38)
which are similar to γm and γ˜m. Since Eqs. (34)-(38) in-
volve only matrix-vector and vector dot products, we can
evaluate them without increasing computational cost.
Equations (34)-(38) are one of the main results in this
paper.
III. DETAILS OF THE NUMERICAL
CALCULATION
Here, we make some remarks on the computational
cost in the practical calculations. In the Green’s func-
tion formalism, we have to evaluate Eq. (18) and (19)
with the approximated Σi(0) and Σi(1), which requires
O(N3`σNM ) operations. The required steps can be signif-
icantly reduced by using the intermediate representation
of the Green’s function [42, 43]. There, the Green’s func-
tion is expanded in terms of the IRbasis [43], which is
a compact basis set that accurately represents an imag-
inary time dependence of the Green’s functions. The
number of required basis NIR scales proportionally to
logWβ where W is the maximum frequency of the energy
spectrum and β the inverse temperature. Thus, the cal-
culation becomes very efficient at low temperatures. For
typical parameters of W ∼ 10 eV and T ∼ 0.01 eV, one
finds that NIR ∼ 102 is enough to get a convergent solu-
tion, which is about two orders of magnitude smaller than
NM ∼Wβ = 104. It should be noted that, in the real fre-
quency representation, another efficient algorithm, called
finite pole approximation, to compute Eq. (19) has been
recently proposed [34, 54]. The required number of fre-
quency points is about 102 at T = 300K, which is com-
parable to NIR.
In the actual evaluation of Eq. (19), we use a sparse
sampling approach implemented in IRbasis [55]. First,
we evaluate the following function,
P (iωFn ) = Tr[G(iωFn )Σi(0)G(iωFn )Σj(0)], (39)
for the proper fermionic sampling points iωFn , the num-
ber of which is essentially the same as NIR. Then, we
calculate the coefficients P` of the given basis functions
UF` (iωFn ) by using the least square fitting of P (iωFn ) =∑
` P`U
F
` (iωFn ). Finally, we obtain P (τ = 0) by using
P (τ = 0) =
∑
` P`U
F
` (τ = 0). For the details of UF` , see
Ref. [43]. Since the above transformation from P (iωFn )
6to P (τ = 0) takes much less time than the evaluation of
P (iωFn ) itself, the computational cost scales O(N3`σNIR)
if we employ the local approximations for Σi(0) and Σi(1).
The number of operations required in KPM is esti-
mated as O(SMN), where S is the number of elements
used in the ensemble average over column vectors r. It is
known that the required S strongly depends on the com-
plexity of the system, the desired accuracy, and also the
probing algorithm of the ensemble. Recently, Wang et
al. proposed an efficient method to choose a proper set
of r, which they call the optimal coloring technique [53].
We apply this method to our multi-orbital systems, and
find that S ∼ 3000 is enough to get converged solutions
within the error of ∼ 30 K in the estimation of Tc for
bcc-Fe, which will be discussed in the next section.
Another relevant parameter in KPM is the number of
finite elements in the matrix A12. Although the hopping
integrals show the exponential decay with respect to the
distance, and thus, the number of the finite element is
proportional to N , its factor can be huge in general multi-
orbital systems. Here, we introduce a cutoff energy cutoff
and neglect matrix elements when the absolute value is
lower than cutoff . As will be shown later, we obtain good
convergence with respect to cutoff .
IV. RESULTS AND DISCUSSION
A. Calculation condition
The calculations in this paper are organized as follows:
First, we perform the SDFT calculation with WIEN2k
package [56], which implements the full-potential all-
electron method based on the linearized augmented
plane-wave basis. GGA-PBE exchange correlation func-
tional [57], RMTKmax = 9 of the cutoff parameter,
and the number of k-points Nk = 103 are employed
in the self-consistent calculations. Here, we set the lat-
tice constants as the experimental values aFe = 2.867A˚,
aCo = 3.544A˚, and aNi = 3.540A˚.
The wannierization process is conducted by using
wannier90 package [38, 39] through wien2wannier inter-
face [58]. The outer and inner windows are set [−10, 40]
eV and [−10, 5] eV with respect to the Fermi energy, re-
spectively. Here, we construct the nine orbital model,
which contains one 4s, five 3d, and three 4p atomic or-
bitals. Here, we do not minimize the size of Wannier
functions but keep the symmetry of the projection func-
tions. A typical spread of 3d Wannier orbitals is about
0.4A˚2.
Based on the constructed tight-binding model, we ap-
ply the local force method to evaluate J0 in the Green’s
function method with the local approximations and KPM
approach discussed in the previous sections. In the
Green’s function approach, we use a set of parameters
Λ = 105 (the cutoff parameter of IRbasis), Ni = 323 (the
number of unit cells), and β = 200 eV−1. In KPM, we
set the parameters as cutoff = 5×10−3 eV, β = 50 eV−1,
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FIG. 1. Chemical potential dependence of J0(εF ) in (a) bcc-
Fe, (b) fcc-Co, and (c) fcc-Ni. Red and blue solid lines indicate
the results based on Eqs. (18) and (19) with the approximated
Σi(0)/Σi(1), respectively. Green line corresponds to the result
where the local approximation for v12 is employed. Open vi-
olet squares indicate the results of KPM. εF = 0 corresponds
to the actual chemical potential.
M = 2000, and Ni = 163 unless these are explicitly men-
tioned. For the ensemble average, we use S0 = 43 as the
number of the colors and gather S1 = 50 results to obtain
the averaged value and the statistical error. Thus, total
number of S is S = S0S1 = 3200.
B. Results of Green’s function formalism
First, we show the results of the Green’s function for-
malism. In Fig. 1(a), we plot J0(εF ) of bcc-Fe as a func-
tion of the chemical potential εF . Here, we shift εF in
the tight-binding Hamiltonian and introduce the follow-
ing three types of approximations:
(A) The red line is the result obtained from δ2F/δθ2i
with Eq. (18). J0 is then calculated using the rela-
tion J0 = (δ2F/δθ2i )/2.
(B) The blue line is the result obtained from δ2F/δθiδθj
with Eq. (19). J0 is then evaluated using the sum
rule (22).
In these two cases, we employ the local approximation
for v12 in the calculation of Σi(0) and Σi(1), neglecting
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FIG. 2. Distance dependence of
∑
12 n|v12| in (a) bcc-Fe, (b)
fcc-Co, and (c) fcc-Ni. n denotes the number of equivalent
atoms having the same distance.
their site off-diagonal components, while full v12 is used
in the calculation of G(iωn).
(C) The green line corresponds to the calculation in
which the local approximation for v12 is introduced
not only to Σi(0) and Σi(1) but also toG(iωn). Here,
the results based on Eqs. (18) and (19) are identical
since the sum rule (22) is exactly satisfied.
From Fig. 1(a), we can see that the results of the three
calculations behave similarly as a function of εF . The
overall behavior is also consistent with the previous study
with TB-LMTO basis [26]. The fact that (B) agrees
well with (C) seems to indicate that J0(εF ) is insensi-
tive to the site off-diagonal components of v12 in G(iωn)
of Eq. (19). This can be understood since the non-local
effect of v12 in G(iωn) on J0(εF ) is only of the order
of O(vnn/W ), where vnn is a typical energy scale of the
nearest-neighbor magnetic potential term. In the case of
3d-orbitals in bcc-Fe, we find vnn ∼ 0.05 eV and W ∼ 10
eV, and thus, O(vnn/W ) ∼ 5×10−3, which is a negligibly
small number.
However, this does not mean that the site off-diagonal
components of v12 are indeed irrelevant in the estimation
of J0(εF ) since the results of (A), indicated by the red
line in Fig. 1(a), shows quantitative difference from (B)
and (C). In particular, if we do not shift the chemical
potential (i.e., εF = 0), J (A)0 = 117 meV is much larger
than J (B)0 = 58 meV and J
(C)
0 = 25 meV.
To see the origin of this discrepancy more clearly, let
us rewrite Eq. (18) in case (A) as follows:
δ2F
δθ2i
= −2T
∑
j 6=i
∑
ωn
Tri`[G↑(iωn)v˜jG↓(iωn)v˜′i]
− 2T
∑
ωn
Tri`[G↑(iωn)(v˜i − v˜′i)G↓(iωn)v˜′i],
(40)
where v˜′i denotes the local part of v˜i. Here, we have
used the relation (21) and assumed the collinear order.
GF(A) GF(B) KPM EXP
Fe 900 448 1121±31 1043
Co 1444 1104 1408±15 1388
Ni 399 330 427± 6 627
TABLE I. Mean field value of Tc and the experimental Tc [K].
GF(A) and GF(B) represent the Green’s function formalism
with the approximations (A) and (B) described in the main
text, respectively. EXP denotes the experimental value.
We can see from the first term in Eq. (40) that (A) par-
tially includes the non-locality of v12, which can be es-
timated from the ratio between the local and non-local
components of v12. In Fig. 2(a), we show the distance
dependence of
∑
12 |v12| of 3d-orbitals in bcc-Fe, where
r = 0 corresponds to the local one. Since the non-local
v12 appears as its summation over all sites in the evalu-
ation of Eq. (40), here, we multiply
∑
12 |v12| by n, the
number of equivalent atoms with the same distance. The
result shows that the ratio between the local and non-
local components of v12 is around 0.3, which we cannot
neglect in the calculations.
The above features are found also in fcc-Co and fcc-Ni,
as depicted in Fig. 1(b), (c) and Fig. 2(b), (c). We see
that (A) tends to lead larger values of J0(εF = 0) than
(B) and (C).
C. Results of KPM
Next, let us move on to the result of KPM. In contrast
with the case of approximation (C) for the Green’s func-
tion approach, the KPM approach exactly satisfies the
sum rule (22) without neglecting the non-local magnetic
potential terms (i.e., spin-dependent hopping). How-
ever, the results of KPM include statistical error coming
from the approximation that replaces the trace of the
matrix by the ensemble average over the random vector
r. Moreover, the approach contains additional parame-
ters M (the number of Chebyshev polynomials in KPM)
and cutoff (the cutoff energy to the hopping integral ma-
trix A12), which control the accuracy of the results and
the computational cost. Since the present study is the
first application of KPM to the calculation of the second
derivatives of the free energy F for the realistic tight-
binding model, here we briefly show the M and cutoff
dependence of J0(εF = 0) of bcc-Fe.
Figure 3(a) shows M dependence of J0(εF = 0). The
required M depends on the temperature and the max-
imum frequency of the energy spectrum. In our case
with β = 50 eV−1 and W ∼ 10 eV, we can see that
M = 2000 is enough to obtain the convergent solution
within the statistical error. In this sense, the required
operation step for the energy direction in KPM is essen-
tially the same as the conventional Matsubara frequency
implementation of the Green’s function approach.
Figure 3(b) shows cutoff dependence of J0(εF = 0).
As can be seen from Fig. 2, the site off-diagonal com-
8ponents of v12 are completely ignored when −1cutoff <∼ 30
eV−1, which will give an unreliable solution. Indeed, from
Fig. 3(b), we can see that the required −1cutoff for the
convergence is −1cutoff >∼ 100 eV−1. Note that although
the number of finite elements in A12 is proportional to
N = Ni × N`σ, its factor strongly depends on cutoff .
At −1cutoff = 200 eV−1, for example, it becomes as large
as 600. As a result, the number of the operations with
M = 2000, S = 3200 and Ni = 163 in KPM is estimated
to be 1015. This is much smaller than O(N3NM) ∼ 1018
in the conventional Green’s function approach with the
non-local Σi(0) and Σi(1). It should be noted that we
employ S = 3200 for the sampling point to obtain the
statistical error within 30 K in the estimation of Tc of
bcc-Fe. This can be achieved by using the coloring tech-
nique in Ref. [53], otherwise the error becomes about 150
K by using the same number of S with the uniform ran-
dom vector r.
The open violet squares in Fig. 1 indicate our KPM
results, and the corresponding Tc is given in the Ta-
ble I. The calculated results are consistent with those in
the previous studies based on KKR [6] and LMTO [25].
While the sum rule (Eq. (22)) is satisfied and the contri-
bution of spin-dependent hopping in the Wannier repre-
sentation is effectively considered in these previous stud-
ies, let us emphasize here that the present KPM method
can always be combined with SDFT calculation regard-
less of the choice of the basis.
In Fig. 1, we can see that approximation (A) for the
Green’s function method gives closer values to KPM than
(B) and (C), especially when εF = 0. This implies that,
although the sum rule (Eq. (22)) is no longer satisfied,
(A) works better than (B) and (C). This general trend
originates from that (A) partially includes the non-local
effect of vi12, as is discussed in the previous section.
It should also be noted that the agreement between
KPM and (A) is remarkably good for fcc-Ni and fcc-Co
but not so good for bcc-Fe. This result indicates that
how the non-local terms affect Tc strongly depends on
the detail of the electronic structure. The problem in
which materials or situations, the effect of the non-local
terms becomes significant is highly non-trivial. We leave
this interesting problem for future studies.
V. CONCLUSION
In this paper, we developed a local force method for the
ab initio tight-binding model derived from wannierization
of the SDFT Hamiltonian. In conventional Green’s func-
tion formalism, spin-dependent hopping (non-local mag-
netic potential) drastically increases the computational
cost. To overcome this problem, we formulated a scheme
based on KPM and performed a benchmark calculation
for bcc-Fe, fcc-Co, and fcc-Ni. We found that the effect
of spin-dependent hopping on Tc is pronounced for bcc-
Fe. We also presented several local approximations for
spin-dependent hopping in the Green’s function formal-
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FIG. 3. Convergence check of J0(εF = 0) for bcc-Fe with
respect to (a) the number of Chebyshev polynomials M , (b)
the cutoff energy cutoff for the hopping integral A12. The
other fixed parameters are given in Sec IV A.
ism, where the IRbasis significantly reduces the compu-
tational cost. We showed that approximation (A) in Sec.
IV A works most successfully, in that it shows the best
agreement with that of KPM. Our present approaches,
which can be combined with any LSDA calculation re-
gardless of the choice of the basis, would be an efficient
scheme to evaluate Tc of metallic magnets with a complex
magnetic structure.
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APPENDIX
A. Derivation of some formulas in KPM
In this appendix, we derive formulas of KPM-based
approach given in the main text. First, we begin with
Eqs. (24) and (27) and derive the first derivatives (28)
with Eq. (29). Let δxO denote the gradient of the given
vector/matrix O by the parameter x. From the definition
of αm, we can easily see that δxαm can be expanded in
terms of (δxA)αn (0 ≤ n ≤ m − 1) by the successive
application of the chain rule. One may write this fact as
9the following form:
δxαm = 2
m−1∑
n=0
Pm,n(δxA)αn. (41)
Here, the coefficient matrix Pm,n for n ≥ 1 is given
by Pm,m−1 = 1, Pm,m−2 = 2A, Pm,m−3 = 4A2 − 1,
Pm,m−4 = 8A3 − 4A, and so on. The corresponding re-
cursive relation is given by,
Pm,m−p = 2APm−1,m−p − Pm−2,m−p, (42)
for m − 1 ≥ p ≥ 2 with Pm,m = 0 and Pm,m−1 = 1.
For p = m component, we find Pm,0 = Pm+1,1/2. By
using Eq. (41), we can expand δxF in terms of (δxA)αn
as follows:
δxF = 2
M−1∑
m=0
m−1∑
n=0
cmr
†Pm,n(δxA)αn (43)
= 2
M−2∑
n=0
M−1∑
m=n+1
cmr
†Pm,n(δxA)αn. (44)
Namely, δxF = 2
∑M−2
n=0 βn(δxA)αn where βn is given by,
βm =
M−1∑
m=n+1
cmr
†Pm,n (45)
= cm+1 + 2βm+1A− βm+2, (46)
for M − 2 ≥ m ≥ 1 and βm = 0 for m ≥ M − 1. Here,
we have used Eq. (42). Because of Pm,0 = Pm+1,1/2,
we have to divide Eq. (46) by two to obtain β0. Fi-
nally, by replacing x by A12 and using [(δxA)αm]3 =∑
4(δA12A34)[αm]4 = δ13[αm]2, we obtain Eq. (28) with
Eq. (29) in the main text.
Next, we derive Eq. (30) with Eqs. (31) and (32). Let
us consider the the derivative of Eq. (44) by y:
δ2xyF = 2
M−2∑
n=0
[(δyβn)(δxA)αn + βn(δxA)(δyαn)] . (47)
Here, we have used δxyA = 0 since we finally replace x
and y by A. For the second term of Eq. (47), δ2xyF (2) =
2
∑M−2
n=0 βn(δxA)(δyαn), we can see,
δ2xyF
(2) = 4
M−2∑
m=0
m−1∑
n=0
βm(δxA)Pm,n(δyA)αn (48)
= 4
M−3∑
n=0
M−2∑
m=n+1
βm(δxA)Pm,n(δyA)αn (49)
= 4
M−3∑
n=0
γ˜xn(δyA)αn, (50)
with the help of Eq. (41). Then, the column vector γ˜xn is
evaluated by,
γ˜xn =
M−2∑
m=n+1
βm(δxA)Pm,n (51)
= βn+1(δxA) + 2γ˜xn+1A− γ˜xn+2, (52)
by using Eq. (42). Similar to βn, γ˜x0 is defined by =
γ˜x0 = 12 (β1(δxA) + 2γ˜x1A− γ˜x2 ) due to Pm,0 = Pm+1,1/2.
For the first term, δ2xyF (1) = 2
∑M−3
n=0 (δyβn)(δxA)αn,
first we expand δyβn by βm(δyA):
δyβn = 2
M−2∑
m=n+1
βm(δyA)Lm,n. (53)
Here, we used the fact βm = 0 for m ≥M − 1. Now, we
see that Lm,n satisfies the following recurrence relation:
Lm,n = 2ALm−1,n − Lm−2,n, (54)
with Ln,n = 0 and Ln+1,n = 1. Based on these relations,
we obtain,
δxy2F
(1) = 4
M−3∑
n=0
M−2∑
m=n+1
βm(δyA)Lm,n(δxA)αn (55)
= 4
M−2∑
m=1
m−1∑
n=0
βm(δyA)Lm,n(δxA)αn (56)
= 4
M−2∑
m=1
βm(δyA)γxm, (57)
where γxm is given by,
γxm =
m−1∑
n=0
Lm,n(δxA)αn (58)
= (δxA)αm−1 + 2Aγxm−1 − γxm−2. (59)
Finally, by replacing x by A12 and y by A34, and using
[(δyA)αn]1 = δ31[αn]4, and [βm(δyA)]1 = δ41[βm]3, we
obtain Eq. (30) with Eqs. (31) and (32).
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