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Introduction
There are several notions of differentiability of functions in Banach spaces such as
Fre´chet or Gateaux derivative. However, they are too strong for many purposes
as many pathologies arise when dealing with infinite dimensional spaces. Malliavin
Calculus, also known as the stochastic calculus of variations, provides a suitable no-
tion of an infinite dimensional differential calculus on the Wiener space. It concerns
functions on Ω = C0(0, T ) that are differentiable in certain directions, so it turns
out that a function may be differentiable in this weak sense and yet not even be
continuous on Ω (in fact it is defined only almost everywhere).
This theory was initiated by Malliavin in the late 1970s (see [Mal78]), and further
developed by Stroock, Bismut, Watanabe and others. The original motivation was to
provide a probabilistic proof of Ho¨rmander’s theorem on the regularity of solutions
of PDEs. It remained a relatively unknown theory until 1984, when it was obtained
the explicit martingale representation in terms of the Malliavin derivative. Since
then many new applications of Malliavin Calculus have been found and at the same
time it was extended from the original setting of the Brownian motion to more
general Le´vy processes.
The purpose of this master thesis is to investigate the use of Malliavin Calculus
in both parametric and nonparametric statistical inference. The motivation of this
study is that many classical statistical results such that the Cramer-Rao lower bound
and Stein’s argument for constructing superefficient estimators are essentially ob-
tained through some integration by parts formula. It is of interest to see how these
results can be established in more general settings using Malliavin Calculus tech-
niques. Among others, this subject has been investigated by Jose´ M. Corcuera and
A. Kohatsu-Higa in [CKH11], concerning parametric statistical models, and by N.
Privault and A. Re´veillac in [PR08] and [PR09], in the context of nonparametric
functional estimation. We try to provide a comprehensible, self-contained exposition
of the results they establish.
The thesis is organised in four chapters but it essentially consists of two parts.
We first provide the probabilistic theory of Malliavin Calculus and then explore its
applications in statistics.
In the first chapter we introduce Malliavin Calculus on the Wiener space using
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the stochastic calculus of variations approach. A crucial fact in this theory is the
integration by parts formula that relates the derivative operator on the Wiener
space and Skorohod stochastic integral which is an extension of the Ito integral for
non adapted processes. It is also worth mentioning some other important results
such that the chain rule and the differentiability in Malliavin sense of solutions
of stochastic differential equations. These are the main tools which will be used
throughout this work.
We begin the second chapter with a presentation of various generalizations of the
Poisson process focusing our attention to the double stochastic process, known also
as Cox process. It can be viewed as a Poisson process with a stochastic intensity and
provides a very useful framework for mathematical modelling, e.g. in Finance and
Insurance. Then, using the experience with the Brownian motion and the Poisson
process, we extend Malliavin Calculus to doubly stochastic processes, following again
the stochastic calculus of variations approach. The emphasis is on the properties we
need in order to achieve our results in the last part of the thesis.
In the third chapter, following [CKH11], we demonstrate how Malliavin Calculus
techniques are applied to parametric estimation in statistics and illustrate them
through various examples increasing the difficulty from discrete to continuous time
models. We derive expressions for the score function as a conditional expectation
involving a Skorohod integral. Then we immediately obtain the Fisher Information
and the Cramer-Rao lower bound that provides a benchmark against which we can
compare the performance of any unbiased estimator. In most classical models the
calculations are straightforward, as the expression of the density is available. The
goal is to show that in some cases we can derive such expressions without knowing the
likelihood explicitly. In particular we use this method to study asymptotic properties
in the case of discrete observations of diffusion processes where the driving process
is a Brownian motion.
The final chapter is dedicated to nonparametric functional estimation. We deal
with two particular problems: drift estimation for the Brownian motion and intensity
estimation for the Cox process. We assume that the unknown function belongs to
the space H10 , as it is done in [PR08] and [PR09], and then aim at going further
their results by addressing the following question, which arises rather naturally: is
it possible to find an unbiased estimator of the drift which belongs to the same
space as the target function? To investigate this problem, we provide Cramer-Rao
bounds with respect to different types of risks by considering the estimation in
the intermediate fractional Sobolev spaces H10 ⊂ Wα,2 ⊂ L2. In the case of drift
estimation, it turns out that no unbiased estimator exist if α ≥ 1/2. Of course
the ideal situation would be to have an unbiased estimator with low variance, but
sometimes we need to permit a little bias in order to find an estimator with a lower
mean squared error. This is what is done in [PR08] and [PR09], by extending the
vclassical Stein’s method to an infinite dimensional setting making use of Malliavin
Calculus: we show that a similar approach leads to superefficient estimators also in
fractional Sobolev spaces, and we give some examples of such estimators.
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Chapter 1
Malliavin Calculus on the Wiener
Space
The objective of this chapter is to introduce the differential calculus of variations
on the Wiener space, known as the Malliavin Calculus. The Malliavin derivative
is a linear map from a subspace of square integrable random variables to a space
of processes. We start by defining it first on a subspace of L2(Ω), proving that the
resulting operator is closable, and then extend the definition to the closure of this set.
This exposition relies on the monograph [Nua06] and the lecture notes [Pra08], but
we focus our attention on the notions and results that are important for the purpose
of this thesis such that the integration by parts formula, the adjoint operator and the
differentiability in Malliavin sense of solutions of stochastic differential equations.
1.1 An informal introduction to Malliavin Calcu-
lus
We start by explaining the main idea of Malliavin Calculus, as it may be of some
help for the understanding of what follows, and we postpone more precise definitions
in the next sections.
We recall that, if X, Y are Banach spaces, the function f : X → Y is said to be
Fre´chet differentiable at x ∈ X if there exists A ∈ L(X;Y ) such that
lim
‖h‖X→0
‖f(x+ h)− f(x)− Ah‖Y
‖h‖X = 0.
The function f is said to be Gateaux differentiable at x ∈ X in the direction h ∈ X
if there exists g ∈ Y such that
lim
→0
‖f(x+ h)− f(x)− g‖Y

= 0.
1
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In all what follows let Ω = C0[0, T ] be the space of continuous functions van-
ishing at zero and let P be the classical Wiener measure. That is, the evaluation
functional Wt(ω) = ω(t) defines a standard Brownian motion on the probability
space (Ω,F , P ), where F = B(Ω) and coincides with the sigma-field generated by
the canonical projections (which are given by the evaluation map). We denote by
(Ft)0≤t≤T the canonical filtration Ft = σ{Ws | s ≤ t}, modified so as to satisfy the
”usual conditions”, i.e. it is complete (F0 contains all negligible sets) and right
continuous (Ft =
⋂
s>tFs).
Next we introduce the derivative DF of a square integrable random variable
F : Ω → R. This means that we aim at taking derivatives of F with respect to
ω ∈ Ω. It is important to note that F is defined only P a.s. and in general does not
have a continuous version. For this reason we need a notion of derivative in a weak
sense.
Definition 1.1. The Cameron-Martin space (CM) is defined as the subspace of
C0[0, T ] consisting of all functions of the form h
∗(t) =
∫ t
0
h(s) ds with h ∈ L2(0, T ),
i.e. functions that vanish at zero and have square integrable weak derivatives. It is
also usually denoted by H10 (0, T ).
It is easy to check that CM is a dense subspace of C0[0, T ] and also P -negligible
(the paths of the Wiener process are not of bounded variation). Moreover if endowed
with the norm ‖h∗‖CM = ‖h‖L2(0,T ), CM becomes a Banach space (actually, a Hilbert
space).
We look for a process DtF (ω) ∈ L2(Ω× [0, T ]) such that
lim
→0
F (ω + h∗)− F (ω)

=
∫ T
0
DtF (ω)h(t) dt.
In that case we say that DtF is the Malliavin derivative of F and let DhF :=∫ T
0
DtF (ω)h(t) dt = 〈DF, h〉L2(0,T ).
In virtue of the Girsanov theorem, if we define
dP 
dP
:= exp
[

∫ T
0
h(s) dWs − 
2
2
∫ T
0
h2(s) ds
]
= LT ,
then the law of
(
W(·) +  h∗(·)
)
w.r.t. P is the same as the law of W(·) w.r.t. P .
Hence, it holds
EP [F (ω + h∗) ] = EP  [F (ω) ] = EP [F (ω)LT ]
and we can write
E
[
F (ω + h∗)− F (ω)

]
= E
[
F (ω)
LT − 1

]
.
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Since we have
LT − 1

−−→
→0
W (h) :=
∫ T
0
h(t) dWt in L
2(Ω),
under suitable hypothesis we obtain the integration by parts formula
E
[∫ T
0
DtF (ω)h(t) dt
]
= E[DhF ] = E[F W (h)].
In other words, the Malliavin Calculus is the analysis of the variations of paths in
the directions of CM and it mainly relies on integration by parts formulas.
1.2 Definitions and properties
In this section we rigorously define the concepts and computations sketched above.
We begin by introducing the following class of smooth test functionals on Ω.
Definition 1.2. A random variable F : Ω → R is said to be a smooth functional
if there exist h1, . . . , hn ∈ L2(0, T ) and φ ∈ C∞(Rn) with exponentially bounded
derivatives such that
F = φ (W (h1), . . . ,W (hn)) ,
where W (h) =
∫ T
0
h(t) dWt is the Wiener’s integral.
Let S be the space of smooth functionals.
Here having exponentially bounded derivatives means that for every multi-index
α, there exist two constants C, c such that | ∂αφ(x) | ≤ C exp( c |x | ). We remark
that, since (W (h1), . . . ,W (hn)) is an n-dimensional Gaussian vector, the smooth
functionals are square integrable (they belong to
⋂
p<∞ L
p(Ω) ) and S is dense in
L2(Ω). Indeed Wiener’s exponentials (h) := exp
(
W (h)− ‖h‖2
2
)
and their linear
combinations (exponential polynomials) are particular smooth functionals and they
form a dense subspace of L2(Ω) (see Proposition A.4 in Appendix).
Definition 1.3. Let F = φ (W (h1), . . . ,W (hn)) be a smooth functional. The Malli-
avin derivative of F is defined as the operator D : S ⊂ L2(Ω) → L2(Ω × [0, T ])
mapping F into
DtF (ω) :=
n∑
i=1
∂φ
∂xi
(W (h1), . . . ,W (hn)) (ω)hi(t) for a.e. t ∈ [0, T ]
and if h ∈ L2(0, T ), we let DhF :=
∫ T
0
DtF h(t)dt.
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Let us remark that, since DF is an element of L2(Ω × [0, T ]), all the identities
involving DtF hold for a.e. t ∈ [0, T ] with respect to the Lebesgue measure (also
when we do not write it explicitly).
Examples 1.4. The following simple examples illustrate the definition:
• DtW (h) = h(t);
• Dt (h) = (h)h(t);
• DtWs = 1{t≤s};
• Dt f(Ws) = f ′(Ws)1{t≤s}.
The next result provides an integration by parts formula for smooth functions
Proposition 1.5. Let F be a smooth functional and h ∈ L2(0, T ). Then it holds
E[DhF ] = E[F W (h) ].
Proof. Let F = φ (W (h1), . . . ,W (hn)). There is no loss in generality if we assume
that h1, . . . , hn are orthonormal and h =
∑n
i=1 aihi (thus W (h) =
∑n
1 aiW (hi) ).
Then using the integration by parts from ordinary calculus and since (W (h1), . . . ,W (hn))
is Gaussian, we have
E[DhF ] = E
[∫ T
0
DtF (ω)h(t) dt
]
=
n∑
i=1
E
[∫ T
0
∂φ
∂xi
(
W (h1), . . . ,W (hn)
)
hi(t)h(t) dt
]
=
n∑
i=1
n∑
j=1
aj E
[
∂φ
∂xi
(
W (h1), . . . ,W (hn)
)] ∫ T
0
hi(t)hj(t) dt
=
n∑
i=1
ai E
[
∂φ
∂xi
(
W (h1), . . . ,W (hn)
)]
=
n∑
i=1
ai
1
(2pi)n/2
∫
Rn
∂φ
∂xi
(x1, . . . , xn) e
−‖x‖2/2 dx
=
n∑
i=1
ai
1
(2pi)n/2
∫
Rn
xi φ(x1, . . . , xn) e
−‖x‖2/2 dx
=
1
(2pi)n/2
∫
Rn
φ(x1, . . . , xn)
(
n∑
i=1
ai xi
)
e−‖x‖
2/2 dx
= E[F W (h) ]
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Corollary 1.6. (Integration by parts formula of Gavenaux-Trauber) Let
F,G ∈ S and h ∈ L2(0, T ). Then
E[DhF G ] = E[−F DhG+ FGW (h) ].
Proof. By direct computation from the definition of Malliavin derivative, Leibniz
rule for classical differential calculus entails the product rule for the Malliavin deriva-
tive
Dh(FG) = (DhF )G+ F (DhG).
The result follows then immediately from the previous proposition.
We recall that a linear operator A : D(A) ⊂ X → Y between Banach spaces X
and Y is closed if its graph is closed, i.e.
if xn ∈ D(A), xn → x and yn = Axn → y then x ∈ D(A) and Ax = y.
Moreover an operator is said to be closable if it has a closed extension and it can
be easily checked that an operator is closable if the following property holds (see
Lemma B.1 in Appendix):
if xn ∈ D(A), xn → 0 and yn = Axn → y then y = 0.
In such a case we define the minimal closed extension to be the closure of A, that is
the operator whose graph is the closure of the graph of A.
One of the consequences of the integration by parts formula is the following:
Corollary 1.7. The operator D : S ⊂ L2(Ω)→ L2(Ω× [0, T ]) is closable.
Proof. From the previous remarks we have to show that, if Fn ∈ S : Fn → 0
in L2(Ω) and DFn → Z as n → ∞, then Z = 0 in L2(Ω × [0, T ]). It is enough
to prove that the weak limit is zero, i.e. for every Y ∈ L2(Ω × [0, T ]) it holds∫ ∫
Ω×[0,T ] Z(ω, s)Y (ω, s) dP (ω) ds = 0. Even better, using a density argument, it
suffices to consider only Y = G(ω)h(s) with G ∈ S and h ∈ L2(0, T ). Then, we
argue that
∫ ∫
Ω×[0,t]
Z(ω, s)G(ω)h(s) ds dP (ω) = lim
n→∞
∫ ∫
DsFn(ω)h(s)G(ω) ds dP (ω)
= lim
n→∞
E[ (DhFn)G ] = lim
n→∞
(− E[FnDhG ] + E[FnGW (h) ] ) = 0.
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By closability, the definition of the derivative operator can be extended to a
larger domain. In what follows, we consider the closure of the operator D and
extend the notation D. We also let D1,2 be its domain, i.e. the closure of S with
respect to the graph norm
‖F‖1,2 :=
(∫
Ω
F 2 dP +
∫
Ω
dP
∫
[0,T ]
(DsF )
2 ds
)1/2
.
It follows that F ∈ D1,2 if and only if there exist a sequence (Fn)n≥1 in S such that
Fn → F in L2(Ω) as n→∞ and (DFn)n≥1 is a Cauchy sequence in L2(Ω× [0, T ]).
In that case the derivative of F is defined as DF := limn→∞DFn.
Similarly, for p ∈ [1,∞), D1,p is the closure of S with respect to the norm(∫
Ω
|F |p dP +
∫
Ω
(∫
[0,T ]
(DsF )
2 ds
)p/2
dP
)1/p
.
Let us notice that, D1,p is a Banach space, while D1,2 is a Hilbert space. The
following result gives a sufficient condition to establish if a certain random variable
is differentiable in Malliavin sense.
Proposition 1.8. Let (Fn)n≥1 be a sequence in D1,2 such that Fn → F in L2(Ω)
and the sequence (DFn)n≥1 is bounded in L2(Ω× [0, T ]). Then F ∈ D1,2.
Proof. Since D1,2 is a Hilbert space, a bounded sequence is weakly relatively com-
pact: therefore we can take a subsequence (Fnk)k that is weakly convergent to G ∈
D1,2. Thus (Fnk)k converges to G weakly in L
2(Ω) and as a result G = F. It is worth
noting that (DFnk) converges to DF only in the weak sense in L
2(Ω× [0, T ]).
Before considering other results we give here another useful characterization of
the Malliavin derivative (for a proof see [Bog98], page 220, Proposition 5.4.6 (iii)).
Proposition 1.9. The following statements are equivalent:
• F ∈ D1,2 and DF = Z,
• F ∈ L2(Ω) and there exists a process Z ∈ L2(Ω × [0, T ]) such that for every
G ∈ S, h ∈ L2(0, T ), it holds
E
[(∫ T
0
Zs h(s) ds
)
G
]
= E[−F DhG+ F GW (h) ].
By now we have seen that the Malliavin derivative is a linear closed operator
with a dense domain that maps random variables to random processes. In addition
to the product rule and the integration by parts formula, it is useful to know that
the chain rule is still true for this derivative.
1.2. DEFINITIONS AND PROPERTIES 7
Proposition 1.10. (Chain rule for the Malliavin derivative) Let F1, . . . , Fn ∈
D1,2 and φ ∈ C1(Rn) with bounded first derivatives. Then it holds φ(F1, . . . , Fn) ∈
D1,2 and
Dtφ(F1, . . . , Fn) =
n∑
i=1
∂φ
∂xi
(F1, . . . , Fn)DtFi.
Proof. The thesis is obvious if F1, . . . , Fn are smooth functionals and φ ∈ C∞ with
bounded derivatives. In order to settle the general case, we use an approximation
argument. For simplicity, let us consider the case n = 1 only.
We can take Fk = fk(W (h1), . . . ,W (hnk)) ∈ S such that Fk → F in L2(Ω),
DFk → DF in L2(Ω × [0, T ]) and then make use of the regularization technique
by convolutions. Let ψ ∈ C∞ be a convolution kernel, i.e. a positive function
with support in [−1, 1] which integrates to 1, and set φ(x) := (φ ∗ ψ)(x) where
ψ(x) = 
−1 ψ(x

). We note that φ ∈ C∞ and has bounded first derivatives, thus it
holds
Dt(φ(fk) ) =
nk∑
i=1
∂i(φ ◦ fk) (W (h1), . . . ,W (hnk)) hi(t) = φ′(Fk)DtFk.
Moreover, one can bound the error in the approximation as follows:
‖φ′(Fk)DtFk − φ′(F )DtF ‖L2 ≤‖φ′(Fk) (DtFk −DtF ) ‖L2 + ‖ (φ′(Fk)− φ′(Fk)) DtF ‖L2
+ ‖ (φ′(Fk)− φ′(F )) DtF ‖L2 .
Since φ′(Fk) is bounded the first term on the right hand of the previous inequality
is infinitesimal for k →∞. Moreover, by the dominated convergence theorem, even
the other two terms converge to zero respectively for → 0 and k →∞. Hence
D (φ(Fk))
L2−→ φ′(F )DF for k →∞, → 0.
On the other side, φ(Fk)→ φ(F ) in L2(Ω) and as a result, we conclude that
φ(F ) ∈ D1,2 and D(φ(F )) = φ′(F )DF.
The next theorem extends the chain rule for Malliavin derivatives to Lipschitz,
but possibly not differentiable, functions.
Theorem 1.11. Let F ∈ D1,2 and g a C−Lipschitz function, i.e. |g(x)− g(y)| ≤
C|x− y|. Then, it holds g ◦F ∈ D1,2. Moreover there exists Z such that |Z(ω)| ≤ C
a.s. and
Dt(g ◦ F )(ω) = Z(ω)DtF (ω).
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Proof. We consider a sequence (gn)n≥1 of functions in C1 that converge uniformly
to g with |g′n(·)| ≤ C (such a sequence can be obtained through regularization by
convolution (see Lemma B.2 in Appendix). Since gn ∈ C1b (R), the statement is true
for gn with Z(ω) = g
′
n(F (ω)). Then, we notice that
gn ◦ F → g ◦ F in L2(Ω)
Dt(gn ◦ F ) = (g′n ◦ F )DtF is bounded in L2(Ω× [0, T ])
}
Prop. 1.8−−−−−→ (g◦F ) ∈ D1,2.
Furthermore, one has Dt(gnk ◦ F )→ Dt(g ◦ F ) weakly in L2(Ω× [0, T ]).
Now, since the sequence (g′n ◦ F ) is uniformly bounded by a constant C, it
is relatively compact with respect to the weak star topology because of Banach-
Alaoglu theorem with L∞ = (L1)′. Hence there exists a convergent subsequence
g′nk ◦ F
σ(L∞,L1)−−−−−→ Z ∈ L∞ with |Z(ω)| ≤ C.
As a result, g′nk(F )DtF → Z DtF weakly in L2(Ω × [0, T ]) (see Lemma B.3 in
Appendix) and because of the uniqueness of the limit we necessarily have Dt(g◦F ) =
Z DtF.
Malliavin derivatives can be used to characterize measurability with respect to
some σ-algebra Ft.
Proposition 1.12. Let F ∈ D1,2, t ∈ [0, T ]. Then, F is Ft measurable if and only
if DsF = 0 for a.e. s ∈ [t, T ].
Moreover, in such a case, DsF is Ft measurable, for a.e. s ∈ [0, T ].
Proof. It suffices to prove the result for Wiener exponentials and then use a density
argument. It is obvious that (h) is Ft-measurable if h(s) = 0 for s /∈ [0, t] and is
Ft-independent if h(s) = 0 in [0, t]. As a result, (h) is Ft-measurable if and only if
h(s) = h(s)1[0,t](s).
Now, given h ∈ L2(0, T ), we write h = h1 +h2 where h1(s) = h(s)1[0,t] and h2 =
h− h1. Then we have E[ (h) | Ft ] = E[ (h1) (h2) |Ft ] = (h1)E[ (h2) ] = (h1). It
follows that
Ds(h1) = (h1)h1(s) =
{
E[Ds(h) |Ft ], 0 ≤ s ≤ t,
0, s > t.
More in general, for an exponential polynomial F , F ∗ = E[F | Ft] is also an expo-
nential polynomial and
DsF
∗ =
{
E[DsF | Ft ], 0 ≤ s ≤ t,
0, s > t.
Since the exponential polynomials are dense in D1,2 (see Proposition A.5 in Ap-
pendix), when dealing with a random variable F ∈ D1,2, we consider a sequence
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(Fn)n≥1 of exponential polynomials such that Fn → F in L2(Ω) and DFn → DF
in L2(Ω × [0, T ]). We set F ∗n := E[Fn|Ft] and F ∗ = E[F |Ft]. The sequence (F ∗n)n≥1
converges to F ∗ in L2(Ω) (because the conditional expectation is a contraction in
L2(Ω)). Furthermore,
DsF
∗
n =
{
E[DsFn | Ft ], 0 ≤ s ≤ t,
0, s > t,
is a Cauchy sequence in L2(Ω × [0, T ]) (again because the conditional expectation
is a contraction in L2(Ω × [0, T ]) and DFn is a Cauchy sequence) and therefore
converges to DF ∗. As a result, we obtain
DsF
∗ =
{
E[DsF | Ft ], 0 ≤ s ≤ t,
0, s > t.
(1.1)
This means that if F is Ft−measurable, DsF is also Ft−measurable for s ≤ t and
DsF = 0 for s > t. Vice versa, if DsF = 0 for a.e. s ∈ [t, T ], then Ds(F − F ∗) = 0
for a.e. s ∈ [t, T ]. On the other side, using (1.1) for s ∈ [0, t] we have
E[Ds(F − F ∗) | Fs ] = Ds E[F | Fs ]− E [E[DsF | Ft ] | Fs]
= Ds E[F | Fs ]− E[DsF | Fs ]
= 0.
Now, since E[F −F ∗ ] = 0, Theorem 1.16 leads to F = F ∗, i.e. F is Ft−measurable.
1.3 The adjoint operator - the Skorohod integral
The differentiation operator D : D1,2 ⊆ L2(Ω) → L2(Ω × [0, T ]) is a closed linear
operator with a dense domain. As such, there exists an adjoint operator D∗ :
D(D∗) ⊆ L2(Ω× [0, T ])→ L2(Ω). By classical results, the adjoint operator is closed
and its domain is given by the set of random processes Z ∈ L2(Ω× [0, T ]) such that
|E
[∫ T
0
DsF Zs ds
]
| ≤ C ‖F‖L2(Ω) ∀ F ∈ D1,2.
In that case, D∗Z is characterised by the validity of the following identity, for every
F ∈ D1,2 :
〈DF , Z〉L2(Ω×[0,T ]) = E
[ ∫ T
0
DsF Zs ds
]
= E[F D∗(Z) ] = 〈F , D∗(Z)〉L2(Ω). (1.2)
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Remark 1.13. In particular, taking F ≡ 1, we obtain E[ δ(Z) ] = 0. That is, the
image of the adjoint operator consists only in centered random variables.
The adjoint operator is called divergence or Skorohod integral and is denoted
by δ or
∫ T
0
Zs δWs. In fact, Skorohod has defined this type of integral as an extension
of the Ito integral for non adapted processes and then it was realised that it coincides
with the adjoint operator of the Malliavin derivative.
As a remarkable example of how the Skorohod integral acts on random processes
we consider the closed subspace M2 = L2(Ω × [0, T ],P , P ⊗ dt) where P is the
sigma-field of progressively measurable processes.
Proposition 1.14. (Ito integral as a divergence) Let H ∈ M2 : then H ∈
D(D∗) and D∗(H) = ∫ T
0
Hs dWs.
Proof. It is enough to prove that for every F ∈ D1,2 :
E
[ ∫ T
0
DsF Hs ds
]
= E
[
F
∫ T
0
Hs dWs
]
.
Then the result follows directly from the definition of the adjoint operator. Even
better, it is sufficient to consider F = (h) because exponential polynomials are
dense in D1,2. In such a case, the above identity becomes
E
[
(h)
∫ T
0
h(s)Hs ds
]
= E
[
(h)
∫ T
0
Hs dWs
]
,
which is equivalent to
E
[
(h)
∫ T
0
Hs ( dWs − h(s) ds )
]
= 0.
By Girsanov theorem, the process W ∗t := Wt−
∫ t
0
h(s) ds is a Brownian motion with
respect to the probability P ∗ defined by dP ∗ = (h) dP and thus the above equality
is true if
∫ ∫
Ω×[0,T ] H
2
s ds dP
∗ <∞.
Finally we get rid of this assumption by an approximation argument. In particu-
lar, we can approximate in L2(Ω×[0, T ]) every H ∈M2 by a sequence of elementary
processes Hn ∈M2(P ∗) such that
δ(Hn) =
∫ T
0
Hns dWs →
∫ T
0
Hs dWs.
Using the closure of the divergence, we have H ∈ D(δ) and δ(H) = ∫ T
0
Hs dWs.
However, the following result shows that the Skorohod integral is not, in general,
an integral in the sense of limit of Riemann sums, since in some situations it behaves
as a differential operator!
1.3. THE ADJOINT OPERATOR - THE SKOROHOD INTEGRAL 11
Theorem 1.15. Let F ∈ D1,2 and Z ∈ D(δ) satisfy one of the following conditions:
i) F ∈ D1,4,
ii) E
[ ( ∫ T
0
Z2s ds
)2 ]
<∞ and δ(Z) ∈ L4(Ω).
Moreover, assume that
E
[
F 2
(∫ T
0
Zs δWs
)2
+
(∫ T
0
DsF Zs ds
)2 ]
<∞. (1.3)
Then FZs ∈ D(δ) and∫ T
0
(FZs) δWs = F
∫ T
0
Zs δWs −
∫ T
0
DsF Zs ds. (1.4)
In particular, if Z is progressively measurable, the above formula can be written:∫ T
0
(F Zs) δWs = F
∫ T
0
Zs dWs −
∫ T
0
DsF Zs ds.
Proof. For every F, G ∈ S we have
〈DG ,FZs〉L2(Ω×[0,T ]) = 〈F DG , Zs〉L2(Ω×[0,T ]) =
= 〈D(FG)−GDF , Zs〉L2(Ω×[0,T ]) = 〈F G , δ(Z)〉L2(Ω) − 〈DF , GZ〉L2(Ω×[0,T ]) =
= E
[
G
(
F
∫ T
0
Zs δWs −
∫ T
0
DsF Zs ds
) ]
.
In general, for F ∈ D1,2 that satisfies the condition ii), we consider a sequence of
smooth functionals that approximate F in D1,2. Then taking limits for n→∞ in
〈DG ,Fn Zs〉L2(Ω×[0,T ]) = E
[
G
(
Fn
∫ T
0
Zs δWs −
∫ T
0
DsFn Zs ds
) ]
,
we obtain the same identity for F. Indeed, we have
〈DG , (Fn − F )Zs〉L2(Ω×[0,T ]) ≤ ‖Fn − F ‖L2(Ω) E
[ ( ∫ T
0
DsGZs ds
)2 ]1/2
,
E
[
G (Fn − F )
∫ T
0
Zs δWs
]
≤ ‖Fn − F ‖L2(Ω) E
[
G2
(∫ T
0
Zs δWs
)2 ]1/2
,
E
[
G
∫ T
0
(DsFn −DsF )Zs ds
]
≤ ‖DFn −DF ‖L2(Ω×[0,T ]) ‖G ‖L4(Ω) E
[ ( ∫ T
0
Z2s ds
)2 ]1/4
.
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The passage to the limit is justified by the fact that
E
[
G2
(∫ T
0
Zs δWs
)2
+
(∫ T
0
DsGZs ds
)2 ]
<∞.
Otherwise, if the condition i) holds, we consider a sequence of smooth functionals
that approximate F in D1,4. The previous identity for F again can be obtained by
taking limits. Finally, the result follows from the definition of the adjoint operator.
We remark that both conditions i) and ii) imply (1.3).
It is well known that every square integrable random variable can be written as
an Ito integral: F = E[F ] +
∫ T
0
Hs dWs with an appropriate H ∈M2. The following
result allows us to explicitly compute the integrand in the martingale representation
in terms of the Malliavin derivative of F.
Theorem 1.16. (Clark-Ocone-Karatzas formula) Let F ∈ D1,2 : then F =
E[F ] +
∫ T
0
Hs dWs where H is the projection of DF in the closed subspace M =
L2(Ω × [0, T ],P , P ⊗ dt). In particular, for a.e. s ∈ [0, T ], P -a.s. it holds Hs =
E[DsF | Fs ].
Proof. Without loss of generality we can assume that E[F ] = 0 and consider Ks ∈
M2. Since F = ∫ T
0
Hs dWs, we have
E
[
F
( ∫ T
0
Ks dWs
) ]
= E
[ ∫ T
0
HsKs ds
]
.
On the other side, since δ(K) =
∫ T
0
Ks dWs
E
[
F
( ∫ T
0
Ks dWs
) ]
= E
[ ∫ T
0
DsF Ks ds
]
.
Combing the above formulas yields E
[ ∫ T
0
HsKs ds
]
= E
[ ∫ T
0
DsF Ks ds
]
, which
allows us to conclude that H is exactly the orthogonal projection of DF in M2.
Now we consider Z ∈ L2(Ω × [0, T ]) and let Z˜ be its projection in M2. It is
sufficient to prove that, for almost every t ∈ [0, T ], it holds, Z˜t = E[Zt | Ft ].
We start by assuming Z(ω, t) = M(ω)1]u,v](t). Since Mt = E[M | Ft ] is a mar-
tingale, Z˜(ω, t) = Mt(ω)1]u,v](t). Then Z˜ is the orthogonal projection of Z in M2.
Indeed, if Ks ∈M2, we have
E
[ ∫ T
0
ZsKs ds
]
=
∫ v
u
E[M Ks ] =
∫ v
u
E[MsKs ] = E
[ ∫ T
0
Z˜sKs ds
]
.
1.3. THE ADJOINT OPERATOR - THE SKOROHOD INTEGRAL 13
The same property holds for every linear combination of functions of this form,
which are dense in L2(Ω× [0, T ]).
Thus, if Z is any element of L2(Ω×[0, T ]), we can consider a sequence (Zn)n of the
form mentioned before and let Z˜, Z˜n be their orthogonal projections inM2. We note
that also Z˜n converges to Z˜ in L2(Ω× [0, T ]) because in this space the conditional
expectation is a contraction. From limn→∞
∫ T
0
E[ (Znt − Zt)2 ] dt = 0 follows that,
considering an appropriate subsequence and for almost every t ∈ [0, T ], (Znt −Zt)→
0 in L2(Ω). Hence E[Znt | Ft ] → E[Zt | Ft ] in L2(Ω). Similarly (Z˜nt − Z˜t) → 0 in
L2(Ω).
We have already seen that Z˜nt = E[Znt | Ft ] a.s. . Finally by taking the limit as
n→∞, we get Z˜t = E[Zt | Ft ].
It is of interest considering the operator L = δ D, known as Malliavin operator,
with domain D(L) := {F ∈ D1,2 |DF ∈ D(δ)}. The next results states a commuta-
tion relation: “Dδ = δD + I”.
Lemma 1.17. Let h, k ∈ L2(0, T ) and Z(ω, t) = (h)(ω) k(t). The following formula
holds:
Dtδ(Z) = Zt + δ(Dt(Z)) for a.e. t ∈ [0, T ].
Proof. According to the result (1.4), we have
δ(Z) = (h) δ(k)− 〈D(h), k〉L2(0,T ) = (h)W (k)− (h) 〈h, k〉L2(0,T ).
Thus
Dtδ(Z) = (h)h(t)W (k) + (h) k(t)− (h)h(t) 〈h, k〉L2(0,T ).
On the other side, it holds
δ(DtZ) = (h)h(t)W (k)− (h)h(t) 〈h, k〉L2(0,T ),
using the fact that DtZs = (h)h(t) k(s).
Of course this formula still holds for linear combinations of functions of that
form. As a consequence, we deduce the following result.
Lemma 1.18. (The energy identity of Nualart-Pardoux-Shigekawa) Let
Z and R be elements of the linear span of r.v.’s of the form (h) k(t). Then it holds
E
[ ( ∫ T
0
Zs δWs
)( ∫ T
0
Rs δWs
) ]
=
= E
[ ∫ T
0
ZsRs ds+
∫ ∫
[0,T ]×[0,T ]
DtZsDsRt ds dt
]
.
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Proof.
〈δ(Z), δ(R)〉L2(Ω) = 〈Z,Dδ(R)〉L2(Ω×[0,T ])
= 〈Z,R〉L2(Ω×[0,T ]) + 〈Z· , δ(D·R)〉L2(Ω×[0,T ])
= 〈Z,R〉L2(Ω×[0,T ]) +
∫ T
0
E[Zt δ(DtR) dt ]
= 〈Z,R〉L2(Ω×[0,T ]) +
∫ T
0
E
[ ∫ T
0
DsZtDtRs ds
]
dt.
In particular we obtain the following bound:
E[ δ(Z)2 ] ≤ E
[ ∫ T
0
Z2s ds
]
+ E
[ ∫ T
0
ds
∫ T
0
(DsZt)
2 dt
]
=
∫ T
0
‖Zs‖2D1,2 ds. (1.5)
Remark 1.19. In the case where Z, R are also adapted processes, Proposition 1.12
implies ∫ ∫
[0,T ]×[0,T ]
DtZsDsRt ds dt ≡ 0.
As a result, we get the usual Ito isometry:
E
[ ( ∫ T
0
Zs dWs
)( ∫ T
0
Rs dWs
) ]
= E
[ ∫ T
0
ZsRs ds
]
.
These results lead to the following theorem, which is a key ingredient for the
next section. Let D1,2(Ω, CM) be the following space
D1,2(Ω, CM) := {Z ∈ L2(Ω× [0, T ]) | ∀ t ∈ [0, T ], Zt ∈ D1,2, ∃DsZt measurable in
Ω× [0, T ]× [0, T ] and
∫ T
0
‖Zs‖2D1,2 ds < +∞},
endowed with the norm ‖Z‖D1,2(Ω,CM) :=
∫ T
0
‖Zs‖2D1,2 ds.
Theorem 1.20. Let Z be a measurable function on Ω× [0, T ] such that, for every
t ∈ [0, T ], Zt ∈ D1,2, and there exists a measurable version in Ω × [0, T ] × [0, T ] of
DsZt(ω) such that
∫ T
0
‖Zs‖D1,2 ds < +∞. then it holds δ(Z) ∈ D1,2 and
Dt
(∫ T
0
Zs δWs
)
= Zt +
∫ T
0
DtZs δWs for a.e. t ∈ [0, T ]. (1.6)
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Moreover, if in addition Z is progressively measurable, Skorohod integrals reduce
to Ito integrals and one has
Dt
(∫ T
0
Zs dWs
)
= Zt +
∫ T
0
DtZs dWs for a.e. t ∈ [0, T ].
Proof. First we note that the random variables considered in the previous lem-
mas are dense not only in L2(Ω × [0, T ]), but also D1,2(Ω, CM). Indeed, let G ∈
D1,2(Ω, CM), G ⊥ (h) k for every h, k ∈ L2(0, T ). That is,∫ T
0
E[Gs (h) k(s) ] ds+
∫ T
0
∫ T
0
E[DtGsDt(h) k(s) ] dt ds = 0 =⇒∫ T
0
k(s)
(
E[Gs (h) ] +
∫ T
0
E[DtGsDt(h) ] dt
)
ds = 0 ∀ k ∈ L2(0, T ) =⇒
E[Gs (h) ] +
∫ T
0
E[DtGsDt(h) ] dt = 0 ∀s, ∀h =⇒
G ≡ 0 (because the Wiener’s exponentials form a total subset of D1,2).
Hence the statement of Lemma 1.18 can be generalised to D1,2(Ω, CM) using an
approximation argument: we consider Z ∈ D1,2(Ω, CM) and Zn finite linear combi-
nations of r.v.’s of the form (h) k(s) that converge to Z with respect to the norm
‖ · ‖D1,2(Ω,CM). One can easily obtain that
E
[ ∫ T
0
Zns Rs ds+
∫ T
0
∫ T
0
DtZ
n
s DsRt ds dt
]
n→∞−−−→ E
[ ∫ T
0
ZsRs ds+
∫ T
0
∫ T
0
DtZsDsRt ds dt
]
and δ(Zn) is a Cauchy sequence in L2(Ω). Thus δ(Zn)
n→∞−−−→ δ(Z) in L2(Ω) and
E[ δ(Zns ) δ(Rs) ]
n→∞−−−→ E[ δ(Zns ) δ(Rs) ]. Finally, in order to prove identity (1.6),
according to Proposition 1.9, it is enough to verify that, for every G ∈ S and
h ∈ L2(0, T ), it holds
E
[ ( ∫ T
0
(
Zs + δ(DsZ)
)
h(s) ds
)
G
]
= E[−δ(Z)DhG+ δ(Z)GW (h) ].
We already know that the above formula holds for Zn :
E
[ ( ∫ T
0
(
Zns + δ(DsZ
n)
)
h(s) ds
)
G
]
= E[−δ(Zn)DhG+ δ(Zn)GW (h) ]. (1.7)
So to conclude the proof we take limits for n→∞. We note that
E
[ ∫ T
0
δ(DsZ
n)h(s) dsG
]
= E
[ ∫ T
0
∫ T
0
DsZ
n
t h(s)DtGdt ds
]
→ E
[ ∫ T
0
∫ T
0
DsZt h(s)DtGdt ds
]
.
The right hand side of (1.7) converges to E[−δ(Z)DhG+ δ(Z)GW (h) ], while the
left hand side converges to E
[ ( ∫ T
0
(
Zs + δ(DsZ)
)
h(s) ds
)
G
]
.
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Remark 1.21. In particular, taking Zt ≡ F ∈ D1,2, the first part of the proof shows
that it belongs to the domain of the divergence and (1.5) still holds. As a result
E[ δ(F )2 ] ≤ T ‖F‖2D1,2 ds.
Theorem 1.22. Let (Xt)0≤t≤T be a stochastic process such that, for every t, Xt ∈
D1,2 and there exists a measurable version in Ω× [0, T ]× [0, T ] of DsXt with∫ T
0
‖Xt‖2D1,2 dt < +∞.
Then it holds
( ∫ T
0
Xt dt
)
∈ D1,2 and
Ds
(∫ T
0
Xt dt
)
=
∫ T
0
DsXt dt for a.e. s ∈ [0, T ].
Proof. This proof relies on Proposition 1.9. We consider G ∈ S, h ∈ L2(0, T ) and
have
E
[ ( ∫ T
0
DsXt h(s) ds
)
G
]
= E[−XtDhG+XtGW (h) ].
Now we can integrate with respect to t ∈ [0, T ] the above equation and then apply
Fubini’s theorem because∫ T
0
E
[ ∫ T
0
|DsXt| |h(s)G| ds
]
dt ≤ T
(
E
[ ∫ T
0
∫ T
0
|DsXt|2 ds dt
])1/2
E[G2]1/2
( ∫ T
0
h2(s) ds
)1/2
< +∞.
Hence, we obtain
E
[( ∫ T
0
( ∫ T
0
DsXt dt
)
h(s) ds
)
G
]
= E
[
−
( ∫ T
0
Xt dt
)
DhG+
(∫ T
0
Xt dt
)
GW (h)
]
.
Again, since
( ∫ T
0
Xt dt
)
∈ L2(Ω), Proposition 1.9 leads to
Ds
(∫ T
0
Xt dt
)
=
∫ T
0
DsXt dt.
The following result shows that the Malliavin operator acts like a diffusion type
operator.
Proposition 1.23. Let F = (F1, . . . , Fn) be in the domain of L and in D
1,4. Let
φ ∈ C2 with bounded derivatives. Then it holds
L
(
φ(F)
)
=
n∑
i=1
∂φ
∂xi
(F)L(Fi)−
n∑
i,j=1
∂2φ
∂xi ∂xj
(F) (DFi |DFj)L2(0,T ).
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Let us remark that the matrix random variable (< DFi, DFj >)ij (also called
the Malliavin covariance matrix) takes values in the set of non-negative definite
matrices.
Proof. The proof follows from the chain rule and Theorem 1.15. Indeed, it can be
easily checked that the hypothesis of these theorems are satisfied and we obtain
L
(
φ(F)
)
= δ
( n∑
i=1
∂φ
∂xi
(F)DFi
)
=
=
n∑
i=1
∂φ
∂xi
(F)L(Fi)−
n∑
i,j=1
∂2φ
∂xi ∂xj
(F)
∫ T
0
DsFj DsFi ds.
1.4 Malliavin regularity for SDEs
In this section we discuss the differentiability of the solutions of SDEs in Malliavin
sense. For simplicity’s sake, we restrict our presentation to the one dimensional
case but all results can be extended to higher dimensions. Let (Wt)0≤t≤T be a
Wiener process with respect to the filtration (Ft)0≤t≤T and consider the stochastic
differential equation {
dXt = a(t,Xt) dt+ b(t,Xt) dWt,
X0 = V,
(1.8)
where V is a F0 measurable process. The solution is defined as an Ito process that
can be written in an integral form
Xt = V +
∫ t
0
a(s,Xs) ds+
∫ t
0
b(s,Xs) dWs, for every t ∈ [0, T ].
Next we state the standard result of existence and uniqueness of the solution. Its
proof is based on a fixed point argument akin to the theory of ODEs, and we omit
it.
Theorem 1.24. Let the functions a, b be continuous, Lipschitz with respect to the
second variable. That is, there exists a constant K such that for all x, y, t,
| a(t, x)− a(t, y) | ≤ K |x− y |, | b(t, x)− b(t, y) | ≤ K |x− y |.
Let also V be a square integrable, F0−measurable r.v.. Then the equation (1.8)
admits a unique solution in M2.
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In the rest of this section we assume to be dealing with functions a(·, ·), b(·, ·)
such that, in addition to the hypothesis of the previous theorem, are C1 with respect
to the variable x, thus with uniformly bounded partial derivatives ax(·, ·), bx(·, ·).
We denote by Xxt the solution of the equation (1.8) with deterministic initial
condition V = x ∈ R.
Definition 1.25. The subspace S of M2 is defined by
S :=
{
(Xt)0≤t≤T adapted and continuous | sup
0≤s≤T
|Xs| ∈ L2
}
If endowed with the norm ‖X‖2 = E[ sup0≤s≤T |Xs|2 ], it is a Banach space.
Definition 1.26. The solution of the equation{
dY xt = ax(t,X
x
t )Y
x
t dt+ bx(t,X
x
t )Y
x
t dWt,
Y x0 = 1,
(1.9)
that can also be written as
Y xt = exp
( ∫ t
0
(
ax(s,X
x
s )−
bx(s,X
x
s )
2
2
)
ds+
∫ t
0
bx(s,X
x
s ) dWs
)
,
is said the first variation of the equation (1.8).
We can think of the first variation as the derivative of the solution of the SDE
with respect to the initial condition Y xt =
∂Xxt
∂x
, because it is intuitively obtained by
differentiating with respect to x the equation (1.8).
Our purpose is to prove that Xxt can be actually derived with respect to x obtain-
ing the first variation and it is also differentiated in Malliavin sense. Furthermore,
these two kind of derivatives are related to each other.
Theorem 1.27. The solution Xt of the SDE (1.8) belongs to D
1,2 and its Malliavin
derivative for s ≤ t satisfies
DsXt = b(s,Xs) +
∫ t
s
ax(u,Xu)DsXu du+
∫ t
s
bx(u,Xu)DsXu dWu.
Proof. The idea is to make use of the successive approximations defined when prov-
ing the existence and uniqueness of the solution of a stochastic differential equation:{
X0t = x0,
Xn+1t = x0 +
∫ t
0
a(s,Xns ) ds+
∫ t
0
b(s,Xns ) dWs.
1.4. MALLIAVIN REGULARITY FOR SDES 19
We recall that Xn ∈ S. The strategy is to prove by induction that for every n ≥
0, t ∈ [0, T ], it holds Xnt ∈ D1,2 and DXnt is bounded. Then, by Proposition 1.8, we
conclude that that, in the limit as n→∞, Xt ∈ D1,2.
The case n = 0 is trivial, so let us show that n ⇒ n + 1. Since we assume
Xnt ∈ D1,2, for every t and a(·, ·), b(·, ·) are C1b with respect to the second variable,
using the chain rule we obtain a(t,Xnt ), b(t,X
n
t ) ∈ D1,2 ∀ t ∈ [0, T ].
It is sufficient to check that
∫ T
0
‖a(u,Xnu )‖D1,2 du <∞,
∫ T
0
‖b(u,Xnu )‖D1,2 du <∞
and then from Theorem 1.22 and Theorem 1.20 we deduce the relation
DsX
n+1
t = b(s,X
n
s ) +
∫ t
s
ax(u,X
n
u )DsX
n
u du+
∫ t
s
bx(u,X
n
u )DsX
n
u dWu.
We have∫ T
0
‖a(u,Xnu )‖D1,2 du =
∫ T
0
E[ |a(u,Xnu )|2 ] du+
∫ T
0
E
[ ∫ T
0
| ax(u,Xnu )DsXnu ) |2 ds
]
du
≤ C T ( 1 + E[ sup
0≤u≤T
|Xnu |2 ]
)
+ C ′ E
[ ∫ T
0
ds
∫ T
s
(DsX
n
u )
2 du
]
.
The same calculations are still true for b(·, ·). So it is sufficient to prove that
E
[ ∫ T
0
ds
∫ T
s
(DsX
n
t )
2 dt
]
<∞.
It is convenient to prove at the same time, by induction, a stronger result:
ψn+1(t) ≤ c1 + c2
∫ t
0
ψn(s) ds where ψn(t) = sup
0≤s≤t
E[ sup
s≤u≤t
|DsXnu |2 ].
Once it is verified that a such identity holds, one gets ψn(t) ≤ c1 ec2t (see Lemma B.4
in Appendix) which also implies that, for every t, the sequence (DXnt )n is bounded
in L2(Ω× [0, T ]) :∫ t
0
E[ |DsXnt |2 ] ds ≤
∫ t
0
E[ sup
s≤u≤t
|DsXnu |2 ] ds
≤
∫ t
0
sup
0≤s≤t
E[ sup
s≤u≤t
|DsXnu |2 ] ds
≤ t c1 ec2t.
To address the validity of the bound stated above, we argue as follows. First, we
notice that
|DsXn+1u |2 ≤ 2 | b(s,Xns ) |2 + 2
∫ u
s
| ax(r,Xnr ) |2 |DsXnr |2 dr + 2 |
∫ u
s
bx(r,X
n
r )DsX
n
r dWr |2
≤ C (1 + |Xns |)2 + C
∫ u
s
|DsXnr |2 dr + 2 |
∫ u
s
bx(r,X
n
r )DsX
n
r dWr |2.
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Then, we bound from above all the terms:
sup
0≤s≤t
E[ (1 + |Xns |)2 ] ≤ C + C E[ sup
0≤s≤T
|Xns |2 ] ≤ C,
because of Theorem 1.24,
sup
0≤s≤t
E
[
sup
s≤u≤t
∫ u
s
|DsXnr |2 dr
]
= sup
0≤s≤t
∫ t
s
E[ |DsXnr |2 ] dr
≤
∫ t
0
sup
0≤s≤r
E[ sup
s≤u≤r
|DsXnr |2 ] dr =
∫ t
0
ψn(r) dr,
and finally, by Doob’s maximal inequality for Ito integrals,
sup
0≤s≤t
E
[
sup
s≤u≤t
|
∫ u
s
bx(r,X
n
r )DsX
n
r dWr |2
]
≤ 4C sup
0≤s≤t
∫ t
s
E[ |DsXnr |2 ] dr
≤ 4C
∫ t
0
sup
0≤s≤r
E[ sup
s≤u≤r
|DsXnr |2 ] dr = 4C
∫ t
0
ψn(r) dr.
We note that the above constants are not always the same and they do not depend
on n. By appropriately adjusting these constants we deduce that ψn+1(t) ≤ c1 +
c2
∫ t
0
ψn(s) ds.
We have seen that the limit process is differentiable in Malliavin sense. Finally
we obtain the equation
DsXt = b(s,Xs) +
∫ t
s
ax(u,Xu)DsXu du+
∫ t
s
bx(u,Xu)DsXu dWu.
In order to prove the differentiability with respect to the initial condition we
need the following lemma, which is due to Da Prato.
Lemma 1.28. Let B be a Banach space and F : R×B → B be such that
a) there exists a constant K < 1 such that for every x ∈ R and X, Y ∈ B
‖F (x,X)− F (x, Y )‖B ≤ K ‖X − Y ‖B;
b) there exist Fx ∈ B and FX ∈ L(B,B) such that for every x, y ∈ R, X, Y ∈ B
lim
h→0
F (x+ h y, X + hY )− F (x,X)
h
= Fx(x,X) y + FX(x,X)Y ;
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c) the functions Fx(·, ·) : R×B → B and FX(·, ·) : R×B → L(B,B) are continuous.
Then the function x 7→ Xx, where Xx is the unique solution of the equation F (x,Xx) =
Xx, is differentiable and
∂Xx
∂x
= Fx(x,X
x) + FX(x,X
x)
∂Xx
∂x
.
Proof. We first note that, since F is a contraction with respect to the second variable,
for every x there exists a fixed point Xx such that F (x,Xx) = Xx. Let us start by
showing that x 7→ Xx is continuous. Indeed, it holds
Xx −Xy = F (x,Xx)− F (y,Xx) + F (y,Xx)− F (y,Xy) =⇒
‖Xx −Xy‖B ≤ K ‖Xx −Xy‖B + ‖F (x,Xx)− F (y,Xx)‖B.
Then the continuity follows immediately from the continuity of F with respect to x
and the fact that K < 1.
The hypothesis (b), in particular, tells us that:
1. for a fixed X ∈ B, F is differentiable with respect to the first variable:
lim
h→0
F (x+ h,X)− F (x,X)
h
= Fx(x,X);
2. for a fixed x, F (·, ·) is Gateaux-differentiable with respect to the second vari-
able:
lim
h→0
F (x, X + hY )− F (x,X)− hFX(x,X)Y
h
= 0.
Moreover, because of (a), we have ‖FX(·, ·)‖L(B,B) ≤ K, thus
‖FX(x,X)Y ‖B = lim
h→0
‖F (x, X + hY )− F (x,X)
h
‖B ≤ K ‖Y ‖B.
On the other side, the hypothesis (b) and (c) imply that the function
t→ F((1− t)x+ ty, (1− t)X + tY ) is differentiable:
d
dt
F
(
(1− t)x+ ty, (1− t)X + tY ) =
= Fx
(
(1− t)x+ ty, (1− t)X + tY )(y − x) + FX((1− t)x+ ty, (1− t)X + tY )(Y −X).
As a result, we deduce the identity
F (y, Y )− F (x,X) =
∫ 1
0
Fx (y − x) dt+
∫ 1
0
FX (Y −X) dt,
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where for brevity we omit to write that Fx, FX are evaluated respectively at (1 −
t)x+ ty and (1− t)X + t Y. In particular, we have
Xx+y −Xx = F (x+ y,Xx+y)− F (x,Xx)
=
∫ 1
0
Fx
(
x+ ty, (1− t)Xx + tXx+y) y dt+∫ 1
0
FX
(
x+ ty, (1− t)Xx + tXx+y) (Xx+y −Xx) dt.
If we set Gy =
∫ 1
0
FX
(
x+ty, (1−t)Xx+tXx+y) dt ∈ L(B,B), it can be easily checked
that ‖Gy‖L(B,B) ≤ K. This follows from ‖FX(·, ·)‖L(B,B) ≤ K), the application
y 7→ Gy is continuous and for every Z ∈ B, it holds limy→0GyZ = FX(x,Xx)Z.
Since ‖Gy‖ ≤ K, we can define the inverse (I −Gy)−1 =
∑∞
n=0G
n
y ∈ L(B,B).
With this definition, the above identity can be written in equivalent forms:
Xx+y −Xx = Gy(Xx+y −Xx) + y
∫ 1
0
Fx
(
x+ ty, (1− t)Xx + tXx+y) dt⇔
Xx+y −Xx
y
= (I −Gy)−1
(∫ 1
0
Fx
(
x+ ty, (1− t)Xx + tXx+y) dt).
Now
∂Xx
∂x
= lim
y→0
Xx+y −Xx
y
=
(
I − FX(x,Xx)
)−1
Fx(x,X
x),
which is exactly the desired result.
Theorem 1.29. Let Xx be the solution of the equation (1.8) with initial condition
Xx0 = x. Then the application x→ Xx is differentiable and Y x := ∂X
x
∂x
is the solution
of the equation {
dY xt = ax(t,X
x
t )Y
x
t dt+ bx(t,X
x
t )Y
x
t dWt,
Y x0 = 1.
Proof. We apply Lemma 1.28 with B = S and we let F be the following operator,
mapping (x,X) into
F (x,X)t = x+
∫ t
0
a(s,Xs) ds+
∫ t
0
b(s,Xs) dWs.
We note that the fixed point of F (x,Xx) = Xx is exactly the solution Xxt of the
SDE. It is easy to check that
Fx(x, Y ) = lim
h→0
F (x+ h, Y )− F (x, Y )
h
= 1,
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FX(x,X)Y =
∫ t
0
ax(s,Xs)Ys ds+bx(s,Xs)Ys dWs (see Lemma B.5 in Appendix)
and the hypothesis of Lemma 1.28 are satisfied. In fact, F (x,X) is a contraction
only in an appropriate interval [0, T1] (see Lemma B.6 in Appendix). Then, we start
from T1 considering the application
X → XxT1 +
∫ t
T1
a(s,Xs) ds+
∫ t
T1
b(s,Xs) dWs
and in a finite number of steps we obtain the desired result on [0, T ] :
Y xt = 1 +
∫ t
0
ax(s,X
x
s )Y
x
s ds+ bx(s,X
x
s )Y
x
s dWs.
Remark 1.30. Up to now, we have seen that
• Xxt is differentiable with respect to the initial condition and its derivative is
the first variation
Y xt = 1 +
∫ t
0
ax(u,X
x
u)Y
x
u du+
∫ t
0
bx(u,X
x
u)Y
x
u dWu;
• Xxt is Malliavin-differentiable and for s ≤ t :
DsX
x
t = b(s,X
x
s ) +
∫ t
s
ax(u,X
x
u)DsX
x
u du+
∫ t
s
bx(u,X
x
u)DsX
x
u dWu.
In particular, from the explicit form of DsXt,
DsX
x
t = b(s,X
x
s ) exp
( ∫ t
s
(
ax(·, ·)− bx(·, ·)
2
2
)
du+
∫ t
s
bx(·, ·) dWu
)
,
we deduce the identity
DsX
x
t = b(s,X
x
s ) (Y
x
s )
−1 Y xt . (1.10)
A similar result holds in the case where the coefficients of the SDE depend on a
certain parameter θ ∈ R and we differentiate the solution of the SDE with respect
to this parameter.
Theorem 1.31. Let Xx,θ be the solution of the stochastic differential equation{
dXt = a(t, θ,Xt) dt+ b(t, θ,Xt) dWt,
X0 = x.
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In addition to the previous hypothesis, let a(·, ·, ·), b(·, ·, ·) be C1 functions with respect
to the second variable and with uniformly bounded derivatives. Then the application
θ 7→ Xx,θ is differentiable and Zx,θ = ∂Xx,θ
∂θ
is the solution of the equation{
dZx,θt =
(
aθ(t, θ,X
x,θ
t ) + ax(t, θ,X
x,θ
t )Z
x,θ
t
)
dt+
(
bθ(t, θ,X
x,θ
t ) + bx(t, θ,X
x,θ)Zx,θt
)
dWt,
Zx,θ0 = 0.
Proof. Again we apply Lemma 1.28 with B = S and the operator F (θ,X) is the
following element of S :
F (θ,X)t = x+
∫ t
0
a(s, θ,Xs) ds+
∫ t
0
b(s, θ,Xs) dWs.
We note that the fixed point of F (θ,Xx,θ) = Xx,θ is exactly the solution Xx,θ of the
SDE. It is easy to check that
Fθ(θ,X) = lim
h→0
F (θ + h,X)− F (θ,X)
h
=
∫ t
0
aθ(s, θ,X) ds+
∫ t
0
bθ(s, θ,X) dWs,
and, arguing as in Lemma B.5 in Appendix
FX(θ,X)Y =
∫ t
0
ax(s, θ,Xs)Ys ds+ bx(s, θ,Xs)Ys dWs,
thus the hypothesis of Lemma 1.28 are satisfied. In fact, as in the previous theorem
F (x,X) is a contraction only in an appropriate interval [0, T1]. Then, we start from
T1 considering the application
X → Xx,θT1 +
∫ t
T1
a(s, θ,Xs) ds+
∫ t
T1
b(s, θ,Xs) dWs
and in a finite number of steps we obtain the desired result on [0, T ] :
Zx,θt =
∫ t
0
(
aθ(s, θ,X
x,θ
s )+ax(s, θ,X
x,θ
s )Z
x,θ
s
)
ds+
∫ t
0
(
bθ(s, θ,X)+bx(s, θ,X
x
s )Z
x,θ
s
)
dWs.
We note that it suffixes to consider θ ∈ R because if θ ∈ Rd, we can differentiate
with respect to each θi and it all boils down to the one dimensional case.
Chapter 2
Malliavin Calculus for the Cox
Process
There are several books and papers which extend the classical Malliavin Calculus
in more general situations, for example in the Poisson space or for Le´vy processes.
However, unlike the Wiener case, there does not exist a unified theory because the
different approaches of defining Malliavin derivative are not equivalent. Moreover,
not all these “derivatives” enjoy a chain rule.
In this chapter, relying on [JYC09], we present various generalizations of the
Poisson process and the probabilistic theory behind them focusing on to the Cox
process. Then, using the experience with the Brownian motion and the Poisson
process, we deal with Malliavin Calculus for doubly stochastic processes, following
again the stochastic calculus of variations approach. We present only the main
results which will be useful in Chapter 4.
2.1 A preliminary background on Poisson pro-
cesses
The Poisson process (Pt)t≥0 is a fundamental example of stochastic processes with
discontinuous trajectories and, despite its simplicity, it is used as a building block
of jump process theory.
At every t ≥ 0, Pt counts the number of random times {Tn, n ≥ 1} occurring in
[0, t], where the random times Tn are partial sums of a sequence of independent ex-
ponential random variables. More generally, given an increasing sequence of random
times {Tn, n ≥ 1} with P(Tn ↑ +∞) = 1, we can define the associated counting
process Nt =
∑
n≥1 1{Tn≤t} = ] {n : Tn ≤ t}. It is a cadlag process with piece-
wise constant paths and jumps of size +1. We note that a counting process is Ft−
adapted if and only if the r.v.’s (Tn)n are stopping times.
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For every bounded measurable process Ct, the stochastic integral
∫ t
0
Cs dNs is
defined as ∫ t
0
Cs dNs :=
∞∑
n=1
CTn 1{Tn≤t} =
∑
s≤t
Cs ∆Ns,
where the right hand side contains only a finite number of non zero terms P−a.s..
Definition 2.1. The predictable σ−field is generated by the class of left continuous
adapted processes. A stochastic process is said to be predictable if it is measurable
with respect to the predictable σ−field.
A special case is obtained when we start with an adapted cadlag process Xt and
then define Yt = Xt−. Most of the predictable processes we meet in practice are of
this form.
Definition 2.2. An integrable, non-decreasing, right-continuous predictable process
At such that A0 = 0 a.s. is called a compensator ofNt ifMt := Nt−At is a martingale.
We note that, given a counting process Nt, its compensator always exists and
it is unique. Roughly speaking, the compensator is the quantity which has to be
subtracted from N in order to obtain a martingale. We say that a non-negative
adapted process λt is the intensity of the counting process Nt when its compensator
is At =
∫ t
0
λs(ω) ds. In such a case, for every bounded predictable process Ht, the
stochastic integral ∫ t
0
Hs dMs :=
∫ t
0
Hs dNs +
∫ t
0
Hs λs ds
is a martingale.
We note that Nt = Nt− with probability one for every (but fixed) t ∈ [0,∞).
Indeed, for all n, we have
E[Nt −Nt− 1
n
] = E
[ ∫ t
t−1/n
λs(ω) ds
]
n→∞−−−→ 0
and hence E[∆Nt] = 0, i.e. {ω : Nt(ω) 6= Nt−(ω) } is negligible.
Moreover, we can write
eiuNt = 1 +
∑
s≤t
(
eiuNs − eiuNs−
)
(2.1)
= 1 +
∑
s≤t
(
eiu − 1 ) eiuNs− ∆Ns
= 1 +
∫ t
0
(
eiu − 1 ) eiuNs− dNs
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and∫ t
0
(
eiu − 1 ) eiuNs− dNs − ∫ t
0
(
eiu − 1 ) eiuNs− λs ds = ∫ t
0
(
eiu − 1 ) eiuNs− dMs
is a martingale. Hence,
eiuNt − 1−
∫ t
0
(
eiu − 1 ) eiuNs− λs ds
is also a martingale and this yields
E
[
eiuNt
]
= 1 +
∫ t
0
(eiu − 1)E[ eiuNs λs ] ds. (2.2)
The Poisson process Pt is a counting process with constant intensity λ. The com-
pensated Poisson process is Mt = Pt − λ t.
Proposition 2.3. Let (Ht)t be a predictable bounded process (or more in general
E[
∫ T
0
|Hs|2ds] <∞). Then the following processes are martingales:
i)
∫ t
0
Hs dMs =
∫ t
0
Hs dPs − λ
∫ t
0
Hs ds,
ii)
( ∫ t
0
Hs dMs
)2
− λ ∫ t
0
H2s ds,
iii) exp
( ∫ t
0
Hs dPs + λ
∫ t
0
(1− eHs) ds
)
.
It follows immediately that
E
[ ∫ t
0
Hs dMs
]
= 0, E
[ ∫ t
0
Hs dPs
]
= E
[
λ
∫ t
0
Hs ds
]
E
[ ( ∫ t
0
Hs dMs
)2 ]
= E
[
λ
∫ t
0
H2s ds
]
.
Remark 2.4. The martingale property does not extend from predictable to adapted
processes. Indeed, since Ps − Ps− = 0 a.s.,∫ t
0
(Ps − Ps− ) dMs =
∫ t
0
(Ps − Ps− ) dPs − λ
∫ t
0
(Ps − Ps− ) ds
= Pt − λ
∫ t
0
(Ps − Ps− ) ds = Pt.
Hence, the integral of the adapted, unpredictable process Ps∫ t
0
Ps dMs =
∫ t
0
Ps− dMs + Pt,
is not a martingale.
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Now, instead of considering a constant intensity as before, we take a positive
function (λ(t), t ≥ 0) such that ∫ t
0
λ(u) du <∞, ∀ t and ∫∞
0
λ(u) du =∞.
Definition 2.5. An inhomogeneous Poisson process P with intensity λ is a
counting process with independent increments which satisfy
P(Pt − Ps = n ) = e−Λ(s,t)
(
Λ(s, t)
)n
n!
, ∀ t > s,
where Λ(s, t) = Λ(t)− Λ(s) = ∫ t
s
λ(u) du.
Since Pt is a Poisson r.v. with parameter Λ(t), we have
E[Pt ] = V ar(Pt ) = Λ(t), E[ eiuPt ] = exp
(
(eiu − 1) Λ(t) ).
An inhomogeneous Poisson process can be constructed as a deterministic time
changed Poisson process, i.e. Pt = PˆΛ(t) where Pˆ is a standard Poisson process.
The martingale properties can be extended to an inhomogeneous Poisson process:
• Mt := Pt −
∫ t
0
λ(s) ds is a martingale w.r.t. the natural filtration FP . The
increasing function Λ(t) :=
∫ t
0
λ(s) ds is the compensator of P.
• For every predictable process φ such that E[ ∫ t
0
|φs|λ(s) ds
]
< ∞, ∀ t, the
process
( ∫ t
0
φs dMs
)
t
is a martingale. In particular,
E
[ ∫ t
0
φs dPs
]
= E
[ ∫ t
0
φs λs ds
]
.
• For any bounded predictable processH, the following processes are martingales( ∫ t
0
Hs dMs
)2
−
∫ t
0
λ(s)H2s ds,
exp
( ∫ t
0
Hs dPs −
∫ t
0
λ(s) (eHs − 1) ds
)
.
Proposition 2.6. (Integration by parts formula) Let xt and yt be two pre-
dictable processes and let
Xt := x+
∫ t
0
xs dPs, Yt := y +
∫ t
0
ys dPs.
Then it holds that
Xt Yt = x y +
∫ t
0
Ys− dXs +
∫ t
0
Xs− dYs + [X, Y ]t,
where [X, Y ]t =
∫ t
0
xs ys dPs.
2.1. A PRELIMINARY BACKGROUND ON POISSON PROCESSES 29
Proposition 2.7. (Ito’s formula) Let h be an adapted process, x a predictable
process and
dXt = ht dt+ xt dMt =
(
ht − xt λ(t)
)
dt+ xt dPt.
If F ∈ C1,1(R+ × R), then
F (t,Xt) = F (0, X0) +
∫ t
0
∂tF (s,Xs) ds+
∫ t
0
∂xF (s,Xs−) dXs
+
∑
s≤t
[
F (s,Xs)− F (s,Xs−)− ∂xF (s,Xs−)xs ∆Ps
]
.
Theorem 2.8. The following are equivalent:
1. The counting process has a deterministic intensity, i.e. Pt −
∫ t
0
λ(s) ds is a
martingale;
2. Pt is an inhomogeneous Poisson process with intensity λt.
Proof. Let us prove that (1⇒ 2), since the other implication is obvious. It is enough
to show that, for every s < t,
E
[
ei u (Pt−Ps)
∣∣∣Fs] = exp( (eiu − 1) ∫ t
s
λ(u) du
)
.
In fact, this means that Pt − Ps is a Poisson r.v. with parameter
∫ t
s
λ(u) du, inde-
pendent of Fs. First we consider the case s = 0 and set f(t) := E[ eiuPt ]. We note
that f(0) = 1 and as seen in (2.2)
f(t) = 1 +
∫ t
0
(eiu − 1) f(s)λ(s) ds.
The uniqueness of the solution of this equation leads to
f(t) = exp
(
(eiu − 1)
∫ t
0
λs ds
)
.
As a second step, we apply this result to Pt − Ps and obtain
E
[
ei u (Pt−Ps)
]
= exp
(
(eiu − 1)
∫ t
s
λ(u) du
)
.
Moreover, if we take A ∈ Fs, the process 1A
(
(Pt−Ps)−
∫ t
s
λ(u) du
)
is a martingale.
Indeed, denoting Mt := Pt −
∫ t
0
λ(u) du, for t2 > t1 ≥ s, we have
E[1A (Mt2 −Ms ) | Ft1 ] = 1A
(
E[Mt2 | Ft1 ]−Ms
)
= 1A (Mt1 −Ms ).
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With the same reasoning as before, starting with the process 1A e
iu(Pt−Ps), we obtain
E
[
1A e
iu(Pt−Ps)
]
= P(A) exp
(
(eiu − 1)
∫ t
s
λ(u) du
)
,
which is exactly the desired result.
Now we consider another generalization of the ordinary Poisson process in the sense
that stochastic intensity is allowed. It is known as the Cox process, since it was
proposed by Cox (1955), or the doubly stochastic Poisson process.
Definition 2.9. Let Pt be an Ft−adapted counting process, λt a non negative
F0−measurable process ∀t ≥ 0, such that
∫ t
0
λs ds < ∞ a.s. (F0 is not necessarily
the trivial σ−field). Pt is called a Cox process with intensity λt if
E
[
ei u (Pt−Ps)
∣∣∣Fs] = exp( (eiu − 1) ∫ t
s
λu du
)
.
In other words, conditioning on λt, Pt is an inhomogeneous Poisson process.
Proposition 2.10. Let Pt be an Ft−adapted, integrable counting process and let λt
be a non negative F0−measurable process ∀t ≥ 0, such that
∫ t
0
λs ds <∞ a.s.. Then
Pt is a Cox process with intensity λt if and only if Pt −
∫ t
0
λsds is a martingale.
Proof. If Pt is a Cox process, then
P[Pt − Ps = k | Fs ] = exp
(
−
∫ t
s
λu du
) ( ∫ t
s
λu du
)k
k!
and
E[Pt − Ps | Fs ] =
∫ t
s
λu du.
Vice versa, from (2.1), it follows that
E[ eiu(Pt−Ps) | Fs ] = 1 +
∫ t
s
(eiu − 1)E[ eiu(Pt−Ps) λr | Fs ] dr
= 1 +
∫ t
s
(eiu − 1)λr E[ eiu(Pt−Ps) | Fs ] dr.
That is, f(t) = 1 +
∫ t
s
(eiu − 1)λr f(r) dr, where f(t) := E[ eiu(Pt−Ps) | Fs ]. Finally
E[ eiu(Pt−Ps) | Fs ] = exp
(
(eiu − 1)
∫ t
s
λr dr
)
.
2.1. A PRELIMINARY BACKGROUND ON POISSON PROCESSES 31
Proposition 2.11. Let P be a Cox process with intensity (λt)t and let (Ht)t be a
predictable process such that, for any t,
∫ t
0
|Hs |λs ds <∞ and Ht > −1 a.s.. Then,
the process L, the solution of
dLt = Lt−Ht dMt, L0 = 1,
is a local martingale defined by
Lt = exp
(
−
∫ t
0
Hs λs ds
) ∏
n, Tn≤t
(1 +HTn).
Proof. From general results on SDE, the equation admits a unique solution. Between
two consecutive jumps the solution satisfies
dLt = −Lt−Ht λt dt
and therefore, for t ∈ [Tn, Tn+1[, we obtain
Lt = LTn exp
(
−
∫ t
Tn
Hs λs ds
)
.
The jumps of L occur at the same times as the jumps of P and their size is ∆Lt =
Lt−Ht ∆Pt. Hence LTn = LTn− (1 +HTn). By backward recurrence on n, we get the
solution.
Theorem 2.12. (Girsanov’s theorem) Let Ht > −1 be a predictable process
such that for every t,
∫ t
0
|Hs |λs ds < ∞ and let Lt be the solution of dLt =
Lt−Ht dNt, L0 = 1 :
Lt = exp
(
−
∫ t
s
Hs λs ds
) ∏
s≤t
(1 +Hs ∆Ps ).
If Lt is a martingale, w.r.t. the equivalent probability Q defined by dQ = LT dP, the
process
Pt −
∫ t
0
(1 +Hs)λs ds
is a local martingale.
The construction of the Cox process can be done using the Girsanov’s theorem.
We start by just considering a standard Poisson process P and its natural filtration
Gt. Given the intensity λt, letH be the σ− field generated by the r.v.’s λt(ω), 0 ≤ t <
+∞. Then we take Ft = Gt∨H : this filtration makes Pt adapted and λs measurable
∀ s ∈ R+. Moreover we suppose that Pt − t is a martingale w.r.t. Ft (for example
if (λs)s is independent from Gt). Applying the Girsanov’s theorem with Ht = λt − 1
(we need to assume that λs > 0 a.s. and that Lt is a martingale), w.r.t. the new
probability measure Q, the process Pt −
∫ t
0
λs ds is a martingale. This means that
Pt is a Cox process with intensity λt.
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Remark 2.13. Some other useful results are the following:
• A Cox process with intensity λt can be viewed as a time change of a standard
Poisson process P˜ , i.e. Pt = P˜Λt ;
• If Pt is a Cox process and we define τ(t) such that
∫ τ(t)
0
λs ds = t, then P˜t :=
Pτ(t) is a standard Poisson process.
2.2 Malliavin Calculus for the Cox process
We start presenting the main idea of Malliavin Calculus for the Cox process and
afterwards we make it precise through formal definitions.
Let Pt be a Cox process in (Ω,F ,Ft,P) with intensity λt > 0, i.e. Pt is Ft−adapted,
λt is F0−measurable ∀ t ∈ [0, T ], E
[ ∫ T
0
λs ds
]
< ∞ and Nt := Pt −
∫ t
0
λs ds is a
martingale.
Now we apply Girsanov’s theorem with Ht =  h(t), where h ∈ L2(0, T ) is a
bounded function. It follows that, with respect to the equivalent probability Q,
the process Pt −
∫ t
0
(
1 +  h(s)
)
λs ds is a martingale. This means that Pt is a Cox
process with intensity
(
1 +  h(t)
)
λt w.r.t. the probability Q
.
Next we obtain the same process though a change of time. Using Remark 2.13,
we have that Pˆt := Pτ(t), where τ(t) is such that
∫ τ(t)
0
λs ds = t, is a standard Poisson
process and P¯t := PˆΛt = Pα(t), where Λ

t :=
∫ t
0
(
1 +  h(s)
)
λs ds and α(t) := τ(Λ

t),
is a Cox process with intensity
(
1 +  h(t)
)
λt w.r.t. the probability P.
As a result, the law of Pα(·) w.r.t. P is the same as the law of P(·) w.r.t. Q.
Hence we have
E
[
F
(
Pα(·)
)]
= E
[
F
(
P(·)
)
LT
]
,
which is equivalent to
E
[
F
(
Pα(·)
)− F (P(·))

]
= E
[
F
(
P(·)
) LT − 1

]
.
Since
lim
→0
LT − 1

= −
∫ T
0
h(s)λs ds+
∑
s≤T
h(s) ∆Ps =
∫ T
0
h(s) dMs,
under suitable hypothesis we obtain
E
[
lim
→0
F
(
Pα(·)
)− F (P(·))

]
= E
[
F
(
P(·)
) ∫ T
0
h(s) dMs
]
.
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Thus, in order to have an integration by parts formula, we look for a process DF ∈
L2(Ω× [0, T ]) such that
lim
→0
F
(
Pα(·)
)− F (P(·))

= DhF.
To make the situation as simple as possible, let us consider a function of the form
F = f(σ1), where σ1 is the time of the first jump of Pt. Then the time of the first
jump of Pα(·) is α
−1
 (σ1). We can write
lim
→0
f
(
α−1 (σ1)
)− f(σ1)

= lim
→0
f
(
α−1 (σ1)
)− f(σ1)
α−1 (σ1)− σ1
α−1 (σ1)− σ1

.
The first term in the right hand side tends to f ′(σ1) because
lim
→0
Λt =
∫ t
0
λs ds = τ
−1(t) and thus lim
→0
α(t) = t.
Moreover, defining x := τ−1(σ1), we can rewrite the second term as
α−1 (σ1)− σ1

=
Λ−1
(
τ−1(σ1)
)− τ−1(σ1)

+
τ−1(σ1)− σ1

=
Λ−1 (x)− Λ
(
Λ−1 (x)
)

+
∫ σ1
0
(λs − 1) ds

=
∫ Λ−1 (x)
0
[
1− (1 +  h(s))λs ] ds

+
∫ σ1
0
(λs − 1) ds

=
∫ Λ−1 (x)
0
(1− λs) ds+
∫ σ1
0
(λs − 1) ds

− 
∫ Λ−1
0
h(s)λs ds

.
From lim→0 Λ−1 (x) = τ(x) and x := τ
−1(σ1), we deduce that lim→0 Λ−1 (x) = σ1.
Hence
l : = lim
→0
α−1 (σ1)− σ1

= lim
→0
∫ Λ−1 (x)
σ1
(1− λs) ds
Λ−1 (x)− σ1
Λ−1 (x)− σ1

−
∫ σ1
0
h(s)λs ds
= (1− λσ1) lim
→0
α−1 (σ1)− σ1

−
∫ σ1
0
h(s)λs ds
= (1− λσ1) l −
∫ σ1
0
h(s)λs ds.
Finally we obtain
lim
→0
α−1 (σ1)− σ1

= − 1
λσ1
∫ σ1
0
h(s)λs ds.
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This suggest defining
Dtf(σ1) = −f ′(σ1) 1
λσ1
1[0,σ1](t)λt
because we want to have
Dhf(σ1) = −f ′(σ1) 1
λσ1
∫ σ1
0
h(s)λs ds.
Definition 2.14. A random variable F is said to be a smooth functional if it is of
the form
F = f0 1{PT=0} +
∞∑
n=1
1{PT=n} fn(T1, . . . , Tn),
where f0 ∈ R and fn, n ≥ 1, are C1−functions on {0 ≤ t1 ≤ · · · ≤ tn ≤ T} with
uniformly bounded derivatives, satisfying the condition
fn(t1, . . . , tn) = fn+1(t1, . . . , tn, T ), 0 ≤ t1 ≤ · · · ≤ tn ≤ T, n ∈ N.
Let S be the space of smooth functionals.
Next we use the following notation
f˜n(t1, . . . , tn) = fn(t(1), . . . , t(n)),
where (t(1), . . . , t(n)) represents the arrangement of (t1, . . . , tn) in increasing order.
In what follows we assume that λt ∈ L2(Ω × [0, T ]) and that λt ≥  > 0, for
every t ∈ [0, T ].
Definition 2.15. Let F be a smooth functional. The Malliavin derivative of F is
defined as the operator D : S ⊂ L2(Ω)→ L2(Ω× [0, T ]) mapping F into
DtF (ω) := −
∞∑
n=1
1{PT=n}
n∑
k=1
1[0,Tk](t)
1
λTk
∂kfn(T1, . . . , Tn)λt for a.e. t ∈ [0, T ]
and if h ∈ L2(0, T ), we let DhF :=
∫ T
0
DtF h(t)dt.
We recall that once we know the path (λt)t≥0, Pt becomes an inhomogeneous
Poisson process with (deterministic) intensity λt. Its increments are independent but
in general not stationary.
Proposition 2.16. Let Pt be an inhomogeneous Poisson process with intensity λt
and let T1, T2, . . . denote its jump times. Then the density of the joint distribution
of (T1, . . . , Tn), n ≥ 1, is
f(T1,...,Tn)(t1, . . . , tn) = λt1 . . . λtn e
Λ(tn) 1{t1≤···≤tn≤T}.
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Proof. The thesis can be proved by induction. For n = 1, we have
P(T1 ≤ t) = P(Pt ≥ 1) = 1− e−Λ(t).
Hence
fT1(t) = e
−Λ(t) λt.
Now we assume that
f(T1,...,Tn−1)(t1, . . . , tn−1) = λt1 . . . λtn−1 e
Λ(tn−1) 1{t1≤···≤tn−1≤T}.
If Tn−1 ≤ t ≤ T, it holds
P(Tn ≤ t) = P(Pt − PTn−1 ≥ 1) = 1− e−Λ(Tn−1,t),
which leads to
fTn|T1,...,Tn−1(tn|t1, . . . , tn−1) = e−Λ(tn−1,tn) λtn 1Tn−1≤Tn≤T .
Finally from
f(T1,...,Tn)(t1, . . . , tn) = f(T1,...,Tn−1)(t1, . . . , tn−1) fTn|T1,...,Tn−1(tn|t1, . . . , tn−1)
and the inductive assumption, we deduce
f(T1,...,Tn)(t1, . . . , tn) = λt1 . . . λtn e
Λ(tn) 1{t1≤···≤tn≤T}.
2.3 Integration by parts formula and the diver-
gence
The next result provides an integration by parts formula for smooth functionals.
Proposition 2.17. Let F be a smooth functional and h ∈ L2(0, T ). Then it holds
E[DhF ] = E[F I(h) ], (2.3)
where I(h) :=
∫ T
0
h(s) (dPs − λs ds).
Proof. We first note that
E[DhF ] = E
[
E[DhF | (λt)0≤t≤T ]
]
,
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so in what follows it is like dealing with a deterministic intensity. We have
E
[
E[DhF | (λt)0≤t≤T ]
]
= −
∞∑
n=1
E
[
1{PT=n}
n∑
k=1
∫ Tk
0
h(t)λt dt
1
λTk
∂kfn(T1, . . . , Tn)
∣∣∣λt]
= −
∞∑
n=1
E
[
E[1{PT−PTN=0} | FTn ]
n∑
k=1
∫ Tk
0
h(t)λt dt
1
λTk
∂kfn(T1, . . . , Tn)
∣∣∣λt]
= −
∞∑
n=1
E
[
e−Λ(Tn,T )
n∑
k=1
∫ Tk
0
h(t)λt dt
1
λTk
∂kfn(T1, . . . , Tn)
∣∣∣λt] .
Using the joint density of (T1, . . . , Tn) the right hand side becomes
−e−Λ(T )
∞∑
n=1
1
n!
n∑
k=1
∫ T
0
. . .
∫ T
0
∫ tk
0
h(s)λs ds
1
λtk
∂kf˜n(t1, . . . , tn)λt1 . . . λtn dt1 . . . dtn.
Then by a change of variable (x1, . . . , xn) =
(
Λ(t1), . . . ,Λ(tn)
)
and y = Λ(s), the
previous expression is equal to
− e−Λ(T )
∞∑
n=1
1
n!
n∑
k=1
∫ Λ(T )
0
. . .
∫ Λ(T )
0
∫ Λ−1(xk)
0
h(s)λs ds
∂
∂xk
f˜n
(
Λ−1(x1), . . . ,Λ−1(xn)
)
dx1 . . . dxn
= −e−Λ(T )
∞∑
n=1
1
n!
n∑
k=1
∫ Λ(T )
0
. . .
∫ Λ(T )
0
∫ xk
0
h
(
Λ−1(y)
)
dy
∂
∂xk
f˜n
(
Λ−1(x1), . . . ,Λ−1(xn)
)
dx1 . . . dxn.
The classical integration by parts formula enables us to rewrite it as
e−Λ(T )
∞∑
n=1
1
n!
n∑
k=1
∫ Λ(T )
0
. . .
∫ Λ(T )
0
h
(
Λ−1(xk)
)
f˜n
(
Λ−1(x1), . . . ,Λ−1(xn)
)
dx1 . . . dxn
− e−Λ(T )
∞∑
n=1
1
(n− 1)!
∫ Λ(T )
0
h
(
Λ−1(y)
)
dy
∫ Λ(T )
0
. . .
∫ Λ(T )
0
f˜n
(
Λ−1(x1), . . . ,Λ−1(xn−1), T
)
dx1 . . . dxn−1.
Again by a change of variable we obtain
E
[
E[DhF | (λt)0≤t≤T ]
]
= e−Λ(T )
∞∑
n=1
1
n!
n∑
k=1
∫ T
0
. . .
∫ T
0
h(tk) f˜n(t1, . . . , tn)λt1 . . . λtn dt1 . . . dtn
− e−Λ(T )
∞∑
n=1
1
(n− 1)!
∫ T
0
h(s)λs ds
∫ T
0
. . .
∫ T
0
f˜n(t1, . . . , tn−1, T )λt1 . . . λtn−1 dt1 . . . dtn−1.
2.3. INTEGRATION BY PARTS FORMULA AND THE DIVERGENCE 37
Hence, using the condition fn(t1, . . . , tn) = fn+1(t1, . . . , tn, T ), we deduce
E
[
E[DhF | (λt)0≤t≤T ]
]
= e−Λ(T )
∞∑
n=1
1
n!
∫ T
0
. . .
∫ T
0
f˜n(t1, . . . , tn)λt1 . . . λtn
n∑
k=1
h(tk) dt1 . . . dtn
− e−Λ(T )
∫ T
0
h(s)λs ds
∞∑
n=1
1
n!
∫ T
0
. . .
∫ T
0
f˜n(t1, . . . , tn)λt1 . . . λtn dt1 . . . dtn
= E
[
F
(
PT∑
k=1
h(Tk)−
∫ T
0
h(s)λs ds
) ∣∣∣ (λt)t]
= E
[
F
(∫ T
0
h(s) (dPs − λs ds)
) ∣∣∣ (λt)t] .
Finally, this leads to
E[DhF ] = E[F I(h) ].
Corollary 2.18. Let F,G ∈ S and h ∈ L2(0, T ). Then
E[DhF G ] = E[−F DhG+ FGI(h) ].
Proof. By direct computation from the definition of Malliavin derivative, Leibniz
rule for classical differential calculus entails the product rule for the Malliavin deriva-
tive
Dh(FG) = (DhF )G+ F (DhG).
The result follows then immediately from the previous proposition.
Once we have an integration by parts for smooth functionals we can deduce with
the same reasoning as in the Wiener case that the Malliavin derivative is closable
and then define its extended domain D1,2.
We also note that the proof of Proposition 1.10 is still valid and lead to a chain
rule for the Malliavin derivative w.r.t. the Cox process.
Let D∗ : D(D∗) ⊆ L2(Ω × [0, T ]) → L2(Ω) be the adjoint operator which as
previously is characterised by
〈F , D∗(Z)〉L2(Ω) = E[F D∗(Z) ] = E
[ ∫ T
0
DsF Zs ds
]
= 〈DF , Z〉L2(Ω×[0,T ]), ∀F ∈ D1,2.
In particular, taking Zt = h(t) ∈ L2(0, T ), we have
E[DhF ] = E[F D∗(h) ], ∀F ∈ D1,2,
which together with the integration by parts formula (2.3) leads to the following
characterization of the divergence for processes Z = h ∈ L2(0, T ), namely
D∗(h) =
∫ T
0
h(s) (dPs − λs ds).
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Chapter 3
Parametric Statistical Inference
and Malliavin Calculus
In this chapter we deal with the idea of applying Malliavin Calculus to parametric
statistics. In this context, following the article [CKH11], we present the main tools
to derive expressions for the derivative of the log-likelihood function, known as the
score function. As a result, we can obtain the Fisher information, the Cramer-Rao
lower bound and some asymptotic properties of the estimators. We illustrate the use
of Malliavin Calculus in statistics and its consequences through different examples,
increasing the complexity from discrete to continuous time models.
3.1 A brief overview on classical statistical results
In order to better understand what follows, before introducing the new strategy
that makes use of Malliavin Calculus, we take a moment to recall some fundamental
results about parametric statistics.
One of the most common problems in statistics is deciding which member of a
family of probability distributions, indexed by a parameter θ, is the law of a certain
random variable X. That is, we have an estimation problem. In this context, the
natural way of proceeding is doing experiments to obtain some observations of the
phenomenon expressed by X and then decide in base of the obtained results.
A parametric statistical model is defined as the triplet (Ω,F , {P θ, θ ∈ Θ}), where
Ω is the sample space that corresponds to the possible values of the observations,
F is the σ−field of observable events and {P θ, θ ∈ Θ} is a family of probability
laws. In addition we suppose that the model is dominated by a measure µ, i.e.
P θ  µ, ∀ θ ∈ Θ. If all the laws P θ are equivalent, then the model is said to be
regular.
Definition 3.1. A function L : Θ×Ω→ R such that, for every θ ∈ Θ, L(θ, ω) is a
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version of the density dP
θ
dµ
is called a likelihood function (of θ given the outcome of
the sample ω).
Definition 3.2. A statistics is a random variable T : (Ω,F)→ (E, E).
Notice that a statistics does not depend on θ.
Definition 3.3. For a given function g : Θ → D ⊆ Rm (an open subset), an
estimator of g is defined as a random variable U : Ω → D (again, notice that it
does not depend on θ). An estimator is said to be unbiased if it is integrable and it
holds Eθ[U ] = g(θ) for every θ ∈ Θ.
There are various criteria by which we can judge the performance of an estimator.
Considering the quadratic cost, the risk of an estimator U is the function RU(θ) :=
Eθ[ ‖ g(θ) − U ‖2 ]. In particular, the risk of an unbiased estimator coincides with
its variance. Intuitively, an estimator is good if it is close to the true value. Of
course replacing the true parameter with its estimator is not cost free and hence a
lower cost corresponds to a better estimator. Thus we can establish a partial order
between estimators.
Definition 3.4. • An estimator U is said to be preferable to another estimator
V if, for every θ ∈ Θ, it holds RU(θ) ≤ RV (θ). If in addition there exists
θ0 ∈ Θ such that RU(θ0) < RV (θ0), U is said to be strictly preferable to V.
• Let D be a family of estimators. U ∈ D is said to be admissible (w.r.t. D) if
there does not exist an estimator V ∈ D which is strictly preferable to U.
• U ∈ D is an optimal estimator (w.r.t. D) if it is preferable over all the estima-
tors V ∈ D.
When estimating the parameter θ, the important thing is the variability of the
laws P θ around θ. That is, we want to have a local information.
We suppose to have a regular statistical model (Ω,F , {P θ, θ ∈ Θ}), dominated
by a probability measure µ = P and L(θ) = dP
θ
dP
. In what follows, Θ is an open set of
Rd. We assume that θ 7→ L(θ, ω) is a differentiable positive function a.s. (or more in
general Aθ = {ω : L(θ, ω) > 0} does not depend on θ) and that we can interchange
differentiation and integration when deriving functions such as θ 7→ E[L(θ)Y ] where
Y ∈ L2(Ω, P ) (for example if ∇L(θ) ∈ L2). We have
E[L(θ)] = 1 ⇒ E[∇L(θ) ] = 0,
Eθ[∇ log(L(θ)) ] = Eθ[ 1
L(θ)
∇L(θ) ] = E[∇L(θ) ] = 0,
which means that ω 7→ ∂
∂θi
log(L(θ, ω)) are centered r.v.’s with respect to each P θ.
Finally, we assume that ∇ log(L(θ)) is square integrable with respect to each P θ.
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Definition 3.5. The Fisher information matrix is the symmetric, positive semidef-
inite matrix I(θ) with elements
I(θ)ij := Eθ
[ ∂
∂θi
logL(θ)
∂
∂θj
logL(θ)
]
.
Remark 3.6. It is worth observing that the Fisher information matrix is exactly the
covariance matrix of the score function
I(θ) = Cov(∇ logL(θ)) = Eθ[∇ logL(θ) (∇ logL(θ))t ].
Moreover, it can be easily proved that, when all the second derivatives exist, we can
also write
I(θ)ij = −Eθ
[ ∂2 logL(θ)
∂θi∂θj
]
,
which is often a more convenient expression.
Theorem 3.7. (Cramer-Rao inequality) In addition to the previous assump-
tions, let I(θ) be a positive definite matrix and T be an unbiased estimator of a
differentiable function g : Rd → Rm. Then it holds
Covθ(T ) ≥
(
Jg(θ)
)
I−1(θ)
(
Jg(θ)
)t
,
where Jg(θ)i,j = ∂θjgi(θ), i = 1, . . . ,m, j = 1, . . . , d, is the Jacobian matrix of
g. The above inequality means that Covθ(T ) −
(
Jg(θ)
)
I−1(θ)
(
Jg(θ)
)t
is a positive
semi-defined matrix.
Proof. Differentiating Eθ[Ti] =
∫
Ti(ω)L(θ, ω) dP (ω) = gi(θ), for every i = 1, . . . ,m,
and j = 1, . . . , d we find
∂θjgi(θ) =
∫
Ti(ω) ∂θj logL(θ, ω)L(θ, ω) dP (ω)
which, using the fact that Eθ
[∇ logL(θ) ] = 0, can be modified to
∂θjgi(θ) =
∫ (
Ti(ω)− gi(θ)
)
∂θj logL(θ, ω)L(θ, ω) dP (ω).
Thinking of T, g and ∇ logL(θ) as column vectors, we can write this result as
Jg(θ) = Eθ
[ (
T − g(θ))∇ logL(θ)t ].
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Now, if we take x ∈ Rm such that ‖x‖ = 1, then
xt
(
Jg(θ)
)
I−1(θ)
(
Jg(θ)
)t
x = xt
(
Jg(θ)
)
I−1(θ)Eθ
[∇ logL(θ) (T − g(θ))t ]x
= Eθ
[
xt
(
Jg(θ)
)
I−1(θ)∇ logL(θ) (T − g(θ))t x ]
≤
(
xt Jg(θ) I−1(θ)Eθ[∇ logL(θ)∇ logL(θ)t ] I−1(θ)
(
Jg(θ)
)t
x
)1/2
(
xt Eθ
[ (
T − g(θ)) (T − g(θ))t ]x)1/2
where the last inequality follows from Cauchy-Schwarz. Finally, we deduce
xt
(
Jg(θ)
)
I−1(θ)
(
Jg(θ)
)t
x ≤ xtCovθ(T )x
which means that Covθ(T )−
(
Jg(θ)
)
I−1(θ)
(
Jg(θ)
)t
is a positive semi-defined ma-
trix.
Remark 3.8. In particular, if T is an unbiased estimator of θ (i.e. g(θ) = θ), we
immediately obtain that
V arθ(Ti) ≥
(
I(θ)
)−1
ii
or, in terms of mean squared error,
E[ ‖T − θ ‖2 ] ≥ trace(I−1(θ)).
Since
(
I(θ)
)−1
ii
≥ (Iii)−1 (see Lemma B.7 in Appendix), we deduce that by estimating
many parameters at the same time we can not improve the CRLB. On the contrary,
unless the Fisher information matrix is a diagonal matrix, separate estimations of
every parameter perform strictly better.
The Cramer-Rao inequality is useful because it places a lower bound on the
variance of any unbiased estimator. It tells us the best we can do when estimating
a parameter alerting the impossibility to find an unbiased estimator with variance
smaller than the CRLB. It is natural to ask if this bound is achievable.
Definition 3.9. An unbiased square integrable estimator is said to be efficient if its
variance equals the Cramer-Rao lower bound.
In practice we often do not find unbiased and efficient estimators but they tend
to be such for large sample sizes. This is why it is useful knowing the asymptotic
behaviour of an estimator as n → +∞ (imagining a sequence of observations). A
very common method in statistics is that of the maximum likelihood because it is
simple, intuitive and has good asymptotic properties.
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Definition 3.10. An estimator U : Ω → Rd of the parameter θ is said to be a
maximum likelihood estimator if for almost every ω
L
(
U(ω), ω
)
= sup
θ∈Θ
L(θ, ω)
and it is denoted θˆ.
We have no guarantee that such estimator exists and that it is unique. Anyway,
if the function θ 7→ L(θ, ω) is differentiable, a necessary condition is
d
dθ
L(θ, ω)
∣∣∣
θˆ(ω)=θ
= 0.
In general it is not unbiased!
Example 3.11. If we consider an infinite exponential sample with unknown pa-
rameter θ, we have
L(θ;x1, . . . , xn) = θ
n exp
(
θ
n∑
j=1
xj
)
, logL(θ) = n log θ − θ
n∑
j=1
xj,
∂θL(θ) =
n
θ
−
n∑
j=1
xj, ∂
2
θ logL(θ) =
n
θ2
=⇒ I(θ) = n
θ2
.
Now using the maximum likelihood equation, we obtain
θˆn(x1, . . . , xn) =
n∑n
j=1 xj
, E[θˆn] =
n θ
n− 1 ,
V ar(θˆn) =
θ2 n2
(n− 1)2 (n− 2) >
θ2
n− 2 >
θ2
n
(see Lemma B.8 in Appendix).
So the maximum likelihood estimator is only asymptotically unbiased and efficient.
Definition 3.12. The sequence θˆn is said to be consistent (strongly consistent) if
for every θ and w.r.t. every P θ, it holds θˆn → θ in probability (almost surely).
It is a well known result (see e.g. [GP13]) that when considering the exponential
models, for which L(θ, ω) = exp
( 〈θ, T 〉 − ψ(θ) ), under suitable hypothesis θˆn is
strongly consistent and
√
n (θˆn − θ) d−→ N
(
0, I−1(θ)
)
.
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3.2 A different formulation of a statistical model
The previous section justifies the importance of the derivative of the log-likelihood,
called the score function. It can be thought as an indicator of the sensibility of
the likelihood with respect to the parameter. The score function is very useful in
the theory of estimators because it enables us to derive many other informations
and properties (in particular the Fisher information and the CRLB). Hence we
are interested in finding expressions for the score function also when we do not
know the likelihood explicitly (otherwise in the classical models the calculation is
straightforward and one does not need the theory afterwards).
Let us change the formulation of a statistical model slightly so as to make it
clear that the Cramer Rao lower bound is obtained after integrating by parts. Then
it just comes natural to think about Malliavin Calculus and its integration by parts
formula.
Definition 3.13. A parametric statistical model is defined as a triplet consisting of
a probability space (Ω,F , P ), a parameter space Θ which is an open set in Rd and
a measurable map
X : Ω×Θ→ X ⊆ Rn
(ω, θ) 7→ X(ω, θ),
where X is the sample space (all the possible values of the observations) and Θ is
endowed with the Borel σ−field.
In this way, we are assuming that the observations depend explicitly on certain
parameters. We observe that for every θ, X(θ, ·) is a random variable and if it has
a density p(x, θ), that is exactly the likelihood of the model.
Example 3.14. According to this new formulation, a Gaussian model of size n and
parameters (m,σ2) can be represented in the following way:
Ω = R, F = B(R), Θ = R× [0,∞), θ = (m,σ2), Xi(ω;m,σ2) = m+ σUi,
where (Ui)i are independent normal N(0, 1) random variables.
Definition 3.15. A statistic is a measurable map
T : X → Rm
x 7→ T (x) = y.
We introduce the notation
g(θ) := E
[
T
(
X(·, θ)) ].
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Definition 3.16. A square integrable statistic T ∈ C1(Rn;Rm) is said to be regular
if
∇E[T (X) ] = E[∇T (X) ]
and for every i, j = 1, . . . ,m, Cov
(
Ti(X), Tj(X)
)
<∞.
As usual we need to make some regularity assumptions about the family of r.v.’s
{X(·, θ), θ ∈ Θ} :
i) For all θ ∈ Θ, X(·, θ) has a density p(·, θ) ∈ C1(Rn) with support, supp(X),
independent of θ.
ii) For all ω ∈ Ω, X(ω, ·) ∈ C1(Rd) as a function of θ. Furthermore, ∂θiXj ∈ L2(Ω)
and E[ ∂θiXj |X = x ] ∈ C1(Rn) as a function of x, ∀ θ ∈ Θ, i = 1, . . . , d and
j = 1, . . . , n.
iii) For every j = 1, . . . , n, i = 1, . . . d, it holds
∂xj
(
E[∂θiXj |X] p(X, θ)
)
p(X, θ)
∈ L2(Ω),
where for any smooth function h, we denote ∂xjh(X) := ∂xjh(x) |x=X .
iv) Any statistic T with compact support in the interior of supp(X) is regular.
Remark 3.17. Note that if T ∈ C1 has compact support in the interior of supp(X)
and the previous hypothesis are satisfied, then for i = 1, . . . ,m, j = 1, . . . , d we have
∂θjE[Ti(X) ] = E[ ∂θjTi(X) ] = E
[ n∑
k=1
∂xkTi(X) ∂θjXk
]
=
∫
Rn
n∑
k=1
∂xkTi(x)E[ ∂θjXk |X = x ] p(x, θ) dx
= −
∫
Rn
Ti(x)
n∑
k=1
∂xk
(
E[ ∂θjXk |X = x ] p(x, θ)
)
dx,
where the last equality is obtained using the integration by parts formula since
lim
x→x0
Ti(x)E[ ∂θjXk |X = x ] p(x, θ) = 0, k = 1, . . . , n, ∀ θ ∈ Θ, ∀x0 ∈ ∂supp(X).
Hence
∂θjE[Ti(X) ] = −E
[
Ti(X)
n∑
k=1
∂xk
(
E[∂θjXk |X] p(X, θ)
)
p(X, θ)
]
, (3.1)
where the quotient is defined as 0 if p(X, θ) = 0.
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More in general we give now another statement of the Cramer-Rao’s inequality.
Proposition 3.18. Let T be a regular statistic satisfying i)-iii) such that for every
j ∈ {1, . . . , d},
lim
x→x0
E[ ∂θjXk |X = x ] p(x, θ) = 0, k = 1, . . . , n, ∀ θ ∈ Θ, ∀x0 ∈ ∂supp(X) (3.2)
including x0 = ∞ in supp(X) if it is not compact. Then denoting by I the d × d
matrix
Iij = E
[ n∑
k=1
∂xk
(
E[∂θiXk |X] p(X, θ)
)
p(X, θ)
n∑
h=1
∂xh
(
E[∂θjXh |X] p(X, θ)
)
p(X, θ)
]
it holds:
Cov
(
T (X)
) ≥ (Jg(θ)) I−1(θ) (Jg(θ))t, (3.3)
provided that I is invertible.
The above inequality means that Cov
(
T (X)
)− (Jg(θ)) I−1(θ) (Jg(θ))t is still a
positive semi-defined matrix.
Proof. By the boundary condition (3.2) and the integration by parts formula we
have
E
[ n∑
k=1
∂xk
(
E[∂θiXk |X] p(X, θ)
)
p(X, θ)
]
=
∫
Rn
n∑
k=1
∂xk
(
E[∂θiXk |X = x] p(x, θ)
)
dx = 0.
(3.4)
Then, since ∂θjXk ∈ L2 and T is regular we also have that E[ | ∂θjXk Ti(X) | ] < ∞
for every i = 1, . . . , d, j = 1, . . . ,m, k = 1, . . . , n, θ ∈ Θ, and therefore
E[ ∂θjXk Ti(X) ] = E
[
E[ ∂θjXk Ti(X) |X ]
]
= E
[
Ti(X)E[ ∂θjXk |X ]
]
=
∫
Rn
E[ ∂θjXk |X = x ]Ti(X) p(x, θ) dx <∞,
which leads to
lim
x→x0
E[ ∂θjXk |X = x ] p(x, θ)Ti(X) = 0, ∀x0 ∈ ∂supp(X).
As a result we obtain
∂θjE[Ti(X) ] = −E
[
Ti(X)
n∑
k=1
∂xk
(
E[∂θjXk |X] p(X, θ)
)
p(X, θ)
]
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and because of (3.4) we can write
Jg(θ) = −E[ (T (X)− g(θ))St ],
where S is the following column vector in Rd
Si =
n∑
k=1
∂xk
(
E[∂θiXk |X] p(X, θ)
)
p(X, θ)
.
Since I := E[S St ], the result follows from the Cauchy-Schwarz inequality with the
same calculations used in Theorem 3.7.
In order to realise that in most cases this is exactly the CRLB we consider an
example of a classical model in the one dimensional case, where this calculation is
straightforward.
Example 3.19. Let X be the random vector (X1, . . . , Xn) where Xi =
Ui
θ
are
i.i.d. r.v.’s with Ui ∼ exp(1). This situation corresponds to a usual parametric
model of n independent observations exponentially distributed with parameter θ,
i.e. p(x, θ) = θn exp
(− θ ∑n1 xj). We have that
∂θXj = −Xj
θ
E[∂θXj |X] p(X, θ) = −Xj θn−1 exp
(− θ n∑
1
xj
)
∂xj
(
E[∂θXj |X] p(X, θ)
)
p(X, θ)
= −1
θ
+Xj
n∑
j=1
∂xj
(
E[∂θXj |X] p(X, θ)
)
p(X, θ)
=
n∑
1
Xj − n
θ
E
[ (
T (X)− g(θ)) n∑
j=1
∂xj
(
E[∂θXj |X] p(X, θ)
)
p(X, θ)
]2
= V ar
( n∑
1
Xj
)
= V ar
(
∂θ log p(X, θ)
)
= I(θ).
Moreover if we also assume that
v) For each fixed x, p(x, θ) is smooth as a function of θ,
vi) For any smooth statistic T with compact support in the interior of supp(X),
∂θj
∫
Rn Ti(x) p(x, θ) dx =
∫
Rn Ti(x) ∂θjp(x, θ) dx, ∀ θ ∈ Θ, ∀ i = 1, . . . ,m, j =
1, . . . , d,
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we have the following proposition which shows that (3.3) is just the usual Cramer
Rao inequality.
Proposition 3.20. If conditions i)-vi) hold, then for every j ∈ {1, . . . , d}
−
n∑
k=1
∂xk
(
E[∂θjXk |X = x ] p(x, θ)
)
p(x, θ)
= ∂θj log p(x, θ), a.e. and ∀ θ ∈ Θ.
Proof. We have seen in (3.1) that
∂θjE[Ti(X) ] = −E
[
Ti(X)
n∑
k=1
∂xk
(
E[∂θjXk |X] p(X, θ)
)
p(X, θ)
]
.
On the other hand, it holds
∂θjE[Ti(X) ] = ∂θi
∫
Rn
Ti(x) p(x, θ) dx
=
∫
Rn
∂θj log p(x, θ)Ti(x) p(x, θ) dx
= E[Ti(X) ∂θj log p(X, θ) ].
Since Ti ∈ C1 are dense in L2 and for every such T
E[Ti(X) ∂θj log p(X, θ) ] = −E
[
Ti(X)
n∑
k=1
∂xk
(
E[∂θjXk |X] p(X, θ)
)
p(X, θ)
]
,
we find
−
n∑
k=1
∂xk
(
E[∂θjXk |X = x ] p(x, θ)
)
p(x, θ)
= ∂θj log p(x, θ), a.e. and ∀ j = 1, . . . , d.
This means that S is exactly the score function S = ∇ log p(x, θ) and I the Fisher
information matrix.
So far we have assumed that supp(X) does not depend on θ. Now we suggest
a localization technique to get rid of this assumption. It enables us to settle the
general case where supp(X) depends on θ. For simplicity’s sake we consider the case
d = 1 but similar calculations also hold in higher dimensions.
Example 3.21. LetX = (X1, . . . , Xn) whereXi = θ Ui are with Ui ∼ Uniform(0, 1)
independent r.v.’s. This situation corresponds to a usual parametric model of n in-
dependent observations uniformly distributed in [0, θ], i.e. p(x, θ) = 1
θn
1[0,θ]n(x).
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We consider a function T = T (X) ∈ C1 and a function pi : [0, 1]n → R belonging
to C1(0, 1)∩C[0, 1] such that pi(U) = 0 if there exists i ∈ {1, . . . , n} with Ui ∈ {0, 1}.
So the support of pi does not depend on θ and if x ∈ supp(X) then pi(x
θ
) = 0. This
enables us to use the integration by parts formula as previously.
We have
∂θE[T (X) pi(U) ] = E[ ∂θT (X) pi(U) ]
= E
[ n∑
j=1
∂xjT (X) ∂θXj pi(U)
]
=
n∑
j=1
E
[
∂xjT (X) ∂θXj pi(U)
]
=
n∑
j=1
1
θn
∫ θ
0
. . .
∫ θ
0
∂xjT (x)E[ ∂θXj |X = x ] pi(
x
θ
) dx
= −
n∑
j=1
1
θn
∫ θ
0
. . .
∫ θ
0
T (x) ∂xj
(
E[ ∂θXj |X = x ] pi(x
θ
)
)
dx
= −E
[
T (X)
n∑
j=1
∂xj
(
∂θXj pi(
X
θ
)
) ]
= −E
[ (
T (X)− E[T (X) ] ) n∑
j=1
∂xj
(
∂θXj pi(
X
θ
)
) ]
.
Applying the Cauchy Schwarz inequality we obtain
V ar(T ) ≥
(
∂θE[T (X) pi(U) ]
)2
E
[ ∑n
j=1 ∂xj
(
∂θXj pi(
X
θ
)
)]2 ,
where
∂xj
(
∂θXj pi(
X
θ
)
)
=
1
θ
∂uj
(
Uj pi(U)
)
.
We note that if pi(U) ≡ 1 (this could be considered as a limit case) then the Cramer
Rao bound is of order n−2 which corresponds to the variance of max(X1, . . . , Xn)
that is the maximum likelihood estimator of θ (see Lemma B.9 in Appendix).
3.3 A Malliavin Calculus approach to statistics
In this section we give an alternative derivation of the Cramer Rao lower bound using
the integration by parts formula of Malliavin Calculus. In the following results we
assume that Ω is the Wiener space.
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Theorem 3.22. Let Xk ∈ D1,2, k = 1, . . . , n and Z = (Z1, . . . , Zd) such that for
every i = 1, . . . , d, Zi ∈ D(δ) and
〈Zi, DXk〉L2(0,T ) = ∂θiXk. (3.5)
If T is a regular unbiased estimator of g(θ), then
Cov
(
T (X)
) ≥ (Jg(θ)) (Cov(E[ δ(Z) |X ] ))−1 (Jg(θ))t,
where δ(Z) =
(
δ(Z1), . . . , δ(Zn)
)
. Furthermore, if in addition
i) p(x, θ) ∈ C1 as a function of θ, with support, supp(X) independent of θ,
ii) any smooth statistic with compact support in the interior of supp(X) is regular
and ∂θj
∫
Rn Ti(x) p(x, θ) dx =
∫
Rn Ti(x) ∂θjp(x, θ) dx, ∀ θ ∈ Θ, i = 1, . . . ,m,
j = 1, . . . , d,
then
E[ δ(Z) |X ] = ∇ log p(x, θ), a.s. and for all θ ∈ Θ.
Proof.
∂θjE[Ti(X) ] =
n∑
k=1
E
[
∂xkTi(X) ∂θjXk
]
.
If we have Z such that 〈Zj, DXk〉L2(0,T ) = ∂θjXk, for every j = 1, . . . , d and k =
1, . . . , n, then
∂θjE[Ti(X) ] =
n∑
k=1
E
[
∂xkTi(X) 〈Zj, DXk〉L2(0,T )
]
.
By the chain rule of the derivative operator D, it holds
DTi(X) =
n∑
k=1
∂xkTi(X)DXk.
Therefore we have
∂θjE[Ti(X) ] = E
[ 〈Zj, DTi(X)〉L2(0,T ) ]
= E[Ti(X) δ(Zj) ],
or equivalently
Jg(θ) = E
[ (
T (X)− g(θ))E[δ(Z) |X ]t ].
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Finally, since the divergence operator takes values into centered r.v.’s, we have
Cov
(
E[ δ(Z) |X ] ) = E[E[δ(Z) |X ]E[δ(Z) |X ]t ],
and the result follows again by the Cauchy Schwarz inequality and the usual calcu-
lations.
If we assume i) and ii), we have
E[Ti(X) δ(Zj) ] = ∂θjE[Ti(X) ]
= ∂θj
∫
Rn
Ti(x) p(x, θ) dx
=
∫
Rn
Ti(x) ∂θj log p(x, θ) p(x, θ) dx
= E[Ti(X) ∂θj log p(X, θ) ].
The result follows from a density argument.
Remark 3.23. Since T is a smooth statistic with compact support (thus it is bounded),
a sufficient condition for the property ii) is to have ∂θip(x, θ) ∀ i = 1, . . . , d uniformly
bounded with respect to θ by an integrable function.
Remark 3.24. Our aim becomes now to look for a standard way of finding such a
process Z. For example, if there exists U, an n−dimensional random vector with
values in L2(0, T ) such that
〈Uk, DXj〉L2(0,T ) = δkj,
then
Zj :=
n∑
k=1
Uk ∂θjXk
verifies the condition (3.5), provided that Zj ∈ D(δ).
In particular, if the Malliavin covariance matrix C = (Cij)ij with Cij = 〈DXi, DXj〉L2(0,T ),
is invertible and we let A = C−1, we can take
Uk :=
n∑
j=1
Akj DXj.
Indeed,
〈Uk, DXi〉L2(0,T ) =
n∑
j=1
Akj 〈DXj, DXi〉L2(0,T )
=
n∑
j=1
Akj Cji
= (AC)ki = δki.
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Thus a natural candidate for Z = (Z1, . . . , Zd) is
Zi =
n∑
k=1
n∑
j=1
Akj DXj ∂θiXk.
Let us illustrate this framework through some classical examples.
Example 3.25. Let Xj = σ j + m, 1 ≤ j ≤ n, where j are independent stan-
dard normally distributed r.v.’s. This situation corresponds to a Gaussian model
N(m,σ2). In particular we can assume that (Ω,F , P ) is the Wiener space and that
j =
√
n
∫ T
0
1[ j−1
n
, j
n
)(t) dWt.
Indeed, these j are i.i.d. N(0, 1) and setting hj(t) =
√
n1[ j−1
n
, j
n
)(t), we have j =
W (hj).
Since DXj = σDj = σ hj we have that C = σ
2 I and A = σ−2I. Hence
Z1 =
n∑
j,k=1
Akj DXj ∂mXk =
n∑
j=1
σ−1 hj, since ∂mXk = 1,
Z2 =
n∑
j,k=1
Akj DXj ∂σXk =
n∑
j=1
σ−1 hj j, since ∂σXk = k.
As a result
δ(Z1) =
n∑
j=1
σ−1W (hj) =
n∑
j=1
σ−1 j =
1
σ2
n∑
j=1
(Xj −m),
δ(Z2) =
n∑
j=1
σ−1 2j −
n
σ
=
n∑
j=1
(Xj −m)2
σ3
− n
σ
and the score function is
E[ δ(Z) |X ] = δ(Z).
We obtain the Fisher information matrix
I(θ) =
[
n/σ2 0
0 2n/σ2
]
and if T is an estimator of θ = (m,σ), we have
E[ ‖T (X)− θ‖2 ] ≥ 3σ
2
2n
.
We note that this result holds also for n = 1, which means that in general there is
no need for the size of the sample to be greater than the number of the unknown
parameters.
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Example 3.26. Let F = (F1, . . . , Fn) be a random vector such that Fi ∈ D1,2, i =
1, . . . , n. We observe X = (X1, . . . , Xn) which represents translations of F , i.e.
X = F + θ where θ = (θ1, . . . , θn). In this case the condition (3.5) becomes
〈Zi, DFj〉L2(0,T ) = δij, ∀ i, j ∈ {1, . . . , n}.
In particular, if we assume that the Malliavin covariance matrix of F is invertible
(and we denote by A its inverse), then
Zi =
n∑
j=1
aij DFj i = 1, . . . , n,
provided that ∀ i, j ∈ {1 . . . , n}, aij DFj ∈ D(δ).
In other words we are looking for for some directions Zi ∈  L2
(
(0, T );L2(Ω))
which are orthogonal to all DFk except one. In particular, we derive that e.g. if we
have F1 = · · · = Fn, such a random vector does not exists.
Considering a one-dimensional observation X = F + θ, the condition (3.5) be-
comes
〈Z,DF 〉L2(0,T ) = 1
and we can easily obtain the integration by parts formula
∂θE[T (X) ] = E[T ′(X) ]
= E[T ′(X) 〈Z,DF 〉L2(0,T ) ]
= E[ 〈Z,DT (X)〉L2(0,T ) ]
= E[T (X) δ(Z) ].
We recall that if F ∈ D1,2 is such that DF‖DF‖2
L2(0,T )
∈ D(δ), then the law of F is ab-
solutely continuous with respect to the Lebesgue measure (see [Nua06], Proposition
2.1.1, page 86). Hence in this case the law of X is also absolutely continuous. In
addition, here we are assuming that its density is a function of class C1 and we find
that
∂θp(x, θ) = E
[
δ
( DF
‖DF‖2L2(0,T )
) |X = x ].
Our problem is to find Z and the following result can be useful in this sense.
It states that if we find an appropriate transformation of X into Y such that its
Mallavin derivatives can be easily calculated, it is sufficient to find the process Z
relative to Y and it also satisfies the condition with respect to X.
Proposition 3.27. Let X = (X1, . . . , Xn)
T and Y = (Y1, . . . , Yn)
T be random vec-
tors with components in D1,2 where Y = h(θ,X) with h(θ, ·) one to one for all θ. If
the following identity holds for every i = 1, . . . , d and j = 1, . . . , n
〈Zi, DYj〉L2(0,T ) = dθiYj − (∂θhj)(θ,X),
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then
〈Zi, DXj〉L2(0,T ) = ∂θiXj.
As a result, the process
Zi =
n∑
r,l=1
DYr Brl
(
dθYl − (∂θihl)(θ,X)
)
,
satisfies
〈Zi, DXj〉L2(0,T ) = ∂θiXj.
Here B = (〈DYi, DYj〉L2(0,T ))−1i,j=1,...,n and dθ means the total derivative with respect
to θ : dθYl = ∂θ(hl(θ,X)).
Proof. From
〈Zi, DYj〉L2(0,T ) = dθiYj − (∂θhj)(θ,X),
we derive that for i = 1, . . . , d and j, k = 1, . . . , n,
n∑
k=1
〈Zi, DXk〉L2(0,T ) ∂hj
∂xk
(θ,X) =
n∑
k=1
∂θiXk
∂hj
∂xk
(θ,X),
or equivalently,
Ab = 0 where Ajk =
∂hj
∂xk
(θ,X), bk = 〈Zi, DXk〉L2(0,T ) − ∂θiXk.
Since A is invertible, then b = 0 which means that for k = 1, . . . , n and i = 1, . . . , d,
〈Zi, DXk〉L2(0,T ) = ∂θiXk.
Example 3.28. Let Xj = θj Xj−1 + j, 1 ≤ j ≤ n, where j are independent
standard normally distributed r.v.’s and X0 is a constant. We define Y = h(θ,X),
where hj(θ, x) = xj − θjxj−1 with x0 = X0. Therefore Yj = j and
dθiYj = dθij = 0, (∂θihj)(θ,X) = −Xj−1 δij,
DYr = hr, B = I,
so we have that
Zi =
n∑
r,l=1
DYr Brl
(
dθYl − (∂θhl)(θ,X)
)
=
n∑
r,l=1
hrδrl δilXl−1 = hiXi−1.
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Since W (hj) = j, then
δ(Zi) = δ(hiXi−1)
= W (hi)Xi−1 − 〈DXi−1, hi〉L2(0,T )
= iXi−1 = (Xi − θiXi−1)Xi−1,
because 〈DXi−1, hi〉L2(0,T ) = 0. This follows from DXj = hj + θj DXj−1. Conse-
quently
∂θi log p(X, θ) = (Xi − θiXi−1)Xi−1.
3.4 Statistical inference for diffusion processes
What we have done so far does not justify the importance of Malliavin Calculus
because when we know the explicit form of the likelihood we can proceed without
involving these techniques. This section is devoted to constructing a similar theory
for continuous time models which is a significant improvement towards confirming
the relevance of this method. We turn now to discrete observations of one dimen-
sional diffusion processes where the driving process is a Brownian motion, deriving
an expression for the score function and then analyse some significant consequences
about local asymptotic properties.
The idea of local asymptotics, due to Hajek and Le Cam (see e.g. the monograph
[LCY00]), is to measure the efficiency of an estimator at a point through its local
behaviour around that point. Estimators can achieve superefficiency at a point in
the parameter space by borrowing efficiency from neighbouring parameter values.
So superefficiency at one point reduces efficiency in a neighbourhood of the point.
The local neighbourhoods of a point θ are are taken of the type {θ′ : |θ′− θ| ≤ δn b}
for some sequence δn → 0 and b <∞. Under such condition we study the behaviour
of the pair (Pθ′ ,Pθ) by looking at the logarithm of the likelihood ratio
Zn(θ, θ
′) := log
dPθ′n
dPθn
(X(n)).
In particular, within our formulation of a statistical model, taking θ′ = θ + δn u,
|u| < b, the log likelihood ratio becomes
Zn(θ, θ + δn u) = log
p(X(n), θ + δn u)
p(X(n), θ)
and we try to approximate it by a sum of two terms: one linear in u and the other
one quadratic.
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Definition 3.29. A statistical model satisfies the Local Asymptotic Normality prop-
erty (LAN) at θ ∈ Θ if there exists a constant Γ(θ) ≥ 0 such that
Zn( θ, θ + u δn )
d−→ uΓ(θ)1/2N(0, 1)− 1
2
u2 Γ(θ).
We use the notation
d−→ to denote the convergence in distribution and P−→ for the
convergence in probability. To be precise, here the convergence in distribution is
with respect to the probability Pθ, or with respect to P, within our formulation of a
statistical model.
More in general we have the following definition.
Definition 3.30. A statistical model satisfies the Local Asymptotic Mixed Normal-
ity property (LAMN) at θ ∈ Θ if there are random variables Sn, Γ(θ), Rn eventually
defined on a suitable extension of (Ω,Pθ) such that
Zn( θ, θ + u δn ) = uSn
√
Γ(θ)− u
2
2
Γ(θ) +Rn
with Rn
Pθ−→ 0, (Sn,Γ(θ)) d−→ (S,Γ(θ)), where S ∼ N(0, 1) is a Gaussian random
variable independent of Γ(θ).
Local asymptotics play an important role in statistics because they are used to
derive invariance properties, minimax theorems and lower bounds for the variance
of estimators.
Example 3.31. A remarkable example is that of observations X(n) = (Xt1 , . . . , Xtn)
of the Ornstein-Uhlenbeck process
dXt = −θ Xt dt+ dBt, X0 = 0.
We can write Xt as an integral
Xt =
∫ t
0
e−θ (t−s) dBs
and consequently DsXt = e
−θ (t−s) 1[0,t](s). On the other side we have
∂θXt =
∫ t
0
(s− t) e−θ(t−s) dBs
= −t e−θt
∫ t
0
eθs dBs + e
−θt
∫ t
0
s eθs dBs.
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Thus, applying Ito’s formula, we obtain
d∂θXt = −Xt dt− θ ∂θXt dt, ∂θX0 = 0,
which can be also seen as a special case of Theorem 1.31. So
∂θXt = −
∫ t
0
e−θ (t−s) Xs ds
= −
∫ T
0
XsDsXt ds = −〈X,DXt〉L2(0,T ).
This suggests taking Z = −X and leads to the following score function:
∂θ log p(X
(n), θ) = −E[ δ(X) |X(n) ] = −E
[ ∫ T
0
Xs dBs
∣∣∣X(n) ]
= −E
[ ∫ T
0
Xs dXs + θ
∫ T
0
X2s ds
∣∣∣X(n) ].
In particular, we can also derive an expression for the maximum likelihood estimator
θˆ = −E[
∫ T
0
Xs dXs |X(n) ]
E[
∫ T
0
X2s ds |X(n) ]
.
Now we take ∆ti = ∆n and n observations in such a way that ∆n → 0 and n∆n →∞
when n goes to infinity. Then
1√
n∆n
∂θ log p(X
(n), θ) = −E
[ 1√
n∆n
∫ n∆n
0
Xs dBs
∣∣∣X(n) ].
By ergodicity (see Lemma B.10 in Appendix)
1
n∆n
∫ n∆n
0
X2s ds
P−→ 1
2 θ
, (3.6)
and then, from a central limit theorem we derive (see Theorem B.11 in Appendix)
1√
n∆n
δ(X)
d−→ N(0, 1
2 θ
). (3.7)
On the other hand,
δ(X) =
∫ n∆n
0
Xs dBs =
∫ n∆n
0
Xs dXs + θ
∫ n∆n
0
X2s ds
=
n∑
i=1
Xti−1 ∆Xti + θ
n∑
i=1
X2ti−1∆n +
n∑
i=1
Ri,
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where
Ri =
∫ ti
ti−1
(Xs −Xti−1 ) dBs + θ
∫ ti
ti−1
Xti−1 (Xs −Xti−1 ) ds.
We can easily check that 1√
n∆n
∑n
i=1Ri
L2−→ 0. Indeed,
E
[ ( 1√
n∆n
n∑
i=1
Ri
)2 ]
≤ c
n
n∑
i=1
{
E
[ 1
∆n
∫ ti
ti−1
(Xs −Xti−1)2 ds
]
+θ2 E
[ 1
∆n
∫ ti
ti−1
X2ti−1 (Xs −Xti−1)2 ds
]}
→ 0,
where we have used Ito isometry at the first term and c is a positive constant. So
1√
n∆n
δ(X)− 1√
n∆n
( n∑
i=1
Xti−1 ∆Xti + θ
n∑
i=1
X2ti−1∆n
)
L2−→ 0,
and, since the second term is X(n) measurable, we have that
1√
n∆n
δ(X)− E
[ 1√
n∆n
δ(X)
∣∣∣X(n) ] = (3.8)
=
1√
n∆n
δ(X)− 1√
n∆n
( n∑
i=1
Xti−1 ∆Xti + θ
n∑
i=1
X2ti−1∆n
)
+
+ E
[ ( 1√
n∆n
n∑
i=1
Ri
)2 ] L2−→ 0.
Finally (3.7) and (3.8) imply that
E
[ 1√
n∆n
δ(X)
∣∣∣X(n) ] = − 1√
n∆n
∂θ log p(X
(n), θ)
d−→ N(0, 1
2θ
). (3.9)
We note that the asymptotic Fisher information is given by 1
2θ
.
Next we show that the maximum likelihood estimator is asymptotically normal.
In fact, we can write
θˆn = θ −
E[
∫ T
0
Xs dBs |X(n) ]
E[
∫ T
0
X2s ds |X(n) ]
, T = n∆n,
or equivalently
√
n∆n (θˆn − θ) =
E[ 1√
n∆n
∫ T
0
Xs dBs |X(n) ]
E[ 1
n∆n
∫ T
0
X2s ds |X(n) ]
.
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Now we write ∫ T
0
X2s ds =
n∑
i=1
X2ti−1 ∆n +
n∑
i=1
Ri,
where
Ri =
∫ ti
ti−1
(X2s −X2ti−1) ds.
Since
E
[
| 1
n∆n
n∑
i=1
Ri |
]
≤ 1
n
n∑
i=1
E
[ 1
∆n
∫ ti
ti−1
|X2s −X2ti−1| ds
]
n→∞−−−→ 0,
then we have
E
[ 1
n∆n
∫ T
0
X2s ds
∣∣∣X(n) ]− 1
n∆n
∫ T
0
X2s ds
P−→ 0.
Together with (3.6), this leads to
E
[ 1
n∆n
∫ T
0
X2s ds
∣∣∣X(n) ] P−→ 0.
Using (3.9) we conclude that√
n∆n (θˆn − θ) d−→ N(0, 2θ).
Now we consider
Zn
(
θ, θ +
u√
n∆n
)
= log p
(
X(n), θ +
u√
n∆n
)− log p(X(n), θ).
Since
log p
(
x, θ +
u√
n∆n
)− log p(x, θ) = ∫ θ+ u√n∆n
θ
∂θ′ log p(x, θ
′) dθ′
and
∂θ′ log p(X
(n), θ′) = E[ δ(X) |X(n)θ′ = X(n)θ ],
we have
Zn
(
θ, θ +
u√
n∆n
)
= −
∫ θ+ u√
n∆n
θ
E[ δ(X) |X(n)θ′ = X(n)θ ] dθ′
= −
∫ θ+ u√
n∆n
θ
( n∑
i=1
Xti−1 ∆Xti + θ
n∑
i=1
X2ti−1∆n
)
dθ′ −Mn.
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Here
Mn =
∫ θ+ u√
n∆n
θ
E
[ n∑
i=1
Ri
∣∣∣X(n)θ′ = X(n)θ ] dθ′
and we can show that Mn
L2−→ 0. In fact
E[M2n ] ≤ 2
n∑
i=1
E
( ∫ θ+ u√
n∆n
θ
E[Ri |X(n)θ′ = X(n)θ ] dθ′
)2
and applying Ho¨lder inequality with exponent 2, we obtain
E
( ∫ θ+ u√
n∆n
θ
E[Ri |X(n)θ′ = X(n)θ ] dθ′
)2
≤
≤ u√
n∆n
∫ θ+ u√
n∆n
θ
E
[
E[R2i |X(n)θ′ = X(n)θ ]
]
dθ′
=
u√
n∆n
∫ θ+ u√
n∆n
θ
E
(
E[R2i |X(n)θ′ ]
pi(θ)
pi(θ′)
)
dθ′,
where pi(θ) is the joint density of
(
(Xθ)ti−1 , (Xθ)ti
)
evaluated atX
(n)
θ′ (see Lemma B.12
in Appendix). Then, since
E
(
E[R2i |X(n)θ′ ]
pi(θ)
pi(θ′)
)
≤
(
E
(
E(R2i |X(n)θ′ )2
])1/2 (
E
( pi(θ)
pi(θ′)
)2 )1/2
≤ c
(
E
(
E(R2i |X(n)θ′ )2
])1/2
≤ c (E[R4i ] )1/2 ≤ c∆2n,
for some constant c > 0 (see Lemma B.14 in Appendix), we derive
E
( ∫ θ+ u√
n∆n
θ
E[Ri |X(n)θ′ = X(n)θ ] dθ′
)2
≤ c u
2
n
∆n.
Here we have used that
E[R4i ] ≤ cE
[ (
θ′
∫ ti
ti−1
Xti−1 (Xs −Xti−1 ) ds
)4 ]
+ cE
[ ( ∫ ti
ti−1
(Xs −Xti−1 ) dBs
)4 ]
≤ cE
[
∆2n
( ∫ ti
ti−1
X2ti−1 (Xs −Xti−1 )2 ds
)2 ]
+ cE
[ ( ∫ ti
ti−1
(Xs −Xti−1 )2 ds
)2 ]
≤ cE
[
∆3n
( ∫ ti
ti−1
X4ti−1 (Xs −Xti−1 )4 ds
) ]
+ cE
[
∆2n
∫ ti
ti−1
(Xs −Xti−1 )4 ds
]
≤ c∆4n E[ sup
ti−1≤s≤ti
|Xs |4 ]
≤ c∆4n,
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where the positive constant c (which is not always the same) depends on θ but not on
n and ∆n. The previous inequalities are obtained applying Ho¨lder and Burkholder
inequalities (see Lemma B.13 in Appendix). Finally, we have
E[M2n ] ≤ c
1
n
n∑
i=1
∆n → 0.
Hence, since
Zn
(
θ, θ +
u√
n∆n
)
= − u√
n∆n
( n∑
i=1
Xti−1 ∆Xti + θ
n∑
i=1
X2ti−1∆n
)
− 1
2
u2
n∆n
n∑
i=1
X2ti−1∆n −Mn
and
1
n∆n
n∑
i=1
X2ti−1∆n −
1
n∆n
∫ n
0
X2s ds
L1(Ω)−−−→ 0,
1
n∆n
∫ n
0
X2s ds
d−→ 1
2 θ
, Mn
L2−→ 0,
we conclude that
Zn
(
θ, θ +
u√
n∆n
) d−→ uN(0, 1
2 θ
)− u
2
4 θ
.
This is the Local Asymptotic Normality property at θ ∈ Θ.
Now we consider the case of general diffusion processes. LetX(n) = (Xt1 , . . . , Xtn)
be a vector of observations of the process
Xt = x+
∫ t
0
bs(θ,Xs) ds+
∫ t
0
σs(θ,Xs) dBs.
Here we let ti = i∆n with ∆n = n
−1. We note that, differently from the previous
case, it holds n∆n = 1, so we are considering a bounded time interval and increasing
the observation density. In particular, the situation becomes somewhat simpler since
we do not need to introduce any ergodicity assumption. However, we do assume
some regularity for the coefficients b and σ. Precisely, let bs, σs and their derivatives
with respect to θ and x be C1,3b as functions of t and x. Moreover let σs be uniformly
bounded and uniformly elliptic.
Thanks to Theorem 1.29 and Theorem 1.31, we define
βt = (∂xXt)
−1∂θXt
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and also let
β˜t = ∂xXt
(
σt(θ,Xt)
)−1 n∑
i=1
a(n)(t) (βti − βti−1)1{ti−1≤t≤ti},
for some choice of
a(n) ∈ L2(0, T ),
∫ ti
ti−1
a(n)(t) dt = 1, i = 1, . . . , n.
E.g. a(n)(t) = 1/∆n = n is sufficient for our purposes. Then, thanks to (1.10), we
have
DsXt = ∂xXt (∂xXs)
−1 σs(θ,Xs)1[0,t](s)
and we can easily check that
∂θXti = 〈β˜, DXti〉L2(0,T ) for every i = 1, . . . , n.
Indeed, it holds
〈β˜, DXti〉L2(0,T ) = ∂xXti
∫ ti
0
n∑
j=1
a(t) (βtj − βtj−1)1{tj−1≤t≤tj} dt
= ∂xXti
i∑
j=1
(βtj − βtj−1)
∫ tj
tj−1
a(t) dt
= ∂xXti
i∑
j=1
(βtj − βtj−1)
= ∂xXti βti = ∂θXti .
By uniform ellipticity, smoothness and boundedness assumptions on the coefficients,
we have that βt ∈ D1,2 and ∂xXt
(
σt(θ,Xt)
)−1 ∈ D(δ). Thus β˜ ∈ D(δ) and the score
function is given by
E[ δ(β˜) |X(n) ].
Indeed conditions i) and ii) of Theorem 3.22 are fulfilled since supp(X) = Rn and
∂θp(x, θ) is uniformly bounded with respect to θ by an integrable function (see
Lemma B.15 in Appendix).
For a = n, by Proposition 1.15, we have
1
n
δ(β˜) =
n∑
i=1
(βti − βti−1)
∫ ti
ti−1
∂xXt
(
σt(θ,Xt)
)−1
dBt
−
n∑
i=1
∫ ti
ti−1
Dtβti ∂xXt
(
σt(θ,Xt)
)−1
dt.
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In addition, by Theorem 1.29,
∂xXt = 1 +
∫ t
0
∂xbs ∂xXs ds+
∫ t
0
∂xσs ∂xXs dBs
and, by Theorem 1.27,
∂θXt =
∫ t
0
( ∂θbs + ∂xbs ∂θXs ) ds+
∫ t
0
( ∂θσs + ∂xσs ∂θXs ) dBs.
So, Ito formula leads to a representation
βt =
∂θXt
∂xXt
=
∫ t
0
µs ds+
∫ t
0
∂θσs
∂xXs
dBs
for a certain process µ that can be explicitly calculated. Then, in virtue of a central
limit theorem for continuous martingales (see Lemma B.16 in Appendix), we have
that
√
n
( n∑
i=1
(βti − βti−1)
∫ ti
ti−1
∂xXt
(
σt(θ,Xt)
)−1
dBt
−
n∑
i=1
∫ ti
ti−1
∂θσt
σt
dt
)
s−L−−→
√
2
∫ 1
0
( ∂θσs
σs
)
dWs,
where s − L denotes the stable convergence in law. Here W is a Brownian motion
independent of B. Moreover, for t ≤ ti,
Dtβti =
∂θσs
∂xXs
+
∫ ti
0
Dtµs ds+
∫ ti
t
∂x
( ∂θσs
∂xXs
)
DtXs dBs
and therefore (see Lemma B.17 in Appendix)
√
n
n∑
i=1
( ∫ ti
ti−1
Dtβti ∂xXt σ
−1
t dt−
∫ ti
ti−1
∂θσt
σt
dt
)
L2−→ 0.
Consequently, since Xn
s−L−−→ Z and Yn P−→ 0⇒ Xn+Yn s−L−−→ Z (see [Jac97] for some
facts about stable convergence), we have
1√
n
δ(β˜)
s−L−−→
√
2
∫ 1
0
( ∂θσs
σs
)
dWs.
Then we can see that (Lemma B.18 in Appendix)
1√
n
δ(β˜)−√n
n∑
i=1
{∂θσti−1
σ3ti−1
(∆Xti)
2 − 1
n
∂θσti−1
σti−1
}
=
n∑
i=1
ri
L2−→ 0.
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Hence
√
n
n∑
i=1
{∂θσti−1
σ3ti−1
(∆Xti)
2 − 1
n
∂θσti−1
σti−1
}
s−L−−→
√
2
∫ 1
0
( ∂θσs
σs
)
dWs. (3.10)
Moreover,
n∑
i=1
E[ ri |X(n) ]→ 0
and finally
1√
n
E[ δ(β˜) |X(n) ] s−L−−→
√
2
∫ 1
0
( ∂θσs
σs
)
dWs.
In particular this implies that the asymptotic Fisher information is given by
2E
[ ∫ 1
0
( ∂θσs
σs
)2
ds
]
.
Considering the log likelihood ratio
Zn
(
θ, θ +
u√
n
)
:= log p
(
X(n), θ +
u√
n
)− log p(X(n), θ),
we have
Zn
(
θ, θ +
u√
n
)
=
∫ θ+ u√
n
θ
E[ δ(β˜) |X(n)θ′ = X(n)θ ] dθ′.
Hence, by (3.1),
E[ δ(β˜) |X(n)θ′ = X(n)θ ] = n
n∑
i=1
{∂θσti−1
σ3ti−1
(∆Xti)
2− 1
n
∂θσti−1
σti−1
}
+
√
n
n∑
i=1
E[ ri |X(n)θ′ = X(n)θ ].
As in the previous example we bound from above
E
[
E[ |ri| |X(n)θ′ = X(n)θ ]
]
= E
[
E[|ri| |X(n)θ′ ]
pi(θ)
pi(θ′)
]
≤ (E[E[ |ri| |X(n)θ′ ]α ] )1/α (E[ ( pi(θ)pi(θ′) )β
] )1/β
,
where 1/α+1/β = 1, α > 1, β > 1 and pi(θ) is the joint density of
(
(Xθ)ti−1 , (Xθ)ti
)
evaluated at X
(n)
θ′ .
Now, since σ ∈ C1,3 is uniformly elliptic, transition densities can be bounded
from above and below by the Gaussian kernel and then there exists β > 1 such that
E
[ ( pi(θ)
pi(θ′)
)β ]
< C (see Lemma B.19 in Appendix).
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Furthermore, it can be seen that
(
E
[
E[ | ri| |X(n)θ′ ]α
] )1/α
= O
( 1
n3/2
)
and∫ θ+ u√
n
θ
E
[
E[ |ri| |X(n)θ′ = X(n)θ ]
]
dθ′ ≤ C
∫ θ+ u√
n
θ
(
E
[
E[ | ri| |X(n)θ′ ]α
] )1/α
dθ′
≤ C u
n2
.
Consequently
√
n
n∑
i=1
∫ θ+ u√
n
θ
E[ |ri| |X(n)θ′ = X(n)θ ] dθ′ L
1−→ 0.
As a result, calculating the derivatives with respect to θ and using f(θ′) = f(θ) +
f ′(θ) (θ′ − θ) +O(1/n), we get∫ θ+ u√
n
θ
E[ δ(β˜) |X(n)θ′ = X(n)θ ] dθ′ =
u√
n
n
n∑
i=1
{∂θσti−1
σ3ti−1
(∆Xti)
2 − 1
n
∂θσti−1
σti−1
}
+
u2
2n
n
n∑
i=1
{ ∂2θσti−1
σ3ti−1
( ∆Xti )
2 − 1
n
∂2θσti−1
σti−1
}
+
u2
2n
n
n∑
i=1
{
− 3 (∂θσti−1)
2
σ4ti−1
( ∆Xti )
2 +
1
n
(∂θσti−1)
2
σ2ti−1
}
+
√
n
∫ θ+ u√
n
θ
n∑
i=1
E[ |ri| |X(n)θ′ = X(n)θ ].
Taking into account the continuity of the derivatives with respect to θ and the
approximation ∆Xti ' bti−1/n+ σti−1 (Bti −Bti−1), we obtain
n∑
i=1
1
n
∂2θσti−1
σti−1
n→∞−−−→
∫ 1
0
∂2θσs
σs
ds,
n∑
i=1
1
n
( ∂θσti−1 )
2
σ2ti−1
n→∞−−−→
∫ 1
0
( ∂θσs )
2
σ2s
ds,
n∑
i=1
∂2θσti−1
σ3ti−1
(∆Xti)
2 =
n∑
i=1
∂2θσti−1
σti−1
(∆Bti)
2 + o(1)
n→∞−−−→
∫ 1
0
∂2θσs
σs
ds,
n∑
i=1
(∂θσti−1)
2
σ4ti−1
(∆Xti)
2 =
n∑
i=1
(∂θσti−1)
2
σ2ti−1
(∆Bti)
2 + o(1)
n→∞−−−→
∫ 1
0
(∂θσs)
2
σ2s
ds,
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where the convergences are in L2(Ω). Finally we can write
Zn
(
θ, θ +
u√
n
)
= uSn
√
Γ(θ) +
u2
2
Γ(θ) +Rn,
where Rn
P−→ 0, Γ(θ) := ∫ 1
0
2
(
∂θσs
σs
)2
ds and
Sn :=
√
n
∑n
i=1
{
∂θσti−1
σ3ti−1
(∆Xti)
2 − 1
n
∂θσti−1
σti−1
}
√
Γ(θ)
.
Since Wt is independent from σt we can consider on the product space Ω × Ω the
processes
σ˜t(ω, ω
′) := σt(ω), W˜t(ω, ω′) := Wt(ω′)
and write ∫ 1
0
∂θσs
σs
dWs
d
=
∫ 1
0
∂θσs(ω)
σs(ω)
dWs(ω
′).
This means that
∫ 1
0
∂θσs(ω)
σs(ω)
dWs(ω
′) is a normal r.v. with zero mean and variance
Γ(θ) =
∫ 1
0
2
(
∂θσs
σs
)2
ds. Thus we have
∫ 1
0
∂θσs
σs
dWs =
√
Γ(θ)Y,
with Y ∼ N(0, 1) independent of Γ(θ). The result (3.10) leads to
Sn
√
Γ(θ)
s−L−−→
√
Γ(θ)Y
and from Theorem 1′ in [AE78], we deduce
Sn
s−L−−→ Y.
Since Xn
s−L−−→ X and Yn P−→ Y imply that (Xn, Yn) s−L−−→ (X, Y ), we conclude that(
Sn,Γ(θ)
) L−→ (Y,Γ(θ)).
This is, the model satisfies the LAMN property.
Chapter 4
Applications to Nonparametric
Statistics
In this chapter we move from the framework of parametric statistical inference to
nonparametric functional estimation, which aims to estimate a function without
assuming any particular parametric form. The lack-of-fit problems of many para-
metric models have made nonparametric curve estimation a very active research field
in statistics. Here we will discuss the problems of drift estimation for the Brownian
motion and of intensity estimation for the Cox process, extending Stein’s argument
to an infinite dimensional setting using Malliavin Calculus. The first argument we
present is a particular case of the theory treated in [PR08], while the second one
is a slight generalization of [PR09], where the authors consider only a deterministic
intensity. We aim at going further their results by proving that no unbiased estima-
tor exist in H10 , which is the space where the target function belongs. In the case
of drift estimation, we also provide Cramer-Rao bounds with respect to the risk in
the fractional Sobolev spaces Wα,p and construct superefficient estimators in Wα,2.
4.1 A brief introduction to Stein’s method
We have seen in Chapter 3 that the Cramer Rao inequality places a lower bound
on the variance of any unbiased estimator. In this sense, optimal estimators are
those having minimum variance. However, a biased estimator may have lower mean
squared error (MSE) than any unbiased estimator. Stein method, as introduced in
[JS61], turns out to be a powerful instrument for reducing the MSE at the expense
of introducing bias.
Let us briefly recall the classical Stein’s argument concerning superefficient, bi-
ased estimation of the mean of Gaussian random vectors. It is well known that the
maximum likelihood estimator of the mean µ ∈ Rd of a Gaussian random vector
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X ∈ Rd with covariance matrix σ2 Id is equal to X itself and it is also efficient in
the sense that it attains the CRLB
Eµ[ ‖X − µ‖2 ] = σ2 d = CRLB.
Now we consider an estimator of the form X + g(X) where g : Rd → Rd is suffi-
ciently smooth. By applying the integration by parts formula and using the explicit
Gaussian density we obtain
Eµ[ (Xi − µi) gi(X) ] = σ2 Eµ[ ∂igi(X) ].
The risk of such estimator is
Eµ[ ‖X + g(X)− µ‖22 ] = Eµ[ ‖X − µ‖22 ] + Eµ[ ‖g(X)‖22 ] + 2
d∑
i=1
Eµ[ (Xi − µi) gi(X) ]
= CRLB + Eµ[ ‖g(X)‖22 ] + 2
d∑
i=1
σ2 Eµ[ ∂igi(X) ].
In particular, if we chose g = σ2∇ log f(x), we get
Eµ[ ‖X + σ2∇ log f(X)− µ‖22 ] = CRLB + 4σ4
d∑
i=1
Eµ
[ ∂2i√f(X)√
f(X)
]
.
Hence X + σ2∇ log f(X) is a superefficient estimator, i.e. it has lower MSE than
the CRLB, if
d∑
i=1
∂2i
√
f(x) ≤ 0
with strict inequality on a set of positive Lebesgue measure. This is possible if d ≥ 3
(using the properties of superharmonic functionals for the Laplacian on Rd). James
and Stein in [JS61] provided an explicit superefficient estimator of the form
µˆJS =
(
1− σ
2 (d− 2)
‖X‖22
)
X,
making in this way the maximum likelihood estimator inadmissible.
It is surprising that in order to estimate µi it uses the information of all Xi, even
though they are independent. The counterintuitive phenomenon is that combined
estimators of three or more unrelated parameters perform better in terms of MSE
than handling the parameters separately. The explanation for this is that although
the average MSE is reduced, we can not say nothing about single estimates. It is not
true that every component dominates the respective one of the ordinary estimator.
4.2. DRIFT ESTIMATION FOR THE BROWNIAN MOTION 69
To sum up, Stein’s argument relies on the integration by parts, the chain rule
for the partial derivative and the existence of non-negative superharmonic functions
on Rd for d ≥ 3. Many papers, written since Stein’s original work, have investigated
similar results for various classes of distributions and different loss functions, showing
that the normality and squared error loss assumptions are not crucial at all.
4.2 Drift estimation for the Brownian motion
Let (Ω,F ,Ft,P) be the Wiener space and Xt the canonical process, i.e. Xt is a
(P,Ft)− Brownian motion. Let u˙t be a square integrable, adapted process that
satisfies the conditions of Girsanov’s theorem and let ut =
∫ t
0
u˙s ds. Then we define
the equivalent probability Pu := LuT P, where
LuT := exp
[ ∫ T
0
u˙s dXs − 1
2
∫ T
0
u˙2s ds
]
.
With respect to the probability Pu, the process But := Xt−ut is a Brownian motion
and we can write
Xt = ut +B
u
t .
We consider the problem of estimating the drift ut w.r.t. Pu on the basis of a single
observation and under the quadratic loss. This is of interest in different fields of
applications. For example we can interpret Xt as the observed output signal of the
unknown input signal ut perturbed by a Brownian noise.
Definition 4.1. Let the drift be a stochastic process u : Ω × [0, T ] → H. A drift
estimator is defined as a stochastic process ξ : Ω× [0, T ]→ H.
Definition 4.2. A drift estimator ξt is called unbiased if, for all the square inte-
grable, adapted processes ut that satisfy the conditions of Girsanov’s theorem, it is
integrable and
Eu[ ξt ] = Eu[ut ], for every t ∈ [0, T ].
First, following [PR08] we investigate the problem with respect to a risk defined
as
Eu[ ‖ξ − u‖2L2([0,T ],dµ) ] = Eu
[ ∫ T
0
|ξt − ut|2 µ(dt)
]
,
where µ is a finite Borel measure on [0, T ], assuming that u, ξ ∈ L2(Ω×[0, T ],Pu⊗µ).
We note that Xt itself is an unbiased estimator of the drift ut w.r.t. Pu with risk∫ T
0
Eu[ |But |2 ]µ(dt) =
∫ T
0
t µ(dt).
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Informally Xt can be viewed as a maximum likelihood estimator because the func-
tional differentiation of the density LuT
d
d
Lu+ vT
∣∣∣
=0
= 0,
implies ∫ T
0
v˙s dXs =
∫ T
0
v˙s dus,
which leads to uˆ = X.
Proposition 4.3. (Cramer-Rao inequality) For any unbiased estimator ξ of u
it holds
Eu
[ ∫ T
0
|ξt − ut|2 µ(dt)
]
≥
∫ T
0
t µ(dt).
The Cramer-Rao lower bound
∫ T
0
t µ(dt) is independent of u and is attained by the
efficient estimator uˆt = Xt for µ−a.e. t ∈ [0, T ].
Proof. Let v(t) :=
∫ t
0
v˙(s) ds be a deterministic function with v˙ ∈ L2(0, T ). For all
such v, since u +  v satisfies the assumptions of Girsanov theorem and since ξ is
unbiased we have
Eu+ v[ ξt ] = Eu+ v[ut +  v(t) ]
= Eu+ v[ut ] +  v(t), t ∈ [0, T ],  ∈ R.
Hence
v(t) =
d
d
Eu+ v[ ξt − ut ]
∣∣∣
=0
= E
[
(ξt − ut) d
d
Lu+ vT
∣∣∣
=0
]
= Eu
[
(ξt − ut) d
d
logLu+ vT
∣∣∣
=0
]
= Eu
[
(ξt − ut)
∫ T
0
v˙(s) dBus
]
.
If we take v˙ = 1[0,t], by applying the Cauchy-Schwarz inequality and the Ito isometry
we have
Eu[ (ξt − ut)2 ] ≥ t. (4.1)
Consequently we get ∫ T
0
Eu
[|ξt − ut|2] µ(dt) ≥ ∫ T
0
t µ(dt).
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Furthermore, because of (4.1), equality holds if and only if Eu[ (ξt − ut)2 ] = t for
µ−a.e. t ∈ [0, T ]. On the other hand, equality in Cauchy-Schwarz inequality holds
if and only if ξt − ut = cBut , i.e. ξt = Xt + (c− 1)But . Since the estimator ξ should
not depend on the unknown drift u, the only possible choice is to have ξt = Xt. We
conclude that the estimator ξ attains the Cramer-Rao bound if and only if ξt = Xt
for µ−a.e. t ∈ [0, T ].
Remark 4.4. We can look for adapted estimators because non adapted estimator
do not perform better the adapted ones. Indeed, let ξt be a non adapted, unbiased
estimator and let ηt := Eu[ ξt | Ft ] be its adapted projection. Then ηt is still unbiased
and
Eu[ |ηt − ut|2 ] ≥ t.
On the other side, we have
Eu[ |ηt − ut|2 ] = E
[
E[ξt − ut | Ft ]2
] ≤ Eu[ | ξt − ut |2 ].
Hence Eu[ | ξt − ut |2 ] ≥ t.
Remark 4.5. Similarly to the mean squared error, in case u and ξ belong to Lp(Ω×
[0, T ]), p ∈ (1,∞), we can consider the risk defined as
Rξ =
∫ T
0
Eu[ | ξt − ut |p ]µ(dt).
With the same reasoning and applying Ho¨lder inequality instead of Cauchy-Schwarz
we get
|v(t)|p ≤ Eu[ |ξt − ut|p ]E
[ ( ∫ t
0
v˙(s) dBus
)q ]p/q
,
where 1
p
+ 1
q
= 1. Consequently, the Cramer Rao inequality follows from
Eu[ |ξt − ut|p ] ≥ |v(t)|
p
c
p/q
q
( ∫ t
0
v˙2(s) ds
)p/2 ≥ 1
c
p/q
q
tp/2,
where cp := E[ |Y |p ], Y ∼ N(0, 1).
On the other side
Eu[ |Xt − ut|p ] = Eu[ |But |p ] = cp tp/2,
which means that Xt is not an efficient estimator in L
p(Ω× [0, T ]) for p 6= 2.
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We recall that H10 is the space of functions of the form h(t) =
∫ t
0
h˙(s) ds, h˙ ∈
L2(0, T ) and is included in C1/2 which is the space of 1/2−Ho¨lder functions. Since the
paths of the Brownian motion are not 1/2−Ho¨lder we deduce that the observation
X in not an H10−valued process. However, if the drift u is assumed to take values
in H10 , it would be natural to look for an estimator sharing this property. The next
result shows that this is not possible, i.e. there is no such an unbiased estimator of
the drift!
Proposition 4.6. Let ξt =
∫ t
0
ξ˙s ds be an estimator of ut in H
1
0 with finite risk∫ T
0
Eu[ | ξ˙s − u˙s |2 ] ds <∞.
Then it is biased.
Proof. Let us assume by contradiction that such an estimator is unbiased. If ξt is
adapted, following the proof of the Cramer-Rao inequality, we have
vt = Eu
[ ∫ t
0
(ξ˙s − u˙s) ds
∫ t
0
v˙(s) dBus
]
.
On the other side, because of Ito’s formula we can write∫ t
0
(ξ˙s−u˙s) ds
∫ t
0
v˙(s) dBus =
∫ t
0
(∫ s
0
v˙r dB
u
r
)
(ξ˙s−u˙s) ds+
∫ t
0
(∫ s
0
(ξ˙r−u˙r) dr
)
v˙s dB
u
s .
Hence we obtain
vt = Eu
[ ∫ t
0
(∫ s
0
v˙r dB
u
r
)
(ξ˙s − u˙s) ds
]
.
Now Cauchy-Schwarz inequality leads to
v2t ≤ Eu
[ ∫ t
0
( ∫ s
0
v˙r dB
u
r
)2
ds
]
Eu
[ ∫ t
0
(ξ˙s − u˙s)2 ds
]
=
∫ t
0
(∫ s
0
v˙2r dr
)
ds
∫ t
0
Eu[ (ξ˙s − u˙s)2 ] ds,
or equivalently ∫ t
0
Eu[ (ξ˙s − u˙s)2 ] ds ≥ v
2
t∫ t
0
( ∫ s
0
v˙2r dr
)
ds
In particular, it holds∫ T
0
Eu[ (ξ˙s − u˙s)2 ] ds ≥ v
2
T∫ T
0
( ∫ s
0
v˙2r dr
)
ds
.
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Considering the risk w.r.t. the Lebesgue measure on [0, T ],
R =
∫ T
0
Eu[ (ξ˙s − u˙s)2 ] ds,
it is enough to prove that for every constant c, there exists v˙ ∈ L2(0, T ) such that(∫ T
0
v˙t dt
)2
≥ c
∫ T
0
(T − t) v˙2t dt. (4.2)
Indeed, if we chose v˙t =
1
(T−t)α for some 0 < α < 1, we have(∫ T
0
v˙t dt
)2
=
(∫ T
0
1
(T − t)α dt
)2
=
(
T 1−α
1− α
)2
and ∫ T
0
(T − t) v˙2t dt =
∫ T
0
1
(T − t)2α−1 dt =
T 2(1−α)
2(1− α) .
It is enough to have (
T 1−α
1− α
)2
> c
T 2(1−α)
2(1− α)
or equivalently
1
1− α >
c
2
.
At this point, since 1
1−α
α→1−−→ ∞, for a given constant c, it suffices to chose α close
enough to 1. We conclude that R =∞ which gives a contradiction.
On the other side, if ξt is non adapted, because of Remark 4.4 its adapted
projection has a lower risk. It follows that the risk of the estimator ξt is also
infinite.
However this result makes it interesting to observe what happens in the inter-
mediate spaces H10 ⊂ Wα,2 ⊂ L2.
Definition 4.7. Let α ∈ (0, 1), p ∈ [1,∞) and I = (0, T ). The fractional Sobolev
space Wα,p is defined as follows
Wα,p(I) =
{
u ∈ Lp(I) : |u(t)− u(s)|
|t− s|α+ 1p
∈ Lp(I × I)
}
.
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Wα,p(I) is an intermediate Banach space between W 1,p(I) and Lp(I) endowed
with the norm
‖u‖Wα,p(I) :=
(∫ T
0
|u(t)|p dt+
∫ T
0
∫ T
0
|u(t)− u(s)|p
|t− s|αp+1 dt ds
)1/p
.
Moreover,
‖u‖Wα,p0 (I) :=
(∫ T
0
∫ T
0
|u(t)− u(s)|p
|t− s|αp+1 dt ds
)1/p
.
is an equivalent norm if we consider the spaces
Wα,p0 (I) =
{
u ∈ Wα,p(I) : u(0) = 0}.
It is worth noticing that, if 0 < α ≤ α′ < 1, then it holds Wα′,p ⊂ Wα,p (see
[DNPV12]).
Let us first consider the case p = 2.
Proposition 4.8. (Cramer-Rao inequality in Wα,20 ) For any unbiased estimator
ξ of u taking values in Wα,2 with α ∈ (0, 1/2) it holds
Eu
[
‖ξ − u‖2
Wα,20
]
≥
∫ T
0
∫ T
0
1
|t− s|2α dt ds.
Moreover, let ξt be an estimator of ut in W
α,2, α ≥ 1/2, with finite risk
Eu
[
‖ξ − u‖2
Wα,20
]
<∞.
Then it is biased.
Proof. We recall that
Eu
[
‖ξ − u‖2
Wα,20
]
=
∫ T
0
∫ T
0
Eu[ |∆t −∆s|2 ]
|t− s|2α+1 dt ds
where ∆t = ξt − ut, t ∈ [0, T ]. If ξt is an unbiased estimator of ut, again from the
identity
v(t) = Eu
[
(ξt − ut)
∫ T
0
v˙(s) dBus
]
, t ∈ [0, T ],
we obtain
v(t)− v(s) = Eu
[
(∆t −∆s)
∫ T
0
v˙(s) dBus
]
, s, t ∈ [0, T ].
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Hence, Cauchy-Schwarz inequality leads to
Eu[ |∆t −∆s|2 ] ≥ |v(t)− v(s)|
2∫ T
0
v˙2(s) ds
and taking v˙(r) = 1[s∧t,s∨t](r), we have
Eu[ |∆t −∆s|2 ] ≥ |t− s|
2
|t− s| = |t− s|.
Consequently ∫ T
0
∫ T
0
Eu[ |∆t −∆s|2 ]
|t− s|2α+1 dt ds ≥
∫ T
0
∫ T
0
1
(t− s)2α dt ds.
This means that, if α < 1/2, the Cramer-Rao lower bound in Wα,20 is∫ T
0
∫ T
0
1
(t− s)2α dt ds =
T 2 (1−α)
(1− 2α) (1− α) .
On the other hand, if α ≥ 1/2, then R = ∞ which gives a contradiction. Hence ξt
is necessarily biased.
Remark 4.9. Since
Eu[ |But −Bus |2 ] = |t− s|,
we have ∫ T
0
∫ T
0
Eu[ |But −Bus |2 ]
|t− s|2α+1 dt ds =
∫ T
0
∫ T
0
1
(t− s)2α dt ds.
Hence Xt attains the Cramer-Rao lower bound, i.e. Xt is an efficient estimator of
the drift in Wα,20 , α < 1/2.
Similar calculations hold when u and ξ belong to Lp(Ω × [0, T ]), p ∈ (1,∞),
considering the spaces Wα,p0 .
Proposition 4.10. (Cramer-Rao inequality in Wα,p0 ) For any unbiased esti-
mator ξ of u taking values in Wα,p, α ∈ (0, 1/2), it holds
Eu
[
‖ξ − u‖2Wα,p0
]
≥ 1
c
p/q
q
2T 1−pα+p/2
(p/2− pα) (1− pα + p/2) .
Moreover, let ξt be an estimator of ut in W
α,p, α ≥ 1/2, with finite risk
Eu
[
‖ξ − u‖2Wα,p0
]
<∞.
Then it is biased.
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Proof. We recall that
Eu [‖ξ − u‖pWα,p ] =
∫ T
0
∫ T
0
Eu[ |∆t −∆s|p ]
|t− s|pα+1 dt ds,
where ∆t = ξt − ut, t ∈ [0, T ]. Again applying Ho¨lder inequality to the identity
v(t)− v(s) = Eu
[
(∆t −∆s)
∫ T
0
v˙(s) dBus
]
, s, t ∈ [0, T ],
we obtain
Eu[ |∆t −∆s|p ] ≥ |v(t)− v(s)|
p
c
p/2
q
( ∫ T
0
v˙2(s) ds
)p/2
and taking v˙(r) = 1[s∧t,s∨t](r), leads to the following bound
Eu[ |∆t −∆s|p ] ≥ |t− s|
p
c
p/q
q |t− s|p/2
=
|t− s|p/2
c
p/q
q
.
Consequently∫ T
0
∫ T
0
Eu[ |∆t −∆s|p ]
|t− s|pα+1 dt ds ≥
1
c
p/q
q
∫ T
0
∫ T
0
1
|t− s|pα+1−p/2 dt ds.
This means that, if α ≥ 1/2, then any estimator with finite risk is biased. On the
other hand, if α < 1/2, the Cramer-Rao lower bound in Wα,p is
1
c
p/q
q
( T p/2+1
p/2 + 1
+
2T 1−pα+p/2
(p/2− pα) (1− pα + p/2)
)
.
Remark 4.11. Since
Eu[ |But −Bus |p ] = cp |t− s|p/2,
the risk of the estimator uˆ = X is∫ T
0
∫ T
0
Eu[ |But −Bus |p ]
|t− s|pα+1 dt ds = cp
∫ T
0
∫ T
0
1
|t− s|pα+1−p/2 dt ds.
As in Remark 4.5 above, we conclude that Xt is not an efficient estimator with
rispect to the risk in Wα,p for p 6= 2.
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Now we provide a Stein type, superefficient estimator of u of the form Xt + ξt,
whose MSE is strictly smaller than the CRLB. Let us consider first the case when
the risk is computed with respect to some L2((0, T ), µ)-cost. For every ξ ∈ L2(Ω×
[0, T ],Pu ⊗ µ) such that ξt ∈ D1,2, ∀ t ∈ [0, T ], we have
Eu[ ‖X + ξ − u‖2L2([0,T ],dµ) ] =
∫ T
0
Eu[ |Xt − ut|2 ]µ(dt) +
∫ T
0
Eu[ ξ2t ]µ(dt)
+ 2
∫ T
0
Eu[ (Xt − ut ) ξt ]µ(dt).
(4.3)
On the other side, using the integration by parts formula for the Malliavin derivative
we get
Eu[ (Xt − ut ) ξt ] = Eu[ δ(1[o,t]) ξt ] = Eu
[ ∫ t
0
Dsξt ds
]
= Eu[ D˜tξt ], (4.4)
where D˜tF :=
∫ t
0
DsF ds. It is useful to give the following.
Definition 4.12. The Laplacian ∆µ with respect to the Malliavin derivative is
defined by
∆µF =
∫ T
0
D˜t D˜tF µ(dt)
on the space
D(∆µ) = {F ∈ D1,2 : D˜tF ∈ D1,2, t ∈ [0, T ] and D˜tD˜tF ∈ L2([0, T ], µ) P− a.s. }.
We will say that a random variable F ∈ D(∆µ) is ∆µ−superharmonic on Ω if
∆µF ≤ 0, P−a.s..
Now let us consider a process ξt of the form ξt = D˜t logF where F is a P−a.s. pos-
itive random variable in D1,2 such that D˜tF ∈ D1,2 and D˜tD˜tF ∈ L1(Ω× [0, T ],Pu⊗
µ). By the chain rule we have
|D˜t logF |2 + 2 D˜tD˜t logF = 2 D˜tD˜tF
F
−
( D˜tF
F
)2
=
2√
F
D˜t
( D˜tF√
F
)
= 4
D˜t D˜t
√
F√
F
.
As a result we obtain
Eu[ ‖X + ξ − u‖2L2([0,T ],dµ) ] = CRLB + 4Eu
[
∆µ
√
F√
F
]
and in order to find superefficient estimators, it is sufficient to chose a r.v. F such
that
√
F is ∆µ-superharmonic with ∆µ
√
F < 0 on a set of positive P-measure.
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Remark 4.13. The estimator Xt + ξt is biased and non adapted. We can consider
its adapted projection ζt = Xt + Eu[ ξt | Ft ] which has the same bias
Eu[Xt + ξt − ut ] = Eu[ ξt ] = Eu[ ζt ] = Eu[Xt + ζt − ut ],
but a lower risk
Eu
[ |Xt + Eu[ ξt | Ft ]− ut |2 ] = Eu[Eu[Xt + ξt − ut | Ft ]2 ]
≤ Eu[ |Xt + ξt − ut |2 ].
However, the estimator Xt + ζt depends on u.
N. Privaullt and A. Re´veillac in [PR08] have also provided some results on
∆−superharmonic functionals and numerical examples. We show here that super-
harmonic functionals can be constructed as smooth functionals.
Example 4.14. Let F = φ
(
Bu(h1), . . . , B
u(hn)
)
be a smooth functional. Then we
have
DtF =
n∑
i=1
∂φ
∂xi
(
Bu(h1), . . . , B
u(hn)
)
hi(t)
and
D˜tF =
n∑
i=1
∂φ
∂xi
(
Bu(h1), . . . , B
u(hn)
) ∫ t
0
hi(s) ds.
Consequently
∆F =
n∑
i,j=1
∂2φ
∂xi∂xj
(
Bu(h1), . . . , B
u(hn)
) ∫ T
0
(∫ t
0
hi(s) ds
)(∫ t
0
hj(s) ds
)
µ(dt).
We assume h∗i (t) :=
∫ t
0
hi(s) ds, i = 1, . . . , n, to be orthonormal in L
2([0, T ], µ(dt)).
Hence
∆F =
n∑
i
∂2φ
∂x2i
(
Bu(h1), . . . , B
u(hn)
)
and we deduce that F is ∆−superharmonic on Ω if and only if φ is superharmonic
on Rn.
Now we consider
φn,a,b(x) := ‖x + b ‖a2 =
(
(x1 + b1)
2 + · · ·+ (xn + bn)2
)a/2
and F = φn,a,b
(
Bu(h1), . . . , B
u(hn)
)
. It can be easily checked that
√
φn,a,b is super-
harmonic on Rn, n ≥ 3 if and only if a ∈ [4− 2n, 0].
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We observe that
∆
√
F√
F
=
a
2
(
n+
a− 4
2
) n∑n
i
(
Bu(hi) + bi
)2
is non positive if and only if 4− 2n ≤ a ≤ 0 and is minimal for a = 2− n.
Let us verify that this choices really lead to a superefficient estimator ξt =
Xt + D˜t logFn,2−n,0 (it is enough to consider the case b = 0). Indeed, it holds
logF =
2− n
2
log
(
Bu(h1)
2, . . . , Bu(hn)
2
) ∈ D1,2
and
Dt logF = (2− n)
∑n
i=1B
u(hi)hi(t)∑n
i=1
(
Bu(hi)
)2 .
Hence we get
ξt = Xt + (2− n)
∑n
i=1 B
u(hi)
∫ t
0
hi(s) ds∑n
i=1
(
Bu(hi)
)2 .
We note that ξt ∈ L2(Ω× [0, T ],Pu ⊗ µ) :
‖ξ‖L2(Ω×[0,T ] ≤
n∑
i=1
E
 (Bu(hi))2(∑n
i=1
(
Bu(hi)
)2)2
 = E [ 1∑n
i=1B
u(hi)2
]
<∞
because∫
‖x‖2<1
1
‖x‖2 e
− ‖x‖2
2 dx ≤
∫
‖x‖2<1
1
‖x‖2 dx = vol(S
n−1)
∫ 1
0
1
r2
rn−1 dr <∞
and consequently ∫
Rn
1
‖x‖22
e−
‖x‖22
2 dx <∞.
Then from (4.3), (4.4) and the orthonormality of h∗i , it follows that
Eu
[
‖X + D˜ logF − u‖2L2([0,T ],dµ)
]
= CR + ‖ξ‖2L2(Ω×[0,T ]) + 2
∫ T
0
Eu[ D˜tξt ]µ(dt)
≤ CR + (1− 2(2− n)2) E [ 1∑n
i=1B
u(hi)2
]
< CR.
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Next, we deal with the case of estimators in Wα,20 . For every ξ taking values in
∈ Wα,20 and such that ξt ∈ D1,2, ∀ t ∈ [0, T ], we have
Eu
[
‖X + ξ − u‖2
Wα,20
]
=Eu
[
‖X − u‖2
Wα,20
]
+ Eu
[
‖ξ‖2
Wα,20
]
+ 2
∫ T
0
∫ T
0
Eu
[
(ξt − ξs) (Xt − ut − (Xs − us))
]
|t− s|2α+1 dt ds
On the other side, using the integration by parts formula for the Malliavin derivative
we get
Eu
[
(ξt − ξs) (Xt − ut − (Xs − us))
]
= Eu
[
(ξt − ξs) (But −Bus )
]
= Eu[ δ(1[s,t]) (ξt − ξs) ]
= Eu
[ ∫ t
s
Dr (ξt − ξs) dr
]
= Eu[ D˜s,t (ξt − ξs) ],
where D˜s,tF :=
∫ t
s
DsF ds. Hence
Eu
[
‖X + ξ − u‖2
Wα,20
]
= CR +
∫ T
0
∫ T
0
Eu
[
|ξt − ξs|2 + 2D˜s,t(ξt − ξs)
]
|t− s|2α+1 dt ds.
In this case, we provide the following notion of Laplacian.
Definition 4.15. The Laplacian ∆(= ∆Wα,20
) in Wα,20 with respect to the Malliavin
derivative is defined by
∆F =
∫ T
0
∫ T
0
D˜s,t D˜s,tF
|t− s|2α+1 dt ds
on the space
D(∆) = {F ∈ D1,2 : D˜s,tF ∈ D1,2, s, t ∈ [0, T ] and D˜s,tD˜s,tF ∈ L2 ([0, T ], µ(dt, ds))P−a.s. },
where we let, here and in what follows, µ(dt, ds) := dt ds|t−s|2α+1 .
Now let us consider a process ξt of the form ξt = D˜0,t logF where F is a P−a.s.
positive random variable in D1,2 such that D˜s,tF ∈ D1,2, s, t ∈ [0, T ] and D˜s,tD˜s,tF ∈
L1(Ω× [0, T ]× [0, T ],Pu ⊗ µ). As previously done, by the chain rule we have
|D˜s,t logF |2 + 2 D˜s,tD˜s,t logF = 4 D˜s,t D˜s,t
√
F√
F
.
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As a result we obtain
Eu
[
‖X + ξ − u‖2
Wα,20
]
= CR + 4Eu
[ ∆√F√
F
]
and in order to find superefficient estimators, it is sufficient to chose a superharmonic
r.v. F such that ∆
√
F < 0 on a set of positive P−measure. In the following example
we describe an easy way for constructing superharmonic functions.
Example 4.16. Let F = φ
(
Bu(h1), . . . , B
u(hn)
)
be a smooth functional. Then we
have
D˜s,tF =
n∑
i=1
∂φ
∂xi
(
Bu(h1), . . . , B
u(hn)
) ∫ t
s
hi(s) ds.
Consequently
∆F =
n∑
i,j=1
∂2φ
∂xi∂xj
(
Bu(h1), . . . , B
u(hn)
)
aij,
where
aij :=
∫ T
0
∫ T
0
(∫ t
s
hi(r) dr
) (∫ t
s
hj(r) dr
)
|t− s|2α+1 dt ds.
We assume that the matrix A with elements (aij)i,j is invertible and let B = (bij)i,j
be its inverse matrix. Now we consider the function
φ(x) := 〈Bx, x〉a =
(
n∑
i,j=1
bij xi xj
)a
.
It can be easily checked that
∂2φ
∂xi ∂xj
(x) = 4 a (a− 1)
(
n∑
h,k=1
bhk xh xk
)a−2 ( n∑
h=1
bih xh
) (
n∑
h=1
bjh xh
)
+ 2 a bij
(
n∑
h,k=1
bhk xh xk
)a−1
.
Then, since
n∑
i,j=1
bij aij =
n∑
i=1
(
n∑
j=1
bij aji
)
= n
and
n∑
i,j=1
(
n∑
h=1
bih xh
) (
n∑
k=1
bjk xk
)
aij =
n∑
h,k=1
xh xk
(
n∑
i,j=1
aij bih bjk
)
=
n∑
h,k=1
bhk xh xk,
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we obtain
n∑
i,j=1
∂2φ
∂xi ∂xj
(x) aij = 4 a (a− 1)
(
n∑
h,k=1
bhk xh xk
)a−1
+ 2n a
(
n∑
h,k=1
bhk xh xk
)a−1
.
Hence it holds
∆F =
(
n∑
i,j=1
bij B
u(hi)B
u(hj)
)a−1
(4 a (a− 1) + 2n a) .
As a result, F is ∆−superharmic if and only if 1− n
2
< a < 0.
4.3 Intensity estimation for the Cox process
Let Xt be a standard Poisson process on (Ω,F ,P) and let (Ft)t be its natural
filtration. Let P denote the subspace of processes of the form
ut =
∫ t
0
u˙s ds, t ∈ [0, T ],
such that u˙ is a strictly positive, square integrable process, independent of X, which
satisfies the conditions of the Girsanov’s theorem w.r.t. the filtration Gut = Ft ∨ H
(where H is the σ−field generated by the r.v.’s u˙t, t ∈ [0, T ]). Then, for every u ∈ P ,
we can define the equivalent probability Pu := LuT P, where
LuT :=
XT∏
k=1
u˙Tk exp
(
−
∫ T
0
( u˙s − 1 ) ds
)
.
The process Xt is a Cox process with intensity u˙t with respect to the probability Pu
and the filtration Gut .
We consider the problem of estimating ut and for simplicity we call it intensity
of the Cox process. In other words, the parameter space is P .
Definition 4.17. An intensity estimator ξt is called unbiased if, for every u ∈ P , it
is integrable and
Eu[ ξt ] = Eu[ut ], t ∈ [0, T ].
The risk is defined as
Eu
[
‖ξ − u‖2L2([0,T ],dµ)
]
= Eu
[ ∫ T
0
|ξt − ut|2 µ(dt)
]
,
where µ is a finite Borel measure on [0, T ] and u, ξ ∈ L2(Ω× [0, T ],Pu ⊗ µ).
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We note that Xt itself is an unbiased estimator of the intensity ut w.r.t. Pu with
risk ∫ T
0
Eu[ |Xt − ut|2 ]µ(dt) =
∫ T
0
Eu[ut]µ(dt).
Informally Xt can be viewed as a maximum likelihood estimator because the func-
tional differentiation of the density LuT
d
d
Lu+ vT
∣∣∣
=0
= 0,
implies ∫ T
0
v˙s
u˙s
dXs =
∫ T
0
v˙s
u˙s
dus,
which leads to uˆ = X.
Proposition 4.18. (Cramer-Rao inequality) For any unbiased estimator ξ of
u it holds
Eu
[ ∫ T
0
|ξt − ut|2 µ(dt)
]
≥
∫ T
0
Eu[ut]µ(dt).
Proof. Let vt :=
∫ t
0
v˙s ds ∈ P . Since ξ is unbiased we have
Eu+ v[ ξt ] = Eu+ v[ut ] + Eu+ v[ vt ].
Hence, taking limits for → 0, we obtain
Eu[ vt ] =
d
d
Eu+ v[ ξt − ut ]
∣∣∣
=0
= E
[
(ξt − ut) d
d
Lu+ vT
∣∣∣
=0
]
= Eu
[
(ξt − ut) d
d
logLu+ vT
∣∣∣
=0
]
= Eu
[
(ξt − ut)
∫ T
0
v˙s
u˙s
(dXs − u˙s ds)
]
If we take v˙s = u˙s 1[0,t](s), by applying the Cauchy-Schwarz inequality we get
Eu[ vt ]2 ≤ Eu[ (ξt − ut)2 ]Eu
[ ∫ t
0
v˙2s
u˙s
ds
]
.
Hence
Eu[ (ξt − ut)2 ] ≥ Eu[ut ] and Eu
[ ∫ T
0
|ξt − ut|2 µ(dt)
]
≥
∫ T
0
Eu[ut ]µ(dt).
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We remark that the CRLB is attained by the efficient estimator uˆ = X.
Again, since the intensity u is assumed to take values in H10 , it is natural to
look for an estimator sharing this property. The next result shows that this is not
possible, i.e. there is no such an unbiased estimator of the intensity! We need the
following lemma.
Lemma 4.19. Let (X,F , µ) be a measurable space where µ is a finite measure.
Let also g > 0 µ−a.e. be a function on X such that there exists a constant c > 0
satisfying the following condition∫
X
f g dµ ≤ c
(∫
X
f 2 dµ
)1/2
, ∀ f ∈ L∞, f ≥ 0. (4.5)
Then it holds
g ∈ L2(µ) and ‖g‖L2(µ) ≤ c.
Proof. Since L∞ ⊂ L2(µ), we consider the following linear functional φ defined on
L∞ ∩ L2(µ)
f ∈ L∞ ∩ L2(µ) 7→
∫
X
f g dµ.
We note that it is well defined because |f g| ≤ |f | g is integrable by the condi-
tion (4.5). Furthermore, from∣∣∣∣∫
X
f g dµ
∣∣∣∣ ≤ ∫
X
|f | g dµ ≤ c
(∫
X
f 2 dµ
)1/2
,
it follows that the functional φ is continuous if L∞ ∩ L2(µ) is endowed with the
topology of L2(0, T ). Hence, since its domain is dense, φ can be extended to a
unique linear functional φ˜ on L2(µ) with ‖φ˜‖ ≤ c. Then, by Rietz’s representation
theorem, there exists h ∈ L2(µ) such that∫
X
f g dµ =
∫
X
f h dµ, ∀ f ∈ L∞ ∩ L2(µ).
As a result, it holds that g = h µ−a.e., which means that g ∈ L2(µ) and ‖g‖L2(µ) ≤
c.
Proposition 4.20. Let ξt =
∫ t
0
ξ˙s ds be an estimator of ut in H
1
0 with finite risk∫ T
0
Eu[ | ξ˙s − u˙s |2 ] ds <∞.
Then it is biased.
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Proof. Let us assume by contradiction that such an estimator is unbiased. Following
the proof of the Cramer-Rao inequality, we have
Eu[ vt ] = Eu
[ ∫ t
0
(ξ˙s − u˙s) ds
∫ t
0
v˙s
u˙s
(dPs − u˙s ds)
]
.
On the other side, because of Ito’s formula we can write∫ t
0
(ξ˙s−u˙s) ds
∫ t
0
v˙s
u˙s
(dPs−u˙s ds) =
∫ t
0
(∫ s
0
v˙r
u˙r
dMur
)
(ξ˙s−u˙s) ds+
∫ t
0
(∫ s
0
(ξ˙r−u˙r) dr
) v˙s
u˙s
dMus .
Hence we obtain
Eu[ vt ] = Eu
[ ∫ t
0
(∫ s
0
v˙r
u˙r
dMur
)
(ξ˙s − u˙s) ds
]
.
Then Cauchy-Schwarz inequality leads to
Eu[ vt ]2 ≤ Eu
[ ∫ t
0
(∫ s
0
v˙r
u˙r
dMur
)2
ds
]
Eu
[ ∫ t
0
(ξ˙s − u˙s)2 ds
]
=
∫ t
0
Eu
[ ∫ s
0
v˙2r
u˙r
dr
]
ds
∫ t
0
Eu[ (ξ˙s − u˙s)2 ] ds,
or equivalently ∫ t
0
Eu[ (ξ˙s − u˙s)2 ] ds ≥ Eu[ vt ]
2∫ t
0
∫ s
0
Eu
[
v˙2r
u˙r
]
dr ds
In particular, it holds
∫ T
0
Eu[ (ξ˙s − u˙s)2 ] ds ≥
(∫ T
0
Eu[ v˙t ] dt
)2
∫ T
0
(T − t)Eu[ v˙
2
t
u˙t
] dt
.
Considering the risk w.r.t. the Lebesgue measure on [0, T ],
R =
∫ T
0
Eu[ (ξ˙s − u˙s)2 ] ds,
it is enough to prove that for every constant c, there exists v˙ ∈ L2(0, T ) such that(∫ T
0
Eu[ v˙t ] dt
)2
≥ c
∫ T
0
(T − t)Eu
[
v˙2t
u˙t
]
dt. (4.6)
Indeed, let v˙t = u˙s f(s) for some deterministic, bounded function f. Then (4.6)
reduces to (∫ T
0
h(t) f(t) dt
)2
≥ c
∫ T
0
(T − t)h(t) f 2(t) dt.
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where h(t) := Eu[ u˙t ]. Let us assume by contradiction that there exists a constant c
such that for every deterministic, bounded function f it holds(∫ T
0
h(t) f(t) dt
)2
≤ c
∫ T
0
(T − t)h(t) f 2(t) dt.
In particular, for every  > 0, it holds(∫ T
0
h(t) f(t)1{h>}(t) dt
)2
≤ c
∫ T
0
(T − t)h(t) f 2(t)1{h>}(t) dt.
Now, from Lemma 4.19 with µ := (T − t)h(t)1{h>}(t) dt on L2(0, T ) and g(t) =
(T − t)−1, we obtain

∫ T
0
1{h>}(t)
T − t dt ≤
∫ T
0
h(t)1{h>}(t)
T − t dt ≤ c
2, ∀ > 0.
Since lim→0 1{h>}(t) = 1, we have that
∫ T
0
1{h>}(t)
T−t dt goes to infinity like− limx→0 log x.
Hence choosing a sequence n = M
−1
n , where Mn is a sequence that goes to infinity
faster than − log x for x→ 0, leads to the absurdity
lim
n→∞
n
∫ T
0
1{h>n}(t)
T − t dt ≤ c
2,
This enables us to conclude that R =∞ which makes a contradiction.
Similarly to the Wiener case we can also consider the risk of estimators in the
fractional Sobolev spaces Wα,20 . We recall that
Eu
[
‖ξ − u‖2
Wα,20
]
=
∫ T
0
∫ T
0
Eu[ |∆t −∆s|2 ]
|t− s|2α+1 dt ds
where ∆t = ξt − ut, t ∈ [0, T ]. Again from the identity
Eu[ vt ] = Eu
[
(ξt − ut)
∫ T
0
v˙s
u˙s
dMus
]
, t ∈ [0, T ],
we obtain
vt − vs = Eu
[
(∆t −∆s)
∫ T
0
v˙s
u˙s
dMus
]
, s, t ∈ [0, T ].
Hence, Cauchy-Schwarz inequality leads to
Eu[ |∆t −∆s|2 ] ≥ Eu[ |vt − vs| ]
2
Eu
[∫ T
0
v˙2s
u˙s
ds
]
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and taking v˙r = 1[s∧t,s∨t](r) u˙r, we have
Eu[ |∆t −∆s|2 ] ≥ Eu[ |ut − us| ]
2
Eu[ |ut − us| ] = Eu[ |ut − us| ].
Consequently∫ T
0
∫ T
0
Eu[ |∆t −∆s|2 ]
|t− s|2α+1 dt ds ≥
∫ T
0
∫ T
0
Eu[ |ut − us| ]
|t− s|2α+1 dt ds.
This means that, if α is such that∫ T
0
∫ T
0
Eu[ |ut − us| ]
|t− s|2α+1 dt ds <∞,
we have provided a Cramer-Rao lower bound in Wα,2 which is a attained by the
estimator uˆ = X.
Keeping with the spirit of this chapter we aim at constructing a Stein type,
superefficient estimator of u of the form Xt + ξt, whose MSE is strictly smaller than
the CRLB. For every ξ ∈ L2(Ω× [0, T ],Pu ⊗ µ) such that ξt ∈ D1,2, ∀ t ∈ [0, T ], we
have
Eu
[
‖X + ξ − u‖2L2([0,T ],dµ)
]
=
∫ T
0
Eu[ |Xt − ut|2 ]µ(dt) + ‖ξ‖2L2(Ω×[0,T ],P⊗µ)
+ 2
∫ T
0
Eu[ (Xt − ut ) ξt ]µ(dt).
As we have already done in the Wiener case, using the integration by parts formula
for the Malliavin derivative w.r.t. the Cox process we get
Eu[ (Xt − ut ) ξt ] = Eu[ δ(1[o,t]) ξt ] = Eu
[ ∫ t
0
Dsξt ds
]
= Eu[ D˜tξt ],
where D˜tF :=
∫ t
0
DsF ds.
Definition 4.21. The Laplacian ∆µ with respect to the Malliavin derivative is
defined by
∆µF =
∫ T
0
D˜t D˜tF µ(dt)
on the space
D(∆µ) = {F ∈ D1,2 : D˜tF ∈ D1,2, t ∈ [0, T ] and D˜tD˜tF ∈ L2([0, T ], µ) P− a.s. }.
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We will say that a random variable F ∈ D(∆µ) is ∆−superharmonic on Ω if
∆µF ≤ 0, P−a.s..
Proposition 4.22. Let
F = f0 1{XT=0} +
∞∑
n=1
1{XT=n} fn(T1, . . . , Tn),
be a smooth functional such that F ∈ D(D˜), F > 0 P−a.s. and
∂nfn(t1, . . . , tn−1, T ) = 0, ∂kfn(t1, . . . , tn) = ∂kfn+1(t1, . . . , tn, T ),
0 ≤ t1 ≤ · · · ≤ tn ≤ T, 1 ≤ k < n, n ≥ 2. Let also
ξt =
ut
u˙T
f ′1(T )
f1(T )
1{XT=0} + D˜t logF.
Then ξt is a smooth functional and
Eu[ |Xt + ξt − ut|2 ] = Eu[ut ] + Eu
[ u2t
u˙2T
] ( f ′1(T )
f1(T )
)2
e−uT + 4Eu
[ D˜t D˜t√F√
F
]
.
Proof. It can be easily checked that by construction ξt ∈ S, t ∈ [0, T ] and we have
already seen that
Eu[ |Xt + ξt − ut|2 ] = Eu[ut ] + Eu[ ξ2t ] + 2Eu[ D˜tξt ].
On the other side, it holds
Eu[ ξ2t ] + 2Eu[ D˜tξt ] =
( f ′1(T )
f1(T )
)2
Eu
[ u2t
u˙2T
1{PT=0}
]
+ Eu
[ (D˜tF
F
)2
+ 2D˜tD˜t logF
]
= Eu
[ u2t
u˙2T
] ( f ′1(T )
f1(T )
)2
e−uT + Eu
[ 2D˜tD˜tF
F
−
(D˜tF
F
)2 ]
= Eu
[ u2t
u˙2T
] ( f ′1(T )
f1(T )
)2
e−uT + 4Eu
[ D˜tD˜t√F√
F
]
.
As a consequence, the ∆−superharmonicity of √F may imply superefficiency of
Xt + ξt, provided that
Eu
[ u2t
u˙2T
] ( f ′1(T )
f1(T )
)2
e−uT
vanishes or is small enough. N.Privaullt and A.Re´veillac in [PR09] provide numerical
examples in the parametric (deterministic) case ut = λ t.
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Remark 4.23. Repeating the reasoning of Remark 4.13, we deduce that considering
the adapted projection of Xt + ξt we find an estimator with the same bias but a
lower risk. We also note that Xt+ ξt is not necessarily positive and replacing it with
ηt := max(Xt + ξt, 0) yields a lower risk since the intensity is known to be positive.
In fact
Eu[ |ηt − ut|2 ] = Eu
[|Xt + ξt − ut|2 1{Xt+ξt≥0}]+ Eu [u2t 1{Xt+ξt<0}]
≤ Eu
[|Xt + ξt − ut|2 1{Xt+ξt≥0}]+ Eu [|Xt + ξt − ut|2 1{Xt+ξt<0}] .
However the bias increases
Eu[ ηt − ut ] = Eu
[
(Xt + ξt − ut)1{Xt+ξt≥0}
]
+ Eu
[−ut 1{Xt+ξt<0}]
≥ Eu
[
(Xt + ξt − ut)1{Xt+ξt≥0}
]
+ Eu
[
(Xt + ξt − ut)1{Xt+ξt<0}
]
.
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Conclusions
In this thesis we surveyed the most important concepts and results of Malliavin
calculus together with some interesting applications in statistical inference. In recent
times, a fairly large literature has been developed about the use of Malliavin Calculus
in Mathematical Finance for the calculations of greeks (or sensitivities of option
prices w.r.t. certain parameters). However, its role in statistics has not attracted as
much attention yet. Relying on [CKH11], [PR08] and [PR09], we aimed at providing
a comprehensible, self-contained coverage of the Malliavin Calculus approach to
statistical inference.
The main ideas and results of Malliavin calculus in the classical Wiener space
were summarized in Chapter 1. In particular we underlined the fact that intuitively
it is the analysis of the variations of paths in the directions of Cameron-Martin and
essentially relies on integration by parts formulas. For our purposes we also needed
to extend Malliavin Calculus to the Cox process. Unlike the Wiener case, in order to
obtain a formal definition of the Malliavin derivative which satisfies an integration
by parts formula, we had to perform at the same time a change of measure through
Girsanov’s theorem and a random change of time. However, we showed that the
main properties of Malliavin derivative remain valid.
Once the foundations of Malliavin calculus were laid out, we investigated its
role in parametric statistical inference. Precisely, we derived expressions of the
score function as a conditional expectation involving the Skorohod integral and then
immediately obtained the Fisher Information and the Cramer-Rao lower bound.
The advantage of this method is that it does not require knowing the likelihood
explicitly. However, we do assume some regularity assumptions. In addition, it
enables us to state and prove the Local Asymptotic Normality or Local Asymptotic
Mixed Normality property for continuous time models of diffusion processes.
The second application concerns nonparametric functional estimation. We first
faced the problem of drift estimation for the Brownian motion. Although it is an
elementary case of the theory established in [PR08], we believe that it provides a
clear, motivating example and helps to better understand the general result. In
addition we discussed the drift estimation in fractional Sobolev spaces, providing
several Cramer-Rao bounds and arguing that, although it would be natural to look
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for an unbiased estimator which belongs to the same space as the target function, its
risk will always be infinite. We also distinguished between the spaces Wα,2, where
the observation itself turns out to be an efficient estimator and the spaces Wα,p,
p ∈ (1,∞), where it is not. Finally, we extended Stein’s argument for superefficient
estimators to an infinite dimensional setting using Malliavin Calculus.
In the last part of this thesis we worked on intensity estimation for the Cox pro-
cess. By applying a similar reasoning to that in [PR09], we provided a Cramer-Rao
lower bound and Stein’s type estimators also in the case where the unknown inten-
sity is a stochastic process instead of a deterministic function. However, the CRLB
and the superefficient estimators we construct depend on the unknown process. This
makes the obtained results less satisfactory from a computational point of view. In
any case they still remain interesting theoretical findings.
Appendix A
Wiener exponentials
Definition A.1. For a given h ∈ L2(0, T ), the Wiener exponential is the random
variable (h) defined as follows:
(h) = exp
[ ∫ T
0
h(s) dWs − 1
2
∫ T
0
h2(s) ds
]
.
Remark A.2. Since
∫ T
0
h(s) dWs ∼ N(0,
∫ T
0
h2(s) ds), the Wiener exponentials are
squared integrable random variables and they form an algebra:
(h) (k) = 
( h+ k√
exp〈h, k〉L2(0,T )
)
.
Remark A.3. We can think of (h) as the value at time T of the solution of the
stochastic differential equation dXt = h(t)Xt dWt or as exp(W (h) ) ”normalised”.
Indeed, denoting σ2 =
∫ T
0
h2(s) ds :
E
[
exp
( ∫ T
0
h(s) dWs
) ]
= E[ eX ] where X ∼ N(0, σ2)
= eσ
2/2 =⇒ E[(h)] = 1.
Proposition A.4. The Wiener exponentials form a total subset of L2(Ω), i.e. their
finite linear combinations, known as exponential polynomials are dense in L2(Ω).
Proof. If we write L2 = C⊕C⊥, where C is the subspace of exponential polynomials,
it is sufficient to prove that C⊥ = {0}. Let Y be a squared integrable random variable
such that Y ⊥ (h) for every h ∈ L2(0, T ). That is, E[Y (h) ] = 0. In particular,
for every t1 < t2 · · · < tn and u1, . . . , un ∈ R, considering the piecewise constant
function h(s) = ui for s ∈ [ti−1, ti[, we have
E[Y eu1Wt1+u2(Wt2−Wt1 )+···+un(Wtn−Wtn−1 ) ] = 0.
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As a result E[Y +] = E[Y −] and we can assume it to be equal to 1. Now we
define dP 1 = Y + dP and dP 2 = Y − dP. Follows that the variables Wt1 , Wt2 −
Wt1 , . . . , Wtn − Wtn−1 have the same Laplace transform under the probabilities
P 1, P 2, i.e. the same law. Hence P 1 coincides with P 2 on the sigma field generated
by these r.v.’s which is stable under intersections and generates FW . We conclude
that P 1 = P 2, which means Y + = Y −. In other words Y = 0 almost surely.
Proposition A.5. The exponential polynomials are dense in D1,2.
Proof. The idea behind this proof is the same as in the previous one. We write
D1,2 = C⊕C⊥, where C is the subspace of exponential polynomials and it is sufficient
to prove that C⊥ = {0}. We take Y ∈ D1,2 such that Y ⊥ (h) for every h ∈ L2(0, T ).
That is,
E[Y (h) ] + E
[ ∫ T
0
Dt(h)DtY dt
]
= 0.
Hence
〈(h), Y 〉L2(Ω) + 〈(h), Y + δ(DtY )〉L2(Ω) = 0 ∀ (h)
⇒ Y + δ(DY ) ≡ 0 ⇒ Y 2 + Y δ(DY ) ≡ 0 ⇒
E[Y 2 + Y δ(DY ) ] = E[Y 2 ] + E
[ ∫ T
0
(DtY )
2 dt
]
= 0 ⇒
E[Y 2 ] = 0 ⇒ Y 2 = 0 a.s. ⇒ Y = 0 a.s..
Appendix B
Technical lemmas and proofs
Lemma B.1. Let G be the graph of a linear operator A. Then G¯ is a graph only
and if only
xn ∈ D(A), xn → 0 and yn = Axn → y =⇒ y = 0.
Proof. If G¯ is the graph of a closed operator A˜, then
xn ∈ D(A) ⊆ D(A˜), xn → 0 and yn = Axn = A˜xn → y
implies that 0 ∈ D(A˜) and y = A˜(0) = 0. On the other side, we suppose that G¯ is
not a graph, i.e. there exist x˜, y˜1 6= y˜2 such that (x, y1), (x, y2) ∈ G¯ and consider the
sequences (xn, yn) ∈ G, and (x′n, y′n) ∈ G such that (xn, yn) → (x˜, y˜1), (x′n, y′n) →
(x˜, y˜2). We have
(xn − x′n) ∈ D(A)
xn − x′n → 0
A(xn − x′n) = yn − y′n → y˜1 − y˜2
⇒ y˜1 = y˜2.
This makes a contradiction.
Lemma B.2. Let g be a C−Lipschitz real function. Then there exists a sequence
gn ∈ C∞ that converges uniformly to g and |g′n(·)| ≤ C.
Proof. We considerer a positive function φ ∈ C∞, with bounded support in [−1, 1]
that integrates to 1 and set φn(x) = nφ(nx) and gn = g ∗ φn. It is a classical result
on regularization by convolutions that gn ∈ C∞. Furthermore,
| gn(x)− g(x) | ≤
∫
| g(x− y)− g(x) |φn(y) dy ≤ C
∫
|y|φn(y) dy ≤ C/n,
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because φn(x) = 0 for x /∈ [−1/n, 1/n] and
∫
φn(y) dy = 1. This means that ‖gn −
g‖∞ → 0. Finally
| gn(x)− gn(y) | ≤
∫
| g(x− z)− g(y − z) |φn(z) dz ≤ C |x− y |
implies that | g′n(·) | ≤ C.
Lemma B.3. If Gn, G ∈ L∞(Ω) such that Gn → G with respect to the weak star
topology, then GnDtF → GDtF weakly in L2(Ω× [0, T ]).
Proof. We recall that Gn
σ(L∞,L1)−−−−−→ G means that for every Z ∈ L1, it holds∫
Ω
Gn Z dP →
∫
Ω
GZ dP. On the other hand, we have that
GnDtF
n→∞−−−→ GDtF weakly in L2(Ω× [0, T ])
if and only if
∀H ∈ L2(Ω× [0, T ])
∫ ∫
Ω×[0,T ]
GnDtF H dP dt
n→∞−−−→
∫ ∫
Ω×[0,T ]
GDtF H dP dt,
or equivalently∫
Ω
Gn
(∫ T
0
DtF H dt
)
dP
n→∞−−−→
∫
Ω
G
(∫ T
0
DtF H dt
)
dP.
It is sufficient to check that
∫ T
0
DtF H dt ∈ L1(Ω). Indeed,∫
Ω
∫ T
0
|DtF H | dt, dP ≤
(∫ ∫
|DtF |2
)1/2(∫ ∫
|H |2
)1/2
<∞.
Lemma B.4. If ψ1 ≤ c1 and ψn+1(t) ≤ c1 + c2
∫ t
0
ψn(s) ds then ψn ≤ c1 ec2t.
Proof. It can be proved by induction. The base case is obviously true. It remains
to be checked that n⇒ n+ 1. Indeed,
ψn+1(t) ≤ c1 + c2
∫ t
0
ψn(s) ds ≤ c1 + c1 c2
∫ t
0
ec2s ds = c1 + c1
∫ c2t
0
ex dx = c1 e
c2t.
Lemma B.5. With respect to the notations of Theorem 1.29, we have
FX(x,X)Y =
∫ t
0
ax(s,Xs)Ys ds+ bx(s,Xs)Ys dWs.
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Proof. It is a simple consequence of the definition and the dominated convergence
theorem. Indeed,
FX(x,X)Y =
= lim
h→0
∫ t
0
[ a(s,Xs + hYs)− a(s,Xs) ] ds+
∫ t
0
[ b(s,Xs + hYs)− b(s,Xs) ] dWs
h
=
∫ t
0
aX(s,Xs)Ys ds+
∫ t
0
bX(s,Xs)Ys dWs.
Lemma B.6. The operator F (x,X) of Theorem 1.29 is a contraction (with respect
to the second variable) in an appropriate interval [0, T1].
Proof. We have
‖F (x,X)− F (x, Y ) ‖S = E
[
sup
0≤t≤T
|F (x,X)t − F (x, Y )t |2
]
= E
[
sup
0≤t≤T
|
∫ t
0
[ a(s,Xs)− a(s, Ys) ] ds+
∫ t
0
[ b(s,Xs)− b(s, Ys) ] dWs |2
]
≤ 2K2 E
[ ∫ T
0
|Xs − Ys |2 ds
]
+ 8E
[ ∫ T
0
| b(s,Xs)− b(s, Ys) |2 ds
]
≤ 2K2 T E[ sup
0≤t≤T
|Xs − Ys |2 ] + 8T K2 E[ sup
0≤t≤T
|Xs − Ys |2 ]
≤ 8T K2 ‖X − Y ‖S .
As a result, it is a contraction if T1 <
1
8K2
.
Lemma B.7. Let A ∈ Rn×n be a symmetric, positive defined matrix. Then
(A−1)ii ≥ (Aii)−1 ∀ i = 1, . . . , n.
Proof. We can writeA = QDQt for some orthogonal matrixQ andD = diag(λi, . . . , λn).
Then A−1 = QD−1Qt and as a consequence
Aii =
n∑
j=1
q2ij λj, (A
−1)ii =
n∑
j=1
q2ij (λj)
−1.
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Hence it suffixes to prove that Aii (A
−1)ii ≥ 1. Indeed,( n∑
j=1
q2ij λj
)( n∑
j=1
q2ij (λj)
−1
)
=
n∑
j=1
q4ij +
∑
j<k
q2ij q
2
ik
( λj
λk
+
λk
λj
)
≥
n∑
j=1
q4ij + 2
∑
j<k
q2ij q
2
ik
=
( n∑
j=1
q2ij
)2
.
On the other side, since Q is orthogonal we have
∑n
j=1 q
2
ij = 1 and thus we obtain
Aii (A
−1)ii ≥ 1.
Lemma B.8. If θˆ = n∑n
1 xj
is the maximum likelihood estimator of an exponential
sample of size n then E[θˆ] = nθ
n−1 and V ar(θˆ) =
θ2 n2
(n−1)2 (n−2) .
Proof. The law of T =
∑n
1 Xj is Γ(n, θ). Using the change of variable formula, we
find that the density of θˆ is g(y) = n
y2
f(n
y
) where f(x) = 1
Γ(n)
θn xn−1 e−θx. Hence
E[θˆ] =
∫ ∞
0
y
n
y2
1
Γ(n)
θn
(n
y
)n−1
e−θ
(
n
y
)
dy
=
nθ
n− 1
∫ ∞
0
1
Γ(n− 1)θ
n−1 xn−2 e−θx dx
=
nθ
n− 1 .
Similarly
E[θˆ2] =
n2
Γ(n)
∫ ∞
0
1
x2
θn xn−1 e−θx dx
=
n2 θ2
Γ(n)
∫ ∞
0
yn−3 e−y dy
=
n2 θ2
Γ(n)
Γ(n− 2)
=
n2 θ2
(n− 1) (n− 2) .
Lemma B.9. Let X = (X1, . . . , Xn) where Xi = θ Ui are with Ui ∼ Uniform(0, 1)
independent r.v.’s. The maximum likelihood estimator of θ is θˆ = max(X1, . . . , Xn)
and its variance is of order n−2.
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Proof. The likelihood is
p(x, θ) =
1
θn
1[0,θ]n(x).
Therefore its obvious that maxθ p(X(ω), θ) is obtained when
θˆ = max(X1, . . . , Xn).
Since it can be easily checked that the density function of max(X1, . . . , Xn) is f(x) =
n
θn
xn−1 1[0,θ](x), we can calculate its variance
V ar(max
i
Xi) =
n θ2
(n+ 2) (n+ 1)2
.
Lemma B.10. If X is the Ornstein-Uhlenbeck process, then 1√
n∆n
∫ n∆n
0
X2s ds
P−→
1
2 θ
.
Proof. The solution of the SDE DXt = S(Xt) dt+σ(Xt) dWt is said to have ergodic
properties if there exists an invariant density f(x) such that
1
T
∫ T
0
h(Xt) dt→
∫ +∞
−∞
h(x) f(x) dx a.s.
Such a diffusion process is ergodic if the coefficients of the SDE satisfy the following
two conditions:
V (S, x) :=
∫ x
0
exp
(
− 2
∫ y
0
S(v)
σ(v)2
dv
)
dy → ±∞,
G(S) :=
∫ +∞
−∞
σ(x)2 exp
(
2
∫ x
0
S(v)
σ(v)2
dv
)
dx <∞,
which means that the process is recurrent (the time to return to every bounded set
is finite with probability 1) and it has a finite expectation, i.e. is positively recurrent
(see [Kut04]). In this case,
f(x) = G(S)−1 σ(x)−2 exp
(
2
∫ x
0
S(v)
σ(v)2
dv
)
.
In particular, substituting S(x) = −θ x, σ(x) = 1 and h(x) = x2, we find
1
n∆n
∫ n∆n
0
X2s ds
P−→ 1
2 θ
.
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Theorem B.11. If there exists a deterministic function φT and a positive constant
ρ such that
φ2T
∫ T
0
h(t, ω)2 dt
T→∞−−−→ ρ2 in probability,
then
φT
∫ T
0
h(t, ω) dWt
T→∞−−−→ N(0, ρ2) in distribution.
Proof. See Theorem 1.19 in [Kut04].
Lemma B.12. With respect to the notation of Example 3.31, it holds
E
[
E[R2i |X(n)θ′ = X(n)θ ]
]
= E
(
E[R2i |X(n)θ′ ]
pi(θ)
pi(θ′)
)
,
where pi(θ) is the joint density of
(
(Xθ)ti−1 , (Xθ)ti
)
evaluated at X
(n)
θ′ .
Proof.
E
[
E[R2i |X(n)θ′ = X(n)θ ]
]
=
∫
Rn
E[R2i |Xnθ′ = x ] p(x, θ) dx
=
∫
Rn
E[R2i |Xnθ′ = x ]
p(x, θ)
p(x, θ′)
p(x, θ′) dx
= E
(
E[R2i |X(n)θ′ ]
p(Xnθ′ , θ)
p(Xnθ′ , θ
′)
)
.
The result follows from the fact that Ri depends only from (Xs)ti−1≤s≤ti and thus
E[R2i |X(n)θ′ ] depends on (Xnti−1 , Xnti).
Lemma B.13. With respect to the notation of Example 3.31, it holds
E
[
∆2n
∫ ti
ti−1
(Xs −Xti−1 )4 ds
]
≤ C ∆4n E[ sup
ti−1≤s≤ti
|Xs |4 ].
Proof. We have
(Xs −Xti−1 )4 ≤ C
( ∫ s
ti−1
Xr dr
)4
+ C (Bs −Bti−1 )4
≤ C ∆4n sup
ti−1≤r≤s
|Xr |4 + C (Bs −Bti−1 )4.
Furthermore
E[ (Bs −Bti−1 )4 ] = E[Y 4 ] = 3 (s− ti−1) ≤ 3 ∆n Y ∼ N(0, s− ti−1).
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Hence
E
[
∆2n
∫ ti
ti−1
(Xs −Xti−1 )4 ds
]
≤ C ∆4n E[ sup
ti−1≤s≤ti
|Xs |4 ].
Lemma B.14. With respect to the notation of Example 3.31, it holds that E
(
pi(θ)
pi(θ′)
)2
is uniformly bounded w.r.t. θ′ .
Proof. This can be seen using the explicit form of the Gaussian density of
(
(Xθ)ti−1 , (Xθ)ti
)
.
In fact (Xti−1 , Xti) = Ab, where b = (Xti−1 ,
∫ ti
ti−1
eθs dBs) and
A =
[
1 0
e−θ(ti−ti−1) e−θti
]
.
Hence the mean is (0, 0) and the covariance matrix Q˜ = AQAT where Q is the
diagonal matrix Q = 1
2θ
diag
(
1− e−2θti−1 , e2θti − e2θti−1). Therefore
E
( pi(θ)
pi(θ′)
)2
=
det(Q˜θ)√
det(Q˜θ′)
∫
R2
exp(−〈Q˜−1θ x, x〉)
exp(−1
2
〈Q˜−1θ′ x, x〉)
dx.
Since θ′ ∈ [θ, θ + c] and the functions involved are continuous w.r.t. θ′, we obtain
the boundedness.
Lemma B.15. With respect to the notations of Section 3.4, it holds that ∂θp(y, θ)
is uniformly bounded with respect to θ by an integrable function.
Proof. We have
p(y, θ) = pθ(0, t1, x, y1) p
θ(t1, t2, y1, y2) · · · pθ(tn−1, tn, yn−1, yn)
where pθ(s, t, x, y) are the transition densities.
Theorem 5.1 in [Gob01] states that ∀µ1, µ2 > 0, µ1 < µmin ≤ µmax < µ2, there
exists c > 0 such that
1
c
Gµ2(t− s, x, y) ≤ pθ(s, t, x, y) ≤ cGµ1(t− s, x, y),
| p˙θ(s, t, x, y) | ≤ cGµ1(t− s, x, y),
∀ 0 ≤ s < t ≤ T ∀ (θ, x, y) ∈ Θ× Rd × Rd,
where the Gaussian kernel Gµ(t, x, y) is the transition density of the rescaled Brow-
nian motion (x+ 1√
µ
Wt)t≥0, i.e.
Gµ(t, x, y) = (2 pi t)
−d/2 µd/2 exp
( −µ ‖y − x‖2
2 t
)
.
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Consequently
| ∂θp(y, θ) | ≤ C
n∏
i=1
Gµ1(ti − ti−1, yi−1, yi)
and it is an integrable function (each power of the Gaussian kernel is integrable).
Lemma B.16. With respect to the notations of Section 3.4, it holds that
√
n
( n∑
i=1
(βti − βti−1)
∫ ti
ti−1
∂xXt
(
σt(θ,Xt)
)−1
dBt
−
n∑
i=1
∫ ti
ti−1
∂θσt
σt
dt
)
s−L−−→
√
2
∫ 1
0
∂θσs
σs
dWs.
Proof. We apply Theorem 2.3 in [BN+06] with g(x, y) = xy, h ≡ 1,
Yt =
(
βt
Zt
)
=
∫ t
0
(
µs
0
)
ds+
∫ t
0
As dBs,
where
As =
(
∂θσs (∂xXs)
−1
∂xXs σ
−1
s
)
.
Consequently
AAT =
( (
∂θσs
∂xXs
)2
∂θσs (σs)
−1
∂θσs (σs)
−1 (∂xXs
σs
)2
)
and taking Z ∼ N(0, AAT ), we have
ρA(g) = E[Z1 Z2 ] =
∂θσs
σs
, ρA(h) = 1, ρA(g
2) = E[Z21 Z22 ] = 3
( ∂θσs
σs
)2
.
Indeed, AAT is a singular matrix, i.e. ∃ a, b 6= 0 such that (a b)Q (a
b
)
= 0. We can
easily check that V ar(aZ1 + b Z2) = 0 and since the expectation is also 0, we have
Z1 =
b
a
Z2 and Z2 =
a
b
Z1. Thus E[Z21 Z22 ] = 3 c2
(
∂θσs
∂xXs
)4
= 3
c2
(
∂xXs
σs
)4
= 3
(
∂θσs
σs
)2
.
We note that
Xn(g, h) =
n∑
i=1
(βti−βti−1)
∫ ti
ti−1
∂xXt
(
σt(θ,Xt)
)−1
dBt, X(g, h) =
n∑
i=1
∫ ti
ti−1
∂θσt
σt
dt.
On the other hand,
α(A, g, h)2 = ρA(g
2)− (ρA(g))2 = 2( ∂θσs
σs
)2
and U(g, h)t =
√
2
∫ 1
0
∂θσs
σs
dWs.
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Lemma B.17. With respect to the notations of Section 3.4, it holds that
√
n
n∑
i=1
( ∫ ti
ti−1
Dtβti ∂xXt σ
−1
t dt−
∫ ti
ti−1
∂θσt
σt
dt
)
L2−→ 0.
Proof. We have∫ ti
ti−1
Dtβti ∂xXt σ
−1
t dt−
∫ ti
ti−1
∂θσt
σt
dt =
∫ ti
ti−1
( ∫ ti
t
∂xµsDtXs ds
)
∂xXt σ
−1
t dt
+
∫ ti
ti−1
( ∫ ti
t
∂x
( ∂θσs
∂xXs
)
DtXs dBs
)
∂xXt σ
−1
t dt.
Then, we can easily obtain that
E
[(∫ ti
ti−1
( ∫ ti
t
∂xµsDtXs ds
)
∂xXt σ
−1
t dt
)2 ]
≤
≤ ∆4n E
[
sup
ti−1≤t≤ti
(
∂xµsDtXs ∂xXt σ
−1
t
)2]
n→∞−−−→ 0
and
E
[(∫ ti
ti−1
( ∫ ti
t
∂x
( ∂θσs
∂xXs
)
DtXs dBs
)
∂xXt σ
−1
t dt
)2]
= E
[(∫ ti
ti−1
( ∫ s
ti
∂xXt σ
−1
t DtXs dt
)
∂x
( ∂θσs
∂xXs
)
dBs
)2]
≤ ∆3n E
[
sup
ti−1≤t≤ti
(
∂xXt σ
−1
t ∂x
( ∂θσs
∂xXs
)
DtXs
)2 ]
n→∞−−−→ 0.
Lemma B.18. With respect to the notations of Section 3.4, it holds that
∑n
i=1 ri
L2−→
0.
Proof. We have
ri =
√
n
n∑
i=1
{
(βti − βti−1)
∫ ti
ti−1
∂xXs σ
−1
t dBt −
∫ ti
ti−1
Dtβti ∂xXt σ
−1
t dt
− ∂θσti−1
σ3ti−1
∆X2ti +
1
n
∂θσti−1
σti−1
}
.
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It is enough to prove that nE[ r2i ]
n→∞−−−→ 0. Indeed, we have already seen that
n2 E
[ ( ∫ ti
ti−1
Dtβti ∂xXt σ
−1
t dt−
∫ ti
ti−1
∂θσt
σt
dt
)2 ]
n→∞−−−→ 0.
Moreover,
n2 E
[ ( ∫ ti
ti−1
∂θσt
σt
dt− 1
n
∂θσti−1
σti−1
)2 ]
≤ n2 ∆n
∫ ti
ti−1
E
[(∂θσt
σt
− ∂θσti−1
σti−1
)2 ]
n→∞−−−→ 0,
(βti − βti−1)
∫ ti
ti−1
∂xXs σ
−1
t dBt −
∫ ti
ti−1
Dtβti ∂xXt σ
−1
t dt =
∫ ti
ti−1
(∫ ti
ti−1
µt dt
)
∂xXs σ
−1
s dBs
+
∫ ti
ti−1
(∫ ti
ti−1
∂θσt
∂xXt
dt
)
∂xXs σ
−1
s dBs +
∫ ti
ti−1
∂θσt
σt
dt,
n2 E
[ ( ∫ ti
ti−1
(∫ ti
ti−1
µt dt
)
∂xXs σ
−1
s dBs
)2 ] ≤ n2 ∆3n E[ sup
ti−1≤t≤ti
(
µt ∂xXs σ
−1
s
)2]
n→∞−−−→ 0,
n2 E
[ ( ∫ ti
ti−1
(∫ ti
ti−1
∂θσt
∂xXt
dt
)
∂xXs σ
−1
s dBs
)2 ] ≤ n2 ∆3n E[ sup
ti−1≤t≤ti
( ∂θσt
∂xXt
∂xXs σ
−1
s
)2]
n→∞−−−→ 0,
n2 E
[ (∂θσti−1
σ3ti−1
∆X2ti−
1
n
∂θσti−1
σti−1
)2 ]
n→∞−−−→ 0, using ∆Xti = bti−1
1
n
+σti−1 (Bti−Bti−1)
Lemma B.19. With respect to the notations of Section 3.4, there exists β > 1 such
that
E
[ ( pi(θ)
pi(θ′)
)β ]
< C.
Proof. Considering the transition densities and the Gaussian kernel as previously,
we have
pθ(y) = pθ(0, ti−1, x, y1) pθ(ti−1, ti, y1, y2) ≤ C Gµ1
(i− 1
n
, x, y1
)
Gµ1
( 1
n
, y1, y2
)
and similarly
pθ′(y) = pθ′(0, ti−1, x, y1) pθ′(ti−1, ti, y1, y2) ≥ C Gµ2
(i− 1
n
, x, y1
)
Gµ2
( 1
n
, y1, y2
)
.
Therefore, we obtain
E
[ ( pi(θ)
pi(θ′)
)β ]
=
∫
R2
( pθ(y)
pθ′(y)
)β
pθ′(y) dy
≤ C
∫
R2
(
Gµ1
(
i−1
n
, x, y1
)
Gµ1
(
1
n
, y1, y2
) )β
(
Gµ2
(
i−1
n
, x, y1
)
Gµ2
(
1
n
, y1, y2
) )β−1 dy
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and it can be easily checked, using the explicit expression of the Gaussian kernel,
that the last integral is finite if f(β) := β µ1 − (β − 1)µ2 > 0. Since f(1) > 0, then
by continuity there exists β > 1 that satisfies this property.
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