The von Neumann algorithm is a simple coordinate-descent algorithm to determine whether the origin belongs to a polytope generated by a finite set of points. When the origin is in the interior of the polytope, the algorithm generates a sequence of points in the polytope that converges linearly to zero. The algorithm's rate of convergence depends on the radius of the largest ball around the origin contained in the polytope.
Introduction
Assume A = a 1 · · · a n ∈ R m×n with a i 2 = 1, i = 1, . . . , n. The von Neumann algorithm, communicated by von Neumann to Dantzig in the late 1940s and discussed later by Dantzig in an unpublished manuscript [7] , is a simple algorithm to solve the feasibility problem:
Is 0 ∈ conv(A) = conv{a 1 , . . . , a n }?
More precisely, the algorithm aims to find an approximate solution to the problem Ax = 0, x ∈ ∆ n−1 = {x ∈ R n + : x 1 = 1}.
(
The algorithm starts from an arbitrary point x 0 ∈ ∆ n−1 . At the k-th iteration the algorithm updates the current trial solution x k ∈ ∆ n−1 as follows. First, it finds the column a j of A that forms the widest angle with y k := Ax k . If this angle is acute, i.e., A T y k > 0, then the algorithm halts as the vector y k separates the origin from conv(A). Otherwise the algorithm chooses x k+1 ∈ ∆ n−1 so that y k+1 := Ax k+1 is the minimum-norm convex combination of Ax k and a j . Let e j ∈ ∆ n−1 denote the n-dimensional vector with j-th component equal to one and all other components equal to zero. To ease notation, we shall write · for · 2 throughout the paper.
Von Neumann Algorithm 1. pick x 0 ∈ ∆ n−1 ; put y 0 := Ax 0 ; k := 0. { y k + θ(a j − y k ) };
x k+1 := (1 − θ k )x k + θ k e j ; y k+1 := Ax k+1 ; end for
The von Neumann algorithm can be seen as a kind of coordinatedescent method for finding a solution to (1) : At each iteration the algorithm judiciously selects a coordinate j and increases the weight of the j-th component of x k while decreasing all of the others via a linesearch step. Like other currently popular coordinate-descent and firstorder methods for convex optimization, the main attractive features of the von Neumann algorithm are its simplicity and low computational cost per iteration. Another attractive feature is its convergence rate. Epelman and Freund [8] showed that the speed of convergence of the von Neumann algorithm can be characterized in terms of the following condition measure of the matrix A: ρ(A) := max
The condition measure ρ(A) was introduced by Goffin [13] and later independently studied by Cheung and Cucker [4] . The latter set of authors showed that |ρ(A)| is also a certain distance to ill-posedness in the spirit introduced and developed by Renegar [21, 22] . Observe that ρ(A) can also be written as
Hence ρ(A) > 0 if and only if 0 ∈ conv(A) and ρ(A) < 0 if and only if 0 ∈ int(conv(A)). When ρ(A) > 0, this condition measure is closely related to the concept of margin in binary classification [25] and with the minimum enclosing ball problem in computational geometry [6] . The quantity ρ(A) also has the following geometric interpretation as discussed in [3, Proposition 6 .28]. If ρ(A) > 0 then from (3) and Lagrangian duality we get
On the other hand, if ρ(A) ≤ 0 then (3) yields
In either case |ρ(A)| = dist(0, ∂conv(A)). Furthermore, observe that under the assumption A = a 1 · · · a n ∈ R m×n with a i = 1, i = 1, . . . , n it follows that | z, Av | ≤ 1 for all z ∈ R m , z = 1 and v ∈ ∆ n−1 . In particular, from (3) it follows that |ρ(A)| ≤ 1.
Epelman and Freund [8] showed the following properties of the von Neumann algorithm. When ρ(A) < 0 the algorithm generates iterates
On the other hand, the iterates x k ∈ ∆ n−1 also satisfy Ax k 2 ≤ 1 k as long as the algorithm has not halted. In particular, if ρ(A) > 0 then by (4) the algorithm must halt with a certificate of infeasibility A T y k > 0 for 0 ∈ conv(A) in at most 1 ρ(A) 2 iterations. The latter bound is identical to a classical convergence bound for the perceptron algorithm [2, 20] . This is not a coincidence as there is a nice duality between the perceptron and the von Neumann algorithms [19, 23] .
We show that a variant of the von Neumann algorithm with away steps has the following stronger convergence properties. When 0 ∈ conv(A), possibly on its boundary, the algorithm generates a sequence
Ax 0 2 .
The quantity w(A) is a kind of relative width of conv(A) that is at least as large as |ρ(A)|. However, unlike |ρ(A)| the relative width w(A) is positive for any non-zero matrix A ∈ R m×n provided 0 ∈ conv(A). When ρ(A) > 0, or equivalently 0 ∈ conv(A), the von Neumann algorithm with away steps finds a certificate of infeasibility A T y k > 0 for 0 ∈ conv(A) in at most behavior in the first case occurs because after the third iteration the search direction is nearly perpendicular to the current iterate and as a consequence the algorithm makes slow progress. By contrast, in the second case the away steps provide alternative search directions that enable the algorithm to make faster progress. The von Neumann algorithm can be seen as a special case of the Frank-Wolfe (also known as conditional gradient) algorithm [9, 16] . The von Neumann algorithm is also nearly identical to an algorithm for minimizing a quadratic form over a convex set independently developed by Gilbert [12] . The name "Gilbert's algorithm" appears to be more popular in the computational geometry literature [11] .
We show that a linear convergence result similar to (7) also holds for a version of the Frank-Wolfe algorithm with away steps for minimizing a strongly convex quadratic function over a polytope. This variant of the Frank-Wolfe algorithm with away steps was introduced by Wolfe [26] and has been subsequently studied by various authors. In particular, linear convergence results similar to ours have been previously established in [10, 15, 16, 17] and more recently in [1] . Linear convergence results in the same spirit also hold for the randomized Kaczmarz algorithm [24] and for the methods of randomized coordinate descent and iterated projections [18] . The computational article [14] also reports numerical experiments for variants of the von Neumann algorithm with away steps. Our main contributions are the succinct and transparent proofs of linear convergence results that highlight the role of the relative width w(A) and a closely related restricted width φ(A). Our presentation unveils a deep connection between problem conditioning as encompassed by the quantities w(A), φ(A) and the behavior of the von Neumann and Frank-Wolfe algorithms with away steps. We also provide some lower bounds on w(A) and φ(A) in terms of certain radii quantities that naturally extend ρ(A). We note that the linear convergence results in [17] are stated in terms of a certain pyramidal width whose geometric intuition and properties appear to be less understood than those of w(A) and φ(A).
The rest of the paper is organized as follows. In Section 2 we describe a von Neumann Algorithm with Away Steps and establish its main convergence result in terms of the relative width w(A). Section 3 extends our main result to the more general problem of minimizing a quadratic function over the polytope conv(A). Finally, Section 4 discusses some properties of the relative and restricted widths.
Von Neumann Algorithm with Away Steps
Throughout this section we assume A = a 1 · · · a n ∈ R m×n with a i = 1, i = 1, . . . , n. We next consider a variant of the von Neumann Algorithm that includes so-called "away" steps. To that end, at each iteration, in addition to a "regular step" the algorithm considers an alternative "away step". Each of these away steps identifies a coordinate ℓ such that the ℓ-th component of x k is positive and decreases the weight of the ℓ-th component of x k . The algorithm needs to keep track of the support, that is, the set of positive entries of a vector. To that end, given x ∈ R n + , let the support of x be defined as
Von Neumann Algorithm with Away Steps
Note that the above von Neumann Algorithm with Away Steps can also be applied to any non-zero matrix A = a 1 · · · a n . The assumption that the columns of A are normalized, i.e., a i = 1, i = 1, . . . , n, simplifies our notation and exposition. In Section 3 below we extend our discussion to the case when the columns of A are not necessarily normalized.
Observe that the iterates x k , k = 0, 1, . . . , generated by the above von Neumann Algorithm with Away Steps satisfy x k ∈ ∆ n−1 . This fact follows by induction: By construction, x 0 ∈ ∆ n−1 . At iteration k we have x k+1 = x k + θ k u where x k ∈ ∆ n−1 and the components of u add up to zero as u is either e j −x k or e ℓ −x k . The bound θ k ∈ [0, θ max ] in turn guarantees that x k+1 ≥ 0 and so x k+1 1 = x k 1 = 1.
Define the relative width w(A) of conv(A) as
Ax, a ℓ − a j Ax : ℓ ∈ S(x), j ∈ {1, . . . , n} .
(8) The next proposition shows that w(A) ≥ |ρ(A)| when 0 ∈ conv(A). To that end, observe that w(A) can also be written as
Proof: Since 0 ∈ conv(A), equation (3) yields
In particular,
Hence from (9) we get
The first inequality holds because we can choose u = x x 1 in (9). The second inequality follows from (10) .
Observe that under the assumption A = a 1 · · · a n ∈ R m×n with a i = 1, i = 1, . . . , n it follows that Au − Av ≤ 2 for all u, v ∈ ∆ n−1 . In particular, from (9) it follows that w(A) ≤ 2. In Section 4 below we discuss some additional properties of w(A). In particular, we will formally prove that w(A) > 0 for any nonzero matrix A ∈ R m×n such that 0 ∈ conv(A). We are now ready to state the main properties of the von Neumann algorithm with away steps.
Theorem 1 Assume x 0 ∈ ∆ n−1 is one of the extreme points of ∆ n−1 .
. generated by the von Neumann Algorithm with Away
Steps satisfy 
The crux of the proof of Theorem 1 is the following elementary lemma.
Lemma 1 Assume a, y ∈ R m satisfy a, y < 0. Then
and the minimum is attained at θ = − a,y a 2 .
Proof of Theorem 1:
(a) The algorithm generates y k+1 by solving a problem of the form
where a = a j − y k or a = y k − a ℓ is chosen so that a, y k = min{ y k − a ℓ , y k , a j − y k , y k }. In particular,
If θ k < θ max then Lemma 1 applied to y := y k yields
The second inequality follows from (11) and a ≤ 1 + y k ≤ 2. Thus each time the algorithm performs an iteration with θ k < θ max , the value of y k 2 decreases at least by the factor 1− w(A) 2 
16
. To conclude, it suffices to show that after N iterations the number of iterations with θ k < θ max is at least N/2. To that end, we apply the following argument from [17] : Observe that when θ k = θ max we have |S(x k+1 )| < |S(x k )|. On the other hand, when θ k < θ max we have |S(x k+1 )| ≤ |S(x k )|+1. Since |S(x 0 )| = 1 and |S(x)| ≥ 1 for every x ∈ ∆ n−1 , after any number of iterations there must have been at least as many iterations with θ k < θ max as there have been iterations with θ k = θ max . Hence after N iterations, the number of iterations with θ k < θ max is at least N/2.
(b) Proceed as above but note that if the algorithm does not halt at the k-th iteration then a, y k ≤ a j − y k , y k ≤ − y k 2 . Thus each time the algorithm performs an iteration with θ k < θ max , we have
Assume the algorithm has not halted after N iterations. Let m be the number of iterations with θ k < θ max up to iteration N . If y N 2 ≤ 4 m and θ N < θ max then from (12) we get
. 
It follows by induction that if the algorithm has not halted after

Frank-Wolfe Algorithm with Away Steps
Throughout this section assume A = a 1 · · · a n ∈ R m×n is a nonzero matrix, and f (y) = 1 2 y, Qy + b, y for a symmetric positive definite matrix Q ∈ R m×m and b ∈ R m . Consider the problem
Observe that in contrast to Section 2, we do not assume that the columns of A are normalized in this section. Problem (1) can be seen as a special case of (13) when Q = I and b = 0. The von Neumann Algorithm can also be seen as a special case of the Frank-Wolfe Algorithm [9] for (13) . This section extends the ideas and results from Section 2 to the following variant of the Frank-Wolfe algorithm with away steps. This variant can be traced back to Wolfe [26] . It has been a subject of study in a number of papers [1, 10, 14, 15, 17] .
Frank-Wolfe Algorithm with Away Steps 1. pick x 0 ∈ ∆ n−1 ; put y 0 := Ax 0 ; k := 0; .
for
Observe that the computation of θ k in the second to last step reduces to minimizing a one-dimensional convex quadratic function over the interval [0, θ max ].
We next present a general version of Theorem 1 for the above FrankWolfe Algorithm with Away Steps. The linear convergence result depends on a certain restricted width and diameter defined as follows. For x ≥ 0 with Ax = 0 let
Define the restricted width φ(A) and diameter d(A) of conv(A) as follows.
and d(A) := max
Observe that for x ≥ 0 with Ax = 0
Thus (9) and (14) imply that w(A) ≥ φ(A) for all nonzero A ∈ R m×n . Furthermore, the restricted width φ(A) can be seen as an extension of the radius ρ(A) defined in (2) . Indeed, when 0 ∈ int(conv(A)), we have span(A) = R m . Hence (5) for all x ≥ 0 with Ax = 0. Hence the following inequality readily follows
Section 4 presents a stronger lower bound on φ(A) in terms of certain variants of ρ(A). In particular, we will show that φ(A) > 0, and consequently w(A) > 0, for any nonzero matrix A ∈ R m×n such that 0 ∈ conv(A).
The linear convergence property of the von Neumann algorithm with away steps, as stated in Theorem 1(a), extends as follows.
Theorem 2 Assume x
* ∈ ∆ n−1 is a minimizer of (13) . Let y * = Ax
. . generated by the Frank-Wolfe Algorithm with Away Steps satisfy
The proof of Theorem 2 relies on the following two lemmas. The first one is similar to Lemma 1 and also follows via a straightforward calculation.
Lemma 2 Assume f is as above and a, y ∈ R m satisfy a, ∇f (y) < 0. Then 
Proof: Let y := Ax ∈ conv(A). Assume y = y * as otherwise there is nothing to show. Since y * minimizes (13), we have ∇f (y * ), y − y * ≥ 0. For ease of notation put δ := ∇f (y * ), y − y * and y − y * 2 Q := y − y * , Q(y − y * ) . It readily follows that
On the other hand, by the definition of φ(A) there exist u, v ∈ ∆ n−1
, the latter equation can be rewritten as
Putting (17) and (18) together we get
To finish, observe that
Proof of Theorem 2: This is a modification of the proof of Theorem 1(a). At iteration k the algorithm yields y k+1 such that
where a = a j − y k or a = y k − a ℓ , and
The second inequality above follows from Lemma 3. If θ k < θ max then Lemma 2 applied to y := y k yields
That is,
Then proceeding as in the last part of the proof of Theorem 1(a) we obtain (16). 
In the special case when Q = I, b = 0 problem (13) specializes to problem (1) . In this case if 0 ∈ conv(A) then we have y * = 0 and w f (A) = w(A). Hence the sharpened version of Theorem 2 yields
If in addition the columns of A are normalized then d(A) ≤ 2 and we recover the bound in Theorem 1(a).
We have the following related conjecture concerning w(A) and φ(A).
Conjecture 1 If
A ∈ R m×n is non-zero and 0 ∈ conv(A) then φ(A) = w(A).
4
Some properties of the restricted width
Throughout this section assume A ∈ R m×n is a nonzero matrix. As we noted in Section 3 above, w(A) ≥ φ(A) and φ(A) ≥ |ρ(A)| when 0 ∈ int(conv(A)). Our next result establishes a stronger lower bound on φ(A) in terms of some quantities that generalize ρ(A) to the case when 0 ∈ ∂conv(A). To that end, we recall some terminology and results from [5] . Assume A = a 1 · · · a n ∈ R m×n is a non-zero matrix. Then there exists a unique partition B ∪ N = {1, . . . , n} such that both A B x B = 0, x B > 0 and A Observe that if B = ∅, then L = {0} only when a i = 0 for all i ∈ B.
If N = ∅, let ρ N (A) be defined as
When L = {0}, it can be shown [5] that ρ B (A) < 0. Likewise, when N = ∅ it can be shown that ρ N (A) > 0. In particular, the latter implies that
where a 
From (19) and Lagrangian duality it follows that
Similarly, it can be shown that if L = {0} then
Observe that (20) and (21) nicely extend (4) and (5) . Indeed, (20) is identical to (4) when B = ∅. Likewise, (21) is identical to (5) when N = ∅ and rank(A) = m. Furthermore, (20) and (21) 
The next results show that φ(A) can be bounded below in terms of ρ B (A) and ρ N (A). In particular, Corollary 1 shows that w(A) ≥ φ(A) > 0 whenever A = 0 and 0 ∈ conv(A). it follows that . From (20) it follows that r N ≥ ρ N (A). Next, put w := and the third one follows from r N ≥ ρ N (A). Putting (22) and (23) together we get φ(A, x) ≥ |ρ B (A)|ρ N (A)
Corollary 1 Assume A = a 1 · · · a n ∈ R m×n is a nonzero matrix and 0 ∈ conv(A). Then w(A) ≥ φ(A) > 0. . In particular, ǫδ < φ(A) < 2ǫδ.
