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ABSTRACT
Nonlinear optical processes, with a particular emphasis on parametric four-wave mixing
(PFWM), are studied in rubidium vapor. A theoretical framework is introduced that en-
ables accurate calculations of nonlinear light-matter interactions, and calculations of these
interactions using this framework are performed for a broad range of excitation conditions.
In particular, the effects of femtosecond pulse parameters such as pulse duration, pulse en-
ergy, center wavelength, and chirp are investigated. Simulation results provide insight into
the light-matter interactions in rubidium vapor for these conditions. The effects of pump
pulse parameters on the production and evolution of atomic wavepackets in the nonlinear
medium are investigated. A number of femtosecond-scale phenomena that were elusive or
previously unknown are observed, including the observation of quantum beating at pump-
probe time delays exceeding 500 ps, quantum beating on the 7s1/2 − 5d3/2 energy defect at
611 cm−1, and the effects of pump pulse chirp on the amplitude and temporal dynamics of
quantum beating. Toward the goal of using the nonlinear optical process of PFWM to inter-
rogate the nearest neighbor distribution (NND), a new analytical derivation for the NND in
the non-interacting particle approximation is presented, along with the results of molecular
dynamics simulations of the NND in rubidium vapor for realistic pair interaction potentials.
ii
As with all I do, the work of this thesis was performed first
and foremost in service to my Lord and God.
iii
ACKNOWLEDGMENTS
This thesis is the culmination of my work in the Laboratory for Optical Physics and En-
gineering (LOPE) at the University of Illinois at Urbana-Champaign. I would be remiss if
I did not gratefully acknowledge at least the most important of the contributions of those
around me. First, I would like to thank all of the members of the LOPE group for creating
and maintaining a wonderful lab culture and atmosphere. My five years in the lab has for-
ever warped my sense of what a work environment should be. Second, I would like to thank
Clark Wagner (a.k.a. Mr. Whitner Clark, Dr.) for passing on even a small portion of his vast
practical lab knowledge. I would not be the experimentalist that I am without his tutelage.
Third, a huge thank you to Tom Galvin (a.k.a. Γ Tom) for his assistance on this project, and
for carrying on the work that I have started here. I cannot thank J.D. Readle enough for
being the absolute best officemate I could possibly have had, for his editorial skills, for asking
questions that I had no answers to, for commiserating and sharing in both the good and the
bad aspects of graduate research, and most importantly, for being an amazing friend. Spe-
cial thanks also go to my friend, adviser, and mentor, Professor J. Gary Eden, who invested
untold amounts of his time and energy into helping me mature, both as a researcher and
as a person. His unwavering support, optimism, and the respect and dignity with which he
treats other people has served and will continue to serve as a model for me to aspire to. My
wife Amanda deserves my thanks for being understanding and supportive throughout my
graduate career. I strive continually to be first a husband and father, and second a scientist
and engineer. Finally, to the One who has blessed me with so much, and whom I aim to
serve. “Where I fail, His grace is sufficient” (2 Cor. 12:9).
iv
TABLE OF CONTENTS
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2 PARAMETRIC FOUR-WAVE MIXING . . . . . . . . . . . . . . . . 3
2.1 Prior Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Monochromatic Pump Results . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Quantum Beating with PFWM . . . . . . . . . . . . . . . . . . . . . 8
2.1.3 Other Important Results . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 The Density Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Scope and Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.5 Parametric Four-Wave Mixing Results . . . . . . . . . . . . . . . . . 24
2.3 Parametric Four-Wave Mixing and Quantum Beating Experiments . . . . . . 28
2.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.2 Spatial, Spectral, and Temporal Characteristics of the Signal Beam . 32
2.3.3 Intensity Dependence of the Signal Beam on Pump Beam . . . . . . . 34
2.3.4 Quantum Beating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
CHAPTER 3 THE NEAREST NEIGHBOR DISTRIBUTION . . . . . . . . . . . . 52
3.1 Prior Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 New NND Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 Molecular Dynamics Simulations . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.2 Results and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . 64
CHAPTER 4 CONCLUSIONS AND FUTURE WORK . . . . . . . . . . . . . . . . 67
APPENDIX A THE PLANE-WAVE DRIVEN WAVE EQUATION . . . . . . . . . 70
A.1 Derivation of the Wave Equation . . . . . . . . . . . . . . . . . . . . . . . . 70
A.2 Transformation to a Moving Reference Frame . . . . . . . . . . . . . . . . . 73
A.3 Chain Rule and Change of Variables . . . . . . . . . . . . . . . . . . . . . . 75
APPENDIX B DERIVATION OF THE NND . . . . . . . . . . . . . . . . . . . . . 76
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
v
CHAPTER 1
INTRODUCTION
Gas-phase atomic and molecular physics is one of the oldest branches of modern science.
Beginning with studies of emission and absorption spectra in gases, scientists have studied
atomic and molecular interactions for well over 100 years. The development of new experi-
mental tools, advances in theoretical techniques, and dramatic increases in computer power
have facilitated continuing advances in the understanding of atoms, molecules, and their
interactions on a microscopic scale. The strength of these interactions is inextricably bound
to the nearest neighbor distribution (NND), which represents the probability that a parti-
cle’s nearest neighbor is a given distance away. The NND is important in such diverse areas
of study as galactic stellar dynamics [1], precipitation strengthening of alloys [2], polymer
physics [3,4], and in the biological sciences for enzyme catalysis, DNA transcription, immune
response, and molecular recognition [5].
Despite the fact that the NND is well characterized theoretically, attempts to experi-
mentally verify the validity of the theoretical results in random media, such as hot gases,
are frustrated by the difficulty of completing measurements on a timescale faster than the
atomic-scale movement of atoms and molecules in the gas. The study of the nonlinear opti-
cal parametric four-wave mixing (PFWM) process provides a window onto the femtosecond
dynamics of atoms and molecules. In particular, the coherences between states in atomic
and molecular wavepackets can be interrogated, and the nonlinear light-matter interactions
provide unprecedented control over and measurement of chemical reactions and their by-
products. In addition, there is evidence to suggest that PFWM can provide information
about ground- and excited-state potential energy surfaces, particularly near the dissociation
limit where traditional spectroscopic techniques become increasingly inaccurate.
This work provides new insight into the PFWM process, and lays the theoretical and
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experimental groundwork for using PFWM to probe the equilibrium NND. The first portion
of this thesis is dedicated to the study of the parametric four-wave mixing process. A
brief review of previous work on PFWM is given in Section 2.1. A numerical model of the
PFWM process based on statistical quantum mechanics is developed in Section 2.2. This
model is used to simulate typical experimental conditions, and the results provide physical
insights into the PFWM process that are unavailable experimentally. Section 2.3 details
experiments regarding parametric four-wave mixing conducted in saturated rubidium (Rb)
vapor. Building on previously published results, these experiments reveal more information
about the PFWM process and provide the necessary baseline for using it as a measurement
tool.
The remaining portion of this thesis describes a number of aspects of the study of the
nearest neighbor distribution. First, Section 3.2 describes the limiting case of non-interacting
particles and presents what is believed to be a new derivation that generalizes the nearest
neighbor distribution to the kth-nearest neighbor distribution, and reveals the link between
the NND and the radial distribution function. Finally, Section 3.3 describes atomic-scale
simulations that numerically model a saturated Rb vapor, allowing for the direct extraction
of the NND that includes realistic particle interactions.
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CHAPTER 2
PARAMETRIC FOUR-WAVE MIXING
Parametric four-wave mixing is one of a number of third-order nonlinear optical processes
that occur in gaseous media. In the experiments of this thesis, a femtosecond pulse incident
on a saturated rubidium vapor provides two pump photons and produces an idler and a
signal photon through nonlinear optical interactions in the vapor. It is commonly assumed
that the idler and signal fields are seeded from vacuum fluctuations or, if population exists
in excited states, by fluorescent decay [6, 7]. Once seeded, the idler and signal fields exhibit
gain throughout the interaction region in the nonlinear medium. While the signal field is
frequently assumed to be produced via four-wave mixing, three processes can contribute
significantly to the idler field: amplified spontaneous emission (ASE), stimulated hyper-
Raman scattering (SHRS), and parametric four-wave mixing (PFWM). These processes are
contrasted in Figure 2.1, and are described below.
The extreme optical intensity present in a femtosecond laser pulse can induce significant
population transfer in Rb vapor from the ground 5s1/2 state into various excited states
through single- or multi-photon transitions, including the 7s1/2 and 5d5/2,3/2 states. More-
over, for experiments performed in Rb vapor, a pair of nearly-resonant intermediate states
(5p3/2,1/2, shown only in panel (d) of Figure 2.1) exist which strengthen this process. The
lack of population in the 6p3/2,1/2 excited states results in a population inversion on the
7s1/2 → 6p3/2,1/2 transitions. Vacuum fluctuation-seeded photons (spontaneous emission)
initiate stimulated emission which contributes to the idler field; this stimulated emission
process is also referred to as amplified spontaneous emission (ASE). Spatially, stimulated
emission may occur in any direction, though the population inversion that exists exclusively
in the pump pulse beam path ensures that the idler fields produced are strongest in the
forward- and backward-propagating directions. The spectral bandwidth of the resulting
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Figure 2.1: An energy level diagram of the important nonlinear processes in Rb vapor. ωp,
ωi, and ωs represent pump, idler, and signal photons, respectively. (a) Two-photon-induced
population transfer from 5s1/2 to 7s1/2 results in ASE on the 7s1/2 → 6p3/2 transition.
(b) Two pump photons produce an idler photon and induce population transfer from the
5s1/2 to 6p3/2,1/2 states through SHRS. (c) Two pump photons instantaneously produce
an idler and a signal photon with no population transfer via PFWM. (d) Two coherently
excited PFWM pathways interfere, causing quantum beating on the signal transition. The
intermediate 5p3/2,1/2 states resonantly enhance the PFWM process.
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idler fields is limited to the atomic transition linewidth, and is independent of direction.
Cascading stimulated emission which would generate signal photons is unlikely because in-
version on the signal transition is dependent on virtually complete transfer of population
out of the ground state.
Stimulated hyper-Raman scattering (SHRS) is a nonlinear optical process that converts
two pump photons into an idler photon and conserves energy and momentum by induc-
ing population transfer between allowed electronic states. In Rb vapor with the pump
wavelengths characteristic of this thesis, this process results in population transfer from the
ground 5s1/2 to the excited 6p3/2,1/2 states. The excited population may return to the ground
state via spontaneous emission of a signal photon, but this process is incoherent. The spatial
characteristics of the generated idler field mimic those of ASE (both forward- and backward-
propagating fields are generated), but the spectral distribution of the idler fields generated
by SHRS is not limited to the atomic transition linewidth because virtual states near the
7s1/2 and 5d5/2,3/2 atomic states may participate in the interaction. However, because the
signal transition terminates on ground, inversion is difficult to establish, and therefore the
primary source of signal photons should be spontaneous emission, which is an incoherent
process.
Parametric four-wave mixing is an optical process involving no population transfer. Two
pump photons are instantaneously converted into a signal and an idler photon. Because there
is no population transfer, this optical process must conserve both energy and momentum,
which places stringent requirements on the spatial and spectral properties of the idler and
signal radiation. In particular, the phase matching condition (a manifestation of momentum
conservation) requires that the signal and idler fields propagate nearly colinearly with the
pump beam, and the spectral signature of the signal and idler beams should vary with phase
matching angle. Most importantly, the entire PFWM process is coherent and can therefore
be interrogated using interference effects. In particular, the quantum beating process under
investigation is observed via Ramsey interferometry, in which the interference between the
signal fields produced by pump and probe pulses is detected.
Even in experiments involving only monochromatic pump fields, there is a complex in-
terplay between these three nonlinear processes. In particular, several studies explore com-
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petition between ASE and PFWM [8–10], and others report on the competition between
SHRS and PFWM [10, 11]. The situation is even more complex when femtosecond pulses
with bandwidth sufficient to break assumptions of monochromaticity are utilized. The ex-
periments of this chapter shed light on the competition between these nonlinear optical
processes under varying excitation conditions.
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2.1 Prior Work
2.1.1 Monochromatic Pump Results
Starting in the late 1970s, four-wave mixing and other nonlinear processes in alkali vapors
were the focus of a number of studies. Alkali vapors were chosen because of the simplicity
of their electronic structure. In 1978, Hartig reported on resonantly enhanced four-wave
mixing in sodium (Na) vapor as a means for producing coherent infrared and ultraviolet (UV)
radiation [12]. Heinrich and Behmenburg published their results on the production of tunable
UV (λ = 190−200, 250−380 nm) radiation via four-wave mixing in barium vapor in 1980 [13].
In 1981, Smith and Ward observed parametric four-wave mixing in cesium (Cs) vapor and
measured the gain, gain threshold, and the ratio of the forward- to backward-propagating
signals for four different signal wavelengths [14]. In 1984, Zhang et al. observed four-wave
and six-wave mixing in potassium vapor that generated 32 distinct signal wavelengths in
the UV range [15]. In 1986, Dinev et al. report on PFWM in Na vapor, but additionally
proposed a physical process that could enhance the PFWM signal [6]. Absorption of pump
photons by molecular (Na2) species results in energy transfer to excited atomic states. The
subsequent radiative decay of these atomic states replaces vacuum fluctuations in providing
a seed to enhance the PFWM signal.
By 1986, it had become clear that multiple nonlinear processes with different spatial and
spectral characteristics compete. In particular, Agarwal published a theoretical treatment
of the competition between ASE and PFWM in 1986, including a discussion on photon
squeezing and antibunching [8]. Boyd et al. followed with a theoretical and experimental
study of the same subject in 1987 [9]. Boyd proposed a mechanism whereby the coherent
PFWM idler and signal fields interfere destructively with the pump fields to inhibit popula-
tion transfer to the high-lying excited states. In addition, in 1988–1989 Moore et al. showed
that PFWM and parametric six-wave mixing (PSWM) compete with SHRS and, under cer-
tain circumstances, that the SHRS signal can be dramatically reduced by the presence of
phase-matched wave mixing [16,17].
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2.1.2 Quantum Beating with PFWM
The growing availability of large-bandwidth laser sources opened the door for studies of
PFWM taking place on multiple electronic state pathways simultaneously. In 1986, Golub
and Mossberg, still utilizing nanosecond-scale pulse durations but with much larger band-
width than in previous experiments, observed interference between two simultaneously ex-
cited PFWM pathways. They attributed the oscillations in the signal intensity as a function
of time delay between two excitation pulses to quantum beating [18]. Observations of quan-
tum beating using picosecond- and femtosecond-scale laser pulses followed.
The first demonstration of quantum beating with parametric four-wave mixing at the
Laboratory for Optical Physics and Engineering at the University of Illinois at Urbana-
Champaign was reported by Tran et al. in 1998 [19]. These experiments demonstrated
modulation of the nonlinear susceptibility χ(3) by preparing atomic wavepackets in Rb vapor.
Quantum beating was observed by recording the strength of the parametric four-wave mixing
signal as a function of the time delay between a pump (which served to prepare the atomic
wavepackets) and probe (which interrogated the time evolution of the atomic wavepackets)
beams. A Fourier transform was employed to convert pump-probe delay time-domain data
to the frequency domain. A number of experimental considerations, such as spatial and
spectral characteristics of the signal radiation in the UV and the signal strength dependence
on the incident power, were cited in support of the argument that the atomic wavepackets
produced by the pump beam modulate the nonlinear susceptibility.
Tran’s experiments were performed by producing femtosecond pulses in a colliding-pulse
mode locked dye laser system, and quantum beating was demonstrated at the 11s-9d and
12s-10d energy defect frequencies in rubidium vapor. Further development of the PFWM
technique was facilitated by the acquisition of a Ti:Sapphire oscillator and regenerative am-
plifier, which produced 120 fs pulses with a center wavelength tunable from 765 to 780 nm.
However, despite the center wavelength being fortuitous for the production of an atomic
wavepacket involving the 7s and 5d states in Rb vapor, the spectral bandwidth required
to generate PFWM on both pathways simultaneously was unavailable. To circumvent this
problem, self-phase modulation was utilized to obtain the necessary bandwidth at the ex-
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pense of spectral consistency and power stability. This work was continued and extended by
Oldenburg and coworkers, culminating in Oldenburg’s Ph.D. dissertation [7]. Oldenburg’s
dissertation contains experimental results of both the colliding-pulse mode locked dye laser
system and the Ti:Sapphire regenerative amplifier regarding the PFWM process. In addi-
tion, Oldenburg developed a semiclassical theory and a purely quantum mechanical theory
(using density matrix formalism) and used them to understand a few of the interesting as-
pects of the experimental results. Oldenburg’s dissertation identified the need to explain the
observed transient behavior of the quantum beating signal.
An explanation for this behavior was proposed in 2003 when Senin et al. demonstrated
the use of the atomic wavepacket-induced modulation of χ(3) to observe dissociation of Rb2
molecules [20]. The pump pulse in these experiments served two purposes: to induce pho-
toassociation of colliding Rb atoms into Rb2 molecules, and to prepare the atomic wavepack-
ets that were subsequently interrogated by probe pulses. The rate of decay of the atomic
wavepackets is linked to various predissociation channels available to the Rb2 molecule. In
this way, the observed temporal decay of the quantum beating signal was attributed to the
decoherence of atomic wavepackets induced by dipole-dipole interactions with dissociating
rubidium dimers.
Lu et al. studied this phenomenon in greater detail, and were the first to report shifts
in the quantum beating frequency attributed to long-range dipole-dipole interactions be-
tween neighboring Rb atoms [21]. In addition, calculations regarding the phase matching
conditions describing the spatial characteristics of the PFWM signal were presented, and an
analytical model using the density matrix formalism was developed to justify the observed
time dependence of the PFWM signal.
A previously unexplored characteristic of the four-wave mixing signal was reported by Zhu
et al. in 2005, where the polarization dependence of the four-wave mixing signal in saturated
rubidium vapor was investigated. Zhu utilized nanosecond-scale (nearly monochromatic)
pulses to probe how the pump beam polarization ellipticity affected the polarization of
the resulting PFWM signal from the 5s →→ 7s → 6p → 5s and 5s →→ 5d → 6p →
5s pathways separately. These results were used to explain the pump field polarization
dependence for a femtosecond pump pulse train where both PFWM pathways take place
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simultaneously. It was determined that the pathways do not interact significantly, and thus
the total polarization of the PFWM signal is simply a weighted sum of the polarization
resulting from each separate pathway. It was determined that at low pump intensities, the
5d pathway is dominant (due to the small detuning of the 5p single-photon resonance),
while the 7s pathway gains in importance at higher pump intensities. The polarization of
the PFWM signal resulting from the 5d pathway follows the polarization of the pump beam,
while linear pump polarization results in an elliptically polarized PFWM signal through the
7s pathway.
The observation of sidebands on quantum beating peaks was the subject of scrutiny in a
paper by Shen et al. [22]. The position of these sidebands was observed to be dependent on
the Rb number density, and therefore the average internuclear separation 〈< r〉. This was
attributed to multiple atom dipole-dipole interactions, and the expected frequency splitting
of the sidebands was calculated for ensembles of up to 5 equally spaced Rb atoms. This
model accounted for nearly all of the observed sideband splitting data available at the time.
Also in 2007, Zhu et al. reported on the observation of parametric six-wave mixing
(PSWM) in Rb vapor as an extension of the PFWM technique [23]. Quantum beating
at 608 cm−1 (the 7s1/2-5d5/2 energy defect) was observed on an idler signal which was de-
tected by frequency mixing with residual pump photons in a nonlinear crystal (LiIO3) in
order to move the detection wavelength from the infrared (at 1.323 µm) into the visible (at
≈ 494 nm). In addition, the various idler and signal intensities were recorded and analyzed
with changes in the pump intensity. The observation of PSWM demonstrated that atomic
and molecular wavepackets can be probed with χ(5) as well as χ(3) processes.
The recent introduction of a new femtosecond pulse diagnostic, a second-harmonic genera-
tion frequency-resolved optical gating (SHG FROG) device, allowed for significantly greater
understanding of the influence of various pump pulse characteristics (such as the pump spec-
trum and pulse chirp) on the parametric four-wave mixing phenomenon. In particular, Xiao
et al. were able to apply this knowledge of pump pulse characteristics to the understanding
of the dipole-dipole interactions taking place in the Rb vapor medium being probed via
the PFWM processes and to the distribution of molecular dissociation fragments of pho-
toassociated Rb2 molecules [24,25]. In addition to showing that the femtosecond pulse chirp
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dramatically alters this nascent product distribution, Xiao was able to adjust the pulse chirp
to demonstrate coherent control of this product distribution, effectively choosing (in a sta-
tistical sense) and driving a particular chemical reaction while simultaneously observing the
reaction with the PFWM process. Xiao also introduced new analysis techniques utilizing
the short-time Fourier transform to observe the relative strength of the various quantum
beating frequency components as a function of time.
A thorough review of work related to the parametric four-wave mixing process conducted in
the Laboratory for Optical Physics and Engineering is presented in a book chapter published
in 2008 [26].
2.1.3 Other Important Results
A number of other published results are relevant to the study of parametric four-wave mixing.
The first of these is a study by Broers et al. in 1992 regarding population transfer in Rb
vapor induced by chirped femtosecond pulses [27]. Broers found that 100% of the ground-
state population could be transferred to excited states through the 5d5/2,3/2 ← 5p3/2 ← 5s1/2
pathway when significant chirp is introduced onto a femtosecond pulse. It was shown that
both positively and negatively chirped pulses could produce nearly complete population
transfer. This is an important result, as the femtosecond pulses used in the experiments
of this thesis have bandwidth that covers both transitions. In the same vein, Chatel et
al. published work in 2003 that illuminates the relative roles of direct and sequential pathways
in two-photon absorption with a nearly-resonant intermediate state [28]. Experiments in Na
vapor are presented that match theoretical calculations. The role of population transfer in
observations of quantum beating, particularly with respect to pulse chirp, will be discussed
in greater detail in Sections 2.2.5 and 2.3.4.
The 1999 results of Lvovsky et al. deserve significant discussion because of their appli-
cability to the current experiments. Lvovsky and colleagues studied the phenomenon of
yoked superfluorescence (YSF) in Rb vapor [29]. Their experiments consisted of pumping
the 5d5/2,3/2 ←← 5s1/2 transition that is nearly single-photon resonant with the 5p3/2 inter-
mediate state with a pair of 4 ps laser pulses with an adjustable angular separation. Several
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of their results are noteworthy:
1. While many experiments in the nanosecond domain show that ASE, SHRS, and PFWM
are competing nonlinear processes, the femtosecond pump regime is fundamentally
different because the pump pulse is gone before ASE has time to build up. The ASE
and PFWM processes do not compete on the femtosecond timescale.
2. The rapid population buildup in the high-lying excited states (5d5/2,3/2 in their exper-
iments) due to the femtosecond pump pulse created a mid-infrared superfluorescent
“flash” lasting less than 50 ps. This coherently moved population to the 6p3/2,1/2 states.
3. The 5d5/2,3/2 → 6p3/2,1/2 superfluorescence emission takes place omnidirectionally (into
4pi sr), while the 6p3/2,1/2 → 5s1/2 (420 nm) emission obeys the phase-matching condi-
tion.
4. The delay of the peak signal intensity decreases monotonically with increasing pump
intensity.
These observations are important to bear in mind when analyzing the observations of quan-
tum beating in Rb vapor as discussed in Section 2.3.4.
Gogyan and Malakyan demonstrated theoretically that quantum beating was observable
in the stimulated electronic Raman scattering (SERS) signal in 2006 [30]. This process
involves a single-photon excitation of multiple atomic energy levels as opposed to multi-
photon interactions, which are prevalent in the experiments of this thesis. However, this
result hints that observations of quantum beating on the idler transition of the parametric
four-wave mixing or stimulated hyper -Raman scattering may provide insight into the dy-
namics of atomic (or even molecular) dynamics of wavepacket creation and evolution on the
femtosecond timescale.
In 2007, Vaicaitis and coworkers used an optical parametric generation source to cre-
ate center-wavelength-tunable femtosecond pulses to excite parametric four-wave mixing in
Na vapor [31]. They report the observation of spectrally-broad conical emission, and at-
tribute some portion of the generated spectrum to the generation of Rabi sidebands. Other
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potentially important nonlinear processes were mentioned, including two-photon resonance-
enhanced photoionization and the induced ac Stark shift. The potential identification of
Rabi sidebands as part of the quantum beating experiments of this thesis will be discussed
in Section 2.3.4.
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2.2 The Density Matrix
The parametric four-wave mixing process has garnered significant attention over the past sev-
eral decades as an interesting and complex nonlinear phenomenon. Until recently, however,
the vast majority of theoretical and experimental studies have focused on the light-material
interactions with the monochromatic (or nearly monochromatic) light fields associated with
nanosecond or picosecond pulses (see Section 2.1.1). When applied to systems excited with
femtosecond pulses, semiclassical models that rely on assumptions of monochromaticity fail
to predict crucial physical processes [7]. This is especially true for the case represented
in this thesis, where the center wavelength of the femtosecond pump laser source is nearly
resonant with a single-photon-allowed transition.
Because semiclassical models are inadequate, a purely quantum mechanical model must be
constructed if a meaningful comparison is to be made with experimental observations. Under
the assumption that each rubidium atom in the interaction region (the unfocused pump laser
beam) is an isolated quantum system, the density matrix formalism provides an efficient
and convenient way to describe light-matter interactions in the rubidium vapor medium
in a statistical manner. The model developed in this thesis extends previous analytical
and numerical density matrix models that have been applied with limited success to the
femtosecond-pumped parametric four-wave mixing problem.
2.2.1 Previous Work
The first development of a density matrix formalism model applicable to this experiment
was reported by Oldenburg in 2001 [7]. A non-perturbative numerical model was developed
that tracked the time evolution of the total electric field and the macroscopic polarization
induced by that field arising from light-matter interactions in the Rb medium. This model
was successful in describing the propagation of a high-intensity pump pulse through the
nonlinear medium and predicting the production of idler and signal waves. Computational
complexity and available computing power limited the model to four atomic states and a
temporal duration of less than 3 ps. Despite these limitations, Oldenburg’s model formed
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the basis for the model developed here.
An analytical model was developed by Lu et al. in 2004 and Zhu et al. in 2007 that sought
to explain the observed PFWM signal dependence on the time delay between two pump
pulses incident on the Rb medium [21, 32]. These approaches utilized perturbation theory,
which limited them to relatively low pump pulse intensities. These models also included
only a small number of atomic states, potentially missing important physical processes.
Furthermore, these models sought only to predict a single observed quantum beat frequency
and to explain the first-order time dependence of the PFWM signal on the pump-probe time
delay. These limitations prevent these models from providing significant understanding of
the relevant physical processes that are observed to occur in the nonlinear rubidium vapor
medium.
2.2.2 Scope and Assumptions
The density matrix model developed here is used to quantitatively describe the parametric
four-wave mixing process in great detail. The competing nonlinear processes of interest (am-
plified spontaneous emission, yoked superfluorescence, and stimulated hyper-Raman scatter-
ing) are all implicitly included in the model, along with linear light-matter interactions such
as absorption and stimulated emission. This model is therefore capable of predicting the
complex interactions and interferences between the nonlinear processes.
A number of simplifying assumptions are utilized to make the model computationally
tractable, and these assumptions are discussed in depth here. While the density matrix
model is completely quantum mechanical in its description of the nonlinear medium, the
electromagnetic fields are not quantized. The classical treatment of the fields is justified
because the density matrix formalism is inherently statistical in nature and the light-matter
interactions are folded into the macroscopic polarization field. In effect, the field responds
to the statistical average of the macroscopic polarization. The additional complexities asso-
ciated with quantized fields are therefore unwarranted.
The experimental results presented in Section 2.3 were obtained for two pump beam
geometries: focused and collimated. The spatial and spectral properties of the signal beam
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and the intensity dependence of the signal beam on the pump beam were interrogated
in a collimated pump beam geometry, but efforts to observe quantum beating with this
configuration proved fruitless. A focusing geometry was adopted to increase the pump beam
intensity, and quantum beating was observed (see Section 2.3.4), but this change in geometry
introduced significant additional challenges for numerical simulations.
The simple case of propagating plane waves was adopted for the numerical model because
of the reduced computational complexity. Under this assumption, the transverse spatial
mode of the pump beam was ignored, but the results of the model for different pump inten-
sities should be valid for different spatial positions in the incident beam. A more important
weakness that this assumption introduced was that the spatial mode pattern resulting from
non-axially-phase-matched processes is lost, and it was no longer possible to differentiate be-
tween axially-phase-matched and off-axis phase-matched emission. However, the dramatic
reduction in the computational domain associated with the plane-wave assumption provided
sufficient impetus to use it.
The purely quantum mechanical treatment of the medium is this model’s greatest asset,
but it is still important to consider its limitations. Previous density matrix models included
only four atomic states of rubidium: the 5s1/2, 7s1/2, 5d5/2, and 6p3/2 states. These are the
four states assumed to be involved in the quantum beating process observed in experiments.
However, it has already been noted that enhancement of two-photon processes via single-
photon-resonant 5p3/2,1/2 ← 5s1/2 transitions are important, so these quantum states are
included. Though rarely discussed prior to this thesis, quantum beating is observed at
611 cm−1, which is attributed to quantum beating between the 7s1/2 and 5d3/2 states. Also
important is the 6p1/2 state, as signal emission is observed at 421.7 nm (the 6p1/2 → 5s1/2
transition) in addition to 420.3 nm (from the 6p3/2 → 5s1/2 transition). These observations
warrant the inclusion of the 5d3/2 and 6p1/2 states as well. Despite the inclusion of eight (as
opposed to four) atomic states, there are still potentially important processes that are not
included in the model. Of primary importance is photoionization (which is readily obtained
via absorption of a single pump photon from any of the 5d5/2,3/2 or 7s1/2 states), which has
been observed in the past [7]. However, it would be difficult to include photoionization and
the resulting free electrons in the model, and so this process is neglected. The recombination
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lifetime for a rubidium ion under conditions similar to the experiments reported in this
thesis is significantly greater than the temporal duration of the simulations. Therefore, any
photoionization events effectively remove population from the “closed” system of eight Rb
atomic states, either from the ground 5s1/2 state via three-photon absorption or, more likely,
from the 5d5/2,3/2 or 7s1/2 states via single-photon absorption. Thus, the effects of excluding
photoionization from the model are expected to be twofold. First, the extra ground-state
population may lead to the model overestimating the strength of the nonlinear processes,
as it is primarily ground-state population that participates in nonlinear processes. However,
leaving photoionization out of the model may also lead to an overestimate of the high-lying
excited state densities that tend to inhibit nonlinear processes. Because the errors introduced
by the lack of photoionization in the model are competing, it is difficult to estimate their
cumulative effects.
Because of the model’s complexity and the size of the computational domain, the primary
practical limitations of the model are numerical accuracy and computation time. For the
highest intensities investigated (and therefore the fastest oscillations in the density matrix
elements), the temporal step size necessary to preserve numerical accuracy to the 10−6
level was empirically determined to be approximately 5 × 10−18 sec, or 0.2% of an optical
cycle. Propagation of the density matrix for each time step takes approximately 200 µs of
computing time. Maintaining numerical accuracy for propagating in space requires a spatial
step size of approximately 10 µm, and spatial propagation calculations require about 50 µs
of computing time per step. Meaningful time and distance propagation (to t = 10 ps and
z = 20 mm) requires 10 days of computations. This is the largest barrier to using this model
for understanding the physical processes taking place in the medium.
2.2.3 Implementation
The driven wave equation that describes the propagation of the electromagnetic radiation
through the rubidium vapor is derived directly from Maxwell’s equations under a number
of assumptions. The full derivation is given in Appendix A, but the assumptions utilized in
this derivation are discussed here.
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Gaseous nonlinear media like rubidium vapor have a number of convenient properties:
they are nonmagnetic; and when photoionization is neglected, there is no significant space
charge or macroscopic current density. Photoionization is known to occur for the intense
optical pump fields required to exhibit parametric four-wave mixing; but for space charge
to accumulate over a macroscopic region, such that electromagnetic radiation interacts sig-
nificantly with the space charge, is unlikely [7]. The average velocity of a photoelectron is
estimated to be approximately 500 nm/ps (from the energy in excess of the ionization limit
imparted by a single 770 nm photon from the 5d5/2 state). In the absence of a large exter-
nal dc electric field, significant charge transfer could only occur on a timescale significantly
longer than the femtosecond pump pulse duration. This lack of significant space charge also
implies that the macroscopic conduction current density within the vapor medium is negligi-
ble. The plane-wave approximation discussed previously is also invoked. The incorporation
of these approximations into Maxwell’s equations allow for the derivation of the plane-wave
driven wave equation:
∂2E
∂z2
− 1
c2
∂2E
∂t2
= µ0
∂2P
∂t2
(2.1)
where E represents the electric field as a function of space z and time t, c is the speed of
light, µ0 is the vacuum permeability, and P is the macroscopic polarization.
The quantum mechanical model for the nonlinear medium is based on the density matrix
description of uncoupled quantum systems. For a Hamiltonian Hˆ0 describing the energy of
an unperturbed Rb atom, the solutions to Schro¨dinger’s equation define an orthonormal set
of s atomic wavefunctions ψs (~r). Assuming that the atomic states included in the model
form a complete basis set, the state of the quantum system at any instant in time t can
be written as a weighted sum of the stationary atomic wavefunctions. This model includes
the eight atomic states of Rb that are deemed to be important to the parametric four-wave
mixing process (see Figure 2.2).
It is impossible to know the exact state vector for all of the uncoupled quantum mechanical
systems (atoms) at the same time, but the state of the ensemble of quantum systems can be
described in a statistical sense via the density matrix. The elements of the density matrix
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Figure 2.2: The eight Rb atomic states that are important for the PFWM process. The
energy of each state (in cm−1) is given with reference to the ground 5s1/2 state.
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ρmn are defined by
ρmn =
∑
s
p (s)Csm
∗Csn
where p (s) represents the classical probability of any quantum system being in state s,
and |Cm|2 and |Cn|2 represent the probability amplitude for the quantum system being in
eigenstates m and n, respectively. The density matrix is powerful because it can be used to
calculate the expectation value of any observable A in a compact fashion:
〈A〉 =
∑
mn
ρnmAmn =
∑
n
(
ρˆnAˆn
)
= Tr
(
ρˆAˆ
)
(2.2)
where ρˆ and Aˆ are the matrix representations of the density matrix and observable A,
respectively, and Tr
(
Bˆ
)
represents the trace of matrix Bˆ.
The collective (statistical) response of the ensemble of uncoupled Rb atoms to the incident
pump laser light is then modeled by calculating the density matrix as a function of time
for a time-dependent total Hamiltonian Htot that includes the interaction energy associated
with the electric field E (t):
Hˆtot = Hˆ0 − µˆ · E (t) (2.3)
where µˆ is the dipole moment operator. The response of the density matrix to this time-
dependent total Hamiltonian is calculated from:
ρ˙mn = − i~
[
Hˆtot, ρˆ
]
mn
(2.4)
where the brackets represent the commutator, defined by
[
Aˆ, Bˆ
]
≡ AˆBˆ − BˆAˆ.
There are three important physical processes that are not included in the total Hamiltonian
of Equation (2.3): spontaneous emission, spontaneous dephasing, and collisional dephasing.
Spontaneous emission needs to be explicitly added to the Hamiltonian because it is not part
of the atomic Hamiltonian, and is not induced by interactions with the optical electric field.
Because spontaneous emission involves transfer of population between allowed energy levels,
it is added to the density matrix model by including decay rates on the diagonal elements
of the density matrix. Spontaneous emission into and out of every energy level included in
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the model is calculated via
ρ˙nn = − i~
[
Hˆ, ρˆ
]
nn
+
∑
m∀Em>En
Γˆmnρˆmm −
∑
m∀Em<En
Γˆmnρˆnn (2.5)
where Γˆmn represents the spontaneous emission lifetime of state m to state n (which have
energies Em and En, respectively). Spontaneous and collisional dephasing reduce coherences
between the atomic states, which are recorded on the off-diagonal elements of the density
matrix, and tend to return the density matrix to its equilibrium state ρ(eq). The off-diagonal
elements of the density matrix are calculated by
˙ˆρmn = − i~
[
Hˆ, ρˆ
]
mn
− γˆmn
(
ρˆmn − ρˆ(eq)mn
)
where m 6= n (2.6)
where
γmn =
1
2
(
1
τm
+
1
τn
)
+ γ(col)mn
where τm represents the total lifetime of the stationary state m, and where γ
(col)
mn is the
dipole dephasing rate due to processes (such as elastic collisions) that are not associated
with transfer of population between states. The γ
(col)
mn terms are assumed to be the same for
all m and n. Equations (2.5) and (2.6) comprise the final set of differential equations that
define the density matrix model.
The connection between the driven wave equation and the time-dependent density matrix
ρˆ (z, t) that depends on both position z in the nonlinear medium and time t (that is calculated
via Equation (2.4)) is provided by the macroscopic polarization of the medium P (z, t),
which represents the collective response of the atoms in the rubidium vapor to the incident
pump radiation. Therefore, accurately representing the complex interactions taking place
on the femtosecond timescale in the rubidium vapor essentially requires computing, in a self-
consistent manner, the electric field, the density matrix, and the macroscopic polarization
of the medium for all positions in the interaction length as a function of time.
These calculations were performed on a uniform rectangular grid with dimensions of space
z and time t. Temporal and spatial resolution were determined by trial and error such that
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the calculation results are unaffected by increasing the resolution. The differential equations
that form the core of the model need to be transformed to difference equations for evaluation
on the computational grid. The most physically based calculation method is to step through
the computations in time, solving for the electric and polarization fields at all positions within
the domain in a self-consistent manner. This method has the disadvantage of significantly
greater memory usage when compared with other methods, as the fields at all positions and
for at least several time steps must be stored. However, the memory currently available for
computations on a desktop computer is sufficient for the task.
The specific method for evaluating the fields at all time and space grid points is outlined
here. Time is measured in femtoseconds, and position in µm. Electric fields are taken to
be in units of 109 V/cm, and polarization fields are in coul/m2. The transition dipole ma-
trix elements used in the simulations are taken from the theoretical work of Safronova et
al. [33]. First, the density matrix for every spatial grid point is initialized to the thermo-
dynamic equilibrium case. The computational scheme utilizes a backward-difference scheme
in time, and simultaneously solves for the electric fields over all space by using a spatial
centered-difference scheme. At the spatial end points of the computational domain, the
spatial derivatives must be evaluated in a forward- or backward-difference scheme. The
transformation from differential equations to difference equations is given in Appendix A.
The algorithm used to calculate the electric and polarization fields and the time propaga-
tion of the density matrix is enumerated here:
1. Set the electric and polarization fields for the first temporal and spatial steps and
initialize the density matrix for each spatial position to the equilibrium density matrix.
2. For each spatial position, loop through each time step, calculating the electric and
polarization fields and the density matrix in a self-consistent manner.
(a) Estimate the polarization fields for the current time step from previous values.
(b) Calculate the current electric field using the driven wave equation and past values
of the fields in space and time.
(c) Propagate the density matrix to the current time step based on the estimated
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electric field.
(d) Recalculate the polarization field based on the newly acquired density matrix.
Record the error in the original estimation of the polarization fields.
(e) Repeat steps (b)–(d) using the updated polarization field estimate.
(f) Using the estimated polarization fields and their associated error estimates, cal-
culate the best guess for the true polarization field for this space and time.
(g) Complete steps (b)–(d), and then recalculate the polarization and electric fields
again.
(h) Ensure that convergence was achieved and move to the next time step.
3. Move to the next spatial step.
The calculated fields and density matrices are stored for subsequent analysis.
2.2.4 Validation
This model was validated by comparing numerically computed results to an analytical solu-
tion. For a two-level system in which the levels are connected with a matrix element µab, the
response to a monochromatic incident electric field has been analytically calculated. Under
these conditions, the populations of the two states (Pa for the ground and Pb for the excited
states) as a function of time are given by
Pa = cos
2
(
1
2
Ω′t
)
+
∆2
Ω′2
sin2
(
1
2
Ω′t
)
(2.7)
Pb =
|Ω|2
Ω′2
sin2
(
1
2
Ω′t
)
(2.8)
where the incident electric field is E (t) = E0 cos (ωt+ θ), t is time, Ω
′2 ≡ |Ω|2 + ∆2 is
the generalized Rabi frequency (from which one can readily verify population conservation,
Pa + Pb = 1 for all time), Ω ≡ 2µbaE/~ is the complex Rabi frequency, and ∆ ≡ ω − ωba is
the frequency detuning of the incident field ω and the transition frequency ωba (see Section
6.5.2 of [34]).
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To conform the eight-level model to the two-level approximation, the entire population
was in the ground state at time t = 0, and the dipole matrix elements connecting the ground
and excited states were set to zero with the exception of the 5p1/2 ↔ 5s1/2 transition. With
a nearly-resonant harmonic electric field input, the resulting state populations as a function
of time are given in Figure 2.3, along with the analytical solution. The inset emphasizes the
accuracy of the model. When the transition dipoles were allowed to return to their regular
values, it is clear that population transfer occurs on multiple transitions (see Figure 2.4),
which provides further evidence that the model is qualitatively and quantitatively accurate.
As an additional validation check, the analytical solution for the induced dipole under
these conditions is given by Equation (2.9).
〈µ˜〉 = µab Ω
Ω′
[−∆
2ω′
e−iωt +
1
4
(
∆
Ω′
− 1
)
e−i(ω−Ω
′)t +
1
4
(
∆
Ω′
+ 1
)
e−i(ω+Ω
′)t
]
+ c.c. (2.9)
It is important to note that the induced dipole oscillates not only at the driving frequency
but also at frequencies on either side, which are known as Rabi sidebands. The production
of these sidebands will be discussed in greater detail in Section 2.3.4.
2.2.5 Parametric Four-Wave Mixing Results
The density matrix model has been used to investigate the nonlinear processes taking place
in the Rb vapor with an incident femtosecond laser pulse. As an example, the populations in
each of the eight important atomic states of the Rb vapor are displayed as a function of time
in Figure 2.5 for the following incident pulse parameters: center wavelength λ0 = 770 nm,
FWHM bandwidth ∆λ = 19.4 nm (corresponding to a FWHM duration of 45 fs), chirp φ′′ =
0 fs2, energy Q = 200 µJ, and beam diameter D = 8 mm. The effects of variation in each of
these pulse parameters have been studied in detail, but the results will be presented with the
corresponding experimental observations to assist in their analysis. Due to computational
time constraints, results of the propagation of femtosecond pulses through the nonlinear
medium have been deferred for future study.
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Figure 2.3: The simulated and analytical solutions for a harmonic pump field incident on
Rb vapor. The driving field has λ0 = 800 nm and E0 = 2.5 × 105 V/cm, corresponding
to ∆ = −0.014871 fs−1 and Ω = 0.008484 fs−1. For this simulation only, all transition
dipoles are set to zero except the 5p1/2 ↔ 5p3/2, to conform the eight-state model to a
two-level approximation. The inset expands a small region of the full figure to observe
the differences between the simulated and analytical solutions. The high-frequency small-
amplitude oscillations of the simulation around the analytical solution are not numerical
simulation error—rather, they represent errors introduced into the analytical solution by
making the rotating-wave approximation.
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Figure 2.4: Simulated and analytical results for a driving field with λ0 = 796 nm and E0 =
4×105 V/cm. In this case, the detuning is significantly smaller with only moderately higher
field strength. The nearly-resonant conditions cause the Rabi oscillations to dramatically
increase in amplitude. All transition dipole matrix elements are returned to their proper
value, allowing for oscillations on multiple transitions, and causing the observed differences
in the analytical and numerical solutions.
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Figure 2.5: The populations in each atomic state of Rb as a function of time for the following
pulse parameters: λ0 = 770 nm, ∆λ = 19.4 nm, φ
′′ = 0 fs2, Q = 200 µJ, and D = 8 mm.
The rapid oscillations present in the 6p states have small amplitude, but are accentuated
because of the logarithmic ordinate.
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2.3 Parametric Four-Wave Mixing and Quantum Beating
Experiments
The Laboratory for Optical Physics and Engineering began investigating parametric four-
wave mixing and quantum beating in alkali vapors in 1992 utilizing a colliding-pulse mode-
locked dye laser. This system was replaced by a Ti:Sapphire ultrafast oscillator and regener-
ative amplifier system in 2001, which enabled great progress in understanding the nonlinear
optical processes and interactions involved in these experiments. Although this system was
an improvement over the dye laser system, a number of limitations of the Ti:Sapphire sys-
tem were identified. In particular, achieving quantum beating in Rb vapor required spectral
bandwidth beyond what was available directly from the amplifier, which necessitated the
use of self-phase modulation (SPM) in air. Removing or minimizing potential sources of
experimental error was the primary goal during the design and construction of a completely
new experimental setup.
2.3.1 Experimental Setup
The experimental setup for observing the nonlinear phenomena occurring in Rb vapor is
depicted in Figure 2.6. A new femtosecond oscillator and regenerative amplifier laser system
was obtained (Wyvern-1000, built by Kapteyn-Murnane Laboratories) to fulfill stringent
pulse characteristics requirements. The laser was required to produce pulses with a center
wavelength near 769 nm with a maximum bandwidth more than sufficient to simultaneously
excite the two two-photon transitions required to produce quantum beating in Rb vapor (the
7s1/2 ←← 5s1/2 transition at 760.1 nm and the 5d5/2 ←← 5s1/2 transition at 778.1 nm). In
practice, this system produced pseudo-Gaussian pulses with a center wavelength tunable
from 760 to 790 nm and a FWHM bandwidth of ≥ 22 nm, sufficient to produce pulses as
short as 42 fs.
Other aspects of the laser pulses produced are also important for the quantum beating
experiments. First, pulse-to-pulse energy stability was specified to be ≤ 1% RMS. Because
parametric four-wave mixing is a χ(3) nonlinear process, pulse-to-pulse energy instability
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Figure 2.6: A schematic of the experimental setup used to probe nonlinear phenomena in
Rb vapor. RBS = removable beam sampler, SHG FROG = second-harmonic generation
frequency-resolved optical gating pulse diagnostic, LM = leaky mirror, BB = beam block,
PD = fast photodiode, GIBA = gated integrating boxcar averager, BS = beam splitter, BPF
= bandpass filter, PMT = photomultiplier tube.
introduced significant fluctuations in the signal beam intensity. In past experiments, this
issue was mediated by averaging over many pulses, but at the expense of data acquisition
time. This challenge led to changes in beam quality, strength, spectrum, and power over the
duration of each data scan in previous experiments.
The beam quality specifications for the new laser system required M2 ≤ 1.3 in a near-
TEM00 mode. Especially because of the focusing geometry of the PFWM experiments, poor
beam quality leads to inhomogenous production of signal radiation around the pump beam.
Also, beam pointing stability was required to be ≤ 20 µrad, because the pump beam travels
nearly 5 m prior to being focused into the gas cell, and the optical path was extremely
sensitive to alignment changes.
The regenerative amplifier produces up to 4.5 mJ pulses at a repetition rate between 1
and 5 kHz. The 1/e2 diameter leaving the amplifier box is 1.1 cm. The beam diameter is
immediately reduced to 8 mm with a confocal telescope, and routed into the pump-probe
beam path. Pump leakage through one of the telescope mirrors is observed with a fast
photodiode (for measuring the relative energy of each pulse) and a fiber-coupled spectrometer
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(for measuring the pump spectrum). A beam sampler in a removable mount is positioned
so that the temporal pulse characteristics on the femtosecond scale can be measured with a
16-bit second-harmonic generation frequency-resolved optical gating pulse diagnostic (SHG
FROG, Mesa Photonics FROGScan). This allows for the accurate reconstruction of the
electric field of the pulse as a function of time, and enables sensitive control over spectral
pulse chirp.
The pump beam was incident on a beam splitter, which produced a pump (reflected) and
a probe (transmitted) pulse. The time delay between the pump and the probe pulse was
adjusted by altering the path length that the probe beam traverses via a retroreflecting mirror
pair mounted on a computer-controlled translation stage. Significant effort was expended
for each data set to ensure the spatial collinearity of the pump and probe beams. This was
particularly important because the pump and probe beams must exhibit nearly-complete
spatial overlap within the Rb vapor for all pump-probe time delays interrogated.
The characteristics of the computer-controlled translation stage define the spectral and
temporal resolution of the resulting pump-probe time delay scan. In previous experiments, a
stage with 1 µm resolution and a 6 in range of travel were used, and because of the extended
length of time required for each scan, many scans utilized only ≈ 3 cm of this travel range. A
new stage was obtained with 100 nm resolution and an 8 in range of travel. In addition, the
step-and-settle method of stage movement was replaced by a constant-velocity movement
with the velocity chosen such that each laser pulse corresponds to a single stage step. This
results in a dramatic reduction in data acquisition time from ≈ 3 hrs to ≈ 6 min, while
maintaining higher temporal resolution and reducing the effects of long-term fluctuations in
laser performance.
The pump and probe beams were spatially recombined with a second beamsplitter that
was matched to the first so that the relative pulse energies of the two pathways remain
equivalent. The orientation of the beam through the beamsplitters was important because
propagation of a femtosecond pulse through a dispersive medium such as the glass that com-
prises the beamsplitter can alter the pulse characteristics. Thus, each pathway contained
one transmission through and one reflection from a matched pair of beamsplitters. Depend-
ing on the required intensity, the collimated beam is either routed directly into a gas cell
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containing Rb vapor or it strikes a concave mirror and is focused into the cell.
Saturated vapor of varying pressure and number density was produced by heating a cell
containing solid Rb at room temperature in a specially designed oven. The oven contains two
temperature zones. The first zone maintained the temperature of the cell stem which deter-
mined the vapor pressure (and Rb number density [Rb]). The second zone maintained the
temperature of the main portion of the cell at a higher temperature (Tbody − Tstem = 20 ◦C)
than the stem. The temperatures of the stem and body of the cell were measured with
thermocouples, and the current through the two resistive heating elements was controlled
with a temperature controller (Omega CN-616) such that the stem and cell body tempera-
tures were held constant to within ±1 ◦C. Temperature control was previously accomplished
by manually adjusting a Variac transformer for each temperature zone, which resulted in
significantly larger temperature variations over the scan time. Because slight changes in tem-
perature have a large effect on the saturated vapor density, the additional stability provided
by the temperature controller dramatically increased the stability of the vapor density.
Two different gas cells were used in these experiments. The first cell was obtained from
Precision Glassblowing of Colorado and contained only enriched (> 95%) 85Rb. The 25 mm
long and 9 mm diameter 85Rb cell is constructed entirely from fused silica with 2◦ wedged
windows set at an 11◦ angle from the cell body to avoid etalon effects. The second cell was
a 40 mm long and 13 mm diameter all-sapphire cell containing natural abundance rubidium
and 0.5 torr of argon at room temperature ([Ar] = 1.6× 1016 cm−3).
The signal wave produced in the Rb vapor had a wavelength centered near 420 nm, was
first separated from the residual pump with a pair of bandpass filters, and was then monitored
by observing the reflection off of a glass plate with a photomultiplier tube (Hamamatsu
H6780-04). Care was taken to ensure that the detector was operated in the linear regime.
The pump beam and signal beam energies were monitored with gated integrating boxcar
averager modules (Stanford Research Systems SR-250), which produce voltages proportional
to the signal strength during a defined “gate” period. The gate period was defined to overlap
each detector’s signal peak and helped to eliminate other sources of electrical noise. Each
sample was then digitized (16-bit for ±10 V full scale) with a computerized data acquisition
unit (Omega DAQBoard-3005), and stored on a computer for subsequent analysis.
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Figure 2.7: The simplified experimental setup for measuring the spatial and spectral char-
acteristics of the pump and signal beams.
2.3.2 Spatial, Spectral, and Temporal Characteristics of the Signal Beam
The acquisition of a new experimental setup prompted a systematic re-examination of the
results presented to date regarding the detection of atomic wavepackets using parametric
four-wave mixing. Two of the most important measurable aspects of PFWM are the spatial
and spectral characteristics of the emitted signal beam. These characteristics are important
for determining which optical process generated signal photons. These experiments were
carried out for a collimated pump beam geometry to simplify the analysis of the spatial beam
characteristics, and without splitting the pump beam into pump and probe components. The
simplified experimental setup is shown in Figure 2.7.
The signal beam produced in the rubidium gas cell was allowed to propagate nearly 7 m
before being recorded with a CCD detector. The measured beam profile is given in Figure
2.8. Measurements of the FWHM of the beam diameter after propagation over this distance
indicate a signal beam divergence of ≈ 0.13± 0.04◦ for a negligible pump beam divergence.
Measurements of the pump and signal beam spectrum as a function of position in the
beam were obtained to verify that spatial chirp in the pump beam is negligible, and to
determine the spatial and spectral characteristics of the emitted signal radiation. Spectra
were obtained at two distances from the rubidium cell, and were recorded with a fiber-coupled
spectrometer as the fiber end was translated through the signal beam. Figure 2.9 shows the
relative signal intensity as a function of divergence angle (where 0◦ corresponds to the pump
beam optical axis), and the inset shows the measured spectrum for the two marked positions
(denoted with red and blue vertical lines) in the signal beam. These measurements indicate
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Figure 2.8: The profile of the signal beam after ≈ 7 m of free-space propagation. The
contour plot next to the image emphasizes the near-Gaussian shape.
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Figure 2.9: Spatial and spectral dependence of the signal beam.
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that spatial chirp of the pump beam is negligible, and that there are no significant spectral
changes with position in the signal beam. This result remains true for pump beam chirp
ranging from −2000 fs2 to 2000 fs2, for rubidium number densities between 1013 cm−3 and
2× 1014 cm−3, and for pump pulse durations above 45 fs and fluences below 400 µJ/cm2.
The temporal duration of the signal beam has never been accurately measured. However,
both upper and lower limits can be placed on the signal pulse duration. The lower limit
is given by the maximum pump-probe delay time for which quantum beating is observed.
Because quantum beating requires interference between the signal beams due to the pump
and the probe pulses, the signal pulse due to the pump pulse must still be present when
the probe pulse enters the nonlinear medium. To date, quantum beating has been observed
with time delays exceeding 600 ps. The traditional understanding of PFWM implies that the
signal beam must be produced during the time that the pump pulse is present, but Lvovsky
and colleagues showed that this need not be the case for yoked superfluorescence [29]. The
signal beam produced has been interrogated with a PMT, and the signal produced indicates
that the duration of the signal pulse does not exceed 4 ns. A typical trace of the PMT signal
is shown for reference in Figure 2.10.
2.3.3 Intensity Dependence of the Signal Beam on Pump Beam
Another important diagnostic of the optical processes taking place within the rubidium
cell is the dependence of the signal intensity on the pump intensity. This dependence has
been interrogated previously (see [7]), but over a limited range of pump intensities, and
without regard for several important pump pulse parameters. Despite the fact that the
spatial and spectral properties of the signal beam seem to be insensitive to pump pulse chirp
and spectrum, the dependence of signal intensity as a function of pump intensity is strongly
affected by these properties.
The setup for this experiment is similar to that depicted in Figure 2.7, with the fiber-
coupled spectrometer replaced with a PMT. The residual pump beam was eliminated with
the use of two bandpass filters. It was verified that these filters removed all of the resid-
ual pump signal by observing the pump beam through the bandpass filters with the cell
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Figure 2.10: A typical temporal response of a PMT to the signal beam. The oscilloscope
bandwidth limited to 1 GHz, and the FWHM of the PMT (Hamamatsu H6780-04) response
is 4.0 ns.
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Table 2.1: The threshold fluences for varying Rb number density (with φ′′ = 0 fs2), and
for varying pulse chirp (with [Rb] = 2 × 1014 cm−3). All threshold fluences have estimated
relative uncertainties of ±7 µJ cm−2. The absolute uncertainty is ±25%.
φ′′ = 0 fs2 [Rb] = 2× 1014 cm−3
[Rb] (cm−3) Fth (µJ cm−2) φ′′ (fs2) Fth (µJ cm−2)
1× 1013 161 -2000 72
2× 1013 107 -1000 66
5× 1013 56 0 53
1× 1014 53 +1000 53
2× 1014 53 +2000 53
at room temperature, where the signal beam is insignificant due to low rubidium number
density. As discussed in Section 2.3.2, changes to the pump power did not have significant
effects on the pump beam profile or spectral content. Figure 2.11 shows the signal beam
intensity as a function of the pump beam intensity for a number of different experimental
conditions: 0 fs2, ±1000 fs2, and ±2000 fs2 for T = 437 K ([Rb] = 2 × 1014 cm−3), and
T = 383, 393, 409, 423, and 437 K for 0 fs2 chirp.
The results of Figure 2.11, though interesting, are difficult to interpret. In all cases, there
is a well-defined threshold intensity below which no signal is produced. The threshold flu-
ence Fth is tabulated for varying pulse chirps and number densities in Table 2.1. One would
intuitively expect that the threshold intensity would increase as a function of number den-
sity, but the opposite is shown to be the case. In addition, dramatic structure to the curves
emerges at pump intensities greater than threshold. In all cases, the signal increases super-
linearly after threshold, levels off into a linear increase regime, and eventually encounters
a local maximum and decreases with increasing pump intensity. Also, the data of Figure
2.11 (a) have been normalized to [Rb]2. This dependence on the Rb density is not well
understood.
While experiments have not yet been designed and attempted to determine the most
important physical process for each of the regions of operation, a few observations may
provide significant insight. For simplicity, only the unchirped (φ′′ = 0 fs2) pulses where T =
423 K ([Rb] = 1014 cm−3) will be discussed in detail, and are plotted with a random subset
of the original scatter data in Figure 2.12. In Region I, signal intensity is too weak to detect,
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Figure 2.11: Signal intensity (normalized in [Rb]) as a function of pump fluence for (a)
T = 383, 393, 409, 423, and 437 K at φ′′ = 0 fs2, and (b) φ′′ = −2000, −1000, 0, 1000,
and 2000 fs2 at T = 437 K. All signal intensities are normalized to [Rb]2. Each data set
represents ≈ 105 data points that were binned according to pump intensity and averaged.
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Figure 2.12: Relative signal intensity as a function of the pump beam intensity. The regions
of operation as discussed in the text are denoted in green. The dashed red curves represent
one standard deviation from the average (solid red curve) signal intensity for each incident
pump beam fluence. The scatter in signal intensity (which remains near ±10% of the relative
signal) is dominated by detector responsivity fluctuations. Both pump beam fluence and the
relative signal intensity are measured quantities subject to these fluctuations.
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essentially because the pump beam intensity (and equivalently, photon density) is insufficient
to produce significant nonlinear interaction. In the regions above the threshold fluence (II
and III), the signal production mechanism is unknown, but could reasonably be attributed
to ASE or cascading recombination of photoionized electrons (photoionization is shown to
saturate at significantly lower pump intensities than are necessary for other nonlinear optical
effects; see [7]). However, Region IV is most likely attributable to stimulated hyper-Raman
scattering (SHRS). Qualitatively, it is in this region of operation that signal radiation in the
backwards-propagating direction becomes noticeable, which is a signature characteristic of
SHRS. The most compelling argument for this attribution is that the threshold for observing
quantum beating (see Section 2.3.4) at long pump-probe time delays corresponds roughly
to that of the transition between Regions IV and V (PFWM threshold is ≈ 625 mW, and
the transition between Regions IV and V takes place at ≈ 460 mW). It is well known that
SHRS and PFWM are competing nonlinear processes, so the drop in the production of signal
photons could be reasonably ascribed to the onset of PFWM [8,9,11,28].
2.3.4 Quantum Beating
The characterization and control of the pump and probe femtosecond pulses offered by the
new experimental setup are unveiling a new era in the study of the quantum beating (QB)
phenomenon. Numerous new and intriguing results have been demonstrated, but further
study is warranted in all of the aspects of QB that are discussed here.
Collimated vs. Focused Pump Beam Geometry
Quantum beating is routinely observed with a focusing pump and probe beam geometry.
To date, however, QB has not been observed in a collimated geometry, even for small ∆t
where the quantum beating amplitude is typically maximized. Two possible explanations for
this are: 1) the maximum pump intensity available for a collimated pump beam geometry
is below the PFWM threshold; and 2) momentum conservation (the origin of the phase-
matching condition) for the PFWM process in rubidium vapor is impossible for a collimated
geometry. It is possible that an off-optical-axis component of the wavevector is required
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to satisfy this phase-matching condition. Verifying the correct explanation requires only to
collimate the pump beam at a smaller diameter. In fact, this has the additional advantage
of relaxing the pump and probe beam collinearity tolerance.
Pump Spectral Content
It has been observed that the qualitative and quantitative aspects of QB depend very strongly
on the pump and probe pulse spectral content. As an example of this, Figure 2.13 depicts the
time-dependence of the quantum beating signal near the 608 and 611 cm−1 beat frequencies
for three similar pump spectra. All other experimental variables are held constant. This
dependence was not unexpected, but the sensitivity to even small spectral perturbations was.
The nonlinear susceptibility χ(3) has been shown to depend strongly on the relative pump
intensities near single-photon resonances [35]. Since the signal beam generated by PFWM
was driven with two pump photons, and strong quantum beating requires that the two
competing PFWM pathways occur with comparable rates, the relative pump intensity near
these two-photon resonances plays an important role in determining the quantum beating
dynamics. The data of Figure 2.13 imply that the most important wavelength region that
determines the amplitude of quantum beating is near the 760.3 nm two-photon resonance.
Additional support for this theory is provided by the results of density matrix calculations of
population transfer with varying pump center wavelength. Figure 2.14 shows the populations
of the 5d5/2 (solid) and 7s1/2 (dashed) states for pump center wavelengths of λ = 762, 766,
770, 774, and 778 nm. The relative population transfer rate through two-photon absorption
strongly favors one pathway over the other for all but a narrow region in center wavelength,
near 765 nm.
Reduced Quantum Beating for Positively Chirped Pulses
The ability to control the pump pulse characteristics enabled the study of the dependence of
the quantum beating process on these pulse parameters. The pump intensity near one- and
two-photon resonances is one aspect of this, but another is the pulse chirp, or changes in the
spectral content of the pulse over its duration. It was observed that while quantum beating
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Figure 2.13: An illustration of the quantum beating dependence on the pump pulse spectrum.
Slight variations in pump spectrum clearly have dramatic effects on the time dependence and
amplitude of the observed quantum beating. The dashed red lines in the spectra correspond
to the 7s1/2 ←← 5s1/2 and 5d5/2,3/2 ←← 5s1/2 transition wavelengths.
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Figure 2.14: The effects of pulse center wavelength on the populations of the 5d5/2 (solid)
and 7s1/2 (dashed) excited states as a function of time. Pulse parameters are ∆λ = 19.4 nm,
Q = 200 µJ, and D = 8 mm.
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is strong for negative chirp, positive chirp (defined as the arrival of longer wavelengths before
shorter ones) inhibits the PFWM process and, therefore, the observation of quantum beating.
Figure 2.15 demonstrates this effect as all experimental parameters are held constant while
the chirp is swept from φ′′ = −2000 fs2 to φ′′ = 0 fs2. Positively chirped pulses exhibit no
quantum beating at all. The effect of pulse chirp on population transfer has been studied
previously in Rb and Na vapors [27, 28]. These results are supported by density matrix
calculations summarized in Figure 2.16, where the response of the nonlinear medium is
simulated for pump pulse chirp from −2000 fs2 to +2000 fs2 in 200 fs2 increments. These
calculations show that population transfer occurs more readily for positively chirped pulses
than for negatively chirped pulses. In this case, population transfer is actually undesirable
because population that is not in the ground state does not participate in the PFWM process
and may contribute to competing nonlinear optical processes.
Quantum Beating Over Long Pump-Probe Time Delays
Previous studies of PFWM in rubidium vapor indicated that the quantum beating transients
tended to be limited to pump-probe time delays less than ≈ 200 ps [21, 24–26]. In fact, the
transient decay of quantum beating over this timescale has been attributed to long-range
dipole-dipole interactions that tend to dephase the atomic wavepackets produced by the
pump pulse. However, current experimental evidence indicates that quantum beating is
clearly present at much longer time delays than was observed previously. In many cases, the
beating is still strong and clear at 500 ps. An extreme example of this is shown in Figure
2.17. Here the quantum beating exhibits a decay and revival, and is still strong at 530 ps,
where there is evidence to suggest that another revival may be underway. This may not have
been observed in previous experiments because of two related reasons: 1) the F-number of
the current focusing geometry is much larger than previous setups, making spatial overlap
between the pump and probe pulses significantly less sensitive to misalignment; and 2) while
the intensities used to generate quantum beating may be the same, the Rb vapor cell no
longer needs to be near the focal spot in the beam, so the beam diameter in the interaction
region is much larger than in previous experiments.
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Figure 2.15: Changes in the quantum beating amplitude and temporal structure with pump
pulse chirp. From top to bottom, φ′′ = −2000, −1000, and 0 fs2; in all cases T = 423 K
([Rb] = 1014 cm−3) and Q ≈ 120 µJ. Positively chirped pulses exhibit no quantum beating
at all. All three diagrams share the same color scale.
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Figure 2.16: The effects of pulse chirp on the population of the 5d5/2 excited state as a
function of time. Pulse parameters are λ0 = 770 nm, ∆λ = 19.4 nm, Q = 200 µJ, and D =
8 mm. The results for pulse chirp from φ′′ = −2000 fs2 to +2000 fs2 in 200 fs2 increments
are plotted.
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Figure 2.17: A quantum beating transient for T = 423 K ([Rb] = 1014 cm−3), φ′′ =
−1000 fs2, and Q ≈ 84 µJ. The coherent transient decays rapidly, and no quantum beating
is observed from ≈ 20 − 50 ps, at which time the beating appears, peaking around 100 ps.
Beating decays until around 220 ps, at which point a revival occurs. The beating amplitude
peaks again at 380 ps and decays until 530 ps, at which point there is evidence to suggest
that another revival may be occurring.
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The observation of quantum beating at these pump-probe time delays is exciting because
this evidence places lower bounds on the strength of the pair interactions (elastic collisions)
that are required to interfere with the beating process. This data was obtained in the Rb cell
containing 0.5 torr of Ar, and at T = 423 K the mean time between collisions for an Rb atom
with an Ar atom is τcol ≈ 80 ps. Observations of quantum beating at > 6τcol implies that
most of these “collisions” involve interactions too weak to interfere with quantum beating.
Revivals in the quantum beating amplitude are also exciting, but poorly understood. One
potential explanation for the revivals involves creating molecular vibrational wavepackets in
a weakly bound potential well of Rb∗Ar. As the wavepacket propagates within the potential
well, each time it hits the classical outer turning point, some probability amplitude is quan-
tum mechanically allowed to leak out, dissociating the weakly bound molecule and returning
the excited Rb atom to the “pool” of atoms allowed to participate in the quantum beating
process. Preliminary calculations for such a process indicate that vibrational wavepackets
which are created in the bound 5 2D3/2 Rb
∗Ar molecular state may have a revival time of
Trev ≈ 55 ps. More extensive experiments are required to understand the conditions under
which quantum beating is observable over such long pump-probe time delays, to determine
when revivals in the quantum beating amplitude are clear and distinct, and to confirm or
deny any potential explanations for this phenomenon.
Clear Observations of Quantum Beating at 611 cm−1
A few isolated data runs obtained on the old experimental setup hinted at quantum beating
on the 7s1/2-5d3/2 atomic states of rubidium at 611 cm
−1, but the vast majority of data
were dominated by 7s1/2-5d5/2 quantum beating at 608 cm
−1. However, experimental data
obtained on the new setup repeatably exhibit quantum beating at 611 cm−1, frequently
to the exclusion of quantum beating at 608 cm−1. The mechanism is poorly understood,
but data indicate that 611 cm−1 quantum beating tends to dominate at higher Rb number
densities.
One particularly interesting result regarding quantum beating at 611 cm−1 takes place
with transform-limited (φ′′ = 0 fs2) pulses at T = 475 K ([Rb] = 1015 cm−3). Quantum
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beating is observed exclusively at the 611 cm−1 frequency, but only for a short time interval
significantly separated from ∆t = 0 ps. The top portion of Figure 2.18 shows the quantum
beating amplitude as a function of time for these conditions. However, when the pulse energy
is increased, the temporal duration of the 611 cm−1 quantum beating decreases along with
the time delay of the peak. The bottom portion of Figure 2.18 shows the quantum beating
amplitude at 611 cm−1 as a function of time from 10 consecutive scans, each with different
pulse energy. This trend is clear, but poorly understood.
Rabi Sideband Generation
One prominent result of previous experimental work focused on the production of sidebands
around the main quantum beating frequency. It was observed that the frequency splitting
between the sidebands and the main peak varied as a function of the Rb number density.
A reproduction of Figure 1(b) of Shen et al. [22] is shown in Figure 2.19. The previous
explanation for the observed dependence on the Rb number density invoked interactions
between sets of n equally spaced atoms in the vapor (where n ∈ Z) to perturb the atomic
energy levels sufficiently to explain the magnitude of the sideband splitting. This explanation
acceptably reproduced the dependence on the average internuclear separation r when n ≈ 4
[22].
A potential alternative explanation for the observed frequency splitting arises from a
process known as Rabi oscillations. The origin of these sidebands is discussed in Section
2.2.4. Because the signal wave is generated near the 6p3/2− 5s1/2 resonance, Rabi sidebands
should occur separated from the main peak by
Ω =
2µ21E
2
0
~
(2.10)
where µ21 is the transition dipole moment for the two levels involved, and E0 is the peak
optical electric field strength [34]. An order-of-magnitude estimate for the sideband splitting
yields Ω ≈ 1010 Hz for conditions comparable to those observed in these experiments (signal
pulse energy of ≈ 1.6 µJ). Because the signal intensity is proportional to [Rb]2 (see Section
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Figure 2.18: (Top) The 611 cm−1 quantum beating transient for φ′′ = 0 fs2, where Q = 57 µJ
and T = 475 K ([Rb] = 2 × 1014 cm−3). (Bottom) The quantum beating amplitude as a
function of time for 10 scans of different pulse energy Q.
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Figure 2.19: The dependence of the sideband splitting on the average internuclear separation
〈r〉 as calculated from Equation (B.4). The 7s1/2 − 5d5/2 energy defect is denoted by the
horizontal black line. The estimates of Shen et al. for the sideband splitting are displayed as
solid black curves, and preliminary estimates based on the hypothesis of Rabi splitting are
shown in green. The data in this figure are reproduced from [22].
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2.3.3), and 〈r〉 ∝ [Rb]−1/3, the magnitude of the sideband splitting Ω ∝ 〈r〉−2/3. This
dependence is displayed as the green line on Figure 2.19.
These simple considerations indicate that Rabi splitting could potentially explain the
observation of sidebands on the main quantum beating frequency. This hypothesis is testable
by verifying that the magnitude of the frequency splitting of observable sidelobes varies with
the signal intensity. This work is in progress.
51
CHAPTER 3
THE NEAREST NEIGHBOR DISTRIBUTION
Direct measurements of the nearest neighbor distribution (NND) have eluded experimental-
ists since its first derivation in 1909 [36]. The theoretical underpinnings of this distribution
are so strong and its testable consequences so far-reaching that there is little doubt as to the
accuracy of the theoretical results. It is because of this certainty that measuring this distri-
bution is so important: in fact, we learn more about the tools with which the distribution
is measured than the distribution itself. From this perspective, a brief history of theoretical
work on the subject is discussed in Section 3.1. A unique new contribution and a succinct
description of how the NND is related to the radial distribution function (RDF) is given
in Section 3.2, and molecular dynamics simulations of the kth nearest neighbor distribution
using realistic interaction potentials are presented in Section 3.3.
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3.1 Prior Work
One common and intuitive approximation of the NND assumes that all particles occupy a
vertex of a cubic lattice. In this case, the NND is a delta function centered on r = n−1/3,
where r represents the inter-particle distance and n is the density. A slightly more sophisti-
cated approximation assumes a face-centered cubic lattice structure which is the solution to
the spherical close-packing problem (see [37] for a complete history of this problem). The
resulting NND is again a delta function, but instead centered on r = 21/6n−1/3. In 1909,
Paul Hertz published the first theoretical investigation of the NND, pointing out flaws in
more simplistic approximations and deriving an analytical function for the NND for non-
interacting particles from first principles (see Section 3.2) [36]. Hertz’s distribution w (r) is
given by
w (r) = 4pir2n exp
(−4
3
pir3n
)
(3.1)
for which the average internuclear separation is ≈ 0.554n−1/3.
To make further progress, theoreticians moved to the “hard sphere” approximation, which
assumes atoms to be rigid, impenetrable bodies. Starting with Reiss et al. in 1959 [38], a
number of thermodynamic quantities (including the low-order virial coefficients) were derived
and evaluated in this approximation [39–42]. Further work by Mansoori et al. in 1971 [43]
extended these quantities to mixtures of hard spheres. However, hard sphere models are
typically accurate for densities much higher than those in the gas phase, and the hard-sphere
approximation does not capture the physics of particle interactions, especially long-range van
der Waals forces and the penetrable nature of the repulsive inner wall.
In 1990, Torquato et al. [44] published a comprehensive treatment of the NND, proposing
a single unified formalism for describing the NND under a number of approximations, and
calculating approximations for the 1-, 2-, and 3-dimensional NNDs in the impenetrable
(hard) sphere and penetrable sphere approximations over a wide range in density. For an
53
arbitrary density, the nearest neighbor distribution is given by
HP (x) = 24η
(
ex2 + fx+ g
)
exp
(−η (8e (x3 − 1)+ 12f (x2 − 1)+ 24g (x− 1)))
for x =
r
d
> 1 with e ≡ 1 + η
(1− η)3 , f ≡ −
η (3 + η)
2 (1− η)3 , and g ≡
η2
2 (1− η)3
(3.2)
where η represents the volume fraction of the hard spheres, r is the internuclear separation,
and d is the particle diameter [44]. In the low-density regime that is representative of the
Rb vapor experiments in this thesis, Torquato’s results (Equation (3.2)) are numerically
comparable to those obtained by Hertz in 1909 (Equation (3.1)), so the added complexity
of Torquato’s derivation and results are unwarranted. However, even Torquato’s results do
not take into account the true attractive or repulsive nature of realistic pair interaction
potentials. Figure 3.1 shows the similarities between the two analytical solutions by plotting
the nearest neighbor distribution w (r) for non-interacting rubidium (Rb) atoms in a vapor
at 150 ◦C, which corresponds to a number density of [Rb] = 1014 cm−3.
Only one attempt to experimentally measure the NND is known at present. In 2005,
Marcassa and co-workers utilized a magneto-optical trap to confine Rb atoms at very low
temperatures (≈ 200 µK) to a small volume at an Rb density n ≈ 1010 cm−3. They then
excited a portion of the Rb atoms to a high-lying Rydberg state (33s1/2), and observed
the time dependence of the population of the 34s1/2 state [45]. The investigators attribute
the time dependence of the change in quantum number to a probabilistic potential curve
switch allowed near the crossing of the 33s1/2 - 33p3/2 and the 34s1/2 - 33p3/2 potential
curves. The results they obtain are interesting, but several aspects of the derived NND
are debatable. First, they assume that each pair of “colliding” atoms is isolated from all
others, and therefore the trajectories of each atom pair are completely described by the pair
potential. This is an inaccurate assumption because the initial internuclear separation of
each atom pair is assumed to be > 2× 104a0 ≈ 1 µm, and this is comparable to the average
internuclear separation at the given density (≈ 2.5 µm as calculated by Equation (B.4)).
Second, the investigators use the NND to explain oscillations in the experimental data. The
derived NND therefore exhibits oscillations that are not justified physically. Third, there
are three adjustable fit parameters used to reconcile the experimental data with the curve
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Figure 3.1: Theoretical nearest neighbor distribution for non-interacting particles of density
n = 1014 cm−3, as developed in [36] (blue curve) and [44] (red curve, assuming particles of
radius 2.48 A˚). The average internuclear separation (r ≈ 1160 A˚) is shown on the graph by
a green vertical dashed line.
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calculated from the NND. Two of those fit parameters are poorly-known lifetimes of the
high-lying Rydberg states, and the other is the probability for switching potential curves,
which is also unknown. While these arguments cast doubt on the reliability of this technique
for measuring the NND, these measurements may in fact provide information regarding the
accuracy of the fit parameters.
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3.2 New NND Derivation
The derivation presented by Paul Hertz in 1909 is both clever and instructive. The full
derivation of the NND and the average internuclear separation r is given in Appendix B.
The important aspect of this derivation is the observation that the NND w (r) dr must be
equal to the probability that no particle exists with distance smaller than r and that the
nearest particle exists in the spherical shell occupying the volume between r and r+dr. The
final form for the interactionless-particle NND is
w (r) dr = 4pir2n exp
(−4
3
pir3n
)
dr (3.3)
where n is the particle number density.
A new and more general result is obtained by conceptualizing the NND in terms of ele-
mentary statistics. For interactionless particles, the position of each particle is independent
of the positions of all other particles. Each particle’s position is therefore an independent
“event” in three-dimensional space. The Poisson distribution is a common statistical dis-
tribution that describes such independent events. If the expected number of occurrences
(particles) in some volume is denoted by λ, then the probability P (q, λ) that there are
exactly q occurrences (q ∈ Z≥0) is equal to
P (q, λ) =
λqe−λ
q!
In this picture, the NND w (r) is simply the product of the probability that there are no
particles with the sphere of radius r and the probability that there is a particle within the
spherical shell of radius r and thickness dr. The kth NND (where k = 1 is the NND and
k ∈ N) is then given by:
wk (r, n) = 4pir
2n exp
(
−4
3
pir3n
)(−4
3
pir3n
)k
k!
(3.4)
Several neighbor distributions are plotted in Figure 3.2. The average internuclear separation
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Figure 3.3: The average internuclear separation for the kth NND.
for the kNND is then obtained by taking the expectation value of r given Equation (3.4).
〈r〉k = 3
√
3
4pin
Γ
[
k + 4
3
]
k!
(3.5)
The average internuclear separation as a function of the neighbor number k is displayed in
Figure 3.3. This is the first and only derivation of an arbitrary nearest neighbor distribution
known at present.
Another commonly discussed and related distribution is the radial distribution function
(RDF). The number of pairs of particles per unit volume which are separated by a distance
r is (N2/V ) g (r) 4pir2dr, where N is the particle number density, V is volume, and g (r)
represents the RDF [46]. The RDF can be probed directly in neutron or X-ray scattering
experiments, but for a completely random (uncoupled, interactionless) system, g (r) = 1.
The RDF is simply the sum of the neighbor distributions from k = 1 to k =∞, or in a more
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Figure 3.4: The radial distribution function g (r) and the approximation computed via the
sum given in Equation (3.6) for various values of kmax. In an interactionless random system,
g (r) = 1 for all r.
mathematical form:
g (r, n) =
∞∑
k=1
wk (r, n)
4pir2
(3.6)
As an illustration, g (r) is plotted in Figure 3.4 (for dimensionless density n) with the sum
of the kth NNDs up to a cutoff k = kmax.
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3.3 Molecular Dynamics Simulations
Molecular dynamics (MD) simulations are a powerful tool for exploring microscopic-scale
systems and particle interactions. In essence, MD simulations are a brute-force compu-
tational method for tracking the properties of a large number of individual particles over
time. Though the first MD simulations were conducted in the 1970s, the last decade has
seen a dramatic increase in research efforts, made possible through the rapid advances in
computational power. Applications of MD simulations include protein dynamics (of which
folding@home is a well-known and widespread example) in the biological sciences and thin
film growth in materials science.
The purpose of the MD simulations was to extract the nearest neighbor distribution for
realistic interaction potentials. The application of molecular dynamics to the low-density,
moderate-temperature, single-atomic-constituent gas-phase environment of this thesis is a
far simpler problem than the vast majority of MD simulations. The simplicity of the environ-
ment allows for simulations of very large numbers of atoms (> 106) for long periods of time
(> 100 ps) on a desktop computer. The nearest neighbor distribution is readily extracted
from simulation data. An additional advantage of MD simulations is the opportunity they
provide to extract information not presently available experimentally. Examples include the
kth nearest neighbor distribution and the conditional nearest neighbor distribution.
3.3.1 Implementation
The implementation of the molecular dynamics simulations for studying the nearest neigh-
bor distribution is diagrammed in Figure 3.5. The number of atoms in the simulation is
limited by the memory resources of the computer running the simulation. In the current
implementation, each atom requires 231 bytes of memory, so a computer with 2 GB of mem-
ory can successfully track approximately 8 million particles. The simulation domain was
chosen as a cube with periodic boundary conditions. The dimensions of the cube are chosen
such that the atom density is correct for the chosen number of particles. Each particle was
given a unique index, and its initial position was chosen to occupy a site on a cubic lattice.
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Velocity Verlet Algorithm w/ NN Tables and Thermostat
Set Initial Positions
(Cubic Structure)
Set Initial Velocities
(Chosen from a 
Boltzmann Distribution)
Calculate a(t)
from IPs and Nearest 
Neighbor Tables
Calculate x(t + dt)
Calculate v(t + dt/2)
Calculate v(t + dt)
Calculate a(t + dt) Update Nearest Neighbor Tables
Calculate Total Kinetic 
and Potential Energy
(Thermostat)
Figure 3.5: A flowchart describing the molecular dynamics algorithm used to calculate the
nearest neighbor distribution. The red box encloses the “loop” portion of the algorithm,
which is a version of the commonly used velocity Verlet algorithm that has been adapted to
include nearest neighbor tables and a thermostat.
This lattice was chosen because random particle placement results in closely spaced particle
pairs, which introduces a large amount of potential energy into the system, and results in
high-velocity atom pairs early in the simulation. However, choosing cubic lattice sites for
the initial particle positions has the drawback of requiring an equilibration time.
The initial velocities of each particle are chosen randomly from a Maxwell-Boltzmann
distribution with the appropriate temperature. This injects the system with a given amount
of kinetic energy. Since the total energy of the closed system was completely specified, energy
was conserved. Changes in the calculated total system energy were due to inaccuracies in the
computations of the equations of motion, indicating that a smaller time step was required.
Having set the initial positions and velocities, the system was completely deterministic, and
a seed is used with a random number generator (a variant of the Mersenne twister algorithm)
to choose the initial velocities so that computations can be repeated by specifying the same
random number seed.
The key to making this an efficient MD implementation was the nearest neighbor table.
Each particle being simulated contained information about the k nearest particles. An
efficient computational method for determining the index of the k nearest neighbors was
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utilized [47]. The net force on each particle was computed by summing the forces due to
binary interactions with each of the k nearest neighbors. The choice of k is a balance of
computation time and accuracy: a larger k requires more computation time, but is more
accurate. For these calculations, k = 12.
Newton’s classical equation of motion (F = ma) was numerically integrated via the ve-
locity Verlet algorithm, which is a common choice in the MD field. This implementation
was accurate to fourth order in the time step (a reduction by a factor of 2 in the timestep
reduced the maximum error by a factor of 24 = 16). The classical velocity Verlet algorithm
included a looped set of four steps, but the implementation used in this thesis adds two
additional steps. The first step was to calculate the new particle positions from the velocity
and calculated force data (which was computed by summing the contributions of the pair
interactions). Next, the nearest neighbor tables are updated, though it was determined that
executing this operation every fifth time step provides sufficient accuracy. The velocity of
each particle was then updated from calculated force data, though only through half of a
time step. The forces are recalculated, and the velocity at the next time step is calculated
from the new force data. At the end of the loop, the total kinetic and potential energy of
the system was calculated and compared with previous time steps to ensure conservation
of energy. When the average kinetic energy drifted away from the target temperature, the
velocity of each particle was scaled such that the total kinetic energy corresponded to the
target temperature. This process is called “thermostating.” The thermostat is only applied
until the system equilibrates to the target temperature, and then it was turned off to re-
move its effects on the nearest neighbor distribution. Typical time steps are δt ≈ 10 fs, and
the equilibration time is on the order of 2000 time steps, or 20 ps. Extracting the nearest
neighbor distribution after the equilibration time involved calculating the distance between
each particle and its nearest neighbors.
The current implementation of the MD simulation was written in C++ and contains ap-
proximately 1000 lines of code written by the author. An open-source “Approximate Nearest
Neighbor” algorithm is employed to speed the determination of the k nearest neighbors for
all particles [47]. The total computation time for a simulation run was linear in the number
of time steps, and slightly superlinear in the total number of particles (approximately n log n,
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where n is the number of particles). A simulation of one million particles over 2000 time
steps required approximately two hours of computation time on a desktop computer.
3.3.2 Results and Future Work
The results of a simulation of approximately 4 million argon (Ar) atoms at a pressure of
2 atm and temperature of 500 K and utilizing the actual ground-state Ar-Ar pair interaction
potential is displayed in Figure 3.6. The pressure in this simulation was much higher than
is present in the Rb experiments, but this serves to accentuate the deviations from the
non-interacting particle approximation. In the region of large internuclear separation, the
simulation results quantitatively match the analytical solution for interactionless particles.
It is only at small internuclear separations, where the interaction potential is not flat, that
deviations between the simulation and analytical solutions become apparent. The NND
drops significantly below the interactionless case where the interaction energy is comparable
to or larger than the kinetic energy of the collision pair. The simulation results exceed
the interactionless NND in the r region slightly beyond the classical turning point because
collision pairs approaching this turning point slow down and rebound, spending extra time
in this region of internuclear separation.
The kth NND provides a quantitative metric for determining the fraction of atoms or
molecules for which multiple interactions are important. The simulations completed thus
far have included information on the kth NND up to k = 12. Examples of these results are
shown in Figure 3.7.
One possible extension to these simulations is to compute the conditional nearest neighbor
distribution for realistic pair interaction potentials. For example, given that two atoms are
colliding (r within a given region of internuclear separation), how far away is the next nearest
neighbor? The conditional NND can provide an estimate of the relative importance of three-
body processes, and help to explore possible explanations for the observation that the signal
intensity depends on the square of the Rb number density. The MD simulations can also
readily be extended to include multiple species, assisting in the understanding of similarities
and differences between experimental results obtained in the 85Rb-only and the RbAr cells.
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Figure 3.6: A comparison between the MD simulation and interactionless NND. The simu-
lated NND (blue curve) and the analytical solution (red curve) for [Ar] = 2.94× 1019 cm−3
and T = 500 K are comparable except in the region of small internuclear separation r. The
main portion of the graph emphasizes the differences at small r, while the inset shows the
shape of the entire distribution. For reference, the solid black curve corresponds to the
right ordinate and represents the pair interaction potential, the black dashed line represents
the Maxwell-Boltzmann distribution of velocities for the simulation temperature, the hori-
zontal grey dashed line represents the average kinetic energy, and the vertical grey dashed
line marks the internuclear separation at which this kinetic energy meets the Ar-Ar pair
interaction potential. As would be expected, the simulated NND drops off rapidly as the in-
ternuclear separation approaches the region where the pair interaction potential approaches
the average kinetic energy kBT .
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Figure 3.7: The kth nearest neighbor distribution for k = 1 to k = 4. Simulated conditions
are the same as in Figure 3.6. The analytical solutions are displayed as dotted lines for
reference.
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CHAPTER 4
CONCLUSIONS AND FUTURE WORK
This thesis has examined nonlinear optical processes that take place under femtosecond
excitation of Rb vapor. In particular, the complex interplay between ASE, SHRS, and
PFWM was elucidated. A theoretical model based on the density matrix formalism was
developed that qualitatively and quantitatively describes the nonlinear interactions between
the optical (electromagnetic) fields and the Rb vapor medium (Section 2.2). A systematic
re-examination of the spatial, spectral, and temporal properties of the ultraviolet signal radi-
ation was completed (Section 2.3.2), and the signal intensity dependence on pump pulse pa-
rameters was initiated (Section 2.3.3), resulting in three previously unknown or unexplained
phenomena: 1) the complex interplay between nonlinear optical processes is apparent in
the dependence of the signal intensity on the pump intensity; 2) the pump pulse chirp, and
subsequent changes in population transfer to high-lying excited states, alters the balance
between these nonlinear processes; and 3) the signal intensity appears unexpectedly to be
dependent on the square of the Rb number density.
Observations of quantum beating were facilitated by the acquisition and construction of
a new experimental setup that affords significantly greater control over the characteristics
of the pump pulse and minimizes certain sources of experimental error. A study of the
quantum beating phenomenon was initiated, in which the amplitude of the quantum beating
signal is interrogated as a function of the characteristics of the pump and probe pulses. In
particular, the effects of pulse energy, chirp, center wavelength, and the temperature (number
density) of the nonlinear medium were investigated (Section 2.3.4). Numerous unique and
new phenomena are identified.
1. Quantum beating between the 7s1/2 and 5d5/2,3/2 excited states of Rb is exquisitely
sensitive to the pump pulse spectrum, particularly near the 7s1/2 ←← 5s1/2 two-photon
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transition wavelength at 760.3 nm, which is farther from a single-photon resonance
than the 5d5/2,3/2 ←← 5s1/2 transition wavelength.
2. Pump pulse chirp dramatically affects the amplitude of the observable quantum beat-
ing signal. Significant positive pulse chirp enhances population transfer to high-lying
excited states and inhibits nonlinear optical processes that drive quantum beating.
3. For some pump pulse parameters, quantum beating is observed at pump-probe time
delays exceeding 500 ps. The fact that this is observed in an environment containing
Rb and Ar atoms at time delays many times longer than the mean time between colli-
sions places lower bounds on the collision energy that is required to inhibit the coherent
nonlinear process responsible for quantum beating. In addition, for the same experi-
mental conditions, the observation of significant and repeatable temporal structure in
the amplitude of the quantum beating signal is exciting because it is reminiscent of
atomic or molecular wavepackets with a revival time of Trev & 200 ps. It is possible
that these observations are indicative of molecular contributions to the production of
quantum beating.
4. For some experimental conditions, beating is observed repeatedly at 611 cm−1, the
7s1/2 − 5d3/2 energy defect. Though there is no known reason that quantum beating
should significantly favor the 608 cm−1 frequency over the 611 cm−1 beat frequency,
observations from previous experiments exhibited the latter only sporadically. Ad-
ditionally, there is some evidence to suggest that 608 cm−1 and 611 cm−1 quantum
beating are in competition with one another. Significant beating at both frequen-
cies simultaneously has not been observed, and in some cases, the dominant beating
frequency changes within a scan.
5. One of the clearest trends ever observed in the temporal dynamics of quantum beating
was recorded for T = 475 K with 45 fs transform-limited pulses. The pump-probe
time delay and temporal duration of the quantum beating peak at 611 cm−1 both
decrease monotonically with increasing pump pulse energy. This phenomenon is as yet
unexplained.
68
The original goal of this thesis was to use PFWM and quantum beating as a probe of
the nearest neighbor distribution. While this has not been achieved, progress was made
in developing a new analytical solution for the kth nearest neighbor distribution in the
interactionless particle case, in numerically describing the connection between the kth NND
and the radial distribution function, and in developing and utilizing molecular dynamics
simulations to estimate the NND for realistic interaction potentials (Chapter 3).
In many ways, this thesis serves as a survey of interesting phenomena that deserve greater
attention because they are not well understood. It is expected that further theoretical and
experimental efforts in the areas identified in this thesis will yield greater understanding of
the complex atomic, molecular, and optical interactions that take place under femtosecond
excitation of gaseous nonlinear media.
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APPENDIX A
THE PLANE-WAVE DRIVEN WAVE EQUATION
A.1 Derivation of the Wave Equation
The electromagnetic portion of the density model is derived from Maxwell’s equations, which
describe the propagation of all electromagnetic radiation. In their full differential vector
form, Maxwell’s equations (with the constitutive equations) comprise the following:
~∇× ~E = −∂
~B
∂t
~∇× ~H = ~J + ∂
~D
∂t
~∇ · ~D = ρ
~∇ · ~B = 0
~D = 0 ~E + ~P
~B = µ0 ~H + ~M
The nonlinear medium in this model is rubidium vapor, so it is reasonable to make the
nonmagnetic assumption ( ~M = 0), such that
~∇× ~E = −∂
~B
∂t
= − ∂
∂t
(
µ0 ~H + ~M
)
= −µ0∂
~H
∂t
70
The assumptions of negligible space charge and macroscopic current density (ρ = 0 and
~J = 0) are coupled, and are justified if photoionization is not a dominant optical process.
Even though photoionization is known to occur, the spatial charge transfer necessary to
produce a net charge density over a distance comparable to a wavelength is thought to be
negligible. Even at the lowest vapor densities and shortest wavelengths represented in this
thesis, there is still approximately one particle per cubic wavelength. Applying ~J = 0, we
have
~∇×
(
~∇× ~E
)
= ~∇×
(
−µ0∂
~H
∂t
)
= −µ0 ∂
∂t
(
~∇× ~H
)
= −µ0 ∂
∂t
(
~J +
∂ ~D
∂t
)
= −µ0∂
2 ~D
∂t2
Using a common vector identity (~∇×
(
~∇× ~A
)
= ~∇
(
~∇ · ~A
)
− ~∇2 ~A), the left-hand side of
this wave equation simplifies to
~∇
(
~∇ · ~E
)
− ~∇2 ~E = −µ0∂
2 ~D
∂t2
The negligible spatial charge density approximation (ρ = 0) yields
ρ = ~∇ · ~D = ~∇ ·
(
0 ~E + ~P
)
= 0
0
(
~∇ · ~E
)
= −~∇ · ~P
~∇ · ~E = − 1
0
~∇ · ~P
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and making this substitution in the wave equation results in
− 1
0
~∇
(
~∇ · ~P
)
− ~∇2 ~E = −µ0∂
2 ~D
∂t2
= −µ0 ∂
2
∂t2
(
0 ~E + ~P
)
= −µ00∂
2 ~E
∂t2
− µ0∂
2 ~P
∂t2
Simplifying yields the three-dimensional driven wave equation:
~∇2 ~E − 1
c2
∂2 ~E
∂t2
= µ0
∂2 ~P
∂t2
− 1
0
~∇
(
~∇ · ~P
)
(A.1)
The collimated geometry of the experiments allows us to reduce the system to a single
spatial dimension and make the plane-wave approximation, which is accurate on the scale
of approximately 1 mm, or the distance over which the pump beam intensity does not vary
significantly. We then choose a coordinate system where aˆz is the propagation direction and
aˆx and aˆy are mutually orthogonal.
~E ≡ Ex(t)aˆx + Ey(t)aˆy
∂Ex(t)
∂x
=
∂Ex(t)
∂y
=
∂Ey(t)
∂x
=
∂Ey(t)
∂y
= 0
Under the plane-wave assumption, the spatial and temporal derivatives of the driven wave
equation become
~∇2 ~E = ∂
2Ex(t)
∂z2
aˆx +
∂2Ey(t)
∂z2
aˆy
∂2 ~E
∂t2
=
∂2Ex(t)
∂t2
aˆx +
∂2Ey(t)
∂t2
aˆy
~∇
(
~∇ · ~P
)
= ~∇
(
∂Px(t)
∂x
+
∂Py(t)
∂y
)
= ~0
Combining all terms in the plane-wave approximation yields
(
∂2Ex(t)
∂z2
aˆx +
∂2Ey(t)
∂z2
aˆy
)
− 1
c2
(
∂2Ex(t)
∂t2
aˆx +
∂2Ey(t)
∂t2
aˆy
)
= µ0
(
∂2Px(t)
∂t2
aˆx +
∂2Py(t)
∂t2
aˆy
)
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Separating the coordinate components yields two identical equations: one each in the aˆx and
aˆy directions. The final differential form of the driven wave equation for the density matrix
model is
∂2E
∂z2
− 1
c2
∂2E
∂t2
= µ0
∂2P
∂t2
(A.2)
The driving term in this equation is the macroscopic polarization vector, which provides
feedback from the nonlinear medium. If P = 0, this form of the wave equation simply
acts as a propagator; no changes to the incident plane wave are affected. The macroscopic
polarization vector represents the sum of the induced dipoles of all interacting particles in
the nonlinear medium, which is given by
P = [Rb] 〈µ〉 (A.3)
where 〈µ〉 is the expectation value of the induced dipole of the medium, calculated from the
density matrix via Equation (2.2).
A.2 Transformation to a Moving Reference Frame
The plane-wave driven wave equation (Equation (2.1)) derived in Section A.1 contains
second-order derivatives in both the spatial and temporal dimensions, but from a com-
putational standpoint, first-order differential equations are easier to solve. One method for
making this order reduction is to transform to a moving reference frame. One advantage of
this transformation is that the incident pump pulse remains “stationary” in time, minimiz-
ing changes to the electric field for each time step. The drawback to this method is that it
implicitly eliminates the possibility of backwards-propagating fields. However, making the
transformation is sufficiently more computationally tractable that its use is justified.
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Using Equation (A.6) (see Section A.3) and the following change of variables:
z → E
x → z′ = z
y → t′ = t− z
c
u → z
v → t
we make the following substitutions into Equation (A.2):
∂2E
∂z2
=
∂E
∂z′
∂2z′
∂z2
+
∂2E
∂z′2
(
∂z′
∂z
)2
+ 2
∂2E
∂z′∂t′
∂z′
∂z
∂t′
∂z
+
∂2E
∂t′2
(
∂t′
∂z
)2
+
∂E
∂t′
∂2t′
∂z2
=
∂E
∂z′
(0) +
∂2E
∂z′2
(1) + 2
∂2E
∂z′∂t′
(1)
(
−1
c
)
+
∂2E
∂t′2
(
−1
c
)2
+
∂E
∂t′
(0)
=
∂2E
∂z′2
− 2
c
∂2E
∂z′∂t′
+
1
c2
∂2E
∂t′2
∂2E
∂t2
=
∂E
∂z′
∂2z′
∂t2
+
(
∂2E
∂z′2
)(
∂z′
∂t
)2
+ 2
∂2E
∂z′∂t′
∂z′
∂t
∂t′
∂t
+
(
∂2E
∂t′2
)(
∂t′
∂t
)2
+
∂E
∂t′
∂2t′
∂t2
=
∂E
∂z′
(0) +
∂2E
∂z′2
(0) + 2
∂2E
∂z′∂t′
(0) (1) +
∂2E
∂t′2
(1)2 +
∂E
∂t′
(0)
=
∂2E
∂t′2
∂2P
∂t2
=
∂2P
∂t′2
yielding
∂2E
∂z′2
− 2
c
∂2E
∂z′∂t′
+
1
c2
∂2E
∂t′2
− 1
c2
∂2E
∂t′2
= µ0
∂2P
∂t′2
∂2E
∂z′2
− 2
c
∂2E
∂z′∂t′
= µ0
∂2P
∂t′2
(A.4)
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A.3 Chain Rule and Change of Variables
If z = f (x, y), x = g (u, v), and y = h (u, v), the chain rule requires
∂z
∂u
=
∂z
∂x
∂x
∂u
+
∂z
∂y
∂y
∂u
(A.5)
If this is applied to itself, we obtain the second partial derivative:
∂2z
∂u2
=
∂z
∂x
∂2x
∂u2
+
(
∂2z
∂x2
)(
∂x
∂u
)2
+ 2
∂2z
∂x∂y
∂x
∂u
∂y
∂u
+
(
∂2z
∂y2
)(
∂y
∂u
)2
+
∂z
∂y
∂2y
∂u2
(A.6)
These equations were taken from equations (2.132) and (2.133) of [48].
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APPENDIX B
DERIVATION OF THE NND
This appendix follows Paul Hertz’s 1909 derivation of the interactionless-particle nearest
neighbor distribution. From the perspective of a test particle, the NND w (r) dr denotes the
probability that the nearest neighboring particle occurs between r and r + dr.
This derivation follows from the observation that w (r) dr must be equal to the probability
that no particle exists with distance smaller than r and that the nearest particle exists in
the spherical shell occupying the volume between r and r + dr. From these arguments and
the assumption that the particles are non-interacting, the NND must satisfy the relation
w (r) =
1− r∫
0
w (r′) dr′
 4pir2n (B.1)
Dividing both sides of Equation (B.1) by 4pir2n and taking the derivative with respect to r
yields
d
dr
[
w (r)
4pir2n
]
= −w (r) = −4pir2n
[
w (r)
4pir2n
]
(B.2)
The solution to Equation (B.2) is
w (r) = 4pir2n exp
(−4
3
pir3n
)
(B.3)
The average nearest neighbor distance r is the expectation value of the internuclear sep-
aration r:
r =
∞∫
0
r · w (r) dr = 4pin
∞∫
0
r3 exp
(−4
3
pir3n
)
dr =
Γ
(
4
3
)
(
4
3
pin
)1
3
≈ 0.55396n−13 (B.4)
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