The piston of a heavy-duty single-cylinder research engine was instrumented with 11 fast-response surface thermocouples, and a commercial wireless telemetry system was used to transmit the signals from the moving piston. The raw thermocouple data were processed using an inverse heat conduction method that included Tikhonov regularization to recover transient heat flux. By applying symmetry, the data were compiled to provide time-resolved spatial maps of the piston heat flux and surface temperature. A detailed comparison was made between conventional diesel combustion and reactivity-controlled compression ignition combustion operations at matched conditions of load, speed, boost pressure, and combustion phasing. The integrated piston heat transfer was found to be 24% lower, and the mean surface temperature was 25°C lower for reactivity-controlled compression ignition operation as compared to conventional diesel combustion, in spite of the higher peak heat release rate. Lower integrated piston heat transfer for reactivity-controlled compression ignition was found over all the operating conditions tested. The results showed that increasing speed decreased the integrated heat transfer for conventional diesel combustion and reactivity-controlled compression ignition. The effect of the start of injection timing was found to strongly influence conventional diesel combustion heat flux, but had a negligible effect on reactivity-controlled compression ignition heat flux, even in the limit of near top dead center high-reactivity fuel injection timings. These results suggest that the role of the high-reactivity fuel injection does not significantly affect the thermal environment even though it is important for controlling the ignition timing and heat release rate shape. The integrated heat transfer and the dynamic surface heat flux were found to be insensitive to changes in boost pressure for both conventional diesel combustion and reactivity-controlled compression ignition. However, for reactivity-controlled compression ignition, the mean surface temperature increased with changes in boost suggesting that equivalence ratio affects steady-state heat transfer.
Introduction
Combustion regimes such as dual-fuel reactivity-controlled compression ignition (RCCI) that rely on unique autoignition characteristics of different fuels are the subject of increasing research focus due to their ability to provide direct control of the combustion event timing and profile with simultaneous low emissions and high efficiency in part due to their overall operation under lean/dilute conditions. RCCI effectively expands the operating envelope and controllability compared to most low-temperature combustion (LTC) regimes. Other LTC strategies such as homogeneous charge compression ignition (HCCI), modulated kinetics (MK) type, and premixed charge compression ignition (PCCI) are usually restricted by load and pressure rise rates. 1, 2 Additionally, completely relying on in-cylinder mixing and quasi-uniform chemical kinetics to control combustion over a wide range of operating conditions has proven to be an extremely difficult exercise even in the highly controlled laboratory environment. 3 RCCI has demonstrated high thermal efficiency and low emission potential with a wide range of fuels over a wide range of loads. [4] [5] [6] [7] [8] [9] [10] The high thermal efficiency is a result of (1) short-duration combustion near top dead center (TDC), maximizing work extraction compared to conventional diesel combustion (CDC), 8 and (2) lower combustion temperatures, which increase the specific heat ratio during expansion and reduce thermal gradients for heat transfer losses. The latter is a direct result of the differences in the combustion processes. In CDC, the globally lean operation reduces bulk gas temperature, but the highly stratified nature of the combustion event introduces strong thermal gradients and high temperatures with both occurring in close proximity to the combustion chamber surfaces. Conversely, in dilute highly premixed strategies, such as RCCI, the peak bulk gas temperatures are also low, but the increase in charge uniformity shifts the global and local combustion temperatures to be more similar, removing localized effects and reducing the driving potential for incylinder heat transfer losses. 10 Of course, the heat transfer advantages of LTC are only fully realized in knock-free operating conditions, where the thermal boundary layer behavior is more stable and better insulating. 11 This study aims to investigate the heat transfer characteristics of RCCI and compare them to CDC by examining data for surface heat flux, dynamic heat transfer, and surface temperature during both operating strategies.
In LTC regimes, the spatial variation in temperature is much less pronounced, [8] [9] [10] and fewer measurements are required to correlate data with heat transfer models. Chang et al. 12 modified the Woschni 13 correlation to address the lack of flame propagation during HCCI experiments and developed a correlation more appropriate for LTC regimes. A similar difference exists in RCCI, where optical work by Kokjohn et al. 14 demonstrated that RCCI is more spatially uniform than CDC, but less so than completely premixed combustion strategies such as HCCI. 15 This lack of complete homogeneity complicates application of a global correlation such as the Chang correlation.
Several previous researchers have investigated incylinder heat transfer. On stationary locations of the combustion chamber surface, and to a certain extent on the cylinder liner, acquisition of surface temperature data is fairly straightforward. [16] [17] [18] [19] [20] However, on the piston surface, which accounts for up to 35% of heat transfer loss during CDC, 21 time-resolved surface temperature measurements are more difficult. Mechanical grasshopper linkage systems have been employed successfully for a limited number of applications. [22] [23] [24] These studies have required complicated designs, but still these systems suffer from a limited life span, 24, 25 reduced load capacity for certain applications 24 and limitations on the engine speed due to vibrational concerns in the rotating joints and the linkage bars connected to the connecting rod. With load-and speedlimited combustion strategies, such as HCCI, these constraints are less of an issue. A wireless telemetry system eliminates most of these operational constraints and is considerably simpler from a hardware standpoint. Wireless systems have been used extensively to acquire piston temperature data despite their inherent cost disadvantages compared to a mechanical linkage system. [25] [26] [27] [28] [29] Numerous systems are commercially available, [28] [29] [30] and some offer sufficient bandwidth to enable crank angle (CA)-resolved measurements. This study utilizes a commercial wireless telemetry system for acquiring CA-resolved piston surface temperature measurements.
Several different techniques have been used to infer the surface heat flux from time-resolved surface temperature data. Hendricks and colleagues 25, 31 provide an extensive review of the validity of using a onedimensional (1D) assumption for calculating surface heat flux since it is well established that coaxial thermocouples (TCs) do indeed have multi-dimensional biases. For this study, and previous studies, the authors relied on legacy work by Assanis and Friedman 24 and Furuhama et al. 21 in addition to the aforementioned studies by Hendricks to guide their use of the 1D conduction assumption. Assuming that 1D heat conduction occurs, the surface temperature can be represented by a Fourier series, which combined with a steady periodic boundary conditions allows the surface heat flux calculation using the analytical solution for a semiinfinite solid. 19, 24, 31 Less common is the use of a finite difference method 20, 32 to estimate the surface heat flux using the surface temperature data to calculate the sustained response temperature distribution. When compared to analytical methods, these numerical techniques require increased complexity and create stability issues without an improvement in accuracy for singlecomponent plane walls. Heat flux computation in composite walls, for example, one with a thermal barrier coating, however, requires finite difference methods.
Recently, an inverse method, utilizing first-order regularization, [33] [34] [35] for estimating the surface heat flux from fast-response TC data was proposed and demonstrated by Hendricks and Ghandhi 36 for use with periodic internal combustion (IC) engine data. The inverse technique, combined with regularization, accounts for the presence of noise in the measured temperature data. Inclusion of noise estimates combined with the inverse method provides a degree of smoothing similar to adaptive filtering techniques, and its use is well established in aerospace applications. 33, 35 The statistical information needed to use the regularized inverse technique is generated by finding the CA-resolved variance of the surface temperature data. The variance data are combined with the inverse algorithm to generate the surface heat flux estimate. The inclusion of measurement noise in the solution method relaxes the exact data-matching requirement of the analytical and finite difference methods. This allows the inverse method to determine a surface temperature that falls within the variance of the measured data, dampening instabilities from measurement noise. Furthermore, unlike the analytical and finite difference routines, the inverse methodology directly calculates the surface heat flux without the use of finite derivatives, which further decreases the amplification of measurement noise and further enhances stability. For these reasons, the inverse method is believed to be well suited for in-cylinder engine heat flux determination and will be used in this study. More details of the inverse solution method can be found in Hendricks and Ghandhi. 36 The objective of this work is to measure piston temperature and heat flux under CDC and RCCI operations and to investigate its scaling with engine operating parameters.
Experimental setup

Engine laboratory setup
The experiments were performed on a heavy-duty (HD) platform, Caterpillar single-cylinder oil test engine (SCOTE). The engine geometry is given in Table 1 , and a schematic of the engine laboratory is shown in Figure 1 .
The CDC experiments used a single direct injection (DI) of commercially available #2 ultra-low sulfur diesel (ULSD) at 1500 bar rail pressure. The fuel had a measured cetane number of 42. The RCCI experiments used port fuel injection (PFI) of a low-reactivity fuel (E85; ethanol (85% by volume)-Gasoline (15% by volume) fuel blend) and direct multiple injections of a highreactivity fuel (#2 ULSD) at 500 bar rail pressure. For RCCI tests, the port injected fuel was splash blended with neat ethanol (85% ethanol and 15% gasoline measured by volume independently and then combined). All three aforementioned fuels were analyzed by an independent laboratory, and data on the heating values, octane numbers, hydrocarbon (HC) ratios, and so on are given in Splitter et al. 7 The fraction of the total fuel mass injected into the intake port, f, was also recorded. For RCCI, port fuel f of 0.8-0.9 is common.
The engine was operated over a variety of conditions focusing on load, boost, start of injection (SOI), and speed sweeps as shown in Table 2 . A peak pressure rise rate (PPRR) limit of 10 bar/°CA was imposed to prolong the life span of the unique telemetry instrumentation.
Pressure boundary conditions were set by imposing a combined overall turbocharger efficiency calculated according to Heywood. 37 HC emissions were corrected for the presence of ethanol using the methodology proposed by Kar and Cheng. 38 All engine data were recorded using a National Instruments LabVIEW-based system that acquired emissions, pressure, and temperature sensor outputs, with low or high acquisition speed rates using SCXI and PXI chasses, respectively. Cylinder pressure data were acquired with a Kistler 6067C1 water-cooled transducer in conjunction with a Kistler model 510 charge amplifier. The cylinder pressure traces were ensemble averaged (500 cycles) and zero-phase filtered using a low-pass Butterworth filter with a cutoff frequency of 2200 Hz. The apparent heat release rate (AHRR) was calculated by differentiating the ensemble-average pressure using a first-order Savitzky-Golay (SG) filter with a window size of 9. The EGR: exhaust gas residual; SCOTE: single-cylinder oil test engine; NO x : oxides of nitrogen; HC: hydrocarbon; DC: direct current. AHRR calculation also used a nonconstant specific heat ratio approach for RCCI and a temperature correlation for CDC. The RCCI variable-gamma approach determines the compression and expansion gamma during the linear portion of the log P-V trace. The heat release is then solved using the compression gamma for CAs before TDC and the expansion gamma for CAs after TDC. For CDC, gamma was determined as a function of temperature using the relation of Gatowski et al. 39 Intake airflow was measured using choked flow orifices. Intake air was heated and maintained, using a proportional-integral-derivative (PID) controller, to 61°C during data acquisition under all operating conditions. Intake and exhaust gas temperatures were measured in the surge tanks with a secondary exhaust gas temperature measurement directly at the cylinder head exhaust outlet. Both the intake and exhaust surge tanks were equipped with PID pressure control to 60.7 kPa. Fuel flow rates were calculated from mass measurements using a Coriolis effect-based meter for the lowreactivity fuel and strain gauge-based fuel flow meter for the high-reactivity fuel. Measurements of the filter smoke number (FSN), mass per volume (mg/m 3 ), and specific soot emissions (g/kW h) were performed with an AVL model 415S Smoke Meter. All gaseous emission measurements were performed with a five-gas HORIBA emission bench. HC emissions were measured on a wet basis using a heated sampling system. All other emissions were sampled on a dry basis. The exhaust gas residual (EGR) rate was determined from the ratio of intake-to-exhaust CO 2 levels.
High-reactivity fuel was delivered through a solenoid-actuated, common rail injector. The injector geometry and fuel delivery specifications are listed in Table 3 . The low-reactivity fuel was delivered through a high flow rate standard design PFI injector with dimensions and injection schedule depicted in Table 4 .
An IR Telemetrics wireless telemetry system was used in this experiment. The piston-mounted microwave transmitter communicated with a model 3050 receiver mounted outside the engine, and the data were acquired with a model 3054 digital data processor. The data from 15 channels were multiplexed onto a single signal. The TC electromotive force (EMF) is first converted to a frequency-modulated square wave, where the pulse width is proportional to the TC EMF. A voltage-controlled oscillator then converts this signal into a microwave; the wavelength of this signal is proportional to the original temperature. The microwave signal is routed to the transmitter and broadcast through the crankcase to a receiving antenna. The collected signal is amplified and then converted back into a modulated square wave before being down-converted to recover the thermoelectric EMF. More information on this system can be found in Hendricks 25 and IR Telemetrics. 30 Data output occurs in a serial manner, and therefore, the engine must be operated under steady-state conditions.
The electronics and signal conversion process provides a degree of filtering, but the advertised bandwidth of the system in this experiment is approximately 10 kHz. 30 The 15 channels are multiplexed such that a contiguous 1.16 s of data per channel were transmitted before proceeding to the next channel. This time interval is independent of engine speed; if the engine was operating at a higher speed, the unit will transmit more engine cycles than at slower engine speeds. The telemetry system requires 18.56 s to multiplex through all 15 channels ( + 1 marker channel). At 1300 r/min, 1.16-s data will yield 7-8 full cycles of temperature data. To produce a 100-cycle ensemble average, the output was recorded for multiple 18.56-s intervals.
To obtain high-fidelity transient surface temperature measurements, the receiving antenna must be in a direct line of sight with the transmitter at all times during the engine cycle. Signal fallout will occur if the crankshaft counterweights or any other components momentarily pass between the transmitter and the antenna. The antenna was placed within the bore of the engine and positioned to fit in the space between the transmitter face and the small end of the connecting rod to maximize signal reception and minimize signal fallout during the combustion period.
TC placement. Eleven fast-response TCs from Medtherm Corporation 41 (TCS-061-JU-0.25-CR-24-0-GGS-A2-0) were installed in the piston crown (via interference fit) and are the focus of this study (an additional fast-response TC was installed in the top ring land, and three slow-response TCs were installed on the underside of the piston). Two TCs (TC 6 and TC 7 in Figure 2 ) were contoured to match the piston surface, and the remainders were plated with a 1-mm-thick chromium junction. Of the piston-face TCs, seven were aligned with the injector spray axis (Plane A-A) to provide maximum coverage of the injection event. Due to space and wiring constraints, the location of the on-axis TCs required four of the measurements to be on one plume (numbers 1-4) and the other three of the measurements (numbers 5-7) to be on the plume mirrored on the other side of the crown. The remaining four TCs were used to provide off-axis coverage for detecting wall-jet effects (Planes B-B and C-C). TCs 9-11 were installed along the bowl on the inter-jet plane (C-C) and TC 8 was installed at the bowl root midway between Planes A-A and C-C. Alignment of the primary TC axis with the injector spray pattern centerline was achieved by rotating the TC axis in relation to the observed witness marks from the spray pattern on a previously instrumented piston. This engine architecture has a limited injector nozzle adjustment, and a previous instrumented piston provided the calibration angles for use in the current iteration.
If symmetry about the injector and spray axis is assumed, then the layout can provide a 60°sector coverage. Spray jet symmetry requires the assumption of minimal plume-to-plume variation and a quiescent environment, which is approached by virtue of the SCOTE's low swirl ratio (see Table 1 ). A virtual sensor map invoking symmetry is shown in Figure 3 and will be used for piston-face temperature and heat flux data visualization.
For each measurement location, a composite temperature curve was created by ensemble averaging all the temperature data sets. During this process, multiple passes are performed on the data to eliminate outliers using Chauvenet's principle 41 and Peirce's criterion, 42 along with more generic methods that simply eliminate data points from the ensemble-average data sets that lie outside of 63s during all times other than the combustion period, where the criteria are expanded to 65s to avoid elimination of usable data. Figure 4 shows a representative composite temperature curve as a function of CA, along with its associated temperature variance. More detailed information on the data removal algorithm is contained in Hendricks. The variance in Figure 4 shows that significant degradation of the signal occurs during many portions of the engine cycle with this particular engine geometry. At bottom dead center (BDC), on both the intake and the power stroke, the rotating counterweights of the crankshaft cause complete signal loss, and the data at these locations were reconstructed using a cubic spline that is fitted to the entire intake and exhaust strokes but replaces data only within the brief window where complete fallout occurs. For all other times during the engine cycle, the data are left unaltered.
Heat flux computation with regularized inverse technique. The TCs used in this study did not include a backside junction and are therefore incapable of predicting the steady-state heat flux. The dynamic heat flux, however, can be calculated with only a front-side measurement utilizing a modified form of the solution.
25-27 Electrical noise and signal fallout were a large issue in this study, and therefore, an advanced inverse technique utilizing Tikhonov and Aresenin 43 regularization was required to satisfactorily process the data from the experiment. Details of the algorithm can be found in Hendricks and Ghandhi 36 and references therein. A brief mathematical description of the technique is contained in Appendix 2, but details are omitted here for brevity. The inverse method requires a numerical model for predicting future surface temperatures based on an assumed heat flux; the inverse method optimizes the heat flux to best match future surface temperature data within the limits of the data's noise (when regularization is implemented).
The numerical method requires two boundary conditions. The front-side condition is the applied heat flux that is being solved for, but without a backside temperature measurement, the boundary conditions are incomplete. However, for cyclical engine processes, under sustained response conditions (the engine is firing in steady state and the average wall temperature gradient has stabilized), integration of the dynamic (i.e. transient) portion of the surface heat flux is zero
From this condition, a simple balance can be invoked to find the backside temperature as
where T b and T f are the back-and front-side temperatures, respectively, and the overbar represents time averaging. The integrated heat transfer during the closed portion of the engine cycle can be used to examine combustion trends and gain insight into the surface energy flow even though no method is available to recover the steady-state heat transfer. This will be demonstrated later in the document. The resultant heat flux determined by the inverse technique for the composite temperature curve of Figure 4 is shown with the solid line in Figure 5 . The heat flux is seen to steadily rise until the start of combustion (SOC) just after TDC, whereupon it rapidly increases. The heat flux calculated using the analytical technique based on the Fourier decomposition is shown in Figure 5 (labeled as fast Fourier transform (FFT)), and despite the extensive averaging, the noise in the temperature data makes the resulting heat flux highly variable. A common approach to dealing with noise is to filter the temperature data prior to applying the FFT method; Figure 5 shows results for cutoff Table 5 .
frequencies of 1 and 3 kHz. The 3-kHz filter captures the rapid increase in heat flux from combustion well, but exhibits some nonphysical ringing both before and after combustion. The 1-kHz cutoff frequency oversmooths the data creating a phasing problem that makes a realistic determination of combustion timing difficult to accurately identify. In comparison, the inverse method picks up the SOC well and maintains stability during combustion, without a priori knowledge of the frequency content of this individual cycle or run condition; the use of future timestep data ensures that stability is maintained. Finally, the use of regularization allows the data quality to influence the solution in a positive manner, that is, the solution does not try to follow excursions in the data that are smaller than the measured variance.
Results
Data processing
Two-dimensional temperature and heat flux. False color maps of surface temperature and heat flux were generated using Delaunay triangulation 41 to map the recorded discrete heat flux/temperature triplet data onto an evenly spaced polar grid. The piston surface was projected onto a flat two-dimensional (2D) plane using the total arc length between TCs to set the radial distance spacing. The contour grid was filled by interpolation between the discrete TC locations using natural neighbor interpolation. 44, 45 Sample heat flux and temperature maps created for a CDC event (the same condition as Figure 5 ) are shown in Figure 6 with the operating conditions briefly summarized in Table 5 .
The geometric extent of the map is set by the maximum and minimum radial locations of the TCs, and therefore, surface data must be extrapolated (since wall temperature data are not available to bound the estimate) to predict temperature and heat flux beyond TCs 11 and 4 (in the radial sense) to generate an estimate of total heat transfer for the piston. Note that the data from TC 11 were used in place of TC 4 to generate the heat flux map since TC 4 failed upon start-up and is indicated in Figure 6 with a white dot. It is reasonable to expect that since TC 11 is off-axis from the injection event, the extreme magnitudes recorded by TC 11 would probably be lower than what would be seen at TC 4; however, the placement of TC 11 in the squish Figure 6 . 2D false color temperature (left) and heat flux (right) map of unwrapped piston surface summarized in Table 5 at 12°CA ATDC (bowl lip is located at TC 7, and TC 4 is indicated with a white dot). region provides the best available data from which to extract trends shown and is an acceptable substitute.
In Figure 6 , the numbers indicate the TCs as labeled in Figure 3 . The dashed lines indicate the radial extent of the piston surface, and the solid lines at TC 7 indicate the radius of the bowl lip. As seen in Figure 6 , the local stratification from the impinging diesel spray of CDC creates high heat flux gradients in the bowl and bowl wall region, which account for a significant portion of the piston surface area (over 60%). The interaction of the spray jet with the bowl wall and the adjacent spray plume is seen in the high heat flux at location 10. For this case, the CA of 50% cumulative heat release, CA 50 , occurs at + 4.6°, while the peak heat flux occurs at CA = + 12°. The retarded peak heat flux at CA = + 12°can be potentially attributed to the spatial location where it occurs, that is, between the two jet plumes, but may also be affected by radiation from soot according to the phenomenological description of CDC in Heywood. 37 The temperature distribution seen in Figure 6 shows that there is a large thermal gradient in the piston crown, with locally cool regions near the center and higher temperatures at the bowl outer radius and in the squish region. The peak surface temperature swing was 18.4°C, so the temperature distribution shown in Figure 6 is close to what would be expected in the steady state. Figure 7 shows the spatial distribution of heat flux for the full combustion period for the same operating condition as Figures 4-6 .
The combustion event, seen as an increase in heat flux, first occurs along the centerline of the primary spray axis at + 5°. Three CAs later, the peak heat flux location has moved to the periphery of the jet, suggesting the presence of jet/bowl-wall interactions. There is a high degree of inhomogeneity in the heat flux distribution on the piston, the magnitude varying from 1 to 10 MW/m 2 , reaching a maximum value of 12 MW/m 2 at + 12°. After the CA of maximum heat flux, the high heat flux region moves radially outward from the piston bowl and into the squish region. This suggests that latestage combustion is occurring in the squish region, possibly due to the lack of oxygen in the bowl; however, since the piston is rapidly moving away from the combustion event, it would be difficult to deduce whether other phenomena are occurring, for example, reverse squish flow.
Area-weighted heat flux and temperature. To more quantitatively examine the heat transfer, the area-weighted heat flux (q 00 AW ) is introduced. The q 00 AW is composed of contributions from the three zones indicated in Figure 6 . Zone 1 is based entirely on the heat flux of TC 1; zone 3 is calculated based entirely on the heat flux at TC 11; in zone 2, the q 00 AW is based on the weighted composite of the heat fluxes calculated from TCs 1 to 3 and 5 to 11. The calculated heat flux at each grid volume is weighted according to the surface area it occupies on the polar grid, and then, the grid is numerically integrated using summation series according to equations (3)- (5) 
where q 00 i, j is the heat flux within the ith differential area and the jth zone, N is the total number of subareas (21,600 for a 60°sector), r i, j is the radius at the center of the subarea, and A sec is the area of zone 2. The integration scheme is performed at each CA to produce the area-weighted heat flux as a function of CA. An analogous approach is taken to determine the area-weighted surface temperature, T AW .
Integrated heat transfer (dQ p ). The transient piston heat flux for each case can be integrated with respect to time during the closed portion of the cycle according to equation (6), where the factor of 6 converts the sector area to the full piston surface area, to yield the integrated heat transfer, dQ p , during the closed portion of the engine cycle (intake valve closing (IVC) to exhaust valve opening (EVO)) even though no solution for the steady-state heat transfer exists (according to equation (1)). When examining only the dynamic heat transfer, integrating throughout the closed portion of the cycle would give
Validation of heat flux mapping interpolation scheme. Due to the high spatial and temporal variation of the piston surface heat flux during CDC, the expected scaling relationships generally do not hold when comparisons are made at the local level. For example, when the individual heat flux histories for individual TC locations are compared, the usual engine speed scaling relationship (at constant load and equivalence ratio) breaks down. This is shown in Figure 8 where the peak heat flux is shown for each TC at three different speeds with a constant engine load of 12.5 bar using CDC. The trend with speed is seen to vary based on the TC location. Figure 8 shows that the peak heat flux is not only highly spatially dependent but also speed dependent. However, through the use of the heat flux maps and the integration scheme, global trends can be examined using dQ p . Figure 9 shows dQ p for three engine loads as a function of speed. It is seen that the global heat transfer does reflect the expected trends of lower heat transfer as engine speed is increased for a given load, and as load is increased, heat transfer is higher for a given speed. This provides an indirect validation of the mapping scheme employed to represent the discrete data.
Comparison of RCCI and CDC regimes
RCCI combustion benefits from an extended mixing time (due to the early injection) that produces increased equivalence ratio uniformity and lower peak local combustion temperatures. In order to make a valid comparison of the performance of RCCI and CDC, the run conditions must be appropriately matched. The CDC operating condition shown in Figure 7 was replicated in an RCCI mode by matching the boost pressure, overall equivalence ratio, and combustion phasing (CA 50 ). However, because the two combustion strategies differ in efficiency, it was not possible to exactly match load (integrated mean effective pressure (IMEP) g ) for a given boost pressure, phasing, and equivalence ratio. A comparison of all the CDC and RCCI operating parameters for these two test cases can be seen in Table 6 .
The comparison of RCCI and CDC cylinder pressure and heat release is shown in Figure 10 . The results show that the PPRR, peak pressure, and the peak heat release rate of the RCCI case are significantly greater than those of the corresponding CDC case. The RCCI combustion event is shorter in duration and takes place closer to TDC. The CDC case has a longer burn duration and exhibits a distinct premixed burn and mixingcontrolled combustion phase. The mixing-controlled phase, that is, the diffusion-limited burn, is an indication of inhomogeneity in the combustion chamber contents. Figure 11 shows the heat flux and temperature maps for the RCCI condition matched to the CDC condition shown in Figure 6 ; the false color scaling is the same in the two figures to allow a direct comparison. The piston temperatures in Figure 11 are significantly lower, ;25°C on average, for the RCCI condition compared to the matched CDC case. This results in smaller temperature gradients on the piston surface and a more uniform temperature distribution, except for in the bowl/wall region. The lower and more uniform piston temperatures are a result of the volumetric nature of the RCCI combustion process, which gives higher uniformity. The heat fluxes for RCCI combustion are also more spatially uniform and significantly lower in magnitude than CDC. The lower piston temperatures and heat fluxes for RCCI also manifest themselves through differences observed in the temperatures measured on the lower side of the piston crown at the inlet and exit of the oil galley. Data taken during this experiment, and presented by Splitter et al., 46 show a marked decrease in the temperature differential across the oil gallery during RCCI operation, suggesting that the steady-state heat transfer rates also decrease due to the drop in average surface temperature across the piston surface. Table 6 shows that the CDC and RCCI cases are well matched across the targeted parameters, allowing a direct comparison of the performance metrics. The total burn duration (CA ) of the CDC case is approximately 12°longer than the RCCI case. The increase in CDC burn duration limits the cycle's work extraction potential, increasing exhaust losses. The CDC case has a 20% higher integrated piston heat transfer (dQ p ) than the RCCI case. This corresponded with a ;14% increase in heat transfer loss, which is determined from the unaccounted fuel energy with a first law energy balance on the engine system including turbocharging losses. More information on how the heat transfer losses for the engine are determined can be found in Splitter et al.
46 Figure 12 shows the temporal evolution of the areaweighted temperature and heat flux for the CDC and RCCI cases. The temperature difference between CDC and RCCI is approximately 25°C before combustion, and the surface temperature rise for CDC is more than twice that seen for RCCI. The rise in heat flux for the RCCI case is more gradual when compared to the CDC; the peak heat flux for the CDC case is approximately 35% greater than the RCCI case. Overall, less heat transfer is occurring at the piston surface even though the pressure rise rate and the heat release rate of the RCCI case were higher, as shown in Figure 10 . Comparing Figure 12 with Figure 10 , it appears that phasing differences exist between the heat release and the heat flux. For the CDC case of Table 5 , at CA 50 = 4.54°after top dead center (ATDC), heat flux is only approximately 2 MW/m 2 . The authors attribute the phasing differences to a few different factors: (1) the spatial averaging associated with the area-weighted heat flux combined with the stratified combustion Figure 10 . Heat release, cylinder pressure, and area-weighted heat flux for matched RCCI and CDC at the operating conditions given in Table 5 .
RCCI: reactivity-controlled compression ignition; CDC: conventional diesel combustion.
process and (2) the inherent nature of the filtering process for the inverse calculation of heat flux.
Load sweep comparisons for CDC and RCCI
A comparison of RCCI and CDC integrated piston heat transfer (dQ p ) as a function of load is presented in Figures 13 and 14 . In Figure 13 , the equivalence ratio (except for a few cases as noted in the figure), boost pressure, and combustion phasing are all matched between the RCCI and CDC conditions. In Figure 14 , the CDC equivalence ratio is higher (j = 0.60), and the RCCI conditions at the higher load required EGR.
The summary data for these conditions, similar to Table 6 , can be found in Tables 8(a) -(c) and 9 of Appendix 2. Figure 13 shows that the reduction in piston heat transfer for RCCI compared to CDC seen previously in Table 6 extends to other loads (5-10 bar) and speeds. This reduction is also observed when looking at different equivalence ratios (Figure 14) . For operation at lean conditions and low-to-mid loads, dQ p increases as a nearly linear function of load. Figures 13 and 14 both uphold the dependence of heat transfer on engine speed. As engine speed increases, the burn rate and heat release increase, yet the time available for heat transfer decreases, and therefore, the total integrated piston heat transfer falls and speed is increased. For CDC, dQ p is seen to increase at a faster rate when operating at higher speed. When comparing CDC operation to RCCI at high speed (1750 and 1700 r/min, respectively), the CDC dQ p is approximately 48% larger than the RCCI dQ p . At lower engine speeds (1300 r/min), the difference in dQ p between RCCI and CDC is closer to a fixed offset, with dQ p approximately 25% lower for RCCI combustion compared to CDC.
The data for dQ p as a function of load for richer operation j = 0.60, that is, lower boost pressure, are shown in Figure 14 . The RCCI data from operation at 1700 r/min were acquired with varying equivalence ratio (and boost pressures) up to a load of ;12 bar; higher loads required EGR to keep the oxides of nitrogen (NO x ) levels acceptable. The trend of significantly lower dQ p for RCCI operation is seen in Figure 14 . For the CDC conditions, there is a decrease in the integrated heat transfer with engine speed, as was seen in Figure 13 . Only one speed was tested for RCCI combustion, so no comment can be made on the speed scaling from the data of Figure 14 . Also of interest in Figure 14 is that when EGR is added to RCCI, the linear piston heat transfer trend deviates. The flattening of the trend is thought to occur from the higher specific heat capacity of EGR dominating the effects of increased global equivalence ratio. This demonstrates that in addition to greater spatial uniformity, charge compositional effects need to be considered when comparing RCCI and CDC.
SOI timing sweep comparisons for CDC and RCCI
SOI timing sweeps were conducted while matching engine speed, load, and j between CDC and RCCI. The integrated piston heat transfer as a function of SOI timing is presented in Figure 15 . Other performance metrics for these sweeps are contained in Tables 10 and  11 It can be seen in Figure 15 that the dQ p for RCCI operation is fairly constant across the range of injection timings shown, while the dQ p for CDC operation reduces as the injection timing is retarded and the fuel is injected closer to TDC. The small changes in dQ p for RCCI operation are consistent with the relatively small changes observed in the combustion phasing and duration (see Table 11 ) despite the large changes in the injection schedule. This low sensitivity to the highreactivity fuel injection timing was previously observed by Splitter et al., 47 although it should be noted that timings retarded past 234 ATDC would not be normally considered due to the elevated NO x emissions. The increase in the CDC heat transfer with advanced injection timing is consistent with the fact that the temperatures are elevated and there are longer times available for heat transfer because the combustion phasing directly follows the injection timing.
No significant increase in surface heat transfer was evident as the SOI approached diesel-like timings (229/25) for RCCI combustion. One may expect that as timing was retarded, the lack of mixing would result in an increase in dQ p as locally rich regions form. The observed increase in NO x confirms the presence of richer local mixtures at retarded injection times. However, the low mass fraction (10%-20% of the total) of the high-reactivity fuel does not appreciably increase the dQ p .
To further explore the timing sweep, the areaweighted temperature and heat flux are presented in Figure 16 . For the RCCI cases, the q 00 AW remains nearly constant with respect to injection timing, which is a result of the very similar combustion events, as discussed above. The good agreement seen between the different RCCI curves also gives an indication of the overall precision of the experiment; independent assessment of the accuracy of the data is not readily possible. Additionally, the RCCI area-weighted surface temperature data also show a high level of similarity in both shape and absolute magnitude. These data, combined with the dQ p , strongly suggest that the high-reactivity fuel injection has a relatively minor thermal consequence; it is primarily used as an ignition timing and combustion rate-shaping control parameter.
The CDC area-weighted heat flux curves show the clear phasing of the combustion event with the change in SOI, although it is somewhat more difficult to ascertain, by eye, the changes in dQ p as seen in Figure 15 . The area-weighted temperature data, however, show a very clear progression of mean surface temperature with SOI; advanced cases for which dQ p was found to be highest have a higher mean surface temperature. This strongly suggests a higher overall heat transfer through the piston (the oil temperature and pistonunderside conditions were the same for all cases), which is consistent with the closed-cycle integrated piston heat transfer in spite of the fact that it is derived from the dynamic heat flux.
Examining the CDC heat flux in Figure 16 , an interesting feature is evident. At early injection timings, the q 00 AW shows a double peak that disappears for injection timings after 11°before top dead center (BTDC). This feature has been found to be the result of a difference in the phasing of the heat flux peak in the bowl region and squish region. The individual surface heat fluxes for an injection at 16.7°BTDC are shown in Figure 17 . The bowl TC data, represented by TC 2, are phased earlier than the squish-land TC, represented by TC 11. This suggests that the combustion initiates in the bowl region before TDC, when the squish-land height is small, and then expands out of the bowl as the piston descends on the expansion stroke. At later injection timings, where the CA 50 moves past TDC, the combustion is less confined in the bowl, and the heat flux peak occurs at nearly the same time at all spatial locations. It would be extremely difficult to deduce this trend from cylinder pressure data alone.
Boost sweep comparison for CDC and RCCI
The effect of boost pressure, which affects the overall equivalence ratio, was investigated at fixed speed, load, and (nominally) combustion phasing; the combustion phasing for the RCCI operation varied by 62°CA. The main operating parameters are briefly shown in Table 7 , and the full data summary can be found in Tables 12 and 13 of Appendix 2.
The area-weighted temperature and heat flux data for all the conditions are shown in Figure 18 . It is readily apparent in Figure 18 that for both CDC and RCCI operations, the q 00 AW is nearly constant for the range of boost pressures examined. Because the temporal histories of the q 00 AW are so close, the integrated piston heat transfer is also essentially the same for the CDC and RCCI conditions, with the RCCI data again about 25% lower in magnitude. The area-weighted temperature data, however, show some differences. The temperature data for CDC show very little difference with equivalence ratio, a total span of approximately 5°C, but there is a trend toward higher temperatures at richer equivalence ratio. The RCCI data show a more significant change in piston temperature with equivalence ratio. This lack of sensitivity to boost pressure for CDC operation is possibly due to the diffusioncontrolled combustion process, which results in nearstoichiometric local combustion and provides a consistent maximum temperature for all cases. For RCCI, the higher equivalence ratios would be expected to create higher combustion temperatures that would, in turn, increase the heat transfer. This is evident in the temperature data, but it is surprising that the areaweighted heat flux and integrated piston heat transfer do not show this trend. This suggests that the steadystate heat transfer is increasing for the RCCI cases as would be expected on a global scale.
Summary and conclusion
Transient surface temperature measurements were made on the piston surface of a HD engine using fastresponse coaxial TCs, and the data were relayed from the piston wirelessly to a static data acquisition system. The surface temperature data were processed using an inverse technique to recover the surface heat flux; Tikhonov regularization, which accounts for the noise level of the temperature data, was used because the telemetry system degraded the data quality at some points in the cycle depending on the antenna's line of sight. The temperature and heat flux data from the 11 TCs, which were positioned to effectively cover a sector of the piston corresponding to one of the spray plumes, were mapped onto the entire three-dimensional (3D) piston surface using an interpolation scheme. These temperature and heat flux maps were used to generate a CA-resolved visualization of the transient heat flux and also allowed quantitative analysis of the dynamic heat transfer to the piston during the closed portion of the cycle. The integrated piston heat transfer was shown to follow the expected global trends for CDC, even though the combustion event is highly localized due to spraydriven effects; these same trends were not conclusively apparent when analyzing individual heat flux traces. Data were acquired over a range of operating conditions under both CDC and RCCI combustion modes.
CDC and RCCI operations were compared at a 9.3 bar, 1300 r/min operating condition with the same boost pressure and combustion phasing. The results showed that the RCCI combustion was shorter in duration and reached a higher peak heat release rate compared to the CDC case. In spite of this, the integrated piston heat transfer was significantly lower (24%) for RCCI. Additionally, the temporal profile of the areaweighted heat flux was lower for RCCI during the whole combustion event, and the mean piston surface temperature for RCCI was lower than for CDC by, on average, ;25°C. The observed reduction in heat transfer with RCCI combustion is believed to be the result of the fact that the RCCI combustion occurs at a more uniform equivalence ratio (close to the global value), which reduces the peak local combustion temperature. This effect was previously predicted computationally. Higher integrated piston heat transfer was found for CDC combustion relative to RCCI combustion for the full range of loads, engine speeds, and equivalence ratios that were investigated. Depending on the conditions, the difference could be up to 50%. Both RCCI and CDC showed an increase in dQ p with increasing engine load. For CDC, the dQ p was also found to increase with engine speed, but for RCCI, the dQ p did not scale with speed, which may be caused by the lack of mixing-or spray-dominated effects in the RCCI combustion process.
The effect of SOI was investigated while holding all other parameters constant. For CDC, the combustion phasing followed the SOI timing, and as a result, the area-weighted heat flux is seen to change phasing with the SOI timing. Advancing SOI also resulted in a significant mean surface temperature increase, which suggests that the steady-state heat transfer is also increasing. For RCCI combustion, the combustion event was minimally affected by changes in the SOI. As a result, the area-weighted heat flux and surface temperature are nearly constant as a function of SOI. This suggests that the role of the high-reactivity fuel injection is principally to effect ignition and shape the combustion progression rate, and it does not significantly impact the thermal interactions.
The effect of overall equivalence ratio (boost pressure) on CDC combustion was found to be weak. The area-weighted heat flux and temperatures were nearly constant for j = 0.34-0.47. This is consistent with the view that the heat transfer is driven by the peak local temperatures, which are close to the stoichiometric value for diffusion-controlled combustion. For RCCI combustion, the area-weighted heat flux was a weak function of the equivalence ratio, but the mean surface temperature was found to increase with the equivalence ratio. The former suggests that the dynamic heat transfer does not change much, but the latter suggests that the steady-state heat transfer may increase as the equivalence ratio and mean bulk gas temperature increase. ments of the piston temperature in a small type gasoline engine. Bull JSME 1964; 7(26): 422-429. 22. Guralp OA. Development and applications of a telemetry system for piston surface temperature measurement in a homogeneous charge compression ignition engine. 
Appendix 2 Inverse heat conduction utilizing Tikhonov regularization
The composite surface temperature and temperature variance data, see Figure 4 , were used to compute the heat flux according to equations (7)- (13) . An initial heat flux, q . The sum-square difference between the two, S, is termed the objective function, and the goal of this routine is to minimize S (the error) between the measured and calculated temperatures. The algorithm looks forward in time i = 1:r future steps, and at each timestep, the predicted model temperature is compared to the recorded temperature. The minimization of the objective function is accomplished by differentiating the objective function and solving for the root. This is accomplished by multiplying the temperature differences by the sensitivity coefficients, X m + iÀ1 j , at particular locations of the temperature measurements at the specific instance in time. The sensitivity coefficients predict the model response to a step-function input and can be nonlinear functions of temperature, distance, and time (accomplished through the use of future steps) as defined by equation (11) . More information on this routine is given by Beck.
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In the implementation used here, the original objective function was modified by the addition of a matrix relaxation term or regularization term
The regularization term sets up a system of linear equations that need to be solved, shown in equation (10) in matrix form, to calculate the heat flux correction, Dq 00 , to the initial guess in equation (7) . This technique allows the statistical variance of the data, s i , to be incorporated into the model prediction. In essence, it relaxes the exact matching requirement of analytical techniques (or pure finite difference techniques) and allows the algorithm to predict a heat flux at a given timestep that yields a temperature distribution that is within the experimental uncertainty of the data. This regularization, or smoothing, eliminates a large portion of the instability often seen with noisy measurements using analytical techniques for data reduction
Matching conditions and metrics for load sweep comparison 
