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Abstract
Essays on Futures Market and Machine Learning
by
Jonathan J. Lopez Camara

Adviser: Christos Giannikos

This dissertation consists of three chapters that cover topics on futures market and machine
learning.

Chapter 1 - Big Data And Machine Learning To Predict Overnight Interest
Rates. This paper is a brief introduction to the two main pieces I have elaborated as part
of the dissertation. Here, I explain the reasons why I have done my research about predicting
the overnight interest rates for Mexico and the United States using big data and machine
learning models. I explain the connection between the two research papers, I define some
basic concepts such as future contracts and the overnight funding rate for Mexico. There is a
summary about the data I use, and the machine learning models I apply. Finally, I conclude
with some further research that can be done based on the results found.

Chapter 2 - The Fed Funds Futures Rate As A Forecast Of The Fed Funds Rate:
A Machine Learning Approach. In this paper I study and predict the Federal funds
rate using the Fed Funds futures and other macroeconomic and financial variables applying
machine learning models. From 2000 through 2019, I apply shrinkage methods, dimension
reduction techniques, and support vector regressions to a monthly dataset. I find that machine learning models outperform the Fed funds futures when considering extra indicators
for the one-, two, and three-month horizons. A post-Lasso analysis shows that leading indi-

v
cators, and financial variables are significant, weakening the rationality assumption. Strong
results given by the Support Vector Regressions (SVR) suggest a non-linear relation between
explanatory variables and the Fed funds rate. These findings provide additional information
that can improve hedging against changes in monetary policy rates as well as making higher
profits when lending money. Finally, when splitting the data in two monetary policy regimes,
before and after the 2008-09 financial crisis, mixed results are found.

Chapter 3 - Forecasting Mexico’s Overnight Funding Rate. This paper uses financial and macroeconomic data to predict Mexico’s overnight funding rate. I find that
machine learning models yield robust results when forecasting Mexico’s interest rate using
big data. The Lasso and ElasticNet provide the lowest out-of-sample forecast errors. Forecast errors are smaller the shorter the forecast horizon. The Feature Importance algorithm
and post-Lasso analysis show the Federal funds futures are relevant to forecast the overnight
funding rate. Not only domestic indicators are relevant for predicting the Mexican rate, but
other type of financial and macroeconomic variables such as leading indicators, monetary
aggregates, or business confidence for the U.S show to be important as well. These findings
suggest there is a degree of integration between Mexico and the U.S. in terms of monetary
policy decisions and that the Bank of Mexico might be applying a forward-looking strategy
when making monetary policy decisions.
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Chapter 1
Big Data And Machine Learning To
Predict Overnight Interest Rates
1.1

Introduction And Motivation

Investors are agents who speculate on the future of the global economy and financial markets. Globalization and access to high dimensional data in real time has allowed investors to
have more accurate “educated guesses” over time. Investors, governments, and consumers
can analyze economic models with increased precision and keep track of the economy in
real time. Therefore, investment decisions that consider vast amounts of information have
become computationally feasible.
Access to abundant information is known as “big data.” Big data allows agents to better
understand the dynamics of any phenomenon of interest. In this sense, economics is a social
science that has benefited from access to new and more information. Big data in economics
can be applied in different areas such as forecasting economic and financial variables, analyzing the business cycle, and forecasting credit card defaults for a bank, among others.

1
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This access to additional information allows us to better understand the economic behavior
of investors and identify patterns.
Big data are intrinsically tied to the evolution of “machine learning” (ML) models in economics. For instance, Mullainathan and Spiess (2017) claim that “Central to our understanding is that machine learning not only provides new tools, but it also solves a different
problem. . . . The appeal of machine learning is that it manages to uncover generalizable
patterns. In fact, the success of machine learning at intelligence tasks is due to its ability to
discover complex structure that was not specified in advance.” The biggest feature of these
models is using information which minimizes forecasting errors. In this sense, Athey (2018)
argues that “ . . . machine learning is a field that develops algorithms designed to be applied
to datasets, with the principal areas of focus being prediction (regression), classification,
and clustering or grouping tasks.” Finally, machine learning models allow to overcome the
overfitting problem and reduce the out-of-sample forecasting error.
This research uses big data applying machine learning models to understand and forecast
the overnight interest rate of both the United States and Mexico. The first important question is why is it relevant to forecast the overnight interest rate? As the central axis on the
monetary policy of any country, the overnight interest rate is the benchmark for interbank
lending, and thus an instrument of domestic capital markets of any modern economy with
an autonomous central bank.
One of the indicators for forecasting future interest rate movements, in the case of the
United States, is through futures market. More specifically, the Federal funds futures contracts. These contracts are agreements to exchange an asset for a predetermined time and
price in the future. In particular, the Federal funds futures are instruments where investors
buy and sell contracts to hedge against future movements of the effective Federal funds rate.
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From figure 1.1 we can observe the monthly average of the effective overnight Fed funds rate
and the corresponding one- and two-month Fed funds futures rate. The Fed funds futures
generally follow the movements of the effective Fed funds rate. However, when the overnight
interest rate increases or decreases the futures rates take some time to adjust, generating
the gaps we can see from figure 1.1. This indicates that there is information not captured
by the futures rates that can be provided by the macroeconomic and financial indicators.
Figure 1.1: Futures Market And Realized Fed Funds Rates1
One-month Horizon

Two-month Horizon

Past research such as that elaborated by Krueger and Kuttner (1996) find that Fed funds
futures are the best predictors of the effective Fed funds rate among other indicators including
inflation, unemployment, and industrial production. The authors find that there exists a
premium in the markets due to the sample used in their paper, or due to the correlation
between the futures rate and the stock market.
The first chapter tests the findings of Krueger and Kuttner for an expanded time horizon
from 2000 to 2019. The availability of information in real time and new machine learning
tools can yield different results than those obtained long ago. Additionally, the access to
new financial and economics variables such as leading indicators and volatility trackers allow
the opportunity of reevaluating the findings by Krueger and Kuttner (1996) in 1996.
1

The monthly average of the effective overnight Fed funds rate and the corresponding Fed funds futures
rate.
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The second relevant question is why Mexico? The answer lies in the economic integration that
has taken place between Mexico and the United States since 1994 when both nations, together
with Canada, launched the North American Free Trade Agreement (NAFTA). There is
literature that argues that there has been synchronization in the business cycle of commercial
integration between Mexico and the United States (see Torres and Vela (2003), Chiquiar and
Ramos-Francia (2005), Herrera Hernández (2004), Phillips and Cañas (2008), Sosa (2008)).
Now, if the empirical evidence tells us that there is economic integration between both
nations, what can we say about the monetary policy of both countries? In figure 1.2 we can
observe that the correlation between the one-month Fed funds futures and Mexico’s interbank
rate is 0.93. The second chapter investigates whether both the U.S. futures market and the
U.S. macroeconomic and financial indicators have predictive power in the future movements
of the overnight interest rate of Mexico. Notably, I also include indicators from Mexico to
forecast Mexico’s target interest rate. Again, this is feasible since we can use and apply big
data to machine learning models.
Figure 1.2: Mexico’s Interest Rates And U.S. Futures2

In both cases I find there is relevant information contained in the macroeconomic and financial variables to predict overnight interest rates. In the case of the U.S., for short-term
2

The monthly average of the TIIE rate (the overnight rate) and the corresponding Fed funds futures rate.
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periods, the Fed funds futures per se do not provide the best forecast of the future movements of the effective Fed funds rate. This result goes in the opposite direction of what
Krueger and Kuttner (1996) find. In the Mexican case, there is relevant information, public and accessible, not only in the indicators of Mexico but also coming from international
markets, mostly referring to the U.S., which contribute to understand future levels of the
funding rate.
The remainder of the paper is organized as follows: In section 1.2 I define the Fed funds
future contracts and the econometric model. In section 1.3 I define the machine learning
models to be used. In section 1.4 I discuss the main findings and propose ideas for future
research.

1.2
1.2.1

Theoretical Framework
What Are the Federal Funds Futures Contracts?

A futures contract is an agreement to trade a financial asset at a prearranged price and time
in the future. In the case of the Fed funds futures, these are contracts designed to protect
against variations from forecasts in the Federal funds rate. The contracts are a bet on the
expectation on future behavior of the funds rate. Since the financial markets can be volatile,
futures are a reason to hedge against it.
According to CME Group, Inc. (2020), Federal funds futures are traded as a price instead
of an interest rate. This goes according to the terms defined in the International Monetary
Market (IMM) index. Basically, the settlement price is computed by subtracting the average
Federal funds rate for the contract month from one hundred. During the settlement price no
physical delivery takes place, and the futures are liquidated in cash. Ultimately, “the final
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settlement calculation at expiry is the total of all the daily rates published by the FRBNY
[Federal Reserve Bank of New York] divided by the total number of days in that month.”
(CME Group, Inc. (2020))
For clarity to see how the Fed funds futures work, let us walk through an illustrative example.
According to Tuckman (2002) “the fed funds futures contract is designed as a hedge to a
$5,000,000 30-day deposit in fed funds.” In Figure 1.3 we can see the main steps to hedge

using the Fed funds futures contracts. First, in August 2019, the average rate was 2.13%,
implying the contract was settled at 100−2.13 = 97.87. Second, the mark-to-market payment
per basis point is defined as

$5,000,000×0.0001×30
360

= $41.67. This is the adjustment on the interest

payment caused by changing the rate of a 30-day loan by one basis point. Third, suppose a
bank plans to lend $5,000,000 overnight in the funds market but wants to buy a coverage, so
the bank buys a Fed funds futures contract at the closing period on July 31, 2019, for 97.848.
This contract implies a rate of 100 − 97.848 = 2.152%. The interest earned over the month is
$5,000,000×0.0213×30
360

= $8875.003 . Thus, the bank gains are 97.87 − 97.848 = 0.022, or 2.2 basis

points, on its Fed Funds contract. This implies a gain on interest of 2.2 × $41.67 = $91.674.
The total gain for the bank is $8875.00 + $91.674 = $8966.674. But the interest implied by
the futures contract purchased on July 31, 2019, is

$5,000,000×0.02152×30
360

= $8966.667. These

are almost the same quantity! This is how a bank can hedge against variations of the funds
rate. Tuckman (2002) provides a similar example.
Figure 1.3: Fed Funds Futures Timeline

3
According to Tuckman (2002), this example assumes the bank does not earn interest on interest on its
Fed funds lending.
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Notice that futures contracts are purchased on day t for delivery on month s, where s > t.
Following Krueger and Kuttner (1996) main concepts, we can define the profit of an investor
buying futures contracts, πts , in the following way,
πts = fts −

1 X
ri ,
M i∈s

(1.2.1)

in which the profits, πts , equal the residual of the difference between the purchase price (the
futures rate), fts , and the average of Federal funds rate, rt , observed on the s-th month. M
is the number of calendar days in the s-th month.
At the same time, we would expect to have no arbitrage opportunities (zero gains) if we
assume all investors have access to all the information available, as well as risk-neutral
investments. The previous conjecture implies there can exist some risk, but on average it
gets diluted. This means that Et (πts ) = 0, or
fts

− Et

1 X
ri
M i∈s

!
=0

(1.2.2)

We assume there is no systematic excess premium (unbiasedness assumption) and there is
no other variable besides the futures rate that will equation 1.2.2 to hold (rationality assumption). Hence, the main contribution is to establish whether if these two properties were
fulfilled for the last two decades. In the next section, further details of the econometric
model are provided.
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The Monthly Model: Econometric Setup

Equation 1.2.2 defined in the previous section refers to information available in a daily basis.
Since there are monthly data that may contribute to the analysis, equation 1.2.2 has been
adjusted to a monthly setup. For the k-month-ahead futures rate, the structural model takes
the form

f¯tt+k − r̄t+k = β0 +

p
X

xjt βj + ut+k ,

(1.2.3)

j=1

in which r̄t+k is the average funds rate prevailing in month t + k, and f¯tt+k is the average
futures rate for the month t + k contract, priced in month t. The forecast error is ut+k . Possible relevant indicators, xjt , are included in the model in lag forms since relevant monthly
features, such as inflation or consumption, are available with delays.
Equation 1.2.3 is the final form we want to analyze. The unbiasedness assumption, β0 = 0,
means there is no systematic excess premium. If βj = 0, ∀j ∈ [1, p], then the rationality
assumption holds, and therefore, there is no extra variable that contributes to predict the
Fed funds rate. Hence, having a model that is rational and unbiased would imply that
f¯tt+k − r̄t+k = ut+k . As it was described in section 2.1, I show that under certain conditions
these assumptions do not hold.
Since different machine learning models are being applied in this paper, we must set up
equation 1.2.3 accordingly, e.g., the optimization problem in some cases. In section 1.3 I
link the theoretical framework with the shrinkage models, dimension reduction methods, and
support vector regressions.
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Machine Learning Models
Shrinkage Methods: Lasso, Ridge And ElasticNet Models

In subsection 1.2.1, I stated that the profit, πts , is the difference between the purchase price,
fts , and the average of the Federal funds rate, rt , observed on the s-th month. Also, I have
claimed that the expected profit, Et (πts ), on day t for delivery on month s is equal to zero.
Therefore, for a monthly setup I have defined equation 1.2.3.
In this subsection I propose using three models that are known to belong to the shrinkage
models family: Lasso4 , Ridge and ElasticNet regressions. These models will allow us to find
an optimal solution through a subset of our data. In other words, these models are known
as a sparse model since some variables are left out. Hastie et al. (2001), and James et al.
(2013) describe myriad properties that shrinkage models have. For instance, the models are
sensitive to the units of each feature, the model produce easy-to-interpret models, and these
models will allow us to have p ≥ t. As OLS is a model that tends to overfit the data, the
prediction error is likely to be large.
Lasso is one of the methods that are known to improve the forecast error. This model is
explained with more details since it is used for post-Lasso inference in subsection 2.2.3. This
model belongs to the family of “shrinkage” methods that will allow us to implicitly create
an optimal model based on a subset selection of our data. In general, the Lasso model solves
the following optimization problem

argmin
β

T
X

yt − β0 −

t=1

subject to

!2
xjt · βj

j=1
p
X
j=1

4

p
X

Least Absolute Shrinkage and Selection Operator.

|βj | ≤ q

(1.3.1)
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in which yt is the regressand, xjt is the regressor ∀j, and q is the penalty parameter. Hastie
et al. (2001) consider that the level of the penalty parameter, s, should be chosen in a way
that minimizes the expected prediction error.
Equation 1.3.1 can be written as a Lagrangian optimization problem in the following way

L = argmin 
β

T
1X

2

yi − β0 −

t=1

j=1

"

p

= argmin RSS + λ

X

β

in which RSS =

1
2

PT

t=1 (yi

p
X

!2
xjt · βj

+λ

p
X


|βj |

(1.3.2)

j=1

#
|βj | ,

j=1

− β0 −

Pp

j=1

xjt · βj )2 , and λ is the tuning parameter. The Lasso

model uses an L1 penalty, this means that the “norm of a coefficient vector β is given by
P
||β||1 = |βj | ” (James et al. (2013)).
Since the constraint on equation 1.3.2 is not differentiable at βj = 0, ∀j, Gradient Descent 5
is used to solve the problem using a subgradient vector g 6 when we have the case that βj = 0.
5

Following Shalev-Shwartz and Ben-David (2014)’s notation and description I define Gradient Descent
as an iterative algorithm that seeks to minimize a differentiable convex function f (w), where f : Rd → R.
Then, ∇f (w), the gradient of a differentiable
function f at w, is the vector of partial derivatives of f , in


(w)
∂f (w)
mathematical expressions, ∇f (w) = ∂f
∂w[1] , · · · , ∂w[d] . Since this is an iterative process, we must start
with an initial value of w. At each following iteration we update the process given by using the training rule
defined as w(t+1) = w(t) − η · ∇f (w(t) ), where η > 0 is the learning rate. After iterating the process T times
we reach the optimal solution.
For additional information refer to Shalev-Shwartz and Ben-David (2014).
P
6
Since the constraint
|βj | is nondifferentiable at βj = 0, we must use the subgradient instead of the
gradient. According to Shalev-Shwartz and Ben-David (2014) a vector v is a subgradient of f at w if
f (u) ≥ f (w) + ⟨u − w, v⟩, ∀u ∈ S, where S is an open convex set. In other words, Géron (2019) defines
a “subgradient vector at a nondifferentiable point as an intermediate vector between the gradient vectors
around that point.”
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Following Géron (2019) notation, the subgradient vector g(β, L) is defined as






sign(β
1)




−1





 sign(β2 ) 



g(β, L) = ∇β RSS(β) + λ 
 , where sign(βi ) = 0
..




.








+1
sign(βn )

if βj < 0
if βj = 0

(1.3.3)

if βj > 0

The structure defined in equation 1.3.3 forces the coefficients to be zero. This setup creates a
sparse model that leaves out some related variables, in other words, Lasso performs a subset
selection of the data given. Hastie et al. (2001) call it a “soft thresholding” model. Since λ
can take values that goes from zero to ∞, it is critical when choosing the values. On one
hand, a value of λ = 0 means there is no restriction on equation 1.3.2 and therefore, we are
performing an OLS. On the other hand, huge values of lambda will shrink all the coefficients
towards zero, leaving just the intercept. James et al. (2013) recommend finding the optimal
value of λ by cross validating our results and minimizing the prediction error, or training
error.
Numerous properties and characteristics of the Lasso model are described by Hastie et al.
(2001), and James et al. (2013). First, the Lasso model is sensitive to the units of each feature,
so it is critical to standardize the data beforehand. Second, Lasso produces easy-to-interpret
models since some coefficients are also discarded. Third, the Lasso model, in comparison with
the OLS model, produces lower variance conceding some bias in the estimated coefficients.
Fourth, Lasso will allow us to have p ≥ t. That is, we will avoid the curse of perfect fitting
our models.
Since the Lasso model is being applied, we must set up equation 1.2.3 in a Lagrangian
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structure that allows us to solve for β as follows

argmin 
β

T
1X

2

f¯tt+k − r̄t+k − β0 −

t=1

p
X

!2
xjt · βj

+λ

j=1

p
X


|βj | ,

(1.3.4)

j=1

in which λ ∈ R+ is the tuning parameter that controls the amount of shrinkage. As it
was stated before, it is expected that β0 = 0, and βj = 0, ∀j which implies that our model
is unbiased, and no other features besides the Fed funds futures can predict the overnight
P
interest rate, respectively. The new adjustment, pj=1 |βj |, is an L1 penalty which does not
give us a closed form solution but sets the parameters equal to zero for specific levels of the
tuning parameter, λ. This new specification will allow us to use more regressors since “lasso
does a kind of continuous subset selection” (Hastie et al. (2001)). Therefore, this model will
let us to have p ≥ t.
Although, the Ridge and ElasticNet models have similar setup and properties as the ones
described by Lasso, the constraints happen to be different. The Ridge regression solves the
following optimization problem

argmin
β

T
X

yt − β0 −

t=1

p
X

!2
xjt · βj

(1.3.5)

j=1
p

subject to

X

βj2 ≤ q

j=1

in which q is the penalty parameter, yt is the regressand, and xjt is the regressor, ∀j. Notice
that the Ridge model solves an optimization problem with an L2 constraint. Thus, the model
has a closed form solution. From equations 1.2.3 and 1.3.5 we can write the Lagrangian
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optimization problem in the following way

LRidge = min 
β

T
1X

2

f¯tt+k − r̄t+k − β0 −

t=1

p
X

!2
xjt · βj

+λ

j=1

p
X


βj2  .

(1.3.6)

j=1

in which r̄t+k is the average funds rate prevailing in month t + k, and f¯tt+k is the average
futures rate for the month t + k contract, priced in month t, xjt are the regressors ∀j,
and ut+k is the forecast error. On the other hand, the ElasticNet model solves the same
optimization problem, but instead of having an L2 constraint like the Ridge model does, it
has the following specification

subject to

p
X


α · βj2 + (1 − α) · |βj | ≤ q

(1.3.7)

j=1

in which q is the penalty parameter. Notice that this constraint is a linear combination
between L1 and L2 constraints since α ∈ [0, 1]. An α = 0 would imply a Lasso model
whereas an α = 1 would imply a Ridge regression model. Thus, it provides some slack
between the Ridge and Lasso models. In the same fashion as with the previously described
models, from equations 1.2.3 and 1.3.7 we can write the Lagrangian optimization problem
in the following way

LElasticN et = min 
β

T
1X

2

t=1

f¯tt+k − r̄t+k − β0 −

p
X
j=1

!2
xjt · βj

+λ

p
X



α · βj2 + (1 − α) · |βj |  ,

j=1

(1.3.8)
in which s is the penalty parameter, r̄t+k is the average funds rate prevailing in month t + k,
and f¯tt+k is the average futures rate for the month t + k contract, priced in month t, xjt are
the regressors ∀j, and ut+k is the forecast error. Notice that equation 1.3.8 is not differentiable at βj = 0, ∀j, so the Gradient Descent algorithm is applied to approximate a solution.
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Shrinkage models are known to be sparse models since the tuning parameter, λ, can vary
from zero until infinity. Hastie et al. (2001) also call it a “soft thresholding” model. Contrary to Lasso, here the coefficients are shrunk to zero gradually. The purpose is to adjust
λ ∈ R+ for both equations 1.3.6 and 1.3.8 using a grid-search technique and find the models
that minimizes the average cross-validation error since Hastie et al. (2001) consider that the
level of the tuning parameter, λ, should be chosen in a way that minimizes the expected
prediction error. Same recommendation can be found in James et al. (2013).

1.3.2

Support Vector Regression (SVR)

In the previous subsection I define shrinkage models which in simple terms involve minimizing
an objective function subject to a constraint in the parameters. Now, what if instead of
solving such problem we could fit a hyperplane? That is what Support Vector Machine
(SVM) models do. According to James et al. (2013) “in a p-dimensional space, a hyperplane
is a flat affine subspace of dimension p − 1.” As a classification problem, a separating
hyperplane sounds straightforward, but for a regression it is not that obvious. However, it
is possible to solve this problem which Géron (2019) describes as “the trick is to reverse the
objective: instead of trying to fit the largest possible street between two classes while limiting
margin violations, SVM regression tries to fit as many instances as possible on the street
while limiting margin violations.” The advantage of this model is that allows to estimate
linear and nonlinear models. Hence, with SVR models we want to solve the following primal
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problem
T

LP =

min

β,β0 ,ζt ,ζt∗

X
1 T
β β+C
(ζt + ζt ∗)
2
t=1

subject to yt − β T ϕ(xt ) − β0 ≤ ϵ + ζt ,

(1.3.9)
(1.3.10)

β T ϕ(xt ) + β0 − yt ≤ ϵ + ζt ∗,
ζt , ζt ∗ ≥ 0, t =, 1, . . . , T

in which xt ∈ Rp , yt ∈ Rn , ∀t, C is the cost parameter, and ζt , ζt ∗ are the slack variables.
The primal problem defined by equation 1.3.9 can be represented as the following dual
problem
T
T
T
X
X
1 X ∗
∗
T
∗
LD = min∗
(λt − λt )(λt′ − λt′ )ϕ(xt ) ϕ(xt′ ) + ϵ
(λt + λt ) −
yt (λ∗t − λt )
λt ,λt 2
t=1
T =1
t,t′ =1

(1.3.11)
T
X
(λ∗t − λt ) = 0
subject to

(1.3.12)

t=1

0 ≤ λt , λ∗t ≤ C, t = 1, . . . , T
in which ϕ(xt )T ϕ(xt′ ) is the transformed feature vector or the Kernel function7 , and for the
purpose of this paper, yt = f¯tt+k − r̄t+k . Also, λ and λ∗ are the Lagrange Multipliers derived
from the FOC associated with the primal problem in equation 1.3.9. The associated values
of the solution (λ̂ − λ̂∗ ) are known as Support Vectors. In section 2.5 I show the connection
between the dual and primal problems and its solution.
Notice from equation 1.3.11 the objective function involves the dot product of ϕ(xt )T ϕ(xt′ ),
7

According to James et al. (2013) “a kernel is a function that quantifies the similarity of two observations.”
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the support vectors. Also notice that only a subset of the values (λ̂ − λ̂∗ ) in the solution are
nonzero. Nonetheless, we must transform the data applying the mapping function which can
be a computational troublesome. Here is where the Kernel function comes in handy since it
is computationally efficient, also known as the “Kernel trick.”
The advantage of the SVR models is that the Kernel function can be applied directly to
the values of xt , ∀t. However, when the data have many observations, the model can still be
inefficient. In our advantage, the Kernels are functions that can be either lineal or nonlinear.
In this paper the Kernel functions, K(xt , xt′ ), to be used are

Linear : K(xt , xt′ ) =

p
X

xtj xt′ j

(1.3.13)

j=1

Radial Basis : K(xt , xt′ ) = exp −κ1

p
X

!
(xtj xt′ j )2

(1.3.14)

j=1

Neural Network (Sigmoid) : K(xt , xt′ ) = tanh κ1

p
X

!
xtj xt′ j + κ2

(1.3.15)

j=1

in which κ1 is a scaling parameter, and κ2 is a constant.
To find an approximate solution for SVR models we need to apply an algorithm that
solves quadratic programming problems.8 For instance, the Sequential Minimal Optimization (SMO). For more information about this algorithm, Fan et al. (2005) describe an SMO
decomposition method.

8

It can be shown the solution of the dual problem, LD , in equation 1.3.11 is f (x) = β0 +
x, xt > .

PT

t=1

(λt + λ∗t ) <
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Truncated Singular Value Decomposition (SVD): A Dimension Reduction Method

SVR models can be difficult to estimate and computationally costly. Another way to tackle
big data is to reduce the rank of our dataset. In other words, it is possible to reduce the
dimension of the explanatory variables (regressors) without losing much information. One
of these methods is called the Truncated Singular Value Decomposition9 . The main idea is
to produce a low-rank matrix Xk that is approximately like X such that
X ≈ Xk = Uk Σk VkT , where k ≤ min(m, n)

(1.3.16)

in which X ∈ Rm×n , and min(m, n) is the rank of X.
To estimate Xk from equation 1.3.16 above, based on the SVD definition, Manning et al.
(2008) describe the following three-step algorithm 1
Algorithm 1 Truncated SVD
1:

Construct X = U ΣV T by applying the matrix decomposition method SVD

2:

Construct Σk by replacing with zeros the min(m, n) − k smallest singular values from
the main diagonal of Σ

3:

Construct Xk = U Σk V T

We can notice from above that if k = min(m, n), then Xk = X. Since the singular values
behave in a decreasing sequence, i.e., σ1 ≥ σ2 ≥ . . . ≥ σr ≥ 0, the error by choosing a large
value of k minimizes. Another advantage of SVD is that it works with non-square matrices
as well.
9

Following Golub and Van Loan (1996), let X ∈ Rm×n and min(m, n) be the rank of X. Then, there
exists orthogonal matrices U = (u1 , . . . , um ) ∈ Rm×m and V = (v1 , . . . , vm ) ∈ Rn×n such that U T XV = Σ =
diag(σ1 , . . . , σr ) ∈ Rm×n , where r = min(m, n), and σ1 ≥ σ2 ≥ . . . ≥ σr ≥ 0. The values of σi are known as
singular values, and the values of ui and vi are referred as the left and right singular vectors, respectively.
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After reducing the dimension of the dataset, the next step is to apply either OLS or SVR
with linear Kernel, as specified in equation 1.3.13. This would allow us to gain efficiency
without losing critical information. In the next section 2.2 I describe the data and discuss
the main results from the application of the models described in the current section.

1.4

Conclusions And Further Research

In general, for both cases I find that there are economic and financial indicators, in addition
to the futures of the Federal funds rate, which have influence and predictive power on the
monetary policy rate. This finding allows us to better understand how the interest rate will
be positioned in the short and medium term. For investors, they can more effectively adjust
their positions by hedging and minimizing risks to unexpected interest rate movements.
Derived from the research conducted here, research ideas for the future emerge. For example,
it was found that there is a relationship of non-linearity with the target variable, therefore,
it would be interesting to investigate more in that area. Monetary policy regimes affect the
forecasts obtained, therefore, understanding and delving deeper into the influence of the business cycle on economic and financial variables would be opportune. Finally, in these research
articles we have only used economic and financial variables, however, using text to predict the
movements of interest rates is a topic little explored. Lately, Natural Language Processing
(NLP) has acquired greater prominence and apply models such as Random Forest Classifiers,
Decision Trees Classifiers, Support Vector Classifiers, or Logistic Regressions to text-type
information such as Fed Speeches, Bank of Mexico Speeches, tweets from Twitter or Google
searches to predict future monetary policy decisions would be an interesting topic to explore.
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Appendix

1.5.1

SVR: The Primal And Dual Problem

Show equations 1.3.9 and 1.3.11 characterize the solution to the primal and dual problem.
Proof. The Lagrange primal function is

T

LP =
−

min

β,β0 ,ζt ,ζt∗
T
X

λ∗t



T

X
X 

1 T
β β+C
(ζt + ζt ∗) −
λt ϵ + ζt − β T ϕ(xt ) − β0 + yt
2
t=1
t=1
ϵ+

ζt∗

T



+ β ϕ(xt ) + β0 − yt −

t=1

T
X

µt ζt −

t=1

T
X

(1.5.1)

µ∗t ζt∗

t=1

which we minimize with respect to β T , β0 , ζt , ζt∗ , ∀t. Setting the respective derivatives to zero,
we get
T
X

λt =

t=1

β=

T
X
t=1
T
X

λ∗t
λ∗t ϕ(xt )

t=1

(1.5.2)
−

T
X

λt ϕ(xt )

(1.5.3)

t=1

µt = C − λt , ∀t

(1.5.4)

µ∗t = C − λ∗t , ∀t

(1.5.5)

in which λt , λ∗t , µt , µ∗t , ζt , ζt∗ ≥ 0, ∀t. By substituting equations 1.5.2, 1.5.3, 1.5.4, and 1.5.5
into equation 1.5.1, and reducing common terms we obtain the Lagrangian dual objective
function
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T

X
X
X
X
X
X
1 t
ββ−
λt ϵ +
λt β T ϕ(xt ) −
λt yt −
λ∗t ϵ −
λ∗t β T ϕ(xt ) +
λ∗t yt
2
t=1
t=1
t=1
t=1
t=1
t=1
!
T
T
T
T
X
X
X
X
1
= βT β − ϵ
(λ∗t + λt ) + β T
λt ϕ(xt ) −
λ∗t ϕ(xt ) +
yt (λ∗t − λt )
2
t=1
t=1
t=1
t=1
T

(1.5.6)

T

X
X
1
= βT β − ϵ
(λ∗t + λt ) − β T β +
yt (λ∗t − λt ), from 1.5.3.
2
t=1
t=1
T

T

X
X
1
yt (λ∗t − λt )
(λ∗t + λt ) +
= − βT β − ϵ
2
t=1
t=1
T

T

X
X
1
= βT β + ϵ
yt (λ∗t − λt )
(λ∗t + λt ) −
2
t=1
t=1
T
T
T
X
X
1 X ∗
∗
T
∗
=
(λ − λt )(λt′ − λt′ )ϕ(xt ) ϕ(xt′ ) + ϵ
(λt + λt ) −
yt (λ∗t − λt ), from 1.5.3.
2 t,t′ =1 t
t=1
t=1

Thus,
T
T
T
X
X
1 X ∗
∗
∗
T
(λt − λt )(λt′ − λt′ )ϕ(xt ) ϕ(xt′ ) + ϵ
yt (λ∗t − λt ).
(λt + λt ) −
LD =
2 t,t′ =1
t=1
t=1

We optimize equation 1.5.7 subject to

PT

∗
t=1 (λt −λt )

(1.5.7)

= 0, 0 ≤ λt , λ∗t ≤ C, ∀t. Additionally, to

equations 1.5.2, 1.5.3, 1.5.4, and 1.5.5, the following constraints are included in the KarushKuhn-Tucker conditions
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λt ϵ + ζt − β T ϕ(xt ) − β0 + yt = 0,


λ∗t ϵ + ζt∗ + β T ϕ(xt ) + β0 − yt = 0,

(1.5.8)

µt ζt = 0,

(1.5.10)

µ∗t ζt∗ = 0,

(1.5.11)

ϵ + ζt − β T ϕ(xt ) − β0 + yt ≥ 0,

(1.5.12)

ϵ + ζt∗ + β T ϕ(xt ) + β0 − yt ≥ 0,

(1.5.13)

(1.5.9)

for t = 1, . . . , T . Hence, the solution to the primal and dual problem is represented by the
equations above.

Chapter 2
The Fed Funds Futures Rate As A
Forecast Of The Fed Funds Rate: A
Machine Learning Approach
2.1

Introduction

Investors are always analyzing markets and keeping track of their movements. This, with
the intention to either gain profits from trading or reducing risks by hedging. One of these
investments can be done in the futures markets, where financial instruments are been sold as
a future contract. These contracts are agreements to exchange an asset for a predetermined
time and price in the future. One of these future contracts have to do with the interest rates
market. In particular, the Federal funds futures are instruments where investors buy and
sell contracts to hedge against future movements of the effective Federal funds rate.
In 1996, Krueger and Kuttner (1996) studied the Federal (Fed) funds futures market and
the Fed funds rate. Using data from 1989 through 1994 and applying the Kalman Filter to
22
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estimate out-of-sample forecasts, they find that Fed funds futures are the best predictors of
the effective Fed funds rate in a pool of other indicators such as inflation, unemployment,
industrial production, and others. Assuming arbitrage is done by risk-neutral investors, they
conclude the Fed funds futures are biased and rational. The latter means that there exists
a premium in the markets due to the sample used in their paper, or due to the correlation
between the futures rate and the stock market. The former implies there is no other explanatory variable, besides the Fed funds futures, which can predict the overnight interest
rate.
The main contributions of this paper are: 1) Big data using financial and macroeconomic
variables have hidden information not offered by the future contracts; 2) Out-of-sample
forecasts from machine learning models outperform futures; 3) There is a non-linearity relationship between regressors and target variable; 4) Hedging strategies obtained by the
estimated models outperform the ones provided by the futures; 5) Monetary policy regimes
matter when forecasting using big data; 6) When hedging, additional explanatory variables
have extra information to reduce risks.
In the process of (1)-(6) above I extend the work done by Krueger and Kuttner (1996). The
extension is motivated by three circumstances: First, there are more data available that can
be included in the model. Second, more sophisticated models have been developed since the
authors published their work. Third, I use 20 years of data (from 2000 through 2019), which
captures a more recent and evolved U.S. economy. The economy today is more open, and in
general there have been episodes of expansionary/contractionary monetary policy that may
affect the way indicators give us information.
Söderström (2001) also studies the dynamic of the futures rates and the Fed funds rate. Using Ordinary Least Squares (OLS) estimates on daily data, the author confirms that futures
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have weak predictive power when forecasting the Fed funds rate; however, this predictive
power increases when the monetary policy decision date approaches. Söderström (2001)
approach relies on dates near the meetings of the Federal Open Market Committee, while
in this paper the approach depends on splitting the data in two different episodes where
different monetary policy strategies took place.
In the same direction, Kuttner (2001) studies the responses of fixed income instruments to
unanticipated changes in monetary policy. With OLS, the author finds that responses of
bond yields from unanticipated changes in the policy rate are large and significant. Instead
of analyzing the fixed income market, Bernanke and Kuttner (2005) study the stock market’s responses to monetary policy changes. Using a Vector Autoregression model (VAR),
the authors find that unanticipated changes in the target rate affect the stock market indices
while for anticipated changes the market’s reaction is small. Unlike Kuttner (2001), I do not
use conventional time series; instead, I utilize different machine learning models to predict
the funds rate, which allows to minimize the cross-validation error when predicting.
Vasnev et al. (2013) also have studied monetary policy and predicted the target levels subsequently decided by the monetary authorities. Focusing on the Australian case and using
a triple-choice probit model applied to different frequencies of data, they find that combining forecasts outperforms out-of-sample forecasts when predicting the Reserve Bank of
Australia’s decisions. This approach refers to the linear combination of probabilities that
makes “the linear combination of probabilities to bypass the need to combine thresholds,
which are nonlinear functions of individual ordered probit models” (Vasnev et al. (2013)).
Hence, the authors show how this method outperforms results given by multivariate models.
A distinguishing feature of this paper is that I use machine learning models. Machine learning
focuses on improving predictions rather than estimating parameters and interpreting them
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to find the relationship between regressands and regressors. The recent use of new statistical
learning methods is to improve the out-of-sample forecast that traditional models provide.
In this sense, Mullainathan and Spiess (2017) claim that machine learning “revolves around
the problem of prediction: produce predictions of y from x. The appeal of machine learning
is that it manages to uncover generalizable patterns.” Machine learning applied to finance
and economics is not new, authors like Ghoddusi et al. (2019), and Weigand (2019) describe
a detailed compendium of other researchers who have applied machine learning models to
predict energy prices, analyze energy trends, as well as empirical asset pricing. However,
there is not much in the literature that has been done with machine learning models and
the futures market regarding monetary policy changes.
In this paper I analyze the relation between the Fed funds rate and the Fed funds futures
as Krueger and Kuttner (1996) do. I update the process by including more data publicly
available that go from 2000 through 2019. More specifically, I propose to use models that
can be clustered in the following categories: shrinkage models, support vector regressions,
and dimension reduction methods. In the first case I apply the Ridge, Lasso, and ElasticNet
methods. Ridge uses an L2 penalty, Lasso uses an L1 whereas ElasticNet uses a linear combination between L1 and L2 penalties. In the second case I apply a Support Vector Regression
(SVR) with nonlinear Kernel functions: Sigmoid, and Radial Basis. These nonlinear functions are applied by using the Kernel trick, which will be explained later in section 1.3. In the
last case, I apply the Truncated Singular Value Decomposition (SVD), a dimension reduction
technique, to the original dataset. After, getting a low-rank matrix I apply either an OLS or
Linear SVR. There are other models (linear and nonlinear) that give us lower out-of-sample
Root Mean Squared Error (RMSE) for the one-, two-, and three-months horizons. I find
that, under some conditions, Fed funds futures are outperformed by the proposed models.
In other words, there is relevant information to be considered from the macroeconomic and
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financial indicators when analyzing the Fed funds rate. Short-term futures (one, two, and
three-months) are outperformed.
There are several reasons we might use a machine model instead of OLS. First, OLS is
known to overfit the model because the estimated parameters come from optimizing the
squared residuals given the data, thus the out-of-sample forecasting performance tends to be
poor. Second, OLS relies on the fact that our data X is full rank p (number of regressors)
so that (X T X)−1 is non-singular, and therefore, the coefficients can be estimated. This
invertibility condition is a drawback that machine learning models do not encounter. For
instance, shrinkage models deal with this condition by using the regularization parameter λ.
This regularization, or tuning parameter λ, refers to the Lagrange multiplier when solving
a constrained optimization problem. See section 1.3 for more details. Third, OLS does not
perform well when p is larger than t (time) since “least squares will yield a set of coefficient
estimates that result in a perfect fit to the data” (James et al. (2013)). Having p > t would
lead us to the residuals equal to zero. Fourth, the existing non-linearity relationships in the
data would make OLS estimation inaccurate and misleading.
For the reasons above, I propose these models to be more suitable to study the overnight
interest rate. Another crucial point of this article is to present the results Lasso and postLasso. James et al. (2013) claim one advantage of the Lasso model is that it forces the
parameters to be equal to zero when the tuning parameter, λ, is large enough. In other
words, Lasso implicitly is a variable-selection model. Since some of the estimated parameters go to zero it is easy to interpret the results. Thus, the importance of selecting the
optimal parameter λ that gives us the least cross-validation error. It is important to disclose
that the Lasso model leads to biased coefficients if λ ̸= 0 since the final solution depends on
the value of λ. In fact, the bias increases as λ increases. However, the size of the estimators
is not relevant for this study since we are interested only whether they are different than
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zero. For the given reasons, and the fact that the essence of the Lasso model (explained
in detail in section 1.3) is to shrink the estimated coefficients towards zero, i.e., exploring
the “rationality” assumption, is that studying the futures rates and funds rate with this
approach seems reasonable.
For the post-Lasso analysis, I take a two-step approach in estimating the models for different
time horizons. As a first stage, I extract the regressors obtained by the Lasso model and, in
second instance, I estimate a linear regression. This process is consistent with Belloni et al.
(2014), where they call it a “post-double-selection” model, which allows them to develop robust inference and confidence intervals of unbiased estimators from high-dimensional sparce
models. Apart from having statistically significant and non-zero intercepts, I find that indicators such as the three-month Treasury spread, the change in the OECD leading indicator
of GDP for the U.S., the monthly growth in the NASDAQ index, or housing starts index,
are significant. The null hypothesis that the joint coefficients are zero is rejected. Therefore,
we conclude that the assumptions of rationality and unbiasedness do not hold.
Sometimes, there are easy-to-interpret or easy-to-explain models in terms of the results, but
to disentangle the contribution of each variable can be troublesome. For example, non-linear
models or decision trees fall under this category. In fact, Breiman et al. (1984) develop a
metric that measures the relative importance of each variable in a decision tree model. Also,
Breiman (2001) develops a metric that seeks to measure such relevance, the Permutation
Importance Algorithm. Here, each variable is randomly permuted, and the error generated
under this alternative model is compared with the original model. In this paper, I apply this
technique for the SVR model to understand which variables are important. I find that the
relevant variables belong to the real and financial sectors as well as uncertainty indicators.
When doing further research about these features, we can see that they have experienced
exponential growth, volatility, and high fluctuation, which causes linear models to be insuffi-
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cient to some extent. For example, this idea is supported by Manzan (2007), where he finds
that stock price deviations are large, but they tend to return to their long-term equilibrium
through a non-linear readjustment.
Forecasting financial variables using machine learning is not atypical. Panda and Narasimhan
(2007) forecast exchange rates using artificial neural network models. Using the Indian
Rupee-U.S. Dollar currency they predict one-step-ahead. They find that this model has
better predictions both in-sample and out-of-sample than autoregressive or random walk
models. Similarly, Amat et al. (2018) and Baku (2019) apply machine learning models to
predict exchange rates. In the first case, Amat et al. (2018) apply Ridge models and the
Exponentially Weighted Average to forecast exchange rates using “simple” models, for example, Taylor’s rule or Purchasing Power Parity models. The authors conclude that it is
possible to forecast exchange rates in the short term. In the second case, Baku (2019) applies
machine learning models to predict exchange rates in emerging economies. The author uses
financial and macroeconomic variables to find that exchange rate factors contain useful information for understanding exchange rate fluctuations. These factors are drawn from common
exchange rate trends and not from fundamentals. In this case, the results contradict those
found by Amat et al. (2018) since they use fundamentals to predict exchange rates. In this
paper, one of the key features is that publicly available financial and macroeconomic data
are used, same as with Baku (2019).
On the other hand, Hull and Qiao (2017) use machine learning models to forecast stock
market returns. The authors apply correlation screening to forecast a six-month horizon.
The authors propose an investment strategy based on their results to beat the buy-and-hold
strategy of the SPDR S&P 500 ETF Trust (SPY). Similarly, in this paper I propose an investment strategy based on hedging. Since the forecasts obtained in this paper are robust, a
hedging strategy can be implemented for each model per horizon. I find that the cumulative
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gains for three and six months, derived from the proposed models, are greater than those
provided by futures per se.
The main result of this paper is to show that, for short-term periods, machine learning estimations applied to financial and macroeconomic data aid to provide significantly better
out-of-sample forecasts than the Fed funds futures do when forecasting the Fed funds rate. I
analyze the one-, two-, three-, and six-month ahead Fed funds futures contracts and whether
they are the best predictors to the monetary policy rate. Overall, I find that for the one-,
two-, and three-months ahead contracts some models like SVR-RBF or Lasso provide better
out-of-sample forecasts. This reinforces the conclusion that the “rationality” assumption
defined by Krueger and Kuttner (1996) does not hold. However, for the six-month ahead
contracts the Fed funds futures do not fail to reject the “rationality” test. Additionally, as
Krueger and Kuttner (1996) show, there is still a premium in all the regressions estimated.
Thus, we fail to reject the “unbiasedness” assumption.
It is important to notice that the Federal Reserve has had episodes of contractionary and
expansionary monetary policy. When the sample is divided in two, from 2000 through 2008
and from 2009 through 2015 we have different results. For the 2000-2008 period I find that,
for some horizons, the Fed funds futures fail to be the best predictor of the monetary policy movements. In fact, the proposed models produce a smaller root mean squared error
(RMSE) than the one obtained by using only the Fed funds futures. These results may imply investors assume that future rates in the long run might change, since the overnight rate
is changing, so the Fed Funds futures are not able to capture all the information available.
For the 2009-2015 period the Fed funds futures produce the smallest out-of-sample forecast
error, although not significant. Here the “rationality” assumption holds. The main reason
could be that, during this period, the Federal Reserve followed outstanding monetary policy
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measures where the key interest rate remained at low levels for several years. This, and
the fact that the Federal Reserve provided monetary guidance to the near future anchored
the Fed funds futures to low levels as well. In other words, the market did not expect
changes of the effective Federal funds rate in the short run for several years. This may have
two explanations: first, the futures’ accuracy increases during large periods of expansionary
monetary policy; second, investors’ expectations were kept in low levels due to many years
of outstanding monetary policy measures due to zero lower bound monetary policy rates.
The remainder of the paper is organized as follows: In section 2.2 I describe the data and
discuss the main results. Finally, in sections 2.3 and 2.4 I summarize the key points and
conclude.

2.2

The Data And Results

2.2.1

The Data

The main variables that I use are the Fed funds rate and the Fed funds Futures plus extra
indicators. For the Fed Funds rate, I use the effective Federal funds rate that is provided
by the Federal Reserve Bank of New York and can be easily found at the Federal Reserve
Economic Data (FRED) from the Federal Reserve Bank of St. Louis. More specifically, I
use the monthly average of the effective Federal funds rate.
The Federal funds futures are retrieved from Bloomberg. In this paper I use the one-month,
two-month, three-month, and six-month futures rates. The series cover a timespan that goes
from January, 2000 through December, 2019. The time frequency used for this paper is
monthly.
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The rest of the variables, macroeconomic and financial, are retrieved from the Federal Reserve Economic Data (FRED) from the Federal Reserve Bank of St. Louis. All the indicators
can be found in Tables 2.10 and 2.11. In total, the indicators consist of fifty-four explanatory
variables. For those series that have daily and weekly frequencies I have transformed them
into monthly averages. These variables can be classified as follows: inflation, employment
and output, reserves and money, interest rates, real sector, commodities, currencies, and
leading indicators. For some variables I have added up to four lags which makes the dataset
to have a size of 321 regressors (by the way of the lag polynomial).
Since one of the main hypotheses of this paper is that more information enhances predictions, I have transformed the series using distinct filters. These filters are thought to capture
short-run and long-run dynamics that might have information regarding future levels of the
Federal funds rate. For instance, I have transformed the regressors in diverse ways: one period change, spreads with respect to the funds rate, one period change of the percent change
from a year ago, and percent change. Interest rates data are expressed in basis points. More
information about the variable names and transformations can be found in tables 2.10, 2.11
and 2.12.

2.2.2

In-Sample And Out-Of-Sample Predictions

Typically, we would expect the observed Fed funds rate to move first at time t. Then,
the markets would react accordingly and would be reflected via the futures market at time
t + 1. Nowadays, there is effective communication tool provided by the Federal Reserve
where monetary policy guidance contains information that markets might discount a priori.
When monetary policy is unexpected, we should expect gaps between the Fed funds Futures
and the Fed funds rate. In figure 2.1 we can observe from late 2015 to the end of 2019 that
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this gap happens when one-month horizon is been considered. Naturally, when the horizon
widens the information that the futures capture is less accurate. For instance, in Figures 2.9,
2.13, and 2.17 we can observe the gap gets wider. This would imply that the information
the futures contain is insufficient to follow the Fed funds rate entirely. The idea behind
this is that there are macroeconomic and financial variables that hold enough info that can
complement whatever it is contained by the Fed fund futures.

Figure 2.1: One-month Horizon
Futures Market and Realized Fed Funds Rates from 2015 through 2019

Before going into details about the estimations, it is important to notice that all regressors
have been standardized. For instance, Ridge, Lasso and SVR models may be affected by the
size of each regressor. On one hand, shrinkage model depends on the value of the regularization parameter λ. On the other hand, SVR models rely on the “width” of the band we
want the observations to be located in.
I perform a times series cross-validation estimation where the data are split in n chunks.
The first n − 1 folds as a train set and the last (n)-th chunk as the test set. Here, n is equal
to 10 folds. I seek to minimize the cross-validation error by estimating our model using a
grid-search technique for different parameters, depending on the model we are estimating.
For the Ridge, and Lasso models the value of λ varies from 1 to 400; for the ElasticNet
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regression model the value of λ goes from 1 to 400 and the value of α equals 0.7; for the SVD
models the factors vary from 1 to 40; and for the SVR models the cost parameter, C, goes
from 0.1 to 4.0 while the error parameter, ϵ, is fixed at 0.1. The goal is to find the lowest
training error and to avoid overfitting the models.
As well as estimating in-sample predictions, I estimate out-of-sample predictions for robustness checks. “Futures only” refers to the RMSE that are obtained just by computing the
left-hand side of equation 1.2.3, which by hypothesis, is supposed to be the best predictor.
“SVD+LR” and “SVD+SVR” refer to applying a dimension reduction technique, and then
applying either linear regression or linear SVR. Finally, “SVR-Sig”, and “SVR-RBF” refer
to applying a SVR model with different Kernel function: Sigmoid, and Radial Basis.
In table 2.1 we can see the results for the one-month ahead model. When comparing the
in-sample results we see that futures only has a RMSE of 20.63 basis points. As expected,
all models outperform futures only with the Ridge and ElasticNet models having the best
in-sample RMSE. In the case of the Ridge model, we can notice 7.29 basis points, whereas
for the Lasso and ElasticNet models, 15.47 and 11.18 basis points, respectively. For robustness checks, I compute the out-of-sample predictions. The futures only model has an
out-of-sample RMSE of 9.28 basis points. We can observe that all models outperform the
futures only model. We can observe that some models have a RMSE below 8.0 basis points.
For instance, ElasticNet (7.24), SVD+LR (7.92), and SVR-Sigmoid (7.50). It is interesting
to notice that regardless of the technique I apply, e.g., shrinkage methods or nonlinear, the
results outperform the futures only for the one-month horizon.
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Table 2.1: One-month Horizon
In-Sample and Out-of-Sample RMSE

In table 2.2(b) we can see that two-month ahead forecast RMSE errors. In-sample RMSE
are lower for all models in comparison with the futures only which has a value of 27.71 basis
points. The shrinkage models have a better performance than the SVRs. However, the story
changes when considering the out-of-sample RMSE. In this case the futures only have an
out-of-sample RMSE of 9.70 basis points while the Ridge model performs poorly. Contrary
to the in-sample case, the SVR in each specification have equal or lower RMSE than futures
only. For instance, SVR-Sigmoid and SVR-RBF have an out-of-sample RMSE of 8.38 and
8.53, respectively.
Table 2.2: Two-month Horizon
In-Sample and Out-of-Sample RMSE

For the three-month horizon, we can see a similar pattern than with the two-month ahead
results. For in-sample results, the shrinkage methods outperform the rest of the models,
including futures only. However, when estimating out-of-sample RMSE, the shrinkage meth-
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ods are no longer the best option. In fact, the performance that the Ridge model provides
is 7.81 basis points above futures only as we can observe from table 2.3. SVR in its Sigmoid
and Radial Basis Function Kernels outperform futures only and the rest of the estimated
models. This is an important result since predicting three-month ahead the Fed funds rate
can be challenging since financial markets are volatile and change continuously.
Table 2.3: Three-month Horizon
In-Sample and Out-of-Sample RMSE

Finally, for the six-month horizon the out-of-sample RMSE for futures only is the lowest
among all the models that I have proposed here. We can see from Table 2.4 that the RMSE
that belongs to futures only is about twenty basis points while the model that has the closest
result (but still above) is SVR-RBF with 20.38 basis points. It is not surprising that forecast
only has the lowest RMSE for the six-month ahead since predicting with such time window
in advance can be burdensome.
Table 2.4: Six-month Horizon
In-Sample and Out-of-Sample RMSE
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In general, we can observe that for the entire sample the models outperform the futures
rate in one-, two-, and three-month horizons. It is important to notice that these results
are obtained from using monthly data; it would be interesting to run the models with daily
data since there is more up-to-date information from the markets. Another important result
is that SVR (Sigmoid and Radial Basis Kernels) outperform “futures only,” suggesting a
non-linear relation between regressors and the Fed funds rate.

2.2.3

Extra Lasso And Post-Lasso Analysis

It is reasonable to think that longer the horizon, bigger the uncertainty of abrupt changes
in monetary policy. The forecast errors generated by the one-month horizon are smaller in
comparison to longer horizons, as shown in Figures 2.1, 2.9, 2.13, 2.17. The biggest gaps
occur when there are consistent changes (up or down) of the monetary policy interest rate.
In this subsection, the main idea is to show the results from the Lasso regressions as well as
post-Lasso estimations using OLS à la Belloni et al. (2014).
Unlike the OLS model,

Pp

j=1

xjt β̂jlasso depends on both, the value of the regularization pa-

rameter λ and the scaling of the j-th predictor. Hence, regressors have been standardized,
since the magnitude on each variable affects the “amount” of shrinkage performed by the
lasso model. In addition, by doing so it is ensured that β̂0 equals ȳ. All Lasso estimations are
done using the Stochastic Gradient Descent 1 algorithm. Also, to avoid overfitting the model
I perform a times series cross-validation estimation2 . Here, I minimize the cross-validation
error by estimating the model using a grid-search technique for several values of λ in equa1

The Gradient Descent algorithm requires the update direction to be built on the gradient, while the
Stochastic Gradient Descent algorithm does not. Shalev-Shwartz and Ben-David (2014) explain the Stochastic Gradient Descent algorithm allows “the direction to be a random vector and only require that its expected
value at each iteration will equal the gradient direction.”
2
The data is split into ten folds.
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tion 1.3.4. That is, to find the lowest training error.
After estimating the one-month horizon we can see in Figure 2.2 the cross-validation error
for the values of λ ∈ [0, 400]. As stated previously, when λ = 0 means that an OLS model
has been estimated since there is no restriction. From Figure 2.2, we can observe that the
cross-validation error when estimating the OLS model is, by far, the highest. This reinforces
the idea that estimating an OLS model, when having big data, could lead to inaccurate and
misleading results. As we increase the regularization parameter the cross-validation error
reduces to a point in which reaches a local minimum with λ = 8.0, and then it increases
again. We should expect the coefficients to reach zero over the increasing values of λ.
Figure 2.2: One-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)

In Figure 2.3 we can see the coefficient path for the one-month horizon estimations. For
values of λ less than 20, there are variables that are persistent and have a large magnitude.
These variables are the monthly change in the funds rate, the three-month bond spread, and
the U.S. GDP leading indicator. From table 2.5, we can see the associated parameters for
the Lasso regression when the optimal λ is equal to 8. The changes in the effective Fed funds
rate, the three-Month Treasury spread. It is likely that fixed income is relevant to explain
changes in the key interest rate, as well as leading indicators of future GDP performance
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since the tight relationship that the funds rate have with the GDP growth due to monetary
policy mechanisms. Also, the intercept has a non-zero value which exhibits a premium of
3.53 basis points.
Figure 2.3: One-month Horizon
Standardized Coefficients per λ

In Table 2.6 we can see the OLS estimations from the variables picked from the Lasso models
and shown in the table 2.5. As expected, the intercept coefficient is like the results above
since the data have been standardized. This result shows that our model is biased, and
therefore, there exists a premium in the markets. We can also observe that the associated
values with the change in the funds rate and the 3-month spread are -11.06 and -7.07,
respectively. Finally, the p-values associated with each coefficient are significant.
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Table 2.5: Monthly Estimations per Horizon

For the longer horizons we can notice the cross-validation error is reduced with values of λ
equal to 2.0, 3.0, and 8.0 for the two-month, three-month, and six-month ahead forecasts
errors, respectively. Additionally, figures 2.11, 2.15, and 2.19 show us that the coefficients
survive for several values of λ until they become zero. The cross-validations errors from the
OLS estimations for each horizon are the highest.
For the rest of the futures contracts, we can see in Table 2.5, consistently, the three-Month
Treasury spread, the one-Year Treasury spread, the change in the OECD GDP leading
indicator for the U.S., and the monthly growth in the NASDAQ index show up in all three
and are non-zero. Of course, there are specific indicators that affect only one horizon and
not the others. On one hand, the changes in the Economic Policy Uncertainty Index for
the U.S. explains the two-month horizon only. One reason could be there is a spurious
relationship between these two variables. Another reason is related to the nature of the twomonth horizon and the volatility caused by policy uncertainty which are short-term effects.
On the other hand, the housing starts growth only is relevant for the six-month forecast
error, and the one of the reasons would be relevance the real sector in the economy gains
in the long run. In tables 2.13, 2.16, 2.19 we can observe the post-Lasso estimations using

CHAPTER 2. FORECASTING THE FED FUNDS RATE

40

Table 2.6: OLS
Post-Lasso Inference

OLS. For the two-month ahead model, we can observe an intercept of 6.5, and most of the
variables are not statistically significant with three-month bond spread, employment, and
the Michigan Consumer Sentiment index been some of the exceptions. Overall, the model
has an F-statistic of 35.65. Similar results can be found for the three-month horizon. In
this case, the model is statistically significant with a F-statistic of 35.65. Finally, for the
six-month horizon we can observe a premium of 26.85 basis points, and some variables been
significant. For example, the three-month bond spread, the Nasdaq index, and housing
starts. The model is statistically significant with an F-statistic of 34.64.
Lastly, for the out-of-sample predictions shown in subsection 2.2.2 we can evaluate whether
these results are statistically significant or not. For this, we use the Diebold and Mariano
(1995) statistic (DM)3 .

3

Using the notation from Triacca (2018) the statistic is defined as follows: Let dt = e21t − e22t be the differPT
¯
1
ence between two forecast errors, and d¯ = t=1 dt . If h = 1, then DM = q 2πdfˆ (0) , in which fˆd (0) = 2π
γ̂d (0);
d
T


P
T
d¯
if h > 1, then DM = r
, where, γ̂d (k) = γ̂d (−k) = T1 t=|−k|+1 dt − d¯ · dt−|−k| − d¯ .
Ph−1
γ̂d (0)+2

k=1
T

γ̂d (K)

H0 : E(dt ) = ∀t. Under the null hypothesis, the test statistic is asymptotically normal distributed. Finally,
1
I define h = T 3 .
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Table 2.7: Out-of-Sample Forecasts Errors

For the one-, two-, three-, and six-month ahead models we observe a DM-statistic of 2.82,
1.06, 0.32, and 0.89, respectively. For the one-month ahead model we can reject the null
hypothesis of both forecasts having same level of accuracy. For the rest of the models, we
cannot reject the null. However, the results estimated with Lasso can be considered accurate
since the futures are not more accurate than these.

2.2.4

Non-Linearity: Further Inspection

After analyzing the implications of the Lasso model, we must explore the results given in
section 2.2.2 where non-linearity conditions are found using the SVR models applying the
Sigmoid and Radial Basis Kernels. One step to understand the reason non-linear models are
relevant under this approach is by analyzing the importance of the variable in each model.
Breiman et al. (1984) and Breiman (2001) developed a measure of importance using trees.

CHAPTER 2. FORECASTING THE FED FUNDS RATE

42

In general, trees are easier to interpret, but when computing several trees, the interpretation
becomes less tractable. Thus, Breiman (2001) proposes a misclassification score where features are randomly permuted versus the original model. In this spirit and keeping the same
idea since we are using a regression approach, I apply algorithm 24 . The idea is to measure
the level of dependency of the model on feature, xp .

Algorithm 2 Permutation Importance Algorithm
Input: Model m; data X with p regressors
1:

Compute R2 for a regressor of m on X

2:

for each p in X do

3:

for each repetition k ∈ [1, K] do

4:

Randomly shuffle p of X to generate X̃k,p

5:

2
Compute Rk,p
of m on X̃k,p

6:

Compute importance ip for regressor xp
K
1 X 2
R
ip = R −
K k=1 k,p
2

In Figure 2.4 we can see the feature importance for the one-month ahead model. In the
case of the Sigmoid Kernel, figure 2.4(a), we can observe that the main two variables are
the monthly change of the effective Fed funds rate, and the three-month bond spread. Both
variables have a cumulative relevance of around 5.5%. In addition, observe that lags of these
two variables are also relevant. This suggests that past information of financial variables
is also relevant when trying to understand the one-month ahead Fed funds rate. Other
4

Each variable is permuted ten times. For more readability purposes, only the top twenty-five variables
are shown in this paper.
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variables that are relevant are the Nasdaq index, and the U.S. GDP leading indicator. This
would also suggest that the dynamic of the financial sector, plus the expectation of future
GDP growth have relevance when analyzing the monetary policy rate. On the other hand,
for the Radial Basis Kernel (figure 2.4(b)), we can observe that the three-month bond spread
and the monthly change of the funds rate, as well as the one-year bond spread, are relevant
when estimating the SVR-RBF model. Contrary to the Sigmoid one, here the scores are less
strong in magnitude. However, features such as the Nasdaq index monthly change, and the
U.S. GDP leading indicator are still relevant. We can conclude there is consistency in both
results when comparing them.
Figure 2.4: One-month Horizon
SVR: Feature Importance
Sigmoid Kernel Function

Radial Basis Kernel Function

For the two-month horizon, Figure 2.12, we can see that for the Sigmoid model similar variables are relevant. For instance, the monthly change in the Funds rate, or the three-month
bond spread are still relevant. The cumulative relevance lies around 3.4%. Observe that the
Case-Shiller index, the VIX index, and the Global Economic Policy Uncertainty index are
relevant. This might suggest that for a two-month horizon the current conditions of the real
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sector of the economy, and uncertainty indices are important. We can observe equivalent
results for the SVR-RBF model.
For the three-month horizon, Figure 2.16, observe that financial variables such as the threemonth bond spread, the one-year bond spread, or the Nasdaq Index, are relevant when
estimating both models. Also, the Case-Shiller index, and the U.S. GDP leading indicator, among others, are relevant features. The past information of these variable also shows
strong dependency within each model. We can notice that when moving from 1-month horizon through 3-month horizon the score diminishes, thus, the relevance of the features is
weaker, as expected. However, it is interesting to observe that similar variables are relevant
regardless of the model and the horizon. This result is also consistent with the six-month
horizon, figure 2.20. In this case, the scores continue to diminish, and financial variables are
the most relevant features. Notice that for the SVR-RBF model, 2.20(b), the year-over-year
money growth. This would suggest that the longer the horizon the more relevant money
stock is since monetary policy takes time to have a full effect.
After going through each model per horizon we find, unanimously, the most relevant variables are the ones belonging to the financial sector, real estate indices, leading indicators, or
uncertainty indices. These variables are highly volatile, as we can see the standard errors in
the post-Lasso estimations in subsection 2.2.3. For instance, from 2001 through 2020, the
VIX index has had periods of high fluctuations, reaching a low value of 11.09 in 2017, and
high value of 32.70 in 2008. We can see a similar pattern in the monthly change of the effective Federal funds rate. Not only that, but variables such as money stock, the Case-Shiller
index, and the Nasdaq index have grown exponentially. For instance, from 2001 through
2020 the money stock grew around 1026%, the Case-Shiller index grew around 96.3% the
Nasdaq Composite index grew around 400%. In other words, high volatility, pronounced
fluctuations, and exponential growth are important characteristics that some features expe-
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rienced over the sample period. This would mean that linear models are weak when features
like the ones just described are part of the sample. Hence, the importance of applying SVR
models with non-linear kernels relies in the fact that we can include these characteristics in
our estimations.

2.2.5

Hedging Strategies

After analyzing non-linearity and post-Lasso conditions, the next objective of the paper is to
elaborate a hedging strategy. The main goal of this paper is to understand and evaluate the
effective Fed funds rate predictability. I have found that some machine learning models have
strong predictive power by minimizing the RMSE. The next step is to formulate a strategy
that allows to “monetize” the results found previously.
Figure 2.5: One-month Horizon
Bank Gains

Recall that on subsection 1.2.1 I define the profit of an investor buying futures contracts as
P
πts = fts − M1
i∈s ri ,. From equation 1.2.3 we can identify that the left-hand side represents
t
the profits πt+k
= f¯tt+k −r̄t+k . Thus, from the results above we can define the estimated profits
t
as π̂t+k
. First, let us suppose an investor plans to hedge to a $100 30-day deposit against

variations of the Fed funds rate, so she buys futures contracts (and sell out the position) at
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the purchase price for every day5 . Second, the mark-to-market payment per basis point is
defined as

$100×0.0001×30
360

= $0.00083. In figure 2.5 we can see the cumulative gains6 of the

proposed strategy. Notice that at the end of the testing period the ElasticNet, the SVDRBF, and the Lasso models outperform the “futures only.” In this case, the cumulative
losses of hedging are less when using publicly available information.
For the two-month horizon, figure 2.6, we can observe that futures are outperformed by all
models but SVD+SVR. In addition, the Ridge model provides positive cumulative gains for
the first 2 years, and then they get dilute.
Figure 2.6: Two-month Horizon
Bank Gains

For the three-month horizon, figure 2.7, we can observe that futures are outperformed by all
models. The best performers are SVD+LR and the Ridge models. This would suggest that
with longer horizons the predictive power of futures turns weaker, but the information that
financial and macroeconomic variables provide turns stronger.

5
6

For simplicity, the trading costs are not considered.
These profits only imply gains on interests.
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Figure 2.7: Three-month Horizon
Bank Gains

Finally, for the six-month horizon, figure 2.8, we can notice that “futures only” compete
against other models for the first year. Right after all models outperform the futures since
the cumulative gains for the testing period. Gains turn out to be positive at the end of the
testing sample. The ElasticNet, Lasso, Ridge, SVD+LR are the top performers.
Figure 2.8: Six-month Horizon
Bank Gains

These results show that there is relevant information not contained in the Federal funds
futures to predict the Federal funds rate. The information provided by the macroeconomic
indicators and financial series can be meaningful and profitable. The average investor, with
crucial information, can adjust her strategies accordingly to reduce uncertainty and losses
when lending. These results show that improving hedging against changes in monetary pol-
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icy rates is plausible as well as making higher profits when lending money.

2.2.6

Before and After The Financial Crisis Of 2007-2008

The results above were done using the full sample from 2000 through 2019. We can consider
two regimes for further analysis: pre- and post-crisis. Hence, I cover periods from 2000
through 2008 and from 2009 through 2015. In this subsection, the main idea is to disentangle
this question and estimate two models: pre- and post-crisis.
From the previous section it can be stated that “futures only” better captures investors’
decisions on the long horizon, while futures are insufficient to capture the funds rate in the
short horizon. Specifically, the one-, two-, and three-month horizons are outperformed when
using shrinkage methods, rank reduction techniques, or more sophisticated nonlinear models.
Another possibility of obtaining these results has to do with the sample we have considered
for the analysis. Due to the financial crisis, we can consider a breakpoint in the monetary
policy pre- and post-crisis. In other words, there may be two regimes of monetary policy.
First, “normal times” where the Federal Reserve responded with changes (up or down) of the
monetary policy taking place from 2000 through 2008. Second, “unconventional times” where
historic monetary policy measures took place to boost the economy. These extraordinary
measures meant to anchor the policy rate for from 2019 through 2019.
In tables 2.8 and 2.9 we can see the estimations for the pre- and post-crisis periods for the onemonth ahead, respectively. Not surprisingly we can notice that before the unconventional
monetary policy (from 2000 through 2008), in general, the proposed models outperform
futures only. Notice that futures only have an out-of-sample RMSE of 39.03 basis points
while other models such as Ridge, SVD+SVR, and SVR-Sigmoid have lower out-of-sample
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results. These results suggest that when there are “normal” times in the global economy
we can obtain information from the macroeconomic and financial environment that are not
captured by the futures market. On the contrary, under the “unconventional monetary
policy” regime we can observe that futures only outperform all proposed models since the
monetary policy guidance from authorities is to keep the Fed funds rate historically low for
an extended period.
Table 2.8: One-month Horizon
RMSE from 2000 through 2008

We can find similar results for the two- (tables 2.14 and 2.15), three- (tables 2.17 and 2.18),
and six-month ahead (tables 2.20 and 2.21) models. We shall notice that for the six-month
horizon the out-of-sample RMSE for futures only (131.81 basis points) is outperformed by
most models. Specifically, the Lasso, ElasticNet and SVR-Sigmoid models show out-ofsample RMSE of 89.63, 103.33 and 110.55 basis points, respectively. This result suggests,
contrary to the findings above, that the sample matters. Thus, when considering the entire
sample, I was counting altogether the two regimes, and the robustness check for the sixthmonth horizon perhaps was not passed due to the inclusion of period that covers from 2009
through 2015. Perhaps having a sample longer than 20 years would provide stronger results.
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Table 2.9: One-month Horizon
RMSE from 2009 through 2015

From this section we can conclude that the sample matters. The economic environment that
affects macroeconomic and financial variables as well as the monetary policy are a crucial
factor to consider when using the test sample. The economic implications of outstanding
monetary policy measures affect the predicting power of the futures market. However, from
2000 through 2008 models outperform (in general) the futures rate in all horizons whereas for
the “unconventional monetary policy” regime futures only outperform the proposed models.

2.3

Economic Significance

From various angles, we have had the opportunity to evaluate the model proposed by Krueger
and Kuttner (1996). Not only were better out-of-sample results were obtained applying various machine learning models, but the implications found by each of the models have been
explored.
First, the results shown by the Lasso and post-Lasso models suggest that there is relevant
information provided by financial and macroeconomic variables. More specifically, results
above show robust results in the short-term and, therefore, weaken the idea of rationality
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raised as the central argument of this paper.
Second, robust results have been found when the SVR model with non-linear Kernels has
been applied. Digging deeper into this non-linear relationship, the variables relevant to each
model and each time horizon are similar among them. This finding is like the post-Lasso
analysis, where financial variables and leading GDP indicators take relevance. In addition,
stock market or housing indices also become more relevant as the horizon broadens. This
suggests that both the real and financial sectors of the economy have predictive power in
medium-term periods. This is probably the case given that either monetary policy can have
a lagging impact, or that monetary policy decisions are made after looking at a series of
indicators that suggest a change in interest rates.
Third, a simple hedging strategy exercise has been developed to reduce the risk of lending
money. In general, I find that the accumulated profits of the various proposed models beat
the profits obtained only by employing futures. This finding reinforces the idea that the rationality assumption is not as strong as initially thought. Both linear and non-linear models
can provide information about how to lend money, buy hedges and reduce risks.
Finally, to better understand the results obtained, given that 20 years of information can
be a prolonged period, the analysis has been divided into two regimes. One that goes until
before the 2008 crisis and, another, that covers the period after the financial crisis. Unsurprisingly, the results are strongest when there are movements in interest rates, either upward
or downward. To get out of the financial crisis, the monetary authorities decided to keep
interest rates steady for a lengthy period. During these years futures were stuck at low levels, as expected. That does not mean that futures had a high forecasting power, but rather,
there was “complete information” scenario about the Fed’s movements in both the short and
medium term. It would be appropriate to look at a longer period, perhaps from 1990 where
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there have been various macroeconomic factors that have shaped global monetary policy.

2.4

Conclusion

In this paper I show there is relevant information not contained in the Federal funds futures
to predict the Federal funds rate. More precisely, under certain conditions, the Fed funds
futures per se do not provide the best forecast of the future movements of the effective Fed
funds rate since the information provided by the macroeconomic indicators and financial
series is highly valuable.
Only during periods of unconventional monetary policy, such as the period after the financial
crisis, we can observe the rationality hypothesis holds. However, rationality may hold for
two reasons: first, during this period the futures rate captured all the guidance provided by
the monetary policy authorities; second, it is just a mere coincidence of extraordinary and
long-lasting policy measures. Further research on the topic could give us more direction on
understanding the reasons in question.
When all regimes are integrated in one big sample the main results are flipped. In this paper
I use monthly data to estimate machine learning models to predict the Federal funds rate.
The models I propose can be clustered into three categories: shrinkage methods, dimension
reduction techniques, and support vector regressions. I find that applying models from all
three categories, under certain restrictions, can outperform the Federal funds futures. We
observe that the rationality test is not passed on the short-run, where the one-, two-, and
three-month futures are not sufficient to predict the future levels of the funds rate. In a
longer horizon, although forecasts per se are better predictors of the monetary policy rate
than the proposed models, the forecast errors are not significantly different.
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Moreover, for short and medium terms I find that support vector regressions using Kernels
(Sigmoid and Radial Basis functions), the out-of-sample RMSE is lower than the futures
only. This finding suggests a non-linear relation between explanatory variables and the Fed
funds rate. Applying the Permutation Importance Algorithm shows that leading indicators,
financial and real sector variables gain relevance to understand the funds rate. Some of
these variables have either grown exponentially or experimented high volatility, therefore,
the reason to use models beyond linearity.
Overall, these results suggest that including macroeconomic and financial indicators in this
paper may improve hedging against changes in monetary policy rates as well as making
higher profits when lending money. In other words, the average investor with this information can anticipate future changes in monetary policy with more accuracy and adjust her
strategies accordingly, since there is an opportunity cost of investing elsewhere.

Appendix

Data

2.5

2.5.1
Table 2.10: Variables (1/2)
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Table 2.11: Variables (2/2)
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Table 2.12: Transformations

2.5.2

Estimations
Figure 2.9: Two-month Horizon
Futures Market and Realized Fed Funds Rates from 2015 through 2019

Figure 2.10: Two-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)
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Figure 2.11: Two-month Horizon
Standardized Coefficients per λ
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Table 2.13: OLS
Post-Lasso Inference
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Figure 2.12: Two-month Horizon
SVR: Feature Importance
Sigmoid Kernel Function

Radial Basis Kernel Function

Table 2.14: Two-month Horizon
RMSE from 2000 through 2008
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Table 2.15: Two-month Horizon
RMSE from 2009 through 2015

Figure 2.13: Three-month Horizon
Futures Market and Realized Fed Funds Rates from 2015 through 2019

Figure 2.14: Three-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)
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Figure 2.15: Three-month Horizon
Standardized Coefficients per λ

Table 2.16: OLS
Post-Lasso Inference
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Figure 2.16: Three-month Horizon
SVR: Feature Importance
Sigmoid Kernel Function

Radial Basis Kernel Function

Table 2.17: Three-month Horizon
RMSE from 2000 through 2008

62

CHAPTER 2. FORECASTING THE FED FUNDS RATE
Table 2.18: Three-month Horizon
RMSE from 2009 through 2015

Figure 2.17: Six-month Horizon
Futures Market and Realized Fed Funds Rates from 2015 through 2019

Figure 2.18: Six-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)
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Figure 2.19: Six-month Horizon
Standardized Coefficients per λ

Table 2.19: OLS
Post-Lasso Inference
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Figure 2.20: Six-month Horizon
SVR: Feature Importance
Sigmoid Kernel Function

Radial Basis Kernel Function

Table 2.20: Six-month Horizon
RMSE from 2000 through 2008
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Table 2.21: Six-month Horizon
RMSE from 2009 through 2015
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Chapter 3
Forecasting Mexico’s Overnight
Funding Rate
3.1

Introduction

Since the launch of the North American Free Trade Agreement (NAFTA) in 1994, various
research papers have been produced on trade integration and synchronization of business
cycles regarding Mexico and its partners. Kose et al. (2004) study the impact of NAFTA
on the Mexican economy. Although the Mexican economy has experienced macroeconomic
shocks since joining NAFTA, the authors find the trade agreement enhanced trade and financial flows in Mexico.
Chiquiar and Ramos-Francia (2005) also argue that the business cycles and manufacturing
sectors of U.S. and Mexico became synchronized due to a positive effect of trade that was
originated after both countries joined NAFTA. In fact, “the correlation between Mexican
and U.S. manufacturing sectors at business-cycle frequencies became stronger.” (Chiquiar
and Ramos-Francia (2005)) Burstein et al. (2008) find comparable results when adding for-
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eign inputs, common external shocks, and aggregate demand shocks. Torres and Vela (2003)
find that, although synchronization took years to happen, the synchronization of the business cycles of both economies has led Mexico to reduce volatility in its trade balance. Thus,
fluctuations in trade balance have converged after Mexico joined NAFTA.
Herrera Hernández (2004) also find that U.S. and Mexico share a common trend and cycle
components. The author, Herrera Hernández (2004), uses a Vector Error Correction model
to evaluate the relevance of transitory shocks and adds the estimated common trend to
explain Mexico’s GDP dynamics. Phillips and Cañas (2008) use spectral and cluster analysis to study business cycle integration in U.S.-Mexico border. They find that some U.S.
cities have stronger synchronization with the business cycle of Mexico than others, but still,
convergence exists, and business cycles are connected after joining NAFTA. Using a Vector
Autoregression model, Sosa (2008) finds that after joining NAFTA, Mexico’s macroeconomic
fluctuations are explained by U.S. shocks. That is, trade integration and business cycles synchronization after NAFTA play a significant role on Mexican growth.
The main contributions of this paper are: 1) Applying machine learning models to financial
and macroeconomic variables to predict the Mexican the overnight interest rate; 2) The models with the lowest out-of-sample forecasts errors are the Lasso and ElasticNet; 3) Different
techniques applied to the data show that U.S. Fed funds futures are relevant to predict Mexico’s interest rate; 4) GDP and other leading indicators suggest Mexico’s monetary policy is
following a forward-looking strategy.
In the process of (1)-(4) above I extend the work I have done in the previous chapter of this
dissertation. The extension is motivated by three circumstances: First, the evidence showing
that Mexico and U.S. have synchronized business cycles raises the question about monetary
policy integration. Second, Mexico is an inflation-targeting country using the overnight in-
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terest rate as monetary policy instrument. Third, machine learning models and the existence
of more data available that can be included in the models to predict interest rates.
The purpose of using machine learning models is that they allow to handle large datasets
as well as predicting a target variable when using a supervised model. Mullainathan and
Spiess (2017) claim that machine learning “revolves around the problem of prediction: produce predictions of y from x. The appeal of machine learning is that it manages to uncover
generalizable patterns.”
Forecasting financial variables using machine learning is not atypical. Panda and Narasimhan
(2007), Amat et al. (2018) and Baku (2019) apply machine learning models to predict exchange rates. Panda and Narasimhan (2007) find that this model has better predictions
both in-sample and out-of-sample than autoregressive or random walk models. Amat et al.
(2018) conclude that it is possible to forecast exchange rates in the short term. Baku (2019)
finds that exchange rate factors contain useful information for understanding exchange rate
fluctuations.
Machine learning applied to finance and economics is not new, authors like Ghoddusi et al.
(2019), and Weigand (2019) describe a detailed compendium of other researchers who have
applied machine learning models to predict energy prices, analyze energy trends, as well as
empirical asset pricing. For instance, Hull and Qiao (2017) use machine learning models
to forecast stock market returns. The authors apply correlation screening to forecast a sixmonth horizon. The novelty of this paper is that I apply forecast Mexico’s overnight interest
rates applying machine learning models on available financial and macroeconomic data.
In this paper I apply machine learning models that can be clustered in shrinkage methods,
separating hyperplanes, and dimension reduction techniques. In the first case, I apply Ridge,
Lasso, and ElasticNet models. These models are known as regularization models because

CHAPTER 3. FORECASTING MEXICO’S OVERNIGHT FUNDING RATE

70

they depend on a tuning parameter, λ. In the second case, I apply the Support Vector Regression models with different Kernel functions. These Kernels are the Linear, Sigmoid, and
Radial Basis. The idea of this model is to fit a linear or non-linear model within a tube. In
the last case, I apply the Truncated Singular Value Decomposition to reduce the dimension
of the data since big data can be computationally inefficient to handle.
In this paper I find that the models with regularization parameters are the ones that show
the least forecasting errors. In particular, the Lasso and ElasticNet models present robust
results compared to the rest of the models used here. Obviously, the forecast horizon matters. As the horizon gets bigger, the forecasting error grows. For instance, for the six-month
ahead the Support Vector Regression model begins to take center stage. The main hypothesis is that, as the forecast horizon widens, fluctuations in economic and financial variables
become relevant. Something that might not happen on the one-month horizon, for example.
Some central questions that motivate this paper are: is there monetary policy integration?
If there is any information on monetary policy in the U.S. that gives indications about what
may happen in Mexico? Arora and Cerisola (2001) study the influence of the U.S. monetary
policy in emerging markets. They study how sovereign bond spreads are shaped by changes
in U.S. monetary policy. They find that predictability of U.S. monetary policy is relevant to
understand capital flows in emerging markets.
Basnet et al. (2015) study economic and monetary integration in the ASEAN-5 (Association of Southeast Asian Nations) region. Using a foreign exchange rate approach, they find
that Malaysia, the Philippines, Singapore, and Thailand share common cycles in the short
term and common trends in the long term. This result is supported by the fact that these
countries have experienced strong output growth and trade. Therefore, this result could be
evidence of monetary policy synchronization.
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Berger et al. (2009) also find that geography matters when forecasting Eurozone monetary
policy. Using a database of 120 financial institutions in 24 countries between 1999 and 2005,
they find that forecast accuracy is heterogeneous across the area which affects the market behavior. That is, volatility in asset prices increases after monetary policy announcement due
to heterogeneous expectations created by the market. For instance, the European Central
Bank (ECB) happens to be in Germany, and therefore, forecasters located in this country
tend to have less errors in their forecasts.
In this paper, I use the U.S. Federal funds rate as a proxy of future movements of the
monetary policy rate in the U.S., since it is used by investors for hedging. Herrerı́as and
Gurrola Pérez (2012) argue that in advanced markets there is response of futures contracts to
central bank actions. Krueger and Kuttner (1996), Kuttner (2001), and Söderström (2001)
show that the futures market contributes to forecasting the U.S. overnight interest rate.
Therefore, the idea is to determine whether there exists an indirect influence, through the
U.S. futures market, from U.S. monetary policy on Mexico’s rate.
For some models it is challenging to understand the contribution of each feature. Breiman
et al. (1984) and Breiman (2001) develop a metrics that measures the relative importance
of each variable in a decision tree and regression models. In this paper I apply the Permutation Importance Algorithm developed by Breiman (2001). I find that the futures of
the U.S. Federal funds rate are the variable that has the greatest relevance in forecasting
the equilibrium interest rate of Mexico. This could suggest that there is influence of U.S.
monetary policy in Mexico. Furthermore, that the expectations which investors have about
what may happen in the U.S. also has an indirect effect on what could happen in Mexico.
Arora and Cerisola (2001) argue that dependency from emerging markets in the U.S. economy has gotten stronger since globalization has connected the global economy. The authors
find that there is an impact in the country risk measured by the sovereign bond spreads. In
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other words, an increase in the U.S. policy rate would imply an increase in emerging markets
policy rate.
Using futures to analyze monetary policy in Mexico has been studied in the past. Herrerı́as and Gurrola Pérez (2012) study how monetary policy announcements affects financial
markets in Mexico, specifically, the short-term interest rate. The authors use the 28-day
interbank-rate futures contract to find that volatility increases when the central bank gives
an announcement. Also, the authors find that changes in prices and volatility of the futures contracts are not relevant on announcement dates since the central bank decided to
use a target rate. We know that there is relevant information that determines the interest
rate in the future. Some macroeconomists call it forward-looking. Giannoni and Woodford
(2003) study monetary policy and its degree of forward-looking. They argue that central
banks that are inflation-targeting, respond to forecasts of future inflation and output as well
as to current and previous macroeconomic indicators. The authors find that fully optimal
monetary policy does not necessarily respond to forecasts regarding output and inflation.
The authors argue that central banks may be facing forward-looking private sector behavior,
and therefore, they might change expectations about future movements of its target rate.
Therefore, agents that act according to new data may be a source of instability and the
central bank should react accordingly. However, central banks that use internal forecasts
find it more difficult to react to private expectations.
Preston (2006) argues that private-sector forecasts are a fundamental component when central banks determine nominal interest rates. Heterogeneous forecasts, private sector versus
central banks, may lead to unstable economic dynamics. In particular, the Taylor rule is not
sufficient for agents to update their own expectations. In this sense, the central bank might
mitigate unstable fluctuations by applying forecast-based monetary tools.
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So, if monetary policy is forward-looking, the objective of this paper is to use machine learning models applied to U.S. Fed funds Futures, and other financial and macroeconomic data
that forecast Mexico’s benchmark interest rate. Torres (2003) also studies interest rates
in Mexico. The author finds that interest rates respond more to expected inflation rather
than past observed inflation. Hence, forward- and backward-looking strategies are found in
the Mexican case. The author finds that interest rates are explained by expected inflation
deviation from its target, the expected output gap, the country-risk perception, and the
spread between long- and short-run domestic interest rates. I find that leading indicators
of the GDP for Mexico, China, U.S., and the Eurozone as well as confidence indicators are
strong predictors of the overnight interest. This suggests that the central bank is applying
a forward-looking strategy when making monetary policy decisions.
Finally, I apply a post-Lasso analysis in two stages. First, I use Lasso as a variable selection
model. Second, I estimate an Ordinary Least Squares model using the variables estimated
in the first stage. This approach is like the one described by Belloni et al. (2014), where they
call it a “post-double-selection” model. The post-Lasso results confirm the influence of U.S.
policy rate on Mexico through the U.S. futures contracts, and the evidence that monetary
authorities might be following a forward-looking strategy.
The remainder of the paper is organized as follows: In section 3.2 I define the theoretical
framework, the data, and the econometric setup. In section 3.3 I describe the data and
discuss the main results. Finally, in sections 3.4 and 3.5 I summarize the key points and
conclude.
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The Monetary Framework: Definitions, Data, And
Econometric Model

The Central Bank of Mexico is responsible of the monetary policy decisions of the country.
Announcements of monetary policy decisions are made eight times per year1 . However, in
the event of extraordinary events, the Bank may convene a meeting other than the preestablished dates. The main goal of the bank “is to preserve the value of Mexico’s currency
in the long term to improve Mexican’s well-being.” (Bank of Mexico (2022b))
Monetary policy in Mexico is controlled mainly by two rates: the Target rate and the
Interbank Equilibrium Interest Rate (TIIE, by its acronym in Spanish). On the one hand,
the Target rate refers to the “interest rate target for overnight funding operations between
banks.” (Bank of Mexico (2022a)) and acts as a ex-ante rate. On the other hand, the TIIE
acts as an ex-post rate since it reflects what is happening among banks, and has different
maturing dates. One of them is the Overnight funding rate which is computed as “the
overnight TIIE funding rate is calculated by Banco de México using repo operations on
government, IPAB2 , and Banco de México securities traded by banks and brokerage firms
in the wholesale market and settled through INDEVAL’s3 DVP4 services.” (Bank of Mexico
(2022a)) In this paper, the purpose is to forecast the overnight funding rate since it has been
published for a longer period and operates as an “effective rate.”

1

According to the 2022 calendar.
Instituto para la Protección al Ahorro Bancario is the Federal Government institution in charge of
managing bank deposits insurance.
3
Institución para el Depósito de Valores provides physical safety for equity and debt instruments.
4
Delivery Versus Payment.
2
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Figure 3.1: Mexico’s Interest Rates
From 2007 through 2020

In the past decade, given the financial crisis of 2007-2008, interest rates have shown low
levels. Central banks chose to conduct themselves with a slacker monetary policy. The
implementation of this low interest rate policy also includes Mexico. Figure 3.1 shows how
the target interest rate peaked around 2009 and then fell to historically low levels in 2015.
Finally, rates rose again to previously seen levels.
As described above, the goal is to forecast the short and medium terms for the TIIE. The
main variables to be used are the Fed funds rate and the Fed funds Futures plus extra
indicators. That is, I use the overnight funding rate that is provided by the Bank of Mexico
and can be easily found at their website. More specifically, I use the monthly average of the
effective Federal funds rate.
One of the novelties of this paper is that the U.S. Fed funds futures are used. Krueger
and Kuttner (1996), Kuttner (2001), and Söderström (2001) show that the futures market
contributes to forecasting the U.S. overnight interest rate. In addition, since there is empirical
evidence that there is influence of the U.S. monetary policy on Mexico, and that there is a
synchronization in the business cycles of both countries, I propose using futures as exogenous
variables to forecast Mexico’s interest rate. It should be clarified that on May 24th , 2021,
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the CME Group launched the Overnight TIIE futures. However, the series are still short to
be used for analysis in this paper.
The Federal funds futures are retrieved from Bloomberg. In this paper I use the one-month,
two-month, three-month, and six-month futures rates. The series cover a time span that
goes from January, 2006 to December, 2019. The time frequency used for this paper is
monthly. The rest of the variables, macroeconomic and financial, are retrieved from the
Federal Reserve Economic Data (FRED) from the Federal Reserve Bank of St. Louis. All
the indicators can be found in tables 3.5, 3.3, and 3.4. Table 3.5 refers to the relevant
indicators for Mexico. For instance, the consumer price index, unemployment rate, or the
Mexican peso spot rate. Tables 3.3 and 3.4 refers to the variables that I use to forecast the
effective Fed funds rate. Apart from the U.S. Fed funds futures, the entire database consists
of 75 explanatory variables.
For series with different time frequencies, I have transformed them into monthly averages.
These variables can be classified as follows: inflation, employment and output, reserves and
money, interest rates, real sector, commodities, currencies, and leading indicators. For some
variables I have added up to four lags which makes the dataset to have a size of 466 regressors
(by the way of the lag polynomial).
To select the best candidates that can compete with the futures rates, I have transformed
the regressors in different ways: one period change, spreads with respect to the funds rate,
one period change of the percent change from a year ago, and percent change. Interest
rates data are expressed in basis points. More information about the variable names and
transformations can be found in tables 3.5, 3.3, 3.4, and 3.6.
The multivariate model to be considered here is assumed to be a function of financial and
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macroeconomic variables that are exogenous. The model takes the form

r̄t+k = β0 +

f¯tt+k

· β1 +

p
X

xjt · βj + ut+k ,

(3.2.1)

j=2

in which r̄t+k is the average TIIE rate prevailing in month t + k, and f¯tt+k is the average
U.S. Fed funds futures rate for the month t + k contract, priced in month t. The forecast
error is ut+k . Other relevant indicators, xjt , are included in the model in lagged forms since
relevant monthly features, such as inflation or consumption, are available with delays. We
would expect that β1 ̸= 0 may suggest a U.S. monetary policy influence on Mexico’s policy
through the futures market. For the Mexican case I apply the models described in section
1.3 using equation 3.2.1 defined above.

3.3
3.3.1

Estimations and Results
In-Sample And Out-Of-Sample Predictions

In this paper, as previously announced, the idea is to use linear and non-linear models that
can contribute, by minimizing RMSE, to forecast interest rates. In particular, the goal is to
forecast Mexico’s overnight banking rate. As mentioned in the previous section the models
used are Ridge, Lasso, ElasticNet, SVR, and Truncated SVD.
It should be noted that all independent variables have been standardized and that the
variable to be forecast is in percent. In this way the units of measurement of each variable
do not interfere with the results since some models can become overly sensitive. I also
develop a time series cross-validation estimation where I divide the train sample into ten
groups. The first n − 1 groups work as a train set and the last n-th group works as a test
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set. In this article n is equal to 10 groups. Each model is estimated using a grid-search
technique for different parameters in each of the models. For example, for shrinkage models
the different values of λ range from 1.0 to 40.0, and each increment is 0.01. Also, for the
ElasticNet model the value of α is 0.7. For the SVR model, in each of the Kernels, the cost
parameter varies from 0.1 to 4.0, while the error, ϵ, remains fixed at 0.1. Finally, for the
SVD model the factors range from 1 to 40. The purpose of this exercise is to minimize the
cross-validation error and avoid overestimating the models.
In figure 3.2 we can see the estimates for the one-month horizon. In part (a) “OLS” refers
to Ordinary Least Squares. “SVD+LR” means to applying the Truncated SVD technique
first, and then linear regression. “SVD+SVR” refers to applying linear SVR after having
estimated a Truncated SVD. Finally, “SVR-Sig” and “SVR-RBF” refer to applying the SVR
model with the Sigmoid and Radial Basis Kernels, respectively. The OLS model in these
boxes serves as a reference to know how well the remaining models perform with respect to
this one. Finally, figure 3.2(a) shows the in-sample and out-of-sample results, while part (b)
shows the out-of-sample predictions.
For the one-month horizon it can be observed that in-sample, OLS shows an RMSE of 0.0.
We must be cautious with this result as it can be misleading. Two of the disadvantages of
OLS is overestimation and that the R2 tends to one when the matrix containing the regressors
has more columns than rows. In fact, this can be corroborated when we see the out-of-sample
RMSE for OLS. The error goes from 0.0 to 147.15 percentage points! For the rest of the
models can see an RMSE ranging from 1.02 to 2.48. The best performing models are Lasso
and ElasticNet, with an RMSE of 1.07 and 1.02 percentage points, respectively. Putting
SVD+SVR aside, the other models show an RMSE ranging from 1.39 to 1.49 percentage
points. On the right side of figure 3.2, we can see the out-of-sample predictions for the
one-month horizon. In general, there is an overestimation at the beginning of the horizon
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and an underestimation at the end of it. However, the ElasticNet and Lasso models follow
the trend shown by the TIIE throughout the series, to finally reach the same level by the
end of 2019.
Figure 3.2: One-month Horizon
In-Sample and Out-of-Sample RMSE

Out-of-Sample Predictions

Figure 3.3 shows the estimates for the two-month horizon. The out-of-sample error for OLS
soars again to 168.98 percentage points. As expected, the RMSE for the two-month horizon
increases with respect to the one-month horizon. The models with the best performance are
those that belong to the shrinkage models. Specifically, the ElasticNet and Lasso models
have an out-of-sample RMSE of 1.06 and 1.14 percentage points. The only model that has
an RMSE greater than 2 points is the SVD+SVR model. Non-linear models show an error
between 1.41 and 1.63 percentage points. In part (b) of figure 3.3 it can be seen, again, that
the Lasso and ElasticNet models evolve very closely to the variable of interest.
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Figure 3.3: Two-month Horizon
In-Sample and Out-of-Sample RMSE

Out-of-Sample Predictions

For the three-month horizon we can see in figure 3.4 that, on average, the error increases
slightly. The best performing models are Lasso and ElasticNet with an RMSE of 1.10
and 1.11 percentage points, respectively. In the case of SVD+LR and SVR, the RMSE is
similar, hovering around 1.63 percentage points. The pattern observed above, where models
underestimate at first and overestimate at the end, continues to hold.
Figure 3.4: Three-month Horizon
In-Sample and Out-of-Sample RMSE

Out-of-Sample Predictions

Finally, for the six-month horizon it can be noted in figure 3.5 that the error increases with
respect to the previous horizons. The out-of-sample error ranges from 1.45 to 2.53 percentage
points. In fact, the SVR-RBF model begins to shorten distances with respect to Lasso and
ElasticNet. One idea is that, as the horizon widens more, there is room for fluctuations in
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both the interest rate, TIIE, and the regressors. For this reason, a non-linear model can
become more relevant. Even so, the ones that show the highest performance are the Lasso
and ElasticNet models with an RMSE of 1.45 and 1.48 percentage points, respectively.
Figure 3.5: Six-month Horizon
In-Sample and Out-of-Sample RMSE

Out-of-Sample Predictions

To delve deeper into the subject and understand which variables are the most relevant to
forecast Mexico’s interest rate, I estimate the Permutation Importance Algorithm. I follow
the idea proposed by Breiman (2001) a misclassification score where features are randomly
permuted versus the original model. Therefore, I apply algorithm 25 . The idea is to measure
the level of dependency of the model on feature, xp .
For simplicity, I will apply the Permutation Importance Algorithm for Lasso and SVR-RBF
models. The reason I choose these two models is because Lasso was practically the best
model in all horizons and SVR-RBF was gaining relevance as the horizon became larger.
The findings are interesting. In figure 3.6 we can see the results for the one-month horizon.
The most relevant variable for both models is the one-month future of the U.S. Federal funds
rate. In the case of the Lasso model, the difference between the importance of the first and
second variables is significant. We can see that in the Lasso model, other relevant variables
5

Each variable is permuted ten times. For more readability purposes, only the top twenty-five variables
are shown in this paper.
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are U.S. bond spreads, the leading indicator of Mexico’s GDP, the U.S. monetary base,
the leading GDP indicators of the U.S., China, and the Eurozone, among others. On the
other hand, in the SVR-RBF model we can observe that in addition to futures, the relevant
variables are the spreads of U.S. bonds, the spreads of investment-grade and high-yield bonds
in the U.S. and the leading indicator of Mexico’s GDP.
Figure 3.6: One-month Horizon
Feature Importance
Lasso

SVR-RBF Kernel

In figures 3.9, 3.12, 3.15 we can see the results for the horizon at two-, three- and six-months,
respectively. For the two-month horizon we can see that in both models the two-month future of the Federal funds rate is the most relevant variable. The other variables are like
what is seen on the horizon at one month. For the three-month horizon things change as
can be seen in figure 3.12. In the case of the Lasso model, the two-month future of the
Federal funds rate is in second place, while the leading indicator of Mexico’s GDP acquires
greater relevance. In the case of the SVR-RBF model we can see that the 3-month contract
remains the most relevant, followed by 3-year bond spreads, U.S. investment-grade bonds
and Mexico’s leading GDP indicator. Finally, for the six-month horizon we can see that
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futures continue to decline in the Lasso model, placing in third position. That is, below the
spread of U.S. bonds and the leading indicator of Mexico’s GDP. The opposite is seen for
the SVD-RBF model, where the future remains the variable that contributes the most, while
the spreads and leading indicators are in lower positions.
In general terms, Lasso presents strong results via out-of-sample RMSE or by means of the
Feature Importance Algorithm. This leads to delve more on the Lasso results and perform
an inferential analysis. In the next subsection we can see this analysis.

3.3.2

Extra Lasso And Post-Lasso Analysis

In figures 3.7, 3.10, 3.13, 3.16 we can see the cross-validation errors for the different values
of λ. For the one-, two-, three-, and six-month horizons the value is 0.03, 0.02, 0.01, and
0.01, respectively. After reaching these values of λ, the cross-validation error begins to grow
until it stabilizes at one point, implying that we have a model with only the intercept.
Figure 3.7: One-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)

In figure 3.8 we can see the coefficient path for the one-month horizon. We can see that most
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variables are set to zero before λ reaches a value of 0.5. Some of the variables that persist
for different values of λ are the leading indicator of Mexico’s GDP, the U.S. bond spreads,
the U.S. business confidence indicator, among others. For the two-, three- and six-month
horizon we can observe a similar response in figures 3.11, 3.14, and 3.17. Other variables that
also show relevance are China’s leading GDP indicator, the spread of U.S. investment-grade
bonds, U.S. M1, some U.S. Federal funds futures, among others.
Figure 3.8: One-month Horizon
Standardized Coefficients per λ

In the table 3.1 we can see the results by horizon of the variables with the highest coefficient
(in absolute value). Federal funds futures appear in the top spots consistently. The coefficients associated with such contracts are positive. This indicates a positive correlation with
the TIIE interest rate. Likewise, the value of the intercept is positive and greater than 5.0
percentage points for all cases.
The variables selected by the optimal value found for each λ in each model is used in a postLasso analysis. That is, following the methodology proposed by Belloni et al. (2014), an
OLS model is estimated using the variables preselected by the Lasso model in the first stage.
It is important to emphasize that the results in this second stage can be misleading since
the number of degrees of freedom of the residuals is high in comparison with the number of
observations.
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Table 3.1: Monthly Estimations per Horizon

However, it is worth focusing on the results associated with Federal funds futures. In the first
case, on the one-month horizon we can see in the table 3.2 that the coefficient of the futures
to one month is 0.847 and the associated t-statistic is 4.050. Post-Lasso estimates for the
other horizons can be found in tables 3.7, 3.8, 3.9. For the two-month, three- and six-month
horizon, it can be found that the value associated with the futures contract is 1.0964, 0.604,
0.5846, respectively. All three coefficients are highly significant with a t-statistic of 6.925,
6.015, 5.189, respectively.
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Table 3.2: OLS
Post-Lasso Inference

On the other hand, the variables with the highest statistical significance for each horizon
are like those found using the Feature Importance Algorithm and the Coefficient Path. For
example, the spread of U.S. bonds, the U.S. business confidence indicator, the U.S. monetary
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base, the leading indicator of Mexico’s GDP, the spread of U.S. investment-grade bonds, the
leading indicator of China’s GDP, among others.

3.4

Economic Significance

It has been found that the Lasso model, among other models, is the one that yields robust
results when forecasting Mexico’s interest rate using big data. The SVR-RBF model has also
been found to gain relevance as the time horizon expands. Another finding found through
different tools applied such as the Feature Importance Algorithm, Coefficient Path, Lasso
and Post-Lasso show that the Federal funds futures are relevant to forecast the TIIE rate.
In addition, there is consistency in the set of indicators, apart from futures, which are significant and contribute to forecasting the TIIE rate for different periods. To give economic
sense to the results shown above, it is necessary to carry out an analysis per finding.
First, when the goal is to forecast any economic series and we have big data, it is natural
to use a machine learning model. In this case, any of the models used here yield stronger
results than the OLS itself. The evidence here shows that the OLS out-of-sample RMSE
is not comparable with the rest of the models. On the one hand, the Lasso model and its
regularization parameter allows to include more regressors. That is, currently the economy
not only Mexican, but worldwide, is more dynamic, has greater openness and there is more
information available that can be used to study any economic phenomenon. Therefore, an
OLS model is insufficient if the idea is to use a much larger dataset. On the other hand, the
SVR-RBF model was gaining relevance as we went through each horizon, as can be seen in
the results shown. This could indicate that there are non-linear relationships between the
regressors and the interest rate. It makes more sense for non-linearity to be stronger over a
six-month than a one-month horizon, given that there are much more observable fluctuations
for financial and macroeconomic variables in the long run.
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Second, various techniques employed here show that Federal funds futures are relevant to
forecasting Mexico’s interest rate. On the one hand, the different contracts are significant
for all horizons. This suggests that not only the economies of the U.S. and Mexico are
synchronized but also both monetary policies. This makes sense if we consider that Mexico
is an emerging economy and an investment alternative with respect to the U.S. Therefore,
the interest rate spread between these two countries must be maintained. Otherwise, there
are risks of capital outflows and depreciation of the Mexican exchange rate. Hence, one can
think then that U.S. futures have indirect information about Mexico’s rate in the future. On
the other hand, the coefficient associated with futures declines as the horizon grows. This
suggests that futures in the short term provide much more information than in the medium
and long term. In other words, when we think that in a longer-term horizon there is more
uncertainty and other indicators can take center stage to understand monetary policy in
Mexico.
Finally, the fact that futures are a relevant variable does not mean that it is the only one.
On the contrary, as mentioned above, there are other variables that gain relevance. Of
these variables only the one belonging to Mexico is the leading indicator of GDP. The other
variables have to do with U.S. interest rates, U.S. monetary aggregates, the spread of U.S.
investment-grade and high-yield bonds, as well as leading GDP indicators of economies such
as China and the Eurozone. This does not mean that Mexico’s other domestic indicators are
not relevant, but rather, the degree of integration that Mexico has with the global economy,
and particularly, with the United States. Also, the fact that leading indicators are a crucial
component when analyzing the TIIE, suggests that the central bank is applying a forwardlooking strategy when making monetary policy decisions.
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Conclusion

It has been found that there is information on macroeconomic and financial variables that
has predictive power on Mexico’s interest rate. There is relevant information, public and
accessible, not only in the indicators of Mexico but also coming from international markets,
mostly referring to the U.S. This may be explained by the business cycle synchronization
between these two countries.
In general, forecast errors are smaller the shorter the forecast horizon, as expected. For
the one-month forecast the best forecast error is around 1 percentage point, while for the
six-month forecast it is around 1.5 percentage points. Uncertainty increases with longer
horizons, and therefore, indicators provide less accurate information.
Another finding is that linear models with constraints such as Lasso and ElasticNet have
the lowest forecast errors among the models applied here. Models with regularization parameters allow the inclusion of extra indicators without overfitting, and yet, provide robust
forecasts. This feature comes in handy when dealing with big data since more information
is now available. On the other hand, SVR models with non-linear kernels become relevant
when the forecast horizon is longer. This gives indications that fluctuations and dynamics
are beginning to take center stage when using financial and macroeconomic variables to forecasting.
I find that U.S. Fed funds futures are strong predictors of Mexico’s interest rate. While
future contracts are made to hedge against changes in the U.S. overnight interest rate, such
information is also valuable to apply it for the Mexican case. Different techniques show the
significance of the Fed funds futures for both linear and non-linear models.
One implication behind this finding is that there is influence of U.S. monetary policy on Mex-
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ico. Another implication is that the Mexican market, being an alternative of investment,
must maintain certain degree of spread with the U.S. when referring to monetary policy
rates. Otherwise, there is a risk of investment outflows and depreciation in the exchange
rate. However, not only U.S. Fed funds futures are relevant to forecast Mexico’s TIIE, but
also other type of financial and macroeconomic variables such as leading indicators, monetary aggregates, or business confidence. This suggests that the central bank is applying a
forward-looking strategy when making monetary policy decisions. For future research, now
that Overnight TIIE futures have been launched, it would be illuminating to include them
to forecast the monetary policy rate in Mexico. This would allow to find out whether the
TIIE futures discount complete information from the markets.

Appendix

Data

3.6

3.6.1

Table 3.3: Data for U.S. (1/2)
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Table 3.4: Data for U.S. (2/2)
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Table 3.5: Data for Mexico
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Table 3.6: Transformations

3.6.2

Estimations
Figure 3.9: Two-month Horizon
Feature Importance
Lasso

SVR-RBF Kernel
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Figure 3.10: Two-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)

Figure 3.11: Two-month Horizon
Standardized Coefficients per λ
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Figure 3.12: Three-month Horizon
Feature Importance
Lasso

SVR-RBF Kernel

Figure 3.13: Three-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)
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Figure 3.14: Three-month Horizon
Standardized Coefficients per λ
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Figure 3.15: Six-month Horizon
Feature Importance
Lasso

SVR-RBF Kernel

Figure 3.16: Six-month Horizon
Mean Squared Error
All Values of λ

Excluding OLS Model (λ ̸= 0)
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Figure 3.17: Six-month Horizon
Standardized Coefficients per λ
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Phillips, K. and Cañas, J. (2008). Regional business cycle integration along the US-Mexico
border. The Annals of Regional Science, 42(1):153–168.
Preston, B. (2006). Adaptive learning, forecast-based instrument rules and monetary policy.
Journal of Monetary Economics, 53(3):507–535.
Shalev-Shwartz, S. and Ben-David, S. (2014). Understanding Machine Learning: From Theory to Algorithms. Cambridge University Press.
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