This paper extends the application of Constrained Ant Colony Optimization Algorithms (CACOAs) to optimal operation of multi-reservoir systems. Three different formulations of the constrained Ant Colony Optimization (ACO) are outlined here using Max-Min Ant System for the solution of multireservoir operation problems. In the first two versions, called Partially Constrained ACO algorithms, the constraints of the multi-reservoir operation problems are satisfied partially. In the third formulation, all the constraints of the underlying problem are implicitly satisfied by the provision of tabu lists to the ants which contain only feasible options. The ants are, therefore, forced to construct feasible solutions and hence the method is referred to as a Fully Constrained ACO algorithm. The proposed constrained ACO algorithms are formulated for both possible cases of taking storage/ release volumes as the decision variables of the problem. The proposed methods are used to optimally solve the well-known problems of four-and ten-reservoir operations and the results are presented and compared with those of the conventional unconstrained ACO algorithm and existing methods in the literature. The results indicate the superiority of the proposed methods over conventional ACOs and existing methods to optimally solve large scale multi-reservoir operation problems. R. Moeini
Most of the real problems, however, are not linear and, therefore, need to be linearized so that LP methods can be used. Application of NLP techniques to multi-reservoir operation is less common due to their limitation of slow rate of convergence, requiring a large amount of computational storage and time compared to other methods (Yeh ) . More importantly, NLP methods are prone to getting stuck in local optima when the problem is non-convex. However, Peng & Buras () and Cai et al. () used NLP in the optimization of multi-reservoir operation systems.
Multi-reservoir systems offer various problems for the optimization methods to handle. One of the main challenges in multi-reservoir operation is the nonlinearities and nonconvexities in the field of hydropower, so the linear and NLP methods cannot be directly used. However, these present no problem to the most commonly used method of DP for reservoir operation. In DP methods, the sequential decision problem is divided into a sequence of separate, but interrelated, single-decision sub-problems. In this way, large and complex problems can be theoretically solved by combining the solutions of smaller problems (sub-problems) to obtain the solution of the entire problem (Mays & Tung ) . Applications of DP in the water resources area was discussed by Yakowitz () and Yeh () while more recent applications of DP and its variants in reservoir operations were presented by Perera & Conder () , Kumar & Baliarsingh (), and Mousavi & Karamouz () .
Each of these techniques has its own merits and limitations. To overcome those limitations, during the last two decades, heuristic algorithms have been developed for solving reservoir operation problems because of their flexibility and effectiveness for optimizing complex systems.
GA is the most commonly used heuristic algorithms in water resources problems. Esat & Hall () The proposed methods are used to optimally solve the well-known four-and ten-reservoir operation problems and the results are presented and compared with those of the conventional unconstrained ACO algorithm and existing methods. The results indicate the superiority of the proposed methods for the optimal solution of large scale multi-reservoir operation problems to those of the conventional ACO algorithm and other methods used for these problems.
MULTI-RESERVOIR OPERATION PROBLEM
The multi-reservoir operation problem is a complex problem that often involves many decision variables, many con- The objective of the problem to be considered is to maximize benefits from the system over the operation period that can be written as:
where, F is the benefit function; K is the total number of reservoirs; T is the total number of operation periods; b k (t)
is the benefit function of reservoir k at period t; and R k (t)
is the release from reservoir k at period t.
The fundamental continuity constraint and constraints on reservoir storage and on release over each operating period t are defined as:
where, S k (t) is the storage at time period t in reservoir k; I k (t)
is the inflows in time period t to reservoir k; R k (t) is the release in time period t from reservoir k; S min k is the minimum storage of reservoir k; S max k is the maximum storage of reservoir k; R min k is the minimum release from reservoir k; and R max k is the maximum release from reservoir k. The above constraints apply in all periods t ¼ 1,…., T.
FORMULATION OF THE MULTI-RESERVOIR OPERATION USING ACOAS
Application of an ACO algorithm to any combinatorial optimization problem is best described by projecting the problem on a graph (Dorigo & Gambardella ) . Consider a
g is the set of decision points at which some decisions are to be made, L ¼ l ij È É is the set of options j ( j ¼ 1,2,……,J i ) at each of the decision points i (i ¼ 1,2,……,n) and finally This mapping can be arbitrary in the sense that the decision point i can be arbitrarily associated to the period t of reservoir k. Furthermore, this mapping can be different from one ant to the other and in particular can change from iteration to iteration without affecting the application of UACOA defined earlier. This is because the ants' decision at an arbitrary decision point is made independent from the decisions already made at previous decision points. Furthermore, the base graph of the problem is seen to be the same as the base graph of an arbitrary ant in this formulation. This point is made here to emphasize the fact that the search spaces of all ants are the same and equal to the search space of the whole problem.
With the formulation just outlined, each ant is now required to incrementally build a solution, operation policy, by selecting an option at each decision point before moving to the next decision point.
A further note should also be added here regarding the heuristic information η ij which reflects the local benefit of choosing option j at decision point i. When release volumes are taken as decision variables of the problem, this benefit can be defined as:
where, η ij is the heuristic value corresponding to option j at decision point i, b k ðtÞ is the benefit function of reservoir k at period t corresponding to the ith decision point defined by the mapping outlined earlier; R k ðtÞ is the release from reservoir k at period t represented by l ij , jth option of the ith This formulation, however, may lead to trial solutions that violate some of the problem constraints. To be specific, the resulting operation policies defined by the constructed storage/release volumes may violate some or all of the constraints defined by Equations (4)/(3). To discourage the ants from making decisions (i.e. select storage/releases volumes) which may constitute an infeasible solution, a lower benefit is associated with the solutions that violate the corresponding constraints of the problem. This may be achieved via the use of a penalty method in which the total benefit of the problem is considered as the difference between the problem's benefit and a penalty value as:
where, f p is the penalized benefit function; f is the benefit function F defined in Equation (1); CSV k (t) is a normalized measure of violation from constraints (3) and (4) at period t of the reservoir k; and α p represents the penalty parameter with a large enough value such that any infeasible solution has a value smaller than any feasible solution. The proper value of the penalty parameter is decided via a trial and error process before the main calculation. The total cost is assumed non-negative, as indicated by Equation (6) Thereby, the ants can be forced to move in the feasible search space and the use of penalty method as used in Equation (6) for constraint satisfaction can be avoided.
The advantages of this process are twofold. The search space size of the problem could be greatly reduced depending on the characteristics of the problem and its constraints.
This may in turn lead to better solutions and more importantly to improved convergence characteristics of the algorithm. This idea has already been used in the context of storm sewer network optimization by Afshar () and single reservoir operation by Afshar & Moeini () which is now extended for multi-reservoir operation in this work.
In the proposed Constrained Ant Colony Optimization Algorithms (CACOAs), an attempt is made to satisfy the constraints of the problem as much as possible. The constraints of the multi-reservoir operation problems as defined in Equations (3) and (4) 
To clarify this, assume a known value of S k (t) for storage volume of reservoir k at the beginning of the period t. With the release taken as the decision variable, the continuity Equation (2) can be used to substitute S k (t þ 1) into storage constraint (3) written at t þ 1 to yield the following constraints for the release of the reservoir k at period t,
Combining Equation (7) with the original box constraints for the release volume, Equation (4), leads to the following constraints to be met by the release of the reservoir k at period t so that the resulting storage volume
An analogous procedure can be used to arrive at the following constraints for the storage volume at the end of the period when storage volume is selected as the decision variable.
A tabu list can now be constructed for the ant currently at decision point i corresponding to the period t of reservoir k, which contains only those elements of the corresponding look-up table L i ¼ l ij È É ; j ¼ 1,2,…,J i satisfying constraint (8) or (9) depending on the decision variables selected. This procedure can be repeated in turn for the next decision point until a complete solution is constructed. Note that the solutions so created will automatically satisfy constraints (3) and (4) except for some rare cases to be addressed later.
The graph representation of the problem for the application of PCACOA1 with explicit enforcement of the constraints (3) and (4) 
PARTIALLY CONSTRAINED ANT COLONY OPTIMIZATION ALGORITHM II (PCACOA2)
The above problem can be resolved for the upstream reservoirs by a simple but effective modification to PCACOA1 leading to an algorithm which will never produce an infeasible operation policy for the upstream reservoirs referred to as PCACOA2. For this, the periods of operation of upstream reservoirs are swept in reverse order and a set of new bounds is calculated for the storage volume at the beginning of the period such that the PCACOA1 is not given any chance of producing infeasible solutions for the upstream reservoirs. To clarify this, consider the storage volume constraint for reservoir k at a period t þ 1:
Substituting S k (t þ 1) from Equation (2) into Equation (10) leads to the following constraints for the storage volume S k (t)at the beginning of the period:
For this constraint to be valid for any value of release from reservoir k in the range [R min k , R max k ], the following equation should hold.
Combining Equation (12) with the original constraints of Equation (3) leads to the following constraints for the storage volume at the beginning of the period. S min
where S Note that the graphs of the problem for the application of PCACOA2 for the case where release volumes are selected as decision variables are not shown here.
FULLY CONSTRAINED ANT COLONY OPTIMIZATION ALGORITHM (FCACOA)
The proposed PCACOA2, though more efficient than PCACOA1 in constraint satisfaction, might fail to create feasible operation for the downstream reservoirs as implied before. This is due to the fact that PCACOA2 might face a situation in which the range calculated by Equation (8) This is achieved here by defining the set of decision points as D ¼ [d 1 , d 2 , . , d k , . , . , d K ], where d k represents the set of decision points corresponding to the operation periods of reservoir k defined as d k ¼ [d 1 , d 2 , ., d t , ., ., d T ] k with d t,k denoting the decision point corresponding to operation period t of the kth reservoir. With this projection, the ants are now required to cover the decision points in turn from the first point d 1,1 to the last one d T*K .
NUMERICAL EXPERIMENTS
In this section the well-known four-and ten-reservoir oper- A set of preliminary runs is first conducted to find the proper values of MMAS parameters as shown in Table 2 for the four-reservoir problem. In that this problem is solved on a 2.8 MHZ Core 2 due Pentium 4 PC. Table 3 shows the results of 10 runs carried out for the four-reservoir operation problem with releases taken as decision variables using parameters of Table 2 This problem has also been solved by other researchers. 
GA of Wardlaw & Sharif () and the Improved Ant
Colony System of Jalali () for all the operation periods considered. It is interesting to note that the proposed FCACOA is able to locate the optimal solution for two cases, of 12 and 24 operation periods, while other methods were able to do so only for the shortest, 12 operation period, case. The fact that the proposed FCACOA could not compete with DDDP for the larger operation periods can be described by the fact that DDDP solutions are globally optimum since the considered problem is of discrete nature.
And finally Table 6 compares the computational effort required by the proposed FCACOA and those of GA of Wardlaw & Sharif () represented by the number of function evaluations required to reach the same local solution for the four-reservoir operation problem. Comparison of the result shows that the proposed FCACOA is more efficient than GA for all operation periods considered. This problem has also been solved by Kumar & Reddy () using the EMPSO algorithm for the shortest case of 12 operation periods requiring 325,400 function evaluations to get the optimal solution of 401.3 which is obtained in just 64,000 function evaluations using the proposed FCACOA.
Comparison of the final release and storage volumes produced by LP (Larson ) and the FCACOA for the four-reservoir problem over 12 operation periods is presented in Figure 8 . This problem is known to have more than one global optimum solution; therefore, it is interesting to note that the optimal operation created by the proposed FCACOA differs from that obtained by LP.
The hypothetical ten-reservoir system considered as the second test problem is shown in Figure 9 . The ten-reservoir problem was first formulated and solved with constrained Differential Dynamic Programming (DDP) by Murray & Yakowitz () . Wardlaw & Sharif () applied GA with real coding for the optimal solution of this problem.
The objective function of Equation (1) is to be maximized over 12 operation periods. There are inflows to the upstream A set of preliminary runs is first conducted to find the proper values of MMAS parameters as shown in Table 7 for the ten-reservoir operation problem. For the ten-reservoir problem, a colony size of 500 with a maximum number of 3,000 iterations amounting to a maximum number of 1,500,000 function evaluations is used. It should be noted that this problem is also solved on a 2.8 MHZ Core 2 due Pentium 4 PC. While the results produced by the proposed FCACOA are better than all available results, except for DP based methods, including those of Wardlaw & Sharif () for both test cases, the improvement made in the results for the ten-reservoir problem seems to be marginal (as seen from Table 9 ). This is due to the fact that ACOA is essentially of a discrete nature requiring discretization of the search space when applied to continuous problems leading to poor performance compared to discrete problems while the GA of Wardlaw & Sharif () is a real-coded GA suitable for continuous problems. Superiority of the proposed FCACOA to GA of Wardlaw & Sharif () is more evident from the results produced for the discrete problem of the four-reservoir system as indicated in Table 5 . Constrained DDP (Murray & Yakowitz 1979) GA (Wardlaw & Sharif 1999) Improved ACO ( Jalali 2005) Improved ACO with DR (Jalali Finally, the claim that the search space created by FCACOA is totally feasible is supported by the two convergence curves shown in Figures 10 and 11 for average objective function value obtained over 96 operation periods for the four-reservoir operation problem and over 12 operation periods for the ten-reservoir operation problem, respectively, with release taken as decision variable. It is seen that the initial colony of FCACOA has an average objective function value way over that of PCACOA1, PCACOA2 and UACOA, due to the fact that all the solutions created by FCACOA are feasible and, therefore, are not penalized.
CONCLUDING REMARKS
Incremental solution building capability of the ACO algorithm was exploited in this paper to develop three constrained versions of the ACO algorithm for the efficient solution of multi-reservoir operation problems. In the first version, the ants were forced to locally move in the feasible region of the search space by providing each ant with a tabu list consisting of those options which constitute a local feasible solution. The tabu list was constructed using the decision made at previous decision points such that the continuity equation and the box constraints of release and storage volumes were simultaneously satisfied. In the second algorithm, storage values of the upstream reservoirs constituting infeasible operations were recognized and excluded from the search space before the main search started. These two algorithms, however, were shown to fail in some rare cases. A third algorithm was then proposed and shown to be capable of only searching the feasible region of the search space. Proposed methods were applied to the problems of four-and ten-reservoir operation problem and the results were presented and compared with those of the original unconstrained algorithm and existing results in the literature. Results indicated that the proposed constrained algorithms were more effective and efficient than the conventional unconstrained ACO algorithm in solving multi-reservoir operation problems. It was also shown that the fully constrained algorithm consistently gave better quality solutions than existing heuristic search methods, including GA, with less computational effort.
