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Abstract
We construct a complete set of quasi-local integrals of motion for the many-
body localized phase of interacting fermions in a disordered potential. The
integrals of motion can be chosen to have binary spectrum t0, 1u, thus consti-
tuting exact quasiparticle occupation number operators for the Fermi insula-
tor. We map the problem onto a non-Hermitian hopping problem on a lattice
in operator space. We show how the integrals of motion can be built, under
certain approximations, as a convergent series in the interaction strength.
An estimate of its radius of convergence is given, which also provides an
estimate for the many-body localization-delocalization transition. Finally,
we discuss how the properties of the operator expansion for the integrals of
motion imply the presence or absence of a finite temperature transition.
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1. Introduction
The thermodynamic description of macroscopic bodies, as shown by Boltz-
mann in his work on the foundations of statistical mechanics, is based on the
assumption that the underlying microscopic dynamics are ergodic. More
precisely, one assumes that the environment of any small subsystem of the
macroscopic body acts as a thermal bath, with which the subsystem can ex-
change particles and energy, and which leads to the eventual thermalization
of the subsystems, independently of its initial state. In order for thermaliza-
tion to occur gradients in particle and energy density must be able to even
out, which requires non-vanishing transport over arbitrarily large scales.
However, in the absence of interaction, Anderson [1] has shown that a
sufficiently strong quenched disorder can localize quantum particles. This
prevents the transport of energy and particles and therefore entails the non-
ergodicity of the system. Already in Anderson’s first paper, and later in the
context of electron-electron interactions [2], it was surmised that this local-
ization might persist in the presence of interactions, despite the widespread
belief that any finite interactions would restore transport, ergodicity, and
thus standard thermodynamic behavior, in such systems. Later, numeri-
cal investigations of the Hubbard model [3] hinted indeed at the possibility
of such "many-body localization" (MBL), and more recently the seminal
study of disordered electrons with weak short range interactions to all or-
ders of perturbation theory provided important analytical insight into this
phenomenon [4], predicting that in an isolated system, decoupled from any
external bath, a finite interaction is required to induce delocalization and
enable transport. Below this delocalization threshold, truly inelastic decay
processes are impossible, as the system ceases to be a heat-bath for itself,
and any d.c. transport is strictly absent. In this way many-body localized
systems are crucially different from other situations where full ergodicity
in phase space breaks down, such as in systems with spontaneously broken
symmetries, one-dimensional integrable systems, or spin glasses. In all these
examples, the thermal conductivity remains finite. 1 In contrast, a necessary2
1In integrable systems, transport of some quantities is often even more efficient than
in non-integrable systems, being ballistic as opposed to diffusive.
2The condition is not sufficient, since even in the absence of diffusion thermalization
might occur via sub-diffusive processes. This was found empirically in one-dimensional
systems close enough to the localization transition [5, 6]. Moreover, localization can oc-
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condition for many-body localization is the vanishing of the d.c. transport
coefficients at non-zero temperature.
Since the seminal work by Basko, Aleiner and Altshuler [9, 4, 10], the
paradigm of many-body localization has attracted a lot of interest, and the
phenomenology of MBL phases and the localization transition have been ex-
plored, see for example [11, 12, 13, 14, 15, 16, 17]). Many-body localization
opens the interesting possibilities of protection of topological order at finite
temperature or of phase transitions below the equilibrium lower critical di-
mension [18, 19, 20, 21, 22, 23]). It was even proposed that MBL could
survive in the absence of quenched disorder [24, 25, 26, 27, 28]. (A differ-
ent type of non-ergodic behavior, exhibiting, however, ballistic transport,
has been conjectured in disorder free 1d systems that are close enough to
integrability. [29, 30]).
Unambiguous experimental evidence of an MBL transition or phase is
however still lacking at the time of writing, despite of promising develop-
ments [31, 32].
An MBL phase can be seen as the prototype of a quantum glass phase,
where the dynamics are slowed down indefinitely and where memory of the
initial condition is retained in local observables for arbitrarily long times.
This latter phenomenon has certain similarities with integrable systems [33,
34], in which an extensive number of conserved quantities (integrals of mo-
tion) constrain the system to evolve in a much smaller submanifold than the
one determined by the conservation of energy and momenta only. The long-
time relaxation then only leads to a restricted (generalized) Gibbs ensemble.
Given this similarity, it was conjectured that, like in the non-interacting
limit, an extensive set of (quasi-)local integrals of motion should exist in the
MBL phase [33, 35, 34]. By definition, those do not evolve with time, as they
commute with the Hamiltonian. They thus constrain the dynamics to remain
very close to the initial condition in which the system was prepared. The
existence of such local integrals of motion was recently proven for a particular
spin Hamiltonian in [35], under reasonable assumptions bounding potential
level attraction. The notion of locality used above refers to the set of degrees
of freedom, which the conserved operator affects. Conserved quantities in
cur also in time-dependent systems (e.g., periodically driven systems) that may have no
conserved local densities and thus no meaningful d.c. transport [7, 8]. For these systems,
MBL is defined more generally as a phase where any local observable does not thermalize
almost certainly.
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integrable systems are not local in this sense, as they are sums over all space
of certain local terms.3 The non-locality (in our sense) of those integrals
still allows for finite transport in integrable systems. A further important
difference between MBL systems and integrable ones is the fact that MBL is
robust with respect to any sufficiently small perturbation of the Hamiltonian,
while integrability in 1d systems is broken by generic perturbations.
The aim of this paper is to show that quasi-local integrals of motion exist
for weakly interacting disordered electrons, under the same set of assumptions
that were made in the original work by Basko et al. [4] (henceforth referred
to as BAA). We find such integrals by solving equations for conserved op-
erators within perturbation theory. Our approach reduces the problem to
the solution of a single-particle-like hopping problem in operator space, for
which we present a solution in the strongly localized regime, and determine
the radius of convergence of the construction. This furnishes an estimate
of the delocalization very similar to that obtained by Basko et al. [4]. We
hope that our technique will help to obtain analytic results on many-body
localization in the future.
1.1. Outline and summary of this work
Here, we present a short outline of this work, summarizing the main steps,
and the problems we address.
We are seeking integrals of motion for disordered electrons with weak
short range interactions, as defined in Eq. (1, 2). In Sec. 2 we coarse-grain
the model, reducing it to an array of coupled quantum dots of size of the
order of the single-particle localization length.
The non-interacting model has trivial integrals of motion, namely the oc-
cupation numbers of the single-particle eigenstates. We then look for their
generalization in the presence of interactions, “dressing” these integrals of
motion (Sec. 3). This leads us to a set of linear equations (Sec. 4, Eq. (40))
in the space of number conserving operators, which we expand in the basis
(28) of products of single particle creation and annihilation operators. For
any strength λ of the interaction, these equations define a unique set of con-
served operators. The main question to analyze is whether they act locally,
3Quantum mechanics provides quite trivially a large set of mutually commuting, con-
served operators in any system, namely the projectors on exact many-body eigenstates.
However, those are highly non-local and have minimal rank 1. Such trivial "integrals of
motion" are of no interest in the present context.
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or whether they significantly affect a spatially unbounded set of degrees of
freedom. We address the question of locality within the so-called forward ap-
proximation, introduced in Sec. 5, where we only determine the leading term
in perturbation theory for the expansion coefficients. Since the interaction
terms act locally, for the conserved quantities to be non-local increasingly
high orders of perturbation theory must contribute to the expansion, i.e.,
the perturbative expansion diverges (Sec. 5.2).
We represent diagrammatically the particle-hole creation processes, which
dominate the forward approximation, in Sec. 5.4. In order to study the statis-
tics of the diagrams at high orders, we need to solve three main technical
problems. One is the estimate of their number, due to the freedom in choosing
the interaction vertices and their order. We solve this (Sec. 5.4) by intro-
ducing an integral representation that sums correlated diagrams sharing the
same interaction vertices. This reduces the factorially many (in the order
N of the perturbation theory) terms to an only sub-exponential number of
terms, which are products of N denominators. The second problem concerns
their statistical distribution. In the many-body problem the denominators
are correlated even within the forward approximation, at variance with one-
particle problems. Therefore determining the statistics of large deviations,
which dominate the probability of creating excitations at large distance, is
a challenge. We solve it using a transfer-matrix technique (Sec. 7). Finally,
we have to count the number of processes leading to a given configuration in
operator space, which is a combinatorial problem in the space of diagrams
(Sec. 8). The last two ingredients allow us to determine the decay rate of
the largest of these terms, which dominates the expansion. Requiring a pos-
itive spatial decay rate determines the range of convergence of the operator
expansion in the forward approximation.
After solving these technical problems, we obtain the final result in Sec. 9,
namely the existence of quasi-local integrals of motion for disordered elec-
trons for sufficiently small interaction λ ă λc. We find λc in the forward
approximation: in the same spirit as Anderson’s “upper bound” approxima-
tion, this is expected to yield a lower bound for the actual phase boundary
for many-body localized phase of the lattice system at infinite temperature.
In a final section, we discuss possible scenarios for a localization transition
or crossover at finite temperature (Sec. 10).
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2. Model Hamiltonian and coarse-graining
We consider a Hamiltonian describing weakly interacting, spinless elec-
trons in a disordered background. At variance with the work by BAA, we
consider a model on a lattice Λ,
H “
ÿ
iPΛ
c:i
„
´ 1
2m
∆pΛq ` Vdispiq

ci ` 1
2
ÿ
i,jPΛ
c:ic
:
j Upi´ jq cjci, (1)
where ∆pΛq is the lattice Laplacian, Vdis is a random disordered potential and
U is a short range interaction.
We choose to work with a lattice model, because in a finite volume
its Hilbert space is finite, and both spectrum and energy per particle are
bounded. This will allow us to take a meaningful limit of infinite tempera-
ture, and to make statements about many-body localization in that limit.
It is convenient to write the interaction in the form
Upi´ jq “ λ
νad
upi´ jq (2)
where ν is the density of states, and upi´ jq is a dimensionless, normalized,
short-ranged interaction kernel. The dimensionless parameter λ measures
the interaction strength.
We consider a disorder potential such that the single particle part of the
Hamiltonian possesses only fully localized wave-functions φα, α “ 1, ..., |Λ|,
with typical localization length ξ. Moreover, we are interested in the disorder
regime relatively close to single particle delocalization, where ξ is significantly
bigger than the lattice spacing a. Let us denote by δξ “ 1{νξd the average
level spacing in a localization volume, and byW the band width of the single
particle problem. The condition ξ " a ensures that a large number
Nloc “ W
δξ
(3)
of single particle wave-functions overlap significantly in space. This will
provide a large parameter for our analysis.
It is convenient to switch to the basis of single particle wave-functions φα,
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in which the Hamiltonian assumes the form
H “
ÿ
α
αnα `
ÿ
αăβ,γăδ
Uαβ,γδ c
:
αc
:
βcγcδ
“
ÿ
α
αnα ` λ
νad
ÿ
αăβ,γăδ
uαβ,γδ c
:
αc
:
βcγcδ (4)
” H0 ` U, (5)
where nα “ c:αcα, and the Greek indices label single particle eigenstates
obtained in the absence of interaction. We also choose a certain ordering
relation ” ă ” among the indices β, γ.
Our choice of the basis φα is different from that of BAA, who worked with
Hartree-Fock (HF) orbitals. Our choice allows us to work in full generality in
the operator space, while HF orbitals depend on the non-interacting occupa-
tion numbers, i.e., the many body state around which one analyzes stability
with respect to interactions. In Sec. 8.1 we will argue, however, that in
the approximation in which we are working, we can neglect the interaction
vertices Uαβ,γδ with two or more coinciding indices, even without resorting
to HF, which resums most of those terms. Thus, the two different choices of
basis sets lead essentially to the same combinatoric analysis of diagrams.
To simplify the above model further, we assume the single particle ener-
gies α to be random and uncorrelated. The interaction term U is antisym-
metrized: Uαβ,γδ “ Uβα,δγ “ ´Uβα,γδ. We further simplify it by taking its
matrix elements Uαβ,γδ to be local in space, i.e., they are assumed to be non-
zero only if the corresponding single particle states have localization center
within one localization volume. Hereby we define the localization center of a
single particle state as
~rα “
ż
ddrφ2αprq~r. (6)
Moreover, it is known that the matrix elements decrease rather rapidly (as
a power law) when the energy difference between involved levels exceeds
the level spacing in the localization volume δξ. This motivates the use of a
simplified interaction in which we take uαβ,γδ to be non-zero only if
|α ´ δ|, |β ´ γ| À δξ or |α ´ γ|, |β ´ δ| À δξ. (7)
In these cases we assume
uαβ,γδ “ ηαβ,γδ νadδξ “ ηαβ,γδ
ˆ
a
ξ
˙d
, (8)
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where ηαβ,γδ is a random variable, box-distributed in r´1, 1s.
2.1. Coarse-graining
Let us now coarse-grain the model: we assume that the interaction Uαβ,γδ
connects wave-functions either on the same localization volume or on neigh-
boring localization volumes. For either vertices we assume the same ampli-
tude λ, as long as the restrictions (7) on the energy levels are respected.
This differs from the coarse-graining by BAA, who divided the sample
into d-dimensional regions of linear size ξ, restricted the single particle levels
α to those regions, but included a (small) hopping term between localization
volumes (elastic processes). In contrast the interaction term, responsible for
inelastic processes, was restricted to scattering within a given localization
cell.
3. Integrals of motion and absence of transport
In the absence of interactions (λ “ 0), the occupation numbers nα of
single particle levels are mutually commuting, conserved quantities. These
operators are quasi-local in real space, as follows immediately from their
expansion in the basis of lattice operators:
nα “
ÿ
i,j
φ˚αpiqφαpjqc:icj, (9)
where φα is the corresponding localized single particle eigenfunction. By
quasi-locality of the nα we mean that an operator c:icj contributes in the
expansion with a weight which decays exponentially in the distance between
the localization center ~rα of φα and the sites it acts on (its support - here
the sites i, j).
By truncating the sum (9) to terms with support only within a neigh-
borhood of mξ of ~rα one obtains an operator, whose commutator with the
Hamiltonian vanishes up to exponentially small terms. As m Ñ 8 the op-
erator rapidly converges (in the operator norm) to the conserved nα. In
the non-interacting case this follows directly from the spatial localization of
the single particle wave-functions. Our goal is to find an analogue of these
operators in the interacting case.
That such a generalization should exist was proven by Imbrie [35] under
certain hypotheses on the spectrum in a 1d spin chain, for which he con-
structed a quasi-local unitary rotation U which essentially diagonalizes the
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Hamiltonian H. More precisely, it brings it to the canonical form
U:HU “ ´
ÿ
i
hiσ
z
i ´
ÿ
iăj
Ji,jσ
z
i σ
z
j `
ÿ
iăjăk
Ji,j,kσ
z
i σ
z
jσ
z
k ` ..., (10)
where the k-spin interactions Ji1,...,ik decay exponentially with the diameter
of their index set. Applying the inverse unitary on the conserved spins σzi
provides one with integrals of motion of the original Hamiltonian H, Ii “
UσziU
:. At the same time, Huse and Oganesyan [33], and independently,
Serbyn et al. [34] argued for the existence of such local integrals of motion in
general MBL systems.
Note that the set of conserved and mutually commuting quantities is
by no means unique. For example, any set of independent polynomials of
σzi ’s is conserved as well. A nice property of the set of σzi , however, is the
binarity of their spectrum, t´1, 1u, or the property that pσzi q2 “ 1. Knowing
the eigenvalues of N independent integrals of motion like this allows one to
unambiguously label the 2N eigenstates of the Hilbert space of an N -spin
system [33].
An alternative construction of conserved (but non-binary) quantities is
discussed in [36] for a random spin chain, where infinite time averages of
local operators are considered (such as niptq “ eiHtnie´iHt in our case). By
definition of the time average, it commutes with the Hamiltonian. In an
MBL phase one expects the average to remain non-zero, whereas it vanishes
due to diffusion in an ergodic delocalized phase.
In this paper, we make a different choice, which nevertheless defines a
unique set of binary integrals of motion. Our construction consists in two
steps. We will first prove the existence of local integrals of motion in pertur-
bation theory in λ, not requiring the binarity of their spectrum. This is the
most difficult task and will take the largest part of the paper.
3.1. Construction of exact quasiparticles of the Fermi insulator
Since our procedure will leave us some freedom in the choice of integrals,
in Appendix A we will show how this freedom can be used to fix the spectrum
to be binary, order by order in the interaction λ. Notice that the latter
amounts to the construction of exact quasiparticle occupation numbers of
the interacting Fermi insulator. In contrast to Fermi liquids where such
exact quasiparticle operators cannot be constructed, neither in real nor in
momentum space, it becomes possible in the MBL phase. Rewritten in terms
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of these occupation numbers n˜α, the Hamiltonian
H “
ÿ
α
αn˜α ` 1
2
ÿ
α‰β
Jα,βn˜αn˜β ` ... , (11)
can then be seen as an exact quasiparticle energy functional, which deter-
mines the energy Epqpqα of any quasiparticle as a function of the occupations
of all others, as:
Epqpqα ptn˜βuq ” BHBn˜α “ α `
ÿ
βp‰αq
Jα,βn˜β ` ... (12)
3.2. Complete set of local integrals implies absence of transport
Before outlining the construction of the integrals of motion, let us first
show how their existence implies the absence of any d.c. transport, and hence
many-body localization.
In order to show the absence of d.c. transport, consider the Kubo formula
for the conductivity σ associated with the local current density Jr, associated
with a conserved quantity, such as charge or energy. Let
Jrpωq “
ÿ
r1
σpr, r1;ωqEpωq (13)
be the current at frequency ω and position r arising in linear response to a
spatially homogeneous field E, and denote by
Jpωq “ 1
V
ÿ
r
Jrpωq ” σpωqEpωq (14)
the spatially averaged current density, V being the volume of the system. At
finite inverse temperature β, the dissipative part of the conductivity is given
by:
Rerσpωqs “ ´ 1
V
ÿ
r
ImrΠpω, rqs
ω
, (15)
where Πpω, rq is the Fourier transform of the retarded correlation function
of the current operator, with Lehmann representation:
Πpω, rq “ 1
Z
ÿ
m,m1
ÿ
r1
e´βEm1
`
1´ e´βpEm´Em1 q˘ xm1|Jr1`r|myxm|Jr1 |m1y
ω ` Em1 ´ Em ` iη . (16)
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Here Z is the partition function, and the limit η Ñ 0 is to be taken after the
thermodynamic limit. In the d.c. limit one finds
Rerσpω Ñ 0qs “ piβ
V
ÿ
r1r
ÿ
m,m1
e´βEm1
Z
xm1|Jr1`r|myxm|Jr1 |m1y δη pEm1 ´ Emq,
(17)
where we have used
lim
ωÑ0
1´ e´βω
ω
“ β, (18)
and δηpxq “ pi´1η{px2 ` η2q is a regularized δ-function.
Let us now show first that for a complete set of strictly local conserved
quantities the conductivity vanishes with probability one in the thermody-
namic limit. By strict locality operators we mean that they only act on
degrees of freedom that belong to a compact spatial region with finite diam-
eter ζ. We call a set of conserved quantities complete if for any two distinct
eigenstates m ‰ m1 at least one of those integrals of motion takes a different
eigenvalue.
For two eigenstates m,m1 let I˜ be such a distinguishing integral, with
corresponding eigenvalues I˜|my “ I˜m|my and I˜|m1y “ I˜m1 |m1y, with I˜m1 ‰ I˜m.
For a strictly local current operator and r sufficiently much bigger than ζ, it
follows immediately that one of the two current matrix elements
xm1|Jr1 |my “
xm1|
”
Jr1 , I˜
ı
|my´
I˜m ´ I˜m1
¯ ,
xm1|Jr1`r|my “
xm1|
”
Jr1`r, I˜
ı
|my´
I˜m ´ I˜m1
¯ ,
(19)
vanishes, since one of the two commutators vanishes. Thus, in Eq. (17) the
sum over r can be restricted to r À ζ. Furthermore, for any fixed eigenstate
m the sum over eigenstates m1 is restricted to a finite set, since Jr1 |my can
differ only in a finite number (ď exppcζdq, with c “ Op1q) of integrals of
motion from |my. Thus, in the thermodynamic limit, where we have to send
η Ñ 0, the contribution to the δ-function vanishes with probability one, and
thus Rerσpω “ 0qs “ 0. Note that the potentially singular term from m “ m1
does not contribute because xm|Jr|my “ 0 by time reversal invariance.
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This discussion is of course over-simplified since the actual integrals of
motion are only quasi-local, in the sense that there are corrections to a strict
locality, which decay exponentially with the diameter of their support on a
typical scale ζ. However, the derivation above reflects the essential mech-
anism by which a complete set of integrals of motion suppresses transport.
Consider the matrix elements xm1|Jr1 |my for eigenstates that differ signifi-
cantly only in integrals of motion whose support is centered up to a distance
xζ from r1. These matrix elements are then not exactly zero, but expo-
nentially small in x. There are also exponentially many states m,m1 which
satisfy these criteria, and thus some energy differences Em ´ E 1m in (17) be-
come exponentially small. One might worry that these exponentially small
denominators can contribute to the δ-function in the thermodynamic limit,
leading to a non-zero conductivity. However, the very construction of the lo-
cal integrals of motion outlined in the following, and the convergence of that
procedure, strongly suggest that with probability tending to one as η Ñ 0
the exponential smallness of the energy denominators is dominated by the
decay of the matrix elements in (17), in the sense that at small η the con-
tributions to the δ-function come with weights that are almost surely much
smaller than η. If this were not the case, resonant energy denominators
would systematically appear in the construction of the conserved quantities
and prevent their locality. Therefore, the consistency and convergence of the
following construction implies the suppression of d.c. transport in systems
admitting a complete set of quasi-local conserved operators.
3.3. Recipe for the construction of integrals of motion
Let us now come back to the actual construction of quasi-local conserved
operators. In order to find a generalization of the single particle occupation
numbers to the interacting case one should construct an extensive set of |Λ|
functionally independent operators 4 tIαu, which are quasi-local and satisfy
rIα, Hs “ 0. (20)
Since the spectrum of the many-body system is almost surely non-degenerate,
it follows that such conserved quantities also satisfy rIα, Iβs “ 0. Their
mutual commutativity implies that they form a commutative algebra. As
4 Functional independence means that no Iα can be expressed as a function of all the
other Iβ .
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we discussed above, the choice of a basis spanning this algebra is not at all
unique. It is worth mentioning that if the operators Iα commute with H and
span the algebra of operators then we can write
H “
ÿ
α
αIα `
ÿ
α,β
Jα,βIαIβ ` ... . (21)
as we claimed above. The couplings J ’s have similar exponential decay as
those in (10).
Here we present a specific construction of conserved operators, which fixes
the arbitrariness in their definition in a unique way. Our construction starts
from the idea that at weak interactions the Iα should be expected to be a
perturbed version of the nα. Thus, we look for a perturbative series in λ,
Iα “ nα `∆Iα “ nα `
ÿ
ně1
λn∆Ipnqα . (22)
For the further discussion it is useful to introduce some natural operator sub-
spaces. Iα can be sought as an element of the space C of particle-conserving
operators on the Hilbert space, and without loss of generality we may require
it to be Hermitian. Since we will require rH, Iαs “ rH0, Iαs ` rU, Iαs “ 0,
with H0 and U as in (5), we consider the kernel K of the linear map
fpXq “ rH0, Xs defined for X P C, as well as its image, O “ fpCq. The
latter is the orthogonal complement of K with respect to the inner product
of operators, xA,By “ TrrA:Bs, C “ K ‘ O. K is spanned by all possible
products of nα’s, while O is spanned by the normally ordered operators
OI,J “
ź
βPI
c:β
ź
γPJ
cγ, I ‰ J, (23)
where the same ordering "<" as previously is chosen for the indices β, γ.
At the n’th stage of perturbation theory one has to solve the equation
rU,∆Ipn´1qα s ` rH0,∆Ipnqα s “ 0. (24)
In order for this equation to have a solution one has to make sure that
rU,∆Ipn´1qα s P O5. If this is the case, ∆Ipnqα is determined up to an element of
5Note that it is not obvious from the outset that this simple perturbative scheme
should work and produce a local operator. Indeed we construct perturbation theory for
an extensive set of operators which are all null eigenvectors of rH0, .s. In principle one
should thus use degenerate perturbation theory for all these operators simultaneously,
which could turn out to require a non-local change of basis. The further steps below show,
however, that this is not the case.
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K. In Appendix A we show how to use this freedom to impose binarity of
the spectrum of Iα, specpIαq “ t0, 1u, i.e., I2α “ Iα. The latter allows these
operators to be interpreted as generalized quasiparticle number operators of
the interacting Fermi insulator.
Below we describe the construction of conserved Iα based on a simpler
choice, however. In particular, we claim that if our Hamiltonian is time-
reversal invariant, and thus has real matrix elements in the basis of single
particle eigenstates, there is a unique solution of (24) with ∆Iα P O. This
choice implies that the only term in the expansion of Iα that commutes with
H0 will be the very first one, nα. To prove this at the perturbative level, we
have to show that one always finds rU,∆Ipn´1qα s P O, or equivalently, that,
xpΨ0q :“ xΨ0|rU,∆Ipn´1qα s|Ψ0y “ 0 for every eigenstate Ψ0 of H0. One can
easily check that at each stage of perturbation theory ∆Iα has real coefficients
in the occupation number basis (23). Thus xpΨ0q is real. On the other
hand, from the anti-Hermiticity of rU,∆Ipn´1qα s it follows that xpΨ0q is purely
imaginary, and thus vanishes indeed.
From the above it follows that we can express the solution of Eq. (24)
formally as
∆Ipnqα “ i lim
ηÑ0
ż 8
0
dte´ηteiH0trU,∆Ipn´1qα se´iH0t, (25)
which determines the successive terms in perturbation theory recursively.
As we show in Appendix A, the recipe to construct a binary operator
consists in modifying order by order the terms in the perturbative expansion
∆Ipnqα ÝÑ ∆Bpnqα “ ∆Ipnqα `∆Kpnqα , (26)
by adding to each ∆Ipnqα a diagonal operator ∆Kpnqα P K, which is determined
by the previous orders in perturbation theory as:
∆Kpnqα “ p1´ 2nαq
«
n´1ÿ
m“1
∆Bpmqα ∆B
pn´mq
α `
"
nα ´ 1
2
,∆Ipnqα
*ff
. (27)
It is plausible that the convergence for binary operators is essentially the
same as for the operators constructed below.
Based on the above perturbative argument, we make the following ansatz
for the conserved quantities:
Iα “ nα `
ÿ
Ně1
ÿ
I‰J
|I|“N“|J|
A
pαq
I,J
´
OI,J ` O:I,J
¯
, (28)
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where the sets I, J run over all sets of indices tβ1 ă ¨ ¨ ¨ ă βNu of single par-
ticle states. Linear constraints on the coefficients ApαqI,J are found by im-
posing the conservation condition rIα, Hs “ 0. The coefficients result as
λ-dependent functions of the random energies α and of the random matrix
elements Uαβ,γδ, which vanish in the limit λ “ 0. Since the resulting opera-
tors Iα are functionally independent for λ “ 0, we expect the same to hold
for any finite λ before the delocalization transition. Indeed it is hard to see
how a polynomial of Iβ‰α’s could contain only a single diagonal term nα.
It is important to note that the expansion (28) should not be seen as
an expansion in λ, but rather as an expansion in the support on which the
operators OI,J act. A formal expansion in λmust always be re-summed locally
when rare, but very small denominators are encountered, implying that the
naive perturbative series (24,25) has vanishing radius of convergence in λ [1].
In Appendix B we discuss a simple example where such a re-summation is
necessary.
We point out that in any finite system the above ansatz, even though mo-
tivated by a perturbative consideration, uniquely determines a conserved op-
erator even if perturbation theory does not converge, despite of re-summations.
In that case Iα is defined as the finite (possibly exponentially large) sum (28)
whose coefficients satisfy the linear system of equations (40) below. In a
delocalized regime that operator will have support on the whole system.
3.4. Convergence criterion
We argue that for sufficiently small λ the expansion (28) converges in the
operator norm. The convergence holds in probability, that is, for any  ą 0:
lim
RÑ8P
¨˚
˚˝˚˚ ÿ
I‰J
|I|“|J|
rpI,JqąR
ˇˇˇ
A
pαq
I,J
ˇˇˇ
ă 
‹˛‹‹‹‚“ 1, (29)
where rpI, Jq “ maxβPIYJ|~rα´~rβ| is the maximal distance between the local-
ization center of the state α and any of the states β that are acted upon by
the operator OI,J. P is the probability measure over the disorder realizations.
This ensures that the series defining the operator Iα converges almost surely,
since ||OI,J|| “ 1 for all I, J.
The resulting operator Iα is quasi-local in the sense defined above. As
will become clear below, cf. Sec. 5.2, one can associate a length scale to
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the support of these operators like for the non-interacting case: truncating
the expansion at that length scale yields operators that are conserved up
to exponentially small corrections. This scale is essentially the localization
length pertaining to the interacting problem.
The many-body delocalization transition is expected to happen at a
sharply defined critical value λ “ λc of the interaction strength, at which
thermalization and ergodicity are restored. It is natural to expect that this
coincides with the delocalization of physically defined conserved quantities,
such as the time average of local operators. There is also a sharply defined
interaction strength λ “ λ1c at which our integrals Iα become non-local with
probability one. Logically we cannot exclude that λ1c is slightly smaller than
λc (since it might be possible to find a prescription for conserved quanti-
ties that leads to more local operators than ours); however, we believe that
within the approximations we are making, see Sec. 5, λc and λ1c cannot be
distinguished. We therefore use the notation λc indistinctly for both critical
values.
To discuss the convergence (29), we map the problem of constructing con-
served quantities into an equivalent problem of a particle hopping on a disor-
dered lattice whose sites are labeled by the Fock indices (I, J). In particular,
the exponential decay of the coefficients of Iα corresponds to the localization
of the particle on that lattice, in analogy with the non-interacting case (9).
In turn, the delocalization of the particle corresponds to the divergence of
the operator expansion (28).
4. Explicit construction of the integrals of motion
In this section we present the equations defining AI,J in (28) and discuss
how to solve them. To illustrate the procedure, we first solve exactly a non-
interacting case and then proceed with the interacting problem.
4.1. Non-interacting single-particle example
Consider a non-interacting one-dimensional disordered Hamiltonian:
HAnd “
ÿ
i
ini ´ t
ÿ
i
´
c:ici`1 ` c:i`1ci
¯
, (30)
where i are random energies and the hopping t is treated perturbatively. In
this case, the ansatz
Ik “ nk `
ÿ
iăj
A
pkq
ij
´
c:icj ` c:jci
¯
, (31)
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is consistent. Imposing rH, Iks “ 0, we obtain a set of linear equations for
the coefficients Apkqij , one equation for each index k. If for identical indices
we define:
A
pkq
ii ” δk,i (32)
then the equations for Apkqij with i ‰ j can be compactly written as:
pi ´ jqApkqij ´ t
´
A
pkq
i´1j `Apkqi`1j ´Apkqij´1 ´Apkqij`1
¯
“ 0. (33)
In view of these equations, one may re-interpret Apkqij as the wave-function
amplitudes of a particle on a square lattice with sites pi, jq, and correlated
on-site disorder Ei,j “ i ´ j, subject to the constraint (32). An explicit
expression for them can be given in terms of the eigenfunctions φα of the
Anderson problem (30) as:
A
pkq
ij “
ÿ
α
ωkαφαpiqφαpjq, (34)
where the ωkα have to be determined from the constraintÿ
α
ωkαrφαpiqs2 “ δk,i. (35)
The exponential decay of the amplitudes (34) in the distance between the
sites i, j follows from the localization in space of the eigenstates φα. It implies
the convergence of the expansion (31). Therefore, the operators Ik are quasi-
local conserved operators, similarly to the particle number operators nα in
(9).
However, note that these two sets of operators differ, in particular (31)
does not contain any diagonal terms (i “ j ‰ k). Using (34), (35) one can
also explicitly check that the operators (31) do not coincide with the time
average of the operators nkptq.
4.2. Interacting case
We now return to the interacting case. Since the operators Iα will contain
strings of c:’s and c’s of arbitrary length, we need a way to deal with large
index sets. We introduce the following notation: for any index set X “
px1 ¨ ¨ ¨ xNq, we define diagonal coefficients as zero, except if X “ tαu:
A
pαq
X,X ” δX,tαu. (36)
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Moreover, for any l,m (with l ă m) and any single particle labels γ, δ (with
γ ă δ), define the index sets:
Xl ” px1 ¨ ¨ ¨xl ¨ ¨ ¨ xNq,
X
γ
lm ” pγ x1 ¨ ¨ ¨xl ¨ ¨ ¨xm ¨ ¨ ¨ xNq,
X
γδ
lm ” pγ δ x1 ¨ ¨ ¨xl ¨ ¨ ¨xm ¨ ¨ ¨ xNq.
(37)
In general, the set X¨¨¨¨¨¨ is obtained from X by eliminating the indices in the
subscript and appending the ones in the superscript on the left. Note that
the resulting sets are thus not ordered. Let σ r¨s denote the sign of the
permutation which orders the set, and define:
s rXls ” l,
s rXγlms ” l `m` σ rXγlms ,
s
”
X
γδ
lm
ı
” l `m` σ
”
X
γδ
lm
ı
.
(38)
Finally, for index sets with |Y| “ |Z|, define the modified amplitudes:
A˜
pαq
Y,Z ” p´1qsrYs`srZsApαqY,Z . (39)
With this notation, the condition rH, Iαs “ 0 is equivalent to the following
set of linear equations for ApαqI,J :
0 “
˜
Nÿ
n“1
αn ´ βn
δξ
¸
A
pαq
I,J`
`λ
Nÿ
l,m“1
lăm
«ÿ
γăδ
´
ηαlαm,γδA˜
pαq
I
γδ
lm,J
´ ηγδ,βlβmA˜pαqI,Jγδlm
¯ff
`
`λ
Nÿ
l,m“1
lăm
Nÿ
n“1
p´1qN`1
«ÿ
γ
´
ηαlαm,γβnA˜
pαq
I
γ
lm,Jn
´ ηγαn,βlβmA˜pαqIn,Jγlm
¯ff
,
(40)
where pI, Jq “ pα1 ¨ ¨ ¨αN , β1 ¨ ¨ ¨ βNq and I ‰ J. The diagonal coefficients
appearing on the right-hand side are defined in (36).
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4.2.1. Topology of the operator lattice
Similarly as in the previous single-particle example, Eq. (40) can be
thought of as a hopping problem for a single particle on a lattice with
sites given by the Fock indices (I, J) and local, correlated disorder EI,J “řN
n“1pαn ´ βnq. The hopping is provided by the interaction U , see Fig. 1a.
The non-interacting limit corresponds to the wave-function Apαq being com-
pletely localized on the site pI, Jq “ pα, αq.
(a) (b)
Figure 1: Structure of the operator lattice before (a) and after (b) making
the forward approximation. Vertices correspond to Fock indices (I, J); links
are drawn between index pairs, which are connected by the interaction U ,
that is, if the pairs appear simultaneously in at least one of the Eqs. (40).
The lattice topology, as determined by the interactions, is rather compli-
cated. However, Eqs. (40) have a clear hierarchical structure: the equation
for index sets I, J of length N are coupled only to amplitudes with index sets
of equal or shorter length. Therefore, the sites can be organized into gener-
ations, according to the length of their index sets. Hopping is possible only
within the same generation (second term in equation p40q) or between con-
secutive ones (third term in equation p40q). In the latter case, the hopping
is unidirectional, and thus the hopping problem is non-Hermitian.
The connectivity of the lattice is determined by the restrictions in energy,
Eq. (7), and space (particles need to be in the same or in an adjacent local-
ization volume) of the matrix elements Uαβ,γδ. Hoppings from a site pI, Jq
in generation N to a site pI1, J1q in generation N ` 1 requires a particle (or
hole) in a state α to scatter to the closest energy level γ above or below
α, while another particle-hole pair of adjacent levels pβ, δq is created. The
particle β can be chosen in Nloc ways with Nloc given in (3), and there are
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two choices for γ and δ, respectively. Therefore, the number of Fock states
(I1, J1) accessible from (I, J) via the decay of a given quasiparticle α is:
K “ 4W
δξ
“ 4Nloc. (41)
In contrast, hoppings from pI, Jq to a site of the same generation correspond
to processes where each member of a pair of particles (or holes) scatter to
one of the two closest energy levels: there are 4 possible final states to which
a given pair can decay.
At this point we emphasize that we are not restricting ourselves to a
specific many-body state or energy sector. Thus no assumption about the
occupation of the levels or about the position of the Fermi level EF is made.
This gives the largest possible connectivity K. It will be reduced to an
effective connectivity once we consider the restriction of the integrals Ia to
subspaces of a definite energy by means of a projector over many-body states,
I˜a “ PIaP , where
P “
ÿ
EaPrE´δE{2,E`δE{2s
|EayxEa|. (42)
This projection will alter the connectivity K, so as to reflect the higher
probability for some processes to be Fermi-blocked, since the involved levels
might already be occupied. This yields an effective connectivity Keff , whose
typical value depends both on the average energy density of the states Ea
and the average filling fraction of the band. It is not difficult to see that if we
use typical values for occupation numbers as given by the Fermi distribution
(without assuming the underlying states to be thermal), repeating the above
considerations at finite temperature T ! EF we obtain Keff „ T {δξ, in
analogy to the analysis in [4].
5. The forward approximation
5.1. Simplifications due to large connectivity, ξ " a
The requirement of convergence of the operator expansion, Eq. (29),
can be interpreted as a localization condition for the hopping problem on
the disordered lattice of Fock indices. In order to investigate under which
conditions localization occurs, we introduce the main approximation of this
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work: we neglect the second term of the equation (40), that accounts for the
hopping between sites in the same generation.
This approximation is motivated by the following consideration, assuming
that the number of single particle levels per localization volume, and thus
K, is large: for operator sites with a density of Fock indices per localization
volume much smaller than the maximally possible „ K{ξ , the connectivity
within the same generation is much smaller than the connectivity K among
sites in different generations (41). Note, however, that transitions from a
given state pI, Jq due to the second term of Eq. (40) can involve any pair of
particles or holes in the same localization volume. Therefore, for operators
with a high density of indices per localization volume those transitions are
as numerous as the third class of terms in Eq. (40). Our approximation
of dropping the second term is therefore not fully controlled at sufficiently
high orders in perturbation theory where operators with a high density of
indices per localization volume appear. We postpone further discussions of
the subtleties related to this approximation to Sec. 10.
Once the second term in (40) is dropped, the equations reduce to recur-
sive equations for increasing generations, with the initial condition Apαqα1,β1 “
δα1,β1δα1,α. However, only some of the amplitudes A
pαq
I,J in (28) are deter-
mined through the recursion, while we approximate all other amplitudes to
be zero: in generation N , the non-zero amplitudes correspond to sites (I, J)
that can be reached from (α, α) via directed paths of length N ´ 1. Retain-
ing only these sites simplifies the structure of the lattice of Fock indices very
substantially, see Fig. 1b.
The amplitudes on these sites (I, J) can be written as the sum over all
directed paths that connect them to the root (α, α) in Fig. 1b:
A
pαq
I,J “
ÿ
directed paths:
pα,αqÑpI,Jq
ωpath. (43)
The path weights ωpath are of the form:
ωpath ” p´1qσpath
N´1ź
i“1
ληαiβi,γiδiδξři
k“1 Eαiβi,γiδi
. (44)
in close analogy to forward approximations in single particle problems [1, 37,
38, 39, 40].
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The factor p´1qσpath takes into account the global fermionic sign associ-
ated with the path, arising from the sign factors in Eq. (40). However, we will
see below that these signs are immaterial at the level of our approximation.
Note that the resulting expression for ApαqI,J is of order λ
N´1, that is, the
lowest possible order in λ for amplitudes of operators involving 2N particle-
hole indices. Indeed, at least N ´ 1 interactions are needed to create the
corresponding excitations.
5.2. Probability of resonances on the operator lattice
Let us discuss the configuration in real space of the indices pI, Jq with
|I| “ N , which are retained within the forward approximation, cf. Fig. 1b.
Since the amplitudes ApαqI,J are of order λ
N´1 and the interaction is local,
the indices satisfy rpI, Jq ď Nξ: amplitudes involving single particle states
sufficiently far away from the localization center α must belong to sufficiently
high generations. Within the approximations made, the convergence criterion
(29) can then be restated in terms of the generation number N as:
lim
N˚Ñ8
P
¨˚
˚˝ ÿ
NąN˚
ÿ
I‰J
|I|“N“|J|
ˇˇˇ
A
pαq
I,J
ˇˇˇ
ă ‹˛‹‚“ 1 (45)
for arbitrary  ą 0.
A sufficient condition for Eq. p45q to hold is that for some z ă 1 and for
N˚ sufficiently big:
P
¨˚
˚˝@N ą N˚, ÿ
I‰J
|I|“N“|J|
ˇˇˇ
A
pαq
I,J
ˇˇˇ
ă zN´1‹˛‹‚“ 1´ ζpN˚q (46)
with
lim
N˚Ñ8
ζpN˚q “ 0. (47)
The left hand side of Eq. (46) can be interpreted as the probability that no
resonance6 occurs at large distance from the unperturbed localization center
6A resonance is said to occur at a site (I, J) if AI,J is comparable with the amplitude
at the origin pα, αq, i.e., if it is of order Op1q.
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(α, α). Whenever it holds, it implies the quasi-locality of the operators Iα
within the forward approximation: indeed, Eq. (46) implies that the first
appearance of operators cβ, c:β’s in Iα, with |~rβ´~rα| « Nξ and N " 1 is with
high probability exponentially small in N .
In the following we will show that Eq. (46) holds in a regime of small
couplings λ; the critical value λc at which (46) ceases to hold gives an estimate
for the radius of convergence of the operator series, and thus for the boundary
of the many-body localized phase.
5.3. Similarities and differences with localization problems on trees
The similarity to a one-particle problem allows us to revisit analogies and
differences between many-body localization and single particle problems on
lattices which have some features of a Cayley tree [41] (see also [42, 43] and
references therein). Indeed, in the simplified lattice of Fig. 1b, the number
of sites at distance N from the localization center pα, αq grows as KN with
K given in (41). This exponential growth is analogous to the growth on
trees and other hierarchical lattices, see e.g. [44]. However, we caution the
reader that, despite superficial similarities, the calculation we will perform
does not reduce to studying an equivalent single particle problem on a Cayley
tree as in [45]. Indeed, in the latter problem there is a unique path leading
from the root to a given site and thus there are no loops. In contrast, in the
operator lattice, there are typically exponentially many diagrams (or effective
paths) leading to a given site, and thus plenty of loops, similarly as in finite
dimensional lattices. Nevertheless, it is usually the case that among those
many paths only very few dominate the sum over all paths - an observation
we will heavily rely on in the sequel.
Our present problem also differs from the study of the decay of excitations
in a zero-dimensional quantum dot, as considered in [41]. There, no genuine
delocalization can take place due to the finite available phase space. Instead,
it is essential that our operator expansion leave the localization volume of the
initial state α, for delocalization to be possible beyond a critical interaction
strength λc.
5.4. Connection with many-body diagrammatic perturbation theory
Insight into the meaning of the forward approximation at the level of the
many-body system is given by a diagrammatic representation of the paths,
as shown in Fig. 2.
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Figure 2: Directed path in the operator lattice and associated ordered scat-
tering graph. The sites (I, J) along the path correspond to the intermediate
states of the graph, indicated by dashed lines. Hoppings on the lattice corre-
spond to vertices Uα1α2,β1β2 in the graph. The energy EI,J of an intermediate
state is the sum of the energy differences Eα1α2,β1β2 “ α1 ` α2 ´ β1 ´ β2
associated with all preceding scatterings. The three excitations emanating
from a vertex are associated to the outgoing legs as follows: the excitation
with energy level adjacent to the incoming one is associated with the central
leg. The upper and lower leg correspond to the particle and the hole, respec-
tively, of the additionally created pair. The condition (7) requires them to
have an energy difference of the order of δξ.
To any path of length N in the operator lattice we uniquely associate
an ordered graph with N vertices. These graphs have two main branches
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representing the decay of the operators cα and c:α of the initial operator nα.
Directed paths of length N on the lattice translate into graphs having the
geometry of a tree, with a root and N nodes corresponding to the creation of
particle-hole pairs. The intermediate states of the graph correspond to the
sites pI, Jq along the path in the operator lattice, their energy being EI,J. Note
that the order of the sites along the path fixes the order of the interaction
vertices in the graph.
Such graphs can be grouped into diagrams: members of the same dia-
gram only differ in the ordering of vertices, while sharing the same geometry
and labeling of the legs; they are obviously highly correlated among each
other. An example is shown in Fig. 3, where all three paths connect the
state (I, Jq “ pα2β2β1α3, γ2γ1δ3γ3) to the root (α, α), and involve the same
interaction matrix elements.
Such correlated paths exist for all diagrams with branchings (i.e., vertices
where more than one of the outgoing excitations undergo further scatter-
ing). The order of the subsequent interactions on different branches can be
permuted. This corresponds to different paths on the lattice and different
ordered graphs, respectively.
Obviously we should sum over all possible vertex order permutations of
branched diagrams with fixed geometry and labeling of legs.
5.4.1. Singly branched diagrams
Consider the sum of the energy denominators7 of the three path weights
in the example of Fig. 3. It is immediate to check that the following holds:
Σ ” 1
E1pE1 ` E2qpE1 ` E2 ` E3q `
1
E1pE1 ` E3qpE1 ` E2 ` E3q
` 1
E3pE3 ` E1qpE3 ` E1 ` E2q “
1
E3
1
E1pE1 ` E2q ,
(48)
where Ei is the energy difference between out- and in-going states at the
vertex i. Thus, the sum over the three paths weights in Fig. 3 can be written
as a single term ω˜Γ:
ω˜Γ
pλδξq3 ”
η3
E3
η1η2
E1pE1 ` E2q , (49)
7The global sign of amplitudes of tree-like diagrams without loops does not depend
on the order in which the interactions act. This is because the associated four-fermion
interaction terms mutually commute, which implies that the signs arising from eventually
bringing the operators into the normal order are the same for all vertex orders.
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(a) (b) (c)
Figure 3: Loops in the many-body lattice corresponding to different pro-
cesses with the same final state, and the corresponding ordered graphs. The
graphs differ only in the order in which the interactions U1, U2, U3 act. The
weights of such paths are strongly correlated: they are all proportional to
the same product of matrix elements, U1U2U3, and have highly correlated
denominators. The sum over all these ordered graphs constitutes a diagram.
where ηi is the random variable associated the vertex i. More precisely, ω˜Γ
is the product of two weights of the form (44), describing the independent
decay of the particle c:α and the hole cα, respectively. It can easily be checked
by induction that this factorization generalizes to an arbitrary number of
interactions in such singly branched diagrams: for any of them, a weight of
the form (49) is obtained by summing over all the path weights. We refer to
ω˜Γ as the weight of the effective path associated to the diagram, and denote
the latter by Γ.
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(a) (b)
Figure 4: (a) Branched decay of a single particle. (b) Geometry of a dia-
gram with the maximal possible number of branchings for a fixed number of
interactions.
5.4.2. Multiply branched diagrams
Let us now discuss further branchings in the sub-diagrams describing the
independent decays of the particle c:α and the hole cα. Consider a multi-
branched decay of the single particle c:α, as shown in Fig. 4a. There the
particles γ and δ, which are produced in the first scattering, decay further
through n vertices Ui“1,...,n, and the vertex U˜ , respectively. The possible
orderings of this diagram correspond to n ` 1 correlated paths, which differ
by the relative position of the vertex U˜ with respect to the Ui. Their sum,
Σ1 “ 1
E0pE0 ` E˜qpE0 ` E˜` E1q ¨ ¨ ¨ pE0 ` E˜` ¨ ¨ ¨ ` Enq
`
1
E0pE0 ` E1qpE0 ` E1 ` E˜q ¨ ¨ ¨ pE0 ` E1 ¨ ¨ ¨ ` Enq
` ¨ ¨ ¨ `
1
E0pE0 ` E1qpE0 ` E1 ` E2q ¨ ¨ ¨ pE0 ` E1 ¨ ¨ ¨ ` E˜q
,
(50)
does not simply factorize, but it can nevertheless be written in compact form
through an integral representation,
Σ1 “ lim
Ñ0
ż
dω1dω2δ pω1 ` ω2 ´ E0q
ω´1 pω´1 ` E˜q ¨ ω´2 pω´2 ` E1q ¨ ¨ ¨ pω´2 ` E1 ` ¨ ¨ ¨ ` Enq
, (51)
where ω´i “ ωi ´ i. Indeed, the sum Σ1 (multiplied by the matrix elements
of the correspondent vertices) must be equal to the retarded Green function
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associated to the independent, parallel decay of the particle γ and the hole
δ, computed in the forward scattering approximation and at energy E0. For
loop-free graphs like the one of Fig. 4a, the decay processes of the particle
γ and the hole δ are independent. In the time domain, the Green function
of their joint decay is the product of the individual Green functions, which
leads to the convolution (51) in frequency space.
The above formula is rather natural when relating with standard many-
body perturbation theory. Indeed, after the summation over orderings of
vertices, the diagrams of a fixed geometry are in direct correspondence with
the diagrams obtained by BAA in the perturbative expansion of the Keldysh
self energy in the imaginary self consistent Born approximation. The latter
neglects the renormalization of the real part of the self energy and retains
only processes where at each vertex an additional particle-hole pair is cre-
ated. In our formalism, this corresponds to the directed paths jumping from
generation to generation, see also the discussion in Appendix B. Not surpris-
ingly, the statistical analysis of this class of diagrams will give an estimate of
the radius of convergence for the operator expansion (28) which is similar to
the criterion for the breakdown of stability of the localized phase found by
BAA, or to its extension to infinite temperature [46]. Our further analysis
is also very similar to the calculation in Ref. [47], but differs in some points,
which will be indicated.
The expression (51) for a branched diagram is a random variable, whose
probability distribution is hard to analyze. However, the analytic structure
of the integrand can be exploited to rewrite Σ1 as a sum over a much smaller
number of terms than the number of orderings in Eq. (50). After performing
the integral over ω2 in Eq. (51), we find a number of poles in the complex
plane of ω1. Using the residue theorem, we can write (51) as the sum over
residues of the poles in the half plane, which contains less poles. In the
particular example considered, closing the contour on the upper half plane
yields the algebraic identity:
Σ1 “ 1
E˜
1
E0pE0 ` E1qpE0 ` E1 ` E2q ¨ ¨ ¨ pE0 ` E1 ` ¨ ¨ ¨ ` Enq´
1
E˜
1
pE0 ` E˜qpE0 ` E˜` E1qpE0 ` E˜` E1 ` E2q ¨ ¨ ¨ pE0 ` E˜` E1 ` ¨ ¨ ¨ ` Enq
.
(52)
The two terms in (52) have a similar structure as the denominators in the
original path weight (44). For the considered sub-diagram, the sum over all
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the n` 1 orderings of vertices could thus be reduced to the sum of only two
"effective path" weights.
5.4.3. General branched diagrams
A convolution formula analogous to Eq. (51) can be written for any
branched diagram: to each branching one associates an integral of the form
(51) with one auxiliary frequency per decaying branch, as well as an energy
conserving δ-function for the vertex (see Appendix C for an example). Then
one eliminates the δ-functions by integrating over the frequency variable,
that occurs most often in the denominators. Using the residue theorem, the
remaining integrals can be carried out, and the sum over all orderings of
a diagram with fixed geometry can be expressed as a much smaller sum of
weights of effective paths, as in the example above. The number of such
terms is given by the product of the number of residues obtained for each
auxiliary frequency.
The number of effective paths associated to a general diagram depends on
its structure; to obtain an upper bound on this number, consider the diagram
with the maximal number of branchings at fixed order N , see Fig. 4b. In
Appendix C, we show that in this case the number of effective paths scales
as exp rlog 3 plogNq2 ` OplogN logplogNqqs. This upper bound implies that
the number of effective paths associated to an arbitrary diagram is always
sub-exponential in N .
6. Summing diagrams
In this section we show that in the localized region, at a any given order
of the expansion, a few terms dominate the operator sum. The term with the
largest coefficient in turn is dominated by the maximal diagram contributing
to it.
6.1. Summing over diagrams and their effective paths
Let DI,J denote the set of all diagrams with final state I, J, each diagram
being characterized by its geometry and the labeling of its segments. For
any diagram d P DI,J, let Ppdq be the set of effective path weights ω˜Γ asso-
ciated to it, following the procedure described in the previous section. The
corresponding amplitude on the operator lattice can then be written as
A
pαq
I,J “
ÿ
dPDI,J
¨˝ ÿ
ΓPPpdq
ω˜Γ‚˛” ÿ
dPDI,J
Spdq. (53)
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As we shall prove in the following section, the ω˜Γ are random variables
with fat-tailed distributions. The effective paths associated to a diagram
d P DI,J all involve the same set of energies in their denominators and are
thus correlated. Nevertheless, we argue that the tail of the distribution of
their sum, Spdq, is still very similar to the tail distribution of a single ef-
fective path, since in the case of a large deviation, Spdq is very likely to be
dominated by the effective path with the biggest weight. Indeed, consider
a rare set of energies Ei, which produces an atypically large value of Spdq.
There is typically one single effective path for which all denominators become
simultaneously small, while the combination of energies in the denominators
of other effective paths are very likely to be suboptimal for a fraction of the
denominators. Therefore, with high probability, Spdq will approximately be
equal to the maximum over all effective paths weights: Spdq « maxΓPPpdq ω˜Γ.
The set of energies Ei that optimize distinct effective paths are typically
different, and thus these rare events can be approximated as being indepen-
dent from each other. Hence, the tail of the distribution of Spdq is enhanced
with respect to the tail of a single path weight by a factor |Ppdq|. We shall
see, however, that due to the sub-exponential scaling of the number of effec-
tive paths, this enhancement is immaterial for the estimate of the radius of
convergence of the operator series.
Inspecting the explicit examples of Eq. (52) or Eq. (C.3), one can see that
there exist energy realizations for which cancellations occur between effective
paths with significant weight. This happens when the single path weights are
individually big, but E˜ is much smaller than all the other energy variables
Ei, which leads to a cancellation between effective paths. However, such
configurations require an atypically small E˜ and do not occur with significant
probability. Therefore the suppression of the tail distribution due to such
effects is hardly relevant.
Correlations between effective path weights of different diagrams are even
weaker than those above, since they share at most a fraction of all Ei. There-
fore we may approximate rare deviations of Spdq and Spd1q as independent
if d ‰ d1. Given that the Spdq are themselves fat-tailed random variables,
the sum over diagrams is dominated by the largest term. Therefore, the
full operator amplitude ApαqI,J is likely to be dominated by one single effective
path:
A
pαq
I,J « max
dPDI,J
ˆ
max
ΓPPpdq
ω˜Γ
˙
« max
Γ:pα,αqÑpI,Jq
ω˜Γ (54)
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where on the right hand side the maximum is taken over all effective paths
from pα, αq to pI, Jq. As a consequence, for the tail of the probability distri-
bution we obtain the approximation
P pApαqI,J “ aq « |DI,J|PpdqP pω˜Γ “ aq, (55)
where Ppdq is an average number of effective paths contributing to a diagram.
6.2. Summing over amplitudes: probability of resonances
Similarly to the effective path weights of different diagrams, also the
amplitudes ApαqI,J associated to different sites I, J are weakly correlated, and
we treat them as independent random variables. Let us now consider the
probability in (46):
P
¨˚
˚˝@N ą N˚, ÿ
I‰J
|I|“N`1“|J|
ˇˇˇ
A
pαq
I,J
ˇˇˇ
ă zN ‹˛‹‚« ź
NąN˚
P
¨˚
˚˝ ÿ
I‰J
|I|“N`1“|J|
ˇˇˇ
A
pαq
I,J
ˇˇˇ
ă zN ‹˛‹‚.
(56)
Here we approximated the probability to satisfy the condition at each gener-
ation to be independent from the previous generations. As follows from (55)
and from the fact that the effective paths ω˜Γ have fat tails, the amplitudes
A
pαq
I,J have themselves a fat-tailed distribution. Their sum is therefore domi-
nated by the maximal amplitude, and each factor on the right hand side (56)
can be computed as:
P
¨˝
Max
I‰J
|I|“N`1“|J|
ˇˇˇ
A
pαq
I,J
ˇˇˇ
ă zN‚˛“ ź
I‰J
|I|“N`1“|J|
´
1´ P
´ˇˇˇ
A
pαq
I,J
ˇˇˇ
ą zN
¯¯
« exp
¨˚
˚˝´ ÿ
I‰J
|I|“N`1“|J|
P
´ˇˇˇ
A
pαq
I,J
ˇˇˇ
ą zN
¯‹˛‹‚.
(57)
Using p55q, the exponent in (57) is re-written as:ÿ
I‰J
|I|“N`1“|J|
P
´ˇˇˇ
A
pαq
I,J
ˇˇˇ
ą zN
¯
“
ÿ
I‰J
|I|“N`1“|J|
|DI,J|PpdqP
`|ω˜Γ| ą zN˘ . (58)
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The probability in (58) is a large deviation probability: indeed, the
weights ω˜Γ of effective paths are of order O
`
λN
˘
: in order for ω˜Γ to be
bigger than zN (with z arbitrarily close to 1), this decay factor must be com-
pensated by an atypical smallness of the energy denominators. We devote
the following section to the computation of the probability of these large
deviation events. The calculation will reveal that, for λ sufficiently small,
the probability decays exponentially with N . This decay competes with the
exponential growth of the total number of effective paths of length N :
NN ”
ÿ
I‰J
|I|“N`1“|J|
|DI,J|Ppdq, (59)
which we estimate in Sec. 8 below. The competition between these two
terms leads to a transition at a given critical value of λ, which we determine
in Sec. 9.
7. Large deviations of paths with correlated denominators
In the previous section we argued that the large deviations of operator
amplitudes are essentially determined by the large deviations of effective
path weights. The weight of any effective path is the products of two terms,
describing the decay of c:α and cα, respectively. In each of those terms, (cf.
(52) e.g.), the functional dependence on the Ei is similar to that in the original
path weights (44). We will first discuss the latter and then show that general
effective paths behave essentially identically.
Because of the energy restrictions (7) the energy differences Eαβ,γδ{δξ are
random variables of order Op1q. For simplicity, we take them as independent
Gaussian random variables with zero mean and unit variance. The denomi-
nators in (44) are partial sums of such energies, and we may write:
|ωpath| “
N´1ź
i“1
λ|ηαiβi,γiδi |
|si| , (60)
where si “ pE1 ` ¨ ¨ ¨ ` Eiq{δξ, with Ei ” Eαiβi,γiδi .
In path weights of the form (60) we are mostly interested in characterizing
the distribution of the product of denominators. The numerator behaves as
„ pληtypqN´1, with ηtyp “ exprxlog |η|ys “ 1{e, and we neglect the Gaussian
fluctuations of its logarithm.
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The fact that the denominators in (60) are correlated distinguishes the
many-body problem from single particle localization. These correlations are
a feature that any perturbative treatment of MBL has to deal with, and it is
thus important to develop a method to calculate the large deviations in this
case.
The distribution function PNpyq of the logarithm of the product of de-
nominators,
YN ” ´
Nÿ
i“1
log |si|, (61)
can be obtained from its generating function,
GNpkq ” E
“
e´kYN
‰
, (62)
by inverse Laplace transform,
PNpyq “ 1
2pii
ż
B
eykGNpkqdk, (63)
where B is the Bromwich path in the complex k-plane.
In the present case, the relevant y scales linearly with N , and thus we
define y˜ “ y{N , and
PNpNy˜q “ 1
2pii
ż
B
eNφNdk, (64)
where the function
φNpy˜, kq “ y˜k ` logGNpkq
N
NÑ8Ñ φpy˜, kq (65)
has a well-defined limit, φpy˜, kq, for large N . In that limit, the integral over
k can be done by a saddle point approximation. The contour has to be
deformed to pass parallel to the imaginary axis through k˚ “ k˚py˜q, which
satisfies:
y˜ “ ´ d
dk
„
lim
NÑ8
logGNpkq
N

k“k˚py˜q
. (66)
Large deviations correspond to y˜ “ Op1q. In the case of parametrically small
interaction strength λ (which is relevant in the case of large connectivity K)
we will see that we can restrict our attention to y˜ " 1, see Sec. 9. For large
values of y˜, we will see that the saddle point tends to k˚ Ñ ´1.
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The computation of the generating function GN is given in Appendix D.
Here it suffices to say that the recursive structure of the denominators si
lends itself naturally to a transfer matrix expression for GN , which grows as
the Nth power of the largest eigenvalue.
The final result for the exponent at the saddle point is
φpy˜, k˚py˜qq “ ´ y˜ ` log
ˆ
2ey˜?
2pi
˙
` γ
2y˜
` O
ˆ
1
y˜2
˙
, (67)
for y˜ " 1. From this we obtain the large deviation probability:
PN
˜
Ny˜ “ log
«
Nź
i“1
1
|si|
ff¸
“ Cpy˜, Nq
ˆ
2e?
2pi
˙N
y˜Ne´NFpy˜q, (68)
where C contains only negligible logarithmic corrections to the exponent,
and
Fpy˜q “ y˜ ´ γ
2y˜
` O
ˆ
1
y˜2
˙
. (69)
7.1. Comparison between correlated and uncorrelated denominators
It is interesting to compare the large deviation distribution (68) with the
tails of the distribution of the random variable:
Y 1N ” ´
Nÿ
i“1
log |Xi| (70)
where Xi are i.i.d. Gaussian random variables with zero mean and unit
variance. As derived in Appendix D, at leading order inN , up to a correction
F Ñ F ´ log 2{p2y˜q `Op1{y˜2q, both have the same form (68).
Physically, this result can be understood as follows. By restricting to y˜ "
1, we are concentrating on very rare realizations of YN . Those are insensitive
to the details in the structure of the denominators. Indeed, atypically big
values of objects like
´śN
i“1 si
¯´1
arise from restraining the random walk
ps1, ¨ ¨ ¨ , sNq to the vicinity of the origin. This boils down to computing the
probability that si is small conditioned on the fact that si´1 was small. To
leading order in the typical smallness of such denominators, one obtains the
same result as by minimizing N denominators independently. The leading
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correction with respect to the case of i.i.d. denominators consists in a small
suppression of the tail, since it is slightly less probable to encounter small
denominators, when they are correlated.
The above reasoning can be extended to more general weights ω˜Γ, asso-
ciated with effective paths. Indeed, the corresponding denominators are still
products of single energies or partial sums (see Eq. (52) or Eq. (C.3)). In the
limit of very large deviations (y˜ " 1) they all share the same tail distribution
(68), the only relevant parameter being the total number N of denominators.
Therefore, approximating the numerator in ω˜Γ with its typical value pληtypqN
and using (68), we finally obtain:
P
ˆ
log |ω˜Γ|
N
“ x˜` log ληtyp
˙
« Cpx˜, Nq
ˆ
2e?
2pi
˙N
x˜Ne´NFpx˜q, (71)
with F given in (69).
8. Counting diagrams
8.1. Justification of neglecting interaction vertices with equal indices
We recall that we have neglected interaction terms Uαβ,γδ where two or
more indices are identical. This will significantly simplify the combinatorics
of counting diagrams. Let us now give a justification a posteriori for this
approximation, by showing that such terms would make contributions which
are down by factors of 1{K. Consider the various scattering processes with
one pair of equal indices among the four legs of a vertex, whereby we restrict
to one ingoing and three out-going particles. Consider first the scattering
α Ñ β with the simultaneous creation of a pair pγ, αq. The constraints
|α ´ γ| ă δξ, |α ´ β| ă δξ imply that all levels have to lie within δξ from
each other. The phase space for such events is smaller by a factor of 1{K
with respect to generic scattering processes where γ is unrestricted.
The second case is more subtle. It consists in a scattering αÑ β from a
particle γ, which remains in place. If this is to be a resonant contribution one
needs the energy increment ∆E of the vertex to be |∆E| “ |α ´ β| À δξ{K.
In a scattering where γ switches to a neighboring state δ, with |γ ´ δ| „ δξ,
one can optimize α, β among the K different choices, such as to make ∆E
of order δξ{K. However, if γ remains in place, the optimum over the K
choices for α, β will yield a parametrically bigger ∆E “ α ´ β, because of
the repulsion between the neighboring levels α, β. Therefore such processes
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are systematically much less resonant than processes involving four distinct
levels. 8
8.2. Combinatorics of diagrams
We now estimate the total number of diagrams NN at a given order N ,
cf. Eq. (59). For simplicity, we restrict here to the case of spatial dimension
d “ 1.
Consider any amplitude ApαqI,J with index set pI, Jq “ pα1 ¨ ¨ ¨αN , β1 ¨ ¨ ¨ βNq.
The localization centers rαi , rβi , cf. Eq. (6), of the single particle indices are
distributed over a certain number of localization volumina of length ξ around
rα, with a given number of single particle indices per localization length. Due
to the energy restrictions imposed on the interactions, particles and holes
belonging to the same localization volume are organized in pairs: members
of a pair are produced in the same scattering process, and have an energy
difference of order δξ.
Due to the fact that the interaction is local, only particle-hole pairs in
nearby localization volumina can be involved in the same interaction vertex:
this imposes some constraints on the geometry of the diagrams representing
the scattering processes with pI, Jq as final state. For example, states pI, Jq
having only one particle-hole pair per localization length must be associated
to diagrams with no branchings in the decays of c:α and cα, since the particle-
hole pairs must be created in a fixed order dictated by their spatial sequence,
and thus no permutation is possible. In contrast, final states with several
pairs per localization length can be reached by a variety of diagrams.
In the following, we construct the subset of diagrams corresponding to
scattering processes with a "necklace structure", in which the particle-hole
pairs are created in a sequence of n groups of mi“1,...,n pairs, each group
belonging to a single localization volume. This furnishes a lower bound on the
number of all diagrams. Note that mi is bounded by the maximal number of
particle-hole pairs per localization volume (Nloc “ K{4), and řni“1mi “ N .
Due to locality, pairs belonging to the ith and pi ` 1qth group belong to
8BAA dropped such terms for a different reason, working directly with Hartree-Fock
orbitals, which implicitly depend on the interaction strength and the initial state to be
studied. The latter introduces a slight dependence of the localization length ξ, and hence
of the level spacing δξ, on λ. This in turn might induce a small shift of λc. However, since
their subsequent analysis boils down to dropping the same terms as we have argued above,
this shift is expected to be a 1{K correction.
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neighboring localization volumina in real space; pairs belonging to different
groups i, j ‰ ti´ 1, i` 1u might belong to the same localization volume.
This construction is done in two steps: first, for every group i we build all
possible sub-diagrams with final indices corresponding to the indices of the
mi pairs, as illustrated in Fig. 5. In a second step, we connect sub-diagrams
of neighboring groups by a single scattering vertex. We thus obtain a global
necklace diagram, and count how many different diagrams with this structure
there are. The counting is similar to Ref. [47], but here we include diagrams
corresponding to final states with a non-uniform density of particle and hole
indices per localization length, since these have a larger abundance.
A central ingredient for the combinatorics is the number of all possible
geometries of diagrams with m interactions in a given localization volume,
see Fig. 5. We denote this number by Tm. It equals the number of trees with
one root (of connectivity 2) and m nodes (of connectivity 4). As we derive
in Appendix E:
Tm “ 3
3
2
`3m
pi
Γ
`
m` 2
3
˘
Γ
`
m` 4
3
˘
Γ p2m` 3q „
3
4
c
3
pi
1
m
3
2
ˆ
27
4
˙m
. (72)
Following the reasonings explained in Fig. 5, we find the number of
necklace diagrams associated with fixed groups of mi pairs to be
nneck “
nź
i“1
rmi2mimi!Tmis . (73)
The origin of the various factors is explained in detail in Fig. 5: the factor mi
counts the number of pairs which are created subsequently to the first pair
entering the volume associated to the group i. One of those mi pairs belongs
to the adjacent localization volume and creates the subsequent cascade of
pair creations there. The second factor describes the choice of two levels (the
level closest in energy above or below) to which an incoming quasiparticle
may scatter at a vertex. The factorial term comes from the choice of assigning
themi pairs to the final legs of a given tree diagram in the localization volume
of group i.
Consider first the case in which only a single group i of pairs occupies a
given localization volume. The number of choices of tmiu particle-hole pairs
is then given by
nsptmiu,Kq ”
nź
i“1
2mi
ˆ
Nloc ´mi
mi
˙
“
nź
i“1
„
2mi
ˆ
K{4´mi
mi
˙
. (74)
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(a) Them1 pairs of the first group belong to the lo-
calization volume containing the localization center
rα, with one pair (α˜β˜ in the Figure) with energies
close to α. The remaining m1 pairs (m1´1 in the
same volume and one in the adjacent volume) are
produced in m1 scatterings organized in diagrams
with all possible geometries (Tm1 of them). For
each geometry, a factor m1 comes from the choice
of the vertex (red in the Figure) that produces a
pair in the subsequent localization volume.
(b) The indices of the remaining m1 ´ 1 pairs in
the localization volume are assigned to the legs.
This fixes all labels up to the internal legs. For
the first localization volume, the possible inter-
nal indices satisfying the energy restrictions are
2m1´2, α being fixed.
(c) For a fixed geometry and a set of final labels,
the permutation of assignments of labels to the
legs gives rise to an independent diagram with
the same final state, since the matrix elements of
the interactions change. There are pm1´ 1q! such
permutations (the pair α˜β˜ is fixed). When legs
are permuted, the corresponding internal indices
must change as well in order to satisfy the en-
ergy restriction of the interactions (in the Figure,
α˜
piq
3 Ñ α˜piq5 and β˜piq3 Ñ β˜piq5 ).
(d) Diagrams corresponding to the decay pro-
cesses in the adjacent localization volume are at-
tached to a pair of legs selected in (a). Again,
m2 interactions occur on two branches, in a total
of Tm2 possible distinct geometries. There are m2
choices to select the pair of legs to which to attach
the next subdiagram. For any of the m2! label-
ings of the remaining external legs, there are two
choices for each internal index, corresponding to
whether the incoming particle scatters up or down
in energy. In total there are m22m2m2!Tm2 dif-
ferent diagrams associated to this group of pairs.
The same counting holds true for the subsequent
groups.
Figure 5: Construction of the diagrams representing the decay of groups
of mi particle-hole pairs, where members of the same group belong to the
same localization volume. The diagrams are constructed by connecting sub-
diagrams describing the decay of each single group of pairs. We restrict the
combinatorics to only one scattering vertex connecting the sub-diagrams of
different groups.
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Indeed, a configuration of mi pairs of (disjoint) adjacent levels, and the
remaining Nloc´2mi untouched levels in the same localization volume form a
set of Nloc´mi objects, out of which mi are pairs. This explains the binomial
factor. For each pair, one can choose how to assign the two levels to particle
and hole, respectively. This yields the factor 2mi .
As we will see below, the relevant mi are of order Op1q ! K. We therefore
approximate: ˆ
K{4´mi
mi
˙
« pK{4q
mi
mi!
. (75)
Note that the necklace structure will in general fold back and forth in real
space, such that several groups will get to lie in the same volume. Neverthe-
less, the above approximation remains good as long as the total number of
pairs created in a given localization volume is significantly smaller than K.
Combining Eqs. (73-75), the total number of necklace diagrams is:
NN « Ppdq
ÿ
tmiu|řimi“N
1
2
nź
i“1
r2KmimiTmis , (76)
where the average number of effective paths per diagram, Ppdq, scales sub-
exponentially with N . The factors of 2 arise due to freedom of each group
to scatter to the left or the right of the preceding group as long as there is
still significant phase space in the corresponding localization volumina. The
correction due to the finiteness of K " 1 is small and was thus neglected.
We now determine the distribution of group sizes tmiu which dominates
the sum (76), writing
NN “ 1
2
ÿ
tmiu|řimi“N
ź
i
2KmimiTmi “ K
N
2
ÿ
tmiu|řimi“N
ź
i
2miTmi
“ K
N
2
ÿ
tnmu|řmmnm“N
ˆ ř
m nm
n1, n2, ..., nm
˙ź
m
p2mTmqnm , (77)
where nm “ ři δm,mi is the number of groups i withm pairs. For the relevant
m’s, nm „ N " 1; therefore, at large N the sum (77) is dominated by the
saddle point over the nm. Imposing the constraint
ř
mmnm “ N with a
Lagrange multiplier µ yields the saddle point equations:
µm “ ´ logpnmq ` logp
ÿ
m
nmq ` logp2mTmq, (78)
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and thus
nmř
m1 nm1
“ 2mTme´µm. (79)
The Lagrange multiplier µ is fixed by the constraint:
1 “
ÿ
m
2mTme
´µm “ ´2 d
dµ
rTpx “ e´µqs, (80)
with Tpxq “ řm Tmxm. As discussed in Appendix E, Tpxq “ rT pxqs2,
where T pxq is the generating function of 3-branched trees satisfying T pxq “
1` xT 3pxq. The solution of Eq. (80) is:
e´µ “ 0.0941. (81)
The saddle point solution can thus be written as
nm
N
“ AmTme´µm, (82)
where 1{A “ d2{dµ2rT px “ e´µq2s “ 1{0.778, as follows from the constraintř
mmnm “ N . The resulting values for nm{N are shown in Fig. 6a. The
probability that a given pair is created in a scattering process involving a
total of m pairs in the same localization volume is plotted in Fig. 6b. We see
that most pairs are created together with a few more pairs within the same
localization volume.
Plugging (82) into the saddle point for NN , we find the number of dia-
grams to grow like (dropping pre-exponential factors)
NN « pKeµqN « p10.6KqN . (83)
This result is based on the approximation that we only allow for diagrams
with a necklace structure, where groups of mi pairs are connected by a single
scattering between subsequent localization volumina. Performing the calcu-
lation without this restriction is difficult since it is less easy to control the
spatial constraints. However, we can easily obtain an upper bound by realiz-
ing that all possible diagrams consist in all geometrically possible labellings
of trees of size N . The number of trees grows as p27{4qN . For each label
one has roughly 3K possibilities, as the pair must lie in a localization volume
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Figure 6: The plot (a) shows the distribution of the number nm{N of groups
of m particle-hole pairs in necklace diagrams dominating NN . The plot (b)
shows the probabilitymnm{N that a given pair belongs to a group containing
m pairs.
adjacent to or identical with the one of the pair preceding it on the tree.
This yields the simple upper bound
NN ă p3 ¨ 27
4
KqN « p20.25KqN , (84)
which yields a growth factor which is only about a factor of 2 bigger than
the much more conservative estimate (83). Let us thus write
NN « pCKqN , (85)
with
10.6 ă C ă 20.25. (86)
8.3. Effect of Fermi blocking
The above counting is still not entirely complete. Indeed, eventually the
operators we have constructed should act on some many body states, and get
annihilated when attempting to create particles on occupied states or holes
on already empty states. In an infinite temperature state, and at a filling
fraction ν each particle-hole creation operator has a chance to annihilate the
state with probability 1 ´ νp1 ´ νq, or, in other words, only a fraction of
rνp1´ νqsN of all operators will not annihilate a typical infinite temperature
state. One should thus modify the number of relevant diagrams to
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NN Ñ NN»pC νp1´ νqKqN . (87)
In the next section we use this result to determine the radius of convergence
of the operator series. Similar considerations apply to finite temperature as
we will discuss below.
8.4. Structure of the dominant operator terms
Our result differs from the similar analysis in Ref. [47]. The main differ-
ence consists in our assumption that the sum of diagrams that add up to the
amplitude of a given operator OI,J is dominated by the biggest term (pro-
vided the considered amplitude is among the largest ones at that order). In
contrast, the authors of [47] assumed that the exponentially many diagrams
have comparable amplitudes, but random signs, and applied the central limit
theorem to the sum. Moreover, we allow for fluctuations of the number of
pairs generated in each localization volume instead of imposing a homoge-
neous spatial density. We find that in the restricted set of necklace diagrams
the optimal distribution of group sizes mis is peaked at values of order Op1q,
but still clearly larger than one. Upon folding of the necklace, the number
of pairs per localization volume will become even more significantly larger
than 1. Thus we see that multiple scattering processes within a localization
volume significantly enhance the delocalization tendency. This shows that
the many-body problem is genuinely different from an effective one-body
problem, in which a simple excitation would propagate nearly ballistically,
by shedding one particle-hole excitation in every localization volume.
9. Estimate of the radius of convergence
We now have all the ingredients to estimate the probability of resonances
at generation N , in order to prove that for λ sufficiently small there are no
delocalizing resonances and (46) holds true.
Consider the probability in expression (58). Using (71), we estimate:
P
`|ω˜Γ| ą zN˘ « ˆ 2e?
2pi
˙N ż 8
log
´
z
ληtyp
¯Cpx˜, Nqx˜Ne´NFpx˜qdx˜. (88)
Note that the large deviation result applies since x˜ ě log
´
z
ληtyp
¯
" 1. Ap-
proximating the integral with the value of the integrand at the extremum,
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setting z “ 1 and neglecting sub-exponential terms in N we obtain:
P p|ω˜Γ| ą 1q «
ˆ
2e?
2pi
log
ˆ
1
ληtyp
˙˙N
e
´N
”
log
´
1
ληtyp
¯
`O
´
1{ log
´
1
ληtyp
¯¯ı
. (89)
Substitution of (89) and (87) into (58) yields:ÿ
I‰J
|I|“N`1“|J|
P
´ˇˇˇ
A
pαq
I,J
ˇˇˇ
ą 1
¯
» exp rN logGpλ,Kq ` opNqs , (90)
with
Gpλ,Kq “ νp1´ νq2eCηtyp?
2pi
λK log
ˆ
1
ληtyp
˙
. (91)
Taking into account (56) and (57), we finally obtain:
P
¨˚
˚˝@N ą N˚, ÿ
I‰J
|I|“N`1“|J|
ˇˇˇ
A
pαq
I,J
ˇˇˇ
ă 1‹˛‹‚“ ź
NąN˚
exp
“´eN log Gpλ,Kq`opNq‰ . (92)
If Gpλ,Kq ă 1, then, for N˚ sufficiently big, each of the factors in (92)
is arbitrarily close to 1. Therefore, their product converges to 1 in the limit
N˚ Ñ 8 (see also [48] for a similar reasoning). This allows us to conclude
that, for all values of λ for which Gpλ,Kq ă 1 holds, (46) holds, too, and
the series in operator space (28) converges to a quasi-local operator. In this
regime, the excitation of the single particle level α, localized at ~rα, is very
unlikely to create a distant disturbance at ~rβ with large L “ |~rβ ´ ~rα|, its
probability tending to zero exponentially as LÑ 8: there is no diffusion at
small λ.
The critical value for λ is given by Gpλc,Kq “ 1. For large K, it equals
to:
λc “
?
2pi
C νp1´ νq2e
1
K logK
, (93)
where we used ηtyp “ 1{e.
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9.1. Comparison with a single particle on the Bethe lattice
It is interesting to note that the delocalization threshold (93) looks iden-
tical to the critical ratio between hopping and disorder strength for a single
particle problem on a Bethe lattice (see Eq.(5.8) in [45]) with effective con-
nectivity Keff “ νp1´ νqpC{
?
2piqK, which is a significantly bigger than the
connectivity associated with each vertex, νp1 ´ νqK. This reflects the fact
that in the many-body problem the same final state can be reached with
many different decay processes. The results are nevertheless similar, because
both problems are dominated by very few resonant paths, whereby the large
local connectivity in the many-body problem ensures that different resonant
paths are likely to be uncorrelated, even if they lead to the same final state.
9.2. Possible implications for delocalization in higher dimensions
According to the above calculation, in the dominating decaying processes
only groups of Op1q particle-hole pairs are created at the same time in a local-
ization volume. This suggests that the necklace-type diagrams are diffusing
back and forth a lot. This contrasts with the model of BAA, where the hop-
ping strength between adjacent volumina was assumed to be parametrically
smaller than λ, which favored the particle-hole creation cascade to fully ex-
plore a localization volume before moving on to the next volume. The latter
led them to conjecture a critical exponent for the localization length in higher
dimensions by relating the decay processes of single particle excitations to
self-avoiding random walks. This scenario hardly holds in our model, as the
optimal processes are not of this kind.
10. Finite temperature
So far we have been discussing the convergence of the expansion of inte-
grals of motion in the forward approximation. If the expansion converges,
we have succeeded in constructing a complete set of quasi-local conserved
quantities which entail the absence of transport in whatever state the system
is, in particular at any temperature, including the limit T Ñ 8. Note again,
that the latter limit is meaningful because we work on a lattice on which the
energy density is bounded.
An interesting question arises when we ask about transport at finite tem-
perature, and the possibility of a MBL transition as a function of tempera-
ture, as predicted by BAA. How would this reflect at the level of integrals of
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motion? If there is a finite temperature transition, one expects that the lo-
calized low T phase is still governed by local conservation laws which inhibit
transport, while local integrals of motion do not exist at higher temperature.
Clearly the latter rules out the convergence of the conserved operators in
the operator norm. Rather one has to invoke that the norm of operators
OI,J, when restricted to typical low temperature states, becomes exponen-
tially small in N “ |I|, if the index sets I, J contain a finite fraction of hole
excitations above EF ` T or particle excitations below EF ´ T . This effect
may enhance the convergence of the series expansion. This is certainly so at
the level of the forward approximation where the temperature T essentially
replaces the bandwidth in the analytical estimates of our expansion. This
will lead to a larger domain of (weak) convergence of the operator expansion,
suggesting the possibility of a delocalization transition at finite temperature.
A similar consideration shows that the transition (93) at T “ 8 takes
place in a regime where the operator expansion is not convergent in the
operator norm, but converges only weakly on typical high energy states.
This is due to the Fermi blocking discussed in Sec. 8.3.
Figure 7: Pictorial representation of the supports of two different operators OI,J and
OI1,J1 contributing to the series expansion (28). In the pictures, the wave-functions are
the single particle states contributing to (I, J) and (I1, J1). Both operators involve degrees
of freedom whose maximal distance to the localization center rα is the same: rpI, Jq “
rpI1, J1q; however, the length of the support N of the operators (shaded in the picture)
increases when N grows in the first case, while it remains bounded in the second case.
However, a different scenario is possible as well. The operator series in
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Eq. (28), or subsequences of it, can diverge for two reasons: (i) Either the
amplitude of terms with growing N do not decrease sufficiently fast, and
thus the diameter of the support of these terms grows indefinitely. (ii) There
can be subsequences of (28) whose terms have bounded index level N , but
supports which wander off to infinity. These two possibilities are illustrated
in Fig. 7.
Possibility (i) is what is obtained within the forward approximation. The
fraction of terms at λc, which survive when applied on finite T states, de-
creases rapidly with N . However, such a projector would not affect the
convergence properties of a subsequence of type (ii). Upon restricting to
finite T states the norm of the relevant operators is typically reduced by a
factor, which remains bounded from below. Therefore the series will continue
to diverge despite the projection.
To address the question of whether or not a finite temperature transition
is possible one has to consider the interaction strength λc at which the infinite
T transition takes place, i.e., where the integrals of motion delocalize. If there
is a subsequence of type (ii), which diverges at this point, the delocalization
transition is a function of λ only, but independent of T . In the delocalized
phase (λ ą λc) transport would always remain finite, even though it may
become very inefficient and strongly activated at low T . If instead there
is no subsequence with bounded index cardinality, which diverges at λc, a
transition in temperature should be expected, as predicted by BAA. Such a
transition was recently reported by a numerical study [17].
Physically the scenario (ii) corresponds to transport and delocalization
driven by rare, compact, but mobile regions with a local "temperature" above
the putative Tc. At first sight one is tempted to rule this out because one
would expect such a hot bubble to diffuse and loose its extra energy forever
to the environment. However, the environment being in the supposed MBL
phase cannot transport the extra energy to infinity, and thus there should be
a finite recurrence time until the hot bubble forms again. Whether such a
bubble would nevertheless have to remain localized, or whether its internally
delocalized state would allow it to move around is a difficult open question.
Recently, it was argued that big enough bubbles could undergo resonant
delocalization [49]. At the level of integrals of motion these two scenarii
translate into the above dichotomy about critical subsequences.
Note that a divergence of type (ii) by a set of operators with bounded
support is made less likely by the large parameter K. We in fact invoked
this large parameter to neglect these terms, similarly as BAA. However, it
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is difficult to exclude that there is no such divergent subsequence which
contributes with a finite, but with a relative weight which is parametrically
small in K. In that case, numerical approaches such as [17, 50] would not
capture this divergence.
It would be interesting to revisit the question of the finite T transition also
as a function of density. In the low density limit, the effective connectivity
Keff (resulting from projection onto typical states) can be reduced toKeff ! 1,
in which propagation channels of type (ii) become parametrically favorable,
and may be the ones to induce delocalization - if interactions can induce a
transition at all under such circumstances.
11. Conclusion
In this work we have constructed explicit quasi-local integrals of motion
within the weakly interacting regime, which we argued to imply the absence
of any d.c. transport. We reduced the problem of constructing such operators
to a non-Hermitian hopping problem in operator space, an idea that we hope
to have potential for further more rigorous studies. We have also obtained
an explicit recipe for constructing generalized occupation numbers of a Fermi
insulator order by order in perturbation theory.
We have used the large parameter K (proportional to the number of
sites in a single particle localization volume) to concentrate on processes
where one more particle-hole pair is created at every order of perturbation
theory. Within this forward approximation, and based on an analysis of
rare resonances at large distance, we found an analytical estimate of the
radius of convergence of this perturbative construction, yielding a critical
value of the reduced interaction strength λc “
?
2pi{ pC νp1´ νq2eK logKq
with 10.6 ă C ă 20.25, at infinite T and filling fraction ν, similar to the
prediction by BAA based on the analysis of the life time of a single particle
injection.
We believe that the spatial structure of our integrals of motion provides
a good picture for the "quantum avalanche" created by injection of an extra
particle. We have found that the optimal way of its propagation is by exciting
a necklace of groups of Op1q particle-hole pairs per localization volume. Due
to the meandering of the necklace structure, several groups of such pairs may
be created in the same localization volume, an effect which is enhanced in
low dimensions.
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The convergence of our construction for the local integrals of motion
implies the absence of transport and equilibration at any temperature and
density. Taken as such, it appears to be blind to potential phase transitions
upon varying those parameters. However, projecting the operator series onto
typical states with thermal single particle occupations, one may discuss the
weak convergence of the operator expansion. In this vein, we have discussed
the question of the existence of a genuine finite temperature transition, de-
pending on the properties of the operator series at its critical point at T “ 8.
Further investigations of this question would be interesting.
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Appendix A. Imposing binary spectrum
In this Appendix we show how one can modify, order by order in λ, the
previously obtained integrals of motion in order to fix their spectrum to be
that of occupation numbers, i.e., t0, 1u. This is equivalent to the condition:
I2α “ Iα. (A.1)
This procedure leads to a modified expansion for Iα:
Iα “ nα `
ÿ
mě1
λm∆Bpmqα , (A.2)
with ∆Bpmqα given explicitly in Eqs.(26),(27).
In the following, we work by induction on m. We set ∆Bp0qα “ nα and we
omit the index α for simplicity. We define the truncation to mth order of I:
Iďm ” n`
mÿ
i“1
λi∆Bpiq, (A.3)
and assume that the property (A.1) holds to order Opλm´1q, namely:
pIďm´1q2 “ Iďm´1 ` opλm´1q. (A.4)
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Note that Iď0 is naturally binary, with pIď0q2 “ Iď0.
We denote with ∆Iˆpmq the solution of the equation:
rH0,∆Iˆpmqs ` rU,∆Bpm´1qs “ 0 (A.5)
in the subspace O, cf. Eq. (25), and define
Iˆďm ” Iďm´1 ` λm∆Iˆpmq. (A.6)
The operator Iˆďm is not binary to order Opλmq; however, we show that
it is possible to add to ∆Iˆpmq a suitably chosen operator ∆Kpmq in the kernel
K of the linear map fpXq “ rH0, Xs, so that
Iďm “ Iˆďm ` λm∆Kpmq ” Iďm ` λm∆Bpmq (A.7)
is binary to order Opλmq. To show this, it is sufficient to show that the
difference
´
Iˆďm
¯2 ´ Iˆďm, truncated to order Opλmq, is an element of the
subspace K, i.e.:
rH0, pIˆďmq2s “ rH0, Iˆďms ` opλmq. (A.8)
This holds, since:
pIďmq2 “rpIďm´1q2sm´1 ` λm
mÿ
a“0
∆Bpaq∆Bpm´aq ` opλmq
“Iďm´1 ` λm
mÿ
a“0
∆Bpaq∆Bpm´aq ` opλmq,
(A.9)
where rXsm´1 denotes the restriction of the Taylor series of Xpλq to terms
up to order λm´1. Using the inductive step m´ 1 we have from (A.9)
rH0, pIˆďmq2s “ rH0, Iďm´1s ` λmrH0,
mÿ
a“0
∆Bpaq∆Bpm´aqs ` opλmq, (A.10)
where in the terms with a “ 0,m we have replaced ∆Iˆpmq with ∆Bpmq, since
Eq.(A.10) does not depend on the choice of ∆Kpmq. Given that
rH0,∆Bpaq∆Bpm´aqs “ ∆BpaqrH0,∆Bpm´aqs ` rH0,∆Bpaqs∆Bpm´aq
“ ´∆BpaqrU,∆Bpm´a´1qs ´ rU,∆Bpa´1qs∆Bpm´aq,
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summing over a we get
rH0,
mÿ
a“0
∆Bpaq∆Bpm´aqs “ ´rU,
m´1ÿ
a“0
∆Bpaq∆Bpm´aqs. (A.11)
Using that (A.1) at the inductive step m´ 1 implies
m´1ÿ
a“0
∆Bpaq∆Bpm´aq “ ∆Bpm´1q, (A.12)
and using (A.5), we find
rH0, pIˆďmq2s “ rH0, Iďm´1s ` λmrH0,∆Iˆpmqs ` opλmq
“ rH0, Iˆďms ` opλmq,
(A.13)
which proves (A.8).
A simple computation shows that by choosing:
Iďm ” Iˆďm ` λm `1´ 2∆Bp0q˘ „´Iˆďm¯2 ´ Iˆďm
m
(A.14)
the condition (A.4) is fulfilled to order Opλmq. Eq. (27) follows from noticing
that:„´
Iˆďm
¯2 ´ Iˆďm
m
“
m´1ÿ
i“1
∆Bpiq∆Bpm´iq `
"
∆Bp0q ´ 1
2
,∆Iˆpmq
*
. (A.15)
Appendix B. Local re-summation in the case of small denomina-
tors
In the following we present a simple example in which the perturbative
expansion in λ, Eq. (22), diverges. Suppose that at order n the series expan-
sion contains the term:
Jn ” JnOcα, (B.1)
where O “ c:i1 ¨ ¨ ¨ c:imcj1 ¨ ¨ ¨ cjm´1 is a string of operators with i, j ‰ tα, β, γ, δu,
and that the amplitude Jn “ Opλnq therefore contains the energy denomina-
tor:
Jn9
˜
mÿ
k“1
ik ´
m´1ÿ
k“1
jk ´ α
¸´1
” p∆Eq´1 . (B.2)
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Suppose ∆E to be atypically small. One then easily finds a subsequence of the
series (22), which contains arbitrarily high powers of the small denominator.
Indeed, let us restrict the interaction to the term Uαβ,γδ
´
c:αc
:
βcγcδ ` h.c.
¯
in the interaction U ; higher order terms in the perturbative expansion are
obtained by subsequent application of (25) to Jn; this produces:
Jn`1 ” Jn Uαβ,γδ
∆E` Eαβ,γδ Oc
:
βcγcδ ” Jn`1 Oc:βcγcδ,
Jn`2 ” ´Jn`1Uαβ,γδ
∆E
O pnβp1´ nγqp1´ nδq ` p1´ nβqnγnδq cα,
Jn`3 ” Jn`1
„
Uαβ,γδ
∆E
Uαβ,γδ
∆E` Eαβ,γδ

Oc:βcγcδ,
(B.3)
with Eαβ,γδ “ α` β´ γ´ δ. By iteration of this procedure, a sub-sequence
of operators containing arbitrarily high powers of p∆Eq´1 is generated, pre-
venting the convergence of the series if the term in brackets is larger than
1.
Divergences of this kind are of the same nature as local resonances encoun-
tered in single particle localization [1]. They have to be properly re-summed
for the series expansion to make sense. For example, all terms multiplying
Oc:βcγcδ re-sum into a self-energy correction of the denominator in the first
line of (B.3):
J ” Jn
»– Uαβ,γδ
p∆E` Eαβ,γδq ´ U
2
αβ,γδ
∆E
fiflOc:βcγcδ ” J Oc:βcγcδ. (B.4)
The term in square brackets in (B.4) contains a very large self energy cor-
rection U2αβ,γδ{∆E, which compensates the divergence in Jn when ∆EÑ 0.
Self-energy corrections like this are neglected in the forward approxima-
tion. Their main effect is to weaken the role of small denominators: As
noticed by Anderson, small denominators essentially neutralize themselves
by introducing enormous self-energies for the neighboring sites which then
appear as very large denominators. [1]. The resummation thus increases
the convergence as compared to the naive perturbative expansion in forward
approximation in [1]. In single particle localization problems with large con-
nectivity, the critical hopping is increased by a factor e{2 [45], and a similar
effect is expected here [4].
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Appendix C. Evaluating diagrams as sums over effective paths: a
more involved example
As an additional example for the evaluation of diagrams as sums over
effective paths, we give the explicit expression for effective path weights as-
sociated to diagrams with the geometry of Fig. C.8.
Figure C.8: A diagram with multiple branchings.
For fixed indices on all segments, there are 105 different orderings of the
interactions.9 Their sum has the integral representation:
I0 ptUuq “ lim
Ñ0
ż
dω˜1dω˜2 δ pω˜1 ` ω˜2 ´ E0q
ω˜´1 pω˜´1 ` E˜3qω˜´2 pω˜´2 ` E1q
I1 pω “ ω˜2 ` E1 ` E2q , (C.1)
where ω´i ” ωi´ i, and I1 pωq is the integral representation of the sum of all
the weights of the subdiagram in the dashed frame, with incoming energy ω:
I1 pωq “
ż
dω1dω2dω3 δ pω1 ` ω2 ` ω3 ´ ωq
ω´1 pω´1 ` E˜2qω´2 pω´2 ` E˜1qω´3 pω´3 ` E3qpω´3 ` E3 ` E4q
. (C.2)
By means of the residue theorem, I0 can be rewritten as the sum over
9The interactions in the red dashed frame can be ordered in 15 different ways, for each
of which the interaction U˜3 can be placed in 7 different positions.
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only 8 effective path weights:
I0 ptUuq “ 1
E˜3
1
E0pE0 ` E1qI1pE0 ` E1 ` E1q
´ 1
E˜3
1
pE˜3 ` E0qpE˜3 ` E0 ` E1q
I1pE˜3 ` E0 ` E1 ` E1q
(C.3)
with
I1pωq “ 1
E˜1E˜2
”
fpωq ´ fpω ` E˜1q ´ fpω ` E˜2q ` fpω ` E˜1 ` E˜2q
ı
(C.4)
and
fpXq “ 1
XpX ` E3qpX ` E3 ` E4q . (C.5)
Note that as a function of the Ei and E˜i, I0 has poles only due to denomi-
nators which involve the incoming energy E0, while I0 remains regular as any
of the E˜i Ñ 0, due to cancellations among different terms.
Figure C.9: Diagram with colored branches. The branches with maximal and minimal
(equal to zero) number of interactions along them are colored in red and gray, respectively.
The minimal number of effective paths associated to a diagram equals
to the product of the number of residua of any of the performed integrals.
This number can be determined from the structure of the diagram using the
following rules: First, one eliminates the final leaves which are not associated
to auxiliary frequencies, since they do not contribute with poles in the inte-
gral representation (Fig. C.9 represents the diagram of Fig. C.8, with these
eliminated branches colored in gray). Then, one determines the directed
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path (branch) with the maximal number of interactions along it (red one in
Fig. C.9). The auxiliary frequencies along this path are eliminated integrat-
ing the corresponding δ-functions. All remaining branches contribute one
more residua than interactions along the branch. In the example of Fig. C.9,
the three branches that remain after eliminating the red one contribute 2
residua each. The total number of effective paths is obtained by multiplying
these numbers, which gives 23 “ 8 in the present case.
(a) (b)
Figure C.10: (a) Diagram with the maximal possible number of branchings.
(b) Branches with the same number of interactions are drawn with the same
color.
With the help of these rules, we count the minimal number of effective
paths associated to the maximally branched diagram with N interactions,
shown in Fig. C.10a. We denote this number by |P|.
The maximally branched diagram consists of two regular rooted trees
with LpNq ” logpN ` 1q{log 3 generations. Since the weights of the two
sub-diagrams factorize, we need to count only the effective paths associated
to one of them, and square their number. We therefore consider one sub-
diagram, and organize its branches according to the number of interactions
along it (in Fig. C.10b, branches with the same number of interactions have
the same color). The number l of interactions along a branch ranges from
1 to LpNq ´ 1. There are 2 ¨ 3LpNq´1´l branches with l interactions; each of
them contributes with pl ` 1q residua, yielding a total number of
LpNq´1ź
l“1
2pl ` 1q3LpNq´1´l “ LpNq!3 pLpNq´1q
2
2
ˆ
2?
3
˙LpNq´1
(C.6)
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terms. The total number of effective paths associated to the diagram of
Fig. C.10a is the square of this number, which grows as:
|P| “ exp “plogNq2 log 3` O plogN logplogNqq‰ . (C.7)
As claimed in the main text, this number is sub-exponential in N .
Appendix D. Probability of large deviations in products of corre-
lated denominators
Here we derive the probability of large deviations of effective path weights,
i.e., the product of correlated denominators, as they occur in perturbation
theory in the forward approximation.
We denote by sk “ x1 ` ¨ ¨ ¨ ` xk the partial sums of i.i.d. random
variables xi ” Ei{δξ. Let us assume the xi to be unit Gaussian variables with
probability density
fpxq “ 1?
2pi
e´
x2
2 . (D.1)
Consider the distribution function PNpyq of the random variable
YN ” log
˜
Nź
i“1
1
|si|
¸
“ ´
Nÿ
i“1
log |si|, (D.2)
and its generating function GNpkq
GNpkq ” E
“
e´kYN
‰
. (D.3)
Let us compute GN for N " 1. We start by taking the expectation value
over the joint distribution of xi “ si ´ si´1 (s0 ” 0):
GNpkq “
ż Nź
i“1
fpsi ´ si´1qek log |si|dsi “
ż
ON´1k rf spsNq|sN |kdsN , (D.4)
where the integral operator Ok r¨s acting on a function g is given by
Ok rgs psq “
ż
fps´ xq|x|kgpxqdx. (D.5)
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Consider now the basis of even functions:
gnpxq “ e
´x2
2 x2na
2pip2nq! , n “ 0, 1, . . . . (D.6)
In this basis the linear action of Ok is given by:
Ok rgns pxq “ 1
2pi
ż
e´
1
2
px´yq2e´
y2
2 |y|k`2ndy “
ÿ
mě0
Omnpkqgmpxq, (D.7)
with the matrix
Omnpkq “ 1?
2pi
Γ
`
1`k
2
` n`m˘ap2mq!p2nq! . (D.8)
From (D.4) we thus readily obtain the following expression for GNpkq:
GNpkq “
8ÿ
m“0
`
OpkqN´1˘
m0
am, (D.9)
with ampkq “
ş8
´8 gmpsNq|sN |k dsN “ 2
k`1
2 `m?
2pip2mq!Γ
`
k`1
2
`m˘.
The matrix Omnpkq can be interpreted as a k-dependent Hamiltonian
describing a particle hopping on a semi-infinite open chain with sites labeled
by integers m “ 0, 1, 2, . . . .
The large N behavior of logGN is dominated by the largest eigenvalue
λmaxpkq of O. Since for any k ą ´1, Opkq is symmetric and positive definite,
the Perron-Frobenius theorem ensures that λmaxpkq is positive and unique,
and
GNpkq « cpkq rλmaxpkqsN´1 , (D.10)
where cpkq “ φmax,0 ¨řmě0 amφmax,m, and φmax is the normalized eigenvector
corresponding to λmax.
Numerical results for the maximal eigenvalue are shown in Fig. D.11.
They are obtained by truncating O to an increasing set of basis states (or
chain of sites)m ď L. For k close to the singularity k “ ´1 the results rapidly
converge with increasing size L. In this region, we can extract information
on the limiting curve λmaxpkq from the truncated chain. In particular, we
see from the plot that both the function log λmaxpkq and its negative slope
56
diverge at k “ ´1, which will also follow form the analysis below. Hence,
k Á ´1 is the relevant region for the saddle point approximation of Eq. (65),
if very large deviations y˜ " 1 are considered.
Due to the proximity to a logarithmic divergence at k “ ´1, to order
Op1` kq the eigenstate φmax for k „ ´1 is localized on the first site (n “ 0)
of the corresponding hopping chain:
|φmaxy » |0y, (D.11)
with an eigenvalue
λmaxpkq » Opkq00 “ 1?
2pi
Γ
ˆ
1` k
2
˙
. (D.12)
Figure D.11: Maximal eigenvalue log λmaxpkq computed for truncated matri-
ces Opkq with basis sets of size L “ 120 (red), L “ 200 (green), L “ 300
(blue). Close to the singularity k “ ´1, λmaxpkq converges rapidly with L.
Corrections to the maximal eigenvalue pD.12q can be evaluated pertur-
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batively in the matrix elements Oik‰00 (D.8), which yields
λmaxpkq “ 1?
2pi
Γ
ˆ
1` k
2
˙
` λp2qmaxpkq ` λp3qmaxpkq ` . . .
” 1?
2pi
Γ
ˆ
1` k
2
˙
` δλpkq.
(D.13)
One can show that δλpkq is analytic around k “ ´1 and satisfies δλpk Ñ
´1q Ñ 0. This is due to the fact that in nth order perturbation theory
λ
pnq
max is proportional to denominators of the form 1{On´100 „ pk ` 1qn´1. The
leading term in δλpkq results from:
λp2qmaxpkq “
8ÿ
m“1
p2piq´ 12 “Γ `1`k
2
`m˘‰2
Γ
`
1`k
2
˘ p2mq!´ Γ `1`k
2
` 2m˘ “ 1?2pi pi236pk ` 1q `Opk ` 1q2.
(D.14)
A plot of the corrections to the maximal eigenvalue (D.12) is given in Fig.D.12.
The inverse Laplace transform of the generating function is governed by
φpy˜, kq :“ y˜k ` lim
NÑ8
GNpkq
N
“ y˜k ` log
„
Γ
ˆ
k ` 1
2
˙
`?2piδλpkq

´ 1
2
log 2pi. (D.15)
It has a saddle point at k “ k˚py˜q, determined by
y˜ “ ´ d
dk
"
log
„
Γ
ˆ
1` k
2
˙
`?2piδλpkq
*
k“k˚py˜q
(D.16)
“ ´
$&%12ψp0q
ˆ
1` k
2
˙«
1`
?
2piδλpkq
Γ
`
1`k
2
˘ ff´1 ` ?2piδλ1pkq
Γ
`
1`k
2
˘`?2piδλpkq
,.-
k“k˚py˜q
,
where ψp0qpxq ” d logrΓpxqs{dx.
To isolate the singularity in k “ ´1 we use the Laurent expansion of
ψp0qpxq around x “ 0:
ψp0q
ˆ
1` k
2
˙
“ ´ 2
k ` 1 ´ γ `
pi2
12
pk ` 1q ` Oppk ` 1q3q, (D.17)
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Figure D.12: Comparison between log λmaxpkq obtained numerically for the
truncated matrix (with L “ 300 basis functions) and the analytic expres-
sion logrΓ `k`1
2
˘`?2piδλpkqs with ?2piδλpkq expanded at zeroth (red), first
(brown) and second (orange) order in pk ` 1q.
where γ is the Euler constant. This allows us to recast (D.16) in the following
form:
y˜ “ 1
k˚ ` 1 `Qpk
˚ ` 1q. (D.18)
Here, Qp¨q is an analytic function with expansion:
Qpxq “ γ
2
´ pi
2
18
x` Opx2q. (D.19)
This yields the equation
1` k˚ “ 1
y˜
ˆ
1´ Qpk
˚ ` 1q
y˜
˙´1
, (D.20)
which can be solved by iteration as an expansion in 1{y˜:
1` k˚py˜q “ 1
y˜
` γ
2
1
y˜2
`
ˆ
γ2
4
´ pi
2
18
˙
1
y˜3
` O
ˆ
1
y˜4
˙
. (D.21)
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Expanding (D.15) in powers of k ` 1 and substituting (D.21) we find:
φpy˜, k˚py˜qq “ ´ y˜ ` log y˜ ´ 1
2
log
´ pi
2e2
¯
´ γ
2y˜
` 1
8
ˆ
5pi2
18
´ γ2
˙
1
y˜2
` O
ˆ
1
y˜3
˙
.
(D.22)
Finally, within the saddle point approximation to Eq. (63), for y˜ " 1 we find
the large deviation probability
PN
˜
´ log
«
Nź
i“1
1
|si|
ff
“ Ny˜
¸
“ Cpy˜, Nq
ˆ
2e?
2pi
˙N
y˜Ne´NFpy˜q
„
1` 1
N

,
(D.23)
where
Fpy˜q “ y˜ ` γ
2y˜
´ 1
8
ˆ
5pi2
18
´ γ2
˙
1
y˜2
` O
ˆ
1
y˜3
˙
. (D.24)
The prefactor
Cpy˜, Nq “
ˆ
1
2piNφ
2
Npk˚py˜qq
˙ 1
2 cpk˚py˜qq
λmaxpk˚py˜qq (D.25)
yields only logarithmic corrections to the exponent.
As commented in the main text, when restricting to the linear term in
(D.24), the large deviation statistics for the correlated denominators coin-
cides with that of independent identically distributed energy denominators.
Indeed, from Eqs. (D.10) and (D.12) it follows that to leading order in k` 1
the exponential growth of GN is almost equal to that of the generating func-
tion gNpkq “
”
2
k`1
2 Γ
`
k`1
2
˘ {?2piıN associated with products of N indepen-
dent Gaussian denominators with unit variance. For y˜ " 1, the tail of the
distribution is determined by the residue of the pole of the generation func-
tion at k “ ´1, which is identical in the two cases. Repeating the above
derivation of large deviations for independent denominators with generating
function gNpkq, one finds that it differs from (D.23) at order O
´
1
y˜
¯
: the
tails for correlated denominators are suppressed by a factor exp
´
´N log 2
2
1
y˜
¯
.
The correction δλpkq in (D.13) contributes to (D.24) only at order O p1{y˜2q.
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Appendix E. Some useful combinatoric results for diagrams
Let Tn be the number of tree-like diagrams with a root of connectivity 2,
and n vertices with connectivity 4. These trees are obtained by merging two
trees of branching ratio 3 at the root, and therefore
Tn “
ÿ
n1,n2ě0
n1`n2“n
T pn1qT pn2q, (E.1)
where T pmq is the number of trees with m vertices (including the root) and
branching ratio 3. This number satisfies the recursion equations
T p0q “ 1, (E.2)
T pnq “
ÿ
n1`n2`n3“n´1
T pn1qT pn2qT pn3q. (E.3)
We can define the generating function
T pxq “
ÿ
ně0
xnT pnq, (E.4)
which in virtue of (E.3) satisfies the polynomial equation
T pxq “ 1` xT pxq3. (E.5)
Notice that the first singularity of T pxq is a branch-cut at x “ 4{27, which
implies the large-n behavior T pnq „ p27{4qn. However, we can find the nth
order of the expansion for small x using Lagrange’s inversion theorem for the
inverse function of
xpT q “ T ´ 1
T 3
, (E.6)
expanding around T “ 1 (x “ 0).
This yields
T pnq “ 1
n
lim
TÑ1
„
1
pn´ 1q!
dn´1
dT n´1
ˆ
T ´ 1
xpT q
˙n
“ 1
2n` 1
ˆ
3n
n
˙
. (E.7)
In general, for k-body interactions we have T pnq “ `pk´1qn
n
˘{ppk ´ 2qn ` 1q
diagrams. For k “ 3 these are the numbers of binary trees with n vertices,
or Catalan numbers.
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There are two ways to solve Eq. (E.1) and find Tn. The first one is to no-
tice that its generating function Tpxq satisfies Tpxq “ T pxq2, write Eq. (E.6)
in terms of T and use Lagrange’s inversion theorem again. Alternatively, one
can use the explicit form of T pnq and apply a summation formula for the ratio
of four Γ-functions to obtain:
Tn “ 3
3
2
`3n
pi
Γ
`
n` 2
3
˘
Γ
`
n` 4
3
˘
Γ p2n` 3q „
3
4
c
3
pi
1
n
3
2
ˆ
27
4
˙n
(E.8)
which is the result quoted in the text.
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