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Abstract
We use a generalization of Hoeffding’s inequality to show concentration
results for the free energy of disordered pinning models, assuming only
that the disorder has a finite exponential moment. We also prove some
concentration inequalities for directed polymers in random environment,
which we use to establish a large deviations result for the end position of
the polymer under the polymer measure.
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1 Introduction
Let S = (Sn)n∈N be a symmetric random walk defined on a probability space
(Σ, E ,P) with values in Zd, starting at 0. Let I be a denumerable set, and
let η = (ηk)k∈I be a sequence of i.i.d. random variables defined on another
probability space (Ω,F ,P). The expectation of a function f with respect to
the probability measure P (respectively P) will be denoted by Ef =
∫
Σ
fdP
(respectively Ef =
∫
Ω fdP). We assume that there exists β > 0 such that
Eeβ|ηi| < ∞ for i ∈ I. For every fixed realization of η, we consider functionals
of the form
Y ηn = E exp(H
η
n(S))fn(Sn), (1.1)
where Hηn is a function of the first n terms of S, and fn is a bounded positive
function defined on Rd with P(fn(Sn) > 0) 6= 0. When
I = N, Hηn(S) =
n∑
k=1
(βηk + h)1{Sk=0}, and fn(x) = 1{x=0},
Y ηn is the partition function of the disordered pinning model studied in [5], [6].
When
I = N× Zd, Hηn(S) = β
n∑
j=1
η(j,Sj), and fn = 1,
Y ηn is the partition function of a directed polymer in a random environment. In
this paper we use the exponential inequality for martingales that we obtained in
[10] to prove some concentration properties of the free energy for both models.
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Let us present the two models in more detail. We refer to [5], [6], for a
survey on disordered pinning models. Let S = (Sn)n∈N be a random walk on
Zd starting at 0, defined on a probability space (Σ, E ,P). We suppose that the
increment variables (Sn−Sn−1)n≥1 are independent, symmetric, and have finite
variance. For each β ≥ 0, h ∈ R and η = (ηk)k∈N a sequence of real numbers,
we define the Gibbs measure Pn on Σ by giving its density:
dPn
dP
=
1
Zn
exp(
n∑
k=1
(βηk + h)1{Sk=0})1{Sn=0}, (1.2)
where Zn is the partition function
Zn = E exp(
n∑
k=1
(βηk + h)1{Sk=0})1{Sn=0}. (1.3)
The set τ = {n ≥ 0 : Sn = 0} of visits to 0 is then a renewal process. It means
that if τ = {τ0, τ1, · · · } with τ0 = 0 and τi > τi−1, then (τi− τi−1)i≥1 is an i.i.d.
sequence of positive random variables. Let δn = 1{n∈τ}. Then we can write
dPn
dP
=
1
Zn
exp(
n∑
k=1
(βηk + h)δk)δn, (1.4)
and
Zn = E exp(
n∑
k=1
(βηk + h)δk)δn, (1.5)
without mentioning trajectories S anymore. In the following we consider a
renewal process τ = (τj)j∈N on a probability space (Σ, E ,P) with values in N,
starting with τ0 = 0, and a realization η of an i.i.d. sequence of random variables
on a probability space (Ω,F ,P). For simplicity we write Ef(η) = Ef(η0) for
any f such that f ◦ η0 is integrable. We fix β > 0 and assume that Eeβ|η| <∞.
We denote by λ(β) = lnEeβη the logarithmic moment generating function of η.
Thanks to subadditivity properties it is easily shown that 1
n
E lnZn converges
to a number F (β, h) which is called the free energy of the model, and it is also
known that 1
n
lnZn converges P a.s. towards F (β, h). The function η 7→ lnZn
is Lipschitz with constant C = β
√
n, so if the disorder η is gaussian, then one
can use the concentration property of gaussian measures to deduce that there
exist constants c1, c2 such that
∀x > 0, P( 1
n
|lnZn − E lnZn| > x) ≤ c1 exp(−c2nx
2
β2
). (1.6)
This inequality remains valid if η0 is a bounded variable or if the law of η0
satisfies a log-Sobolev inequality (see [5] for more details). We refer to [8] for a
survey of the concentration measure phenomenon. Here we show that there is
no need to make such assumptions to get exponential concentration of the free
energy. Assuming only that Eeβ|η| < +∞, we prove that the inequality (1.6) is
always valid for small values of x.
Theorem 1.1 Assume that Eeβ|η| < +∞ and set K = 2max(eh+λ(β), 1) ×
max(e−h+λ(−β), 1). Then for all n ≥ 1,
E exp(±t(lnZn − E lnZn)) ≤ exp(nKt2) for all t ∈ [0, 1] (1.7)
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and
P(± 1
n
(lnZn − E lnZn) > x) ≤


exp(−nx
2
4K
) if x ∈ (0, 2K],
exp(−n(x−K)) if x ∈ (2K,∞).
(1.8)
We refer to [4] for a review of directed polymers in random environment.
In this model we consider S = (Sn)n∈N the simple random walk on Z
d starting
at 0, defined on a probability space (Σ, E ,P). Let η = (η(n, x))(n,x)∈N×Zd be
a sequence of real-valued, non-constant and i.i.d. random variables defined on
another probability space (Ω,F ,P). The path S represents the directed polymer
and η the random environment. For n > 0, let Σn be the set of paths of length
n, and define the random polymer measure Pn on the path space (Σ, E) by
dPn
dP
(S) =
1
Zn
exp(βHn(S)), (1.9)
where β ∈ R is the inverse temperature,
Hn(S) =
n∑
j=1
η(j, Sj), and Zn = E exp(βHn(S)). (1.10)
In other words, for a given realisation of the environment η, the measurePn gives
to a polymer chain S having an energy −Hn(S) at temperature T = 1β , a weight
proportional to eβHn(S) (configurations of lowest energy are the most probable).
For simplicity we write Ef(η) = Ef(η(0, 0)) for any f such that f ◦ η(0, 0) is
integrable. Let λ(β) = lnEeβη be the logarithmic moment generating function
of η. We shall use the point to point partition function:
Zn(x, y) = Zn(x, y; η) = E
x exp(β
n∑
j=1
η(j, Sj))1Sn=y, (1.11)
where Ex is the expectation with respect to Px, the measure of the random
walk starting from x. The Markov Property of the simple random walk yields
that
Zn+m(x, z) =
∑
y
Zn(x, y; η)Zm(y, z; Θnη), (1.12)
where Θn denotes the shift operator
Θnη(i, x) = η(i + n, x).
It is well known that this implies that the sequence E lnZn is superadditive,
hence the limit
p(β) = lim
n→∞
1
n
E ln(Zn) = sup
n
1
n
E ln(Zn) ∈ (−∞, λ(β)] (1.13)
exists. It is called the free energy of the polymer. The function η 7→ lnZn is
Lipschitz with constant C = β
√
n, so if the disorder η is gaussian, then the
concentration inequality (1.6) holds true ([2], Proposition 2.3), and therefore
1
n
lnZn converges P a.s. towards p(β). Using an inequality due to Lesigne and
3
Volny ([9]), Comets, Shiga and Yoshida ([3]) proved that if Eeβ|η| < +∞ for all
β > 0, then for every x > 0, there exists n0 ∈ N∗ such that for any n ≥ n0,
P(| 1
n
lnZn − 1
n
E lnZn| > x) ≤ exp(−n
1
3 x
2
3
4
), (1.14)
which again allows them to prove that 1
n
lnZn converges P a.s. towards p(β).
We improved this result in [10] by showing that if Eeβ|η| <∞ for a fixed β > 0,
then there exists K > 0 such that for all n ≥ 1,
P(± 1
n
(lnZn − E lnZn) > x) ≤


exp(−nx
2
4K
) if x ∈ (0, 2K],
exp(−n(x−K)) if x ∈ (2K,∞).
Here we extend this concentration property to functions of the form lnYn =
lnEfn(Sn) exp(βHn(S)), where (fn) is any sequence of bounded positive func-
tions such that P(fn(Sn) > 0) 6= 0.
Theorem 1.2 Assume that Eeβ|η| < +∞ and set K = 2 exp(λ(−β)) + λ(β)).
Let fn be a sequence of bounded positive functions on R
d such that for all n ≥ 1,
P(fn(Sn) > 0) 6= 0. Set Yn = Efn(Sn)eβHn(S). Then for all n ≥ 1,
Ee±t(lnYn−E lnYn) ≤ exp(nKt2) for all t ∈ [0, 1], (1.15)
and
P(± 1
n
(lnYn − E lnYn) > x) ≤


exp(−nx
2
4K
) if x ∈ (0, 2K],
exp(−n(x−K)) if x ∈ (2K,∞).
(1.16)
In [2], Carmona and Hu consider a gaussian environment and show among
other things a large deviations result for the end position Sn of the polymer
under the polymer measure Pn ([2], Theorems 1.1 and 1.2). Their proof relies
on the concentration inequality (1.6). Here we prove that their large deviations
result holds for every environment such that Eeβ|η| < ∞. Let Bd = {x ∈
Rd; ‖x‖1 = |x1| + · · · + |xd| ≤ 1} be the closed unit ball of Rd in the l1-norm,
B˚d be the corresponding open ball.
Theorem 1.3 Let β > 0 and assume that Eeβ|η| < +∞. Then there exists a
convex rate function Iβ : Bd → [0, ln(2d) + p(β)] such that P a.e.,
lim sup
n→∞
1
n
lnPn(
Sn
n
∈ F ) ≤ − inf
x∈F
Iβ(x) for F closed ⊂ Bd, (1.17)
lim inf
n→∞
1
n
lnPn(
Sn
n
∈ G) ≥ − inf
x∈G
Iβ(x) for G open ⊂ Bd. (1.18)
Theorem 1.4 Let β > 0 and assume that Eeβ|η| < +∞. Then for every x ∈
B˚d ∩Qd,
lim
n→∞
1
n
lnPn(
Sn
n
= x) = −Iβ(x) P a.s., (1.19)
where we take the limit along n such that P(Sn = nx) > 0. Moreover, Iβ(0) = 0,
Iβ(x1, · · · , xd) = Iβ(±xσ(1), · · · ,±xσ(d)) for any permutation σ of {1, · · · , d},
and for e1 = (1, 0, · · · , 0) ∈ Zd, we have
Iβ(e1) = ln(2d) + p(β). (1.20)
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The paper is organized as follows. In a first part we recall in a simpler form a
theorem of [10], which gives optimal conditions on the martingaleMn to provide
exponential bounds for P(Mn
n
> x). In the second part we prove Theorem 1.1
by writing lnZn − E lnZn as a sum of (Fj)1≤j≤n martingale differences, where
Fj = σ(ηi : 1 ≤ i ≤ j), and showing that the conditional exponential moments
of the martingale differences are uniformly bounded. In the third part we prove
in a similar manner Theorem 1.2 by writing lnYn−E lnYn as a sum of (Fj)1≤j≤n
martingale differences, using this time the filtration Fj = σ(η(i, x) : 1 ≤ i ≤
j, x ∈ Zd). In the last part we explain how to use our concentration results
(1.16) of Theorem 1.2 to prove Theorem 1.3 and Theorem 1.4.
2 Exponential inequalities for martingales
Let (Ω,F ,P) be a probability space and let F0 = {∅,Ω} ⊂ F1 ⊂ · · · ⊂ Fn be
an increasing sequence of sub-σ-fields of F . Let X1, ..., Xn be a sequence of
real-valued martingale differences defined on (Ω,F ,P), adapted to the filtration
(Fk): that is, for each 1 ≤ k ≤ n, Xk is Fk measurable and E(Xk|Fk−1) = 0.
Set
Mn = X1 + ...+Xn. (2.1)
If the martingale differences Xi are uniformly bounded by a constant a, then
Azuma-Hoeffding’s inequality ([7],[1]) states that
P(
Mn
n
> x) ≤ e−nx
2
a2 . (2.2)
Lesigne and Volny´ proved ([9]) that if for some constant K > 0 and all k =
1, ..., n,
Ee|Xk| ≤ K, (2.3)
then for any x > 0,
P(
Mn
n
> x) = O(e−
1
4
x2/3n1/3). (2.4)
They also showed that this is the best possible inequality that we can have
under the condition (2.3), even in the class of stationary and ergodic sequences of
martingale differences, in the sense that there exist such sequences of martingale
differences (Xi) satisfying (2.3) for some K > 0, but
P(
Mn
n
> 1) > e−cn
1/3
(2.5)
for some constant c > 0 and infinitely many n. We showed in [10] that the best
condition for having an exponential inequality of the form
P(
Mn
n
> x) ≤ Ce−c(x)n
is to replace the expectation in (2.3) by the conditional one given Fk−1. We
recall rapidly one of our results, presented in a slightly simpler form, and its
proof ([10], Theorem 2.1).
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Theorem 2.1 Let (Xi)1≤i≤n be a finite sequence of martingale differences. If
for some constant K > 0 and all i = 1, ..., n,
E(e|Xi||Fi−1) ≤ K a.s., (2.6)
then:
Ee±tMn ≤ exp(nKt2) for all t ∈ [0, 1], (2.7)
and
P(
±Mn
n
> x) ≤


exp(−nx
2
4K
) if x ∈ (0, 2K],
exp(−n(x−K)) if x ∈ (2K,∞).
(2.8)
We need the following simple lemma.
Lemma 2.2 Let X be a real-valued random variable defined on some probability
space (Ω,F ,P), with EX ≤ 0 and Ee|X| ≤ K for some K > 0. Then for all
t ∈ [0, 1],
EetX ≤ exp(Kt2). (2.9)
Proof. Let t ∈ [0, 1]. Since EX ≤ 0, we have:
EetX =
∞∑
k=0
tkE
Xk
k!
≤ 1 +
∞∑
k=2
tkE
Xk
k!
≤ 1 + t2
∞∑
k=2
E
|X |k
k!
≤ 1 + t2Ee|X| ≤ 1 +Kt2 ≤ exp(Kt2).
Proof of Theorem 2.1. By Lemma 2.2, we obtain that for every i and for
every t ∈ (0, 1),
E(etXi |Fi−1) ≤ exp(Kt2) a.s.
By induction on n we get immediately (2.7) for +Mn. Then ∀x > 0, ∀t ∈ [0, 1],
P(
Mn
n
> x) = P(etMn > etnx) ≤ e−ntxEetMn ≤ exp(−n(tx−Kt2)).
As
sup
t∈[0,1]
(tx−Kt2) =


x2
4K
if x ∈ (0, 2K],
x−K if x ∈ (2K,∞),
(2.10)
we obtain (2.8) for +Mn. We apply the same argument to the sequence (−Xi)
and obtain the full inequalities (2.7) and (2.8).
3 Disordered pinning model: proof of Theorem
1.1
We write lnZn − E lnZn as a sum of (Fj)1≤j≤n martingale differences:
lnZn − E lnZn =
n∑
j=1
Vn,j , with Vn,j = Ej lnZn − Ej−1 lnZn, (3.1)
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where Ej denotes the conditional expectation with respect to P given Fj , Fj =
σ(ηi : 1 ≤ i ≤ j). Theorem 1.1 is then a direct consequence of Theorem 2.1. All
we have to do is to check condition (2.6), which is done in the following lemma.
Lemma 3.1 For every 1 ≤ j ≤ n, we have:
Ej−1 exp(|Vn,j |) ≤ K := 2max(eh+λ(β), 1)×max(e−h+λ(−β), 1). (3.2)
Proof. Let us define
Zn,j = E exp(
n∑
k=1,k 6=j
(βηk + h)δk)δn. (3.3)
Since Ej−1 lnZn,j = Ej lnZn,j , we have:
Vn,j = Ej ln
Zn
Zn,j
− Ej−1 ln Zn
Zn,j
, (3.4)
therefore
Ej−1 exp(Vn,j) = exp(−Ej−1 ln Zn
Zn,j
)Ej−1 exp(Ej ln
Zn
Zn,j
). (3.5)
Using Jensen’s inequality and the fact that Fj−1 ⊂ Fj, we get:
Ej−1 exp(Vn,j) ≤ Ej−1( Zn
Zn,j
)−1Ej−1
Zn
Zn,j
. (3.6)
Now let us write
Zn
Zn,j
= α0 + α1 exp(βηj + h), (3.7)
with
αl =
E exp(
∑n
k=1,k 6=j(βηk + h)δk)δn1δj=l
Zn,j
for l = 0, 1. (3.8)
We consider the σ-algebra Fn,j = σ(ηk; 1 ≤ k ≤ n, k 6= j). Then Fj−1 ⊂ Fn,j
and, therefore,
Ej−1
Zn
Zn,j
= Ej−1E(α0 + α1 exp(βηj + h) | Fn,j)
= Ej−1(α0 + α1 exp(λ(β) + h))
= Ej−1α0 + Ej−1(α1) exp(λ(β) + h).
As α0 + α1 = 1 we deduce that
Ej−1
Zn
Zn,j
≤ max(eh+λ(β), 1). (3.9)
For the same reason, and using the convexity of the inverse function, we obtain
(
Zn
Zn,j
)−1 = (α0 + α1 exp(βηj + h))
−1
≤ α0 + α1 exp(−βηj − h).
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The same reasoning as before then leads to
Ej−1(
Zn
Zn,j
)−1 ≤ max(e−h+λ(−β), 1). (3.10)
Combining (3.6), (3.9) and (3.10) we get the inequality
Ej−1 exp(Vn,j) ≤ max(eh+λ(β), 1)max(e−h+λ(−β), 1). (3.11)
The same inequality holds with −Vn,j instead of Vn,j , from which we deduce
(3.2).
We conclude this section by noticing that the concentration inequality (1.8)
implies immediately the following convergence result.
Corollary 3.2 Assume that Eeβ|η| < +∞. Then:
lnZn
n
− E lnZn
n
→ 0 a.s. and in Lp, p ≥ 1. (3.12)
4 Directed polymers in random environment:
proof of Theorem 1.2
The proof of Theorem 1.2 follows the same line as the proof of Theorem 1.1.
We write lnYn − E lnYn as a sum of (Fj)1≤j≤n martingale differences:
lnYn − E ln Yn =
n∑
j=1
Vn,j , with Vn,j = Ej lnYn − Ej−1 lnYn, (4.1)
where this time Ej denotes the conditional expectation with respect to P given
Fj , Fj = σ(η(i, x) : 1 ≤ i ≤ j, x ∈ Zd). According to Theorem 2.1, to prove
Theorem 1.2 we only have to bound the conditional exponential moments of the
martingale differences, which is done in the following lemma.
Lemma 4.1 For every 1 ≤ j ≤ n, we have:
Ej−1 exp(|Vn,j |) ≤ K := 2 exp(λ(β) + λ(−β)). (4.2)
Proof. For every 1 ≤ j ≤ n, we define
Hn,j(S) =
∑
1≤k≤n,k 6=j
η(k, Sk) and Yn,j = Efn(Sn) exp(βHn,j(S)). (4.3)
Since Ej−1 lnYn,j = Ej lnYn,j , we obtain as in Lemma 3.1 that
Ej−1 exp(Vn,j) ≤ Ej−1( Yn
Yn,j
)−1Ej−1
Yn
Yn,j
. (4.4)
Now let us write
Yn
Yn,j
=
∑
x∈Zd
αx exp(βη(j, x)), (4.5)
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with
αx =
Efn(Sn)e
βHn,j(S)1Sj=x
Yn,j
. (4.6)
We consider the σ-algebra Fn,j = σ(η(k, x); 1 ≤ k ≤ n, k 6= j, x ∈ Zd). Us-
ing that Fj−1 ⊂ Fn,j, the αx are En,j-measurable, and the exp(βη(j, x)) are
independent of En,j , we obtain:
Ej−1
Yn
Yn,j
= Ej−1E(
∑
x∈Zd
αx exp(βη(j, x)) | Fn,j)
= Ej−1
∑
x∈Zd
αx exp(λ(β)).
As
∑
x∈Zd αx = 1, we get
Ej−1
Yn
Yn,j
= exp(λ(β)). (4.7)
The inverse function is convex and
∑
x∈Zd αx = 1, therefore
(
Yn
Yn,j
)−1 = (
∑
x∈Zd
αx exp(βη(j, x)))
−1
≤
∑
x∈Zd
αx exp(−βη(j, x)).
The same reasoning as before then leads to
Ej−1(
Yn
Yn,j
)−1 ≤ exp(λ(−β)). (4.8)
Combining (4.4), (4.7) and (4.8) we get the inequality
Ej−1 exp(Vn,j) ≤ exp(λ(β) + λ(−β)). (4.9)
The same inequality holds with −Vn,j instead of Vn,j , from which we deduce
(4.2).
As in the preceding section, we notice that the concentration inequality
(1.16) implies immediately that lnYn
n
−E lnYn
n
converges to 0 a.s. and also in Lp
for all p ≥ 1. In particular, when fn = 1, we conclude that lnZnn converges P a.s.
towards p(β). In the same manner, if the sequence E lnYn is superadditve, then
it converges towards a limit L(β), and the concentration inequality (1.16) implies
that lnYn
n
converges P a.s. towards L(β). Let us denote by Enf =
∫
fdPn
the expectation of a function f with respect to the polymer measure Pn. In
particular, with the notations of Theorem 1.2, we have Enfn(Sn) =
Yn
Zn
, and we
can deduce from Theorem 1.2 the following result, which will be used repeatedly
in the next section.
Corollary 4.2 Assume that Eeβ|η| < +∞. Let (fn) be a sequence of bounded
positive functions on Rd such that for all n ≥ 1, P(fn(Sn) > 0) 6= 0. Set
Yn = Efn(Sn)e
βHn(S). Then:
lnYn
n
− E lnYn
n
→ 0 a.s. and in Lp for all p ≥ 1. (4.10)
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If moreover the sequence E lnYn is superadditive, then the limit
L(β) = lim
n→+∞
1
n
E lnYn = sup
n≥1
1
n
E lnYn (4.11)
exists, so does the limit
lim
n→+∞
1
n
E lnEnfn(Sn) = L(β)− p(β), (4.12)
and then:
lim
n→+∞
1
n
lnEnfn(Sn) = L(β)− p(β) a.s. and in Lp, for all p ≥ 1. (4.13)
5 Large deviations for directed polymers in ran-
dom environment
Theorems 1.3 and 1.4 are proved in [2] (Theorems 1.1 and 1.2) in the case
where (η(n, x))(n,x)∈N×Zd are i.i.d. N (0, 1) gaussian random variables. Their
proofs rely essentially on subadditivity, and on the concentration property of
the gaussian measure. We can extend it to the case of a general environment,
assuming only that Eeβ|η| < +∞, because the subaddivity arguments are still
valid, and Theorem 1.2 provides the concentration properties we need. More
precisely we shall use several times (that is for several different sequences (fn)’s)
Corollary 4.2. Without loss of generality we shall assume that Eη = 0. Our
proof of Theorems 1.3 and 1.4 are essentially the same as Theorems 1.1 and 1.2
of [2], so we won’t detail them. Instead let us give two lemmas which illustrate
how Theorem 1.2 is used. In Lemma 3.1 Carmona and Hu establish that for
any λ > 0, for any x ∈ Bd and any sequence xn ∈ Rd satisfying xn/n→ x, the
following limit exists thanks to subadditivity:
lim
n→+∞
E lnEe−λ‖Sn−xn‖1eβHn(S)
n
= φλ(x). (5.1)
We first consider fn(z) = e
−λ‖z−xn‖1 , where λ > 0 and xn ∈ Rd, and applying
Corollary 4.2 we obtain:
Lemma 5.1 For any x ∈ Bd and any sequence xn ∈ Rd satisfying xn/n → x,
the following limits exist a.s. and in Lp, for all p ≥ 1:
lim
n→+∞
− 1
n
lnEne
−λ‖Sn−xn‖1 = p(β)− φλ(x). (5.2)
The function I
(λ)
β = p(β) − φλ(x) is nondecreasing in λ. The function
Iβ = sup
λ>0
I
(λ)
β
is then convex and lower semicontinous on Bd with values in [0, p(β) + ln(2d)],
and this is the rate function which existence is claimed in Theorem 1.3. We
consider now successively fn(z) = 1{‖z−nx‖1≤nε}, where x ∈ Bd and ε > 0, and
fn(z) = 1{‖z−nx‖1<nε}.
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Lemma 5.2 For any x ∈ Bd and any ε > 0, the following limits exist:
Lβ(x, ε) = lim
n→+∞
1
n
E lnEn1{‖Sn−nx‖1≤nε}, (5.3)
and
Lβ(x, ε) = lim
n→+∞
1
n
lnEn1{‖Sn−nx‖1≤nε} a.s. and in L
p, for all p ≥ 1, (5.4)
as well as
L˚β(x, ε) = lim
n→+∞
1
n
E lnEn1{‖Sn−nx‖1<nε}, (5.5)
and
L˚β(x, ε) = lim
n→+∞
1
n
lnEn1{‖Sn−nx‖1<nε} a.s. and in L
p, for all p ≥ 1. (5.6)
Proof of Lemma 5.2. Let us fix x ∈ Bd and ε > 0. We set
Yn = E1{‖Sn−nx‖1≤nε}e
βHn(S), vn = E lnYn,
and show that vn is superadditive. The method of proof is the same as for
proving that E lnZn is superadditive. If ‖Sn − nx‖1 ≤ nε and ‖(Sn+m − Sn)−
mx‖1 ≤ mε then ‖Sn+m − (n+m)x‖1 ≤ (n+m)ε, so we have
1{‖Sn+m−(n+m)x‖1≤(n+m)ε} ≥ 1{‖Sn−nx‖1≤nε} × 1{‖Sn+m−Sn−mx‖1≤mε}. (5.7)
Therefore
Yn+m ≥ E1{‖Sn−nx‖1≤nε}eβHn(S) × 1{‖Sn+m−Sn−mx‖1≤mε}eβ
∑n+m
i=n+1 η(i,Si).
(5.8)
The right handside is equal to
∑
y∈Zd
E1{‖Sn−nx‖1≤nε}e
βHn(S)1{Sn=y}E
y1{‖Sm−mx‖1≤mε}e
β
∑m
i=1 η(n+i,Si).
(5.9)
Let σn be the probability measure defined on Σ by
dσn
dP
(S) =
1{‖Sn−nx‖1≤nε}e
βHn(S)
Yn
. (5.10)
Then (5.8) and (5.9) imply
Yn+m ≥
∑
y∈Zd
σn(Sn = y)YnE
y1{‖Sm−mx‖1≤mε}e
β
∑m
i=1 η(n+i,Si). (5.11)
Using the concavity of the logarithm we obtain
lnYn+m ≥ lnYn +
∑
y∈Zd
σn(Sn = y) lnE
y1{‖Sm−mx‖1≤mε}e
β
∑m
i=1 η(n+i,Si).
(5.12)
We take the conditional expectation with respect to P given Fn (recall that En
denotes the conditional expectation with respect to P given Fn, Fn = σ(η(i, x) :
1 ≤ i ≤ n, x ∈ Zd), and we obtain the following inequality
En lnYn+m ≥ lnYn + E lnYm. (5.13)
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Integrating with respect to P we conclude that (vn) is superadditive:
vn+m ≥ vn + vm.
Therefore the limit
lβ(x, ε) = lim
n→+∞
vn
n
= sup
n≥1
vn
n
(5.14)
exists, and so does, by Corollary 4.2, the limit
Lβ(x, ε) = lim
n→+∞
1
n
lnEn1{‖Sn−nx‖1≤nε} P a.s. and in L
p for all p ≥ 1, (5.15)
with
Lβ(x, ε) = lβ(x, ε)− p(β).
The proof of (5.5) and (5.6) is the same as for (5.3) and (5.4).
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