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Incomplete determinantal processes: from
random matrix to Poisson statistics
Gaultier Lambert∗†
Abstract
We study linear statistics of a class of determinantal processes which
interpolate between Poisson and GUE/Ginibre statistics in dimen-
sion 1 or 2. These processes are obtained by performing an indepen-
dent Bernoulli percolation on the particle configuration of a Coulomb
gas with logarithmic interaction confined in a general potential. We
show that, depending on the expected number of deleted particles,
there is a universal transition for mesoscopic statistics. Namely, at
small scales, the point process still behaves like a Coulomb gas, while,
at large scales, it needs to be renormalized because the variance of
any linear statistic diverges. The crossover is explicitly characterized
as the superposition of a H1/2- or H1- correlated Gaussian noise and
an independent Poisson process. The proof consists in computing
the limits of the cumulants of linear statistics using the asymptotics
of the correlation kernel of the process.
1 introduction
In this notes, we consider a log-gas, also called β-ensemble or one component
plasma, in dimension 1 or 2 at inverse temperature β = 2. Let X = R or C
equipped with the Lebesgue measure dµ = dx or the area measure dµ = dA =
rdrdθ
π respectively, and let V : X→ R be a continuous function such that there
exists ν > 0 so that
V (z) ≥ (1 + ν) log |z| as |z| → ∞. (1.1)
We consider the probability measure on XN with densityGN (x) = e
−βH NV (x)/ZNV
where the Hamiltonian is
H NV (x) =
∑
1≤i<j≤N
log |xi − xj |−1 +N
N∑
j=1
V (xj). (1.2)
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The condition β = 2 implies that if the configuration (λ1, . . . , λN ) is distributed
according to GN , then the point process Ξ :=
∑N
k=1 δλk is determinantal with
a correlation kernel:
KNV (z, w) =
N−1∑
k=0
ϕk(z)ϕk(w) (1.3)
with respect to µ. Moreover, for all k ≥ 0,
ϕk(x) = Pk(x)e
−NV (x), (1.4)
where {Pk}∞k=0 is the sequence of orthonormal polynomials with respect to the
weight e−2NV (x) on L2(µ). It turns out that when β = 2, the Hamiltonian
(1.2) also describes the eigenvalues of the ensembles of Hermitian (or complex
normal) matrices with weight e−2NV (M) on X = R (or X = C). In particular,
when V (z) = |z|2, these correspond to the well-know Gaussian Unitary (GUE)
or Ginibre ensembles respectively.
In the following, we consider the so-called incomplete or thinned point process
which arises after performing a Bernoulli percolation on the configuration of the
process Ξ. This process, denoted by Ξˆ, is obtained by deleting independently
each particle with probability qN or by keeping it with probability pN = 1− qN
and it is determinantal with correlation kernel pNK
N
V (z, w); see the appendix A
for a background overview. This procedure was introduced in context of random
matrix theory by Bohigas and Pato, [7, 8], in order to investigate a crossover
to Poisson statistics. These types of transitions are supposed to arise in various
context in statistical physics, such as the Anderson metal-insulator transition,
the crossover from chaotic to regular dynamics in the theory of quantum bil-
liards, or in the spectrum of certain band random matrices, see [45, 23, 24] and
reference therein. Although such transitions are believed to be non-universal,
the model of Bohigas and Pato is arguably one of the most tractable to study
this phenomenon because it is determinantal. Note that, based on the theory
of [26], an alternative correlation kernel for this process is given by
K̂NV (z, w) =
∞∑
k=0
Jkϕk(z)ϕk(w) (1.5)
where (Jk)
∞
k=1 is a sequence of i.i.d. Bernoulli random variables with expected
values E[Jk] = pN1k<N . This shows that removing particles builds up ran-
domness in the system and when the disorder becomes sufficiently strong, it
will behave like a Poisson process rather than according to random matrix the-
ory. This heuristics applies to general determinantal processes as well and it
is straightforward to check that the method presented in section 2 also applies
to the sine or the ∞-Ginibre processes which describes the local limits of the
log-gases in dimensions 1 and 2 respectively. In fact, this paper is motivated
by an analogous result obtained recently by Berggren and Duits for smooth lin-
ear statistics of the incomplete sine and CUE processes, [5]. Based on the fact
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that these processes come from integrable operators, they fully characterized the
transition for a large class of mesoscopic linear statistics using the corresponding
Riemann-Hilbert problem described in [19]. In particular, they obtain analo-
gous crossover for both models and suggested that this should be universal for
thinned point processes coming from random matrix theory. Prior to [5], they
have also been results for the gap probabilities of the critical thinned ensembles.
In [12, 13], for the sine process, Deift et al. computed very detailed asymptotics
for the crossover from the Wigner surmise to the exponential distribution mak-
ing rigorous a prediction of Dyson, [22], and Charlier and Claeys obtained an
analogous result for the CUE, [16]. The contribution of this paper is to elabo-
rate on universality for smooth linear statistics of β-ensemble in dimension 1 or
2 when β = 2. Although our proof still relies on the determinantal structure of
these models, instead of the connection with Riemann-Hilbert problems used in
the previous works, we apply the cumulants method, which has a combinatorial
flavor and appears to be robust to study the asymptotic fluctuations of smooth
linear statistics.
To keep the proofs as simple as possible, we will restrict ourself to real-analytic V ,
although the results should be valid for more general potential as well (specially
in dimension 1 where the asymptotics of the correlation kernels have been stud-
ied in great generality). We keep track of the crossover by looking at linear
statistics Ξ̂(f) of smooth test functions. The random matrix regime is charac-
terized by the property that the fluctuations of the random variable Ξ̂(f) are
of order 1 and described by a universal Gaussian noise as the number of par-
ticles N → ∞. On the other hand, in the Poisson regime, the variance of any
non-trivial statistic diverges and, once properly renormalized, the point process
converges to a white noise. In the remainder of this introduction, we will for-
mulate our assumptions and limit theorems for the 2-dimensional log-gases. We
refer to section 4 and 5 for the analogous results in dimension 1. The proofs
consist in applying the cumulant method introduced by Soshnikov, [43], to de-
scribe the asymptotic laws of linear statistics of the incomplete process Ξ̂. The
details of our strategy are explained in section 2 and, in particular, they do not
depend on the dimension.
In what follows, we let Ck0 (S ) be the set of function with k continuous derivatives
and compact support in S ⊂ X and we use the notation:
∂ = (∂x − i∂y)/2 , ∂ = (∂x + i∂y)/2 and ∆ = ∂∂.
If the potential V is real-analytic and satisfies the condition (1.1), then the log-
gas is asymptotically distributed on a compact set DV ⊂ C which is called the
droplet and its equilibrium density is given by ̺V := 2∆V 1DV with respect to
the area measure dA. Note that this density may vanish inside the droplet and
the bulk is defined by
SV := D
◦
V ∩
{
z ∈ C : ∆V (z) > 0}. (1.6)
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It is well known that the fluctuations of the eigenvalues of normal random matri-
ces around the equilibrium configuration are described by a centered Gaussian
process X with correlation structure:
E
[
X(f)X(g)
]
=
1
4
ˆ
C
∇f(z) · ∇g(z) dA(z) =
ˆ
C
∂f(z)∂g(z)dA(z), (1.7)
for any (real-valued) smooth functions f and g. Modulo constant functions, the
RHS of formula (1.7) defines an Hilbert space, denoted H1(C), with norm:
‖f‖2H1(C) =
ˆ
C
|∂f(z)|2 dA(z). (1.8)
It was proved in [3] that for any smooth function f with compact support,
Ξ(f)− E[Ξ(f)]⇒ X(f †) (1.9)
as N → ∞, where f † is the (unique) continuous and bounded function on C
such that f † = f on the droplet DV and ∆f † = 0 on C\DV . This CLT was first
established for the Ginibre process by Rider and Vira`g in [40] for C1 test func-
tion with at most exponential growth at infinity. Moreover, if supp(f) ⊂ SV ,
then the function f † = f on C and the CLT was obtained previously in the
paper [2] from which part of the method below is inspired.
We now come to our results. In order to describe the crossover, let Λη be a mean-
zero Poisson process with intensity η ∈ L∞(X). This process is characterized
by the fact that for any function f ∈ C0(X), we have
logE
[
expΛν(f)
]
=
ˆ
X
(
ef(z) − 1− f(z))η(z)dµ(z). (1.10)
Theorem 1.1. Let X be a H1-Gaussian noise and Λτ̺V be an independent
Poisson process with intensity τ̺V where τ > 0 defined on the same probability
space. Let f ∈ C30(SV ), pN = 1 − qN , and let TN = NqN . As N → ∞ and
qN → 0, we have
Ξ̂(f)− E[Ξ̂(f)]⇒ X(f) if TN → 0, (1.11)
Ξ̂(f)− E[Ξ̂(f)]√
TN
⇒ N
(
0,
ˆ
f(z)2̺V (z)dA(z)
)
if TN →∞, (1.12)
Ξ̂(f)− E[Ξ̂(f)]⇒ X(f) + Λτ̺V (−f) if TN → τ. (1.13)
The proof of theorem 1.1 relies on the approximation of the correlation kernel
KNV used in [2], see lemma 3.1 below, and it restricts us to work with test func-
tions which are supported inside the bulk. However, the result should be true
for general functions if we replace f by f † on the RHS of (1.11) and (1.13).
In fact, for the Ginibre ensemble, V (z) = |z|2, or other nice rotationally in-
variant potential, one can also apply the combinatorial method of [40] to prove
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the counterpart of theorem 1.1 for any test function f(z) which is a bi-variate
polynomial in z and z.
In the regime NqN → 0, virtually no particles are deleted and linear statistics
behave according to random matrix theory. On the other hand, in the regime
NqN →∞, the variance of any linear statistic diverges and the random variable
Ξˆ(f) has to be normalized to get a classical CLT. Moreover, formula (1.12) shows
that the normalized process converges to a white noise supported on the droplet
DV whose intensity is the equilibrium measure ̺V . In the critical regime, when
the expected number of deleted particles equals τ > 0, (1.13) shows that the
limiting process is the superposition of a H1-correlated Gaussian noise and an
independent mean-zero Poisson process applied to −f . Finally, by using formula
(1.10), it is not difficult to check that, as τ →∞, the random variable
Λτ̺V (−f)/
√
τ ⇒ N
(
0,
ˆ
f(z)2̺V (z)dA(z)
)
,
so that the critical law interpolates between the regimes (1.11) and (1.12).
The counterpart of theorem 1.1 also holds in the mesoscopic regime. The density
of the log-gas is of order N and one can also investigate statistics by zooming
in the bulk of the process. Namely, if LN ր ∞, x0 ∈ SV , and f ∈ C0(C), we
consider the test function
fN(z) = f
(
LN (z − x0)
)
. (1.14)
The regime LN = N
1/d is called microscopic and it was shown in [2, Proposi-
tion 7.5.1] that
Ξ(fN )⇒ Ξ∞̺V (x0)(f),
where the process Ξ∞ρ is called the ∞-Ginibre process with density ρ > 0. It
is a determinantal process on C with correlation kernel
K∞ρ (z, w) = ρe
ρ(2zw−|z|2−|w|2)/2. (1.15)
Based on the same argument, it is not difficult to verify that the incomplete
process has a local limit as well:
Ξ̂(fN )⇒ Ξ̂∞,p̺V (x0)(f) as pN → p and N →∞. (1.16)
For any 0 < p ≤ 1, the process Ξˆ∞,p̺ is determinantal with correlation kernel
pK∞̺ (z, w). This process is constructed by running an independent Bernoulli
percolation with parameter p on the point configuration on the ∞-Ginibre pro-
cess with density ρ > 0. When p = 1, it coincides with the ∞-Ginibre process
and (1.16) shows that one needs to delete a non-vanishing fraction of the N
particles of the gas in order to get a local limit which is different from random
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matrix theory. It was proved in [39] that, as the density ρ → ∞, the fluctua-
tions of the∞-Ginibre process are of order 1 and described by the H1-Gaussian
noise:
Ξ∞ρ (f)− ρ
ˆ
C
f(z)dA(z) ⇒ X(f)
for any f ∈ H1 ∩ L1(C). Therefore it is expected that, in the mesoscopic
regime, i.e. LN ≺
√
N , the asymptotic fluctuations of the linear statistic Ξ(fN )
are universal and described by X(f). However, to our best knowledge, a proof
was missing from the literature and, in section 3, we show that this fact can be
derived by combining the ideas of [39] and [2].
Theorem 1.2. Let x0 ∈ SV , f ∈ C30(C), α ∈ (0, 1/2), and let fN be given by
formula (1.14) with LN = N
α. Then, the mesoscopic linear statistics
Ξ(fN )− E
[
Ξ(fN )
]⇒ X(f)
as N →∞.
Using the same method, we can also analyze the fluctuations of smooth meso-
scopic linear statistics of the incomplete process.
Theorem 1.3. Let X be a H1-Gaussian noise and Λτ be an independent Pois-
son process with intensity τ > 0 on C. Let x0 ∈ SV , f ∈ C30(SV ), α ∈ (0, 1/2),
and let fN be the mesoscopic test function given by formula (1.14) with LN =
Nα. We also let pN = 1− qN and TN = NqNL−2N ̺V (x0). We have
Ξ̂(fN )− E
[
Ξ̂(fN )
]⇒ X(f) if TN → 0,
Ξ̂(fN )− E
[
Ξ̂(fN )
]
√
TN
⇒ N
(
0,
ˆ
f(z)2dA(z)
)
if TN →∞,
Ξ̂(fN )− E
[
Ξ̂(fN )
]⇒ X(f) + Λτ (−f) if TN → τ,
as N →∞ and qN → 0.
This result shows that, at mesoscopic scales, the transition occurs when the
mesoscopic density of deleted particles given by the parameter TN converges to
a positive constant τ . It is interesting that we obtain a crossover where the
fluctuations are non-Gaussian and can be described in a simple way. This is to
be compared to other analogous transitions for determinantal processes on R.
For instance, one can obtain a crossover from Poisson to GUE eigenvalues by
letting independent points evolved according to Dyson’s Brownian motion. This
leads to a determinantal process sometimes called the deformed GUE whose ker-
nel depends on the diffusion time τ , [28]. The transition for mesoscopic linear
statistics has been analyzed in [21] and it was proved that the critical fluctua-
tions are Gaussian but the variance depends non-trivially on the test function.
One can also consider non-intersecting Brownian motions on a cylinder. It turns
out that this point process describes the positions of free fermions confined in
a harmonic trap at a temperature τ > 0. It was established in [30], see also
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[18], that the corresponding grand canonical ensemble is determinantal with a
correlation kernel of the form (1.5) with for all k ≥ 0,
E[Jk] =
1
1 + exp(k−Nτ )
.
For sufficiently small temperature, this system behaves like its ground-state,
the GUE, while it behaves like a Poisson process at larger temperature. It
was proved in [31] that this leads to yet another crossover where non-Gaussian
fluctuations are observe at the critical temperature. However, to the author’s
knowledge, in contrast to the incomplete ensembles considered in this note,
the critical processes discovered in [31] cannot be described in simple terms
like (1.13).
The rest of the paper is organized as follows. In section 2, we review Soshnikov’s
cumulants method and how to apply it to the incomplete ensemble Ξˆ. In sec-
tion 3, we prove theorems 1.1–1.3 for the 2-dimensional log-gases. The proof
relies on estimates for the correlation kernel (1.3) which come from the paper [2]
and are collected in the appendix B. The counterparts of theorem 1.1 and theo-
rem 1.3 in dimension 1 are stated and proved in section 4 and 5 respectively. In
the global regime, we give a combinatorial proof which is based on the asymp-
totics of the recurrence coefficients of the orthogonal polynomials (1.4). This
argument can be generalized to other biorthogonal ensembles; see remark 4.1.
In the mesoscopic regime, the analysis is similar to the two-dimensional case
and relies on the asymptotics of the correlation kernel KNV and the techniques
introduced in [34]. Finally, C > 0 denotes a numerical constant which changes
from line to line and, for any n ∈ N, we let for all x ∈ Xn,
dµn(x) = dµ(x1) · · · dµ(xn).
Acknowledgements
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2 Outline of the proof
If (uN ) and (vN ) are two sequences, we will use the notation:
uN ≃ vN if lim
N→∞
(uN − vN ) = 0
and
uN ≺ vN if lim
N→∞
uN/vN = 0.
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Suppose that Ξ is a determinantal point process on X with a correlation kernel
K ∈ L2(X× X, µ× µ) which is reproducing:
ˆ
X
K(z, x)K(x,w)dµ(x) = K(z, w) (2.1)
for all z, w ∈ X. Since it is the case for most ensembles, we shall also assume that
the kernel K(z, w) is continuous on X × X. The cumulants method to analyze
the asymptotic distribution of linear statistic of determinantal processes goes
back to the work of Costin and Lebowitz, [17], for count statistics of the sine
process and the general theory was developed by Soshnikov, [42, 43, 44], and
subsequently applied to many different ensembles coming from random matrix
theory, see for instance [40, 39, 2, 14, 15, 31, 34, 35]. In this section, we show
how to implement it to describe the asymptotics law of linear statistics of the
incomplete ensemble Ξˆ with correlation kernel pK(z, w) when 0 < p < 1.
Let
℧ =
∞⋃
l=1
{
k = (k1, . . . , kl) ∈ Nl
}
and let ℓ(k) = l denote the length of k. Then, the set of compositions of the
integer n > 0 is {
k ⊢ n} = {k ∈ ℧ : k1 + · · ·+ kl = n}.
We denote by n ∈ ℧ the trivial composition. For any map Υ : ℧ 7→ R, for any
function f : X→ R, and for any n ∈ N, we define for all x ∈ Xn,
Υn[f ](x) =
∑
k⊢n
Υ(k)
∏
1≤j≤ℓ(k)
f(xj)
kj . (2.2)
If k ⊢ n, we let M(k) = n!
k1! · · · kl! be the multinomial coefficient and for all
integers n ≥ 1 and m ∈ {0, . . . , n}, we define the coefficients
γnm =
∑
k⊢n
(−1)ℓ(k)
ℓ(k)
(
ℓ(k)
m
)
M(k). (2.3)
We will also use the notation: δk(n) =
{
1 if n = k
0 else
for any k ∈ Z.
Lemma 2.1. For all n ∈ N, we have γn0 = δ1(n) and γn1 = (−1)n.
Proof. The coefficients (2.3) have the generating function:
∞∑
n=1
n∑
m=0
γnm
xnqm
n!
= − log (1 + (1 + q)(ex − 1)).
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In particular, setting q = 0, we see that γn0 = δ1(n). Moreover, since
∞∑
n=1
γn1
xn
n!
=
d
dq
log
(
1 + (1 + q)(ex − 1))∣∣∣∣
q=0
= 1− e−x,
we also see that γn1 = (−1)n .
Given a test function f : X → R, the cumulant generating function of the
random variable Ξ(f) is
logE
[
exp{λΞ(f)}] = ∞∑
n=1
λn
n!
CnK [f ].
It is known that under general assumptions, the cumulants CnK [f ] characterized
the law of the linear statistics Ξ(f) and it was proved by Soshnikov that for any
n ∈ N,
CnK [f ] = −
n∑
l=1
(−1)l
l
∑
k⊢n
ℓ(k)=l
M(k)
ˆ
Xl
x0=xl
f(x1)
k1 · · · f(xl)kl
∏
1≤j≤l
K(xj , xj−1)dµl(x),
(2.4)
whenever this formula makes sense. Note that we use the convention that the
variables x0 and xl are identified in the previous integral. If the correlation
kernel K is reproducing, then we can rewrite this formula:
CnK [f ] = −
∑
k⊢n
(−1)ℓ(k)
ℓ(k)
M(k)
ˆ
Xn
x0=xn
f(x1)
k1 · · · f(xl)kl
∏
1≤j≤n
K(xj , xj−1)dµn(x)
= −
ˆ
Xn
x0=xn
Υn0 [f ](x)
∏
1≤j≤n
K(xj , xj−1)dµn(x), (2.5)
where for any k ∈ ℧,
Υ0(k) =
(−1)ℓ(k)
ℓ(k)
M(k). (2.6)
A simple observation which turns out to be very important when it comes to
the asymptotic analysis is that, by lemma 2.1, for all n ≥ 2,∑
k⊢n
Υ0(k) = γ
n
0 = 0. (2.7)
For any m ∈ N, we defineΥm(k) =
(−1)ℓ(k)
ℓ(k)
(
ℓ(k)
m
)
M(k) if ℓ(k) ≥ 2
Υm(k) = −δ1(m)− γnm if k = n
. (2.8)
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By convention
(
l
m
)
= 0 if m > l and these functions are constructed so that we
have for all n,m ∈ N, ∑
k⊢n
Υm(k) = 0. (2.9)
Let 0 < q < 1 and p = 1− q. According to formula (2.4), the cumulants of the
process Ξˆ with correlation kernel K̂ = pK are given by
Cn
K̂
[f ] = −
n∑
l=1
(−1)l
l
pl
∑
k⊢n
ℓ(k)=l
M(k)
ˆ
Xl
x0=xl
f(x1)
k1 · · · f(xl)kl
∏
1≤j≤l
K(xj , xj−1)dµl(x)
and since the kernel K is reproducing, using the binomial formula, we obtain
Cn
K̂
[f ] = CnK [f ]−
n∑
m=1
(−q)mγnm
ˆ
X
f(x)nK(x, x)dµ(x) (2.10)
−
n∑
m=1
(−q)m
ˆ
Xn
x0=xn
Υnm[f ](x)
∏
1≤j≤n
K(xj , xj−1)dµn(x).
Now, let (KN )N∈N be a sequence of reproducing kernels and suppose that there
exists a probability measure µ∗ so that for any n ∈ N,
ˆ
X
f(x)nKN(x, x)dµ(x) ≃ N
ˆ
X
f(x)ndµ∗(x). (2.11)
We also assume that there exists κ > 0 such that for all n ≥ 2 and all m ≥ 1,∣∣∣∣∣∣
ˆ
Xn
x0=xn
Υnm[f ](x)
∏
1≤j≤n
KN(xj , xj−1)dµn(x)
∣∣∣∣∣∣ ≺ (logN)κ. (2.12)
In the case of the log-gases, formula (2.11) follows either from the asymptotics of
the correlation kernel (1.3) or from potential theory and µ∗ is called the equilib-
rium measure. Moreover, under the assumption (1.1), this measure is absolutely
continuous and it has compact support. The main technical challenge of this
paper is to verify that the estimate (2.12) holds for a large class of test functions.
In fact, if f is smooth, we expect these integrals to be uniformly bounded in N
for general determinantal processes but a logarithmic error is allowed for our
applications. In the remainder of this section, we will show how these assump-
tions and the CLT for the classical log-gas imply theorem 1.1. The proofs of
theorem 1.3, as well as theorems 4.1 and 5.1 in the 1-dimensional setting, all fol-
low the same strategy and the details are given in sections 3, 4 and 5 respectively.
For a 2-dimensional log-gas, the equilibrium measure satisfies dµ∗ = ̺V dA
where ̺V = 2∆V 1DV and, by lemma 3.1 below, formula (2.11) holds for any
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test function f ∈ C0(SV ). Moreover, it was also proved in [2, Theorem 4.4] that
if f ∈ C30(SV ), then
lim
N→∞
CnKNV
[f ] =
{
‖f‖2H1(C) if n = 2
0 if n > 2
. (2.13)
Let 0 < qN < 1 be a sequence which converges to 0 as N → ∞, pN = 1 − qN
and let K̂NV = pNK
N
V . By formula (2.10), for any function f ∈ C30(SV ) which
satisfies the condition (2.12), we obtain
Cn
K̂NV
[f ] = CnKNV
[f ] + TN
ˆ
C
f(z)n̺V (z)dA(z) + o
N→∞
(TN ), (2.14)
where TN = NqN . In the regime where TN → 0, formula (2.14) implies that
Cn
K̂NV
[f ] ≃ CnKNV [f ] for all n ≥ 2. Hence, once centered, both statistics Ξ(f) and
Ξˆ(f) converge to a Gaussian random variable with variance ‖f‖2H1(C).
On the other hand, in the regime where TN → ∞, if we let hN := f/
√
TN , by
rescaling formula (2.14) we obtain
Cn
K̂NV
[hN ] = T
1−n/2
N
ˆ
C
f(x)n̺V (z)dA(z) + O
N→∞
(
T
−n/2
N
)
.
Just like for a Poisson point process with intensity function TN̺V , this implies
that Ξˆ(hN )−E
[
Ξˆ(hN )
]
converges in distribution to a Gaussian random variable
with variance
ˆ
C
f(x)2̺V (z)dA(z).
Finally in the critical case where TN → τ , formulae (2.14) and (2.13) implies
that
lim
N→∞
Cn
K̂NV
[f ] = δ2(n)‖f‖2H1(C) + τγn1
ˆ
C
f(x)n̺V (z)dA(z). (2.15)
By formula (1.10), the cumulants of the random variable Λη(f) are given by
Cn
(
Λη(f)
)
=
ˆ
X
f(z)nη(z)dµ(z) for all n ∈ N,
and by lemma 2.1, the coefficient γn1 = (−1)n. Hence, formula (2.15) implies
that the random variable Ξˆ(f)− E[Ξˆ(f)] converges in distribution to the sum
of a Gaussian random variable with variance ‖f‖2H1(C) and an independent ran-
dom variable Λt̺V (−f).
3 Transition for the log-gases in dimension 2
We begin by reviewing the basics of the theory of eigenvalues of random normal
matrices developed by Ameur, Hedenmalm and Makarov. In particular, we are
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interested in the properties of the correlation kernel (1.3) in the bulk of the
gas. Recall that the equilibrium measure is ̺V = 2∆V 1DV , the droplet DV is
a compact set with a nice boundary, and the set SV is given by (1.6). It was
pointed out in [2] that, if the potential V is real-analytic, in order to compute
the asymptotics of the cumulants of a smooth linear statistic, instead of working
with the correlation kernel KVN , one can use the so-called approximate Bergman
kernel,
BNV (z, w) =
(
Nb0(z, w) + b1(z, w)
)
eN{2Φ(z,w)−V (z)−V (w)}. (3.1)
The functions b0(z, w), b1(z, w) and Φ(z, w) are the (unique) bi-holomorphic
functions defined in a neighborhood in C2 of the set
{
(z, z) : z ∈ SV
}
such that
b0(z, z) = 2∆V (z), b1(z, z) =
1
2∆ log(∆V )(z), and Φ(z, z) = V (z).
Lemma 3.1 (Lemma 1.2 in [2], see also [6, 1]). For any x0 ∈ SV , there exists
ǫ0 > 0 and C > 0 so that∣∣KNV (z, w)−BNV (z, w)∣∣ ≤ CN−1 (3.2)
for all z, w ∈ D(x0, ǫ0).
Moreover, at sufficiently small mesoscopic scale, up to a gauge transform, the
asymptotics of the approximate Bergman kernel BNV is universal.
Lemma 3.2. Let κ > 0 and ǫN = κN
−1/2 logN for all N ∈ N. For any
x0 ∈ SV , there exists ε0 > 0 and a function h : D(0, ε0) → R such that if the
parameter N is sufficiently large, the function
B˜NV,x0(u, v) =
BNV (x0 + u, x0 + v)e
iNh(u)
eiNh(v)
(3.3)
satisfies
B˜NV,x0(u, v) = K
∞
N̺V (x0)
(u, v)
{
1 + O
N→∞
(
(logN)2ǫN
)}
(3.4)
uniformly for all u, v ∈ D(0, ǫN), where K∞N̺V (x0) is the ∞-Ginibre kernel with
density N̺V (x0) = 2N∆V (x0).
A key ingredient in the paper [2], as well as [39], is to reduce the domain of
integration in formula (2.5), using the exponential off-diagonal decay of the
correlation kernels KNV , to a set where we can use the asymptotics (3.4) and
approximate the function Υn0 [f ] by a multivariate polynomial of degree 2 using
Taylor’s theorem. This reduction step is formulated in the following lemma. For
completeness, the proofs of lemmas 3.2 and 3.3 are given in the appendix B.
Lemma 3.3. Let n ∈ N and ǫN = κN−1/2 logN for some constant κ > 0 which
is sufficiently large compared to n. We let
A (z0; ǫ) =
{
z ∈ Cn : |zj − zj−1| ≤ ǫ for all j = 1, . . . n
}
. (3.5)
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Let S be a compact subset of SV , N0 ∈ N, and FN : Cn+1 → R be a sequence
of continuous functions such that
sup
{|FN (z0, z)| : z ∈ Cn, N ≥ N0} ≤ C1z0∈S . (3.6)
We have
ˆ
Cn+1
z0=zn+1
FN (z0, z)
n∏
j=0
KNV (zj , zj+1)dA(z0)dA
n(z) (3.7)
=
ˆ
S
dA(z0)
ˆ
A (z0;ǫN )
zn+1=z0
FN (z0, z)
n∏
j=0
KNV (zj , zj+1)dA
n(z) + O
N→∞
(N−1).
Using the fact that ∣∣K∞ρ (z, w)∣∣ = ρe−ρ|z−w|2/2 (3.8)
for all z, w ∈ C and ρ > 0, it is easy to obtain a similar estimate for the ∞-
Ginibre kernel, see lemma B.1. The next proposition is the technical step to
prove that the 2-dimensional log-gases satisfy the assumption (2.12).
Proposition 3.4. Let K ⊂ C be a compact set, f ∈ C30(K) and let Υ : ℧ → R
be any map such that
∑
k⊢nΥ(k) = 0 for all n ≥ 2. Let LN be an increasing
sequence such that 1 ≺ LN ≺
√
N/(logN)3, x0 ∈ SV and fN = f(LN(z−x0)).
We also denote by Hn(λ; w) the second order Taylor polynomial at 0 of the
function w ∈ Cn 7→ Υn+1[f ](λ, λ+w). Then, we have for any n ≥ 1,
ˆ
Cn+1
z0=zn+1
Υn+1[fN ](z0, z)
n∏
j=0
KNV (zj , zj+1)dA(z0)dA
n(z) (3.9)
=
ˆ
K
dA(λ)
ˆ
Cn
w0=wn+1=0
Hn(λ; w)
n∏
j=0
K∞ηN (λ)(wj , wj+1) dA
n(w) + O
N→∞
(
(logN)4
LN
)
,
where the density is given by ηN (λ) = NL
−2
N ̺V (x0 + λ/LN ).
Remark 3.1. In the macroscopic regime (LN = 1 and x0 = 0), the proof below
shows that the asymptotics (3.9) still holds as long as K ⊂ SV . It is also worth
noting that the error term in formula (3.9) is not optimal and it is expected to
converge to 0 for any scale 1 ≤ LN ≺
√
N .
Proof. We let FN = Υ
n+1[fN ] and
J nN :=
ˆ
Cn+1
zn+1=z0
FN (z0, z)
n∏
j=0
KNV (zj , zj+1)dA(z0)dA
n(z).
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Since x0 ∈ SV , there exists a compact set S ⊂ SV so that supp(fN ) ⊆ S
when the parameter N is sufficiently large and, according to formula (2.2), the
function FN satisfies the assumption (3.6). By lemma 3.3, this implies that
J nN ≃
ˆ
S
dA(z0)
ˆ
A (z0;ǫN )
zn+1=z0
FN (z0, z)
n∏
j=0
KNV (zj , zj+1)dA
n(z). (3.10)
By (3.5),
A (z0; ǫ) ⊂
{
z ∈ Cn : z1, . . . , zn ∈ D(z0, nǫN )
}
,
and we can apply lemma 3.1 to replace the kernels KNV (zj , zj+1) in formula
(3.10). Namely, if zn+1 = z0 and z ∈ A (z0; ǫ), then∣∣∣∣∣
n∏
j=0
KNV (zj , zj+1)−
n∏
j=0
BNV (zj , zj+1)
∣∣∣∣∣ ≤ C
n+1∑
k=1
N−kSn+1−kN ,
where SN = sup
{|BNV (z, w)| : z, w ∈ D(z0, nǫN), z0 ∈ S }. By lemma 3.2, for
all u, v ∈ D(0, nǫN),∣∣BNV (z0 + u, z0 + v)∣∣ ≤ C∣∣K∞N̺V (z0)(u, v)∣∣.
and, by formula (3.8), this implies that SN ≤ CN . If we combine these estimates
with formula (3.10), since the function FN are uniformly bounded, we obtain
J nN =
ˆ
S
dA(z0)
ˆ
A (z0;ǫN )
zn+1=z0
FN (z0, z)
n∏
j=0
BNV (zj , zj+1)dA
n(z)
+ O
N→∞
(
Nn−1
ˆ
S
dA(z0)
∣∣A (z0; ǫN)∣∣)
By definition, ǫN = κN
−1/2 logN so that
∣∣A (z0; ǫN)∣∣ ≤ CN−n(logN)2n for all
z0 ∈ C. Thus, the previous error term converges to 0 like (logN)2n/N . Hence, if
we make the change of variables z = z0+u and the appropriate gauge transform
in the previous integral, according to formula (3.3), we obtain
J nN ≃
ˆ
S
dA(z0)
ˆ
A (0;ǫN )
un+1=u0=0
FN (z0 + u)
n∏
j=0
B˜NV,z0(uj , uj+1)dA
n(u). (3.11)
Note that in formula (3.11), the integral is over a small subset of the surface {u ∈
Cn+2 : u0 = un+1 = 0} and we denote FN (z0+u) = FN (z0, z0+u1, . . . , z0+un).
Then, we can apply lemma 3.2 to replace the kernel B˜NV,z0 by its local limit
K∞N̺V (z0) in formula (3.11), we obtain
J nN ≃
ˆ
S
dA(z0)
ˆ
A (0;ǫN )
un+1=u0=0
FN (z0 + u)χN (z0, u)
n∏
j=0
K∞N̺V (z0)(uj, uj+1)dA
n(u),
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where χN (z0, u) = 1 + O
N→∞
(
(logN)2ǫN
)
uniformly for all z0 ∈ S and all
u ∈ A (0; ǫN).
Let F = Υn+1[f ], δN = ǫNLN and ηN (λ) = NL
−2
N ̺V (x0+λ/LN). By definition,
FN (z0 + u) = F
(
LN(z0 − x0 + u)
)
and we can make the change of variables
λ = LN(z0−x0) and w = LNu to get rid of the scale LN and the fixed point x0
in the previous integral. Using the obvious scaling property of the ∞-Ginibre
kernel, (1.15), we obtain
J nN ≃
ˆ
K
dA(λ)
ˆ
A (0;δN )
wn+1=w0=0
F (λ+w)χ˜N (λ,w)
n∏
j=0
K∞ηN (λ)(wj , wj+1)dA
n(w),
(3.12)
where χ˜N (λ,w) = 1 + O
N→∞
(
(logN)2ǫN
)
uniformly for all λ ∈ K and for all
u ∈ A (0; δN). The condition
∑
k⊢n+1Υ(k) = 0 implies that F (λ + 0) = 0 for
all λ ∈ C so that ∣∣F (λ+w)∣∣ ≤ CδN
for all λ ∈ K and all w ∈ A (0; δN ). Moreover, by formula (3.8), for any n ∈ N,
n∏
j=0
∣∣K∞ρ (wj , wj+1)∣∣ ≤ ρn+1 n∏
j=1
e−ρ|vj |
2/2 (3.13)
where vj = wj − wj−1 for all j = 1, . . . , n. Hence, we see that∣∣∣∣ ˆ
A (0;δN )
wn+1=w0=0
F (λ+w)
n∏
j=0
K∞ηN (λ)(wj , wj+1)dA
n(w)
∣∣∣∣ ≤ CδNηN (λ)
and, since ηN (λ) ≤ CNL−2N for all λ ∈ K, we deduce from formula (3.12) that
J nN =
ˆ
K
dA(λ)
ˆ
A (0;δN )
wn+1=w0=0
F (λ+w)
n∏
j=0
K∞ηN (λ)(wj , wj+1)dA
n(w) (3.14)
+ O
N→∞
(
NL−2N δN ǫN (logN)
2
)
.
Recall that δN = LN ǫN and ǫN = κN
−1/2 logN , so that the error term in (3.14)
is of order (logN)4L−1N . Moreover, if LN ≺
√
N/ logN , a Taylor approximation
shows that for any w ∈ A (0; δN ),
F (λ, λ+ w1, . . . , λ+ wn) = H
n(λ; w) + O
N→∞
(δ3N ).
Using the estimate (3.13) once more, by formula (3.14), this implies that
J nN =
ˆ
K
dA(λ)
ˆ
A (0;δN )
wn+1=w0=0
Hn(λ; w)
n∏
j=0
K∞ηN (λ)(wj , wj+1)dA
n(w) (3.15)
+ O
N→∞
(
NL−2N δ
3
N ∨ (logN)4L−1N
)
.
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By lemma B.1, the leading term in formula (3.15) has the same limit (up to an
arbitrary small error term) as
ˆ
K
dA(λ)
ˆ
Cn
wn+1=w0=0
Hn(λ; w)
n∏
j=0
K∞ηN (λ)(wj , wj+1)dA
n(w)
and, since NL−2N δ
3
N → 0 when LN ≺
√
N/(logN)3, this completes the proof.
Since the function w 7→ Hn(λ; w) is a multivariate polynomial of degree 2,
the leading term in the asymptotics (3.9) can be computed explicitly using the
reproducing property of the ∞-Ginibre kernel; see for instance [39]. For any
ρ > 0, the function (z, w) 7→ eρzw is the reproducing kernel for the Bergman
space with weight ρe−ρ|z|
2/2 on C. This implies that for any w1, w2 ∈ C and for
all integer k ≥ 0,
ˆ
C
K∞ρ (w1, w2)w
k
2K
∞
ρ (w2, w3)dA(w2) = w
k
1K
∞
ρ (w1, w3)
ˆ
C
K∞ρ (w1, w2)w2
kK∞ρ (w2, w3)dA(w2) = w3
kK∞ρ (w1, w3)
.
As a basic application of these identities, we obtain the following lemma.
Lemma 3.5. Let n ≥ 1 and ρ > 0. For any polynomial H(w) of degree at
most 2 in the variables w1, . . . , wn, w1, . . . , wn, we have
ˆ
Cn
wn+1=w0=0
Hn(w)
n∏
j=0
K∞ρ (wj , wj+1) dA
n(w) =
∑
1≤r≤s≤n
∂s∂rH |w=0. (3.16)
According to formulae (2.7) and (2.9), combining proposition 3.4 and lemma 3.5,
we obtain for any test function f ∈ C30(K) and for all n ∈ N and m ≥ 0,
ˆ
Cn+1
z0=zn+1
Υn+1m [fN ](z0, z)
n∏
j=0
KNV (zj, zj+1)dA(z0)dA
n(z) (3.17)
=
∑
2≤r≤s≤n+1
ˆ
K
∂s∂rΥ
n+1
m [f ](λ, . . . , λ)dA(λ) + O
N→∞
(
(logN)4
LN
)
.
In the macroscopic regime (LN = 1 and x0 = 0), this proves the estimate (2.12)
as long as the support of the test function K ⊂ SV , so that theorem 1.1 follows
directly from the asymptotic expansion (2.14) as explained in section 2.
In the mesoscopic regime, we claim that the asymptotics (3.17) with m = 0
implies the central limit theorem 1.2. The fact that the cumulants of order
n ≥ 3 vanish comes from the following combinatorial lemma.
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Lemma 3.6 ([39], Lemma 9). For any n ≥ 1, let
Yn = −
∑
k⊢n
Υ0(k)
 ∑
2≤r<s≤ℓ(k)
krks +
ℓ(k)∑
r=2
kr(kr − n)
 .
We have Yn =
{
1 if n = 2
0 else
.
Proof of theorem 1.2. Let λ ∈ C and λ = (λ, . . . , λ) ∈ Cn+1. According to
formula (2.2), an elementary computation shows that for any 2 ≤ r < s ≤ n+1,
∂s∂rΥ
n+1
0 [f ](λ) = ∂f(λ)∂f(λ)f(λ)
n−1 ∑
k⊢n+1
Υ0(k)krks1s≤ℓ(k) (3.18)
and
∂r∂rΥ
n+1
0 [f ]((λ) = ∂f(λ)∂f(λ)f(λ)
n−1 ∑
k⊢n+1
Υ0(k)kr(kr − 1)1r≤ℓ(k)
+∆f(λ)f(λ)n
∑
k⊢n+1
Υ0(k)kr1r≤ℓ(k). (3.19)
Since, by integration by parts,
ˆ
C
∆f(λ)f(λ)ndA(λ) = −n
ˆ
C
∂f(λ)∂f(λ)f(λ)n−1dA(λ),
we deduce from formulae (3.18) and (3.19) that∑
2≤r≤s≤n+1
ˆ
C
∂s∂rΥ
n+1
m [f ](λ)dA(λ) = −Yn+1
ˆ
C
∂f(λ)∂f(λ)f(λ)n−1dA(λ).
When LN = N
α and 0 < α < 1/2, formulae (2.5) and (3.17) with m = 0 imply
that for any n ≥ 1,
lim
N→∞
Cn+1
KNV
[fN ] = −Yn+1
ˆ
C
∂f(λ)∂f(λ)f(λ)n−1dA(λ). (3.20)
By lemma 3.6, this proves that for any test function f ∈ C30(C), the centered
mesoscopic linear statistics Ξ(fN )−E
[
Ξ(fN )
]
converges to a mean-zero Gaussian
random variable X(f) with variance
Var
[
X(f)
]
=
ˆ
C
∂f(λ)∂f(λ)dA(λ) = ‖f‖2H1(C),
as N →∞.
Using formula (2.10) and the asymptotics (3.17), we can describe in a similar
fashion the mesoscopic fluctuations of the incomplete log-gas Ξˆ.
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Proof of theorem 1.3. By lemma 3.1, for any bounded function f with compact
support, we have
ˆ
C
fN (z)
nKNV (z, z)dA(z) = N
ˆ
C
fN (z)
n2∆V (z)dA(z) + O
N→∞
(1)
= NL−2N ̺V (x0)
ˆ
C
f(z)ndA(z) + O
N→∞
(NL−3N ).
Let TN = NqNL
−2
N ̺V (x0). By (2.10) and (3.17), this shows that
Cn
K̂NV
[f ] = CnKNV
[f ] + TNγ
n
m
ˆ
C
f(z)ndA(z) + o
N→∞
(TN ) (3.21)
as N →∞ and qN → 0. As we already discussed in section 2, the asymptotics
(3.20) and (3.21) yield theorem 1.3.
4 Transition for the 1-dimensional log-gases -
the global regime.
As we explained in the introduction, there is an analogous transition for other
determinantal processes and, in particular, for linear statistics of the eigenvalues
of Hermitian random matrices or 1-dimensional log-gases. A good reference
for the results discussed in this section are the chapters 11–14 in the book of
Pastur and Shcherbina, [38]. Let V : R → R be a continuous function which
satisfies the condition (1.1) and let Ξ and Ξ̂ be the determinantal processes with
correlation kernelsKNV and K̂
N
V = pNK
N
V respectively. It was established in [27]
that there exists an equilibrium measure µ∗ such that the one-point function
uNV (x) := N
−1KNV (x, x) viewed as a probability measure on R converges weakly
to µ∗ as N →∞. Like in the 2-dimensional setting, the equilibrium measure has
compact support and it is absolutely continuous with respect to the Lebesgue
measure with a density ̺V . Let
IV = {x ∈ R : ̺V (x) > 0}. (4.1)
We can always make an affine transformation of the potential and assume that
IV ⊂ [−1, 1]. Moreover, if V is a polynomial and IV = (−1, 1), then linear
statistics of the process Ξ satisfy a CLT:
Ξ(f)−
ˆ
R
f(x)̺V (x)dx⇒ Y(f) as N →∞, (4.2)
for any f ∈ C2(R) so that f ′(x) grows at most polynomially as |x| → ∞.
The process Y is a centered Gaussian noise defined on [−1, 1] with covariance
structure:
E
[
Y(f)Y(g)
]
=
1
4
∞∑
k=1
kck(f)ck(g). (4.3)
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Let (Tk)
∞
k=0 denote the Chebyshev polynomials of the first kind, i.e. Tk(cos θ) =
cos(kθ) for any k ≥ 0. In formula (4.3), ck are the Fourier-Chebychev coeffi-
cients:
ck(f) =
2
π
ˆ 1
−1
f(x)Tk(x)
dx√
1− x2 , (4.4)
for any function f ∈ L∞([−1, 1]). The CLT (4.2) holds for more general poten-
tials and for other orthogonal polynomial ensembles as well, [38, section 11.3]
or [10, 14, 35] and it is known that the one-cut condition, i.e. the assumption
that the support of the equilibrium measure is connected, is necessary. Other-
wise, the asymptotic fluctuations of a generic linear statistic Ξ(f) are still of
order 1 but there are not Gaussian, see [37, 41, 11]. In this section, we will
establish the counterpart of the CLT (4.2) for the incomplete ensembles and
for polynomial test functions. In particular, the estimate (2.12) will be proved
using the approach introduced in [15] which consists in using the three-terms
recurrence relation of the orthogonal polynomials {Pk}∞k=0 with respect to the
measure dµN = e
−2NV (x)dx to express the cumulants. For any N ∈ N, there
exists two sequences aNk > 0 and b
N
k ∈ R such that the orthogonal polynomials
Pk satisfy
xPk(x) = a
N
k Pk+1(x) + b
N
k Pk(x) + a
N
k−1Pk−1(x). (4.5)
Theorem 4.1. Let Y be a mean-zero Gaussian process with covariance (4.3)
and let Λτ̺V be an independent Poisson process with intensity τ̺V where τ > 0.
Let pN = 1− qN and TN = NqN . Suppose that the recurrence coefficients of the
orthogonal polynomials {Pk}∞k=0 satisfy for all j ∈ Z,
lim
N→∞
aNN+j = 1/2 and lim
N→∞
bNN+j = 0, (4.6)
and suppose that for all k ∈ N,
lim
N→∞
ˆ
R
xkuNV (x)dx =
ˆ
R
xk̺V (x)dx. (4.7)
Then, for any polynomial Q ∈ R〈X〉, we obtain as N →∞ and qN → 0,
Ξˆ(Q)− E[Ξˆ(Q)]⇒ Y(Q) if TN → 0,
Ξˆ(Q)− E[Ξˆ(Q)]√
TN
⇒ N
(
0,
ˆ
R
Q(x)2̺V (x)dx
)
if TN →∞,
Ξˆ(Q)− E[Ξˆ(Q)]⇒ Y(Q) + Λτ̺V (−Q) if TN → τ.
The condition (4.7) can easily be deduced from the following estimate for the
one-point function or density of the gas,
uNV (x) = N
−1KNV (x, x) ≤ e−2N{V (x)−log(1+|x|)−C},
where C is a constant which depends only on the potential V ; c.f. [38, Theo-
rem 11.1.2]. In particular, the assumption (1.1) implies that the function uN (x)
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decays faster than any polynomial outside a compact set and the limits (4.7)
can be deduced from the weak convergence of uN(x) to the equilibrium mea-
sure dµ∗ = ̺V dx. It was proved in [27] that if V is a convex polynomial and
IV = (−1, 1), then the condition (4.6) is satisfied and theorem 4.1 holds. In
fact, this assumption should be generic and it is an interesting question whether
it is equivalent to the condition IV = (−1, 1).
The completion LN of the space of polynomials with respect to L2(R, µN ) is
isomorphic to L2(N0) and formula (4.5) implies that the multiplication by x on
LN is unitary equivalent to the matrix
J :=

bN0 a
N
0 0 0 0
aN0 b
N
1 a
N
1 0 0 0
0 aN1 b
N
2 a
N
2 0
0 0 aN2 b
N
3 a
N
3
0
. . .
. . .
. . .
 . (4.8)
This matrix is called the Jacobi matrix. The connection with linear statistics
of eigenvalues comes from the fact that for any polynomial Q ∈ R〈X〉 and for
any composition k ⊢ n, one easily sees that
ˆ
Xl
x0=xl
Q(x1)
k1 · · ·Q(xl)kl
∏
0≤j≤l
KNV (xj , xj−1)dx1 · · · dxl
=
N−1∑
m=0
∑
π∈Γnm
l∏
j=1
1π(k1+···+kj)<N
n−1∏
i=0
Q(J)π(i)π(i+1).
where G denotes the adjacency graph of the matrix Q(J) and
Γnm =
{
paths π on the graph G of length n such that π(0) = π(n) = m}.
For any composition k ⊢ n, we let
ΦNπ (k) := 1 max
1≤j<ℓ(k)
π(k1 + · · ·+ kj) ≥ N. (4.9)
Observe that ∏
1≤j<ℓ(k)
1π(k1+···+kj)<N = 1− ΦNπ (k),
so that by formula (2.5), the cumulants of a polynomial linear statistics are
given by
CnKNV
[Q] = −
N−1∑
m=0
∑
π∈Γnm
n−1∏
i=0
Q(J)π(i)π(i+1)
∑
k⊢n
Υ0(k)
(
1− ΦNπ (k)
)
. (4.10)
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Note that there exists a constant M > 0 which only depends on the degree of
Q and n so that ΦNπ = 0 for any path π ∈ Γnm as long as m < N −M . Since∑
k⊢nΥ0(k) = 0 for all n ≥ 2, formula (4.10) implies that
CnKNV
[Q] =
N−1∑
m=N−M
∑
π∈Γnm
n−1∏
i=0
Q(J)π(i)π(i+1)
∑
k⊢n
Υ0(k)Φ
N
π (k).
In particular, if the matrix J has a right-limit, i.e. there exists an (infinite)
matrix L such that for all i, j ∈ Z,
lim
N→∞
JN+i,N+j = Li,j , (4.11)
then
lim
N→∞
CnKNV
[Q] =
M∑
m=1
∑
π∈Γ˜nm
n−1∏
i=0
Q(L)π(i)π(i+1)
∑
k⊢n
Υ0(k)Φ
0
π(k), (4.12)
where G˜ denotes the adjacency graph of the matrix Q(L) and
Γ˜nm =
{
paths π on the graph G˜ of length n such that π(0) = π(n) = −m}.
Since
∑
k⊢nΥm(k) = 0 for all n,m ∈ N, the very same computation shows that
lim
N→∞
ˆ
Xn
x0=xn
Υnm[Q](x)
∏
1≤j≤n
KNV (xj , xj−1)d
nx
=
M∑
m=1
∑
π∈Γ˜nm
n−1∏
i=0
Q(L)π(i)π(i+1)
∑
k⊢n
Υm(k)Φ
0
π(k). (4.13)
Hence, the condition (2.12) obviously holds and, by formula (4.7), this yields
that for all n ≥ 2,
Cn
K̂NV
[Q] = CnKNV
[Q] +NqN
ˆ
R
Q(x)n̺V (z)dx+ O
N→∞
(Nq2N ).
The condition (4.6) implies that the right-limit of the Jacobi matrix is a tridi-
agonal matrix L such that Ljj = 0 and Lj,j±1 = 1/2 for all j ∈ Z and it was
proved in [35], see also [15], that in this case:
lim
N→∞
CnKNV
[Q] =

1
π2
degQ∑
k=1
k
(ˆ 1
−1
Q(x)Tk(x)
dx√
1− x2
)2
if n = 2
0 else
.
As we discussed in section 2, these asymptotics imply theorem 4.1.
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Remark 4.1 (Generalizations of theorem 4.1). Note that we have formulated
theorem 4.1 for a log-gas at inverse temperature β = 2, but the previous proof
can be generalized to other biorthogonal ensemble with a correlation kernel of
the form
KN(z, w) =
N−1∑
k=0
ϕNk (z)̟
N
k (w).
The appropriate assumptions are that the equilibrium measure µ∗ exists, formula
(2.11) holds for all polynomials, the family {ϕNk }∞k=0 satisfies a q-term recurrence
relation for all N ∈ N and the corresponding recurrence matrix J has a right-
limit L as N →∞. This applies to other orthogonal polynomial ensembles, such
as the discrete point processes coming from domino tilings of hexagons, as well
as some non-symmetric biorthogonal ensembles such as the Muttalib-Borodin
ensembles, square singular values of product of complex Ginibre matrices or
certain two-matrix models, see [15, 35] for more details. Note also that formula
(4.13) still holds in the case where the right-limit L exists but is not Toeplitz
(i.e. constant along its main diagonals). Then, we obtain a crossover from
a non-Gaussian process (described by L in the regime where TN → 0) to a
Poisson process (when TN → ∞). For instance, such a transition arises when
considering linear statistics of the log-gases in the multi-cut regime.
5 Transition for the 1-dimensional log-gases -
the mesoscopic regime.
The combinatorial method used in the previous section is well-suited to in-
vestigate the global properties of the processes Ξ and Ξˆ but it is difficult to
implement in the mesoscopic regime (in this case, polynomial linear statistics
do not converge without normalization). Although there is a mesoscopic theory
based on the asymptotics of the recurrence matrix (4.8) developed in [14], it is
simpler to prove the mesoscopic counterpart of theorem 4.1 using the sine-kernel
asymptotics of the correlation kernel KNV and the method of [34]. This reduces
the proof to carefully apply the classical asymptotics of [20]. These results of
Deift et al. rely on the Riemann-Hilbert problem associated to the orthogonal
polynomials {Pk}∞k=0 and holds as long as the potential V is real-analytic (in-
cluding the multi-cut and non-regular cases). The steepest descent method of
[20] has also been established for many other invariant ensembles, c.f. [33], for
which it is also possible to extract the asymptotics (5.7) for the correlation and
deduce the analogue of theorem 5.1. We let x0 ∈ IV , f ∈ C20(R), α ∈ (0, 1),
and fN (x) = f
(
Nα(x− x0)
)
. In the following, we denote by
fˆ(u) =
ˆ
R
f(x)e−2πixudx
the Fourier transform of the function f .
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Theorem 5.1. Let Z be a mean-zero Gaussian process on R with correlation
structure:
E
[
Z(h)Z(g)
]
=
ˆ ∞
0
uhˆ(u)gˆ(−u)du (5.1)
for any functions h, g ∈ H1/2(R) and let Λτ be an independent Poisson process
with intensity τ > 0 on R. Let pN = 1− qN and TN = qNN1−α̺V (x0).
We obtain as N →∞ and qN → 0,
Ξˆ(fN )− E
[
Ξˆ(fN)
]⇒ Z(f) if TN → 0, (5.2)
Ξˆ(fN )− E
[
Ξˆ(fN )
]
√
TN
⇒ N
(
0,
ˆ
R
f(x)2dx
)
if TN →∞, (5.3)
Ξˆ(fN )− E
[
Ξˆ(fN)
]⇒ Z(f) + Λτ (−f) if TN → τ. (5.4)
Since Var
[
Z(f)
]
= ‖f‖H1/2(R), the process Z is usually called theH1/2-Gaussian
noise. It describes the mesoscopic fluctuations of the eigenvalues of Hermitian
random matrices, see [14, 34, 36, 25], as well as the mesoscopic fluctuations of
the log-gases for general β > 0, [4], and of random band matrices in the appro-
priate regime [23, 24].
Our proof of theorem 5.1 is based on the strategy explained in section 2 and is
postponed to the end of this section after we review some of the ideas of [34].
By making a change of variables in formula (2.10), the cumulants of the linear
statistics of the incomplete ensembles are given by
Cn
K̂NV
[fN ] = C
n
KNV
[fN ]−
n∑
m=1
(−qN )mγnm
ˆ
R
f(x)nK˜NV,x0(x, x)dx (5.5)
−
n∑
m=1
(−qN )m
ˆ
Rn
x0=xn
Υnm[f ](x)
∏
j≤n
K˜NV,x0(xj , xj−1)dx,
where K˜NV,x0 denotes the rescaled correlation kernel
K˜NV,x0(x, y) =
1
Nα
KNV
(
x0 +
x
Nα
, x0 +
y
Nα
)
.
Recall that ̺V is the density of the equilibrium measure and define the integrated
density of states:
FV (x) =
ˆ x
0
̺V (s)ds. (5.6)
Using the recurrence relation (4.5), one can rewrite the correlation kernel as
KNV (x, y) = a
N
N−1
ϕN (x)ϕN−1(y)− ϕN (y)ϕN−1(x)
x− y .
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Then, based on the results of [20], one can show that for any α ∈ (0, 1], we have
K˜NV,x0(x, y) =
sin
[
πN
(
(FV (x0 + xN
−α)− FV (x0 + yN−α)
)]
π(x − y) + ON→∞
(
N−α
)
,
(5.7)
uniformly for all x0 in compact subsets of IV and for all x, y in compact subsets
of R; c.f. [34, Poposition 3.5]. In particular, by continuity along the diagonal,
for any x0 ∈ IV ,
K˜NV,x0(x, x) = N
1−α̺V (x0) + O
N→∞
(
N−α
)
,
and this implies that for all n ∈ N,
ˆ
R
f(x)nK˜NV,x0(x, x)dx ≃ N1−α̺V (x0)
ˆ
R
f(x)ndx. (5.8)
We define the sine kernel with density ρ > 0 on R by
Ksinρ (x, y) =
sin[πρ(x− y)]
π(x − y) . (5.9)
We see by taking α = 1 in formula (5.7) that the sine process with correlation
kernel (5.9) describe the local limit in the bulk of the 1-dimensional log-gases.
In the mesoscopic regime, it was proved in [34] that, up to a change of variable,
it is possible to replace the kernel K˜NV,x0 by an appropriate sine-kernel using the
asymptotics (5.7) in the cumulant formulae. Namely, for any n ≥ 2,
CnKNV
[fN ] ≃ CnKsin
ηN (x0)
[f ◦ ζN ] (5.10)
where
ζN (x) = N
α
{
GV
(
FV (x0) + ̺V (x0)
x
Nα
)
− x0
}
. (5.11)
Here, the function GV denotes the inverse of the integrated density of sates
FV , (5.6). By the inverse function theorem, it exists in a neighborhood of any
point FV (x0) when x0 ∈ IV and the map ζN is well-defined on any compact
subset of R as long as the parameter N is sufficiently large. The combinatorics
of the cumulants of linear statistics of a determinantal process are associated
with the map Υ0, see formulae (2.5)–(2.6). However, we deduce from the proof
of proposition 2.2 in [34] that a similar asymptotics holds for any function
Υ : ℧→ R. In particular, we get for any m ≥ 1,
ˆ
Rn
x0=xn
Υnm[f ](x)
∏
j≤n
K˜NV,x0(xj , xj−1)d
nx ≃
ˆ
Xn
x0=xn
Υnm[hN ](x)
∏
1≤j≤n
KsinηN (xj , xj−1)d
nx
(5.12)
where hN = f ◦ ζN .
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Proposition 5.2. Suppose that supp(f) ⊂ (−L,L). There exists N0 > 0 such
that for all N ≥ N0, the functions hN = f ◦ ζN are well-defined on R, hN ∈
C20 ([−L,L]) and for all u ∈ R,∣∣ĥN(u)∣∣ ≤ ‖f‖C2(R) C
1 + |u|2 . (5.13)
Proof. When the potential V is analytic, the bulk IV is composed on finitely
many open intervals and the equilibrium density ̺V is smooth on IV . Since
x0 ∈ IV , by formula (5.11), the function ζN is increasing and smooth on the
interval [−L,L], and we have
ζ′′N (x) = ̺V (x0)
2G′′V
(
FV (x0) + ̺V (x0)xN
−α)N−α.
Moreover, since ζN (0) = 0 and ζ
′
N (0) = G
′
V
(
FV (x0)
)
̺V (x0) = 1, this implies
that
ζN (x) = x+ O
N→∞
(N−α)
uniformly for all x ∈ [−L,L]. Since the interval (−L,L) contains the support
of the test function f , this estimate shows that when the parameter N is large,
we can define hN (x) = f
(
ζN (x)
)
for all x ∈ [−L,L] and extend it by 0 on
R\[−L,L]. Then hN ∈ C20 (R) and
h′′N (x) = ζ
′′
N (x)f
′(ζN (x)) + ζ′N (x)
2f ′′(ζN (x)) (5.14)
for all x ∈ [−L,L]. Moreover, we can use the estimate
∣∣ĥN(u)∣∣ ≤ C ‖hN‖∞ + ‖h′′N‖∞
1 + |u|2 (5.15)
to get the upper-bound (5.13). Plainly ‖hN‖∞ ≤ ‖f‖∞ and it is easy to deduce
from formula (5.14) that
‖h′′N‖∞ ≤ ‖f ′‖∞ + C‖f ′′‖∞.
For any u ∈ Rn and for any composition k ⊢ n, define
Ψu(k) = 2 max
1≤j<ℓ(k)
{0, u1 + · · ·+ uk1+···+kj}.
To compute the limit of the RHS of (5.12), we need the following asymptotics.
Lemma 5.3. Let n ≥ 2 and let ηN > 0 such that ηN ր ∞. Suppose that hN
is a sequence of integrable functions such that
lim
N→∞
ˆ
Rn−1
u1+···+un=0
|u1|+···+|un|>ηN
∣∣ĥN (u1) · · · ĥN(un)∣∣|u1|dn−1u = 0. (5.16)
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Then, for any map Υ : ℧→ R such that ∑
k⊢nΥ(k) = 0, we have
ˆ
Xn
x0=xn
Υn[hN ](x)
∏
1≤j≤n
KsinηN (xj , xj−1)d
nx ≃ −
ˆ
Rn−1
u1+···+un=0
ℜ
{ n∏
j=1
ĥN (uj)
}∑
k⊢n
Υ(k)Ψu(k)d
n−1u.
(5.17)
Proof. The argument is the same as the proof of Lemma 1 in Soshnikov’s paper
[43] on linear statistics of the CUE, see also [46] or section 2.1 in [31]. Based on
the formula
KsinηN (x, y) =
ˆ
R
1{|u|<ηN/2}e
2πiu(x−y)du,
we obtain
TN :=
ˆ
Xn
x0=xn
Υn[hN ](x)
∏
1≤j≤n
KsinηN (xj , xj−1)d
nx
=
ˆ
Rn−1
u1+···+un=0
n∏
j=1
ĥN (uj)
∑
k⊢n
Υ(k)max
{
0, ηN −Ψu(k)/2−Ψ−u(k)/2
}
dn−1u.
Then, the condition
∑
k⊢nΥ(k) = 0 implies that∣∣∣∣TN + ˆ
Rn−1
u1+···+un=0
n∏
j=1
ĥN (uj)
∑
k⊢n
Υ(k)
Ψu(k) + Ψ−u(k)
2
dn−1u
∣∣∣∣
≤
ˆ
Rn−1
u1+···+un=0
∣∣∣∣ n∏
j=1
ĥN(uj)
∣∣∣∣∑
k⊢n
|Υ(k)|Ψu(k)1{Ψu(k)+Ψ−u(k)≥2ηN}dn−1u
Since
∣∣Ψu(k)/2∣∣ ≤ |u1|+· · ·+|un| for any k ⊢ n, the condition (5.16) is sufficient
to obtain formula (5.17).
Proof of theorem 5.1. Using the estimate (5.13), we see that when the parameter
is sufficiently large, there exists a constant C > 0 so that∣∣∣∣∣
ˆ
Rn−1
u1+···+un=0
ℜ
{ n∏
j=1
ĥN (uj)
}∑
k⊢n
Υm(k)Ψu(k)d
n−1u
∣∣∣∣∣
≤ C
ˆ
Rn−1
u1+···+un=0
|u1|+ · · ·+ |un|
(1 + |u1|2) · · · (1 + |un|2)d
n−1u, (5.18)
A similar upper-bound shows that the sequence hN = f ◦ ζN satisfies the condi-
tion (5.16) of lemma 5.3. Hence, combining the asymptotics (5.12) and (5.17),
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we obtainˆ
Rn
x0=xn
Υnm[f ](x)
∏
j≤n
K˜NV,x0(xj , xj−1)d
nx (5.19)
≃ −
ˆ
Rn−1
u1+···+un=0
ℜ
{ n∏
j=1
ĥN (uj)
}∑
k⊢n
Υm(k)Ψu(k)d
n−1u.
Thus, by (5.18), the integral (5.19) is uniformly bounded in N for any m ≥ 1.
This property combined with the asymptotics (5.8) and formula (5.5) implies
that for all n ≥ 2,
Cn
K̂NV
[fN ] = C
n
KNV
[fN ]+γ
n
1 qNN
1−α̺V (x0)
ˆ
R
f(x)ndx+ O
N→∞
(q2NN
1−α). (5.20)
Then, using the asymptotics (5.10) and Soshnikov’s main combinatorial lemma,
it was proved in [34] that
lim
N→∞
CnKNV
[fN ] =

ˆ ∞
0
u
∣∣fˆ(u)∣∣2du if n = 2
0 if n ≥ 3
.
Hence, the expansion (5.20) yields the weak convergence results (5.2)–(5.4) in
the different regimes.
Appendix A Incomplete determinantal processes
In this appendix, we review some background material on determinantal pro-
cesses and we give an alternative proof of the results of Bohigas and Pato, [8],
that the incomplete process is determinantal with correlation kernel pNK
N
V (z, w).
There are many excellent surveys about determinantal processes and we refer
to [42, 32, 29, 9] for further details and an overview of the main examples.
Let X be a complete separable metric space equipped with a Radon measure µ.
The configuration space Q(X) is the set of integer-valued locally finite Borel
measure on X equipped with the topology which is generated by the maps
Q(X) ∋ Ξ 7→ ΞA :=
ˆ
A
dΞ
for every Borel set A ⊆ X. A point process P is a Borel probability measure
on the configuration space Q(X). A point process can be characterized by its
correlation functions (ρn)
∞
n=1. If it exists, ρn is a symmetric function on X
n
which satisfies the identity
E
[(
ΞA1
k1
)
· · ·
(
ΞAℓ
kℓ
)]
=
1
k1! · · · kℓ!
ˆ
A
k1
1 ×···×A
kℓ
ℓ
ρn(x1, . . . , xn)dµ
n(x) (A.1)
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for all composition k ⊢ n and for all disjoint Borel sets A1, . . . , Aℓ ⊆ X. A point
process is called determinantal if all its correlation functions exist are given
by
ρn(x1, . . . , xn) = det
n×n
[
K(xi, xj)
]
. (A.2)
The function K : X × X → C is called the correlation kernel. For instance,
given random points (λ1, . . . , λN ) with the joint densityGN (x) = e
−βH NV (x)/ZNV
on XN , see (1.2), the random measure
∑N
k=1 δλk defines a point process and its
correlation functions satisfy ρN = N !GN and
ρk(x1, . . . , xk) =
N !
(N − k)!
ˆ
GN (x1, . . . , xN )dxk+1 · · · dxN (A.3)
for all k < N . When β = 2, it is easy to verify that
GN (x) =
1
N !
det
N×N
[
KNV (xi, xj)
]
and that, by formula (A.3), the process Ξ is determinantal with the correlation
kernel KNV given by (1.3). In general, if K ∈ L2(X × X, µ × µ) is a symmetric
function which satisfies the property (2.1), then there exists a determinantal
process on X with correlation kernel K; c.f. [42, Theorem 3].
Let q ∈ (0, 1) and p = 1− q. Recall that X is a Binomial random variable with
parameter p and N ∈ N if
P[X = n] =
(
N
n
)
pnqN−n
for all n = 0, . . . , N . Moreover, we can check that for any k ∈ N0,
E
[(
X
k
)]
= pk
(
N
k
)
. (A.4)
Let Ξ be a random (point) configuration and let Ξ̂ be the configuration obtained
after performing a Bernoulli percolation on Ξ. By construction, for any disjoint
Borel set A ⊆ X, the conditional distribution of the random variable Ξ̂A given
Ξ has a Binomial distribution with parameters p and ΞA and it is statistically
independent of ΞB for any Borel set B disjoint of A. By formula (A.4), this
implies that
E
[(
Ξ̂A1
k1
)
· · ·
(
Ξ̂Aℓ
kℓ
)∣∣∣∣ΞA = N1, . . . ,ΞA = Nℓ
]
= pn
(
N1
k1
)
· · ·
(
Nℓ
kℓ
)
for any composition k ⊢ n and for all disjoint Borel sets A1, . . . , Aℓ ⊆ X. Hence,
we obtain
E
[(
Ξ̂A1
k1
)
· · ·
(
Ξ̂Aℓ
kℓ
)]
= pnE
[(
ΞA1
k1
)
· · ·
(
ΞAℓ
kℓ
)]
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so that, by formula (A.1), the correlation functions of the incomplete process
Ξ̂ are given by pnρn(x1, . . . , xn) for all n ≥ 1. In particular, we deduce from
formula (A.2) that, if Ξ is a determinantal process with a correlation kernel K,
then the point process Ξ̂ is also determinantal with kernel pK.
Appendix B Off-diagonal decay of the correla-
tion kernel KNV in dimension 2
In this section, we review some classical estimates for the correlation kernel (1.3)
which have been used in [2] to prove the CLT (2.13). Then, we prove lemma 3.3
and an analogous result for the cumulants of the ∞-Ginibre process. For com-
pleteness, we also give the proof of lemma 3.2. We will use the formulation of
section 5 in [2] but the estimates (B.1) and (B.2) go back to the papers [6] and [1].
Suppose that the potential V : C → R is real-analytic and satisfies the condi-
tion (1.1). Then, there a function φV : C→ R+ such that φV (z) ≥ ν log |z|2 as
|z| → ∞ and some constants C, c, δ > 0 such that∣∣KNV (z, w)∣∣ ≤ CNe−c√N(|z−w|∧δ), (B.1)
and
KNV (z, z) ≤ CNe−NφV (z), (B.2)
for all w ∈ S and z ∈ C.
Proof of lemma 3.3. We use the convention z0 = zn+1. Since the kernel K
N
V is
reproducing, by the Cauchy-Schwartz inequality,∣∣KNV (z, w)∣∣ ≤√KNV (z, z)KNV (w,w),
for all z, w ∈ C, so that∣∣∣∣ n∏
j=0
KNV (zj , zj+1)
∣∣∣∣ ≤ ∣∣KNV (z0, z1)∣∣√KNV (z0, z0)KNV (z1, z1) n∏
j=2
KNV (zj , zj).
Since
ˆ
C
KNV (z, z)dA(z) = N and K
N
V (z, z) ≤ CN (see the estimate (B.2)), we
obtain
ˆ
Cn×S
|z1−zn+1|>ǫN
∣∣∣∣ n∏
j=0
KNV (zj , zj+1)
∣∣∣∣ dAn+1(z) ≤ CNn ˆ
S×C
|z1−z0|>ǫN
∣∣KNV (z0, z1)∣∣dA(z0)dA(z1).
Then, it easy to check that the estimates (B.1) and (B.2) imply that
ˆ
S×C
|z1−z0|>ǫN
∣∣KNV (z0, z1)∣∣dA(z0)dA(z1) ≤ CNe−c√NǫN .
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Hence, if ǫN = κN
−1/2 logN and κ ≥ (n+ 1)/c, we obtain
ˆ
Cn×S
|z1−zn+1|>ǫN
∣∣∣∣ n∏
j=0
KNV (zj , zj+1)
∣∣∣∣ dAn+1(z) = ON→∞(N−1). (B.3)
Moreover, since sup
{|FN (z0, z)| : z ∈ Cn, N ≥ N0} ≤ C1z0∈S by (3.6), the
estimate (B.3) implies that
ˆ
Cn+1
z0=zn+1
FN (z)
n∏
j=0
KNV (zj , zj+1)dA
n+1(z) (B.4)
=
ˆ
Cn×S
|z1−zn+1|≤ǫN
FN (z)
n∏
j=0
KNV (zj, zj+1) dA
n+1(z) + O
N→∞
(N−1).
Now, we can proceed by induction to get formula (3.7). If CN = {z ∈ Cn+1 :
zn+1 ∈ S , |z1 − zn+1| ≤ ǫN}, the next step is to show that
ˆ
CN
|z2−z1|>ǫN
∣∣∣∣ n∏
j=0
KNV (zj, zj+1)
∣∣∣∣ dAn+1(z) = ON→∞(N−1). (B.5)
Since the set SV is open, there exists a compact set S ′ ⊂ SV such that
S ⊂ S ′ and CN ⊂ {z ∈ Cn+1 : zn+1, z1 ∈ S ′} when the parameter N is
sufficiently large. Then, as before, we obtain
ˆ
CN
|z2−z1|>ǫN
∣∣∣∣ n∏
j=0
KNV (zj , zj+1)
∣∣∣∣ dAn+1(z) ≤ CNn ˆ
S ′×C
|z2−z1|>ǫN
∣∣KNV (z1, z2)∣∣dA(z0)dA(z1),
and formula (B.5) also follows directly from the estimate (B.3). Hence, by
formula (B.4), this implies that
ˆ
Cn+1
z0=zn+1
FN (z)
n∏
j=0
KNV (zj , zj+1)dA
n+1(z)
=
ˆ
Cn×S
|z1−zn+1|≤ǫN
|z2−z1|≤ǫN
FN (z)
n∏
j=0
KNV (zj, zj+1) dA
n+1(z) + O
N→∞
(N−1).
If we repeat this argument, we obtain (3.7).
Lemma B.1. Let n ∈ N, w0 = wn+1 = 0, and let H(w) be a polynomial
of degree at most 2 in the variables w1, . . . , wn, w1, . . . , wn. For any sequence
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δN ≥ kρ−1/2N
√
log ρN with k > 0, we have
ˆ
Cn
H(w)
n∏
j=0
K∞ρN (wj , wj+1) dA
n(w)
=
ˆ
A (0;δN )
H(w)
n∏
j=0
K∞ρN (wj , wj+1) dA
n(w) + O
N→∞
(ρ
1−k2/2
N )
where the set A (0; δN ) is given by formula (3.5).
Proof. We will first show that
ˆ
Cn
|w1|>δN
H(w)
n∏
j=0
K∞ρN (wj , wj+1) dA
n(w) = O
N→∞
(
ρNe
−ρNδ2N/2
)
. (B.6)
First, notice that if H = 1, since w0 = 0, by formula (3.13), we have
ˆ
Cn
|w1|>δN
∣∣∣∣ n∏
j=0
K∞ρN (wj , wj+1)
∣∣∣∣ dAn(w) ≤ e−ρNδ2N/2ρn+1N ˆ
Cn
n∏
j=1
e−ρN |vj |
2/2dAn(v)︸ ︷︷ ︸
= ρ−nN
.
In general, there exists a constant C > 0 which only depends on the polynomial
H so that ∣∣H(w)∣∣ ≤ C{1 + |w1|2 + · · ·+ |wn|2}
or ∣∣H(w)∣∣ ≤ C{1 + |w2 − w1|2 + · · ·+ |wn−1 − wn|2 + |wn|2}. (B.7)
Since, for any k = 1, . . . , n,
ˆ
Cn
|w1|>δN
|wk − wk+1|2
∣∣∣∣ n∏
j=0
K∞ρN (wj , wj+1)
∣∣∣∣dAn(w)
≤ e−ρNδ2N/2 ρn+1N
ˆ
Cn
|vk|2
n∏
j=1
e−ρN |vj |
2/2dAn(v)︸ ︷︷ ︸
= 1
,
the estimate (B.6) follows directly from (B.7) and the leading contribution comes
from the constant term. If we use the estimate∣∣H(w)∣∣ ≤ C{1 + |w1|2 + n∑
j=1
j 6=k
|wj+1 − wj |2 + |wn|2
}
instead, the same argument shows that for any k = 1, . . . n,
ˆ
|wk−wk+1|>δN
H(w)
n∏
j=0
K∞ρN (wj , wj+1) dA
n(w) = O
N→∞
(
ρNe
−ρNδ2N/2).
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Hence, the lemma follows from applying a union bound and from the choice of
the sequence δN .
Proof of lemma 3.2. The map (z, w) 7→ Ψ(z, w) is bi-holomorphic in a neigh-
borhood of (x0, x0), so there exists 0 < ǫ < 1 such that for all |u|, |v| ≤ ǫ,
Ψ(x0 + u, x0 + v) =
∑
k,j≥0
akju
kvj .
By definition, Ψ(z, w) = Ψ(w, z), so that the coefficients of the previous power
series are Hermitian-symmetric: akj = ajk for all k, j ≥ 0. Moreover, by defini-
tion, we have
a11 = ∂z∂zV |z=x0 = ∆V (x0) =
b0(x0, x0)
2
. (B.8)
Let
h(u) = i
∑
k>0
{
ak0u
k − a0kuk
}
= −2ℑ
{∑
k>0
ak0u
k
}
.
Since V (x0 + u) = Ψ(x0 + u, x0 + u), we see that for any |u|, |v| ≤ ǫ,
2Ψ(x0 + u, x0 + v)− V (x0 + u)− V (x0 + v)
= −i{h(u)− h(v)} + a11
(
2uv − |u|2 − |v|2)+O(ǫ3).
By formula (3.1), this implies that for any |u|, |v| ≤ ǫN = log(Nκ)N−1/2,
BN (x0 + u, x0 + v)e
iNh(u)
eiNh(v)
= Nb0(x0, x0)e
Na11(2uv−|u|2−|v|2)
{
1 + O
N→∞
(
(logN)2ǫN
)}
.
By formula (B.8) and the definition of the ∞-Ginibre kernel, it completes the
proof.
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