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LYAPUNOV EXPONENTS EVERYWHERE AND RIGIDITY
FERNANDO PEREIRA MICENA AND RAFAEL DE LA LLAVE
Abstract. We study the possibility that Anosov or expanding maps have Lyapunov
exponents defined everywhere. We discover that, in low dimensions, we have that the
maps with exponents defined everywhere are smoothly conjugate to linear maps. In
higher dimensions, we present somewhat weaker results (C1+ε conjugacy with extra
hypothesis on the spectrum of the homology or proximity to linear) and we exhibit
examples of C∞ maps which have Lyapunov exponents everywhere, but are are not C1
conjugate to linear.
1. Introduction
One of the most celebrated theorems in modern dynamics is Oseledets multiplicative
ergodic theorem, (see [27, 3, 2, 36] for precise statements), which establishes the existence
of Lyapunov exponents for almost all points with respect to any invariant measure. We
refer to points without all the Lyapunov exponents as “irregular” points.
The importance of Oseledets theorem is that it provides a link between ergodic proper-
ties of systems and geometric properties of the infinitesimal displacements around orbits.
This is, of course, the basis of the very well known “smooth ergodic theory” or “Pesin
theory” [3].
It is natural to consider whether the ergodic caveat “almost all” is really needed and
whether one can expect the existence of Lyapunov exponents everywhere.
In the case that the dynamical systems has very few invariant measures one can expect
that there are points without Lyapunov exponents. Consider the example f : S1 → S1,
where f(x) = x + ε sin(2πx). This map has two fixed points x = 0, an attractor fixed
point and x = 1
2
, a repeller fixed point. Since ε > 0 is enough small f ′(0) > 1 and
0 < f ′(1
2
) < 1. For any x ∈ S1 \ {0, 1
2
}, we have
lim
n→−∞
1
n
log(|(fn)′(x)|) = λf(1
2
) < 0,
and
lim
n→+∞
1
n
log(|(fn)′(x)|) = λf(0) > 0,
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where λf(p) is the Lyapunov exponent of f at p. Note that in this example the unique
f−invariant borelian probability measures are convex combination of Dirac measures
concentrated on x = 0 and other on x = 1
2
.
On the other hand, for systems that have many invariant measures including Lebesgue,
it seems possible that the Lyapunov exponents are defined everywhere. For example, in
a linear automorphism of the torus (or more generally in the nilmanifold automorphisms
[35]) there are exponents everywhere.
The goal of this paper is to investigate the existence of Lyapunov exponents for all
points for some dynamical systems with many invariant measures (expanding or Anosov)
The answer we find is that the existence of the exponents involves issues such as
the dimension of the manifold. In low dimensions we have that the only examples of
expanding maps with Lyapunov exponents are essentially the linear examples (the linear
examples up to an smooth change of variables). As a matter of fact, in low dimensional
systems, we have a stronger dichotomy. Either there is a set of full Hausdorff dimension
of irregular points or the system is smoothly conjugate to linear.
In higher dimensions, we have non-linear examples with Lyapunov exponents every-
where but which are not Lipschitz equivalent to linear. Some other results show that
Anosov systems with some extra hypothesis involving algebraic properties of the spec-
trum of the action on homology and proximity to linear indeed have a similar dichotomy
as above (either irregular points have full Hausdorff dimension or there is a C1+ε conju-
gacy to linear.
Note that the answer of characterizing maps with Lyapunov exponents everywhere
depends on the dimension of the manifold and dynamical properties of the map as well
as (in higher dimensions) algebraic properties of the action in homology, which highlights
the ability of the concept of Lyapunov exponents to jump across category lines.
The results present have different proofs. Some of them are based on cohomology
equations and conformal deformations. Others are based on the theory of entropy and
the characterization of measures of maximal entropy. This also leads to some new proofs,
based on different concepts of older results. We hope that by presenting these very
different proofs side by side, we can throw some light in the rich relations among seemingly
different branches of the theory.
We have two types of methods. One is geometric methods based on adapted metrics
that reduce to uniform expansion and others use more dynamical properties relating
entropy and other invariants using distortion arguments. In some way, the first type of
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arguments are based on looking on very large scales, but the second ones are based on
zooming in. We hope that, by presenting the different proofs together, we will highlight
the interplay of different methods that can be used in these questions.
1.1. Formulation of results. Our main results are the following:
Theorem 1. Let f : M →M be a C∞ map in one of the two following cases:
(1) M = T1 and f orientation preserving expanding map (|f ′(x)| ≥ λ > 1).
(2) M = T2 and f is an Anosov diffeomorphism.
Then, we have the following dichotomy. Either:
(a) There exists a set C ⊂ M of the same Hausdorff dimension as the manifold M
such that all the points in C are irregular.
(b) The map f is C∞ conjugate to one of the linear examples.
We will refer to Theorem 1 as saying that systems with Lyapunov exponents everywhere
are rigid. Note that we obtain that the conjugacy is very smooth. This is more surprising
in the two dimensional case, since the examples are area preserving and, by Sternberg
theorem, we know that Cr conjugacy near a fixed point involves obstructions.
There are also similar results for finitely differentiable mappings or analytic mappings,
but we will not formulate them.
There are also other similar rigidity results in higher dimensions, but they involve more
hypothesis. As we will see later, in higher dimensions, rigidity results indeed require
extra hypothesis since there are examples of systems with Lyapunov exponents defined
everywhere which are not conjugate to linear.
Theorem 2. Consider f : T3 → T3 a C∞ Anosov diffeomorphism. Suppose that f admits
a partially hyperbolic splitting. Assume that f is sufficiently C1 close to an Anosov linear
automorphism which has 3 real eigenvalues of different modulus.
If every point x ∈ T3 is regular, then f is C∞ conjugated to L.
Note that we can substitute the hypothesis that f is in a neighborhood of L with
the hypothesis that f is in the same connected component of L in the space of Anosov
diffeomorphisms.
By a similar approach used to prove Theorem 2 we can state a version far from linear
with damage on the class of differentiability of the conjugacy h. More precisely, we have.
Theorem 3. Consider f : T3 → T3 a Cr, r ≥ 2 Anosov diffeomorphism. Suppose that f
admits a partially hyperbolic structure TT3 = Esf ⊕ Ewuf ⊕ Esuf .
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If every point x ∈ T3 is regular, then f is C1+ε conjugated with its linearization L, for
some ε > 0.
For dimension d ≥ 4, we are able to prove a local rigidity result under some extra
hypothesis which, surprisingly, involve algebraic hypothesis on the spectrum of the action
on homology.
Theorem 4. Let L : Td → Td, d ≥ 4, be a linear Anosov automorphism, diagonalizable
over R, irreducible over Q (i.e. the characteristic polynomial cannot be factored into
two polynomials with rational coefficients with distinct eigenvalues which are furthermore
real).
Hence, we can write:
EsL = E
s
1 ⊕ Es2 ⊕ . . .⊕ Esk
EuL = E
u
1 ⊕Eu2 ⊕ . . .⊕Eun .
Let f be map sufficiently close to L (and hence Anosov). If every point x ∈ T4 is
regular for f ,then f is C1+ε conjugated with L, for some ε > 0.
Both in Theorems 2, 4 we also obtain the dichotomy that in the case that there is not a
differentiable conjugacy, there exists a set of irregular points of full Hausdorff dimension.
Remark 5. Note that in dimensions 1, 2 we were able to obtain the if the map is very
regular, then, the conjugacies to linear are very regular. In dimension 3 or higher it
seems to be an open question whether the bootstrap of regularity of the conjugacy from
the regularity of the map is possible.
For C∞−Anosov diffeomorphisms f : M → M, we can establish following results con-
cerning the existence of an absolutely continuous and f−invariant measure. Under tran-
sitivity we can get an absolutely continuous and f−invariant measure with C∞−density.
Theorem 6. For more general setting we have:
(1) Let f be a C∞ transitive Anosov diffeomorphism of a compact manifold. Assume
that all points are regular, then f preserves a measure equivalent to Lebesgue with
a C∞ density. Moreover this measure is the maximal entropy measure of f.
(2) Let f be a C∞ Anosov diffeomorphism of a compact manifold M. Assume that f
satisfies de c.p.d. condition, then f preserves a measure ν absolutely continuous
with respect to Lebesgue measure. Moreover ν is the maximal entropy measure.
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Of course, the conclusion that f preserves a measure equivalent to Lebesgue, implies
that it is transitive. In part 1) of Theorem 6 we use transitive in the proof. See Ques-
tion 21.
In contraposition with the previous rigidity results, we just recall that there are some
known examples (we formulate them as theorems to keep the symmetry of the exposition)
which lead to:
Theorem 7. For any d ≥ 4, there are Anosov maps of Td which have Lyapunov exponents
everywhere and are not Lipschitz conjugate to linear. Such examples, can be found in
any C∞ neighborhood of linear automorphisms of Td.
The examples above show that in higher dimensions, Lyapunov exponents everywhere
does not guarantee the C1 conjugacy to linear, much less the C∞.
The proof of the results Theorems 1,2, 4 will be obtained my making contact with
the very rich smooth rigidity theory. Once this contact is established, one can move
the results in rigidity theory to our context and bring to bear other properties that have
been found useful in rigidity theory such as the irreducibility of characteristic polynomial,
proximity to linear, conformal Anosov, etc.
2. Proof of Theorem 1
The key concept that makes contact between regularity of all points and smooth rigidity
theory is the concept of constant periodic data.
Definition 8. Let f : M → M be a local diffeomorphism. We say that f has constant
periodic data if for any periodic points p, q of f, with period k and n respectively, then
Df τ(p) = Df τ (q) are conjugated, for every integer τ such that f τ(p) = p and f τ (q) = q.
In particular the set of Lyapunov exponents of p and q, are equal and each common
Lyapunov exponent has the same multiplicity for both.
We will prove two results:
Lemma 9 shows that, in the cases that we consider, if we do not have constant periodic
data, we have a set points of positive Hausdorff dimension without Lyapunov exponents.
In the other direction, Lemma 10 shows that, in the cases that we consider, if we
have constant periodic data, we can identify the constant periodic data with topological
properties.
Therefore, if we all points are regular (or, more precisely, if the set of irregular points
does not have full Hausdorff dimension) we have the periodic data is the same as that of
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the linear map and we can apply the results of [33] in the case of expanding maps of T1
and [23, 22] for Anosov diffeomorphims of T2.
Hence, by passing through constant periodic data we can link the ergodic geometric
properties to the global geometry. We note that the proof of the lemmas will involve
the fact that we are dealing with low dimensional systems. More precisely that we can
decompose the analysis
As a matter of fact, the method of proof, also gives some alternative proofs of the some
results of [33, 22] in the case of constant periodic data.
2.1. Precise formulation of Lemmas 9, 10. Here is a precise formulation of the main
lemmas.
Lemma 9. For the systems as in the conditions of Theorem 1. If they do not satisfy
Definition 8, then the set of irregular points is not empty.
Lemma 10. (1) Let f : T1 → T1 be a Cr, r ≥ 2, expanding map. If the map f
satisfies Definition 8 then, the constant Lyapunov multipliers at periodic orbits is
the degree of the map, moreover the conjugacy with linear model is Cr. In another
case, the set of irregular points has full Hausdorff dimension.
(2) Let f : T2 → T2 be a Cr, r ≥ 2, an Anosov diffeomorphism satisfying Defini-
tion 8. Then, f and its linearization L have same periodic data, moreover the
conjugacy with linear model is Cr. In another case, the set of irregular points has
full Hausdorff dimension.
2.2. Proof of Lemma 9. The proof is roughly that, given two periodic points, by the
specification property, we can obtain sequences that stay near one or the other at rather
arbitrary sequence of times.
If the two periodic points have different Lyapunov multipliers, because of the symbolic
dynamics, one can show that there exist orbits that do not have Lyapunov exponents.
By the specification property, we can get orbits that jump along the periodic orbits but
spend an exponentially increasing time near each of the orbits. Since the time spent
near an orbit, is comparable to the length of the orbit so far, one gets that the Birkhoff
average is affected by the value of the exponent at this orbit. Then, in the next segment,
the other orbit affects the running Birkhoff average. The next result is that there is no
convergence. For the sake of making this paper more complete, we present a proof in
Appendix A.
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A version of this argument appears already in [29]. Much more delicate is to show
that the points without exponents have full Hausdorff dimension. This is the in [4]. In
particular, Theorem 3.2 of [4] shows that in the case of the expanding maps of the circle,
if there are two periodic points with different Lyapunov exponents, there is a set of full
dimension without Lyapunov exponents.
Following the notation in [4], the measure mD meaning the unique measure of maximal
Hausdorff dimension and mφ = mE , the unique maximal entropy measure.
In the presence of irregular Lyapunov points we have mD 6= mE . In fact, the unique
absolute continuous invariant probability of f coincides with mD. If mD = mE, we have
h∗(m) = mD, so the conjugacy h is absolutely continuous. By [33], the conjugacy h is
Cr. In particular every point is regular.
Finally, since mD 6= mE , by Theorem 3.3, item(2), of [4], the dimH(Lf) = 1, where Lf
denotes the set of irregular points of f.
2.3. Proof of Lemma 10 for expanding maps of the circle. We consider first the
case of expanding maps of the circle. We will discuss only the orientation preserving
case, the orientation reversing only requires sign changes in some formulas.
Denote by log(λ) the common value of the multipliers.
We see that log f ′(x)− log(λ) has zero average over every periodic orbit.
Hence, by Livsic’s theorem [21, 6], we can find a Cα function φ : T→ R such that
log f ′(x)− log(λ) = φ(f(x))− φ(x). (2.1)
Equivalently
eφ(x)f ′(x)e−φ(f(x)) = λ. (2.2)
We can interpret (2.2) as saying that, if we define a metric, conformal to the standard
metric in the torus by a factor eφ, then the derivative expands the metric by exactly λ.
It follows that λ should be the degree of f .
Define for (a, b) ⊂ T1 the distance
d(a, b) =
1
α
∫ b
a
e−φ(x)dx,
where α =
∫ 1
0
e−φ(x)dx, by using (2.2) we have d(f(a), f(b)) = λd(a, b).
In fact αd(f(a), f(b)) =
∫ f(b)
f(a)
e−φ(y)dy =
∫ b
a
e−φ(f(x))f ′(x)dx = λ
∫ b
a
e−φ(x)dx = λαd(a, b).
If we define the length of a (Borel) set S by ν(S) = 1
α
∫
S
e−φ(x) dx. These definitions
of measures extend to the lift. Since f˜ – a lift of f – is a diffeomorphism in the lift, we
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have
ν(f(S)) = λν(S) (2.3)
If we consider S to be the whole circle, we see that the image is precisely degree(f) copies
of the whole circle therefore, ν(f˜([0, 1])) = degree(f)ν([0, 1]).
Comparing with (2.3) we obtain that λ = degree(f). That is, the periodic data of the
map agree with that of the uniform expansion. Hence, we can apply the result in [33] to
conclude that f and the uniform expansion are C∞ conjugate.
Even if, for the proof of Theorem 1 it would suffice at this stage to quote [33], in the
next Section 2.4, we present a proof of the result using the metrics we have defined. As
a matter of fact the argument in Section 2.4 leads to an alternative proof of the result in
[33]. We present the details in Appendix B.
2.4. Regularity of the conjugacy in the expanding map case. Letmφ the measure
defined by the one dimensional distance d, since the preimages of f contracts uniformly
with factor 1
d
, we have mφ is invariant by f and hmφ(f) = log(d). So mφ is the maximal
entropy measure of f. Considering h the conjugacy between the linear map Ed and f, we
have h∗(m) = mφ. The conjugacy h is an absolutely continuous map and for any a ≤ b
we have
b− a = h∗(h(a), h(b)) =
∫ h(b)
h(a)
e−φ(x)
α
dx.
Doing the change x = h(t), we have
b− a =
∫ b
a
h′(t)
e−φ((h(t)))
α
dt,
so h′(x) = αeφ(h(x)), m− a.e.
Since h is absolutely continuous, by fundamental calculus theorem, the map h, by
Picard’s Theorem coincides with a solution of
x′ =
e−φ(x)
α
, x(0) = h(0).
The conjugacy h is Cr, as required. We observe that it is possible to prove the gen-
eral form of Shub-Sullivan’s Theorem using a similar argument involving O.D.E’s, see
Appendix B.
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2.5. Proof of Lemma 10 for Anosov diffeomorphisms of T2. For Anosov systems
in T2, we argue in a similar way. Denote by log(λs) to be the unique stable exponent at
periodic data and denote by f ′s(x) the derivative restricted to the stable direction.
Then, we can use Livsic theorem to solve a stable analogue of (2.1)
log f ′s(x)− log(λs) = φ(f(x))− φ(x). (2.4)
We also have
eφ(x)f ′s(x)e
−φs(f(x)) = λs. (2.5)
Analogously, for the u−direction we have
eφ(x)f ′u(x)e
−φu(f(x)) = λu, (2.6)
where log(λu) denote the unique unstable Lyapunov exponent at periodic data.
The identity (2.5) has the geometric meaning that, along the stable direction, the map
makes the distance measured in the metric e−φ(x) times the standard metric grows exactly
like a factor λs. If we denote the length of a curve in this metric by | · | we obtain that if
W sx denotes the stable leaf going through x and W ⊂W sx is a segment, we have
|f(W )| = λs|W | |f−1(W )| = λ−1s |W |. (2.7)
The formula (2.7) remains true in the universal cover, when we consider, instead of f
a lift of f and its stable manifolds.
Iterating (2.7) we obtain for all n ∈ N
|fn(W )| = λns |W | |f−n(W )| = λ−ns |W |. (2.8)
also valid in the universal cover.
The basic idea is that if we take n large, the separation of two points in the universal
cover is more or less the eigenvalue of the action on homotopy. At the same time, by
the fact that the stable foliation has leaves are uniformly C1, we have that the distance
(measured) in the standard metric) is equivalent to the distance measured by the distance
along the normal cover.
2.6. A direct proof of the rigidity results for Anosov systems. We go to argue
with entropies along the stable and unstable leaves, see Definition 15 for details. Since
the separation has constant factor with respect to conformal metrics we conclude that
unstable entropy htop(f,W
u
f ) = log(λu) and htop(f
−1,W uf−1) = − log(λs), see Theorem
16. Since the conjugacy h send stable/unstable leaves of f∗ in stable/unstable leaves of
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f, then stable/unstable topological entropies of f and L coincide. So f and L have the
same periodic data.
Let h : T2 → T2 be the conjugacy between f and L, such that
h ◦ L = f ◦ h.
Let us introduce a leaf equivalence on the unstable leaves. We say that two unstable
leavesW andW ′ are related ifW andW ′ are in the same orbit, that is, there is an integer
number n such that fn(W ) = W ′. For each equivalence [W ] class choose a representant
W, and a point x0 ∈ W and consider (xn)n∈Z the orbit of x0. We will use du to construct
a new function h˜, as following.
Consider an orientation for the unstable leaves and suppose that the conjugacy h is
orientation preserving. We define h˜(x0) = h(x0), now, using the orientation, if a >
x0 such that |x0 − a| = α > 0, we define h˜(a) the point b ∈ W uf (h(x0)), such that
du(b, h(x0)) = α. Analogously we define h˜(a), in the case a < x0.
For the iterated L(W uL(x0)) = W
u
L(L(x0)), we first define h˜(L(x0)) := h(L(x0)), so
we have h˜(L(x0)) = h(L(x0)) = f(h(x0)) = f(h˜)(x0). Since f, L have the same periodic
data, then L expands W uL(x0) with the factor e
λu , the same factor such that f expands
W uf (h(x0)) with the metric d
u. So, as before, using distances, we define h˜ on W uL(L(x0)).
Note that if a > x0 and |x0−a| = α > 0, then |L(a)−L(x0)| = eλuα, with L(a) > L(x0).
If b = h˜(L(a)), then b > h(L(x0)) and d
u(b, h(L(x0))) = e
λuα, by definition we get
f(h˜(La)) = h˜(L(a)). It is analogous if a < L(x0). We can proceed inductively for all
iterated o Ln(W uL(x0)), n ≥ 0.
If L(y) = x0, using distances as before, following for backward, we define h˜ on W
u
L(y)
, with initial condition h˜(y) = h(y). So we can construct a function h˜ :
⋃
W ′∈[W ] → T2,
such that h˜(L(x)) = f(h˜(x)).
Now running on all class [W ] we obtain a function h˜ : T2 → T2, such that h˜(L(x)) =
f(h˜(x)), such that it coincides with h at least for one point on each unstable leaf W uL . It
is not hard to see that each restriction h˜|W is a homeomorphism between unstable leaves
W and h(W ), so the map h˜ : T2 → T2 is a bijection.
For a suitable lift H˜ of h˜, we have H˜(x + c) = H˜(x) + c, for any x ∈ R2 and c ∈ Z2,
we have
H˜ ◦ L = f ◦ H˜, (2.9)
where L, f : R2 → R2 are lifts of f and L respectively.
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If h˜(x) = y, define φ˜(y) = x. Denote by φ a suitable lift of φ˜ such that φ(x+c) = φ(x)+c
for any x ∈ R2 and c ∈ Z2. We have
L ◦ φ = φ ◦ f. (2.10)
For a suitable lift H˜ of h˜, we have H˜(x+ c) = H˜(x) + c, for any x ∈ R2 and c ∈ Z2.
By compactness of a fundamental domain of T2, we have
d¯(H˜, IdRd) = sup
x∈R2
{||H˜ − IdR2 ||} ≤
√
2.
In the case H˜(x) = y, changing x by φ(y) := H˜−1(y) we have
d¯(φ, IdR2) ≤
√
2.
Let us to use the following result.
Proposition 11 (Proposition 8.2.2 of [1]). Let L : Rn → Rn be a hyperbolic linear
automorphism and let T : Rn → Rn be a homoemorphism. If d¯(L, T ) is finite, then there
is a unique map φ : Rn → Rn such that
(1) L ◦ φ = φ ◦ T,
(2) d¯(φ, idRn) is finite.
Furthermore, for K > 0 there is a constant δK > 0 such that if d¯(L, T ) < K,
then the above map φ has the following properties :
(3) d¯(φ, idRn) < δK ,
(4) φ is a continuous surjection,
(5) φ is uniformly continuous under d¯ if so is T.
By the above proposition the maps H˜ coincides with H , a suitable lift of the conjugacy
h. We conclude h˜ = h.
The construction of h using distances ensures that each restriction h|L is an absolutely
continuous function with domain L = R. We have
x− x0 = du(h˜(x), h˜(x0)) =
∫ h(x)
h(x0)
e−φ
u(t)dt,
where dt denotes the length form on W uf (h(x0)).
By the changing t = h˜(θ), we get
x− x0 =
∫ x
x0
e−φ
u(h˜(θ))h˜′(θ)dθ,
a real differential equation.
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Again h˜′ can be obtained by solving h˜′(t) = eφu(h˜(t)) with a initial condition. So each
restriction h˜ on unstable leaves are C∞, as well φu, see [24]. Analogously h is C
∞ on the
stable direction. Since the stable and unstable leaves are C∞, by Journe´’s Theorem [17],
the conjugacy h is C∞.
Remark 12. By [24], if f as well the stable and unstable foliations are analytic, then
the conjugacy h would be analytic.
3. Proof of Theorems 2 and 3.
By structural stability, we know that there exists a homeomorphism h of the torus
such that f ◦ h = L ◦ h. Actually h, h−1 are both Ho¨lder.
The homomorphism h is such that h˜, the lift to R3, the universal cover of T3, satisfies
h˜(x) = x+ hˆ(x),(h˜)−1(x) = x+
ˆˆ
h(x) with supx |hˆ(x)|, supx |ˆˆh(x)| ≤M <∞.
By the theory of splittings, we can find a splitting of the tangent bundle invariant by
Df .
TT3 = Esf ⊕ Ewuf ⊕ Esuf
where the bundles Eσf are one-dimensional bundles characterized by the rates of growth
under iteration of Df . The rates of growth are close to the modulus of the eigenvalues
of L. These decomposition is Ho¨lder continuous, see [28].
We know that the stable Esf and unstable E
u
f := E
wu
f ⊕ Esuf distributions integrate to
a foliation with smooth leaves which have topological characterization.
The leaves W sf (x) (resp. W
u
f (x)) of the stable (resp. unstable) foliation are the points
whose orbits converge under iteration in the future (resp. in the past). Of course, in
the case of the linear map L, these leaves are just lines (resp. two dimensional planes)
spanned by eigenvalues of L.
This topological characterization shows that the leaves of these foliations are preserved
by topological conjugacy. h(W sf (x)) = W
s
L(h(x)), h(W
u
f (x)) =W
u
L(h(x)).
In the case we are interested, in the paper [25], it is shown that we can find a foliation
characterized whose leaves are characterized by the equivalence relation
y ∈ Wwuf (x) iff d(f˜n(x), f˜n(y)) ≤ Cx,yλn n ≥ 0, (3.1)
where f˜ denotes the lift and λ is a rate bigger than the rate in the weak unstable bundle
but smaller than the rate corresponding to the strong unstable bundle.
The paper [25] shows that the leaves of this foliation are uniformly C1+ε.
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The characterization of the leaves in (3.1) and the fact that the lift of the conjugacy
is identity plus bounded shows that h(Wwuf (x)) =W
wu
L (h(x)), see [11].
It is also known that the distribution Esux can be integrated to a Ho¨lder foliation with
smooth leaves, but in the leaves do not transform well under conjugacies. Some of the
complicated theory of integrability of intermediate foliations is discussed in [16, 22].
In the case of Theorem 3, the conjugacy h sends wu−leaves of L into wu−leaves of f,
(see [11], for instance). By using an approach similar to Theorem 1, along the wu−leaves,
we have that f and L have the same wu−periodic data. By [11], the conjugacy h matches
su−leaves, then using Livsic’s aproach again we get f and L have the same su−peridic
data. Analogously f and L have the same s−periodic data. Since the one dimension
leaves of f are C1+ε submanifolds, by [11] we have f and L are C1+ε, conjugated for some
ǫ > 0.
For Theorem 2, we can apply the remarkable recent result of [12] to conclude that
indeed h is C∞.
4. Useful Tools.
To prove Theorems 4 and 6 we will need some tools involving regularity of all point
and uniform convergence of Lyapunov exponents. Uniform convergence of Lyapunov
exponents can be related with volume growth unstable foliation and consequently entropy
along the unstable leaves.
Let us recall results given in [8].
Lemma 13. Let M be the space of f−invariant measures, φ be a continuous function
on M. If
∫
φdµ < λ, ∀µ ∈M, then for every x ∈M, there exists n(x) such that
1
n(x)
n(x)−1∑
i=0
φ(f i(x)) < λ.
Lemma 14. Let M be the space of f−invariant measures, φ be a continuous function
on M. If
∫
φdµ < λ, ∀µ ∈M, then there exists N such that for all n ≥ N, we have
1
n
n−1∑
i=0
φ(f i(x)) < λ,
for all x ∈M.
See [8] for the proofs of the above Lemmas. In the previous lemmas if we replace∫
φdµ < λ by
∫
φdµ > λ, we can get analogous statements.
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In [14] the authors lead with a notion of topological entropy htop(f,W) of an invariant
expanding foliationW of a diffeomorphism f. They establish variational principle in this
sense and relation between htop(f,W) and volume growth of W.
Here W (x) will denote the leaf of W by x. Given δ > 0, we denote by W (x, δ) the
δ−ball centered in x onW (x), with the induced riemannian distance, that we will denote
by dW .
Given x ∈ M, ε > 0, δ > 0 and n ≥ 1 a integer number, let NW (f, ε, n, x, δ) be the
maximal number of points in W (x, δ) such that max
j=0...,n−1
dW (f
j(x), f j(y)) ≥ ε.
Definition 15. The unstable entropy of f on M, with respect to the expanding foliation
W is given by
htop(f,W) = lim
δ→0
sup
x∈M
hWtop(f,W (x, δ)),
where
hWtop(f,W (x, δ)) = lim
ε→0
lim sup
n→+∞
1
n
log(NW (f, ε, n, x, δ)).
Define W−volume growth by
χW(f) = sup
x∈M
χW(x, δ),
where
χW(x, δ) = lim sup
n→+∞
1
n
log(V ol(fn(W (x, δ)))).
Note that, since we are supposing W a expanding foliation, the above definition is
independent of δ and the riemannian metric.
Theorem 16 (Theorem C of [14]). With the notations above we have
htop(f,W) = χW(f).
5. Proof of Theorem 4.
In Theorem 4 we can suppose that the eigenvalues of L satisfying 0 < |βs1| < . . . <
|βsk| < 1 < |βu1 | < . . . < |βun|. The Lyapunov exponents of L, are λsi (L) = log(|βsi |), i =
1, . . . , k and λui (L) = log(|βui |), i = 1, . . . , n. For f we denote by λui (x, f) the Lyapunov
exponent of f at x in the direction Eu,fi , i = 1, . . . , n and by λ
s
i (x, f) the Lyapunov
exponent of f at x in the direction Es,fi , i = 1, . . . , k, in the cases that Lyapunov exponents
are defined.
Let us introduce a notation Es,L(1,i) = E
s
1 ⊕ . . .⊕Esi , i = 1, . . . , k and Eu,L(1,i) = Eu1 ⊕ . . .⊕
Eui , i = 1, . . . , n. If j > i, we denote E
s,L
(i,j) = E
s
i ⊕ . . .⊕ Esj and Eu,L(i,j) = Eui ⊕ . . .⊕Euj .
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In the setting of Theorem 4, it is known by Pesin [28], that if f is C1−close to L, then
TTd admits a similar splitting Esf = E
s,f
1 ⊕ Es,f2 ⊕ . . . ⊕ Es,fk and EuL = Eu,f1 ⊕ Eu,f2 ⊕
. . . ⊕ Eu,fn . As before, define Eu,f(1,i) = Eu,f1 ⊕ . . . ⊕ Eu,fi and Es,f(1,i) = Es,f1 ⊕ . . . ⊕ Es,fi ,
analogously, for i > j, we define Es,f(i,j) and E
u,f
(i,j).
By continuity of each subbundle, we can take the decomposition Esf ⊕Eu,f(1,i) ⊕Eu,f(i+1,n)
such that it is a uniform partially hyperbolic splitting.
Moreover, by [7], each Eu,f(1,i) = E
u,f
1 ⊕ . . .⊕Eu,fi , is integrable to an invariant foliation
W
u,f
(1,i), with i = 1, . . . , n. An analogous construction holds for stable directions. By [9],
since f is C1−close to L, the conjugacy h between L and f is such that h(W u,L(1,i)(x)) =
W
u,f
(1,i)(h(x)), the same for stable foliations.
Proposition 17. Let L : Td → Td be an Anosov linear automorphism, diagonalizable on
R with distinct eigenvalues. If f is a C2−Anosov diffeomorphism sufficiently C1−close
to L with constant periodic data, then every point x ∈ Td is regular and λ∗f(x) = λ∗f (p),
where p is a given periodic point of f. Moreover the convergence as in the definition
of Lyapunov exponent is uniform, for all possible invariant direction, as well sums of
Lyapunov exponents.
Proof. Again we can argue with Livsic’s Theorem. Denote by Λu,f1,i the common value of
the sum of the i−first unstable Lyapunov exponents of f, where λu1(f) < . . . < λun(f),
are the n−first unstable Lyapunov exponent of f. Denote by Jacu(1,i)f(x) the jacobian of
Df(x) : Eu,f(1,i)(x)→ Eu,f(1,i)(f(x)).
We see that log(|Jacu(1,i)f(x)|)− Λu,f1,i has zero average over every periodic orbit.
Hence, by Livsic’s theorem [21, 6], we can find a Cα function φ : Td → R such that
log(|Jacu(1,i)f(x)|)− Λu,f1,i = φ(f(x))− φ(x). (5.1)
Equivalently
log(|Jacu(1,i)f(x)|) = e−φ(x)eφ(f(x))Λu,f1,i . (5.2)
By induction
log(|Jacu(1,i)fn(x)|) = e−φ(x)eφ(f
n(x))(Λu,f1,i )
n. (5.3)
Since φ is continuous there is C > 1, such that
C−1(Λu,f1,i )
n ≤ log(|Jacu(1,i)fn(x)|) ≤ C(Λu,f1,i )n,
so the convergence
1
n
log(|Jacu(1,i)fn(x)|)→ Λu,f1,i
is uniform.
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The same we can apply to each Eu,fi , E
s,f
i , E
s,f
(1,i) and their corresponding Lyapunov
exponents and sums.

As a consequence of Proposition 17 and Theorem 16, we have.
Corollary 18. If f as in Theorem 4 and W u,f(1,i) is the foliation tangent to E
u,f
(1,i), then
htop(f,W
u
(1,i)) =
i∑
j=1
λuj (p, f).
Proof. Fix p a periodic point of f. By Proposition 17we have
lim
n→+∞
1
n
log(V ol(fn((W u,f(1,i)(x, δ)))) = limn→+∞
1
n
log(| det(Dfn(x)|Eu,f(1,i)(x))·V ol(W u,f(1,i)(x, δ))|).
Using Proposition 17, the right side of the above expression converges uniformly to
∑i
j=1 λ
u
j (p, f). So, by Theorem C of [14], we have htop(f,W
u
(1,i)) =
i∑
j=1
λuj (p, f), as re-
quired. 
5.1. Proof of Theorem 4.
Proof. Since h(W u,L(1,i)) = W
u,f
(1,i), we have htop(f,W
u,f
(1,i)) = htop(L,W
u,L
(1,i)). Now, consider
βsi , i = 1, . . . , k, the eigenvalues of L, we have
0 < |βs1| < |βs2| < . . . < |βsk| < 1
and βui , i = 1, . . . , n, such that
1 < |βu1 | < |βu2 | < . . . < |βsn|.
Let p be a periodic point of f. Since we have constant periodic data, so for any i = 1, . . . , n
we have
λu1(p, f) + . . .+ λ
u
i (p, f) = htop(f,W
u
(1,i)) = htop(L,W
u
(1,i)(L)) = λ
u
1(L) + . . .+ λ
u
i (L),
for any i = 1, . . . , n. So, for i = 1, we have
λu1(p, f) = λ
u
1(L),
for i = 2, we have λu1(p, f) + λ
u
2(p, f) = λ
u
1(L) + λ
u
2(L), since λ
u
1(p, f) = λ
u
1(L), we get
λu2(p, f) = λ
u
2(L).
Analogously λui (p, f) = λ
u
i (L), i = 1, . . . , n.
Taking the inverses, we obtain
λsi (p, f) = λ
s
i (L), i = 1, . . . , k,
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so, f and L has the same periodic data, by [11] and [32], the maps f and L are C1+ε
conjugated for some ε > 0, if f is enough C1−close to L. 
5.2. Proof of Theorem 6.
Proof. First let us give the proof of the part 1. We fix any smooth measure µ on the
manifold equivalent to Lebesgue and denote by Jf(x) the Jacobian of the diffeomorphism
f at the point x (That is, Jf(x) = lim
ρ→0
µ(f(Bρ(x))
µ(Bρ(x))
)), where Bρ(x) denotes the ball of
radius ρ around x). As it is well, known, the space is an standard Euclidean space, Jf
is given by the modulus of the determinant of the derivative. In a general manifold, the
effects of changes of variables and how to compute expressions in coordinates are well
very standard.
It is immediate that Jf is a multiplicative cocycle. (that is, J(fn+m) = J(fn)◦J(fm)).
Moreover, since every point is regular, then for any periodic points p, q ∈ Per(f), with
periods k and n respectively we have
1
k
log(Jfk(p)) =
1
n
log(Jfn(q)) = log(λ),
otherwise using specification we could find a point z ∈ M, such that is not defined the
limit lim
n→+∞
1
n
log(Jfn(z)), so z would not be regular.
By Livsic’s theorem [21], we can solve the equation,
log(Jf)− log(λ) = φ(f(x))− φ(x). (5.4)
If we consider the measure dν = e−φ(x)dm, we have that ν(f(S)) = λν(S). Taking S
to be the whole manifold, we obtain that λ = 1 and, therefore, the measure ν which is
smooth and equivalent to Lebesgue is invariant.
Now we give the proof of the part 2. If p is a periodic point of f, with period n ≥ 1,
define Λuf(p) =
1
n
log(Jufn(p)), where Jufn(x) = | det(Dfn(x) : Euf (x) → Euf (fn(x)))|.
Since we have c.p.d condition, there exists a number Λuf such that Λ
u
f(p) = Λ
u
f , for any
p ∈ Per(f). Let µ be an f−invariant probability measure, and denote by R the set of
regular and recurrent points of f, we have µ(R) = 1. Since µ is a hyperbolic measure, by
using Katok/Anosov Closing Lemma we get
Λuf(x) := lim
n→+∞
1
n
log(Jufn(x)) = Λuf . (5.5)
So, for any x ∈ M, the sum of positive Lyapunov exponents Λuf(x) ≤ Λuf . By Ruelle’s
inequality we have hµ(f) ≤ Λuf , and finally by variational principle
18 F. MICENA AND R. DE LA LLAVE
htop(f) ≤ Λuf . (5.6)
Now using the Lemmas 13 and 14 with φ(x) = log(Juf(x)), x ∈ M, we conclude that
the limit given in the expression (5.5) is uniform. So for any ε > 0, there is N > 0 an
integer number such that for any n ≥ N and x ∈M, we have
Jufn(x) > en(Λ
u
f
−ε). (5.7)
So given Bu(x, δ) a u−ball centered in x with radius δ > 0, we have
V olu(f
n(Bu(x, δ))) =
∫
Bu(x,δ)
Jufn(x)dV olu(x) > e
n(Λu
f
−ε)V olu(B
u(x, δ)), (5.8)
where V olu denotes de u−dimension volume along unstable leaves induced by the rie-
mannian metric of M.
By the equation (5.8) we ge χWu(f) ≥ Λu − ε, for any ε > 0. From Theorem 16 we
have htop(f,Wu) ≥ Λuf , and
htop(f) ≥ Λuf . (5.9)
Now the equations (5.6) and (5.9), we get htop(f) = Λ
u
f . Analogously, taking the inverse
f−1, we conclude that htop(f) = −Λsf . So Λsf +Λuf = 0, it means that for any p such that
fn(p) = p, we have Jufn(p) = 1.
Let ν be the maximal entropy measure of f, we have
hν(f) =
∫
M
∑
λi>0
λidimEidν,
hν(f) = hν(f
−1) = −
∫
M
∑
λi<0
λidimEidν.
Using S.R.B theory, see [19], the above expressions means that ν has absolutely con-
tinuous density along the (absolutely continuous) stable and unstable foliations, so ν
is absolutely continuous. In fact let C be a set such that m(C) = 0 and C intersects
each u−leaf on a zero u−volume set, then ν(C) = 0. In the same way, for a boreian
set C, with m(C) = 0, such that C intersects each s−leaf on a zero s−volume set, we
have ν(C) = 0. Now consider on a box B a set C ⊂ B such that m(C) = 0. Consider
C˜ = {x ∈ C| V olu(C ∩ W ux (B)) > 0}, where W ux (B) is the connected component of
W ux ⊂ B that contains x. Consider ˜˜C = ∪x∈C˜W ux (B), the u−saturation of C˜ restricted to
B. Since the unstable foliation is transversely absolutely continuous we have m( ˜˜C) = 0
and ˜˜C intersects each W sx(B) on a zero s−volume set, so ν(C˜) = 0 and consequently
ν(C) = 0. Thus measure ν is absolutely continuous w.r.t m. 
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Remark 19. There is a well known theorem that a transitive Anosov system preserves
a measure equivalent to Lebesgue if and only if the Jacobian at all periodic points is 1.
The “if” part of the result is just the argument we presented. The difficult part of is the
“only if” part. See [34] and citations therein.
As a direct corollary from the previous lemma, we have.
Corollary 20. Let f : Td → Td, d ≥ 2, be a C1+α Anosov diffeomorphism. Suppose
that Es and Eu split as sum of one dimensional, invariant subbundles. If every point
is regular, then f preserves an invariant measure equivalent to Lebesgue with positive
Ho¨lder density, moreover this measure is the maximal entropy measure of f.
Question 21. Let f be a Cr, r ≥ 2, Anosov diffeomorphism satisfying constant periodic
data condition, Definition 8. Is f necessarily transitive?
6. Proof of Theorem 7
In [22] the authors describe how to obtain a C∞−Anosov diffeomorphisms f : Td →
Td, d ≥ 4, arbitrarily C1−close to a linear Anosov automorphism, which is Ck but not
Ck+1 conjugated with its corresponding linearization. In few lines, let A : T2 → T2,
and B : Td−2 → Td−2be a linear Anosov automorphisms with simple real spectrum.
Take 1 ≤ n < m integer numbers and considerf(x, y) = (Anx,Bmy + ψ(x)eu), where
ψ : T2 → R is a enough small C∞−map and eu is an unstable eigenvector of B, with
Beu = λ · eu. Since ψ is enough small then f is a C∞−Anosov map C1−close to
L(x, y) = (Anx,Bmy). The numbers m,n can be chosen such that L is diagonalizable on
R with distinct eigenvalues. Let µ, such that |µ| > 1 the unstable eigenvalue of A. By
[22], it is possible choose ψ sufficiently small such f and L are Cα conjugated to L for
any 0 ≤ α < n log(|µ|)
m log(|λ|)
, but not Cα conjugated, for any α > n log(|µ|)
m log(|λ|)
. Since we arrange
correctly n,m we conclude that f and L are C0 conjugated but not Lipschitz conjugated.
On the other hand, by construction, the derivative of f is given by
Df(x, y) =
[
An θ(x, y)
0 Bm
]
. (6.1)
The equation (6.1) implies that f has same constant periodic data, since product
of matrixes of kind given by (6.1) is a matrix with this same type. For L we have
EuL = E
u,L
1 ⊕ . . .⊕Eu,Lr and EsL = Es,L1 ⊕ . . .⊕ Es,Lk , all subbundles with dimension one.
By [28], we have Euf = E
u,f
1 ⊕ . . . ⊕ Eu,fr and Esf = Es,f1 ⊕ . . . ⊕ Es,fk , since ψ can be
taken sufficiently small. Since f satisfies Definition 8, with same periodic data of L, by
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applying Proposition 17, every point is regular. But f and L are not C1− conjugated to
L.
The difference of the above example and Theorem 4 is the fact that the characteristic
polynomial P of Df τ(p), is such that
P = P1 · P2,
where p is a periodic point of f, with period τ > 0 and P1, P2 are the characteristic
polynomial of Aτn and Bτm respectively. So P doesn’t satisfies the assumption of irre-
ducibility over Q.
In fact, given r ≥ 0 and integer number, by density of Q, by a suitable choice of the
integersm,n as above, it is possible to obtain f : Td → Td, a C∞−Anosov diffeomorphism
such that every point is regular such that f is Cr but not Cr+1 conjugated with it is
linearization L.
Appendix A. A self-contained proof of the existence of points without
Lyapunov exponents for expanding maps of the circle with
different exponents at periodic orbits
For the sake of making the paper more self contained, we present a self-contained proof
of the first part of Lemma 9.
The argument here works for the maps as in the statement of the Theorem 1. Suppose
that p and q periodic points of f such that fn(p) = p and fn(q) = q, where n ≥ 1 is an
integer number. Suppose that λ(p), λ(q) denote the Lyapunov exponents corresponding
to direction Euf and λ(p) < λ(q). Consider δ > 0 such that (1+δ)
2λ(p) < (1−δ2)λ(q), and
ε > 0 such that if d(x, y) < ε, then 1− δ < |Duf(x)|
|Duf(y)|
< 1 + δ. Let N > 0 be the relaxation
time, for the given ǫ > 0, where Duf(x) = Df(x)|Euf (x). For each j ∈ N we consider the
orbit segments Pj = {θj , f 1(θj), . . . , fkj−1(θj)}, where θj = p, if j is odd and θj = q, if j
is even. We define inductively kj as follows. First k1 = n, kj+1 = (k1 + . . .+ kj + jN)
2,
for j = 1, 2, . . . . Consider Oj the concatenation of P1, . . . , Pk. The length of the sequence
Oj is k1 + . . . + kj. By specification property of f, for any j there is a point zj and a
segment of orbit {zj, f(zj), . . . , f rj(zj)}, with rj ≤ (k1+ . . .+kj−1+(j−1)N)+kj which
the specification property. Observe that rj is a natural number of the form sj + t
2
j , with
tj = (k1 + . . .+ kj−1 + (j − 1)N) ∈ N and 0 < sj ≤ tj .
Let x = zj , for some j. For the integer s+ t
2, with s = sj and t = tj as above, we have
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1
s+ t2
log(|Duf s+t2(x)|) = 1
s+ t2
log(
s−1∏
i=0
|Duf(f i(x))|) ·
s+t2−1∏
i=s
|Duf(f i(x))|)
≈ s
s+ t2
log(K) + (1± δ) t
2
s+ t2
(λ(θl)) +
r
s+ t2
log(K),
where r is the rest of the division of s+ t2 by n and K = maxx∈T |Df(x)|.
So, taking j = 2n−1→ +∞, we have 1
s+t2
log(|Duf s+t2(zj)|) ≈ (1±δ)λ(p), analogously
taking j = 2n→ +∞, we have 1
s+t2
log(|Duf s+t2(zj)|) ≈ (1± δ)λ(q).
Consider if j ≥ n, and zn obtained by specification as above. There is an integer
0 < s = s′j ≤ tj , such that for t = tj we have
1
s+ t2
log(|Duf s+t2(zn)|) ≈ (1± δ)λ(θj),
it is because zn accompanies Oj, according to specification.
By compactness of T we can suppose that zn → z. We claim that z is not regular.
By continuity of Duf, if j is odd, taking zn enough close to z, with n ≥ j. Let rj be as
above for zn, we have
1
s+t2
log(|Duf rj (z)|) ≈ (1± δ)(1± δ)λ(p), where s = s′j and t = tj .
Analogously if j is even, then we have 1
s+t2
log(|Duf s+t2(z)|) ≈ (1± δ)(1± δ)λ(q), since
δ is small we conclude that z is not regular.
Appendix B. An alternative proof of the result of [33]
Theorem 22 (Shub-Sullivan’s Theorem, [33]). Let f, g be two Cr, r ≥ 2 orientation pre-
serving endomorphism of the circle. Then f and g are absolutely continuous conjugated
if and only if f and g are Cr conjugated.
Remark 23. The proof that we present here is different from the original one. Here we
use an argument involving ordinary differential equations. A similar argument the reader
can see in [22] and [26], for example.
Proof. Let µf and µg be the unique invariant measures absolutely continuous with respect
to Lebesgue measure on the circle, for f and g respectively. Let ωf and ωg be the positive
densities of µf and µg respectively. Since h is absolutely continuous, the measure h∗(µf)
is a probability invariant measure for g, moreover h∗(µf) is absolutely continuous. By
the uniqueness of the absolutely continuous invariant measure, we have h∗(µf) = µg.
Since h is an absolutely continuous homeomorphism, there is h′ for almost every point
x ∈ S1. So using the change of variable formula, we have:
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∫
I
ωf(x)dx =
∫
h(I)
d(h∗(µf)) =
∫
h(I)
ωgdx =
∫
I
ωg(h(x))|h′(x)|dx,
for any interval I ⊂ S1.
So we have ωf(x) = ωg(h(x))|h′(x)|, for almost everywhere x ∈ S1.
Since f, g has the same orientation, then h is not reverse wise, then h′ > 0. So for
almost everywhere t ∈ S1, the function h satisfies the ordinary differential equation
z′ =
ωf(t)
ωg(z)
. (B.1)
It is well known that the densities ωf and ωg are C
r−1 functions. So considering equation
(B.1) for every t ∈ S1, by classical theory of ordinary differential equations, the O.D.E
above has a unique Cr solution H satisfying H(0) = h(0).
So, since h has bounded variation, for every t ∈ S1 we have
h(t) = h(0) +
∫ t
0
h′(s)ds = h(0) +
∫ t
0
ωf (s)
ωg(h(s))
ds,
on the other hand, changing h by H in the equation above, the analogous equations holds
for H. Moreover, by Picard’s Theorem H is the unique continuous function satisfying the
integral equation above with the initial condition H(0) = h(0). Then, by a continuation
argument, H(t) = h(t), for every t.

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