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Abstract
Historically, the assessment of medical resident knowledge and skill has occurred
through standardized written examinations and faculty observation during real patient
encounters. The written examinations, including three levels of board qualifying examinations
(USMLE and COMLEX-USA) and specialty specific annual in-training examinations, are used
to identify each resident’s knowledge deficiencies. Research shows that faculty evaluations are
unable to predict how residents will perform on emergency medicine in-training examinations,
and that practicing skills on real patients puts patients’ lives at risk. To improve patient care and
enhance the learning environment, medical educators have created simulation tools for medical
residents to practice procedures without using real patients. However, simulation curricula and
assessment techniques have not been standardized although they have been used for many years
in different residency programs.
In this study, a longitudinal record review, USMLE, COMLEX-USA, and American
Board of Emergency Medicine in-training scores were compared to annualized simulation scores
to determine whether there is any relationship between the assessment types in one emergency
medicine residency program in Michigan. The canonical correlation and variance analysis were
utilized to determine if a relationship exists between the written and simulation assessment
methods as well as between different demographic groups. Seven research questions were
designed and analyzed to identify if there is a relationship between the assessment methods,
medical school type, and the resident sex. The research questions indicated no relationship
existed within this single residency program. In conclusion, the study has determined that the
performance scores for written and simulation types of assessment should both be reviewed and
considered to appropriately measure the resident’s performance. Also, it has been shown that the
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significance of the fourth year of training for osteopathic residents requires further study.
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Chapter 1: Introduction
The United States Department of Health and Human Services projected a significant
physician shortage by the year 2020 (Council on Graduate Medical Education, 2005). In
response to this projected shortage, the Association of American Medical Colleges (AAMC)
recommended a 30% increase in medical school enrollment from 2002 to 2015 (AAMC,
2014). In 2014, the AAMC reported the actual increase in enrollment to be 45% higher than
2002 levels by 2018, with one-third of the growth coming from new medical schools
(AAMC, 2014). This increase in the number of medical students will require a parallel
increase in residency training programs. At the same time as the trainee numbers are
increasing, the United States Government is placing additional pressure on the training
institutions to improve training and assessment methods for residents in hopes of improving
physician quality and ultimately improving patient care (Institute of Medicine, 2014).
Training and assessing medical residents’ knowledge and skill level are critical to the
success of any program. Currently, assessments are often done as subjective evaluations by
faculty and by using objective, standardized, written examinations. In traditional residency
training, clinical training occurs with faculty observation of real patient encounters, using
real patients as models for developing skills. While this may be at least a partially effective
educational technique for training the next generation of physicians, this practice puts
patients at risk (Meguerdichian, Heiner, & Younggren, 2012). To improve patient care, as
well as to improve the learning environment, medical educators need to expand beyond
traditional training and assessment methods (Binstadt et al., 2007). One way to accomplish
this is to provide a range of controlled experiences for medical residents to perform
procedures without using real patients.
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The use of simulation technology may improve the performance of medical residents
by better identifying needed areas of improvement and providing task-specific training for
this improvement (Reynolds & Kong, 2011). A common theme within the literature is that
simulation training is the method of the future (Grenvik, Schaefer, DeVita, & Rogers, 2004;
Reynolds & Kong, 2011; Ruesseler, et al., 2010; Small, et al., 1999).
Lam, Ayas, Griesdale, and Peets (2010) provide a list of 33 simulation case studies
that relate specifically to critical care medicine alone. Simulation allows medical residents to
practice and improve their technical skills while working on their cognitive development in a
safe environment (Reynolds & Kong, 2011). Scavone, Toledo, Higgins, Wojciechowski, and
McCarthy (2010) demonstrated that training focused on particular skills will enhance those
skills over general non-specific training. They specifically noted that further study is needed
on the use of simulation training for uncommon medical events (Scavone, Toledo, Higgins,
Wojciechowski, & McCarthy, 2010). Some preliminary research has shown that simulation
technology is preferred by medical residents over traditional training and assessment
methods (Meguerdichian, Heiner, & Younggren, 2012; Paskins & Peile, 2010).
The use of simulation for training allows residents to practice procedures in a safe and
non-threatening environment (Reynolds & Kong, 2011). Simulation assessment allows
faculty to verify resident competency in the skills assessed. It is necessary to determine
whether these assessment tools equally identify competency or provide different independent
scores that should both be considered in the assessment of competency for each trainee.
Residency programs across the country are already using hybrid training models in which
both simulation and traditional training are employed. However, the impact of the use of
simulation technology for assessment has not been sufficiently explored.
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Statement of the Problem
The relationship between the performance by emergency medicine residents on
simulation assessments and standardized written examinations has not been explored.
Nature and Significance of the Problem
In the early 1960s, medical simulation began with the invention of the Resusci-Anne
mannequin used for teaching mouth-to-mouth ventilation and, with the addition of a springloaded chest, cardiopulmonary resuscitation (CPR) (Cooper & Taqueti, 2008). Fifty years
later, computer-controlled mannequin simulators have advanced the training opportunities in
medical education. According to Cooper & Taqueti (2008), simulation training is gaining
acceptance, but has not yet reached the “‘tipping point’ of widespread adoption” (p. 568).
Preliminary research has shown that simulation technology is helpful in improving practical
competencies for medical students (Ruesseler, et al., 2010).
The advantage of simulators is that they provide a process to standardize, schedule,
and repeat events. The ability to have the same experience repetitively is more beneficial for
assessment than simply using role-playing patients (Cumin, Weller, Henderson, & Merry,
2010). Additionally, treatment scenarios can be modified quickly to make a standardized
situation more complex – further testing the trainee (Gaberson & Oermann, 2007). In the last
few years, nursing and medical schools have been building assessment centers with
simulation technology (Gaberson & Oermann, 2007). Simulation provides opportunities to
have beneficial learning experiences in a safe environment (Bradshaw & Lowenstein, 2011).
The focus is placed on the student, with patient safety concerns removed from the experience
(Bradshaw & Lowenstein, 2011). Grenvik et al. (2004) stated that “within the next decade,
use of computerized simulators for evidence-based education and training in medicine is
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expected to develop considerably and spread rapidly into a very important domain of medical
schools throughout the entire world” (p. 233). Medical educators currently see great
potential in using simulation training to improve clinical performance, decrease liability,
reduce infections, and improve patient safety (Barsuk, Cohen, Feinglass, McGaghie, &
Wayne, 2009).
Haji et al. (2014) distinguish between two types of simulation used in medical
education, referred to as simulation-based and simulation-augmented education and training.
Simulation-based is identified as independent immersive experiences in simulation
environments often used as training prior to patient care rotations. Simulation-augmented is
defined as simulation used over time to augment training throughout all educational contexts.
It is a long-term training tool, not a single event for training purposes.
In 2003, only 29% of emergency medicine residency programs used any form of
simulation in their curriculum. By 2008, 90% of all emergency medicine residency programs
in the United States reported using some form of simulation, with 85% using mannequinstyle simulators (Meguerdichian, Heiner, & Younggren, 2012). With simulation training
potentially becoming the norm, there is a significant need to verify the types of training
experiences that are most productive for the teaching and assessment of medical residents.
The Accreditation Council for Graduate Medical Education (ACGME) and the
American Osteopathic Association (AOA) accredit the two different types of residency
training programs (MD and DO). These agencies agree on six common core competencies
that all medical residents must develop to be successful in preparing to practice medicine
(ACGME, 2013; AOA, 2014).
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1. Medical knowledge
2. Patient care
3. Interpersonal and communication skills
4. Professionalism
5. Medical practice-based learning and improvement
6. Systems-based medical practice
Historically, the assessment of medical resident knowledge and skills has occurred
through written examinations and faculty observation during patient care. Hawkins,
Sumption, Gaglione, and Holmboe (1999) compared these two methods of assessment,
looking for relationship. They found that the faculty was unable—by observation—to
identify the residents who would perform poorly on the standardized examination. They
concluded that “given our inability to consistently identify residents with marginal
knowledge competence, more reliable and valid measures of cognitive skills, such as this
examination, may need to be employed as part of a comprehensive assessment program for
making judgments about resident competence” (Hawkins, Sumption, Gaglione, & Holmboe,
1999, p. 210). Barlas and Ryan (2011) found that emergency medicine in-training
examinations have no correlation with the faculty summative evaluations of the residents.
Other emergency medicine studies have looked for correlation between 1) training
conferences and in-training examinations (Hern, et al., 2009) and 2) board review courses
and in-training examinations (Cheng, 2008). Neither study was able to show a correlation.
At the time of this study, there appeared to be no published articles regarding the relationship
between simulation assessment and in-training examinations in emergency medicine.
The use of simulation technology assessment is thought to improve the performance
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of medical residents by identifying areas that need improvement. The current use of
simulation technology varies by program and facility. Standard assessment protocols were
not found in the literature. Validity of simulation assessment has not been verified in the
same manner that written examination validity has been validated over time. The simulation
assessment process needs to be validated through a series of studies. This study seeked to
determine if a relationship exists between the simulation assessment process and the written
examination process, thereby providing a direction for future simulation technology
assessment.
Definition of Terms
Before we can discuss the research project, it would be beneficial to identify the
terms that will be used in the research questions.
Medical school types
Allopathic Medical School (MD) – an American medical school accredited by the
Liaison Committee on Medical Education (LCME). Graduates of this type of
school have a Medical Doctor (MD) degree, so this type of school will be
referred to as the MD type.
Osteopathic Medical School (DO) – an American medical school accredited by the
Commission on Osteopathic College Accreditation (COCA) of the American
Osteopathic Association. Graduates of this type of school have a Doctor of
Osteopathy (DO) degree, so this type of school will be referred to as the DO
type.
International Medical School (IMS) – a medical school outside of the borders of the
United States of America and not accredited through the LCME or COCA.
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Graduates of these schools, commonly referred to as international medical
graduates (IMGs), who wish to continue their training in the United States
must pass the United States Medical Licensing Examination (USMLE)
examination series, then identify themselves as having an MD degree.
Trainee designations
DO – the degree of osteopathic medical school trained physicians.
DO-1 – an osteopathic resident in the first year of training after medical
school. In emergency medicine, this is an additional year of multidisciplinary training commonly referred to as an internship year. After the
internship year, the resident will enter the emergency medicine residency
program for three more years.
DO-2 – The second year of residency training, but the first year that is specific
to emergency medicine for osteopathic medical school trained residents.
DO-3 – The third year of residency training, but the second year that is
specific to emergency medicine for osteopathic medical school trained
residents.
DO-4 – The fourth year of residency training, but the third and final year that
is specific to emergency medicine for osteopathic medical school trained
residents.
MD – the degree of allopathic medical school trained physicians and the common
term used for the degree of international medical school trained physicians.
MD-1 – The first year of emergency medicine residency for allopathic or
international medical school trained residents.
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MD-2 – The second year of emergency medicine residency for allopathic or
international medical school trained residents.
MD-3 – The third and final year of emergency medicine residency for
allopathic or international medical school trained residents.
Assessment types
COMLEX-USA – the Comprehensive Osteopathic Medical Licensing Examination
(COMLEX) series of standard examinations administered by the National
Board of Osteopathic Medical Examiners (NBOME) to osteopathic medical
students and residents to ensure competency to continue in training. There are
three levels of examination:
COMLEX-1 – a standard examination. The COMLEX Level 1 is an
assessment of the osteopathic medical student’s basic science knowledge
usually taken before beginning clinical clerkship rotations.
COMLEX-2 –a standard examination administered by the NBOME to
osteopathic medical students in their fourth year. The COMLEX Level 2 is an
assessment of the student’s ability to make medical diagnoses based on patient
history and physical examination findings.
COMLEX-3 – a standard examination administered by the NBOME to
osteopathic medical residents during their first or second year after medical
school graduation. The COMLEX Level 3 is a more complex clinical
assessment based on patient symptoms and clinical presentations.
USMLE– the United States Medical Licensing Examination (USMLE) series of
standard examinations administered by the Federation of State Medical
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Boards and the National Board of Medical Examiners and required for all
allopathic medical students and international medical school students that
wish to practice medicine in the United States of America. There are three
levels of examinations, referred to as Step 1 through Step 3.
USMLE Step 1 - an assessment of the medical student’s basic science
knowledge of the body, as well as the principles and mechanisms of disease
and modes of therapy.
USMLE Step 2 CK (Clinical Knowledge) - an assessment of the student’s
ability to apply medical knowledge, skills, and understanding of clinical
science in the clinical setting.
USMLE Step 3 - completed during the first or second year of residency. This
examination is a multiple day assessment to ensure that the resident is capable
of making sound clinical decisions and managing patient therapy.
In-Training Examination (ITE) – an annual examination taken by all residents
administered through the American Board of Emergency Medicine. Both DO
and MD residents take this examination throughout their postgraduate
training. This examination data is designated by year of training ITE-1, ITE2, ITE-3, and ITE-4.
Simulation Assessment – Assessment of clinical skills and medical knowledge
through the use of simulated scenarios in a clinical setting. For the purposes
of this study, the simulation scores are an average of all simulation events
assessed in the given year of training, on a scale of 0 to 100. This
examination data is designated by year of training Sim-1, Sim-2, Sim-3, and
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Sim-4.
Objective of the Research
The purpose of this study was to look at two types of assessment and determine if
there is any relationship between them. The standardized examinations are the historical way
to assess trainee medical knowledge, and simulation is the newest assessment technique that
encompasses both medical knowledge and clinical skills. Are they equally useful assessment
tools to identify competency in the same individuals, or do they provide independent scores
that should both be considered in determining competency of a trainee?
Research Questions
1. Is there a relationship between student simulation assessment scores and
performance on the COMLEX examinations?
2. Is there a relationship between student simulation assessment scores and
performance on the USMLE examinations?
3. Is there a relationship between resident simulation assessment scores and
performance on the annual in-training examinations?
4. Is there a relationship between medical school type and overall performance
on simulation assessments?
5. Is there a relationship between medical school type and overall performance
on annual in-training examinations?
6. Is there a relationship between resident sex and overall performance on
simulation assessments?
7. Is there a relationship between resident sex and overall performance on annual
in-training examinations?
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Hypotheses
H1 – There is a relationship between student simulation assessment scores and
performance on the COMLEX examination scores.
Null H1 – There is no significant relationship between student simulation
assessment scores and performance on the COMLEX examination scores.
H2 – There is a relationship between student simulation assessment scores and
performance on the USMLE examination scores.
Null H2 – There is no significant relationship between student simulation
assessment scores and performance on the USMLE examination scores.
H3 – There is a relationship between resident simulation assessment scores and
performance on the annual in-training examination scores based on level
of training.
Null H3 – There is no significant relationship between resident simulation
assessment scores and performance on the annual in-training examination
scores based on level of training.
H4 –There is a relationship between medical school type and overall performance
on simulation assessments.
Null H4 – There is no significant relationship between medical school type and
overall performance on simulation assessments.
H5 –There is a relationship between medical school type and overall performance
on annual in-training examinations.
Null H5 – There is no significant relationship between medical school type and
overall performance on annual in-training examinations.
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H6 –There is a relationship between resident sex and overall performance on
simulation assessments.
Null H6 – There is no significant relationship between resident sex and overall
performance on simulation assessments.
H7 –There is a relationship between resident sex and overall performance on
annual in-training examinations.
Null H7 – There is no significant relationship between resident sex and overall
performance on annual in-training examinations.
Limitations and Delimitations
This study was limited to the assessment of a single competency area known as
medical knowledge in a single specialty (ACGME, 2013; AOA, 2014) and the application of
this medical knowledge. This study was limited to residents in a single emergency medicine
residency program for a period of eight years. The author did not attempt to predict the
success of the residents on future assessments and examinations, and did not address subjects
outside of the medical knowledge competency.
Assumptions
1. The medical residents involved with this study were motivated to learn the
material and to demonstrate their knowledge in the assessments.
2. The assessment tests were reliable tools for analyzing competencies in the
selected categories of patient care.
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Chapter 2: Review of Literature
The purpose of this chapter is to review the pertinent literature that is related to this
study, including the literature available regarding the specific assessment types. Prior to
reviewing the literature, it would be beneficial to understand the educational theory and
expectations that have been placed on assessment within medical education. This chapter
will review competency based education, core competencies, and the levels of competency,
in order to set a foundation for the reader who is not fluent in the world of medical education.
A review of the relevant literature will follow. As the standardized testing literature is vast,
an effort was placed on providing a sampling of the literature to provide an understanding of
what is available in the literature. No literature was found that compared simulation scores
with standardized testing scores in medical education.
Competency Based Education
The primary educational theory that is used in medical education is competency based
education. Leung (2002) describes competency based education as the identification of
competencies and expected outcomes. Competency based programs use expectations set by
an external source to identify competencies that the trainee should master (Gruppen,
Mangrulkar, & Kolars, 2012). These competencies are then broken down into measurable
behaviors and skill sets, or outcomes. The trainee’s progress is tracked using these outcome
measures. In medical education, these outcomes are referred to as Milestones (ACGME,
2013). Residents are expected to meet certain standards in all the milestones for their
specialty. The ACGME provides a specialty specific assessment tool for documenting the
trainee’s progress on their specialty’s milestones. This allows for a standard objective
method across all residency programs as to whether the trainee has achieved the outcomes
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expected of them. This is a change from past thinking that a set number of years or a certain
number of clinical experiences is needed in order to be completely trained as a physician.
Traditionally, a resident graduated after a set number of rotations and patient experiences
were completed, as long as the program director certified that the resident is capable of
working independently. This relied on the program director’s subjective evaluation of the
resident as the basis for meeting graduation requirements, with very generic competency
expectations. With this new milestone requirement, a medical resident does not necessarily
graduate after a set number of years. Instead, the resident is required to continue in training
until (s)he meets all the expected milestones (outcome measures) of the specialty or can be
released from the program if the resident is not continuing to improve on the milestone
assessments over time.
Core Competencies
When the Accreditation Council for Graduate Medical Education (ACGME) and the
American Osteopathic Association (AOA) turned to competency based education as the
primary educational theory behind medical training of residents, the ACGME identified six
core competencies, while the AOA identified seven competencies (ACGME, 2013; AOA,
2014). Six of these competencies were developed to match exactly between the two
organizations, listed below, while the seventh competency for the AOA is Osteopathic
Philosophy, Principles and Manipulative Treatment. For the purposes of this study, we will
not be addressing the Osteopathic competency. Here is a brief description of the common
competencies.
1. Medical knowledge. This is the competency that is commonly addressed by
standardized examinations. It is the resident’s ability to demonstrate knowledge
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of biomedical, clinical, epidemiological, and social-behavioral sciences and to
apply this knowledge to the care of patients.
2. Patient care. This competency involves the resident’s ability to provide
appropriate and effective patient care with compassion for patients and their
families. This includes being competent to perform all mental and physical
functions essential for the area of practice.
3. Interpersonal and communication skills. This competency addresses the skills
needed to have an effective exchange of information with patients, families, and
other health professionals. This is inclusive of the ability to maintain
comprehensive medical records and communicating with a wide range of people
from different socioeconomic and cultural backgrounds.
4. Professionalism. This is the most difficult competency to quantify. It involves
the expectation of the resident to be professional at all times. The resident is
expected to be ethical, confidential, respectful, accountable, sensitive, and
responsive.
5. Practice based learning and improvement. This is the resident’s ability to consider
scientific evidence and use continuous quality improvement activities to provide
the best standard of care to his patients.
6. Systems-based medical practice. This area of competency involves the resident’s
ability to demonstrate an understanding of the complex health care system and
how to best use resources to provide the highest level of care while considering
cost to the patient, the insurance companies, and the hospitals.
Standardized examinations are strictly an assessment of the medical knowledge
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competency, while simulation can be the assessment of multiple areas of competency. Not
only is the individual providing proof of medical knowledge, but he is also providing
evidence that he knows how to examine the patient, communicate with the patient and/or
nurses, diagnose symptoms, determine medical treatment, and apply their skills to the
performance of this treatment. Therefore, a simulation experience can actually assess any, or
all, of the competencies at the same time. In fact, Riley (2015) clearly demonstrates how
every competency can be associated with simulation training and assessment, including
professionalism and cultural sensitivity.
Levels of Competency
A well-known framework for clinical competency is Miller’s Pyramid (O’Leary,
2015), shown in Figure 1. This pyramid was originally developed by Miller in 1990 and later
adapted by Drs. Mehay and Burns in 2009. Miller (1990) identified the levels of
competency as a continuance of improvement where one begins with knowledge (bottom of a
pyramid) and moves through the levels of competence, then performance, and finally action.
To simplify his levels, he used the words: Knows, Knows How, Shows How, and Does.
Knows is where the student is assessed on knowledge, most commonly using
standardized examinations. However, Miller (1990) refers to Alfred North Whitehead’s
comments that “there is nothing more useless than a merely well informed man” (p. S63).
Having knowledge is the first step, but without the ability to use it, knowledge by itself is
useless.
This brings us to the next level of the pyramid, Knows How. Knows How is identified
by Miller (1990) as the use of knowledge to creatively diagnose a patient and develop a
management plan. This is often assessed using written or oral case studies and clinical
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vignettes to assess how the resident works through the knowledge (s)he possesses in order to
apply it to a given situation. Until now, we have only been discussing cognition levels.
At this point, Miller (1990) progresses into two more levels which are identified as
behavior levels of competency. The first behavior level is Shows How. This is when the
resident demonstrates skills and knowledge in a clinical environment. This would include
simulation scenarios, which can employ a variety of examination techniques, ranging from
standardized patients (actors) to full scale high-fidelity simulation. The procedure laboratory
and simulation scores that are discussed in our study would fall in this category.
The final Miller (1990) level of competency is Does. This is identified as the most
difficult level to measure, for it is the level of competency in which the physician is caring
for patients independently under the oversight of a licensing board and specialty certification
boards. Assessment outcomes for this level, the practicing physician, are being developed by
the federal government in order to ensure patient safety. The ACGME requires that all
residency program directors certify on the last evaluation of a graduating resident that he or
she is capable of practicing independently (ACGME, 2013). In essence, the program director
is certifying that the resident has shown that he Knows, Knows How, Shows How, and is now
ready to move to the level of Does.
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Figure 1. Miller’s Pyramid of Clinical Competency
Retrieved from: http://www.gp-training.net/training/educational_theory/adult_learning/miller.htm

Literature Review
This study considered the relationship between standardized assessments and the
application of knowledge in procedure and simulation laboratories. There appeared to be no
current literature that considers this relationship. There are, however, a large number of
studies which review the relationships between different levels of standardized examinations
and other factors of performance in multiple medical specialties. The conclusions from these
studies vary, but here is a sampling of the relevant literature.
There is very limited information on the COMLEX –USA examinations and their
relationships to in-training examinations. Sevensma, Navarre, and Richards (2008) is the
only article that could be found. This is a study of 74 residents in multiple specialties over a
period of five years at a single institution. They claimed that the Level 1 & 2 examinations
for COMLEX positively correlated with the in-training examination scores for all five
specialties. The authors were unable to identify any other sources for similar studies and
recommended more research in this area.
As many students and residents take both the COMLEX and the USMLE
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examinations, Chick, Friedman, Young, and Solomon (2010) attempted to determine the
relationship between level 1 and level 2 for each of these tests. This study reviewed the
scores of all applicants which reported both COMLEX and USMLE scores in 23 internal
medicine residency programs. Six hundred and seventy-two unique data sets were identified.
The authors determined that there is a strong relationship between COMLEX and USMLE
scores. However, due to the regular changing of the passing score on USMLE and the fixed
passing score on COMLEX, a prediction equation would not be reliable.
The President of the National Board of Osteopathic Medical Examiners (NBOME),
John Gimpel, responded to the conclusions that Dr. Chick and her colleagues published
(Gimpel, 2010). He warned that both the COMLEX and USMLE examinations are designed
to ensure medical knowledge for initial licensure. These examinations have been shown to
be both valid and reliable for this purpose. While Dr. Gimpel acknowledged that the
majority of residency programs use this information for residency selection along with other
criteria, he warned that an “overdependence” (p. 323) on using the scores for anything else
should be avoided. Dr. Gimpel refutes many of the conclusions from Dr. Chick’s
publication. On behalf of the NBOME, he stated that the COMLEX-USA examinations are
“distinct and unique to the osteopathic medical profession” (p. 325), and forcing the
duplicate use of USMLE is a waste of time, expense, and an unfair burden to the osteopathic
student.
Orthopedic surgery has many studies published regarding the relationship of USMLE
and the Orthopedic In-Training Exam (OITE); some included the certification boards which
are taken after residency. Crawford, Nyland, Roberts, and Johnson (2010) did a 12-year
retrospective study within a single program, with 47 residents. They looked at multiple
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elements to determine if any predict an increased likelihood of certification board passage on
the first attempt. They concluded that USMLE Step 1 and OITE percentile help to identify
individuals with a higher failure risk. The OITE percentile rank provided a fairly concise
measurement of educational deficiencies and annual measurements of improvement. Other
factors such as faculty evaluations, professionalism, communication skills, and patient care
skills were important supplemental information for the program, but not related to
certification pass rates.
Dougherty, Walter, Schilling, Najibi, and Herkowitz (2010) expanded the research to
include 202 residents from four programs. They determined that USMLE Step 1 was
positively correlated with the certification examination and should be used for residency
selection. They found a positive relationship between OITE and the certifying board, but it
was not strong in the earlier years of training and improved stepwise through the fifth year of
training. The authors recommended not using these scores for anything other than guiding
education and providing feedback to the trainee.
Egol, Collins, and Zuckerman (2011) compared multiple factors to determine the best
predictors of quality performance in psychomotor ability, cognitive skills, and affective
domain. Many application fields, such as participation in varsity sports, charitable
involvement, and honor grades on rotations were correlated with higher faculty evaluations.
The only factor that was predictive of cognitive ability across multiple studies was a high
relationship between USMLE Step 1 and high OITE scores. All other conclusions were not
replicated in the authors’ follow up studies.
Black, Abzug, and Chinchilli (2006) reviewed the scores of 64 residents over a period
of 7-years in their orthopedic surgery program. They found no relationship between USMLE
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Step 1 and the OITE, but did find a moderately positive relationship between USMLE Step 2
and the OITE. Two other studies, in orthopedic surgery, were unable to identify a positive
relationship for passing, but concluded that low scores on USMLE Step 1 or Step 2 can
predict a greater chance of low scores on the OITE and certifying examinations (Swanson et
al., 2009; Dyrstad et al., 2011).
In Internal Medicine, Perez and Greer (2009) compared USMLE Step 1, 2, and 3
scores for 62 residents against in-training examination scores in internal medicine (ITE).
This was over an 8-year time period. They determined that all three levels of USMLE were
highly correlated with the ITE, with Step 2 having the highest significance.
McDonald, Zeger, and Kolars (2008) had a larger study than Perez and Greer (2009)
with 195 internal medicine residents. The conclusion of the larger study is that all three
USMLE Steps are strongly associated with the ITE, with none being stronger than the others.
They also determined that previous test results on ITE are strongly associated with
subsequent ITE scores.
A study of over 600 general surgery residents, in 17 residency programs, identified
that residents that score poorly on USMLE Step 1 are more likely to have a poor performance
on the surgery in-training examination (ABSITE) (de Virgilio et al., 2010). Another study by
Spurlock, Holden, and Hartranft (2010) showed a significant relationship between USMLE
Step 1 and ABSITE in the third year of residency. The authors were also able to show that
USMLE Step 2 is the most highly correlated with all levels of ABSITE, with the strongest
predictability in the third and fifth years.
In Pediatrics, McCaskill et al. (2007) compared USMLE Step 1 and 2 scores with intraining examinations (ITE) and certifying board scores (ABP) for 70 residents over a period
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of 6-years. They determined that Step 1, ITE, and ABP were highly correlated. Step 1 was
the single strongest prediction of certifying examination performance. The authors suggested
using this prediction potential to guide the development of individual learning plans to
maximize resident education and improve chances of passing the ABP.
There is no consistency, within or across specialties, in regards to the relationship
between USMLE, ITE, and certifying boards. This was a sampling of these articles across
multiple specialties, because there is little published in Emergency Medicine. Thundiyil,
Modica, Silvestri and Papa (2008) reviewed scores for 51 graduating emergency medicine
residents from 2002-2006. They were able to demonstrate a poor relationship between
USMLE Step 1 and the emergency medicine in-training examination (ABEM) for each year
of training. There was a slightly stronger relationship identified for USMLE Step 2. The
ABEM scores had increases for each year of training, regardless of USMLE scores. The
authors suggested that training and experience may have a strong relationship on the ABEM
and alternately certifying examinations. Since USMLE and the ABEM in-training
examinations are designed to measure a single competency (medical education), Thundiyil et
al. (2008) suggest that more research is needed to determine the relationship between intraining examinations and resident performance in general.
Frederick, Hafner, Schaefer, and Aldag (2011) looked at emergency medicine
residents from a different angle. They were interested in identifying if there is a relationship
between clinical productivity (number of patients seen) and academic performance on both
written and oral ABEM examinations. This data was collected using a survey of recent
graduates and had a response from 56 individuals. There was no significant relationship
found between clinical productivity and ABEM scores, both written and oral. There was also
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no significant relationship between productivity and simulated oral board scores taken in the
third year of training. There was however a significant positive relationship between third
year in-training examination scores and the ABEM written and oral certifying board scores.
As this research project is looking at the relationship between medical knowledge and
the performance of that knowledge, it seems logical to review literature which looked at
other elements related to examinations and residency performance in emergency medicine.
Cheng (2008) showed that participation in a 40-hour board review course had no effect on intraining scores. Hern et al. (2009) had a similar result when reviewing conference attendance
and in-training scores. Barlas (2011) was able to show a strong relationship between faculty
assessment, level of trainee, and overall clinical competency (as assessed by other faculty).
However, there was no relationship between faculty assessment and the in-training
examination scores. Visconti, Gaeta, Cabezon, Briggs, and Pyle (2013) determined that
residents, who go through an individualized educational plan, have a higher probability of
passing the ABEM written certifying examination in their first attempt. McGahie, Cohen,
and Wayne (2011) were primarily concerned with the reasoning and evidence for using
USMLE Step 1 and Step 2 for residency selection. They used data from nine research reports
from a single institution including 393 medical students and residents over a 5-year time
period. They determined that there is no relationship between USMLE Step 1 or Step 2 and
clinical skill acquisition. Therefore, they suggested the USMLE 1 and 2 should not be used
for selection. This is obviously very different from the predicted value of USMLE Step 1
and Step 2 as mentioned in other studies above.
In summary, while there is a large amount of literature that addresses standardized
assessments in multiple medical specialties, the researcher found no literature that addressed
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simulation scores and their relationship to these national standardized assessment tools. A
summary of the most relevant literature is provided in Table 1.
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Chapter 3: Methodology
The purpose of this chapter is to introduce the design of the study. This includes the
type of research, how the sample was identified, what data were collected, how they were
analyzed, and the details related to the administration of the project.
Research Design
This project was a retrospective study using a quantitative research method.
Correlation analysis has been projected as the best method to examine whether there is a
significant relationship between variables (Leedy & Ormrod, 2010). It is important to note
that the correlation method does not support claims of cause and effect, just whether or not
the variables have a relationship. In order to infer causality, further experimental studies
would need to be completed (Leedy & Ormrod, 2010). The scores of all participants were
collected to create data sets for each individual trainee. The data were analyzed to determine
if a relationship exists between the assessment methods as defined in the research questions.
Population and Sample
In the United States of America, there were 6,962 emergency medicine residents in
allopathic (MD) and osteopathic (DO) residency programs during 2015 (ACGME, 2015;
AOA, 2015). The study was the census of a single residency program in Lansing, Michigan.
to ensure that all residents in the selected sample had received the same training. All selected
residents were from the same geographical area and used the same trainers and simulation
center for all of their training and had similar patient experiences.

To improve the sample

size, the study was longitudinal, with data collected for each resident in the program over an
eight-year period. The residency program has an average of 34 residents with 10 new
residents added to the program each academic year. This study was able to include a sample
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of 102 individual residents with 713 data points from July 2007 to June 2015.
The subjects for this study were all emergency medicine residents in the Sparrow
Hospital/Michigan State University Emergency Medicine Residency Program. This program
was administered through Sparrow Hospital. Both men and women were in the sample. All
residents were included in the data analysis, regardless of whether they completed the
program or not.
Human Subjects Approval
The participants underwent all of the assessments in this project as part of the
residency training program. The data were a part of each resident’s postdoctoral academic
record. The residency program provided the data records to the researcher for analysis.
Once all the data were collected and properly matched to the appropriate trainee record, the
individuals were assigned a trainee number. Individual resident consent was not sought, as
the data were the equivalent of a blinded record review after the data collection was
completed. Human subjects’ exemption status was sought through the Internal Review
Board (IRB) at Sparrow Hospital. The study was identified as meeting the exemption criteria
by Sparrow Hospital, and the researcher was given approval to move forward as planned.
Eastern Michigan University (EMU) entered into an Institutional Affiliation Agreement with
Sparrow Hospital, agreeing to Sparrow Hospital’s oversight of the project.
Description of the Simulation Assessment
The simulation facility has multiple patient care rooms that are viewed from control
rooms through cameras and some through observation windows as well. Emergency
medicine board certified physicians were stationed in the control rooms to observe the
residents and score their performance. They are specifically not in the patient room so they
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do not inadvertently display non-verbal clues to the residents as the scenario plays out. All
scenarios were recorded and reviewed separately by additional physicians to determine the
final assessment scores. The physician panel has been the same set of faculty members for
all eight years reviewed for this project.
The residents were divided into groups and a lead resident was assigned for each
scenario. The lead resident was identified by wearing a long white coat. The lead resident
was expected to manage the patient care scenario including analysis of patient status,
diagnosis, and treatment. The remainder of the team provided support for necessary tasks.
At times, a nurse was provided to assist when appropriate.
At the beginning of each station, the resident approached a closed door. The door had
a sign indicating an introduction to the patient with the symptoms and/or situation, which led
to the patient entering the emergency department. Once this sign had been read by the team,
they entered the room. All members of the team treated the simulation as though it were a
real event. The room included either an actor or simulation mannequin portraying a patient.
The case scenario library was vast, and no resident repeated the same scenario during the
three or four-year training program.
Scenarios were based on commonly seen emergency medicine cases, including full
resuscitation, intubation, central line insertion, trauma, toxicology, women’s health, and
pediatrics. The simulation equipment was run by the simulation staff members while the
physician evaluated the resident. The physician scored the activity using a competency based
checklist, then ran the resident through a debrief session, giving feedback on where they
could have improved their performance. At the end of the day, all residents completed an
evaluation of the experience. Video of the scenarios were reviewed by the other faculty
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members and final assessment scores were assigned to each resident.
Instrument Identification
The COMLEX and USMLE examinations are standardized examinations that are
taken through medical school and in the first two years of residency training. They are
administered by separate organizations. The COMLEX examinations are administered by
the National Board of Osteopathic Medical Examiners and are only available to osteopathic
medical students (National Board of Osteopathic Medical Examiners, 2014). The COMLEX
Level 1 is an assessment of the osteopathic medical student’s basic science knowledge. The
COMLEX Level 2 is an assessment of the student’s ability to make medical diagnoses based
on patient history and physical examination findings. The COMLEX Level 3 is completed
during the first or second year of graduate medical education training after medical school. It
involves a more complex clinical assessment based on patient symptoms and clinical
presentations.
The USMLE examinations are administered by the Federation of State Medical
Boards and the National Board of Medical Examiners. This set of examinations is required
for all allopathic medical students and foreign medical school students (or graduates) that
wish to practice medicine in the United States of America (National Board of Medical
Examiners, 2014). The USMLE Step 1 is an assessment of the medical student’s basic
science knowledge of the body, as well as the principles and mechanisms of disease and
modes of therapy. The USMLE Step 2 CK (Clinical Knowledge) is an assessment of the
student’s ability to apply medical knowledge, skills, and understanding of clinical science in
the clinical setting. The USMLE Step 3 is completed during the first or second year of
residency. This examination is a multiple day assessment to ensure that the resident is
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capable of making sound clinical decisions and managing patient therapy.
The annual in-training examination is a 240-question examination taken during a
monitored session (American Board of Emergency Medicine, 2015). The in-training
examination scores for each resident came from the individual’s report from the American
Board of Emergency Medicine. The score identified for each individual is the percentage of
questions answered correctly with 100 being the maximum possible score. Since this is a
national standardized examination, score validity is high.
The simulation scores are collected using evaluation tools that were developed by the
residency program faculty over eight years ago. Multiple simulation scenarios and multiple
assessments of similar scenarios have been combined to create an annual simulation score for
each year in the program. Each of these scores is listed as a percentage correct with a
maximum of 100 points. The evaluation scores were assigned by one of five faculty
members. The faculty has demonstrated high intra-rater and inter-rater reliability over the
past eight years. The faculty member that moderates the simulation session scores the
resident. All scores and video of the simulation are reviewed and verified by a second faculty
member prior to being entered into the database.
The simulation assessments are valid because they were developed by board certified
attending physicians in Emergency Medicine to assess the learning objectives set by the
American Board of Emergency Medicine (ABEM). The scores are reliable because they
represent eight years of data collection where each resident has been evaluated through
multiple observations over multiple years. The in-training examination is valid as it is a
national standardized assessment that was designed to assess a resident’s knowledge of the
same ABEM learning objectives. The scoring for the examination is reliable as it is a
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standardized examination administered by the ABEM. The COMLEX and USMLE
examination scores have been nationally recognized as the standardized examinations
required for medical students to continue in their training and to obtain future licenses to
practice.
Data Collection
Staff from the Sparrow Hospital/Michigan State University Emergency Medicine
Residency Program collected the data, assigned each resident an identification number to
reduce bias when analyzing the data, and provided it to the researcher. For each resident in
the program from 2007 to 2015, the following data was collected from their academic files:
1. Coded identification number for each resident
2. Resident sex
F or M (categorical nominal variable)
3. Medical school type
DO, MD, or IMS (categorical nominal variable)
4. Scores for all COMLEX and USMLE examinations
C1, C2, C3 (continuous variables)
U1, U2, U3 (continuous variables)
5. Annual in-training examination scores for each level of the program:
ITE1, ITE2, ITE3, ITE4 (continuous variables)
6. Simulation scores for each level of the program:
Sim1, Sim2, Sim3, Sim4 (continuous variables)
Data Analysis
The data were analyzed using StatGraphics Centurion VXI software (StatPoint
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Technologies, Inc., 2010a). First, the data were summarized with descriptive statistics for
each variable to analyze for central tendency, variability, and normality. Then, for inferential
testing, two statistical analysis methods were used, depending on the type of variables that
were analyzed. When comparing quantitative scores with a qualitative variable, such as
medical school, the best method was identified to be an analysis of variance (ANOVA)
(StatSoft, 2013).
When comparing quantitative scores with other quantitative scores, multiple
regression is an option. However, multiple regression is limited to the analysis of
relationship between one dependent variable and a set of independent variables (StatSoft,
2013). This research study involves sets of standardized examination scores and a set of
simulation scores. In order to investigate the relationships between two sets of quantitative
variables, Canonical Correlation analysis was identified as the best method of comparison
(StatSoft, 2013). Canonical Correlation uses correlation coefficients and weighted sums for
all potential interactions to determine significance of relationships between the variables.
As a reminder, these are the research questions, followed by the analysis action for
each:
1. Is there a relationship between student simulation assessment scores and
performance on the COMLEX examinations?
Action: Performance of canonical correlation calculation using Sim1,
Sim2, Sim3, Sim4, C1, C2, and C3.
2. Is there a relationship between student simulation assessment scores and
performance on the USMLE examinations?
Action: Performance of canonical correlation calculation using Sim1,
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Sim2, Sim3, Sim4, U1, U2, and U3.
3. Is there a relationship between resident simulation assessment scores and
performance on the annual in-training examination?
Action: Performance of canonical correlation calculation using Sim1,
Sim2, Sim3, Sim4, ITE1, ITE2, ITE3, and ITE4.
4. Is there a relationship between medical school type and overall performance
on simulation assessments?
Action: Completed an analysis of variance (ANOVA) for each of the
medical school groups and their Sim scores.
5. Is there a relationship between medical school type and overall performance
on the annual in-training examination?
Action: Completed an analysis of variance (ANOVA) for each of the
medical school groups and their ITE scores.
6. Is there a relationship between resident sex and overall performance on
simulation assessments?
Action: Completed an analysis of variance (ANOVA) for each sex
category and their Sim scores.
7. Is there a relationship between resident sex and overall performance on the
annual in-training examination?
Action: Completed an analysis of variance (ANOVA) for each sex
category and their ITE scores.
After the statistical analysis was completed for each research question, the researcher
attempted to analyze the results to test null hypothesis for each of the research questions.
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Chapter 4: Results
Introduction
In this section, a complete review of the collected data and the calculations are
provided. The analysis provides a solid foundation for the discussion of the research
questions and the conclusions section of this document.
Descriptive Statistics
The description of the data by assessment score type is shown in Table 2. The data
are displayed visually in Figure 2 to demonstrate the wide array of scales and large variation
in the ranges. The COMLEX assessments are averaging in the 200s and the USMLE
assessments are averaging in the 500s, while the in-training and simulation scores are on a
one hundred point scale. This variance in scale requires the conversion of the data to allow
for a comparison of the data sets for some analysis methods.
Table 2. Summary of Score Results for All Assessment Types
Type

Count

Average

U1
U2
U3
C1
C2
C3
ITE1
ITE2
ITE3
ITE4
Sim1
Sim2
Sim3
Sim4

44
37
6
48
42
28
84
83
82
18
73
70
68
30

208.3
213.1
210.1
502.0
534.3
591.0
65.6
72.0
76.2
77.7
62.5
69.4
73.9
77.7

Total

713

Standard
deviation
16.4
18.1
17.7
62.3
88.8
113.3
6.7
6.3
5.6
4.9
10.2
8.5
9.5
10.6

Coeff. of
variation
7.87%
8.50%
8.41%
12.41%
16.61%
19.17%
10.14%
8.81%
7.35%
6.34%
16.42%
12.29%
12.91%
13.59%
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Minimum

Maximum

Range

182.0
180.0
187.0
402.0
402.0
448.0
47.0
54.0
62.0
69.0
31.0
38.0
60.0
64.0

242.0
265.0
233.0
637.0
758.0
863.0
84.0
84.0
90.0
86.0
89.0
99.0
100.0
100.0

60.0
85.0
46.0
235.0
356.0
415.0
37.0
30.0
28.0
17.0
58.0
61.0
40.0
36.0

Figure 2. Box and Whisker Plot of All Assessment Scores
Each data point was converted to a Z-value for comparison between the different
types of assessment. Z-value is the standardized score that identifies how many standard
deviations the original data point is from the mean of the data set (Stat Trek, 2015). It is
calculated using z = (X - μ) / σ, where X is the data point, μ is the data set mean, and σ is the
standard deviation. This score allows the comparison of scores on different scales. In this
report, the Z-value is used for all analysis between data sets that are on different scales,
unless using Canonical Correlation which already takes different scales into account. The
description of the Z-value data, by assessment score type, as compared to the original data is
shown in Table 3.
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Table 3. Summary of Mean and Standard Deviation for Original and Z-Value Data
Original Data
Type

Count

Average

U1
U2
U3
C1
C2
C3
ITE1
ITE2
ITE3
ITE4
Sim1
Sim2
Sim3
Sim4

44
37
6
48
42
28
84
83
82
18
73
70
68
30

208.3
213.1
210.1
502.0
534.3
591.0
65.6
72.0
76.2
77.7
62.5
69.4
73.9
77.7

Total

713

Standard
Deviation
16.4
18.1
17.7
62.3
88.8
113.3
6.7
6.3
5.6
4.9
10.2
8.5
9.5
10.6

Z-Value Data
Average
-0.000227273
0
0.00166667
0
0
-0.000714286
0.000952381
0.000361446
0
0.00111111
-0.000410959
-0.00142857
0.000441176
-0.000333333

Standard
Deviation
1.00034
1.00005
.999708
1.00073
.999739
.999051
.998594
1.00017
0.999635
1.00003
0.999274
1.00056
0.999947
1.00012

Figure 3. Box and Whisker Plot of All Assessment Scores as Converted into Z-Values
Figure 3 shows that there are a few individual scores that appear to be outliers from a
normal distribution. Each variable was reviewed for statistically significant outliers. Using
the statistical software recommendations, outliers where identified as those that are at least 3
standard deviations from the mean and show a value greater or equal to 0.05 when a Grubbs’
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(Extreme Studentized Deviate) Test is performed (StatPoint Technologies, Inc., 2010b).
Using this method, one potential outlier data point was identified in the Sim2 data set.
However, it was offset by a similar data point on the other end of the scale that was just
within the statistically significant range (see Figure 3). The researcher elected to keep this
data point after reviewing the individual’s scores for the Sim sessions. This individual
(#101) had a similarly low score in Sim1 and has no further SIM scores.
The data can also be described by the frequency of categories. The first categorical
comparison is Medical School Type. There are three types of medical schools represented in
the data. Overall, there are 102 individuals included in this study. Forty-nine of these
individuals (48.04 %) are DO graduates from Osteopathic Medical Schools, 47 individuals
(46.08 %) are MD graduates from Allopathic Medical Schools, and six individuals (5.88 %)
are graduates of International Medical Schools (IMS). With the number of graduates from
IMS being so small (n=6), it is difficult to use this in any statistical analysis. Therefore, the
IMS data will be added to the Allopathic Medical School data for further comparisons.
When these categories are combined, the data will be referred to as MD+IMS. Table 4
identifies the averages and Z-values for each assessment based on Medical School Type,
including the newly identified MD+IMS category.
The second categorical comparison is Resident Sex. Individuals were separated based
on male and female identification to see if these subsets have a relationship that the whole
group did not, as compared to the simulation and annual in-training examination scores. The
researcher intentionally used the category of Resident Sex (male/female) as identified on the
residents’ original application to the program, instead of the wider variable of gender which
would have complicated calculations. Of the 102 individuals, 70 were male (68.6 %) and 32
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were female (31.4 %). Table 4 identifies the averages and Z-values for each assessment
based on Resident Sex.
Many of the residents in this data set have incomplete records. This is primarily due
to the fact that the simulation training began after their first year of training or they are still in
the training program and have not completed all of the assessments. Another variant is the
fact that DO residents have an extra year of training and take the ITE and Sim assessments
for four years, while the MD and IMS residents take the assessments for three years. To
allow for analysis of these variables, each individual was assigned four new scores. For each
individual, an average of all ITE and Sim scores was calculated. The Avg ITE and Avg Sim
represent the individuals’ average for all scores reported, whether they completed all
assessments or not. Then, in order to compare only three years of data from the DO residents
to the data from the MD and IMS residents, a three-year average was created for each
individual. Avg ITEx3 and Avg Simx3 represent the average of each assessment type for
complete sets of year 1, 2, and 3 only. This “x3” data does not include the fourth
assessments for DO residents and does not include any partial sets of data for each
individual. These four calculated averages can be seen in Table 4.
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Table 4. Summary of Mean and Z-Value by Category
Medical School Type
Assessment

DO
(n=49)

Type
Count Avg
U1
44
U2
37
U3
6
C1
48
502.1
C2
42
534.3
C3
28
591.0
ITE1
84
66.5
ITE2
83
72.9
ITE3
82
76.7
ITE4
18
77.7
Avg ITE
102
73.0
Ave ITEx3
64
71.8
Sim1
73
64.6
Sim2
70
70.6
Sim3
68
75.4
Sim4
30
77.7
Avg Sim
94
72.1
Avg Simx3
51
71.2

MD
(n=47)

Resident Sex

IMS
(n=6)

MD+IMS
(n=53)

Z

Avg
Z
Avg
Z
- 209.9 0.09 200.6 -0.47
- 214.8 0.09 199.2 -0.77
- 210.2 0.00
5
0.00
0.00
0.00
0.13 64.9 -0.11 63.7 -0.29
0.14 71.3 -0.11 69.0 -0.47
0.09 76.6 0.07 69.0 -1.28
0.00
- 70.5
- 68.5
- 71.4
- 65.7
0.21 60.5 -0.19 61.5 -0.09
0.13 68.1 -0.15 73.0 0.42
0.16 72.8 -0.12 68.3 -0.59
- 66.3
- 63.5
- 68.4
- 74.3
-

Avg
208.8
213.1
210.2
64.8
71.1
75.6
70.3
71.0
60.6
68.4
72.4
66.0
68.6

Z
0.03
0.00
0.00
-0.12
-0.14
-0.10
-0.19
-0.12
-0.16
-

Male
(n=70)
Avg
208.1
211.5
205.6
498.3
515.7
570.9
65.1
72.0
76.0
78.0
71.4
71.4
61.7
68.6
73.6
76.5
68.5
69.4

Z
-0.02
-0.09
-0.26
-0.06
-0.21
-0.18
-0.08
0.00
-0.03
0.06
-0.07
-0.10
-0.04
-0.12
-

Female
(=32)
Avg
Z
209.2 0.05
218.2 0.28
233.0 1.29
508.3 0.10
561.7 0.31
622.1 0.27
66.6 0.15
72.0 0.00
76.6 0.07
77.3 -0.09
72.0
71.4
64.0 0.15
71.6 0.25
74.7 0.08
80.7 0.28
69.6
71.2
-

Note. Z = Z-value; identified as the standard deviation from the mean for standardized data.
Avg ITE and Avg Sim represent the average of each assessment type for all scores reported.
Avg ITEx3 and Avg Simx3 represent the average of each assessment type for complete sets of year 1, 2, and 3
only. “x3” data does not include the fourth assessments for DO residents and does not include any partial sets of
data for each individual.

Assessment Method Comparisons
In order to review and analyze the assessment methods for a relationship, they have
been separated into subsets of data. As discussed previously, subsets were created based on
assessment type and the timing of the assessment. This provides a large amount of data that
needs to be analyzed. Canonical correlation was determined to be the appropriate method for
analysis as it is a multivariate method that identifies linear relationships between two groups
of data subsets. It considers all potential relationships and measures the canonical correlation
coefficient or the strength of the relationship between the canonical variables. Using
canonical correlation for this type of study has several benefits over using multiple regression
for each subset of variables. It allows the researcher to review relationships with fewer
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calculations, but it also decreases the risk of Type I error by decreasing the number of
regression equations required for analysis (Hair, Black, Babin, & Anderson, 2009).
Variables can be either metric or nonmetric and must have at least 10 measurements per
subset in order to have an acceptable sample size (Hair, Black, Babin, & Anderson, 2009).
For the first three research questions, the data sets were reviewed using the Stat
Graphics software (StatPoint, Inc., 2010a). A report was created that describes the canonical
correlations between the two sets of variables. If the P-value is less than 0.05, then the data
sets are identified as having a statistically significant correlation at a 95% confidence level.
Should a significant correlation be identified, further evaluation to verify the findings is
recommended. Hair, Black, Babin, & Anderson (2009) recommend reviewing the magnitude
of the canonical correlation and calculating a redundancy index to verify the relationship.
Research Question 1
Is there a relationship between student simulation assessment scores and
performance on the COMLEX examinations?
The simulation scores (Sim1, Sim2, Sim3, and Sim4) and COMLEX scores (C1, C2,
and C3) were evaluated using canonical correlation analysis. There were 15 identified
complete cases within this data. The software completed three reviews of the variables with
a P-value of 0.8186 and higher as shown in Table 5. This can be interpreted as having no
statistically significant relationship between the data sets.
Table 5. Canonical Correlation Analysis for Simulation and COMLEX Data Sets
Canonical
Number Eigenvalue Correlation

Wilks
Lambda

Chi-Square

D.F.

P-Value

1
2
3

0.469617
0.932782
0.975444

7.55837
0.695838
0.248621

12
6
2

0.8186
0.9946
0.8831

0.496541
0.0437364
0.0245556

0.704657
0.209133
0.156702
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In conclusion, the data analysis for research question 1 indicates no statistically
significant relationship between the data groups for Simulation and COMLEX scores.
Research Question 2
Is there a relationship between student simulation assessment scores and
performance on the USMLE examinations?
The simulation scores (Sim1, Sim2, and Sim3) and USMLE scores (U1, U2, and U3)
were examined using canonical correlation analysis. The Sim4 data was left out of this
analysis, since the USMLE assessments are taken by MD and IMS residents who do not have
a fourth year in the program. There were only four complete cases, and the data were
identified as linearly dependent. After a review of the data, it appeared that the limiting
factor was the U3 data point. There was very little U3 data provided to the researcher.
Removing U3 resulted in 19 complete cases being identified. The analysis then resulted in
two reviews of the variables with a P-value of 0.2264 and higher as shown in Table 6. As the
P-value is higher than 0.05, this can be interpreted as having no statistically significant
relationship between the data sets.
Table 6. Canonical Correlation Analysis for Simulation and USMLE Data Sets (Excluding
U3)
Canonical
Number Eigenvalue Correlation
1
0.203666
0.451294
2
0.179664
0.423868

Wilks
Lambda
0.653261
0.820336

Chi-Square
6.38667
2.97062

D.F.
6
2

P-value
0.3813
0.2264

In conclusion, the data analysis for research question 2 indicates no statistically
significant relationship between the data groups for simulation and USMLE scores.
However, the number of U3 scores was not sufficient to provide any definitive data regarding
relationship between U3 and simulation scores.
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Research Question 3
Is there a relationship between resident simulation assessment scores and
performance on the annual in-training examination?
The simulation scores (Sim1, Sim2, Sim3, and Sim4) and in-training examination
scores (ITE1, ITE2, ITE3, and ITE4) were reviewed using canonical correlation analysis.
There were 14 identified complete cases within this data. Four reviews of the variables were
completed with a P-value of 0.5 and higher as shown in Table 7. This can be interpreted as
having no statistically significant relationship between the data sets for DO residents.
Table 7. Canonical Correlation Analysis for Simulation and In-Training Examination Data
Sets (All four years of data)
Canonical
Number Eigenvalue Correlation

Wilks
Lambda

Chi-Square

D.F.

P-Value

1
2
3
4

0.245451
0.52252
0.745863
0.949167

11.9396
5.51727
2.49231
0.443447

16
9
4
1

0.7481
0.7871
0.6460
0.5055

0.530255
0.299442
0.214192
0.0508327

0.728186
0.547213
0.462809
0.225461

A second analysis using simulation scores (Sim1, Sim2, and Sim3) and in-training
examination scores (ITE1, ITE2, and ITE3) was performed to compare only the first three
years of scores so that to make sure non-osteopathic residents are included in the analysis.
There were 50 identified complete cases within this data. Three reviews of the variables
revealed a P-value of 0.29 and higher as demonstrated in Table 8. This can be interpreted as
having no statistically significant relationship between the data sets.
Table 8. Canonical Correlation Analysis for Simulation and In-Training Examination Data
Sets (Three years only)
Number
1
2
3

Canonical
Eigenvalue Correlation
0.159308
0.399134
0.0585046 0.241877
0.00161042 0.04013

Wilks
Lambda
0.790233
0.939979
0.99839

Chi-Square
10.712
2.81634
0.0733332
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D.F.
9
4
1

P-Value
0.2960
0.5890
0.7865

At this point, we could make a conclusion about Question Three. However, a
supplemental analysis was completed using the averages to see a relationship is evident by
average score of the individuals. The average simulation scores (AvgSim) and the average
in-training examination scores (AvgITE) were analyzed using two sample comparison
methods to see if they were significantly different. This is a comparison of all four years of
data points. A summary of the data comparison is presented in Table 9. The report showed a
Standard Skewness for AvgSim of -2.94, which indicates non-normal distribution and that
comparisons based on standard deviation may not be valid. This led to a comparison of
medians using the Mann-Whitney W-test. In this test, a P-value of 0.02 indicated a
statistically significant difference between the medians at a 95% confidence level. The
samples were run through a Kolmogorov-Smirnov test to compare the distributions of the
two samples. A P-value of 0.036 indicated a statistically significant difference between the
two distributions at a 95% confidence level. These findings mean that the samples are not
from similar groups, confirming that there is no relationship between the two groups, but not
confirming or denying a relationship between assessment types.
Next, the three-year average simulation score (AvgSimx3) and average in-training
examination score (AvgITEx3) were reviewed to be consistent with the three-year
curriculum of the MD and IMS residents. The three year data are only inclusive of complete
data sets for the first three years of simulation and ITE examinations. A summary of the data
comparison is shown in Table 9. The report showed a similar Standard Skewness for
AvgSimx3 of 2.28, which indicates non- normal distribution and can invalidate comparisons
based on standard deviation. This led to a comparison of medians using the Mann-Whitney
W-test. In this test, a P-value of 0.142 indicated there is no statistically significant difference
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between the medians at a 95% confidence level. The samples were run through a
Kolmogorov-Smirnov test to compare the distributions of the two samples. A P-value of
0.09 indicated no statistically significant difference between the two distributions at a 95%
confidence level. Note that the three-year average had a very different comparison result
from the four-year average as demonstrated in Table 10.
Table 9. Summary Statistics for Average Simulation and In-Training Examination Scores
All scores collected
Avg Sim
Avg ITE
Count
Average
Standard deviation
Coeff. of variation
Minimum
Maximum
Range
Stnd. skewness
Stnd. kurtosis

94
68.88
9.82
14.3 %
34.0
92.0
58.0
-2.939
5.562

Complete data sets only
Avg Sim x3
Avg ITE x3

102
71.61
5.75
8.0%
55.0
86.0
31.0
0.195
0.137

51
69.9
5.18
7.40%
59.3
89.3
30.0
2.277
4.679

64
71.4
4.98
6.97%
61.3
84.7
23.3
1.312
-0.025

Table 10. Median and Distribution Analysis for Average Simulation and In-Training
Examination Scores
Median Analysis
Mann-Whitney W-test
Avg Sim / Avg ITE

Distribution Analysis
Kolmogorov-Smirnov test

P-value

Significantly
Different

P-value

Significantly
Different

0.0212178

Yes

0.0364329

Yes

0.142311

No

0.0998673

No

(All scores collected)

Avg Sim x3 / Avg ITE x3
(Complete data sets for
first three years only)

A P-value of less than 0.05 means that data sets are significantly different at 95% confidence level.

In conclusion, the canonical correlation analysis for research question 3 indicates no
statistically significant relationship between the data groups for simulation and in-training
examination scores. Supplemental analysis of the average simulation and in-training
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examination scores show that the groups are statistically significantly different. However,
the comparison of the three-year average simulation and in-training examination scores
indicates that the groups are not significantly different. The primary difference between
these data sets is the inclusion of the fourth-year data. When the fourth year is included in the
average years, the simulation and ITE averages are significantly different. This means that
the fourth-year data significantly changes the relationship between the data sets.
Medical School Type Comparisons
Research Question 4
Is there a relationship between medical school type and overall performance on
simulation assessments?
An analysis of variance (ANOVA) was completed on the simulation scores that were
collected for all medical school types as shown in Table 11. This included Sim1, Sim2,
Sim3, AvgSim, and AvgSimx3. Sim4 was not analyzed for this research question, because
DO residents are the only residents with this score. There was no significant difference
based on medical school type for each of the three individual years. The average score for
the first three years (AvgSimx3) also did not show a significant difference. However, there
was a significant difference identified when the fourth year data was added into the analysis
as part of the average over-all simulation scores (AvgSim). This is represented with a Pvalue of 0.0088.
Table 11. ANOVA for Simulation Scores by Medical School Type
Dependent
Variable

Count

Sum of
Squares

Df

Mean
Square

F-Ratio

P-Value

Sim1
Sim2
Sim3
AvgSim
AvgSimx3

73
70
68
94
51

304.656
128.225
210.745
886.094
116.981

2
2
2
2
2

152.328
64.1124
105.372
443.047
58.4907

1.47
0.88
1.16
4.99
2.29

0.2379
0.4211
0.3195
0.0088
0.1121
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Further analysis of the average simulation score (AvgSim) was completed.

In Table

12, a multiple range test indicates a significant difference was indicated between the DO and
MD resident scores in overall simulation average. No significant difference was shown
between the DO and IMS groups, but the sample size is too small to analyze this relationship.
Table 12. Multiple Range Tests for Average Simulation Score by Medical School Type
MSType
IMS
MD
DO

Count
4
46
44

Mean
63.4583
66.2681
72.0947

Homogeneous Groups
X X
X
X

Contrast
DO - MD
DO - IMS
MD - IMS

Sig.
*

Difference
5.82658
8.63636
2.80978

+/- Limits
3.94548
9.77122
9.7535

* denotes a statistically significant difference.

Due to the small sample size of the IMS residents, the analysis was completed again
considering the MD and IMS residents as a single group (MD+IMS). Table 13 has the
results of this analysis between DO and MD+IMS data. This duplicated the results from the
previous calculations. The only significant difference was identified in the average
simulation score (AvgSim) with a P-value of 0.0024. This is verified using the multiple
range test shown in Table 14.
Table 13. ANOVA for Average Simulation Score by Medical School Type (2 types only)
Dependent
Variable

Count

Sum of
Squares

Df

Mean
Square

F-Ratio

P-Value

Sim1
Sim2
Sim3
AvgSim
AvgSimx3

73
70
68
94
51

302.81
83.0649
156.015
857.04
83.0584

1
1
1
1
1

302.81
83.0649
156.015
857.04
83.0584

2.95
1.14
1.73
9.73
3.23

0.0900
0.2891
0.1930
0.0024
0.0783
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Table 14. Multiple Range Tests for Average Simulation Score by Medical School Type
(2 types only)
MSType - 2
MD+IMS
DO
Contrast
DO - MD+IMS

Count
50
44
Sig.
*

Mean
66.0433
72.0947
Difference
6.05136

Homogeneous Groups
X
X
+/- Limits
3.85283

* denotes a statistically significant difference.

In conclusion, the data analysis for research question 4 indicates no statistically
significant difference between the different Medical School Type data sets with the exception
of AvgSim. The average simulation score, including all four years, were significantly
different for the DO residents as compared to the MD and MD+IMS residents. It is worth
noting that as this average is for all simulation scores in the program, it includes four years of
simulation scores for the DO residents and only three years of scores for MD and IMS
residents. This may be the reason for the statistically significant difference. The average that
is limited to three years (AvgSimx3) for all Medical School Types is not significantly
different.
Research Question 5
Is there a relationship between medical school type and overall performance on the
annual in-training examination?
An analysis of variance (ANOVA) was completed on the in-training examination
scores that were collected for all Medical School Types as shown in Table 14. This included
ITE1, ITE2, ITE3, AvgITE, and AvgITEx3. ITE4 was not analyzed for this research
question, because DO residents are the only residents with this score. There was no
significant difference based on Medical School Type for the first two years. There is a
significant difference identified in the third-year examination scores. This is indicated with a
P-value of 0.0113 as demonstrated in Table 15. Further analysis of this data, with multiple
47

range tests, indicates that the difference is between the IMS group and both of the other types
of medical schools. There is no significant difference between the DO and MD groups as
shown in Table 16.
When the fourth-year data were added into the analysis as part of the average over all
in-training examination scores (AvgITE), the ANOVA result was a P-value of 0.0375, which
is considered significantly different as shown in Table 15. Further analysis of this data
indicates a significant difference between DO and MD residents, but not between IMS and
either of the other Medical School Types as demonstrated in Table 17.
The final review for this question was the average in-training examination score for
the first three years (AvgITEx3) which did not show a significant difference based on
Medical School Type as shown in Table 15.
Table 15. ANOVA for In-Training Examination Scores by Medical School Type
Dependent
Variable

Count

Sum of
Squares

Df

Mean
Square

F-Ratio

P-Value

ITE1
ITE2
ITE3
AvgITE
AvgITEx3

84
83
82
102
64

64.9788
80.4928
273.034
214.271
71.4488

2
2
2
2
2

32.4894
40.2464
136.157
107.135
35.7244

0.73
1.00
4.75
3.40
1.46

0.4856
0.3722
0.0113
0.0375
0.2393

Table 16. Multiple Range Tests for In-Training Examination Year 3 by Medical School Type
MSType
IMS
MD
DO

Count
5
35
42

Mean
69.0
76.5714
76.6667

Homogeneous Groups
X
X
X

Contrast
DO - MD
DO - IMS
MD - IMS

Sig.

Difference
0.0952381
7.66667
7.57143

+/- Limits
2.44191
5.04756
5.10098

*
*

* denotes a statistically significant difference.
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Table 17. Multiple Range Tests for Average In-Training Examination Score by Medical
School Type
MSType
IMS
MD
DO

Count
6
47
49

Mean
68.4722
70.5177
73.0323

Homogeneous Groups
X X
X
X

Contrast
DO - MD
DO - IMS
MD - IMS

Sig.
*

Difference
2.51458
4.56009
2.04551

+/- Limits
2.27541
4.82036
4.83153

* denotes a statistically significant difference.

Due to the small sample size of the IMS residents, the analysis was completed again
considering the MD and IMS residents as a single group (MD+IMS). Table 18 has the
results of this analysis between DO and MD+IMS data. The significant difference originally
seen for the third-year examination scores is no longer showing as different. As this was
previously identified as different for the small sample of IMS residents only, is makes sense
that when they are combined with the MD residents, this difference is no longer seen. The
average examination score (AvgITE) for the DO residents still indicates a significant
difference from the combined MD+IMS group as shown in Table 19, verifying the earlier
results in Table 18.
Table 18. ANOVA for In-training Examination Scores by Medical School Type (2 type only)
Dependent
Variable

Count

Sum of
Squares

Df

Mean
Square

F-Ratio

P-Value

ITE1
ITE2
ITE3
AvgITE
AvgITEx3

84
83
82
102
64

60.8766
65.9855
22.2307
192.008
10.1452

1
1
1
1
1

60.8766
65.9855
22.2307
192.008
10.1452

1.38
1.65
0.71
6.10
0.41

0.2434
0.2021
0.4034
0.0152
0.5264
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Table 19. Multiple Range Tests for Average In-training Examination Score by Medical
School Type (2 type only)
MSType
MD+IMS
DO

Count
53
49

Mean
70.2862
73.0323

Homogeneous Groups
X
X

Contrast
DO – MD+IMS

Sig.
*

Difference
2.74615

+/- Limits
2.20517

* denotes a statistically significant difference.

In conclusion, the data analysis for research question 5 indicated two statistically
significant differences between the different Medical School Type data sets. Initially, the
third-year in-training examination (ITE3) appeared to be significantly different. However,
after further investigation, it appears to be an artifact of having a small IMS sample size.
When the MD+IMS review was completed, this difference was no longer observed. The
average in-training examination score, including all four years, were significantly different
for the DO residents as compared to the MD and MD+IMS residents. It is worth noting that
as this average is for all in-training examination scores in the program, it includes four years
of in-training examination scores for the DO residents and only three years of scores for MD
and IMS residents. This may be the reason for the statistically significant difference. The
average that is limited to three years (AvgITEx3) for all Medical School Types is not
significantly different.
Resident Sex Comparisons
Research Question 6
Is there a relationship between resident sex and overall performance on simulation
assessments?
An analysis of variance (ANOVA) was completed for each of the simulation score
types with Resident Sex as the dependent variable as shown in Table 20. This included
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Sim1, Sim2, Sim3, Sim4, AvgSim, and AvgSimx3. The P-value ranged from 0.18 to 0.67.
There was no significant difference between any of the simulation scores based on Resident
Sex, as none of the ANOVA results had a P-value of 0.05 or less.
Table 20. ANOVA for Simulation Scores by Resident Sex
Dependent
Variable

Count
F
M

Sum of
Squares

Df

Mean
Square

F-Ratio

P-Value

Sim1
Sim2
Sim3
Sim4
AvgSim
AvgSimx3

24
20
21
9
30
15

84.1644
128.571
16.6465
110.629
23.6386
32.016

1
1
1
1
1
1

84.1644
128.571
16.6465
110.629
23.6386
32.016

0.80
1.78
0.18
0.99
0.24
1.20

0.3750
0.1862
0.6725
0.3283
0.6230
0.2792

49
50
47
21
64
36

Research Question 7
Is there a relationship between resident sex and overall performance on the annual
in-training examination?
An analysis of variance (ANOVA) was completed on the in-training examination
scores with Resident Sex as the dependent variable as shown in Table 21. This included
ITE1, ITE2, ITE3, ITE4, AvgITE, and AvgITEx3. The P-value ranged from 0.33 to 1.0.
There was no significant difference between any of the assessment types based on Resident
Sex, as none of the ANOVA results had a P-value of 0.05 or less.
Table 21. ANOVA for In-Training Examination Scores by Resident Sex
Dependent
Variable
ITE1
ITE2
ITE3
ITE4
AvgITE
AvgITEx3

Count
F
M
29
24
23
7
32
20

55
59
59
11
70
44

Sum of
Squares

Df

Mean
Square

F-Ratio

P-Value

42.1558
0.00000
5.28685
2.18254
6.15632
0.00710

1
1
1
1
1
1

42.4558
0.00000
5.28685
2.18254
6.15632
0.00710

0.96
0.00
0.17
0.08
0.18
0.00

0.3305
1.0000
0.6842
0.7745
0.6682
0.9866
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Summary
In this chapter, the data were summarized and analyzed to provide the necessary
statistical calculations to answer the research questions. The data were described by
assessment type, and average scores were calculated based on assessment groups.
For research questions 1-3, canonical correlation was used to compare groups of data.
No relationship was seen in this analysis, so additional verification calculations were not
necessary. Average scores were compared in both simulation and in-training examinations.
When the fourth-year scores for the DO residents was considered in both the AvgSim and
AvgITE, a significant difference was seen. However, when the data were limited to the first
three years only, there was no significance.
For research questions 4-7, the analysis of variance calculations based on Medical
School Type and Resident Sex showed that the data are not significantly different for either
group in any assessment type.
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Chapter 5: Conclusions
Introduction
This chapter summarizes the analysis performed in the previous chapter and provides
the answer to the study’s research questions based on that analysis.
Assessment Method Comparisons
Research Question 1
Is there a relationship between student simulation assessment scores and
performance on the COMLEX examinations?
The simulation scores (Sim1, Sim2, Sim3, and Sim4) and COMLEX scores (C1, C2,
and C3) were evaluated using canonical correlation analysis. With 15 complete sets of data,
the analysis provided a P-value of 0.8186 and higher. This indicates no statistically
significant relationship between the simulation scores and the COMLEX assessment scores.
Therefore, the results failed to reject the null hypothesis.
Research Question 2
Is there a relationship between student simulation assessment scores and
performance on the USMLE examinations?
The simulation scores (Sim1, Sim2, and Sim3) and USMLE scores (U1, U2, and U3)
were examined using canonical correlation analysis. The number of U3 scores was not
sufficient to provide any definitive data regarding relationship between U3 and simulation
scores. As the U3 data were incomplete, then were removed from the analysis to allow for
an analysis the U1 and U2 assessments as compared to the simulation scores. This provided
19 complete cases with a P-value of 0.2264 and higher, indicating no statistically significant
relationship. Therefore, the results failed to reject the null hypothesis.
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Research Question 3
Is there a relationship between resident simulation assessment scores and
performance on the annual in-training examination?
The simulation scores (Sim1, Sim2, Sim3, and Sim4) and in-training examination
scores (ITE1, ITE2, ITE3, and ITE4) were reviewed using canonical correlation analysis. A
review of all four years of data resulted in only 14 identified complete cases with a P-value
of 0.5 and higher. By the nature of the canonical correlation, this can be interpreted as
having no statistically significant relationship between the data sets for DO residents.
However, this would have eliminated the MD and IMS residents, as they did not have the
fourth-year data. Therefore, a second analysis was performed to compare only the first three
years of scores to make sure non-osteopathic residents are included in the analysis.
The simulation scores (Sim1, Sim2, and Sim3) and in-training examination scores
(ITE1, ITE2, and ITE3) were evaluated. There were 50 identified complete cases with a Pvalue of 0.29 and higher. This can be interpreted as having no statistically significant
relationship between the data sets. Therefore, for research question three, the results failed to
reject the null hypothesis. No relationship was identified between the assessment types.
As a supplement to Question 3, the researcher wondered if the same result would be
found by reviewing averages of the same data. The comparison of the average simulation and
in-training examination scores were significantly different when the fourth year data were
included in the analysis and not significantly different for the first three years only. This
clearly showed that the addition of the fourth-year data changes the relationship between the
DO and MD+IMS group averages. As this supplemental review was not looking at the
relationship between the assessment types, it does not directly answer a research question,
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but it demonstrates that there is a significant difference between average scores for those that
train for three years and those that train for four years. This could be important information
for educators that are making decisions on whether emergency medicine training should be
three or four years long.
Medical School Type Comparisons
Research Question 4
Is there a relationship between medical school type and overall performance on
simulation assessments?
The simulation scores (Sim1, Sim2, Sim3, AvgSim, and AvgSimx3) were analyzed
via ANOVA based on Medical School Type. There was no significant difference based on
medical school type for each of the three individual years which are common to all residents.
The average score for the first three years (AvgSimx3) also did not show a significant
difference. This failed to reject the null hypothesis, indicating that there is no relationship
between Medical School Type and performance on simulation assessment.
However, when the fourth-year data for the osteopathic residents are included, using
the overall average simulation score, the P-value is 0.0088, indicating a significant
difference. Further analysis, using multiple range testing to compare osteopathic scores to
those of the IMS and MD residents together, indicates a significant difference based on
school type with a P-value of 0.0024. As this involves additional data for a single group that
is not consistent with the other group, it should not override the previous conclusions for this
question. However, it does support the issue raised in Question 3, that the fourth-year data
change the average score enough to warrant the need for further research, if educators are
interested in the difference between three- and four-year training programs.
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Research Question 5
Is there a relationship between medical school type and overall performance on the
annual in-training examination?
An analysis of variance (ANOVA) was completed on the in-training examination
scores (ITE1, ITE2, ITE3, AvgITE, and AvgITEx3) that were collected for all Medical
School Types. Initially, the small number of IMS data created an artifact in the results.
Therefore, this was corrected by combining the IMS and the MD data for further analysis.
When comparing only the first three years of data, there was no significant difference
between the groups, ranging from a P-value or 0.2 to 0.4. In addition, the average score that
is limited to three years (AvgITEx3) is not significantly different at a P-value of 0.52. With
the addition of the fourth-year data, the average in-training examination score (AvgITE) has
a P-value of 0.015, which is significantly different for the DO residents as compared to the
MD and MD+IMS residents. Since it includes additional data for one group that are not
considered within the other group, it should not override the null hypothesis. Therefore, for
research question 5, the data failed to reject the null hypothesis.
Resident Sex Comparisons
Research Question 6
Is there a relationship between resident sex and overall performance on simulation
assessments?
Resident Sex was compared as the dependent variable for each simulation score
(Sim1, Sim2, Sim3, Sim4, AvgSim, and AvgSimx3). The P-value ranged from 0.18 to 0.67.
There was no significant difference between any of the simulations assessments based on
Resident Sex, as none of the ANOVA results had a P-value of 0.05 or less. Therefore, the
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data failed to reject the null hypothesis.
Research Question 7
Is there a relationship between resident sex and overall performance on the annual
in-training examination?
Resident Sex was compared as the dependent variable for each in-training
examination score (ITE1, ITE2, ITE3, ITE4, AvgITE, and AvgITEx3). The P-Value ranged
from 0.33 to 1.0. There was no significant difference between any of the in-training
examination scores based on Resident Sex, as none of the ANOVA results had a P-value of
0.05 or less. Therefore, data failed to reject the null hypothesis.
Summary
Seven research questions were analyzed to identify if there is a relationship between
the assessment methods, medical school type, and the resident sex. Table 22 provides a
summary of the results for each research question. Research question 2 had to be modified to
remove COMLEX Level 3 data, as there were not enough data for this examination to allow
for an evaluation of the question.
Supplemental data were evaluated in several cases using average scores for
simulation and in-training examinations. In research questions 3 and 4, the data provided
further insight that the fourth year of training changes the average score significantly. In
these questions, the null hypothesis was not rejected regardless of the fourth year data,
because the data points were unique to the osteopathic residents. However, these results
indicate a need for further research in this area.
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Table 22. Summary Results for each Research Question
Research
Questions

Null
Hypothesis Exception?

n

Lowest
P-Value

Q1: C/Sim

15

0.8186

x

None

Q2: U/Sim
(-U3)

19

0.2264

x

None

Q3: ITE/Sim

14

0.5055

x

None

Q3: ITE/Sim
(-ITE4)

50

0.0296

x

None

Q4: MST/Sim

94

0.2379

x

AvgSim
(0.0024)

Q5: MST/ITE

102

0.2021

x

AvgITE
(0.0152)

Q6: Sex/Sim

94

0.1862

x

None

Q7: Sex/ITE

102

0.3305

x

None
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Comments

removed U3 due to low n

removed ITE4 for more
complete cases
Due to small n, IMS was
added to MD. When average
score is included, the fourth
year data skews results.

Chapter 6: Recommendations
Introduction
This chapter summarizes the research project and makes recommendations on
additional research that could assist in understanding the topic further.
Discussion
The project was specifically designed to see if there is a relationship between
performances on simulation assessments and standardized written examinations for
emergency medicine residents. In addition, other variables were reviewed as compared to
these scores, including medical school type and resident sex. Seven research questions were
analyzed to identify if there is a relationship between the assessment methods, medical
school type, and the resident sex. All research questions were answered by failing to reject
the null hypothesis as no relationship was evident.
The fourth year data for the osteopathic residents raised further questions. When it
was considered in the calculations, it showed that there were significant differences between
the osteopathic residents and all other residents. When only the first three years of training
were reviewed, there appeared to be no real difference between the different medical school
types. So, why would the fourth year data make such a difference in the analysis? I believe
that it can be explained by the fact that an additional year of data at the highest level of
training is increasing the average scores for the osteopathic residents. If the resident were not
providing higher scores in the fourth year, there would not be such a difference in the threeand four-year averages.
Recommendations
As evidenced by the literature review, understanding the relationship of assessment
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methods is far from a science. There have been a good number of small studies, primarily
related to written examinations. There is still a lack of understanding in regards to simulation
assessment and how to best move forward. Many specialties are standardizing their
simulation curriculum for training, and some licensing boards have begun including
simulation as a part of their overall assessment process.

This study hopefully serves as a

springboard to further investigations on simulation assessment methods and how simulation
can augment the historical assessment model. Since this study did not reject the null
hypothesis for each research question, the next questions raised are:
1. How does this study help us to understand the subject better?
2. Given the results, what further research or inquiry is needed to learn more
about this subject?
The questions are addressed by by breaking the analysis apart into several topic areas: length
of training, value of simulation assessment, and how to expand upon this study.
Length of training
This study showed that for a single residency program, there was no significant
difference in assessment scores between different demographic groups during three years of
training in emergency medicine. The only difference noted was when the fourth-year data
were added to the analysis. It was clear that those with an additional year of training scored
higher on an overall average than those with only three years of training. As there continues
to be a debate over the appropriate number of years necessary for residency training, this
information may be valuable to those making decisions on training length in the future.
There are several opportunities for future research within this subject matter. To
compare the fourth year of osteopathic residency to the allopathic equivalent, a researcher
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could follow allopathic graduates for the first year in practice and have them complete the
same in-training examination and simulation exercises that fourth-year osteopathic residents
complete. In addition, further analysis could occur comparing those with three- and fouryears of training with performance on the board certification examinations that physicians
take after graduating from the residency program.
Value of simulation assessment
As the newest assessment method, is simulation supplementing the information that
the standardized examinations already provide? Are both types of assessment valuable? For
this single residency program, we learned that simulation scores are not related to
standardized examination performance. Does this mean that simulation is unnecessary or is
it a valuable addition to the historical methods? First, we must remember that simulation is
useful for more than assessment. Simulation is often times used for practicing skills or
learning procedures. The literature cited in this study is very clear that there are significant
benefits in using simulation for training. Simulation has been proven to reduce stress for the
resident, improve patient safety, and increase the quality of patient care.
In regards to using simulation for assessment, this researcher believes that the results
support the concept that both types of assessment are valuable in training the residents. One
type of assessment is not able to provide the whole picture. Standardized written
examinations assess knowledge only, while simulation assesses the application of that
knowledge. Using Miller’s Pyramid, it could be argued that written examinations are only
giving data for the “Knows” level, and simulation assessment provides supplemental
information at the “Shows” level. Both types of assessment provide independent data points
that can be used to evaluate the resident’s level of knowledge and skill. With the use of both
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types of assessment, the program directors have more information on where the residents
may have deficits in their knowledge or skills. This will allow the program director to
develop better individual training plans for the residents. It is this researcher’s opinion that
this study supports the use of both assessment types to appropriately measure the resident’s
performance throughout training.
In order to do further investigation on this topic, it may be beneficial to review
individual resident performance in these assessments. Historically, those that do well on
written examinations are thought to be more successful residents. Many times, USMLE and
COMLEX scores are used to filter applications when applying for residency. However, there
are many people that have difficulty with written examinations, but excel in their fields.
Further research could follow individual residents to see if those that demonstrate more
knowledge on written examinations are the best at applying their knowledge in simulation.
This type of study could help medical educators further understand how to use assessment
data to improve resident performance.
Other research opportunities
This research was limited to a single residency program over eight years of data
collection. It was also limited to a specific simulation process that a single program has
developed and implemented. Further research opportunities could include reviewing the
same data from other programs that have either similar or different simulation assessments.
In addition, the same type of study could be completed in another specialty to determine if
similar results are found.
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