Abstract: This paper proposes a new actuator-fault detection and isolation (FDI) strategy for closed-loop discrete time-invariant systems by using invariant sets and tubes. In this approach, invariant sets are used for fault detection (FD) and the establishment of FDI conditions, while the tubes are generated for fault isolation (FI) at transient state. Comparing with the existing set-theoretic FDI techniques, the advantage of this approach consists in that it exhibits a balance between the conservativeness of FDI conditions, the fast FI response and the computational complexity. The effectiveness of the proposed technique is illustrated by a numerical example.
INTRODUCTION
Fault occurrence always implies the switching of the system functioning modes (see [Blanke et al., 2006] ). With respect to each mode of the system, an invariant set can be constructed to confine the residual of the mode and as long as all invariant sets (one healthy invariant set and at least one faulty invariant set) are disjoint from each other, the fault can be isolated [Ocampo-Martinez et al., 2010] .
In the literature, the features of the set-theoretic actuator FDI techniques are that they are generally based on a bank of observers and that only the observer selected by the FDI module is used for FDI [Ocampo-Martinez et al., 2010, Seron and , e.g., if the i-th observer is chosen to reconfigure the closed-loop system, then only the residual generated by the i-th observer is real-time tracked for FDI. Thus, once the residual corresponding to the i-th observer leaves its corresponding invariant set, it implies that a fault is detected. Then, FI is based on finding an after-fault invariant set corresponding to the i-th observer, which the residual of the i-th observer finally enters into.
Actually, these existing approaches waste some useful system information, i.e., the information provided by the other observers not matching the mode. In principle, if the system information obtained by all the observers can be used, the guaranteed FDI conditions will be at least not more conservative than those proposed in [OcampoMartinez et al., 2010, Seron and .
Besides, the FI techniques proposed in [Ocampo-Martinez et al., 2010] have to observe a waiting time until the transit state between the modes elapses, which delays the FI decision. To avoid this waiting time, proposed a technique to implement FDI one step after faults by considering one-step-after-fault sets.
However, considering the contractiveness of observers, the one-step-after-fault sets (transient sets) are generally bigger than the corresponding invariant sets (steady limit sets). Note that any increase in set size implies an increase in the conservativeness of FDI conditions. The objective of this paper is to propose a new technique to obtain a balance among the existing invariant setbased approaches. The main contribution lies in that it uses the process information provided by all the observers to implement FDI by establishing less conservative FDI conditions and generating tubes to make FI decisions during the transient state induced by faults.
The notation |·| denotes the elementwise absolute value, B r is a box composed of r unitary intervals, the inequalities are understood elementwise, O and I denote the zero and the identity matrices with compatible dimensions, respectively, the notation diag(·) denotes the diagonal matrix, and for a vector a, its transpose is denoted as a T .
PROBLEM FORMULATION
The discrete time-invariant plant is modeled by
where A ∈ R n×n , B ∈ R n×p and C ∈ R q×n are constant matrices, x k ∈ R n , u k ⊂ R p and y k ∈ R q are states, inputs and outputs at time instant k, respectively, and ω k and η k denote process disturbances and measurement noises, respectively. The matrix F i ( i ∈ I = {0, 1, · · · N }) is a diagonal matrix modeling the i-th actuator mode 1 , where F 0 is the identity matrix describing the healthy mode.
Assumption 2.1. The pairs (A, BF i ) and (A, C) are stabilizable and detectable, respectively. Assumption 2.2. Only one fault occurs at a time and the fault is persistent such that the FDI module has enough time to detect and isolate it.
According to (1), the j-th ( j ∈ I) observer matching the j-th mode is designed aŝ
wherex j k andŷ j k are the states and output estimations, respectively, and L j is the observer gain. Assumption 2.3. The observer gain L j assures that A − L j C is a Schur matrix. This paper only considers FDI (from healthy to faulty) and does not discuss mode switching (from faulty to healthy/faulty to faulty), since the principles are similar. Thus, the system is considered healthy at the beginning and the corresponding reference system is designed as
where
denote the reference states and inputs. The control objective of the closed-loop system is to make the states asymptotically track the reference state trajectory. Since the system is healthy, the state estimation of the nominal observer is used for the closed-loop system design. Using (1), (2) and (3), the control law is given as
wherex 0 k is the estimated state from the nominal observer and K is the feedback gain such that the closed-loop system is always stable. 
SYSTEM ANALYSIS

Residuals
The components given in (1), (2), (3) and (4) constitute the closed-loop system and,x j k , x ref k ,ŷ j k and y k are obtainable signals, which convey the real-time system information. To implement the proposed technique, one defines the residual corresponding to the j-th observer as r
In the fault-free situation, as indicated in (4), the state estimation of the nominal observer is used to generate the closed-loop control laws. Even though the system becomes faulty, the nominal observer will still be used for the closedloop control before the fault is isolated.
Moreover, according to (2), (3), (4) and (5), the dynamics of r j k are obtained as r
wherex j k is the state estimation error of the j-th observer, which is defined asx j k = x k −x j k . As per (6), whichever mode the system is in, the residual dynamics corresponding to a certain observer have the same structure.
However, for different modes, the dynamics ofx j k are generally different. For example, in the i-th mode, the dynamics ofx
where F i and F j correspond to the i-th mode active at the current situation and the j-th observer, respectively.
Since N + 1 observers are used, at each time instant, one can obtain N + 1 residuals and N + 1 state estimation errors. Thus, in order to collect all useful process information, one defines the following vectors:
where r i k andx i k collect all the residuals and state estimation errors corresponding to all the observers in the i-th mode, respectively. Moreover, according to (6) and (7), the dynamics of
. . .
In the i-th mode, the behavior of the closed-loop system can be described by (9). Considering u ref k , ω k and η k are bounded, by substituting their bounding sets into (9), one can obtain a set-based dynamics of (9) as
In order to reduce computational complexity and the consequences of the wrapping effect [Neumaier, 1993] , (9) is equivalently split into two different lower-order dynamics that are presented as r where
Thus, by considering (11) and (12) together and substituting the sets of ω k and η k into them, one can obtain another set-based description of the dynamics:
Remark 1. Comparing (9) with (13), as long as r Proof : Substituting the sets of u ref k , ω k and η k into (9), one can obtain (10), while (13) is obtained by only substituting the sets of ω k and η k into (11) and (12). Since (9) is equivalent to (11) and (12), (13) should be bounded by (10) after k * , as long as the sets of the two set-based dynamics satisfy the condition in Proposition 3.1 at k * .
Real-time Bounds for State Estimation Errors
Since the state estimation errors are unmeasurable, this paper aims to obtain their bounds by using available signals. According to (1b) and (2b), the output estimation errorỹ j k of the j-th observer is defined as y
Similarly, when the system is in the i-th mode, one defines the output estimation error vector as
where, according to (14),ỹ i k is derived as y
According to (16) and considering the bound of η k , at time instant k, one always has the relationship
By using (17), since the output estimation errorỹ i k is available, the set ofx i k can always be computed. Remark 2. If Cx is invertible, the set ofx i k can be directly computed with (17). If Cx is not invertible, the set ofx i k can be obtained by intersecting all the strips determined by componentwise inequalities of (17) 
Invariant Sets of Residuals
Theorem 3.1. [Kofman et al., 2007 , Olaru et al., 2010 . Considering the system x k+1 = A • x k + B • δ k where A • is a Schur matrix and δ k ∈ ∆ = {δ : |δ − δ • | ≤δ}, and A • = V ΛV −1 as the Jordan decomposition, the set
is robust positively invariant (RPI) and attractive for the system trajectories with θ any vector with positive components and ξ
(1) For any θ, the set Φ(θ) is (positively) invariant, that is, if x 0 ∈ Φ(θ), then x k ∈ Φ(θ) for all k ≥ 0. (2) Given θ ∈ R n , θ > 0, and x 0 ∈ R n , there exists k
Remark 4. [Olaru et al., 2010] . Considering the same system in Theorem 3.1 and denoting X 0 as an RPI initial set of the system, each of the set iterations
is an RPI approximation of the minimal RPI (mRPI) set of the system (X j denotes the j-th element of the set sequence and N is the set of natural numbers). As j tends to infinity, the set sequence converges to the mRPI set. 3 Remark 5. For any initial set X 0 , as j tends to infinity, the set sequence always converges to the mRPI set. The difference from Remark 4 is that the set X j may not be a RPI approximation of the mRPI set. 3
According to Remark 5, one knows that, as k tends to infinity, (10) will converge to the mRPI set of z i k . Thus, according to Proposition 3.1, the set iterations of (13) 
FDI APPROACH
Fault Detection and Isolation
Once the i-th (i ∈ I 0 = I \ {0}) fault occurs, the residual vector 2 r k will enter into and stay inside the set R i .
When the system is in the healthy functioning, if a sufficient amount of time has passed since the start of the system, r k should always be inside R 0 . Thus, a fault is detected whenever a violation of
is confirmed under the assumption of persistent faults. Otherwise, it is considered that the system is still healthy.
It is assumed a fault is detected at time instant k d , r k ← k + 1;
5:
Compute r k ;
fault ← TRUE, f = 0;
8:
Obtain r
Initialize (13) 
FDI CONDITIONS
Guaranteed FDI Conditions
To assure the considered faults are detectable and isolable by the proposed technique, one establishes FDI conditions based on the residual invariant sets.
According to Remark 5 and Proposition 4, once a fault occurs, after initialization, the tube T i (i ∈ I 0 ) will enter into the set R i in accordance with the fault.
To guarantee FDI at transient state, one should assure that, after initialization, there is one and only one tube that can always bound r i k , i.e., the sets R i (i ∈ I) should be separate from each other. For this objective, the FDI conditions are established as follows. Theorem 5.1. For any two modes i 1 and i 2 out of the N +1 modes, as long as R i1 ∩ R i2 = Ø, i 1 = i 2 and i 1 , i 2 ∈ I (23) holds, it is guaranteed that all the considered faults are detectable and then isolable during the transition. Proof : If (23) is satisfied, the residual r k must leave the healthy invariant set after fault occurrence and one and only one tube can always contain the residual r k during the transition, which guarantees FD and FI.
Comparison of FDI Conditions
In the i-th mode, the RPI set of r j k is obtained by the corresponding projection of R i and is denoted as R i,j . As mentioned in Section 1, the existing works are based on the residual corresponding to the observer matching the current mode, i.e., only the residual r 0 k corresponding to the nominal observer is used for FDI and the FDI conditions are based on the complete separation of all after-fault invariant sets of r 0 k under all modes, i.e.,
Comparatively, instead of using the system information only from one observer, the proposed approach utilizes all the process information from all the observers for FDI (see (23)). Considering the structure of r i k , it is known that the set R i is equivalent to the composition of N + 1 sets corresponding to the residuals of the N + 1 observers, i.e., (23) implies that the separation between R i1 and R i2 can be guaranteed as long as there exists one component of R i1 that is disjoint from that of R i2 , i.e., ∃i 1 , i 2 ∈ I such that R i1,j ∩ R i2,j = Ø, where j could not only be 0 but also any other index inside I. This means the FDI condition (24) is only a particular case of the FDI condition (23), which implies the reduced conservativeness and enhanced fault sensitiveness of this proposed FDI approach.
NUMERICAL EXAMPLE
An example modeled as (1) is 
• feedback gain: K = 0.2353 −0.1765 0.1471 −0.2353 ,
• fault magnitudes:
• reference input (sinusoidal signal) set:
• initial conditions: • sampling time: T = 0.1s.
The RPI sets of the residual under three different modes are computed. For simplicity, they are written as boxes: (23)).
Thus, the proposed approach can be used to detect and isolate the faults. In this example, the time span of simulation for both faults is 90 time instants. The time instants from 1 to 10 are used to initialize the system so that the residuals stay inside the healthy invariant sets, those from 11 to 30 represent the healthy functioning, and those from 31 to 91 represent the faulty functioning.
In the simulation, both faults occur at time instant 31. However, because of space limits of this paper, only the results of the fault 1 are presented. In Figure 1 , the first residual component leaves its invariant set at time instant 34, which means the fault 1 is detected at that time. Except the first component, all the other components of the residual vector still stay inside their invariant sets. Besides, all the residual components indicate the fault 1 is isolated at time instant 36. Note that, in Figure 1 , the constant bounds from 11 to 30 labelled with blue-green mixed color denote the healthy invariant sets of residuals.
Since the tubes are computed by zonotopes and the residual zonotopes are reordered by Property A.3 in the Appendix to reduce the order of the zonotopes at each time instant, the tubes cannot be accurately computed and always include some approximate errors. But the computation of invariant sets (i.e., RPI approximations of the mRPI set) is generally accurate (generally, the mRPI set cannot be computed). Thus, if the accumulation of errors in zonotope overapproximation is too big with respect to the corresponding ideal tubes, the generated tubes may fail to converge into their corresponding invariant sets.
