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ABSTRACT
Drought is a complex natural hazard that is best characterized by multiple climatological and hydrological
parameters. Improving our understanding of the relationships between these parameters is necessary to
reduce the impacts of drought. Data mining is a recently developed technique that can be used to interact
with large databases and assist in the discovery of associations between drought and oceanic data by
extracting information from massive and multiple data archives.
In this study, a new data-mining algorithm [i.e., Minimal Occurrences With Constraints and Time Lags
(MOWCATL)] has been used to identify the relationships between oceanic parameters and drought indices.
Rather than using traditional global statistical associations, the algorithm identifies drought episodes sepa-
rate from normal and wet conditions and then uses drought episodes to find time-lagged relationships with
oceanic parameters. As with all association-based data-mining algorithms, MOWCATL is used to find
existing relationships in the data, and is not by itself a prediction tool.
Using the MOWCATL algorithm, the analyses of the rules generated for selected stations and state-
averaged data for Nebraska from 1950 to 1999 indicate that most occurrences of drought are preceded by
positive values of the Southern Oscillation index (SOI), negative values of the multivariate ENSO index
(MEI), negative values of the Pacific–North American (PNA) index, negative values of the Pacific decadal
oscillation (PDO), and negative values of the North Atlantic Oscillation (NAO). The frequency and
confidence of the time-lagged relationships between oceanic indices and droughts at the selected stations in
Nebraska indicate that oceanic parameters can be used as indicators of drought in Nebraska.
1. Introduction
Decision makers and planners need to understand
the impacts related to various levels of drought severity
and what conditions are associated with drought in or-
der to take appropriate actions in proactive manage-
ment of water and other natural resources during
drought (Svoboda et al. 2002; Wilhite 2000a). For this
reason, a thorough understanding of drought’s associa-
tions with climatic, oceanic, and environmental param-
eters in a specific area is essential to combating the
effects of drought in a proactive manner by addressing
vulnerabilities through a risk management approach.
Monitoring drought involves considerations of past
and present climatological conditions. Nebraska has ex-
perienced numerous drought episodes of various inten-
sities and duration in the past 100 yr. Historical records
show that Nebraska has sustained major multiyear
droughts, including droughts in the 1930s and 1950s.
During the “Dust Bowl” years, which refer to drought
conditions from 1934 to 1941 over the Great Plains re-
gion, Nebraska had the longest period of hot summers
ever recorded (Dewey 1996). In the 1950s, drought and
heat waves peaked in the summers of 1953, 1954, and
1955. A multiyear drought also occurred in the 1970s,
although it was not as severe or as long in duration as
the 1950s. During the 1974 growing season, precipita-
tion averaged 68% of normal throughout the state, re-
sulting in a 28% overall crop production deficit. Below-
normal climatic seasonal rainfall conditions continued
through 1976 resulting in an annual precipitation deficit
in Nebraska during that time.
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Recent records show that 1988–89 and 1995–96 were
drier than normal in many parts of the state. Drought
frequency and intensity in the 1980s and 1990s were
relatively low as compared to the 1930s, 1950s, and
1970s. However, during the 10-yr period from 1989 to
1998, the indemnity paid for drought losses to crops in
Nebraska totaled more than $92 million [the U.S. De-
partment of Agriculture Risk Management Agency
(USDA RMA) 1999]. This implies that if droughts are
more frequent in the future than those of the 1980s and
1990s, the losses could relatively increase. Thus, since
droughts are recurrent natural phenomena in Ne-
braska, it is clear that proactive steps should be taken to
address the impacts of future drought episodes.
Studying past and present droughts in relation to cli-
matological, oceanic, and atmospheric parameters
could help mitigate future drought impacts on society
by improving our understanding of the drought hazard.
Based on the observed data analysis, climate change
researchers have indicated that in regions where pre-
cipitation decreases in midlatitudes during summer, or
where snowfall decreases, the combined effect might
result in substantial increases in drought frequency in
the twenty-first century (Rind et al. 1990).
Drought, although it is a normal climatic phenom-
enon, is generally infrequent. For example, if one uses
the standardized precipitation index (SPI) to identify
dryness with values less than 0.99, it means that the
occurrence of drought is less than one standard devia-
tion from the climatic normal, which occurs less than
16% of the time (McKee et al. 1995). This is due to the
fact that 68% of the area under a normal frequency
distribution curve is within 1 standard deviation of
the mean (i.e., 16% of the distribution area is less than
the mean 1 standard deviation which shows the
drought frequency). This infrequent occurrence of
drought complicates the correlation or global associa-
tion of drought with other atmospheric and oceanic pa-
rameters.
Temporal and spatial patterns of drought vary from
one area to another (Wilhite 2000b; Hayes et al. 1999).
For a specific area, if relationships to oceanic and at-
mospheric parameters can be identified with a certain
time lag, taking appropriate action based on the asso-
ciations may reduce the impacts of future droughts. To
monitor drought and help in drought decision making,
this study has attempted to identify relationships be-
tween drought and oceanic and climatic indices in Ne-
braska using time series data-mining algorithms.
Among the factors that determine droughts are at-
mospheric phenomena, such as the atmospheric circu-
lation, and their relationship with ocean dynamics.
Based on such relationships, it is important to consider
the impacts of the variability of the oceanic parameters
while monitoring drought. Generally, the variability of
oceanic parameters is relatively slower than the vari-
ability of atmospheric parameters. For example, be-
cause of the large thermal inertia of oceans, sea surface
temperatures change slowly compared to atmospheric
temperatures. The slow variations make it relatively
easier to monitor oceanic parameters compared to me-
teorological parameters. The development of models to
predict oceanic parameters is also proving to be rela-
tively easier and more efficient (Eden et al. 2002; Lu
and Greatbatch 2002; Jacob et al. 2001; Covey et al.
2000). This implies that if the relationship of oceanic
parameters and local drought is known, one can use
these parameters to monitor developing drought con-
ditions.
Many indices have been developed to measure the
variability of oceanic and atmospheric parameters.
These indices include the Southern Oscillation index
(SOI), the multivariate ENSO index (MEI; Wolter and
Timlin 1993), the Pacific–North American (PNA) index
(Overland et al. 2002), the Pacific decadal oscillation
(PDO; Bond and Harrison 2000; Mantua et al. 1997;
Francis and Hare 1994), and the North Atlantic Oscil-
lation (NAO; Hurrell 1995). Thus, this study intends to
show that variability of the global oceanic and atmo-
spheric indices can be used as a precursor to local
drought by generating association rules relating to
drought indices.
Data mining is one of the recent technologies used in
handling very large amounts of data and discovering
patterns and relationships among the parameters. Pre-
vious studies used data mining in business activities
such as marketing and fraud detection (Berry and Li-
noff 2000; Cabena et al. 1998; Groth 1998). Analogous
to the business community, the meteorological, clima-
tological, and oceanic databases are growing at unprec-
edented rates using state-of-the-art instruments that are
improved continually to take the most accurate and
highest-resolution data at specific stations. These data-
bases are increasingly overwhelmed by the massive
amounts of different types of data that need an effec-
tive method to be transformed into interpretable
knowledge. The handling of large amounts of data and
extracting useful information such as drought patterns
in space and time can be resolved with data-mining
techniques. Although drought results from atmospheric
phenomena that are complex and include many param-
eters, data-mining tools can help in modeling and un-
derstanding drought characteristics using the existing
large dataset. It also has the potential to assist in pro-
active drought decision making including mitigation
and drought risk management. For this purpose, a time
series data-mining algorithm has been used to generate
association rules discovering the relationships between
drought and oceanic and atmospheric parameters to
help in drought monitoring.
2. Data collection and preprocessing
The data used in this study are collected from various
sources, including: precipitation, temperature, and soil
1542 J O U R N A L O F C L I M A T E VOLUME 18
moisture data from the High Plains Regional Climate
Center (HPRCC); SPI values from the National
Drought Mitigation Center (NDMC); Palmer Drought
Severity Index (PDSI) values at a station level calcu-
lated using station data from the HPRCC; NAO index
values from the U.K. Climatic Research Unit, Univer-
sity of East Anglia; PDO and PNA indices from the
Joint Institute for the Study of the Atmosphere and
Ocean (JISAO), the National Oceanic and Atmo-
spheric Administration (NOAA), and the University of
Washington; and SOI and MEI data from the NOAA/
Climate Diagnostics Center. All these data are col-
lected and preprocessed to satisfy the format used to
run the data-mining algorithm. The period of the study
was 50 yr, 1950–99.
3. Time series data-mining and association rule
algorithms to identify drought characteristics
Time series data-mining algorithms are being devel-
oped for many applications to identify hidden patterns
within time series data (Berry and Linoff 2000; Klemet-
tine 1999; Groth 1998). These algorithms are designed
to characterize and predict complex, nonperiodic, ir-
regular, chaotic phenomena (Povinelli 2000; Huang and
Yu 1999; Keogh and Pazzani 1998). In a real-world ap-
plication such as drought where time is an essential
factor, it is important to study the relationships of the
parameters that cause drought using their time series
patterns.
Time series data-mining techniques organize data as
a sequence of events, with each event having a time of
occurrence. In data analysis applications on a sequence
of events, one of the main challenges is finding similar
situations. This is essential to predict future events and
understand the dynamics of the process producing the
sequence (Mannila and Seppänen 2001).
In monitoring drought, time series data analyses of
meteorological, climatological, and oceanic parameters
are used to generate rules that can identify the occur-
rence of drought. Based on the assumption that ocean–
atmosphere relationships have a causal link to drought,
global oceanic and atmospheric parameters are consid-
ered antecedents while droughts are considered conse-
quents in finding their associations. This study attempts
to mine the data by using time series association rules
to reveal characteristics of drought for a given area. The
data-mining concepts and keywords used in this study
are briefly described in the following section.
a. Data discretization and event sequences
Discretizing or clustering refers to segmenting the
data into groups of records or clusters that have similar
characteristics. To apply algorithms on sequential
datasets, the data are preprocessed by normalizing and
discretizing to form a sequence of events.
An event sequence is a triple element (tB, tD, S)
where tB is the beginning time, tD is the ending time,
and S is the time-ordered sequence of events from be-
ginning to end (Mannila and Toivonen 1995). For ex-
ample, consider the event sequences of 1-month SPI
values for Clay Center, Nebraska, from January to De-
cember 1998 shown in Fig. 1a. SPI values show the
precipitation deviation from the mean for a given time
frame and location. For this application the data was
discretized into seven clusters: A is extremely dry (SPI
value  2.0), B is severely dry (2.0  SPI value 
1.5), C is moderately dry (1.5  SPI value  0.5),
D is normal (0.5  SPI value  0.5), E is moderately
wet (0.5  SPI value  1.5), F is severely wet (1.5  SPI
value  2.0), and G is extremely wet (SPI value  2.0).
The resulting sequences of cluster identifiers are shown
in Fig. 1b. This is referred to as an event sequence.
Figures 1a,b, respectively, show an example of event
sequences before and after the data is categorized.
Note that SPI data is precipitation data that is already
in a normalized form. Event sequences have subse-
quences that are defined within a window. For example,
in Fig. 1b two temporal windows of 4 months are high-
lighted. The first window is the subsequence[E, D, C,
D] from 3 to 6 months, and the second window is the
subsequence [D, C, D, G] from 4 to 7 months.
b. Episodes and frequency of episodes
An episode in an event sequence is a combination of
events with a time-specified order (Mannila and Toivo-
nen 1995). An episode occurs in a sequence if events
are consistent with the given order, within a given time
bound (window width). Thus, an episode P is a pair (V,
type), where V is a collection of events. In this pair, the
type of episode is called parallel if no order is specified
in a window, and serial if the events of the episode have
a fixed order. The frequency of an episode is defined as
the number of windows in which the episode occurs
divided by the number of all windows in the dataset.
With the Minimal Occurrences With Constraints and
Time Lags (MOWCATL) algorithm, a user can choose
to specify the events and the minimum frequency to be
considered. Only the events that meet the user-
specified inclusion constraints (e.g., minimum fre-
quency) are used to build episodes (Harms et al. 2002).
c. The MOWCATL algorithm
Using the MOWCATL algorithm, an association rule
is defined as “if X then Y,” where X is the rule ante-
cedent and Y is its consequent. The support of the an-
tecedent, denoted Support {X}, is the number of times
that all the events in the antecedent episode X occur
together within a user-defined window width. The sup-
port of the antecedent (Support {X}) is also called the
rule coverage. An episode is considered frequent if its
support meets or exceeds a user-specified minimum
support threshold. The support and frequency of a con-
sequent episode are defined similarly.
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The MOWCATL algorithm first goes through the
data file in a database storing the occurrences of the
single events (in terms of time order in the case of serial
episodes) for the antecedent and consequent events
separately. Note that the algorithm only looks for oc-
currences of events that meet the inclusion constraints.
Then it prunes the episodes that do not meet the user-
specified minimum support threshold. It then pairs the
single-event episodes into episodes of two events, for
pairs of events that occur together within the prescribed
window width, and records the occurrences of the epi-
sode in the dataset. When there are no more events to
pair together, this step is finished. The process repeats
for episodes of three events, four events, and so on,
until there are no episodes left to be combined that
meet the minimum support threshold.
After the frequent episodes are found for the ante-
cedent and the consequent independently, MOWCATL
combines the frequent episodes to form an episode rule
(Harms et al. 2002). The algorithm generates episodal
rules where the antecedent episode occurs within a
given window width, the consequent episode occurs
within a given window width, and the start of the con-
sequent follows the start of the antecedent within a
user-specified time lag. For example, assume that epi-
sode X is the events A and B, and episode Y is the
events C and D. Also, assume that the prescribed an-
tecedent window width is 2 months, the prescribed con-
sequent window width is 3 months, and the time lag is
2 months. The parallel rule generated would indicate
that if A and B occur within 2 months, then within 3
months they will be followed by C and D occurring
together within 2 months.
For parallel rules, an occurrence of a particular rule
is recorded when the starting time of the occurrence of
the consequent episode follows the starting time of the
occurrence of the antecedent episode and differs by at
most the time lag. The order of the events in parallel
episodes is not important. Thus, parallel rules can be
used to see if the events in one episode occur “close” to
the events in the other episode.
For serial rules, an occurrence of a particular rule is
recorded when the starting time of the occurrence of
the consequent episode is no less than the ending time
of the occurrence of the antecedent episode, and when
the starting time of the occurrence of the consequent
episode follows the starting time of the occurrence of
the antecedent episode and, at most, differs by the time
lag. Moreover, the ending time of the occurrence of the
consequent episode must be greater than the ending
time of the antecedent.
The type of time lag described above is referred to as
FIG. 1. (a) Example of an event sequence before discretization. (b) Example of an event
sequence with two windows of 4-month window size after discretization. The letters represent
discretized categories (clusters) while the numbers represent the time (month).
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the maximum time lag (Harms et al. 2002). If the maxi-
mum time lag is set to 4 months, it finds relationships of
the parameters for 4-, 3-, 2-, and 1-month periods to
generate rules. The advantage of this constraint in the
MOWCATL algorithm is that it finds the hidden rela-
tionships between episodes that occur close together,
but not always at exactly the same time difference.
Alternately, the user may specify a fixed time lag to
count occurrences of a particular rule. With the fixed
time lag, the start of the occurrence of the consequent
episode must follow the start of the corresponding oc-
currence of the antecedent episode by exactly the fixed
time lag. This is useful when finding fixed interval as-
sociations between the antecedent and consequent
datasets. Thus, this may be used to find relationships
when the specific oceanic index observed a fixed num-
ber of months before the associated occurrence of a
drought.
The MOWCATL algorithm generates the rules and
counts the occurrences of the individual rules as de-
scribed above, based on the user-specified parameters.
The support of the rule is the number of times the rule
holds in the dataset. The algorithm prunes the rules that
do not meet the predetermined minimum support
(Harms et al. 2002).
The confidence of an episode rule with prescribed
window widths for the antecedent and the consequent
and a prescribed lag between the antecedent and the
consequent is the conditional probability that the con-
sequent occurs given that the antecedent occurs, under
the time constraints specified. For example, if the
events in episode X occurred together 16% of the time
and the events in episodes X and Y occurred together
10% of the time, within the prescribed window widths
and time lag, then the confidence is 10/16 (63%).
The confidence of the rule as defined in the data-
mining context is the ratio of Support{X and Y} divided
by the Support of {X} which depends on the occur-
rences of the X and Y while the traditional statistical
confidence considers the global conditions, which con-
siders the whole dataset including the events of X and
Y. For example, if we consider a rule that has only MEI
as X and PDSI as Y, then the confidence defined in this
case is based on frequency of occurrences of these two
parameters only. Thus, the confidence values that are
generated for the rules may not be statistically signifi-
cant in the traditional sense. For this reason, other in-
teresting (goodness of the rule) measures are used to
select the best rules in addition to confidence values.
If more than two datasets are used, the computations
and generation of the association rules are more com-
plicated. However, the MOWCATL algorithm can ef-
ficiently address this situation. In drought research, we
may need many climatic and oceanic datasets to iden-
tify drought and associations of drought with specific
values in these datasets. For example, the oceanic pa-
rameters represented by the SOI, MEI, NAO, PDO,
and several oceanic indices can be built in a database so
that the algorithm can generate the associations with
the drought indices to monitor drought. After the gen-
eration of rules, selection of the most important rules is
key to the efficient use of the data-mining algorithms.
d. Selection of rules and interestingness measure
In the data-mining context, selecting the best rule in
a certain application depends on the “interestingness
measure.” This concept of “interestingness” or “good-
ness” of the rules is defined to compare and select the
better rules among the ones that are generated (Ba-
yardo and Agrawal 1999; Silberschatz and Tuzhilin
1995). Although support and confidence values are im-
portant in selecting rules, there are several other meth-
ods and algorithms to use in quantifying interestingness
measures (Padmanabhan and Tuzhilin 1999; Das et al.
1998). Among these methods, Smyth and Goodman’s J
measure (Smyth and Goodman 1992) is used in this
study to quantify the interestingness of the rules in the
MOWCATL algorithm.
Smyth and Goodman’s J measure is defined as the
average information content of a probabilistic classifi-
cation rule and is used to find the best rules relating
discrete-valued attributes. A probabilistic classification
rule is a logical implication of “if X then Y” with some
probability p (Hilderman and Hamilton 1999). The J
measure is given by
Jx; y  pxpyx  logpy |xpy	 
 1  py |x	
 log1  py |x	1  py	,
where p(x), p(y), and p(y/x) are the probabilities of
occurrence of x, y, and y given x, respectively, within
the dataset. The term inside the largecurved brackets is
defined as the similarity (or goodness of fit) of two
probability distributions (Hilderman and Hamilton
1999). Klemettine (1999) used the J measure by replac-
ing the probabilities with confidence values of the rules.
The J values range between 0 and 1. The higher the J
value is the better. However, for infrequent occur-
rences of episodes such as drought within historical
records of a database, the J values are so small so that
values greater than 0.04 are considered. This method
has been adapted to the algorithms that are used in this
study.
In selecting rules, high values for J(x;y) are desirable,
but are not necessarily associated with the best rule. For
example, rare conditions may be associated with the
highest values for J(x;y), but the resulting rule is insuf-
ficiently general to provide any new information. Con-
sequently, analysis may be required in which the accu-
racy of a rule is traded for some level of generality or
goodness of fit (Hilderman and Hamilton 1999).
The advantage of this method is that it takes into
consideration both frequencies of the left-hand side
(X) and right-hand side (Y) of the rules (Smyth and
Goodman 1992). It also favors rules that occur more
15 MAY 2005 T A D E S S E E T A L . 1545
frequently and provides a more complex metric for
ranking in such a way that user can trade off rule sup-
port and rule confidence (Harms et al. 2002). The defi-
nition of J measure works for a single or multiple an-
tecedents. When the window defines the X that in-
cludes the multiple incidents, the probability of
occurrences of X is the probability of occurrences of the
multiple antecedents defined in that episode defined in
the window as X.
4. Discovering association rules to monitor
drought in Nebraska
The MOWCATL algorithm can be used to find the
relationships between oceanic indices and drought epi-
sodes. To demonstrate the use of this algorithm, five
stations were selected in Nebraska. These stations were
Alliance in Box Butte County (northwest), Ainsworth
in Brown County (north-central), Hayes Center in
Hayes County (southwest), Clay Center in Clay County
(southeast), and West Point in Cuming County (north-
east). The selected stations represent different geo-
graphical locations in Nebraska. In addition to these
stations, the statewide average data were used to com-
pare results between the stations and the state.
The drought episodes were identified using two cli-
matic drought indices, the SPI and PDSI. One of the
advantages of using the SPI is that it designed to quan-
tify the precipitation deficit for multiple time scales.
Thus, we have used four time scales of the SPI data that
include monthly values of a 3-, 6-, 9-, and a 12-month
SPI (McKee et al. 1995). The time scale values were
considered separately and independently in the data
metrics to define drought episodes. These time scales
reflect the impact of drought on the availability of the
different water resources (Hayes et al. 1999). Although
it does not have the same flexibility for multiple time
scales, the PDSI is one of the most popular drought
indices used in the United States. It quantifies the pre-
cipitation deficit using a water balance method of the
soil that depicts cumulative effects of drought that are
caused as the result of available soil moisture, tempera-
ture, and precipitation conditions (Palmer 1965). Thus,
we have used these two indices to identify drought for
the study period, 1950–99.
As the first step, these two drought indices were cat-
egorized into seven categories. These categories were
the following: extremely dry, severely dry, moderately
dry, normal, moderately wet, severely wet, and ex-
tremely wet (Table 1a). For this classification purpose,
the seven SPI drought categories and thresholds were
adopted from that of used by the National Drought
Mitigation Center (Hayes et al. 1999). However, in the
PDSI classification, we aggregated the values of Palm-
er’s “incipient” and “mild dry” categories within the
normal category to make it consistent with seven clas-
sification categories. Then, the drought episodes (i.e.,
moderately dry, severely dry, and extremely dry cat-
egories) were specified as target episodes for generated
rules.
The other oceanic and atmospheric indices (i.e., the
SOI, MEI, PDO, NAO, and PNA) were also clustered
into seven categories based on their historical data fre-
quency distribution using the thresholds shown in Table
1b. These thresholds were determined by assuming a
normal frequency distribution over the 50 yr of data,
and each oceanic and atmospheric parameter value was
divided into 0.5, 1, and 1.5 standard deviations.
In generating rules, the oceanic and atmospheric in-
dices were considered to be the antecedent events while
the target drought episodes were consequents. Tables
1a and 1b show the thresholds and keys of the indices
that are used in generated rules.
For each station and the state-average data, the
monthly PDSI and SPI drought indices were superim-
posed on the monthly SOI, MEI, PDO, and PNA indi-
ces to compare their variations. Figure 2 illustrates the
temporal variations of the monthly PDSI and MEI in-
dices from 1950 to 1999 for the state-averaged data.
This graph also shows one example of the real-world
problem such as precipitation deficit with irregular pat-
terns of the time series data.
The data-mining algorithm (MOWCATL) was ex-
ecuted to find the associations of these temporal pat-
terns to one another with a given confidence level. A
variety of window widths, time lag values, and mini-
mum support constraints were used. Because we
wanted to take the time order (i.e., time of occurrences
of the parameters) into account in our analyses, serial
episodes were used in this study. Both confidence and
J-measure values were used to indicate the goodness of
the rule.
a. Discovering association rules using the
MOWCATL algorithm for selected stations
Using the MOWCATL maximum and fixed lag data-
mining algorithms, selected association rules that were
generated for the selected five stations and the state
average of Nebraska are shown in Tables 2 and 3. It
can be shown that for serial episodes of MOWCATL
TABLE 1a. Drought episode classification threshold values used in association and rule generation.
Drought
category
Extremely
dry (ed) Severely dry (sd)
Moderately
dry (md) Normal (n)
Moderately
wet (mw)
Severely wet
(sw)
Extremely
wet (ew)
SPI   2 2     1.5 1.5     1 1    1 1     1.5 1.5     2   2
PDSI   4 4     3 3     2 2    2 2     3 3     4   4
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with an antecedent and consequent window size of two
months, and a time lag of three months, the most re-
peated rule for Ainsworth, Clay Center, Hayes Center,
West Point, and the state of Nebraska was if MEI was
less than 1.5 and PDO was less than 2, then drought
episodes occurred (Table 2). When the MEI is negative
(or the SOI is positive), a La Niña event is taking place
in the Pacific Ocean. It can be concluded that this con-
dition may be considered as a precursor to drought.
Other important precursors to drought can be seen in
the occurrence of negative values of the MEI and the
PNA. This rule was generated for all selected stations.
However, the values (or categories) of the MEI and the
PNA were different. For example, Clay Center and Al-
liance were in drought when the MEI was less than
1.5 and the PNA was between 2 and 1.5.
Ainsworth, Hayes Center, West Point, and the state of
Nebraska were in drought with similar conditions with
different categories of MEI and PNA but still negative
values of both indices (Table 2). This implies that when
the Pacific Ocean is colder (La Niña) followed by the
negative values of the 500-hPa geopotential height in
the Northern Hemisphere (PNA), there is a higher
probability of occurrence of drought in Nebraska. It
can be concluded that the rules generated (Table 2)
show that occurrences of the MEI less than 0.5 fol-
lowed by the PNA less than 1 with a 3-month window
size implied drought particularly at longer time scales
(i.e., a 6–12-month period) in all five selected stations,
as well as for the state of Nebraska.
The rules that are generated using the MOWCATL
algorithm with a fixed time lag are shown in Table 3 for
serial episodes. The advantage of MOWCATL with the
fixed time lag is that it provides the rules that can occur
after a specified fixed number of months, whereas the
MOWCATL algorithm with a maximum time lag pro-
vides the rules that occur within the specified time,
which include the rules that are generated using a fixed
time lag. Thus, the rules generated for the fixed time lag
are subsets of the maximum time lag outputs.
The rules generated using the MOWCATL algo-
rithm for serial episodes indicate that there are strong
relationships between drought episodes in Nebraska
and the MEI, SOI, NAO, and PDO with different com-
binations of the indices and confidence values for each
station selected as well as for the state-averaged Ne-
braska data.
b. Assessment of the rules with past and recent
drought years
Using the association rules based on 1950–99 histori-
cal data, the past (1950–99) and recent (2000–03) years
were considered to assess and validate the relationships
between drought and the oceanic parameters.
FIG. 2. Temporal patterns of MEI and PDSI values for state-averaged data of Nebraska from 1950
to 1999.
TABLE 1b. Oceanic and climatic indices classification threshold values used in association and rule generation.
Indices
category 1 2 3 4 5 6 7
SOI   1.5 1 1.5 0.5 1 0.5 0.5 10.5 1.51 1.5
MEI   1.5 1.51 10.5 0.5 0.5 0.5 1 1 1.5  1.5
NAO   4 43 32 2 2 2 3 3 4  4
PDO and
PNA   2 21.5 1.51 1 1 1 1.5 1.5 2  2
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The 1950s droughts were typical and in agreement
with the generated rules for all selected stations. The
droughts in the mid-1960s, early and mid-1970s, and
late 1980s were also associated with the rules that were
generated with the MOWCATL algorithm. For ex-
ample, severe droughts in 1954, 1955, 1956, 1965, 1976,
1983, 1988, and 1989 in Alliance, Ainsworth, Hayes
Center, Clay Center, and Nebraska state-average data
confirm these associations.
Considering the recent drought years, in 2000, the
MEI, PDO, and NAO were dominantly negative
throughout the year. These negative values were the
continuation of the La Niña condition in 1999. This
situation corresponded with the drier-than-normal con-
dition in four of the five selected stations. Only Alli-
ance had normal precipitation in 2000. In 2001, the val-
ues of MEI, PNA, and NAO were in normal category
(Table 1b), while the PDO was negative in the second
half of the year. The drought indices also showed a
near-normal condition in 2001.
In the year 2002, four out of five selected stations
recorded drier-than-normal conditions. Only West
Point was near normal. Unlike the other drought years,
the drought in 2002 was not related to the negative
values of MEI, PDO, PNA, and NAO. This implies that
not all drought periods are necessarily associated with
La Niña. This confirms that drought is a complex phe-
nomenon that no single method can solve.
Thus, since the technique that is developed does not
apply in all cases, it should be used as a complement to
other existing techniques for better drought monitor-
ing. In the future, the inclusion of other local and eco-
logical parameters such as the available land-cover type
and soil moisture may improve the quality of the gen-
erated rules in identifying the relationships with
drought that may be used in drought monitoring.
5. Summary and conclusions
Discovering association rules in sequences is useful in
many scientific and commercial domains (Hipp et al.
2000). Identifying sequential rules that are inherent in
the data helps drought researchers to learn from past
data and make informed decisions about the future.
Real-life applications include identifying patterns and
finding relationships between global oceanic events
(e.g., El Niño) and local weather events, such as pre-
cipitation.
The rules generated using the MOWCATL algo-
rithm indicate that there are relatively strong associa-
tions between the oceanic indices and precipitation
deficits in Nebraska. In most cases, MEI, PNA, SOI,
and PDO occurred as an antecedent combination to
consequent drought episodes, with different combina-
tions of the indices and confidence values for the se-
lected stations as well as for the state-average data.
TABLE 2. Frequent minimal occurrence episodes generated with constraints and maximum time lags: serial episodes, antecedent
window  2 months, consequent window  2 months, and the maximum time lag between the start of the antecedent and the start of
the consequent  3 months.
Location Selected serial rules Confidence
J
measure Location Selected serial rules Confidence
J
measure
Clay Center MEI1, PDO1 ⇒ PDSIed 0.88 0.08 Hayes Center MEI1, PDO1 ⇒ PDSIed 0.88 0.09
SP12sd MEI1, PDO1 ⇒ SP12md 0.75 0.08
MEI3, PNA2 ⇒ SPI9sd,
PDSIed
0.75 0.04 MEI3, PNA3 ⇒ SPI9md 0.75 0.08
PDO3, SOI3 ⇒ SPI9md 0.71 0.07 West Point MEI1, PDO1 ⇒ PDSIed 0.88 0.09
Ainsworth MEI1, PDO1 ⇒ PDSIed 0.88 0.09 MEI3, PNA3 ⇒ PDSImd 0.75 0.08
MEI1, PDO3 ⇒ SPI6sd 0.86 0.08 SOI2, NAO3 ⇒ SPI3md 0.71 0.07
NAO2, MEI3 ⇒ SPI3md 0.80 0.06 Nebraska MEI1, PDO1 ⇒ PDSIed 0.88 0.09
MEI1, PNA3 ⇒ SP12sd,
PDSIed
0.75 0.04 (state avg)
Alliance PDO3, PDO3 ⇒ SPI3md 0.86 0.08 MEI3, PNA3 ⇒ PDSImd 0.88 0.09
MEI3, PNA2 ⇒ SPI9md 0.75 0.05 MEI1, PDO1⇒ SP12sd 0.75 0.08
TABLE 3. Frequent minimal occurrence episodes generated with constraints and fixed time lags: serial episodes, antecedent window
 2 months, consequent window  2 months, and a fixed time lag between the start of the antecedent and the start of the consequent
 3 months.
Location Selected serial rules Confidence
J
measure Location Selected serial rules Confidence
J
measure
Clay Center MEI1, PDO1 ⇒ PDSIed,
SP12sd
0.88 0.08 Hayes Center MEI1, PDO1 ⇒ PDSIed 0.88 0.09
Ainsworth MEI1, PDO3 ⇒ SPI6sd 0.57 0.05 MEI1, PDO1 ⇒ PDSIed,
SP12md
0.75 0.06
MEI1, PDO1 ⇒ PDSIed 0.50 0.05 West Point MEI1, PDO1 ⇒ SP12sd 0.75 0.08
Alliance PDO1, PDO3 ⇒ SPI3md 0.71 0.07 Nebraska
(state avg)
MEI1, PDO1 ⇒ SP12sd 0.75 0.08
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Generally, most rules in this study indicate that the
oceanic and atmospheric parameters are precursors to
long-term drought defined by the PDSI and the SPI.
The rules also indicated that the 9- and the 12-month
SPI are better associated with the SOI, MEI, PNA, and
PDO than the 3- and the 6-month SPI values. The ex-
perimental results show that the more associated values
among different time periods of the SPI were the
9-month SPI values. This may be comparable with
PDSI drought values, which are based mainly on the
water balance concept (Palmer 1965). This indicates
that the oceanic parameters are more associated with
long-term (more than 6 months) drought than with
short-term (less than 3 months) drought values. The
result can be justified by the fact that the oceanic pa-
rameters are relatively more stable and can be used to
indicate longer-term drought conditions. This study has
also identified three advantages of data mining as com-
pared to the previous traditional methods.
1) Instead of global statistical correlation of the cli-
matic and oceanic data, target episodes such as
droughts can be specified separately from normal
and wet conditions as an alternative discovery
method of the relationships.
2) Data-mining algorithms give flexibility in time series
analyses, allowing the discovery of relationships be-
tween the parameters with time lags with a defined
window size. Because of this flexibility in time, the
MOWCATL data-mining algorithm identifies a bet-
ter association of the oceanic and climatic param-
eters. This information may be used for drought
early warnings.
3) The algorithms allow the analysis of large amounts
of data and complicated computations to be ex-
ecuted within a reasonable period of time.
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