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Abstract. The Maxwell-Klein-Gordon equation ∂αFαβ = −Im(φDβφ) ,
DµDµφ = m2φ , where Fαβ = ∂αAβ − ∂βAα, Dµ = ∂µ − iAµ, in the
(3+1)-dimensional case is known to be unconditionally well-posed in en-
ergy space, i.e. well-posed in the natural solution space. This was proven
by Klainerman-Machedon and Masmoudi-Nakanishi in Coulomb gauge and
by Selberg-Tesfahun in Lorenz gauge. The main purpose of the present pa-
per is to establish that for both gauges this also holds true for data φ(0)
in Sobolev spaces Hs with less regularity, i.e. s < 1, but s sufficently close
to 1. This improves the (conditional) well-posedness results in both cases,
i.e. uniqueness in smaller solution spaces of Bourgain-Klainerman-Machedon
type, which were essentially known by Cuccagna, Selberg and the author for
s > 3
4
, and which in Coulomb gauge is also contained in the present paper.
In fact, the proof consists in demonstrating that any solution in the natural
solution space for some s > s0 belongs to a Bourgain-Klainerman-Machedon
space where uniqueness is known. Here s0 ≈ 0.914 in Coulomb gauge and
s0 ≈ 0.907 in Lorenz gauge.
1. Introduction
Consider the Maxwell-Klein-Gordon equations
∂αFαβ = −Im(φDβφ) (1)
DµDµφ = m
2φ (2)
in Minkowski space R1+3 = Rt×R3x with metric diag(−1, 1, 1, 1). Greek indices run
over {0, 1, 2, 3}, Latin indices over {1, 2, 3}, and the usual summation convention
is used. Here m > 0 and
φ : R× R3 → C , Aα : R× R3 → R , Fαβ = ∂αAβ − ∂βAα , Dµ = ∂µ + iAµ .
Aµ are the gauge potentials, Fµν is the electromagnetic field. We use the notation
∂µ =
∂
∂xµ
, where we write (x0, x1, x2, x3) = (t, x1, x2, x3) and also ∂0 = ∂t.
We have gauge freedom for the Cauchy problem, because the system is in-
variant under the gauge transformation φ −→ φ′ = eiχφ , Aµ −→ A′µ + ∂µχ for
any χ : R3+1 → R . The most common gauges are the Coulomb gauge ∂jAj = 0 ,
the Lorenz gauge ∂νAν = 0 and the temporal gauge A0 = 0 .
We first make some historical remarks.
2010 Mathematics Subject Classification: 35Q40, 35L70
Key words and phrases: Maxwell-Klein-Gordon, uniqueness, well-posedness
1
2 HARTMUT PECHER
In Coulomb gauge Klainerman andMachedon [6] proved global well-posedness
in energy space and above, i.e. for (large) data
Aν(0) = a0ν , (∂tA)ν = a1ν , φ(0) = φ0 , (∂tφ)(0) = φ1 ,
where
∇a0ν ∈ Hs−1 , a1ν ∈ Hs−1 , φ0 ∈ Hs , φ1 ∈ Hs−1
with s ≥ 1 . The main progress over earlier results by Eardley and Moncrief
[4] for smooth data was their detection of a null condition for the nonlineari-
ties. The uniqueness was proven under an additional assumption (”Conditional
well-posedness”). Without this restriction the result also holds, as obtained by
Masmoudi and Nakanishi [8] in the natural solution space
φ ∈ C0([0, T ], H1) ∩ C1([0, T ], L2) , A ∈ C0([0, T ], H˙1) ∩ C1([0, T ], L2) .
This is usually called unconditional uniqueness. This improved an earlier result
of Zhou [17] for a simplified model equation. Conditional local well-posedness for
s > 34 and small data was obtained by Cuccagna [2]. Keel-Roy-Tao [5] proved
conditional local well-posedness for s > 56 and global well-posedness for s >
√
3
2
for large data. Machedon and Sterbenz [7] proved conditional local well-posedness
almost down to the scalar-critical regularity s > 12 and small data. In 4+1 di-
mensions the almost optimal conditional local well-posedness result (s > 1) for
large data was proven by Selberg [12]. In 2+1 dimensions Czubak and Picula [3]
obtained conditional local well-posedness for s > 12 .
In Lorenz gauge there is also a null condition present in part of the non-
linearities. This was detected by Selberg and Tesfahun [13], who proved uncon-
ditional global well-posedness in energy space for large data. Conditional local
well-posedness for s > 34 was proven by the author [9], who also considered the
case of n + 1 dimensions for n ≥ 2, where conditional local well-posedness holds
for s > 12 for n = 2 and s >
n
2 − 34 for n ≥ 3 (cf. [10]).
In temporal gauge Tao [15] obtained local well-posedness for the more general
Yang-Mills equations for s > 34 and small data. His methods may be used also to
study the large data problem for Maxwell-Klein-Gordon in 3+1 dimensions. This
was carried out by Yuan [16] and Pecher [11], who proved conditional local well-
posedness for s > 34 as well as conditional global well-posedness and unconditional
global well-posedness in energy space, respectively.
The present paper has three parts, all of which address the Cauchy problem
for Maxwell-Klein-Gordon in 3+1 dimensions.
In section 2 it is proven in Theorem 2.1 that conditional local well-posedness
in Coulomb gauge in Bourgain-Klainerman-Machedon spaces Xs,b holds for s > 34
and large data, thus removing the small data restriction in Cuccagna’s paper [2].
That this is possible was already remarked by Selberg (cf.[12], Remark 3), whose
method is one of the basic tools for our result. In 3+1 dimensions it is possible
to rely completely on Xs,b-spaces. For the basic estimate for the null terms we
may refer to Tao [15]. Moreover we use the bilinear estimates by d’Ancona-Foschi-
Selberg [1].
Sections 3 and 4, which are the essential elements of the paper, consider the
issue of unconditional well-posedness, i.e. uniqueness in the natural solution spaces
and not in smaller spaces where existence is typically obtained.
In section 3 we consider the Coulomb gauge and prove unconditional local
well-posedness below energy for φ(0) ∈ Hs with s > 18 (25 −
√
313) ≈ 0.9135. We
demonstrate by an iteration process that any solution in the natural solution space
posesses more and more regularity until it belongs to a space of Xs,b-type, where
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uniqueness holds by part 1. This does not require the use of any null conditions
but only relies on Strichartz type estimates.
In section 4 we consider the Lorenz gauge and obtain the unconditional local
well-posedness result for s > 0.907 (Theorem 4.2). The method is similar to sec-
tion 3. We reduce the uniqueness issue to proving that any solution in the natural
solution space belongs to a space where uniqueness holds by [9]. It is technically
complicated by the fact that in this paper we had to consider data for the poten-
tial A in homogeneous Sobolev spaces (and homogeneous parts of the solutions),
giving rise to unpleasant small frequency issues. Again we make no use of the null
conditions but rely completely on Strichartz type estimates iteratively improving
the regularity of the solution.
We define the Bourgain-Klainerman-Machedon spacesXs,b± as the completion
of the Schwarz space S(R3+1) with respect to the norm
‖u‖
X
s,b
±
= ‖〈ξ〉s〈τ ± |ξ|〉bû(τ, ξ)‖L2
τξ
,
where 〈 · 〉 = (1+| · |2) 12 , andXs,b± [0, T ] as the space of the restrictions to [0, T ]×R3.
We also define the wave-Sobolev spaces Hs,b as the completion of S(R3+1)
with respect to the norm
‖u‖Hs,b = ‖〈ξ〉s〈|τ | − |ξ|〉bû(τ, ξ)‖L2
τξ
and Hs,b[0, T ] as the space of the restrictions to [0, T ]× R3.
Let Λα , Λαm and D
α be the operators with Fourier symbols 〈ξ〉α, (m2+|ξ|2)α2
and |ξ|α , respectively.
 = ∂µ∂
µ is the d’Alembert operator, a± = a ± ǫ for a sufficiently small
ǫ > 0 .
The following variant of the Strichartz estimate is proven in [13], Lemma 7.1.
Proposition 1.1. Suppose 2 < q ≤ ∞ and 2 ≤ r < ∞ satisfy 12 ≤ 1q + 1r ≤ 1 .
Then the following estimate holds:
‖u‖LqtLrx . ‖D1−
2
r u‖
H
0,1−( 1
q
+1
r
)+ ,
and (by duality)
‖D 2r−1u‖
H
0,( 1
q
+1
r
)−1− . ‖u‖Lq′t Lr′x ,
where 1
q
+ 1
q′
= 1 and 1
r
+ 1
r′
= 1 .
Moreover we need the following bilinear refinement of Strichartz type esti-
mates given by [1], where many limit cases are included which we do not need.
Theorem 1.1. The estimate
‖uv‖H−s0,−b0 . ‖u‖Hs1,b1 ‖v‖Hs2,b2
holds, provided the following conditions are satisfied:
b0 + b1 + b2 >
1
2
, b0 + b1 > 0 , b0 + b1 > 0 , b1 + b2 > 0
s0 + s1 + s2 > 2− (b0 + b1 + b2)
s0 + s1 + s2 >
3
2
− (b0 + b1)
s0 + s1 + s2 >
3
2
− (b0 + b2)
s0 + s1 + s2 >
3
2
− (b1 + b2)
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s0 + s1 + s2 > 1− b0
s0 + s1 + s2 > 1− b1
s0 + s1 + s2 > 1− b2
s0 + s1 + s2 > 1
(s0 + s1 + s2) + (s1 + s2 + b0) >
3
2
(s0 + s1 + s2) + (s0 + s2 + b1) >
3
2
(s0 + s1 + s2) + (s0 + s1 + b2) >
3
2
s1 + s2 > −b0 , s0 + s2 > −b1 , s0 + s1 > −b2
s1 + s2 ≥ 0 , s0 + s2 ≥ 0 , s0 + s1 ≥ 0 .
The Sobolev multiplication law is standard (cf. [15], Cor. 3.16):
Proposition 1.2. Let s0, s1, s2 ∈ R .
a. If s0 + s1 + s2 >
3
2 , s0 + s1 ≥ 0 , s0 + s2 ≥ 0 , s1 + s2 ≥ 0 , then
‖uv‖H−s0 . ‖u‖Hs1‖v‖Hs2 .
b. If s0 + s1 + s2 =
3
2 , s0 + s1 > 0 , s0 + s2 > 0 , s1 + s2 > 0 , then
‖uv‖H˙−s0 . ‖u‖H˙s1‖v‖H˙s2 .
2. Conditional local well-posedness in Coulomb gauge
If we consider the Maxwell-Klein-Gordon equations (1),(2) in Coulomb gauge
∂jAj = 0 , (3)
we obtain
Aj = −Im(φ∂jφ) + |φ|2Aj − ∂j∂tA0 (4)
(−m2)φ = −2iAj∂jφ+ 2iA0∂tφ+ i(∂tA0)φ +AµAµφ (5)
∆A0 = −Im(φ∂tφ) + |φ|2A0 . (6)
We want to solve (3)-(6) and the following initial conditions:
A(0) = a0 , (∂tA)(0) = a1 , φ(0) = φ0 , (∂tφ)(0) = φ1 , (7)
where A = (A1, A2, A3) . If the Coulomb condition (3) is imposed, we necessarily
have to require the compatibility condition
∂ja0j = ∂
ja1j = 0 . (8)
We add the following equation to the system by differentiating (6) to t and using
(3).
∆B0 = −Im∂j(φ∂jφ) + ∂j(|φ|2Aj) , (9)
where B0 = ∂tA0 . It is well-known (cf. [12]), that (4),(5),(6),(9) can be written
in the following form:
(− 1)Aj = 2Rk(−∆)− 12Qjk(Reφ, Imφ) + P (|φ|2Aj)−Aj
=:Mj(Aj , φ) (10)
(−m2)φ = −iQjk(φ, (−∆)− 12 (RjAk −RkAj)) + 2iA0∂tφ+ iB0φ+AµAµφ
=: N(A, φ) (11)
∆A0 = −Im(φ∂tφ) + |φ|2A0 (12)
∆B0 = −Im∂j(φ∂jφ) + ∂j(|φ|2Aj) . (13)
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Here Qjk(u, v) := ∂ju∂kv − ∂ku∂jv are the standard null forms. P denotes the
projection onto the divergence-free vector fields defined by PA = ∆−1∇×(∇×A),
and Rj := D
−1∂j is the Riesz transform. Both operators are bounded in all the
spaces considered in the sequel.
Our first aim is to solve the elliptic equations (12),(13) in order to obtain
A0 = A0(φ) and B0 = B0(φ,A) for given sufficiently regular A and φ , so that we
are left with the purely hyperbolic system (10),(11). We want to obtain a solution
in the following regularity class:
Aj , φ ∈ Hs, 34+[0, T ] , ∂tAj , ∂tφ ∈ Hs−1, 34+[0, T ]
A0 ∈ C0([0, T ], H˙1) , ∇A0 ∈ L2([0, T ], H 12+)
B0 ∈ C0([0, T ], L2) , ∇B0 ∈ L2([0, T ], H−12+)
under the assumption s > 34 .
We first consider the elliptic equation (12).
Lemma 2.1. (cf. [12], Lemma 6) The equation
∆u− |φ|2u = −Im(φf)
has a unique solution u ∈ H˙1 , which fulfills
‖u‖H˙1 . ‖φ‖H 34 ‖f‖H− 14 , (14)
provided φ ∈ H 34 , f ∈ H− 14 .
Proof. We have to solve the equation∫
(∇u · ∇v + |φ|2uv) dx =
∫
Im(φf)v dx . (15)
Now
|
∫
|φ|2uv dx| ≤ ‖φ‖2L3‖u‖L6‖v‖L6 . ‖φ‖2
H
3
4
‖u‖H˙1‖v‖H˙1 (16)
|
∫
Im(φf)v dx| ≤ ‖φv‖
H
1
4
‖f‖
H
− 1
4
. ‖φ‖
H
3
4
‖v‖H˙1‖f‖H˙− 14 (17)
by Prop. 1.2. For v = u we obtain
‖u‖2
H˙1
+ ‖φu‖2L2 ≤
1
2
‖u‖2
H˙1
+
c
2
‖φ‖2
H
3
4
‖f‖2
H
− 1
4
,
thus we obtain (14). By (16) the left hand side of (15) defines a scalar product
on H˙1 with a norm which is equivalent to the H˙1 - norm. By (17) the right hand
side of (15) is a bounded linear functional on H˙1, so that the Riesz representation
theorem gives the existence of a unique solution. 
It is easy to generalize Lemma 2.1 to
Lemma 2.2. (cf. [12], Lemma 7) Let φ, ψ ∈ H 34 and f, g ∈ H− 14 . Let u, v be the
solutions of
∆u− |φ|2u = −Im(φf)
∆v − |ψ|2v = −Im(ψg) .
Then
‖u− v‖H˙1 . (‖φ‖H 34 + ‖ψ‖H 34 + ‖g‖H− 14 )(‖φ− ψ‖H 34 + ‖f − g‖H− 14 ) .
An immediate consequence is the following lemma.
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Lemma 2.3. (cf. [12],Lemma 8) Assume φ ∈ C0([0, T ], H 34 ) ∩ C1([0, T ], H−14 )
and f ∈ C0([0, T ], H− 14 ) . Then the equation (12) has a unique solution A0 =
A0(φ) ∈ C0([0, T ], H˙1) and
‖A0(t)−A0(s)‖H˙1 . (‖φ‖
L∞t H
3
4
x
+ ‖∂tφ‖
L∞t H
− 1
4
x
)(‖φ(t)− φ(s)‖
H
3
4
+ ‖∂tφ(t) − ∂tφ(s)‖
H
− 1
4
) .
Moreover we obtain
Lemma 2.4. Assume φ, ψ ∈ C0([0, T ], H 34 )∩C1([0, T ], H−14 ) . Let A0(φ) , A0(ψ)
be the solutions of
∆A0(φ) = Im(φ∂tφ) + |φ|2A0(φ) , (18)
∆A0(ψ) = Im(ψ∂tψ) + |ψ|2A0(ψ) . (19)
Then
‖A0(φ)−A0(ψ)‖L∞t H˙1x . (‖φ‖L∞t H
3
4
x
+ ‖ψ‖
L∞t H
3
4
x
+ ‖∂tφ‖
L∞t H
− 1
4
x
+ ‖∂tψ‖
L∞t H
− 1
4
x
)
· ((‖φ− ψ‖
L∞t H
3
4
x
+ ‖∂tψ − ∂tψ‖
L∞t H
− 1
4
x
) .
Proof. Use Lemma 2.2 for each fixed t and f = ∂tφ(t) , g = ∂tψ(t) and take the
supremum over t ∈ [0, T ] . 
Lemma 2.5. Let φ, ψ ∈ Hs, 12+ , ∂tφ, ∂tφ ∈ Hs−1, 12+ for s > 34 , and A0(φ) ,
A0(ψ) the solutions of (18),(19). Then
‖∆(A0(φ)−A0(ψ))‖
H
− 1
2
+,0 . (‖φ‖
H
s, 1
2
+ + ‖ψ‖
H
s, 1
2
+
+ ‖∂tφ‖
H
s−1, 1
2
+ + ‖∂tψ‖
H
s−1, 1
2
+) · ((‖φ− ψ‖
H
s, 1
2
+ + ‖∂tψ − ∂tψ‖
H
s−1, 1
2
+) .
(20)
Proof. The difference of the first terms on the right hand sides of (18) and (19) is
easily estimated by using
‖uv‖
H
− 1
2
+,0 . ‖u‖
H
s, 1
2
+‖v‖
H
s−1, 1
2
+ ,
which holds by Theorem 1.1 for s > 34 . For the difference of the cubic terms we
obtain by Prop. 1.2 and Lemma 2.3 :
‖(φ− ψ)φA0(φ)‖
H
− 1
2
+,0 . ‖A0(φ)‖L2t H˙1x‖(φ− ψ)φ‖L∞t H0+x
. ‖A0(φ)‖L2t H˙1x‖φ− ψ‖L∞t Hsx‖φ‖L∞t Hsx
. (‖φ‖
H
s, 1
2
+ + ‖∂tφ‖
H
s−1, 1
2
+)
2‖φ− ψ‖
H
s, 1
2
+‖φ‖
H
s, 1
2
+ .
Moreover similarly
‖|φ|2(A0(φ) −A0(ψ))‖
H
− 1
2
+,0 . ‖φ‖2
H
s, 1
2
+
‖A0(φ)−A0(ψ)‖L2t H˙1x ,
and Lemma 2.4 gives the result. 
Next we consider the elliptic equation (13).
Lemma 2.6. Let s > 34 , φ,A ∈ C0([0, T ], Hs). The solution B0 = B0(φ,A) of
(13) belongs to C0([0, T ], L2x) . Moreover DB0 ∈ H−
1
2+,0 and
‖D(B0(φ,A)−B0(ψ,A′)‖
H
− 1
2
+,0
. c(‖φ‖
H
s, 1
2
+ , ψ‖
H
s, 1
2
+ , ‖∂tφ‖
H
s−1, 1
2
+ , ‖∂tψ‖
H
s−1, 1
2
+ , ‖A‖
H
s, 1
2
+ , ‖A′‖
H
s, 1
2
+)
· (‖φ− ψ‖
H
s, 1
2
+ + ‖∂t(φ− ψ)‖
H
s−1, 1
2
+ + ‖A−A′‖
H
s, 1
2
+) , (21)
where c is a continuous function.
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Proof. We obtain
‖B0(t)−B0(s)‖L2x
.
∑
j
(‖φ(t)∂jφ(t)− φ(s)∂jφ(s)‖H˙−1x + ‖|φ(t)|2Aj(t)− |φ(s)|2Aj(s)‖H˙−1) .
By Prop. 1.2 we estimate the first term on the right hand side by∑
j
(‖φ(t)− φ(s)‖
H
3
4
‖∂jφ(t)‖
H˙
− 1
4
+ ‖φ(t)‖
H
3
4
‖∂jφ(t) − ∂jφ(s)‖
H˙
− 1
4
x
)
and the second term by∑
j
(‖|φ(t)|2 − |φ(s)|2‖
H˙
− 1
4
‖Aj(t)‖
H
3
4
+ ‖|φ(s)|2‖
H˙
− 1
4
‖Aj(t)−Aj(s)‖
H
3
4
)
.
∑
j
‖φ(t)− φ(s)‖
H
3
4
(‖φ(t)‖
H
1
2
+ ‖φ(s)‖
H
1
2
)‖Aj(t)‖
H
3
4
+ ‖φ(s)‖2
H
5
8
‖Aj(t)−Aj(s)‖
H
3
4
) .
This implies B0 ∈ C0([0, T ], L2) . Because the terms which we have to estimate
are multilinear we reduce (21) to estimating
‖DB0‖
H
− 1
2
+,0 .
∑
j
(‖φ∂jφ‖
H
− 1
2
+,0 + ‖|φ|2Aj‖
H
− 1
2
+,0) .
The first term is bounded by
‖φ‖
H
s, 1
2
+‖∇φ‖
H
s−1, 1
2
+ . ‖φ‖2
H
s, 1
2
+
by Theorem 1.1. The second term is estimated as follows
‖|φ|2Aj‖
H
− 1
2
+,0 . ‖|φ|2‖
H
− 1
4
, 1
2
+‖Aj‖
H
s, 1
2
+ . ‖φ‖2
H
s, 1
2
+
‖Aj‖
H
s, 1
2
+ ,
where we used Theorem 1.1 twice with parameters s0 =
1
2− , s1 = − 14 , s2 = s,
b0 = 0 , b1 = b2 =
1
2+ for the first step, so that s0 + s1 + s2 = s +
1
4− > 1
and s1 + s2 = s − 14 > 12 , whereas for the second step we have s0 = 14 , s1 =
s2 = s , b0 = − 12− , b1 = b2 = 12+ , so that s0 + s1 + s2 = 2s + 14 > 74 ,
(s0 + s1 + s2) + s1 + s2 + b0 >
7
4 +
3
2 − 12 > 32 , thus the conditions of Theorem 1.1
are satisfied. 
Next we consider the equation
∆u − |φ|2u = f . (22)
Lemma 2.7. (cf. [12], Lemma 8) If φ ∈ H 34 and f ∈ L 65 , (22) has a unique
solution u ∈ H˙1 and
‖u‖H˙1 . ‖f‖L 65 . (23)
If φ, ψ ∈ H 34 and f, g ∈ L 65 , ∆u− |φ|2u = f and ∆v − |ψ|2v = g , then
‖u− v‖H˙1 . (‖φ‖H 34 + ‖ψ‖H 34 )‖g‖L 65 ‖φ− ψ‖H 34 + ‖f − g‖L 65 .
Proof. Replacing −Im(φf) by f , we obtain as in Lemma 2.1 :
|
∫
fv dx| ≤ ‖f‖
L
6
5
‖v‖L6 ≤ 1
2
‖v‖2
H˙1
+ c‖f‖2
L
6
5
.
This gives the claimed result for u as in Lemma 2.1. Moreover
(∆− |φ|2)(u− v) = (|φ|2 − |ψ|2)v + (f − g) .
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By (23) we obtain
‖u− v‖H˙1 . ‖|φ+ ψ||φ− ψ|v‖L 65 + ‖f − g‖L 65
. ‖φ+ ψ‖L3‖φ− ψ‖L3‖v‖L6 + ‖f − g‖
L
6
5
. (‖φ‖
H
3
4
+ ‖ψ‖
H
3
4
)‖φ− ψ‖
H
3
4
‖g‖
L
6
5
+ ‖f − g‖
L
6
5
.

This lemma is applied in order to prove
Lemma 2.8. If φ ∈ C0([0, T ], H 34 ) ∩ C1([0, T ], H 14 ) ∩ C2([0, T ], L2), and if A0 ∈
C0([0, T ], H˙1) is the solution of (12), we obtain ∂tA0 ∈ C0([0, T ], H˙1) .
Proof. By (12) we know
∆(∂tA0)− |φ|2(∂tA0) = ∂t(|φ|2)A0 − Im(φ∂2t φ) =: f .
This step is justified in the sequel, because the right hand side is proven to belong
to C0([0, T ], L
6
5 ). By Lemma 2.7 with u = u(t) and v = u(s) we obtain
‖(∂tA0)(t)− (∂tA0)(s)‖H˙1
. ‖φ‖
L∞t (H
3
4
x )
‖f‖
L∞t (L
6
5
x )
‖φ(t)− φ(s)‖
H
3
4
+ ‖f(t)− f(s)‖
L
6
5
.
Next we estimate by Sobolev
‖f(t)− f(s)‖
L
6
5
. ‖∂t(|φ(t)|2)A0(t)− ∂t(|φ(s)|2)A0(s)‖
L
6
5
+ ‖φ(t)(∂2t φ)(t) − φ(s)(∂2t φ)(s)‖L 65
.
(
(‖φ(t)‖L4 + ‖φ(s)‖L4)‖∂tφ(t) − ∂tφ(s)‖
L
12
5
+ ‖φ(t)− φ(s)‖L4‖∂tφ(t)‖
L
12
5
)
· (‖A0(t)‖L6 + ‖A0(s)‖L6) + ‖φ‖L4‖∂tψ(t)‖
L
12
5
‖A0(t)−A0(s)‖L6
+ ‖φ(t)− φ(s)‖L3‖(∂2t φ)(t)‖L2 + (‖φ(t)‖L3 + ‖φ(s)‖L3)‖(∂2t φ)(t) − (∂2t φ)(s)‖L2
.
(
(‖φ(t)‖
H
3
4
+ ‖φ(s)‖
H
3
4
)‖∂tφ(t)− ∂tφ(s)‖
H
1
4
+ ‖φ(t)− φ(s)‖
H
3
4
‖∂tφ(t)‖
H
1
4
)
(‖A0(t)‖H˙1 + ‖A0(s)‖H˙1 ) + ‖φ‖H 34 ‖∂tφ(t)‖H 14 ‖A0(t)−A0(s)‖H˙1
+ ‖φ(t)− φ(s)‖
H
3
4
‖(∂2t φ)(t)‖L2 + (‖φ(t)‖H 34 +‖φ(s)‖H 34 )‖(∂
2
t φ)(t)− (∂2t φ)(s)‖L2
which implies the claimed result. 
For given Aj , φ ∈ Hs, 34+ we denote by A0(φ) and B0(φ,A) the solution of
(12) and (13), respectively, which we insert in (11), and prove the following local
well-posedness result for (10),(11),(12),(13).
Theorem 2.1. Let s > 34 . The system (10),(11),(12),(13) with initial conditions
(7) fulfilling (8) is locally well-posed for initial data a0j , φ0 ∈ Hs , a1j , φ1 ∈ Hs−1
(j = 1, 2, 3) in the space
φ,Aj ∈ Hs, 34+[0, T ] , ∂tφ, ∂tAj ∈ Hs−1, 34+[0, T ] .
Moreover
A0 ∈ C0([0, T ], H˙1) , ∆A0 ∈ L2([0, T ], H− 12 ) ,
B0 ∈ C0([0, T ], L2) , DB0 ∈ L2([0, T ], H− 12 ) .
The solution depends continuously on the data, persistence of higher regularity
holds, and A, φ ∈ C∞([0, T ]× R3) , if the data belong to Hk for all k.
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Remark: Aj , φ ∈ C0([0, T ], Hs) ∩C1([0, T ], Hs−1).
Next we refer to Selberg [12], who proved that this theorem in connection with
the uniqueness result in Lemma 2.7 implies B0 = ∂tA0 , provided for sufficiently
regular data we obtain B0, ∂tA0 ∈ C0([0, T ], H˙1). For ∂tA0 this was established in
Lemma 2.8. For B0 we estimate by Prop. 1.2 crudely
‖B0‖H˙1 .
∑
j
(‖φ∂jφ‖L2 + ‖|φ|2Aj‖L2) . ‖φ‖2H2(1 +
∑
j
‖Aj‖H1)
and use φ ∈ C([0, T ], H2) , Aj ∈ C0([0, T ], H1) by persistence of higher regularity.
Once this has been obtained it is easy to see that the systems (3),(4),(5),(6) and
(10),(11),(12),(13) are equivalent.
Thus we conclude
Theorem 2.2. Let s > 34 . The Maxwell-Klein-Gordon system (1),(2) in Coulomb
gauge (3) is locally well-posed for initial data a0j , φ0 ∈ Hs , a1j , φ1 ∈ Hs−1 (j =
1, 2, 3) , which fulfill (8) , in the sense of Theorem 2.1.
Proof of Theorem 2.1. By well-known arguments the proof reduces to the follow-
ing nonlinear estimate (cf. (10),(11)):
‖Mj(Aj , φ)−Mj(A′j , φ′)‖Hs−1,− 14++ + ‖N(A, φ)−N(A
′, φ′)‖
H
s−1,− 1
4
++
. c(‖Aj‖
H
s, 3
4
+ , ‖A′j‖Hs, 34+ , ‖φ‖Hs, 34+ , ‖φ
′‖
H
s, 3
4
+)
· (‖Aj −A′j‖Hs, 34+ + ‖φ− φ
′‖
H
s, 3
4
+) , (24)
where c denotes a continuous function. All these terms are multilinear so that we
only have to prove the following estimates (25)-(33).
‖D−1Qjk(u, v)‖
H
s−1,− 1
4
++ . ‖u‖
H
s, 3
4
+‖v‖
H
s, 3
4
+ (25)
‖Qjk(u,D−1v)‖
H
s−1,− 1
4
++ . ‖u‖
H
s, 3
4
+‖v‖
H
s, 3
4
+ (26)
‖uvw‖
H
s−1,− 1
4
++ . ‖u‖
H
s, 3
4
+‖v‖
H
s, 3
4
+‖w‖
H
s, 3
4
+ (27)
‖A0∂tφ‖Hs−1,0 . ‖DA0‖
H
1
2
+,0‖∂tφ‖
H
s−1, 1
2
+ (28)
‖B0φ‖Hs−1,0 . ‖DB0‖
H
− 1
2
+,0‖φ‖
H
s, 1
2
+ (29)
‖A0A0φ‖Hs−1,0 . ‖A0‖2L∞t H˙1x‖φ‖Hs,0 (30)
‖A0(φ)−A0(ψ)‖L∞t H˙1x . (‖φ‖Hs, 34+ + ‖ψ‖Hs, 34 + + ‖∂tφ‖Hs−1, 34+ + ‖∂tψ‖Hs−1, 34 +)
·(‖φ− ψ‖
H
s, 3
4
+ + ‖∂tφ− ∂tψ‖
H
s−1, 3
4
+) (31)
‖DA0(φ)−DA0(ψ)‖
H
1
2
+,0 . (‖φ‖
H
s, 3
4
+ + ‖ψ‖
H
s, 3
4
+ (32)
+ ‖∂tφ‖
H
s−1, 3
4
+ + ‖∂tψ‖
H
s−1, 3
4
+)
· (‖φ− ψ‖
H
s, 3
4
+ + ‖∂tφ− ∂tψ‖
H
s−1, 3
4
+)
‖D(B0(φ,A) −B0(ψ,A′))‖
H
− 1
2
+,0
.
(
(‖φ‖
H
s, 3
4
+ + ‖ψ‖
H
s, 3
4
+ + ‖∂tφ‖
H
s−1, 3
4
+ + ‖∂tψ‖
H
s−1, 3
4
+) (33)
+(‖φ‖
H
s, 3
4
+ + ‖ψ‖
H
s, 3
4
+ + ‖A‖
H
s, 1
2
+ + ‖A′‖
H
s, 1
2
+)
2
)
·(‖φ− ψ‖
H
s, 3
4
+ + ‖∂tφ− ∂tψ‖
H
s−1, 3
4
+ + ‖A−A′‖
H
s, 1
2
+) .
(31) and (33) were proven in Lemma 2.4 and Lemma 2.6, respectively. (32) follows
by Lemma 2.4 and Lemma 2.5. (25) and (26) were proven in [15], Prop. 9.2.
Proof of (27): By two applications of Theorem 1.1 we obtain (for s ≤ 1)
‖uvw‖
H
s−1,− 1
4
+2ǫ . ‖uv‖
H
0+, 1
4
+3ǫ‖w‖
H
s, 3
4
+ . ‖u‖
H
s, 3
4
+‖v‖
H
s, 3
4
+‖w‖
H
s, 3
4
+
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with parameters s0 = 1− s , b0 = 14 − 2ǫ , s1 = 0+ , b1 = 14 +3ǫ , s2 = s , b2 = 34+
for the first estimate, so that s0+ s1+ s2 = 1+ and s0+ s1+ s2+ s1+ s2+ b0 >
3
2 ,
and with s0 = 0− , s1 = s2 = s , b0 = − 14 − 3ǫ, b1 = b2 = 34+ for the second
estimate, so that s0 + s1 + s2 >
3
2 and s0 + s1 + s2 + s1 + s2 + b0 >
3
2 .
Proof of (28): We first prove
‖uv‖Hs−1x . ‖Du‖H 12+x ‖v‖Hs−1x , (34)
which by duality is equivalent to
‖uw‖H1−sx . ‖Du‖H 12+x ‖w‖H1−sx .
Using the fractional Leibniz rule we have to consider
‖uΛ1−sw‖L2x ≤ ‖u‖L∞x ‖Λ1−sw‖L2x . ‖Du‖H 12+x ‖w‖H1−sx
and
‖Λ1−suw‖L2x ≤ ‖Λ1−su‖Lpx‖w‖Lqx . ‖Λ1−su‖H˙s+12x ‖w‖H1−sx
. ‖Du‖
H
1
2
x
‖w‖H1−sx ,
where 1
q
= 12 − 1−s3 , 1p = 1−s3 , so that H1−sx ⊂ Lqx and H˙
s+ 12
x ⊂ Lpx . This implies
(34). Thus we obtain
‖A0∂tφ‖L2tHs−1x . ‖DA0‖L2tH
1
2
+
x
‖∂tφ‖L∞t Hs−1x . ‖DA0‖H 12+,0‖∂tφ‖Hs−1, 12+ .
Proof of (29): We prove
‖uv‖Hs−1x . ‖Du‖H− 12 +x ‖v‖Hsx , (35)
which is equivalent to
‖uw‖H−sx . ‖Du‖H− 12+x ‖w‖H1−sx . (36)
For large frequencies of u this follows from Prop. 1.2. For small frequencies of u
Prop. 1.2 gives
‖uw‖ ˙
H
−s+1
2
x
. ‖u‖H˙1x‖w‖H˙1−sx ,
which is stronger than (36), thus (35) is proven. Consequently we obtain
‖B0φ‖L2tHs−1x . ‖DB0‖L2tH−
1
2
+
x
‖φ‖L∞t Hsx . ‖DB0‖H− 12+,0‖φ‖Hs, 12 + .
Proof of (30): By Prop. 1.2 we obtain
‖A0A0φ‖L2tHs−1x . ‖A0A0‖L∞t H˙
1
2
x
‖φ‖L2tHsx . ‖A0‖2L∞t H˙1x‖φ‖Hs,0 .

3. Unconditional uniqueness in Coulomb gauge
Our main theorem reads as follows.
Theorem 3.1. Assume s > 25−
√
313
8 ≈ 0.91254 . Let data a0j, φ0 ∈ Hs , a1j , φ1 ∈
Hs−1 be given (j = 1, 2, 3), which fulfill the compatability condition (8). Then
there exists T > 0 , such that (4),(5),(6),(13) with initial condition (7) has an
(unconditionally) unique solution
φ,Aj ∈ C0([0, T ], Hs) ∩ C1([0, T ], Hs−1) , A0 ∈ C0([0, T ], H˙1) ∩C1([0, T ], L2) .
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Proof. In view of Theorem 2.2 we only have to prove that any solution in this
regularity class satisfies φ,Aj ∈ H 34+, 34+[0, T ] , ∂tφ, ∂tAj ∈ H− 14+, 34+[0, T ] . We
may assume s, T ≤ 1 . We frequently omit [0, T ] in terms of the form Hs,b[0, T ].
1. In a first step we prove Aj ∈ H 53 s−1, s3+ 12−[0, T ] , ∂tAj ∈ H 53 s−2, s3+ 12−[0, T ] by
use of (4).
Using (9) the term ∂j∂tA0 in all the H
s,b-norms used in the sequel (namely its
Fourier transform) can be handled like the terms φ∂jφ and |φ|2Aj , so that we only
have to consider these terms here and in the following steps.
a. We have
‖φ∂jφ‖
H
5
3
s−2, s
3
− 1
2
− . ‖φ∂jφ‖
L2tH
s−1, 3
3−s
x
by Prop. 1.1 with 1
r
= s3 , q = 2 , so that
2
r
− 1 = 23s− 1 , 1r′ = 1− s3 = 3−s3 . We
want to prove
‖φ∂jφ‖
H
s−1, 3
3−s
x
. ‖φ‖Hsx‖∂jφ‖Hs−1x ,
which is equivalent to
‖uv‖H1−sx . ‖u‖Hsx‖v‖H1−s, 3sx .
Using the fractional Leibniz rule we have to estimate two terms:
‖uΛ1−sv‖L2x . ‖u‖
L
6
3−2s
x
‖Λ1−sv‖
L
3
s
x
. ‖u‖Hsx‖v‖
H
1−s, 3
s
x
by the Sobolev embedding Hsx →֒ L
6
3−2s
x , and
‖Λ1−suv‖L2x . ‖Λ1−su‖Lpx‖v‖Lqx . ‖Λ1−su‖H2s−1x ‖v‖H1−s, 3sx . ‖u‖Hsx‖v‖H1−s, 3sx ,
where 1
p
= 12 − 2s−13 , 1q = s3 − 1−s3 , so that H2s−1x →֒ Lpx and H
1−s, 3
s
x →֒ Lq . We
conclude
‖φ∂jφ‖
H
5
3
s−2, s
3
− 1
2
− . ‖φ‖L∞t Hsx‖∂jφ‖L∞t Hs−1x <∞ .
b. Next we obtain similarly
‖|φ|2Aj‖
H
5
3
s−2, s
3
− 1
2
− . ‖|φ|2Aj‖
L2tH
s−1, 3
3−s
x
. ‖|φ|2Aj‖
L2tL
3
4−2s
x
. ‖φ‖2
L∞t L
9
4−2s
x
‖Aj‖
L∞t H
9
4−2s
x
. ‖φ‖2L∞t Hsx‖Aj‖L∞t Hsx <∞
by the embeddings H
1−s, 34−2s
x →֒ L
3
3−s
x and Hsx →֒ L
9
4−2s
x , which hold for s ≥ 12 .
a. and b. imply Ainhj ∈ H
5
3 s−1, s2+ 12−, and moreover we know Ahomj ∈ Hs,1− ,
so that Aj ∈ H 53 s−1, s3+ 12− Here Ainhj and Ahomj denotes the inhomogeneous and
homogenous part of Aj , respectively.
2. Next we prove φ ∈ H 53 s−1, s3+ 12− , ∂tφ ∈ H 53 s−2, s3+ 12−by use of (5).
a. The term Aj∂jφ is handled like φ∂jφ before.
b. The term (∂tA0)φ is also treated like φ∂jφ using ∂tA0 ∈ C0t L2x , which is even
more regular than ∂jφ ∈ C0tHs−1x .
c. We crudely estimate by Prop. 1.1
‖A0∂tφ‖
H
5
3
s−2, s
3
− 1
2
− . ‖A0∂tφ‖
H
s− 4
3
,− 1
6
− . ‖A0∂tφ‖
L2tH
s−1, 3
2
x
with parameters r = 3 , q = 2 , so that 2
r
− 1 = − 13 , using 53s − 2 ≤ s − 43 and
s
3 − 12 ≤ − 16 for s ≤ 1 . Now we establish
‖A0∂tφ‖
H
s−1, 3
2
x
. ‖DA0‖L2x‖∂tφ‖Hs−1x , (37)
which is equivalent to
‖uv‖H1−sx . ‖Du‖L2x‖v‖H1−s,3x .
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We obtain
‖uΛ1−sv‖L2x . ‖u‖L6x‖Λ1−sv‖L3x . ‖Du‖L2x‖v‖H1−s,3x
and
‖Λ1−suv‖L2x . ‖uv‖L2x + ‖D1−suv‖L2x . ‖u‖L6x‖v‖L3x + ‖D1−su‖Lpx‖v‖Lqx
. ‖Du‖L2x‖v‖H1−s,3x ,
where 1
p
= 12 − s3 , 1q = s3 , so that H˙1,2x →֒ H˙1−s,px and H1−s,3x →֒ Lq . Thus we
obtain
‖A0∂tφ‖
H
5
3
s−2, s
3
− 1
2
− . ‖DA0‖L∞t L2x‖∂tφ‖L∞t Hs−1x <∞ .
d. We obtain as in 1b.
‖A0A0φ‖
H
5
3
s−2, s
3
− 1
2
− . ‖A0A0φ‖
L2tL
3
4−2s
x
. ‖A0‖2L∞t L6x‖φ‖L∞t L
3
3−2s
x
. ‖DA0‖2L∞t L2x‖φ‖L∞t Hsx <∞ ,
because Hsx →֒ L
3
3−2s
x , if s ≤ 32 .
e. The term AjAjφ can be handled like |φ|2Aj in 1b.
a. - e. imply the claimed regularity of φ and ∂tφ .
3. Now we interpolate the properties of Aj and φ. We obtain
Aj , φ ∈ Hs,0 ∩H 53 s−1, s3+ 12− ⊂ H2−s−
2
r1
, 12− 1r1 + ,
where we choose the interpolation parameter θ such that
θ(
1
2
+
s
3
) =
1
2
− 1
r1
+⇐⇒ θ =
1
2 − 1r1
1
2 +
s
3
+
and
(1− θ)s+ θ(5
3
s− 1) = s− θ(1− 2
3
s) = 2− s− 2
r1
.
This defines r1 as
2
r1
= 2(1− s) +
1
2 − 1r1
1
2 +
s
3
(1 − 2
3
s)− .
An elementary calculation gives
1
r1
=
3
4
− 1
3
s− 1
3
s2 + . (38)
This is the first step of an iteration which gives more and more regularity of Aj
and φ. The general iteration step is contained in the next Lemma.
We define a sequence {rk} iteratively by (38) and for k ∈ N by
2
rk+1
= 2− 2s+
1
2 − 1rk+1
1− 1
rk
+ 1−s3
( 2
rk
− 2(1− s)
3
)
+ . (39)
Lemma 3.1. Assume
Aj , φ ∈ H2−s−
2
rk
, 12− 1rk+ .
Then we also have
Aj , φ ∈ Hs+1−
2
qk
, 32− 1qk− ,
where rk is defined by (38) and (39), and
1
qk
= 1
rk
+ 12 − 1−s3 .
Remark. By Remark 5.1 we have 12 >
1
rk
> 1− s .
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Proof of Lemma 3.1: Fundamental for the proof is the fact that our assumption
implies by Prop. 1.1 : Aj , φ ∈ L2tH1−s,rkx .
1. The claimed regularity of Aj reduces by Prop. 1.1 to proving that the right
hand side of (4) belongs to L2tH
s−1,qk
x , because L
2
tH
s−1,qk
x →֒ Hs−
2
qk
, 12− 1qk− .
a. We want to prove
‖φ∂jφ‖L2tHs−1,qkx . ‖φ‖L2tH1−s,rkx ‖∂jφ‖L∞t Hs−1x <∞ ,
which follows from
‖uv‖H1−sx . ‖u‖H1−s,q′kx ‖v‖H1−s,rkx .
Using the fractional Leibniz rule we estimate
‖Λ1−suv‖L2x . ‖Λ1−su‖Lq′kx ‖v‖Lpx . ‖u‖H1−s,q′kx ‖v‖H1−s,rkx ,
where 1
p
= 1
rk
− 1−s3 , so that H1−s,rkx →֒ Lpx , and 1q′
k
= 12 − 1p , so that 1qk =
1
rk
+ 12 − 1−s3 . Moreover
‖uΛ1−sv‖L2x . ‖u‖Lqx‖Λ1−sv‖Lrkx . ‖u‖H1−s,q′kx ‖v‖H1−s,rkx ,
where 1
q
= 12 − 1rk , so that H
1−s,q′k
x →֒ Lqx , because 12 − 1rk = 1q′k −
1−s
3 .
b. Next we obtain as in a. and by Prop. 1.2 using s > 12 :
‖|φ|2Aj‖L2tHs−1,qkx . ‖|φ|
2‖L∞t Hs−1x ‖Aj‖L2tH1−s,rkx
. ‖φ‖2L∞t Hsx‖Aj‖L2tH1−s,rkx <∞
2. We now prove that φ ∈ Hs+1− 2qk , 32− 1qk− . As in 1. this reduces to proving that
the right hand side of (5) belongs to L2tH
s−1,qk
x .
a. The term Aj∂jφ can be handled like φ∂jφ in 1a.
b. Before considering the term A0∂tφ we have to prove some more regularity for
A0 , considering low and high frequencies separately, denoted by A
l
0 and A
h
0 . Using
the assumption A0 ∈ C0t H˙1x ⊂ C0t L6x we immediately obtain Al0 ∈ C0t H˙mx ⊂ C0t Lpx
∀m ≥ 1 ∀ 6 ≤ p ≤ ∞ .
For Ah0 we use (12) and obtain
‖Ah0‖
H
2s− 1
2
−
x
. ‖∆A0‖
H
2s− 5
2
−
x
. ‖φ∂tφ‖
H
2s− 5
2
−
x
+ ‖A0|φ|2|
H
2s− 5
2
−
x
.
Now by Prop. 1.2
‖φ∂tφ‖
H
2s− 5
2
−
x
. ‖φ‖Hsx‖∂tφ‖Hs−1x
‖A0|φ|2|
H
2s− 5
2
x
. ‖A0|φ|2‖
H˙
2s− 5
2
x
. ‖A0‖H˙1x‖|φ|
2‖H˙2s−2x
. ‖A0‖H˙1x‖φ‖
2
H˙
s− 1
4
x
. ‖DA0‖L2x‖φ‖2Hsx ,
so that Ah0 ∈ L∞t H2s+
1
2−
x .
We want to establish
‖Al0∂tφ‖L2tHs−1,qkx . ‖A
l
0‖L∞t Lpkx ‖∂tφ‖L∞t Hs−1x <∞
for some 6 ≤ pk <∞ . By duality we have to prove
‖Al0v‖H1−sx . ‖Al0‖Lpkx ‖v‖H1−s,q′kx .
Now we obtain
‖Λ1−sAl0v‖L2x . ‖Λ1−sAl0‖Lpkx ‖v‖Lq′kx . ‖A
l
0‖Lpkx ‖v‖H1−s,q′kx
‖Al0Λ1−sv‖L2x . ‖Al0‖Lpkx ‖Λ1−sv‖Lq′kx ,
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where 1
pk
= 12 − 1q′
k
= 1
qk
− 12 = 1rk − 1−s3 . By Lemma 5.2 we have rk+1 ≥ rk, so
that 1
pk
≤ 1
r1
− 1−s3 = 34 − 13s− 13s2− 13 + 13s− = 512 − 13s2− ≤ 16 , if s2 ≥ 34 ⇔ s ≥
1
2
√
3 ≈ 0.866 , which is fulfilled by assumption.
Next we prove as in 1a:
‖Ah0∂tφ‖L2tHs−1,qkx . ‖A
h
0‖L2tH1−s,rkx ‖∂tφ‖L∞t Hs−1x . ‖A
h
0‖
L∞t H
2s− 1
2
−
x
‖∂tφ‖L∞t Hs−1x
<∞ ,
because H
2s− 12−
x →֒ H1−s,rkx , if 1rk > 1− s . This is the case, because by Lemma
5.1 and (43) we know 1
rk
≥ 1
r∞
=
( 73− 23 s)(1−s)
3−2s + > 1− s for s > 12 .
c. The term ∂tA0φ is handled like the term φ∂tφ in 1a, using that ∂tA0 ∈ C0t L2x ⊂
C0tH
s−1
x .
d. In order to estimate AjAjφ we start as in 1a. und use Prop. 1.2:
‖AjAjφ‖L2tHs−1,qkx . ‖Aj‖L2tH1−s,rkx ‖Ajφ‖L∞t Hs−1x
. ‖Aj‖L2tH1−s,rkx ‖Aj‖L∞t Hsx‖φ‖L∞t Hsx <∞ .
e. Finally we have to treat A0A0φ considering low and high frequencies of A0 .
1. We estimate
‖Ah0Ah0φ‖L2tHs−1,qkx . ‖φ‖L2tH1−s,rkx ‖A
h
0A
h
0‖L∞t Hs−1x
. ‖φ‖
L2tH
1−s,rk
x
‖Ah0‖2L∞t Hsx <∞ ,
where the first inequality is obtained as in 1a. and the second inequality by Prop.
1.2 using Ah0 ∈ L∞t Hsx .
2. Similarly
‖Ah0Al0φ‖L2tHs−1,qkx . ‖φ‖L2tH1−s,rkx ‖A
h
0A
l
0‖L∞t Hs−1x
. ‖φ‖
L2tH
1−s,rk
x
‖Ah0‖L∞t L2x‖Al0‖L∞t L∞x <∞ .
3. Finally
‖Al0Al0φ‖L2tHs−1,qkx . ‖A
l
0A
l
0φ‖L2tLqkx . ‖A
l
0‖2L∞t Ltkx ‖φ‖L2tL2x <∞ ,
where 2
tk
= 1
qk
− 12 = 1rk − 1−s3 ≤ 1r1 − 1−s3 ≤ 16 as in 2b, so that tk ≥ 12, and thus
as remarked before, Al0 ∈ L∞t Ltkx . This completes the proof of Lemma 3.1. 
Lemma 3.2. Under the assumptions of Lemma 3.1 we obtain the regularity Aj , φ ∈
H
2−s− 2
rk+1
, 12− 1rk+1 + , where rk+1 is defined by (38) and (39).
Proof. We interpolate the property Aj , φ ∈ Hs+1−
2
qk
, 32− 1qk− , where
1
qk
=
1
rk
+
1
2
− 1− s
3
, (40)
with our assumption Aj , φ ∈ Hs,0 and obtain the claimed regularity, if we choose
the interpolation parameter θ by the conditions θ(32 − 1qk−) = 12 − 1rk+1+ and
(1− θ)s+ θ(s+ 1− 2
qk
) = s− θ( 2
qk
− 1) = 2− s− 2
rk+1
. This requires
2
rk+1
= 2− 2s+
1
2 − 1rk+1
3
2 − 1qk
( 2
qk
− 1
)
+ , (41)
which is equivalent to (39). 
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We may apply Lemma 3.1 and Lemma 3.2 iteratively to conclude
Aj , φ ∈ Hs+1−
2
qk
, 32− 1qk− ∀ k ∈ N ,
where 1
qk
= 1
rk
+ 12 − 1−s3 .
In the appendix 5.1 we establish qk → q∞ and rk → r∞ and determine these
limits explicitly. Assuming this we immediately conclude
Aj , φ ∈ Hs+1− 2q∞−, 32− 1q∞− .
As a consequence we obtain
Lemma 3.3. Aj , φ ∈ Hs∞−, 34+ , where s∞ = s−
3
4 (
2
q∞
−1)
3
2− 1q∞
− = s− 6(1−s)3(3−2s)−4(1−s)−
.
Proof. This follows by interpolation. We obtain
Aj , φ ∈ Hs+1− 2q∞−, 32− 1q∞− ∩Hs,0 ⊂ Hs∞−, 34+ ,
if we choose the interpolation parameter θ such that θ(32 − 1q∞−) = 34+ , so that
s∞ = (1 − θ)s+ θ(s+ 1− 2
q∞
) = s− θ( 2
q∞
− 1) = s−
3
4 (
2
q∞
− 1)
3
2 − 1q∞
− . (42)
Using qk → q∞ , rk → r∞ , we easily obtain from (39):
2
r∞
= 2− 2s+
1
2 − 1r∞
1− 1
r∞
+ 1−s3
( 2
r∞
− 2(1− s)
3
)
+ .
By an elementary calculation we obtain
1
r∞
=
(73 − 23s)(1− s)
3− 2s + , (43)
and by the definition of qk in Lemma 3.1 we have
1
q∞
=
1
r∞
+
1
2
− 1− s
3
+ .
Inserting this in (42) an easy calculation yields:
s∞ = s− 6(1− s)
3(3− 2s)− 4(1− s) − .

One easily checks that s∞ > 34 , if s >
1
8 (25−
√
313) ≈ 0.91352 , so that by
Lemma 3.3 the solution belongs to a regularity class where uniqueness is known
by Theorem 2.1. Thus the unconditional uniqueness result of Theorem 3.1 is now
completely proven. 
4. Unconditional uniqueness in Lorenz gauge
Consider the Maxwell-Klein-Gordon system (1),(2) together with the Lorenz
gauge
∂µAµ = 0 . (44)
It is easy to see that in this case the system (1),(2) can be reformulated as (cf.
[13]):
Aµ = −Im(φ∂µφ)− |φ|2Aµ (45)
(−m2)φ = 2iAµ∂µφ+AµAµφ . (46)
16 HARTMUT PECHER
We want to solve this system together with the initial conditions
Aµ(0) = a0µ , (∂tAµ)(0) = a˙0µ , φ(0) = φ0 , (∂tφ)(0) = φ1 , (47)
where
a00 = a˙00 = 0 (48)
and the following compatibility condition holds:
∂ka0k = 0 . (49)
(48) may be assumed, because otherwise the potential is not uniquely determined
by the Lorenz condition.
Define φ± = 12 (φ±(iΛm)−1∂tφ) , so that φ = φ++φ− , ∂tφ = iΛm(φ+−φ−),
and Aµ± = 12 (Aµ ± (iΛ)−1∂tAµ) , so that Aµ = Aµ+ + Aµ− , ∂tAµ = iΛ(Aµ+ −
Aµ−). We reformulate (45),(46) as the following first order (in t) system:
(i∂t ± Λ)Aµ± = −(±2Λ)−1Nµ(φ+, φ−, A+, A−) (50)
(i∂t ± Λm)φ± = −(±2Λm)−1M(φ+, φ−, A+, A−) , (51)
where
N0(φ+, φ−, A+, A−) = −Im(φ iΛm(φ+ − φ−))−A0|φ|2 +A0
Nj(φ+, φ−, A+, A−) = −Im(φ∂jφ)−Aj |φ|2 +Aj
M(φ+, φ−, A+, A−) = 2iAµ∂µφ+AµAµφ .
The initial conditions are
φ±(0) =
1
2
(φ0 ± (iΛm)−1φ1)
A0±(0) =
1
2
(a00 ± (iΛ)−1a˙00) = 0
Aj±(0) =
1
2
(a0j ± (iΛ)−1a˙0j) .
We now assume the following regularity for the data:
φ0 ∈ Hs , φ1 ∈ Hs−1 , Da0j ∈ H2s−2− , a˙0j ∈ H2s−2− .
This implies φ±(0) ∈ Hs and DAj±(0) ∈ H2s−2− .
The following local well-posedness result was proven in [9], Theorem 3.1.
Theorem 4.1. Assume 2 ≥ s > 34 . Let φ±(0) ∈ Hs , DA±(0) ∈ H2s−2− be
given. In (3+1) dimensions the system (50),(51) with initial data φ±(0) , A±(0)
has a (conditionally) unique local solution
φ± ∈ Xs,
1
2+
± [0, T ] , DA
hom
± ∈ X2s−2−,1−± [0, T ] , Ainh± ∈ X2s−1−,1−± [0, T ] .
This solution fulfills
φ± ∈ C0([0, T ], Hs) , DAhom± ∈ C0([0, T ], H2s−2−) , Ainh± ∈ C0([0, T ], H2s−1−) .
(52)
Here A± = (A0±, ..., A3±) , Ahom± and A
inh
± denotes the homogeneous and inho-
mogeneous part of A±, respectively.
Remark: In the case s > 2 a similar result holds with slightly changed
regularity of the potential. We do not consider this case, because unconditional
uniqueness for data with finite energy (s ≥ 1) is well-known.
Our aim is the prove
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Theorem 4.2. Assume 2 ≥ s > s0 , where s0 is the largest root of the cubic
equation 32s3 − 152s2 + 106s + 5 = 0 (0.906 < s0 < 0.907) . Then there exists
an (unconditionally) unique solution of (50),(51) with initial data φ±(0) ∈ Hs ,
DA±(0) ∈ H2s−2− in the class (52).
Proof. We only have to demonstrate that any solution with this regularity satisfies
φ± ∈ X
3
4+,
1
2+
± [0, T ] , DA
hom
± ∈ X−
1
2+,1−
± [0, T ] , A
inh
± ∈ X
1
2+,1−
± [0, T ] ,
because then the result is a consequence of Theorem 4.1. We may assume in the
sequel s ≤ 1 .
1. In a first step we prove φ± ∈ X 73 s− 53−, 16+ 23 s− . It suffices to prove
‖M(φ+, φ−, A+, A−)‖
H
7
3
s− 8
3
−, 2
3
s− 5
6
−
. c(‖φ±‖L∞t Hsx , ‖DAhom± ‖L∞t H2s−2−x , ‖A
inh
± ‖L∞t H2s−1−x ) ,
where c is a continuous function.
a. First we consider the term Aµ∂µφ = A
µ
inh∂µφ+A
µ
hom∂µφ .
a1. By Prop. 1.1 with parameters r′ = 34−2s− , q = 2 we have
‖Aµinh∂µφ‖H 73 s− 83−, 23 s− 56− . ‖A
µ
inh∂µφ‖
L2tH
s−1, 3
4−2s
−
x
.
We prove
‖Aµinh∂µφ‖
L2tH
s−1, 3
4−2s
−
x
. ‖Aµinh‖L∞t H2s−1−x ‖∂µφ‖L∞t Hs−1x .
By duality it suffices to prove
‖uv‖H1−sx . ‖u‖H2s−1−x ‖v‖
H
1−s, 3
2s−1
+
x
.
By the fractional Leibniz rule we estimate two terms. First
‖uΛ1−sv‖L2x . ‖u‖Lqx‖Λ1−sv‖
L
3
2s−1
+
x
. ‖u‖H2s−1−x ‖v‖
H
1−s, 3
2s−1
+
x
,
where 1
q
= 12 − 2s−13 + , so that H2s−1−x →֒ Lqx . Secondly
‖Λ1−suv‖L2x . ‖Λ1−su‖Lq1x ‖v‖Lp1x . ‖u‖H2s−1−x ‖v‖
H
1−s, 3
2s−1
+
x
,
where 1
q1
= 12 − 3s−23 + , 1p1 = 2s−13 − 1−s3 − , so that H2s−1−x →֒ H1−s,q1x and
H
1−s, 32s−1+
x →֒ Lp1x .
a2. We split up Aµhom in a low frequency part A
µ
hom,l (for frequencies ≤ 1) and
a high frequency part Aµhom,h (for frequencies ≥ 1). The term Aµhom,h∂µφ can be
treated like Aµinh∂µφ in a1. We crudely estimate (for s ≤ 1) the low frequency part
by use of Prop. 1.1 and (37) as follows:
‖Aµhom,l∂µφ‖H 73 s− 83−, 23 s− 56− . ‖A
µ
hom,l∂µφ‖Hs− 43−,− 16−
. ‖Aµhom,l∂µφ‖
L2tH
s−1, 3
2
x
. ‖DAµhom,l‖L∞t L2x‖∂µφ‖L∞t Hs−1x
. ‖DAµhom,l‖L∞t H2s−2−x ‖∂µφ‖L∞t Hs−1x <∞ .
b. Next we consider the cubic term AµAµφ .
b1. We have to estimate ‖Ainhµ Ainhµ φ‖H 73 s− 83−, 23 s− 56− . By Prop. 1.1 it suffices to
estimate ‖AµinhAµinhφ‖
L2tH
s−1, 3
4−2s
−
x
. By Ho¨lder and Sobolev we obtain
‖AµinhAµinhφ‖
L
3
4−2s
−
x
. ‖Aµinh‖2Lpx‖φ‖Lqx . ‖A
µ
inh‖2H2s−1−x ‖φ‖Hsx ,
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where 4−2s3 + =
2
p
+ 1
q
> 2(12 − 2s−13 ) + (12 − s3 ) for s > 56 , so that p and q can be
chosen such that H2s−1−x →֒ Lpx and Hsx →֒ Lqx . Thus
‖AµinhAµinhφ‖
L2tH
s−1, 3
4−2s
−
x
. ‖Aµinh‖2L∞t H2s−1−x ‖φ‖L∞t Hsx <∞ .
b2. The same estimate holds for the term Aµhom,hA
µ
inhφ .
b3. For the term Aµhom,lA
µ
inhφ we argue as in b1. and reduce to the estimate
‖Aµhom,lAµinhφ‖
L
3
4−2s
−
x
. ‖Aµhom,l‖L6x‖Aµinh‖Lpx‖φ‖Lqx
. ‖DAµhom,l‖L2x‖Aµinh‖H2s−1−x ‖φ‖Hsx <∞ ,
where we need 4−2s3 + =
1
6 +
1
p
+ 1
q
, and for the application of Sobolev 12 ≥ 1p ≥
1
2 − 2s−13 + and 12 ≥ 1q ≥ 12 − s3 . This requires 4−2s3 > 16 + 43 − s , which holds for
s > 12 , and also
4−2s
3 <
7
6 , which certainly holds.
b4. The term Aµhom,lA
µ
hom,hφ can be treated like b3.
b5. Finally we crudely estimate
‖Aµhom,lAµhom,lφ‖
L2tH
s−1, 3
4−2s
−
x
. ‖Aµhom,lAµhom,lφ‖
L2tL
3
4−2s
−
x
. ‖Aµhom,l‖2L∞t L6x‖φ‖L∞t L
3
3−2s
−
x
. ‖DAµhom,l‖2L∞t L2x‖φ‖L∞t Hsx
by the embedding Hs →֒ L 33−2s− , which holds for s > 34 .
2. Next we want to prove Ainhµ± ∈ X
5
3 s−1−, 12+ s3−
± , which requires to estimate
‖Nµ(φ+, φ−, A+, A−)‖
H
5
3
s−2, s
3
− 1
2
− .
a. The estimate
‖φ∂jφ‖
H
5
3
s−2, s
3
− 1
2
− . ‖φ‖L∞t Hsx‖∂jφ‖L∞t Hs−1x <∞
follows as in part a of the proof of Theorem 3.1. Similarly the term φΛm(φ+−φ−)
can be treated.
b. Next we obtain by Prop. 1.1 and Sobolev :
b1.
‖|φ|2Aµinh‖H 53 s−2, s3− 12− . ‖|φ|
2A
µ
inh‖
L2tH
s−1, 3
3−s
x
. ‖|φ|2Aµinh‖
L2tL
3
4−2s
x
. ‖φ‖2L∞t Lpx‖A
µ
inh‖L∞t Lqx . ‖φ‖2L∞t Hsx‖A
µ
inh‖L∞t H2s−1−x <∞ ,
where 4−2s3 =
2
p
+ 1
q
, 12 ≥ 1q > 12 − 2s−13 and 12 ≥ 1p ≥ 12 − s3 , which requires
3
2 ≥ 4−2s3 > 116 − 43s , thus s > 34 .
b2. The term |φ|2Aµhom,h is treated in the same way.
b3. Moreover we crudely estimate
‖|φ|2Aµhom,l‖H 53 s−2, s3− 12− . ‖|φ|
2A
µ
hom,l‖
L2tL
3
3−s
x
. ‖φ‖2
L∞t L
6
3−s
x
‖Aµhom,l‖L∞t L∞x . ‖φ‖2L∞t Hsx‖DA
µ
hom,l‖L∞t H2s−2−x <∞ ,
because Hsx →֒ L
6
3−s
x .
3. Finally we remark that DAµhom ∈ H2s−2−,1− .
4. By interpolation we obtain the following regularity of φ± and Ainhµ± .
a.
φ± ∈ Xs,0± ∩X
7
3 s− 53−, 16+ 23 s−
± ⊂ X
2−s− 2
r1
, 12− 1r1 +
± ,
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where the interpolation parameter θ is chosen such that θ(16 +
2
3s) =
1
2 − 1r1+ and
(1− θ)s+ θ(73s− 53 ) = s− θ(53 − 43s) = 2− s− 2r1 , so that r1 is defined by
2
r1
= 2(1− s) +
1
2 − 1r1
1
6 +
2
3s
(5
3
− 4
3
s
)
+ ⇐⇒ 1
r1
=
7
2 + s− 4s2
6
+ . (53)
This implies by Prop. 1.1 :
φ± ∈ L2tH1−s−,r1x .
b. In the same way we obtain
Ainhµ± ∈ X2s−1−,0± ∩X
5
3 s−1, 12+ s3−
± ⊂ X
2−s− 2
r˜1
, 12− 1r˜1 +
± ,
where the interpolation parameter θ is chosen such that θ(12 +
1
3s) =
1
2 − 1r˜1+ and
(1− θ)(2s− 1−)+ θ(53s− 1) = 2s− 1− θ s3− = 2− s− 2r˜1 , so that r˜1 is defined by
2
r˜1
= 3(1− s) +
1
2 − 1r˜1
1
2 +
s
3
+ ·s
3
⇐⇒ 1
r˜1
=
3
2 − 13s− s2
1 + s
+ . (54)
This implies by Prop. 1.1 :
Ainhµ± ∈ L2tH1−s,r˜1x . (55)
This the first step of an iteration which yields more and more regularity of
Aj and φ. The general iteration step is contained in the next two lemmas.
We define sequences iteratively by r1 and r˜1 as given by (53) and (54) and
for k ∈ N by the following relations
1
qk
=
1
r˜k
+
1
2
− 1− s
3
(56)
1
rk+1
=
5
2 − 3s+ 1qk (2s− 1)
2
+ (57)
1
q˜k
=
1
rk+1
+
1
2
− 1− s
3
(58)
2
r˜k+1
=
7
2 − 4s+ (3s− 2) 1q˜k
1 + s
+ (59)
Lemma 4.1. Assume
Ainhµ± ∈ X
2−s− 2
r˜k
, 12− 1r˜k +
± , φ± ∈ X
2−s− 2
rk
, 12− 1rk+
± ,
where 12 ≥ 1r˜k > 1−s3 and 12 ≥ 1rk > 1−s3 . Then we also gain
φ± ∈ X
s+1− 2
qk
, 32− 1qk−
± .
Proof of Lemma 4.1: Fundamental for the proof is the fact that our assumption
implies by Prop. 1.1 : Ainhj± ∈ L2tH1−s,r˜kx .
The claimed regularity of φ± reduces by Prop. 1.1 to proving that the right hand
side of (4) belongs to L2tH
s−1,qk
x , because L
2
tH
s−1,qk
x →֒ Hs−
2
qk
, 12− 1qk− .
a. First we treat the term Aµ∂µφ .
a1. The estimate
‖Ainhµ± ∂µφ‖L2tHs−1,qkx . ‖A
inh
µ± ‖L2tH1−s,r˜kx ‖∂µφ‖L∞t Hs−1x <∞
20 HARTMUT PECHER
follows as in the proof of Lemma 3.1, 1a.
a2. Next we estimate similarly by using Prop. 1.1 for the second step
‖Ahom,hµ± ∂µφ‖L2tHs−1,qkx . ‖A
hom,h
µ± ‖L2tH1−s,r˜kx ‖∂µφ‖L∞t Hs−1x
. ‖Ahom,hµ± ‖
H
2−s− 2
r˜k
, 1
2
− 1
r˜k
+‖∂µφ‖L∞t Hs−1x
. ‖Ahom,hµ± ‖H2s−1−,1−‖∂µφ‖L∞t Hs−1x <∞ ,
where we need 2− s− 2
r˜k
< 2s− 1 ⇔ 2
r˜k
> 3(1− s) , which holds by assumption.
a3. We crudely estimate (for some sufficiently large N) :
‖Ahom,lµ± ∂µφ‖
H
s− 2
qk
, 1
2
− 1
qk
− . ‖Ahom,lµ± ∂µφ‖
L2tH
s− 2
qk
x
. ‖Ahom,lµ± ∂µφ‖L2tHs−1x
. ‖Ahom,lµ± ‖L∞t HN,6x ‖∂µφ‖L∞t Hs−1x
. ‖DAhom,lµ± ‖L∞t H2s−2−x ‖∂µφ‖L∞t Hs−1x <∞ ,
where we used that 1
qk
= 1
r˜k
+ 12 − 1−s3 ≥ 12 by assumption.
b. Now consider the term Aµ±Aµ±φ .
b1. We start as in a1. and use Prop. 1.2 for s > 34 and (55) to obtain
‖Ainhµ±Ainhµ± φ‖L2tHs−1,qkx . ‖A
µ
inh‖L2tH1−s,r˜kx ‖A
µ
inhφ‖L∞t Hs−1x
. ‖Aµinh‖L2tH1−s,r˜kx ‖A
µ
inh‖L∞t H2s−1−x ‖φ‖L∞t Hsx <∞ .
b2. In the same way the term Ainhµ±A
hom,h
µ± φ can be treated.
b3. Next, as in a1. and by use of Prop. 1.2 :
‖Ahom,lµ± Ainhµ± φ‖L2tHs−1,qkx . ‖A
inh
µ± ‖L2tH1−s,r˜kx ‖A
hom,l
µ± φ‖L∞t H˙s−1x
. ‖Ahom,lµ± ‖L∞t H˙2s−1−x ‖φ‖L∞t H˙
3
2
−s+
x
‖Ainhµ± ‖L2tH1−s,r˜kx
. ‖DAhom,lµ± ‖L∞t H2s−2x ‖φ‖L∞t Hsx‖A
µ
inh‖L2tH1−s,r˜kx <∞ .
b4. We easily obtain using qk ≤ 2
‖Ahom,lµ± Ahom,lµ± φ‖
H
s− 2
qk
, 1
2
− 1
qk
− . ‖Ahom,lµ± Ahom,lµ± φ‖L2tHs−1x
. ‖Ahom,lµ± Ahom,lµ± φ‖L2tL2x
. ‖Ahom,lµ± ‖2L∞t L∞x ‖φ‖L∞t L2x <∞ .
Thus we have proven φ± ∈ X
s+1− 2
qk
, 32− 1qk−
± . 
Corollary 4.1. Under the assumptions of Lemma 4.1 we obtain the regularity
φ± ∈ X
2−s− 2
rk+1
, 12− 1rk+1 +
± .
Proof. We interpolate the property φ± ∈ X
s+1− 2
qk
, 32− 1qk−
± , where
1
qk
=
1
r˜k
+
1
2
− 1− s
3
,
with our assumption φ± ∈ Xs,0± and obtain the claimed regularity, if we choose
the interpolation parameter θ by the conditions θ(32 − 1qk−) = 12 − 1rk+1+ and
(1− θ)s+ θ(s+ 1− 2
qk
) = s− θ( 2
qk
− 1) = 2− s− 2
rk+1
. This requires (57) . 
Lemma 4.2. Assume
Ainhµ± ∈ X
2−s− 2
r˜k
, 12− 1r˜k+± , φ ∈ X
2−s− 2
rk+1
, 12− 1rk+1 +
± ,
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where rk+1 is defined by (57) and r˜k by (56). Then we also gain
Ainhµ± ∈ X
s+1− 2
q˜k
, 32− 1q˜k−
± .
Proof. a. The estimate
‖φ∂µφ‖L2tHs−1,q˜kx . ‖φ‖L2tH1−s,rk+1x ‖∂µφ‖L∞t Hs−1x <∞
follows as in the proof of Lemma 3.1, 1a.
b1. We want to demonstrate
‖Ainhµ± |φ|2‖L2tHs−1,q˜kx . ‖A
inh
µ± ‖L2tH1−s,r˜kx ‖φ‖
2
L∞t H
s
x
<∞ .
We prove the estimate
‖|φ|2v‖Hs−1,q˜k . ‖|φ|2‖Hs−1,t˜k ‖v‖H1−s,r˜k
for a suitable t˜k . By duality this is equivalent to
‖vw‖
H
1−s,t˜′
k
. ‖v‖H1−s,r˜k ‖w‖H1−s,q˜′k .
By the fractional Leibniz rule we have to prove two estimates:
‖(Λ1−sv)w‖
L
t˜′
k
. ‖Λ1−sv‖Lr˜k‖w‖Lpk . ‖Λ1−sv‖Lr˜k ‖w‖H1−s,q˜′k . (60)
Here we need 1
pk
≥ 1
q˜′
k
− 1−s3 , so that by Sobolev H1−s,q˜
′
k →֒ Lpk and 1
t˜′
k
=
1
r˜′
k
+ 1
pk
≥ 1
r˜k
+ 1
q˜′
k
− 1−s3 ≥ 12 + 1r˜k − 1rk+1 , thus we choose 1t˜k =
1
2 − 1r˜k + 1rk+1 .
Similarly we also obtain
‖vΛ1−sw‖
L
t˜′
k
. ‖v‖Lp˜k‖Λ1−sw‖Lq˜′k . ‖Λ1−sv‖Lr˜k ‖Λ1−sw‖Lq˜′k , (61)
where we need 1
p˜k
≥ 1
r˜k
− 1−s3 , so that 1t˜′
k
= 1
q˜′
k
+ 1
p˜k
≥ 1
q˜′
k
+ 1
r˜k
− 1−s3 as above. It
remains to estimate
‖|φ|2‖
Hs−1,t˜k
. ‖|φ|2‖Lzk = ‖φ‖2L2zk . ‖φ‖2Hs .
Here we need by Sobolev 1
t˜k
≥ 1
zk
− 1−s3 and 12zk ≥ 12 − s3 and thus 1t˜k ≥
2
3 − s3 . In
view of our choice of t˜k we have to prove
1
2 − 1r˜k + 1rk+1 ≥ 23 − s3 . Using (57) and
(56) an elementary calculation proves that this is equivalent to 1
qk
< 56 . In the
appendix 5.2 we prove that { 1
qk
} is monotonically decreasing, so that it remains
to prove 1
q1
= 1
r˜1
+ 12 − 1−s3 =
3
2− 13 s−s2
1+s +
1
2 − 1−s3 < 56 , using the definition of r˜1
by (54). One easily checks that this is equivalent to 52 − 2s− 2s2 < 0 , which holds
for s > 12 (
√
6− 1) ≈ 0.725 . This completes the proof of part b1.
b2. Starting as in b1. we obtain
‖Ahom,hµ± |φ|2‖L2tHs−1,q˜kx . ‖A
hom,h
µ± ‖L2tH1−s,r˜kx ‖φ‖
2
L∞t H
s
x
. ‖Ahom,hµ± ‖
H
2−s− 2
r˜k
, 1
2
− 1
r˜k
+‖φ‖2L∞t Hsx
. ‖Ahom,hµ± ‖H2s−1−,1−‖φ‖2L∞t Hsx <∞ ,
using that 2
r˜k
> 3(1− s) by Lemma 5.5.
b3. Finally we crudely estimate as follows:
‖Ahom,lµ± |φ|2‖
X
s− 2
q˜k
, 1
2
− 1
q˜k
−
±
. ‖Ahom,lµ± |φ|2‖
L2tH
s− 2
q˜k
x
. ‖Ahom,lµ± |φ|2‖L2tHs−1x
. ‖Ahom,lµ± ‖L∞t HN,6x ‖|φ|
2‖L∞t Hs−1x
. ‖DAhom,lµ± ‖L∞t H2s−2−x ‖φ‖
2
L∞t H
s
x
with a sufficiently large N . 
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Corollary 4.2. Under the assumptions of Lemma 4.2 we obtain the regularity
Ainhµ± ∈ X
2−s− 2
r˜k+1
, 12− 1r˜k+1 +
± .
Proof. By interpolation we obtain the following regularity Ainhµ± ∈ X
s+1− 2
q˜k
, 32− 1q˜k−
±
∩X2s−1−,0± ⊂ X
2−s− 2
r˜k+1
, 12− 1r˜k+1 +
± , where the interpolation parameter θ is chosen
such θ(32 − 1q˜k−) = 12 − 1r˜k+1+ and θ(s+1− 2q˜k ) + (1− θ)(2s− 1−) = 2− s− 2r˜k+1 .
One calculates that this leads to (59). 
By Lemma 5.5 the assumptions of Lemma 4.1 and Lemma 4.2 are satisfied,
so that iteratively we conclude
φ± ∈ X
s+1− 2
qk
, 32− 1qk−
± ∀ k ∈ N
and
Ainhµ± ∈ X
s+1− 2
q˜k
, 32− 1q˜k−
± ∀ k ∈ N .
In the appendix 5.2 we prove qk → q∞ , rk → r∞ , q˜k → q˜∞ , r˜k → r˜∞ and
determine these limits explicitly. Assuming this we immediately conclude
φ± ∈ Xs+1−
2
q∞
−, 32− 1q∞−
± , A
inh
µ± ∈ X
s+1− 2
q˜∞
−, 32− 1q˜∞−
±
Consequently we obtain
Lemma 4.3. φ± ∈ Xs∞−,
1
2+
± , where s∞ = s−
1
2 (
2
q∞
−1)
3
2− 1q∞
− .
Proof. This follows by interpolation. We obtain
φ± ∈ Xs+1−
2
q∞
−, 32− 1q∞−
± ∩Xs,0± ⊂ Xs∞−,
1
2+
± ,
if we choose the interpolation parameter θ such that θ(32 − 1q∞−) = 12+ , so that
s∞ = (1 − θ)s+ θ(s+ 1− 2
q∞
) = s− θ( 2
q∞
− 1) = s−
1
2 (
2
q∞
− 1)
3
2 − 1q∞
− . (62)

Now we calculate
s∞ >
3
4
⇐⇒ (4s− 3)(3
2
− 1
q∞
)− 2( 2
q∞
− 1) > 0⇐⇒ 1
q∞
<
3
2s− 58
s+ 14
.
Using (71) in the appendix 5.2 this results in the following condition for s :
5
6 +
37
12s− 196 s2
s(92 − 3s)
<
3
2s− 58
s+ 14
⇐⇒ 32s3 − 152s2 + 106s+ 5 > 0 .
Thus this is fufilled for s > s0 , where s0 denotes the largest root of this cubic
polynomial. This coincides with our assumption on s. A calculation yields 0, 906 <
s0 < 0.907 .
It remains to prove Ainhµ± ∈ X
1
2+,1−
± .
a. By Theorem 1.1 we easily obtain
‖φ∂µφ‖
H
− 1
2
+,0 . ‖φ‖
H
3
4
+1
2
+‖∂µφ‖
H
− 1
4
+, 1
2
+ <∞ .
b1. Next we obtain
‖|φ|2Ainhµ ‖H− 12+,0 . ‖|φ|
2‖H2−2s+,0‖Ainhµ ‖L∞t H2s−1−x
. ‖φ‖2
H
3
4
+, 1
2
+
‖Ainhµ ‖L∞t H2s−1−x ,
where we used Prop. 1.2 for the first step and Theorem 1.1 for the second step,
which holds for s > 34 .
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b2. The same estimate holds for |φ|2Aµhom,l .
b3. Finally we obtain for s > 34 :
‖|φ|2Aµhom,l‖H− 12+,0 . ‖|φ|
2A
µ
hom,l‖
L2tL
3
2
+
x
. ‖Aµhom,l‖L∞t L6x‖φ‖2L∞t L4+x
. ‖DAµhom,l‖L∞t H2s−2−x ‖φ‖
2
L∞t H
s
x
<∞ .
The proof of Theorem 4.2 is complete. 
5. Appendix
5.1 Coulomb gauge. We define for k ∈ N : tk := 1rk , t∞ := 1r∞ , where rk is
defined by (38) and (39), and r∞ by (43).
Lemma 5.1. If 1 ≥ s ≥ 34 we obtain tk > t∞ ∀ k ∈ N .
Proof. (by induction) Using (38) and (43) we first prove
t1 =
3
4
− 1
3
s− 1
3
s2− > t∞ =
(73 − 23s)(1 − s)
3− 2s + . (63)
This is equivalent to
(3− 2s)(3
4
− 1
3
s− 1
3
s2) > (
7
3
− 2
3
s)(1− s) ⇔ s(2
3
s2 − s+ 1
2
)− 1
12
> 0 .
If s ≥ 34 , this is a consequence of
3
4
(
2
3
s2 − s+ 1
2
)− 1
12
> 0 ⇔ 2
3
s2 − s+ 1
2
− 1
9
> 0 ,
because
2
3
s2 − s+ 1
2
> 0 ⇔ (s− 3
4
)2 +
3
16
> 0 ,
which is true. Now one easily checks
2
3
s2 − s+ 1
2
− 1
9
> 0 ⇔ (s− 3
4
)2 +
1
48
> 0 ,
which certainly holds. This implies (63).
For the iteration step we start by reformulating (39) as follows:
2tk+1(1 − tk + 1− s
3
) = 2(1− s)(1 − tk + 1− s
3
) + (
1
2
− tk+1)(2tk − 2(1− s)
3
+
⇐⇒ tk+1 = (1− s)(5
6
− tk + 1
3
(1− s)) + 1
2
tk+ , (64)
We want to prove that tk+1 > t∞ provided tk > t∞ . Now by (64) we have
tk+1 > t∞ ⇐⇒ (1
2
− (1 − s))tk + (1 − s)(5
6
+
1
3
(1 − s))+ > t∞ .
Using 12 − (1− s) > 0 for s > 12 and tk > t∞ this reduces to
(
1
2
− (1 − s))t∞ + (1− s)(5
6
+
1
3
(1− s))+ ≥ t∞ ,
which holds by equality. 
Lemma 5.2. If 1 ≥ s ≥ 34 , we have tk+1 ≤ tk ∀ k ∈ N .
Proof. By (64) and (43) we obtain
tk+1 ≤ tk ⇐⇒ (1 − s)(5
6
− tk + 1
3
(1− s)) + tk
2
+ ≤ tk
⇐⇒ tk ≥
(1− s)(73 − 23s)
3− 2s + = t∞ .
This holds by Lemma 5.1. 
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Corollary 5.1. If 1 ≥ s ≥ 34 we obtain tk → t∞ and 1rk → 1r∞ as k →∞ .
Proof. This follows immediately by combining Lemma 5.1 and Lemma 5.2. 
Remark 5.1. By Lemma 5.1 we know for 1 ≥ s ≥ 34 :
1
rk
≥ 1
r∞
=
(1−s)( 73− 23 s)
3−2s + ≥ 1−s3 and 1rk ≤ 1r1 = 34 − 13s− 13s2− ≤ 12 .
5.2. Lorenz gauge. We define
1
r∞
:=
(73 − 3s+ 23s2)(1 + s) + (2s− 1)(196 − 256 s+ s2)
2(1 + s)− (3s− 2)(2s− 1) (65)
or equivalently
1
r∞
=
7
3 − 3s+ 23s2 + (2s− 1)
19
6 − 256 s+s2+(3s−2) 1r∞
1+s
2
(66)
and want to prove that for 1 ≥ s > s0 we obtain 1rk → 1r∞ as k →∞ where rk is
iteratively defined in the following way. Using (59) and (58) we obtain
1
r˜k+1
=
3(1− s)(32 − 1q˜k ) + 12 (s− 2 + 2q˜k )
1 + s
=
7
2 − 4s+ ( 1rk+1 + 12 − 1−s3 )(3s− 2)
1 + s
(67)
=
19
6 − 256 s+ s2 + (3s− 2) 1rk+1
1 + s
. (68)
Next we use (57), (56) and obtain for k ≥ 1 :
1
rk+1
=
5
2 − 3s+ 1qk (2s− 1)
2
=
5
2 − 3s+ ( 1r˜k + 12 − 1−s3 )(2s− 1)
2
=
7
3 − 3s+ 23s2 + (2s− 1) 1r˜k
2
, (69)
and by (67) this implies for k ≥ 2 :
1
rk+1
=
7
3 − 3s+ 23s2 + (2s− 1)
19
6 − 256 s+s2+(3s−2) 1rk
1+s
2
(70)
This together with (53) 1
r1
=
7
2+s−4s2
6 + , and (54)
1
r˜1
=
3
2− 13 s−s2
1+s + , defines the
sequence 1
rk
. This implies 1
rk
→ 1
r∞
, provided convergence holds.
Lemma 5.3. If 1 ≥ s > 910 we obtain 1rk > 1r∞ ∀ k ∈ N .
Proof. (by induction) The case k = 1 can be established by elementary calculations
using the definition of r1 and r∞ by (53) and (65) , or alternatively by Lemma
5.4. By (66),(69) and (54) we obtain
1
r2
>
1
r∞
⇐⇒ 3
2
− 1
3
s− s2 > 19
6
− 25
6
s+ s2 + (3s− 2) 1
r∞
.
Inserting r∞ by (65) an elementary calculation yields that this is fulfilled at least
for 1 ≥ s > 910 . Next we prove 1rk+1 > 1r∞ , if 1rk > 1r∞ for some k ≥ 2. This
assumption implies that the right hand side (70) strictly decreases for s ≥ 23 , if
we replace 1
rk
by 1
r∞
, so that it equals 1
r∞
by (66), thus 1
rk+1
> 1
r∞
. 
Lemma 5.4. If 1 ≥ s > 910 we obtain 1rk+1 ≤ 1rk ∀ k ∈ N .
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Proof. In the case k = 1 we use (69) and the definition of r1 and r˜1 by (53) and
(54). By easy calculations the inequality 1
r2
≤ 1
r1
reduces to −3s2 + 72s − 1 ≤ 0 ,
which holds for s ≥ 23 . In the case k ≥ 2 we use Lemma 5.3. By (70) we have to
prove
7
3 − 3s+ 23s2 + (2s− 1)
19
6 − 256 s+s2+(3s−2) 1rk
1+s
2
≤ 1
rk
,
which can be proven to be equivalent to 1
rk
≥ 1
r∞
similarly to the equivalence of
(66) and (65). 
These lemmata imply that 1
rk
is a monotonically decreasing bounded se-
quence, so that we now have proven that 1
rk
→ 1
r∞
as k →∞ .
We recall the following definitions:
1
qk
=
1
r˜k
+
1
2
− 1− s
3
(56)
1
rk+1
=
5
2 − 3s+ (2s− 1) 1qk
2
(57)
1
q˜k
=
1
rk+1
+
1
2
− 1− s
3
(58)
1
r˜k+1
=
7
2 − 4s+ (3s− 2) 1q˜k
1 + s
(59)
Consequently we also obtain 1
q˜k
→ 1
q˜∞
, 1
r˜k
→ 1
r˜∞
, 1
qk
→ 1
q∞
as k → ∞ and
these sequences are monotonically decreasing.
We are especially interested in the value of q∞, which we now determine by
use of (56),(57),(58) and(59). We obtain
1
qk+1
=
7
2 − 4s+ (3s− 2)( 1rk+1 + 12 − 1−s3 )
1 + s
+
1
2
− 1− s
3
=
7
2 − 4s+ (3s− 2)(54 − 32s+ (2s− 1) 12qk + 12 − 1−s3 )
1 + s
+
1
2
− 1− s
3
,
which implies
1
q∞
=
7
2 − 4s+ (3s− 2)(54 − 32s+ (2s− 1) 12q∞ + 12 − 1−s3 )
1 + s
+
1
2
− 1− s
3
and by an elementary calculation finally
1
q∞
=
5
6 +
37
12s− 196 s2
s(92 − 3s)
. (71)
Lemma 5.5. For 1 ≥ s ≥ 34 the following estimates hold: 12 > 1r˜k > 32 (1− s) and
1
2 >
1
rk
> 1− s ∀k ∈ N .
Proof. Because the sequences are monotonically decreasing we only have to prove
1
r1
< 12 ,
1
r˜1
< 12 ,
1
r∞
> 1− s and 1
r˜∞
> 32 (1− s) . The first two estimates are easily
checked for s ≥ 34 by the definition of 1r1 and 1r˜1 in (53) and (54). By (71) we have
1
q∞
> 12 and obtain by (57) the estimate
1
r∞
=
5
2 − 3s+ (2s− 1) 1q∞
2
>
5
2 − 3s+ (2s− 1)12
2
= 1− s .
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Using the last estimate , (59) and (58) we obtain
1
r˜∞
=
7
2 − 4s+ (3s− 2) 1q˜∞
1 + s
=
7
2 − 4s+ (3s− 2) 1r∞ + (3s− 2)(12 − 1−s3 )
1 + s
=
19
6 − 256 s+ s2 + (3s− 2) 1r∞
1 + s
>
19
6 − 256 s+ s2 + (3s− 2)(1− s)
1 + s
.
One easily checks that this term is bounded below by 32 (1 − s) as required, if
(s− 56 )2 − 136 ≤ 0 , which holds for 23 ≤ s ≤ 1 . 
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