Power line communication (PLC) systems are contaminated with complicated noise. Five types of noise in power line communication systems are introduced in this paper. According to their properties, these noises are mainly divided into two types that are background noise and impulsive noise. Noise modelling approaches for background noise and impulsive noise are reviewed in this paper. A frequency-domain based model is applied to describe the properties of background noise and a frequency decreasing power spectral density (PSD) is revealed based on this model. The values of PSD are between -140dBm/Hz and -80dBm/Hz. A time-domain approach which is based on partitioned Markov chain is applied to describe the time behaviour of impulsive noise. Simulation results showed this model is suitable for the description and modelling of impulsive noise. This model revealed that impulsive noise rarely exceeds a few milliseconds.
experiment measurement was introduced and the noise was expressed as a Gaussian process whose instantaneous variance was a periodic time function. In [4] , the characteristic and mathematical model of colored background noise was studied based on neural network and it showed that artificial neural network modelling method was efficient for modelling the colored background noise in PLC systems. In [5] , some circuits were set up to measure the noise on the power line and then the power line colored background noise model, narrowband noise model and burst noise model were set up respectively based on the measured noise data.
The rest of this paper is organised as follows. In Section 2, classification of noise in PLC systems will be discussed. In Section 3, approaches of noise modelling and simulation results will be discussed. In Section 4, a conclusion will be made to conclude this paper.
Noise Classification
Noise in PLC systems consists of background noise and impulsive noise. In general, the former is stationary whereas the latter is nonstationary. From many researchers′ experimental measurements and studies, for example, in [1] , [2] , [4] , [6] , [7] , noise in PLC can be categorised into five types that are colored background noise, narrowband noise, periodic impulsive noise asynchronous to the main frequency, periodic impulsive noise synchronous to the main frequency, asynchronous impulsive noise. All these noise are shown in Fig. 1 and their sources properties and effects are summarised in Table 1 Table 1 , the former two types of noise usually vary slowly over time and remain stationary, so they can be recognized as background noise. However, the latter three types of noise change rapidly and are cyclostationary or bursty or aperiodic, so they can be recognized as impulsive noise. In contrast to conventional AWGN, these noises have different models and properties, therefore, Gaussian process is no longer an accurate model to analyse these noises. Among impulsive noise, the aperiodic component is the most unpredictable component and it is due to the connection and disconnection of appliances from the power delivery network. The amplitude of the aperiodic can be significantly larger than that of other impulsive noise components [6] . Besides the amplitude, the aperiodic noise is typically described by the duration and the inter-arrival time [8] .
Noise Models and Simulations
Background Noise Modelling 3.1.
The PLC colored background noise is usually modelled with the stationary Gaussian colored process having a frequency decreasing PSD profile, according to a polynomial or exponential function of frequency. It is common to use autoregression (AR) model to model PLC colored background noise. In this process, AR model can be regarded as a finite impulse response (FIR) filter to modify the input sequences to get the output sequences that is wanted. Giving a Gaussian white noise sequence as the input of the AR model then its output can be regarded as the colored background noise. This can be shown in Fig. 2 . The colored background noise has a frequency decreasing PSD profile. In general, the values of PSD are between -140dBm/Hz and -80dBm/Hz. Its PSD can be expressed as (1) that is an exponential function of frequency.
From (1), the model of colored background noise is described by three parameters A0, A1, f0. Among them, A0 is the constant noise power density, A1 is the value of PSD when the frequency is 0 and f0 is the fading rate. In [9] , the values of parameters A0, A1, f0 have been given. According to the model expressed by (1), the PSD of colored background noise is shown in Fig. 3 . 
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Volume 7, Number 4, October 2018 Fig. 3 shows that the PSD of colored background noise decrease exponentially up to 5MHz. Above 5MHz the noise floor is approximately flat that is -135dBm/Hz. This reveals the colored background noise has greater effects on PLC systems at low frequency.
Another component of background noise is narrowband noise which results from radio signals. It has large PSD and narrow bandwidths. Generally, a parametric Gaussian function expressed by (2) has been used for the approximation of the narrowband noise [9] . The model consists of three parameters Ak, f0,k and Bk. They represent the amplitude, the center frequency and the bandwidth of the Gaussian function respectively.
The PSD of the narrowband noise based on the model described by (2) is shown in Fig. 4 . At some deterministic frequencies, the noise floor level is very large.
Combining (1) with (2) then the model of PLC background noise expressed by (3) is obtained. This model is controlled by seven parameters (A0, A1, f0, Ak, f0,k, Bk, N). Every one of these parameters should be described by probability density function (PDF). This function reflects the statistical characteristic of the model. 
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The PSD of synthesized background noise is shown in Fig. 5 . This figure reveals that the noise floor level can be approximately regarded as a constant at upper frequency band. In general, the narrowband noise has stronger disturbance than the colored background noise.
Impulsive Noise Modelling 3.2.
Impulsive noise is another type of noise existing in PLC systems. Generally, it is unpredictable and its amplitude is much higher than the background noise. Three important characteristic parameters of impulsive noise are: amplitude, width and inter-arrival time (IAT) [8] . Comparing with frequency-domain background noise modelling method, the impulsive noise is typically in time-domain. In [10], Middleton's class A distribution is suggested to fit the amplitude of the impulsive noise. In [11] , Nakagami-m distribution is proposed to fit the amplitude of the impulsive noise. Another model which is based on Markov chain is also proposed to model the impulsive noise.
The shape of impulsive noise is often similar to damped sinusoid signals or superimposed sinusoid signals. Fig. 6 shows two types of impulsive noise in time-domain. In order to study the time behaviour of impulsive noise, the assumption of rectangular envelopes has been proposed in [7] . This rectangular envelopes can be described by three characteristic parameters, for example, impulse width tw, arrival time tarr, and inter-arrival time tIAT. The time-domain impulse representation and rectangular envelope with characteristic parameters is shown in Fig. 7 . 
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From Fig. 7 the distance between two impulse events is described by the inter-arrival time tIAT or impulse distance td and their relation can be described by (4) . 
The parameters A, tw and tarr are random variables, whose statistical properties can be investigated by measurements. In [7] , two useful parameters called impulse rate and disturbance ratio were introduced to characterize the impulse noise scenario and its behaviour over time, and they are described by (6) and (7) respectively. 
As described by (6), Nimp denotes the number of impulses, occurring within an observation window Twin.
Equation (7) is defined by the ratio of the sum of the widths of all the impulse events occurring within an observation window Twin. According to this equation, the percentage of impulse events can be approximately evaluated within an observation window. In [7] , a partitioned Markov chain was proposed to discuss the impulse widths and inter-arrival time which characterize the impulse events over time. Fig. 8 shows the diagram of partitioned Markov chain. Fig. 8 . Partitioned Markov chain for the representation of asynchronous impulse events.
In Fig. 8 , there are two main states that are idle states and impulse states. While n sub-states are included in these two main states, among them v states represent the idle states where no impulse events occur, and the other w (w=n-v) states represent the impulse states where an impulse event occurs. Each sub-state in idle states may stay the current state or transferring to impulse states, this mechanism still keeps the same for each sub-state in impulse states. In order to describe the statistical properties of Markov chain, a
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Volume 7, Number 4, October 2018 transition probability matrix P defined by (8) is proposed [7] . The element pi, j in P denotes the transition probability from the ith state to the jth state. For partitioned Markov chain, the idle states can be described by transition probability matrix U defined by (9) , and the impulse states can be described by transition probability matrix G defined by (10) [7] . In matrix U, the diagonal elements denote the probabilities of staying the idle states and the elements in the last column denote the probabilities of transferring from the idle states to the impulse states. The elements in the last row denote which sub-state will be in the idle state when there a state jumps from the impulse state. The meaning of elements in G can be explained by the same way.
As discussed above, the IAT and impulse width can be applied to evaluate the properties of impulse events over time. According to [7] , the complimentary probability density functions (CPDF) of IAT and impulse width were introduced. The CPDF denotes the probability P of a random variable X exceeding a given value x: cpf(x) = P(X > x). The CPFD of IAT and impulse width are defined by (11) and (12) respectively. From the simulations presented above, it is obvious that the simulation fits well with the theoretical model. This case illustrated that the presented model based on partitioned Markov chain is suitable for the description and modelling of the time behaviour of asynchronous impulsive noise in power line communication systems. Based on the analysis of the time behaviour of impulse width, it can be concluded that typical impulse events rarely exceeds a few milliseconds.
Conclusion
Noise is one of the most crucial factor degrading high-speed and robust data transmission systems. Noise in PLC systems cannot be regarded as AWGN that is widely used in many other communication systems. Power line network is contaminated with complicated noise. It is significant to analyse and model noise in PLC systems. Some efficient noise modelling approaches are reviewed in this paper. Background noise is modelled in frequency-domain and the result shows it has a frequency decreasing PSD which revealed the stronger interference in lower frequency band. Whereas the time behaviour of impulsive noise is analysed based on a partitioned Markov chain. The result shows a partitioned Markov chain is an efficient approach to model asynchronous impulse events in power line channels. The analysis shows that typical impulse events rarely exceeds a few milliseconds.
