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1 ntroduction 
Epidémiologie, systémique et hiérarchie des systèmes 
L'épidémiologie peut être définie comme l'étude de la distribution et des facteurs 
d'état ou d'événements de santé dans des populations d1terminées, ainsi que l'application 
de cette étude à la maÎtrise des problèmes de santé. ( ) [1]. Très souvent, les facteurs 
d'état ou d'événement de santé sont appelés facteurs de risque: ils sont associés à 
l'augmentation de la probabilité d'apparition ou de développement d'un phénomène 
pathologique. Cette définition générale s'applique sans difficulté à la pathologie animale. 
Beaucoup de pathologies observées en élevage Fig. 1. Conception classique de la 
sont multifactorielles: leur apparition ne peut être pathologie en épidémiologie vétérinaire 
expliquée par l'action d'un unique agent pathogène, 
responsable de l'ensemble des symptômes observés. 
Ces maladies sortent du cadre du postulat de Koch 
qui énumère les conditions nécessaires pour établir 
une relation causale entre un agent pathogène sup-
posé être responsable d'une maladie et cette maladie. 
Dans ces conditions, on ne peut se référer au modèle 
Agent 4 ., Maladie 
'"''~ / 
Immunité 
explicatif pasteurien, classiquement utilisé en épidémiologie vétérinaire (Fig. 1 ). 
LANDAIS [2] lui sub-
stitue un schéma explicatif 
(Fig. 2) directement inspiré 
de la notion de système 
d'élevage, défini comme 
l'ensemble des animaux et 
des techniques d'élevage 
pratiquées par l'éleveur 
dans le but d'obtenir des 
produits commercialisables 
et de maintenir ou d'accroÎ-
tre le potentiel de produc-
tion [3]. 
Fig. 2. Modèle conceptuel de l'écopathologie (LANDAIS, 1991) 
Intrants 
Flux d'animaux 
Flux de gènes 
• 
Flux d'information 
PERFORMANCES 
Ce schéma est celui de l'écopathologie, branche de l'épidémiologie vétérinaire ain-
si définie par GANIERE et al. [4]: appliquée aux productions animales, [elle] étudie, dans 
les élevages, l'ensemble des facteurs qui, en interaction dans l'environnement biologique, 
physique, humain et économique des animaux, est susceptible d'induire un état pathologi-
que et/ou d'affecter leur productivité et la qualité des produits qui en dérivent. 
L'approche écopathologique est délibérément systémique, dans la mesure où elle 
considère la santé comme une des composantes du système d'élevage, que l'on ne peut 
appréhender isolément. En effet, selon MORLEY [5], puisque les différentes composantes 
(1) Dans ce document, les citations d'auteurs sont écrites en italique. 
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du système sont liées de manière interactive et interdépendante, l'examen d'une 
composante isolée peut conduire à des conclusions erronées car les réponses en retour 
à l'intérieur du système ne sont alors pas prises en compte. 
Dans ce contexte, l'écopathologie est confrontée au principe de la hiérarchisation 
des systèmes biologiques. En effet, comme le notent MARTIN et al. [6], une caractéristi-
que majeure de ces systèmes est de pouvoir être envisagés, conceptuellement et 
pratiquement, de manière verticale, en partant des atomes pour aller vers les cellules, les 
organes, les appareils, les individus et les populations ... Dans le cas présent, l'animal 
malade appartient à un lot (étable, poulailler ... ), lui même faisant partie d'une exploitation 
agricole. Des échelles supérieures peuvent être rencontrées: organisations d'éleveurs, 
zone écologique, etc. A chaque niveau de la hiérarchie correspondent des caractéristi-
ques intrinsèques ou des pratiques d'élevage, individuelles ou collectives. L'épidémiolo-
giste doit déterminer la part de la variabilité du phénomène à expliquer due: 
" à l'individu (animal): sexe, âge, quantité d'aliment ingérée ... 
" au troupeau ou au lot de provenance: ambiance du bâtiment d'élevage, 
nature de l'alimentation, mesures de prophylaxie mises en oeuvre par 
l'éleveur ... 
11r et à tout autre agrégat d'échelle supérieure qu'il serait pertinent de 
considérer. 
La connaissance de la variabilité associée à chaque échelle de cette hiérarchie de-
vrait permettre de déterminer les actions à mener en priorité dans le cadre d'un plan de 
prévention de la maladie étudiée. 
Un autre élément structure les données: le temps chronologique. La considération 
de la chronologie des événements permet parfois de simplifier le modèle de départ: un 
facteur de risque survenant après l'apparition du phénomène étudié ne saurait être pris 
en compte dans l'analyse ! 
Restrictions apportées à l'étude 
Nous limitons le sujet aux pathologies multifactorielles, se produisant dans des 
systèmes d'élevage à structure hiérarchique. Comme nous venons de l'indiquer, ces 
maladies sont du domaine de l'écopathologie. Nous n'envisageons que les modèles 
d'association [7], dont le but est de tenter d'établir l'étiologie d'une maladie en observant 
les associations entre sa survenue et la présence de divers facteurs de risque. 
Le rapport technique qui suivra ce travail concernera une enquête écopathologique 
de la mortalité des chèvres en zone péri-urbaine de N'Djaména (Tchad), effectuée 
pendant l'hiver 91-92. Dans la suite, cette enquête est nommée [Tchad]. Nous indiquons, 
le cas échéant, les particularités et les contraintes méthodologiques imposées par les 
milieux tropicaux difficiles [8]. 
De plus, dans l'optique de cette application, nous nous intéressons essentiellement 
aux méthodes statistiques traitant des variables dichotomiques, bien adaptées à l'étude 
de la mortalité. Par ailleurs, nous n'abordons pas le problème du traitement des observa-
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tians répétées dans le temps ou des suivis de cohorte sur de longues périodes. 
Plan du rapport 
En premier lieu, nous examinons la place et les conséquences de la hiérarchie 
dans la conception d'une enquête épidémiologique. Nous commençons par la définition 
de la problématique de l'étude: choix d'une échelle d'observation et approche statistique. 
Nous envisageons ensuite la manière d'écrire le pré-modèle conceptuel d'analyse. Nous 
montrons que ce schéma est bien adapté pour rendre compte de la hiérarchie des 
données imposée par le temps et permet de simplifier le réseau des interactions statisti-
ques théoriquement envisageables. 
Puis nous décrivons les méthodes statistiques habituellement utilisées pour 
mesurer le risque associé au pré-modèle conceptuel d'analyse: régressions linéaire et 
logistique. Nous en indiquons les limites dans le cadre d'effets de groupe ainsi que les 
aménagements employés pour y remédier. Nous soulignons que ces modèles sont mal 
adaptés à la prise en compte des hiérarchies autres que celles induites par des 
considérations de logique ou de chronologie. 
Dans une troisième partie, nous étudions des modèles hiérarchiques plus 
généraux, mieux adaptés à traiter les structures hiérarchiques rencontrées dans les 
systèmes d'élevage, mais dont l'usage est encore très limité en épidémiologie vétérinaire. 
Nous présentons un modèle d'analyse hiérarchique bayésienne et deux modèles de 
régression hiérarchique: un modèle linéaire et un modèle non linéaire. 
En conclusion, nous faisons le bilan des méthodes actuellement utilisées pour 
traiter les systèmes hiérarchiques, de celles qu'il serait souhaitable d'employer et de 
celles qui sont effectivement à la disposition des praticiens de l'analyse des données. 
Enfin, nous indiquons ce que nous souhaitons réaliser dans le cadre du mémoire 
pratique. 
Modèles hiérarchiques en épidémiologie vétérinaire: rapport bibliographique Page 4 
1. La hiérarchie dans la construction du pré-modèle conceptuel d'analyse 
FRONTIER [9] rappelle 
qu'un modèle, en tant qu'outil 
de recherche, doit correspon-
dre à un objectif. Le modèle 
est l'aboutissement d'un pro-
cessus dont il est indissocia-
ble, résumé dans le schéma 
ci-contre. 
Une étape essentielle 
de la construction du modèle 
est la définition de la problé-
matique de l'étude et l'élabo-
ration d'un schéma: le pré-
modèle conceptuel d'analyse, 
qui visualise les hypothèses 
de facteurs de risque. 
Fig. 3. Processus d'élaboration d'un modèle (d'après FRONT/ER) 
Motivations économiques 
(amélioration dîa productivné) 
Objectifs scientifiques Objectifs pratiques 
~ PROBLEMATIQUE DE L'ETUDE J 
Contraintes : 
naturelles, techn iques, 
statistiques 
Pré-modèle ...,. _ _ _ _ _ 
t • 
CHOIX: 
Variables à étudier, échelles d'observation, 
méthodes de tranement des données 
RECUEIL DES DONNES 
ANALYSE ET INTERPRETATION 
DES RESULTATS 
Modification 
du prémodèle 
- - - - - - .,__ - - - -
Outre l'organisation du UTiusATioN DEs REsuLTATs 
système d'élevage que nous 
avons évoquée ci-dessus, d'autres éléments structurent les données et doivent être pris 
en compte dès cette étape. Il s'agit de l'ordre chronologique dans lequel se produisent 
les événements étudiés (un effet ne peut pas précéder une cause) , ainsi que de leur 
ordre logique. 
1.1. La hiérarchie et la problématique de l'étude 
La question posée peut être envisagée selon 2 points de vue différents: opération-
nel et biologique. 
a- Point de vue opérationnel: en épidémiologie vétérinaire en général, et dans les pays 
peu développés en particulier, l'objectif opérationnel est d'identifier les facteurs de 
risque d'une pathologie dominante, afin de proposer un programme de lutte basé 
sur des actions techniques simples et peu coûteuses. Il est vraisemblable que les 
améliorations les plus efficaces seront celles s'adressant d'emblée à une 
population ou une sous-population animale plutôt qu'à des individus: mesures de 
prophylaxie médicale collective (vermifuge, vaccin), modification de pratiques 
d'élevage (ventilation des bâtiments, renouvellement de la litière ... ). L'adoption de 
ce point de vue conduirait donc à considérer cette population comme objet 
d'étude, d'analyse et d'action. 
a- Point de vue biologique: à l'inverse, en termes biologiques, un phénomène pathologique 
se réalise, ou ne se réalise pas, à l'échelle de l'individu (et non pas à celle d'une 
population ou d'une sous-population) . Il est donc logique que les hypothèses de 
facteurs de risque se rapportent directement à l'individu , et que le modèle 
statistique soit élaboré à ce niveau. 
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Cependant, dans la réalité, le point de vue opérationnel dicte le choix d'une échelle 
supérieure. FRONTIER [8, 9] indique en effet que lorsque l'objectif de l'étude est pratique, 
l'échelle d'observation est imposée par le type de système que l'on a décidé de gérer. 
1.1.1. Faut-il étudier spécifiquement chaque niveau hiérarchique ? 
Le choix du troupeau comme échelle d'observation peut entraîner des difficultés 
statistiques. Ainsi, quand le modèle est élaboré à l'échelle de l'individu (point de vue 
biologique) alors que l'échantillonnage initial a porté sur des troupeaux (point de vue 
opérationnel), voire des villages, il est vraisemblable que l'hypothèse d'indépendance des 
observations n'est pas respectée. Or, cette hypothèse est fondamentale dans de 
nombreuses méthodes statistiques (notamment les techniques de régression). CORN-
FIELD [1 O] démontre que la pratique qui consiste à échantillonner des groupes puis à 
effectuer une analyse à l'échelle de l'individu sans précaution, donne des résultats 
décevants et devrait être proscrite. 
Pour pallier ces difficultés, BENDIXEN [11] préconise la réalisation d'enquêtes cas-
témoins différentes pour chaque niveau de la hiérarchie. Pour la mise en évidence des 
facteurs de risques individuels, il recommande d'échantillonner le témoin dans le même 
troupeau que le malade. Pour ceux relevant du troupeau, il suggère de stratifier ces 
derniers selon l'incidence de la pathologie étudiée et de comparer les strates extrêmes. 
Les troupeaux à forte incidence sont les cas, et les troupeaux à faible incidence sont les 
témoins. Pour standardiser les effets individuels à l'intérieur de chaque troupeau, 
BENDIXEN conseille de travailler sur des "sous-troupeaux" homogènes vis-à-vis du (des) 
facteur(s) de risque individuel(s) considéré(s). 
Cependant, cette façon de procéder peut se révéler impraticable. Si plusieurs 
facteurs de risque sont importants à l'échelle individuelle: les strates contiennent un très 
faible nombre de sujets. De plus, elle ne répond pas à nos préoccupations: elle ne 
permet pas de déterminer la part de la variabilité imputable à chaque échelle, ni de 
comparer entre elles les covariables de niveaux différents. Par ailleurs, elle impose des 
conditions d'échantillonnage incompatibles avec les conditions de l'Afrique [8]. 
La formulation statistique du modèle doit refléter la hiérarchie du système, c'est-à-
dire traiter différemment les variables explicatives selon l'échelle à laquelle elles se 
réfèrent. 
1.1.2. Choix de l'échelle d'observation et stratégie d'échantillonnage. 
Contraintes en milieu difficile 
Dans l'enquête [Tchad], le système étudié est constitué de 3 sous-systèmes em-
boîtés (Fig. 4): 
~ l'individu (chèvre), 
~ le troupeau de concession (groupe d'animaux passant la nuit près de 
l'habitation d'un même éleveur), 
~ le troupeau de jour (rassemblement de plusieurs troupeaux de concession 
conduits au pâturage par un même berger). 
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L'échelle d'observation la plus Fig. 4. Schéma d'un système d'élevage: enquête [Tchad} 
pertinente en termes opérationnels est 
celle du troupeau de concession. Con-
crètement, cela signifie que la popula-
tion de référence devrait être l'ensem-
ble des troupeaux de concession de la 
région enquêtée. L'échantillon étudié 
serait alors obtenu par sondage aléa-
toire parmi cette population. Ceci pose 
peu de problèmes dans les pays déve-
loppés, où tous les élevages sont ré-
Troupeaux de 
--:;~~~~~~~~:;:Z:î===::::concession 
Troupeaux 
de jour 
_univers 
étudié 
pertoriés. Il n'en va pas de même dans les pays en développement: les infrastructures 
routières sont faibles (problèmes de déplacement) et les éleveurs ne sont pas recensés 
(pas de base de sondage). Pour des raisons pratiques, l'échelle retenue pour l'échantil-
lonnage est le village, indépendamment des considérations sur le système d'élevage. 
Cela revient à faire un sondage en grappe, et rejoint ainsi les recommandations 
de SCHERRER [12]: L'échantillonnage par degré s'impose lorsque les objectifs de l'étude 
visent l'estimation de paramètres aux différents niveaux d'unités ... [Il] est fortement 
recommandé lorsqu'il est plus commode de prélever de façon aléatoire des grappes 
(voires des supergrappes) puis des éléments au sein de ces grappes que des éléments 
directement. 
Cette solution a été retenue dans l'enquête [Tchad]: l'échantillon de troupeaux de 
concession (échelle d'observation) a été obtenu par un sondage à 2 degrés (sondage par 
g(W?~es). Le village représente le 1er degré, et le troupeau de concession représente le 
2e degré. Dans chaque troupeau, l'échantillonnage a été exhaustif: tous les individus 
ont été suivis. Dans d'autres étl,Jdes, on aurait pu envisager un échantillonnage des 
individus, introduisant ainsi un 3eme degré dans le sondage. 
1.2. Ecriture du pré-modèle conceptuel d'analyse 
Cette phase est en fait contemporaine des étapes précédemment décrites. Il s'agit 
de résumer visuellement, sous forme d'un schéma, toutes les hypothèses des interactions 
étiologiques entre variable à expliquer et variables explicatives. Les écologistes comme 
GIGON [13] qualifient parfois ce schéma de "modèle hiérarchique de la toile d'araignée 
cybernétique des relations étiologiques et associées" (mode/ of the hierarchic cybernetic 
web of causal and correlative factors). 
En épidémiologie, un vocabulaire plus concis a été adopté: path diagram en 
anglais, que JENICEK et al. [14] ont traduit "schéma des interactions étiologiques". En 
général, les auteurs se servent de ces schémas dans le cadre de l'analyse des 
interactions étiologiques (path analysis en anglais), dont la théorie a été formulée par 
WRIGHT, un généticien, dès 1921 [15]. Il fallut attendre 1972 pour que cette technique 
soit introduite en épidémiologie, par GOLDSMITH et BERGLUND [16] qui ont d'emblée 
remarqué son intérêt pour l'étude de systèmes complexes et/ou hiérarchisés: l'analyse 
des interactions étiologiques nous aide à déterminer les relations étiologiques vraisembla-
bles entre une série de variables indépendantes et une ou plusieurs variables de santé 
dépendantes .. . On établit tout d'abord la liste des variables supposées importantes et on 
les structure d'une certaine manière. 
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1.2.1. Chronologie et logique du déroulement des événements 
En 1977, GOLDSMITH [17] formalise les règles 
d'écriture de ces schémas en épidémiologie et justifie 
l'emploi de la méthode. Avec la régression multiple pas-à-
pas (très employée en épidémiologie), on suppose implicite-
ment que 2 variables explicatives x et y ont des relations 
symétrique entre elles et asymétrique avec la variable à 
expliquer z (Fig. 5). L'algorithme choisit entre x et y la varia-
ble ayant la plus grande variance dans la covariance 
commune de x et y avec z, en l'absence de considérations 
logiques ou biologiques. 
GOLDSMITH s'appuie sur un exemple fictif de l'étude 
de la mortalité quotidienne M dans les grandes villes, en 
fonction de la température T, la pollution P et les conditions 
météorologiques W. Le schéma complet des interactions, 
implicitement accepté quand on effectue une régression 
multiple pas-à-pas, est indiqué ci-contre. 
La chronologie des événements observés au cours de 
l'enquête peut entraîner des simplifications: si de forts 
Fig. 5. Interrelations entre varia-
bles: régression pas-à-pas 
Fig. 6. Schéma des interactions 
implicites 
niveaux de pollution étaient observés avant la survenue d'un changement de température, 
la relation T -+ P n'aurait pas de sens. 
Si les observations ou des connaissances antérieures 
permettaient de penser que les conditions météorologiques 
provoquaient à la fois un changement de température et une 
forte pollution, on proposerait comme schéma explicatif de la 
mortalité le diagramme ci-contre : toutes les relations sont 
unidirectionnelles et certaines relations théoriquement 
possibles (comme W -+ M) ne sont pas retenues. 
Selon une convention consacrée par l'usage, la 
Fig. 7. Schéma des interactions 
plausibles 
T /!~ 
W~ ·~M 
p 
variable dépendante est placée à droite, les variables explicatives les plus à gauche étant 
celles dont l'action est la plus ancienne. L'axe gauche -+ droite représente donc la 
structure conférée par le temps. L'ordre chronologique de survenue des événements est 
d'ailleurs l'élément hiérarchique le plus souvent pris en compte par les auteurs qui 
utilisent l'analyse des interactions étiologiques. Ils ont parfois du mal à rendre compte des 
autres hiérarchies auxquelles ils sont confrontés. 
On peut le constater sur un exemple (Fig. 8) tiré d'un article de LAFI et KANEENE 
[18], consacré à une étude du syndrome de retours répétés en chaleurs dans des éleva-
ges bovins laitiers, aux Etats-Unis. La définition du syndrome est pragmatique: 
l'amalgame est fait entre l'échec de l'insémination et les avortements précoces. Les varia-
bles explicatives relevées sont des facteurs de risque bien connus, relatifs à l'envi-
ronnement, la nutrition, la pathologie, les pratiques d'élevage et la production laitière. Les 
objectifs de l'analyse sont de quantifier les relations entre le syndrome et ces groupes de 
facteurs de risque, et de proposer un modèle prédictif de l'incidence de ce syndrome par 
élevage. L'échelle privilégiée de l'analyse est donc le troupeau. 
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Fig. 8. Diagramme des interactions: enquête retours répétés en chaleurs (LAFI et KANEENE) 
Variable synthétique 1 
Caractéristiques du troupeau 
et de l'environnement: 
parité annuelle moyenne, 
taille moyenne annuelle, 
type de logement 
Variable synthétique 3 
Variable synthétique 5 
Conduite de la reproduction 
Taureau, % de vaches inséminées 
artificiellement, moment de l'insémination 
Maladies survenant moins r:=-------------~ de 72 h après le vêlage t,-
Dystocie, fièvre vitulaire, 
rétention placentaire 
SYNDROME DE 
Variable synthétique 2 
Nutrition pendant le tarissement 
ensilage de maïs, foin , ensilage d'herbe 
Variable synthétique 4 
Maladies survenant plus de 72 h 
après le vêlage 
Métrite, kystes ovariens, cétose 
mammite, avortement 
Variable synthétique 6 
Production laitière 
Quantité totale de lait vendu 
en 1 an 
Des variables synthétiques sont construites à partir des facteurs de risque, dans 
le but de réduire le nombre des interactions à envisager et de faciliter l'interprétation des 
résultats. Trois variables synthétiques sont relatives aux individus (3, 4 et 6), alors que 
les autres (1, 2 et 5) décrivent l'environnement, le troupeau et les pratiques d'élevage. La 
hiérarchie n'est pas explicitée: les auteurs parlent uniquement de variables endogènes 
(individus) et exogènes (troupeau, conduite, milieu). La traduction graphique est confuse: 
dans le diagramme, les variables synthétiques décrivant les individus sont mélangées 
avec celles décrivant les pratiques d'élevage. De plus, la variable synthétique 1 (caracté-
ristiques du troupeau et environnement) es;f hétérogène: on y trouve à la fois des 
descripteurs dë la structure du troupeau etde son environnement (logement), qui ont peu 
de raisons .d'être liés. Dans ce papier, la seule hiérarchie considérée comme importante 
est celle induite par la chronologie des événements. L'organisation du système étudié en 
troupeaux et individus dans les troupeaux est négligée. 
1.2.2. Figuration des autres hiérarchies structurant le système 
Dans un article consacré à la mise au point d'un modèle d'étude des facteurs 
socio-économiques favorisant le paludisme en Colombie [19], BANGUERO propose un 
pré-modèle (Fig. 9) pour un système composé de 3 sous-systèmes emboîtés: individu, 
foyer familial et communauté. L'échelle privilégiée est celle du foyer. Dans ce modèle, la 
hiérarchie est figurée sur l'axe vertical (Communauté - Foyer - Individus, de bas en 
haut), alors que l'axe horizontal, plutôt que de représenter la chronologie des événe-
ments, détaille la stratégie de l'analyse: synthèse et agrégation des informations les plus 
à gauche (informations de base) pour simplifier l'analyse finale. Cela correspond aux 
variables synthétiques de LAFI et KANEENE, mais l'organisation hiérarchique socio-
familiale est respectée. En revanche, la chronologie des événements n'est pas prise en 
compte. 
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Fig. 9. Modèle d'étude des facteurs favorisant le paludisme en Colombie (d'après BANGUERO) 
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,------i environnement 
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Richesse 
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Degré d'intégration 
Degré d'organisation 
Degré de participation 
Degré d'organisation 
politique et administrative 
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production et d'utilisation Activités 
des services anti-paludéens familiale Incidence 
et d'aménagement des t-----'d==.==---~ Prévalence e prevention et 
logements de traitement du du 
Dépenses publiques 
et privées en services 
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Contraintes budgétaires 
publiques 
,.,,T aludisme 
Communauté 
santé, éducation, 
logements, eau, 
électricité, égouts, 
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2. Modèles statistiques pour l'étude des hiérarchies logique et temporelle 
L'ordre chronologique et/ou logique de survenue des éléments est la hiérarchie la 
plus simple et la plus générale que l'on puisse considérer. Cette hiérarchie est prise en 
compte dans l'analyse des interactions étiologiques. Historiquement, cette technique s'est 
d'abord appuyée sur la régression linéaire multiple. 
2.1. Régression linéaire 
WRIGHT travaillait sur des variables quantitatives. Il utilisait la régression linéaire 
et estimait les paramètres par la méthode des moindres carrés. Dans ce cas, l'analyse 
des interactions étiologiques conduit à calculer des coefficients d'interactions Pij· Ce sont 
des nombres mesurant la proportion de la variabilité de la variable dépendante i 
directement expliquée par la variable indépendante j. 
Concrètement, on peut schématiser l'analyse de la sorte (voir aussi Fig. 10), 
d'après GOLDSM 1TH [17]: 
~ On effectue tout d'abord plusieurs régressions partielles. Pour chacune de ces 
régressions, on prend comme variable dépendante une variable du pré-modèle à laquelle 
aboutissent directement les pistes d'autres variables. Les covariables de chaque régres-
sion partielle sont toutes les variables dont les pistes mènent directement à la covariable 
considérée. On obtient à l'issue de cette première étape un ensemble de coefficients de 
régression. 
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iw On pose ensuite 
que les coefficients 
de régression sont 
des combinaisons 
linéaires des Pii, en 
prenant comms rè-
gle que les Pï des 
interactions e~ pa-
rallèle s'addition-
nent, alors que les 
Pii des interactions 
ert série se multi-
plient. Les Pï sont 
calculés par 1J réso-
lution du système 
d'équations linéai-
res. 
Fig. 1 O. Principe de l'analyse des interactions éüo/ogiques 
Exemple: 
On considère le système des 3 variables T, Pet M (schéma ci-contre). 
On peut envisager 2 régressions partielles: 
• variable dépendante M en fonction des régresseurs P et T 
• variable dépendante Pen fonction du régresseur T. 
La réalisation de la première régression amène le calcul de 2 coefficients 
de régression: R(tm) et R(pm). 
La réalisation de la seconde régression amène le calcul d'un coefficient 
de régression: R(tp) 
On pose le système d'équations linéaires suivant: 
• P(mp) + P(mt) * P(pt) = R(tm) 
• P(mp) + P(mt) * P(tp) = R(pm) 
• P(tp) = R(tm) 
La résolution de ce système d'équations permet d'obtenir les 3 
coefficients d'interaction étiologique recherchés: P(tp), P(pm) et P(tm) 
(schéma ci-contre). 
p T:::: ~ 
M 
p 
~~ T P(pm) ~ 
M 
iw On peut alors décomposer l'effet total d'une variable explicative en effets directs et indi-
rects. Cela permet de simplifier le schéma des interactions étiologiques en éliminant les 
pistes dont les effets directs associés sont faibles par rapport aux effets indirects. Le mo-
dèle statistique final est différent du pré-modèle. Il est d'ailleurs tout-à-fait possible de 
réitérer les calculs en substituant au pré-modèle initial ce modèle final. 
Outre la simplification du modèle de départ, cette analyse permet donc d'obtenir 
un classement des variables explicatives selon l'intensité de leur effet total (décomposé 
en effets direct et indirects), répondant ainsi en partie à l'objectif opérationnel de l'étude. 
Toutefois, il faut souligner, ainsi que le font ALWIN et HAUSER [20], que tout 
raisonnement étiologique doit être mené en se référant au modèle étudié: il subsiste 
toujours la possibilité qu'une variable sous-jacente, non prise en considération dans le 
modèle, explique en fait tout ou partie de l'effet direct d'une variable du modèle. 
De plus, comme toute technique reposant sur la régression linéaire, l'analyse des 
interactions étiologiques est basée sur l'indépendance des observations. Nous avons vu 
que cette condition n'est pas vérifiée dans les systèmes hiérarchisés, si l'échelle 
d'observation privilégiée est différente de l'individu. Divers travaux théoriques ont été 
entrepris pour corriger cette conséquence de la hiérarchie. 
DONNER [21] traite ainsi, dans le cadre du modèle linéaire, des méthodes appro-
priées d'analyse de données provenant d'un échantillonnage de groupes de sujets, ou de 
manière similaire, d'études non expérimentales dans lesquelles le principal traitement 
correspond à une caractéristique s'appliquant à l'échelle du groupe: G modalités d'un 
traitement ex sont étudiées dans le cadre de l'analyse d'une variable à expliquer Y. 
Le but est d'ajuster le traitement ex sur les Xu covariables individuelles, afin de 
pouvoir tester la signification de l'effet de ce traitement. DONNER Rropose un mod~le à 
effets mixtes (effets fixes et effet aléatoire), qu'il écrit ainsi pour le keme individu du jeme 
groupe de la ieme valeur de G: 
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où: constante gJobale, 
effet de la ieme modalité du traitement, en supposant :E ai = 0, 
coefficient de régression partiel de Y sur Xu, 
effet aléatoire du groupe, supposé - N(O, ov2), 
erreur individuelle, supposé - N(O, oe2) . 
Le coefficient de corrélation intragroupe est: 
p = a/ 
DONNER pose Wijk = Vii + eiik• terme d'erreur global, d'espérance nulle et de 
variance ow2 = ov2 + oe . Le modère initial s'écrit alors: 
En écrivant ce modèle, l'hypothèse nulle H0 que l'on cherche à tester est: 
cxi = 0, avec i = 1, 2, ... , G. 
~ si p = 0 (pas de corrélation intragroupe), le modèle se ramène à un modèle habituel 
d'analyse de la covariance; 
~ dans le cas général où p > 0, les techniques usuelles d'estimation des paramètres par 
la méthode des moindres carrés ordinaires conduisent à une surestimation de la 
signification statistique: la variance de ces paramètres est sous-estimée. 
La solution consiste à utiliser pour l'estimation des paramètres non pas la méthode 
des moindres carrés ordinaires mais celle des moindres carrés généralisés. La seconde 
méthode permet en effet de prendre en compte la corrélation intragroupe,~ la diffé©ence 
de la première. Divers logiciels peuvent effectuer ces calculs (SuperCarp c , GLIM c , ... ). 
2.2. Régression logistique 
Nous avons limité notre exposé à des variables dépendantes dichotomiques 
(malade/non malade, survie/mort). Le recours aux techniques présentées dans le 
paragraphe précédent n'est pas possible, car l'hypothèse de normalité des termes 
d'erreur n'est pas vérifiée: leur distribution est binômiale [22]. L'utilisation du modèle 
logistique permet d'éviter ce problème. 
Rappels sur le modèle logistique 
Le modèle logistique est une équation de régression entre une variable 
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dépendante qualitative à 2 classes et n variables explicatives Vi (i = 1, ... n) qui peuvent 
être qualitatives ou quantitatives (BOUYER, [23] et [24]). Le modèle exprime la probabilité 
d'être malade connaissant les valeurs des Vi, par une relation de la forme: 
Pr( M = 1 J Vi, \'2, . . . , Vn) = P = 1 
n 
Si l'on pose: 
alors on peut écrire: 
-(ex +:E p,v,) 
1 + e /=1 
Logit P = Ln( P ) 
1-P 
p 
Logit P = a + L p; V; 
i = 1 
La principale raison du succès du modèle logis(~1ue en épidémiologie est que les 
paramètres pi représentent, sous certaines conditions , les logarithmes des odds ratios 
(OR) associés aux covariables Vi, ajustés sur l'ensemble des autres covariables. Leur 
interprétation biologique est donc aisée. 
Utilisation dans l'analyse des interactions étiologiques 
Récemment, CURTIS et al. ([25], [26]) ont introduit ce modèle dans l'analyse des 
interactions étiologiques en épidémiologie vétérinaire. Les OR étant des mesures de ris-
que multiplicatives, l'amplitude des associations directes et indirectes peut être mesurée 
en assimilant les OR ou les risques relatifs (RR) à des coefficients d'interactions 
étiologiques. Les associations directes sont représentées par les coefficients d'interaction 
(OR ou RR); les associations indirectes sont obtenues en multipliant les coefficients 
d'interaction le long des pistes car, avec la régression logistique, ces coefficients sont 
ajustés sur toutes les autres variables. 
De manière analogue à ce que l'on a vu à la fin du paragraphe précédent, se pose 
le problème de la non-indépendance des observations dans les systèmes hiérarchisés. 
CURTIS et al. [27] soulignent que l'utilisation de la régression logistique multiple 
nécessite la condition que les animaux possédant le même vecteur de covariables soient 
distribués indépendamment et de manière homogène. Le non respect de ces conditions 
modifie le résultat de l'analyse. 
Diverses variantes du modèle logistique ont été proposées pour pallier cette 
difficulté. Dans l'article que nous venons de citer, CURTIS et al. en ont comparé quelques 
unes. L'approche la plus satisfaisante semble être l'introduction dans le modèle d'une 
terme de variance extra-binômiale {VEB). 
(2) En particulier: les covariables doivent être qualitatives, et si elles présentent 
plus de 2 modalités, le codage de ces modalités doit obéir à certaines 
règles. Si les covariables sont quantitatives, les pi ne peuvent pas être 
assimilés au logarithme d'un odds ratio. 
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L'apparition d'une VEB se produit quand les groupes sont hétérogènes vis-à-vis 
du risque de développer la maladie, c'est-à-dire quand les animaux appartenant à 
différents groupes caractérisés par le même vecteur de covariables, n'ont pas la même 
probabilité de développer la maladie. En d'autres termes, une ou plusieurs covariables 
n'ont pas été prises en compte dans le pré-modèle: il y a des facteurs de confusion sous-
jacents. C'est bien ce qui se produit quand on effectue des régressions logistiques 
partielles à l'échelle de l'individu alors qu'il existe un effet troupeau. La VEB peut être 
d'origine très variable (écologique, génétique, ... ). La présence d'une VEB dans des don-
nées analysées par une régression logistique ordinaire entraîne une surestimation de la 
signification statistique des paramètres: la valeur moyenne du paramètre est peu 
modifiée, mais l'écart-type est sous-estimé. 
Dans un article de synthèse sur ce problème, WILLIAMS [28] prés~nte un modèle 
logistique permettant la prise en compte d'une VEB: on suppose que la ieme réponse (1 
~ i ~ n) est un comptage de Ri succès et mi - Ri échecs, et que cette réponse est 
associée aux valeurs (xj1, xi2, ... , xiJ de p variables explicatives. Quand on utilise un 
modèle logistique classique, on suppose que les Ri sont indépendamment distribués 
selon une loi binômiale de paramètres mi et ei, avec: 
e. = I 
1 
1 + e- À1 ' 
et 
p 
Â; = L X;sPs 
s = 1 
Afin d'introduire une VEB, on ajoute au modèle une variable Pi, distribuée sur 
l'intervalle [O, 1 ], d'espérance E(Pi) = ei et de variance Var(Pi) = <I> ei (1 - ei). On suppose 
de plus que: 
iw les différentes Pi sont indépendantes 
iw Pi étant fixée et de valeur pi, Ri suit une loi binômiale de paramètres mi et Pi· 
Il suit que: 
E(RJ = e, ' et Var(.RJ = m,e,{1 - 8J 
1 + <I> (m, - 1) 
La non indépendance entre observations s'exprime par un coefficient de corrélation 
intragroupe <I> > O. 
WILLIAMS indique également la différence entre les méthodes de calcul des 
paramètres Ps, selon que les mi sont identiques ou non, et selon que <I> est connu ou non. 
Les calculs sont complexes et font intervenir le maximum de vraisemblance ou de qua~-
vraisem~ance. Ils sont programmés dans plusieurs logiciels commerciaux (GLIM c, 
EGRET9, ... ). 
2.3. Limites de l'analyse des interactions étiologiques 
L'analyse des interactions étiologiques a l'avantage d'aboutir à un modèle 
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statistique parfaitement cohérent avec le pré-modèle. Comme le schéma de FRONTIER 
l'indique (Fig. 3, ?), le processus d'élaboration du modèle peut d'ailleurs donner lieu à une 
ou plusieurs itérations avant d'aboutir à un résultat considéré comme satisfaisant par le 
chercheur. Les hiérarchies introduites par la chronologie des événements et la logique 
sont donc bien prises en compte. 
Cependant, ces hiérarchies ne sont pas les seules à structurer les systèmes 
d'élevage. En particulier, elles ne décrivent les systèmes emboîtés (l'animal est dans un 
troupeau qui appartient à une exploitation agricole, par exemple). Les techniques telles 
que l'introduction dans le modèle d'un terme de VEB permettent de corriger la non-
indépendance des observations individuelles, mais n'autorisent pas l'explication de la 
variance due à l'effet troupeau. Il y a alors une mauvaise adéquation entre la question 
posée (dans ce rapport) et les méthodes que nous venons de présenter. 
Cette situation pose problème aux auteurs qui essaient de rendre compte d'une 
telle hiérarchie en employant l'analyse des interactions étiologiques. Dans certains 
articles, la question est éludée: les variables de différentes échelles d'observation sont 
considérées sur le même plan dans le modèle statistique. Au mieux, comme èlans 2 
publications de CURTIS et al. concernant les facteurs de risque de la morbidité et de la 
mortalité de veaux Holstein aux Etats-Unis, un modèle est-il élaboré (pré-modèle puis 
modèle statistique) pour chaque échelle d'observation: individu et troupeau ([26], [29]). 
Cependant, les auteurs placent les mêmes covariables et les mêmes variables à 
expliquer dans les 2 modèles: les résultats sont difficiles à interpréter car les 2 analyses 
ne concordent pas. 
3. Modèles hiérarchiques généraux 
Nous allons examiner 2 méthodes actuellement explorées par les biométriciens. 
L'une est fondée sur les probabilités conditionnelles: c'est l'approche bayésienne. L'autre 
se place dans le cadre de procédures d'estimations plus classiques. 
3.1. Modèle hiérarchique bayésien 
3.1.1. Formulation et interprétation 
GATSONIS et al. [30] étudient, aux Etats-Unis, les différences inter-états 
(variabilité géographique) des taux d'utilisation de l'angiographie coronaire après infarctus 
aigu du myocarde chez des malades de plus de 65 ans. L'unité épidémiologique est l'état 
(51 unités). Deux covariables sont utilisées pour caractériser chaque patient: l'âge et le 
sexe. Environ 220.000 cas sont retenus, extraits d'un fichier rassemblant les personnes 
ayant été atteintes d'un infarctus aigu du myocarde en 1987. 
L'objectif de l'analyse est d'expliquer la variabilité de l'utilisation de l'angiographie 
parmi les malades d'un même état, et entre-états. Les auteurs veulent aller plus loin que 
la mise en évidence de l'hétérogénéité des taux: ils souhaitent rendre compte, dans la 
formulation du modèle, de la structure hiérarchique des données: échelle de l'individu et 
échelle de l'état. 
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La variable à expliquer est dichotomique: mise en oeuvre ou pas de l'angiographie 
après un infarctus aigu du myocarde. La régression logistique est utilisée pour modéliser 
la variation intra-état, c'est-à-dire à l'échelle de l'individu. Il est postulé que les variations 
inter-états sont aléatoires. Deux échelles sont définies: 
Echelle 1 : variabilité intra-état (variabilité des individus d'un même état) 
Soit P;.;la probabilité du patient j de l'état ide subir une angiographie. Les auteurs 
supposent qtie Pi, j suit une loi logistique spécifique de l'état i: 
logit PJ 1· = Pi O + Pi 1 X 1 + Pi 2 X 2 + Pi 3 + ··· + P,· k Xk 
' ' ' ' ' ' 
où les X sont les covariables caractérisant les patients (âge, sexe) et leurs éventuels 
termes d'interaction. Il y a donc 51 modèles logistiques de ce type (1 par état). 
Echelle 2: variabilité inter-état 
Le modèle de la variabilité inter-état consiste à poser que les 51 vecteurs de Rk+ 1: 
Pi= (Pi o, Pi 1, ··· Pi iJ', 
' ' ' 
sont chacun des tirages aléatoires indépendants, provenant d'une distribution normale 
multivariée de vecteur moyenne à (k + 1) composantes: 
a: = <a:o, a:1, ... , a:k)', 
et de matrice de dispersion T à (k + 1) lignes et (k + 1) colonnes. 
Les auteurs supposent qu'aucune connaissance préalable ne fournit d'information 
sur les hyperparamètres de population a: et T qui sont inconnus et que l'on souhaite 
estimer. 
Chaque composante du vecteur moyenne a (inconnu) représente la moyenne 
nationale de chaque coefficient correspondant du modèle de régression logistique de 
chaque état. Ainsi, par exemple: · 
51 
L P;,2 
i = 1 
51 
Si chaque covariable est centrée sur sa moyenne nationale, la composante a:0 
représente la moyenne sur les 51 états du logarithme de l'odds ratio (log-odds) de 
l'angiographie pour le "patient moyen" hypothétique, c'est-à-dire dont chaque covariable 
aurait pour valeur la moyenne nationale correspondante. 
T est la matrice des variances et covariances des coefficients p-: le premier 
élément de la diagonale de Test égal à la variance du terme constant pi 0, Var(pi p), de 
la série des 51 régressions logistiques. Le second élément correspond à Var(pi -{), etc. 
' 
Le modèle peut être utilisé pour estimer la distribution de la probabilité de subir 
une angiographie dans chaque strate de malades, définie par un vecteur cj de 
Modèles hiérarchiques en épidémiologie vétérinaire: rapport bibliographique Page 16 
covariables X fixes (âge et sexe données). Les log-odds de la probabilité de subir une 
angiographie pour des malades d'âge et de sexe donnés d'un état i sont calculés par les 
produits ci' P;· En conséquence des suppositions du modèle de l'échelle 2, ces log-odds 
ont une distribution normale de moyenne cj' a; et de variance cj' T cj' 
3.1.2. Estimation des paramètres et vérifications 
L'estimation des paramètres de l'échelle 1 est obtenue en ajustant les modèles de 
régression logistique aux données de chaque état, par la méthode du maximum de 
vraisemblance. Les covariables sont centrées sur leurs moyennes nationales respectives. 
Pour l'estimation des paramètres de l'échelle 2 (a; et T), les auteurs se placent 
dans un cadre d'inférence bayésien, dont on peut, par exemple, trouver un exposé dans 
un article de BERNARDINELLI et MONTOMOLI [31]. Ils comparent 2 techniques: 
a- une analyse bayésienne utilisant l'échantillonneur de GIBBS. Cette analyse comporte 
2 étapes: 
.. 1. Simulations des distributions conditionnelles des paramètres a, Tet P;, avec 
i = 1, ... 51. Les simulations sont effectuées par un échantillonneur de 
GIBBS. Cette méthode de simulation stochastique s'apparente à la 
technique de Monté-Carlo. Elle consiste à construire une chaîne de 
MARKOV dont la distribution à l'équilibre est celle que l'on veut simuler. 
Cela permet de générer, par itérations successives, les réalisations d'une 
distribution multidimensionnelle . 
.. 2. Les moyennes d'échantillon des valeurs simulées constituent les estimations 
de a et T. Ces valeurs sont utilisées pour établir des estimations du log 
odds de la probabilité de subir une angiographie pour les strates de 
malades définies par le sexe et l'âge. 
Selon GATSONIS et al., cette technique donne de bons résultats mais nécessite 
des calculs intensifs, que l'on ne pourrait pas effectuer en routine. 
a- une approximation bayésienne empirique, utilisant un modèle normal des coefficients 
de régression logistique estimés à l'échelle 1 . 
.. 1. On estime les coefficients inconnus P; pour chacun des 51 états grâce aux 
modèles de régression logistique. Les tailles d'échantillon de chaque état 
étant grandes conditionnellement aux P;_ le vecteur des coefficients estimés 
de chaque état suit une loi normale à (k + 1) dimensions, de moyenne le 
vecteur des coefficients P; et de matrice de variance/covariance V; 
(estimée d'après les coefficients des régressions logistiques) . 
.. 2. D'après l'hypothèse de normalité faite pour l'échelle 2, pour a et T donnés, les 
estimations des pi suivent des distributions indépendantes normales à (k+1) 
dimensions, de vecteur moyenne a et de matrice de variance/covariance T 
+ v1 Le centrage et la réduction des covariables des modèles logistiques de l'échelle 1 permettent d'obtenir des estimations des coefficients de 
régression (diagonale de Vp approximativement indépendantes. Cela 
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permet une estimation univariée, plus facile que l'estimation multivariée. 
,. 3. L'estimation de ex et des éléments de la diagonale de T sont effectuées par 
une méthode d'ajustement de la vraisemblance. 
Les procédures classiques de vérification sont utilisées pour les modèles 1 
(équations de régression logistique). Pour le modèle 2, les vérifications concernent surtout 
l'approximation bayésienne empirique, qui nécessite plus d'hypothèses que l'analyse 
bayésienne. 
a- l'hypothèse d'indépendance des pi est vérifiée en examinant la matrice de corrélation 
T. Si elle contient des éléments négligeables en dehors de ceux de la diagonale, 
cela confirme l'absence de corrélation inter-états. 
a- L'hypothèse de nonnalité des pi est vérifiée en traçant le graphe des valeurs centrées 
réduites des valeurs estimées des pi en fonction des quantiles de distribution de 
la loi N(O, 1 ). Les auteurs testent également la normalité des combinaisons 
linéaires des composantes des estimations des p. (toute combinaison linéaire de 
ces composantes doit être distribuée normalemenl si l'estimation de pi suit une loi 
normale multivariée). 
~ L'hypothèse de pennutabilité (absence de tendance). Ils font le graphe de ces mêmes 
valeurs centrées réduites en fonction de la taille des états. 
L'approximation bayésienne empirique est plus simple en termes de calculs, mais 
les hypothèses doivent être soigneusement vérifiées. Elle est bien appropriée à l'exemple 
traité, où les effectifs sont élevés quels que soient les états et les strates de malades 
étudiés. Il n'en irait pas de même si des données étaient manquantes ou incertaines à 
cause de la faible taille des échantillons. 
3.1.3. Bilan 
Les suppositions sont contraignantes pour l'approximation bayésienne. L'indépen-
dance des observations (hypothèse de permutabilité) est essentielle: cela limite l'intérêt 
en épidémiologie vétérinaire. En transposant dans l'exemple [Tchad], cela conduirait à 
admettre qu'il n'y a pas de hiérarchie structurant l'échelle du troupeau de concession. 
Cependant, cette difficulté peut être surmontée en élaborant des modèles plus 
complexes, développés pour tenir compte d'effets de gradients. Une revue des techniques 
actuellement disponibles est faite dans l'article de BERNADINELLI et MONTOMOLI [31]. 
Par ailleurs, les calculs sont complexes, très longs et ne sont pas disponibles dans 
des logiciels commerciaux. BERNADINELLI et MONTOMOLI sont optimistes sur cet 
aspect, en tablant sur les progrès de l'informatique dans un proche avenir. 
GATSONIS et al. n'ont pas cherché à identifier les facteurs de variation à l'échelle 
supérieure. Ils indiquent cependant, dans leur discussion, que leurs recherches actuelles 
vont vers la mise au point d'un modèle de régression de la moyenne des pi, permettant 
ainsi la prise en compte de covariables caractéristiques des états. 
Ce modèle offre des perspectives intéressantes, mais est encore du domaine de 
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la recherche biométrique. Il est difficilement applicable en épidémiologie vétérinaire dans 
les conditions actuelles. 
3.2. Modèles de régression à plusieurs échelles 
Ces modèles peuvent être vus comme des transpositions de modèles d'analyse 
hiérarchique de la variance (nested analysis of variance) décrits par SOKAL et ROHLF [32] 
(par exemple), pour des variables quantitatives. Le modèle d'analyse hiérarchique de la 
variance à 2 niveaux s'écrit: 
où: 
y .. k 
IJ µ 
A-l s .. 
IJ 
eijk 
kème observation du jème sous-groupe du ième groupe, 
moyenne de la population, 
contribution aléatoire du i~me groupe du niveau. su;érieur A de la hiérarchie, 
contribution aléatoire du je~e sous-groupe dµ iem groupe, , 
terme d'erreur associé au keme individu du jeme sous-groupe du ieme groupe 
On suppose que Ai, Bii et eiik suivent des lois normales de moyennes nulles et 
de variances respectivês a A , ( a 8 c A)2 et a2 . 
La démarche exposée par SOKAL et ROHLF consiste à tester, dans un premier 
temps, la signification de l'effet Bii' situé le plus bas dans la hiérarchie, sans tenir compte 
de l'effet Ai. Si aucun effet n'est mis en évidence, on arrête l'analyse. Dans le cas 
contraire, on poursuit en adoptant le point de vue inverse: on ne tient compte que de Ai. 
A l'issue de ces 2 étapes, on peut décomposer la variance totale en ses diverses 
composantes hiérarchiques. 
3.2.1. Modèles linéaires mixtes 
GOLDSTEIN [33] s'appuie sur l'exemple suivant: il considère un ensemble de 
données organisées en 3 échelles hiérarchiques: des écoles, des classes dans ces 
écoles et des enfants dans ces classes. Nous détaillons ce modèle, car cette strucJure 
est analogue ,à celle du système d'élevage caprin de l'enquête [Tchad]. Pour le jeme 
enfant de la ieme classe de la keme école, le modèle complet s'écrit: 
chaque échelle de la hiérarchie étant elle-même décrite par un modèle linéaire: 
a- pour l'échelle de l'école: 
* ~ Yk = Yo + Y1W1,k + ··· + vk = L..J y,w,,k + vk 
l=O 
où: vkest un variable aléatoire telle que E(v,J = 0 et var(v,J = a/, 
et r, est le coefficient de la pme covariable wl,k de l'école k 
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.. pour l'échelle de la classe: 
OÙ 
et 
p 
= L P,,kzt,ki + uki 
l=O 
uki est un variable aléatoire ~lie que E(u,,J = 0 et var(u,J = alJ2(k) , 
pl k est le coefficient de la pme covariabÎe zl ki de la classe ki 
' ' 
.. pour l'échelle de l'enfant: 
où 
et 
r 
a~ = a.a + a.1,kiX1,kij + ··· + ekii = L a,,kixt,kii + ekii 
l=O 
ekij est un variable aléatoire telle que E(ekiJ = 0 et var(ekij = a2{ki), 
a I, ki est le coefficient de la pme covariabl~ xl,kij de l'entâht kij 
Par substitution , le modèle complet s'écrit donc: 
r p q 
Ykff= «o +Po+ Yo + L «1,ki~kii+ L P1,kz1,ki+ L Y1~k+ (vk+ uki+ eki) 
/=1 /=1 /=1 
soit en notation matricielle: Y= X{J + E 
Ce modèle combine des effets fixes X et aléatoires E: c'est un modèle mixte. La 
variance de Y kii ne dépend que des termes liés aux effets aléatoires. Si les covariances 
des effets aléatbires sont nulles, var(Y ki1 = o/ + o 2{k) + o2{ki). La variance globale de 
Y peut être décomposée en parties s~écifiques fe chaque échelle: école, classe et 
enfant. GOLDSTEIN indique comment exprimer ces composantes en fonction des 
variances o/, ou2{k) et o2{ki). 
L'estimation des paramètres est fournie par un algorithme itératif des moindres 
carrés généralisés, que GOLDSTEIN a modifié ultérieurement [34] afin d'obtenir des 
estimateurs non biaisés (algorithme itératif des moindres carrés généralisés non biaisés 
restreints). Dans les 2 cas, les résultats sont identiques à ceux obtenus avec le maximum 
de vraisemblance (ou le maximum de vraisemblance restreinte) si les termes d'erreur 
suivent une loi normale multivariée. 
On peut inclure des termes d'interaction entre variables de même niveau ou de 
niveaux différents, et des coefficients aléatoires. Le modèle s'exprime alors, en notation 
matricielle: 
Y=XP +Ze, 
Z et e sont les analogues aléatoires de X et p. 
La formulation du modèle se rapproche de nos préoccupations. Toutefois, il ne 
permet pas de traiter les variables dichotomiques. Pour cela, il faut envisager des 
modèles hiérarchiques non linéaires mixtes. 
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3.2.2. Modèles non linéaires mixtes 
3.2.2.1. Méthode 
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Le modèle hiérarchique non linéaire à effets mixtes peut être écrit comme la 
somme d'une composante non linéaire et d'une composante linéaire [35]: 
y = f(~ p +Zuu) + X2Y + ZBe 
test une fonction non linéaire. p et y sont des vecteurs de coefficients fixes, de matrices 
de réalisation correspondantes x1 et x2. e, u sont des ensembles de variables aléatoires 
d'espérances nulles et de matrices de réalisation correspondantes Ze et Zu. Les 
composantes ?f ces éléments sont lîs suivantes: T T 
P = (P0, ... , P1) , y= (y0, ... , Ym) , u = (u1, ... , up) e = (e1, ... , eq) , 
X1 = (x11 • ... , x11), X2 = (x21 • ... , x2m), 2u= <2 u1' ... , 2 up), 2 e = (ze1' ... , 2 eq). 
IGi' Habituellement, Zu et Z9 sont des sous-ensembles de x1 et x2, mais ce n'est pas 
indispensable. Zu et Ze peuvent avoir des vecteurs communs. 
IGi' Les variables aléatoires peuvent être relatives à n'importe quel niveau: dans certaines 
applications, e contient les vecteurs aléatoires de l'échelle 1 et u contient les 
vecteurs aléatoires de toutes les échelles supérieures. 
Une application de ce modèle peut nous intéresser: il s'agit du modèle hiérarchique 
log linéaire à 2 échelles, où la variable dépendante est qualitative. Les composantes du 
vecteur réponse sont des proportions 1thi( une pour chaque cellule i du tableau de contin-
gence à plusieurs entrées défini dans cnaque unité j de l'échelle 2 (h = 2). 
GOLDSTEIN écrit le roodèle suivant pour la jroportion moyenne de la hème unité 
de niveau 1 située dans la ieme cellule de la jem unité du niveau 2: 
I 
log (1thJ = L Pikxhiik 
k=O 
Lï 1rhii = 1; h = 1, ... , q; ï = 1, ... ,. mh 
Il y a un total de (q * mj) unités du niveau 1 dans la jem unité du niveau 2. 
1rhiiest la réponse prévue par le modèle. La proR.ortion observée lors de l'enquête 
est phï, bù nï est la taille de la pme cellule de la 1 me unité de la 2eme échelle. Le 
nom br~ de réptnses positives observées ni; phij est distribuée conditionnellement à i et 
j, selon une loi multinomiale de moyenne T'ïj 1rhq· 
Certains coefficients Pjk (voire tous, si cela se justifie) peuvent être envisagés 
comme des variables aléatoirês à l'échelle 2: P·k= pk+ U·k(k = 1, ... 1). Les termes U·k 
sont des variables aléatoires de l'échelle 2, 1 de moye~nes nulles, de distributio~s 
continues et de matrices de covariance finies. 
Les xhïk sont d'une part des variables de l'échelle 1, transformées en variables 
factices (dum'fl/,y variables) pour les besoins de l'analyse, et d'autre part des covariables 
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de l'échelle 2 mesurées à cette échelle. 
L'estimation des paramètres se fait en 2 temps. La première étape consiste à 
linéariser l Les mêmes procédures que dans le modèle hiérarchique linéaire sont ensuite 
utilisées. 
3.2.2.2. Exemple: analyse du chômage en Ecosse 
La variable à expliquer est la proportion des non-chômeurs, caractérisés par 2 
variables: le sexe et le niveau de qualification professionnelle (qualifié/non qualifié). 122 
zones géographiques sont échantillonnées. Le modèle hiérarchique comporte 2 échelles: 
l'individu et la zone géographique. La zone géographique n'est décrite par aucune 
covariable. GOLDSTEIN écrit le modèle suivant: 
(i = 1, ... , 4) 
xï1 est une variable factice pour le sexe, 
xi~2 est une variable factice pour le niyeau de qualification, 1t/j est la pr:o~ortion attendue dans la ieme cellule du tableau de contingence 2 x 
2 (jans la je e zone, 
le terme Poj est aléatoire: PQj = Po+ ui, où Po est la moyenne (inconnue) des Poj 
dans les j t'ones étudiées, ef uj est urte variable aléatoire - N (0, a2) 
L'estimation des para-
mètres du modèle est résu-
mée dans le tableau ci-con-
tre. Les calculs sont effectués 
par un logiciel spécifique mis 
au point par RASBASH, 
PROSSER et GOLDSTEIN 
[36]. Les 4 effets aléatoires 
de l'échelle 1 correspondent 
aux 4 catégories différentes 
d'individus. Ce sont respec-
tivement (1) les hommes non 
qualifiés, (2) les hommes 
qualifiés, (3) les femmes non 
qualifiées et (4) les femmes 
qualifiées. 
Paramètre Estimation 
Fixes 
"Constante" 0,522 
Sexe 0,148 
Qualification 1,003 
Aléatoires 
Echelle 2 (zones) 
a11 2 0,225 
Echelle 1 (individus) 
2 1,20 0 e1 2 0,94 0 e2 
2 0,88 0 e3 
Oa..12 1,09 
Ecart-type 
0, 11 
0, 11 
0,08 
0,20 
0,16 
0,14 
0,16 
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3.2.3. Bilan 
Le modèle hiérarchique non linéaire paraît susceptible de répondre à la plupart des 
situations rencontrées en épidémiologie vétérinaire, et particulièrement dans les enquêtes 
écopathologiques effectuées dans des systèmes d'élevage complexes. 
Cependant, l'exemple fourni par GOLDSTEIN est peu démonstratif: aucune 
covariable n'est envisagée à l'échelle supérieure, et surtout, il ne compare pas ses 
résultats avec ceux que l'on pourrait obtenir avec un modèle non hiérarchique. 
Une telle comparaison est effectuée par ALBANDAR et GOLDSTEIN dans un 
article d'application au domaine dentaire [37]. Les auteurs confrontent un modèle linéaire 
non hiérarchique et un modèle linéaire hiérarchique. Malheureusement, la partie 
méthodologique est peu détaillée et ne permet pas de comprendre toutes les hypothèses 
ayant présidé à la conception du modèle statistique. De plus, le modèle linéaire simple 
qui sert de point de comparaison n'est pas explicité dans cet article: il est fait référence 
à un autre article dont quelques résultats sont rappelés. Toutefois, il est indiqué que le 
modèle hiérarchique fournit des résultats plus simples en termes de parcimonie en 
variables. La variance des coefficients est plus forte qu'avec le modèle non hiérarchique, 
ce qui diminue la signification statistique, et permet d'éliminer des variables qui avaient 
été conservées avec ce modèle. 
4. Conclusion 
Pour conclure cet exposé, nous voudrions citer 2 exemples dont les enseigne-
ments sont convergents. 
1. Une revue internationale attire l'essentiel des articles de résultats d'enquêtes épidémio-
logiques en médecine vétérinaire: il s'agit de Preventive Veterinary Research 
(Elsevier). Depuis 3 ans, 164 articles ont été publiés, dont 9 correspondaient au 
cadre fixé en introduction: 
~ au moins 2 niveaux hiérarchiques d'organisation différents, 
~ analyse simultanée des covariables définies à chacun des niveaux, 
intervenant sur la même variable à expliquer, 
~ variable à expliquer de nature dichotomique. 
Les méthodes statistiques employées dans ces 9 articles étaient la régression 
logistique avec effet aléatoire (5 cas), la régression logistique ordinaire (1 cas), l'analyse 
des interactions étiologiques (2 cas) et l'analyse discriminante barycentrique (1 cas). 
Il est clair que les méthodes hiérarchiques exposées dans la dernière partie de ce 
rapport ne sont pas encore passées dans la pratique. La principale raison de cette 
situation semble être que les connaissances biométriques elles-mêmes, mais également 
leur vulgarisation auprès des non-spécialistes, sont encore insuffisantes. Aucune méthode 
ne s'est imposée, et les algorithmes permettant l'estimation des paramètres nécessitent 
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encore de longs calculs sur les gros systèmes informatiques (en particulier pour les 
techniques bayésiennes). 
Ce dernier aspect est d'ailleurs rédhibitoire pour les épidémiologistes travaillant 
dans les milieux tropicaux défavorisés, qui ne disposent que de micro-ordinateurs. 
2. Le premier congrès international d'écopathologie s'est tenu en octobre 1993 à 
Clermont-Ferrand, organisé par le Laboratoire d'écopathologie de l'INRA. Environ 
200 participants de 25 nationalités y ont assisté. La plupart des pays d'Europe 
occidentale, les Etats-Unis et le Canada étaient représentés, mais également de 
nombreux pays en développement (Algérie, Brésil, Inde, Maroc, Sénégal, Tchad, 
Zimbabwé). La question de la hiérarchie a souvent été abordée, beaucoup plus 
dans les discussions que dans les communications elles-mêmes. Les auteurs 
faisaient remarquer le manque d'outils, tant sur le plan théorique que sur celui des 
méthodes programmées dans les grands logiciels du commerce. 
Les chercheurs souhaiteraient donc pouvoir analyser simultanément des covaria-
bles relevant de différents niveaux d'organisation d'un système hiérarchique, mais ils sont 
confrontés à un obstacle majeur de méthodologie statistique. 
Dans le travail d'application de ce mémoire bibliographique, nous souhaiterions 
étudier la possibilité de surmonter ce problème. Dans un premier temps, nous voudrions 
détailler soigneusement l'étape de l'élaboration du pré-modèle conceptuel d'analyse. 
Nous envisagerions ensuite de mettre en oeuvre une des méthodes décrites dans 
la troisième partie: la régression non linéaire hiérarchique, et la comparer à une méthode 
de référence non hiérarchique très utilisée depuis quelques années: la régression 
logistique avec variance extra-binômiale. Nous essayons actuellement de nous procurer 
les logiciels qui nous permettraient d'effectuer les calculs pour ces 2 techniques. 
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5. Annexe: bibliométrie 
Pour les besoins de ce rapport, la recherche bibliographique a été effectuée selon 
4 axes principaux. 
Œw" Tout d'abord, 2 ba-
ses de données biblio-
graphiques ont été 
consultées: CAB et 
MEDLINE, disponibles 
sur CD-ROM au centre 
INRA de Theix. 3 
mots-clés ont seNi à 
élaborer les requêtes: 
MODEL * (pour modèle 
ou modélisation ... ), 
HIERAR* (pour hiérar-
chie ou hiérarchique ... ) 
et EPIDEM* (pour épi-
démiologie ou épidé-
mie ... ). 
Les tris croisés 
comportant les 3 mots-
clés conduisent à des 
effectifs très restreints 
(7 références dans 
CAB). Ils ont donc été 
limités à 2 mots.-clés: 
MODEL* et HIERAR* 
d'une part, et MO DEL* 
et EPIDEM* d'autre 
part. Ces mots-clés ont 
été recherchés dans le 
titre et le résumé des 
publications. MO DEL* 
et EPID* ont été re-
cherchés uniquement 
dans CAB. 
Fig. 11. CAB, mots-clés EP/D* et MODEL* 
(n = 832) 
Biométrie 5.2% 
Ecologie 4.0% 
Epid. humaine 19.6% Méd. vétérinaire 4.7% 
Epld. vétérinaire 18.9% 
Fig. 12. CAB+ MEDUNE, mots-clés HIERAR* et MODEL* 
(n = 637) 
Biométrie 5.7% Autre 17.4% 
Génétique 11.9% Agronomie 11 .0% 
Méd. humaine 
Méd. vétérinaire 0.8% 
Les résultats globaux sont présentés dans les 2 figures ci-dessus, où les articles 
ont été classés par grand domaine. Les résumés de ces 1.469 articles ont été examinés. 
47 articles ont été jugés intéressants et ont été commandés, dont 8 ont été utilisés dans 
la rédaction de ce rapport. 
Modèles hiérarchiques en épidémiologie vétérinaire: rapport bibliographique Page 25 
" Les références citées dans chacun des 4 7 articles commandés ont été examinées, ce 
qui a conduit à commander une quarantaine de publications supplémentaires, dont 9 ont 
été utilisées pour ce texte. 
Parmi les articles commandés, une forte proportion provient de revue de 
statistiques appliquées à la médecine. 
"Tous les numéros de Preventive Veterinary Medicine ont été examinés (revue crée en 
1985). Nous avons ainsi collecté une vingtaine d'articles, dont 6 ont été utilisés dans le 
rapport. 
" Enfin, le Laboratoire d'écopathologie de l'INRA, où j'effectue mon stage de DEA, 
possède une riche collection bibliographique comprenant ses propres publications et la 
documentation rassemblée par les chercheurs. De plus, certaines références m'ont été 
recommandées par mes parrains pour ce DEA, et par les chercheurs avec lesquels je 
suis habituellement en contact. Une trentaine d'articles et ouvrages ont ainsi été réunis, 
dont 14 ont été utilisées. 
Les 2 premières sources m'ont fourni les articles importants pour les bases 
méthodologiques, alors que les exemples d'applications ou des informations plus 
générales proviennent des 2 dernières. Si je devais refaire une nouvelle recherche 
bibliographique sur cette question, j'inclurais dans les mots-clés les termes MUL Tl-LEVEL 
et NON LINEAR. Toutefois, je ne pense pas que cela aurait fondamentalement modifié 
l'orientation du rapport, les articles supplémentaires se rapportant à ces mots-clés étant 
vraisemblablement très théoriques. 
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