Abstract-Canonical correlation analysis (CCA) is an effective way to find two appropriate subspaces in which Pearson's correlation coefficients are maximized between projected random vectors. Due to its well-established theoretical support and relatively efficient computation, CCA is widely used as a joint dimension reduction tool and has been successfully applied to many image processing and computer vision tasks. However, as reported, the traditional CCA suffers from overfitting in many practical cases. In this paper, we propose sufficient CCA (S-CCA) to relieve CCA's overfitting problem, which is inspired by the theory of sufficient dimension reduction. The effectiveness of S-CCA is verified both theoretically and experimentally. Experimental results also demonstrate that our S-CCA outperforms some of CCA's popular extensions during the prediction phase, especially when severe overfitting occurs.
I. INTRODUCTION

I
N MULTIVARIATE statistics, canonical correlation analysis (CCA) [1] is a classical and popular technique of analyzing the linear relationship between a pair of multidimensional random vectors. It seeks two orthogonal matrices to project the original pair of random vectors into their subspaces 1 of maximal Pearson correlation coefficients and can be applied to many image processing and computer vision tasks [2] - [5] . Being able to efficiently explore connections between random vectors, CCA has been proven a very useful tool of dimension reduction in various learning tasks, such as multi-label classification [6] , in which the two random vectors represent features and class labels respectively, and multi-view learning [7] - [9] , in which both random vectors represent features.
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Digital Object Identifier 10.1109/TIP.2016.2551374 1 The subspaces may also be referred to as a common subspace in some literature. Aiming at seeking two projection matrices to project X and Y into subspaces with common dimension r , CCA obtains the first pair of projection directions by solving the following optimization problem:
in which Cov(x, y) = X T Y , Var(x) = X T X and Var(y) = Y T Y are sample cross-covariance and covariance matrices, respectively. The second and following pairs of projection vectors are derived from maximizing the same objective function as (1) with additional constraints of orthogonality to the previous directions. To solve these sequential optimization problems, a classical SVD algorithm can be applied [10] . With less than (max{ p, q}) 2 N times of multiplication to calculate projection directions, CCA can be very efficient for many practical tasks. Moreover, it has been proven in [11] that the CCA directions can be interpreted as multipliers of the maximum likelihood estimators under some linear and Gaussian assumptions. The corresponding latent variable model is illustrated in Figure 1a , where z is the latent vector. Despite the above merits, the original CCA has been reported to suffer from overfitting [12] - [14] . That is, generally, because the number of parameters to be learned, ( p + q)r , are relatively large when compared with the number of observations, N, the cross-correlation coefficients of projected samples dramatically decrease when a trained CCA model is applied to new test data.
With the development of computer vision, overfitting caused by the curse of dimensionality has become a significant issue in practical learning problems. A number of methods have been developed to cope with the combination of large dimensionality and relatively small data size. Existing methods for CCA are mainly divided into three categories: generative methods based on Bayesian models, ensemble methods and dimension reduction methods. Hence, we shall describe the related methods of different categories separately.
In 2005, Bach and Jordan [11] interpreted CCA from a probabilistic perspective. Following their work up, Klami and Kaski [15] and Wang [16] proposed Bayesian extensions of CCA. Several other variants of Bayesian CCA [17] - [20] have been successively proposed in the following years. Despite the popularity in the machine learning community, Bayesian methods usually suffer from their model and computational complexity, which makes it not a preferred option in some computer vision applications.
Alternatively, ensemble methods are considered to enhance the generalization ability of CCA by some researchers [21] , [22] . Similarly with Bayesian methods, a major concern is also with its computational complexity. Since quite a few pairs of CCA projection matrices need to be learned, it may not be suitable to the practical applications with high data dimension. Besides, it requires plenty of time to do matrix multiplication even in the test phase.
Another category of approaches to enhancing CCA is through dimension reduction. Due to their effectiveness and expansibility, dimension reduction techniques are popularly used in practical learning cases as a building block. To our knowledge, it is very common to apply principal component analysis (PCA) to each random vector before using CCA, especially when the original data dimension is high. However, few other dimension reduction methods are specifically studied or proposed to tackle the overfitting problem of CCA.
In this paper, we follow the line of dimension reduction and propose a novel enhancement to the original CCA, termed sufficient CCA (S-CCA), in order to mitigate the overfitting problem. Under certain assumptions, we theoretically prove that our method generalizes better on new test data without degrading the optimal value of the canonical correlation. Statistically speaking, we first extract some statistical moments essential to the optimal solutions of CCA and then restrict the hypothesis space further through sufficiently reducing the variable dimensions. The seminal work of using sufficient statistics for dimension reduction was proposed in [23] and called sufficient dimension reduction (SDR) afterwards [24] .
The proposed framework is straightforward and effective to enhance the generalization ability of the original CCA. Moreover, because of the recent advancement of SDR, our S-CCA can be efficiently solved in limited time. Hence, by utilizing S-CCA, we can gain even more excellent prediction performance than those of the original CCA and several other extensions of CCA.
The rest of this paper are structured as follows. We present in Section II our S-CCA method and highlight our intuition of S-CCA. In Section III and Section IV, we theoretically and experimentally analyze S-CCA. Section V draws some conclusions.
II. SUFFICIENT CANONICAL CORRELATION ANALYSIS
Our ultimate goal is to find explicit linear functions to map the original data into certain spaces with lower dimension and, simultaneously, to maximize Pearson's population correlation coefficients between projected random variables as much as possible. That is to say, we hope to optimize instead of (1) if possible, in which Cov(·, ·) and Var(·) are the population moments which are usually unknown in practice. However, the error due to the estimation of the population moments by the sample statistics leads to overfitting. With a fixed amount of data, the variance of each element of estimators Var(x), Var(y) and Cov(x, y) is only relevant to the probability distribution p(x, y) [25] . In particular, the total estimation error increases with the number of the elements. Therefore, it would be reasonable to improve the generalization ability of CCA if we can propose a proper protocol to reduce the number of the elements of population moments, i.e., to reduce the original data dimension, beforehand. Following this intuition, we come up with S-CCA, a proper sufficient dimension reduction (SDR) approach for CCA.
S-CCA can be represented as a latent variable model illustrated in Figure 1b . Compared with the original CCA in Figure 1a , S-CCA assumes that there exist rectangular matrices B 1 and B 2 that fulfill
in which the linear projection matrices
Equations (3) and (4) are chosen because they are considered "sufficient" for the optimization problem (2) , which means that the optimal correlation value will not decrease in the new CCA problem for the projected data B T 1 x and B T 2 y. A theorem with more details about this is provided in section III. See Figure 2 for a schematic illustration.
The existence of B 1 and B 2 is easy to be verified when we consider the similar linear and Gaussian case as with [11] . That is to say, assume the joint distribution of x and y is a zeromean multivariate Gaussian distribution, (x, y) ∼ N (0, ), where
in which W 1 and W 2 are two mapping matrices from latent vectors to observations with unit orthogonal columns, and I p and I q are the covariance matrices of the white noises, which are assumed to be identity matrices. As we all know from the joint and conditional Gaussian probabilities,
Similarly, we have
It is easy to find out that
is satisfied if we define matrix B 1 as W 1 . 2 The existence of B 2 can be similarly verified. For nonlinear cases, we cannot ensure the existence of B 1 and B 2 . However, sometimes it is reasonable to assume that a low-dimensional manifold is embedded in the original data space and the mapping function can be approximately represented by a linear projection [27] , which also implies the existence of B 1 and B 2 .
In our S-CCA, the original optimization problem (2) becomes
To solve the above problem, we shall take advantage of the recent SDR algorithms such as [28] and [29] to get B 1 and B 2 first. Then, problem (7) will degenerate to the original CCA problem with lower data dimension.
III. THEORETICAL ANALYSIS OF S-CCA
In this section, we theoretically justify the intuitive use of (3) and (4) for CCA, which is accomplished in two steps.
Firstly, we will demonstrate in Theorem 1 that the optimal correlation value learned by CCA remains unchanged with data pre-projection by matrices B 1 and B 2 satisfying (3) and (4). Consequently, Theorem 1 also indicates that S-CCA seeks the same projection directions with the original CCA in the ideal case. Then we try to verify the intuition that applying dimension reduction before performing CCA will help to relieve the overfitting problem of CCA, which corresponds to Theorem 2.
Suppose that the unit optimal solutions to problem (2) arẽ v 1 andṽ 2 . Without loss of generality, we still assume E(x) = 0 and E(y) = 0. Let us find out the connection between the CCA optimal solutions and the conditional expectations in (3) and (4 
1) there exist matrices B 1 and B 2 fulfilling equations (3) and (4), and
2) E y|x (y|x) and E x|y (x|y) are linear functions of x and y, respectively.
Proof: By applying the Cauchy-Schwarz inequality to (2), we know that the optimal value ρ xy of its objective function satisfies
and the relationship betweenṽ 1 andṽ 2 is
in which λ is a scale factor to make sure ṽ 1 = ṽ 2 = 1. For the linear case above, we can easily get
by multiplying (6) with p(x, y)y T and integrating with respect to (x, y), and
by plugging (3) in. Equations (10) and (11) imply
which means that we can still reach the optimal value ρ xy and the solution of problem (8) holds to beṽ 2 after simply projecting x 1 by B 1 .
From (9) we can get λṽ T 1 x =ṽ T 2 E y|x (y|x) and from (3) we can further obtain λṽ
. Therefore, equation (3) implies that the optimal projection λṽ T 1 x can also be achieved by using a function of B T 1 x, which in such a linear case can be expressed as
in whichṽ 1 represents a unit optimal solution to (7) . Similarly, we can also explain the effectiveness of equation (4) asṽ T 1 B T 1 holds optimal and
in whichṽ 2 represents the other unit optimal solution to (7). Theorem 1 means that once (3) and (4) are fulfilled, we can turn to an optimization problem equivalent to problem (2) but with fewer parameters (i.e., (d 1 + d 2 )r rather than ( p + q)r parameters) to estimate.
Since S-CCA is able to reach the optimal correlation coefficients in the end and it does not matter whether we first project x or y, we can get the following corollary.
Corollary 1: Reciprocally, the S-CCA method based on equations (3) and (4) is equivalent to the S-CCA method based on
However, as approximation always occurs during both the sufficient dimension reduction (SDR) and CCA phases, we would usually obtain different results in practical cases when we apply (3)- (4) or (14)- (15) . Thus, it might be wise to compare and choose between (3)- (4) and (14)- (15) in practice.
Although it is well known that appropriate dimension reduction can relieve the overfitting problem in regression and classification, we would like to specifically verify it for CCA. Moreover, we are particularly interested in how the data dimension will affect the generalization ability of the original CCA.
Let us define the estimation error of (1) as
in whichv 1 andv 2 are the solutions to (1). 3 That is, the error is a function of both the test data x and y and the training data X and Y . A decrease in implies the better ability of generalization. 
Proof: As we know, given vectors u and v and a positive definite matrix Q,
F , it is not difficult to verify that · Q 1 Q 2 is a norm operator, which means
3 In fact, a better option of estimation error should be the absolute difference between the estimated optimal canonical correlation and ρ xy . Here the definition of is given on account of the deduction simplicity.
Furthermore, we shall follow [30] to use the following Lemma 2 to bound Cov(x, y) − Cov(x, y) [31] , [30] . 
Proof: In order to make use of Lemma 2, we first construct proper B and M to satisfy the moment condition.
In our case, i Q 1 Q 2 can be also treated as the Euclidean norm of vec(Q 1/2 2 i Q 1/2 1 ), in which vec(·) represents the operator to unfold matrices into vectors. Therefore, Lemma 2 can be properly applied.
Let B = β xy α xy and M = β xy , then the moment condition in Lemma 2 will be fulfilled. That is to say,
Equivalently,
exp (−t) .
In consequence,
Cov(x, y) − Cov(x, y) of β xy . Thus, reducing the data dimension can be beneficial to tighten the generalization bound of , which is consistent with our intuition.
IV. EXPERIMENTS
We apply our S-CCA to both synthetic and real multi-view data to illustrate and verify the effectiveness of S-CCA. First of all, we introduce the methods to be evaluated and compared in the experiments: P-CCA: As a popular data analysis and processing technique, principal component analysis (PCA) can be used for dimension reduction as well. As we know, PCA has the ability to minimize the squared reconstruction error while reducing the data dimension. Besides, it has a probabilistic interpretation as the maximum likelihood estimator of the Gaussian latent variable model and it is closely connected to CCA. Thus, it is straightforward to combine PCA with CCA and we call it P-CCA in this paper. More specifically, P-CCA applies PCA to X and Y seperately before the CCA calculation. That is to say, it seeks canonical directions from the linear combinations of the first k PC A principal components of X and Y , respectively. B-CCA: Despite the fact that PCA is popular in practical learning systems, it ignores the relationship between the two random vectors studied in CCA. B-CCA is the combination of the bilinear model (BLM) [32] Taking advantage of the mutual information of different random vectors, BLM is also a popular method for dimension reduction for multi-view data. Since the calculation of BLM only involves the eigendecomposition of covariance matrices, BLM would inherit the merit of PCA and be considered as an appropriate choice for pre-projecting high-dimensional data before applying CCA.
S-CCA: As described and analyzed in Section II and Section III respectively, our S-CCA tries to maintain the optimal correlation coefficients while reducing the data dimension. In order to efficiently solve equations (3) and (4), we make use of Fukumizu and Leng's gradient-based sufficient dimension reduction method [28] . Since it is a kernel-based method to learn B 1 and B 2 , the bandwidth of Gram matrices G x and G y should be set in advance. We complete this by using the average of scaled pairwise distances c x i = j x i − 
A. Synthetic Data
We have theoretically shown in Theorem 2 that a preprocessing of dimension reduction or feature selection can be beneficial to tighten the upper bound of . However, it is still unclear in practice how much P-CCA, B-CCA and S-CCA will prevail over CCA. On the basis of Theorem 1, S-CCA should be superior, but this also need to be confirmed by experiments. In this subsection we compare the performance of these methods by using simulated samples and analyze S-CCA's advantages over CCA, P-CCA and B-CCA.
Here we conduct experiments on two types of synthetic data corresponding to two cases unable to be handled well by analyzing principal data component. First we consider random vectors comprising both multivariate Gaussian and non-Gaussian elements:
in which z ∼ N (0, I 100 ), W 1 and W 2 are two different 200 × 100 mapping matrices, η x , η y ∼ N (0, 2 × I 200 ) are random noise vectors which are independent of z, and indicates the Hadamard product. That is to say, each of the views consists of 400 features. A hundred repetitions of 500 samples were generated for the experiments, in which 300 of them were used as the training samples and the rest 200 as the test samples. Due to the impact of noise elements, x and y are highly uncorrelated. Besides, there are nonGaussian elements. Hence we anticipate that P-CCA and B-CCA may not perform well in this case.
Then we consider the linear case with additive Gaussian noise:
in which z ∼ N (0, I 300 ), W is a 300 × 300 mapping matrix, η x ∼ N (0, 10 −4 × I 300 ) and η y ∼ N (0, I 150 ) are two random noise vectors which are independent of z, and V is a 300×150 orthogonal matrix whose rows correspond to the eigenvectors of W W T with relatively small eigenvalues. That is to say, one view consists of 300 features and the other view consists of 150 features. The same number of samples are generated as in Simulation 1). Following [22] , we use the sum of canonical correlations to evaluate the performance of different methods. From Figure 3 and Figure 4 , we can observe clearly that P-CCA, B-CCA and S-CCA all prevail over CCA, which is severely overfit to the training data. This confirms our theoretical result in Section III that a proper pre-projection of the original data can improve the generalization ability of CCA. It is also apparent that S-CCA significantly outperforms P-CCA and B-CCA in the test phase. The inferiority of P-CCA to S-CCA is due to its neglect of cross-view relationship. Although both B-CCA and S-CCA take the cross-view variance into consideration, the intra-view variances may interfere with B-CCA. More specifically, BLM searches for the vectors v 1 and v 2 that 2 , which means that v 1 and v 2 are with high possibility to be chosen if their projected intra-view variances are relatively large. These drawbacks degrade P-CCA and B-CCA in many practical cases, as we shall see further in the next three subsections of experiments on real data.
Furthermore, although we have theoretically proven in Theorem 1 that the optimal value ρ xy in (8) holds after the pre-projection of S-CCA, we are also interested in how much it will degrade in practical cases, because a high ρ xy implies the potential to get a better result on the test set. In order to study this, we can exploit the advantage of data simulation, by further generating a sufficiently large number of training samples to investigate how well S-CCA, P-CCA and B-CCA can approximate the ρ xy of CCA. The top-10 canonical correlations are used as the evaluation criterion and summarized in Table I , where we use as many training samples as no further noticeable improvement in the result can be obtained.
As shown in Table I , S-CCA approximates the best to CCA in terms of ρ xy . This demonstrate that the optimal canonical correlation obtained by S-CCA degrades the least when compared with those of P-CCA and B-CCA.
B. The Dexter Dataset
'Dexter' is a public dataset for text classification and it is one of the datasets for the NIPS 2003 feature selection challenge [33] . In this dataset, there are 1300 samples that each is represented by 20000 integer features, in which only 9947 features are effective. The remaining 10053 distractor features are manually added to make the dataset more challenging. Similarly to Lu and Foster [34] , we split the features into two parts as different views.
Since the features are extremely sparse, many features are always zeros in the training samples. That is to say, the corresponding words do not occur in any of the text and thus have no contribution to the training procedure, so we ignore these features. There are 7751 features left and considered to be adequate, among which the first 500 features are assigned to the first view and the rest are for the second view. According to the competition, the Dexter dataset is divided into a training set of 300 samples, a validation set of 300 samples and a test set of 1000 samples. We follow this division. The sums of the top-10 canonical correlations obtained by CCA, P-CCA, B-CCA and S-CCA are summarized in Table II .
As with the simulated experiments, S-CCA prevails over P-CCA and B-CCA and significantly over CCA on the test set. Note that this time P-CCA shows superior performance when compared with B-CCA, which suggests that a separate PCA projection may mitigate the negative effect of the distractors.
C. PASCAL VOC 2012
The PASCAL Visual Object Classes Challenge 2012 (PASCAL VOC 2012) [35] is an object recognition competition that still draws great attention of the computer vision community. The dataset consists of 17125 images for several different tasks, in which 11540 images are annotated for training and validation of image classification task. Each image can be classified into one or several object classes including 'person', 'bird', 'cat', 'aeroplane', 'bicycle', 'bottle' and so on. Typical samples from the dataset are illustrated in Figure 5 . Since multi-class classification is a popular application of CCA, we propose to use CCA, P-CCA, B-CCA and S-CCA for PASCAL VOC 2012 and compare their performance.
In the original configuration of the competition, 5717 images are used for training and 5823 images for validation while the test is done by the evaluation server. We treat the validation sample set as the test set and use two-fold cross-validation within the training set to roughly tune the parameters, which include the bandwidth scale factors of S-CCA and the numbers of pre-projection bases. The 128-dimensional SIFT descriptors densely extracted from the grayscale image are adopted as the original features and encoded by a Fisher coding [36] procedure. The SIFT features are extracted with a step of 8 and the codebook size is chosen to be 20, making the samples represented by 5120-dimensional vectors. There are 20 object classes, so the label view will be represented by 20-dimensional vectors. Similarly, we first evaluate the sum of the top-20 canonical Table III . We note that, since the pre-projection dimension is set to be larger than 20, we only pre-project the 5120-dimensional feature vectors. Furthermore, to get rid of the classifier's influence, we simply use the Euclidean distance between the projected feature vectors and label vectors as the output score, and then calculate the average precision (AP) [35] and 'area under the curve' (AUC) to measure the classification performance. The comparisons of the results are summarized in Table IV,  Table V and Figure 6 . Tables III, IV and V that, as with the previous experiments, P-CCA, B-CCA and S-CCA all perform remarkably better than CCA, and S-CCA keeps performing the best in terms of the sum of canonical correlations, average AUC and average AP. Figure 6 also demonstrates that S-CCA obtains better classification accuracy than P-CCA and B-CCA in most of the object cases.
D. Sketch-to-Photo Face Recognition
As one of the principal problems of heterogeneous face recognition (or multi-view face recognition), sketch-to-photo recognition has attracted great attention among face recognition researchers. In order to evaluate and compare the performance of CCA, P-CCA, B-CCA and S-CCA in tackling this problem, we choose the CUHK Face Sketch database (CUFS) [37] for experiments. The CUFS database consists of 606 corresponding sketch-photo pairs, in which 188 faces come from the Chinese University of Hong Kong (CUHK) student database and the rest are collected from other public databases. The sketch images form the probe set and the photo images form the gallery set.
We also compare S-CCA with some popular approaches to sketch-to-photo recognition. As shown in Table VI , all the results, except for CCA, P-CCA, B-CCA and S-CCA, are directly cited from the original papers, in which the test sets contain 100 or 300 faces. We follow the test protocol of [42] , which consists of five times of partition of the dataset and utilizes the average rank-1 accuracy as the performance measure. For P-CCA, B-CCA and SCCA, the first 30 canonical correlations are chosen as output and a simple nearest neighbor classifier is applied. Same as the previous experiments, the sum of these canonical correlations are illustrated in Table VI. In fact all the CCA-based methods achieve 100% accuracy on the training set, and thus we only list in the table the accuracy on the test set.
Apparently, CCA suffers from a severe overfitting problem. Although it has the excellent performance on the training set, it performs even worse than the classical Eigenface method [38] on the test set. Keeping the training accuracy unchanged, P-CCA, B-CCA and S-CCA all achieve better test accuracy than CCA (see Table VI ). As a specific solution to overcoming overfitting, S-CCA shows significant superiority for this problem when compared with P-CCA and B-CCA. In addition, we can observe that S-CCA, with no need for a complicated feature extraction procedure, can beat many methods specially designed for sketch-to-photo face recognition. We also note that, for this task, Wang and Tang [37] and Klare et al. [41] methods performed the best, as they either consist of complicated classifier or utilize score fusion technique. Sophisticated feature extraction like the one applied by [41] also helps to reach a better performance, which indicates the importance of image preprocessing and feature learning.
V. CONCLUSIONS
In this paper, we have presented sufficient CCA (S-CCA) to mitigate to overfitting of CCA, inspired by sufficient dimension reduction. We have theoretically proven that S-CCA is able to reach the optimal correlation coefficient even after projecting the original random vectors into subspaces. Besides, we have also quantitatively investigated the effectiveness of such pre-projection by deriving a generalization bound of CCA. S-CCA can be solved by existing methods and has demonstrated superior empirical performance to CCA or established pre-projection methods based on other mechanisms.
