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Abstract
We prove the spacetime positive mass theorem in dimensions less than
eight. This theorem asserts that for any asymptotically flat initial data set
that satisfies the dominant energy condition, the inequality E ≥ |P | holds,
where (E,P ) is the ADM energy-momentum vector. Previously, this theorem
was only known for spin manifolds [38]. Our approach is a modification of
the minimal hypersurface technique that was used by the last named author
and S.-T. Yau to establish the time-symmetric case of this theorem [30, 27].
Instead of minimal hypersurfaces, we use marginally outer trapped hyper-
surfaces (MOTS) whose existence is guaranteed by earlier work of the first
named author [14]. An important part of our proof is to introduce an appro-
priate substitute for the area functional that is used in the time-symmetric
case to single out certain minimal hypersurfaces. We also establish a density
theorem of independent interest and use it to reduce the general case of the
spacetime positive mass theorem to the special case of initial data that has
harmonic asymptotics and satisfies the strict dominant energy condition.
1 Introduction
The following theorem is the main result of this paper. The technical terms are
defined in Section 2.
Theorem 1 (Spacetime positive mass theorem). Let 3 ≤ n < 8 and let (M, g, k)
be an n-dimensional asymptotically flat initial data set that satisfies the dominant
energy condition. Then
E ≥ |P |,
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The spacetime positive mass theorem in dimensions less than eight 2
where (E,P ) is the ADM energy-momentum vector of (M, g, k).
We briefly survey earlier results: The special case of Theorem 1 where k ≡ 0 is
called the time-symmetric case, or sometimes the Riemannian case. It is of particular
importance. In the time-symmetric case, we have that P = 0 and the dominant en-
ergy condition becomes the assumption that the scalar curvature of g is nonnegative.
The last named author and S.-T. Yau proved the time-symmetric case in dimension
three in two articles from 1979 and 1981 [30, 31]. In [33], they extended their proof
of the time-symmetric case to dimensions less than 8, as explained in detail in [27].
In 1981, they considered the general case k 6≡ 0 in dimension three and succeeded
in proving that E ≥ 0 by solving Jang’s equation [32]. Later, E. Witten discovered
a completely different proof that E ≥ |P | in dimension three [38, 25]. Witten’s
technique easily generalizes to all higher dimensions, as long as the manifold is spin
[5, 12]. In dimensions higher than 7, a complication arises in the Schoen-Yau argu-
ment due to possible singularities of minimal hypersurfaces. Two different strategies
for handling this complication have been announced by J. Lohkamp in a preprint
[23] from 2006 and by the last named author in 2009. The first named author has
generalized the spacetime E ≥ 0 theorem to dimensions less than 8 (without spin
assumption) in [16].
For earlier history of this problem, we refer to the introduction of [30]. The E ≥ 0
theorem is sometimes called the positive mass theorem in the literature. We prefer
to refer to it more accurately as the positive energy theorem. We reserve the phrase
positive mass theorem for the E ≥ |P | theorem. This result could also reasonably
be called the future timelike energy-momentum theorem.
Our proof of Theorem 1 is self-contained rather than by reduction to a previously
known case. In particular, it gives a new proof of the E ≥ 0 theorem for non-time-
symmetric data. It follows from the work of D. Christodoulou and N. O´ Murchadha
[7] that the E ≥ 0 theorem implies the E ≥ |P | theorem in the vacuum case via a
boost of the initial data slice in its spacetime development. At the end of this paper,
we explain how our methods from Section 6 allow for a generalization of this boost
argument to arbitrary initial data satisfying the dominant energy condition. This
provides an alternative proof of Theorem 1.
Our main theorem does not include a characterization of the equality case E =
|P |. The natural conjecture states that if E = |P | in Theorem 1, then E = |P | = 0
and (M, g) can be isometrically embedded into Minkowski space with second fun-
damental form k. Our proof of Theorem 1 is by contradiction, so the analysis of the
equality case will require a substantial new idea. We note that the so-called equality
case of the Riemannian positive mass theorem is derived from the nonnegativity
of mass, but that its proof is unrelated to the proof of nonnegativity of mass. The
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situation in the case of general data is more complicated. It provides an interesting
direction for future research.
The desired rigidity statement described in the preceding paragraph is already
known to hold for spin manifolds. Although Witten sketched the basic idea for
proving rigidity of spin manifolds in his 1981 article [38], a complete, rigorous proof
in all dimensions was not given until the work of P.T. Chrus´ciel and D. Maerten in
2006 [10]. Their argument is based on R. Beig and P.T. Chrus´ciel’s 1996 proof in
dimension three [6].
We briefly review the minimal hypersurface proof of the time-symmetric positive
mass theorem in [30, 27]. The argument is by induction on the dimension 3 ≤ n <
8. It proceeds by contradiction. Suppose that there exists an asymptotically flat
Riemannian manifold (M, g) with nonnegative scalar curvature and negative mass
E < 0. By a density argument [31], one may assume that (M, g) has harmonic
asymptotics and positive scalar curvature. The harmonic asymptotics and E < 0
assumptions imply that the coordinate planes xn = ±Λ are barriers for minimal
hypersurfaces for all sufficiently large Λ. Consider an (n − 1)-dimensional vertical
cylinder ∂Cρ of large radius ρ in the asymptotically flat coordinate chart. For every
h ∈ [−Λ,Λ] there is an area-minimizing hypersurface Σρ,h ⊂ Cρ with boundary equal
to the height h sphere on ∂Cρ. If n < 8, this area-minimizing hypersurface is smooth.
Every such Σρ,h lies between the barrier planes x
n = ±Λ. The area Hn−1(Σρ,h) is
minimized over h by some hρ ∈ (−Λ,Λ). The corresponding surface Σρ,hρ has the
property that
d2
dt2
∣∣∣∣
t=0
Hn−1(Φt(Σρ,hρ)) ≥ 0 (1)
for any variation Φt of Σρ,hρ that is equal to vertical translation along ∂Cρ. One
can then extract a smooth subsequential limit Σ∞ of Σρ,hρ as ρ → ∞. This Σ∞ is
itself an (n− 1)-dimensional asymptotically flat manifold with energy equal to zero.
Moreover, Σ∞ is a stable minimal hypersurface of M . Owing to (1), Σ∞ is stable with
respect to variations that are (sufficiently close to) vertical translations outside a
compact set. Using the well-established relationship between the stability of minimal
hypersurfaces and scalar curvature, the stability of Σ∞ allows one to construct a
conformal factor that changes the metric on Σ∞ to one with zero scalar curvature.
The stability with respect to variations that are close to vertical translations is then
used to show that the conformal factor must decrease the energy of Σ∞, thereby
violating the time-symmetric positive mass theorem in dimension n − 1. For the
base case of the induction, when n = 3, one can show that the stability of Σ∞ and
its asymptotics at infinity are incompatible with the Gauss-Bonnet Theorem. When
n = 3, choosing a special height hρ turns out to be unnecessary.
Our approach to the spacetime positive mass theorem is essentially a generaliza-
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tion of the proof described above. In particular, it does not use the time-symmetric
positive mass theorem as an input, as was done in the Jang equation approach of
[32]. The proof is again by contradiction. Let (M, g, k) be an n-dimensional asymp-
totically flat initial data set satisfying the dominant energy condition µ ≥ |J | and
such that E < |P |. By our density theorem from Section 6, we may assume that
(M, g, k) has harmonic asymptotics and satisfies the strict dominant energy condi-
tion µ > |J |. We may assume further that P points in the vertical direction −∂n
of the asymptotically flat coordinate chart. The harmonic asymptotics and E < |P |
assumptions imply the coordinate planes xn = ±Λ are barriers for marginally outer
trapped hypersurfaces (MOTS) for all sufficiently large Λ. Again, we consider an
(n − 1)-dimensional vertical cylinder ∂Cρ of large radius ρ. Let h ∈ [−Λ,Λ]. The
results from [14] guarantee the existence of a MOTS Σρ,h whose boundary is equal
to the height h sphere on ∂Cρ. This MOTS is smooth if n < 8. Moreover, Σρ,h lies
between the planes xn = ±Λ and is stable in the sense of MOTS with boundary
[20]. Since MOTS are not known to arise from a variational principle, there is no
canonical way of singling out a suitable height hρ as in the time-symmetric case. To
overcome this, we introduce a new functional F on hypersurfaces with boundary on
∂Cρ such that for some hρ ∈ (−Λ,Λ) we (roughly) have that
d
dh
∣∣∣∣
h=hρ
F(Σρ,h) ≥ 0. (2)
Inequality (2) in conjunction with the MOTS-stability of Σρ,h plays a role similar
to that of (1) in the time-symmetric case. Note that the hρ selected in the time-
symmetric case by minimization would satisfy (2) in our more general argument. As
before, we extract a smooth subsequential limit Σ∞ of Σρ,hρ as ρ→∞. This Σ∞ is
itself an (n− 1)-dimensional asymptotically flat manifold with energy equal to zero,
and Σ∞ is a stable MOTS in M . Using the relationship between stability of MOTS
and scalar curvature established in [21], one can construct a conformal factor that
changes the metric on Σ∞ to one with zero scalar curvature. Finally, (2) plays the
role of (1) in establishing that the conformal factor must decrease the energy of Σ∞,
thereby violating the time-symmetric positive mass theorem in dimension n− 1.
As in the time-symmetric case, the delicate height-picking argument is not re-
quired when n = 3.
The structure of the paper is as follows. Section 2 sets up the basic definitions
and recalls some useful background material. Section 3 establishes the existence of
the MOTS needed for the proof. Section 4 completes the n = 3 case of Theorem 1.
The basic n = 3 argument, which is explained in detail in Sections 3 and 4, was first
sketched out in [28, Section 7.2]. Section 5 contains the parts of the proof that are
specific to dimensions greater than three, including the height-picking procedure. In
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the last section, we show that an initial data set which satisfies the dominant energy
condition can be perturbed by a small amount to one with harmonic asymptotics
that satisfies the strict dominant energy condition.
2 Definitions, notation, and basic facts
Definition 1. Let B be a closed ball in Rn with center at the origin. For every
k ∈ {0, 1, . . .}, p ≥ 1, and q ∈ R we define the weighted Sobolev space W k,p−q (RnrB)
as the collection of those f ∈ W k,ploc (Rn rB) with
‖f‖Wk,p−q (RnrB) :=
∫
RnrB
∑
|I|≤k
(∣∣(∂If)(x)∣∣|x||I|+q)p |x|−n dx
 1p <∞.
We usually write Lp−q instead of W
0,p
−q .
Suppose now that M is a Ck manifold such that there is a compact set K ⊂ M
and a diffeomorphism MrK ∼= RnrB. The W k,p−q norm on M is defined in a routine
way by choosing an atlas for M that consists of the diffeomorphism MrK ∼= RnrB
and finitely many precompact charts, and then summing the W k,p−q (RnrB) norm on
the noncompact chart and the W k,p norms on the precompact charts. The resulting
space W k,p−q (M) and its topology only depend on the diffeomorphism M r K ∼=
Rn r B. This definition can be extended to the tensor bundles of M simply by
considering components with respect to these charts. We usually write W k,p−q for
W k,p−q (M) when the context is clear.
Definition 2. Let B be a closed ball in Rn with center at the origin. For every k ∈
{0, 1, . . .}, α ∈ (0, 1), and q ∈ R we define the weighted Ho¨lder space Ck,α−q (Rn r B)
as the collection of those f ∈ Ck,αloc (Rn rB) with
‖f‖Ck,α−q (RnrB) :=
∑
|I|≤k
sup
x
∣∣|x||I|+q(∂If)(x)∣∣+ ∑
|I|=k
[|x|α+|I|+q(∂If)(x)]
α
<∞.
Suppose now that M is a Ck manifold such that there is a compact set K ⊂M and
a diffeomorphism M rK ∼= Rn r B. The space Ck,α−q (M) can then be defined just
as we did for W k,p−q (M) in the preceding definition.
Definition 3. Let n ≥ 3. An initial data set is an n-dimensional manifold M
equipped with a complete C2loc Riemannian metric g and a C
1
loc symmetric (0, 2)-
tensor k. On an initial data set, one can define the mass density µ and the current
density J by
µ = 1
2
(
Rg − |k|2g + (trg k)2
)
J = divg k − d(trg k).
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We say that (M, g, k) satisfies the dominant energy condition if
µ ≥ |J |g.
It is often convenient to consider the momentum tensor
pi = k − (trg k)g.
It contains the same information as k since k = pi − 1
n−1(trg pi)g.
Let
p > n, q ∈ ((n− 2)/2, n− 2), q0 > 0, and α ∈ (0, 1− n/p].
We say that an initial data set (M, g, k) is asymptotically flat2 of type (p, q, q0, α) if
g ∈ C2,αloc (M), k ∈ C1,αloc (M), and if there is a compact set K ⊂ M and a diffeomor-
phism M rK ∼= Rn rB for some closed ball B ⊂ Rn such that
(g − δ, k) ∈ W 2,p−q (M)×W 1,p−1−q(M)
where δ is a smooth symmetric (0, 2)-tensor that coincides with the Euclidean inner
product on M rK ∼= Rn rB, and such that
µ, J ∈ C0,α−n−q0(M).
If (M, g, k) is asymptotically flat, one can define the ADM energy E and the ADM
momentum P as
E = 1
2(n−1)ωn−1 limr→∞
∫
|x|=r
n∑
i,j=1
(gij,i − gii,j)νj0 dHn−10
Pi =
1
(n−1)ωn−1 limr→∞
∫
|x|=r
n∑
j=1
piijν
j
0 dHn−10 i = 1, 2, . . . , n.
Here, the integrals are computed in the coordinate chart M \K ∼=x Rn r B, νj0 =
xj/|x|, Hn−10 is the (n − 1)-dimensional Euclidean Hausdorff measure, and ωn−1 is
the volume of the standard unit sphere in Rn.
Remark. Theorem 1 still holds if we allow multiple asymptotically flat ends in the
definition of initial data sets. We simply use the large celestial spheres in the other
ends as barriers in the proof of Lemma 6.
In order to carry out our main argument, we require better asymptotic behavior.
2There are several incompatible notions of asymptotic flatness in the literature.
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Definition 4. Let n ≥ 3 and let (M, g, k) be an n-dimensional asymptotically flat
initial data set . We say that (M, g, k) has harmonic asymptotics if there exists a
C3,α diffeomorphism as in the definition of asymptotic flatness, as well as a C2,α
function u and a C2,α vector field Y such that for i, j = 1, 2, . . . , n,
u(x) = 1 + a|x|2−n +O2,α(|x|1−n)
Yi(x) = bi|x|2−n +O2,α(|x|1−n)
gij = u
4
n−2 δij
piij = u
2
n−2 [(LY δ)ij − (divδ Y )δij]
where a, b1, . . . , bn are constants, δij is the Euclidean metric, and LY is the Lie
derivative. Here and below, an expression Ok,α(|x|−q) stands for a function in the
weighted Ho¨lder space Ck,α−q .
Notation. Let (M, g, k) be an n-dimensional initial data set. Let Σ be a two-sided
C3,α hypersurface with boundary inM with unit normal ν. LetD denote the ambient
covariant derivative. We define the second fundamental form BΣ and shape operator
SΣ of Σ using the convention
BΣ(X, Y ) = 〈SΣ(X), Y 〉 = 〈DXν, Y 〉
for vector fieldsX, Y tangent to Σ, where the angle brackets denote the inner product
g. We define the mean curvature scalar HΣ to be the trace of SΣ. According to
this convention, the mean curvature of a sphere in Rn with respect to the outward
pointing unit normal is positive. We also define the expansion
θ+Σ = HΣ + trΣ k
of Σ, where trΣ k denotes the trace over the tangent space of Σ. If θ
+
Σ vanishes on all
of Σ, we say that Σ is a marginally outer trapped hypersurface, or MOTS for short.
Note that the property of being a MOTS depends on the choice of normal. For
a vector field X defined along Σ but not necessarily tangent to it, we let
divΣ X
be the function on Σ which at x ∈ Σ equals ∑n−1i=1 〈DeiX, ei〉 where e1, . . . , en−1 is
an orthonormal basis of TxΣ.
Notation. Given a vector field X defined along Σ, we can decompose X into its
normal and tangential components
X = ϕν + Xˆ.
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Throughout this paper, whenever there is a vector field with the variable name X
on a hypersurface Σ, the function ϕ and the tangent field Xˆ are defined this way.
We use η to denote the outward pointing unit normal of ∂Σ in Σ.
The expression for the linearization of the expansion stated in the following
proposition generalizes the well-known formula for the variation of the mean curva-
ture. See, for example, [21].
Proposition 2. Let Σ be a two-sided hypersurface with boundary in an n-dimensional
initial data set (M, g, k), and let ν be a continuous unit normal field along Σ. Let
X ∈ X(M) be a C2 vector field, and let Φt be the flow generated by X. We can
compute the expansion θ+Σt of the push forward Σt := Φt(Σ) with respect to the unit
normal that points in the direction of Φt∗(ν) and pull it back to a function on Σ
using Φt. The derivative of this function in t at t = 0 is denoted by Dθ
+|Σ(X). We
have that
Dθ+|Σ(X) = −∆Σϕ+ 2〈WΣ,∇ϕ〉+ (divΣWΣ − |WΣ|2 +QΣ)ϕ+∇Xˆθ+Σ , (3)
where
QΣ =
1
2
RΣ − µ− J(ν)− 12 |kΣ +BΣ|2.
Here, kΣ denotes the restriction of k to vectors tangent to Σ, and WΣ is the tangential
vector field on Σ that is dual to the 1-form k(ν, ·) along Σ.
Notation. Throughout this paper, we will drop the Σ subscripts when the context
is clear. Everything is computed with respect to the metric g unless noted otherwise.
In particular, we use H to denote the Hausdorff measures associated with g.
Definition 5. Let Σ be a MOTS in an initial data set (M, g, k). We define the
operator
LΣv := −∆Σv + 2〈WΣ,∇v〉+ (divΣ WΣ − |WΣ|2 +QΣ)v, (4)
where v is a function on Σ. Although this operator is not self-adjoint, the Krein-
Rutman Theorem shows that there is a unique (Dirichlet) eigenvalue with least real
part. It is called the principal (Dirichlet) eigenvalue of LΣ. This eigenvalue is real.
If Σ is connected, the corresponding eigenspace is one-dimensional and generated
by a C2,α principal eigenfunction that is positive on the interior of Σ [20, p. 3].
If the principal eigenvalue is nonnegative, we say that Σ is a stable MOTS. This
concept of stability was introduced in [20], based on the analogous definition for
closed MOTS in [2]. It is easy to see that this generalizes the notion of stability of
minimal hypersurfaces with boundary.
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Proposition 3. Let Σ be a stable MOTS in an initial data set (M, g, k). For every
compactly supported C1 function v on Σ that vanishes along ∂Σ, we have that∫
Σ
(|∇v|2 +QΣv2) dHn−1 ≥ 0. (5)
This follows from an argument in [21], cf. the proof of Lemma 15 below.
We state the following geometric variant of the strong maximum principle for or-
dered hypersurfaces that are subsolutions and supersolutions of the same prescribed
mean curvature equation. We refer to [26, Lemma 1], [3, Proposition 3.1], and [4,
Proposition 2.4] for similar results and partial proofs. It is important to pay atten-
tion to the choice of normal here. A good example to have in mind is the following:
Consider a sphere of radius 2 that is tangent to a sphere of radius 1 in Euclidean
space. Either the smaller one is enclosed by the larger one or it lies outside of it. The
(obvious) conclusion of the lemma in this simple example is that the larger sphere
cannot lie inside the smaller one.
Proposition 4 (Strong maximum principle). Let g be a C2 Riemannian metric on
M = B¯n−11 (0) × (−2, 2) ⊂ Rn. Let F be a C1 function on the unit sphere bundle
of M and let u1, u2 ∈ C2(B¯n−11 (0)) be such that −1 ≤ u1(x′) ≤ u2(x′) ≤ 1 for all
x′ ∈ B¯n−11 (0). Assume that the hypersurfaces with boundary Σi = graph(ui) ⊂ M
are such that HΣ1(x) ≤ F (x, νΣ1(x)) for all x ∈ Σ1 and HΣ2(x) ≥ F (x, νΣ2(x)) for
all x ∈ Σ2 where the mean curvatures are computed using the upward pointing unit
normals. If Σ1 and Σ2 intersect at an interior point or are tangent to each other at
a boundary point, then they must be equal.
Let g1, g2 be two metrics on an n-dimensional manifold M that are related by
g2 = u
4
n−2 g1.
The scalar curvatures of these metrics are related by
R2 = u
−n+2
n−2
(
R1u− 4(n−1)n−2 ∆1u
)
. (6)
Let Σ ⊂ M be a two-sided hypersurface. If ν1 is a unit normal with respect to
g1, then ν2 = u
−2
n−2ν1 is a unit normal with respect to g2. The corresponding mean
curvatures are related by
H2 = u
−2
n−2
(
H1 +
2(n−1)
n−2 u
−1∇ν1u
)
. (7)
If (M, g1) is an asymptotically flat n-dimensional Riemannian manifold and if u =
1+a|x|2−n+O2,α(|x|1−n) is C2,α, then (M, g2) is also asymptotically flat. The energies
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of (M, g1) and (M, g2) are related by the formula
E2 = E1 − 2(n−2)ωn−1 limr→∞
∫
|x|=r
u∇ν1u dHn−11 (8)
= E1 + 2a. (9)
The proof of the positive mass theorem in the time-symmetric case uses regularity
and compactness properties of area minimizing hypersurfaces. By contrast, MOTS
are not known to obey a useful variational principle. We will use the theory of almost
minimizing currents as a viable substitute in our proof of Theorem 1.
Definition 6 ([13]). Let (M, g) be a complete n-dimensional Riemannian manifold
and let T be an integral k-current in M . Let U ⊂ M be an open set such that
spt(∂T ) ∩ U = ∅. Then T is λ-minimizing in U if for every integral (k + 1)-current
X with support in U we have that
MU(T ) ≤MU(T + ∂X) + λMU(X).
Here, MU denotes the mass of a current in U .
This particular almost minimizing property was introduced and studied system-
atically by F. Duzaar and K. Steffen in [13]. In [14], the first named author of the
present article observed that the λ-minimizing property is a natural feature of the
MOTS that arise in the existence theory of the Plateau problem developed in [14],
despite the absence of a useful variational principle. The properties of λ-minimizing
currents that we use in the proof of Theorem 1 below are summarized in [14, Ap-
pendix A].
3 Construction of MOTS
Our proof of Theorem 1 will be by induction on dimension and contradiction. Let
3 ≤ n < 8, and suppose there exists an n-dimensional asymptotically flat initial
data set (M, g, k) of type (p, q, q0, α) satisfying the dominant energy condition, but
E < |P |. For the case n = 3, we will obtain a contradiction to the Gauss-Bonnet
Theorem in Section 4, and for 3 < n < 8, we will obtain a contradiction to the
time-symmetric case of Theorem 1 in dimension n − 1. By the density theorem
(Theorem 18), we can assume without loss of generality, that (g, k) has harmonic
asymptotics and satisfies the strict dominant energy condition µ > |J |g. Specifically,
we can choose asymptotically flat coordinates (x1, . . . , xn) on M rK ∼=x RnrB for
some closed ball B such that on Rn rB, we have, for i, j = 1, 2, . . . , n,
gij = u
4
n−2 δij
piij = u
2
n−2 [(LY δ)ij − (divδ Y )δij]
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for some u, Y ∈ C2,α2−n satisfying
u(x) = 1 + a|x|2−n +O2,α(|x|1−n)
Yi(x) = bi|x|2−n +O2,α(|x|1−n).
Without loss of generality, we assume that P = (0, . . . , 0,−|P |).
3.1 Existence of horizontal barriers
Lemma 5. Let (M, g, k) be as described above. Then, for sufficiently large Λ, we
have that θ+{xn=Λ} > 0 and θ
+
{xn=−Λ} < 0 where the expansion is computed with respect
to the upward pointing unit normal.
Proof. It follows from (9) that the |x|2−n coefficient of the function u is just a = E
2
.
We claim that the |x|2−n coefficient of Yi is bi = −n−1n−2Pi, i.e. that bn = n−1n−2 |P | and
bi = 0 for i < n. To see this, note that
(n− 1)ωn−1Pi = lim
r→∞
∫
|x|=r
piijν
j
0 dHn−10
= lim
r→∞
∫
|x|=r
(Yi,j + Yj,i − (divδ Y )δij) νj0 dHn−10
= lim
r→∞
∫
|x|=r
(2− n)|x|1−n [bi(ν0)j + bj(ν0)i − bkνk0 δij +O(|x|−1)] νj0 dHn−10
= −(n− 2)biωn−1.
We claim that
θ+{xn=Λ} = H{xn=Λ} + tr{xn=Λ}(k) = (n− 1)(|P | − E)Λ|x|−n +O(|x|−n). (10)
To see this, we use harmonic asymptotics and formula (7) to compute
H{xn=Λ} =
2(n−1)
n−2 u
−2
n−2−1∂nu
= 2(n−1)
n−2 u
−2
n−2−1[(2− n)a|x|−nxn +O(|x|−n)]
= −2(n− 1)a|x|−nxn +O(|x|−n)
= −(n− 1)E|x|−nΛ +O(|x|−n).
To compute tr{xn=Λ}(k), first note that
kij = u
2
n−2
[
(LY δ)ij − 1n−1(divδ Y )δij
]
.
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So we have
tr{xn=Λ}(k) =
n−1∑
i,j=1
gijkij
=
n−1∑
i,j=1
u
−2
n−2 δij[Yi,j + Yj,i − 1n−1(divδ Y )δij]
=
n−1∑
i,j=1
u
−2
n−2 δij
[ −1
n−1Yn,nδij +O(|x|−n)
]
since Yi = O
2,α(|x|1−n) for i < n
= −Yn,n +O(|x|−n)
= (n− 2)bn|x|−nxn +O(|x|−n)
= (n− 1)|P ||x|−nΛ +O(|x|−n),
completing the proof of (10). Note that (10) shows that that for large enough Λ one
has θ+{xn=Λ} > 0. The proof that θ
+
{xn=−Λ} < 0 is similar.
3.2 Existence of MOTS
Notation. We now fix Λ large enough so that Lemma 5 applies. For large ρ, we
define Cρ := K ∪x−1{(x1, . . . , xn−1, xn) | (x1)2 + . . .+ (xn−1)2 < ρ2} to be the region
horizontally bounded by a vertical coordinate cylinder of radius ρ, and we define Cρ,h
to be the part of Cρ lying between the planes x
n = ±h. Define Γρ,h := ∂Cρ∩{xn = h}.
Lemma 6. Let (M, g, k) and Λ be as described above. For every sufficiently large ρ
and all h ∈ [−Λ,Λ] there exists a stable C3,α MOTS Σρ,h in Cρ,Λ whose boundary
equals Γρ,h and which meets ∂Cρ transversely. Every Σρ,h is a λ-minimizing boundary
in Cρ,2Λ where λ depends only on |k|C0. Moreover, we can choose {Σρ,h}|h|≤Λ so that
Σρ,h1 lies strictly below Σρ,h2 as a boundary in Cρ,Λ if −Λ ≤ h1 < h2 ≤ Λ.
Remark. The regularity of the MOTS Σρ,h is the only place in the proof of Theorem
1 where the assumption n < 8 is used. For n > 8, the lemma still holds except that
the λ-minimizing boundaries Σρ,h are only regular away from a thin singular set.
Proof. First observe that by the decay conditions on g and k, the coordinate cylinder
∂Cρ has θ
+ > 0 with respect to the outward normal and θ+ < 0 with respect to the
inward normal.
We would like to solve the Plateau problem for MOTS with boundary Γρ,h for
each h ∈ [−Λ,Λ]. Note that Γρ,h divides ∂Cρ,2Λ into a top piece and a bottom piece.
According to [15], the MOTS Plateau problem is solvable if the top piece has θ+ > 0
with respect to the outward normal of ∂Cρ,2Λ and the bottom piece has θ
+ < 0 with
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θ+Σρ,h = 0
ν
Σρ,h
Γρ,hΓρ,h
Ωρ,h
∂Cρ
ρ
θ+ > 0
θ+ > 0 H  1
θ+ < 0
θ+ < 0
θ+ < 0
{xn = Λ}
{xn = −Λ}
{xn = −2Λ}
Figure 1: The expansion θ+ is computed with respect to the indicated unit normals.
respect to the inward normal of ∂Cρ,2Λ. By the observation above and Lemma 5, the
two pieces of ∂Cρ,2Λ satisfy the desired trapping conditions, with the exception of
the corners where ∂Cρ intersects {xn = ±2Λ}. See Figure 1. Intuitively, the corners
do not cause a problem because the (singular) distributional mean curvature there
has a favorable sign. Therefore one could “round-off” the corners as in Figure 1.
Alternatively, we observe that the proof in [14] can easily accommodate the corners:
Just as in that proof, we use the trapping of the cylindrical and horizontal pieces
of ∂Cρ,2Λ to construct barriers that have appropriate blow-up behavior for Jang’s
equation, and then combine these barriers as in [15, Lemma 4.1]. Specifically, there
exists a C3,α family of MOTS {Σρ,h}|h|≤Λ with ∂Σρ,h = Γρ,h such that each Σρ,h is a
λ-minimizing boundary in Cρ,2Λ where λ = λ(|k|C0).
Moreover, it can be seen from the construction in [14] that the regions Ωρ,h ⊂
Cρ,2Λ bounded by the Σρ,h’s can be taken to be ordered, so that Ωρ,h1 ⊂ Ωρ,h2
whenever −Λ ≤ h1 ≤ h2 ≤ Λ. To see this, note that the supersolutions ut,ρ,h used
in the construction of solutions to the regularized Jang’s equation that lead to blow
up in [14, Lemma 4.1, bottom of p. 570] can be taken to be pointwise decreasing in
the parameter h, so that the corresponding Perron solutions uPt,ρ,h are decreasing in
h and hence their epigraphs are increasing. It has been shown in [17] that we may
assume further that Σρ,h is stable in the sense of MOTS.
Standard barriers for Σρ,h can be constructed from the trapped boundary ∂Cρ by
slight (C2)-inward perturbation above respectively below its boundary Γρ,h, locally
uniformly in (ρ, h), so that the angle (in the underlying Euclidean coordinate system)
at which Σρ,h meets ∂Cρ is bounded away from 0. For the special case of MOTS
this inwards bending is explained in some detail in [14, Section 3]. Together with
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the λ-minimizing property and Allard’s boundary regularity theorem [1] it follows
that near ∂Cρ the hypersurface Σρ,h can be written as a vertical C
1,α graph above
{xn = h}. In particular, we see that Σρ,h intersects Cρ transversely. Higher regularity
of the defining function—which solves a prescribed mean curvature equation—then
follows from Schauder theory in a standard way.
Finally, since each horizontal plane above xn = Λ has θ+ > 0 and each horizontal
plane below xn = −Λ has θ+ < 0 by Lemma 5 it follows from Lemma 4 that each
Σρ,h actually lies in Cρ,Λ.
Remark. We are grateful to Brian White for helping us clarify the following issue:
When M is an n-dimensional C1,α manifold and g is a complete Cα Riemannian
metric on it, then the standard interior Allard-type C1,α regularity of (almost) min-
imizing boundaries away from a set of Hausdorff dimension at most 8 holds. This
was shown by J. Taylor in [35] (this part of the discussion in her paper applies to n–
dimensional manifolds). When the manifold is C2 and the metric is Lipschitz, then
this follows also from the work of R. Schoen and L. Simon [29] (for almost minimizers
this was pointed out by B. White in [37, p. 498]). When the manifold is C4 and the
metric C3 so that the Nash embedding theorem provides an isometric embedding of
(M, g) into a high dimensional Euclidean space, then this also follows directly upon
applying the Euclidean regularity theory as in [34]. In the preceding lemma, note
that once we know that our surfaces are C1,α, we can then apply Schauder theory
to the MOTS equation to obtain C3,α regularity. The boundary regularity follows
more easily because the metric is conformal to the Euclidean metric there.
3.3 Convergence of MOTS
Although there is no reason to expect the family {Σρ,h}|h|≤Λ to form a C3,α foliation
(even when there are no topological obstructions), we can still prove a partial reg-
ularity result. Its proof is similar to the proof of regularity of the outermost MOTS
(established in [3] for n = 3 and then in [15] for 3 ≤ n < 7) but simpler, because
the two-sided λ-minimizing property ensures embeddedness.
Lemma 7. Let {Σρ,h}|h|≤Λ be as in Lemma 6. For each h0 ∈ (−Λ,Λ], the upper
envelope of {Σρ,h}h<h0 is a C3,α MOTS with boundary Γρ,h0 which we denote by
Σρ,h0. By convention we define Σρ,−Λ := Σρ,−Λ. Moreover, limh↗h0 Σρ,h = Σρ,h in the
C3,α topology. We define Σρ,h0 as the lower envelope of {Σρ,h}h>h0 for h0 ∈ [−Λ,Λ)
and Σρ,Λ := Σρ,Λ and note that analogous statements hold for these hypersurfaces.
Proof. Fix h0 ∈ (Λ,Λ]. Let −Λ ≤ hi ↗ h0 as i → ∞ and pass the λ-minimizing
boundaries Σρ,hi to a subsequential limit Σρ,h0 . Current convergence is automatic
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from the mass bounds, varifold convergence follows because there is no mass loss in
limits of λ-minimizing currents, and C3,α convergence follows from Allard’s interior
and boundary regularity theorems. Note that since the Σρ,hi are increasing, this
limit is independent of the choice of subsequence, and hence it is really a limit of
the original sequence hi. The limit does not depend on the choice of sequence hi for
the same reason.
Definition 7. We say that h0 ∈ [−Λ,Λ] is a jump height if Σρ,h0 does not equal
Σρ,h0 .
By the previous lemma, Σρ,h converges to Σρ,h0 in C
3,α as h→ h0 precisely when
h0 is not a jump height. It follows from the preceding lemma and Lemma 4 that
h0 is not a jump height if and only if the map h → Ln(Ωρ,h) is continuous at h0,
where Ln(Ωρ,h) is the volume of the enclosed region Ωρ,h defined in the proof of
Lemma 6. Note that this implies that there are at most countably many jump times
h0 ∈ [−Λ,Λ].
We also observe that the MOTS constructed in Lemma 6 may be used to con-
struct complete MOTS with good asymptotics.
Lemma 8. For any choice of ρj →∞ and hj ∈ [−Λ,Λ], there exists a subsequence
of Σρj ,hj that converges in C
3,α on compact subsets of M to a complete C3,α properly
embedded MOTS Σ∞. Moreover, there exists a constant c ∈ [−Λ,Λ] such that outside
a large compact subset of M , Σ∞ can be written as the Euclidean graph {xn = f(x′)}
of some C3,α function f(x′) = c + O3,α(|x′|3−n) in the (x1, . . . , xn−1, xn) = (x′, xn)
coordinate system.
Proof. Existence of a subsequential limit Σ∞ and C3,α convergence follow as in the
proof of Lemma 7. Note that the limit Σ∞ is again λ-minimizing. Since each Σρ,hρ
lies between the horizontal planes xn = ±Λ, so does Σ∞. The estimates below take
part in the complement of a large ball B in M where we have harmonic asymptotics
for the metric so that gij = u
4
n−2 δij where u = 1 +O
2,α(|x|2−n). It is not difficult to
see from the corresponding property of Σρj that the vertical projection of Σ∞ onto
the plane {xn = 0}∩ (M \B) is surjective. Note that (7) implies that the Euclidean
mean curvature of Σ∞ is O(|x|1−n). The λ-minimizing property of Σ∞ gives rise to
an explicit estimate of the form O(|x′|−1) for the Euclidean area excess of Σ∞ in
large Euclidean balls centered at points (x′, xn) ∈ Σ∞ and of radius |x′|/2. Together
with the Allard regularity theorem (the version in [34, Theorem 24.2] is particularly
convenient here), this estimate implies that outside some large compact set, Σ∞ is
the graph of a function f(x′) such that |f(x′)| ≤ Λ and f(x′) = O1,γ(1) for some
γ ∈ (0, 1).
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Since Σ∞ is a MOTS we have that HΣ∞ = − trΣ∞(k). As in [27, p. 32], this
translates into a prescribed (Euclidean) mean curvature equation for f via a con-
formal change (7). The initial estimate f = O1,γ(1), together with a computation of
trΣ∞ k as in the proof of Lemma 5, shows that the Euclidean mean curvature of f is
O0,γ(|x′|1−n−γ) for some γ ∈ (0, 1). Standard asymptotic analysis as in [24, 26] shows
that there exists a constant c ∈ [−Λ,Λ] such that f(x′) = c + O2,γ(|x′|3−n). (Note
that there is no logarithm term when n − 1 = 2 because f is bounded.) Repeating
the above analysis with this information shows that f(x′) = c + O3,α(|x′|3−n), as
asserted.
Corollary 9. When n > 3, the hypersurface Σn−1∞ ⊂ M in Lemma 8 is asymptoti-
cally flat and has zero energy with respect to the induced metric g∞.
The following lemma is a simple consequence of Proposition 3 and the fact that
Σ∞ is a limit of stable MOTS.
Lemma 10. Let Σ∞ be a complete MOTS whose existence is established by Lemma
8. For any v ∈ W 1,23−n
2
(Σ∞), we have∫
Σ∞
(|∇v|2 +QΣ∞v2) dHn−1 ≥ 0.
We omit the proof because it is strictly simpler than that of Lemma 17 in Section
5.3. Specifically, the proof of Lemma 17 becomes a proof of Lemma 10 by simply
replacing Z by an arbitrary compactly supported vector field on M and replacing
the use of Lemma 15 by Proposition 3.
4 The case n = 3
We consider the base case n = 3 of our inductive proof. After the preparation of the
previous section, the rest of the proof of the n = 3 case is essentially the same as
for the time-symmetric case in [30], where minimal surfaces are replaced by MOTS.
By Lemma 8, we can extract a subsequential limit Σ∞ of Σρ,0 as ρ→∞. Let Σ′∞
be the noncompact component of Σ∞. Lemma 10 implies that∫
Σ′∞
(
|∇v|2 +QΣ′∞v2
)
dH2 ≥ 0 (11)
for every v ∈ W 1,23−n
2
(Σ∞). Noting that Σ∞ has quadratic area growth, we can use
the logarithmic cut-off trick exactly as in [30, page 54] to approximate the constant
function 1 on Σ′∞ by compactly supported functions in order to conclude that∫
Σ′∞
QΣ′∞ dH2 ≥ 0.
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The strict dominant energy condition then implies that∫
Σ′∞
KΣ′∞ dH2 > 0, (12)
where KΣ′∞ denotes the Gauss curvature. On the other hand, just as in [27], the
estimate (g∞)ij(x′)− δij = O2(|x′|−1) implies that the geodesic curvature of ∂(Σ′∞ ∩
Cr) is κ =
1
r
+O(r−2) while the length of ∂(Σ′∞∩Cr) is 2pir+O(1). The Gauss-Bonnet
Theorem tells us that∫
Σ′∞∩Cr
KΣ′∞ dH2 = 2piχ(Σ′∞ ∩ Cr)−
∫
∂(Σ′∞∩Cr)
κ dH1.
Combined with (12) and the asymptotics of ∂(Σ′∞∩Cr) described above, for large r,
we obtain
0 < 2piχ(Σ′∞ ∩ Cr)− 2pi.
Since Σ′∞ r Cr is a graph for large r, we know that Σ′∞ ∩ Cr is connected, yielding
a contradiction.
5 The case 3 < n < 8
Let 3 < n < 8. We suppose that Theorem 1 holds in n − 1 dimensions and that it
fails for an n-dimensional initial data set (M, g, k) as in Section 3. For the reasons
described in the introduction, the argument here is substantially different from the
proof in the time-symmetric case.
5.1 The functional F
In this section we introduce a functional F that will be essential for our proof. In
order to motivate the definition of F , consider the time-symmetric case when k = 0
so that the MOTS {Σρ,h}|h|≤Λ constructed in Section 3.2 are minimal hypersurfaces.
An important step in the proof of the Riemannian positive mass theorem when
3 < n < 8 [27] is to pick hρ such that Σρ,hρ has least area in this family. Suppose
for a moment that the family {Σρ,h}|h|≤|Λ| is actually a C3,α foliation of minimal
hypersurfaces with a first-order deformation vector field X = ϕν + Xˆ that is equal
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to ∂n at ∂Cρ. Then
d
dh
Hn−1(Σρ,h) =
∫
Σρ,h
(divΣρ,h X) dHn−1
=
∫
Σρ,h
divΣρ,h(ϕν + Xˆ) dHn−1
=
∫
Σρ,h
(Hϕ+ divΣρ,h Xˆ) dHn−1
=
∫
Σρ,h
(divΣρ,h Xˆ) dHn−1
=
∫
∂Σρ,h
〈Xˆ, η〉 dHn−2
=
∫
∂Σρ,h
〈∂n, η〉 dHn−2.
If hρ ∈ (−Λ,Λ) minimizes areas as described above, then the first derivative in h
of the integral above is nonnegative. This, along with the stability of Σρ,hρ among
deformations that keep the boundary fixed, is all that is needed to finish the proof
in the time-symmetric case [27].
We now return to the general case. Instead of using the area functional, which is
not adapted for application to MOTS, we will build our proof around the functional
described below.
Definition 8. Let Σ be a compact hypersurface in M whose boundary lies on some
coordinate cylinder ∂Cr. We let
F(Σ) =
∫
∂Σ
〈∂n, η〉 dHn−2 (13)
where η is the outward unit normal of ∂Σ in Σ. Note that, using harmonic asymp-
totics, one can easily see that
F(Σ) =
∫
∂Σ
u
2(n−1)
n−2 ηn0 dHn−20 (14)
where ηn0 is the n-th component of the unit normal η0 computed using the Euclidean
metric, and Hn−10 denotes Euclidean Hausdorff measure.
The barrier planes {xn = ±Λ} give us a sign on F(Σρ,±Λ):
Lemma 11. For any ρ sufficiently large,
F(Σρ,−Λ) < 0 < F(Σρ,Λ).
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Proof. From Lemma 6 we know that Σρ,Λ lies below the plane {xn = Λ} in Cρ. The
strong maximum principle Lemma 4 implies that they cannot meet tangentially at
their common boundary Γρ,Λ. Hence the Euclidean outward unit normal of ∂Σρ,Λ in
Σρ,Λ satisfies η
n
0 > 0. The inequality F(Σρ,Λ) > 0 then follows from (14). The proof
that F(Σρ,−Λ) < 0 is analogous.
Recall the definition of jump heights from Section 3.3.
Lemma 12. The function h 7→ F(Σρ,h) is continuous at every h0 ∈ [−Λ,Λ] that is
not a jump height. If h0 ∈ [−Λ,Λ] is a jump height, then
lim
h↗h0
F(Σρ,h) ≥ F(Σρ,h0) ≥ lim
h↘h0
F(Σρ,h),
where both limits exist, and at least one of the inequalities above is strict. In other
words, there must be a downward jump discontinuity at every jump height.
Proof. Let h0 ∈ [−Λ,Λ]. Then by Lemma 7, limh↗h0 F(Σρ,h) = F(Σρ,h0) and
limh↘h0 F(Σρ,h) = F(Σρ,h0). By definition, if h0 is not a jump height, then both
of these limits must equal F(Σρ,h0)
Let h0 be a jump height. Since the family {Σρ,h}|h|≤Λ is ordered, it is clear that
Σρ,h0 lies beneath Σρ,h0 , which lies beneath Σρ,h0 . Since they all share the common
boundary Γρ,h0 , we have (η)
n
0 ≥ ηn0 ≥ (η)n0 , where η, η, η are the outward normals of
Γρ,h0 in Σρ,h0 , Σρ,h0 , and Σρ,h0 , respectively. Since h0 is jump height, Σρ,h0 6= Σρ,h0 ,
so the strong maximum principle (Lemma 4) implies that at least one of the above
inequalities is strict. By the definition of F in (14),
F(Σρ,h0) ≥ F(Σρ,h0) ≥ F(Σρ,h0),
where at least one of the inequalities is strict.
We now compute the first variation of F . In view of Lemmas 11 and 12 we may
hope to find hρ ∈ (−Λ,Λ) such that the derivative of h→ F(Σρ,h) at hρ (defined in
a suitably weak sense) is nonnegative.
Proposition 13. Let Σ be a compact hypersurface with unit normal ν in M whose
boundary lies on some ∂Cr. Let X be a C
1 vector field along Σ that is tangent to
∂Cr along ∂Σ. Let Z be a vector field of M such that Z = ∂n along ∂Cr. Then
DF|Σ(X) =
∫
∂Σ
〈φ∇ϕ+G(X), η〉 dHn−2 (15)
where
G(X) = DXZ −DZˆXˆ + (ϕH + divΣ Xˆ)Zˆ − φS(Xˆ)− ϕS(Zˆ) (16)
and where X = ϕν + Xˆ and Z = φν + Zˆ are the decompositions of X and Z into
normal and tangential parts along Σ.
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Proof. Note that F(Σ) = ∫
∂Σ
〈Z, η〉 dHn−2. Let e1, . . . , en−2 be a local orthonormal
frame for the tangent space of ∂Σ. We can differentiate Z, the outward unit normal
η of ∂Σ in Σ, and the induced measure on ∂Σ to obtain
DF|Σ(X) =∫
∂Σ
[
〈DXZ, η〉+
〈
Z, 〈DηX, ν〉ν −
n−2∑
i=1
〈DeiX, η〉ei
〉
+ 〈Z, η〉 div∂Σ X
]
dHn−2.
(17)
(The derivative of η is computed by differentiating the orthogonality relations.)
Along ∂Σ, we introduce the decomposition Zˆ = ψη + Z∂ into components that are
normal and tangential to ∂Σ. The second term in the integrand of (17) is〈
Z, 〈DηX, ν〉ν −
n−2∑
i=1
〈DeiX, η〉ei
〉
= 〈Z, ν〉〈DηX, ν〉 −
n−2∑
i=1
〈Z, ei〉〈DeiX, η〉
= φ〈Dη(ϕν + Xˆ), ν〉 − 〈DZ∂X, η〉
= φ(∇ηϕ+ 〈DηXˆ, ν〉)− 〈DZ∂X, η〉
= 〈φ∇ϕ, η〉 − 〈φS(Xˆ), η〉 − 〈DZ∂X, η〉. (18)
The third term in the integrand of (17) is
〈Z, η〉 div∂Σ X = 〈Z, η〉(divΣX − 〈DηX, η〉)
= 〈Zˆ, η〉(ϕH + divΣ Xˆ)− ψ〈DηX, η〉
= 〈(ϕH + divΣ Xˆ)Zˆ, η〉 − 〈DψηX, η〉. (19)
Notice that the first term in the integrand of (17), the first two terms of (18) and
the first term of (19) combine to give
〈φ∇ϕ+DXZ + (ϕH + divΣ Xˆ)Zˆ − φS(Xˆ), η〉. (20)
The remaining two terms, which are the last term of (18) and the last term of (19),
combine to give
−〈DZ∂X, η〉 − 〈DψηX, η〉 = −〈DZˆX, η〉
= −〈DZˆ(ϕν + Xˆ), η〉
= −〈ϕDZˆν +DZˆXˆ, η〉
= −〈ϕS(Zˆ) +DZˆXˆ, η〉. (21)
The result follows from combining (20) and (21).
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5.2 Height picking and stability
The following lemma, whose proof we defer to Section 5.4, will stand in for the
geometric inequality (1) that was available in the time-symmetric case.
Lemma 14. Let Σ′ρ,h denote the component of Σρ,h that contains the boundary Γρ,h.
For every large ρ there exists hρ ∈ (−Λ,Λ) and a C2 vector field X along Σ′ρ,hρ that
is equal to ∂n along ∂Σ
′
ρ,hρ
= Γρ,hρ such that ϕ = 〈X, ν〉 > 0,
Dθ+|Σ′ρ,hρ (X) = 0, (22)
and
DF|Σ′ρ,hρ (X) ≥ 0. (23)
The proof of this lemma would be straightforward if the path h 7→ Σρ,h of C3,α
hypersurfaces were differentiable in h (and if the Σρ,h were connected). By Lemma
11, we could find hρ such that
d
dh
F(Σρ,h)
∣∣∣∣
h=hρ
≥ 0.
We would then choose X to be the first-order deformation field of the family Σρ,h at
h = hρ. The preceding inequality would turn into (23), and the fact that each Σρ,h is
a MOTS would lead to (22). Unfortunately, Σρ,h need not be differentiable in h. In
general, the family Σρ,h must contain jumps for topological reasons. From Lemma
12 we know that F(Σρ,h) can only jump down at a jump height, so the presence of
jumps does not cause problems for finding hρ as described above. However, even in
the absence of jumps, the lack of differentiability in h presents a technical challenge.
Notation. For the remainder of this section, we will abbreviate Σ′ρ,hρ by Σρ.
Lemma 14 allows us to conclude the following stability-like property, which the
reader should compare to Proposition 3.
Lemma 15. Let ρ be sufficiently large. Let X and ϕ be as in the statement of
Lemma 14. For every C1 function v on Σρ that is equal to φ = 〈∂n, ν〉 along ∂Σρ we
have that ∫
Σρ
(|∇v|2 +Qv2) dHn−1 +
∫
∂Σρ
〈G¯(X), η〉 dHn−2 ≥ 0 (24)
where
G¯(X) = G(X) + φϕW. (25)
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Proof. We begin by following the argument in [21]. Using equation (3) and the
positivity of ϕ, we compute that
Dθ+|Σρ(X) = −∆ϕ+ 2〈W,∇ϕ〉+ (divW − |W |2 +Q)ϕ
= −∆ϕ+ |∇ logϕ|2ϕ− |W −∇ logϕ|2ϕ+ (divW +Q)ϕ
= −(∆ logϕ)ϕ− |W −∇ logϕ|2ϕ+ (divW +Q)ϕ
= [div(W −∇ logϕ)]ϕ− |W −∇ logϕ|2ϕ+Qϕ.
Let v ∈ C1(Σ) be equal to φ along ∂Σρ. We multiply the above equation by v2ϕ−1
to obtain
v2ϕ−1Dθ+|Σρ(X) = [div(W −∇ logϕ)]v2 − |W −∇ logϕ|2v2 +Qv2
= div(v2(W −∇ logϕ))− 〈W −∇ logϕ, 2v∇v〉
− |W −∇ logϕ|2v2 +Qv2
= div(v2(W −∇ logϕ))
+ |(W −∇ logϕ)v|2 + |∇v|2 − |(W −∇ logϕ)v +∇v|2
− |W −∇ logϕ|2v2 +Qv2
= div(v2(W −∇ logϕ)) + |∇v|2 +Qv2
− |(W −∇ logϕ)v +∇v|2. (26)
Together with equation (22), this implies that
0 ≤ |∇v|2 +Qv2 + div(v2(W −∇ logϕ)).
Using that v = φ = ϕ along ∂Σρ, we estimate
0 ≤
∫
Σρ
(|∇v|2 +Qv2) dHn−1 +
∫
∂Σρ
〈v2(W −∇ logϕ), η〉 dHn−2
=
∫
Σρ
(|∇v|2 +Qv2) dHn−1 +
∫
∂Σρ
〈φϕW − φ∇ϕ, η〉 dHn−2
=
∫
Σρ
(|∇v|2 +Qv2) dHn−1 +
∫
∂Σρ
〈G¯(X), η〉 dHn−2 −DF|Σρ(X)
≤
∫
Σρ
(|∇v|2 +Qv2) dHn−1 +
∫
∂Σρ
〈G¯(X), η〉 dHn−2
where we used (15) and (23) in the third and fourth lines, respectively.
5.3 Analysis of the complete MOTS limit
For the remainder of the proof of Theorem 1 we follow the strategy for the time-
symmetric case treated in [27] closely. By Lemma 8, there is a sequence ρj → ∞
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such that the Σρj converge locally in C
3,α to a complete MOTS Σ∞ that has the
properties described in Lemma 8.
Lemma 10 is strong enough to show that Σ∞ is conformal to a scalar-flat asymp-
totically flat manifold but it does not provide sufficient control on the change of
mass effected by this conformal change. For that, we need to allow test functions
that are asymptotic to 1. To justify the use of such test functions we need some
uniform control on the Σρ’s as in the following lemma.
Lemma 16. Let Z be a C2 vector field on M that is equal to ∂n outside a compact
set and let Z = φν + Zˆ be the decomposition of Z into normal and tangential part
along Σρ. The following estimate holds uniformly in ρ large.(∫
ΣρrCr
(|∇φ|2 +QΣρφ2) dHn−1 + ∫
∂(ΣρrCr)
〈G¯(Z), η〉 dHn−2
)
= O(r−1). (27)
Proof. The estimates
Dθ+|Σρ(Z) = O(|x|−n) (28)
DF|Σρ∩Cr(Z) = O(r−1) (29)
hold uniformly in ρ large. To see this, we use the harmonic asymptotics and formula
(7) to obtain that
H = u
−2
n−2
(
H0 +
2(n−1)
n−2 u
−1∇ν0u
)
where H0 and ν0 are the mean curvature and upward unit normal with respect to
the Euclidean metric. Clearly, H0 and ν0 do not change under vertical translation,
and H0 is bounded. Therefore, the decay of u implies that DH|Σρ(Z) = O(|x|−n).
The trΣρ k term is easier to handle, giving us (28). To derive (29), we simply use
(14), the fact that ν0 does not change under vertical translation, and the decay of
u.
We vary Σρ in the direction Z, which is just vertical translation outside a compact
set. We repeat the argument from the beginning of the proof of Lemma 15, except
that we use Σρ r Cr instead of Σρ, the vector field Z instead of X, the function φ
instead of ϕ, and that we take v = φ. On Σρ r Cr, equation (26) becomes
φDθ+|Σρ(Z) = div(φ2W − φ∇φ) + |∇φ|2 +Qφ2 − |W |2φ2.
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Therefore,∫
ΣρrCr
(|∇φ|2 +Qφ2) dHn−1 +
∫
∂(ΣρrCr)
〈G¯(Z), η〉 dHn−2
=
∫
ΣρrCr
(|∇φ|2 +Qφ2) dHn−1 +
∫
∂(ΣρrCr)
〈φ2W − φ∇φ, η〉 dHn−2
+DF|Σρ(Z)−DF|Σρ∩Cr(Z)
=
∫
ΣρrCr
(
φDθ+|Σρ(Z) + |W |2φ2
)
dHn−1
= O(r−1)
where the last line follows from the (28) and (29), decay of W , and volume control
coming from the almost minimizing property of Σρ.
The following lemma is the analytic consequence of our careful height-picking in
Section 5.2.
Lemma 17. Let v be a function on Σ∞ such that v − 1 ∈ W 1,23−n
2
(Σ∞). Then∫
Σ∞
(|∇v|2 +QΣ∞v2) dHn−1 ≥ 0. (30)
Proof. Following the notation of Lemma 8, we use coordinates x′ on Σ∞rB where
B is a large compact subset of M . Lemma 8 gives that
QΣ∞ =
1
2
RΣ∞ − µ− J(νΣ∞)− 12 |kΣ∞ +BΣ∞|2 = O(|x′|−n).
Using that the volume of Σ∞ grows like that of Rn−1, it follows that∫
Σ∞
(|∇v|2 + |QΣ∞|v2) dHn−1 <∞ (31)
provided that v − 1 ∈ W 1,23−n
2
(Σ∞).
Below we abbreviate Σρj = Σ
′
ρj ,hρj
by Σj. We also use a subscript j on geometric
quantities to indicate that they are computed with respect to Σj. We use ηj to
denote the outward unit normal of ∂(Σj ∩ Cr) in Σj for large r < ρj such that ∂Cr
is transverse to each Σj. Fix a C
2 vector field Z on M that agrees with ∂n outside
a compact set. Let φ∞ = 〈νΣ∞ , Z〉 and φj = 〈νΣj , Z〉. It follows from Lemma 8 that
φ∞ − 1 = O1,α(|x′|2−n) ∈ W 1,2(3−n)/2(Σ∞) and that G¯∞(Z) = O(|x′|1−n) where G¯∞ is
as in (25). We have that
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∫
Σ∞
(|∇φ∞|2 +Q∞φ2∞) dHn−1
= lim
r→∞
∫
Σ∞∩Cr
(|∇φ∞|2 +Q∞φ2∞) dHn−1
= lim
r→∞
(∫
Σ∞∩Cr
(|∇φ∞|2 +Q∞φ2∞) dHn−1 + ∫
∂(Σ∞∩Cr)
〈G¯∞(Z), η∞〉 dHn−2
)
= lim
r→∞
lim
j→∞
(∫
Σj∩Cr
(|∇φj|2 +Qjφ2j) dHn−1 + ∫
∂(Σj∩Cr)
〈G¯j(Z), ηj〉 dHn−2
)
= lim
j→∞
(∫
Σj
(|∇φj|2 +Qjφ2j) dHn−1 + ∫
∂Σj
〈G¯j(Z), ηj〉 dHn−2
)
≥ 0,
where the last inequality follows from Lemma 15, and the fourth equality follows
from Lemma 16. It follows that (30) holds for v = φ∞. Moreover, since the argument
works for any Z that equals ∂n outside a compact set, (30) holds for all test functions
that agree with φ∞ outside a compact set.
We now argue by density that (30) holds for any function v such that v − φ∞ ∈
W 1,2(3−n)/2(Σ∞). Note that C
3,α
c (Σ∞) is dense in W
1,2
(3−n)/2(Σ∞). Let vi − φ∞ be a
sequence of functions in C3,αc (Σ∞) that converges to v − φ∞ in W 1,2(3−n)/2(Σ∞). It is
straightforward to check that
0 ≤ lim inf
i→∞
∫
Σ∞
(|∇vi|2 +Q∞v2i ) dHn−1
= lim inf
i→∞
∫
Σ∞
[
(|∇v|2 +Q∞v2) + (2∇v · ∇(vi − v) + 2Q∞v(vi − v))
+(|∇(vi − v)|2 +Q∞(vi − v)2)
]
dHn−1
=
∫
Σ∞
(|∇v|2 +Q∞v2) dHn−1
where the cross terms vanish because of (31). This implies the result since φ∞− 1 ∈
W 1,2(3−n)/2(Σ∞).
We are now ready to derive a contradiction to our induction hypothesis. Without
loss of generality, we throw away all compact components of Σ∞, noting that Lemmas
10 and 17 still hold on the remaining asymptotically flat component. The strict
dominant energy condition implies that Q∞ < 12RΣ∞ . Lemma 10 implies that for
any nonzero v ∈ W 1,2(3−n)/2(Σ∞), we have∫
Σ∞
(|∇v|2 + 1
2
RΣ∞v
2
)
dHn−1 > 0.
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Using that n > 3, we have∫
Σ∞
(
|∇v|2 + n−3
4(n−2)RΣ∞v
2
)
dHn−1 > 0 (32)
for all nonzero v ∈ W 1,2(3−n)/2(Σ∞). This implies that the conformal Laplacian
∆Σ∞ − n−34(n−2)RΣ∞ : W 1,23−n
2
(Σ∞)→ W−1,2−1−n
2
(Σ∞)
is an isomorphism. In particular, we can find some nonzero v ∈ W 1,2(3−n)/2(Σ∞) such
that
∆Σ∞v − n−34(n−2)RΣ∞v = n−34(n−2)RΣ∞ .
Setting w = 1 + v, we have that
∆Σ∞w − n−34(n−2)RΣ∞w = 0.
Note that w ∈ C2,αloc by elliptic regularity. By [24, Theorem 2], we have that w(x′) =
1 + O2,α(|x′|3−n). Let g∞ be the induced metric on Σ∞. Applying (6) in dimension
n − 1, the conformal metric w 4n−3 g∞ on Σ∞ is asymptotically flat with zero scalar
curvature. Using (8) in dimension n− 1, this metric has energy
E(w
4
n−3 g∞) = E(g∞)− 2(n−3)ωn−2 limr→∞
∫
∂(Σ∞∩Cr)
w∇νw dHn−1
= 0− 2
(n−3)ωn−2
∫
Σ∞
(|∇w|2 + w∆w) dHn−1
= −2
(n−3)ωn−2
∫
Σ∞
(
|∇w|2 + n−3
4(n−2)RΣ∞w
2
)
dHn−1.
Since w − 1 ∈ W 1,2(3−n)/2(Σ∞) is nonzero, we can apply Lemma 17 and the short
argument used to derive (32) to conclude that∫
Σ∞
(
|∇w|2 + n−3
4(n−2)RΣ∞w
2
)
dHn−1 > 0.
It follows that E(w
4
n−3 g∞) < 0. This contradicts the time-symmetric case of Theo-
rem 1 in dimension n− 1. In particular, it contradicts our induction hypothesis.
5.4 Proof of Lemma 14
We define
hρ = inf{h ∈ [−Λ,Λ] | F(Σρ,h) > 0}. (33)
Our goal for this section is to prove that this choice of hρ satisfies the conclusion of
Lemma 14. For now let us assume that Σρ,hρ is connected.
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Using Lemmas 11 and 12 it is easy to see that hρ exists, lies in (−Λ,Λ), is
not a jump height, and that F(Σρ,hρ) = 0. Although the path h 7→ Σρ,h of C3,α
hypersurfaces need not be differentiable in h at hρ, the continuity of the map h 7→
Σρ,h at h = hρ allows us to use the inverse function theorem to describe the family
Σρ,h precisely for h near hρ, as we will see below. We note that the work of B. White
[36] on the moduli space of minimal submanifolds with boundary in Rn is useful for
understanding the family Σρ,h. However, since we do not need the full power of [36],
we choose to use a simpler approach similar to that of [19] in our Case 2 below.
Since Σρ,hρ is transverse to ∂Cρ, we can find a C
2,α vector field ∂τ such that
〈∂τ , ν〉 > 0 along Σρ,hρ , and ∂τ = Z = ∂n at Γρ,hρ . By integrating ∂τ , there exists
a relatively open neighborhood U of Σρ,hρ in Cρ and a C
2,α diffeomorphism F :
Σρ,hρ× (−δ, δ)→ U such that F (·, 0) is the identity map and such that F∗( ∂∂τ ) = ∂τ .
In particular, F (·, τ) maps ∂Σρ,hρ = Γρ,hρ to Γ(hρ + τ) by vertical translation.
Every C2,α function w : Σρ,hρ → (−δ, δ) gives rise to a graph in Σρ,hρ × (−δ, δ)
whose image under the diffeomorphism F is a C2,α hypersurface in U denoted by
graph[w] whose boundary lies on ∂Cρ. Since hρ is not a jump height, Lemma 7 tells
us that for each h sufficiently close to hρ the MOTS Σρ,h coincides with graph[w]
for a unique C2,α function w. Moreover, the function w converges to 0 in C2,α as h
approaches hρ.
The operator LΣρ,hρ on Σρ,hρ defined by (4) has a principal Dirichlet eigenvalue,
which is nonnegative because Σρ,hρ is stable. We consider two cases.
Case 1: The principal eigenvalue of LΣρ,hρ is positive.
Define the map3 Ψ : C2,α0 (Σρ,hρ)× R→ C0,α(Σρ,hρ)× R by
Ψ(w, s) = (θ+graph[w+s], s).
Using (3) and (4), we see that
DΨ|(0,0)(w′, s′) = (LΣρ,hρ 〈(w′ + s′)∂τ , ν〉, s′).
By assumption, LΣρ,hρ : C
2,α
0 → C0,α is an isomorphism. It follows that DΨ|(0,0) :
C2,α0 (Σρ,hρ)× R → C0,α(Σρ,hρ)× R is an isomorphism as well. The inverse function
theorem gives a C1 function Φ : (−, ) → C2,α0 (Σρ,hρ) such that Φ(s) is the unique
small solution of the equation Ψ(Φ(s), s) = (0, s). Its graph is the unique C2,α nearby
MOTS with boundary Γρ,hρ+s. By continuity of Σρ,h at h = hρ and uniqueness, we
have that Σρ,hρ+s = graph[Φ(s)+s] for small s. It follows that h 7→ Σρ,h is a C1 path
3Technically, it is only defined on some neighborhood of the origin.
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into the space of C2,α hypersurfaces near h = hρ to which the straightforward argu-
ment described in Section 5.2 applies. Specifically, consider the C2,α first-order defor-
mation fieldX = (dΦ
ds
+1)∂τ of the family Σρ,h. ThenDθ
+|Σρ,hρ (X) = ddhθ+Σρ,h|h=hρ = 0
because each Σρ,h is a MOTS. That DF|Σρ,hρ (X) = ddhF(Σρ,h)
∣∣
h=hρ
≥ 0 follows from
the construction of hρ. The normal component ϕ of X along Σρ,h is nonnegative and
positive on Γρ,h by construction, and thus positive everywhere by the strong maxi-
mum principle applied to the linear equation LΣρ,hρϕ = 0. This completes the proof
of Lemma 14 for Case 1.
Case 2: The principal eigenvalue of LΣρ,hρ is zero.
In this case, since Σρ,hρ is connected, LΣρ,hρ has a one-dimensional kernel in C
2,α
0 that
is generated by a function that is positive away from the boundary. The same is then
true for the adjoint L∗Σρ,hρ . We define the map Ψ : C
2,α
0 (Σρ,hρ)×R2 → C0,α(Σρ,hρ)×R2
by
Ψ(w, κ, s) =
(
−κ+ θ+graph[w+s], V (graph[w + s]), s
)
where V (Σ) denotes the signed volume of the region of Cρ lying above Σρ,hρ and
below Σ. Then
DΨ|(0,0,0)(w′, κ′, s′) =
(
LΣρ,hρ 〈(w′ + s′)∂τ , ν〉 − κ′,
∫
Σρ,hρ
〈(w′ + s′)∂τ , ν〉 dHn−1, s′
)
.
We claim that DΨ|(0,0,0) is injective. If DΨ|(0,0,0)(w′, κ′, s′) = (0, 0, 0), then obviously
s′ = 0, and since the image of C2,α0 under LΣρ,hρ is orthogonal to the kernel of
L∗Σρ,hρ , κ
′ = 0. Finally, 〈w′∂τ , ν〉 is in the kernel of LΣρ,hρ and has zero integral, and
is therefore zero, proving the claim. Since DΨ|(0,0,0) has index zero, it is also an
isomorphism. By the inverse function theorem, there exists a C1 function
(Φ1,Φ2) : (, )× (, )→ C2,α0 (Σρ,hρ)× R
such that (Φ1(ξ, s),Φ2(ξ, s)) is the unique small solution of the equation
Ψ(Φ1(ξ, s),Φ2(ξ, s), s) = (0, ξ, s).
In particular, graph[Φ1(ξ, s)+s] is the unique C
2,α-nearby constant θ+ hypersurface
whose boundary is Γρ,hρ+s and whose signed volume is ξ. Define ξ(s) := V (Σρ,hρ+s).
By continuity of Σρ,h at h = hρ and the uniqueness, it must be the case that
Σρ,hρ+s = graph[Φ1(ξ(s), s) + s] for small s. Note that since Σρ,hρ+s lies strictly
above Σρ,hρ , the function Φ1(ξ(s), s) + s must be positive. The complication here is
that we do not know that ξ(s) depends on s in any nice way. Below, we will see that
this does not matter.
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By the construction of hρ, we can choose a sequence sk ↘ 0 such that
F(Σρ,hρ+sk) > 0.
Let us pass to a subsequence such that the unit vector in the direction of (ξ(sk), sk)
converges. We consider two subcases.
Case 2a: The ratio ξ(sk)
sk
converges to a finite number as k →∞.
The basic idea here is while we cannot take derivatives as in Case 1, we can take
subsequential limits of difference quotients instead. The hypothesis of this subcase
implies that 1
sk
[Φ1(ξ(sk), sk) + sk] converges to a C
2,α function ϕ¯. Therefore we can
take the limit of 1
sk
θ+graph[Φ1(ξ(sk),sk)+sk] = 0 as k →∞ to obtain
LΣρ,hρ (〈ϕ¯∂τ , ν〉) = 0.
We claim that the conclusion of Lemma 14 holds for X = ϕ¯∂τ ∈ C2,α. The previous
equation tells us that Dθ+|Σρ,hρ (X) = 0. Moreover, the normal component ϕ =
ϕ¯〈∂τ , ν〉 is nonnegative and equal to 〈Z, ν〉 > 0 at Γρ,hρ . In fact, we see that ϕ is
positive by the strong maximum principle applied to the operator LΣρ,hρ . Finally,
since F(Σρ,hρ+sk) > 0, we have that
DF|Σρ,hρ (X) = limk→∞
1
sk
[F(graph[Φ1(ξ(sk), sk) + sk])−F(Σρ,hρ)]
= lim
k→∞
1
sk
[F(Σρ,hρ+sk)−F(Σρ,hρ)]
≥ 0.
Case 2b: The ratio sk
ξ(sk)
converges to zero as k →∞.
We will show that this is impossible. The assumption implies that the quotients
1
ξ(sk)
[Φ1(ξ(sk), sk) + sk] converge to a C
2,α function ϕ¯ that vanishes along Γρ,hρ . As
in Case 2a, we conclude that
LΣρ,hρ (〈ϕ¯∂τ , ν〉) = 0.
Let X = ϕ¯∂τ ∈ C2,α. Its normal component ϕ = ϕ¯〈∂τ , ν〉 is nonnegative with zero
boundary values. It follows from the strong maximum principle that either ϕ is
identically zero, or else ∇ηϕ < 0 along Γρ,hρ . Assume the latter. Taking the limit of
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the equation V (Σρ,hρ+sk)/ξ(sk) = 1 we obtain
∫
Σρ,hρ
ϕdHn−1 = 1. As in Case 2a,
DF|Σρ,hρ (X) = limk→∞
1
ξ(sk)
[F(graph[Φ1(ξ(sk), sk) + sk])−F(Σρ,hρ)]
= lim
k→∞
1
ξ(sk)
[F(Σρ,hρ+sk)−F(Σρ,hρ)]
≥ 0.
On the other hand, only the second term in (17) contributes to DF|Σρ,hρ because X
vanishes along Γρ,hρ . Thus
DF|Σρ,hρ (X) =
∫
Γρ,hρ
〈Z, 〈DηX, ν〉ν〉dHn−2
=
∫
Γρ,hρ
φ∇ηϕdHn−2
< 0.
This contradiction shows that Case 2b cannot occur.
The proof of Lemma 14 in the case where Σρ,hρ is connected is now finished.
Assume now that Σρ,hρ is not connected. Let Σ
′
ρ,h denote the component of Σρ,h
that contains the boundary. Observe that Σ′ρ,h converges to Σ
′
ρ,hρ
in C3,α as h→ hρ
because hρ is not a jump height. Moreover, F(Σ′ρ,h) = F(Σρ,h) for all h ∈ [−Λ,Λ].
From this it is easy to see that the above argument can be carried out with Σ′ρ,hρ in
place of Σρ,h.
6 The density theorem
Recall that pi = k − (trg k)g and that
n ≥ 3, p > n, q ∈ ((n− 2)/2, n− 2), q0 > 0 and α ∈ (0, 1− n/p].
It will be convenient to express initial data in terms of pi rather than k. Abusing
terminology slightly, we will refer to (M, g, pi) as an initial data set in this section.
We denote by gE a fixed smooth symmetric (0, 2)-tensor that coincides with the
Euclidean metric on M rK ∼= Rn rB throughout this section.
Theorem 18 (Density theorem). Let (M, g, pi) be an n-dimensional asymptotically
flat initial data set of type (p, q, q0, α) such that the dominant energy condition µ ≥
|J |g holds. Let  > 0. There are asymptotically flat initial data (g¯, p¯i) with harmonic
asymptotics and of type (p, q, q0, α) on M such that
‖g − g¯‖W 2,p−q < , ‖pi − p¯i‖W 1,p−1−q < , |E − E¯| < , |P − P¯ | < ,
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and such that the strict dominant energy condition
µ¯ > |J¯ |g¯
holds.
Remark. If we assume appropriate higher regularity for (M, g, pi), then (M, g¯, p¯i)
will have the same regularity. This follows from applying Schauder estimates through-
out the proof. Our argument shows that (g¯, p¯i) can be taken to be of type (p, q, q′0, α)
for any given q′0 > q0.
The proof of Theorem 18 consists of two general constructions. In Section 6.1
we deform (g, pi) to initial data (gˆ, pˆi) such that µˆ > (1 + γ)|Jˆ |gˆ for some γ > 0. In
Section 6.2 we apply a cut-off argument to perturb (gˆ, pˆi) to harmonic asymptotics
as in [11, Theorem 1] and argue that we can preserve the strict dominant energy
condition in the process.
The ADM energy and linear momentum are continuous on the space of asymp-
totically flat initial data sets in the following sense.
Proposition 19 (Cf. [22, Proposition 2.4]). Let (g, pi) and (g¯, p¯i) be asymptotically
flat initial data of type (p, q, q0, α). Let  > 0. There exists δ > 0 depending only on
, n, p, q, q0, ‖(g − gE, pi)‖W 2,p−q ×W 1,p−q−1, and ‖(µ, J)− (µ¯, J¯)‖L1−n−q0/2 such that if
‖g − g¯‖W 2,p−q ≤ δ and ‖pi − p¯i‖W 1,p−1−q ≤ δ,
then
|E − E¯| <  and |P − P¯ | < .
The proof of this fact is now standard and goes back to [31, p. 50] (for E only)
and [11, p. 198] in the case of vacuum data. We include the argument for the sake
of completeness.
Proof. By the definition of E and the divergence theorem, we have that
2(n− 1)ωn−1E = lim
r→∞
∫
|x|=r
n∑
i,j=1
(gij,i − gii,j)νj0
=
∫
|x|=r
n∑
i,j=1
(gij,i − gii,j)νj0
+
∫
|x|≥r
n∑
i,j=1
(gij,ij − gii,jj)
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for all r sufficiently large, and similarly for E¯. All integrals here are with respect to
the Euclidean metric. Note that
∑n
i,j=1(gij,ij − gii,jj) = 2µ + O(|x|−2−2q), because
both sides differ from the scalar curvature by terms quadratic in ∂kgij and piij.
Since (µ − µ¯) ∈ L1−n−q0/2, it follows that there exists r0 large and depending only
on , n, p, q, q0, ‖µ− µ¯‖L1−n−q0/2 , ‖(g− gE, pi)‖W 2,p−q ×W 1,p−q−1 , and ‖(g¯− gE, p¯i)‖W 2,p−q ×W 1,p−q−1
such that ∫
|x|≥r
∣∣∣ n∑
i,j=1
(gij,ij − gii,jj)− (g¯ij,ij − g¯ii,jj)
∣∣∣ < (n− 1)ωn−1
for all r ≥ r0. For the difference of the boundary integrals, note that∣∣∣ ∫
|x|=r
n∑
i,j=1
[(gij,i − gii,j)− (g¯ij,i − g¯ii,j)] νj0
∣∣∣
≤ 2
n∑
i,j,k=1
∫
|x|=r
|∂k(g − g¯)ij|
≤ 2ωn−1rn−1
n∑
i,j,k=1
sup
|x|=r
|∂k(g − g¯)ij|(x)
≤ 2(ωn−1rn−1)n3(r−1−qCp‖g − g¯‖W 2,p−q ) (34)
where Cp is the constant that governs the continuous embedding W
1,p
−1−q ⊂ C
1−n
p
−1−q.
By choosing δ > ‖g − g¯‖W 2,p−q sufficiently small (depending on r) we can ensure that
(34) is less than (n − 1)ωn−1 so that |E − E¯| < . The argument for the linear
momentum is similar.
6.1 Perturbing to strict dominant energy condition
We define the constraint map
Φ(g, pi) = (2µ, J) =
(
Rg − |pi|2g + 1n−1(trg pi)2, divg pi
)
.
We will also use the modified Lie derivative
LgY = LY g − (divg Y )g
of a vector field Y .
Lemma 20. Let (g − gE, pi) ∈ W 2,p−q ×W 1,p−1−q. The linear map A : W 2,p−q ×W 1,p−1−q →
Lp−2−q given by
A(h,w) = DΦ|(g,pi)(h,w)− (0, 12hj`J`)
is surjective.
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The proof is a small modification of the proof of surjectivity of the linearization
DΦ|(g,pi) in [11, Proposition 3.1]. For the convenience of the reader, we include the
argument here.
Proof. In this proof we treat Φ as a map defined on the space of (g, pi) where g is a
(0, 2)-tensor and pi is a (2, 0)-tensor, and (divg pi)
i := (piij);j. By direct computation,
DΦ|(g,pi)(h,w) =
(
−∆g(trgh) + divgdivg(h)− hijRij − 2hijpii`pij`
− 2pijkwkj + 2n−1trgpi(hijpiij + trgw),
(divgw)
i − 1
2
pijkhjk;`g
`i + pijkhij;k +
1
2
piij(trgh),j
)
.
Here all indices are raised or lowered with respect to g. The formula is well-known
and can be found in, for example, [18, pp. 999–1000] for n = 3, but note that the
negative divergence operator is used there. Let (v, Z) ∈ W 2,p−q where v is a function
and Z is a vector field. Consider hij = vgij and w
ij = (LgZ)ij. Then
(v, Z) 7→ A(h,w) (35)
is a Fredholm operator from W 2,p−q to L
p
−2−q, cf. [5]. It follows that the range of A,
which contains the range of the operator in (35), has finite codimension in Lp−2−q.
In particular, the range of A is closed.
Since A has closed range, we can prove surjectivity of A by showing that the
kernel of the adjoint operator A∗(ξ, Z) = DΦ|∗(g,pi)(ξ, Z) − (12ZiJj, 0) is trivial. One
can compute the formal L2-adjoint operator of DΦ|(g,pi)
DΦ|∗(g,pi)(ξ, Z)
=
(−(∆gξ)gij + ξ;ij − ξRij + ( 2n−1(trgpi)piij − 2piikpikj )ξ
+ 1
2
(
(LZpi)ij + (Z
k
;k)piij − Zipikj;k − Zjpiki;k − Zk;mpikmgij − Zkpikm;m gij
)
,
−1
2
(LZg)
ij +
(
2
n−1(trgpi)g
ij − 2piij)ξ) .
Let (ξ, Z) be in the dual space Lp
∗
−n+2+q such that A
∗(ξ, Z) = (0, 0). Taking the
trace of the first component of A∗(ξ, Z) = (0, 0) gives an equation for ∆gξ. Using
this equation, we can eliminate the term ∆gξ from the system A
∗(ξ, Z) = (0, 0) to
obtain
0 = ξ;ij − ξRij + 1n−1(Rg + 2|pi|2g − 2n−1(trgpi)2)ξgij
+
(
2
n−1(trgpi)piij − 2piikpikj
)
ξ
− 1
2(n−1)
(
trg(LZpi) + Z
k
;ktrgpi − 2Zipiki;k − Zk;mpikm − Zkpikm;m
)
gij
+ 1
2
(
(LZpi)ij + (Z
k
;k)piij − Zipikj;k − Zjpiki;k
)
− 1
2
ZiJj +
1
2(n−1)Z
kJkgij
0 = 1
2
(LZg)
ij +
(
2piij − 2
n−1(trgpi)g
ij
)
ξ.
(36)
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We use a bootstrap argument to show that (ξ, Z) vanishes to infinite order at infinity,
i.e. that |(ξ, Z)| ≤ CN |x|−N for any integer N > 1. The initial decay of ξ and Z is
on the order of |x|−n+2+q. By (36), ∇2ξ is of order |x|−n and LZg is of order |x|−n+1.
The following estimates for n = 3 were proved in [11, (10)] and can be generalized
easily to any n ≥ 3. For any weight τ > 0 and for radius R > 0 large,∫
M\BR
(ξ|x|τ )2|x|−n ≤ C
∫
M\BR
(|∇2ξ||x|2+τ )2|x|−n∫
M\BR
(|Z||x|τ )2|x|−n ≤ C
∫
M\BR
(|LZg||x|1+τ )2|x|−n.
By letting τ < n − 2, we conclude that (ξ, Z) is of order |x|−τ for any τ < n − 2,
so the decay rate of (ξ, Z) is improved. We can then argue inductively that (ξ, Z)
vanishes to infinite order at infinity.
Finally, we take the trace of the first set of equations and the divergence of the
second set of equations of (36). The leading order term in the divergence of the
second equation is
(divg(LZg))
i = (Zi;kg
kj + Zj;kg
ik);j = ∆gZ
i + gikZj;kj.
We replace the term gikZj;kj by terms involving only ∇Z,∇ξ, and ξ, using the trace
of the second component A∗(ξ, Z). Hence we obtain a system of linear equations of
the form
∆g(ξ, Z) = B(x)(∇ξ,∇Z) + C(x)(ξ, Z),
where B,C are coefficient matrices. Note that although B(x) and C(x) are different
from the coefficient matrices in [11], they do have the same asymptotics. Using a
Kelvin transform and a unique continuation argument as in [11, pp. 196–197], one
sees that (ξ, Z) must vanish identically. This completes the proof of surjectivity.
Notation. For better readability, we define
s :=
4
n− 2 ,
which will appear frequently in this section.
For (u− 1, Y ) ∈ W 2,p−q , let
g˜ = usg and p˜i = us/2(pi + LgY ).
Define the operator
T (u, Y ) = (2µ˜us, J˜us/2),
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where (µ˜, J˜) are the mass and energy densities of (g˜, p˜i). Explicitly, the components
of T are given by
2µ˜us = −4(n−1)
n−2 u
−1∆gu+Rg + 1n−1 (trg pi + trg LgY )2
− (|pi|2g + 2(LgY )klpikl + |LgY |2g)
J˜ju
s/2 = (divg LgY + divg pi)j + (n− 1)s
2
u−1u,k(pi + LgY )kj
− s
2
u−1u,j trg(pi + LgY ), j = 1, 2, . . . , n.
(37)
Here, all indices are raised and lowered with respect to g.
Lemma 21. Suppose that (g−gE, pi) ∈ W 2,p−q ×W 1,p−1−q. For any (f, V ) ∈ Lp−2−q there
exist (v, Z) ∈ W 2,p−q and symmetric (0, 2)-tensors h,w in C3,αc so that
DT |(1,0)(v, Z) +DΦ|(g,pi)(h,w) = (f, Vj + 12h`jJ`).
If in addition (f, V ) ∈ C0,α−n−q0 for some q0 > 0 and α ∈ (0, 1 − np ], and (g, pi) ∈
C2,αloc × C1,αloc , then we have (v, Z) ∈ C2,α2−n.
Proof. The linearization of T at (1, 0) is
DT |(1,0)(v, Z) =
(
− 4(n−1)
n−2 ∆gv − 4Zk;`pik` + 2n−1 trg pi divg Z,
divg(LgZ)j + (n− 1)s
2
v,kpi
k
j −
s
2
v,j trg pi
) (38)
where all covariant derivatives and raising of indices are with respect to g. For
0 < a < (n − 2) and p > n, DT |(1,0) : W 2,p−a → Lp−2−a is Fredholm with index
zero, cf. [5]. Because the linear map A defined in Lemma 20 is surjective onto
Lp−2−q we can find C
3,α compactly supported symmetric tensor fields {(hk, wk)}Nk=1
whose images A(hk, wk) span a subspace that complements the image of DT |(1,0)
in Lp−2−q. It follows that for every (f, V ) ∈ Lp−2−q there exist (v, Z) ∈ W 2,p−q and
(h,w) ∈ span{(hk, wk)}Nk=1 so that
DT |(1,0)(v, Z) +DΦ|(g,pi)(h,w) = (f, Vj + 12h`jJ`). (39)
This completes the first part of the proof.
Now suppose that (f, V ) ∈ C0,α−n−q0 for some q0 > 0, and (g, pi) ∈ C2,αloc ×C1,αloc . We
view the system (39) as (n + 1) Poisson equations in v, Zi with a decaying nonho-
mogeneous term. Note that the contribution DΦ|(g,pi)(h,w) to the nonhomogeneous
term is a compactly supported Ho¨lder function. Using [24, Theorem 2], which treats
decay of solutions of the Poisson equation, and combining it with weighted Schauder
estimates and a bootstrapping argument, we can conclude that (v, Z) ∈ C2,α2−n.
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Theorem 22. Let (M, g, pi) be an asymptotically flat initial data set of type (p, q, q0, α).
Assume that the dominant energy condition µ ≥ |J |g holds. For any δ > 0, there
exists asymptotically flat initial data (g¯, p¯i) of the same type such that
‖g − g¯‖W 2,p−q ≤ δ ‖pi − p¯i‖W 1,p−1−q ≤ δ,
and for some γ > 0 depending on δ,
µ¯ > (1 + γ)|J¯ |g¯.
Proof. Choose a smooth positive function f such that f = |x|−n−min(1,q0) near infin-
ity, and let (v, Z) ∈ C2,α2−n and (h,w) ∈ C3,αc be a solution of the system
DT |(1,0)(v, Z) +DΦ|(g,pi)(h,w) = (2f, 12hljJl),
whose existence is guaranteed by Lemma 21 (with V ≡ 0). Our goal is to show that
for sufficiently small t > 0, the formula
g¯ = (1 + tv)s(g + th) and p¯i = (1 + tv)s/2(pi + tLgZ + tw) (40)
gives the desired initial data (g¯, p¯i) in the statement of the theorem. Since we clearly
have ‖g − g¯‖W 2,p−q ≤ δ and ‖pi − p¯i‖W 1,p−1−q ≤ δ for small enough t, it suffices to show
that µ¯ > (1 + γ)|J¯ |g¯ for some γ > 0 that depends on t.
In the following we denote u = 1 + tv and define
Φ1(1 + tv, tZ, th, tw) = (2µ¯u
s, J¯us/2).
By Taylor expansion,
Φ1(1 + tv, tZ, th, tw)
= Φ1(1, 0, 0, 0) + tDΦ1|(1,0,0,0)(v, Z, h, w) +R
= (2µ, J) + tDT |(1,0)(v, Z) + tDΦ|(g,pi)(h,w) +R
= (2µ, J) + t(2f, 1
2
hki Jk) +R, (41)
where there is a minor abuse of notation in the last line, and the remainder term
R = R(x, t) has the form
R(x, t) = t
∫ 1
0
[
DΦ1|(1,0,0,0)+rt(v,Z,h,w) −DΦ1|(1,0,0,0)
]
(v, Z, h, w) dr.
Claim. We have that
|R(x, t)| ≤ Ct2(1 + |x|)2−2n = O(t2f).
where C is a constant that does not depend on x or t.
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Proof of claim. Clearly, R(x, t) = O(t2), so it suffices to work outside a large ball
B that contains the support of (h,w). Note that when x ∈ M r B we have that
DΦ1|(1,0,0,0)+rt(v,Z,h,w)(v, Z, h, w) = DT(1,0)+rt(v,Z)(v, Z) and hence
R(x, t) = t
∫ 1
0
[
DT |(1,0)+rt(v,Z) −DT |(1,0)
]
(v, Z) dr.
From (37) we see that the linearization of T at (u, Y ) is given by
DT |(u,Y )(v, Z)
=
(
4(n−1)
n−2 (u
−2v∆gu− u−1∆gv)
+ 2
n−1(trg pi + trg LgY ) trg LgZ − 2(pi + LgY )kl(LgZ)kl,
divg(LgZ)j + (n− 1)s
2
(vu−1),k(pi + LgY )kj + (n− 1)
s
2
u−1u,k(LgZ)kj
− s
2
(vu−1),j trg(pi + LgY )− s
2
u−1u,j trg LgZ
)
.
The claim follows from substituting (1, 0) + rt(v, Z) and (1, 0) for (u, Y ), using that
(v, Z) ∈ C2,α2−n, and estimating each term in an obvious way.
From (41) we have
usµ¯ = µ+ tf +O(t2f) and us/2J¯i = Ji + t
1
2
hki Jk +O(t
2f).
In particular, for sufficiently small t > 0, we have
usµ¯ > µ+
t
2
f everywhere on M. (42)
We claim that us|J¯ |g¯ < |J |g + tf4 for t > 0 sufficiently small. Choose f1 to be a
smooth nonnegative function whose support is larger than that of h. Then
g¯ij = u−s(gij − thij +O(t2f1)).
Therefore
(us|J¯ |g¯)2 = u2sg¯ijJ¯iJ¯j
= (gij − thij +O(t2f1))(Ji + t12hki Jk +O(t2f))(Jj + t12hkjJk +O(t2f))
= gijJiJj + t(−hijJiJj + 12gijhki JkJj + 12gijJihkjJk)
+O(t2|J |2f1 + t2|J |f + t3f1 + t4f 2)
= |J |2g +O(t2|J |f + t3f 2)
=
(
|J |g + tf
4
)2
− tf
2
|J |g − t
2f 2
16
+O(t2|J |f + t3f 2)
<
(
|J |g + tf
4
)2
,
The spacetime positive mass theorem in dimensions less than eight 38
where we choose t > 0 to be sufficiently small in the last line, proving the claim.
Observe that the computation above explains the motivation behind the definition
of A. The 1
2
hljJl term in A is chosen specifically so that the first order change in |J |g
under the deformation vanishes.
Now fix t > 0 small enough so that usµ¯ > µ + tf
2
and us|J¯ |g¯ < |J |g + tf4 . Our
assumptions imply that supM
|J |g
f
<∞. For x ∈ M such that |J¯ |g¯(x) 6= 0 it follows
that
µ¯
|J¯ |g¯ =
usµ¯
us|J¯ |g¯ >
µ+ tf/2
|J |g + tf/4 ≥
|J |g + tf/2
|J |g + tf/4 ≥ 1 + γ
where γ−1 := 1 + 4
t
supM
|J |g
f
. Since µ¯ > 0 we conclude that µ¯ > (1 + γ)|J¯ |g¯ on M ,
as desired. Finally, note that γ depends only on t and supM
|J |g
f
.
Remark. The assertion of Lemma 1 in [32] is similar to but weaker than that of
Theorem 22. We also note that the proof of this lemma contains an error.
6.2 Harmonic asymptotics
We first show that any asymptotically flat initial data set can be slightly perturbed
so that
g = usgE, pi = u
s/2LgEY
outside a compact set, for some choice of u and Y , meanwhile prescribing any con-
straints (µ, J) that are close to the original ones. We then show that (g, pi) has
harmonic asymptotics if the imposed constraints decay fast enough.
The first result is a modification of [11, Theorem 1], where the special case of
three-dimensional vacuum initial data was treated.
Lemma 23. Suppose (g − gE, pi) ∈ W 2,p−q ×W 1,p−1−q. There exist C0, δ0 > 0 so that
given (µ¯, J¯) ∈ Lp−2−q with ‖(µ¯ − µ, J¯ − J)‖Lp−2−q ≤ δ ≤ δ0, there is an initial data
set (g¯, p¯i) such that
g¯ = usgE, p¯i = u
s/2LgEY (43)
outside a compact set for some (u−1, Y ) ∈ W 2,p−q , and such that the mass and current
densities of (g¯, p¯i) are (µ¯, J¯). Moreover,
‖g¯ − g‖W 2,p−q ≤ C0δ, ‖p¯i − pi‖W 1,p−1−q ≤ C0δ.
Proof. For λ ≥ 1 large define the cut-off initial data
gˆλ = χλg + (1− χλ)gE, pˆiλ = χλpi
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where χλ(x) = χ(x/λ) and χ is a smooth cut-off function on Rn that is 1 on {|x| ≤ 1}
and 0 on {|x| ≥ 2}. Note that ‖(gˆλ − g, pˆiλ − pi)‖W 2,p−q ×W 1,p−1−q → 0 as λ→∞.
In the following, we suppress the subscript λ when the context is clear. Define
g˜ = usgˆ, p˜i = us/2(pˆi + LgˆY ),
where (u−1, Y ) ∈ W 2,p−q . Let (µ˜, J˜) be the mass and current densities of (g˜, p˜i). Define
the map T(gˆ,pˆi)(u, Y ) = (2µ˜, J˜) from (W
2,p
−q + 1) ×W 2,p−q → Lp−2−q. The linearization
of T(gˆ,pˆi) at (1, 0) is
DT(gˆ,pˆi)|(1,0)(v, Z)
=
(
− 4(n−1)
n−2 ∆gˆv − s
[
Rgˆ − |pˆi|2gˆ + 1n−1(trgˆ pˆi)2
]
v
− 4Zk;lpˆikl + 2n−1 trgˆ pˆi divgˆ Z,
divgˆ(LgˆZ)j + (n− 1)s
2
v,kpˆi
k
j −
s
2
v,j trgˆ pˆi − s
2
(divgˆ pˆi)jv
)
,
where indices are raised and covariant derivatives are taken with respect to gˆ. The
map T(g,pi) : (W
2,p
−q + 1) ×W 2,p−q → Lp−2−q is defined analogously. Because q ∈ ((n −
2)/2, n− 2) and p > n, DT(gˆ,pˆi)|(1,0) and DT(g,pi)|(1,0) are Fredholm operators of index
0 for λ sufficiently large (see [5]).
Let K1 be a complementing subspace for the kernel of DT(g,pi)|(1,0) in W 2,p−q ×
W 1,p−2−q. Since the linearization DΦ|(g,pi) : W 2,p−q ×W 1,p−1−q → Lp−2−q is surjective (see
[11] and Lemma 20) and becauseDT(g,pi)|(1,0) is Fredholm, we can find C3,α compactly
supported symmetric (0, 2)-tensors {(hk, wk)}Nk=1 whose imagesDΦ|(g,pi)(hk, wk) form
a basis for a complementing subspace of the image of DT(g,pi)|(1,0) in Lp−2−q. Let
K2 = span{(hk, wk)}Nk=1. We define the maps T (gˆ,pˆi), T (g,pi) : K1 ×K2 → Lp−2−q by
T (gˆ,pˆi)(u, Y, h, w) = Φ(u
sgˆ + h, us/2(pˆi + LgˆY ) + w)
and
T (g,pi)(u, Y, h, w) = Φ(u
sg + h, us/2(pi + LgY ) + w).
The maps T (gˆ,pˆi) and T (g,pi) are continuously differentiable. Using that (gˆ, pˆi) con-
verges to (g, pi) in W 2,p−q ×W 1,p−q−1 as λ → ∞ it is easy to see that DT (gˆ,pˆi)|(u,Y,h,w)
converges to DT (g,pi)|(u,Y,h,w) as λ→∞ locally uniformly in (u, Y, h, w) ∈ K1×K2 in
the strong operator topology. Observe that DT (g,pi)|(1,0,0,0) is an isomorphism by con-
struction. We conclude from the inverse function theorem that there exists δ0 > 0
such that for all λ ≥ 1 sufficiently large, T (g,pi) restricts to a C1 diffeomorphism
defined on an open neighborhood of (1, 0, 0, 0) (independent of λ ≥ 1) in K1 ×K2
and onto an open neighborhood containing the Lp−2−q ball of radius 2δ0 centered at
(2µˆ, Jˆ).
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Using that T (g,pi)(1, 0, 0, 0) = (2µ, J) and that ‖(µ, J)− (µˆ, Jˆ)‖Lp−2−q → 0 as λ→
∞ we see that ‖(µ¯, J¯)− (µˆ, Jˆ)‖Lp−2−q < 2δ provided that ‖(µ¯, J¯)− (µ, J)‖Lp−2−q < δ
and λ ≥ 1 is sufficiently large. Hence if δ ∈ (0, δ0) there exist (u− 1, Y ) ∈ W 2,p−q and
C3,α compactly supported symmetric (0, 2)-tensors (h,w) such that T (gˆ,pˆi)(u, Y, h, w) =
(2µ¯, J¯) and such that
‖(u− 1, Y )‖W 2,p−q ≤ C1δ, ‖(h,w)‖W 2,p−q ×W 1,p−1−q ≤ C1δ
for some constant C1 > 0 that only depends on (g, pi).
The following proposition is straightforward except for a subtlety that arises
when n = 3.
Proposition 24. Suppose that (M, g, pi) is an asymptotically flat initial data set of
type (p, q, q0, α) with q0 > 1 (rather than just q0 > 0) and such that
g = usgE, pi = u
s/2LgEY, (44)
outside a large ball B for some (u− 1, Y ) ∈ W 2,p−q . Then (g, pi) has harmonic asymp-
totics in the sense of Section 2.
Proof. By (37), outside a compact set, (u− 1, Y ) satisfies
4(n−1)
n−2 u
−1∆gEu− 1n−1 (trgE LgEY )2 + |LgEY |2 = −2µus
∆gEYj + (n− 1)
s
2
u−1u,k(LgEY )kj −
s
2
u−1u,j trgE(LgEY ) = Jjus/2,
for j = 1, 2, . . . , n. By Sobolev embedding, (u − 1, Y ) = O1,α(|x|−q). As in the
proof of Lemma 21, we may view this system as n + 1 Poisson equations for the
functions u, Yi, so that ∆gE(u, Y ) = O
0,α(|x|max(−2q−2,−n−q0)). Then using the fact
that q ∈ ((n − 2)/2, n − 2), Theorem 2 of [24] and weighted Schauder estimates
imply that
u = 1 + a|x|2−n +O2,α(|x|2−n−γ)
Yi = bi|x|2−n +O2,α(|x|2−n−γ)
(45)
for constants a, bi, for any 0 < γ < min(2q + 2− n, q0). It follows that (u− 1, Y ) =
O2,α(|x|2−n).
For n > 3, since max(2 − 2n,−n − q0) < −n − 1, we may repeat the above
argument with improved decay of the source terms to conclude the desired result.
When n = 3, we argue as follows. We expand the nonlinear source terms above.
We find that
|LgEY |2 = |LY g|2 − 2 trgE(LgY )(divgE Y ) + 3(divgE Y )2
= 2
[
3∑
i,j=1
Y 2i,j + Yi,jYj,i
]
− (divgE Y )2.
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Since
Yi,j = −bi xj|x|3 +O
1,α(|x|−2−γ),
we have
(trgE LgEY )2 = (divgE Y )2 =
(
3∑
i=1
Yi,i
)2
=
(b · x)2
|x|6 +O
1,α(|x|−4−γ)
and
3∑
i,j=1
Y 2i,j + Yi,jYj,i =
|b|2
|x|4 +
(b · x)2
|x|6 +O
1,α(|x|−4−γ).
Thus the constraint equation for µ becomes
8∆gEu = −
2|b|2
|x|4 −
(b · x)2
2|x|6 +O
0,α(|x|−4−γ),
as long as γ ≤ q0 − 1. Now observe that
∆gE
xixj
|x|4 =
2δij
|x|4 −
4xixj
|x|6 ,
∆gE
1
|x|2 =
2
|x|4 .
For appropriate choice of constants C0 and Cij, we have
∆gE
(
u− C0 1|x|2 − Cij
xixj
|x|4
)
= O0,α(|x|−4−γ).
Now apply [24, Theorem 2] and weighted Schauder estimates to obtain the desired
result for u. The argument for Y is analogous.
6.3 Proof of Theorem 18
Using Theorem 22 and Proposition 19 we may reduce to the case where µ > (1 +
γ)|J |g. For l ≥ 1 define ξλ(x) := ξ(xλ) where
ξ(x) =
{
1 when |x| ≤ 1
|x|−1 when |x| ≥ 2 .
Note that ξλ(µ, J) ∈ C0,α−n−q0−1 and that ‖ξλ(µ, J) − (µ, J)‖Lp−2−q tends to zero as
λ → ∞. By Lemma 23 and Proposition 24 there are initial data (gλ, piλ) with
harmonic asymptotics and mass and current densities ξλ(µ, J) such that ‖(g−gλ, pi−
piλ)‖W 2,p−q ×W 1,p−1−q → 0 as λ→∞. In particular, ‖g − gλ‖C0 → 0 so that
|ξλJ |2gλ = gijλ ξ2λJiJj = ξ2λ|J |2g(1 + o(1)) as λ→∞.
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It follows that
ξλµ > ξλ(1 + γ)|J |g ≥
(
1 +
γ
2
)
|ξλJ |gλ
for λ sufficiently large. In particular, the strict dominant energy condition holds for
(gλ, piλ). The convergence of mass and linear momentum as λ → ∞ follows from
Proposition 19.
Remark. It is a subtlety in the proof of Theorem 18 above that the decay conditions
for (µ, J) improve when we are reducing to harmonic asymptotics. In fact, if we are
content to preserve the dominant energy condition without requiring strictness, we
can arrange for (µ¯, J¯) to vanish outside a large compact set by choosing ξ with
compact support. The modified initial data will then be smooth at infinity.
Remark. The assertion in [16] that trg(k) = O(|x|−n) for n-dimensional initial data
sets with harmonic asymptotics is wrong, as was pointed out to the first named
author by A. Carlotto. When n > 3, the arguments in [16] continue to hold. When
n = 3, the additional assumption that trg(k) = O(|x|−γ) for some γ > 2 in Theorem
3 of [16] is required throughout (rather than just for the rigidity case). Of course,
this is exactly the case treated by R. Schoen and S.-T. Yau in [32].
Remark. When 3 < n < 8, the full positive mass theorem E ≥ |P | can be obtained
from the positive energy theorem E ≥ 0 in the form [16, Theorem 3] using the
following reduction argument. Assume that 0 < E < |P |. Fix θ ∈ (0, 1) such that
E ′ := E−θ|P |
1−θ2 < 0. Using the preceding remark we may assume that (M, g, k) is
smooth (including decay on derivatives) outside a large compact subset of M and
that µ = 0 and J = 0 there. According to [7, Theorem 6.1], there exists a (vacuum)
spacetime development of the asymptotically flat end of (M, g, k) in which we may
deform the end of (M, g, k) to a boosted slice (of slope θ) that has energy E ′. See
[8, p. L115] for a remark on the transformation behavior of the energy-momentum
tensor. The deformed initial data (M ′, g′, k′) satisfies the conditions of the positive
energy theorem in [16, Theorem 3]. A contradiction.
We are grateful to P.T. Chrusc´iel for useful discussions related to this argument.
This reduction is folklore in the mathematical relativity community when the initial
data set is given as a spacelike slice of an asymptotically flat spacetime, see e.g. [9].
Acknowledgements. The first named author acknowledges the support of
NSF grant DMS-0906038 and of SNF grant 200021-140467. The second named au-
thor acknowledges the support of NSF grant DMS-1005560 and DMS-1308837. The
third named author acknowledges the support of NSF grant DMS-0903467. The last
named author acknowledges the support of NSF grants DMS-1105323 and DMS-
1404966.
The spacetime positive mass theorem in dimensions less than eight 43
References
[1] William K. Allard, On the first variation of a varifold: boundary behavior, Ann.
of Math. (2) 101 (1975), 418–446. MR 0397520 (53 #1379)
[2] Lars Andersson, Marc Mars, and Walter Simon, Local existence of dynamical
and trapping horizons, Phys. Rev. Lett. 95 (2005), 111102.
[3] Lars Andersson and Jan Metzger, The area of horizons and the trapped region,
Comm. Math. Phys. 290 (2009), no. 3, 941–972. MR 2525646 (2010f:53118)
[4] Abhay Ashtekar and Gregory J. Galloway, Some uniqueness results for dynam-
ical horizons, Adv. Theor. Math. Phys. 9 (2005), no. 1, 1–30. MR 2193368
(2006k:83101)
[5] Robert Bartnik, The mass of an asymptotically flat manifold, Comm. Pure
Appl. Math. 39 (1986), no. 5, 661–693. MR 849427 (88b:58144)
[6] Robert Beig and Piotr T. Chrus´ciel, Killing vectors in asymptotically flat
space-times. I. Asymptotically translational Killing vectors and the rigid pos-
itive energy theorem, J. Math. Phys. 37 (1996), no. 4, 1939–1961. MR 1380882
(97d:83033)
[7] D. Christodoulou and N. O´ Murchadha, The boost problem in general relativity,
Comm. Math. Phys. 80 (1981), no. 2, 271–300. MR 623161 (84e:83011)
[8] Piotr T. Chrus´ciel, A remark on the positive-energy theorem, Classical Quantum
Gravity 3 (1986), no. 6, L115–L121. MR 868711 (88f:83030a)
[9] , On the energy of the gravitational field at spatial infinity, Conference on
Mathematical Relativity (Canberra, 1988), Proc. Centre Math. Anal. Austral.
Nat. Univ., vol. 19, Austral. Nat. Univ., Canberra, 1989, pp. 9–33. MR 1020788
(90k:83029)
[10] Piotr T. Chrus´ciel and Daniel Maerten, Killing vectors in asymptotically flat
space-times. II. Asymptotically translational Killing vectors and the rigid pos-
itive energy theorem in higher dimensions, J. Math. Phys. 47 (2006), no. 2,
022502, 10. MR 2208148 (2007b:83054)
[11] Justin Corvino and Richard M. Schoen, On the asymptotics for the vacuum
Einstein constraint equations, J. Differential Geom. 73 (2006), no. 2, 185–217.
MR 2225517 (2007e:58044)
The spacetime positive mass theorem in dimensions less than eight 44
[12] Lu Ding, Positive mass theorems for higher dimensional Lorentzian manifolds,
J. Math. Phys. 49 (2008), no. 2, 022504, 12. MR 2392853 (2008m:53081)
[13] Frank Duzaar and Klaus Steffen, λ minimizing currents, Manuscripta Math.
80 (1993), no. 4, 403–447. MR 1243155 (95f:49062)
[14] Michael Eichmair, The Plateau problem for marginally outer trapped surfaces,
J. Differential Geom. 83 (2009), no. 3, 551–583. MR 2581357
[15] , Existence, regularity, and properties of generalized apparent horizons,
Comm. Math. Phys. 294 (2010), no. 3, 745–760. MR 2585986 (2011d:53171)
[16] , The Jang equation reduction of the spacetime positive energy theorem
in dimensions less than eight, Comm. Math. Phys. 319 (2013), no. 3, 575–593.
MR 3040369
[17] Michael Eichmair and Jan Metzger, Jenkins-Serrin-type results for the Jang
equation, to appear in J. Differential Geom.
[18] Arthur E. Fischer and Jerrold E. Marsden, Linearization stability of the Ein-
stein equations, Bull. Amer. Math. Soc. 79 (1973), 997–1003. MR 0426035 (54
#13981)
[19] Gregory J. Galloway, Rigidity of marginally trapped surfaces and the topology
of black holes, Comm. Anal. Geom. 16 (2008), no. 1, 217–229. MR 2411473
(2009e:53087)
[20] Gregory J. Galloway and Niall O´ Murchadha, Some remarks on the size of
bodies and black holes, Classical Quantum Gravity 25 (2008), no. 10, 105009,
9. MR 2416045 (2009c:83058)
[21] Gregory J. Galloway and Richard Schoen, A generalization of Hawking’s black
hole topology theorem to higher dimensions, Comm. Math. Phys. 266 (2006),
no. 2, 571–576. MR 2238889 (2007i:53078)
[22] Lan-Hsuan Huang, On the center of mass in general relativity, Fifth Interna-
tional Congress of Chinese Mathematicians. Part 1, 2, AMS/IP Stud. Adv.
Math., 51, pt. 1, vol. 2, Amer. Math. Soc., Providence, RI, 2012, pp. 575–591.
MR 2908093
[23] Joachim Lohkamp, The higher dimensional positive mass theorem I,
arXiv:math/0608795v1 (2006).
The spacetime positive mass theorem in dimensions less than eight 45
[24] Norman Meyers, An expansion about infinity for solutions of linear elliptic equa-
tions, J. Math. Mech. 12 (1963), 247–264. MR 0149072 (26 #6568)
[25] Thomas Parker and Clifford Henry Taubes, On Witten’s proof of the positive
energy theorem, Comm. Math. Phys. 84 (1982), no. 2, 223–238. MR 661134
(83m:83020)
[26] Richard Schoen, Uniqueness, symmetry, and embeddedness of minimal surfaces,
J. Differential Geom. 18 (1983), no. 4, 791–809 (1984). MR 730928 (85f:53011)
[27] , Variational theory for the total scalar curvature functional for Rie-
mannian metrics and related topics, Topics in calculus of variations (Monteca-
tini Terme, 1987), Lecture Notes in Math., vol. 1365, Springer, Berlin, 1989,
pp. 120–154. MR 994021 (90g:58023)
[28] , Mean curvature in Riemannian geometry and general relativity, Global
theory of minimal surfaces, Clay Math. Proc., vol. 2, Amer. Math. Soc., Prov-
idence, RI, 2005, pp. 113–136. MR 2167257 (2006f:53044)
[29] Richard Schoen and Leon Simon, A new proof of the regularity theorem for rec-
tifiable currents which minimize parametric elliptic functionals, Indiana Univ.
Math. J. 31 (1982), no. 3, 415–434. MR 652826 (84j:49039)
[30] Richard Schoen and Shing Tung Yau, On the proof of the positive mass con-
jecture in general relativity, Comm. Math. Phys. 65 (1979), no. 1, 45–76. MR
526976 (80j:83024)
[31] , The energy and the linear momentum of space-times in general rela-
tivity, Comm. Math. Phys. 79 (1981), no. 1, 47–51. MR 609227 (82j:83045)
[32] , Proof of the positive mass theorem. II, Comm. Math. Phys. 79 (1981),
no. 2, 231–260. MR 612249 (83i:83045)
[33] Richard M. Schoen and Shing Tung Yau, Complete manifolds with nonnegative
scalar curvature and the positive action conjecture in general relativity, Proc.
Nat. Acad. Sci. U.S.A. 76 (1979), no. 3, 1024–1025. MR 524327 (80k:58034)
[34] Leon Simon, Lectures on geometric measure theory, Proceedings of the Centre
for Mathematical Analysis, Australian National University, vol. 3, Australian
National University Centre for Mathematical Analysis, Canberra, 1983. MR
756417 (87a:49001)
The spacetime positive mass theorem in dimensions less than eight 46
[35] Jean E. Taylor, The structure of singularities in solutions to ellipsoidal vari-
ational problems with constraints in R3, Ann. of Math. (2) 103 (1976), no. 3,
541–546. MR 0428182 (55 #1208b)
[36] Brian White, The space of m-dimensional surfaces that are stationary for a
parametric elliptic functional, Indiana Univ. Math. J. 36 (1987), no. 3, 567–
602. MR 905611 (88k:58027)
[37] , Existence of smooth embedded surfaces of prescribed genus that mini-
mize parametric even elliptic functionals on 3-manifolds, J. Differential Geom.
33 (1991), no. 2, 413–443. MR 1094464 (92e:58048)
[38] Edward Witten, A new proof of the positive energy theorem, Comm. Math.
Phys. 80 (1981), no. 3, 381–402. MR 626707 (83e:83035)
