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We study Z3 symmetry-protected topological (SPT) phases in one-dimensional spin systems
with Z3 × Z3 symmetry. We construct ground-state wave functions of the matrix product form
for nontrivial Z3 phases and their parent Hamiltonian from a cocycle of the group cohomology
H2(Z3×Z3, U(1)). The Hamiltonian is an SU(3) version of the Affleck-Kennedy-Lieb-Tasaki (AKLT)
model, consisting of bilinear and biquadratic terms of su(3) generators in the adjoint representa-
tion. A generalization to the SU(N) case, the SU(N) AKLT Hamiltonian, is also presented which
realizes nontrivial ZN SPT phases. We use the infinite-size variant of the density matrix renor-
malization group (iDMRG) method to determine the ground-state phase diagram of the SU(3)
bilinear-biquadratic model as a function of the parameter θ controlling the ratio of the bilinear
and biquadratic coupling constants. The nontrivial Z3 SPT phase is found for a range of the pa-
rameter θ including the point of vanishing biquadratic term (θ = 0) as well as the SU(3) AKLT
point [θ = arctan(2/9)]. A continuous phase transition to the SU(3) dimer phase takes place at
θ ≈ −0.027pi, with a central charge c ≈ 3.2. For SU(3) symmetric cases we define string order
parameters for the Z3 SPT phases in a similar way to the conventional Haldane phase. We propose
simple spin models that effectively realize the SU(3) and SU(4) AKLT models.
I. INTRODUCTION
The Haldane phase1,2 of antiferromagnetic S = 1
spin chains is a representative topological phase of one-
dimensional (1D) gapped quantum systems. In the Hal-
dane phase, excitations are gapped in the bulk, while
zero-energy states of effective S = 1/2 spins are present
at the boundaries. The essence of the Haldane phase is
captured by the toy model proposed by Affleck, Kennedy,
Lieb, and Tasaki (AKLT),3,4 which is constructed from
projection operators acting on two neighboring sites. Its
ground state (the AKLT state) has the following struc-
ture. Each S = 1 spin is decomposed into two virtual
S = 1/2 spins. On each site two S = 1/2 spins are sym-
metrized to form an S = 1 spin, while two S = 1/2 spins
from neighboring sites form a singlet on each bond. At
each end of the spin chain, an effective S = 1/2 spin is
left without forming a singlet and realizes two-fold de-
generate zero modes. The AKLT state shows no ap-
parent symmetry breaking such as magnetic order and
lattice symmetry breaking. However, it has a hidden
order called the string order,5 which corresponds to a
ferromagnetic order in the system after a non-local uni-
tary transformation.6,7 The string order signals a hidden
Z2 × Z2 symmetry breaking in the Haldane phase.
Recent advances in the understanding of 1D topolog-
ical phases are brought by the notion of symmetry pro-
tected topological (SPT) phases.8–12 The Haldane phase
is an SPT phase that is protected by any one of the
following symmetries:9 (a) time-reversal symmetry, (b)
link inversion symmetry, and (c) the dihedral group of
π rotations about the Sx, Sy, and Sz axes. Here let
us assume the Z2 × Z2 symmetry of the dihedral group.
The AKLT Hamiltonian is invariant under the π rotation
around the Sx and Sz axes, and these π rotations com-
mute with each other for the original S = 1 spins. How-
ever, they do not commute (in fact anticommute) with
each other for the virtual S = 1/2 spins. This is an ex-
ample of projective representations of symmetry groups,
i.e., symmetry operations represented projectively on the
effective (fractionalized) degrees of freedom which ap-
pear at the boundaries. This can be nicely formulated
in the framework of matrix product states (MPSs) for
1D gapped systems. The AKLT wave function is written
in the MPS form with 2 × 2 matrices acting on the two
states |↑〉, |↓〉 of a virtual S = 1/2 spin. Symmetry op-
erations (π rotations) acting on the three states of each
S = 1 spin induce linear transformations of the 2 × 2
matrices, which are then expressed as unitary transfor-
mations in the two-dimensional space spanned by |↑〉 and
|↓〉. The unitary matrices of this basis transformation
give a projective representation of the symmetry group
with a phase factor which is an element of the group co-
homology H2(Z2 × Z2, U(1)). The Haldane phase is an
example of SPT phases and corresponds to the nontrivial
element of H2(Z2 × Z2, U(1)) = Z2. In general 1D SPT
phases protected by symmetry group G are classified in
terms of the second cohomology group H2(G,U(1)) of
the group G.10–13
In this paper we generalize the AKLT state of the Hal-
dane phase to 1D SPT phases protected by ZN × ZN
symmetry. We focus on the case of N = 3 and briefly
discuss the general case N > 3. Our starting point is the
observation that Z3 × Z3 symmetry can be projectively
represented by 3 × 3 matrices, with a U(1) phase factor
which is a nontrivial element of H2(Z3×Z3, U(1)) = Z3.
This observation allows us to write down MPS wave func-
tions with 3×3 matrices as described below, as a natural
generalization of the AKLT state. The MPS wave func-
tions are ground states of an SU(3) generalization of the
AKLT model and describe topological states in Z3 SPT
phases.
2We construct the SU(3) AKLT states on a 1D lattice
where the local Hilbert space on each site is spanned
by eight states of the adjoint representation 8 of su(3),
which we call meson states. The eight meson states are
represented by traceless bilinear forms of two sets of three
virtual degrees of freedom, i.e., three quarks (u, d, s) in
the fundamental representation 3 and three antiquarks
(u¯, d¯, s¯) in the conjugate representation 3¯. The SU(3)
AKLT states are valence bond solids in which a quark
and an antiquark on neighboring sites form a singlet
state on the bond connecting the two sites, whereas a
quark and an antiquark on the same site form a meson
state. When the 1D chain has ends, three-fold degener-
ate boundary zeromodes appear at each end, which are
either unpaired quark or antiquark states. The possi-
bility of having two types (quark or antiquark) of ze-
romodes indicates that there are two distinct types of
SU(3) AKLT states, each of which represents a distinct
Z3 SPT phase. Both SU(3) AKLT states are ground
states of the SU(3) AKLT Hamiltonian which consists of
bilinear and biquadratic terms of su(3) generators in the
8 representation with a particular ratio of the two terms.
The SU(3) Hamiltonian and its ground-state wave func-
tions were in fact presented earlier in Refs. 14–16. In
this paper we characterize the SU(3) AKLT states as Z3
SPT states in the classification in terms of group coho-
mology H2(Z3 × Z3, U(1)) = Z3 and report results of
detailed study on their correlation functions and a quan-
tum phase transition to a dimerized phase. We note that
Refs. 17 and 18 studied PSU(3) symmetric spin chains
which realize Z3 SPT phases corresponding to nontrivial
elements of H3(PSU(3),U(1)) = Z3. The SU(3) AKLT
Hamiltonian can also be considered as a PSU(3) symmet-
ric model realizing Z3 SPT phases protected by PSU(3)
symmetry in that the adjoint representation of SU(3) is
also a representation of PSU(3).
We can further generalize the SU(3) AKLT Hamilto-
nian to the SU(N) AKLT Hamiltonian (N > 3) consist-
ing of bilinear and biquadratic terms of the su(N) gener-
ators in the adjoint representation N2 − 1. Its two-fold
degenerate ground state (under periodic boundary con-
ditions) is given by SU(N) AKLT states which are MPSs
with N ×N matrices. The SU(N) AKLT states are va-
lence bond solids in which states in the N2 − 1 repre-
sentation are decomposed into products of states fromN
and N representations, which form N2 − 1 and singlet
states on each site and bond, respectively. The SU(N)
AKLT model has an energy gap as its two-point correla-
tion functions of SU(N) operators are short-ranged with
a correlation length being equal to ξN = 1/ ln(N
2 − 1).
Realizations of SPT phases with SU(N) symmetry in
other representations are proposed in the context of cold
atoms.19
As in the SU(2) AKLT state, the SU(N) AKLT states
have a hidden long-range order. To see this for the
SU(3) AKLT model, we define string order parameters
that characterize the Z3 SPT phase by making use of
the system’s full SU(3) symmetry. Similar to the con-
ventional string order parameter for the SU(2) AKLT
state which indicates the antiferromagnetic order upon
neglecting Sz = 0 states, the string order parameters for
the SU(3) AKLT states have string operators from SU(3)
operators (analogous to the Sz operator) which count the
number of constituent quarks or antiquarks. We show
the long-range order of string correlations by explicitly
calculating string order parameters in the SU(3) AKLT
states. Incidentally, the string orders that we define are
different from those studied in Refs. 17, 18, and 20 where
only Z3 × Z3 symmetry is assumed.
As the ratio of the two coupling constants in the SU(3)
AKLT Hamiltonian is varied, a quantum phase transi-
tion occurs from a Z3 SPT phase to a topologically triv-
ial dimer phase which breaks translation symmetry. We
study this topological phase transition using the infinite-
size variant of the density matrix renormalization group
(iDMRG) method.21–23 We obtain the phase diagram of
the SU(3) bilinear-biquadratic model and determine the
location of the critical point numerically. We find that
the Z3 SPT phase occupies a finite region in the parame-
ter space and survives even when the biquadratic term is
absent. From scaling of entanglement entropy we obtain
numerical evidence that the critical point is described by
the level-2 SU(3) Wess-Zumino-Witten theory.
Finally, we demonstrate that the SU(3) AKLT Hamil-
tonian is realized by an S = 1 spin chain with staggered
quadrupole couplings in the strong-coupling limit. Using
the fact that spin dipole and quadrupole operators of S =
1 spins together form eight generators of su(3) in the fun-
damental representation 3, we construct Hamiltonians
with staggered nearest-neighbor couplings of quadrupole
operators whose ground states are smoothly connected
to the SU(3) AKLT states in the limit where positive
quadrupole couplings are very strong. In a similar man-
ner, we propose that the SU(4) AKLT Hamiltonian is
effectively realized in the strong-coupling limit of an
S = 1/2 spin-orbital model which is a variant of the
Kugel-Khomskii model.24
The paper is organized as follows. In Sec. II we review
the MPS representation of gapped 1D quantum systems
and the classification of 1D SPT phases in terms of group
cohomology. In Sec. III we construct the SU(3) AKLT
model from a nontrivial cocycle of H2(Z3×Z3, U(1)) and
discuss its generalization to SU(N). In Sec. IV we define
string order parameters that characterize nontrivial Z3
SPT phases for the SU(3) symmetric case. In Sec. V
we study the SU(3) bilinear-biquadratic model with the
iDMRG method and show its ground-state phase dia-
gram. In Sec. VI, we present realizations of the SU(3)
and SU(4) AKLT Hamiltonians in an S = 1 spin chain
and an S = 1/2 spin-orbital model. In Sec. VII we give
a brief summary.
3II. MATRIX PRODUCT STATES AND GROUP
COHOMOLOGY
In this section, we give a brief review on the classi-
fication of the 1D SPT phases in terms of the group
cohomology10–13 and its application to the AKLT model
for the Haldane phase. This will serve as a basis for the
generalization of the AKLT model to the SU(3) case in
the next section.
A. Matrix product state
We consider a gapped ground state of an infinite spin
chain described by a wave function |Ψ〉, which we assume
to be translation invariant. Let us consider bipartitioning
of the chain between the site n and the site n+ 1. Then
we decompose the wave function
|Ψ〉 =
∑
i
wi|ψLn 〉i|ψRn+1〉i, (1)
where wi’s are singular values, and |ψLn 〉i and |ψRn+1〉i
are wave functions on the left and the right semi-infinite
chains that form orthonormal basis for the left and right
Hilbert spaces. Alternatively we can decompose the wave
function between the site n+ 1 and the site n+ 2:
|Ψ〉 =
∑
i
wi|ψLn+1〉i|ψRn+2〉i, (2)
where the set of singular values are the same as in Eq.
(1) because of the translation symmetry. Now we write
|ψLn+1〉i in terms of |ψLn 〉i and local states |m〉 at the site
n+ 1 as
|ψLn+1〉j =
∑
m
Amij |ψLn 〉i ⊗ |m〉, (3)
where Am is a matrix defined for each local state |m〉 and
is independent of the site n where we cut the spin chain,
again due to the translation symmetry.
If we repeat this procedure, we can relate any two left
singular vectors |ψLn 〉j and |ψLn′〉j with n < n′ as
|ψLn′〉in′ =
∑
in,...,in′−1
∑
mn+1,...,mn′
A
mn+1
inin+1
. . . A
mn′
in′−1in′
× |ψLn 〉in ⊗ |mn+1 . . .mn′〉. (4)
The reduced density matrix for the finite region (n +
1, . . . , n′) and physical quantities derived from it can be
obtained from the above equation relating singular vec-
tors. If we extend this procedure to a periodic chain of
length L, then we obtain the MPS form of the ground-
state wave function,
|Ψ〉 =
∑
{mi}
tr[Am1Am2 . . . AmL ] |m1 . . .mL〉, (5)
where the trace is over the product of matrices Am.
B. Symmetry operation and MPS
Let us suppose that the system of our interest has a
symmetry group G and its ground-state wave function
|Ψ〉 is invariant under global action of any element in G.
We assume that the symmetry action is local (e.g., on-
site) and unitary. Local states are transformed by action
of g ∈ G as
|m〉 →
∑
n
gnm|n〉 (6)
with a unitary matrix gnm. The wave function |Ψ〉 is
written in the form of an MPS of Eq. (5), whose trans-
formation by g is obtained by applying Eq. (6) to the
local states |m〉 at every site:
|Ψ〉 → |Ψ˜〉
=
∑
{mi,ni}
tr[gn1m1A
m1 . . . gnLmLA
mL ]|n1 . . . nL〉. (7)
We see that the wave function |Ψ˜〉 is an MPS made from
the matrices
A˜m =
∑
n
gmnA
n. (8)
We demand that the ground state |Ψ〉 be invariant up to
a phase factor, i.e., |Ψ˜〉 = eiLθg |Ψ〉. This is achieved if∑
n
gmnA
n = eiθgU−1g A
mUg, (9)
where Ug is a g-dependent unitary matrix which is in-
dependent of the local states m. It is known that Ug
is unique up to a U(1) phase when the transfer matrix∑
mA
m ⊗ (Am)∗ has only one eigenvalue of the largest
magnitude10,25 (the state is not a macroscopic superpo-
sition of orthogonal states).
Let us consider successive actions of g, h ∈ G on |Ψ〉,
which induce transformations∑
l,n
gmlhlnA
n = eiθgeiθhU−1h U
−1
g A
mUgUh, (10)
where we have used the fact that G is a unitary symmetry
(which does not include an anti-unitary operator such
as time reversal), as we assume throughout this paper.
Equation (10) should coincide with the transformation
induced by an action of gh,∑
n
(gh)mnA
n = eiθghU−1gh A
mUgh. (11)
We thus have
θgh = θg + θh, (12a)
UgUh = exp[iφ(g, h)]Ugh, (12b)
4where the second equation has a U(1) phase. Equation
(12b) shows that Ug’s give a projective representation of
the symmetry group G. The phase function φ(g, h) en-
codes topological data of the ground-state wave function
and has the following two properties [Eqs. (14) and (16)]
that define group cohomology.
Cocycle: Let us calculate the product Ug1Ug2Ug3 in
two different ways (associativity):
Ug1Ug2Ug3 = exp[iφ(g2, g3)]Ug1Ug2g3
= exp[iφ(g2, g3) + iφ(g1, g2g3)]Ug1g2g3 (13a)
and
Ug1Ug2Ug3 = exp[iφ(g1, g2)]Ug1g2Ug3
= exp[iφ(g1, g2) + iφ(g1g2, g3)]Ug1g2g3 .
(13b)
The consistency between the two results requires the
phase function to satisfy
φ(g2, g3)− φ(g1g2, g3) + φ(g1, g2g3)− φ(g1, g2) = 0.
(14)
This is the cocycle condition. (For more mathematical
details, see Appendix A.)
Coboundary: The ambiguity of a U(1) phase in defin-
ing a unitary matrix Ug in Eq. (9) implies that we are
free to take another set of unitary matrices,
U˜g = exp[iβ(g)]Ug. (15)
Accordingly, the phase function appearing in the projec-
tive representation in Eq. (12b) is changed from φ to φ˜,
φ˜(g1, g2) = φ(g1, g2) + [β(g2)− β(g1g2) + β(g1)], (16)
where the three terms in the square brackets [ ] are called
2-coboundary; see Appendix A. The two phase functions
φ and φ˜ are equivalent up to a 2-coboundary and describe
the same topological phase.
The set of phase functions that satisfy the cocycle con-
dition (14) is quotiented with the equivalence relation
of Eq. (16). This equivalences class is an element of
H2(G,U(1)), the second cohomology group of the group
cohomology of G over U(1). Apparently, when phase
functions of two states belong to different elements of
H2(G,U(1)), we cannot adiabatically deform one state
to the other while preserving the symmetry. Thus the co-
homology groupH2(G,U(1)) classifies topological phases
protected by symmetry group G.10–12 The definition of
group cohomology and a useful formula (Ku¨nneth for-
mula) in the calculation of non-trivial cocycles are briefly
summarized in Appendix A.
In an SPT phase characterized by a projective rep-
resentation Ug of symmetry group G, the ground-state
wave function possesses non-trivial boundary modes of
which symmetry transformations become anomalous. To
see this, we consider an MPS wave function on a finite
chain of length L,
|Ψ〉 =
∑
{mi}
v†Am1Am2 . . . AmLv′|m1 . . .mL〉, (17)
where v and v′ are boundary vectors specifying boundary
conditions at the end sites 1 and L. From Eq. (9), the
action of an element g of symmetry group G transforms
the MPS wave function as
g|Ψ〉 = eiLθg
∑
{mi}
v†U−1g A
m1Am2 . . .AmLUgv
′|m1 . . .mL〉.
(18)
Thus the boundary states determined by v and v′ are
transformed according to Ug. This indicates that the
symmetry operations for effective boundary states are
not given by the original action of g but by its projective
representation Ug. In this sense the symmetry actions
become anomalous at the boundaries.
C. Haldane phase and SU(2) AKLT model
The Haldane phase of S = 1 antiferromagnetic spin
chains is known as an example of an SPT phase with
symmetry group G = Z2 × Z2.8,9 Let us consider the
AKLT model,3,4 of which Hamiltonian reads
HAKLT =
∑
i
[
Si · Si+1 + 1
3
(Si · Si+1)2
]
, (19)
where Si is a spin operator of S = 1:
Sx =
1√
2
 11 1
1
 , (20a)
Sy =
1√
2
 −ii −i
i
 , (20b)
Sz =
1 0
−1
 . (20c)
The AKLT Hamiltonian has SU(2) symmetry generated
by the above three spin operators. In particular, they
are invariant under its subgroup Z2 ×Z2 generated by a
π-rotation around the x-axis,
Cx = e
ipiSx =
 −1−1
−1
 , (21)
and a π-rotation around the z-axis,
Cz = e
ipiSz =
−1 1
−1
 , (22)
5that commute with each other,
CxCz = CzCx. (23)
The ground state of the AKLT Hamiltonian is best
described in terms of the MPS in the following way. We
first decompose every S = 1 spin into two S = 1/2 spins.
Then the ground state is given as a valence-bond solid
state of virtual S = 1/2 spins. Namely, the ground-state
wave function is obtained by (i) projecting two S = 1/2
spins from two neighboring sites into a singlet state (S =
0) and (ii) projecting the S = 1/2 spins on each site into a
triplet state (S = 1). This is expressed in the MPS with
2 by 2 matrices acting on the two-dimensional Hilbert
space of a virtual S = 1/2 spin spanned by {| ↑ 〉, | ↓ 〉}.
Two S = 1/2 spins forming an S = 1 spin on one site
are coupled through three types of matrices which are
the projection operators onto triplet states and labeled
by the values of the total Sz:
A˜1 =
(
1 0
0 0
)
, A˜0 =
1√
2
(
0 1
1 0
)
, A˜−1 =
(
0 0
0 1
)
.
(24)
Two S = 1/2 spins from neighboring sites are coupled
by the matrix which is a projection operator to a singlet
state,
B˜ =
1√
2
(
0 1
−1 0
)
. (25)
The ground-state wave function |Ψ〉 is then written in
the MPS form,
|Ψ〉 =
∑
{mi=0,±1}
tr [Am1Am2 . . . AmL ] |m1 . . .mL〉, (26)
where the matrices Am = A˜mB˜ are given by
A±1 =
±σx + iσy
2
√
2
, A0 = −1
2
σz (27)
in terms of the Pauli matrices σx,y,z. This construction
from projection operators is natural because the AKLT
Hamiltonian in Eq. (19) consists of a product of Casimir
operators of neighboring S = 1 spins that project 3⊗3 =
5⊕ 3⊕ 1 states onto 5 states such that the ground state
is made of either 1 or 3 states of neighboring spins, i.e.,
two out of four S = 1/2 spins on two neighboring sites
form a singlet.
Now let us discuss transformation of the MPS |Ψ〉 by
operators from the Z2×Z2 symmetry group, i.e., Cx, Cz,
and CxCz. We can easily check that∑
n
(Cx)mnA
n = σxA
mσx,∑
n
(Cz)mnA
n = σzA
mσz, (28)∑
n
(CxCz)mnA
n = σyA
mσy.
Comparing these equations with Eq. (9), we find a pro-
jective representation of the symmetry group
(UCx , UCz , UCxCz) = (σx, σz, iσy), (29)
and the associated phase function,
φ(Cx, Cz) = π, φ(Cz , CxCz) = 0, φ(CxCz, Cx) = 0,
φ(Cz , Cx) = 0, φ(CxCz, Cz) = π, φ(Cx, CxCz) = π,
(30)
which is a 2-cocycle corresponding to a nontrivial ele-
ment ϕ of H2(Z2 × Z2, U(1)) = Z2 given in Appendix
B [Eq. (B11)]. We note that commuting operations Cx
and Cz are represented projectively, and their projective
representations σx and σz anticommute with each other.
III. Z3 SPT PHASE AND SU(3) AKLT MODEL
In this section we study 1D SPT phases which are pro-
tected by global Z3 × Z3 symmetry and characterized
by a Z3 topological number. They are natural general-
izations of the Haldane phase with Z2 × Z2 symmetry
discussed in the previous section.17,18,20 We show that
Z3 SPT phases are realized in an SU(3) extension of the
AKLT model.14,15
A. Group cohomology of G = Z3 × Z3
Here we present a projective representation Ug for the
symmetry group G = ZN ×ZN , summarizing the results
from Appendix B.
The group elements of G are given by Eq. (B10), and
its second cohomology group is H2(G,U(1)) = ZN , gen-
erated by a 2-cocycle ϕ shown in Eq. (B11). A projective
representation of G with the phase function φ = ϕ is gen-
erated by N ×N matrices
Ux =

1
. . .
1
1
 , Uy =

1
ωN
. . .
ωN−1N
 ,
(31)
which satisfy the algebra
UNx = U
N
y = 1N , UxUy = ωNUyUx (32a)
with
ωN = e
2pii/N . (32b)
In the case of our main interest, N = 3, the projective
representation is given by 3× 3 matrices,
Ux =
0 1 00 0 1
1 0 0
 , Uy =
1 0 00 ω 0
0 0 ω2
 , (33)
6where ω = ω3 = exp(2πi/3). We thus expect a ground-
state wave function of a Z3 SPT phase to have the MPS
form of 3 × 3 matrices which are subject to symmetry
transformations generated by Ux and Uy in Eq. (33). We
will demonstrate this below.
B. SU(3) AKLT model
In this section we show that an SPT phase protected by
global Z3×Z3 symmetry is realized in an SU(3) extension
of the AKLT model. We begin with a brief review on
representations of the Lie algebra su(3).26 In this paper,
the three basis states of the fundamental representation
3 of su(3) are denoted by three quarks u, d, s. Similarly,
its conjugate representation 3¯ is spanned by antiquarks
u¯, d¯, s¯. We write the eight generators of su(3) in each
representation as T a (a = 1, . . . , 8). For the fundamental
representation, the su(3) generators are given by
T a =
1
2
λa, (34)
where λa’s are the Gell-Mann matrices:
λ1 =
0 1 01 0 0
0 0 0
 , λ2 =
0 −i 0i 0 0
0 0 0
 ,
λ3 =
1 0 00 −1 0
0 0 0
 , λ4 =
0 0 10 0 0
1 0 0
 ,
λ5 =
0 0 −i0 0 0
i 0 0
 , λ6 =
0 0 00 0 1
0 1 0
 ,
λ7 =
0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
1 0 00 1 0
0 0 −2
 .
(35)
For the conjugate representation 3¯, the su(3) generators
are given by
T a = −1
2
λ∗a. (36)
Cartan subalgebra of su(3) consists of T 3 and T 8 that
allow us to define weight vectors. The weight diagrams
of the fundamental representation 3 and its conjugate
representation 3¯ are shown in the T 3-T 8 plane in Fig. 1.
The raising and lowering operators defined by
I± ≡ T 1 ± iT 2, U± ≡ T 6 ± iT 7, V ± ≡ T 4 ± iT 5,
(37)
are also indicated for the fundamental representation 3
in Fig. 1.
The SU(3) extension of the AKLT state is obtained as
follows. We assume that both 3 representation (u, d, s)
T3
T8
1/2−1/2
I+
U+ V+
T3
T8
1/2−1/2
T3
T8
1−1
3 3
8
_
FIG. 1. Weight diagrams of the Lie algebra su(3). Funda-
mental representation 3 consists of three basis states u, d, s
(quarks). Its conjugate representation 3¯ consists of three
basis states u¯, d¯, s¯ (antiquarks). Adjoint representation 8 is
spanned by eight bilinear forms of quarks and antiquarks, i.e.,
mesons.
and 3¯ representation (u¯, d¯, s¯) are placed on each site.
From their tensor product,
3⊗ 3¯ = 8⊕ 1, (38)
we keep the octet representation 8 on each site. This is
analogous to keeping an on-site triplet in the SU(2) case.
For each pair of neighboring sites, we combine 3 from one
site and 3¯ from the other and project them onto singlet 1,
again similarly to the SU(2) case. At each end of a finite
open chain, we have unpaired 3 or 3¯ states, which form
a triplet zero-energy boundary mode. Figure 2 shows
schematic pictures of the SU(3) AKLT states. We note
that there are two ways of constructing such states; see
Fig. 2(a) and (b).15 Here we first discuss the state shown
in Fig. 2(a) in detail. The other state will be discussed
in Sec. III D.
On each site we have 8 states in the bilinear form of 3
and 3¯ states coupled by 3 × 3 traceless matrices Γi (i =
7(a)
(b)
FIG. 2. Schematic pictures of the two types of MPS wave
functions for the SU(3) AKLT model. On every site there
are 3 states (quark q) and 3¯ states (antiquark q¯) which are
projected onto 8 states (mesons represented by ovals) through
the eight traceless matrices Γσ. (a) q is coupled through the
Γ0 matrix to q¯ on the left neighboring site to form a singlet
1 (η′ meson). (b) q is coupled through the Γ0 matrix to q¯ on
the right neighboring site to form a singlet 1 (η′ meson).
1, . . . , 8),
Γ = (I+, I−,
√
2T 3, V −, V +, U+, U−,
√
2T 8)T , (39)
where the su(3) operators T a are the ones defined in Eq.
(34) and the raising and lowering operators are defined in
Eq. (37). The eight states |σ〉 form the adjoint represen-
tation 8 of su(3), corresponding to the octet of mesons:
|σ〉 = (|u〉, |d〉, |s〉)Γ
|u¯〉|d¯〉
|s¯〉

=

π+
π−
π0
K−
K+
K0
K¯0
η

=

|ud¯〉
|du¯〉
1√
2
|uu¯− dd¯〉
|su¯〉
|us¯〉
|ds¯〉
|sd¯〉
1√
6
|uu¯+ dd¯− 2ss¯〉

, (40)
whose weight diagram is shown in Fig. 1. The su(3)
generators T a for the 8 representation are given by 8× 8
matrices, which are written in this basis as
(T a)ij =
1
2
tr[(Γi)†(λaΓj − Γjλa)]. (41)
With a basis transformation [replacing Γi with λi/
√
2 in
Eqs. (40) and (41)], we can rewrite T a in the standard
form
(T a)ij = −ifaij , (42)
where faij is the structure constant of su(3) defined from
the commutation relation [T a, T b] = ifabcT
c.
The singlet state 1 on each bond is given by the bilinear
form
η′ =
1√
3
|uu¯+ dd¯+ ss¯〉, (43)
which is composed of 3 and 3¯ states from neighboring
sites coupled through the matrix
(Γ0)ij =
1√
3
δij . (44)
The MPS wave function of the SU(3) AKLT state
shown in Fig. 2(a) is constructed as follows. First, 3
and 3¯ states from neighboring sites are projected onto
the singlet 1 using the Γ0 matrix,
|ψ1〉 =
∑
{ai}
∑
{bi}
Γ0b1a2Γ
0
b2a3 . . .Γ
0
bL−1aLΓ
0
bLa1 |a1b1 . . . aLbL〉,
(45)
where ai and bi label states of 3 representation and 3¯
representation, respectively, on site i in a 1D periodic
chain of length L. Second, 3 and 3¯ states on the same
site are projected onto 8 states using the eight traceless
matrices Γσ in Eq. (39),
|ψsym〉 =
∑
{σi}
∑
{ai}
∑
{bi}
Γσ1a1b1Γ
0
b1a2Γ
σ2
a2b2
Γ0b2a3 . . .
× ΓσL−1aL−1bL−1Γ0bL−1aLΓσLaLbLΓ0bLa1 |σ1 . . . σL〉,
(46)
where σi labels physical states in the 8 representation
of Eq. (40). Finally, the SU(3) AKLT wave function is
obtained as
|Ψ〉 = C−1
∑
σ
tr[Aσ1Aσ2 . . . AσL ]|σ1 . . . σL〉, (47a)
with
Aσi = ΓσiΓ0 =
1√
3
Γσi . (47b)
The normalization constant is
C = 〈ψsym|ψsym〉 =
(
8
9
)L/2
. (47c)
The wave function |Ψ〉 has the same MPS form as Eq.
(5) up to the normalization factor. Alternatively, we can
write the MPS wave function |Ψ〉 as15
|Ψ〉 = 1
3L/2C
tr[M1M2 · · ·ML] (48a)
with matrices taking values in the local Hilbert space,
8Mi =
 23 |uu¯〉i − 13 |dd¯〉i − 13 |ss¯〉i |ud¯〉i |us¯〉i|du¯〉i − 13 |uu¯〉i + 23 |dd¯〉i − 13 |ss¯〉i |ds¯〉i|su¯〉i |sd¯〉i − 13 |uu¯〉i − 13 |dd¯〉i + 23 |ss¯〉i
 . (48b)
Let us construct a Hamiltonian having the above MPS
wave function as a ground state, using projection oper-
ators acting on the 8 representations (mesons) on every
pair of neighboring states, in the same way as in the
SU(2) AKLT model. The product of two sets of 8 states
from neighboring sites is decomposed as
8⊗ 8 = 27⊕ 10⊕ 10⊕ 8⊕ 8⊕ 1. (49)
However, the formation of a singlet on every bond, which
was imposed in Eq. (45), implies that the maximum mul-
tiplets that can be formed by states from two neighboring
sites are actually limited to
3⊗ 3¯ = 8⊕ 1. (50)
Therefore, if a Hamiltonian is a projection operator an-
nihilating both 8 and 1 representations for every pair
of 8 states of neighboring sites in Eq. (49), then the
MPS wave function |Ψ〉 in Eq. (47) becomes a zero-energy
eigenstate. We can write down such a Hamiltonian using
Casimir operators as
H3 =
1
4
∑
i
[(Ti + Ti+1)
2 − C(8)][(Ti + Ti+1)2 − C(1)],
(51)
where T a’s are su(3) operators in the 8 representation
given in Eq. (41), and C(d) is the eigenvalue of the
quadratic Casimir operator,
∑
a(T
a)2, for d-dimensional
representations. The MPS wave function in Eq. (47) is a
zero-energy eigenstate of H3, whose eigenvalues are non-
negative by construction. Hence the MPS state is an
exact ground state. The other SU(3) AKLT state shown
in Fig. 2(b) is another zero-energy ground state of H3,
and there is a finite energy gap to excited states.15 Using
C(8) = 3, C(3) = C(3¯) =
4
3
, C(1) = 0, (52)
we can reduce the Hamiltonian to the simpler form
H3 =
∑
i
[
(Ti · Ti+1)2 + 9
2
Ti · Ti+1 + 9
2
]
, (53)
which we shall call the SU(3) AKLT Hamiltonian in the
rest of this paper. We note once again that the su(3)
generators Ti are in the 8 representation.
C. Symmetry operations of Z3 × Z3
Here we derive symmetry actions of the Z3×Z3 symme-
try on the eight physical states |σ〉 by using the projective
representation Ux,y [Eq. (33)] and Eq. (9). The opera-
tions of Ux and Uy on the octet of matrices Γ
1, . . . ,Γ8
yield
U−1x (Γ
1,Γ4,Γ6)Ux = (Γ
6,Γ1,Γ4),
U−1x (Γ
2,Γ5,Γ7)Ux = (Γ
7,Γ2,Γ5),
U−1x (Γ
3,Γ8)Ux =
1
2
(−Γ3 +
√
3Γ8,−
√
3Γ3 − Γ8),
(54a)
and
U−1y (Γ
1,Γ4,Γ6)Uy = ω(Γ
1,Γ4,Γ6),
U−1y (Γ
2,Γ5,Γ7)Uy = ω
2(Γ2,Γ5,Γ7),
U−1y (Γ
3,Γ8)Uy = (Γ
3,Γ8).
(54b)
These relations determine actions of the Z3×Z3 symme-
try operators on the eight matrices Γ1, . . . ,Γ8, which we
write in the form of Eq. (9) as
8∑
n=1
xmnΓ
n = U−1x Γ
mUx,
8∑
n=1
ymnΓ
n = U−1y Γ
mUy,
(55)
where
x =

0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 − 12 0 0 0 0
√
3
2
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 −
√
3
2 0 0 0 0 − 12

, (56a)
y =

ω 0 0 0 0 0 0 0
0 ω2 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 ω 0 0 0 0
0 0 0 0 ω2 0 0 0
0 0 0 0 0 ω 0 0
0 0 0 0 0 0 ω2 0
0 0 0 0 0 0 0 1

. (56b)
The 8 × 8 matrices x and y are generators of an eight-
dimensional representation of the symmetry group G =
Z3 × Z3, satisfying
x3 = y3 = 1, [x, y] = 0. (57)
By contrast, Ux and Uy in Eq. (33) make a projective
representation of the symmetry group G with the phase
function φ = ϕ defined in Eq. (B11), which indicates that
9the ground state |Ψ〉 is in the SPT phase of 1 ∈ Z3 =
{0, 1, 2}. The Hamiltonian in Eq. (53), which is made of
Casimir operators of su(3), is invariant under SU(3) and
therefore invariant under the symmetry group G = Z3 ×
Z3, a subgroup of SU(3). More importantly, the MPS
wave function (47) is also invariant under G = Z3 × Z3
because the eight constituent matrices, Aσ = Γσ/
√
3,
satisfy the transformation relations (55).
D. Two types of MPSs and two Z3 SPT phases
Let us consider the other ground-state wave function
of H3, i.e., the SU(3) AKLT state |Ψ˜〉 shown in Fig. 2(b).
Comparing Figs. 2(a) and (b), we see that |Ψ〉 and |Ψ˜〉
are related to each other by spatial inversion.15 From
Eq. (47) we can write the MPS representation of |Ψ˜〉 as
|Ψ˜〉 = C−1
∑
σ
tr
(
A˜σ1A˜σ2 . . . A˜σL
)
|σ1 . . . σL〉, (58a)
where
A˜σ = (Aσ)T . (58b)
Similarly, following Eq. (48), we can rewrite |Ψ˜〉 as
|Ψ˜〉 = 1
3L/2C
tr
(
M˜1M˜2 · · · M˜L
)
(59)
with M˜ =MT .
The two states |Ψ〉 and |Ψ˜〉 are orthogonal in the ther-
modynamic limit. Actually, the overlap of the states van-
ishes,
〈Ψ|Ψ˜〉 ∝ (ǫ′/ǫ)L, (60)
as L → ∞, where ǫ and ǫ′ are the largest eigenvalues
in magnitude of transfer matricesM =∑mAm⊗ (Am)∗
andM′ =∑m(Am)T⊗(Am)∗, respectively (ǫ = 8/9, ǫ′ =
−4/9).
The MPS wave function |Ψ˜〉 describes a ground state
in one of the Z3 SPT phases (i.e., 2 ∈ Z3) and realizes a
projective representation of the Z3×Z3 symmetry as fol-
lows. The operations of the generators x, y of the Z3×Z3
symmetry in Eq. (56) on the wave function |Ψ˜〉 induces
the transformations of the matrices A˜n
8∑
n=1
xmnA˜
n = U˜−1x A˜
mU˜x,
8∑
n=1
ymnA˜
n = U˜−1y A˜
mU˜y,
(61a)
with
U˜x =
0 1 00 0 1
1 0 0
 , U˜y =
1 0 00 ω2 0
0 0 ω
 . (61b)
These two matrices U˜x, U˜y give a projective representa-
tion of Z3 × Z3 and satisfy
U˜3x = U˜
3
y = 13, U˜xU˜y = ω
2U˜yU˜x. (62)
The phase function φ˜ in this projective representation is
a nontrivial 2-cocycle and given by
φ˜ = 2ϕ (63)
with ϕ in Eq. (B11). Thus the MPS wave function |Ψ˜〉
belongs to the SPT phase of 2 ∈ Z3. To summarize, both
MPS wave functions, |Ψ〉 and |Ψ˜〉 made of matrices An
and A˜n respectively, are zero-energy ground states of the
SU(3) AKLT Hamiltonian [Eq. (53)] and belong to two
different SPT phases which are characterized by the Z3
topological index as 1 and 2 (∈ Z3), respectively.
Actually, the two states |Ψ〉 and |Ψ˜〉 should be con-
sidered as two-fold degenerate SPT ground “states” in a
single gapped SPT phase. The situation is similar to
the two-dimensional ferromagnetic Ising model, where
the low-temperature ordered phase is a single gapped
phase with two-fold degenerate ground states with fer-
romagnetic long-range order. The degeneracy is lifted by
applying a finite magnetic field along the Ising spin direc-
tion, and changing the sign of the magnetic field leads to
a first-order phase transition between the two ferromag-
netically ordered states. Our SU(3) AKLT Hamiltonian
is symmetric under inversion and is similar to the ferro-
magnetic Ising model without a field. In analogy with
the Ising model, we expect that the SU(3) AKLT model
should have a first-order phase transition between the
two SPT “states” |Ψ〉 and |Ψ˜〉 when we change the sign
of an inversion symmetry breaking term added to the
model. Without such a term, we have a single gapped
phase with doubly degenerate ground states under the
periodic boundary condition. Under open boundary con-
ditions, the inversion symmetry is manifestly broken by
the appearance of different kinds of boundary zero modes
(3 or 3¯ states) at the left and right boundaries, and the
ground state is 18-fold degenerate (2 · 3 · 3 = 18) if we
neglect exponentially small coupling between the left and
right boundary modes. In Sec. VIA, we will present an
S = 1 spin chain with staggered quadrupole couplings
which breaks the inversion symmetry explicitly. There
we find a unique ground state (under periodic boundary
conditions) that is a nontrivial Z3 SPT phase.
Finally, we note that the SU(3) AKLT model can also
be thought of as a PSU(3) AKLT model realizing Z3
SPT states protected by PSU(3) symmetry.17,18 This is
because the adjoint representation 8 is also a representa-
tion of PSU(3) and the SU(3) AKLT Hamiltonian H3
respects the PSU(3) symmetry. Furthermore, 3 or 3¯
states appearing at the ends of a spin chain give pro-
jective representations of PSU(3) corresponding to 1 and
−1 ∈ H2(PSU(3), U(1)) = Z3, respectively. Thus the
two states |Ψ〉 and |Ψ˜〉 represent two Z3 SPT states pro-
tected by PSU(3) symmetry group.
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E. SU(N) AKLT Hamiltonian
In a similar way to the SU(3) case, we can obtain an
SU(N) generalization of the AKLT Hamiltonian as fol-
lows. We consider a 1D chain in which the local Hilbert
space on each site is spanned by the N2 − 1 (adjoint)
representation of su(N). Then the SU(N) AKLT Hamil-
tonian is constructed from projection operators for two
neighboring sites:
HN =
1
4
∑
i
[(Ti + Ti+1)
2 − C(N2 − 1)]
×[(Ti + Ti+1)2 − C(1)], (64)
where T a (a = 1, . . . , N2− 1) are su(N) operators in the
N2 − 1 representation, and C(d) is the eigenvalue of a
quadratic Casimir operator for d-dimensional represen-
tations. With the eigenvalues of Casimir operators
C(N2 − 1) = N, C(N) =
N2 − 1
2N
, C(1) = 0, (65)
the SU(N) extension of the AKLT Hamiltonian is re-
duced to
HN =
∑
i
[
(Ti · Ti+1)2 + 3N
2
Ti · Ti+1 + N
2
2
]
, (66)
which we call the SU(N) AKLT model.27 It is a natural
generalization of the SU(2) S = 1 AKLT model and the
SU(3) AKLT model, in that the generators Ti are in the
adjoint representation as in these two models. Since the
tensor product of two adjoint representations N2 − 1 of
su(N) (N ≥ 4) are decomposed as
(N2 − 1)⊗ (N2 − 1)
=
1
4
N2(N + 3)(N − 1)⊕ 1
4
(N2 − 1)(N2 − 4)
⊕ 1
4
(N2 − 1)(N2 − 4)⊕ 1
4
N2(N +1)(N − 3)
⊕ (N2 − 1)⊕ (N2 − 1)⊕ 1, (67)
the energy spectrum of the SU(N) AKLT Hamiltonian
HN is non-negative.
We can easily construct the zero-energy ground-state
wave function ofHN as an SU(N) extension of the AKLT
wave function. Suppose that each site of a 1D chain con-
sists of virtual degrees of freedom spanned by the fun-
damental representation N and its conjugate represen-
tation N of su(N). Using the decomposition
N ⊗N = (N2 − 1)⊕ 1, (68)
we construct an SU(N) AKLT wave function by project-
ing virtual N and N states onto physical N2 − 1 states
at every site and onto the singlet 1 at every bond, as
we have done for N = 3 in Sec. III B. We can write
the SU(N) AKLT wave function in the MPS form anal-
ogous to Eq. (47) by replacing Γ with the generators of
the fundamental representation of su(N). By construc-
tion, the above SU(N) AKLT wave function is a zero-
energy ground state of the SU(N) AKLT Hamiltonian
HN . Since the fundamental representation N and its
conjugate representation N are different for N > 2, the
ground state of HN is twofold degenerate (under peri-
odic boundary conditions) as in the N = 3 case (|Ψ〉
and |Ψ˜〉 schematically shown in Fig. 2). These degener-
ate ground states realize two distinct phases of ZN SPT
phases (1,−1 ∈ ZN ), as one can verify by determining
the action of the ZN × ZN symmetry in a similar way
to Eq. (56). However, as we have discussed earlier, we
should consider these two states as two-fold degenerate
ground states in a single SPT phase. Under open bound-
ary conditions the ground state is 2N2-fold degenerate.
Let us compute the correlation functions of the SU(N)
operators T a (in the N2 − 1 representation) for the
SU(N) AKLT states. We use the following properties
of the transfer matrix
M =
N2−1∑
m=1
Am ⊗ (Am)∗, (69)
which are derived in Appendix C. The transfer matrix
has eigenvectors satisfying
M|v0〉 = ǫ1|v0〉, (70a)
M|vm〉 = ǫ2|vm〉, (m = 1, . . . , N2 − 1), (70b)
with the ratio of the eigenvalues
ǫ2
ǫ1
=
−1
N2 − 1 . (70c)
In order to compute the correlation function of T a, we
define another transfer matrix
M˜a =
N2−1∑
m,n=1
T amnA
n ⊗ (Am)∗. (71)
Then the correlation function for the SU(N) AKLT state
|Ψ〉 is written as
〈Ψ|T ai T aj |Ψ〉 =
〈v0|M˜aMi−j−1M˜a|v0〉
〈v0|Mi−j+1|v0〉 , (72)
where we assume i > j. We can show that the vector
|v0〉 and M˜a|v0〉 are orthogonal,
〈v0|M˜a|v0〉 = 0 (73)
for any a = 1, . . . , N2 − 1, which implies that M˜a|v0〉
is an eigenvector of M with the eigenvalue ǫ2. For the
derivation of Eqs. (70) and (73), see Appendix C. Now
we can compute the correlation function as
〈Ψ|T ai T aj |Ψ〉 =
ǫi−j−12 〈v0|M˜aM˜a|v0〉
ǫi−j+11
∝
( −1
N2 − 1
)i−j
. (74)
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Thus the correlation function decays exponentially with
the correlation length27
ξN =
1
ln(N2 − 1) , (75)
which indicates the existence of a finite energy gap be-
tween the ground state and excited states of the SU(N)
AKLT Hamiltonian HN .
IV. STRING ORDER AND HIDDEN Z3 × Z3
SYMMETRY BREAKING
In this section we discuss hidden order in the ground
state of the SU(3) AKLT model. A hidden order
characterized by the string order parameter5 was first
found in the Haldane phase, where the nonvanishing
string order corresponds to a hidden Z2 × Z2 symme-
try breaking in the system obtained after a nonunitary
transformation.6,7 A generalization of the string order
was discussed recently for SPT phases with ZN × ZN
symmetry.17,20 Here we demonstrate the existence of a
hidden order in the ground state of the SU(3) AKLT
model, i.e., in the matrix product state in Eq. (47).
Throughout this section we assume the symmetry of the
system to be SU(3), rather than Z3×Z3 that we have as-
sumed in the preceding sections. Accordingly, the string
order parameters that we define below are different from
those studied in Refs. 17 and 20 and give natural gen-
eralization of the conventional string order of the SU(2)
symmetric Haldane phase. However, assuming full SU(3)
symmetry has the disadvantage of losing direct contact
with the nonlocal unitary transformation with which the
hidden order can be related to Z3×Z3 symmetry break-
ing.
We study hidden order in the matrix product state |Ψ〉
in Eq. (48). Let us consider the following “up” operator
Oui = T 3i +
1√
3
T 8i . (76)
From the weight diagram (Fig. 1) of 8 representation, it
is clear that this operator has three eigenvalues 1, 0, and
−1. Since the matrix elements of Mi in Eq. (48b) are
eigenvectors of Oui , we can schematically rewrite Mi as
M →
 |0〉u |1〉u |1〉u|−1〉u |0〉u |0〉u
|−1〉u |0〉u |0〉u
 , (77)
where we have omitted other indices and coefficients and
introduced the eigenvectors as Ou|±1〉u = ±|±1〉u and
Ou|0〉u = 0. Performing multiplication of the matrices
Mi explicitly, we see that the eigenstates |1〉u and |−1〉u
appear in an alternating fashion in all the product states
included in the expansion of |Ψ〉 if we ignore the states
|0〉u. For example, the expansion contains states such as
· · · |0〉ui−2|1〉ui−1|−1〉ui |0〉ui+1|0〉ui+2|1〉ui+3|0〉ui+4|−1〉ui+5 · · · .
This structure is exactly the same as the hidden order in
the SU(2) AKLT state.5,6 We thus define the string order
parameter of up quarks as
Ostru = lim|j−k|→∞ limL→∞〈Ψ|O
u
j exp
iπ ∑
j≤l<k
Oul
Ouk |Ψ〉,
(78)
where the wave function is normalized as 〈Ψ|Ψ〉 = 1.
Using the method developed in Refs. 28–30, we explicitly
calculate the string correlation
lim
L→∞
〈Ψ|Ouj exp
iπ ∑
j≤l<k
Oul
Ouk |Ψ〉 = 14 − 14
(
−1
8
)k−j
(79)
and obtain Ostru = 1/4.
Similarly, we can define two other flavor operators
Odi = −T 3i +
1√
3
T 8i , (80)
Osi = −
2√
3
T 8i . (81)
From the weight diagram it is clear that these two oper-
ators also have the eigenvalues −1, 0, 1. These three fla-
vor operators Oα (α = u, d, s) are related to each other
through the Z3 transformation Ux in Eq. (33) in the 3
representation. Hence the state |Ψ〉 has the same string
order Ostru = Ostrd = Ostrs = 1/4.
Let us introduce another set of operators defined by
Oai =
1
3
(I+i + I
−
i + U
+
i + U
−
i + V
+
i + V
−
i ), (82)
Obi =
1
3
(ω2I+i + ωI
−
i + ω
2U+i + ωU
−
i + ωV
+
i + ω
2V −i ),
(83)
Oci = (Obi )∗ (84)
with the raising and lowering operators I±, U±, V ± in
Eq. (37). These three operators are transformed to each
other by the other Z3 transformation Uy in Eq. (33) in
the 3 representation. We can find the eigenvalues of these
operators in the 8 representation by considering the fol-
lowing new basis states of the 3 representation: |a〉|b〉
|c〉
 =W
 |u〉|d〉
|s〉
 , W ≡ −i√
3
 1 1 11 ω ω2
1 ω2 ω
 .
(85)
The conjugate basis states are given by |a¯〉|b¯〉
|c¯〉
 = (W−1)T
 |u¯〉|d¯〉
|s¯〉
 . (86)
This follows from a representation of the SU(3) matrix
W as W = exp(ixaλa) and its conjugate representation
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exp[ixa(−λa)T ] = (W−1)T . These states (|a〉, |b〉, and
|c〉) and their conjugate states (|a¯〉, |b¯〉, and |c¯〉) are eigen-
vectors of the operators Oαi (α = a, b, c). From Eq. (48a)
we note that the same MPS wave function |Ψ〉 can be ob-
tained by replacing the matrix M with WMW−1, which
takes the form
WMW−1 =W
|u〉|d〉
|s〉
(|u¯〉 |d¯〉 |s¯〉)W−1
− 1
3
|uu¯+ dd¯+ ss¯〉13,
=
|a〉|b〉
|c〉
(|a¯〉 |b¯〉 |c¯〉)− 1
3
|aa¯+ bb¯+ cc¯〉13.
(87)
Being similar to M , the matrix WMW−1 can be
schematically written as
WMW−1 →
 |0〉a |1〉a |1〉a|−1〉a |0〉a |0〉a
|−1〉a |0〉a |0〉a
 , (88)
where Oa|±1〉a = ±|±1〉a, Oa|0〉a = 0, and we have
omitted coefficients and other indices to simplify pre-
sentation. Since the eigenvectors are arranged in the
transformed matrix in the same way as in Eq. (77), the
eigenvalues of Oa also have a hidden order, which can be
measured by the string order parameter
Ostra = lim|j−k|→∞ limL→∞〈Ψ|O
a
j exp
iπ ∑
j≤l<k
Oal
Oak|Ψ〉.
(89)
We obtain Ostra = Ostrb = Ostrc = 1/4.
We note that the above string correlations are mean-
ingful indicators of hidden order in SU(3) symmetric sys-
tems, but they are not necessarily so in Z3×Z3 symmetric
ones. In order for the string correlations to have finite
values in the limit k − j →∞, the largest eigenvalues of
the two transfer matrices,
M =
∑
m
Am ⊗ (Am)∗, (90)
M˜ =
∑
m,n
(eipiO
α
)mnA
n ⊗ (Am)∗, (91)
must have the same absolute values. Otherwise, the
string correlations vanish in the limit k − j → ∞. Since
the operator g = eipiO
α
is an element of SU(3), the eigen-
values of the two transfer matrices coincide if the system
has the SU(3) symmetry. In fact, using Eq. (9), we have
M˜ =
∑
m,n
gmnA
n ⊗ (Am)∗
=
∑
m
eiθgU−1g A
mUg ⊗ (Am)∗
= eiθg(Ug ⊗ 1)−1M(Ug ⊗ 1), (92)
and all the eigenvalues coincide up to a U(1) phase factor.
However, since eipiO
u
l is not an element of Z3 × Z3, the
largest eigenvalues of M and M˜ generally do not coin-
cide for Z3×Z3 symmetric systems. Therefore the above
discussion on the string order is valid only under the as-
sumption that the system has SU(3) symmetry (not only
the Z3 × Z3 symmetry).
Lastly, we examine the relation between boundary
states and hidden symmetry breaking. While a general
theory of a nonlocal ZN ×ZN symmetry breaking is pre-
sented in Ref. 20, we explicitly demonstrate here that a
Z3 × Z3 symmetry breaking takes place in our model by
choosing appropriate boundary states. We consider the
MPS under open boundary conditions
|Ψ(au¯)〉 = 1
3L/2C
v†aM1M2 · · ·MLvu¯, (93)
where we have chosen the right boundary state |u¯〉 at j =
L to be vu¯ = (1, 0, 0)
T and the left boundary state |a〉 at
j = 1 to be v†a = (1, 1, 1)/
√
3. To see a hidden symmetry
breaking in |Ψ(au¯)〉, we define the string operators
Oα,strj = Oαj exp
iπ ∑
j<k≤L
Oαk
 (94)
for α = u, d, s, where the “string” operator extends from
the right edge (k = L) to the site j in the bulk. With the
right boundary state set to |u¯〉, we obtain the expectation
values of the string operators as
〈Ou,strj 〉au¯ = −
1
2
− 1
4
(
−1
8
)L−j
+O((−1/8)j) (95a)
and
〈Oα,strj 〉au¯ =
1
2
− 1
8
(
−1
8
)L−j
+O((−1/8)j) (95b)
for α = d, s. Here 〈O〉au¯ := 〈Ψ(au¯)|O|Ψ(au¯)〉. We note
that these results hold for arbitrary left boundary states
at j = 1. This indicates that a hidden Z3 symmetry is
broken in the bulk in the direction selected by the applied
boundary field (state).
Similarly, we consider the other set of Z3 string oper-
ators defined by
Oα,strj = exp
iπ ∑
1≤k<j
Oαk
Oαj (96)
for α = a, b, c, where the “string” operators connect the
left edge (k = 1) to the site j in the bulk. Since the left
boundary state is set to |a〉, we obtain
〈Oa,strj 〉au¯ =
1
2
+
1
4
(
−1
8
)j−1
+O((−1/8)L−j), (97a)
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and
〈Oα,strj 〉au¯ = −
1
2
+
1
8
(
−1
8
)j−1
+O((−1/8)L−j) (97b)
for α = b, c. These results also hold for arbitrary right
boundary states. This indicates that another hidden
Z3 symmetry is broken in the bulk by selecting the left
boundary state. We note that the string operators de-
fined in Eqs. (94) and (96) take different expectation val-
ues for the two ground-state wave functions |Ψ〉 and |Ψ˜〉
of H3, as they are operators without inversion symmetry.
On the other hand, the string correlation function in Eq.
(78) takes the same value for the two states.
We can perform the Z3 rotation of the “symmetry bro-
ken” state [Eq. (93)] by applying the Z3 transformations
x and y given in Eq. (56), under which the boundary
states are transformed projectively with Ux and Uy as
in Eq. (18). It turns out that the two Z3 transforma-
tions x and y act differently on the two sets of the ex-
pectation values of the string operators 〈Oα,strj 〉au¯. In
fact, Ux causes the Z3 rotation only among the right
boundary states {|u¯〉, |d¯〉, |s¯〉} and does not change the
left boundary states |α〉 (α = a, b, c) up to phase factors
(e.g., v†aU
−1
x = v
†
a). Thus an action of x interchanges the
values of 〈Oα,strj 〉 for α = u, d, s, without changing those
of α = a, b, c. Similarly, Uy causes the Z3 rotation among
the left boundary states {|a〉, |b〉, |c〉} without changing
the right boundary states |α¯〉 (α = u, d, s) up to phase
factors (e.g., Uyvu¯ = vu¯) so that y interchanges the values
of 〈Oα,strj 〉 for α = a, b, c only. Therefore, two indepen-
dent Z3 symmetries (i.e., hidden Z3 ×Z3 symmetry) are
broken in the SU(3) AKLT state with boundary vectors
given in Eq. (93).
V. DMRG RESULTS
In Sec. III we have constructed the SU(3) AKLT
Hamiltonian, which turns out to be a special case of
the SU(3) bilinear-biquadratic Hamiltonian. In this sec-
tion we study the latter Hamiltonian by means of the
iDMRG21–23 and obtain its ground-state phase diagram.
A. SU(3) bilinear-biquadratic model
We study the SU(3) bilinear-biquadratic Hamiltonian
Hθ =
∑
i
[cos θ Ti · Ti+1 + sin θ (Ti · Ti+1)2], (98)
where Ti are su(3) generators in 8 representation. The
SU(3) AKLT Hamiltonian (53) is a special case of Hθ at
θ = arctan(2/9) (up to an overall numerical factor). Ob-
viously, Hθ is invariant under any SU(3) transformation,
thereby invariant under the symmetry group Z3 × Z3.
Figure 3(a) shows the phase diagram of the SU(3)
bilinear-biquadratic Hamiltonian [Eq. (98)] with θ in the
θ/π
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FIG. 3. (a) Phase diagram of the SU(3) bilinear-biquadratic
Hamiltonian. (b) The string order Ostru [Eq. (78)] and the
dimer order Odim [Eq. (99)] as functions of θ. The number
of kept states m in the iDMRG calculation is taken up to
m = 200. Plotted are the values of data extrapolated to
the limit of vanishing truncation errors ε → 0. The inset
shows an example of the extrapolation for Ostru at θ = 0
with a quadratic fit. The dotted line indicates the phase
boundary between the Z3 SPT phase and the dimer phase
at θc ≈ −0.027pi. The broken curves are to guide the eye.
(c) The entanglement entropy S [Eq. (102)] as a function of
the correlation length ξ [Eq. (103)] at θ = −0.0277pi, where
ξ takes a maximum value for m = 400 as shown in the inset.
The solid line shows the asymptotic behavior of the entangle-
ment entropy at criticality with the central charge c = 16/5.
parameter range [−0.2π, arctan(2/9)]. We have the Z3
SPT phase for θ & −0.027π and a dimer phase for
θ . −0.027π. We note that for θ & −0.027π, one of
the two SPT states shown in Fig. 2 is spontaneously se-
lected in the iDMRG calculation, because a macroscopic
superposition of two SPT states needs twice as many
kept states in an MPS representation as either one of two
SPT states of the same energy does. In the dimer phase,
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the translation symmetry is spontaneously broken and
SU(3) singlet dimers are formed by 8 states from neigh-
boring sites, as schematically shown in Fig. 3(a). These
two phases are distinguished by the string order Ostru in
Eq. (78) and a dimer order Odim defined by
Odim = |〈Ψ|T1 · T2 − T2 · T3|Ψ〉| (99)
for an infinite MPS with two-site periodicity. We find a
finite string order (Ostru > 0) and no dimer order (Odim =
0) in the Z3 SPT phase, while Ostru = 0 and Odim > 0 in
the dimer phase, as shown in Fig. 3(b).
We determine the phase transition point θc as follows.
We first perform extrapolations of Ostru , O
dim with the
truncation error21,22 for each value of θ. The trunca-
tion error is defined by ε =
∑8m
i=m+1 w
2
i in the final
numerical iteration of iDMRG, where m is the num-
ber of kept internal states. Numerically accurate es-
timates for the order parameters can be obtained by
taking extrapolations to ε → 0. Following Ref. 31,
we fit order parameters with a quadratic form of ε as
shown in the inset of Fig. 3(b). Errors of data points in
Fig. 3(b) are smaller than the symbols except for those
at θ = −0.027π and −0.028π. However, we did not ob-
tain reasonable quadratic fits for the data of m ≤ 200 in
the range −0.027π ≤ θ ≤ −0.020π. We then fit extrap-
olated values of Ostru and O
dim with power-law functions
fstr = a(θ − θc)β and fdim = a′(θ′c − θ)β
′
in the vicin-
ity of the phase boundary, where a, a′, θc, θ′c, β and β
′
are fitting parameters. We obtain θc and θ
′
c from fitting
of the data in the range −0.019π ≤ θ ≤ −0.01π and
−0.037π ≤ θ ≤ −0.028π as
θc/π = −0.028+0.002−0.003, θ′c/π = −0.027+0.005−0.001. (100)
We find that the fitting parameters vary when we change
fitting ranges even in the region where we obtain good ex-
trapolations of Ostru and O
dim to ε→ 0, because these re-
gions are not sufficiently close to the critical point. Thus
the parameters obtained from our numerical calculation
may not be very reliable by themselves. However, if we
assume that the phase transition takes place at a single
point, i.e., θc = θ
′
c, then the combination of the estimates
for θc and θ
′
c can provide a more reliable estimate for the
critical point θc. Furthermore, the critical point should
be located in between the regions where either of the two
order parameters is finite. We find the overlapping re-
gion to be θc/π = −0.027± 0.001 from θc and θ′c in Eq.
(100). Thus, we conclude that the critical point is at
θc/π = −0.027± 0.001.
B. Criticality at the phase transition
We study criticality at the phase transition between
the Z3 SPT phase and the dimer phase, using the scal-
ing of the entanglement entropy of a bipartition. The
entanglement entropy is given by
S = Tr[−ρL ln ρL], (101)
where ρL is a reduced density matrix given by an integral
of the density matrix over the Hilbert space of the right
chain as ρL = TrR|Ψ〉〈Ψ|. Critical points of 1D quantum
systems are described by conformal field theories. In the
vicinity of a critical point, the entanglement entropy S
increases logarithmically with the correlation length ξ of
the system as
S ∼ c
6
ln ξ + S0, (102)
where c is the central charge of the underlying conformal
field theory and S0 is a nonuniversal constant.
32,33 For a
wave function of the MPS form, the correlation length ξ
is given by34
ξ =
1
ln |µ1/µ2| , (103)
where µ1 and µ2 are dominant and subdominant eigen-
values of the two-site transfer matrix
M2 =
∑
m1,m2
Am11 A
m2
2 ⊗ (Am11 Am22 )∗. (104)
Here we consider the two-site transfer matrix rather than
the single-site transfer matrix in order to obtain a unique
dominant eigenvalue µ1 in the dimer phase where wave
functions break the translation symmetry and have a pe-
riod of two sites.35 In Fig. 3(c), we show the entanglement
entropy plotted as a function of ξ at θ = −0.0277π which
is the peak position of ξ for m = 400 [see the inset of
Fig. 3(c)] This peak position is consistent with the esti-
mate θc/π = −0.027± 0.001. From this analysis, we find
that the entanglement entropy S fits well to the formula
of Eq. (102) with c = 16/5.
Since the bilinear-biquadratic Hamiltonian Hθ has
SU(3) symmetry, we expect that the critical point should
be described by an SU(3) Wess-Zumino-Witten (WZW)
model with some level k, i.e., SU(3)k WZW model. The
central charge of the SU(N)k WZW model is
c =
k(N2 − 1)
k +N
. (105)
It is well known that the transition between the Hal-
dane phase and the dimer phase in the SU(2) bilinear-
biquadratic model for S = 1 spins is described by the
SU(2)2 WZW model, which has c = 3/2.
36–38 It is also
known that the SU(3) bilinear-biquadratic model in 6
representation shows a criticality described by the SU(3)2
WZW model (c = 16/5).39,40 Thus the central charge
c = 16/5 observed in Fig. 3(c) suggests that the critical-
ity between the Z3 SPT phase and the dimer phase is
also described by the SU(3)2 WZW model.
Assuming the SU(3)2 WZW criticality, we might spec-
ulate the critical exponent for the dimer order β′ as fol-
lows. The effective action around the critical point is
S(g) = SWZW(g) + t
∫
d2x Φ, (106)
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where SWZW(g) is the action of the SU(3)2 WZW model,
g is an SU(3) matrix field, and the coupling constant
t ∝ θ − θc. The operator Φ is a relevant operator that is
an SU(3) symmetric scalar and respects translation sym-
metry. The WZW model for our system of SU(3) spins in
the adjoint representation is presumably obtained in the
strong-interaction limit of a Hubbard model of fermions
with three flavors and two colors (labeling a quark and
an antiquark). The quark fermions are 1/3-filled and the
antiquark fermions are 2/3-filled. We speculate that a
relevant operator permitted by the symmetry is unique
and is the primary field Φ corresponding to the adjoint
representation, whose scaling dimension is36,37,41,42
x =
2C(N2 − 1)
N + k
=
6
5
. (107)
If so, then from the scaling equation
dt
d lnL
= (2− x)t, (108)
we find that the correlation length ξ diverges as
ξ ∝ |θ − θc|−ν , ν = 1
2− x =
5
4
. (109)
By an analogy with the SU(2) case,36,37 we speculate that
the dimer order is given by the operator tr g in the WZW
model, whose scaling dimension is
xdim =
2C(N)
N + k
=
8
15
. (110)
Since the dimer order parameter scales with the corre-
lation length as Odim ∝ 1/ξxdim , the critical behavior of
the dimer order β′ is presumably given by
Odim ∝ (θc − θ)β
′
, β′ = νxdim =
2
3
. (111)
Unfortunately, we could not obtain reliable estimates for
the critical exponents ν and β′ from our numerical data
presented in Fig. 3(b), because, with the limited number
of kept states and CPU time, our iDMRG calculation did
not reach sufficiently good convergence for the dimer and
string order parameters in the very vicinity of the critical
point.
C. Entanglement spectrum
We study the entanglement spectrum in the Z3 SPT
phase and the dimer phase. The entanglement spectrum
{ζi} is defined, via the entanglement Hamiltonian43
HE = − ln ρL =
∑
i
ζi|ψLn 〉i 〈ψLn |i, (112a)
by
ζi = − lnw2i (112b)
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FIG. 4. Entanglement spectrum of the SU(3) bilinear-
biquadratic model [Eq. (98)] for (a) θ/pi = 0.05 in the Z3 SPT
phase and (b) θ/pi = −0.1 in the dimer phase. The left/right
panel in (b) shows entanglement spectrum of the chain di-
vided without/with cutting a singlet dimer. The numbers
enclosed in squares indicate the degeneracy of multiplets in
the entanglement spectra.
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FIG. 5. Young tableau of the [n,m] representation of SU(3).
where left singular vectors |ψLn 〉i and singular values wi
are introduced in Eq. (1). The entanglement spectrum in
the Z3 SPT phase shown in Fig. 4 (a) has the degeneracy
in multiples of three. This signals that the ground state is
in the SPT phase protected by Z3×Z3 symmetry. In the
dimer phase, the entanglement spectrum depends on the
position where we cut the spin chain, because the ground
state breaks the translation symmetry [Fig. 4 (b)].
Since Hθ has the SU(3) symmetry, eigenstates of the
entanglement Hamiltonian form SU(3) multiplets. Irre-
ducible representations of SU(3) are specified by two in-
tegers as [n,m], with the Young tableau shown in Fig. 5.
The dimension of the [n,m] representation of SU(3) is26
D(n,m) =
1
2
(n+ 1)(m+ 1)(n+m+ 2), (113)
and for the first few irreducible representationsD(0, 0) =
1, D(1, 0) = 3, D(1, 1) = 8, D(2, 0) = 6, D(2, 1) =
15, D(2, 2) = 27, D(3, 0) = 10, D(3, 1) = 24. These
dimensions agree with the degeneracies found in the en-
tanglement spectrum in Fig. 4, except for the 20-fold de-
generacy in the dimer phase, which might be attributed
to an extra doubling due to a dimer formation.
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VI. BUILDING SU(3) AND SU(4) MODELS
WITH SU(2) SPIN CHAINS
The Haldane phase of the antiferromagnetic spin-1
chain is closely related to the dimer phase of spin- 12
chains.44 In fact, the dimerized ground state of the spin-
1
2 Heisenberg chain with alternating exchange coupling
(J ′ < J and J > 0) becomes the AKLT state of the spin-
1 chain in the limit J ′ → −∞. In this section we relate
AKLT states to dimerized states for the SU(3) and SU(4)
versions of the AKLT model.
A. Spin quadrupole operators and the SU(3)
AKLT model
We consider SU(2) spin S = 1 chains with staggered
biquadratic couplings and show that their ground states
are in the dimer phase which is adiabatically connected
to a Z3 SPT phase of the SU(3) AKLT model introduced
in Sec. III B.
1. S = 1 spin chains with staggered biquadratic couplings
For the three-dimensional Hilbert space of S = 1, we
find it convenient to take the basis45,46
|x〉 = i |1〉 − |−1〉√
2
, |y〉 = |1〉+ |−1〉√
2
, |z〉 = −i|0〉,
(114)
rather than the basis |n〉 diagonalizing Sz, Sz|n〉 = n|n〉
with n = −1, 0, 1. In the new basis the spin operators in
Eq. (20) are written as
(Sα)βγ = −iǫαβγ|β〉〈γ| (α, β, γ = x, y, z), (115)
where ǫαβγ is a totally antisymmetric tensor with ǫxyz =
+1. We define spin quadrupole operators:
Q =

Qx
2−y2
Q3z
2−r2
Qyz
Qzx
Qxy
 :=

(Sx)2 − (Sy)2
1√
3
[3(Sz)2 − 2]
SySz + SzSy
SzSx + SxSz
SxSy + SySx
 . (116)
In the basis of Eq. (114), the spin and quadrupole oper-
ators are written as
S = (λˆ7,−λˆ5, λˆ2)T , (117a)
Q = (−λˆ3, λˆ8,−λˆ6,−λˆ4,−λˆ1)T , (117b)
λˆa =
∑
α,β=x,y,z
(λa)αβ |α〉〈β|, (117c)
where λa (a = 1, . . . , 8) are the Gell-Mann matrices in
Eq. (35). Thus the spin and quadrupole operators to-
gether give a set of su(3) generators (T a = λˆa/2) in the
fundamental representation 3 if we multiply them with
factors ±1/2. The quadratic Casimir operator from the
operators of the ith and jth sites is then given by
8∑
a=1
λˆa(i)λˆa(j) = Si · Sj +Qi ·Qj
= 2Si · Sj + 2(Si · Sj)2 − 8
3
. (118)
Here we have used the identity
Qi ·Qj = 2(Si · Sj)2 + Si · Sj −
2
3
S2(S + 1)2. (119)
The su(3) generators for the conjugate representation 3¯,
ˆ¯λa/2, are obtained from the fundamental representation
3 as
ˆ¯λa = −λˆ∗a =
∑
α,β
−(λ∗a)αβ |α〉〈β|. (120)
The su(3) generators in the 3¯ representation are related
to S = 1 spin operators as in Eqs. (117), where we re-
place λˆa with
ˆ¯λa and replace spin dipole and quadrupole
operators as
S → S, Q→ −Q. (121)
Therefore, the quadratic Casimir operator constructed
from 3 at the ith site and 3¯ at the jth site reads∑
a
λˆa(i)
ˆ¯λa(j) = Si · Sj −Qi ·Qj
= −2(Si · Sj)2 + 8
3
. (122)
Let us consider the following S = 1 spin chain with
alternating biquadratic interactions:
H3 = −
∑
i
[
J ′(Si,1 · Si,2)2 + J(Si,2 · Si+1,1)2
]
. (123)
Each unit cell has two S = 1 spins (Si,1 and Si,2), and
we can regard one of them (Si,1) as in the 3 represen-
tation and the other (Si,2) as 3¯. From Eq. (122) we see
that the Hamiltonian is a sum of the quadratic Casimir
operators of 3 and 3¯ representations from neighboring
sites. The product of 3 and 3¯ representations is split
by the biquadratic coupling into an octet and a singlet,
3⊗ 3¯ = 8⊕ 1. A negative sign of J ′ favors an octet, and
a positive J favors a singlet. Therefore we expect that
the ground state of H3 with J ′ < 0 and J > 0 should be
adiabatically connected to the MPS wave function (47)
of the SU(3) AKLT model introduced in Sec. III B. To
verify this conjecture, we numerically study the ground-
state properties of the HamiltonianH3 using the iDMRG
method and determine the phase diagram as a function
of J ′/J below.
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FIG. 6. (a) Phase diagram of the Hamiltonian H3 as a func-
tion of J ′/J with J > 0. Entanglement spectrum of the
ground-state wave function for (b) J ′/J = tan(pi/3) and (c)
J ′/J = −1. In (b) and (c) the left (right) panels show the
spectrum when we cut the spin chain at a bond between unit
cells (within a unit cell), i.e., at a bond of q¯–q (q–q¯), where q
and q¯ are 3 and 3¯ states. The numbers enclosed in squares in-
dicate the degeneracy of multiplets in the entanglement spec-
trum.
2. DMRG results for the Hamiltonian H3
We obtain the ground state of the Hamiltonian H3 us-
ing the iDMRG method. We show its phase diagram
as a function of J ′/J with J > 0 in Fig. 6(a). The
phase diagram has two types of dimer phases which are
separated at the point of uniform coupling J ′/J = 1.
At this point the ground state is spontaneously dimer-
ized and twofold degenerate, and the energy spectrum is
gapped.47–49 Away from the transition point J ′/J = 1,
one of the two dimerization patterns is selected for the
ground state.
The patterns of singlet dimers in the two dimer phases
are different as shown in Fig. 6(a) and reflected in the en-
tanglement spectra in Fig. 6(b) and (c). When the spin
chain is divided at a dimerized (singlet) bond, the degen-
eracy of the lowest multiplet in the entanglement spec-
trum is three as shown in the right panel of Fig. 6(b) and
the left panel of Fig. 6(c). On the other hand, when the
spin chain is divided at a un-dimerized bond the degen-
eracy of the lowest multiplet in the entanglement spec-
trum is one as shown in the left panel of Fig. 6(b) and the
right panel of Fig. 6(c). We note that the ground state at
J ′/J = J0 with J0 > 0 and J0 6= 1 can be transformed to
the ground state at J ′/J = 1/J0 by site-centered inver-
sion. Since the site-centered inversion swaps two types
of dimerized bonds q–q¯ and q¯–q, two patterns of singlet
dimers are interchanged and so are the two entanglement
spectra obtained from two ways of cutting the spin chain.
We also confirm that the degeneracy of the lowest mul-
tiplet in the entanglement spectrum for the dimer phase
of J ′/J ≤ 1 remains the same as shown in Fig. 6(c) and
does not change, in particular, across the point J ′/J = 0,
at which the spin chain is decomposed into a collection
of SU(3) singlets of q¯–q. We note that the 21-fold de-
generacy and the 55-fold degeneracy in Fig. 6(b) and
(c) correspond to D(5, 0), D(0, 5) and D(9, 0), D(0, 9) of
Eq. (113), respectively.
When the spin chain is divided at a bond between unit
cells, the entanglement spectrum for J ′/J < 1 shows the
degeneracy in multiples of three, as in the entanglement
spectrum in the Z3 SPT phase in Fig. 4(a). This indi-
cates that the ground-state wave function of the Hamil-
tonian H3 with J ′/J < 1 is adiabatically connected to
the SU(3) AKLT state |Ψ〉 of the Z3 SPT phase (1 ∈ Z3)
discussed in Sec. III. In the limit of J ′/J → −∞, q and q¯
states in each unit cell are projected onto an octet, and a
pair of q¯ and q from neighboring unit cells form a singlet
state, which clearly indicates the connection to the SU(3)
AKLT wave function in Eq. (47).
3. A model of S = 1 spins reducing to the SU(3) bilinear
Hamiltonian in the strong-coupling limit
We shall introduce a slightly different 1D Hamilto-
nian of S = 1 spins which should belong to the same
Z3 SPT phase and reduces, in the strong-coupling limit,
to the SU(3) bilinear-biquadratic Hamiltonian Hθ at
θ = 0. To motivate, we begin with the Hamiltonian
H3 in the strong-coupling limit −J ′/J ≫ 1, where the
low-energy multiplets in each unit cell are an octet, the
8 representation. The effective Hamiltonian is then ob-
tained by writing the remaining biquadratic interactions,
−J(Si,2 · Si+1,1)2, in the subspace of the 8 representa-
tions. In each unit cell the octet can be written as
|λa〉 = 1√
2
∑
α,β
(λa)αβ |α〉 ⊗ |β〉, (124)
where |α〉 and |β〉 are S = 1 spin states in the 3 and 3¯
representations. Thus the matrix elements of λˆa and
ˆ¯λa
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for the octet states |λb〉 are given by
〈λc|λˆa|λb〉 = 1
2
tr(λaλbλc) = dabc + ifabc,
〈λc|ˆ¯λa|λb〉 = −1
2
tr(λcλbλa) = −dabc + ifabc.
(125)
Here we have used the formula
λaλb =
2
3
δab13 + (dabc + ifabc)λc (126)
with a symmetric tensor dabc and the structure con-
stant fabc which is an antisymmetric tensor. Noting
that su(3) generators in the 8 representation are given
by T ijk = −ifijk, we see that the matrix elements in Eqs.
(125) have additional contributions of the symmetric ten-
sor dabc which cannot be written in terms of su(3) genera-
tors. We note that, in the su(2) case, no such symmetric
tensor appears, and the spin- 12 Heisenberg model with
alternating exchange coupling is reduced to the spin-1
Heisenberg model in the limit of J ′ → −∞. To cancel
the additional contributions from dabc in the su(3) case,
we need to modify H3 in Eq. (123) to the following form:
H˜3 =− J ′
∑
i
(Si,1 · Si,2)2
+
J
2
∑
i,a
[
λˆa(i,1) +
ˆ¯λa(i,2)
] [
λˆa(i+1,1) +
ˆ¯λa(i+1,2)
]
,
=− J ′
∑
i
(Si,1 · Si,2)2
+ J
∑
i
[−(Si,1 · Si+1,2)2 − (Si,2 · Si+1,1)2
+ (Si,1 · Si+1,1)2 + Si,1 · Si+1,1
+(Si,2 · Si+1,2)2 + Si,2 · Si+1,2
]
, (127)
where λˆa(i,n) and
ˆ¯λa(i,n) are the λˆa and
ˆ¯λa operators on
the site (i, n). In the limit J ′/J → −∞, this Hamiltonian
reduces to the SU(3) Hamiltonian Hθ at θ = 0 given in
Eq. (98). As shown in Sec. V, the ground state of Hθ at
θ = 0 is in the same Z3 SPT phase as the ground state of
the SU(3) AKLT model. We note that the Hamiltonian
H3 is obtained by dropping several terms proportional to
J in H˜3 and has a simpler form in S = 1 spin operators.
The iDMRG result forH3 shows that the nature of the Z3
SPT phase is not destroyed even with this simplification
of the Hamiltonian.
4. Z3 × Z3 symmetry
As we discussed in Sec. III, the Z3 SPT phase protected
by Z3 ×Z3 symmetry is characterized by projective rep-
resentations of the symmetry. For the the S = 1 spin
chains we have introduced above, the symmetry opera-
tions (in the linear representation) are defined for two
spins in the unit cell,
x = exp
{
2πi
3
[
(λˆ2 +
ˆ¯λ2)− (λˆ5 + ˆ¯λ5) + (λˆ7 + ˆ¯λ7)√
3
]}
,
y = exp
{
2πi
3
[
(λˆ3 +
ˆ¯λ3)−
√
3(λˆ8 +
ˆ¯λ8)
2
]}
.
(128)
Since both models, H3 and H˜3, have S = 1 spins in 3 and
3¯ representations in the unit cell, the projective represen-
tation of the symmetry group is readily seen as symmetry
operations for individual S = 1 spins. Namely, the op-
eration of Ux interchanges three states |x〉, |y〉, |z〉, while
the operation of Uy gives different U(1) phase factors to
|x〉, |y〉, |z〉.
B. SU(4) AKLT model
We are going to argue that a variant of the SU(4) sym-
metric Kugel-Khomskii model24 has a dimerized ground
state which is adiabatically connected to the AKLT state
of a Z4 SPT phase. In a similar way to the case of
the SU(3) AKLT model, we can obtain the SU(4) AKLT
model in the strong-coupling limit.
We begin with a review of the symmetric Kugel-
Khomskii model24,50 which has two spin and two orbital
degrees of freedom at each site represented by two sets
of Pauli matrices sα and τβ :
HKK = J
∑
i
(si · si+1 + 1)(τi · τi+1 + 1) . (129)
It apparently has SU(2)×SU(2) symmetry in spin and
orbital spaces and is invariant under exchanging s and
τ . It is well known that the model has actually larger
SU(4) symmetry,51,52 as we briefly review below. On each
site we have four states |sz , τz〉, which we label as
|1〉 = |+1,+1〉, |2〉 = |−1,+1〉,
|3〉 = |+1,−1〉, |4〉 = |−1,−1〉. (130)
They form basis states for the fundamental represen-
tation 4 of su(4), in which 15 generators of su(4) Aa
(a = 1, . . . , 15) are given by
sα, τα, sατβ , (α, β = x, y, z). (131)
We note that we have adopted the normalization of the
su(4) generators as tr(AaAb) = 4δab, which differs from
the normalization of the su(3) generators in the previous
sections. Since the Casimir operator for the 4⊗ 4 repre-
sentation formed by the states at the ith and jth sites is
given by
15∑
a=1
AaiA
a
j = (si · sj + 1)(τi · τj + 1)− 1, (132)
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the Hamiltonian in Eq. (129) can be written as a sum
of Casimir operators, and therefore it has global SU(4)
symmetry.
Following the discussion for the SU(3) case in Sec.
VIA, let us consider a 1D lattice with the unit cell con-
taining two sites, one with the fundamental representa-
tion 4 and the other with its conjugate representation 4¯.
Our idea is to make use of the quadratic Casimir oper-
ator for 4 ⊗ 4¯ representation from neighboring sites to
design a ground-state wave function which resembles an
MPS with Z4 SPT order. The su(4) generators in the 4¯
representation A˜a are given by
A˜a = −(Aa)∗. (133)
Thus the Casimir operator for 4⊗ 4¯ representations is
15∑
a=1
Aai A˜
a
j = −
(
sxi s
x
j − syi syj + szi szj + 1
)
× (τxi τxj − τyi τyj + τzi τzj + 1)+ 1, (134)
which, unfortunately, is less symmetric and conserves nei-
ther sz nor τz . However, we can perform a unitary trans-
formation in the 4¯ representation,
A˜a → (syτy)A˜a(syτy), (135)
to transform the Casimir operator back to the form
15∑
a=1
Aai A˜
a
j = − (si · sj − 1)(τi · τj − 1) + 1, (136)
which manifestly recovers the SU(2)×SU(2) symmetry.
The product of the 4 and 4¯ representations from neigh-
boring sites is decomposed as
4⊗ 4¯ = 15⊕ 1. (137)
The eigenvalue of the Casimir operator in Eq. (136) is
C(15) = 4 and C(1) = 0. As we have discussed for the
SU(3) case in Sec. III B, the MPS wave function of AKLT
type which has Z4 SPT order is obtained by projecting
the 4⊗ 4¯ states from two neighboring sites onto 15 and 1
in alternating order along the 1D lattice. This motivates
us to consider the spin-orbital model with alternating
sign of coupling,
H4 =− J ′
∑
i
(
si,1 · si,2 − 1
)(
τi,1 · τi,2 − 1
)
− J
∑
i
(
si,2 · si+1,1 − 1
)(
τi,2 · τi+1,1 − 1
)
, (138)
where the spin-orbital exchange on each bond favors ei-
ther 15 or 1 state depending on the sign of the coupling
J ′ or J . In view of the numerical results for the sim-
ilar model for the SU(3) case in Eq. (123), we expect
that the ground state of this Hamiltonian for J ′ < 0 and
J > 0 should be adiabatically connected to the dimerized
state where a singlet is formed on every bond connecting
neighboring unit cells and four states in Eq. (130) are
left as zero-energy end states when the 1D lattice is cut
between two unit cells.
Finally, we propose a model which reduces to the SU(4)
bilinear exchange Hamiltonian in the limit of strong cou-
pling. The Hamiltonian is given by
H˜4 =− J ′
∑
i
(si,1 · si,2 − 1)(τi,1 · τi,2 − 1)
+ J
∑
i,a
(Aai,1 + A˜
a
i,2)(A
a
i+1,1 + A˜
a
i+1,2), (139)
with J > 0 and J ′ < 0. In the limit J ′ → −∞, we have
only the 15 representation in each unit cell. The effective
Hamiltonian for the interaction between neighboring 15
representations, which can be obtained in the same way
as in Sec. VIA, has the form
Heff = J
∑
i
15∑
a=1
AaiA
a
i+1, (140)
where Aai (a = 1, . . . , 15) are the generators of su(4) in
the 15 (adjoint) representation. In view of the fact that
the SU(2) and SU(3) versions of the Hamiltonian have the
ground state with SPT order [S = 1 Haldane phase for
SU(2) and the numerical result in Sec. V for SU(3)], we
expect that the ground state of this Hamiltonian should
be in the Z4 SPT phase protected by Z4×Z4 symmetry,
as in the SU(4) AKLT model. We note that the above
Hamiltonian naturally has the Z4 × Z4 symmetry which
is a subgroup of the SU(4) symmetry.
VII. SUMMARY
We have studied Z3 SPT phases protected by global
Z3 × Z3 symmetry. By applying the group cohomology
classification of 1D SPT phases and using nontrivial co-
cycles of H2(Z3 × Z3), we have constructed MPS wave
functions of Z3 SPT phases, which are SU(3) extensions
of the AKLT wave function. The MPS wave functions are
ground states of the SU(3) bilinear-biquadratic Hamilto-
nian at θ = arctan(2/9) [the SU(3) AKLT model].
Using the iDMRG method, we have determined the
phase diagram of the SU(3) bilinear-biquadratic Hamil-
tonian, which has the Z3 SPT phase and the dimer phase.
These phases are characterized by an SU(3) version of the
string order parameters and dimerization, respectively.
The critical point separating the two phases is located
at θc ≈ −0.027π. From the scaling of the entanglement
entropy against the correlation length we have obtained
a central charge c = 16/5 at the critical point, suggest-
ing that the criticality is described by the SU(3)2 WZW
model.
We have pointed out that the SU(3) bilinear Hamil-
tonian Hθ=0 might be realized in the SU(3) Hubbard
model of two orbitals of fermions in the strong U limit.
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When one orbital is tuned to be 1/3 filled and the other
to be 2/3 filled, the charge and orbital sectors will be
gapped, and the low-energy effective model of the two-
orbital SU(3) Hubbard model will be an SU(3) spin chain
in the adjoint representation. We speculate that such a
system might be realized with cold atoms.
We have proposed S = 1 spin chains with staggered
biquadratic couplings that are adiabatically connected to
the SU(3) AKLT model. In view of a proposal of realizing
the S = 1 bilinear-biquadratic model using cold atoms,53
we consider that our S = 1 spin model might also be
realized in cold atoms by properly engineering staggered
biquadratic couplings.
We have also proposed a variant of Kugel-Khomskii
model with spin-1/2 and two orbital degrees of freedom
which is connected to the SU(4) AKLT model.
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Appendix A: Group cohomology
Here we briefly review the group cohomology of a group
G over U(1). We first define n-cochains φn ∈ Cn which
are functions from Gn to U(1),
φn : Gn → U(1). (A1)
The set of n-cochains is denoted by Cn. Then we define
coboundary operators δn which transform n-cochains to
(n+ 1)-cochains,
δn : Cn → Cn+1, (A2)
through the formula
(δnφn)(g1, . . . , gn+1)
:= φn(g2, . . . , gn+1)
+
n∑
i=1
(−1)iφn(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn+1)
+ (−1)n+1φn(g1, . . . , gn), (A3)
where g1, . . . , gn, gn+1 ∈ G. Here we have assumed that
actions of elements of G on U(1) are trivial, i.e., gi’s are
unitary operators.54 The identity
δn+1 ◦ δn = 0 (A4)
holds. We have a sequence of homomorphisms (cochain
complex) from coboundary operators,
0→ C0 → C1 → · · · → Cn−1 → Cn → Cn+1 → · · · ,
(A5)
and we define cohomology groups for the above cochain
complex as
Hn(G,U(1)) = Ker δn/Im δn−1. (A6)
Here Zn = Ker δ
n is called n-cocycles, and Bn = Im δ
n−1
is n-coboundaries. Let us write down conditions for Z2
and B2 explicitly. A 2-cocycle φ
2 ∈ Z2 satisfies
φ2(g2, g3)− φ2(g1g2, g3) + φ2(g1, g2g3)− φ2(g1, g2) = 0.
(A7)
A 2-coboundary φ2 ∈ B2 is obtained from a 1-cochain
φ1 ∈ C1 as
φ2(g1, g2) = φ
1(g2)− φ1(g1g2) + φ1(g1). (A8)
The phase functions φ(g1, g2) that appeared in symme-
try transformations of MPSs in Sec. II satisfy the con-
sistency condition [Eq. (14)] and the equivalence relation
[Eq. (16)]. The former coincides with the 2-cocycle con-
dition of Eq. (A7), while the latter means the equivalence
up to 2-coboundaries. Thus the phase functions φ(g1, g2)
in the symmetry transformations of MPSs are elements
of the second cohomology group H2(G,U(1)).
Appendix B: Group cohomology for G = ZN × ZN
We summarize results for the second cohomology group
of the group G = ZN × ZN over U(1), which is obtained
by applying the Ku¨nneth formula and the universal coef-
ficient theorem.55,56 We write down a non-trivial cocycle
for H2(ZN × ZN , U(1)).
1. Ku¨nneth formula
The universal coefficient theorem indicates an isomor-
phism
Hn(G,M) = Hom[Hn(G,Z),M ]⊕ Ext[Hn−1(G,Z),M ],
(B1)
for the cohomology over an Abelian group M and
the homology over Z. Since the Ext functor vanishes
(Ext[Z,U(1)] = 0 and Ext[Zm, U(1)] = 0) forM = U(1),
we have
Hn(G,U(1)) = Hom[Hn(G,Z), U(1)]. (B2)
For discrete groupG, Hn(G,U(1)) for n ≥ 1 has a torsion
part only and is given by
Hn(G,U(1)) = Hn(G,Z) (B3)
for n ≥ 1. From Eq. (B3), we have
H1(ZN ,Z) = H
1(ZN , U(1)) = ZN ,
H2(ZN ,Z) = H
2(ZN , U(1)) = 0.
(B4)
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The first line comes from the formula H1(G,U(1)) =
G for Abelian group G, while the second line is ob-
tained from an explicit calculation of H2(ZN , U(1)) from
Eq. (A6). The zeroth homology group is known to be
given by
H0(ZN ,Z) = Z. (B5)
Homology groups of the direct product G = G1 × G2
of groups G1 and G2 can be computed with the use of
the Ku¨nneth formula55 that gives the isomorphism
Hn(G1 ×G2,Z) =
⊕
i
Hi(G1,Z)⊗Hn−i(G2,Z)
⊕
⊕
i
Tor[Hi(G1,Z), Hn−i−1(G2,Z)].
(B6)
Therefore, we can obtain the second homology group
H2(ZN × ZN , U(1)) from the homology groups of
ZN . Since the torsion functor vanishes (Tor[Z,ZN ] =
Tor[ZN ,Z] = 0) in Eq. (B6), we have
H2(ZN × ZN ,Z) = H1(ZN ,Z)⊗H1(ZN ,Z), (B7)
and finally we obtain the second cohomology group of
G = ZN × ZN ,
H2(ZN × ZN , U(1)) = H1(ZN , U(1))⊗H1(ZN , U(1))
= ZN ⊗ ZN
= ZN . (B8)
2. Non-trivial 2-cocycles of H2(ZN × ZN , U(1))
The nontrivial cocycle of H2(ZN ×ZN , U(1)) = ZN is
found from the isomorphism
Hom[H1(ZN ,Z)⊗H1(ZN ,Z), U(1)]
→ H2(ZN × ZN , U(1)). (B9)
Let us denote the group elements of ZN × ZN by
xn1yn2 (n1, n2 = 0, . . . , N − 1), (B10a)
where x and y are generators of the first and the second
ZN , respectively, satisfying
xN = 1, yN = 1. (B10b)
We can define a set of 2-cocycles φ2 = mϕ,
φ2 = mϕ : (ZN × ZN)2 → U(1) (B11a)
for m = 0, . . . , N − 1, where
mϕ(xn1yn2 , xn
′
1yn
′
2) = n1n
′
2m
2π
N
mod 2π. (B11b)
We have constructed this 2-cocycle from the isomorphism
in Eq. (B9) using the following sequence of mappings:
(ZN × ZN )2 → ZN × ZN → ZN → U(1),
(xn1yn2 , xn
′
1yn
′
2) → (xn1 , yn′2) → n1n′2 → n1n′2m
2π
N
.
(B12)
The functions mϕ clearly satisfy the 2-cocycle condition
[Eq. (A7)] as
δ(mϕ)(xn1yn2 , xn
′
1yn
′
2 , xn
′′
1 yn
′′
2 )
= m
2π
N
[n′1n
′′
2 − (n1 + n′1)n′′2 + n1(n′2 + n′′2)− n1n′2]
= 0. (B13)
They are not 2-coboundaries [Eq. (A8)] except the one
with m = 0, because they have the property mϕ(x, y) 6=
mϕ(y, x) for m = 1, . . . , N − 1, whereas 2-coboundaries
must satisfy the relation
δφ1(x, y) = δφ1(y, x). (B14)
Thus φ2 = mϕ (m = 0, . . . , N − 1) form an Abelian
group ZN with addition of functions and give nontrivial
2-cocycles for m = 1, . . . , N−1. Clearly, ϕ is a generator
of the cohomology group H2(ZN × ZN , U(1)) = ZN . In
the case of N = 3, we have
exp[iϕ(xn1yn2 , xn
′
1yn
′
2)] = ωn1n
′
2 (B15)
with ω = exp(2πi/3). In particular,
exp[iϕ(x, y)] = ω, exp[iϕ(y, x)] = 1. (B16)
We can use elements of the second cohomology group
H2(Z3×Z3, U(1)) to construct projective representations
of G = Z3 × Z3. With the 2-cocycle φ2 = ϕ we find
from Eq. (12b) that generators Ux and Uy of a projective
representation obey
UxUy = ωUyUx (B17)
and do not commute, as opposed to the elements x and
y of the group Z3 × Z3.
Appendix C: SU(N) AKLT states and their transfer
matrices
We show several properties of the transfer matrix
M that are used in calculating correlation functions in
Sec. III E. We consider the SU(N) AKLT wave function
of the MPS form
|Ψ〉 = C−1N
∑
{σi}
tr[Aσ1Aσ2 . . . AσL ]|σ1σ2 . . . σL〉, (C1)
with
Aσ =
√
2
N
tσ, (C2)
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where CN is a normalization constant, σi labels states on
each site in the adjoint (N2 − 1) representation, and ta
(a = 1, . . . , N2 − 1) are the su(N) generators in the fun-
damental representation. The su(N) generators ta are
traceless and hermitian N×N matrices that are normal-
ized as
tr(tatb) =
1
2
δab (C3)
and obey the commutation relations
[ta, tb] = ifabct
c. (C4)
Here the structure constants fabc are totally antisymmet-
ric, and summation over the repeated index c is assumed.
The quadratic Casimir operator of su(N) operators T a
in the d-dimensional representation is written as
N2−1∑
a=1
T aT a = C(d)1d. (C5)
For the fundamental representation (T ajk = t
a
jk) and the
adjoint representation (T ajk = −ifajk), the eigenvalue of
the quadratic Casimir operator reads
C(N) =
N2 − 1
2N
, C(N2 − 1) = N. (C6)
In addition, we have a formula42
tr(T aT b) =
dC(d)
N2 − 1δab. (C7)
Next we define a transfer matrix for the SU(N) AKLT
state as
M =
N2−1∑
m=1
Am ⊗ (Am)∗, (C8)
which is an N2×N2 matrix. The N2-dimensional vector
space is spanned by a basis {|i〉⊗|j〉} with i, j = 1, . . . , N ,
where {|i〉} is an orthonormal basis of the N -dimensional
vector space. For two N2-dimensional vectors
|u〉 =
∑
ij
uij |i〉 ⊗ |j〉, |v〉 =
∑
ij
vij |i〉 ⊗ |j〉, (C9)
the inner product is written as
〈u|v〉 = tr(u†v). (C10)
With this basis, the action of the transfer matrix reads
M|u〉 =
∑
m,i,j
[Amu(Am)†]ij |i〉 ⊗ |j〉. (C11)
Now we show Eq. (70). This follows from the fact that
an orthonormal basis of the N2-dimensional vector space
|v0〉 = 1√
N
∑
i
|i〉 ⊗ |i〉, (C12)
|va〉 =
√
2
∑
i
taij |i〉 ⊗ |j〉, (C13)
is a set of all eigenvectors of the transfer matrix M sat-
isfying
M|v0〉 = N
2 − 1
N2
|v0〉, M|va〉 = − 1
N2
|va〉. (C14)
This can be seen by using the following three equations:
〈v0|M|v0〉 = 2
N2
∑
a
tr(tata) =
N2 − 1
N2
, (C15)
〈va|M|v0〉 =
(
2
N
) 3
2 ∑
a′
tr(tata
′
ta
′
) = 0, (C16)
and
〈va|M|vb〉 = 4
N
∑
c
tr(tatctbtc)
=
4
N
∑
c
[
tr(tatctctb) +
∑
d
ifbcdtr(t
atctd)
]
=
4
N
C(N)
2
δab − 1
4
∑
c,d
fbcdfcda

= − 1
N2
δab. (C17)
In the last equation, we have used Eq. (C7) for the adjoint
representation in which T abc = −ifabc.
Finally, we show Eq. (73). In our basis, the action of
M˜a reads
M˜a|u〉 =
∑
m,n,i,j
−ifamn[Anu(Am)†]ij |i〉 ⊗ |j〉. (C18)
Then Eq. (73) follows as
〈v0|M˜a|v0〉 = − 2i
N2
∑
m,n
famntr(t
ntm) = 0, (C19)
because fabc is a totally antisymmetric tensor. In view
of Eq. (70), this implies that M˜a|v0〉 is an eigenvector of
M with the eigenvalue −1/N2.
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