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Abstract: 
As most of the present day mobile and wireless applications operate on a narrowband 
channel, the bit rates involved are low and therefore they typically support only 
speech and some text transmission. However, next generation mobile and wireless 
systems are likely to support multimedia (text, graphics, image, audio and/or video) 
data and is the motivation behind the title of the thesis "Efficient Multimedia Data 
transmission techniques for next generation wideband mobile radio systems". As 
uncompressed multimedia data requires considerable storage capacity and 
transmission bandwidth, compression is desirable. This necessitates extensive 
research efforts into coding and compression of image and/or video and is the subject 
of study in this thesis. 
For still image compression, the JPEG standard has been established by ISO 
(International Standards Organization). The performance of these coders generally 
degrades at low bit-rates mainly because of the underlying block-based Discrete 
Cosine Transform (DCT) scheme. More recently, the wavelet transform has emerged 
as a cutting edge technology, within the field of image compression. Wavelet-based 
coding provides substantial improvements in picture quality at higher compression 
ratios. Over the past few years, a variety of novel and sophisticated wavelet-based 
image coding schemes have been developed and EZW is one of the coders based on 
wavelet transform. 
The embedded zero tree wavelet (EZW) is an image compression algorithm which 
has the property that the bits in the bit stream are generated in order of importance. 
The embedded code represents a sequence of binary decision that distinguishes an 
image from the 'null' image. Using an embedded coding algorithm, an encoder can 
terminate the encoding at any point thereby allowing a target rate or target distortion 
metric to be met exactly. Also, given a bit stream, the decoder can cease decoding at 
any point in the bit stream and still produce exactly the same image that would have 
been encoded at the bit rate corresponding to the truncated bit stream. In addition to 
producing a fully embedded bit stream, EZW consistently produces compression 
results that are competitive with virtually all known compression algorithms on 
standard test images. 
The work presented in the thesis is concerned with transform based techniques in 
general and DCT & EZW algorithms in particular. Entropy coded successive-
approximation quantization has been implemented at the encoder and conclusions 
have been drawn. 
CHAPTER 1 
INTRODUCTION 
1.1 Background 
Future wireless communication systems will require significantly higher data rates and 
reduced costs per transmitted bit. The demands on data rate, link quality, spectral 
efficiency, mobility, flexibility and complexity cannot be met with conventional wireless 
systems. The different types of media elements used in wireless and mobile 
communication - text, fax, image, speech, audio and video - are represented in a digital 
form. Two significant bottlenecks which need to be overcome are the bandwidth and 
energy consumption requirements for mobile multimedia communication. With the 
phenomenal growth and popularity of the internet, wireless muUimedia communication is 
predicted to grow rapidly in the near future. 
However, representing multimedia data requires a large amount of information, leading 
to high bandwidth, computation energy (energy consumed in processing information to 
be transmitted), and communication energy (energy consumed in wirelessly transmitting 
information) requirements for mobile multimedia communication. The large 
requirements for bandwidth and energy consumption are significant bottlenecks to 
wireless multimedia communication. 
Still images such as photographs, pictures, letters, postcards, greeting cards, presentations 
and static web pages can be sent and received over mobile networks. As known earlier, 
two variables affect the usability of such applications - bandwidth and time - and they 
are inversely related. The larger the bandwidth, the lesser time is needed to transmit 
images, and vice versa. In addition, when using a public network in which call charges 
are based on the duration of a call, considerable cost saving can be made if the volume of 
information to be transmitted is reduced. 
In almost all the multimedia applications, therefore, a technique known as compression is 
first applied to the source information prior to its transmission. This is done either to 
reduce the volume of information to be transmitted - text, fax, images - or to reduce the 
bandwidth that is required for its transmission - speech, audio and video. 
1.2 Need of Compression: 
A major concern in today's world is the handling of information. The information may be 
of many types-written text, the spoken word, music, still pictures, and moving pictures 
are just a few examples. Whatever the type of information, one can represent it by 
electrical signals or data transmit it, or store it. 
The more complex the information, the more data is needed to represent it. Plain text can 
be represented by 8 bits/character, or about 20 kbits for a page. CD-quality music 
requires nearly 1500 kbits for each second and full-motion 525-line video needs over 200 
Mbits for each second [2]. 
When it is needed to transmit a given amount of data, a certain bandwidth (measured in 
bits per second) is used for the time necessary to transmit all the bits. In the real world, 
there is always some restriction on the available bandwidth. 
At other times the motive for compression is financial. Bandwidth costs money, and so 
compression reduces the cost of transmission. A satellite link with a data bandwidth of 40 
Mbits/s will earn more money if it can carry ten television channels instead of just one. 
One may want to download a 6-Mbyte file from a computer online service; if a 
compressed version is available that is only 1.2 Mbytes, it will save 80% of the online 
charges. 
Transmission and storage of information might seem to be very different problems but, in 
term of quality of data, the economics are the same. Just as there is a cost for each bit 
transmitted, there is a cost for each bit stored in memory; on disk, or on tape. If one can 
use less data, both transmission and storage will be cheaper. There are some differences 
in how compressed data is best structured; everything one says about compression applies 
equally to transmission or storage [3]. 
1.3 Principles of Compression: 
Before the description of algorithms for image compression, it will be helpful to build up 
an understanding of the principles on which they are based. Following basic principles 
are first discussed: 
• Source encoders and destination decoders 
• Lossless and Lossy compression 
• Entropy encoding 
• Source encoding 
1.3.1 Source encoder and destination decoder: 
Prior to transmitting the source information relating to a particular multimedia 
application, a compression algorithm is applied to it. This implies that in order for the 
destination to reproduce the original source information - or, in some instances, a nearly 
exact copy of it - a matching decompression algorithm is carried out by the destination 
decoder. 
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Figure: 1.1 Source encoder/destination decoder alternatives: (a) Software only; (b) special 
processors/hardware. 
In applications whicli involve two computers communicating with each other, the time 
required to perform the compression and decompression algorithms is not always critical. 
So both algorithms are normally implemented in software within the two computers as 
shown in figure 1.1(a). An example application which uses this approach is the 
compression of text and / or image files. In other applications, however, the time required 
performing the compression and decompression algorithm in the software is not 
acceptable and instead the two algorithms must be performed by special processors in 
separate units as shown in figure 1.1(b). Example applications which use this approach 
are those which involve speech, audio, and video [1]. 
1.3.2 Lossless and Lossy Compression: 
> Lossless Compression: 
The primary goal of lossless compression is to minimize the number of bits required to 
represent the original image samples without any loss of information. All the information 
must be reconstructured perfectly during decompression. For image compression, 
however, some loss of information is usually acceptable for the following three reasons: 
• Significant loss can often be tolerated by the human visual system without 
interfering with perception of the scene content. 
• In most cases, digital input to the compression algorithm is itself an imperfect 
representation of the real-world scene. 
• Lossless compression is usually incapable of achieving the high compression 
requirements of many storage and distribution applications. 
Nevertheless, lossless compression is often demanded in medical applications so as to 
avoid legal disputation over the significance of errors introduced into the imagery. 
Lossless compression is also often applied in cases where it is difficult to determine how 
to introduce an acceptable loss which will increase compression. In palettized colour 
images, for example, a small error in the numeric sample value may have a drastic effect 
upon the colour representation. The highly structured nature of non-natural imagery such 
as text and graphics usually renders it more amenable to lossless compression. Finally, 
lossless compression may be appropriate in applications where the image is to be 
extensively edited and recompressed so that the accumulation of errors from multiple 
lossy compression operations may become unacceptable [4]. 
> Lossy Compression and Distortion 
By allowing the introduction of small errors, it is natural to expect that one should be able 
to represent the image approximately using a smaller number of bits than is possible 
within the constraints of lossless compression. The more distortion one allows, the 
smaller the compressed representation can be. The primary goal of lossy compression is 
to minimize the number of bits required to represent an image with allowable level of 
distortion. Distortion of course must be assessed in an appropriate manner. Formally, one 
writes D (I, I'), for the distortion between the original image, I(x, y), and the 
reconstructed image, I' (x, y). 
The most commonly employed measure of distortion is MSE (Mean Square Error), 
defined by [5] 
M N 
TTTT 2 2[l(x.y)-r(x.y)] 
^ y = l x = l 
for image compression, the MSE is most commonly quoted in terms of the equivalent 
reciprocal measure, PSNR ( Peak Signal to Noise Ratio), defined by 
PSNR = 20 * logio (255 / sqrt (MSE)) 
The PSNR is expressed in dB (decibels). Good reconstructed images typically have 
PSNR values of 30 dB or more [4]. 
1.3.3 Entropy Encoding: 
Entropy encoding is lossless and independent of the type of information that is being 
compressed. It is concerned solely with how the information is represented. Two 
examples are now described below which are in widespread use in compression 
algorithms in order to illustrate the principles involved. In some applications they are 
used separately while in others they are used together. 
1.3.3.1 Run-length encoding: 
Typical applications of this type of encoding are when the source information comprises 
long substrings of the same character or binary digit. Instead of transmitting the source 
string in the form of independent codewords or bits, it is transmitted in the form of a 
different set of codewords which indicate not only the particular character or bit being 
transmitted but also an indication of the number of characters / bits in the substring. 
Then, providing the destination knows the set of codewords being used, it simply 
interprets each codeword received and outputs the appropriate number of characters or 
bits. 
For example, in an application that involves the transmission of long strings of binary bits 
that comprise a limited number of substrings, each substring can be assigned a separate 
codeword. The total bit string is then transmitted in the form of a string of codewords 
selected from the codeword set. An example application which uses this technique is for 
the transmission of the binary strings produced by the scanner in a facsimile machine. In 
many instances-for example when scanning typed documents-the scanner produces long 
substrings of either binary Os or Is. Instead of transmitting these directly, they are 
sending in the form of a string of codewords, each indicating both the bit-0 or 1-and the 
number of bits in the substring. For example, if the output of the scanner was: 
000000011111111110000011 
This could be represented as: 0, 7 1, 10 0, 5 1, 2 Alternatively, since only the two 
binary digits 0 and 1 are involved, if one ensures the first substring always comprises 
binary Os, then the string could be represented as 7,10,5,2 To send this in a digital 
form, the individual decimal digits would be send in their binary form and, assuming a 
fixed number of bits per codeword, the number of bits per codeword would be 
determined by the largest possible substring. 
1.3.3.2 Statistical encoding: 
Many applications use a set of codewords to transmit the source information. For 
example, a set of ASCII codewords are often used for the transmission of strings of 
characters. Normally, all the codewords in the set comprise a fixed number of binary bits. 
for example 7 bits in the case of ASCII. In many applications, however, the symbois-and 
hence codewords-that are present in the source information do not occur with the same 
frequency of occurrence; that is, with equal probability. For example, in a string of text, 
the character A may occur more frequently than, say, the character P which may occur 
more frequently than the character Z, and so on. Statistical encoding exploits this 
property by using a set of variable length codewords with the shortest codewords used to 
represent the most frequently occurring symbols. 
In practice, the use of variable-length codewords is not quite as straight-forward. Clearly, 
as with run-length encoding, the destination must know the set of codewords being used 
by the source. With variable length codewords, however, in order for the decoding 
operation to be carried out correctly, it is necessary to ensure that a shorter codeword in 
the set does not form the start of a longer codeword otherwise the decoder will interpret 
the string on the wrong codeword boundaries. A codeword set that avoids this happening 
is said to possess the prefix property and an example of an encoding scheme that 
generates codewords that have this property is the Huffman encoding algorithm. 
The theoretical minimum average number of bits that are required to transmit a particular 
source stream is known as the entropy of the source [1]. 
1.3.4 Source Encoding: 
Source encoding exploits a particular property of the source information in order to 
produce an alternative form of representation that is either a compressed version of the 
original form or is more amenable to the application of compression. Again, two 
examples are described here which are in widespread use in order to illustrate the 
principles involved. 
1.3.4.1 Differential encoding: 
Differential encoding is used extensively in applications where the amplitude of a value 
or signal covers a large range but the difference in amplitude between successive 
values/signals is relatively small. To exploit this property of the source information, 
instead of using a set of relatively large codewords to represent the amplitude of each 
value/signal, a set of smaller codewords can be used each of which indicates only the 
difference in amplitude between currfent value / signal being encoded and the 
immediately preceding value/ signal. For example, if the digitization of an analog signal 
requires, say, 12 bits to obtain the required dynamic range but the maximum difference in 
amplitude between successive samples of the signal requires only 3 bits, then by using 
only the difference values a saving of 75% on transmission bandwidth can be obtained. 
In practice, differential encoding can be either lossless or lossy and depends on the 
number of bits used to encode the difference values. If the number of bits used is 
sufficient to cater for the maximum difference value then it is lossless. If this is not the 
case, then on those occasions when the difference value exceeds the maximum number of 
bits being used, temporary loss of information will result. 
J.3.4.2 Transform encoding: 
As the name implies, transform encoding involves transforming the source information 
from one form into another, the other form leading itself more readily to the application 
of compression. In general, there is no loss of information associated with the 
transformation operation and this technique is used in a number of applications involving 
both images and video. For example, the digitization of a continuous tone monochromatic 
image produces a two-dimensional matrix of pixel values each of which represents the 
level of gray in a particular position of the image. As one goes form one position in the 
matrix to the next, the magnitude of each pixel value may vary. 
The rate of change in magnitude as one traverses the matrix gives rise to a term known as 
spatial frequency and, for any particular image, there will be a mix of different spatial 
frequencies whose amplitudes are determined by the related changes in magnitude of the 
pixels. This is true, of course, if one scans the matrix in either the horizontal or the 
vertical direction and this, in turn, gives rise to the terms horizontal and vertical 
frequency components of the image. In practice, the human eye is less sensitive to the 
higher spatial frequency components associated with an image than the lower frequency 
components. Moreover, if the amplitude of the higher frequency components falls below 
a certain amplitude threshold, they will not be detected by the eye. Hence in terms of 
compression, if one can transform the original spatial form of the representation into an 
equivalent representation involving spatial frequency components, then one can more 
readily identify and eliminate those higher frequency components which the eye cannot 
detect thereby reducing the volume of information to be transmitted without degrading 
the perceived quality of the original image. 
The transformation of a two-dimension matrix of pixel values into an equivalent matrix 
of spatial frequency components can be carried out using a mathematical technique 
known as the discrete cosine transform (DCT). The transformation operation itself is 
lossless - apart from some small rounding errors in the mathematics- but, once the 
equivalent matrix of spatial frequency components - known as coefficients - has been 
derived, then any frequency components in the matrix whose amplitude is less than a 
defined threshold can be dropped. It is only at this point that the operation becomes lossy 
[I]. 
1.4 Organization of the Dissertation: 
This dissertation is organized into five chapters. Chapter 2 gives some basic idea about 
the digital images. It also discusses how can one measure the quality of image and 
structure of compressor and decompressor. Some types of transform will be discussed in 
chapter 3. The advantages and disadvantages of using DCT in image processing are 
discussed in this chapter. In the light of some drawback of DCT, wavelet transform is 
described in chapter 4; Comparison of wavelet transform with other techniques is also 
critically investigated in this chapter. Chapter 5 addresses the coder based on wavelet 
called Embedded Zerotree Wavelet. Algorithm of the coder used in the work along with 
the results obtained are also given in this chapter. Conclusions and scope for further work 
are given towards the end. 
CHAPTER 2 
IMAGE COMPRESSION: OVERVIEW 
2.1 Elementary Concepts: 
2.1.1 Digital Image: 
When using digital equipment to capture, store, modify and view photographic images, 
they must first be converted to a set of numbers in a process called digitization or 
scanning. Computers are very good at storing and manipulating numbers, so once the 
image has been digitized one can use the computer to archive, examine, alter, display, 
transmit, or print the photographs in an incredible variety of ways. 
> Pixels and Bitmaps 
Digital images are composed of pixels (short for picture elements). Each pixel represents 
the colour (or gray level for black and white photos) at a single point in the image, so a 
pixel is like a tiny dot of a particular colour. By measuring the colour of an image at a 
large number of points, one can create a digital approximation of the image from which a 
copy of the original can be reconstructed. Pixels are a little like grain particles in a 
conventional photographic image, but arranged in a regular pattern of rows and columns 
and store information somewhat differently. A digital image is a rectangular array of 
pixels sometimes called a bitmap. 
> Pixel depth and Aspect ratio 
The number of bits per pixel is known as the pixel depth and determines the range of 
different colours that can be produced. Examples are 12 bits - 4 bits per primary colour 
yielding 4096 different colours - and 24 bits - 8 bits per primary colour yielding in 
excess of 16 million colours. 
Both the number of pixels per scanned line and the number of lines per frame vary and 
are determined by the aspect ratio of the display screen. This is the ratio of the screen 
width to the screen height. The aspect ratio of current television tubes is 4/3 with older 
tubes - on which PC monitors are based - and 16/9 with the wide-screen television tubes. 
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> Types of Digital Images 
For photographic purposes, there are two important types of digital images - colour and 
black and white. Colour images are made up of coloured pixels while black and white 
images are made of pixels in different shades of gray. 
Black and White Images 
A black and white image is made up of pixels each of which holds a single number 
corresponding to the gray level of the image at a particular location. These gray levels 
span the full range from black to white in a series of very fine steps, normally 256 
different grays. Since the eye can barely distinguish about 200 different gray levels, this 
is enough to give the illusion of a stepless tonal scale as illustrated below: 
Assuming 256 gray levels, each black and white pixel can be stored in a single byte (8 
bits) of memory. 
Colour Images 
A colour image is made up of pixels each of which holds three numbers corresponding to 
the red, green, and blue levels of the image at a particular location. Red, green, and blue 
(sometimes referred to as RGB) are the primary colours for mixing light—these so-called 
additive primary colours are different from the subtractive primary colours used for 
mixing paints (cyan, magenta, and yellow). Any colour can be created by mixing the 
correct amounts of red, green, and blue light. Assuming 256 levels for each primary, each 
colour pixel can be stored in three bytes (24 bits) of memory. This corresponds to roughly 
16.7 million different possible colours. 
It is to be noted that for images of the same size, a black and white version will use three 
times less memory than a colour version. 
Binary or Bilevel Images 
Binary images use only a single bit to represent each pixel. Since a bit can only exist in 
two states—on or off, every pixel in a binary image must be one of two colours, usually 
black or white. This inability to represent intermediate shades of gray is what limits their 
usefulness in dealing with photographic images. 
Indexed Colour Images 
Some colour images are created using a limited palette of colours, typically 256 different 
colours. These images are referred to as indexed colour images because the data for each 
pixel consists of a palette index indicating which of the colours in the palette applies to 
that pixel. There are several problems associated with using indexed colour to represent 
photographic images. First, if the image contains more different colours than are in the 
palette, techniques such as dithering must be applied to represent the missing colours and 
this degrades the image. Second, combining two indexed colour images that use different 
palettes or even retouching part of a single indexed colour image creates problems 
because of the limited number of available colours [1]. 
> Resolution 
The more points at which sample the image by measuring its colour, the more detail can 
capture. The density of pixels in an image is referred to as its resolution. 
The higher the resolution, the more information the image contains. If one keeps the area 
of image is same and increase the resolution, the image gets sharper and more detailed. 
Alternatively, with a higher resolution image, one can produce a larger image with the 
same amount of detail. 
For example, figure 2.1 illustrates what happens as one reduces the resolution of an 
image while keeping its area the same— t^he pixels get larger and larger and there is less 
and less detail in the image. As shown in figure 2.1, size of original image is 400 x 262 
(number of pixels in a row is 400 and number of pixels in a column is 262), but as the 
resolution is reduced, one can get size of image as 'half or 'quarter' and so on, of the 
original image. 
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Figure: 2.1 Resolution of image is reduced while area is same 
Similarly, as one reduces the resolution of an image while keeping its pixel size the same 
— the image gets smaller and smaller while the amount of detail (per square inch) stays 
the same. As shown in figure 2.2 the area of image is reduce with the resolution [21]. 
Figure: 2.2 Resolution is reduced while keeping its pixels size same 
> Colour Terminology 
While pixels are normally stored within the computer according to their red, green, and 
blue levels, this method of specifying colours (sometimes called the RGB colour space) 
does not correspond to the way human beings normally perceive and categorize colours. 
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There are many different ways to specify colours, but the most useful ones work by 
separating out the hue, saturation, and brightness components of a colour. 
Primary and Secondary Colours and Additive and Suhtractive Colour 
Mixing 
Primary colours are those that cannot be created by mixing other colours. Because of the 
way human beings perceive colours using three different sets of wavelengths, there are 
three primary colours. Any colour can be represented as some mixture of these three 
primary colours. 
There are two different ways to combine colours—additive and suhtractive colour 
mixing. 
Subtractive colour mixing is the one most of us learned in school, and it describes how 
two coloured paints or inks combine on a piece of paper. The three subtractive primaries 
are Cyan (blue-green). Magenta (purple-red), and Yellow. 
Additive colour mixing refers to combining lights of two different colours, for example 
by shining two coloured spotlights on the same white wall. The additive colour model is 
the one used in computer displays as the image is formed on the face of the monitor by 
combining beams of red, green, and blue light in different proportions. 
Colour printers use the subtractive colour model and use cyan, magenta, and yellow inks. 
To compensate for the impure nature of most printing inks, a fourth colour, black is also 
used since the black obtained by combining cyan, magenta, and yellow inks is often a 
murky dark green rather than a deep, rich black. For this and other reasons, commercial 
colour printing presses use a 4-colour process to reproduce colour images in magazines 
A colour created by mixing equal amounts of two primary colours is called a secondary. 
In the additive colour system, the primary colours are: 
and the secondary colours are: 
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In the subtractive colour system, the roles of the primaries and secondaries are reversed 
Colour Gamut 
In the real world, the idea of creating any visible colour by mixing three primary colours 
is never actually achieved The dyes, pigments, and phosphors used to create colours on 
paper or computer screens are imperfect and cannot recreate the fiiU range of visible 
colours. The actual range of colours achievable by a particular device or medium is called 
its colour gamut and this is mostly but not entirely determined by the characteristics of its 
primary colours Since different devices such as computer monitors, printers, scanners, 
and photographic film all have different colour gamuts, the problem of achieving 
consistent colour is quite challenging. Different media also differ in their total dynamic 
range—how dark is the darkest achievable black and how light is the brightest white. 
Colour Management 
The process of getting an image to look the same between two or more different media or 
devices is called colour management, and there are many different colour management 
systems available today. Unfortunately, most are complex, expensive, and not available 
for a full range of devices. 
Hue 
The hue of a colour identifies what is commonly called "colour". For example, all reds 
have a similar hue value whether they are light, dark, intense, or pastel. 
Saturation 
The saturation of a colour identifies how pure or intense the colour is. A fully saturated 
colour is deep and brilliant—as the saturation decreases, the colour gets paler and more 
washed out until it eventually fades to neutral. 
Brightness 
The brightness of a colour identifies how light or dark the colour is. Any colour whose 
brightness is zero is black, regardless of its hue or saturation. There are different schemes 
for specifying a colour's brightness and depending on which one is used, the results of 
lightening a colour can vary considerably. 
Luminance 
The luminance of a colour is a measure of its perceived brightness. The computation of 
luminance takes into account the fact that the human eye is far more sensitive to certain 
colours (like yellow-green) than to others (like blue). 
Chrominance 
Chrominance is a complementary concept to luminance. If one thinks of how a television 
signal works, there are two components—a black and white image which represents the 
luminance and a colour signal which contains the chrominance information. 
Chrominance is a 2-dimensional colour space that represents hue and saturation, 
independent of brightness. 
> Digitization of images 
The process of converting an image to pixels is called digitizing or scanning and this 
function can be performed in many different ways. 
Film Scanners 
This type of scanner is sometimes called a slide or transparency scanner. They are 
specifically designed for scanning film, usually 35mm slides or negatives, but some of 
the more expensive ones can also scan medium and large format film. These scanners 
work by passing a narrowly focused beam of light through the film and reading the 
intensity and colour of the light that emerges. 
Flatbed Scanners 
This type of scanner is sometimes called a reflective scanner. They are designed for 
scanning prints or other flat, opaque materials. These scanners work by shining white 
light onto the object and reading the intensity and colour of the light that is reflected from 
it, usually a line at a time. Some flatbed scanners have available transparency adapters, 
but for a number of reasons, in most cases these are not very well suited to scanning film. 
On the other hand, flatbed scanners can be used as a sort of lensless camera to directly 
digitize flat objects like leaves. 
Digital Cameras 
One of the most direct ways to capture an image is a digital camera which uses a special 
semiconductor chip called a CCD (charge coupled device) to convert light to electrical 
signals right at the image plane. The quality of the images created in this manner is 
closely related to the number of pixels the CCD can capture. Affordable digital cameras 
suffer from relatively low resolution, limited dynamic range, and low ISO film speed 
equivalent, and consequently do not always produce high quality digital images. To get 
images with quality comparable to film photography currently requires very expensive 
digital cameras. 
Video Frame Grabbers 
This type of scanner uses a video camera to capture a scene or object and then converts 
the video signal that comes out of the camera to a digital image in your computer 
memory. A video camera can be used to digitize scenes containing 3- dimensional 
objects, but they usually have much lower image quality than film or flatbed scanners. 
Scanning Services 
Photo CD is a service started by Kodak a number of years ago whereby your film can be 
scanned using a high quality scanner and written to a compact disk you computer can 
access. Using Photo CD service is an inexpensive way to get high quality scans of your 
images without purchasing a scanner. 
Many other scanning services are available which can scan prints or film to floppy disks 
or removable disk cartridges. These vary from low resolution snapshot quality images to 
professional drum scans at very high resolution [21]. 
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2.1.2 Measures of Compression: 
The purpose of image compression is to represent the image with a string of binary digits 
or "bits", called the compressed "bit-stream". Let c denote the number of bits in the 
compressed bit-steam. The objective is to keep the value of c as small as possible. In the 
absence of any compression, one requires N1N2B bits, where Ni and N2 represent the 
number of pixels in rows and columns of image respectively and B represents number of 
bits in each pixel to represent the image sample values. The compression ratio is defined 
as 
Compression ratio s NiN2B/||c || 
Equivalently, the compressed bit rate is often expressed in bpp (bits per pixel), as 
Bit-rate (in term of bpp) = || c 1| / (N1N2) 
For lossy compression, bit rate is arguably a more meaningful performance measure for 
image compression systems, since the least significant bits of high bit-depth imagery can 
often be discarded without introducing substantial visual distortion. As a result, the 
average number of bits spent in representing each image sample is often the more 
meaningfiil measure of compression performance, regardless of the precision with which 
these samples were originally represented. 
If images are to be printed or displayed with a constant physical size regardless of the 
pixel dimensions, a similar argument to that given above suggested that the size of the 
bit-stream itself is a more meaningful measure of performance than the bit-rate. In such 
applications, much of the original image resolution may be lost during display so that the 
compression algorithm could be applied to a reduced resolution version of the image 
without incurring substantial distortion. In summary, the bit-rate is a meaningful measure 
of the physical dimensions with which the image is to be printed or displayed. 
The assumption here is that lossy reconstructed images are viewed on a computer 
monitor with a typical resolution of about 90 pixels/inch or dots per inch (dpi). Higher 
compression ratios are usually achievable if the image is to be printed with a much closer 
dot pitch [6]. 
2.2 Elements of a Compression System: 
Figure 2.3 depicts the compression and subsequent decompression systems as two 
mappings, M, and M-\ respectively. For lossless compression, required condition is M= 
M'^ For lossy compression, however, M is not invertible, so one uses the notation, M'^ 
One can think of the compressor as an enormous lookup table with 2N1N2B entries. 
Image X ^ 
Compressor 
c = M(x) 
bit-itream Decompressor 
x'=M'\c) -> 
RecoYatruction x' 
Figure: 2.3 Compression viewed as a global mapping operation 
Compression systems may be classified as either "fixed length" or "variable length". In 
the former case, the compressed bit-stream has a fixed length, c, and the reconstructured 
image distortion, D (x, x'), will vary from image to image. In the case of fixed length 
compression, we can also think of the decompressor as an enormous lookup table with 2c 
entries. Since the image is being compressed, c should be much smaller than N1N2B, so 
that the decompressor's lookup table is smaller than that used during compression. In 
fact, an obvious way to construct the compressor, M, is to assign 
C=M(x)=argmin D(x, M ' (C')) 
Thus, it is sufficient to maintain the smaller lookup table corresponding to M'' in both the 
compressor and the decompressor. The compressor then selects the bit-stream whose 
reconstructured image will be "closest" to the original in the sense induced by the 
appropriate distortion measure. This approach has the desirable side effect that M'' is a 
right-inverse of M; i.e. 
M (M"'(c)) = c 
Such a compression system is said to be "idempotent" because the oppressions of 
compression and decompression may be repeated indefinitely without affecting the result 
produced by their first application. 
2.2.1 The Importance of Structure 
For practical image compression, it is necessary to impose additional structure on the 
form of maps, M and M''. Although this can be done in various ways, the objective here 
is to motivate the structure which is most commonly encountered in image compression 
system. This structure is illustrated in figure 2.4 
Image 
X 
transform y =T(x) sample 
^ 
quantizer 
reconstru . 
ction \ 
inverse transform 
x'=T"(y') 
sample dequantizer 
indices 
• ^ 
indices 
e 
encoder 
c = C(q) 
decoder f 
bit-stream 
Figure: 2.4 Elements of a structured compression system 
As depicted in figure, the first step is to transform the original image samples into a new 
set of samples, which are amenable to compression. This step can be written as y = T(x), 
where y = y [ki, k2] is another finite two dimensional sequence having K1K2 elements. 
The decompressor employs the inverse transform, T"', and no distortion are introduced by 
this step. The second step is to represent the transform samples approximately using a 
sequence of quantization indices. It can be written as q = Q(y), where q = q [pi, P2] 
denotes the finite two dimensional sequence of quantization indices having P1P2 
elements. The set of possible outcomes for each quantization index, q [pi, P2], is 
generally much smaller than that for the transform samples; also, the number of such 
quantization indices, P1P2, is no larger and may be smaller than the number of transform 
samples, K1K2 Thus, the quantization mapping, Q, introduces distortion and the 
decompressor uses an approximate inverse, Q"'. Finally, the quantization indices are 
coded to form the final bit-stream, written as c = C (q). This step is invertible and 
introduces no distortion so that the decompressor may recover the quantization indices as 
q = C-'(c)[6]. 
2.2.2 Quantization 
Quantization refers to the process of approximating the continuous set of values in the 
image data with a finite (preferably small) set of values. The input to a quantizer is the 
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original data, and the output is always one among a finite number of levels. The quantizer 
is a function whose set of output values are discrete, and usually finite. Obviously, this is 
a process of approximation, and a good quantizer is one which represents the original 
signal with minimum loss or distortion. 
There are two types of quantization - Scalar Quantization and Vector Quantization. In 
scalar quantization, each input symbol is treated separately in producing the output, while 
in vector quantization the input symbols are clubbed together in groups called vectors, 
and processed to give the output. This clubbing of data and treating them as a single unit 
increases the optimal ity of the vector quantizer, but at the cost of increased computational 
complexity. 
A quantizer can be specified by its input partitions and output levels (also called 
reproduction points). If the input range is divided into levels of equal spacing, then the 
quantizer is termed as a Uniform Quantizer, and if not, it is termed as a Non-Uniform 
Quantizer. A uniform quantizer can be easily specified by its lower bound and the step 
size. Also, implementing a uniform quantizer is easier than a non-uniform quantizer. 
Take a look at the uniform quantizer shown below. If the input falls between n*r and 
(n+l)*r, the quantizer outputs the symbol n. 
n-2 n-1 n n+1 n+2 <—Output 
1 « 1 « 1 H 1 « 1 " 1 
(n-2)r (n-l)r nr (n+l)r (n+2)r (n+3)r <—Input 
Figure: 2.5 A uniform quantizer 
Just the same way a quantizer partitions its input and outputs discrete levels, a 
dequantizer is one which receives the output levels of a quantizer and converts them into 
normal data, by translating each level into a 'reproduction point' in the actual range of 
data. It can be seen from literature, that the optimum quantizer (encoder) and optimum 
dequantizer (decoder) must satisfy the following conditions. 
• Given the output levels or partitions of the encoder, the best decoder is one that 
puts the reproduction points x' on the centers of mass of the partitions. This is 
known as centroid condition. 
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• Given the reproduction points of the decoder, the best encoder is one that puts the 
partition boundaries exactly in the middle of the reproduction points, i.e. each x is 
translated to its nearest reproduction point. This is known as nearest neighbour 
condition. 
The quantization error (x - x') is used as a measure of the optimality of the quantizer and 
dequantizer. 
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CHAPTER 3 
TRANSFORMS AND THEIR APPLICATIONS 
3.1 Overview of Transforms: 
The transform is responsible for CONVERTING the original image samples into a form 
which enables comparatively simple quantization and coding operation. On the one hand, 
the transform should capture the essence of statistical dependencies amongst the original 
image samples so that the transform samples, y [ki, k2], and hence the quantization 
indices, q [pi, P2], exhibit at most only very local dependencies; ideally, they should be 
statistically independent. On the other hand, the transform should separate irrelevant 
information from relevant information so that the irrelevant samples can be identified and 
quantized more heavily or even discarded. 
There are several different transforms each with its own benefits and drawbacks. They 
mainly differ in three ways that are of interest in image compression, namely: 
• The degree of energy concentration. 
• The correlation between each coefficient in the reconstructured picture. 
• Computational complexity, which is a major concern when the compression 
algorithm is to be implemented. 
Some of the commonly used transforms are: Laplace transform, Fourier transform, Short 
time Fourier transform (STFT), discrete cosine transform (DCT) and wavelet transform. 
3.2 Fourier Transform (FT): 
Most of the signals in practice are time-domain signals in their raw format. That is, 
whatever that signal is measuring, is a function of time. In other words, when one plots 
the signal one of the axes is time (independent variable) and the other (dependent 
variable) is usually the amplitude. When one plots time-domain signals, a time-amplitude 
representation of the signal is obtained. This representation is not always the best 
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representation of the signal for most signal processing related applications. In many 
cases, the most distinguished information is hidden in the frequency content of the signal. 
The frequency spectrum of a signal basically shows the frequency components (spectral 
components) of that signal. 
So how does one measure frequency or how does one find the frequency content of a 
signal? The answer is Fourier Transform (FT). If the FT of a signal in time domain is 
taken, the frequency-amplitude representation of that signal is obtained. In other words, 
one now has a plot with one axis being the frequency and the other being the amplitude. 
This plot tells how much of each frequency exists in our signal. 
FT decomposes a signal to complex exponential functions of different frequencies. The 
way it does this, is defined by the following two equations: 
X{f)= \x{t)*e-'^'''dt 
- c o 
In the above equation, t stands for time, f stands for frequency, and x denotes the signal at 
hand. x(t) denotes the signal in time domain and the X(f) denotes the signal in frequency 
domain. This convention is used to distinguish the two representations of the signal. X(f) 
is called the Fourier transform of x (t), and x(t) is called the inverse Fourier transform of 
X(f). 
The information provided by the integral, corresponds to all time instances, since the 
integration is from minus infinity to plus infinity over time. It follows that no matter 
where in time the component with frequency "f appears, it will affect the result of the 
integration equally as well. In other words, whether the frequency component "f appears 
at time ti or ti, it will have the same effect on the integration. This is why Fourier 
transform is not suitable if the signal has time varying frequency, i.e., the signal is non-
stationary. If only, the signal has the frequency component "f at all times (for all "f' 
values), then the result obtained by the Fourier transform makes sense. 
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The Fourier transform tells whether a certain frequency component exists or not. This 
information is independent of where in time this component appears. It is therefore very 
important to know whether a signal is stationary or not, prior to processing it with the FT. 
3.3 Short Time Fourier Transform (STFT): 
FT can be used for non-stationary signals, if we are only interested in what spectral 
components exist in the signal, but not interested in where these occur. However, if this 
information is needed, i.e., if we want to know, what spectral components occur at what 
time (interval), then Fourier transform is not the right transform to use. 
There is only a minor difference between STFT and FT. In STFT, the signal is divided 
into small enough segments, where these segments (portions) of the signal can be 
assumed to be stationary. For this purpose, a window function "w" is chosen. The width 
of this window must be equal to the segment of the signal where its stationarity is valid. 
This window function is first located to the very beginning of the signal. That is, the 
window function is located at t=0. It is assumed that the width of the window is "T" 
seconds. At this time instant (t=0), the window function will overlap with the first T/2 
seconds. The window function and the signal are then multiplied. By doing this, only the 
first T/2 seconds of the signal is being chosen, with the appropriate weighting of the 
window (if the window is a rectangle, with amplitude "1", then the product will be equal 
to the signal). Then this product is assumed to be just another signal, whose FT is to be 
taken. In other words, FT of this product is taken, just as taking the FT of any signal. 
The result of this transformation is the FT of the first T/2 seconds of the signal. If this 
portion of the signal is stationary, as it is assumed, then there will be no problem and the 
obtained result will be a true frequency representation of the first T/2 seconds of the 
signal. 
The next step would be shifting this window (for some t| seconds) to a new location, 
multiplying with the signal, and taking the FT of the product. This procedure is followed; 
until the end of the signal is reached by shifting the window with "t|" seconds intervals. 
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The problem with STFT is the fact whose roots go bacic to what is known as the 
Heisenberg Uncertainty Principle. This principle originally applied to the momentum 
and location of moving particles, can be applied to time-frequency information of a 
signal. Simply, this principle states that one cannot know the exact time-frequency 
representation of a signal, i.e., one cannot know what spectral components exist at what 
instances of times. What one can know is the time intervals in which certain band of 
frequencies exist, which is a resolution problem. 
In the FT there is no resolution problem in the frequency domain, i.e., one knows exactly 
what frequencies exist; similarly there is no time resolution problem in the time domain, 
since one knows the value of the signal at every instant of time. Conversely, the time 
resolution in the FT, and the frequency resolution in the time domain are zero, since one 
has no information about them. In STFT, window is of finite length, thus it covers only a 
portion of the signal, which causes the frequency resolution to get poorer. What it means 
by getting poorer is that, one can no longer know the exact frequency components that 
exist in the signal, but only know a band of frequencies that exist: 
In FT, the kernel function, allows us to obtain perfect frequency resolution, because the 
kernel itself is a window of infinite length. In STFT window is of finite length, and we no 
longer have perfect frequency resolution. Question arises, why doesn't one makes the 
length of the window in the STFT infinite, just like as it is in the FT, to get perfect 
frequency resolution? Than one looses all the time information and basically ends up 
with the FT instead of STFT, i.e., by using a window of infinite length, one gets the FT, 
which gives perfect frequency resolution, but no time information. Furthermore, in order 
to obtain the stationarity, one has to have a short enough window, in which the signal is 
stationary. The narrower the window, the better the time resolution, and better the 
assumption of stationarity, but poorer the frequency resolution. Narrow window implies 
good time resolution, and poor frequency resolution. 
Wide window implies good frequency resolution, and poor time resolution. 
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3.4 Discrete Cosine Transform: 
The discrete cosine transform (DCT) is closely related to the Fourier Transform; it plays 
a role in coding signals and images, e.g. in the widely used standard JPEG compression. 
The DCT helps separate the image into parts (or spectral sub-bands) of differing 
importance (with respect to the image's visual quality). The DCT is similar to the discrete 
Fourier transform: it transforms a signal or image from the spatial domain to the 
frequency domain. With an input image pixel colour values, f (i, j), the coefficients for 
the output image, F (u, v), are as shown in figure 3.1 [22]. 
m 
DCT 
F(u,v) 
Figure: 3.1 Applying DCT on input image pixels 
The general equation for a 2D (N by M image) DCT is defined by the following equation: 
Discrete Cosine Transform (DCT) equation: 
I 7 7 F[«,v] = -C(u).C(v)XX/[''^]-COS 
4 t^^o 16 
(2/ + l).M;r (2 / + 1).V;T 
.cos-
16 
Inverse Discrete Cosine Transform (IDCT) equation: 
/ ( ' • '» = 7 ZZ<^(")Av).cos (2/ + l).M/r (2y + \).v7r 
u=l v=l 16 .cos 16 
Fiu,v) 
Where C (u) and C (v) = ^ for u, v = 0 
V2 
1 for all other values of u and v. 
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The basic operation of the DCT is as follows: 
• The input image is N by M or N by N and divide it into blocks, size 8x8 (or 
4x4,16x16); 
• f(ij) is the intensity of the pixel in row i and column j ; 
• F (u, v) is the DCT coefficient in row ki and column k2 of the DCT matrix. 
• For most images, much of the signal energy lies at low frequencies; these appear 
in the upper left comer of the DCT (will be shown in fig. 3.2 (b)). 
• Compression is achieved since the lower right values represent higher 
frequencies, and are often small - small enough to be neglected with little visible 
distortion (will be shown in fig. 3.3). 
• The DCT input is an 8 by 8 array of integers. This array contains each pixel's gray 
scale level; 
• 8 bit pixels have levels from 0 to 255. 
The basic scheme of DCT-based coder is: 
1. Partition the image into rectangular blocks. 
2. Each block is transform separately with the DCT. The transformation 
produces a block of DCT coefficients. Traditionally the blocks used are 8 
x8 in size, but any block size of power of two can be used. The reason to 
restrict the size to a power of two is that fast algorithms exist for the 
efficient computation of the DCT. 
3. The DCT coefficients are quantized and transmit/store in a progressive 
manner, so that the most important information is transmitted first. This is 
done by successive quantization where the coding residue is reduced step 
by step. 
The receiver of the information can now reverse these steps. The bitstream made is 
embedded and the decoder can cut the bitstream at any point and generate an image that 
has the same quality as if it was compressed directly at that bitrate [18]. 
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Block preparation: 
Before performing the DCT on an image (input image Lena of size 128x128 has been 
used in this work) shown in fig. 3.2(a), however, a step knows as block preparation is 
carried out. This is necessary because in order to compute the transformed value for each 
position in the matrix one requires the pixel values in all the locations of the matrix to be 
processed. Since it would be very time consuming to compute the DCT of the total matrix 
in a single step, so each matrix is first divided into a set of smaller 8x8 submatrices (it is 
also possible to divide the image into 4x4 or 2x2 submatrices). Each is known as a block 
and the blocks are then fed sequentially to the DCT which transforms each block 
separately. 
After block preparation of image, DCT is applied on each block of image separately. The 
DCT has the property that, for a typical image, most of the visually significant 
information about the image is concentrated in just a few coefficients of the DCT. For 
this reason, the DCT is often used in image compression applications. For example, the 
DCT is at the heart of the international standard lossy image compression algorithm 
known as JPEG. (The name comes from the working group that developed the standard: 
the Joint Photographic Experts Group.). These coefficients are of two types, DC and AC 
coefficients, jointly called DCT- coefficients. Most of the energy in each block is 
concentrated in DC-coefficient and low frequency AC coefficients. 
DCT is used to simply transform the image, but one can also use it for compressing the 
image by discarding some higher frequency coefficients which are of lower energy. 
Figure 3.2 (b) shows the transform of image into its DC and AC coefficients. As 
mentioned earlier, in case of transforming the image, there is no loss of energy and one 
gets exactly same image after performing the inverse transform as shown in figure 3.2 
(c). The MatLab program for DCT developed in this work is given in appendix B.l. 
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(a) 
(b) (c) 
Figure: 3.2 (a) Original image Lena of size 128^128, (b) Transformed image with block size 8'x-8, (c) 
Output image after performing the inverse DCT. 
DCT can be used to perform the compression by discarding some lower energy 
coefficients (AC-coeff.) in each bloclc, it is possible to compress the image, as shown in 
figure 3.3, compressed images with different block size. In these images, the PSNR value 
is almost same. One can see that having the same bit rate (0.625 bit/pixels) quality of 
reconstructed image is good enough in case of larger block size (i.e. 16x16). 
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(a) 
(b) (b') 
Figure 3.3 (a) Original image 'Lena' (b) Transformed image with block size 4x4 (b') Reconstructured 
image (CR = 12.8:1) 
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(c) (C) 
(d) (d') 
Figure 3.2 (c and d) Transform images with block sizes 8x8 and 16x16 respectively (c') Reconstructured 
image (8x8) CR = 12.8:1 (d') Reconstructured image (16x16) CR = 12.8:1) 
Figure 3.3 (b, c, d) show the transformed images after discarding few of the coefficients. 
Here the blocic size of the image is taken as 4x4, 8x8 and 16x16 respectively. Although 
there is some loss of quality in the reconstructed image, but this loss in the reconstructed 
image is not recognizable here. 
If someone does the more compression by discarding more and more AC-coefficients, 
quality of image is affected. It is clearly recognizable in figures 3.4 (b, c, d), even though 
almost 85% of the DCT coefficients were discarded. It gives very poor quality of 
decompressed image, with higher compression ratio. In figure 3.4 (b), block size used 
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4x4 and compression ratio and bit rate is 42.69:1 and 0.187 bit/pixel respectively. 
Similarly, in figure 3.4 (c, d), block sizes are 8x8 and 16x16 with compression ratios 
51.2:1 and 55.35:1 respectively and bit rates at these compression ratios are 0.1563 
bit/pixel and 0.1445 bit/pixel respectively (results obtained by using program given in 
appendix B.2). But there is one drawback with lower bit rate. Since the input image 
needs to be "blocked," correlation across the block boundaries is not eliminated. This 
results in noticeable and annoying "blocking artifacts" particularly at low bit rates as 
shown in figure 3.4 (b, c, d). 
(a) (b) 
(c) (d) 
Figure:3.4 Image compression based on DCT (a) Original image (b) Reconstructured image( 4^4 
blocks) (c) Reconstructed image( 8^8 blocks) (d)Reconstructured imagef 16^16 blocks) 
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3.4.1 Advantages and Disadvantages of the DCT 
The Discrete Cosine Transform is similar to the Fourier Transform in that it transforms a 
signal from the spatial or time domain to the frequency domain, if preparing an image for 
compression. Just as the Fourier Transform can be completed in a smaller amount of 
calculations by use of the FFT, the complexity of calculations needed to use the DCT also 
can be reduced. 
There are multiple advantages to using the DCT over even the Fast Fourier Transform for 
application purposes. The first main advantage of the DCT is its efficiency. As the size of 
the image to be produced increases, the FFT becomes increasingly complex at a much 
more rapid rate, and is not efficient for compression. Instead, in transforming to the 
frequency domain, a type of DCT called the Blocked DCT is used, which performs the 
same task in a more efficient manner. Results obtained in this dissertation on the use of 
blocked DCT in the previous sub-section. The transform as a whole is applied to n x n 
arrays, typically sized 8x8 in image compression. However, computing a blocked DCT 
does not actually require manual separation of the image into blocks like the FFT would, 
but rather this blocking occurs as an inherent function of the DCT. The fact that the DFT 
must be computed on each block separately also upholds the fact that without any 
complexity reduction, calculations would be required. But instead, since the DCT is 
separable across dimensions, rows can be broken down into segments of length n and the 
DCT can be applied to these segments. However, the blockwise DCT destroys the 
invariance properties of the system, because the blockwise frequencies do not bear a 
simple relation to the frequencies achieved by just transforming the image into the 
Fourier (or frequency) domain. Hence, any linear scaling factor from the time domain 
will not carry over into the frequency domain if blocking is used because linearity is no 
longer maintained. This problem is a noteworthy one because certain higher frequency 
components tend to be suppressed during the quantization step, and multiplying them by 
a scaling factor to heighten their expression is not helpful, as the factor is not held 
constant throughout the process [18]. 
Another advantage of the DCT is that its basis vectors are comprised of entirely real-
valued components, in the DFT; it is complex (magnitude and phase). Therefore, in terms 
of image compression, all pixel values are automatically represented by real numbers. In 
addition, the pixels themselves do not affect each other. In Fourier analysis, one of the 
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disadvantages is that every pixel affects every other pixel, but if the DCT is used instead 
of the DFT, values of the pixels come directly from the transform of the time domain 
value. 
With all these advantages, DCT has some disadvantage too. In DCT only spatial 
correlation of the pixels inside the single 2-D block is considered and the correlation from 
the pixels of the neighboring blocks is neglected. Undesirable blocking artifacts affect the 
reconstructured images or video frames. DCT function is fixed i.e. can not be adapted to 
source data. This is the disadvantages of using DCT. 
3.4.2 Applications of the DCT 
Most people outside mathematics fields have probably never even heard of the discrete 
cosine transform (DCT), however most computer users interact with the DCT indirectly 
on a regular basis. Even to those who are not avid technology enthusiasts, JPEG image 
files and MPEG video files are familiar. Web pages containing images compressed by 
JPEG require about 10% of the download time of uncompressed images. MPEG 
compression allows single DVDs to contain full length movies for home viewing at a 
higher picture quality than available on VHS. Both of these compression algorithms are 
based on the DCT. 
Here the basic process of JPEG compression as a practical example of the DCT in action 
is briefly discussed now. As a general background, it is important to understand that 
JPEG image compression relies on dividing the image into smaller blocks of 8 by 8 
pixels. This standard was adopted by the Joint Photographic Experts Group (JPEG) in the 
developmental phases for two primary reasons. First, the processing of larger blocks was 
seen as being prohibitively slow for the computer to execute. Second, the experts 
observed that the use of larger blocks did not result in appreciably greater compression 
[16]. 
The application of this DCT matrix converts the image's spatial information into 
frequency information for use in the next step which is the quantization phase. 
This step in JPEG compression involves dividing the output of the DCT phase by a 
quantization matrix. At this point, it is important that the image's information has been 
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transformed into the frequency domain because the quantization matrix acts as a low-pass 
filter removing the high frequency information which is less important to the recreation 
of the image. The quantization phase is the lossy part of the JPEG compression process 
after which the resulting matrix contains predominantly zero values for high frequencies. 
Lastly, the output of the quantization step undergoes lossless compression which takes 
advantage of the large number of zero values in the matrix. The matrix is encoded entry 
by entry in a zigzag fashion from the top left to the bottom right in order to maximize the 
number of sequential zeros. Long strings of zeros can be encoded using a maximum of 6 
bits and modem encoding allows for the non- zero entries to be encoded in a minimum of 
space. At this point, the image will be in JPEG format consuming roughly 1/10 of its 
previous space with no appreciable loss of image quality and can be reconstituted with 
equal efficiency. 
The four JPEG encoding modes are 
• Sequential encoding: The image is encoded in a raster scan fashion left-to-
right, top-to-bottom scan, based on DCT. The baseline system belongs to this 
category. 
• Progressive encoding: the image is encoded in multiple scans at the same 
spatial resolution for applications in which the channel bandwidth is narrow 
and, hence, the transmission time may be long, but the viewer prefers to watch 
the image build up in multiple coarse-to-clear passes. 
• Lossless encoding: the image is encoded to guarantee exact recovery of every 
source image sample value. Irrelevant information is removed and 
compression is inherently lower than lossy method. 
• Hierarchical encoding: the image is encoded at multiple resolutions so that 
lower-resolution versions may be accessed and displayed without first having 
to decompress the image at a higher spatial resolution [21]. 
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3.5 Conclusion 
The Discrete Cosine Transform provides a simple mathematical and computational 
method of taking spatial data, dividing it into parts of differing importance with respect to 
visual quality and compressing it into an accurate and overall high quality image. By 
transmitting and decoding either the 2D-DCT coefficients in stages (generally from low 
frequency to high frequency) or the bit planes of all these coefficients, the image quality 
can be build up progressively at the decoder. The DCT upholds many of the properties of 
the Fourier Transform. Its inverse, the IDCT, allows reconstruction of an image frame 
that had been encoded by the DCT, and hence transforms back to the time domain. 
Despite its similarities to the Fourier Transform, it has been shown that for application 
purposes the DCT is much more practical and efficient and it is commonly thought of in 
regards to image compression for JPEG and MPEG files. 
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CHAPTER 4 
WAVELET TRANSFORM 
4.1 Reasons for using Wavelets 
The problem of resolution: 
In most Digital Signal Processing (DSP) applications, the frequency content of the signal 
is very important. The Fourier Transform is probably the most popular transform used to 
obtain the frequency spectrum of a signal. But the Fourier Transform is only suitable for 
stationary signals, i.e., signals whose frequency content does not change with time. The 
Fourier Transform, while it tells how much of each frequency exists in the signal, does 
not tell at which time these frequency components occur. 
Signals such as image and speech have different characteristics at different time or space, 
i.e., they are non-stationary. Most of the biological signals too, such as, 
Electrocardiogram, Electromyography, etc., are non-stationary. To analyze these signals, 
both frequency and time information are needed simultaneously, i.e., a time-frequency 
representation of the signal is needed [3]. 
To solve this problem, the Short Time Fourier Transform (STFT) was introduced. The 
major drawback of the STFT is that it uses a fixed window width. 
Above is the main reason for switching to WT from STFT. The Wavelet Transform, 
which was developed in the last two decades, provides a better time-frequency 
representation of the signal than any other existing transforms. STFT gives a fixed 
resolution at all times, whereas WT gives a variable resolution. Higher frequencies are 
better resolved in time, and lower frequencies are better resolved in frequency. This 
means that a certain high frequency component can be located well in time than a low 
frequency component. On the other hand, a low frequency component can be located 
better in frequency compared to high frequency component [5]. 
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To Remove Blocking Artifacts Problem: 
The DCT and other block based transforms partition an image onto non-overlapping 
block and process each block separately. At very low bit rates, the transform coefficients 
need to be coarsely quantised and so there will be a significant reconstruction error after 
the decoding. This error is more visible at the block boundaries, by causing a 
discontinuity in the image. It is best known as the blocking artifact. In many applications 
wavelet-based schemes outperform other coding schemes like the one based on DCT. 
Since there is no need to block the input image and its basis functions have variable 
length, wavelet coding schemes at higher compression avoid blocking artifacts. Wavelet-
based coding is more robust under transmission and decoding errors, and also facilitates 
progressive transmission of images [20]. 
4.2 Principles of Wavelet theory: 
History of wavelets: 
Though the principles of wavelet do occur before but the term "wavelet" came to real 
world in 1990, in a thesis by Alfred Haar. The concepts were presented first by Jean 
Morlet and the team at the Marseille theoretical Physics Center working under Alex 
Grossmann in France. Y.Meyer and his colleagues developed the methods of wavelet 
analysis. First algorithm dates back to work of Stephane Mallat in 1988. 
Overview: 
Wavelet transform analysis has emerged as a major new time-frequency decomposition 
tool for data analysis. The wavelet transform has been found to be particularly useful for 
analyzing signals which are transitory, discontinuous, noisy, and so on. Wavelet 
algorithms use a scaling function, which produces a smoother version of the data set, 
which is half the size of the input data set. These algorithms are recursive and the 
smoothed data becomes the input for the next step of the wavelet transform. 
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Wavelet transform is capable of providing the time and frequency information 
simultaneously, and hence it gives a time-frequency representation of the signal. When 
someone is interested to know what spectral components exist at any given instant of 
time and also wants to know the particular spectral component at that instant. In these 
cases it may be very beneficial to know the time intervals during which these particular 
spectral components occur. 
Wavelets (small waves) are functions defined over a finite interval and having an average 
value of zero. The basic idea of the wavelet transform is to represent any arbitrary 
function x (t) as a superposition of a set of such wavelets or basis functions. These basis 
functions are obtained from a single wave, by dilations or contractions (scaling) and 
translations (shifts). 
The continuous wavelet transform or CWT is written as [5]: 
C » T ; (r, s) = 1^: (r, s) = lx{t)iy%, {t)dt 
Where * denotes complex conjugation. This equation shows how a function x (t) is 
decomposed into a set of basis functions^i/^,(/), called the wavelets. The variables s 
and T, are scale and translation functions respectively. The wavelets are generated from a 
single basic wavelet ^ ( / ) , the so-called mother wavelet, by scaling and translation: 
1 . ^ - ^ x 
The term mother implies that the functions with different region of support that are used 
in the transformation process are derived from one main function, or the mother wavelet. 
In other words, the mother wavelet is a prototype for generating the other window 
functions. 
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4.3 Wavelet-based Compression: 
As mentioned earlier digital image can be represented as a two-dimensional array of 
coefficients, each coefficient representing the brightness level in that point (as discussed 
in chapter 2). One can differentiate between coefficients as more important ones and 
lesser important ones. Most natural images have smooth colour variations with the fine 
details being represented as sharp edges in between the smooth variations. Technically, 
the smooth variations in colour can be termed as low frequency variations and the sharp 
variations as high frequency variations. 
The low frequency components (smooth variations) constitute the base of an image, and 
the high frequency components (the edges which give the detail) add upon them to refine 
the image, thereby giving a detailed image. Hence, the smooth variations are demanding 
more importance than the details. 
Separating the smooth variations and details of the image can be done by many ways. 
One such way is the decomposition of the image using a Discrete Wavelet Transform 
(DWT). Digital image compression is based on the ideas of subband decomposition or 
discrete wavelet transforms (DWT). In fact, wavelets refer to a set of basis functions, 
which is defined recursively from a set of scaling coefficients and scaling functions. The 
DWT is defined using these scaling functions and can be used to analyze digital images 
with superior performance than classical short-time Fourier-based techniques and DCT. 
4.3.1 Discrete Wavelet Transform Equations: 
DWT converts as input series xi, X2, ,Xn, , into one high-pass wavelet coefficient 
series and one low-pass wavelet coefficient series (of length n/2 each) given by. 
m=0 
k-\ 
Where, Sm (z) and t^ (z) are called wavelet filters, k is the length of the filter and i = 
0.1»2 ,[n/2]-l. In practice, such transformation will be applied recursively on the low-
pass filters series until the desired number of iterations is reached. 
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The compressor includes forward wavelet transform, Quantizer and Lossless entropy 
encoder. The corresponding decompressor is formed by Lossless entropy decoder, de-
quantizer, and an inverse wavelet transform. Wavelet-based image compression has good 
compression results in both rate and distortion sense. 
4.3.2 The Discrete Wavelet Transform (DWT) of an image: 
4.3.2.1 Wavelet Decomposition (Wavelet Analysis): 
There are several ways wavelet transforms can decompose a signal into various sub 
bands. These include uniform decomposition, octave-band decomposition and adaptive or 
wavelet-packet decomposition. Out of these, octave-band decomposition is the most 
widely used. 
The procedure is as follows: 
Wavelet has two functions "translation function" and "scaling function". They are such 
that there are half the frequencies between them. They act like a low pass filter and a high 
pass filter. The decomposition of the signal into different frequency bands is simply 
obtained by successive high pass and low pass filtering of the time domain signal. This 
filter pair is called the Analysis Filter pair. First, the low pass filter is applied for each 
row of data, thereby getting the low frequency components of the row. But since the low 
pass filter is the half band filter, the output data contains frequencies only in the first half 
of the original frequency range. So, by Shannon's Sampling Theorem, they can be sub 
sampled by two, so that the output data now contains only half the original number of 
samples. Now, the high pass filter is applied for the same row of data and similarly, the 
high pass components are separated [12]. 
Thus the filtering process splits the signals into low pass and high pass frequency 
components and hence increases frequency resolution by a factor of 2, but by down 
sampling reduces the temporal resolution by the same factor. Hence, at each successive 
step, better frequency resolution at the expense of temporal resolution is achieved. This is 
depicted in figure 4.1 below: 
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Figure: 4.1 One stage Wavelet Transform - Analysis 
The multi-dimensional wavelet transform can be obtained by extending the concept of the 
two-band filter structure, as shown in above figure 4.1, in each dimension. For example, 
decomposition of a 2-D image can be performed by carrying out one dimensional 
decomposition in the horizontal and then in the vertical directions. A several-band 
wavelet transform coding of this type is illustrated in figure 4.2, where band splitting is 
carried out alternately in the horizontal and vertical directions [9]. In the figure, L and H 
represent the low pass and high pass filters with a 2:1 down-sampling, respectively. 
Input -^ 
H band 5 
H band 4 
H 'band 3 
H • band 2 
'band 1 
Figure: 4.2 Multiband wavelet transform coding using repeated two-band splits 
This is a uniform band splitting method that decomposes the lower frequency part into 
narrower bands and the high pass output at each level is left without any fiirther 
decomposition. The resulting 2-D array of coefficients contains four bands of data, each 
labelled as LL (low-low), HL (high-low), LH (low-high) and HH (high-high). The LL 
band can be decomposed once again in the same manner, thereby producing even more 
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sub bands. This can be done up to any level, thereby resulting in a decomposition as 
shown in figure 4.3. 
LL HL 
LH HH 
LL HL 
HL 
LH HH 
LH HH 
LL HL 
HL 
HL LH HH 
LH HH 
LH HH 
(a) Single Level Decompontion (b) Tno Level Decomposition (c) Three Level Decomposition 
Figure: 4.3 (a) Decomposition using single analysis filter (b) Decomposition using 2-pair of analysis 
filter (c) Decomposition using 3-pair of analysis filter. 
The LL band is decomposed thrice in the picture above. This can be done on any image. 
Figure 4.4 shows how decomposition would work on an image (Matlab program for 
Wavelet transform of image is given in Appendix C). 
(a) (b) 
Figure: 4.4 (a) Original Lena image (b) level 1 decomposition of the Lena image 
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(c) (d) 
Figure: 4.4 (c) level 2 decomposition of the Lena image (d) level 3 decomposition of the Lena image. 
The compression ratios with wavelet-based compression can be up to 300:1, depending 
on the number of iterations. In figure 4.5, taking 5-level decomposed image and by using 
several numbers of iterations, one can get the images with different compression ratios. 
Compression ratios of up to 40:1 have been achieved with no noticeable difference 
between the original and compressed image. Beyond that, artifacts are introduced in the 
process (Matlab program used to get these results given in appendix C). 
(a) (b) 
Figure: 4.5 (a) Original image (b) Reconstructured image after 3 iterations (CR = 128.63:1) 
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(c) (d) 
Figure: 4.5 (c) Reconstructured image after 4 iteration (CR = 32.2:1) (d) Reconstructured image after 5 
iteration (CR = 8.4:1) 
The LL band at the highest level is most important and the other 'detail' bands are of 
lesser importance, with the degree of importance decreasing from the top of the pyramid 
to the bands at the bottom. 
4.3.2.2 The Inverse DWT of an image (Wavelet Synthesis): 
For separating the image data into various classes of importance, a forward transform is 
used while a reverse transform is used to reassemble the various classes of data into a 
reconstructed image. A pair of high pass and low pass filters is used again. This filter pair 
is called the Synthesis filter pair (shown in figure 4.6). The filtering procedure is just the 
opposite -it starts from the top most level, one applies the filters column wise first and 
then row wise, and proceeded to the next level, till one reaches the first level. 
qfRofwor 
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Figure: 4.6 One stage Wavelet Transform - Synthesis 
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4.3.3 How does wavelet transform work? 
When the time-domain signal is passed from various high pass and low pass filters, one 
obtains high frequency and low frequency portions of the signal respectively. This 
procedure is repeated, and every time some portion of the signal corresponding to some 
frequencies being removed from the signal [3]. 
Suppose one has got a signal, having frequencies up to 1000 Hz. In the first stage the 
signal is split up into two parts by passing the signal from a high pass and a low pass 
filter, which results in two different versions of the same signal portion of the signal 
corresponding to 0-500 Hz (low pass portion), and 500-1000 Hz (high pass portion). 
Then, one takes either portion (usually low pass portion) or both and repeats the same 
thing again. This operation is called decomposition. 
Assuming that, by taking the low pass portion and again passing it through low and high 
pass filters, one has 3 sets of data, each corresponding to same signal at frequencies 0-
250 Hz, 250-500 Hz, and 500-1000 Hz. 
Then by passing the low pass portion again through low and high pass filters; now has 4 
sets of signals corresponding to 0-125 Hz, 125-250 Hz, 250-500 Hz and 500-1000 Hz. 
One continues like this, until one has decomposed the signal to a pre-defined certain level 
and getting the output like the bunch of signals, which actually represent the same signal, 
but all corresponding to different frequency bands. One knows which signal corresponds 
to which frequency band and if that entire band of frequencies are put together and 
plotted on a 3-D graph, time in one axis, frequency in the second and amplitude in the 
third axis, this will show which frequencies exist at what instant of time. 
4.3.4 Advantages of wavelet based compression: 
1. 
2. 
Wavelet coding schemes at higher compression avoids blocking artifacts. 
Wavelet-based coding is more robust under transmission and decoding errors and 
also facilitates progressive transmission of images. 
Compression with wavelets is scalable. The transform process can be applied to 
an image as many times as wanted and hence, very high compression ratios can 
be achieved. 
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4. They provide an efficient decomposition of signals prior to compression. 
5. Wavelet compression is very efficient at low bit rates. 
4.3.5 Disadvantages of wavelet based compression: 
1. Wavelet compression does require more computational power than compression 
based on other techniques such as Discrete Cosine Transform (DCT). 
2. The cost of computing DWT as compared to DCT may be higher. 
3. The use of larger DWT basis functions or wavelet filters produces blurring and 
ringing noise near edge regions in images or video frames. 
4. Longer compression time is involved. 
4.4 Comparative Study: 
4.4.1 Wavelet Transform v/s Fourier Transform & Short Time FourierTransform: 
The basic difference in wavelet-based and Fourier-based techniques is that, Fourier 
transform gives frequency domain information of the input signal or image, while 
wavelet transform gives time-frequency domain information content of the signal [5]. 
Short Time Fourier-based techniques use a fixed analysis window, while wavelet-based 
techniques can be use a short window at high spatial frequency data and a long window at 
low spatial frequency data. This makes DWT more accurate in analyzing image signals at 
different spatial frequency and thus, can represent more precisely both smooth and 
dynamic regions in image [3]. This result in multiresolution analysis, by which the signal 
is analyzed with different resolutions at different frequencies, i.e., both frequency 
resolution and time resolution vary in the time-frequency plane without violating the 
Heisenberg inequality. In Wavelet Transform, as frequency increases, the time resolution 
increases; likewise, as frequency decreases, the frequency resolution increases. Thus, a 
certain high frequency component can be located more accurately in time than a low 
frequency component can be located more accurately in frequency compared to a high 
frequency component. 
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4.4.2 Wavelet v/s DCT: 
Transform coding is a widely used method of compressing image information. In a 
transform-based compression system two-dimensional (2-D) images are transformed 
from the spatial domain to the frequency domain. An effective transform will concentrate 
useful information into a few of the low-frequency transform coefficients. An HVS is 
more sensitive to energy with low spatial frequency than with high spatial frequency. 
Therefore, compression can be achieved by quantizing the coefficients, so that important 
coefficients (low-frequency coefficients) are transmitted and the remaining coefficients 
are discarded. Very effective and popular ways to achieve compression of image data are 
based on the discrete cosine transform (DCT) and discrete wavelet transform (DWT). 
The discrete cosine transform (DCT) is used because of its nice decorrelation and energy 
compaction properties. In recent years, much of the research activities in image coding 
have been focused on the discrete wavelet transform. The good results obtained by 
wavelet coders, e.g., the embedded zerotree wavelet (EZW) coder and the set partitioning 
in hierarchical trees (SPIHT) coder [14]. 
Wavelet theory is a new wave in applied mathematics. This far-reaching technology has 
found applications in numerous sciences including acoustics, crystallography and 
quantum mechanics and, of course, image compression. 
Discrete wavelet transforms are like DCTs in that they will decompose the image into 
coefficients assigned to basis functions. The DCT is limited to cosine functions that 
require a lot of arithmetic computations. Wavelets use a wider range of simpler functions. 
The result is less computational complexity with no sacrifice in image quality. 
With all the advantages over DCT, at one point DCT is better than the wavelet transform. 
It is well acknowledged that hardware (or software) implementation of the DCT is less 
expensive than that of the wavelet transform. For example, the most efficient algorithm 
for the two-dimensional (2-D) 8x8 DCT requires only 54 multiplications, while the 
complexity of calculating the discrete wavelet transform depends on the length of the 
wavelet filters, which is at least one multiplication per coefficient [19]. 
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The loss in performance for using DCT instead of the wavelet transform is only about 0.7 
dB for Lena at 1 bit/pixel, although the performance gap widens as the bit rate decreases. 
If one uses the DCT-based embedded coder, it gives better PSNR's over those from both 
JPEG and Shapiro's EZW coders. 
Compression ratios of up to 40 have been achieved with no noticeable difference between 
the original and compressed image. Beyond that, artifacts are introduced in the process. 
Wavelet artifacts are marked by softness, subtle random noise, and halos along edges. 
For still-image coding, the difference between the wavelet transform and the DCT is less 
than 1 dB, and it is even smaller for video coding. 
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CHAPTER: 5 
EMBEDDED ZEROTREE WAVELET 
5.1 Introduction: 
Embedded zerotree coding of the wavelet coefficients (EZW) was introduced by Shapiro 
[2]. The EZW algorithm was able to exploit the multiresolutional properties of the 
wavelet transform to give a computationally simple algorithm with outstanding 
performance [15]. The EZW algorithm has resulted in modern wavelet coders which have 
improved performance relative to block transform coder (like DCT). An EZW is an 
encoder specially designed to use with wavelet transforms, which explains, why it has the 
word wavelet in its name. The EZW encoder was originally designed to operate on 
images (2D-signals) but it can also be used on other dimensional signals. 
The EZW encoder is based on progressive encoding to compress an image into a bit 
stream with increasing accuracy. This means that when more bits are added to the stream, 
the decoded image will contain more detail, which is worked out in this dissertation. 
Progressive encoding is also known as embedded encoding, which explains the E in 
EZW. 
Coding an image using the EZW scheme, together with some optimizations results in a 
remarkably effective image compressor with the property that the compressed data 
stream can have any bit rate desired. Any bit rate is only possible if there is infonnation 
loss somewhere so that the compressor is lossy. However, lossless compression is also 
possible with an EZW encoder, but of course with less spectacular results [5]. 
The major difference between the embedded coding and the traditional coding lies in the 
successive approximation quantization (SAQ), where wavelet coefficients greater than a 
given threshold are assumed to have equal importance and should be transmitted before 
coefficients with smaller magnitudes. This SAQ scheme adopted by the embedded coder 
can be effectively applied to progressive image transmission [4]. 
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The core of the EZW compression is the exploitation of self-similarity across different 
scales of an image wavelet transform. In other words, EZW approximates higher 
frequency coefficients of a wavelet transformed image. Because the wavelet transform 
coefficients contain information about both spatial and frequency content of an image, 
discarding a high-frequency coefficient leads to some image degradation in a particular 
location of the restored image rather than across the whole image. As with other 
compression techniques, it also does not introduce blocking artifacts. 
5.2 The zerotree 
The EZW encoder is based on two important observations [5]: 
1. Natural images in general have a low pass spectrum. When an image is wavelet 
transformed the energy in the subbands decreases as the scale decreases, so the 
wavelet coefficients will be smaller in the higher subbands than in the lower 
subbands. This shows that progressive encoding is a very natural choice for 
compressing wavelet transformed images, since the higher subbands only add 
detail. 
2. Larger wavelet coefficients are more important than smaller wavelet 
coefficients. 
These two observations are exploited by encoding the wavelet coefficients in decreasing 
order, which implies encoding in several passes. For every pass a threshold is chosen 
against which all the wavelet coefficients are measured. If a wavelet coefficient is larger 
than the threshold, it is encoded and removed from the image; if it is smaller; it is left for 
the next pass. When all the wavelet coefficients have been visited the threshold is 
lowered and the image is scanned again to add more detail to the already encoded image. 
This process is repealed until all the wavelet coefficients have been encoded completely 
or another criterion has been satisfied, like maximum bit rate for instance. 
Now use the dependency between the wavelet coefficients across different scales to 
efficiently encode large parts of the image which are below the current threshold. It is 
here that the zerotree enters. 
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A wavelet transform transforms a signal from the time domain to the joint time-scale 
domain. This means that the wavelet coefficients are two-dimensional. If someone wants 
to compress the transformed signal, it has to code not only the coefficient values, but also 
their position in time. If one assumes that the signal is an image, then the position in time 
is better expressed as the position in space. 
A coefficient in a low subband can be thought of as having four descendants in the next 
higher subband, as shown in figure 5.1. The four descendants each also have four 
descendants in the next higher subband and it looks like a quad-tree emerges: every root 
has four leafs. 
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Figure: 5.1 Structure of zero tree 
A zerotree is defined as a quad-tree of which all nodes are equal to or smaller than the 
root. The tree is coded with a single symbol and reconstructed by the decoder as a 
quadtree filled with zeroes. To clutter this definition, one has to add that the root is 
smaller than the threshold against which the wavelet coefficients are currently being 
measured [12]. It assumes that there will be a very high probability that all the 
coefficients in a quad tree will be smaller than a certain threshold, if the root is smaller 
than this threshold. If this is the case then the whole tree can be coded with a single 
zerotree symbol. Now, if the image is scanned in a predefined order, going from high 
scale to low, implicitly many positions are coded through the use of zerotree symbols. 
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5.3 Successive Approximation Quantization: 
The next key to the EZW algorithm is the concept of successive approximation 
quantization (SAQ). SAQ serves two purposes in the EZW algorithm [12]. 
1. It is used as a method to generate a large number of zerotrees, which is good since 
zerotrees are easily coded. 
2. SAQ is used to sort the bit order of coded bits so that the most significant bits are 
sent first. 
An important end result of the most significant bits being sent first is that the coded 
bitstream is embedded. This means that the bits needed to represent a higher fidelity 
image can be derived by simply adding extra refining bits to the lower fidelity image 
representation. Equivalently, a lower fidelity image can be derived by simply truncating 
the embedded bit stream, resulting in a lower bit rate. 
EZW implements SAQ through a multipass scanning of the wavelet coefficients using 
successively decreasing thresholds To, T|, T2, ... . Next, the initial threshold To for the 
SAQ is selected such that 
lios.ri T =2 
Where C is the largest magnitude of all the wavelet coefficients. Each scan of the wavelet 
coefficients is divided into two passes: DOMINANT and SUBORDINATE. The 
dominant pass establishes a significance map of the coefficients relative to the current 
threshold T,. Thus, coefficients which are significant on the first dominant pass are 
known to lie in the interval [To, 2To), and can be represented with the reconstruction 
value of (3To/2). The dominant pass essentially establishes the most significant bit of 
binary representation of the wavelet coefficient, with the binary weights being relative to 
the thresholds Tj. 
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After the first dominant pass the algorithm must track two classes of coefficients, where 
the classes depend on whether the coefficients were found to be significant on previous 
passes. EZW tracks these two classes by maintaining two lists: a dominant list consisting 
of the location of all coefficients not found to be significant in previous passes, and a 
subordinate list consisting of the location of all the coefficients found to be significant in 
previous passes. In the subordinate pass, or refinement pass, the SAQ determines the 
value of the next most significant bit of the binary representation of coefficients on the 
subordinate list. This is equivalent to finding the quantized value of these coefficients 
relative to the quantization step size Ti/2. For example, after the first dominant pass the 
coefficients in the subordinate list are known to lie in the interval [To, 2To). The 
subordinate pass outputs 1 if a coefficient lies in the upper half of this interval [(3/2) To, 
2To), or zero if it is in the lower half [TQ, (3/2) To). 
For the second and subsequent scans the threshold T; is decreased by powers of two, T, = 
Ti.i/2, resulting in a binary representation of the coefficients. Dominant passes are only 
made on those coefficients in the dominant list (these coefficients are not found 
significant on previous passes), the scanning of the dominant coefficients follows the 
subband ordering shown in figure 5.2, which guarantees that a coefficient is always 
scanned before any of its descendants, relative to the tree structure as shown in figureS.l. 
Coefficients found to be significant during the dominant pass are moved to the 
subordinate list and are not coded in subsequent dominant passes. However, the locations 
of the coefficients on the original wavelet mapping are set to zero to increase the 
likelihood that that the ancestors of the coefficients will be coded as zerotree roots on 
future dominant passes. 
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Figure: 5.2 scanning order of subbands for encoding 
5.4 EZW Algorithm: 
Having discussed zerotrees and SAQ, the EZW coding algorithm can now be 
summarized as follows: 
• Initialization: Place all wavelet coefficients on the dominant list. Set the initial 
threshold to 
• Dominant pass: In the significance pass, each insignificant coefficient is visited 
in raster order (left-to-right, top-to-bottom) shown in figure 5.2. Each coefficient 
is assigned one of four symbols: 
• positive significant (ps) - meaning that the coefficient is significant 
relative to the current threshold and positive, 
• negative significant (ns) - meaning that the coefficient is significant 
relative to the current threshold and negative, 
• isolated zero (iz) - meaning the coefficient is insignificant relative to the 
threshold and one or more of its descendants are significant, 
• zerotree root (ztr) - meaning the current coefficient and all of its 
descendants are insignificant relative to the current threshold. 
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Any coefficient that is the descendant of a coefficient that has already been coded as a 
zerotree root is not coded, since the decoder can deduce that it has a zero value. 
Coefficients found to be significant are moved to the subordinate list and their values in 
the original wavelet map are set to zero. The resulting symbol sequence is entropy coded. 
• Subordinate pass: output a 1 or 0 for all coefficients on the subordinate list 
depending on whether the coefficient is in the upper or lower half of the 
quantization interval. 
• Loop: reduce the current threshold by two.T,=T,/2. Repeat the steps dominant 
pass through loop until the target fidelity or bit rate is achieved. 
5.5 How does EZW work? 
The compression is begun with the encoding of the coefficients in decreasing order. 
A very direct approach is to simply transmit the values of the coefficients in decreasing 
order, but this is not very efficient. By this way, a lot of bits are spent on the coefficient 
values. A better approach is to use a threshold and only give a specific signal to the 
decoder which shows whether the values are larger or smaller than the threshold. To 
arrive at a perfect reconstruction one repeats the process after lowering the threshold, 
until the threshold has become smaller than the smallest coefficient needed to transmit. 
One can make this process much more efficient by subtracting the threshold from the 
values that were larger than the threshold. This results in a bit stream with increasing 
accuracy and which can be perfectly reconstructed by the decoder. If one uses a 
predetermined sequence of thresholds then one does not have to transmit them to the 
decoder and thus save some bandwidth. If the predetermined sequence is a sequence of 
powers of two, it is called bitplane coding, since the thresholds in this case correspond to 
the bits in the binary representation of the coefficients. 
One important thing is still missing: the transmission of the coefficient positions. Without 
this information the decoder will not be able to reconstruct the encoded signal (although 
it can perfectly reconstruct the transmitted bit stream). EZW encoder uses a predefined 
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scan in order to encode the position of the wavelet coefficients; scan order is already 
shown in figure 5.2. Through the use of zerotrees many positions are encoded implicitly. 
Several scan orders are possible, as long as the lower subbands are completely scanned 
before going on to the higher subbands. Generally, a raster scan order is used, while some 
other scan orders are also used for scanning. The scan order seems to be of some 
influence of the final compression result. 
5.6 Results: 
The basic theory of the EZW coder has already been presented under sections 5.3 and 
5.5. Here in this work, 5-level decomposed image is used. One can also use 6 or 7- level 
decomposed image and achieve much higher compression ratio. 
As defined in section 5.3, by assigning the different threshold values in the quantization 
process, the different reconstructed images with different PSNR values are achieved as 
given in the table below. In figure 5.3, these reconstructured images are shown. By 
decreasing the threshold value, more and more lower bits are transferred, so more 
detailed coefficients of image are added at the decoder side. Matlab program for EZW 
encoder and decoder is given in appendix D. 
Threshold values 
for quantization 
Bit Rate (in bits 
per pixel) 
PSNR (in dB) Compression ratio 
1 0.69 40.50 11.62:1 
4 0.38 39.50 20.89:1 
16 0.123 32.76 64.95:1 
32 0.05 28.09 146.12:1 
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(a) 
Figure: 5.3 (a) Original image (Lena 128X128) 
(b) (c) 
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Figure: 5.3 (b) Reconstructured image CR = 146.12:1 (c) Reconstructured image CR = 64.95:1 (d) 
Reconstructured image CR = 20.89:1 (e) Reconstructured image CR= 11.62:1 
59 
5.7 Conclusion: 
The performance of the EZW algorithm is quite good. When EZW was first introduced it 
gave compression performance as good as any other algorithm that existed at that time. It 
is notable that EZW is able to achieve its good performance with a relatively simpler 
algorithm than the other wavelet based coder, SPIHT. EZW does not require complicated 
bit allocation procedures like subband coding does, it does not require training or 
codebook storage like vector quantization does, and it does not require prior knowledge 
of the image source like JPEG does. 
EZW also has the desirable property of generating an embedded code representation. 
What it means is that given an image coded at one rate, this code can be used to generate 
the code for the same image at higher or lower rates. To generate a higher rate or more 
detailed representation, simply continue the coding where the original representation left 
off and concatenatejhese bits to the original code, shown in figure 5.3 (c and d) . To 
generate a lower rate or less detailed code, which is shown in the above figure 5.3 (b), 
bits are just truncated off from the original code to get the desired lower code rate. The 
resulting codes, at either higher or lower rate, would be exactly the same as those 
generated from scratch using the EZW algorithm. One desirable consequence of an 
embedded bit stream is that it is easy to generate coded outputs with the exact desired 
size. Truncation of the coded output stream does not produce visual artefacts, since the 
truncation only eliminates the least significant refinement bits of coefficients. 
5.8 Scope of further work: 
Given all the advantages, there is a disadvantage to the EZW algorithm. It performs 
poorly when errors are introduced into the coded data. This is because the embedded 
nature of the coding causes errors to propagate from the point that they are introduced to 
the end of the data. This may not be a serious problem in low noise environment but does 
pose a problem for error prone communication channels. 
One can modify the EZW algorithm to solve this problem. By partitioning the transform 
coefficients into groups and independently processing each group using an embedded 
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coder, one can achieve robustness to transmission errors. Thus, a bit error in one group 
does not affect the others, allowing more uncorrupted information to reach the decoder. 
In addition, the algorithm can also possibly be tested for other types images (both gray 
scale and colour images as well as moving video). 
APPENDIX A 
Brief description of MatLab commands used in the Dissertation: 
bikproc: Implement distinct block processing for an image 
Description: B = bikproc (A, [m n], fun) processes the image A by applying the function 
fun to each distinct m-by-n block of A. fun is a function that accepts an m-by-n 
matrix, x, and return a matrix, vector, or scalar y. 
y = fun(x) 
bikproc does not require that y be the same size as x. However, B is the same 
size as A only if y is the same size as x. 
colormap; Set and get the current colormap 
Description: colormap (map) sets the colormap to the matrix map. If any values in map 
are outside the interval [0 I], MATLAB returns the error: Colormap must have 
values in [0, I]. 
dctmtx: Compute discrete cosine transform matrix 
Description: D = dcimtx(n) returns the n-by-n DCT (discrete cosine transform) matrix. 
D*A is the DCT of the columns of A and D'*A is the inverse DCT of the columns of 
A (when A is n-by-n matrix). 
double: Convert to double-precision 
Description: double(x) returns the double-precision value for X. If X is already a 
double-precision array, double has no effect. 
double is called for the expressions in for, if, and while loops if the expression isn't 
already double-precision, double should be overloaded for any object when it makes 
sense to convert it to a double-precision value. 
imagesc: Scale data and display an image object 
Description: The imagesc function scales image data to the full range of the current 
colormap and displays the image. 
imagesc(C) displays C as an image. Each element of C corresponds to a rectangular area 
in the image. The values of the elements of C are indices into the current colormap that 
determine the colour of each patch. 
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imread: Read image from graphics files 
Description: A = imread(filename,fmt) reads a grayscale or truecolour image named 
filename into A. If the file contains a grayscale intensity image, A is a two-dimensional 
(m-by-n) array. If the file contains a truecolour (RGB) image, A is a three-dimensional 
(m-by-n-by-3) array. 
imshow: Display an image 
Description: imshow(l,n) displays the intensity image I with n discrete levels of gray. If 
you omit n, imshow uses 256 gray levels on 24-bit displays, or 64 gray levels on 
other systems. 
imldouble: Convert image array to double precision 
Description: im2double takes an image as input, and returns an image of class double. If 
the input image is of class double, the output image is identical to it. If the input image 
is of class uintS or uintl6, im2double returns the equivalent image of class 
double, rescaling or offsetting the data as necessary. 
12 = im2double(Il) converts the intensity image II to double precision, 
rescaling the data if necessary. 
max: Maximum elements of an array 
Description: C = max(A) returns the largest elements along different dimensions of an 
array. If A is a vector, max(A) returns the largest element in A. 
If A is a matrix, max(A) treats the columns of A as vectors, returning a row vector 
containing the maximum element from each column. 
If A is a multidimensional array, max(A) treats the values along the first 
non-singleton dimension as vectors, returning the maximum value of each vector. 
reshape: Reshape array 
Description: B = reshape(A,m,n) returns the m-by-n matrix B whose elements are taken 
column-wise from A. An error results if A does not have m*n elements. 
sum : Sum of array elements 
Description: B = sum(A) returns sums along different dimensions of an array. If A is a 
vector, sum(A) returns the sum of the elements. 
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If A is a matrix, sum(A) treats the columns of A as vectors, returning a row vector of 
the sums of each column. 
If A is a multidimensional array, sum(A) treats the values along the first 
non-singleton dimension as vectors, returning an array of row vectors. 
B = sum (A,dim) sums along the dimension of A specified by scalar dim. 
wavedec2: Multilevel 2-D wavelet decomposition. 
Description: wavedec2 is a two-dimensional wavelet analysis function. 
[C,S] = wavedec2(X,N,'wname') returns the wavelet decomposition of the matrix X at 
level N, using the wavelet named in string 'wname'. Outputs are the decomposition vector 
C and the corresponding bookkeeping matrix 
S. N must be a strictly positive integer. 
waverec2; Multilevel 2-D wavelet reconstruction. 
Description: waverec2 is a two-dimensional wavelet analysis function. 
X = waverec2(C,S,'wname') performs a multilevel wavelet reconstruction of the matrix 
X based on the wavelet decomposition structure [C,S]. 'wname' is a string containing the 
name of the wavelet. 
wfilters: Wavelet filters. 
Description: [Lo_D,Hi_D,Lo_R,Hi_R] = wfilters('wname') computes four filters 
associated with the orthogonal or biorthogonal wavelet named in the string 'wname'. 
zeros: Create an array of all zeros 
Description: B = zeros(n) returns an n-by-n matrix of zeros. An error message appears if 
n is not a scalar. 
B = zeros(m,n) or B = zeros([m n]) returns an m-by-n matrix of zeros. 
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APPENDIX B.l 
PROGRAM FOR PERFORMING DCT ON A GIVEN IMAGE 
% If A is square, the two-dimensional DCT of A can be computed as D*A*D'. This 
computation is sometimes faster than using dct2, especially if you are computing a 
large number of small DCTs, because D needs to be determined only once. In this 
program, using the block size 4x4. one can also use the size 8x8 or 16x16. 
%Load Input image 
I = imread('lena2.tif); 
I = im2double(I); 
%Transform Matrix 
T = dctmtx(4); 
% distinct block processing for an image 
B = blkproc(I,[4 4];Pl*x*P2',T,T'); 
%Inverse processing of image 
12 = bIkproc(B,[4 4],'Pl*x*P2',T',T); 
%showing the input image and the result of transform image 
figure,imshow(B),figure,imshow(I), figure, imshow(I2) 
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APPENDIX B.2 
PROGRAM FOR PERFORMING DCT BASED IMAGE COMPRESSION 
% Image compression by DCT coding block by block. Image is compressed by 
discarding some of the DCT-coefficients in each block. 
I = imread('lena2.tif); 
I = im2double(I); 
% transform matrix 
T = dctmtx(4); 
% distinct block processing for an image 
B = blkproc(I,[4 4],'Pl*x*P2',T,T'); 
% masking the coefficients 
mask = [ l 1 0 0 
1 000 
0 0 0 0 
0 0 0 0]; 
B2 = blkproc(B,[4 4],'P1 .*x',mask); 
%perform the inverse transform 
12 = blkproc(B2,[4 4],'P1 *x*P2',T',T); 
figure,imshow(B),figure,imshow(I), figure, imshow(I2) 
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APPENDIX C 
PROGRAM FOR PERFORMING WAVELET TRANSFORM ON A GIVEN 
IMAGE 
% Wavelet decomposition 
% input: I: input image 
% level: wavelet decomposition level 
% Lo_D : low-pass decomposition filter 
% Hi_D : high-pass decomposition filter 
% output: I_W : decomposed image vector 
% S : corresponding bookkeeping matrix 
X=im2double(imread('lena2.tif)); 
[Lo_D,Hi_D]=wfllters('db4'); 
[C,S] =wavedec2(X,l,Lo_D,Hi_D); 
level=l; 
S(:,3) = S(:, 1 ).*S(:,2); % dim of detail coef n matrices 
L = length(S); 
I_W = zeros(S(L,l),S(L,2)); 
% approximation part 
I_W( 1:S(1,1), l:S(l,2)) = reshape(C(l:S(l,3)),S(l,l:2)); 
fork = 2 :L - l 
rows = [sum(S(l:k-l,l))+l:sum(S(l:k,l))]; 
columns = [sum(S( 1 :k-1,2))+l :sum(S( 1 :k,2))]; 
% horizontal part 
c_start = S(l,3) + 3*sum(S(2:k-l,3)) + 1; 
c_stop = S(l,3) + 3*sum(S(2:k-l,3)) + S(k,3); 
I_W( 1 :S(k, 1), columns ) = reshape( C(c_start:c_stop), S(k, 1:2)); 
% vertical part 
c_start = S(l,3) + 3*sum(S(2:k-l,3)) + S(k,3) + 1; 
c_stop = S(l,3) + 3*sum(S(2:k-l,3)) + 2*S(k,3); 
I_W( rows , 1 •.S(k,2)) = reshape( C(c_start:c_stop), S(k,l :2)); 
% diagonal part 
c_start = S(l,3) + 3*sum(S(2:k-l,3)) + 2*S(k,3) + 1; 
c_stop = S(l,3) + 3*sum(S(2:k,3)); 
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l_W(rows,columns) = reshape( C(c_start:c_stop), S(k,1:2)); 
end 
figure,imshow(I_W) 
%Inverse wavelet decomposition 
% input: I_W : decomposed image vector 
% S : corresponding bookkeeping matrix 
% LoD : low-pass decomposition filter 
% Hi_D : high-pass decomposition filter 
% level: wavelet decomposition level 
% output: imrec : reconstruted image 
L = length(S); 
m = 1_W; 
CI = zeros(l,S(l,3)+3*sum(S(2:L-l,3))); 
% Approximation part 
Cl(l:S(l,3)) = reshape(m(l:S(l,l), 1:S(1,2)), 1 ,S(1,3)); 
fork=2:L-l 
rows = [sum(S(l:k-l,l))+l:sum(S(l:k,l))]; 
columns = [sum(S( 1 :k-1,2))+l :sum(S(l :k,2))]; 
% Horizontal part 
c_start = S(l,3) + 3*sum(S(2:k-l,3)) + 1; 
c_stop = S(l,3) + 3*sum(S(2:k-l,3)) + S(k,3); 
Cl(c_start:c_stop) = reshape( m(l:S(k,l),columns), 1, c_stop-c_start+l); 
% vertical part 
c_start = S(l,3) + 3*sum(S(2:k-l,3)) + S(k,3) + 1; 
c_stop = S(l,3) + 3*sum(S(2:k-l,3)) + 2*S(k,3); 
Cl(c_start:c_stop) = reshape( m(rows , (l:S(k,2))), 1 , c_stop-c_start+l ); 
% Diagonal part 
c_start = S(l,3) + 3*sum(S(2:k-l,3)) + 2*S(k,3) + 1; 
c_stop = S(l,3) + 3*sum(S(2:k,3)); 
C1 (c_start:c_stop) = reshape( m( rows , columns ) , 1 , c_stop-c_start+]); 
end 
if (( L - 2) > level) %set those coef. in higher scale to 0 
temp = zeros( 1, length(C 1) - (S( 1,3)+3*sum(S(2:(level+l),3)))); 
Cl(S((level+2),3)+l : length(Cl)) = temp; 
end 
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S(:,3) = []; 
[Lo_R,Hi_R]=wfilters('db4'); 
imrec = waverec2(Cl,S,Lo_R,Hi_R); 
Y=length(nonzeros(C 1)) 
Compression_ratio=l 28* 128*8A' 
Bit_rate=Y/(128*I28) 
figure,imshow(im_rec),title('output image') 
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APPENDIX D 
PROGRAM FOR PERFORMING EZW ON A GIVEN IMAGE 
"/©EMBEDDED ZEROTREEE WAVELET ENCODER: 
%Load input image 
I=double(imread('lena2.tif)); 
%2-level WAVELET DECOMPOSITION OF INPUT IMAGE 
[Lo_D,Hi_D,Lo_R,Hi_R]=wfilters('dbr) 
[C,S] = wavedec2(I,2,Lo_D,Hi_D); 
level=7; 
S(:,3) = S(:,1).*S(:,2); % dim of detail coef nmatrices 
L = length(S); 
I_W = zeros(S(L,l),S(L,2)); 
% approx part 
I_W( 1:S(1,1), l:S(l,2)) = reshape(C(l:S(l,3)),S(l,l:2)); 
foricl =2:L-1 
rows = [sum(S(l:kl-l,l))+l:sum(S(l:kl,l))]; 
columns = [sum(S(l:kl-l,2))+l:sum(S(l:kl,2))]; 
% horizontal part 
c_start = S(l,3) + 3*sum(S(2:kl-l,3)) + 1; 
c_stop = S(l,3) + 3*sum(S(2:kl-l,3)) + S(kl,3); 
I_W( l:S(kl,l), columns ) = reshape( C(c_start:c_stop), S(kl,l:2)); 
% vertical part 
c_start = S(l,3) + 3*sum(S(2:kl-l,3)) + S(kl,3)+ 1; 
c_stop = S(l,3) + 3*sum(S(2:kl-l,3)) + 2*S(kl,3); 
I_W( rows , l:S(kl,2)) = reshape( C(c_start:c_stop), S(kl,l:2)); 
% diagonal part 
c_start = S(l,3) + 3*sum(S(2:kl-l,3)) + 2*S(kl,3) + 1; 
c_stop = S(l,3) + 3*sum(S(2:kl,3)); 
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I_W(rows,columns) = reshape( C(c_start:c_stop), S(kl,l :2)); 
end 
rigure,imshow(I_W) 
%EZW coding of decomposed image: 
X=I_W; 
YO=max(X); 
Yl=max(YO); 
Yl=double(Yl); 
%Initial threshold: 
fori=0:12; 
if2^i<Yl &2'^i>0.5*Yl; 
threshold=2^i; % get initial threshold TO; 
brealc; 
end; 
end; 
sublist=[]; 
[xx,yy]=size(X); 
global N 
%scanning of matrix: 
A=mapping(xx); 
A=double(A); 
[m,n]=size(A); 
k=l; N=[]; 
for k=l:m*n; 
flag=0; 
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for i=l:m; 
if flag—1; 
break; 
end 
forj=l:n; 
ifA(ij)==k; 
N=[N;i,j]; 
flag=l; 
break; 
end 
end 
end 
end 
order=l; 
while threshold ~= 0.5, % if threshold~=l, do dominantpass and subordinatepass. 
threshold 
%Doininant Pass 
[D,X,sublist] = dominantpass(X,threshold,sublist); 
DD{ order} =D 
%Subordinate pass 
threshold=threshold/2; 
if threshold ==0.5, 
break; 
end 
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SI = subordinatepass(sublist,threshold); 
SS{order}=Sl 
order=order+1; 
end 
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% DECODER 
global N; 
[m,n]=size(N); % the size of initial image m is the pixels of initial image 
XX=zeros(128); % initialize the reconstructured image to zero; 
initialthreshold=512; 
threshold=initialthreshold; % initial theshold ; 
sublist=[]; % sublist is the new position matrix for all significant coefficients 'p' 
and 'n'; 
for k=l :9; % laststeplevel=9; 
RR=zeros(128); % reference matrix RR; 
[a,b]=size(DD{k}); 
% dominant pass 
i=i;j=i; 
while i<=m; 
if j>b; % b is the length of dominant pass vector 
break; 
end 
ifRR(N(i,l),N(i,2))==l; 
i=i+l; 
else 
ifDD{k}a)=-p'; 
XX(N(i, 1 ),N(i,2))=threshold; 
RR(N(i, 1 ),N(i,2))= 1; %reference matrix =1; 
sublist=[sublist;N(i, 1 ),N(i,2)]; 
end 
ifDD{k}G)=-n'; 
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XX(N(i,l),N(i,2))=-threshold; 
RR(N(i, 1 ),N(i,2))= 1; %reference matrix =1; 
sublist=[sublist;N(i,l),N(i,2)]; 
end 
ifDD{k}0)=-z'; 
RR(N(i,l),N(i,2))=l; %reference matrix =1; 
end 
ifDD{k}0)=-t'; 
RR(N(i, 1 ),N(i,2))= 1; %reference matrix =1; 
RR=checkchildren(i,RR); % all zerotree's descendants are set to 1. 
end 
end 
end 
% subordinate pass 
[xx,yy]=size(sublist); 
threshold=threshold/2; 
for i=l:xx; 
ifk==l:9|threshold==0.5; 
break; 
end 
ifSS{k}(i)==l; 
ifXX(sublist(i,l),sublist(i,2))>0; 
XX(sublist(i, 1 ),sublist(i,2))= XX(sublist(i, 1 ),sublist(i,2))+ threshold; 
else 
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XX(sublist(i,l),sublist(i,2))=XX(sublist(i,l),sublist(i,2))-threshold; 
end 
end 
end 
threshold; 
k; 
XX; 
end 
reconstructured image=XX; 
difference=I-XX; 
figure,imagesc(reconstructuredimage),colourmap(gray) 
%INVERSE WAVELET TRANSFORM OF OUTPUT IMAGE: 
L = length(S); 
m = reconstructuredimage; 
CI = zeros(l,S(l,3)+3*sum(S(2:L-l,3))); 
% approx part 
Cl(l:S(l,3)) = reshape(m( 1:S(1,1), 1:S(1,2)), 1 ,S(1,3)); 
forkl=2:L-l 
rows = [sum(S(l:kl-l,l))+l:sum(S(l:kl,l))]; 
columns = [sum(S( 1 :k 1 -1,2))+1 :sum(S( 1 :k 1,2))]; 
% horizontal part 
c_start = S(I,3) + 3*sum(S(2:kl-l,3)) + 1; 
c_stop = S(l,3) + 3*sum(S(2:kl-l,3)) + S(kl,3); 
C1 (c_start:c_stop) = reshape( m( l:S(kl,l), columns ) , 1, c_stop-c_start+l); 
% vertical part 
c_start = S(l,3) + 3*sum(S(2:kl-l,3)) + S(kl,3) + 1; 
c_stop = S(l,3) + 3*sum(S(2:kl-l,3)) + 2*S(kl,3); 
Cl(c_start;c_stop) = reshape( m( rows , l:S(kl,2)), 1 , c_stop-c_start+l ); 
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% diagonal part 
c_start = S(l,3) + 3*sum(S(2:kl-l,3)) + 2*S(kl,3) + U 
c_stop = S(l,3) + 3*sum(S(2:kl,3)); 
Cl(c_start:c_stop) = reshape( m( rows , columns ) , 1 , c_stop-c_start+l); 
d en  
if (( L - 2) > level) %set those coef. in higher scale to 0 
temp = zeros(l, length(Cl) - (S(l,3)+3*sum(S(2:(level+l),3)))); 
Cl(S((level+2),3)+l : length(Cl)) = temp; 
end 
S(:,3) = []; 
im_rec =waverec2(Cl,S, Lo_R,Hi_R); 
figure,imagesc(im_rec),colourmap(gray) 
%PEAK SIGNAL TO NOISE RATIO: 
Q = 255; 
MSE = sum(sum((I-im_rec) ^ 2))/ 128 /128; 
PSNR= 10*loglO(Q*Q/MSE) 
Compression_ratio= 128*128*8/(length(S 1)) 
Bit_rate=length(S 1)7(128*128) 
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