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0.1. INTRODUZIONE 3
0.1 Introduzione
Scopo della tesi e` lo studio degli integrali oscillanti e delle loro applicazioni
concernenti la limitatezza fra spazi Lp di alcune importanti famiglie di
operatori integrali. Molti di questi hanno importanti applicazioni nello
studio delle EDP.
Un integrale oscillante sara` per noi un integrale della forma∫
Ω
eiλφ(x)ψ(x)dx
dove Ω e` un sottoinsieme limitato di Rn e la fase φ e` una funzione a valori
reali. Nel primo capitolo studieremo il comportamento asintotico di tale in-
tegrale quando il parametro reale λ→∞ e le funzioni φ e ψ sono entrambe
C∞, mostrando che la decrescenza asintotica dipende sostanzialmente dai
punti critici della fase φ (contenuti nel supporto di ψ). Tale studio permet-
tera` di ottenere dei risultati sul comportamento all’infinito della trasformata
di Fourier di una misura di Borel finita µ avente supporto su una superficie
S ⊂ Rn, e le condizioni sui punti critici della fase nella stima dell’integrale
precedente verranno tradotte in condizioni sulle proprieta` di curvatura di
S. In particolare analizzeremo il caso di un’ipersuperficie avente curvatu-
ra gaussiana non nulla (|d̂µ(ξ)| ≤ A|ξ|−(n−1)/2) e il caso di una varieta` di
genere finito k (|d̂µ(ξ)| ≤ A|ξ|−1/k). Descriveremo poi il risultato ottenuto
da Bruna, Nagel e Wainger riguardante il caso delle ipersuperfici convesse.
In tal caso la decrescenza della trasformata di µ nella direzione ξ = λνx
(dove νx e` la normale (unitaria) uscente da S nel punto x) e` determinata
dalla misura di Lebesgue (su S) della palla di centro x e raggio 1/λ definita
rispetto a un’opportuna pseudometrica posta sulla superficie.
Nel secondo capitolo applicheremo i risultati precedenti allo studio di
operatori di convoluzione del tipo Tf = K ∗ f con K ∈ S ′; in partico-
lare ci occuperemo del caso in cui il convolutore K e` dato da una misura
di Borel su Rn, regolare, finita, positiva, liscia e avente supporto su una
varieta` M ⊂ Rn di dimensione k. Mostreremo che l’insieme caratteristico
di tale misura (ovvero l’insieme delle coppie (1/p, 1/q) ∈ [0, 1] × [0, 1] per
cui l’operatore T : Lp → Lq e` limitato) e` sempre contenuto nel triango-
lo isoscele ABC avente vertici A = (0, 0), B = (1, 1) e C = ( n2n−k ,
n−k
2n−k ).
Inoltre concluderemo che nel caso in cui M sia un’ ipersuperficie con cur-
vatura gaussiana mai nulla e la misura abbia supporto compatto, l’insieme
caratteristico e` effettivamente costituito dal triangolo sopra descritto (uti-
lizzeremo un teorema di interpolazione complessa e il risultato precedente
sulla decrescenza asintotica della trasformata).
Nel seguito della tesi studieremo alcuni operatori definiti da integrali os-
cillanti; i risultati del primo capitolo saranno utili per trovare delle stime sui
nuclei di tali operatori. Nel terzo capitolo ci occuperemo delle proprieta` di
restrizione della trasformata di Fourier: indicata con S una sottovarieta` C∞
4di Rn e con dσ la misura su S indotta dalla misura di Lebesgue sull’ambiente
diremo che vale la proprieta` di restrizione Lp se esiste un q (1 ≤ p, q ≤ ∞),
dipendendente da p, tale che sia verificata la diseguaglianza
(
∫
S0
|fˆ(ξ)|qdσ(ξ))1/q ≤ Ap,q(S0)‖f‖Lp (1)
per ogni f ∈ S e per ogni aperto relativamente compatto S0 ⊆ S. Dopo
aver enunciato un risultato generale riguardante le sottovarieta` di genere
finito, ci concentreremo sul caso in cui S sia un’ipersuperficie con curvatura
gaussiana non nulla. Dallo studio dell’operatore
(Tλf)(ξ) =
∫
Rn−1
eiλΦ(x,ξ)ψ(x, ξ)f(x)dx
dedurremo che in tal caso la proprieta` di restrizione vale per 1 ≤ p ≤ 2n+2n+3
e q = (n−1n+1)p
′ (p′ e` l’esponente coniugato a p). Si congettura di poter
estendere la proprieta` all’ intervallo 1 ≤ p < 2nn+1 (dei controesempi mostrano
che se p ≥ 2nn+1 non esiste un q ≥ 1 tale che la (1) sia verificata) ed e`
noto che cio` e` possibile nel caso n = 2; in dimensione piu` alta ci sono
solo dei risultati parziali che migliorano di poco le condizioni sopra indicate
(Cf. [12]). Dimostreremo infine un teorema dovuto a Greenleaf che lega
la proprieta` di restrizione alla decrescenza all’infinito della trasformata di
Fourier della misura dσ.
La proprieta` (1) si puo` estendere anche a superfici illimitate (noi a titolo
di esempio riportiamo il caso di un cono) ed ha numerose applicazioni nel
campo delle EDP (a partire dall’articolo di R. S. Strichartz (Cf. [6]) in cui si
applicano le proprieta` di restrizione delle quadriche allo studio dell’equazione
di Schrodinger e dell’equazione di Klein-Gordon).
Infine, nell’ultimo capitolo, daremo delle condizioni affinche` un operatore
integrale di Fourier sia limitato da Lp(Rn) in se`: definita la classe dei simboli
Sm come l’insieme delle funzioni a(x, ξ) ∈ C∞(Rn × Rn) soddisfacenti le
diseguaglianze
|∂βx∂αξ a(x, ξ)| ≤ Aα,β(1 + |ξ|)m−|α|
per tutti i multiindici α e β, considereremo operatori della forma
(Tf)(x) =
∫
Rn
e2piiΦ(x,ξ)a(x, ξ)fˆ(ξ)dξ
con simbolo a avente supporto compatto nella variabile x e fase Φ omogenea
di grado 1 nella variabile ξ. Mostreremo che se a ∈ Sm con−n−12 < m ≤ 0, T
e` limitato da Lp in se` quando |12− 1p | ≤ −mn−1 . Nella dimostrazione utilizzeremo
una variante del teorema di interpolazione enunciato nel capitolo 2: dopo
aver provato che se a ∈ S0 T : L2 → L2 e` limitato, la parte centrale della
dimostrazione consistera` nel verificare che se a ∈ S−n−12 T e` limitato dallo
spazio di Hardy H1(Rn) a L1(Rn).
Capitolo 1
Integrali oscillanti
In questo capitolo ci proponiamo di studiare il comportamento asintotico
per λ che tende all’infinito degli integrali della forma
I(λ) =
∫
Ω
eiλφ(x)ψ(x)dx (1.1)
dove Ω e` un sottoinsieme limitato di Rn e la funzione φ, detta fase, e` reale.
1.1 Integrali oscillanti in una variabile
Vogliamo studiare il comportamento per λ→ +∞ dell’integrale
I(λ) =
∫ b
a
eiλφ(x)ψ(x)dx (1.2)
dove φ e` una funzione C∞ a valori reali e ψ e` C∞ a valori complessi.
Proposizione 1. Siano φ e ψ funzioni C∞ tali che ψ abbia supporto com-
patto in (a,b) e φ′(x) 6= 0 per ogni x ∈ [a, b]. Allora
I(λ) = O(λ−N ) per λ→∞
per ogni N ≥ 0.
Dimostrazione. Sia D l’operatore differenziale
Df(x) = (iλφ′(x))−1
df
dx
e sia tD il suo trasposto
tDf(x) =
−d
dx
(
f
iλφ′(x)
)
5
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Si ha DN (eiλφ) = eiλφ per ogni N e integrando per parti si ottiene∫ b
a
eiλφψdx =
∫ b
a
DN (eiλφ)ψdx =
∫ b
a
eiλφ(tD)N (ψ)dx
Ne segue |I(λ)| ≤ ANλ−N e quindi la tesi.
Se non avessimo rischiesto che ψ si annullasse vicino agli estremi dell’in-
tervallo [a,b], nelle integrazioni precedenti sarebbero comparsi dei termini
di bordo, e in tal caso il miglior risultato che si puo` ottenere per I(λ) e` una
decrescenza del tipo O(λ−1), come si vede ponendo ad esempio φ(x) = x e
ψ(x) = 1. In ogni caso, il comportamento asintotico di I(λ) e` determina-
to dai punti in (a,b) dove φ′(x) = 0. Supponiamo momentaneamente che
ψ(x) = 1. In tal caso vale la seguente stima, dovuta a van der Corput:
Lemma 1. Se φ e` una funzione C∞(a, b) a valori reali e vale la stima
|φk(x)| ≥ 1 per ogni x ∈ (a, b) con k ≥ 2 o k = 1 e φ′(x) monotona, allora
|
∫ b
a
eiλφ(x)dx| ≤ ckλ−
1
k (1.3)
dove la costante ck e` indipendente da φ e da λ.
Dimostrazione. Supponiamo dapprima che l’ipotesi sia verificata con k = 1
e φ′(x) monotona. Preso D come nella Proposizione 1, otteniamo∫ b
a
eiλφdx =
∫ b
a
D(eiλφ)dx = (iλφ′)−1eiλφ|ba +
∫ b
a
eiλφ(tD)(1)dx.
I termini al bordo si maggiorano con 2λ , mentre, grazie alla monotonia di φ
′
|
∫ b
a
eiλφ(tD)(1)dx| = |
∫ b
a
eiλφ(iλ)−1
d
dx
(
1
φ′
)dx|
≤ λ−1
∫ b
a
| d
dx
(
1
φ′
)|dx = λ−1|
∫ b
a
d
dx
(
1
φ′
)dx| = λ−1| 1
φ′(b)
− 1
φ′(a)
|
e, essendo l’ultimo termine dominato da 1λ , si ottiene la tesi con c1 = 3.
Passiamo ora al caso k ≥ 2, ragionando per induzione su k. Supponiamo il
lemma sia vero per k, e supponiamo (a meno di rimpiazzare φ con −φ se
necessario) che φ(k+1)(x) ≥ 1 per ogni x ∈ [a, b]. Sia x = c l’unico punto in
[a,b] dove |φ(k)(x)| assume valore minimo. Se φ(k)(c) = 0 allora, al di fuori
dell’intervallo (c − δ, c + δ) abbiamo che |φ(k)(x)| ≥ δ (e φ′(x) e` monotona
nel caso k = 1). Scrivendo∫ b
a
=
∫ c−δ
a
+
∫ c+δ
c−δ
+
∫ b
c+δ
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otteniamo, grazie all’ipotesi induttiva,
|
∫ c−δ
a
eiλφdx| ≤ ck(λδ)−
1
k
e, analogamente,
|
∫ b
c+δ
eiλφdx| ≤ ck(λδ)−
1
k .
Dato che | ∫ c+δc−δ eiλφdx| ≤ 2δ, si ha
|
∫ b
a
eiλφdx| ≤ 2ck
λδ
1
k
+ 2δ.
Se φ(k)(c) 6= 0, e quindi c e` uno degli estremi dell’intervallo [a, b], un procedi-
mento analogo mostra che l’integrale puo` essere maggiorato da ck(λδ)−
1
k +δ.
In entrambi i casi, il caso k + 1 segue scegliendo
δ = λ−
1
k+1 ,
che da la tesi con ck+1 = 2ck +2; dato che c1 = 3, otteniamo ck = 5 · 2k+1−
2.
Questo lemma permette di dare una stima per gli integrali della forma
(1.2), dove non assumiamo che ψ si annulli vicino agli estremi dell’intervallo
[a, b].
Proposizione 2. Nelle ipotesi su φ del lemma, possiamo concludere che
|
∫ b
a
eiλφ(x)ψ(x)dx| ≤ ckλ−
1
k [|ψ(b)|+
∫ b
a
|ψ′(x)|dx]. (1.4)
Cio` si dimostra scrivendo (1.2) come
∫ b
a F
′(x)ψ(x)dx, con
F (x) =
∫ x
a
eiλφ(t)dt,
integrando per parti, e utilizzando la stima
|F (x)| ≤ ckλ−
1
k , per x ∈ [a, b],
ottenuta precedentemente.
Vogliamo ora studiare lo sviluppo asintotico completo di I(λ). Sappia-
mo gia` che, quando il supporto di ψ e` un sottoinsieme compatto di [a, b],
il comportamento dell’integrale (1.2) e` determinato da quei punti x0 dove
φ′(x0) = 0. Assumendo che il supporto di ψ sia sufficientemente piccolo
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in modo da contenere solo un punto critico di φ, il comportamento dello
sviluppo asintotico dipende dal piu` piccolo k ≥ 2 per cui
φ(k)(x0) 6= 0
ed e` dato in termini di potenze di λ, in modo da essere consistente con il
Lemma 1. La seguente proposizione sviluppa questa idea ed e` una delle
espessioni del metodo della fase stazionaria.
Proposizione 3. Supponiamo k ≥ 2, e
φ(x0) = φ′(x0) = · · · = φ(k−1)(x0) = 0,
mentre φ(k)(x0) 6= 0. Se ψ ha supporto in un intorno sufficientemente piccolo
di x0, allora
I(λ) =
∫
eiλφ(x)ψ(x)dx ∼ λ− 1k
+∞∑
j=0
ajλ
− j
k , (1.5)
nel senso che per tutti gli interi non negativi N e r,
(
d
dλ
)r[I(λ)− λ− 1k
N∑
j=0
ajλ
− j
k ] = O(λ−r−
(N+1)
k ) per λ→ +∞. (1.6)
Dimostrazione. Daremo prima la dimostrazione per il caso k = 2.
Passo 1. Osserviamo che∫ +∞
−∞
eiλx
2
xle−x
2
dx ∼ λ− (l+1)2
∞∑
j=0
c
(l)
j λ
−j , (1.7)
per ogni intero non negativo l; quando l e` dispari, l’integrale si annulla.
Infatti, il membro destro di (1.7) e`∫ +∞
−∞
e−(1−iλ)x
2
xldx;
ponendo z = x(1 − iλ) 12 , e notando che la decrescenza rapida di e−z2 per-
mette di sostituire il contorno (1 − iλ) 12 · R con R, vediamo che l’integrale
precedente e` uguale a
(1− iλ)− 12− l2
∫ +∞
−∞
e−x
2
xldx.
Qui abbiamo fissato il ramo principale di z−
(l+1)
2 nel piano complesso traslato
lungo il semiasse negativo. Con questa determinazione abbiamo
(1− iλ)− (l+1)2 = λ− (l+1)2 · (λ−1 − i)− (l+1)2 ,
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se λ > 0. Ora lo sviluppo in serie di (ω− i)− (l+1)2 (sul disco |ω| < 1) ci da` lo
sviluppo asintotico (1.7) con ω = λ−1 → 0.
Passo 2. Osserviamo poi che se η ∈ C∞0 e l e` un intero non negativo,
allora
|
∫ +∞
−∞
eiλx
2
xlη(x)dx| ≤ Aλ−1/2−l/2. (1.8)
Per dimostrare questo, sia α una funzione C∞ con la proprieta` che α(x) = 1
per |x| ≤ 1, e α(x) = 0 per |x| ≥ 2, e scriviamo∫
eiλx
2
xlη(x)dx =
∫
eiλx
2
xlη(x)α(x/ε)dx
+
∫
eiλx
2
xlη(x)[1− α(x/ε)]dx,
dove ε > 0 verra` scelto in seguito. Il primo integrale e` dominato da Cεl+1.
Il secondo integrale si puo` scrivere come∫
eiλx
2
(tD)N{xlη(x)[1− α(x/ε)]}dx,
con tDf = −(iλ)−1 · (d/dx)[f/2x]. Con un semplice calcolo si vede che
questo termine e` maggiorato da
CN
λN
∫
|x|≥ε
|x|l−2Ndx = C ′Nλ−Nεl−2N+1
se l − 2N < −1. In definitiva l’integrale (1.8) e` limitato da
CN [εl+1 + λ−Nεl−2N+1],
e ci basta scegliere ε = λ−1/2 (con N > (l + 1)/2) per avere la conclusione
desiderata. Similmente, integrando per parti, si trova che∫
eiλx
2
g(x)dx = O(λ−N ) per ogni N ≥ 0, (1.9)
per g ∈ S che si annulla in un intorno dell’origine.
Passo 3. Dimostriamo ora la proposizione nel caso φ(x) = x2. Scriviamo∫
eiλx
2
ψ(x)dx =
∫
eiλx
2
e−x
2
[ex
2
ψ(x)]ψ˜(x)dx,
dove ψ˜ ∈ C∞0 vale 1 sul supporto di ψ. Per ogni N , scriviamo lo sviluppo
di Taylor
ex
2
ψ(x) =
N∑
j=0
bjx
j + xN+1RN (x).
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Sostituendo questo sviluppo nell’integrale precedente, otteniamo tre termini:
N∑
j=0
bj
∫ +∞
−∞
eiλx
2
e−x
2
xjdx, (a)
∫ +∞
−∞
eiλx
2
xN+1RN (x)e−x
2
ψ˜(x)dx, (b)∫ +∞
−∞
eiλx
2
P (x)e−x
2
[ψ˜(x)− 1]dx. (c)
Per (a) usiamo (1.7), per (b) usiamo (1.8) e per (c) usiamo (1.9). Ora
e` sufficiente usare questi tre risultati per ottenere lo sviluppo asintotico
desiderato di
∫
eiλx
2
ψ(x)dx.
Consideriamo ora il caso generale per k = 2. Possiamo scrivere
φ(x) = c(x− x0)2 +O(|x− x0|3),
con c 6= 0 e porre
φ(x) = c(x− x0)2[1 + ε(x)],
dove ε e` una funzione C∞ che e` O(|x− x0|), e quindi |ε(x)| < 1 quando x e`
sufficientemente vicino a x0. Inoltre, φ′(x) 6= 0 quando x 6= x0 e` sufficiente-
mente vicino ad x0. Fissiamo un intorno U di x0 tale che entrambe queste
condizioni valgano in U , e sia
y = (x− x0)[1 + ε(x)]1/2.
Allora la mappa x 7→ y e` un diffeomormismo da U in un intorno di y = 0, e
ovviamente cy2 = φ(x). Ne segue che∫
eiλφ(x)ψ(x)dx =
∫
eiλcy
2
ψ˜(y)dy
con ψ˜ ∈ C∞0 se il supporto di ψ e` contenuto in U . Lo sviluppo (1.5) (per
k = 2) e` quindi dimostrato come conseguenza del caso particolare trattato
sopra.
La dimostrazone per k > 2 e` simile ed e` sostanzialmente basata sull’i-
dentita` ∫ ∞
0
eiλx
k
e−x
k
xldx = ck,l(1− iλ)−(l+1)/k.
Omettiamo i dettagli.
Osservazione 1. Ognuna delle costanti aj che compare nello sviluppo
asintotico (1.5) dipende solo da un numero finito di derivate di φ e ψ in x0.
La nostra dimostrazione da`, nel caso k = 2,
a0 = (
2pi
−iφ′′(x0))
1/2ψ(x0).
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Analogamente, le costanti che appaiono nel resto di (1.6), dipendono solo
dal massimo dei moduli di un numero finito di derivate di φ e ψ nel supporto
di ψ, dalle dimensioni del supporto di ψ e dal minimo valore di |φ(k)(x0)|.
Osservazione 2. Dalla dimostrazione segue anche che, se k e` pari, aj = 0
per tutti gli j dispari.
1.2 Integrali oscillanti in piu` variabili
Non tutti i risultati del paragrafo precedente hanno un analogo per n ≥ 2,
ma l’estensione della Proposizione 1 e` semplice. Usando la terminologia
precedente, diciamo che una funzione fase φ definita in un intorno di un
punto x0 ha x0 come punto critico se
(∇φ)(x0) = ( ∂φ
∂x1
, · · · , ∂φ
∂xn
)|x=x0 = 0.
Proposizione 4. Supponiamo ψ ∈ C∞0 e che φ ∈ C∞ sia una funzione a
valori reali che non ha punti critici nel supporto di ψ. Allora
I(λ) =
∫
Rn
eiλφ(x)ψ(x)dx = O(λ−N ),
per λ→∞, per ogni N ≥ 0.
Dimostrazione. Per ogni x0 nel supporto di ψ, c’e` un vettore unitario ξ e
una piccola palla B(x0), centrata in x0, tale che
ξ · (∇φ)(x) ≥ c > 0
per ogni x ∈ B(x0). Decomponiamo l’integrale I(λ) in una somma finita∑
k
∫
eiλφ(x)ψk(x)dx,
dove ogni ψk ∈ C∞ e ha supporto compatto in una di queste palle. Basta
allora dimostrare la stima corrispondente per ognuno di questi integrali.
Scegliamo un sistema di coordinate x1, · · · , xn in modo che x1 abbia la
stessa direzione di ξ. Allora∫
eiλφ(x)ψk(x)dx =
∫
(
∫
eiλφ(x1,··· ,xn)ψk(x1, · · · , xn)dx1)dx2 · · · dxn.
Per la Proposizione 1, l’integrale interno decresce rapidamente, e ne segue
la tesi.
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In piu` variabili, vale solo una forma debole della Proposizione 2, ed e` la
seguente
Proposizione 5. Supponiamo che ψ ∈ C∞ e che abbia supporto contenuto
nella palla unitaria; supponiamo inoltre che φ sia una funzione a valori reali
e tale che, per qualche multiindice α, con |α| > 0, si abbia
|∂αxφ| ≥ 1
in tutto il supporto di ψ. Allora
|
∫
Rn
eiλφ(x)ψ(x)dx| ≤ ck(φ) · λ−1/k · (‖ψ‖L∞ + ‖∇ψ‖L1) (1.10)
dove k = |α|; la costante ck(φ) e` indipendente da λ e da ψ, e rimane limitata
se la norma Ck+1 di φ rimane limitata.
Dimostrazione. Consideriamo lo spazio vettoriale reale dei polinomi omo-
genei di grado k in Rn; sia d(k, n) la sua dimensione. Dal lemma seguente
si ha che esistono dei vettori unitari
ξ1, · · · , ξd(k,n)
tali che i polinomi omogenei
(ξj · x)k, j = 1, · · · , d(k, n)
formino una base dello spazio vettoriale. Se
|∂αxφ(x0)| ≥ 1 per qualche α con |α| = k,
allora esiste un vettore unitario ξ = ξ(x0) tale che
|(ξ · ∇)kφ(x0)| ≥ ak > 0.
Inoltre, dato che possiamo assumere che la norma Ck+1 di φ sia limitata,
possiamo anche concludere che
|(ξ · ∇)kφ(x)| ≥ ak/2, x ∈ B(x0).
Qui B(x0) e` una palla centrata in x0 di raggio fissato c · ||φ||−1Ck+1 . Scegliamo
poi un ricoprimento di RN con palle di tal tipo e di raggio fissato, e una
partizione dell’unita` corrispondente
1 =
∑
ηj(x), 0 ≤ ηj ≤ 1,
∑
|∇ηj | ≤ bk,
dove ogni ηj ha supporto in una di queste palle. Scriviamo ψj = ψ · ηj e∫
eiλφψdx =
∑∫
eiλφψjdx.
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Per stimare
∫
eiλφψjdx con ξ scelto come sopra, scegliamo un sistema di
coordinate in modo che x1 abbia la stessa direzione di ξ. Allora∫
eiλφψjdx =
∫
(
∫
eiλφ(x1··· ,xn)ψj(x1, · · · , xn)dx1)dx2 · · · dxn.
Per l’integrale interno usiamo (1.4), che ci da` una stima del tipo
ck(akλ)−1/k{||ψ||L∞ +
∫
| ∂ψ
∂x1
(x1, · · · , xn)|dx1}.
Un’ultima integrazione nelle altre variabili da` la tesi.
Resta da dimostrare il seguente lemma
Lemma 2. I polinomi della forma
(ξ · x)k, ξ ∈ Rn,
generano lo spazio vettoriale dei polinomi reali omogenei di grado k.
Dimostrazione. Consideriamo su tale spazio vettoriale il prodotto scalare
definito positivo
〈P,Q〉 =
∑
|α|=k
α!aαbα,
dove P (x) =
∑
aαx
α e Q(x) =
∑
bαx
α. Notiamo che
〈P,Q〉 = [Q(∂/∂x)](P ).
Allora se P fosse ortogonale a tutti gli (ξ · x)k, si avrebbe
(ξ · ∇)k(P ) = 0, ξ ∈ Rn;
in altre parole,
(
∂
∂t
)kP (tξ) = 0 ξ ∈ Rn,
il che puo` succedere solo se P e` identicamente nullo, e cio` conclude la
dimostrazione.
Analizziamo ora il caso dei punti critici non degeneri. Supponiamo che
φ abbia un punto critico in x0. Se la matrice simmetrica n× n
[
∂2φ
∂xi∂xj
](x0) (∗)
e` invertibile, allora il punto critico si dice non degenere. Usando lo sviluppo
di Taylor, e` facile vedere che se x0 e` un punto critico non degenere, allora,
di fatto, e` un punto critico isolato.
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Proposizione 6. Supponiamo che φ(x0) = 0 e che φ abbia in x0 un pun-
to critico non degenere. Se il supporto di ψ e` contenuto in un intorno
sufficientemente piccolo di x0, allora∫
Rn
eiλφ(x)ψ(x)dx ∼ λ−n/2
∞∑
j=0
ajλ
−j per λ→∞, (1.11)
dove lo sviluppo asintotico e` inteso nello stesso senso della Proposizione 3.
Osservazione. Ognuna delle costanti aj che appaiono nello sviluppo as-
intotico dipende solo dai valori di un numero finito di derivate di φ e ψ in
x0. Inoltre si ha, ad esempio,
a0 = ψ(x0) · (2pi)n/2
n∏
j=1
(−iµj)−1/2,
dove µ1, · · · , µn sono gli autovalori della matrice (∗). Come nel caso prece-
dente, ognuna delle costanti che compare nei termini del resto, dipende
solamente dal massimo dei moduli di un numero finito di derivate di φ e di
ψ nel supporto di ψ.
Dimostrazione. La dimostrazione e` simile a quella della Proposizione 3. Sia
Q(x) la forma quadratica data da
Q(x) =
m∑
1
x2j −
n∑
m+1
x2j ,
dove 0 ≤ m ≤ n, e m e` fissato. L’analogo di (1.7) e`∫
Rn
eiλQ(x)e−|x|
2
xldx ∼ λ−n/2−|l|/2
∞∑
j=0
cj(m, l)λ−j , (1.12)
dove l = (l1, · · · , ln) e` un multiindice, |l| = l1 + · · · + ln e xl = xl11 · · ·xlnn ;
notiamo inoltre che se uno degli lj e` dispari, allora (1.12) e` identicamente
nulla. Per dimostrare (1.12), scriviamola come prodotto
n∏
j=1
∫ +∞
−∞
e±iλx
2
j e−x
2
jx
lj
j dxj =
n∏
j=1
∫ +∞
−∞
e−x
2
xljdx · (1∓ iλ)−1/2−lj/2,
rimuoviamo il fattore
∏n
j=1 λ
−(lj+1)/2 = λ−(n+|l|)/2, e sviluppiamo la fun-
zione
n∏
j=1
(λ−1 ∓ i)−1/2−lj/2,
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per λ grande, in serie di potenze in λ−1. L’analoga di (1.8) e`
|
∫
Rn
eiλQ(x)xlη(x)dx| ≤ Aλ−n/2−|l|/2; (1.13)
se η ∈ C∞0 (Rn). Per dimostrarla consideriamo i coni
Γj = {x : |xj |2 ≥ |x|2/2n},
e i piu` piccoli
Γ0j = {x : |xj |2 ≥ |x|2/n}.
Allora dato che
n⋃
j=1
Γ0j = Rn,
possiamo trovare n funzioni Ω1, · · · ,Ωn, ciascuna omogenea di grado 0 e C∞
lontano dall’origine, tali che
n∑
j=1
Ωj(x) = 1 per ogni x 6= 0,
e ogni Ωj abbia supporto in Γj . Allora possiamo scrivere∫
Rn
eiλQ(x)xlη(x)dx =
∑
j
∫
Rn
eiλQ(x)xlη(x)Ωj(x)dx.
Nel cono Γj , si integra per parti via
Dje
iλQ(x) = eiλQ(x) con Djf(x) = (±2iλxj)−1 · ∂f
∂xj
.
Questo, insieme al fatto che |xj | ≥ (2n)−1/2|x| in Γj , e
|(tDj)NΩj(x)| ≤ CN · λ−N · |x|−2N ,
permette di concludere la dimostrazione di (1.13) in analogia con quella di
(1.8). Un argomento simile mostra che per ogni η ∈ S che si annulla in un
intorno dell’origine si ha∫
eiλQ(x)η(x)dx = O(λ−N ), per ogni N ≥ 0.
Se combiniamo questo con (1.12) e (1.13) come prima, otteniamo lo sviluppo
asintotico (1.11) nel caso speciale φ(x) = Q(x).
Per passare al caso generale, si puo` ricorrere al cambiamento di variabili
dovuto al lemma di Morse: dato che φ(x0) = ∇φ(x0) = 0, e il punto critico
x0 e` non degenere, esiste un diffeomorfismo da una piccola palla centrata
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in x0 nello spazio delle x, a un intorno dell’origine nello spazo delle y, che
trasforma φ in
m∑
j=1
y2j −
n∑
j=m+1
y2j ,
per qualche 0 ≤ m ≤ n. L’indice m e` lo stesso di quello della forma
corrispondente a
[
∂2φ
∂xi∂xj
](x0).
Questo cambiamento di variabili mostra che la relazione (1.11) per φ generi-
che si riconduce a quella del caso particolare φ = Q che e` stata trattata
precedentemente; quindi la dimostrazione e` conclusa.
Osservazione: in generale, se nel punto critico della Proposizione 6 φ ha
matrice Hessiana di rango k ≤ n, si trova per l’integrale (1.11) una stima
del tipo O(|λ|−k/2).
Nel caso in cui la funzione φ sia analitica reale, e` possibile dare stime
precise sullo sviluppo asintotico dell’ integrale (1.11) utilizzando il poliedro
di Newton di φ. Questo risultato, formulato per la prima volta da Arnol’d,
e` stato dimostrato da Varchenko nel 1976 (Cf. [3]).
Sia K ⊂ Nn. Si dice poliedro di Newton dell’insieme K l’inviluppo
convesso in Rn+ dell’ insieme ⋃
j∈K
(j + Rn+),
e si dice diagramma di Newton di K l’unione di tutte le facce compatte del
poliedro di Newton di K. Indicheremo il poliedro di Newton con Γ+(K) e
il diagramma di Newton con Γ(K). Supponiamo senza perdita di generalita`
che x0 = 0, e quindi che φ sia olomorfa in un intorno dell’origine. Si avra`
allora
φ(x) =
∑
j∈Nn
ajx
j ,
con an ∈ C. Definiamo supp(φ) = {j ∈ Nn|aj 6= 0}. Si dice allora poliedro di
Newton (o diagramma di Newton) di φ il poliedro (diagramma) di Newton
dell’ insieme supp(φ). Li indicheremo rispettivamente con Γ+(φ) e con Γ(φ).
Si dice ora parte principale della serie φ il polinomio
R =
∑
j∈Γ(φ)
ajx
j ;
poniamo inoltre, per ogni faccia chiusa γ ⊂ Γ(φ), φγ =
∑
j∈γ ajx
j . Tale
parte principale e` detta non singolare se per ogni faccia chiusa γ ⊂ Γ(φ) i
polinomi
x1
∂φγ
∂x1
· · ·xn∂φγ
∂xn
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non si annullano simultaneamente su {x ∈ Rn|x1 · · ·xn 6= 0}.
Indichiamo infine con t0 il parametro di intersezione della retta x1 =
· · · = xn = t, t ∈ R, con il bordo di Γ+(φ). Si puo` allora dimostrare la
seguente proposizione:
Proposizione 7. Supponiamo che la parte principale di φ sia non singolare,
che ψ ∈ C∞0 (Rn) abbia supporto contenuto in un intorno sufficientemente
piccolo di 0 e che φ(0) = ∇φ(0) = 0. Allora si puo` trovare, per l’integrale
in (1.11) uno sviluppo asintotico del tipo∫
Rn
eiλφ(x)ψ(x)dx ∼
∑
p
n−1∑
j=0
ap,j(φ)λp(lnλ)j ,
dove p varia su un numero finito di progressioni aritmetiche indipendenti da
φ e costituite da numeri negativi. Inoltre, detto β(φ) il massimo dei p tali
che per ogni intorno di 0 in Rn esiste una funzione ψ ∈ C∞0 con supporto
in questo intorno per cui nello sviluppo asintotico precedente esiste un j tale
che ap,j(φ) 6= 0, si ha che:
1. Se t0 ≤ 1 allora β(φ) ≤ − 1t0 .
2. Se t0 > 1 allora β(φ) = − 1t0 .
1.3 Trasformate di Fourier di misure su superfici
Sia S un sottoinsieme aperto di una sottovarieta` m- dimensionale di Rn.
Indichiamo con dσ la misura su S indotta dalla misura di Lebesgue su Rn,
e fissiamo una funzione ψ ∈ C∞0 (Rn) il cui supporto interseca S in un
sottoinsieme compatto di S.
Consideriamo ora la misura di Borel finita dµ = ψ(x)dσ, che chiara-
mente ha supporto su S. Vorremmo discutere il comportamento all’infinito
della trasformata di Fourier di dµ. Tale comportamento, come vedemo, e`
determinato da proprieta` di curvatura di S. Incominciamo col caso delle
ipersuperfici
1.3.1 Ipersuperfici con curvatura gaussiana non nulla
Supponiamo che la dimensione di S sia n − 1, e che S abbia curvatura
gaussiana non nulla in ogni punto; con cio` si intende quanto segue: Sia x0
un qualsiasi punto di S, e consideriamo una rotazione dell’ambiente Rn, in
modo che il punto x0 vada nell’origine, e il piano tangente a S in x0 diventi
l’iperpiano xn = 0. Allora in un intorno dell’origine (i.e. vicino a x0), la
superficie S puo` essere vista come un grafico
xn = φ(x1, · · · , xn−1),
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con φ ∈ C∞0 e φ(0) = ∇φ(0) = 0. Consideriamo ora la matrice (n−1)×(n−1)
(
∂2φ
∂xj∂xk
)(x0).
I suoi autovalori ν1, . . . , νn−1 sono detti le curvature principali di S in x0, e
il loro prodotto (che e` uguale al determinante della matrice scritta sopra) e`
la curvatura gaussiana (o curvatura totale) di S in x0.
Teorema 1. Supponiamo che S sia un’ ipersuperficie C∞ in Rn con cur-
vatura gaussiana non nulla in ogni punto; sia dµ = ψdσ come sopra. Allora
|d̂µ(ξ)| ≤ A|ξ|(1−n)/2. (1.14)
Dimostrazione. Dovendo applicare la Proposizione 6, e` conveniente cam-
biare notazione sostituendo n con n+1. Per compattezza possiamo assumere
che S sia data come grafico
xn+1 = φ(x1, · · · , xn),
e allora dσ = (1 + |∇φ|2)1/2dx1 · · · dxn. Cos`ı possiamo ridurci a dimostrare
che se ψ˜ ha supporto in un piccolo intorno dell’origine,
|
∫
Rn
eiλΦ(x,η)ψ˜(x)dx| ≤ Aλ−n/2 (1.15)
dove λ = |ξ| > 0, ξ = λη; qui η = (η1, · · · , ηn+1) e` un vettore unitario e
Φ(x, η) = x · η =
n∑
1
xjηj + φ(x1, · · · , xn)ηn+1.
Inoltre, si ha φ(0) = ∇φ(0) = 0, e
det
1≤j,k≤n
(
∂2φ
∂xj∂xk
)(0) 6= 0.
Dividiamo la dimostrazione in tre casi, in relazione alla posizione di η ∈ Sn:
1. η e` sufficientemente vicino a ηN = (0, · · · , 0, 1),
2. η e` sufficientemente vicino a ηS = (0, · · · , 0,−1),
3. η appartiene all’insieme complementare della sfera unitaria.
Iniziamo dal primo caso. Sappiamo che ∇Φ(x, ηN )|x=0 = 0 e vogliamo
vedere che per η sufficientemente vicino a ηN esiste un unico x = x(η) tale
che
∇xΦ(x, η)|x=x(η) = 0.
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Quest’ultima uguaglianza e` un sistema di n equazioni, e si puo` trovare
la soluzione desiderata applicando il teorema delle funzioni implicite, che
richiede che il determinante Jacobiano
det[
∂2Φ
∂xj∂xk
](0, ηN ) 6= 0,
ma questa e` chiaramente la nostra ipotesi sulla curvatura gaussiana non
nulla. Notiamo che se η appartiene ad un intorno sufficientemente piccolo
di ηN , allora
det[
∂2Φ
∂xj∂xk
](x(η), η) 6= 0;
e quindi possiamo usare la Proposizione 6 (con x0 = x(η)), se il supporto di
ψ˜ e` abbastanza piccolo. Cio` dimostra (1.15) quando η e` nella prima regione.
La dimostrazione per η nella seconda regione e` del tutto analoga. Resta da
vedere il terzo caso. Per definizione,
∇xΦ(x, η) = (η1, · · · , ηn) + ηn+1∇φ(x).
Ma (η21 + · · ·+ η2n)1/2 ≥ c > 0, dato che siamo nel terzo caso, e
∇φ(x) = O(x) per x→ 0;
di conseguenza |∇xΦ(x, η)| ≥ c′ > 0, se ψ˜ ha supporto in un intorno suffi-
cientemente piccolo dell’origine. Quindi per η nella regione 3, possiamo usare
la Proposizione 4 per concludere che il membro sinistro di (1.15) e` O(λ−N ),
per ogni N ≥ 0. La dimostazione del teorema e` dunque conclusa.
Osservazione:
(i) abbiamo usato solo una conseguenza particolare dello sviluppo asintotico
(1.11). Se avessimo sfruttato completamente la formula, avremmo
potuto ottenere uno sviluppo asintotico per d̂µ(ξ).
(ii) analogamente a quanto accade per la Proposizione 6, nel caso piu` ge-
nerale di un’ipersuperficie avente almeno k curvature principali non
nulle, si puo` trovare per (1.14) una stima del tipo O(|ξ|−k/2).
1.3.2 Sottovarieta` di genere finito
Studiamo ora il problema da un punto di vista piu` ampio. Qui S denote-
ra` una sottovarieta` C∞ m-dimensionale di Rn, con 1 ≤ m ≤ n − 1, e la
nostra ipotesi riguardante la curvatura sara` sostituita dall’ipotesi piu` gene-
rale che, in ogni punto, S abbia al piu` ordine di contatto finito con ogni
iperpiano affine. Tali sottovarieta` sono dette di genere finito. Diamo delle
definizioni piu` precise. Consideriamo un intorno sufficientemente piccolo di
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un punto fissato di S e scriviamo S come l’immagine di una mappa C∞
φ : U → Rn, dove U e` un’intorno dell’origine in Rm. Per essere certi di
ottenere un embedding C∞, supponiamo che i vettori ∂φ/∂x1, · · · , ∂φ/∂xn
siano linearmente indipendenti per ogni x ∈ U .
Fissiamo ora un punto x0 ∈ U e un vettore unitario η ∈ Rn. Chiediamo
che la funzione
[φ(x)− φ(x0)] · η
non si annulli con ordine infinito quando x → x0; chiediamo cioe` che per
ogni x0 ∈ U e per ogni vettore unitario η ∈ Rn, esista un multiindice α, con
|α| ≥ 1, tale che
∂αx [φ(x) · η]|x=x0 6= 0.
Notiamo che se (x′, η′) e` sufficientemente vicino a (x0, η), allora anche
∂αx [φ(x) · η′]|x=x′ 6= 0.
Il piu` piccolo k tale che, per ogni vettore unitario η esiste un α con |α| ≤ k
per cui
∂αx [φ(x) · η]|x=x0 6= 0,
e` detto il genere di φ (e il genere di S) in x0. Inoltre, se U1 ⊂ U e` un insieme
compatto, il genere di φ in U1 e` definito come il massimo dei generi di φ al
variare di x0 ∈ U1.
Osseviamo che
1. Quando S e` una curva in R2, la condizione e` equivalente a chiedere
che la curvatura di S non si annulli con ordine infinito in x0. Analoga-
mente, quando S e` una curva in R3, la condizione e` che ne` la curvatura
ne` la torsione di S si annullino con ordine infinito in x0.
2. Se S e` un’ipersuperficie in Rn, la condizione e` equivalente a chiedere
che almeno una delle curvature principali di S non si annulli con ordine
infinito in x0.
3. Se S e` analitica reale, la condizione e` equivalente a chiedere che S non
stia in un iperpiano affine.
4. La condizione di finitezza del genere dipende chiaramente dalla di-
mensione dell’ambiente in cui la varieta` e` immersa; ad esempio il
paraboloide x3 = x21 + x
2
2 e` di genere finito in R3 ma non in R4.
Teorema 2. Supponiamo che S sia una varieta` C∞ m- dimensionale in Rn
di genere finito. Sia dµ = ψdσ come sopra. Allora
|d̂µ(ξ)| ≤ A|ξ|−1/k, (1.16)
dove k e` il genere di S nel supporto di ψ.
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Dimostrazione. Con un’apposita partizione dell’unita`, possiamo ridurre il
problema al caso in cui∫
S
e−2piix·ξdµ(x) =
∫
Rm
e−2piiφ(x)·ξψ˜(x)dx
e il supporto di ψ˜ ∈ C∞0 e` piccolo a piacere.
Ora possiamo porre ξ = λη con λ > 0 e |η| = 1. Allora, per ipotesi,
esiste un α, con |α| ≤ k, tale che
∂αx [φ(x) · η] 6= 0
per ogni x ∈ supp(ψ˜), a patto di prendere supp(ψ˜) sufficientemente piccolo.
In tal modo la tesi (1.16) segue dalla Proposizione 5.
Osserviamo infine che se S e` analitica reale, la condizione di finitezza del
genere e` anche necessaria per avere il comportamento asintotico descritto dal
Teorema 2. Infatti, in caso contrario, S sarebbe contenuta in un iperpiano
affine (oss. precedente), e allora d̂µ(ξ) sarebbe costante per gli ξ ortogonali
a questo iperpiano.
1.3.3 Ipersuperfici convesse
Nel caso di un’ipersuperficie compatta S, di genere finito, delimitante un
dominio convesso, la decrescenza asintotica della trasformata di Fourier del-
la misura sulla superficie indotta dalla misura di Lebesgue sull’ambiente
(Rn+1) puo` essere descritta efficacemente in termini geometrici utilizzando
una pseudometrica su S. Questo fatto, particolrmente rilevante dato che
permette di studiare il problema anche nell’ ipotesi di curvatura gaussiana
nulla, e` stato messo in evidenza da Bruna, Nagel e Wainger nel 1988 (Cf.
[4]).
Sia quindi σ la misura d’area indotta su S. Come in precedenza, con-
siderando una partizione dell’ unita` su S, possiamo ridurci ad uno studio
locale. Sia χ ∈ C∞ con supporto in un intorno sufficientemente piccolo dell’
origine, e sia x0 un punto di S. Sia νx la normale (unitaria) uscente da S
nel punto x. Siamo interessati alla decrescenza asintotica della trasformata
nella direzione νx0 , e poniamo quindi
H(λ) = H(x0, λ) =
∫
S
eix·(λνx0 )χ(x− x0)dσ(x) (1.17)
Definiamo ora ρ1 su S come
ρ1 : S × S → [0,+∞)
con
ρ1(x, y) = (x− y) · νx.
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Da un punto di vista geometrico, ρ1(x, y) e` la distanza di y dal piano affine
tangente ad S in x, e la palla Bρ1(x, δ) = {y ∈ S|ρ1(x, y) < δ} e` l’intorno di
x in S tagliato dal piano parallelo al piano tangente ad S in x e a distanza
δ da quest’ultimo.
Questa funzione ha l’inconveniente di non essere simmetrica, quindi
definiamo una pseudometrica su S ponendo
ρ(x, y) = ρ1(x, y) + ρ1(y, x) = (x− y) · (νx − νy).
Se assumiamo che S non contenga segmenti di retta non banali (nel nostro
caso cio` e` vero perche` S e` di genere finito), allora
1. ρ(x, y) ≥ 0 e ρ(x, y) = 0 se e solo se x = y.
2. ρ(x, y) = ρ(y, x).
Inoltre e` evidente che ρ1(x, y) ≤ ρ(x, y), e si puo` dimostrare che dall’ipotesi
di finitezza del genere di S segue l’esistenza di una costante C = C(S) tale
che ρ(x, y) ≤ Cρ1(x, y); quindi le funzioni ρ e ρ1 sono equivalenti. Si puo`
inoltre verificare che la superficie S munita della pseudometrica ρ e della
misura σ forma uno spazio omogeneo nel senso di Coifman e Weiss; ovvero
che, posto su S
B(x, δ) = {y ∈ S|ρ(x, y) ≤ δ}
esistono delle costanti C = C(S) e A = A(S) tali che per ogni δ > 0 e per
ogni x, x1, x2 ∈ S,
(i) B(x1, δ) ∩B(x2, δ) 6= ∅ implica B(x1, δ) ⊂ B(x2, Cδ);
(ii) σ(B(x, 2δ)) ≤ Aσ(B(x, δ)).
Possiamo ora enunciare il seguente
Teorema 3. Supponiamo che S ⊂ Rn+1 sia una superficie compatta di
genere finito delimitante un dominio convesso. Sia χ ∈ C∞(Rn+1) con
supporto in un piccolo intorno dell’origine. Allora esistono delle costanti Cj
che dipendono solamente dalla superficie S tali che
H(x0, λ) = eiλ(x0·νx0 )F (λ) (1.18)
dove
|F (j)(λ)| ≤ Cjλ−jσ(B(x0, |λ|−1)). (1.19)
Indichiamo con K(x) la curvatura gaussiana nel punto x. Nel caso in
cui K(x0) 6= 0 si ha σ(B(x0, |λ|−1)) ≈ λ−n/2, e cio` e` consistente con quanto
visto nei paragrafi precedenti; nel caso di una superficie di genere finito k si
ha la stima
σ(B(x0, δ)) ≤ Cδn/k,
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e quindi si ottiene
|H(λ)| ≤ C0λ−n/k.
Osservazione: per una curva S in R2, delimitante un dominio convesso,
si puo` arrivare ad una stima analoga anche se S non e` di genere finito. Vale
infatti il
Teorema 4. Sia S una curva chiusa C∞ in R2 delimitante una regione
convessa. Sia η ∈ R2 con |η| = 1, e sia x0 ∈ S con η ortogonale ad S in x0.
Sia χ ∈ C∞(S) una funzione con supporto in un intorno di x0. Posto
H(λ) =
∫
S
eiλ(x·η)χ(x)dσ(x),
esiste una costante C dipendente solo da S, dalla norma L1 di χ′ e dalla
norma L∞ di χ tale che
|H(λ)| ≤ C|σ(B(x0, λ−1))|.
Sempre nel caso di un’ipersuperficie convessa di tipo finito, H. Schulz
(Cf. [5]) ha dimostrato una stima asintotica per integrali del tipo∫
Rn
eiλφ(x)ψ(x)dx
dove φ e` una funzione convessa C∞ in un intorno di 0 con φ(0) = ∇φ(0) = 0,
ψ ∈ C∞0 (Rn) e, come in precedenza, ha supporto in un intorno sufficiente-
mente piccolo di 0.
Indichiamo con e1, · · · , en la base ortonormale canonica di Rn e sia α =
(α1, · · · , αn) un multiindice. Vale la seguente proposizione
Proposizione 8. Sia φ : Rn → R una funzione C∞ convessa, con φ(0) =
∇φ(0) = 0, e che non ha in 0 tangenti di ordine infinito. Allora, a meno di
una rotazione del sistema di cordinate, si ha:
(i) Se φ(x) ∼ ∑ aαxα e` lo sviluppo di Taylor di φ in un intorno di 0
nel sistema di coordinate ruotato, esistono interi pari kj ≥ 2 (con
j = 1, · · · , n) tali che per ogni α per cui ρ(α) :=∑nj=1 αj/kj < 1 si ha
aα = 0; inoltre, se α = kjej, allora aα e` positivo.
(ii) Il polinomio P (x) =
∑
ρ(α)=1 aαx
α (detto la parte principale dello
sviluppo di Taylor di φ) e` convesso e P (x) > 0 per ogni x 6= 0.
Cio` detto si dimostra la
Proposizione 9. Siano φ, P, kj come sopra, sia k = m.c.m.(k1, · · · , kn),
ν =
∑n
j=1 1/kj, e sia ψ ∈ C∞0 (Rn). Allora esistono dei coefficienti bj tali
che per ogni N ∈ N
|
∫
Rn
eiλφ(x)ψ(x)dx− λ−ν
N∑
j=0
bjλ
−j/k| ≤ cNλ−ν−(N+1)/k λ ≥ 1,
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valga con
b0 = Γ(ν + 1)eiν
pi
2m({x ∈ Rn : P (x) ≤ 1})ψ(0).
Qui m indica la misura di Lebesgue e cN e` una costante indipendente da λ.
Osservazione: la Proposizione 9 era gia` nota nel caso in cui la superficie
(che qui e` ovviamente rappresentata dal grafico di φ) avesse in 0 curvatura
gaussiana non nulla (Proposizione 6); in tal caso infatti si ha kj = 2 ∀j =
1 · · ·n, ν = n2 e
m({x ∈ Rn : P (x) ≤ 1}) = (2pi)n/2Γ(n
2
+ 1)−1(detHφ(0))−1/2
dove Hφ e` l’Hessiano di φ, e di conseguenza detHφ(0) e` la curvatura
gaussiana di φ in 0.
Capitolo 2
Operatori di convoluzione
2.1 Operatori invarianti per traslazioni fra spazi
Lp
Indichiamo conM(Rn) lo spazio delle misure di Borel regolari e finite, dotato
della norma
‖µ‖1 =
∫
Rn
d|µ|(x).
Per il teorema di rappresentazione di Riesz, M(Rn) e` uno spazio di Banach;
inoltre il sottospazio costituito dalle misure assolutamente continue rispetto
alla misura di Lebesgue e` isometricamente isomorfo a L1(Rn), e pertanto e`
chiuso in M(Rn).
SuM(Rn) si puo` definire un prodotto di convoluzione nel seguente modo.
Date µ, ν ∈M(Rn), definiamo µ ∗ ν con∫
f(x)d(µ ∗ ν)(x) =
∫ ∫
f(x+ y)dµ(x)dν(y).
Osservazione: si verifica facilmente che, con tale prodotto, M(Rn) di-
viene un’algebra di Banach commutativa con identita` δ0 (vale infatti
‖µ ∗ ν‖1 ≤ ‖µ‖1‖ν‖1); inoltre le misure assolutamente continue rispetto al-
la misura di Lebesgue formano un ideale in M(Rn), cioe` se f ∈ L1(Rn) e
µ ∈ M(Rn), allora f ∗ µ ∈ L1(Rn) e ‖f ∗ µ‖1 ≤ ‖f‖1‖µ‖1. Si ha poi che la
trasformata di Fourier di una misura µ ∈M(Rn) e` una funzione continua e
‖µˆ‖∞ ≤ ‖µ‖1.
Ci proponiamo ora di studiare gli operatori lineari invarianti per
traslazioni da Lp(Rn) a Lq(Rn), con 1 ≤ p, q ≤ ∞, dove tuttavia conveniamo
che quando il dominio e` L∞(Rn), questo deve essere sostituito negli enunciati
con C0(Rn), lo spazio delle funzioni continue che si annullano all’infinito.
Sia ora T : Lp(Rn) → Lq(Rn) un operatore lineare e continuo che
commuti con le traslazioni, cioe` tale che T ◦ τh = τh ◦ T per ogni h ∈ Rn.
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Lemma 3. Se f ∈ Lp, 1 ≤ p <∞, allora
lim
h→∞
‖τhf − f‖p = 21/p‖f‖p.
Se f ∈ C0, allora
lim
h→∞
‖τhf − f‖∞ = ‖f‖∞.
Dimostrazione. Indichiamo con BR la palla di centro 0 e raggio R. Sia
g ∈ Lp con supporto in BR. Allora, se |h| > 2R, si ha
‖τhg−g‖pp =
∫
|g(x−h)−g(x)|pdx =
∫
BR+h
|g(x−h)|pdx+
∫
BR
|g(x)|pdx = 2‖g‖pp.
Sia f ∈ Lp e sia  > 0; sia g a supporto compatto tale che ||f − g||p ≤ . Se
supp(g) ⊂ BR e |h| > 2R, si ha
|‖τhf − f‖p − 21/p‖f‖p| ≤ |‖τhf − f‖p − ‖τhg − g‖p|+ 21/p|‖g‖p − ‖f‖p|
≤ ‖τhf − τhg − f + g‖p + 21/p‖g − f‖p ≤ (2 + 21/p).
La dimostrazione per C0 e` analoga.
Possiamo ora dimostrare il
Teorema 5. Se T : Lp(Rn)→ Lq(Rn) e` un operatore lineare, continuo, che
commuta con le traslazioni, e inoltre q < p, allora T = 0.
Dimostrazione. Se f ∈ Lp e h ∈ Rn si ha
‖τhTf − Tf‖q = ‖T (τhf − f)‖q ≤ ‖T‖‖τhf − f‖p;
di conseguenza, passando al limite per h→∞, si ha, appicando il lemma,
21/q‖Tf‖q ≤ ‖T‖21/p‖f‖p,
ovvero
‖Tf‖q ≤ ‖T‖21/p−1/q‖f‖p,
e di conseguenza 21/p−1/q‖T‖ ≥ ‖T‖. Essendo 1/p − 1/q < 0, ne segue che
T = 0.
Come conseguenza del Teorema del nucleo di Schwartz, si puo` dimostrare
il seguente
Teorema 6. Sia T : S(Rn) → S ′(Rn) un operatore lineare, continuo e
invariante per traslazioni. Allora esiste un’unica Φ ∈ S ′(Rn) tale che Tf =
Φ ∗ f .
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Ne deriva, dato che le inclusioni S ↪→ Lp e Lq ↪→ S ′ sono continue, che
esiste una sola distribuzione K ∈ S ′ tale che Tf = K ∗ f per ogni f ∈ S.
Inoltre per la densita` di S in Lp (L∞ e` sostituito da C0!), la distribuzione
K determina T univocamente.
Viceversa, se K ∈ S ′ e` tale che per un opportuna costante C > 0 e per
ogni f ∈ S si ha ‖K ∗ f‖q ≤ C‖f‖p, l’operatore Tf = K ∗ f si estende
in modo unico a un operatore continuo da Lp a Lq che commuta con le
traslazioni. Con un abuso di linguaggio, anche per una generica f ∈ Lp,
K ∗ f indichera` l’immagine di f tramite l’operatore cos`ı esteso.
In tal caso K viene detto un (p,q)-convolutore; indicheremo con Cpq
lo spazio di Banach dei (p,q)-convolutori munito della norma operatoriale
‖K‖pq.
Gli spazi del tipo C1q si caratterizzano in modo semplice; infatti
Teorema 7. C11 =M e, se q > 1, C1q = Lq in modo isometrico.
Dimostrazione. Le inclusioni M ⊆ C11 e, per q > 1, Lq ⊆ C1q derivano
rispettivamente dall’osservazione precedente (e ne segue la stima ‖µ‖11 ≤
‖µ‖1) e dal fatto noto che se f ∈ L1 e g ∈ Lq, allora f ∗ g ∈ Lq, con
‖f ∗ g‖q ≤ ‖f‖1‖g‖q (e vale ‖g‖1q ≤ ‖g‖q). Basta quindi dimostrare le
inclusioni opposte.
Sia {φ} un’identita` approssimata in S, φ ≥ 0. Dato K ∈ C1q, q > 1,
poniamo g = K ∗ φ. Poiche` ‖φ‖1 = ‖φ‖1 = 1, si ha ‖g‖q ≤ ‖K‖1q. Per il
teorema di Banach-Alaoglu, essendo Lq il duale di Lq
′
, ove q′ = q/(q − 1),
esiste una successione n tendente a 0 tale che gn = gn converga a g ∈ Lq
nella topologia debole -*. Inoltre ‖g‖q ≤ ‖K‖1q.
Di conseguenza, limn gn = g in S ′. D’altra parte gn = K ∗ φn tende a
K, per cui K = g e, ‖g‖q ≤ ‖g‖1q.
Se q = 1, la successione gn converge a µ ∈M nella topologia debole-*; il
resto segue come prima.
Lemma 4. Cpq = Cq′p′ in modo isometrico.
Dimostrazione. Consideriamo la forma bilineare Bp : Lp × Lp′ → C
Bp(f, g) =
∫
f(x)g(−x)dx,
e notiamo che
‖f‖p = sup
‖g‖p′≤1
|Bp(f, g)|.
Dato un operatore lineare T continuo da Lp a Lq, definiamo T ′ : Lq′ → Lp′
ponendo
Bp(f, T ′g) = Bq(Tf, g).
Si verifica facilmente che T ′ e` continuo e che ‖T ′‖q′p′ = ‖T‖pq.
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Se ora Tf = K ∗ f , prese f, g ∈ S, si ha
Bp(f, T ′g) = Bq(Tf, g) = 〈K ∗ f, gˇ〉 = 〈f, Kˇ ∗ gˇ〉 = 〈f, (K ∗ g)ˇ〉 = Bp(f, Tg).
Dunque T ′ = T .
Corollario 1. Si ha Cp∞ = C1p′ = Lp
′
se p <∞, mentre C∞∞ = C11 =M
in modo isometrico
(C∞∞ indica lo spazio dei convolutori da C0 a L∞).
Corollario 2. Se K ∈ Cp∞, l’immagine di Lp secondo l’operatore Tf =
f ∗K e` contenuta nel sottospazio C ∩ L∞.
Dimostrazione. Se f ∈ S, f ∗K e` continua. Il resto segue per densita`.
Teorema 8. K ∈ S ′ e` in C22 se e solo se Kˆ ∈ L∞; inoltre ‖K‖22 = ‖Kˆ‖∞.
Dimostrazione. Se Kˆ ∈ L∞, la formula di Plancherel da`, per f ∈ S,
‖K ∗ f‖2 = 1(2pi)n/2 ‖Kˆfˆ‖2 ≤
1
(2pi)n/2
‖Kˆ‖∞‖fˆ‖2 = ‖Kˆ‖∞‖f‖2.
Viceversa, sia K ∈ C22. Prendiamo φr ∈ S tale che φˆr(ξ) valga 1 per
|ξ| ≤ r.Allora K̂ ∗ φr = Kˆφˆr ∈ L2. Quindi Kˆ coincide con una funzione
L2 sulla palla Br, e dunque con una funzione localmente integrabile su Rn.
Ora, per la formula di Plancherel,
‖Kˆ‖2∞ = sup
φ∈S,‖φ‖2≤1
∫
|Kˆ(ξ)|2|φ(ξ)|2dξ
=
1
(2pi)n
sup
f∈S,‖f‖2≤1
∫
|Kˆ(ξ)|2|fˆ(ξ)|2dξ = sup
f∈S,‖f‖2≤1
‖K ∗ f‖22 = ‖K‖222,
e ne segue ‖Kˆ‖∞ = ‖K‖22.
Quelli esposti sopra sono gli unici casi in cui Cpq e` identificabile con gli
spazi classici; tuttavia, utilizzando dei teoremi di interpolazione, si possono
ottenere altre condizioni. Uno di questi teoremi e` il seguente teorema di
convessita`, dovuto a Riesz-Thorin:
Teorema 9 (Riesz-Thorin). Sia 1 ≤ p0, p1, q0, q1 ≤ ∞, e sia T un oper-
atore lineare definito su un sottospazio X denso in Lp0 e in Lp1, a valori
nelle funzioni misurabili, e continuo da Lp0 a Lq0 e da Lp1 a Lq1. Allora,
dato t ∈ [0, 1] e posto
1
pt
=
1− t
p0
+
t
p1
1
qt
=
1− t
q0
+
t
q1
,
T e` continuo da Lpt a Lqt e
‖T‖ptqt ≤ ‖T‖1−tp0q0‖T‖tp1q1 .
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(per una dimostrazione Cf. [2], cap.5)
Come conseguenza, possiamo ottenere il seguente
Corollario 3. Se 1 < p < q < 2, si ha C11 ⊆ Cpp ⊆ Cqq ⊆ C22 e ‖K‖22 ≤
‖K‖qq ≤ ‖K‖pp ≤ ‖K‖11.
Dimostrazione. Se K ∈ C11, per il Teorema 7, K ∈ M e ‖K‖11 = ‖K‖1.
Inoltre per l’osservazione precedente e il Teorema 8, K ∈ C22 e ‖K‖22 =
‖Kˆ‖∞ ≤ ‖K‖1. Applicando il teorema di Riesz-Thorin si ottiene che K ∈
Cpp e ‖K‖pp ≤ ‖K‖11.
Se K ∈ Cpp, allora K ∈ Cp′p′ con la stessa norma, per il Lemma 4.
Allora K ∈ C22 e ‖K‖22 ≤ ‖K‖pp.
Infine interpolando fra Cpp e C22, si completa la dimostrazione.
Per concludere, data K ∈ S ′, definiamo l’insieme caratteristico di K
come l’insieme EK delle coppie (1/p, 1/q) nel quadrato [0, 1]× [0, 1] per cui
K e` un (p,q)-convolutore. Da quanto visto sopra, deriva allora il seguente
Corollario 4. L’insieme caratteristico di una distribuzione temperata K e`
convesso, simmetrico rispetto alla diagonale congiungente (0, 1) e (1, 0), ed
e` contenuto nel triangolo 1/p ≥ 1/q.
Dimostrazione. La convessita` segue dal Teorema di Riesz-Thorin, la pro-
prieta` di simmetria dal Lemma 4, l’ultima affermazione viene dal Teorema
5.
2.2 Misure positive su varieta`
Introduciamo ora le operazioni di integrazione e derivazione frazionaria.
Si dicono nuclei di integrazione frazionaria le distribuzioni
Is±(x) =
xs−1±
Γ(s)
,
dove s ∈ C, Re(s) > 0 e xk± = |x|kχR±(x). Tali nuclei formano due famiglie
analitiche di distribuzioni temperate, nel senso che, data f ∈ S, le funzioni
s 7→ 〈Is±, f〉
sono olomorfe; inoltre tali famiglie possono essere prolungate analiticamente
a tutto il piano complesso. Si definiscono inoltre
Isp =
|x|s−1
Γ(s/2)
=
Γ(s)
Γ(s/2)
(Is+ + I
s
−)
e
Isd =
|x|s−1sgnx
Γ( s+12 )
=
Γ(s)
Γ( s+12 )
(Is+ − Is−).
Volendo trovare le trasformate di Fourier di tali distribuzioni temperate,
valgono le seguenti formule:
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Proposizione 10.
Iˆsp(ξ) = pi
1/22sI1−sp (ξ)
Iˆsd(ξ) = ipi
1/22sI1−sd (ξ).
Passiamo ora a discutere le proprieta` dell’insieme caratteristico di una
misura liscia e positiva su una varieta`. Iniziamo con il
Lemma 5. Sia µ ∈ M(Rn) una misura positiva liscia su una varieta` S
di dimensione k. Condizione necessaria affinche` µ ∈ Cpq e` che il punto
(1/p, 1/q) sia contenuto nel triangolo chiuso di vertici
A = (0, 0) B = (1, 1) C = (
n
2n− k ,
n− k
2n− k ).
Dimostrazione. Sia f la funzione caratteristica della palla B di centro 0 e
raggio . Allora
µ ∗ f(x) =
∫
f(x− y)dµ(y) =
∫
x+B
dµ(y) = µ(x+B).
Se σ e` la misura superficiale su S e dµ = gdσ, sia S0 un aperto relativamente
compatto in S su cui g ≥ c > 0. Chiamando σ0 la restrizione di σ a
S0, si ha allora µ ≥ cσ0. Per semplificare le notazioni, possiamo supporre
c = 1. Supponiamo anche che  sia sufficientemente piccolo in modo che le
intersezioni di S0 con le palle di raggio  siano dei grafici.
Sia E = {x : d(x, S0) ≤ /2}. Se x ∈ E, l’insieme S0 ∩ (x + B) e`
sufficientemente grande affinche` σ0(x+B) ≥ ck. Di conseguenza
µ ∗ f(x) ≥ ck ∀x ∈ E.
Si noti anche che m(E) ≥ cn−k. Quindi
‖µ ∗ f‖q ≥ c(
∫
E
kqdx)1/q ≥ cn−kq +k.
Essendo ‖f‖p = c
n
p , se µ ∈ Cpq deve essere

n−k
q
+k ≤ Cnp
quando  e` sufficientemente piccolo. Ne segue che
n− k
q
+ k ≥ n
p
. (2.1)
Poiche` Cpq = Cq′p′ , si deve anche avere
(n− k)(1− 1
p
) + k ≥ n(1− 1
q
),
ossia
n− k
p
≤ n
q
. (2.2)
Mettendo insieme la (2.1) e la (2.2) si ha la conclusione.
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In alcuni casi l’insieme caratteristico e` l’intero triangolo ABC. Per quanto
segue e` necessario il seguente teorema di interpolazione complessa (per una
dimostrazione Cf. [2] cap.5)
Teorema 10 (di interpolazione complessa). Sia {Ts} una famiglia di
operatori lineari dipendenti da un parametro s ∈ C con a ≤ Re(s) ≤ b e
soddisfacenti le seguenti proprieta`:
(1) per ogni f semplice, Tsf e` misurabile;
(2) per ogni f, g semplici, la funzione s 7→ ∫ Tsf(x)g(x)dx e` continua per
a ≤ Re(s) ≤ b e olomorfa per a < Re(s) < b;
(3) esiste una costante c < pi/(b − a) tale che per ogni f, g sempici la
funzione
s = x+ iy 7→ e−c|y| log |
∫
Tsf(x)g(x)dx|
sia limitata;
(4) ‖Ta+iy‖p0,q0 ≤M0(y), ‖Tb+iy‖p1,q1 ≤M1(y), dove le funzioni
e−c|y| logMj(y) sono limitate per qualche c < pi/(b− a).
Allora, dati t ∈ (0, 1) e s con Re(s) = (1− t)a+ tb, Ts e` limitato da Lpt
a Lqt, dove
1
pt
=
1− t
p0
+
t
p1
1
qt
=
1− t
q0
+
t
q1
.
La norma di Ts dipende solo da t e dalle funzioni Mj(y).
Teorema 11. Sia S un’ipersuperficie con curvatura gaussiana mai nulla, e
sia µ una misura positiva liscia su S e a supporto compatto. Allora l’insieme
caratteristico di µ e` l’intero triangolo ABC (con k = n− 1).
Dimostrazione. E’ sufficiente dimostrare che il vertice C e` nell’insieme carat-
teristico. Nel seguito intenderemo dunque p = (n + 1)/n e q = n +
1.
Utilizzando una partizione dell’unita` di classe C∞, possiamo decomporre
µ in una somma finita di misure con supporto su porzioni di S che siano
grafici. Supponiamo quindi che µ stessa abbia un supporto sufficientemente
piccolo da essere il grafico xn = φ(x′), con φ(0) = 0, ∇φ(0) = 0, e matrice
Hessiana H0φ non degenere.
Sia {ψ} un’identita` approssimata C∞ a supporto compatto, e si ponga
µ = µ ∗ ψ. Se dimostriamo che ‖µ‖pq ≤ C, dove C e` indipendente da
 quando  e` sufficientemente piccolo, possiamo concludere che µ ∈ Cpq.
Infatti, se f, g ∈ S,
|〈µ ∗ f, g〉| = lim
→0
|〈µ ∗ f, g〉| ≤ sup
<0
‖µ ∗ f‖q‖g‖q′ ≤ C‖f‖p‖g‖q′ .
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Potremmo allora concludere che
‖µ ∗ f‖q = sup
g∈S,‖g‖q′≤1
|〈µ ∗ f, g〉| ≤ C‖f‖p.
Per s ∈ C, definiamo la distribuzione temperata Φs = δ0 ⊗ Isp , dove δ0 si
intende nella variabile x′ ∈ Rn−1 e il nucleo di integrazione frazionaria e`
inteso nella variabile xn ∈ R. Fissato  > 0, poniamo
Tsf = f ∗ µ ∗ Φs. (2.3)
Vogliamo applicare il Teorema 10 sulla striscia −n−12 ≤ Re(s) ≤ 1, control-
lando che le Mj(y) in (4) non dipendano da .
Osservando che µ e` una funzione C∞ a supporto compatto, si ha che
µ ∗ Φs e` una funzione C∞. Pertanto la sua convoluzione con una funzione
semplice f , che ha supporto compatto, e` ben definita. Quindi la (1) e`
soddisfatta.
Siano ora f, g semplici. Allora
〈Tsf, g〉 = 〈Φs, fˇ ∗ µˇ ∗ g〉.
La funzione fˇ ∗µˇ∗g e` C∞ a supporto compatto. Quindi 〈Tsf, g〉 dipende
analiticamente da s e la condizione (2) del Teorema 10 e` verificata.
Per verificare la (3), osserviamo che se m e` un intero pari,
〈Tsf, g〉 = 〈Φs+m, ∂mxn(fˇ ∗ µˇ ∗ g)〉.
Scegliamo m in modo che −n−12 + m > 0. Se il supporto di fˇ ∗ µˇ ∗ g e`
contenuto in BR, si ha
|〈Tsf, g〉| = | 1Γ((s+m)/2)
∫
|xn|≤R
∂mxn(fˇ ∗ µˇ ∗ g)(0, xn)|xn|s+m−1dxn|
≤ C|Γ((s+m)/2)|R
Re(s)+m ≤ CR|Γ((s+m)/2)| ,
se s e` nella striscia che ci interessa.
Per la formula di Stirling (valida per es. quando z tende a∞ dentro una
striscia verticale)
Γ(z) ∼
√
2pizz−
1
2 e−z,
si ha
log(
1
Γ((s+m)/2)
) ∼ c− (s+m− 1
2
) log
s+m
2
+
s+m
2
,
quando s tende all’infinito nella striscia −n−12 ≤ Re(s) ≤ 1. Quindi
log |〈Tsf, g〉| ≤ log CR|Γ((s+m)/2)| ≤ | log
CR
Γ((s+m)/2)
|
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≤ c+ |s+m− 1
2
log
s+m
2
|+ |s+m
2
|.
E’ quindi evidente che questa espressione cresce in modo al piu` polinomi-
ale nella striscia, per cui la (3) e` senz’altro verificata, prendendo c > 0
arbitrariamente piccolo.
Passiamo ora alla (4), ponendo p0 = q0 = 2 (in corrispondenza di
Re(s) = −(n − 1)/2) e p1 = 1, q1 = ∞ (in corrispondenza di Re(s) = 1).
Per il Teorema 8, se s = −n−12 + iy, la norma di Ts come operatore da L2
in se´ e` data dalla norma L∞ della trasformata di Fourier del nucleo. Ora,
utilizzando la Proposizione 10,
µ̂ ∗ Φs(ξ) = µˆ(ξ)ψ̂(ξ)Φ̂s(ξ) = µˆ(ξ)ψˆ(ξ)
√
pi2−
n−1
2
+iy
Γ(n+12 − iy)
|ξn|
n−1
2
−iy.
Per il Teorema 1, |µˆ(ξ)| ≤ C|ξn|−n−12 , e dunque compensa l’ultimo fat-
tore. Inoltre ψˆ(ξ) e` limitata uniformemente in . Di conseguenza possiamo
prendere
M0(y) =
c
|Γ(n+12 − iy)|
.
Applicando nuovamente la formula di Stirling, si verifica che M0 soddisfa la
condizione richiesta.
Se ora Re(s) = 1, scriviamo Tsf = ψ ∗ (f ∗ µ ∗ Φs), dove
(f ∗ µ ∗ Φs)(x) = 1
Γ(s/2)
∫
f ∗ µ(x′, xn − yn)|yn|s−1dyn
=
1
Γ(s/2)
∫ ∫
f(x′ − t′, xn − φ(t′)− yn)g(t′)|yn|s−1dt′dyn
=
1
Γ(s/2)
∫ ∫
f(x′ − t′, xn − tn)g(t′)|tn − φ(t′)|s−1dt′dtn
=
1
Γ(s/2)
∫ ∫
f(x− t)g(t′)|tn − φ(t′)|s−1dt′dtn
(g funzione C∞). Il nucleo di convoluzione
Ks(t) =
g(t′)
Γ(s/2)
|tn − φ(t′)|s−1
e` limitato se Re(s) = 1 e tale e` la sua convoluzione con ψ. Precisamente si
ha:
‖Ts‖1∞ = ‖ψ ∗Ks‖∞ ≤ ‖ψ‖1‖Ks‖∞ ≤ C|Γ(s/2)| .
Applicando una terza volta la formula di Stirling, si verifica che ancheM1(y)
soddisfa la (4).
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Segue allora dal Teorema 10 che T0 e` limitato tra due opportuni spazi
Lp e Lq. Per verificare che si tratta dei valori cercati, osserviamo che per
avere 0 = −n−12 (1− t) + t si deve prendere t = n−1n+1 . Allora
1
pt
=
1− n−1n+1
2
+
n−1
n+1
2
=
n
n+ 1
,
mentre qt e` sicuramente il suo coniugato.
Capitolo 3
Restrizione della trasformata
di Fourier
Supponiamo che S sia una sottovarieta` C∞ di Rn, e indichiamo al solito con
dσ la misura su S indotta dalla misura di Lebesgue sull’ambiente. Si dice
che per S vale la proprieta` di restizione Lp se esiste un q = q(p) tale che sia
verificata la diseguaglianza
(
∫
S0
|fˆ(ξ)|qdσ(ξ))1/q ≤ Ap,q(S0)‖f‖Lp (3.1)
per ogni f ∈ S e per ogni sottoinsieme aperto S0 ⊆ S che abbia chiusura
compatta in S. Osserviamo al solito che grazie alla densita` di S in Lp, se
vale la stima precedente possiamo definire fˆ su S per ogni f ∈ Lp. Nei
teoremi seguenti cercheremo di determinare, ponendo delle condizioni sulla
superficie, i valori di p e q per i quali e` verificata la (3.1). Iniziamo col
seguente
Lemma 6 (diseguaglianza di Hardy-Littlewood-Sobolev). Se f ∈
Lp(Rn),
‖f ∗ (|y|−γ)‖Lq(Rn) ≤ Ap,q‖f‖Lp(Rn) (3.2)
per
0 < γ < n, 1 < p < q <∞, e 1
q
=
1
p
− n− γ
n
. (3.3)
Dimostrazione. Sia Mf la funzione massimale
(Mf)(x) = sup
r>0
cnr
−n
∫
|y|<r
|f(x− y)|dy
dove rn/cn e` il volume della palla di raggio r. Si ha
[f∗(|y|−γ)](x) =
∫
f(x−y)|y|−γdy =
∫
|y|<r
f(x−y)|y|−γdy+
∫
|y|>r
f(x−y)|y|−γdy.
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Il primo integrale e` la convoluzione di f con la funzione
|y|−γχB(R)(y),
dove χB(R) e` la funzione caratteristica della palla di raggio R centrata nel-
l’origine. Dato che questa funzione e` radiale, decrescente e integrabile, tale
integrale si maggiora con1
(Mf)(x) ·
∫
|y|≤R
|y|−γdy = cRn−γ · (Mf)(x).
Per la diseguaglianza di Holder, il secondo integrale e` dominato da
‖f‖Lp(Rn) · ‖|y|−γ · χcB(R)‖Lp′ (Rn).
|y|−γ · χcB(R) ∈ Lp′(Rn) quando −γp′ < −n e, grazie a (3.3),
γp′ − n = np
′
q
> 0.
Di conseguenza
‖|y|−γ · χcB(R)‖Lp′ (Rn) = cR−n/q
Sommando i due integrali, otteniamo
|(f ∗ |y|−γ)(x)| ≤ A[(Mf)(x) ·Rn−γ + ‖f‖Lp ·R−n/q].
Infine, scegliamo R in modo che i due addendi del membro destro siano
uguali, i.e.
(Mf)(x)
‖f‖Lp = R
−n+γ−n/q = R−n/p.
Sostituendo nella stima precedente si trova
|(f ∗ |y|−γ)(x)| ≤ A · [(Mf)(x)]p/q · ‖f‖1−p/qLp .
La diseguaglianza (3.2) segue allora applicando alla precedente la disegua-
glianza standard per l’operatore massimale M (‖M(f)‖p ≤ Cp‖f‖p).
Teorema 12. Sia S una sottovarieta` C∞ m-dimensionale di Rn, e sia k il
suo genere. Allora esiste un p0 = p0(S), 1 < p0, tale che S abbia la proprieta`
di restrizione Lp (3.1) con q = 2 e 1 ≤ p ≤ p0.
1In generale, se Φ e` una funzione non negativa, radiale e radialmente decrescente defini-
ta su Rn, allora |f ∗Φ(x)| ≤ Mf(x) · ∫Rn Φdy. Per verificare la diseguaglianza, ci si riduce
al caso in cui Φ e` normalizzata dalla condizione
∫
Φ = 1. Inoltre, basta considerare
le funzioni del tipo Φ =
∑n
j=1 ajχBj , con aj > 0 ∀j e χBj funzione caratteristica di
una palla centrata nell’origine, dato che ogni Φ verificante le ipotesi precedenti puo` es-
sere approssimata da una somma finita di tal tipo. In tal caso, essendo
∑
aj |Bj | = 1 e
(f ∗ χBj )(x) ≤ |Bj |Mf(x), la diseguglianza cercata segue immediatamente.
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Dimostrazione. Basta dimostrare che, data ψ ∈ C∞0 , ψ ≥ 0, si ha
(
∫
S
|fˆ(ξ)|2ψ(ξ)dσ(ξ))1/2 ≤ A‖f‖Lp(Rn) per f ∈ S.
Poniamo dµ = ψdσ, e consideriamo l’operatore R, dove Rf(ξ) e` definito per
ξ ∈ S dalla trasformata di Fourier
Rf(ξ) =
∫
Rn
e−2piix·ξf(x)dx.
Vogliamo dimostrare che R e` continuo da Lp(Rn) a L2(S, dµ). Consideriamo
l’operatore R∗, definito da
R∗f(x) =
∫
S
e2piix·ξf(ξ)dµ(ξ)
per x ∈ Rn. Si ha che
〈Rf,Rf〉L2(S,dµ) = 〈R∗Rf, f〉L2(Rn).
Allora per dimostrare che
R : Lp(Rn)→ L2(S, dµ)
e` limitato, basta dimostrare (grazie alla diseguaglianza di Holder) che
R∗R : Lp(Rn)→ Lp′(Rn)
e` limitato, dove p′ e` l’esponente coniugato a p. Si ha
(R∗Rf)(x) =
∫
Rn
∫
S
e2piiξ·(x−y)dµ(ξ)f(y)dy;
ne segue che (R∗Rf)(x) = (f ∗K)(x) dove
K(x) = d̂µ(−x).
Per il Teorema 2,
|K(x)| ≤ A|x|−1/k;
chiaramente K e` limitato e di conseguenza
|K(x)| ≤ A|x|−γ , per ogni 0 ≤ γ ≤ 1/k.
Per il lemma precedente, l’operatore f 7→ f ∗ (|x|−γ) e` limitato da Lp(Rn)
a Lq(Rn) quando 1 < p < q < ∞ e 1/q = 1/p − 1 + γ/n. Se allora q = p′,
1/q = 1− 1/p; percio` la relazione fra gli esponenti diventa 2− 2/p = γ/n e
la restrizione 0 ≤ γ ≤ 1/k diventa
1 ≤ p ≤ 2nk
2nk − 1 = p0;
quindi la dimostrazione e` conclusa.
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Nel caso di un’ipersuperficie con curvatura gaussiana non nulla, pos-
siamo modificare la parte finale della dimostrazione del teorema precedente
utilizzando il Teorema 1 invece del Teorema 2 per stimare |K(x)|. Si trova
che la proprieta` di restrizione vale in tal caso con p0 = 4n3n+1 . Tale risultato
non e` il migliore possibile; una via per dimostrare un risultato piu` preciso
consiste nello studiare il comportamento di operatori del tipo
(Tλf)(ξ) =
∫
Rn−1
eiλΦ(x,ξ)ψ(x, ξ)f(x)dx, (3.4)
che mandano funzioni su Rn−1 in funzioni su Rn. Qui ψ e` una funzione C∞
con supporto compatto in entrambe le variabili, mentre Φ e` una fase (quindi
a valori reali) C∞. Supponiamo che, per ogni (x0, ξ0) ∈ supp(ψ), la forma
bilineare B(u, v) definita su Rn−1 × Rn da
B(u, v) = 〈u,∇x〉〈v,∇ξ〉Φ(x, ξ)|(x0,ξ0)
abbia rango massimo n− 1.
In tal caso, esiste (unico a meno del segno), un vettore u¯ ∈ Rn, |u¯| = 1,
tale che la funzione scalare
x 7→ 〈u¯,∇ξΦ(x, ξ0)〉
abbia un punto critico in x = x0. Assumiamo che tale punto critico sia non
degenere; supponiamo cioe` che la forma quadratica associata (n−1)×(n−1)
sia nonsingolare, ovvero
det(
∂2〈u¯,∇ξΦ(x, ξ0)〉
∂xi∂xj
)|x=x0 6= 0. (3.5)
Vale allora il seguente
Teorema 13. Nelle ipotesi precedenti, per l’operatore Tλ si ha la stima
‖Tλf‖Lq(Rn) ≤ Aλ−n/q‖f‖Lp(Rn−1), (3.6)
dove
q = (
n+ 1
n− 1)p
′ e 1 ≤ p ≤ 2
(p′ e` l’esponente coniugato a p)
Dimostrazione. Consideriamo l’operatore duale
(T ∗λf)(x) =
∫
Rn
e−iλΦ(x,ξ)ψ¯(x, ξ)f(ξ)dξ (3.7)
che manda funzioni su Rn in funzioni su Rn−1. Sia g una funzione su Rn.
Utilizzando la (3.6) e la diseguaglianza di Holder si ha che∫
Rn−1
f(T ∗λg)dx =
∫
Rn
(Tλf)g¯dξ ≤ ‖Tλf‖q‖g‖q′ ≤ Aλ−n/q‖f‖p‖g‖q′
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e di conseguenza
‖T ∗λg‖p′ ≤ Aλ−n/q‖g‖q′ per p′ = (
n− 1
n+ 1
)q 1 ≤ q′ ≤ 2n+ 2
n+ 3
.
La stima (3.6) e` allora equivalente alla sua versione duale
‖T ∗λ (f)‖Lq(Rn−1) ≤ Aλ−n/p
′‖f‖Lp(Rn) q = (
n− 1
n+ 1
)p′, (3.8)
con 1 ≤ p ≤ (2n + 2)/(n + 3) ((2n + 2)/(n + 3) e` l’esponente duale di
2(n+ 1)/(n− 1)).
Passo 1. Dimostriamo prima il teorema per p = 2. Per dualita`, il caso
p = 2 e` equivalente a
‖T ∗λ (f)‖L2(Rn−1) ≤ Aλ−n/r
′‖f‖Lr(Rn), r′ =
2n+ 2
n− 1 , r =
2n+ 2
n+ 3
.
‖T ∗λ (f)‖2L2(Rn−1) si puo` scrivere come∫
Rn
∫
Rn
Kλ(ξ, η)f(ξ)f¯(η)dξdη,
con
Kλ(ξ, η) =
∫
Rn−1
eiλ[Φ(x,η)−Φ(x,ξ)]ψ(x, η)ψ¯(x, ξ)dx. (3.9)
Indicando con U l’operatore avente come nucleo Kλ(ξ, η), si ha U = TλT ∗λ .
Dato che ‖T ∗λf‖2L2(Rn−1) = 〈Uf, f〉, basta, grazie alla diseguaglianza di
Holder, dimostrare che
‖U(f)‖Lr′ (Rn) ≤ Aλ−2n/r
′‖f‖Lr(Rn).
Estendiamo la fase Φ, inizialmente definita su Rn−1 × Rn, a Rn × Rn. In-
dichiamo con x˜ = (x, y), x ∈ Rn−1, y ∈ R, un elemento di Rn. Definiamo
Φ˜ : Rn × Rn → R con
Φ˜(x˜, ξ) = Φ(x, ξ) + yΦ0(ξ) (3.10)
dove Φ0 e` scelto in modo che l’Hessiano di Φ˜ non si annulli, ovvero
det(
∂2Φ˜(x˜, ξ)
∂x˜i∂ξj
) 6= 0. (3.11)
Cio` e` possibile; infatti, dato che la matrice [∂2/∂xi∂ξjΦ(x, ξ)] ha gia` rango
n− 1, ci basta scegliere Φ0(ξ) in modo che
(u¯ · ∇ξ)Φ0(ξ) 6= 0,
dove u¯ e` come in (3.5).
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Passo 2. Fissiamo una funzione ζ ∈ C∞0 con ζ(y) = 1 per |y| ≤ 1 e
consideriamo la famiglia di distribuzioni {αs} su R ottenuta prolungando
analiticamente la famiglia di funzioni {αs}, che inizialmente e` definita per
Re(s) > 0 da
αs(y) =
{
es
2
Γ(s)y
s−1ζ(y) se y > 0;
0 se y ≤ 0.
Il fattore e
s2
Γ(s) e` utile perche` si annulla per quando s e` un intero non positivo
e perche` decresce rapidamente quando s = σ + it e |t| → ∞ con s in una
stiscia fissata del tipo a < σ < b. Mostriamo che s 7→ αs e` prolungabile
analiticamente (con una funzione a valori distribuzioni) per ogni s ∈ C.
Sia φ ∈ S e sia N  0 un intero. Per Re(s) > 0 si ha, integrando per
parti N volte e ponendo (d/dy)N [yN+s−1] = cN (s)ys−1
αs(φ) =
∫ +∞
−∞
αs(y)φ(y)dy
= (−1)N e
s2
Γ(s)cN (s)
∫ +∞
0
yN+s−1(
d
dy
)N [ζ(y)φ(y)]dy; (3.12)
cio` mostra che αs(φ) si prolunga a Re(s) > −N , e quindi a tutto C.
Osserviamo poi che prendendo N = 1 e facendo tendere s a 0, si ottiene
(sapendo che sΓ(s)→ 1 per s→ 0)
α0(φ) = −
∫ +∞
0
d
dy
[φ(y)ζ(y)]dy = φ(0)ζ(0) = φ(0),
ovvero
α0 = δ0 (3.13)
Infine ci servira` la seguente stima sulla trsformata di Fourier di αs
|
∫
αs(y)eiyudy| ≤ Aσ(1 + |u|)−σ, s = σ + it, σ ≤ 1, (3.14)
dove l’integrale e` definito per prolungamento analitico in s. Sia ζ˜ una fun-
zione C∞ a supporto compatto tale che ζ˜(y) = 1 per y ∈ supp(ζ). Posto
allora φ(y) = eiyuζ˜(y), si ha∫
αs(y)eiyudy =
∫
αs(y)φ(y)dy.
Allora, se −N < σ ≤ −N + 1, grazie a (3.12) la dimostrazione di (3.14) si
riduce al caso in cui 0 < σ ≤ 1. In tal caso, osserviamo che quando |u| non e`
grande, la stima (3.14) e` banale dato che αs(y) e` integrabile. Per |u| grande
scriviamo∫
αs(y)eiyudy =
∫ 1/|u|
0
αs(y)eiyudy +
∫ +∞
1/|u|
αs(y)eiyudy.
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Il primo integrale e` O(
∫ |u|−1
0 y
σ−1dy) = O(|u|−σ); per il secondo, usando
la Proposizione 2 (con k = 1), si trova O(|u|−1 · |u|1−σ) = O(|u|−σ) e cio`
conclude la dimostrazione di (3.14).
Passo 3. Definiamo una famiglia analitica di operatori {U s} con
U sf(ξ) =
∫
Rn
Ks(ξ, η)f(η)dη,
dove Ks(ξ, η) = Ksλ(ξ, η) e` dato da
Ks(ξ, η) =
∫
Rn
eiλ[Φ˜(x˜,η)−Φ˜(x˜,ξ)]ψ(x, η)ψ¯(x, ξ)αs(y)dxdy (3.15)
(questo integrale e` definito per prolungamento analitico a partire da
Re(s) > 0).
Osserviamo che per Re(s) = 1, l’operatore U s deriva dalla composizione
S2 ◦ S1 di due operatori definiti come segue:
(S1f)(x˜) =
∫
Rn
eiλΦ˜(x˜,η)ψ(x, η)ζ˜(y)f(η)dη
e
(S2g)(ξ) =
∫
Rn
e−iλΦ˜(x˜,ξ)ψ¯(x, ξ)ζ(y)|y|s−1 e
s2
Γ(s)
g(x˜)dx˜.
Grazie a (3.11) vale
det(
∂2Φ˜(x˜, ξ)
∂x˜i∂ξj
) 6= 0
e inoltre il fattore |y|s−1 es
2
Γ(s) e` limitato; e` quindi possibile applicare il Lemma
7 e ne segue
‖U s(f)‖L2(Rn) ≤ Aλ−n‖f‖L2(Rn), per Re(s) = 1. (3.16)
Si ha inoltre che
‖U s(f)‖L∞(Rn) ≤ A‖f‖L1(Rn), per Re(s) = −
n− 1
2
. (3.17)
Per dimostrare (3.17), basta vedere che
|Ks(ξ, η)| ≤ A, per Re(s) = −n− 1
2
. (3.18)
Indichiamo con αˆs(u) il prolungamento analitico di∫
αs(y)eiyudy.
Allora dalle formule (3.15), (3.10) e (3.9) deriva che
Ks(ξ, η) = Kλ(ξ, η) · αˆs(λ[Φ0(η)− Φ0(ξ)]).
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Inoltre da (3.14) segue che |αˆs(u)| ≤ A(1 + |u|)(n−1)/2 per Re(s) = −n−12 ;
quindi per dimostrare (3.18) basta vedere che
|Kλ(ξ, η)| ≤ A(1 + λ|ξ − η|)(1−n)/2. (3.19)
Per dimostrare (3.19), possiamo supporre che l’integrando in (3.9) (ed in
particolare la funzione ψ che appare in esso) abbia supporto in un intorno
sufficientemente piccolo di (x0, ξ0) (altrimenti, al solito, possiamo scrivere
Tλ come somma finita di operatori di tal genere). Posto
Ψ(x, ξ, η) = Φ(x, η)− Φ(x, ξ),
abbiamo che
(
∂
∂x
)α[Ψ(x, ξ, η)−∇ξΦ(x, ξ) · (η − ξ)] = O(|η − ξ|2), (3.20)
per ogni multiindice α.
Vi sono allora due casi:
(i) η − ξ o ξ − η e` vicino alla direzione critica u¯,
(ii) entrambe queste direzioni sono lontane da u¯.
Nel primo caso, in virtu` di (3.20) e (3.5), il determinante Hessiano (n−1)×
(n− 1) di
x 7→ Ψ(x, ξ, η)
ha modulo superiore a |ξ− η|n−1, e allora (3.19) e` conseguenza della Propo-
sizione 6.
Nel secondo caso, si ha che |∇xΨ(x, ξ, η)| ≥ c|ξ−η|, poiche` ∇x∇ξΦ(x, ξ)
ha rango n − 1 e (η − ξ) e` lontano dalle direzioni critiche u¯ e −u¯. Di
conseguenza, per la Proposizione 4, Kλ(ξ, η) decresce rapidamente per λ|ξ−
η| → ∞, e ne segue la (3.19). Quindi la stima (3.17) e` dimostrata.
Passo 4. Per concludere la dimostrazione del teorema ricorriamo all’in-
terpolazione, utilizzando una variante del Teorema 10 (Cf. [2] cap.5). Nel
nostro caso la famiglia di operatori {U s} soddisfa le ipotesi (1) e (2) del
Teorema 10 con
a = −n− 1
2
, b = 1
(dato che i nucleiKs(ξ, η) dipendono in modo analitico da s per a < Re(s) <
b e in modo continuo per a ≤ Re(s) ≤ b); valgono tuttavia delle ipotesi piu`
forti rispetto a (3) e (4). Si ha infatti
(3′) per ogni f, g semplici la funzione
s 7→ |
∫
Rn
U sf(x)g(x)dx|
e` uniformemente limitata nella striscia a ≤ Re(s) ≤ b (cio` perche` i
nucleiKs(ξ, η) hanno supporto compatto fissato e sono uniformemente
limitati per (ξ, η) ∈ Rn × Rn e a ≤ Re(s) ≤ b);
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(4′) ‖U s‖p0,q0 ≤ M0 se Re(s) = a e ‖U s‖p1,q1 ≤ M1 per Re(s) = b, e
in tal caso M0 (= A) e M1 (= Aλ−n) non dipendono da Im(s)
(cio` e` conseguenza delle stime (3.16) e (3.17), dove nel nostro caso
p1 = q1 = 2, p0 = 1 e q0 =∞).
Possiamo allora concludere che
‖Ua(1−θ)+bθ(f)‖Lq ≤M1−θ0 M θ1 ‖f‖Lp , (3.21)
dove 0 ≤ θ ≤ 1, e
1
q
=
1− θ
q0
+
θ
q1
1
p
=
1− θ
p0
+
θ
p1
.
Per completare la dimostrazione del teorema basta allora ricordare che U =
U0 e scelto θ tale che
0 = (
1− n
2
) · (1− θ) + 1 · θ
si ha
‖U0(f)‖Lr′ (Rn) ≤ Aλ−2n/r
′‖f‖Lr(Rn)
con
θ =
n− 1
n+ 1
, r =
2(n+ 1)
n+ 3
, r′ =
2(n+ 1)
n− 1 .
Dato che TλT ∗λ = U , otteniamo (3.6) con p = 2, q = 2(n+1)/(n−1). Infine,
applicando nuovamente il teorema di interpolazione (stavolta con U s = Tλ
indipendente da s) con tali p e q e con il caso banale di (3.6) p = 1, q =∞,
si conclude la dimostrazione.
Resta da dimostrare il seguente
Lemma 7. Sia Tλ, λ > 0 definito da
(Tλf)(ξ) =
∫
Rn
eiλΦ(x,ξ)ψ(x, ξ)f(x)dx, (3.22)
dove ψ e` una fissata funzione C∞ con supporto compatto in x e ξ e Φ e`
una fase C∞. Supponiamo che, sul supporto di ψ, l’Hessiano di Φ non si
annulli, ovvero
det(
∂2Φ(x, ξ)
∂xi∂ξj
) 6= 0. (3.23)
Allora
‖Tλ(f)‖L2(Rn) ≤ Aλ−n/2‖f‖L2(Rn). (3.24)
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Dimostrazione. Per dimostrare (3.24), basta dimostrare che la norma dell’-
operatore TλT ∗λ e` limitata da Aλ
−n. Scriviamo
(TλT ∗λf)(ξ) =
∫
Kλ(ξ, η)f(η)dη,
dove
Kλ(ξ, η) =
∫
Rn
eiλ[Φ(x,ξ)−Φ(x,η)]ψ(x, ξ)ψ¯(x, η)dx. (3.25)
Sia
M(x, ξ) = (
∂2Φ(x, ξ)
∂xi∂ξj
)
e, dato a ∈ Rn, poniamo ∇ax = 〈a,∇x〉. Fissiamo temporaneamente (ξ, η) e
sia
∆ = ∆(x, ξ, η) = ∇a(x)x [Φ(x, ξ)− Φ(x, η)], a(x) ∈ Rn;
osserviamo che ∆ = 〈M(x, ξ)[a(x)], ξ−η〉+O(|ξ−η|2). Dato che per ipotesi
M e` invertibile, possiamo scegliere
a(x) = a(x, ξ, η) =M(x, ξ)−1(
ξ − η
|ξ − η|);
ne segue 〈M(x, ξ)[a(x)], ξ − η〉 = |ξ − η|. A patto di scegliere supp(ψ)
sufficientemente piccolo (questo non e` restrittivo perche`, utilizzando al solito
una partizione dell’unita`, possiamo eventualmente scrivere Tλ come somma
finita di operatori che abbiano supp(ψ) piccolo), otteniamo che
|∆(x, ξ, η)| ≥ c|ξ − η| per (ξ, η) ∈ supp(Kλ);
inoltre ∆ e` C∞ (lo sono a e M). Definiamo l’operatore
Dx = [iλ∆(x, ξ, η)]−1∇a(x)x .
Allora, dato che
(Dx)N (eiλ[Φ(x,ξ)−Φ(x,η)]) = eiλ[Φ(x,ξ)−Φ(x,η)],
possiamo integrare per parti N volte in (3.25) e ottenere
Kλ(ξ, η) =
∫
Rn
eiλ[Φ(x,ξ)−Φ(x,η)](tDx)N [ψ(x, ξ)ψ¯(x, η)]dx.
Di conseguenza
|Kλ(ξ, η)| ≤ AN (1 + λ|ξ − η|)−N , N ≥ 0. (3.26)
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Si ha poi che
‖TλT ∗λ‖L2 = sup
‖f‖2≤1,‖g‖2≤1
|〈TλT ∗λf, g〉|
= sup
‖f‖2≤1,‖g‖2≤1
|
∫ ∫
Kλ(ξ, η)f(η)g¯(ξ)dηdξ|; (3.27)
ed essendo
|fg| ≤ (|f |2 + |g|2)/2,
l’integrale doppio in (3.27) e` dominato da
1
2
{
∫ ∫
|Kλ(ξ, η)||f(η)|2dηdξ +
∫ ∫
|Kλ(ξ, η)||g(ξ)|2dηdξ}. (3.28)
Ricordando la stima (3.26) e che ‖f‖2 ≤ 1, ‖g‖2 ≤ 1, possiamo integrare
prima rispetto a ξ nel primo addendo e prima rispetto a η nel secondo; ne
segue, scelto N > n, che (3.28) (e quindi anche (3.27)) si maggiora con
A′
∫
Rn
dξ
(1 + λ|ξ|)N = Aλ
−n
e la dimostrazione e` conclusa.
Possiamo ora enunciare un teorema di restrizione nel caso di un’ipersu-
perficie
Teorema 14. Sia S ⊂ Rn una varieta` di dimensione n − 1 con curvatura
gaussiana mai nulla, e sia S0 un sottoinsieme compatto di S. Allora
(
∫
S0
|fˆ(ξ)|qdσ(ξ))1/q ≤ A(S0)‖f‖Lp(Rn), f ∈ S, (3.29)
per
1 ≤ p ≤ 2n+ 2
n+ 3
e q = (
n− 1
n+ 1
)p′,
dove p′ e` l’esponente coniugato a p.
Dimostrazione. Al solito si puo` localizzare il problema ad un piccolo intorno
di un punto fissato di S0, e, utilizzando un cambiamento di variabili che
mandi tale punto nell’origine, possiamo supporre che in tale intorno S sia
data come grafico
xn = φ(x1, · · · , xn−1) = φ(x′)
con φ(0) = ∇φ(0) = 0 e (ipotesi)
det
1≤i,j≤n−1
[
∂2φ
∂xi∂xj
](x′) 6= 0
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per x′ = (x1, · · · , xn) in un intorno di 0. Dato che
dσ(x) = dσ(x′, φ(x′)) = (1 + |∇φ|2)1/2dx′
per dimostrare (3.29) basta verificare che
(
∫
|fˆ(x′, φ(x′))|qψ˜(x′)dx′)1/q ≤ A‖f‖p, (3.30)
dove ψ˜ ∈ C∞0 (Rn−1). Consideriamo l’operatore
(T ∗λf)(x
′) =
∫
Rn
e−iλΦ(x
′,ξ)ψ˜(x′)ψ0(ξ)f(ξ)dξ, (3.31)
dove Φ(x′, ξ) = 2pi(x′ · ξ′ + φ(x′)ξn). Φ soddisfa le ipotesi del Teorema 13
con x0 = 0 e u¯ = (0, · · · , 0, 1). Allora, se ψ0 ∈ C∞0 (Rn) con ψ0(0) = 1, si ha
‖T ∗λ (f)‖Lq(Rn−1) ≤ Aλ−n/p
′‖f‖Lp(Rn), con q = (
n− 1
n+ 1
)p′ (3.32)
(questa e` la diseguaglianza (3.8)). Per concludere la dimostrazione basta
utilizzare un cambiamento di variabili, riscalando in ξ. Sostituendo in (3.32)
f con fλ, fλ(ξ) = f(λξ), e osservando che ‖fλ‖p = λ−n/p‖f‖p si trova
λ−n‖
∫
Rn
e−iλΦ(x
′, ξ
λ
)ψ˜(x′)ψ0(
ξ
λ
)f(ξ)dξ‖q ≤ Aλ−n(
1
p
+ 1
p′ )‖f‖p = Aλ−n‖f‖p
e, moltiplicando per λn e passando al limite per λ→∞, tenendo conto del
fatto che ψ0(ξ/λ) → 1 e che Φ e` omogenea di grado 1 nella variabile ξ, si
ottiene
‖
∫
Rn
e−2pii(x
′·ξ′+φ(x′)ξn)ψ˜(x′)f(ξ)dξ‖Lq(Rn−1) ≤ A‖f‖p
che e` la (3.30), da cui la tesi.
Il seguente lemma mostra che, nel caso di un’ipersuperficie, vi sono delle
coppie (p, q) per le quali sicuramente non vale (3.29).
Lemma 8. 1. La relazione q = (n−1n+1)p
′ e` la migliore possibile 2
2. Non vale nessun teorema di restrizione quando p ≥ 2nn+1 ; n ≥ 2
Dimostrazione. Per dimostrare (1), prendiamo S = Sn−1 = {x ∈ Rn :
x21 + · · ·x2n = 1}. In tal caso (3.29) e` equivalente a∫
1−δ<|ξ|<1+δ
|fˆ(ξ)|qdξ ≤ cδ‖f‖qLp(Rn) (3.33)
2Ovvero, fissato p, non e` possibile dimostrare la (3.29) per q > (n−1
n+1
)p′ (S0 e` compatto).
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con δ > 0 sufficientemente piccolo. Per c sufficientemente piccolo il paral-
lelepipedo
Rδ = {(ξ1, · · · , ξn) : |ξ1 − 1| < cδ, |ξ2| < cδ1/2, · · · , |ξn| < cδ1/2}
e` contenuto nell’insieme {ξ : 1 − δ < |ξ| < 1 + δ}. Fissiamo g ∈ S(R) con
gˆ(ξ) ≥ 1 per |ξ| ≤ c e definiamo f con
fˆ(ξ1, · · · , ξn) = gˆ(ξ1 − 1
δ
)gˆ(
ξ2
δ1/2
) · · · gˆ( ξn
δ1/2
).
Allora
f(x1, · · · , xn) = g(δx1)e−2piix1g(δ1/2x2) · · · g(δ1/2xn) · δ(n+1)/2
e di conseguenza (3.33) diventa
δ
(n+1)
2 ≤ c′δ · δ (n+1)2 q · δ−
(n+1)
2
q
p
dato che
‖f‖Lp = (
∫
|g(δx1)g(δ1/2x2) · · · g(δ1/2xn)|pdx1 · · · dxn)1/p = cδ−
(n+1)
2
1
p .
Si ha quindi che
δ
(n−1)
2
− (n+1)
2
q ≤ cδ−
(n+1)
2
q
p .
Dato che tale diseguaglianza deve valere per δ → 0, deve essere
(n+ 1)
2
q
p
≥ (n+ 1)
2
q − (n− 1)
2
,
ovvero q ≤ (n−1n+1)p′, come voluto.
Per dimostrare (2), ricordiamo che se f(x) = f0(|x|) e` una funzione
radiale definita su Rn, la sua trasformata di Fourier e` anch’essa radiale ed e`
data da (Cf. [2])
fˆ(ξ) = 2pi|ξ|(2−n)/2
∫ ∞
0
J(n−2)/2(2pi|ξ|r)f0(r)rn/2dr, (3.34)
dove J (una funzione di Bessel) e` definita da
Jm(r) =
1
2pi
∫ 2pi
0
eir sin θe−imθdθ. (3.35)
Sia S la sfera unitaria; per ottenere la tesi basta allora dimostrare che se
p ≥ 2nn+1 , fˆ 6∈ L1(S). Perche` si abbia fˆ ∈ L1(S) e` necessario e sufficiente
che il modulo dell’integrale in (3.34) (con |ξ| = 1) sia finito. Dato che
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f ∈ Lp(Rn), rn−1f0(r)p ∈ L1(R), ovvero r
n−1
p f0(r) ∈ Lp(R). Quindi, per
Holder, fˆ ∈ L1(S) se e solo se
J(n−2)/2(2pir)rn/2r
1−n
p ∈ Lp′(R),
ovvero, essendo Jm(r) = O(r−1/2) per r →∞, se e solo se
cr
1−n
p
+n−1
2 ∈ Lp′(R).
Serve quindi che
(
n− 1
p
+
1− n
2
)p′ > 1,
ovvero p < 2nn+1 .
Nel caso n = 2, il Teorema 14 puo` essere esteso a tutti i p < 2nn+1 =
4
3
e questo, grazie al lemma precedente, e` il migliore risultato possibile. A
questo scopo sara` sufficiente dimostrare una generalizzazione del Teorema
13 nel caso n = 2.
Teorema 15. Nelle ipotesi del Teorema 13 con n = 2, si ha che
‖Tλ(f)‖Lq(R2) ≤ Aλ−2/q‖f‖Lp(R) (3.36)
con q = 3p′ e 1 ≤ p < 4.
Dimostrazione. Scriviamo
[Tλf(ξ)]2 =
∫
R
∫
R
eiλ[Φ(x1,ξ)+Φ(x2,ξ)]ψ(x1, ξ)ψ(x2, ξ)f(x1)f(x2)dx1dx2.
(3.37)
(3.37) puo` essere visto come un integrale oscillante avente come fase la
funzione da R2 × R2 in R
Φ0(x, ξ) = Φ(x1, ξ) + Φ(x2, ξ) x = (x1, x2).
Utilizziamo il cambiamento di variabili (x1, x2) 7→ (s1, s2) definito da{
s1 = x1 + x2
s2 = x1x2
Si ha che
det(
∂(s1, s2)
∂(x1, x2)
) = x1 − x2
e di conseguenza ds1ds2 = |x1 − x2|dx1dx2. Ponendo Φ˜(s, ξ) = Φ0(x, ξ) e
tenendo conto del fatto che la mappa dallo spazio delle x a quello delle s ha
grado 2, l’integrale (3.37) si puo` scrivere come
G(ξ) = [Tλf(ξ)]2 = 2
∫
R2
eiλΦ˜(s,ξ)ψ˜(s, ξ)F (s)ds (3.38)
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dove ψ˜(s, ξ) = ψ(x1, ξ)ψ(x2, ξ) e
F (s) =
f(x1)f(x2)
|x1 − x2| .
Notiamo che Φ˜ e` ancora una funzione C∞ e, usando la condizione (3.5), si
verifica che
det(
∂2Φ˜(s, ξ)
∂si∂ξj
) 6= 0
quando x1 e` vicino a x2 (ovvero, supponendo che il supporto di ψ sia suffi-
cientemente piccolo, quando (s, ξ) ∈ supp(ψ˜)). G verifica la diseguaglianza
‖G‖Lr′ (R2) ≤ A′λ−2/r
′‖F‖Lr(R2) (3.39)
per 1 ≤ r ≤ 2 con 1/r + 1/r′ = 1. Infatti, per r = 2, possiamo applicare il
Lemma 7 e la (3.39) deriva dalla (3.24), mentre se r = 1 la (3.39) e` banale.
Il risultato voluto si ottiene quindi interpolando fra r = 1 e r = 2. Inoltre
si ha che
‖F‖rLr(R2) =
∫
|F (s)|rds1ds2 =
∫
|f(x1)f(x2)|r|x1 − x2|−rds1ds2
=
1
2
∫
|f(x1)|r|f(x2)|r|x1 − x2|1−rdx1dx2.
Dal Lemma 6, utilizzando la diseguaglianza di Holder (con esponenti s e s′),
segue che
|
∫
g(x1)g(x2)|x1 − x2|−γdx1dx2| ≤ ‖g‖2s, con 1−
1
s
=
1
s
− 1 + γ
per 0 ≤ γ < 1 (il caso γ = 0 e` banale). Posto g = |f |r, γ = r − 1, si ha che
‖g‖s = ‖f‖rLp con p = sr (la limitazione γ < 1 e` equivalente a r < 2) e di
conseguenza
‖F‖Lr(R2) ≤
1
21/r
‖f‖2Lp .
Se ora q = 2r′, si ha che
‖Tλf‖2q = ‖G‖Lr′ (R2) ≤
A′
21/r
λ−4/q‖f‖2Lp
e estraendo una radice quadrata si trova la (3.36); infine, dato che s =
2
3−r , p = sr =
2r
3−r , si ha che
3
q
=
3
2r′
=
3r − 3
2r
= 1− 1
p
e di conseguenza q/3 = p′, mentre la restrizione 1 ≤ r < 2 e` equivalente a
1 ≤ p < 4, come voluto.
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Corollario 5. Sia S ⊂ R2 una curva avente curvatura non nulla in ogni
punto e sia S0 un sottoinsieme compatto di S. Allora
(
∫
S0
|fˆ(ξ)|qdσ(ξ))1/q ≤ A(S0)‖f‖Lp(R2), f ∈ S,
per q = p′/3, 1 ≤ p < 4/3.
Dimostrazione. E’analoga a quella del Teorema 14 tenendo conto dell’esten-
sione del Teorema 13 data (nel caso n = 2) dal Teorema 15. Infatti la (3.32)
e` sostituita dalla diseguaglianza duale a (3.36)
‖T ∗λ (f)‖Lq(R) ≤ Aλ−2/p
′‖f‖Lp(R2), con q =
p′
3
1 ≤ p < 4
3
.
Un risultato piu` generale per la stima (3.1) con q = 2 e` stato dimostrato
da Greenleaf (Cf. [7]). La stima puo` essere facilmente estesa ad altri valori
di q, tenendo conto del fatto che il caso p = 1, q =∞ e` banale e interpolando
tramite il teorema di Riesz-Thorin.
Teorema 16 (Greenleaf). Sia S ⊂ Rn una varieta` C∞ m-dimensionale
e sia dµ una misura C∞ su S con supporto compatto che non interseca il
bordo di S. Supponiamo che esistano C, r > 0 tali che
|d̂µ(ξ)| ≤ C(1 + |ξ|)−r. (3.40)
Allora
‖fˆ |S‖L2(S,dµ) ≤ C ′‖f‖Lp(Rn,dx) con p =
2(n−m+ r)
2(n−m) + r , f ∈ S. (3.41)
Dimostrazione. Consideriamo una partizione dell’unita` C∞ {ψk} su un in-
torno di S tale che, per ogni k, su supp(ψk) S possa essere rappresentata
come grafico di m funzioni. Dato che il numero delle ψkdµ che sono non
nulle e` finito, bastera` dimostrare che
‖fˆ |S‖L2(S,ψkdµ) ≤ Ck‖f‖Lp(Rn,dx)
per ogni k. Assumiamo quindi che S sia data in un intorno dell’origine
da xm+1 = Φm+1(x′), · · · , xn = Φn(x′), dove x′ = (x1, · · · , xm), Φj(0) =
Φ′j(0) = 0 per j = m+ 1, · · · , n e che ψkdµ = dµk
= φk(x1, · · · , xm)dx1 · · · dxm con φk ∈ C∞(Rm). Osserviamo che da ψkdµ =
dµk segue che d̂µk(ξ) = ψˆk ∗ d̂µ(ξ) decresce come d̂µ(ξ), dato che ψˆk ∈ S.
Quindi
|d̂µk(ξ)| ≤ Ck(1 + |ξ|)−r. (3.42)
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Ora, grazie al lemma seguente, dovuto a Tomas, basta dimostrare che
‖d̂µk ∗ g‖p′ ≤ Ck‖g‖p
dove p e` come in (3.41), 1/p+ 1/p′ = 1 e g ∈ S.
Consideriamo in Rn−m la distribuzione data da
r2λ = (
n−m∑
j=1
x2j )
λ;
per Re(λ) > −n−m2 e` localmente integrabile. Data ψ ∈ S, si ha∫
r2λψ(x)dx
=
∫
|x|≤1
r2λ(ψ(x)− ψ(0))dx+ ψ(0)
∫
|x|≤1
r2λdx+
∫
|x|>1
r2λψ(x)dx
=
∫
|x|≤1
r2λ(ψ(x)− ψ(0))dx+ ψ(0) ωn−m−1
2λ+ n−m +
∫
|x|>1
r2λψ(x)dx,
dove ωn−m−1 e` la misura della sfera Sn−m−1. Dato che |ψ(x)−ψ(0)| ≤ C|x|,
questo ci permette di estendere la definizione di r2λ ad una funzione mero-
morfa in {Re(λ) > −n−m+12 } con un polo in λ = −n−m2 . In generale,
rimpiazzando ψ(x) − ψ(0) con ψ(x) − ∑Nj=0 xjj! ψ(j)(0), possiamo prolun-
gare r2λ con una funzione meromorfa in λ avente poli semplici per λ =
−n−m2 ,−n−m+12 , · · · .
Osserviamo che il residuo per λ = −n−m2 e` dato da ωn−m−1ψ(0) =
ωn−m−1〈ψ, δ〉. Quindi, posto (x ∈ Rn)
Gz(x) =
φk(x1, · · · , xm)
Γ(z + n−m2 )
[(xm+1−Φm+1(x′))2+· · ·+(xn−Φn(x′))2]z, (3.43)
Gz e` una funzione intera nella variabile z a valori distribuzioni e inoltre, per
quanto appena osservato, G−n−m
2
= Adµk, con A costante. Definiamo
Tzf(x) = Gˆz ∗ f(x), f ∈ S.
Per concludere la dimostrazione, applichiamo il teorema di interpolazione
complessa. Osserviamo che se Re(z) = 0, Gz e` limitato e ne segue (Teore-
ma 8) che ‖Tzf‖L2 ≤ Cz‖f‖L2 , dove Cz ha crescita al piu` esponenziale in
|Im(z)|. Esaminiamo ora Gˆz sulla retta Re(z) = −n−m+r2 . Per calcolare
la trasformata di Fourier, possiamo integrare prima rispetto a xm+1, · · · , xn
(per Re(z) > −n−m2 cio` e` possibile perche` Gz e` localmente integrabile; quan-
do Re(z) ≤ −n−m2 l’espressione per Gˆz e` ancora valida per prolungamento
analitico). Si ha che (Cf.[9])
r̂2z = 2z+n−m
pi(n−m)
2
Γ(z + n−m2 )
Γ(−z) |ξ|
−2z−n+m.
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Di conseguenza, posto ξ′′ = (ξm+1, · · · , ξn),
Gˆz(ξ) =
∫
ei(x1ξ1+···+xnξn)Gz(x)dx1 · · · dxn = C ′z|ξ′′|−2z−n+m
·(
∫
ei(x1ξ1+···+xmξm+Φm+1(x
′)ξm+1+···+Φn(x′)ξn)φk(x1, · · · , xm)dx1 · · · dxm)
= C ′z|ξ′′|−2z−n+md̂µk(ξ).
Allora, per Re(z) = −n−m+r2 , si ha, utilizzando la (3.42),
|Gˆz(ξ)| ≤ C ′z|ξ′′|−2Re(z)−n+m−r ≤ C ′z,
con C ′z che ha crescita al piu` esponenziale in Im(z). Ne segue che per
Re(z) = −n−m+r2 , ‖Tzf‖L∞ ≤ C ′z‖f‖L1 . Applicando il Teorema 10 con
p0 = 1, q0 =∞, p1 = q1 = 2 e a = −n−m+r2 , b = 0, t = rn−m+r si trova che
‖T−n−m
2
f‖p′ ≤ Ck‖f‖p per p = 2(n−m+ r)2(n−m) + r ,
e dato che T−n−m
2
f = Ad̂µk ∗ f , la dimostrazione e` conclusa.
Resta da dimostrare il seguente
Lemma 9 (Tomas). Supponiamo che
‖d̂µ ∗ g‖p′ ≤ C2p‖g‖p (3.44)
con 1 ≤ p < 2, 1/p+ 1/p′ = 1. Allora
‖fˆ |S‖L2(S,dµ) ≤ Cp‖f‖Lp(Rn,dx)
Dimostrazione. Dato che (˜indica l’antitrasformata)∫
¯ˆ
ffˆdµ =
∫
f¯ (˜fˆdµ) =
∫
f¯(d̂µ ∗ fˇ )ˇ
si ha ∫
|fˆ |2dµ ≤ ‖f‖p‖d̂µ ∗ fˇ‖p′ ≤ C2p‖fˇ‖p‖f‖p = C2p‖f‖2p.
Come corollario del Teorema 16 possiamo ottenere una generalizzazione
del Teorema 14:
Teorema 17. Sia S ∈ Rn un’ipersuperficie C∞ e sia dµ una misura C∞ su
S con supporto compatto che non interseca il bordo di S. Supponiamo che,
in ogni punto appartenente a supp(dµ), almeno k curvature principali siano
non nulle. Allora
‖fˆ |S‖L2(S,dµ) ≤ C‖f‖Lp(Rn), p =
2k + 4
k + 4
, f ∈ S. (3.45)
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Dimostrazione. Dall’osservazione che segue al Teorema 1 si deduce che in tal
caso |d̂µ(ξ)| ≤ C(1+ |ξ|)−k/2. Applicando il Teorema 16 con m = n− 1, r =
k/2 si ha la tesi.
Osserviamo che interpolando con il caso banale p = 1, q = ∞ possiamo
ottenere anche
‖fˆ |S‖Lq(S,dµ) ≤ C‖f‖Lp(Rn), f ∈ S
per
1 ≤ p ≤ 2k + 4
k + 4
e q = (
k
k + 2
)p′
e cio` generalizza (3.29).
In alcuni casi il teorema di restrizione puo` essere esteso a superfici illim-
itate. Come applicazione dei teoremi precedenti, vediamo che cio` e` possibile
nel caso di un cono C = {Q(x, x) = 0} dove
Q(x, x) = x21 + · · ·+ x2a − x2a+1 − · · · − x2n con a > 0
e` una forma quadratica non degenere. Posto x′ = (x1, · · · , xn−1), porremo
su C la misura definita in un intorno di ogni punto diverso dall’origine da
dµ =
dx′
| ∂Q∂xn |
Si ha allora
(
∫
C
|fˆ(ξ)|2dµ(ξ))1/2 ≤ Ap‖f‖Lp(Rn) per p =
2n
n+ 2
, n ≥ 3. (3.46)
Per dimostrare la (3.46), osserviamo che, in ogni punto x 6= 0, C ha n − 2
curvature principali non nulle. Dal Teorema 17 segue allora che (k = n− 2)
(
∫
C∩{1/2≤|ξ′|≤2}
|fˆ(ξ)|2dµ(ξ))1/2 ≤ Ap‖f‖Lp(Rn) per p =
2n
n+ 2
(3.47)
Possiamo riscalare sostituendo f con g = 2knf2k dove f2k(x) = f(2kx).
Allora, dato che gˆ(ξ) = fˆ( ξ
2k
) e ‖g‖Lp(Rn) = 2kn−
kn
p ‖f‖Lp(Rn), applicando la
(3.47) a g si ottiene (utilizzando il cambiamento di variabili η = ξ/2k)
(
∫
C∩{1/2≤|ξ′|≤2}
|fˆ( ξ
2k
)|2dµ(ξ))1/2
= (
∫
C∩{2−k−1≤|η′|≤2−k+1}
|fˆ(η)|22k(n−2)dµ(η))1/2 ≤ Ap2kn−
kn
p ‖f‖Lp(Rn)
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ovvero, dato che kn− knp − k(n−2)2 = 0,
(
∫
C∩{2−k−1≤|ξ′|≤2−k+1}
|fˆ(ξ)|2dµ(ξ))1/2 ≤ Ap‖f‖Lp(Rn) ∀k ∈ Z. (3.48)
Per concludere usiamo la decomposizione di Littlewood-Paley:
fissiamo una funzione η ∈ C∞0 (Rn) tale che η(ξ) = 1 per |ξ| ≤ 1 e
η(ξ) = 0 per |ξ| ≥ 2. Sia δ(ξ) = η(ξ)− η(2ξ). Si ha allora
1 =
∞∑
j=−∞
δ(2−jξ), ∀ξ 6= 0 (3.49)
e
1 = η(ξ) +
∞∑
j=1
δ(2−jξ), ∀ξ. (3.50)
Sia Φ(x) tale che Φˆ(ξ) = η(ξ); Φ ∈ S e ∫ Φdx = 1. Definiamo anche
Ψ(x) con Ψˆ(ξ) = δ(ξ); si avra`
∫
Ψdx = 0. Posto Φt(x) = t−nΦ(x/t) (e
Ψt(x) = t−nΨ(x/t)) si ha che Ψ2−j = Φ2−j − Φ2−j+1 e Φ̂2−j (ξ) = η(2−jξ),
Ψ̂2−j (ξ) = δ(2−jξ).
Possiamo allora definire degli operatori Sj con
Sj(f) = f ∗ Φ2−j
e degli operatori ∆j corrispondenti con
∆j(f) = Sj(f)− Sj−1(f) = f ∗Ψ2−j ;
in tal modo (3.49) e (3.50) diventano
I =
∞∑
j=−∞
∆j (3.51)
e
I = S0 +
∞∑
j=1
∆j . (3.52)
Applichiamo la decomposizione (3.51) agendo sulla variabile x′ ∈ Rn−1.
Per f ∈ Lp(Rn), scriviamo f = ∑ fk = ∑∆k(f) e dato che f̂−k(ξ) ha
supporto nell’insieme dove 2−k−1 ≤ |ξ′| ≤ 2−k+1 possiamo sostituire f con
f−k nella (3.48) e sommando si ottiene (la seconda diseguaglianza segue
dalla diseguaglianza di Minkowski (p ≤ 2))∫
S
|fˆ(ξ)|2dµ(ξ) ≤ A
∑
k
‖fk‖2Lp(Rn) ≤ A‖(
∑
k
|fk|2)1/2‖2Lp(Rn).
Vale il seguente lemma: (Cf. [1] cap.4)
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Lemma 10. Sia f ∈ Lp(Rn), 1 < p < ∞. Allora (∑j=∞j=−∞ |∆jf |2)1/2 ∈
Lp(Rn) ed esistono A,B costanti positive indipendenti da f tali che
A‖f‖p ≤ ‖(
∞∑
j=−∞
|∆jf |2)1/2‖p ≤ B‖f‖p.
Ne segue che
‖(
∑
k
|fk|2)1/2‖Lp(Rn) ≤ C‖f‖Lp(Rn)
e (3.46) e` dimostrata.
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Capitolo 4
Operatori integrali di Fourier
Una famiglia importante di operatori definiti da integrali oscillanti, utile
nello studio delle EDP, e` quella degli operatori integrali di Fourier.
Sia (x, ξ) ∈ Rn×Rn e sia a(x, ξ) una funzione C∞(Rn×Rn) nelle variabili
(x, ξ) soddisfacente le diseguaglianze
|∂βx∂αξ a(x, ξ)| ≤ Aα,β(1 + |ξ|)m−|α| (4.1)
per tutti i multiindici α e β; diremo allora che a e` un simbolo appartenente
alla classe Sm.
Un operatore integrale di Fourier T , che manda funzioni definite su Rn
in funzioni definite su Rn, e` dato da
(Tf)(x) =
∫
Rn
e2piiΦ(x,ξ)a(x, ξ)fˆ(ξ)dξ, (4.2)
dove a ∈ Sm e` un simbolo avente supporto compatto in x e la fase Φ (che
assume al solito valori reali) e` una funzione C∞ sull’insieme E = {(x, ξ) ∈
Rn × Rn|ξ 6= 0, (x, ξ) ∈ supp(a)}, omogenea di grado 1 nella variabile ξ e
soddisfacente la condizione
det(
∂2Φ
∂xi∂ξj
) 6= 0 per (x, ξ) ∈ E. (4.3)
L’operatore (4.2) puo` anche essere scritto nella forma
Tf(x) =
∫
Rn
K(x, y)f(y)dy
dove (formalmente)
K(x, y) =
∫
Rn
e2pii[Φ(x,ξ)−y·ξ]a(x, ξ)dξ.
Se a ha supporto compatto, dalla Proposizione 4 segue che ci possiamo
aspettare che K(x, y) sia singolare nei punti (x, y) per cui
∇ξ[Φ(x, ξ)− y · ξ] = 0
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per qualche ξ. Siamo quindi portati a considerare la varieta`
Σx = {y : y = ∇ξ(Φ)(x, ξ) per qualche ξ}.
Dato che ∇ξΦ e` omogenea di grado 0 nella variabile ξ, Σx e` l’immagine della
sfera unitaria tramite una mappa C∞, ed ha dimensione al piu` n−1. Quindi,
in tal caso, il nucleo K(x, y) e` effettivamente rappresentato dall’integrale
precedente.
Scopo di questo capitolo e` trovare delle condizioni sufficienti per far si
che un operatore del tipo (4.2), inizialmente definito per f ∈ S, si estenda
ad un operatore limitato da Lp(Rn) in se`.
Nel primo paragrafo, dopo aver richiamato delle nozioni riguardanti gli
spazi H1 e BMO, dimostriamo un teorema di interpolazione che sara` utile
in seguito.
4.1 H1 e BMO
Lo spazio H1 puo` essere caratterizzato utilizzando o delle funzioni massimali
(Cf. [10]) o la sua decomposizione atomica (Cf. [11]).
Data una distribuzione f e una Φ ∈ S, definiamo la funzione massimale
MΦf(x) = sup
t>0
|(f ∗ Φt)(x)|, (4.4)
dove Φt(x) = t−nΦ(x/t).
Inoltre, invece di considerare funzioni massimali basate solo su una fis-
sata apprrossimazione dell’identita`, possiamo anche definire altre funzioni
massimali basate su delle famiglie di tali Φ. Se indichiamo con F = {‖·‖αi,βi}
una famiglia finita di seminorme su S, sia
SF = {Φ ∈ S : ‖Φ‖αi,βi ≤ 1 per ogni ‖ · ‖αi,βi ∈ F}.
Definiamo allora
MFf(x) = sup
Φ∈SF
MΦf(x). (4.5)
Si dice che f ∈ H1(Rn) se e` verificata una delle due proprieta` seguenti
(sono equivalenti):
(i) ∃Φ ∈ S con ∫ Φdx 6= 0 tale che MΦf ∈ L1(Rn).
(ii) Esiste una famiglia F tale che MFf ∈ L1(Rn).
Su H1 si puo` utilizzare la norma ‖MΦf‖L1(Rn) (oppure equivalentemente
‖MFf‖L1).
Una funzione a si dice un atomo di H1 (associato ad una palla B) se:
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(i) supp(a) ⊆ B,
(ii) |a| ≤ |B|−1 quasi ovunque (|B| indica la misura di Lebesgue della palla
B),
(iii)
∫
adx = 0.
Vale allora il seguente teorema, che caratterizza H1 tramite la sua de-
composizione atomica
Teorema 18. Sia {ak} una famiglia di atomi di H1 e sia {λk} una succes-
sione di numeri complessi tale che
∑
k |λk| <∞. Allora la serie
f =
∑
k
λkak (4.6)
converge in L1, la sua somma f appartiene ad H1, e
‖f‖H1 ≤ c(
∑
k
|λk|).
Viceversa, ogni f ∈ H1 puo` essere scritta come somma di atomi (come
in (4.6)) convergente nella norma di H1; inoltre1∑
k
|λk| ≤ c′‖f‖H1 .
Definiamo ora BMO, lo spazio delle funzioni a oscillazione media limi-
tata. Sia f ∈ L1loc(Rn). Data una palla B ⊂ Rn, sia
fB =
1
|B|
∫
B
fdx.
f ∈ BMO(Rn) se vale la diseguaglianza
1
|B|
∫
B
|f(x)− fB|dx ≤ A per ogni B ⊂ Rn. (4.7)
La norma di f in tale spazio e` data dal piu` piccolo A verificante la (4.7), e
sara` indicata con ‖f‖BMO (osserviamo che cos`ı facendo gli elementi di BMO
aventi norma nulla sono le costanti e di conseguenza le funzioni di BMO
devono essere definite come classi di equivalenza a meno di una costante
additiva).
BMO puo` essere visto come il duale di H1. Indichiamo con H1a il sot-
tospazio di H1 formato dalle combinazioni lineari finite di atomi di H1. Vale
il seguente
1La decomposizione atomica non e` unica; la norma di H1 definita tramite la funzione
massimale e` equivalente alla norma definita da inf
∑
k |λk|, dove l’inf e` preso al variare di
tutte le successioni {λk} per cui vale (4.6).
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Teorema 19. (i) Sia f ∈ BMO. Il funzionale lineare l definito inizial-
mente per g ∈ H1a da
l(g) =
∫
Rn
f(x)g(x)dx (4.8)
ha un’unica estensione limitata ad H1, soddisfacente la diseguaglianza
‖l‖ ≤ c‖f‖BMO.
(ii) Ogni funzionale lineare continuo l su H1 puo` essere rappresentato come
in (4.8), con f ∈ BMO e
‖f‖BMO ≤ c′‖l‖.
Sia f ∈ L1loc(Rn). Definiamo
f#(x) = sup
x∈B
1
|B|
∫
B
|f(y)− fB|dy (4.9)
dove il sup e` preso fra tutte le palle B che contengono x. Osserviamo che
f ∈ BMO se e solo se f# e` limitata. Fissata una famiglia di seminorme F ,
indichiamo semplicemente con M la funzione massimale MF . Utilizzando
una variante della decomposizione di Caldero`n-Zygmund si puo` dimostrare
la seguente
Proposizione 11. Se f e` limitata e g ∈ H1 vale la seguente diseguaglianza
di dualita`:
|
∫
Rn
f(x)g(x)dx| ≤ c
∫
Rn
f#(x)Mg(x)dx. (4.10)
Osserviamo che la funzione f# e` dominata dalla funzione massimale
standard Mf ; quindi
‖f#‖Lp ≤ cp‖f‖Lp .
Il lemma che segue fornisce la diseguaglianza opposta
Lemma 11. Sia 1 < p0, p < ∞. Se f ∈ Lp0(Rn) e f# ∈ Lp, allora f ∈ Lp
e
‖f‖Lp ≤ Ap‖f#‖Lp . (4.11)
Dimostrazione. Iniziamo col dimostrare che, indicato con q0 l’esponente
coniugato a p0, la diseguaglianza di dualita` (4.10) vale per f ∈ Lp0 e g ∈ Lq0 .
Infatti, data f ∈ Lp0 , possiamo trovare una successione {fk} tale che
|fk| ≤ |f |, fk → f q.o. e ogni fk sia limitata. Allora fk → f in Lp0 e
f#k → f# in Lp0 . Possiamo anche trovare una successione di funzioni a
supporto compatto {gk} tali che gk → g q.o., le gk siano dominate da una
4.1. H1 E BMO 61
funzione fissata in Lq0 e
∫
gkdx = 0 per ogni k. Poniamo g˜k = gχ{|x|≤k} e
Ik =
∫
g˜kdx; dalla diseguaglianza di Holder segue che |Ik| ≤ ckn/p0 . Sia
gk = g˜k − Ik|B2k |−1χB2k = g˜k − rk,
dove B2k e` la palla di raggio 2k centrata nell’origine. Osserviamo che∫
gkdx = 0 e gk → g q.o.; inoltre le {gk} hanno come maggiorante comune
|g|+ r, dove
r(x) =
∞∑
k=1
|rk(x)| =
∞∑
k=1
|Ik| · |B2k |−1χB2k (x) ≤ c
log(1 + |x|)n/p0
(1 + |x|)n ,
essendo |Ik| ≤ ckn/p0 . Allora |g| + r ∈ Lq0 , dato che q0 > 1, e le proprieta`
richieste per le {gk} sono verificate.
Applicando la Proposizione 11, otteniamo che
|
∫
fk(x)gk(x)dx| ≤ c
∫
f#k (x)Mgk(x)dx
e passando al limite troviamo
|
∫
fgdx| ≤ c
∫
f#Mgdx,
il che dimostra che la (4.10) vale per f ∈ Lp0 , g ∈ Lq0 .
Ora, dato che ‖Mg‖Lq ≤ c‖Mg‖Lq ≤ cq‖g‖Lq , ne segue che
|
∫
fgdx| ≤ cq‖f#‖Lp · ‖g‖Lq
per g ∈ Lq ∩ Lq0 , dove 1/p + 1/q = 1. Prendendo in tale diseguaglianza il
sup al variare di tutte le g con ‖g‖Lq ≤ 1 troviamo che f ∈ Lp e che la (4.11)
e` verificata; cio` conclude la dimostrazione.
Possiamo ora dimostrare il seguente teorema di interpolazione:
Teorema 20. Sia S = {s ∈ C : 0 ≤ Re(s) ≤ 1} e sia {Ts}{s∈S} una famiglia
di operatori. Supponiamo che
1. Ts : L2(Rn)→ L2(Rn) sia uniformemente limitato al variare di s ∈ S,
ovvero ∃M tale che
‖Ts‖L2→L2 ≤M ∀s ∈ S
2. Ts dipenda in modo olomorfo da s, ovvero la funzione
s 7→
∫
Rn
Ts(f)gdx
sia continua in S e analitica nella parte interna di S per ogni f, g ∈ L2.
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3. ∃A tale che
‖Tit(f)‖L2 ≤ A‖f‖L2 ∀f ∈ L2, −∞ < t <∞ (4.12)
e
‖T1+it(f)‖BMO ≤ A‖f‖L∞ ∀f ∈ L2 ∩ L∞, −∞ < t <∞.
(4.13)
Allora
‖Tr(f)‖Lp ≤ Ar‖f‖Lp ∀f ∈ L2 ∩ Lp, (4.14)
per 0 ≤ r = 1 − 2p < 1, e la costante Ar dipende solo da A e da r, ma non
da M .
Dimostrazione. Sia x 7→ Bx una funzione misurabile definita da Rn all’in-
sieme delle palle in Rn tale che x ∈ Bx ∀x ∈ Rn e i volumi |Bx| siano
compresi fra due costanti positive. Sia ηx(y) una funzione misurabile tale
che |ηx(y)| ≤ 1 per (x, y) ∈ Rn × Rn.
Presa f ∈ L2, poniamo F s = Ts(f) e indichiamo con F sB la media di F s
sulla palla B. Consideriamo l’operatore
U s(f)(x) =
1
|Bx|
∫
Bx
[F s(y)− F sBx ]ηx(y)dy
e osserviamo che
|U s(f)(x)| ≤ (Tsf)#(x) (4.15)
e
sup
Bx,ηx
|U s(f)(x)| = (Tsf)#(x), (4.16)
dove il sup e` preso al variare di tutte le possibili funzioni ηx e Bx che sod-
disfano le ipotesi precedenti. Mostriamo che per ogni funzione semplice f
(combinazione lineare finita di funzioni caratteristiche di insiemi con misura
finita) vale la stima
‖U r(f)‖Lp ≤ A′‖f‖Lp . (4.17)
Nel dimostrare la precedente, possiamo supporre che f sia stata normalizzata
in modo che ‖f‖Lp ≤ 1. In tal caso la (4.17) e` equivalente a
|
∫
U r(f)gdx| ≤ A′ (4.18)
dove g e` un’arbitraria funzione semplice con ‖g‖Lp′ ≤ 1 (e p′ e` l’esponente
coniugato a p). Scriviamo f nella forma f =
∑
j ajχEj (Ej disgiunti) e sia
fs =
∑
j
|aj |
(1−s)p
2
aj
|aj |χEj .
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Dato che (1−r)p2 = 1, fr = f ; inoltre
‖fit‖2L2 =
∑
j
|aj |p · |Ej | = ‖f‖pLp ≤ 1
e
‖f1+it‖L∞ ≤
∑
j
|χEj | ≤ 1.
Analogamente, poniamo g =
∑
k bkχE′k e
gs =
∑
k
|bk|
(s+1)p′
2
bk
|bk|χE
′
k
.
Si verifica facilmente che gr = g, ‖git‖L2 ≤ 1 e ‖g1+it‖L1 ≤ 1.
Consideriamo ora la funzione I(s) definita sulla striscia S da
I(s) =
∫
U s(fs)gsdx
=
∑
j,k
|aj |
(1−s)p
2
aj
|aj | · |bk|
(s+1)p′
2
bk
|bk|
∫
U s(χEj )χE′kdx.
Dalle nostre ipotesi segue che I(s) e` continua in S, analitica nella parte
interna e limitata nella striscia. Inoltre
|I(it)| ≤ ‖U it(fit)‖L2‖git‖L2
≤ ‖(Titfit)#‖L2 ≤ c‖M(Titfit)‖L2 ≤ c‖Titfit‖L2 ≤ A0
dove abbiamo utilizzato, nell’ordine, la (4.15), la limitatezza L2 dell’opera-
tore massimaleM e l’ipotesi (4.12). Con diseguaglianze analoghe, utilizzan-
do l’ipotesi (4.13), otteniamo
|I(1 + it)| ≤ A1.
Applicando il teorema delle tre linee (Cf. [2] cap.5), si ottiene
|I(r)| ≤ A′,
ovvero la (4.18); ne segue la (4.17). Dato che tutte le stime fatte sinora sono
indipendenti dalla scelta delle funzioni Bx e ηx, possiamo utilizzare la (4.16)
e ottenere
‖(Trf)#‖Lp ≤ A′‖f‖Lp .
Applicando il Lemma 11 con p0 = 2 otteniamo la tesi (4.14) per tutte le f
semplici. Tuttavia, se f ∈ L2 ∩ Lp, possiamo costruire una successione di
funzioni semplici {fk} tale che fk → f in Lp e concludere la dimostrazione
passando al limite nella diseguaglianza precedente.
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4.2 Stime Lp
Iniziamo analizzando il caso L2:
Teorema 21. Sia T l’operatore integrale di Fourier definito in (4.2) e
supponiamo che a ∈ S0 (e abbia supporto compatto in x).
Allora T , inizialmente definito su S, si estende ad un operatore limitato
da L2(Rn) in se`.
Dimostrazione. Se poniamo F(f) = fˆ e definiamo
Sf(x) =
∫
Rn
e2piiΦ(x,ξ)a(x, ξ)f(ξ)dξ,
allora T = SF e, grazie al teorema di Plancherel, basta dimostrare che
l’operatore S si estende ad un operatore limitato da L2 in se`.
Possiamo supporre che il simbolo a(x, ξ) di S abbia supporto contenuto
in un cono sufficientemente stretto nello spazio delle ξ; chiediamo cioe` che
esista una costante c′ tale che, per ogni ξ, η appartenenti a tale cono con
|η| ≤ |ξ|, si abbia, posto η = ρξ + η′ con η′⊥ξ, |η′| ≤ c′|ξ|. Tale richiesta
non e` restrittiva perche`, utilizzando un’opportuna partizione dell’unita` nello
spazio delle ξ, formata da funzioni che sono omogenee di grado 0 per ξ
grande, possiamo decomporre S in una somma finita di operatori aventi
simboli con supporto in coni di tal tipo.
Passo 1. Mostriamo preliminarmente che per ξ e η appartenenti al mede-
simo cono e x appartenente ad un insieme compatto contenente il supporto
di a(·, ξ) vale la diseguaglianza
|∇x[Φ(x, ξ)− Φ(x, η)]| ≥ c|ξ − η|, (4.19)
dove c e` una costante positiva.
Per semplificare le notazioni, porremo Φx = ∇x[Φ(x, ξ)] e Φx,ξ = [ ∂2Φ∂xi∂ξj ].
Dato che Φx e` omogenea di grado 1 in ξ, dal teorema di Eulero segue che
Φx(x, ξ) = Φx,ξ(x, ξ) · ξ; inoltre, grazie all’ipotesi (4.3), la matrice Φx,ξ e`
non-singolare e di conseguenza
|Φx,ξ(x, ξ)(u)| ≥ c′′|u| e |Φx(x, ξ)| ≥ c′′|ξ|. (4.20)
Per dimostrare la (4.19), osserviamo che grazie alla simmetria in ξ e η e
all’omogeneita` di Φx possiamo supporre che |ξ| = 1, |η| ≤ 1. Sia c1 una
costante positiva piccola. Se |ξ − η| < c1, allora
Φx(x, ξ)− Φx(x, η) = Φx,ξ(x, ξ) · (ξ − η) +O(|ξ − η|2)
e, utilizzando la prima delle (4.20), ne segue |Φx(x, ξ)−Φx(x, η)| ≥ c|ξ− η|.
Se invece |ξ − η| ≥ c1, scriviamo η = ρξ + η′ come sopra e osserviamo che,
grazie alla seconda delle (4.20)
Φx(x, ξ)− Φx(x, η) = [Φx(x, ξ)− Φx(x, ρξ)] + [Φx(x, ρξ)− Φx(x, ρξ + η′)] ≥
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≥ (1− ρ)|Φx(x, ξ)|+O(|η′|) ≥ c′′(1− ρ) +O(|η′|) ≥ c|ξ − η|
se c′ e` sufficientemente piccolo (|η′| < c′).
Passo 2. Supponiamo dapprima che a(x, ξ) abbia supporto compatto
anche nella variabile ξ. Allora S e` limitato, e per stimare la sua norma
possiamo stimare la norma di S∗S.
(S∗Sf)(ξ) =
∫
Rn
K(ξ, η)f(η)dη (4.21)
dove il nucleo K e` dato da
K(ξ, η) =
∫
Rn
e2pii[Φ(x,η)−Φ(x,ξ)]a¯(x, ξ)a(x, η)dx (4.22)
La (4.19) garantisce che |∇x[Φ(x, ξ)−Φ(x, η)]| ≥ c|ξ − η|; inoltre a(x, ξ) ha
supporto compatto in x e quindi, applicando la Proposizione 4, troviamo
che per ogni N ≥ 0
|K(ξ, η)| ≤ AN (1 + |ξ − η|)−N . (4.23)
Dopo aver scelto N = n + 1 (in modo da far si che AN (1 + |ξ − η|)−N ∈
L1(Rn)), possiamo procedere come nella parte finale della dimostrazione del
Lemma 7 (v. (3.27) e (3.28)), ottenendo che S∗S e` limitato; ne segue che
anche S lo e`.
Infine, se a(x, ξ) non ha supporto compatto nella variabile ξ, scegliamo
γ ∈ C∞0 (Rn) con γ(0) = 1 e definiamo a(x, ξ) = a(x, ξ)γ(ξ). Dato che le
stime precedenti sono indipendenti dalle dimensioni del supporto di a(x, ·),
se indichiamo con S gli operatori corrispondenti ai simboli a, otteniamo,
per quanto visto, che le norme degli S sono uniformemente limitate. E’
chiaro che per ogni f ∈ S, S(f) → S(f) in S. Ne segue per densita` che S
e` limitato, e la dimostrazione e` conclusa.
Dimostriamo ora un’estensione di tale risultato, che sara` utile nella
dimostrazione del teorema seguente:
Proposizione 12. Sia T un operatore integrale di Fourier del tipo (4.2)
con simbolo a ∈ Sm, −n/2 < m < 0. Allora T , inizialmente definito su S,
si estende ad un operatore limitato
1. da Lp(Rn) a L2(Rn), se 1p =
1
2 − mn .
2. da L2(Rn) a Lq(Rn), se 1q =
1
2 +
m
n .
Dimostrazione. Caso 1. Sia T1 l’operatore pseudo-differenziale avente sim-
bolo b(ξ) = (1 + |ξ|2)m/2 ∈ Sm
(T1f)(x) =
∫
Rn
e2piix·ξb(ξ)fˆ(ξ)dξ
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e sia T0 un operatore integrale di Fourier con simbolo
a0(x, ξ) = a(x, ξ)(1 + |ξ|2)−m/2.
Allora T = T0T1, e dato che per il Teorema 21 T0 : L2 → L2 e` limitato,
basta dimostrare che T1 : Lp → L2 e` limitato. Possiamo scrivere T1 nella
forma
T1f(x) =
∫
k(z)f(x− z)dz =
∫
k(x− y)f(y)dy (4.24)
dove k e` la distribuzione avente come trasformata di Fourier b(ξ). k e` una
funzione localmente integrabile (suppsing(k) = {0}) e soddisfa la stima
|k(z)| ≤ A|z|−n−m per z 6= 0. (4.25)
Infatti (−2piiz)αk(z) e` la trasformata di Fourier inversa della funzione ∂αb(ξ)
che e` integrabile se |α| > n+m (m < 0); quindi, per tali α, (−2piiz)αk(z) e`
continua e limitata e di conseguenza k coincide con una funzione al di fuori
dell’origine e
k(z) ≤ AN |z|−N per z 6= 0, ∀N ≥ n+m+ 1
Cio` dimostra la (4.25) se |z| ≥ 1; se |z| < 1, usiamo la decomposizione di
Littlewood-Paley nella forma (3.52):
T1 = T1S0 +
∞∑
j=1
T1∆j =
∞∑
j=0
Tbj
dove b0(ξ) = b(ξ)η(ξ), bj(x, ξ) = b(ξ)δ(2−jξ) e Tbj indica l’operatore pseudo-
differenziale avente simbolo bj . Scriviamo
(Tbjf)(x) =
∫
kj(z)f(x− z)dz
dove
kj(z) =
∫
bj(ξ)e2piiξ·xdξ
e kj ∈ S, dato che bj ∈ C∞0 (Rn). Si ha
(−2piiz)αkj(z) =
∫
{|ξ|≤2j+1}
e2piiξ·x∂αξ bj(ξ)dξ,
bj ∈ Sm e di conseguenza, dato che l’integrando e` maggiorato da un multiplo
di 2j(m−|α|),
|zαkj(z)| ≤ AM · 2j(n+m−M), se |α| =M,
da cui
|kj(z)| ≤ AM · |z|−M · 2j(n+m−M) ∀M ≥ 0. (4.26)
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Essendo k(z) =
∑∞
j=0 kj(z), si ha
|k(z)| ≤
∞∑
j=0
|kj(z)| ≤
∑
2j≤|z|−1
|kj(z)|+
∑
2j>|z|−1
|kj(z)|.
Applicando la (4.26) con M = 0 si trova∑
2j≤|z|−1
|kj(z)| ≤ C
∑
2j≤|z|−1
2j(n+m) = O(|z|−n−m) (n+m > 0);
scegliendo M > n+m si trova∑
2j>|z|−1
|kj(z)| ≤ O(|z|−M )
∑
2j>|z|−1
2j(n+m−M) = O(|z|−n−m)
e la (4.25) e` dimostrata.
Grazie a (4.25), possiamo applicare il Lemma 6 con γ = n+m, q = 2. Ne
segue che T1 : Lp → L2 e` limitato con 1/p = 1/2−m/n, e la dimostrazione
del primo caso e` conclusa.
Caso 2. Scriviamo T nella forma T = SF come nel teorema precedente.
Vogliamo dimostrare che T ∗ : Lp → L2 e` limitato; la tesi seguira` per dualita`
(p e q sono esponenti coniugati). Dato che T ∗ = F∗S∗, per il teorema di
Plancherel basta mostrare che S∗ : Lp → L2 e` limitato.
‖S∗(f)‖2L2 = 〈S∗f, S∗f〉 = 〈SS∗f, f〉
e di conseguenza, grazie alla diseguaglianza di Holder, basta dimostrare che
SS∗ : Lp → Lq e` limitato. (4.27)
Nel dimostrare (4.27), possiamo supporre che il simbolo a(x, ξ) abbia sup-
porto sufficientemente piccolo nella variabile x; in ogni caso S puo` essere
scritto come somma finita di operatori aventi simboli che soddisfano tale
restrizione. Osserviamo che
∇ξ[Φ(x, ξ)− Φ(y, ξ)] = Φx,ξ(x, ξ) · (x− y) +O(|x− y|2)
e quindi, se restringiamo sufficientemente il supporto di a, otteniamo, grazie
anche alla condizione (4.3)
|∇ξ[Φ(x, ξ)− Φ(y, ξ)]| ≥ c|x− y|, (4.28)
per x, y ∈ supp(a). Supponiamo anche che a abbia supporto compatto nella
variabile ξ; altrimenti possiamo sostituire a con
a(x, ξ) = γ(ξ)a(x, ξ),
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dove γ ∈ C∞0 e γ(0) = 1 e notare che a soddisfa le stesse disequazioni
differenziali (4.1) soddisfatte da a, uniformemente in  se 0 <  ≤ 1. Dato
che le stime seguenti saranno indipendenti da , possiamo passare al limite
per → 0 e ottenere comunque la tesi. Scriviamo
(SS∗f)(x) =
∫
K(x, y)f(y)dy,
dove
K(x, y) =
∫
Rn
e2pii[Φ(x,ξ)−Φ(y,ξ)]a(x, ξ)a¯(y, ξ)dξ. (4.29)
Utilizzando una partizione dell’unita` del tipo (3.49)
1 =
∞∑
j=−∞
δ(2−jξ) =
∞∑
j=−∞
Ψˆj(ξ) ∀ξ 6= 0
possiamo scrivere (con un opportuno cambiamento di variabili)
K(x, y) =
∞∑
j=−∞
Kj(x, y),
con
Kj(x, y) = 2nj
∫
Rn
e2pii2
j [Φ(x,ξ)−Φ(y,ξ)]aj(x, y, ξ)dξ, (4.30)
dove aj(x, y, ξ) = a(x, 2jξ)a¯(y, 2jξ)Ψˆ(ξ) (Ψˆj(ξ) = Ψˆ(2−jξ) e Φ(x, ξ) e` omo-
genea di grado 1 in ξ).
Osserviamo che aj(x, y, ξ) ha supporto nell’insieme {|ξ| ≤ 2} e che a ∈
Sm implica che i termini del tipo 22mjaj(x, y, ξ) sono uniformemente limitati
al variare di j, e lo stesso vale per tutte le loro derivate parziali. Allora, grazie
alla (4.28), possiamo applicare la Proposizione 4, ottenendo
|Kj(x, y)| ≤ AN2nj · 22mj · (2j |x− y|)−N , N ≥ 0. (4.31)
Scriviamo
K =
∞∑
j=−∞
Kj =
∑
2j |x−y|≤1
Kj +
∑
2j |x−y|>1
Kj .
Analogamente a quanto fatto sopra, usiamo la (4.31) con N = 0 (m > −n/2)
per maggiorare la prima somma e con N = n (m < 0) per maggiorare la
seconda. In definitiva
|K(x, y)| ≤ A|x− y|−n−2m
e applicando il Lemma 6 con γ = n+2m si ottiene la (4.27) con 1q =
1
p+
2m
n ,
concludendo la dimostrazione.
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Teorema 22. Sia T un operatore integrale di Fourier del tipo (4.2), avente
simbolo a ∈ Sm con 1−n2 < m ≤ 0, n > 1. Allora T , inizialmente definito
su S, si estende ad un operatore limitato da Lp(Rn) in se` quando
|1
2
− 1
p
| ≤ −m
n− 1 (4.32)
Dimostrazione. La parte centrale della dimostrazione consiste nel mostrare
che se il simbolo a ha ordine −(n − 1)/2, allora l’operatore T : H1(Rn) →
L1(Rn) e` limitato.
A tal scopo bastera` dimostrare che se b e` un atomo di H1 associato ad
una palla B ∫
Rn
|Tb(x)|dx ≤ A; (4.33)
infatti per il Teorema 18 una generica f ∈ H1 puo` essere scritta nella forma
f =
∑
k λkbk (bk atomi) e di conseguenza da (4.33) segue
‖Tf‖L1 ≤ ‖
∑
k
|λk||Tbk|‖L1 ≤
∑
k
|λk|‖Tbk‖L1 ≤ A
∑
k
|λk| ≤ A′‖f‖H1
Passo 1. Fissiamo una famiglia di vettori unitari {ξνj }ν , |ξνj | = 1 tale che
(i) |ξνj − ξν
′
j | ≥ 2−j/2, se ν 6= ν ′,
(ii) Se ξ ∈ Sn−1, allora esiste ξνj tale che |ξ − ξνj | < 2−j/2.
Chiaramente cio` e` possibile, basta prendere la famiglia massimale per cui
vale (i); osserviamo inoltre che la famiglia {ξνj }ν e` composta al piu` da
c2j(n−1)/2 elementi. Sia B = B(y¯, δ) la palla di centro y¯ e raggio δ ≤ 1.
Consideriamo i rettangoli R˜νj definiti nello spazio delle y da
R˜νj = {y : |y − y¯| ≤ c¯2−j/2, |piνj (y − y¯)| ≤ c¯2−j},
dove piνj e` la proiezione ortogonale nella direzione ξ
ν
j e c¯ e` una costante
(indipendente da j) che sara` fissata in seguito. Per la (4.3), la mappa
x 7→ y = Φξ(x, ξ)
ha, per ogni ξ, Jacobiano non nullo. Se 2−j < 1, definiamo Rνj come l’inverso
tramite Φξ, con ξ = ξνj , del rettangolo R˜
ν
j :
Rνj = {x : |y¯ − Φξ(x, ξνj )| ≤ c¯2−j/2, |piνj (y¯ − Φξ(x, ξνj ))| ≤ c¯2−j}. (4.34)
Sia
B∗ = ∪2−j≤δ ∪ν Rνj ;
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allora
|B∗| ≤
∑
2−j≤δ
∑
ν
|Rνj | ≤ c
∑
2−j≤δ
∑
ν
|R˜νj |
≤ c
∑
2−j≤δ
2−j(n+1)/2 · 2j(n−1)/2 = c
∑
2−j≤δ
2−j ≤ cδ. (4.35)
Torniamo alla stima (4.33), dove b e` un atomo con supporto contenuto
nella palla B. Se il raggio di B (r(B)) e` maggiore di 1, la stima e` semplice;
infatti ∫
|T (b)|dx ≤ c‖T (b)‖L2 ≤ c′‖b‖L2 ≤ c′|B|−1/2 ≤ A
dove abbiamo usato nell’ordine la compattezza del supporto di T (b) (il sim-
bolo di T ha supporto compatto nella variabile x), il Teorema 20 (a ∈
S(1−n)/2 ⊂ S0) e il fatto che b e` un atomo avente supporto nella palla B e
di conseguenza |b(x)| ≤ |B|−1.
Supponiamo ora che r(B) ≤ 1. In tal caso scriviamo∫
|T (b)|dx =
∫
B∗
|T (b)|dx+
∫
cB∗
|T (b)|dx.
Si ha ∫
B∗
|T (b)|dx ≤ ‖T (b)‖L2 · |B∗|1/2 ≤ cδ1/2‖T (b)‖L2 ;
dato che a ha ordime m = −(n − 1)/2, applicando la prima parte della
Proposizione 12 troviamo che ‖T (b)‖L2 ≤ A‖a‖Lp , dove
1
p
=
1
2
+
n− 1
2n
. (4.36)
Poiche` b ha supporto in B e |b(x)| ≤ |B|−1, ‖b‖Lp ≤ |B|−1+1/p e ne segue
(B ha raggio δ) ∫
B∗
|T (b)|dx ≤ Aδ1/2 · δn(−1+1/p) = A (4.37)
dato che (4.36) equivale a 12 + n(−1 + 1p) = 0. Resta quindi da dimostrare
che ∫
cB∗
|T (b)|dx ≤ A. (4.38)
Passo 2. Indichiamo con Γνj i coni nello spazio delle ξ definiti da
Γνj = {ξ : |
ξ
|ξ| − ξ
ν
j | ≤ 2 · 2−j/2}
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e costruiamo una partizione dell’unita` ad essi associata: sara` data da delle
funzioni χνj , omogenee di grado 0 nella variabile ξ, ciascuna delle quali avente
supporto nel cono corrispondente Γνj , soddisfacenti le condizioni∑
ν
χνj (ξ) = 1 ∀ξ 6= 0,∀j (4.39)
e
|∂αξ χνj (ξ)| ≤ Aα2|α|j/2|ξ|−|α|. (4.40)
Per costruirla, fissiamo una funzione non negativa φ ∈ C∞, tale che φ(u) = 1
per |u| ≤ 1 e φ(u) = 0 per |u| ≥ 2. Poniamo
ηνj (ξ) = φ(2
j/2[
ξ
|ξ| − ξ
ν
j ])
e definiamo
χνj =
ηνj∑
j η
ν
j
.
Allora, grazie alle proprieta` (i) e (ii) soddisfatte dai vettori {ξνj }, (4.39) e
(4.40) sono verificate.
Utilizzando la (4.39), possiamo ottenere un raffinamento della decompo-
sizione di Littlewood-Paley dato da
1 = Ψˆ0(ξ) +
∞∑
j=1
∑
ν
χνj (ξ)Ψˆj(ξ) (4.41)
e definire degli operatori T νj con
T νj f(x) =
∫
Rn
e2piiΦ(x,ξ)aνj (x, ξ)fˆ(ξ)dξ,
dove aνj (x, ξ) = χ
ν
j (ξ)Ψˆj(ξ)a(x, ξ); definiamo inoltre degli operatori Tj aventi
simboli aj(x, ξ) = Ψˆj(ξ)a(x, ξ). Evidentemente
Tj =
∑
ν
T νj . (4.42)
Indichiamo con Kj i nuclei degli operatori Tj . Vogliamo dimostrare che:∫
Rn
|Kj(x, y)|dx ≤ A ∀y ∈ Rn, (4.43)∫
Rn
|Kj(x, y)−Kj(x, y′)|dx ≤ A2j |y − y′| ∀y, y′ ∈ Rn, (4.44)∫
cB∗
|Kj(x, y)|dx ≤ A2
−j
δ
se y ∈ B e 2−j ≤ δ, (4.45)
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dove A e` indipendente da j, y, y′, δ (δ = r(B)).
Per la (4.42), sara` sufficiente verificare che valgono delle stime simili per i
nuclei Kνj degli operatori T
ν
j ; tuttavia, dato che nella decomposizione (4.42)
compaiono essenzialmente c2j(n−1)/2 termini, i corrispondenti membri destri
dovranno contenere un fattore supplementare 2−j(n−1)/2.
Il nucleo di T νj e` dato da
Kνj (x, y) =
∫
e2pii[Φ(x,ξ)−y·ξ]aνj (x, ξ)dξ.
Per semplificare le notazioni, poniamo ξ¯ = ξνj e scegliamo le coordinate
nello spazio delle ξ in modo che ξ1 e ξ¯ abbiano la stessa direzione e che
ξ′ = (ξ2, · · · , ξn) sia perpendicolare a ξ¯.
Scriviamo la fase del nucleo nella forma
Φ(x, ξ)− y · ξ = [Φξ(x, ξ¯)− y] · ξ + [Φ(x, ξ)− Φξ(x, ξ¯) · ξ]
e definiamo
h(ξ) = Φ(x, ξ)− Φξ(x, ξ¯) · ξ.
h soddisfa le due stime seguenti:
|( ∂
∂ξ1
)Nh(ξ)| ≤ AN2−Nj (4.46)
e
|(∇ξ′)Nh(ξ)| ≤ AN2−Nj/2, (4.47)
per N ≥ 1 e ξ appartenenete al supporto di aνj ; in particolare cio` implica
(dato che χνj ha supporto nel cono Γ
ν
j )
2j ≤ |ξ| ≤ 2j+1 e |ξ′| ≤ c2j/2. (4.48)
Essendo Φ(x, ξ) omogenea di grado 1 in ξ, per il teorema di Eulero
Φξ(x, ξ) · ξ = Φ(x, ξ)
e di conseguenza h(ξ1, 0, · · · , 0) = 0. Inoltre e` evidente che
(∇ξh)(ξ1, 0, · · · , 0) = 0.
Ne segue che
(
∂
∂ξ1
)Nh(ξ1, 0, · · · , 0) = ∇ξ′( ∂
∂ξ1
)Nh(ξ1, 0, · · · , 0) = 0. (4.49)
Scrivendo lo sviluppo di Taylor arrestato al secondo ordine di ( ∂∂ξ1 )
Nh e
tenendo conto delle (4.49) e del fatto che h e` omogenea di grado 1 (e di
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conseguenza una sua derivata N + 2-esima e` omogenea di grado −N − 1),
si trova
(
∂
∂ξ1
)Nh(ξ1, ξ′) = O(|ξ′|2 · |ξ|−N−1).
Essendo poi |ξ′| ≤ c2j/2 e |ξ| ∼ 2j , si ha
|ξ′|2 · |ξ|−N−1 = O(2j · 2−(N+1)j) = O(2−Nj)
e cio` dimostra (4.46).
Analogamente, poiche` (∇ξ′h)(ξ1, 0, · · · , 0) = 0,
∇ξ′h(ξ1, ξ′) = O(|ξ′| · |ξ|−1) = O(2−j/2)
e cio` dimostra (4.47) per N = 1. Se N ≥ 2, dall’omogeneita` segue che
|(∇ξ)Nh(ξ)| ≤ A|ξ|1−N
ed essendo 2(1−N)j ≤ 2−Nj/2, (4.47) e` dimostrata ∀N ≥ 1.
Osserviamo ora che la (4.40) puo` essere migliorata quando si deriva lungo
ξ1. Infatti, nel cono Γνj , possiamo scrivere
∂
∂ξ1
=
∂
∂r
+O(2−j/2) · ∇ξ
dove ∂/∂r e` la derivata radiale; inoltre, dato che χνj e` omogenea di grado 0,
(∂/∂r)Nχνj = 0 e ne segue
|( ∂
∂ξ1
)Nχνj (ξ)| ≤ AN |ξ|−N , N ≥ 1. (4.50)
Riscriviamo Kνj nella forma
Kνj (x, y) =
∫
Rn
e2pii[Φξ(x,ξ¯)−y]·ξbνj (x, ξ)dξ (4.51)
dove
bνj (x, ξ) = e
2piih(ξ)aνj (x, ξ) = e
2piih(ξ)χνj (ξ)Ψˆj(ξ)a(x, ξ)
e introduciamo l’operatore L definito da
L = I − 22j ∂
2
∂ξ21
− 2j∇2ξ′ .
Grazie a (4.40), (4.50), (4.46), (4.47) e al fatto che il simbolo a ∈ S−(n−1)/2,
otteniamo che
|LN (bνj (x, ξ))| ≤ AN2−j(n−1)/2; (4.52)
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inoltre
LN (e2pii[Φξ(x,ξ¯)−y]·ξ)
= {1+ 4pi222j |(Φξ(x, ξ¯)− y)1|2+4pi22j |(Φξ(x, ξ¯)− y)′|2}Ne2pii[Φξ(x,ξ¯)−y]·ξ.
(4.53)
Riscriviamo (4.51) utilizzando la (4.53) per sostituire l’esponenziale, spos-
tiamo tutte le operazioni di derivazione su bνj (x, ξ) integrando per parti e
osserviamo che il supporto di bνj (x, ξ) ha volume al piu` c2
j ·2j(n−1)/2 ((4.48)).
Allora, grazie a (4.52), otteniamo
|Kνj (x, y)| ≤ c2j{1+2j |(Φξ(x, ξνj )− y)1|+2j/2|(Φξ(x, ξνj )− y)′|}−2N (4.54)
dove (·)1 indica la componente nella direzione di ξνj e (·)′ indica la compo-
nente ortogonale.
Per stimare
∫ |Kνj (x, y)|dx, utilizziamo la maggiorazione (4.54) e il cam-
biamento di variabili
x 7→ Φξ(x, ξνj ),
che ha Jacobiano limitato dal basso, come osservato in precedenza. Si ha,
scegliendo N in modo che 2N > n,∫
|Kνj (x, y)|dx ≤ A2j
∫
(1 + |2j(x− y)1|+ |2j/2(x− y)′|)−2Ndx
≤ A2−j(n−1)/2. (4.55)
Una stima simile vale per ∇yKνj (x, y), osservando che la differenziazione
in y introduce dei fattori limitati da 2j . Ne segue che∫
|∇yKνj (x, y)|dx ≤ A2j · 2−j(n−1)/2
e di conseguenza, per la diseguaglianza di Lagrange,∫
|Kνj (x, y)−Kνj (x, y′)| ≤ A|y − y′|2j · 2−j(n−1)/2. (4.56)
Stimiamo ora ∫
cB∗
|Kνj (x, y)|dx
dove B e` una palla di raggio δ centrata in y¯ e 2−j ≤ δ. Sia k l’intero tale
che 2−k < δ ≤ 2−k+1. Allora ((ii)) esiste un vettore unitario ξµk tale che
|ξνj − ξµk | ≤ 2−k/2. Dato che B∗ = ∪2−l≤δ ∪ν Rνl , cB∗ ⊂ cRµk e, da (4.34),
segue che per x ∈ cRµk si ha
2k|piµk (Φξ(x, ξµk )− y¯)|+ 2k/2|Φξ(x, ξµk )− y¯| ≥ c¯.
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Se y ∈ B, allora |y − y¯| ≤ 2−k+1, e, dato che c¯ si suppone sufficientemente
grande, otteniamo di conseguenza
2j |(Φξ(x, ξνj )− y)1|+ 2j/2|(Φξ(x, ξνj )− y)′| ≥ c2j−k
quando j ≥ k. Sostituendo tale diseguaglianza in (4.54) e procedendo come
in precedenza otteniamo∫
cB∗
|Kνj (x, y)|dx ≤ A2j2−(j−k)
∫
(1 + |2j(x− y)1|+ |2j/2(x− y)′|)1−2Ndx.
Scegliendo N tale che 2N − 1 > n, si trova∫
cB∗
|Kνj (x, y)|dx ≤ A
2−j
δ
· 2−j(n−1)/2, y ∈ B. (4.57)
Infine, sommando su ν le diseguaglianze (4.55), (4.56),(4.57), e tenendo
conto che vi sono essenzialmente c2j(n−1)/2 termini, si ottengono le (4.43),
(4.44),(4.45).
Grazie a tali maggiorazioni, possiamo ora dimostrare la stima (4.38) su
T (b), con b atomo. Scriviamo (δ e` il raggio della palla B associata all’atomo
b)
T (b) =
∞∑
j=0
Tj(b) =
∑
2j≤δ−1
Tj(b) +
∑
2j>δ−1
Tj(b) (4.58)
ricordando che
(Tjb)(x) =
∫
Kj(x, y)b(y)dy
e utilizziamo (4.58) per scomporre (4.38) in due somme: per stimare la
seconda somma, utilizziamo (4.45), trovando (dato che ‖b‖L1 ≤ 1)∑
2j>δ−1
∫
cB∗
|Tj(b)|dx ≤ A(
∫
|b(y)|dy)(
∑
2j>δ−1
2−j)δ−1 ≤ A;
per la prima somma, scriviamo (
∫
b(y)dy = 0)
Tj(b) =
∫
Kj(x, y)b(y)dy =
∫
B
[Kj(x, y)−Kj(x, y¯)]b(y)dy
e usiamo (4.44) trovando∫
|(Tjb)(x)|dx ≤ A2jδ‖b‖L1 ≤ A2jδ.
Di conseguenza ∑
2j≤δ−1
∫
Rn
|Tj(b)|dx ≤ A
∑
2j≤δ−1
(2jδ) ≤ A
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e in definitiva ∫
cB∗
|T (b)|dx ≤ A
da cui segue (utilizzando anche (4.37)) la (4.33), il che prova che T : H1 →
L1 e` limitato.
Passo 3. Si dimostra in modo analogo che anche T ∗ : H1 → L1 e` limitato.
Osserviamo che per dimostrare che T ∗ : Lp → L2 e` limitato bisogna usare la
parte 2 della Proposizione 12 invece della 1; inoltre, passando agli aggiunti,
si scambia il ruolo di x e y nelle formule che esprimono i nuclei (se indichi-
amo con K∗(x, y) il nucleo di T ∗, K∗(x, y) = K(y, x)) e di conseguenza
la definizione dei rettangoli Rνj data in (4.34) deve essere sostituita dalla
seguente
Rνj = {x : |x− Φξ(y¯, ξνj )| ≤ c¯2−j/2, |piνj (x− Φξ(y¯, ξνj ))| ≤ c¯2−j}.
Fatte queste modifiche, la dimostrazione procede come prima.
Dalla dualita` fra H1 e BMO (Teorema 19) segue che se f ∈ L2 ∩ L∞,
Tf ∈ BMO e
‖Tf‖BMO ≤ A‖f‖L∞ . (4.59)
Infatti,
〈Tf, g〉 = 〈f, T ∗g〉 ∀f ∈ L2 ∩ L∞, ∀g ∈ H1a (4.60)
e, utilizzando (4.60) e il fatto che T ∗ : H1 → L1 e` limitato, si trova che (H1a
e` denso in H1) g → 〈Tf, g〉 si estende ad un funzionale lineare limitato su
H1; quindi, per il Teorema 19, Tf ∈ BMO e vale (4.59). Analogamente,
sostituendo T con T ∗, troviamo che
‖T ∗f‖BMO ≤ A‖f‖L∞ .
Passo 4. Per concludere la dimostrazione utilizzeremo un teorema di
interpolazione complessa (Teorema 20).
Sia a ∈ Sm, con − (n−1)2 < m ≤ 0. Definiamo una famiglia analitica di
operatori Ts, con s appartenente alla striscia {s : 0 ≤ Re(s) ≤ 1}:
Tsf = e(s−r)
2
∫
Rn
e2piiΦ(x,ξ)a(x, ξ)(1 + |ξ|2)γ(s)/2fˆ(ξ)dξ,
dove
γ(s) = −m− s(n− 1)
2
, r =
−2m
n− 1 .
Osserviamo che γ(r) = 0. Quando Re(s) = 0, il simbolo a(x, ξ)(1+|ξ|2)γ(s)/2
ha ordine 0 e quindi, per il Teorema 21, e` limitato da L2 in se`. Inoltre, dato
che nella dimostrazione del Teorema 21 compaiono delle limitazioni solo
per un numero finito di derivate del simbolo, le derivate corrispondenti del
simbolo a(x, ξ)(1 + |ξ|2)γ(s)/2 saranno, per s = it, limitate da delle funzioni
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di t aventi crescita al piu` polinomiale (in t). Quindi, poiche` il fattore e(s−r)2
decresce rapidamente in t per |t| → ∞, si ha
‖Tit(f)‖L2 ≤ A‖f‖L2 , −∞ < t <∞. (4.61)
Quando Re(s) = 1, il simbolo a(x, ξ)(1+|ξ|2)γ(s)/2 ha ordine −(n−1)/2. Per
tali s possiamo allora applicare quanto abbiamo appena dimostrato e, come
in precedenza, le limitazioni coinvolgono solo un numero finito di derivate
del simbolo ed hanno quindi crescita polinomiale in t. Otteniamo allora
‖T1+it(f)‖BMO ≤ A‖f‖L∞ , f ∈ L2 ∩ L∞, t ∈ R. (4.62)
Le ipotesi del Teorema 20 sono verificate e ne deduciamo che
‖Tr(f)‖Lp ≤ A‖f‖Lp con r = 1− 2
p
. (4.63)
Ma T1−2/p = T , e dalla relazione fra r e p segue che 12 − 1p = −mn−1 . Dato
che anche l’operatore T ∗ e` limitato da H1 a L1 e da L∞ a BMO, una
dimostrazione completamente analoga mostra che T ∗ : Lp → Lp e` limitato
per il medesimo valore di p. Per dualita` segue allora che T : Lq → Lq e`
limitato, dove q, essendo l’esponente coniugato a p, soddisfa 1q − 12 = −mn−1 .
In definitiva otteniamo che T : Lp → Lp e` limitato per |12− 1p | = −mn−1 . Poiche`
un simbolo di ordine m0 e` anche di ordine m, per ogni m > m0, T e` limitato
da Lp in se` anche per |12 − 1p | < −mn−1 , e cio` conclude la dimostrazione.
Nel caso n = 1, il Teorema 22 si semplifica: dall’ipotesi che a ∈ Sm con
m ≤ 0 segue che T si estende ad un operatore limitato da Lp(Rn) in se` per
ogni 1 < p <∞.
Evidentemente possiamo supporre che a ∈ S0. I primi tre passi della
dimostrazione precedente valgono anche nel caso n = 1; ne deriva che se T
ha simbolo di ordine 0 = −n−12 allora
‖Tf‖BMO ≤ A‖f‖L∞ , ‖T ∗f‖BMO ≤ A‖f‖L∞ ∀f ∈ L2 ∩ L∞.
Dal Teorema 21 segue che
‖Tf‖L2 ≤ A‖f‖L2 , ‖T ∗f‖L2 ≤ A‖f‖L2 ∀f ∈ L2
Possiamo allora applicare una versione semplificata del Teorema 20, con-
siderando come famiglia di operatori la famiglia costante Ts = T per ogni
s. Poiche` Tr = T per ogni r ∈ [0, 1) e al variare di r in tale intervallo
p = 21−r ∈ [2,∞), otteniamo che
‖Tf‖Lp ≤ Ap‖f‖Lp , f ∈ L2 ∩ Lp, (4.64)
per 2 ≤ p < ∞. Riapplicando in tal modo il Teorema 20 a T ∗, troviamo
che anche T ∗ soddisfa la diseguaglianza analoga a (4.64) per p ∈ [2,∞). Per
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dualita` allora T soddisfa la (4.64) anche per p ∈ (1, 2], e la dimostrazione e`
conclusa.
Mostriamo ora che la tesi fornita dal Teorema 22 e` quella ottimale.
Sia γ(ξ) una funzione C∞ radiale tale che γ(ξ) = |ξ|−α per |ξ|  1 e
consideriamo la distribuzione
fα =
∫
Rn
e2piix·ξe2pii|ξ|γ(ξ)dξ.
Dato che fα e` la trasformata di Fourier inversa della funzione radiale
e2pii|ξ|γ(ξ), segue dalla (3.34) che fα e` essenzialmente data da
2pi|x|(2−n)/2
∫ ∞
1
γ(r)e2piirJ(n−2)/2(2pi|x|r)rn/2dr, (4.65)
dove J e` una delle funzioni di Bessel definite in (3.35). Utilizzando la
Proposizione 3, si verifica che, per r →∞, vale lo sviluppo asintotico
Jm(r) ∼ r−1/2eir
∞∑
j=0
ajr
−j + r−1/2e−ir
∞∑
j=0
bjr
−j
per opportuni coefficienti aj e bj . Di conseguenza, il contributo principale
all’integrale (4.64) e` dato da
c|x|(1−n)/2
∫ ∞
1
e2piir(1−|x|)rn/2−1/2−αdr;
ne deriva che fα e` uguale ad una funzione C∞ quando |x| 6= 1 e inoltre
(utilizzando il cambiamento di variabili t = (1− |x|)r)
|fα(x)| ≈ |1− |x||α−n/2−1/2 per |x| → 1, α < n+ 12 . (4.66)
Sia
gα =
∫
Rn
e2piix·ξγ(ξ)dξ, α < n.
Dato che (Cf. [2] cap.4) la trasformata di Fourier della funzione |x|α−n e`
data da
pi
n
2
−α Γ(
α
2 )
Γ(n−α2 )
|ξ|−α,
esiste un’opportuna costante cα tale da far si che la trasformata di Fourier
di gα(x) − cα|x|α−n sia una funzione C∞0 . Ne segue che per tale cα, la
funzione gα(x) − cα|x|α−n e` C∞. Quindi gα coincide con una funzione C∞
per x 6= 0 e inoltre, integrando per parti, si verifica che decresce rapidamente
per |ξ| → ∞.
Sia ora T un operatore integrale di Fourier di ordine m, 1−n2 < m ≤ 0,
avente fase Φ(x, ξ) = |ξ|+ x · ξ e simbolo a(x, ξ) = a1(x)γ(ξ), dove α = −m
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e a1 ∈ C∞0 (Rn) con a1(x) 6= 0 per |x| = 1. Allora, se |12 − 1p | > −mn−1 , T non
e` limitato da Lp(Rn) in se`.
Per dimostrare quanto asserito, consideriamo prima il caso p < 2. Sia
f = Tg. Se g = gβ , allora f = a1(x)fβ−m. Dato che 1p − 12 > −mn−1 , se
scegliamo β in modo che (β−m− n2 − 12)p = −n, si ha anche (β−n)p < −n.
Allora f 6∈ Lp, mentre g ∈ Lp.
La dimostrazione per p > 2 segue dalla precedente, dopo aver osservato
che il duale di T e` essenzialmente il suo coniugato.
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