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ABSTRACT OF DISSERTATION
Characterizing the Nearest Young Moving Groups
Moving groups are associations of stars which originated from the same star forming
region. These groups are typically young (< 200 Myr) since they have not dissipated
into the galactic field population. Over the last 15 years, roughly 10 such moving
groups have been found with distances < 150 pc (7 with distances < 100 pc), each
with a unique velocity and position.
This work first investigates the likelihood to resolve star from two moving groups
(AB Doradus and Beta Pictoris) using high spacial resolution optical interferrometry
and found 5 AB Doradus stars and 1 Beta Pictoris star with declinations > -30 could
be spacially resolved.
To more deeply characterize individual groups, we used the 2.7m telescope at
the McDonald Observatory to observe 10 proposed AB Doradus stars and 5 proposed
Octans-Near stars (3 probable members, 2 possible) with high resolution (R ∼60,000)
optical spectroscopy. Each group is characterized in three ways: (1) Chemical analysis
to determine the homogeneity among members, (2) Kinematic traceback to determine
the origin, and (3) Isochrone fitting to determine the age. We find the 8 stars in our
AB Doradus sample are chemically homogeneous with [M/H] = -0.03 ± 0.06 dex,
traceback to an age of 125 Myr, and the stars in this mass range are on the main
sequence. The two deviants are a metal rich, potentially younger member and a metal
poor, young star likely not associated with AB Doradus.
In our Octans-Near sample, we find the 3 probable members have [M/H] = -0.06
± 0.11, the stars do not trace back to a common origin, and the probable members are
on the main sequence. In addition to these tests, we found that the probable members
are slightly more lithium depleted than the Pleiades, implying an age between 125
and 200 Myr.
Finally, we investigate systematic trends in fundamental stellar parameters from
the use of different techniques. Preliminary results find differences in temperatures
between interferrometric and spectroscopic techniques to be a function of temperature
with a interferrometric temperatures being cooler by an average of 36 ± 115 K. We
also calculated the chemical abundances as a function of condensation temperature
for our moving group sample and predict 2 stars in AB Doradus could represent the
initial star forming environment and discuss the implications for planet hosting stars
in nearby moving groups.
This updated characterization technique allows for a deeper understanding of
the moving group environment. As future, high precision instruments emerge in
astronomy (Jame Webb Space Telescope, GAIA, 30m class telescopes), moving groups
are ideal targets since these associations will help us understand star forming regions,
stellar evolution at young ages, constrain stellar evolutionary models, and identify
planetary formation and evolution mechanisms.
KEYWORDS: Pre-Main Sequence Stars, Stellar Associations, Optical Spectroscopy,
Fundamental Stellar Parameters
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Chapter 1 Introduction
1.1 History of Moving Groups
Stellar associations have remained one of the most exciting and prolific areas of mod-
ern astronomy research. This field arose when Proctor (1869) reported two distinct
groups of stars, one larger group of stars near the Hyades and 5 stars in Ursa Major,
each showing common space motion within the group. It wasn’t until the late 1940’s
when Victor Ambartsumian pieced together several recently discovered T Tauri type
stars (Joy 1945) were moving together that these stars with common space motions
were physically associated. He also used the present day motions of the stars and
noticed these associations were expanding, thus proving that the stars in the asso-
ciation had a common origin. His work was finally published in Western literature
in Ambartsumian (1954) where he proposed these T Tauri stars were the product of
a recent star formation event and were in fact a physical association of young stars.
Ambartsumian (1954) coined term “T association” which now means a young stellar
association devoid of any higher mass O and B type stars with several 10s to 100s
of stars spread over 10s of parsecs. This sparse accumulation of stars makes them
gravitationally unbound, though the members of these associations continue to follow
similar space motions.
In contrast, systems like the Orion Nebula have several high mass O and B type
stars, and are thus called OB associations. In several review articles (Blaauw 1964,
1991, Zinnecker & Yorke 2007) these associations have been shown to be loosely
bound systems with low escape velocities. As these OB associations travel through the
galaxy, stars will evaporate from the association via several forms of interactions (e.g.
tides, star-star, spiral arm). However, because there are typically several hundred to
several thousand members in an association, there remains a co-moving group of stars
which are called an open cluster. Since most open clusters are > 150 pc away (e.g.
Pleiades, h & χ Per), they appear as close systems on the sky and are relatively easy
to distinguish from the background.
In the late 1950’s and early 1960’s, Olin Eggen produced a series of 8 papers (see
Eggen 1958) defining membership characteristics for several stellar associations based
on space velocities and ages, thereby creating initial criteria for membership in an
association. Eggen also postulated that as open clusters (or T associations) dissolve
into the field population, there should remain a group of stars which continue to
move together through space. This loose conglomeration of stars with common ages,
origins, and motions are defined as moving groups.
Moving groups provide ideal testbeds to study stellar and planetary evolution.
The abundances and ages of stars in a moving group should nearly be identical,
therefore the only parameter which will affect evolution is stellar mass. Unfortunately,
before 1997 there were no known young (Age < 200 Myr) moving groups closer
than 100 pc. These large distances proved too difficult to perform a detailed, high
resolution, analysis on moving groups since the members were too dim. Finally, with
1
the advent of the X-Ray telescope ROSAT (Röentgen SATellite) and the ROSAT All
Sky Survey (RASS), several groups of X-Ray bright young stars were found within
100 pc of the Sun. Initially, Kastner et al. (1997) found that 5 T Tauri type stars
formed a physical association and named the group TW Hydrae (TWA) after its
brightest member. This was the first young (< 10 Myr), nearby (∼ 50 pc) moving
group discovery. This began a frenzy of papers leading to the identification of ∼
10 distinct moving groups (see Torres et al. 2008 for a review), each with a unique
UVW space velocity, and 7 of the 10 are closer than 100 pc. The ages of these
moving groups range from ∼ 3 Myr (ε Chameleontis) to 125 Myr (AB Doradus), and
are now laboratories to study how both the association and individual stars evolve
as a function of time.
1.2 Defining A Moving Group
With several nearby moving groups recently discovered, the need to clearly define
membership has become paramount. Because the stars composing a moving group
should form from a similar star forming event, these stars should have roughly the
same age and chemical composition as one another, in addition to having common
space velocities and positions. In Table 1.1, we show characteristics of 10 of the nearby
moving groups along with the appropriate references. In the following Subsections, we
will describe the current state of the different age diagnostics used to define moving
groups as well as the importance of chemical composition.
Age
Several techniques have succeeded in determining the age of a moving group. Cur-
rent methods to determine the age of moving groups include isochrone fitting, lithium
depletion boundary, and kinematic ages. We present each method used in this dis-
sertation and its shortcomings in detail.
Isochrone Fitting
The stellar birth line is defined when a protostar becomes completely unobscured of
the dusty cocoon from which it formed. For a solar type star, this newly born star is
∼ 8 times larger than its main sequence size and is undergoing gravitational collapse.
During this time, the core of this solar type star is not hot enough to produce a
radiative zone, and the star will consequently transfer energy from the core to the
surface via convection. Convection is an efficient way to transfer heat, therefore as the
star contracts, the surface temperature remains roughly constant while the luminosity
rapidly decreases as described by the Stefan-Boltzmann Law:
L = 4πR2σT 4 (1.1)
where L is the luminosity, R is the radius, σ is the Stefan-Boltzmann constant, and
T is the temperature (the surface temperature, in this case). The evolution of a PMS
star via convective collapse is called the Hayashi Track (Hayashi 1961).
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Once the core becomes hot enough, the star produces a radiative zone between
the core and the convective outer regions. Radiation is not as efficient at dissipating
heat as convection, therefore as the star continues to collapse, the surface temperature
begins to rise while the luminosity remains fairly constant. This part of PMS evolution
is called the Henyey Track (Henyey et al. 1955).
How long a star remains PMS depends upon the initial mass. The lowest mass
stars (< M8) can remain distinctly PMS for 200 Myr while solar type stars only spend
∼ 40 Myr in this phase. Because moving group members have different masses, it is
possible to see what masses are still PMS and predict the age of the group based off
of the main sequence turn on.
In Figure 1.1, we plot the F-, G-, and early K- type stars from AB Dor and β
Pic from the sample in McCarthy & White (2012). It is clear the mean isochronal
age of β Pic is younger than AB Dor. While there are several AB Dor stars which
are not on the main sequence, many factors could cause this observation including
inaccurate temperature estimate, the star could be in a binary which would artificially
increase the luminosity, or the star could in fact be younger that the other AB Dor
members, and therefore not a member of the moving group. Also apparent in AB
Dor is a spread in the zero-age main sequence (ZAMS). This is due to a combination
of effects, including rotation, magnetic activity, and metallicity (see Soderblom et al.
2010).
This technique does have draw backs. For example, in Figure 1.1, the low mass
regime of β Pic gives systematically younger estimates for the isochronal age. The
problem is twofold; (1) the model input physics (e.g. convection, mixing length) is
much more uncertain for low mass stars due to a lack of empirical constraints (see
Hillenbrand & White 2004, StasSun et al. 2014), and (2) the temperature estimates
are much more uncertain for cooler stars (see Mann et al. 2013). Currently, pioneering
work is being performed by several groups (Mann et al. 2013, 2014, 2015, Newton et
al. 2014) to address the latter problem which will consequently aid in constraining
the models with high precision temperature and luminosity data on M dwarf moving
group members.
Lithium Depletion Boundary
Another age diagnostic is the determination of the lithium depletion boundary in
an association. As the core temperatures rise to 2.5x106 K, lithium is destroyed
through proton capture reactions (Bodenheimer 1965). Because there is no way to
produce lithium without immediately destroying it, the lifetime of lithium in a star
is dependent on the core temperature and the mixing depth. For stars ∼ 0.5 M
(M0.5), the convective zone extends from the core to the photosphere, and thus the
lithium is rapidly depleted because the surface lithium is brought to the core much
easier. For stars hotter than M0.5, the convective zone does not extend all the way
to the core due to the radiative zone, therefore lithium atoms do not make it to the
reaction site as easily. For a solar type star, lithium can remain in the photosphere
for up to a 1 Gyr, 100 times longer than an M0.5 type star. This has been seen in
many open clusters, for example, the Hyades is ∼ 600 Myr, yet solar type stars still
4
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Figure 1.1: HR Diagram for FGK stars in AB Dor (red squares, 125 Myr) and β Pic
(blue circles, 20 Myr) from McCarthy & White (2012). 1, 10, 20, and 100 Myr YREC
isochrones are plotted in red, blue, magenta, and green respectively. Mass tracks
range from 0.8 - 1.3 M. Temperatures are from spectral types and luminosities are
from Tycho-2 colors and Hipparcos parallaxes. The spread in ages from both groups
are from a combination of rotational and metallicity effects.
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have not completely depleted their lithium. Conversely, stars with masses < 0.5 M
take longer to deplete their lithium because the core temperatures are not hot enough
to incite the reaction. However, because core temperatures increase rapidly during
PMS contraction, the lowest mass star (M = 0.08 M, M8), lose their lithium within
150 Myr, therefore this lower mass range is only useful for moving groups younger
than this time frame.
To illustrate this process, in Figure 1.2 we show the evolution of lithium in the star
as a function of age. Initially, the abundance of lithium (ALi) is 3.3 dex based on solar
calibration from meteorites. The models portrayed here are from the Yale Rotating
Evolutionary Code (YREC, see Pinsonneault et al. 1989, Demarque et al. 2008).
Lithium is depleted quickly in M0 (logTeff = 3.575) stars, and more gradually for
hotter type stars. There is an abrupt change from being lithium depleted to lithium
rich for cooler type stars, therefore, the cooler (and thus lower mass) stars make the
best tools to measure the lithium depletion boundary, rather than from the hotter
type stars.
Another triumph of this age dating technique is the ease of measuring the lithium
abundance in a star. Using even modest resolution, the lithium doublet at 6708Å
is easily measured. There is a nearby iron line which is often not resolved below a
resolution of ∼ 40,000, though Soderblom et al. (1993) derived the curve of growth
for this line as a function of B − V colors, and can be easily subtracted from the
equivalent width of the line. In Figure 1.3, we compare a similar temperature star
from 4 different moving groups (β Pic, Columba, AB Dor, and ON) in addition to
the Sun to display both the ease of measurement in addition to how the lithium line
evolves over time.
Despite the numerous successes of the depletion boundary technique, there are
still shortcomings. First, for solar type stars, there appears to be a spread in ALi
which can be caused by a number of effects. Eggenberger et al. (2012) showed that
the debris disk lifetime on a star can affect the lithium content due to the additional
torque applied on the surface of the star from the disk. If the disk persists for a
long time (10 Myr), this will slow down the surface of the star more, causing a larger
rotational gradient between the still contracting (and thus faster rotating) core and
the convective zone. The gradient will cause a more effective mixing of lithium and
lead to a more rapid destruction; therefore, slower rotating stars in a moving group
are more likely to be more depleted in lithium. Another cause for the spread was
studied in Somers & Pinsonneault (2014) who attributed the lithium spread once
again to rotation, though their claim is that rapid rotation leads to an inflated radius
of the star. Somers & Pinsonneault (2014) found the for M∗ <M, the lithium for
slower rotating stars was more depleted than from rapid rotating stars, and conversely
for M∗ >M. The mechanism for this difference is the depth of the convective zone.
Additionally, if a cluster does not have a large enough membership to span the
lower mass depletion boundary, it can be difficult to know exactly where the transition
from lithium depleted to lithium rich is. In this case, many authors cite the mid-point
with errors that span from the mass which is known to be depleted to the mass known
to be lithium rich (see Juarez et al. 2014).
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Figure 1.2: Evolution of lithium in the photospheres of stars. The models shown here
are from YREC.
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Figure 1.3: Comparison of the lithium 6708Å line of roughly similar temperature
stars from different moving groups.
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Kinematic Ages
Before describing how kinematic ages are found, it is important to discuss the coor-
dinate system which will be used for the entirety of this work. The position vectors
are X, Y, and Z which are centered on the Sun. Positive X values point towards
the galactic center, positive Y values point in the direction of galactic rotation, and
positive Z values point out of the plane of the galaxy. The velocity vectors are U, V,
and W with no corrections made to account for the velocity of the Sun. As with the
position vectors, U is positive toward the galactic center, V is positive in the direction
of galactic rotation, and W is positive perpendicularly out of the plane. Figure 1.4
we show the 2D projection of the UVW space velocities and the error ellipse of each
group.
Noted in Section 1.1, the moving groups we see today began much more compact
than their current configurations. By using the present day positions and velocities,
we can investigate the time required to converge to its minimum state. Mamajek &
Bell (2013) describe 2 techniques to kinematically age date a moving group: expan-
sion age and kinematic traceback. As a case in point, we show the ε Chamaeleontis (ε
Cha) group which has a young age and well behaved traceback. In the forthcoming
plots, those stars which occupy a smaller dispersion in the past than the present are
shown in blue and other members which do not decrease the dispersion, but still have
similar kinematics are shown in red.
Expansion Ages : In a 1 dimensional example, if group members started at the same
position in X, then stars with the fastest U velocity should expand farther as a func-
tion of time. The slope, κX =
dU
dX
, will yield the expansion coefficient in units of km
s−1 pc−1. To determine the time of expansion in Myr, we can use τ = 1
γκ
, where τ is
the expansion time and γ is the unit conversion from km s−1 to pc Myr−1 (1.022712165
s pc km−1 Myr−1).
In Figure 1.5, we show the results for expansion in X, Y, and Z. The blue symbols
show clear signs of expansion and have expansion coefficients of
κX =
dU
dX
= 0.261± 0.051kms−1pc−1
κY =
dV
dY
= 0.307± 0.039kms−1pc−1
κZ =
dW
dZ
= 0.106± 0.095kms−1pc−1
(1.2)
which lead to the ages τX , τY , and τZ of 3.7
+0.9
−0.6 Myr, 3.2
+0.5
−0.4 Myr, and 9.2
+78
−4.3 Myr.
The mean age and weighted error in X and Y is 3.4+0.7−0.5 Myr. Clearly, κX and κY are
consistent with expansion at the 5.1σ and 7.9σ level respectively. It is not surprising
we have this result since the stars considered in this sample were selected because
their kinematics are consistent with expansion, though the consistency between τX
and τY is reassuring. κZ , however, does not show signs of expansion and is considered
a poor diagnostic of age.
It is important to note that the stars which do not follow the expansion trend are
not subject for removal from the moving group. Because these stars occupied a much
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smaller volume when they formed, star-star interactions are common and will change
the velocities some members causing the group to slowly evaporate (Soderblom 2010).
Additionally, while this technique works for very young (< 10 Myr), Mamajek &
Bell (2013) determined that for an older group like β Pic (∼ 20 Myr), the current
astrometry does not produce accurate expansion ages. We therefore proceed with
caution using this technique in future chapters.
Kinematic Traceback : In contrast to expansion ages, it is also possible to use the
initial position and velocities to trace back the orbits of these stars to find when the
group was the most compressed. This technique begins by first assuming the stars
to be on circular orbits in the galactic plane with a small perturbation in the form
of an ellipse which has a planar epicyclic frequency of κ and a vertical frequency ν.
This form of perturbation is called the epicyclic approximation. We use the equations
from Makarov et al. (2004) who derived X(t), Y(t), and Z(t) as functions of only the
initial positions and velocities to be
X(t) = Xo + Uoκsinκt
+
(Vo − 2AXo)(1− cosκt)
(2B)−1
(1.3)
Y (t) = Yo −
Uo(1− cosκt)
(2B)−1
+
Vo[Aκt− (A−B)sinκt]
(Bκ)−1
− 2XoA(A−B)(κt− sinκt)
(Bκ)−1
(1.4)
Z(t) = Zocosνt+Woν
−1sinνt (1.5)
where A and B are the Oort constants which were taken from Feast & Whitelock
(1997). Essentially, these equations describe a harmonic oscillator with frequencies κ
and ν.
Applying these equations to the ε Cha group, Figure 1.6 displays the positions of
proposed members from 0 Myr to 5 Myr in 1 Myr intervals. The blue squares represent
stars which converge at the same time as one another, red circles are proposed mem-
bers which increase the past dispersion, and the black octagon is the mean motion
of the group regardless of their effect on the past dispersion. As with the expansion
velocity, the red circles do not necessarily indicate these stars are not members of the
group, but rather could be attributed to a myriad of effects such as errors in initial
parameters, interactions with other stars, or other environmental effects.
To predict the age from this technique, it is most useful to analyze the internal
dispersion (σ) of the group, which is simply the standard deviation of group members
in each X, Y, and Z direction at a given time. In Figure 1.7, we show these dispersions
as a function of time, along with the associated error bars from 1000 iterations using
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internal errors in X, Y, Z, U, V, and W. From this plot, σXY is the most indicative
of the age since it incorporates both planar coordinates. We find that the dispersion
is minimum at -2.6 ± 0.5 Myr, which is consistent with the mean XY expansion
velocity within the error bars. The least indicative of age is σZ since there is no
sign of previous convergence, which is the same result as seen from the expansion
velocities.
Chemical Abundances
Before the last 5 years, relatively low numbers of studies focused on finding elemen-
tal abundances other than iron of moving groups and open clusters. It is presumed
that because stellar associations have a single formation environment, chemical abun-
dances between members should not be dramatically different. The process of identi-
fying an associations abundance signatures has been called “chemical tagging”. Tag-
ging was first suggested in a review by Freeman & Bland-Hawthorn (2002) presenting
a picture where the parent molecular cloud imprints a unique chemical signature on
the stars born from the cloud. The first robust chemical tagging of a group was
performed by De Silva et al. (2007) on the HR 1614 moving group. The De Silva
et al. study found a homogeneous group of 14 out of the 18 stars studied with very
small dispersion (average σ[X/H] = 0.05 dex) among the members. Using the same
technique, Bubar & King (2010) found the Wolf 630 moving group 19 out of 34 stars
in their sample to be chemically homogeneous. We use these techniques in Chapters
3 and 4 to chemically tag the AB Doradus and Octans-Near moving groups with 13
elements.
This technique received a more quantifiable structure in Mitschang et al. (2013) by
using a metric for determining the chemical difference between intracluster members.
The first equation in that work defines a δC where
δC =
NC∑
C
ωC
∣∣AiC − AjC∣∣
NC
(1.6)
with C being a particular element out of the NC possible elements measured, AC
being the abundance of a particular element with respect to iron ([X/Fe]) except for
iron which is then just taken with respect to hydrogen ([Fe/H]) for stars i and j, and
ωC is a scaling term which can simply be taken as 1 for this purpose. By building a
set of confident pairs, the chemical signature for a moving group can be refined as the
group of stars which shows the least scatter in δC . To our knowledge, this method
for chemical tagging has not been performed on any moving group to date, however
this will provide an advanced diagnostic for future tests of homogeneity.
1.3 Outline For Dissertation
This work is largely focused on techniques to characterize nearby, young moving
groups with high resolution techniques. In Chapter 2 we investigate the prospect of
15
observing stars in ABD and β Pic using the long baseline CHARA Array interfer-
ometer. The goal is identifying which stars can potentially be spacially resolved to
observe the true angular size of the star and measure possible oblateness, star spots,
and better estimate the surface temperature. In Chapter 3, we observe 10 ABD stars
using high resolution optical spectroscopy and determine the fundamental parameters
and a three step approach to characterizing moving groups. Chapter 4, we present
high resolution observations of 5 potential ON members and apply the techniques
from Chapter 3 on the ON moving group as a whole to produce a better represen-
tation of the moving group as a whole. In Chapter 5, we look at the abundances of
our moving group sample as potential indicators of planet hosting possibilities. This
work concludes in Chapter 6.
Copyright c© Kyle A. McCarthy, 2015.
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Chapter 2 The Sizes of the Nearest Young Stars
This work has been previously published as McCarthy & White (2012), AJ, 143, 134
2.1 Introduction
Stellar evolutionary models are an essential tool in the study of star and planet for-
mation since, in most cases, they provide the only means of estimating fundamental
stellar properties like mass and age. Despite decades of progress with these mod-
els, there remain considerable uncertainties in the requisite input physics (Baraffe et
al. 2002; Young & Arnett 2005). For main-sequence stars, input parameters such
as mixing length or abundances can be tuned to predict properties consistent with
observations; this is in large part because of the wealth of precise dynamical masses
and stellar radii that high resolution techniques such as interferometry have provided
(e.g. Michelson & Pease 1921; Hanbury Brown et al. 1974; Labeyrie 1975). Unfor-
tunately, evolutionary models are considerably more uncertain at pre-main sequence
ages. While this is partially due to the additional complicating properties of young
stars like rapid rotation and star spots, it is also a consequence of most star forming
regions being too distant (> 100 pc) to permit detailed interferometric measurements
of their members. As a consequence, mass estimates for young stars vary by as much
as 50%-200% and age estimates vary by up to a factor of 10, depending upon the
adopted evolutionary model (e.g. Hillenbrand & White 2004; Mathieu et al. 2007).
Fortunately, two advances in observational astronomy over the last decade are
enabling new fundamental measurements of young stars. The first is the discovery
of many young (< 150 Myr) stars within close proximity of the Sun (see Zuckerman
& Song 2004a; López-Santiago et al. 2006; Torres et al. 2008; Lépine & Simon
2009). The majority of these young stars are members of small, slowly dispersing
T Associations, now commonly referred to as Moving Groups. As cataloged in the
recent review article by Torres et al. (2008; hereafter T08), there are now ∼ 10 well
defined Moving Groups, all of which have ages less than ∼ 100 Myr and 5 of which
have central distances within 60 pc of the Sun. Because of their close proximity,
many of these stars also have well determined distances from the Hipparcos parallax
mission (Perryman et al. 2009), which enable much more precise stellar luminosity
and size estimates.
An important complement to these discoveries are rapid advances in long-baseline
interferometry. Facilities now operate at infrared and even optical wavelengths and
can achieve spatial resolutions better than 1 milliarcsecond (mas). For compari-
son, at a distance of 10 pc, the Sun would have and angular diameter of 0.93 mas.
Currently, the longest baseline optical/infrared interferometer is Georgia State Uni-
versity’s CHARA Array, located on Mt. Wilson in California (ten Brummelaar et al.
2005). With a long baseline of 331-m, the Array yields a minimum angular resolution
below 1 mas in the infrared (e.g. Boyajian et al. 2008; Bained et al. 2010); the
smallest published angular diameter measured by CHARA is that of HD 189733 with
17
an angular size of 0.′′377 ± 0.024 mas in the H-band (Baines et al. 2007). This reso-
lution limit will continue to improve as instruments that operate optical wavelengths
are utilized (e.g. Mourard et al. 2009). Other operational long-baseline interferom-
eters include the Navy Prototype Optical Interferometer in Arizona (Hummel et al.
2003), the Very Large Telescope Interferometer (Petrov et al. 2007) located on Cerro
Paranal, Chile, and the Sydney University Stellar Interferometer (Davis et al. 1999)
in New South Wales, Australia. Although these interferometers have thus far utilized
baselines less than 160-m, the proposed extension to longer baselines and observa-
tions at optical wavelengths suggest they will achieve similar spatial resolutions to
the CHARA Array in the near future.
The primary purpose of this article is to investigate which, if any, of the nearest
young stars are large enough and bright enough to be spatially resolved by the current
generation of optical/infrared interferometers. We also comment on the types of
improvements that would dramatically increase the number of young stars that could
be spatially resolved.
2.2 The Nearest Young Stars
In this analysis, we focus on the two nearest Moving Groups, AB Doradus and β
Pictoris. Torres et al. (2008) list mean distances of 34 and 31 pc with dispersions
of 26 and 31 pc for these groups, respectively. These distances are ∼ 30% closer
than the next closest Moving Groups, Tucana/Horologium and TW Hydrae, both at
an average distance of 48 pc. In addition, unlike the Tucana/Horologium and TW
Hydrae Moving Groups, both AB Doradus and β Pictoris have many members in the
northern hemisphere and thus are accessible to the CHARA Array.
AB Doradus (AB Dor): Age estimates for the AB Dor Moving Group range from
being comparable to the youngest known open clusters (30-50 Myr; Zuckerman et al.
2004b; Close et al. 2005) to being coeval with the Pleiades (100-125 Myr; Ortega et
al. 2007; Luhman et al. 2005; Barenfeld et al. 2013). Based on an analysis of lithium
abundances of known members, da Silva et al. (2009) favor an intermediate age of
70 Myr (see also Janson et al. 2007).
In Table 2.1 we provide a current list of 127 potential members of this Moving
Group, along with distance estimates, Johnson V -band magnitudes, spectral types,
K2MASS magnitudes, assigned temperatures and multiplicity status. The majority
of these members come from the compilation paper of T08, who create a member-
ship list based upon the previous studies of Covino et al.(1997); Zuckerman et al.
(2004b); Zickgraf et al. (2005); López-Santiago et al. (2006). T08 cite a membership
probability for each star based on evolutionary and kinematic criteria, as described
in Torres et al. (2006). The membership probabilities span from 60% to 100%. To
this list we added the 6 proposed members from Schlieder et al. (2010), who identify
members based on trigonometric distances, X-ray emission, Hα emission, and radial
velocity measurements. Finally, we add 3 candidate members from da Silva et al.
(2009) who use the same criteria as T08 to identify candidate members, and 7 can-
didates from Zuckerman et al. (2011) who use galactic space motions, locations on a
color-magnitude diagram, lithium abundances, and X-ray luminosities to identify
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candidate members; the 7 stars identified in Zuckerman et al. (2011) are all A- or
late B-type stars.
Of these 127 stars, 54 have distances determined from Hipparcos parallax mea-
surements (van Leeuwen 2007, marked with and H in Table 2.1). Another 40 stars
have distances estimated kinematically by T08 or Schlieder et al. (2010). Any com-
panions (defined below) to these stars are assumed to be at the same distance. Only 3
of the 127 stars have no distance estimates (HW Cet, TYC 0091-0082-1, RX J0928.5-
7815). For these stars, we estimate their distances by assuming they have the same
radii (calculated below) as stars of the same spectral type, and then determine the
distances that would yield a luminosity consistent with their observed V magnitudes;
these calculated distances are marked in the Tables.
The Johnson V -band magnitudes are calculated in the majority of cases (97 stars)
from VT magnitudes in the Tycho-2 Catalog (Høg et al. 2000), using the prescription
of Bessell (2000), which relies on knowing the BT and VT magnitudes. For the 4 stars
that only have a VT magnitude we estimate their (BT - VT ) color using their spectral
type and the color relations of Hartigan et al. (1994). In the absence of any Tycho-2
magnitudes, V -band magnitudes are assembled from measurements in the literature,
when available. Stars with literature V magnitudes include AB Dor BaBb (Collier-
Cameron & Foing 1997), GSC 8894-0426 (Craig et al. 1997), GSC 8544-1037, CD-45
14955 ( Torres et al. 2006; T08), and α Gru and δ Scl (Zuckerman et al. 2011). In
total 107 of the 127 potential members have V -band measurements. We note that
the V magnitudes of 14 stars represent the combined light of 2 or more stars (values
listed in brackets in the Tables).
Of the assembled 2MASS1 K-band magnitudes, 17 are of 2 or more stars (value
listed in brackets). Fewer pairs have resolved 2MASS measurements than V -band
measurements because of the higher resolution of the Tycho instrument ( ∼ 0.′′8; Høg
et al. 2000) compared to the 2MASS survey (∼ 3.′′; Skrutskie et al. 2006). Although
the candidate brown dwarf companion to CD-35 2722 A (Wahhaj et al. 2011) is
spatially unresolved at V and K, we do not mark the measurement as “combined”,
given the very low flux ratio measured for this pair at infrared wavelengths.
The assembled spectral types are as listed in T08 or the discovery paper for more
recent additions. These spectral types are used to estimate temperatures following the
temperature-spectral type scale in Hartigan et al. (1994) for F, G, K, and M stars and
Kenyon & Hartmann (1995) for B and A stars. There are 4 stars without a spectral
type (BD+23 296 B, HW Cet, AK Pic B, and CD-49 2843 B), but fortunately all have
Tycho-2 BT and VT from which spectral types and temperatures can be estimated
using the above color relations. These estimated spectral types are marked with a
colon in Tables 1 and 2.
In the last column of Table 2.1 we describe the multiplicity status of each star
(single, binary, triple, quadruple), if known2. Stars are only listed as single if they
1This publication makes use of data products from the Two Micron All Sky Survey, which
is a joint project of the University of Massachusetts and the Infrared Processing and Analysis
Center/California Institute of Technology, funded by the NASA and the NSF.
2T08 provides a useful Table summarizing known binaries in AB Dor, to which we note the fol-
lowing corrections. UY Pic AB is listed with a separation of 10.′′3 in their Table 14, but its separation
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have been included in high spatial resolution imaging surveys (Kasper et al. 2007;
Biller et al. 2010; Nielson & Close 2010; Evans et al. 2012) and no companion was
identified. For multiples, projected separations are given if the pair has been spatially
resolved. The separations for pairs closer than ∼ 10.′′0 are as assembled in T08, while
wider pairs are calculated from the stars’ 2MASS positions.
We classify 26 systems as multiple within the AB Dor Moving Group by assuming
that all systems with projected separations less than 75.′′0 are physically associated.
This separation limit is set in order to classify the β Pic triples 51 Eri & GJ 3305
AB and HR 7012 AB & CD-64 1208 B as physical systems. Although the separation
limit is somewhat subjective, the projected separations in these systems correspond
to distances of 1979 AU and 2163 AU, which is consistent with many known phys-
ically bound binaries (Raghavan et al. 2010), while all wider pairs have projected
separations greater than 12,000 AU. We nevertheless note that CD-60 1425 & GSC
8894-0426 (27.2 arcmin), BD+08 4561 & TYC 1090-543-1 (4.1 arcmin) and AK Pic
AB & CD-61 1439 (13.4 arcmin) are all spatially close on the sky.
β Pictoris (β Pic): The age of this cluster is more accurately determined than
that of AB Dor, primarily because this Moving Group is younger and thus more
distinct from the zero age main sequence. Studies of its ensemble population suggest
ages that range from 10 to 21 Myr (Zuckerman et al. 2001; Feigelson et al. 2006;
Mentuch et al. 2008; da Silva et al. 2009; Binks & Jeffries 2014; but, cf. Lépine &
Simon 2009; MacDonald & Mullan 2010; Yee & Jensen 2010).
In Table 2.2 we provide a current list of 77 potential members of this Moving Group
along with distance estimates, Johnson V -band magnitudes, K2MASS magnitudes,
spectral types, assigned temperatures and multiplicity status. The majority of these
members come from the compilation of T083, who created a membership list based
upon the previous studies of Moór et al. (2006) and Zuckerman & Song (2004a).
More recently, Lépine & Simon et al. (2009), Schlieder et al. (2010) and Kiss et al.
(2011) have identified another 13 candidate members which we include in our sample.
Lépine & Simon et al. (2009) and Schlieder et al. (2010) used methods described
above for identifying members, while Kiss et al. (2011) relied on 3 age diagnostics:
color-magnitude diagrams, X-ray emission and lithium abundance.
Of these 77 potential members, 28 stars have distances determined from Hippar-
cos parallax measurements (marked with an H in Table 2.2), and 27 have distances
determined kinematically by T08, Lépine & Simon et al. (2009), Kiss et al. (2011),
or Schlieder et al. (2010). Companion stars are again assumed to have the same
distance as the primary star (marked with an asterisk). Johnson V -band magnitudes
are estimated in the majority of cases (47 stars) from the Tycho-2 photometry, as
described above. In the absence of Tycho-2 magnitudes, V -band magnitudes are as-
sembled from the literature for several stars including AG Tri A, AG Tri B, GJ 3305
AB, V824 Ara C, GSC 8350-1924 AB, CD-51 11312 B, GSC 7396-0759,
is 18.′′3 in the 2MASS database. The 16.′′2 companion listed to HD 45270 can not be confirmed; we
do not include this companion in our list. We assume that the spectroscopic companion to PX Vir
reported in T08 is the same ∼ 0.′′4 companion spatially resolved by Evans et al. (2012).
3T08 mislabel the β Pic star HD14082 as HD 14062 in their Table 3.
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CD-64 1208 AB, 1 RXS J195602.8-320720, 1RXS J200136.9-331307, AT Mic A, AT
Mic B, WW PsA, TX PsA (Torres et al. 2006), and V343 Nor B (Song et al. 2003).
Fifteen stars do not have V -band measurements.
Eleven of the V -band measurements and 15 of the K2MASS measurements repre-
sent light from 2 or more stars, and are marked with brackets in Table 2.2; photometry
for the 2 stars that harbor candidate brown dwarfs, PZ Tel (Biller et al. 2010) and
η Tel (Lowrance et al. 2000) are not marked because of their very low flux ratios.
Temperatures are estimated for all stars using the assembled spectral types or Tycho
color (for BD+17 232 B and HR 6749 B) using the same prescription described above.
There are 23 known multiple star systems within the β Pic Moving Group using
the same separation limit adopted above (< 75.′′). Although T08 list BD+05 378
(HD 12545) as a spectroscopic binary, as reported by Song et al. (2003), more recent
radial velocity observations show that it is not (Bailey et al. 2012). Although not
classified as multiples, V4046 Srg AB & GSC 7396-0759 (2.8 arcmin), η Tel AB & η
Tel C (6.9 arcmin), AT Mic AB & AU Mic (77.9 arcmin), and HD 199143 & AZ Cap
(5.4 arcmin) are spatially close on the sky.
2.3 Observations and Data Reduction
Constraining evolutionary models depends critically upon having accurately deter-
mined stellar properties, such as temperature and luminosity, for comparisons with
model predictions. This in part motivated the acquisition of optical spectra of Moving
Group members. In particular, we obtained moderate resolution optical spectra of 19
stars in the β Pic and AB Dor Moving Groups. These stars are listed in Table 2.3.
Thirteen of these stars are well established members (probability > 95 %; T08), one
star has a more questionable membership (HD 15115; 60% probability), and 5 stars
are only recently identified candidate members from Lépine & Simon et al. (2009,
TYC 1186-706-1, TYC 2211-1309-1, TYC 7443-1102-1, 1RXS J19506.8-320720) and
Schlieder et al. (2010, TYC 1752-63-1. In addition to these known or candidate young
stars, we also obtained spectra of many stars with well known spectral types and/or
effective temperatures from Kirkpartick et al. (1991); Gray et al. (2001); Valenti &
Fischer (2005). All observations were obtained with the DeVeny spectrograph on the
Perkins 72-inch Telescope at the Lowell Observatory during 3 observing runs: 2009
Feb 5, 2009 May 7, and 2009 Aug 1 - 3. On each night, we also obtained sets of
bias images, dome-illuminated flat field spectra, and Neon-Argon lamp spectra for
calibration purposes.
The spectrograph was used in combination with a 1200 g/mm grating (blazed at
5000Å ). The spectra were projected onto a 2048 × 515 CCD, with 1.0 arcsec/pixel
plate scale perpendicular to the dispersion. The resulting spectra had an average
resolving power of 3575, however the resolving power ranged from ∼ 3425 at the
edges to ∼ 3685 at the center due to field curvature. These values were determined
by measuring the widths of emission line features in the spectra of Neon-Argon lamps.
The wavelength coverage was slightly different for these runs. In February and May,
the wavelength range was 6250-7500 Å, while in August the wavelength range was
shifted to 5950-7200 Å to avoid the fringing that becomes problematic (> few percent)
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Table 2.3: Li and Hα Equivalent Widths
Star EWLi EWHα
Name SNR (Å) (Å) MG
TYC 1752-63-18 100 0.09 -1.41 AB
IS Eri 8 240 0.17 1.14 AB
HIP 148098 275 0.14 0.94 AB
HD 254578 200 0.09 1.18 AB
HD 259538 175 0.11 1.41 AB
HIP 513175 60 <0.04 0.38 AB
PX Vir5 240 0.13 0.85 AB
HD 1525555,8 230 0.12 1.15 AB
HD 1609348 125 <0.04 -0.95 AB
HD 1990588 150 0.16 1.08 AB
LO Peg8 350 0.15 -0.6 AB
HIP 1140668 100 <0.04 -2 AB
TYC 1186-706-18 130 0.37 -0.65 β
HIP 106798 215 0.16 0.9 β
HIP 106808 175 0.11 1.59 β
HD 151158 175 0.1 0.74 β
TYC 7443-1102-18 100 0.11 -0.88 β
1RXS J19506.8-3207208 40 <0.5 -5 β
TYC 2211-1309-18 150 <0.04 -1.72 β
5 Observed during the May run.
8 Observed during the August run.
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longward of ∼ 7000 Å. No extinction corrections were applied to the spectra of these
relatively close stars.
The images were reduced and the spectra were extracted using tools within the
IRAF4 software package. An average bias frame was subtracted from each flat field
image, and these were then median combined to generate a normalized master flat for
each night. All stellar spectra were likewise bias subtracted and then divided by the
master flats. The extracted spectra were background subtracted (using a median fit)
and the continuum of these extracted spectra were fit with a 7th order polynomial to
produce normalized spectra. The Neon-Argon spectra were extracted identically and
were used to assign an approximate wavelength solution for each night.
The observational epoch for each star is listed in Table 2.3 along with signal-to-
noise ratio estimates for each spectrum. The signal-to-noise values were determined
from the gain-corrected intensities in the center portions of the spectra. The February
run is not listed for any of the stars as only spectral standards were observed during
this (poor weather) run.
2.4 Spectroscopically Inferred Properties
For the 19 spectroscopically observed stars, measurements of the equivalent widths
(EWs) of Li I 6708 Å and Hα are presented in Section 2.4, and in Section 2.4 these
measurements are used to further assess the membership status of recently proposed
members; none of these proposed members have been previously observed at optical
wavelengths. In Sections 2.4 and 2.4 we describe our methods for determining the
effective temperatures of these stars.
Equivalent Widths of LiI and Hα
Two common diagnostics of stellar youth are the atmospheric abundance of lithium
and the amount of chromospheric activity. Of these two diagnostics, lithium is the
least ambiguous because of its rapid depletion with age, which is largely attributed
to proton capture (e.g. Bodenheimer 1965). The strength of the Hα emission line
is perhaps the most common tracer of chromospheric activity, but the persistence of
Hα emission, especially for the lowest mass stars, makes it a much poorer diagnostic
of age (West et al. 2008).
Figure 2.1 displays portions of DeVeny spectra near the Hα and lithium 6708 Å
features. The EWs of Li I 6708 Å were determined by fitting a Gaussian profile to
the absorption feature, using tools within IRAF. Because of the moderate resolution
of these observations, the neighboring Fe I line at 6708 Å could not be removed from
these measurements; the values may therefore be biased to larger EWs by 0.01 - 0.02
Å. To measure the EW of the Hα emission/absorption feature, a Gaussian profile was
fit to this line after the deblending removal of the 5 nearby spectral features (telluric
4IRAF is distributed by the National Optical Astronomy Observatories, which are operated by
the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
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Figure 2.1: Portions of DeVeny specrta of 4 Moving Group stars. The left panel shows
portions near the Hα emission feature (left panel) and the Li I 6708 Å absorption
feature (right panel). Labels give the names and determined temperatures. Lithium
is detected in 3 of these 4 stars; the exception is the K7 star TYC 2211-1309-1.
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H2O at 6552 Å , SiI at 6555 Å , FeI at 6569 Å , CaI at 6572 Å , and FeI at 6574 Å ). A
negative sign indicates emission, following convention. The resulting measurements
are listed in Table 2.3. The largest source of uncertainty in these measurements is the
determination of the continuum level, a somewhat subjective process. Therefore we
assign uncertainties based on the EW variations over a range of reasonable continuum
levels. The EW uncertainties are on average 0.02 Å for the lithium measurements
and 10% for the Hα measurements.
The measured EW values are listed in Table 2.3. Of the 19 stars observed, 11
exhibit Hα in emission and 15 have detectable lithium absorption. For the 4 stars
without detectable lithium, detection upper limits are set by the continuum varia-
tions, and in most cases are 0.04 - 0.05 Å. The one exception is 1RXS J19506.8-320720,
which has a low SNR spectrum and a much coarser lithium EW detection limit of
∼ 0.5 Å. As a consistency check, we compare our Li 6708 Å measurements to previ-
ous measurements for the 13 stars with previously reported values. With 1 exception,
the values are consistent to within 0.03 Å with the values reported by Mentuch et
al. (2008, 3 stars), Weise et al. (2010, 3 stars), López-Santiago et al. (2006, 2 stars),
and Torres et al. (2006, 2 stars). The exception is LO Peg, for which we measure
an EW of 0.150± 0.02 Å in a very high SNR spectrum, while López-Santiago et al.
(2006) and da Silva et al. (2009) measure larger EW values of 0.233 Å and 0.215 Å,
respectively.
Membership Confirmations
Four stars observed here were recently proposed by Lépine & Simon (2009) to be
members of the β Pic Moving Group (TYC 1186-706-1, TYC 2211-1309-1, TYC
7443-1102-1 and 1RXS J19506.8-320720). All four exhibit Hα emission, and 2 stars
(TYC 1186-706-1, TYC 7443-1102-1) show clear Li I 6708 Å absorption, which con-
firms youth and greatly strengthens the case for association with this Moving Group.
Unfortunately, the low signal-to-noise ratio spectrum of 1RXS J19506.8-320720 pre-
vented us from determining useful limits on the amount of lithium in its spectrum.
Lithium is not detected in the spectrum of TYC 2211-1309-1 (EW < 0.04 Å), which
weakens the case for youth and association. This star’s K7 spectral type (determined
below) is many hundreds of Kelvin hotter than the temperature of stars predicted to
deplete their lithium fastest (e.g. Baraffe et al. 1998; Yee & Jensen 2010). For exam-
ple, the spectral type M4 β Pic members AT Mic A and AT Mic B exhibit no lithium
in their spectra, but all high probability K7 members have strong Li I absorption (e.g.
CP-72 2713: 0.44 Å; CD-31 16041: 0.49 Å; da Silva et al. 2009). While this suggests
TYC 2211-1309-1 is likely older than known K-type members, it does not necessarily
exclude it from the Moving Group; there could be a age spread among members.
Only 1 other β Pic star observed has no previously reported lithium EW value,
HD 15115, for which we measure a EW of 0.10± 0.02. However, with a spectral type
of F8, this measurement does not significantly constrain the star’s age, given the slow
decrease in lithium abundance with time for F stars (Mamajek & Hillenbrand 2008).
We note that HD 15115 is the lowest probability member (at 60%) listed in T08.
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TYC 1752-63-1 was recently proposed by Schlieder et al. (2010) to be a member
of the AB Dor Moving Group. This star exhibits Hα emission and lithium absorption,
both of which strengthen the case of an adolescent age and association with the AB
Dor Moving Group.
F, G, and K Spectral Types
Measured ratios of temperature sensitive absorption lines in the spectra of Sun-like
stars are a powerful method of determining stellar effective temperature (e.g. Strass-
meier & Fekel et al. 1990). In principle this is accomplished best by measuring two
absorption features of a particular element with substantially different excitation en-
ergies. In practice, however, the success of this relies upon identifying features that
can be measured precisely, given the spectral resolution and wavelength coverage,
and then being able to calibrate these ratios using spectra of stars with accurately
determined temperatures. To investigate the possibility of this with our spectra, we
searched by eye for absorption features within ∼ 10 Å of each other that appear to
vary inversely with temperature. The temperature dependence is established from
our DeVeny observations of stars in the study of Valenti & Fischer (2005), who deter-
mine effective temperatures for F-, G- and K-stars accurate to 44 K via comparisons
with synthetic stellar spectra. The EWs of these features are determined by fitting a
Gaussian profile to the absorption feature using tools in IRAF. The 3 line pair ratios
that show the strongest correlation between EW ratios and temperature and that we
adopt for temperature determination in this study are 6137/6142 Å, 6162/6170 Å,
and 6450/6456 Å.
To better understand the substratum of the temperature sensitivity of these line
ratios, we referred to the high resolution (R ∼ 350, 000) spectrum of the Sun provided
by Lobel (2007), who label solar absorption features and provide excitation energies.
From this we determine that the line ratio 6137/6142 actually consist of Fe I 6136.615
(2.453 eV), Fe I 6136.993 (2.198 eV) and Fe I 6137.694 (2.588 eV) versus Ba II
6141.713 (0.704 eV) and Fe I 6141.730 (3.603 eV); excitation energies are given in
parentheses. The line ratio 6162/6170 consists of Ca I 6162.173 (1.899 eV) versus
Ca I 6169.042 (2.527 eV) Ca I 6169.563 (2.526 eV) and Fe I 6170.504 (4.795 eV).
And finally, the line ratio 6450/6456 consists of Ca I 6449.808 (2.521 eV) versus Ca
I 6455.598 (2.523 eV) and Fe II 6456.383 (3.903 eV). The temperature sensitivity
in these cases likely stems from the individual features with the most discrepant
excitation energies. We also note that all of these blends are unresolved in our
modest resolution spectra as determined by the absence of any significant residuals
of the best fit Gaussians.
To quantify the temperature dependence of these line ratios, a linear trend is fit
to the line ratios versus temperature; higher order fits appear unwarranted. The best
fit linear relations are shown in Figure 2.2. Ten Valenti & Fischer (2005) stars are
used to determine the best fit relation for the 6137/6142 and 6162/6170 ratios, while
15 stars are used to determine the 6450/6456 ratio; as noted in Section 2.3, stars
observed in the May run had a slightly redder wavelength setting, and thus did not
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Figure 2.2: Equivalent width ratios versus temperature for stars with temperatures
determined by Valenti & Fischer (2005). The solid lines illustrate the best fit linear
relations used to estimate temperatures for the observed Moving Group stars. From
top to bottom, the dispersions about this best fit, a measure of uncertainty, are 114
K, 182 K, and 152 K, respectively.
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contain the two bluer line ratios. Valenti & Fischer (2005) estimate metallicities for
all of the stars used in these calibrations, and although most have metallicity esti-
mates within ±0.12 of solar, two stars are slightly metal rich, HD 182488 ([Fe/H]
= +0.22) and HD 145675 ([Fe/H] = +0.46). However, the best fit relations predict
temperatures based on their measured ratios that are within 20 K of their indepen-
dently determined values. Thus, there is no evidence that these relations are strongly
metal dependent, though we note that utilizing these ratios should be done for stars
with solar-abundance mix only to prevent problems that arise from elements in the
blends (e.g. s-process enhanced stars and alpha-enhanced abundances).
There are 2 primary sources of error inherent to this method for estimating tem-
perature. The first stems from how well the standard stars agree with one another.
We estimate this from the 1 σ dispersion about the best fit linear relations illustrated
in Figure 2.2, which are 114 K, 182 K, and 152 K, respectively. Since the temper-
ature is determined by equally weighting all 3 line ratio estimates, we estimate the
combined error by averaging these 3 dispersion estimates and dividing by
√
3. This
yields a typical uncertainty of 86 K. The second source of error stems from our ability
to measure the EWs of young stars due to the noise in the spectra. The typical EW
uncertainty of ±0.01 Å corresponds to temperature uncertainty of ∼ 60 K. We add
these 2 error terms in quadrature and assign temperature uncertainties of 105 K using
this technique.
We used this method to estimate temperature estimates for the F-, G-, and early-
K stars (Teff ranging from 4600–6300 K) in the observed sample, which is 11 of the
19 stars observed. For all but one star (PX Vir), the temperature assignments are an
average of all 3 EW ratio estimates. Because PX Vir was observed only in May, the
spectral range does not contain the features from the first two ratios. In this case, the
composition of this star’s temperature is solely determined from the 6450/6456 EW
ratio, and has a larger uncertainty of 163 K. We also note that PX Vir is spectroscopic
binary, and its companion star may introduce a systematic error not accounted for in
our temperature estimates. The results of all temperature determinations are listed
in Tables 2.1 and 2.2.
We compare these newly determined temperatures to temperatures inferred from
the previously assigned spectral types listed in Tables 1 and 2. The previous spectral
types originate from a variety of techniques, but most are determined via comparisons
with optical spectra, similar to the method described in Section 2.4. We assign
temperatures to these spectral types using the spectral type relationship in Hartigan
et al. (1994). All but 2 stars have temperatures that are consistent to within 300 K, or
effectively 2 spectral subclasses. The 2 exceptions are the F8 stars HD 14082 AB and
HD 15115, previously classified as F5 and F4, respectively. We note however that HD
15115 is included in the Valenti & Fischer (2005) spectral synthesis study, which we
used to calibrate our temperature relations 2.4, and they determine a temperature of
6219 K, consistent with our determined temperature of 6120± 105 K. Our technique
is at least self-consistent and the apparent discrepancy may stem in part from the
temperature/spectral type relation adopted for these comparisons.
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Late-K and M Spectral Types
For stars cool enough to be classified as late-K and M, their spectra transition from
being dominated by atomic features to being dominated by molecular band features
which greatly inhibits the use of atomic features to determine temperature. For these
stars we rely upon direct comparisons with stars of known spectral type and then
adopt a spectral type - temperature scale to estimate temperatures.
Our spectral comparisons rely upon comparisons of newly obtained DeVeny spec-
tra of stars classified as ‘primary standards’ in Kirkpatrick et al. (1991). These types
of comparisons are well known to yield spectral types accurate to at least 0.5 sub-
classes, given the strong variations of the TiO bands with temperature (e.g. Webb et
al. 1999). Because we were not able to obtain comparison standards at all M spec-
tral subclasses, we approximate intermediate subclasses in some cases by averaging
cooler and hotter spectra together (e.g. averaging an M3 and an M4 to approxi-
mate an M3.5). Figure 2.3 illustrates several examples of these comparisons for 4
Moving Group M dwarfs. Based on the rapid changes in the spectra with tempera-
ture, spectral type uncertainties are 0.5 spectral subclasses. Out of the 19 observed
Moving Group members, 8 spectral types are determined this way. These newly as-
signed spectral types are consistent with the ones assembled in T08 to 0.5 spectral
subclasses, with no systematic difference.
The effective temperatures assigned to the 8 late K and M dwarf stars in this
study are set using the spectral type/temperature scale from Hartigan et al. (1994),
which is appropriate for dwarf stars. While there is evidence that very young (∼ few
Myr) M stars have a temperature scale that is warmer than this, given their slightly
extended atmosphere (White et al. 1999; Luhman et al. 2003), there is no convincing
evidence that this offset persists for many tens of millions of years. The uncertainty
of 0.5 spectral subclass corresponds to a temperature uncertainty ∼ 75 K.
2.5 Angular Size Estimates
In this section we estimate angular sizes for the 127 AB Dor and 77 β Pic members
assembled in Tables 1 and 2. This is accomplished by using the assembled tempera-
tures along with estimated luminosities to calculate stellar radii, that in combination
with the measured or estimated distances, can predict angular sizes. The assembled
temperatures and distances are described in Section 2.2. Luminosities are determined
by correcting the apparent V -band magnitudes to an absolute magnitude, and then
to a bolometric luminosity using bolometric corrections from Hartigan et al. (1994)
for F-type stars and values from Kenyon & Hartmann (1995) for A and B stars. We
adopt a solar bolometric luminosity of Mbol() = 4.83 in these calculations (Glush-
neva et al. 2002). The bolometric corrections are done relative to the V -band since
the median spectral type of the sample is late-G, which has an energy distribution
that peaks at optical wavelengths.
Of the 204 stars listed as potential members of the AB Dor and β Pic Moving
Groups, we are able to estimate angular sizes for 167 stars (Tables 1 and 2). The 37
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Figure 2.3: Illustration of the method used to determine spectral types for late-K and
-M stars. Spectral types are assigned to the observed spectra (solid lines) based on
the best matching spectral standard (dot-dashed lines, labeled) or spectral standard
average (labeled in angled brackets).
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stars for which we do not estimate sizes are in most cases companion stars that are too
close to their primary to have spatially resolved photometry and/or a spectral type.
This close proximity makes them less ideal targets for interferometric measurements
in any case. Twenty-five of the sizes estimated are of multiple star systems with
spatially unresolved V -band magnitudes. This subset of size estimates, which are
biased toward larger values, are indicated in Tables 2.1 and 2.2 with brackets. The
estimated angular sizes range from 0.06 mas to 1.17 mas. The 5 largest stars are the
B6 star α Gru (1.17 mas), the M1 star AU Mic (0.72 mas), the A3 star β Pic (0.69
mas), the M2.5 star GJ 393 (0.69 mas), and the F8 star HD 25457 (0.63 mas); all
five are single stars.
As a check on our prescription for calculating angular sizes, we apply the same
methodology to predict the angular diameters of a sample of stars whose diameters
have been directly measured via interferometry. Stars were selected from van Belle &
von Braun (2009), who report new measurements from the Palomar Testbed Interfer-
ometer (Colavita et al. 1999) and assemble previous CHARA Array measurements
from Baines et al. (2008); both data sets report angular sizes accurate to a few per-
cent. The comparison sample includes late-B through early-M main sequence stars;
we use the spectral types, V magnitudes, and distances provided in their study. The
average difference between the measured and calculated sizes is −3%, although with
a large dispersion of 21%. However, many of the stars with the largest discrepancies
have temperatures assigned from spectral types that are vastly different (≥ 380 K)
from the values inferred directly from interferometric radius measurements. The most
extreme case is the HD 157881, which has an interferometrically determined temper-
ature of 3664 K, but an adopted K2 temperature of 4900 K. In many of these cases we
suspect large spectral type errors; van Belle & von Braun (2009) did not redetermined
spectral types, but assembled them from uncited sources. If we restrict the sample
to the 31 stars whose interferometrically determined temperatures that agree with
those from their spectral type to better than 380 K (corresponding to approximately
±2 spectral subclasses) and include only dwarf stars, the average difference between
the measured and calculated sizes reduces to −2% with a dispersion of 8%. This
result is also corroborated with a comparison of the subset of radii measurements
that have uniformly determined spectral types from Gray et al. (2001) and Gray et
al. (2003). For this subset of 19 stars, the average difference between the measured
and calculated sizes is −5% with a dispersion of 10%. Since the spectral types of
many of these newly identified Moving Group members are determined from modern
prescriptions, such as that outlined in Sections 2.4 and 2.4, with temperature errors
of less than a few hundred Kelvin, we adopt 8% as the typical size uncertainty for
the predicted sizes for stars with Hipparcos determined distances.
2.6 Spatially Resolvable Young Stars
In Figure 2.4 we illustrate the angular diameters calculated for 167 of the 204 Moving
Group members, all of which have BT − VT color, K magnitude, declination, and
angular size estimates; one star (α Gru, angular diameter = 1.17 mas) has a diameter
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Figure 2.4: Angular diameter versus Tycho BT −VT color for AB Dor stars (squares)
and β Pic stars (triangles). The left panel displays stars visible in the northern
hemisphere (Dec > −30) while the right panel shows stars visible from the south (Dec
< +30). One proposed member of AB Dor, α Gru with a size of 1.17 mas is above
the size range illustrated; at a declination of -47, it is only accessible to southern
facilities. The dashed lines represents a characteristic resolution limit for current
long-baseline interferometric facilities. Large symbols represent infrared bright stars
(K < 7.0). According to these criteria, there are 18 stars that are bright enough and
large enough to observe in the southern hemisphere but only 6 such stars in the north
(see Tables 1 and 2).
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larger than the range of this plot. We distinguish subsets of this sample based on those
that are likely large enough and bright enough to be spatially resolved by long-baseline
optical/infrared interferometer. We set a size of 0.4 mas as the minimum size to be
spatially resolved, consistent with what has been demonstrated with interferometric
baselines larger than 300 m (e.g. Baines et al. 2007). We use the K2MASS magnitudes
to assess whether the stars are bright enough to observe, adopting 7.0 as the practical
magnitude limit of operational interferometers. However, of the 167 stars for which we
have size estimates, only 159 have K2MASS magnitudes; as noted in Section 2.2, fewer
pairs have spatially resolved 2MASS measurements than Tycho II measurements.
For these 8 stars with missing 2MASS measurements, we estimate their K2MASS
magnitudes using the resolved V magnitude, spectral type, and the V − K color
relations of Hartigan et al. (1994) and Kenyon & Hartmann (1995); we do not list
these approximate K magnitudes in the Tables.
Of the 167 Moving Group members with size estimates and K2MASS photometry,
18 are large enough (> 0.4 mas) and bright enough (K2MASS < 7.0) to be observed
and spatially resolved. However, only 6 stars are north enough (DEC > −30) to be
easily accessible to northern interferometers, which currently has the longest baseline
interferometers. These 6 include include the β Pic stars 51 Eri (F0; 0.52 mas) and AF
Lep A (F7; 0.40 mas) and the AB Dor stars HD 17573 A (B8; 0.56 mas), HD 25457
(F8; 0.63 mas), GJ 393 (M2.5; 0.69 mas), and δ Scl (A0; 0.44 mas). Of these, GJ
393 is of particular interest. While the intermediate mass F, A and B stars should
all be zero-age main sequence stars for even the youngest ages proposed for these
associations, GJ 393, with a spectral type of M2.5, is not predicted to achieve this
until an age of ∼ 100 Myr (e.g. Baraffe et al. 1998; Siess et al. 2000). Thus,
depending upon the age of AB Dor, GJ 393 could be distinctively pre-main sequence
and its location above the main sequence could help to constrain the age of this
Moving Group.
Although all 18 stars are accessible to southern interferometers (DEC < +30),
the shorter baselines of these facilities restrict the sample resolvable to only the B6
star α Gru (1.17 mas). We nevertheless highlight that if resolutions comparable to
CHARA are achievable, many stars could be spatially resolved since the majority
of Moving Group members are in the southern hemisphere sky. Two high-profile
examples include the debris disk hosting M dwarf AU Mic (0.72 mas) and the young
solar analogue AK Pic A (0.48 mas). Size measurements of these stars would better
constrain their ages and the age (and possibly age spread) of the Moving Group.
Moreover, these temporal stamps would help trace the rate of disk evolution and
possibly planetary system formation.
2.7 Summary and Comments on Future Prospects
We present moderate resolution (R ∼ 3575) optical spectra of 19 members of the
AB Dor and β Pic Moving Groups, including 5 recently proposed members. The
strengths of Hα emission and Li I 6708 Å absorption, both signatures of youth, are
extracted from these spectra. The detection of Li I 6708 Å in the proposed β Pic
members TYC 1186-706-1 (K7) and TYC 7443-1102-1 (K7.5) further strengthen the
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case for youth and membership within this young Moving Group. No Li I is detected
in the spectrum of the proposed β Pic member TYC 2211-1309-1 (K7). Although this
alone can not refute its membership given the spread in Li I abundances for known
members (Mentuch et al. 2008; da Silva et al. 2009), it does suggest it is slightly
older than other known members; it would be the only β Pic star of K spectral
type without detected lithium. Li I is also detected in the spectrum of the recently
proposed member of the AB Dor Moving Group, TYC 1752-63-1 (K5), which likewise
strengthens its case for membership. In addition to these measurements, temperature
sensitive line ratios are used to estimate the temperatures of F through early-K stars,
and direct comparisons with spectral standards are used to determine spectral types
for late-K and M stars.
Updated membership lists for both Moving Groups are assembled with an em-
phasis placed on identifying multiple star system and spatially resolved photometric
measurements. Currently, the AB Dor moving group contains 127 proposed members
and the /beta Pic moving group holds 77 proposed members. For these ensemble sam-
ples, temperatures determined from either new or previous measurements are used in
combination with distances and Tycho II photometry to predict angular sizes of 167
proposed members. A comparison of sizes predicted in this way for a sample of main
sequence stars that have been spatially resolved interferometrically implies that the
size estimates are accurate to 8%. Six of these Moving Group members are bright
enough (K < 7.0), large enough (θres > 0.4 mas) and north enough (DEC > −30)
to be spatially resolvable with the CHARA Array, the world’s longest baseline in-
terferometer working at optical/infrared wavelengths. One of these stars is the low
mass AB Dor member GJ 393; size measurements of this likely pre-main sequence
star could help constrain the age of AB Dor, which is somewhat poorly determined.
Using the same brightness and resolution criteria, 18 stars could be observed from
the southern hemisphere (DEC < +30; includes all 6 northernly accessible stars).
However, the operational baselines of southern hemisphere interferometers currently
will only allow the largest of these, the B6 star α Gru (1.17 mas), to be spatially
resolved.
Dramatically increasing the number of young stars that can be spatially resolved
interferometrically would not only improve age estimates for these associations, but
would also provide powerful constraints on the early evolution of young stars settling
onto the main sequence, over a range of masses and with a range of rotational veloci-
ties. This will require improving the effective resolution limit of interferometers, since
the vast majority of young stars have sizes smaller than 0.4 mas (Figure 4). Here we
comment on the most practical way to achieve this with an emphasis on the lowest
mass stars that, according to evolutionary models, should still pre-main sequence.
Interferometers are able to determine the angular size of a spatially resolved source
by measuring its reduced fringe contrast, or visibility, relative to that of an unresolved
source. For a perfectly calibrated system, unresolved sources have a visibility of 1.0
while resolved sources have a visibility less than this (see Haniff 2007 for a review).
Although the smallest angular size that an interferometer can measure is typically
approximated as λ/(2×baseline), which corresponds to 0.5 mas for H-band observa-
tions at a baseline of 331 m, in practice the true limit is set by how accurately the
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visibility can be measured; reductions in the visibility below 1.0 can also be caused by
instrumental and/or environmental effects. These effects are typically accounted for
by observing spatially unresolved stars to calibrate the system’s visibility (e.g. Boden
2007). However, turbulence in the atmosphere and vibrations along the optical path
make these calibrations imperfect. Facilities that spatially filter the light from each
telescope (e.g. Coudé du Foresto et al. 1997) or that utilize adaptive optics systems
on their telescopes (e.g. Wizinowich 2006) appear to successfully mitigate the for-
mer, while improved metrology systems may help mitigate the latter (e.g. Wyant
2002). Meanwhile, more precisely determined visibilities could be obtained simply
by greatly increasing the number of observations. While we can not make specific
recommendations on how to achieve this, we highlight that more robustly determined
visibility measurements is one practical way of improving the effective resolution of
current interferometers, thereby allowing more young stars to be spatially resolved.
A more direct way of increasing the number of stars that can be spatially resolved
is to increase the baselines of either northern or southern facilities. For example, dou-
bling the longest baselines to ∼ 660 m would improve the resolution to 0.2 mas, and
allow 37 stars in the north and 65 stars in the south to be resolved (from Tables 1 and
2). Moreover, this would permit a large fraction of stars in other Moving Groups (e.g.
TW Hydrae) to also be resolved. Although in principle this only requires 1 additional
telescope and in many cases is logistically feasible, this does raise an additional issue
for visibility calibration. As noted above, an important part of accurate size measure-
ments is observations of unresolved stars (point sources) to calibrate the visibilities.
However, at baselines of 660 m, the majority of stars brighter than K = 7 are spa-
tially resolved, making them somewhat poor stars for visibility calibration. Thus, to
be fully realizable, this solution requires not only the addition of telescopes to extend
the baseline, but either larger telescopes or a dramatic improvement in sensitivity
that permit observations of fainter, smaller stars that are spatially unresolved.
An alternative to increasing the baseline to improve resolution is to observe at
shorter (e.g. optical) wavelengths. Several facilities already operate in the V , R,
and I bands, which offer resolution improvements by factors of 2-4 relative to H−
or K-band. If we assume an optical limiting magnitude of V = 7 and a resolution
limit of 0.2 mas, 20 AB Dor and β Pic stars could be spatially resolved, 9 accessible
from northern facilities (DEC > −30) and 21 accessible from southern facilities (DEC
< +30). However, of these 20 stars, 16 have B, A or F spectral types; the 4 remaining
stars are classified as G (HD 45270, AK Pic A, V824 Ara A) or early K (AB Dor
A) spectral type. We note this because while this option is likely to be realizable
soon, it will only permit Sun-like (or larger) stars to be observed which reach the
main sequence in ∼ 30 Myr or less. Resolving a large number of bona-fide pre-main
sequence stars will require a sensitivity to spectral type M stars, with a characteristic
V magnitude of 11. This is again likely only achievable with larger telescopes or
systems with dramatically improved sensitivity.
Copyright c© Kyle A. McCarthy, 2015.
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Chapter 3 Characterizing the AB Doradus Moving Group Via High
Resolution Spectroscopy and Kinematic Traceback
This work has been previously published as McCarthy & Wilhelm (2014) AJ, 148, 70
3.1 Introduction
The discovery of nearby, young moving groups has provided a fortuitous window into
the processes and evolution of stars and planets at pre-main sequence (PMS) ages
(see Zuckerman & Song 2004 and Torres et al. 2008 for a review). These young stars
allow the study of proto-planetary disks and their dissipation (France et al. 2011,
Schneider et al. 2012, Brandt et al. 2014) in addition to the closely related topic of
planet formation (Bryden et al. 2009, Biller et al. 2013, Rodigas et al. 2014). They
also provide meaningful insight into lithium depletion rates (Mentuch et al. 2008,
Yee & Jenson 2010, Binks & Jeffries 2013) and stellar activity (Scholz et al. 2007,
Biazzo et al. 2007, Murgas et al. 2013). In the future, it may even be possible to
detect planets around chromospherically active stars which will help constrain planet
formation mechanisms (Moulds et al. 2013, Jeffers et al. 2014). The past decade
has seen a wealth of research attempting to find new members of these young groups
(Torres et al. 2006, Lépine & Simon 2009, Schlieder et al. 2010, Malo et al. 2013,
Rodriguez et al. 2013, Zuckerman et al. 2013) as well as classifying and analyzing
general properties of currently proposed members (Biazzo et al. 2012, De Silva et al.
2013, Barenfeld et al. 2013, hereafter Ba13).
Of the ∼10 moving groups within 100 pc, the most intensely studied is AB Do-
radus (ABD), named after the bright K star quadruple system. Upon its discovery,
Zuckerman et al. (2004) believed ABD to have an age of nearly 50 Myr based on
its lower Hα emission and more evolved M-type stars compared to the younger Tu-
cana/Horologium moving group (Tuc/Hor, 30 Myr); however, the next year Luhman
et al. (2005) found an isochronal age much older than 50 Myr. This study used an
MK versus V −K diagram with all proposed members from Zuckerman et al. (2004)
and found ABD was more evolved than the 35-50 Myr cluster IC 2391 and matched
nearly identically with the Pleiades open cluster (∼125 Myr). Ortega et al. (2007)
also found this result by tracing back the orbits of both ABD and the Pleiades and
found they were closest together at 125 Myr. The Ba13 study has taken this a step
further and performed a kino-chemical comparison on individual members and found
an age consistent with the previous Luhman et al. (2005) and Ortega et al. (2007)
studies. This older age is beneficial for spectroscopic analysis since the F and G type
stars have slowed their rotation rates, greatly reducing the severe line blending due
to rotational broadening that would otherwise hamper a detailed analysis.
The aim of this work is classifying F and G type stars from ABD to provide
a better picture of the groups spectroscopic properties. We decided to test ABD
due to its close proximity to the Sun and northern declination. ABD also has the
largest number of proposed members from the 9 moving groups listed in da Silva
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et al. (2009) with 187 potential members (127 from McCarthy & White 2012 and
references therein, 3 from Schlieder et al. 2012a, 8 from Schlieder et al. 2012b, 45
from Malo et al. 2013, 2 from Rodriguez et al. 2013, 2 from Riedel et al. 2014). Of
these 187, there are 7 F, 31 G, and 10 K0/1 type stars.
In Section 3.2 we discuss our sample and reduction techniques. Sections 3.3 and
3.4 describe the spectroscopic and chemical analysis while Section 3.5 shows the
kinematic traceback for these stars. Section 3.6 discusses evolutionary models and
placement on the HR Diagram. In Section 3.7 we make notes about each star and
compare with Ba13 and conclude in Section 3.8.
3.2 Observations and Data Reduction
We obtained high resolution (R ∼ 60,000) echelle spectra of 10 ABD stream stars1.
These observations were conducted using the 2.7 meter telescope at the McDonald
Observatory with the coudé spectrograph in the TS23 operating mode providing
wavelength coverage from ∼ 4,000 to 9,000 Å . A semi-automated reduction procedure
was performed using PyRAF2 by first subtracting the bias frames and dividing flats,
removing the scattered light, extracting the apertures, calibrating wavelengths with
Th-Ar lamps and applying the appropriate dispersion. Continuum normalization was
performed using the continuum package in PyRAF (typically 3rd order polynomial).
No extinction corrections were applied due to the close proximity of these stars. The
signal to noise ratio (SNR) is ∼ 200.
In addition to these 10 ABD stars, we observed 12 stars from the Valenti &
Fischer (2005; VF05) catalog (SPOCS) and the Sun to ensure a reliable reduction
and analytic process. VF05 have R ∼ 70,000 data which they passed through a
grid of synthesized spectra and found parameters which minimize the χ2 between the
observed data and the synthetic spectra. Throughout this work we will verify our
procedure by checking for consistency between the values obtained using our methods
with the values quoted in VF05.
3.3 Spectroscopic Analysis
Teff , log(g), vt, [Fe/H]
To measure Teff , log(g), microtubluence (vt), and [Fe/H]
3 shown in Columns 3-6 of
Table 3.1, we start by using the line list, log(gf) values, and excitation potentials
from Takeda et al. (2005). We measure Equivalent Widths (EWs) for 246 FeI and
22 FeII lines in IRAF4 and keep only lines where the EW is less than ∼ 100 mÅ as
1Zuckerman et al. (2004) noted the ABD consists of a nucleus of 10 stars and a surrounding
stream of young stars. The stars in our sample are all members of the stream.
2PyRAF is a product of the Space Telescope Science Institute, which is operated by AURA for
NASA.
3[Fe/H] are derived using A(H) = 12 and A(Fe) = 7.48 taken from our own solar spectrum
4IRAF is distributed by the National Optical Astronomy Observatories, which are operated by
the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
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larger EWs are prone to errors in the dampening coefficient and enhanced contribution
from the wings. We also remove lines that are below 5 mÅ due to noise contamination,
lines which are affected by cosmic ray hits, or lines that are too badly blended to
contribute believable EWs. For these reasons, no two stars have the same final line
list, and the final line list for our moving group stars averaged 158 FeI lines and
12 FeII lines. We chose to use the TGVIT5 code (Takeda et al. 2002, Takeda et
al. 2005) which uses the typical excitation and ionization balance in an iterative
procedure to solve for the above parameters. To produce precise results, we use a
modified bootstrap method by randomly selecting 90% of the FeI and FeII lines,
executing TGVIT, running the automated checkup tool which removes lines that
differ by >2.5σ, and repeated this process four times to ensure no lines are driving
a bad fit. We run 150 iterations for each star. The archetype of this procedure is
shown in Figure 3.1.
The errors involved in this method are from two main sources: the EWs and the
iteration process in TGVIT. We estimate a generous 5% error in our EWs based on
continuum placement and SNR. This error is implemented in our modified bootstrap
code via a random error between 0 and 5% on the input EW. TGVIT determines
errors in the program by individually adjusting each parameter until one of the fol-
lowing conditions is not satisfied: abundance vs. excitation potential independence,
abundance vs. equivalent width independence, or ionization balance. These errors
are independent of each other and thus we add in quadrature the standard deviation
of the modified bootstrap method to the average error found in TGVIT and report
them in Table 3.1. After a detailed analysis, it was found that covariance errors were
negligible since TGVIT varies temperature and surface gravity simultaneously. Full
treatment can be seen in Appendix A.
In addition to the above technique, we also performed an analysis using the 2013
version of MOOG6 (Sneden 1973) using the same line list and atomic parameters as
were used in the TGVIT analysis. Our procedure is as such: (1) Run MOOG under
the abfind setting, utilizing interpolated Kurucz ATLAS9 models (Castelli & Kurucz
2004) with no convective overshoot and an initial estimate of the parameters given by
TGVIT; (2) Clip features whose abundance varies by 2.5σ and iterate until no lines
are above this threshold; (3) Adjust each parameter until achieving the minimum
slope in Abundance of FeI (A(FeI)) vs. Excitation Potential to find Teff and A(FeI)
vs. Reduced Equivalent Width to find vt, and achieve ionization balance between
A(FeI) and A(FeII) to find log(g) and [Fe/H].
Figure 3.2 display the results of both techniques performed on the VF05 sample.
These results indicate that MOOG typically gives slightly smaller values for Teff
and [Fe/H] and significantly smaller values for log(g). Lower surface gravities using
MOOG are also found in Tsantaki et al. (2013) and Sousa et al. (2008) who compare
surface gravities from MOOG to those derived from HIPPARCOS parallaxes (van
Leeuwen 2007) and find that MOOG underestimates surface gravities by as much as
0.5 dex near log(g) ∼ 4.5. We therefore do not use the MOOG values and only report
5http://optik2.mtk.nao.ac.jp/∼takeda/tgv/
6http://www.as.utexas.edu/∼chris/moog.html
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Figure 3.1: Results from the modified bootstrap method. The σ uncertainties are
from the standard deviation of results with the Maxerr is the σ uncertainty added in
quadrature to the uncertainties output from TGVIT.
48
Figure 3.2: Comparison between VF05 values and those obtained in this work from
TGVIT and MOOG. The temperature and abundance values are nearly identical
between TGVIT and MOOG, however MOOG is roughly 0.15 dex lower in surface
gravity.
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those found using the TGVIT modified bootstrap method; however, we would like
to note that agreement with VF05 does not imply correctness. To further evaluated
MOOG vs. TGVIT surface gravities, we test masses derived using both methods to
masses derived using Torres et al. (2010) with corrections from Santos et al. (2013)
in Section 3.3.
Radius and Mass
Once these initial parameters are found, we use the prescription in McCarthy & White
(2012) to solve for the radius. All stars are found in the Tycho-2 Catalog (Høg et
al. 2000), giving Tycho BT and VT values which are converted into V magnitudes
using the method in Bessell (2000). All but two stars (BD-04 1063 and BD-09 1034)
have updated Hipparcos parallaxes (van Leeuwen 2007); for the other two, we use the
distances listed in Torres et al. (2008) which are derived from a convergence method
outlined in Torres et al. (2006). Bolometric corrections for the V band (BCV ) are
found using the coefficients in Table 1 of Torres (2010). When applied to our solar
spectrum, we find BCV, = -0.07, corresponding to a solar bolometric magnitude of
MBol, = 4.74 (Flower 1996). All of this information produced the luminosities for
each star. The luminosities coupled with our computed temperatures are used to
determine the final radius values.
We calculate the mass for each star using M = gR
2
G
where M is the mass of the
star, g is the surface gravity, R is radius, and G is the gravitational constant. This
method has been tested using main sequence evolutionary models in VF05 and Sousa
et al. (2011). These studies found that masses derived from spectroscopic features
are typically overestimated in when M > 1 M and underestimated when M < 1
M. In Figure 3.3 we compare the masses found from the 12 VF05 stars using the
spectroscopic technique in Section 3.3 with VF05 masses derived from evolutionary
models. We find a 6% scatter between our values and VF05 with a minor offset of
+0.05 M. This scatter is nearly identical to the average internal error in our derived
VF05 masses of 0.06 M; therefore, we believe the modified bootstrap TGVIT method
gives better estimates of the surface gravity which is the driving parameter in mass
determination.
To further evaluate our mass estimates, we compared our masses for the VF05
stars to masses derived following Torres et al. (2010) with corrections made by Santos
et al. (2013). After removing the giants from our sample, we found our masses were
0.01 ± 0.09 M larger than the Torres et al. (2010) study, similar to the comparison
against the VF05 evolutionary model masses. When applying the correction from
Santos et al. (2013), we found a difference of 0.09 ± 0.09 M, still in agreement
with our previous comparison. In addition to the TGVIT modified bootstrap values,
we also found masses using the MOOG atmospheric parameters. Here, we found a
-0.29 ± 0.13 M difference between the masses estimated from MOOG parameters
and the Torres et al. (2010) calibration. When applying the Santos et al. (2013)
correction, masses still differed by -0.21 ± 0.13 M. We therefore find the masses
using the TGVIT parameters to be more physically accurate than those using MOOG
parameters.
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Figure 3.3: Comparison of masses between spectroscopically derived mass and masses
from VF05 derived from evolutionary models. The dashed line shows a 1-to-1 corre-
lation with the dotted line representing 10% errors.
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Errors listed for the radii and masses in Table 3.1 are from four sources: the
Tycho-2 colors, parallax estimates, Teff and log(g). We use standard error propaga-
tion formalism to find the final uncertainties. The first three sources of error primarily
manifest themselves in the bolometric magnitude uncertainties which directly corre-
spond to luminosity errors. These luminosity errors are the dominate source of error
in the radius. Surface gravity errors are the dominate source of error in the mass.
RV, vsin(i), and Lithium
Before the procedure in Section 3.3 was implemented, we measured the radial velocity
(RV) of each star to determine the observed wavelength for each iron line. RVs were
calculated by TAME (Kang & Lee 2012), an automated EW estimator which allows
the user to adjust the continuum level interactively. Occasionally blending will be so
bad that TAME is not able to pick out the correct line. We take this into account by
running an IDL procedure to remove lines whose RV’s are greater than 2.5σ away from
the median value of all Fe lines. We then calculate the ratio of the EW found from
TAME to the EW of the Sun (found in IRAF) and plot this against the excitation
potential of the line. A linear trend is fit to remove the temperature dependence and
we select only lines which fall within 2.5σ of this slope. The final RV is taken from
the remaining lines. The average standard deviation between our method and VF05
is 0.8 km s−1 and our radial velocities are slightly larger with an average difference
of +0.6 km s−1.
vsin(i) values are estimated using a χ2 method comparing the observed data
against interpolated model spectra from the Kurucz ATLAS9 model atmospheres
and using SPECTRUM (Gray & Corbally 1994) to produce a high resolution syn-
thetic spectrum. The synthetic spectra were degraded in resolution to match the
FWHM of the ThAr emission features for each echelle order and a vsin(i) profile was
convolved with spectrum as outlined by Gray (1992) in steps of 1.5 km s−1. We found
the minimum χ2 for 10 isolated FeI lines and averaged to find the final vsin(i) for
the star. Figure 3.4 presents this method where the top panel shows the χ2 for the
particular line and the bottom panel displays the observed data in a solid line with
the synthetic data in a dashed line. The middle spectral line is the best fit to the
data.
Occasionally, an observed feature will have a cosmic ray in its spectrum. This
results in a very poor estimate of the feature and can skew the final result consider-
ably. We account for this in the final stage by removing any feature whose vsin(i) is
greater than 2σ deviant from the average. Our errors are the 1σ deviation in vsin(i)
measurements.
Lithium EWs are found by measuring the 7Li 6708 line in IRAF. We estimate the
same 5% error on our measurements here as we did in Section 3.3.
3.4 Chemical Analysis
Nearby young moving groups provide an excellent testbed for the chemical homo-
geneity of a molecular cloud. It is presumed that each star in a moving group formed
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Figure 3.4: Tool for measuring vsin(i). The top panel shows the χ2 for each vsin(i)
step and the bottom panel shows the best fitting model (dashed line) compared to
the observed data (solid line) in the middle with one step slower on the bottom and
one step faster on the top.
53
from the same parent molecular cloud, and thus the differences in elemental abun-
dance can relay meaningful insights on how well each element is mixed. These abun-
dances also provide information regarding potential planet hosting stars. Fischer &
Valenti (2005) showed that higher metalicity stars are more likely to harbor plan-
ets while more recent studies by Kang et al. (2011) and Adibekyan et al. (2012a)
investigate specific abundance differences between known planet hosting stars and
non-planet hosting stars. Kang et al. (2011) found an over-abundance of Mn in solar
[Fe/H] planet hosting stars, though this result was not confirmed in Adibekyan et al.
(2012a) who found the largest difference in Mg in the solar [Fe/H] regime (all-be-it a
small difference). From these results, it is likely not possible to determine whether a
star in ABD harbors a planet based solely on its chemical composition.
The elemental abundances for our ABD sample and VF05 stars are listed in Tables
3.2 and 3.3. Excitation potentials and oscillator strengths for all elements were from
the Neves et al. (2009) study with corrections made in Adibekyan et al. (2012b).
We further removed 2 SiI lines (5777.15Å, 6527.21Å), 1 CaI line (5867.56Å), 2 TiI
lines (4562.63Å, 5145.47Å), 1 V line (6081.45Å), 4 CrI lines (4575.11Å, 4600.75Å,
6661.08Å, 6882.52Å), 1 Mn line (4502.21Å), and 6 NiI lines (5010.94Å, 5462.5Å,
6175.37Å, 6176.82Å, 6177.25Å, 6186.72Å) due to lines being in between echelle orders
or a bad feature in our solar spectrum. EWs for all lines are measured in IRAF and fed
into MOOG under the abfind setting with interpolated ATLAS9 model atmospheres.
We perform this analysis on the solar spectrum taken during our observing run and
the final [X/H] are the averaged line-to-line abundance differences between the star
and the Sun.
Errors in [X/H] are derived similarly to Adibekyan et al. (2012b). The internal
scatter is σ/
√
N where N is the number lines and σ is the standard deviation. We
also include errors in the atmospheric parameters of the star given in Section 3.3 via a
max/min method. Typical [X/H] uncertainties caused by the atmospheric parameters
are ± 0.03 for temperature, ± 0.007 for logg, ± 0.03 for vt, and ± 0.007 for [Fe/H].
Errors from the line-to-line scatter were added in quadrature to the errors caused
by the atmospheric parameters. When only one line was available, the uncertainties
given are 0.10 dex.
Of the ABD sample listed in Tables 3.2 and 3.3, there are 2 stars with noticeable
abundance differences. The first is BD-04 1063 which has the lowest Fe abundance
in the sample. This star has significantly lower [Na/H], [TiI/H] and [Ni/H], while
having slightly larger [Al/H]. In Figure 3.5, this star is typically equal to or above
trends in [X/Fe] vs. [Fe/H]. It is possible that our measured Fe abundance is too low
star for this star, and that if the abundance were solar, this star would follow most of
the trends with the exception of Na, TiI, Mn, and Ni. The other outlier is BD-15 200
which, conversely, has the largest Fe abundance. While it remains consistent with the
usual trends in [X/Fe], it does have a noticeably lower Mg abundance and larger Mn
abundance. BD-15 200 (HD 6569) was also observed in Ba13 and they found similar
results with moderate exceptions in Al, Si, and Mn and a large exception in Cr. In-
terestingly, in the Ba13 study, BD-15 200 was barely able to be claimed as chemically
coherent with two other ABD stars which raises a flag about its membership in the
group.
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Figure 3.5: Metal abundances for 10 ABD stars. Typical errors are shown in the top
left of each plot.
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In Figure 3.5 we display the ABD sample of elemental abundances. The error bars
are the average standard deviation given by MOOG. This plot displays the trends in
[X/Fe] vs. [Fe/H]. The two stars mentioned earlier (BD-04 1063 and BD-15 200) are
significant outliers in [Fe/H] and possible outliers in other elements. If we assume each
element has an equal weight in the overall metal abundance of a star, we calculate
< [M/H] > = -0.03 ± 0.06 both including and excluding BD-04 and BD-15. These
results are similar to those found in Ba13 who found < [M/H] > = 0.01 ± 0.02, with
their study not including V or Mn but including Ba. In the Biazzo et al. (2012) study
of 5 ABD stars, they did not investigate V or Mn, but did investigate Zn. While this
study did not report [M/H] for the cluster, we calculated this value by converting the
[X/Fe] from Table 4 of that paper to [X/H] and found < [M/H] > = 0.06 ± 0.06,
slightly more abundant compared to our study. Based on the similarity of these three
analyses, it is likely that the average elemental abundances are consistent for all ABD
stars. Therefore, if a star is found to not be chemically consistent with these results
it should raise questions about its membership (such as BD-04 1063 and BD-15 200).
Figure 3.6 shows a comparison of our metal abundances vs. those found in VF05 to
ensure our procedure is working properly. The VF05 study only found the abundance
for Na, Si, Ti, Fe, and Ni, therefore we consider this a “spot check” of all metal
abundances. The average difference between our values and VF05 regardless of the
element is ∆ [X/H] = 0.01 ± 0.04, where the error comes from the standard deviation.
It is no surprise the best agreement is found in Ni as this element has ∼ 35 measurable
spectral features and the worst agreement is in Na since there are only 3 lines.
3.5 Kinematic Traceback
In addition to chemical homogeneity, stars of the same moving group should have
a common origin. Estimating the inception of a moving group involves mapping a
galactic potential and using current UVW velocities and XYZ positions to trace the
motion back in time. This method is commonly referred to as a Kinematic Traceback
(KTb). To traceback ABD, we use the equations of motion outlined by Asiain et
al. (1999) in Section 2 of that paper. In brief, it is assumed that the galactic
potential only consists of the halo, bulge, and disk components with no contribution
from other potentials such as spiral arms or the bar, nor do we consider effects
cause by heating processes. We use the heliocentric coordinates ξ′, η′, and ζ ′ which
are co-moving with the Sun where ξ′ is positive toward the galactic anti-center, η′
is positive in the direction of the Suns orbit, and ζ ′ is positive coming out of the
galactic plane. The epicyclic approximation is used over more complex treatment as
these stars are in nearly circular orbits and do not have large peculiar velocities. The
equations of motion are found from Equations (1) and (2) of Asiain et al. (1999).
For our calculations, the epicyclic frequency and vertical frequency are roughly 40.0
km s−1kpc−1 and 73.5 km s−1kpc−1 respectively. The galactic variables used in our
KTb code are found in Table 3.4.
Table 3.5 displays the initial positions and velocities of our stars. Using parallaxes
and RA/DEC coordinates from Hipparcos and RVs from this work, UVW space
motions are found using the publicly available gal uvw IDL program and xyz positions
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Figure 3.6: Comparison of parameters measured in this study to those given in VF05.
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Table 3.4: Galactic Potential Parameters
Parameter Value
R 8 kpc
ω 227.7 km s
−1
ρ 0.1 M pc
−3
MDisk 10
11 M
MBulge 3.4 • 1010 M
aDisk 6.5 kpc
bDisk 0.26 kpc
cBulge 0.7 kpc
dHalo 12.0 kpc
VHalo 128 km s
−1
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Table 3.5: Space Motions and Positions
Star ξ′i η
′
i ζ
′
i U V W
(pc) (pc) (pc) (km s−1) (km s−1) (km s−1)
BD-15 200 7.6±0.3 -8.5±0.3 -46.1±1.5 -8.2±0.3 -28.7±1.0 -11.3±0.6
BD-12 243 5.8±0.1 -8.9±0.2 -32.7±0.7 -5.1±0.2 -26.6±0.6 -15.0±0.6
BD+23 296 A 16.9±0.4 -24.7±0.6 -21.2±0.5 -9.3±0.5 -31.0±0.9 -14.9±0.5
BD+37 604 A 24.4±1.5 -35.5±2.2 -15.1±1.0 -8.9±0.8 -25.0±1.5 -11.8±0.9
IS Eri -3.8±0.1 -22.5±0.5 -29.6±0.7 -6.3±0.4 -27.0±0.6 -10.5±0.5
BD+21 418 A 15.4±0.6 -44.0±1.6 -26.9±1.0 -6.7±0.5 -29.5±1.1 -18.6±0.7
V577Per A 17.1±0.4 -29.4±0.6 -4.8±0.1 -6.8±0.5 -26.0±0.6 -16.1±0.4
BD-09 1034 -35.9±2.3 -68.0±4.4 -43.2±2.8 -6.7±0.9 -26.9±1.2 -15.0±0.6
BD-04 1063 -20.3±0.8 -44.5±1.7 -21.8±0.8 -8.4±0.6 -18.4±0.5 -18.8±0.5
BD+41 4749 46.3±1.5 -12.7±0.4 -15.1±0.5 -4.4±0.4 -27.0±0.6 -14.8±0.7
Average 7.3±23.1 -29.9±18.8 -25.7±12.9 -7.1±1.6 -26.6±3.4 -14.7±2.8
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are calculated from a self produced IDL routine. For BD-04 1063 and BD-09 1034,
the two stars not listed in Hipparcos, we use distances from Torres et al. (2008) and
RA/DEC coordinates from the Tycho-2 catalog.
In Figure 3.7, we show the KTb of stars in our ABD moving group sample as
well as the average motion of the Pleiades open cluster (square symbol) and ABD
(diamond symbol) moving groups. We follow the procedure outlined in Ortega et al.
(2007) to find the present velocity and positions for the Pleiades and use the values
listed in Torres et al. (2008) for ABD. Errors present are from Hipparcos data and
our RVs. We run 1,000 traceback realizations including random, gaussian distributed
errors and display the average position of each star at the given time step. In the
bottom right panel (150 Myr) the size of the points represent the standard deviation
among final positions the 1,000 trajectories; typical errors are ∼ ± 75 pc. Likewise,
the errors listed in Table 3.5 are the standard deviation of the 1,000 initial positions
and velocities for each star.
From Figure 3.7, there are 8 stars which share similar tracebacks and 7 stars which
occupy the same location at 125 Myr. These 7 stars are kinematically consistent with
the general motion of ABD and were likely formed at the same time; therefore, we
consider this the “locus” of our sample. In the 125 Myr panel, the outlying stars from
left to right are BD+37 604 A, BD-15 200, and BD+41 4749. BD+37 604 A has a
slightly more negative U velocity and RV as well as slightly smaller V and W velocities
than the bulk of ABD, likely attributing to its deviant motion. Interestingly, this star
appears to follow more closely to the Pleiades than to ABD. The star which follows
a completely separate trajectory from ABD is BD+41 4749. This is likely due to
its large negative radial velocity and smaller U velocity. Though this star is wildly
inconsistent with the other ABD members in the traceback, its surface gravity and
lithium abundance show its youth and therefore we do not dismiss this star from the
group based on one test; however, it does raise questions about its membership.
In addition to tracing the orbits of individual stars, Figure 3.8 displays the distance
from each star to the bulk motion of ABD (top) and the Pleiades (bottom). Our
sample diverges rapidly from the Pleiades, implying ABD is its own separate group. In
the top panel, there are 7 stars which converge to less than 100 pc from ABD between
123-130 Myr, the exact time scale predicted by Luhman et al. (2005), Ortega et al.
(2007), and Ba13. This convergence has been refereed to as the “focusing phenomena”
in Yuan (1977) and Yuan & Waxman (1977). While this data is suggestive of a ∼125
Myr group, Soderblom (2010) notes a fundamental limitation on kinematic ages of
20-30 Myr due to interactions with massive objects (e.g. molecular clouds or other
stars) as stars go through their orbits. We therefore proceed with caution when
making claims of the age of ABD using the KTb. Additionally, the divergent stars
could be remnants of a perturbation, giving rise to their strange motions.
Of the three most divergent stars at 125 Myr in Figure 3.8, BD+37 604 A (dashed
line) and BD+41 4749 (dotted line) were listed above and the third is BD-15 200
(dot-dashed line). This star remains close to ABD for 100 Myrs before dramatically
deviating from the rest of the group. As noted in Section 3.4, this star has the largest
metal abundance in our sample. One conjecture for its deviation at 100 Myrs is this
star formed at a later epoch of star formation, after the most massive stars enriched
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Figure 3.7: Kinematic Traceback of the 10 ABD stars (plus signs) along with bulk
properties of ABD (Diamond) and the Pleiades open cluster (square). The outlying
stars from left to right are BD+37 604A, BD-15 200, and BD+41 4749. The seven
stars which occupy the same region in the 125 Myr plot we deem as kinematically
consistent set of ABD stars.
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Figure 3.8: Distances of individual stars to ABD and the Pleiades open cluster. 7
of the ABD members converge just after the 125 Myr with the outlying stars being
BD+41 4749 (dotted), BD+37 604 A (dashed), and BD-15 200 (dot-dashed).
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the environment with more metals. This type of age separation has been observed by
Palla et al. (2007) in the Orion Nebula Cluster, finding an older population (10-30
Myr) along with a younger population (1-2 Myr), implying a time-dependent pattern
of star formation.
3.6 Comparison to Evolutionary Models
Often times directly determining the mass or radius of a star is not possible as the
star may not have a companion or the separation of its companion is too far to
measure accurate orbital parameters. Heavy emphasis is then placed on stellar evo-
lutionary models to estimate the mass and radius. Main sequence models have been
empirically refined thanks to long baseline interferometers such as the CHARA Array
(ten Brummelaar et al. 2005) which can resolve stellar radii down to ∼ 0.34 milli-
arcseconds (Baines et al. 2012), enough to resolve the radius of individual stars or
determine orbital elements of nearby binary stars (see Raghavan et al. 2009, White et
al. 2013). However, in the PMS regime there are upwards of 10 evolutionary models,
all with different input physics leading to systematic differences in radius and mass
between 50-200 % depending on the choice of model (Hillenbrand & White 2004).
Using nearby, young moving groups is pivotal for constraining PMS models since we
can accurately determine temperatures and luminosities, place the stars on an HRD
and thus provide an empirical test of the models. This way, when the PMS models
are applied to fainter groups, the only uncertainties will be from observations, not
from the models.
To begin this empirical test, in Figure 3.9 we display evolutionary models from
3 prominent groups, Siess et al. (2000, SDF00) in the top left panel, Baraffe et
al. (1998, BCAH98) in the top right, and YREC7 (see Pinsonneault et al. 1989,
Demarque et al. 2008) in the bottom two panels. Our sample of 10 ABD stars is
plotted on top of these models. There is a thin isochrone of 8 ABD stars around the
100 Myr, consistent with previous estimates for the moving groups age (see Ortega
et al. 2007, Ba13). Two stars lie above this isochrone around 60 Myr. This elevation
could be caused by errors in the parameters of these stars, formation in a later epoch,
or potentially not being associated with the moving group entirely.
The latter hypothesis is likely for the hottest outlying star, BD-04 1063, whose
age is nearly 60 Myr. This star is also the most metal poor of our sample and it
is possible that it could be a member of a slightly younger, less metal rich moving
group. The other outlying star is BD+23 296 A who has a K4 companion at 1.′′8
(Torres et al. 2008). While the Tycho-2 catalog can resolve separations of ∼ 0.′′8,
it could be possible that its companion or a potentially unresolved companion and
is adding flux into the V band which would lift the star above the isochrone. It
could also be that the parallax is incorrect. The original Hipparcos parallax is 30.99
milli-arcseconds (mas) (Perryman & ESA 1997); however, the updated parallax in
van Leeuwen (2007) places this star 4 pc farther away with a parallax of 27.3 mas
which consequently leads to a larger luminosity. Placing the star 4 pc closer has a
7The isochrones are publically available at http://www.astronomy.ohio-state.edu/iso/
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Figure 3.9: Comparison of three stellar evolutionary models to the observed data.
The models shown are SDF00 (top left), BCAH98 (top right) and YREC ([M/H] =
-0.1 on left, [M/H] = 0.0 on right). The YREC [M/H] = 0.0 models show the best
empirical fit to our data. Error bars are roughly the size of the symbols.
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profound effect on the luminosity, but it does not completely rectify the problem. In
order for BD+23 296 A to fall along the same isochrone as ABD, it would have to be
10 pc closer than the van Leeuwen (2007) distance, therefore it may be a combination
of incorrect parallaxes and additional binary flux that leads to this stars elevation on
the HRD.
In addition to moving group membership, these plots also give important infor-
mation regarding the evolutionary models themselves. The thin 100 Myr isochrone
places these stars on the bottom of the main sequence and provides a firm lower
limit on where the PMS models should reach. It is clear that neither the SDF00 nor
BCAH98 models accurately predict the transition from PMS to ZAMS. The models
which best fit the data are those from YREC. While the [M/H] = 0.0 models em-
pirically match the ABD data, the [M/H] = -0.1 provide the best fit to the data.
The best fit was determined by finding the mean minimum distance from each star
(exculding the two above) to the 100 Myr isochrone on the HRD. This result is gen-
erally consistent with our findings in Section 3.4 that the group is slightly less metal
abundant than the Sun. At the moment, the YREC models most accurately describe
the transition from PMS to ZAMS. In order to make further claims, several moving
group with different ages should be tested against these models to see how well each
model matches the empirical data.
3.7 Notes on Individual Stars and Comparison to Ba13
BD-04 1063 : This star is peculiar in nearly every facet of this study, beginning with
its fundamental parameters. The surface gravity of this star (log(g) = 4.366) is much
lower than all other members of ABD, and its radius is 1.12 R while its mass is
slightly lower (1.03 M), indicative of a younger star. This conjecture is supported
by its placement on the HR diagram, as seen in Figure 3.9, as being nearly 60 Myr.
In addition, the chemical composition of this star is much lower than the rest of
our ABD sample. While this star does traceback with ABD, the other aspects of
this study warrant a younger, more metal poor moving group, and thus we do not
consider BD-04 1063 as a member of the ABD moving group.
It is also important to comment on the distance to this star. As mentioned in
Section 3.3 and Section 3.5, this star does not have a Hipparcos parallax estimate,
therefore the distance is from Torres et al. (2008). This distance estimate assumes
that BD-04 1063 is a member of ABD. With this vital criteria in question, we found
a previous distance estimate to this star which uses photometric data to calculate a
distance of 61 pc (Cutispoto et al. 2001). This is a much closer distance than the
78 pc given in Torres et al. (2008) and when applied, changes the radius and mass
estimates to 0.83 R and 0.58 M respectively. The closer distance also lowers the
luminosity to 0.59 L and allows the star to fall along the same isochrone as the rest
of ABD.
BD-15 200 : The Ba13 study also analyzed this star using high resolution spec-
troscopy and found nearly identical fundamental parameters and chemical composi-
tion. This star has a very similar surface gravity, radius, mass, and lithium abundance
to the rest of the moving group, however, its chemical composition is slightly askew.
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It has a much larger metallicity ([M/H] = 0.03) as compared to the rest of the cluster.
In addition, this star diverges from the ABD orbit around 100 Myr which could be
a sign that this is a younger, more enriched star associated with the same molecular
cloud.
BD+23 296 A: This star is the most enigmatic of our sample. It has a relatively
close K4 binary companion with a separation of 1.′′8 and is labeled in Simbad as
a giant type star, even though its temperature coupled with membership in ABD
should place it on the ZAMS. Casagrande et al. (2011) computed the age of this star
using main sequence evolutionary models and found an age of 13.8 Gyr. The giant
status is seen in Figure 3.9 where the star is lifted off of the MS, making it appear
much younger. Apart from its position on the HRD, its surface gravity, chemical
composition, and traceback are consistent with other ABD members. We therefore
believe this elevation is due to its K4 companion or an unresolved companion adding
flux, an incorrect parallax, or some combination of the two.
BD+41 4749 : This star follows nearly every trend in ABD except the KTb where
it deviates quite drastically from the rest of the group. This is likely attributed to its
low U velocity and low RV (-19 km s−1), causing the epicyclic frequency to be different
from other stars in the subsample. Due to its similarities with other members in age,
chemical composition, and mass and radius, we are hesitant to demote this star from
membership, though we note its peculiar space motion and origin.
BD-09 1034 : Like BD-04 1063, this star does not have a Hipparcos distance esti-
mate and instead we use the Torres et al. (2008) distance which assumes membership
in ABD. Membership appears to be a valid assumption since the stars surface gravity
and chemical abundance, tests which are independent of distance, match with the
majority of our sample. To ensure this distance estimate is reasonable, we estimated
the distance to this star by assuming its radius is the same as 3 other ABD stars
in the sample with temperatures ∼5550 K (BD+41 4749, IS Eri, and V577 Per A).
Using the average radius of 0.80 R, we calculated the luminosity and MV , added
the BCV , and found that for V = 9.98, the distance is 78 pc. This is slightly closer
than the Torres et al. (2008) estimate of 88 pc. The corresponding mass estimate is
0.70 M.
Comparison to Ba13 : This work and the Ba13 study are complimentary to one
another. Only one star overlaps both samples, yet many of the same results for
the chemical analysis and kinematics were found in both studies, including nearly
identical metal abundances for each ABD sample ([M/H] = 0.01). In addition to the
large scale results, several smaller trends exist between the two studies. First, in Ba13
there are 5 stars with [Fe/H] = -0.04 or -0.03 and 3 stars with [Fe/H] = 0.02, 0.05,
and 0.06 (with [Fe/H] = 0.06 corresponding to BD-15 200). Apart from probable
systematic differences, this matches the 8 stars in our sample with [Fe/H] between
-0.01 and 0.01 and 1 star with [Fe/H] = 0.07. Therefore, in Table 3.6 we build a
sample of chemically coherent stars in ABD using both studies as well as highlight
the outliers. In addition, BD-03 4778 from the Ba13 study has a surface gravity and
chemical composition (log(g) = 4.31, [Fe/H] = -0.09) which looks similar to BD-04
1063 (log(g) = 4.37, [Fe/H] = -0.08). This could be an indicator that BD-03 4778 is
also not truly a member of ABD.
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Table 3.6: Chemically Consistent Members From This Work and Ba13
Star Teff logg [Fe/H] vt
Smaller [Fe/H] Sample
BD-12 243 5367 4.655 0.00 1.25
BD+23 296 A 5353 4.583 0.00 1.33
BD+37 604 Aa 5614 4.503 0.00 1.04
IS Eri 5561 4.653 0.01 1.44
BD+21 418 A 5900 4.588 0.00 1.69
V577 Per A 5552 4.536 -0.01 1.69
BD-09 1034 5553 4.477 -0.01 1.7
HD 317617Ba13 4870 4.49 -0.03 1.10
HD 189285Ba13 5537 4.46 -0.03 1.51
HD 199058Ba13 5737 4.62 -0.03 1.05
HD 207278Ba13 5710 4.56 0.02 1.70
HD 217343Ba13 5830 4.59 -0.04 1.70
BD+41 4749 5532 4.575 -0.01 1.33
HD 224228Ba13 4953 4.56 -0.04 1.11
Larger [Fe/H] Sample
BD-15 200 5157 4.617 0.07 1.24
HD 6569Ba13,a 5170 4.61 0.06 1.37
HD 218860ABa13 5543 4.59 0.05 1.45
Outliers
BD-04 1063 5572 4.366 -0.08 1.95
BD-03 4778Ba13 5220 4.31 -0.09 1.80
TYC 486-4943-1Ba13 5160 4.87 -0.10 2.50
Ba13 From the Ba13 study. a Same star as BD-15 200.
A Comprehensive list of all stars from this study and
Ba13 showing the two [Fe/H] samples in ABD as well
as the outlying stars.
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3.8 Conclusion and Future Work
We have investigated 10 proposed members of the ABD stream to identify bulk char-
acteristics of the moving group so that in the future, these will be used in conjunction
with other techniques such as x-ray emission, Li depletion, and Hα emission to clas-
sify whether future proposed members belong in the moving group. Using TGVIT
and MOOG together, these stars have precise spectroscopic parameters (Teff , log(g),
[Fe/H], vt) along with radii, spectroscopic masses, and chemical abundances. We also
find that < [M/H] > = -0.03 ± 0.06, consistent with previous results (Biazzo et al.
2012, Ba13), suggesting this is characteristic of ABD as a whole. Along with other
recent age estimates, our results verify that ABD falls along the 100 Myr isochrone
and traces back to 125 Myr. After investigating three different evolutionary models,
we have found the YREC models to best fit our observational data.
Our method has shown BD-04 1063 is most likely not a member of the moving
group based on surface gravity, chemical composition, and position on the HR Dia-
gram. Our findings also confirm the Ba13 results for the fundamental parameters and
chemical composition of BD-15 200 (HD 6569), and it is possible this is a younger
star in the ABD moving group. Finally, BD+23 296 A has an odd placement on the
HRD which is likely due to a companion (either known or unresolved) or incorrect
parallax estimate.
The overall procedure presented in the work is a valuable tool for analyzing other,
younger moving groups. However, to truly utilize this procedure, we will compile
another line list which allows the investigation of faster rotating stars (vsin(i) ∼
30 km s−1) as younger groups have not had enough time to spin down. In fact,
Eggenberger et al. (2012) showed that once the debris disk evaporate from a star,
angular momentum from the still collapsing core is able to spin up the surface of the
star. This effect makes the youngest available moving groups (e.g. TW Hydrae and β
Pictoris) more difficult to analyze as they have recently left their disk-locking phase
and have large vsin(i). We therefore find it important to future characterization of
younger moving groups to find a robust line list capable of this analysis.
These young moving groups are pivotal for constraining PMS evolutionary mod-
els. As mentioned briefly in Section 3.6, there is large variance in ages and masses
between PMS evolutionary models and with upwards of 10 models available, large in-
consistencies arise in the literature. We are currently observing many nearby clusters
with varying ages to begin constraining the models in the F, G, and early K spec-
tral regime. This type of constraint can be achieved using the procedure outlined
in Sections 3.3 and 3.3 of this work by finding spectroscopic masses for several stars
in a gambit of moving groups and observing how stars of the same mass evolve as a
function of age. ABD already places constraints on where the main sequence should
begin, however, this is only a small part of a larger picture.
Copyright c© Kyle A. McCarthy, 2015.
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Chapter 4 Further Investigation of the Octans-Near Moving Group
This work is to be submitted to MNRAS
4.1 Introduction
Nearby, young moving groups are ideal testbeds for studying stellar and planetary
evolution. By definition, stars in a given moving group should not have significantly
different ages or compositions, therefore one can see how the cluster evolves as a
function of mass. Additionally, planetary systems around these young stars are still
contracting, and thus are bright in the H and K photometric bands. For this reason,
moving groups have become attractive targets for planet searches since the masses
of photometrically discovered planets are well constrained from the ages of the host
moving group (see Biller et al. 2013).
Recent high resolution spectroscopic studies have investigated proposed F-, G-
, and early K-type members of nearby moving groups to better characterize their
chemical homogeneity, origin, and age (Barenfeld et al. 2013, De Silva et al. 2013,
McCarthy & Wilhelm 2014; hereafter MW14). MW14 compile 3 tests which can
be used to robustly characterize a group: elemental abundance analysis, kinematic
traceback, and isochrone fitting. These were performed on AB Doradus yielding an
average [M/H] = -0.03 ± 0.06, traceback age of 125 Myr, and the stars in this spectral
range lying on the main sequence.
In September of 2013, Zuckerman et al. (2013; hereafter Z13) discovered a new
moving group ∼ 50 pc from the Sun with a similar UVW space motion to the well
established Octans association; however, this group of stars is roughly 100 pc closer to
the Sun than the Octans, and thus they dubbed the newly discovered group Octans-
Near (ON). This founding paper listed 14 systems as probable members, 7 as possible
members, and 4 as probable non-members. Among the probable members, the median
age is 100 Myr with 3 systems which are listed as 30 Myr. Interestingly, 30 Myr is
the age of the Octans Association (Murphy & Lawson 2014), and thus these stars
could potentially be members of Octans, rather than ON.
Intrigue further surrounds the velocity of this group. Z13 found UVW = (-13.0
± 1.9, -3.5 ± 2.2, -11.2 ± 2.0) km s−1. The dispersion among the probable members
is the highest of any moving group with these dispersions being 1.7, 2, and 1.5 times
larger than the average moving group dispersion (Torres et al. 2008) in U, V, and W
respectively. Additionally, ON is among the most spatially dispersed moving group
ranging in X from -92 to 50 pc, in Y from -32 to 57 pc, and in Z from -72 to 43 pc.
With only 14 probable systems, this becomes the sparsest moving group yet proposed.
It is important to further evaluate this moving group to validate its existence since
only 5 of the 14 probable systems have at least one star with spectral types < G0,
and only 2 possible systems are M dwarfs. If truly a moving group, there should be
a plethora of low mass stars populating this area of phase space.
71
The goal of this work is to provide a detailed investigation of the ON moving
group based on the criteria in MW14. In Section ?? we discuss our observations and
in Section 4.3 we describe the determination of stellar parameters. Section 4.4 uses
the techniques in MW14 to characterize the ON moving group. Finally, Sections 4.5
and 4.6 provide discussions and conclusions.
4.2 Observations and Data Reduction
We obtained high resolution (R ∼ 60000) optical spectra of 5 ON stars with the 2.7m
telescope at the McDonald Observatory. We used the coudé spectrograph in the TS23
operating mode providing wavelength coverage from ∼ 4,000 to 9,000 Å. A semi-
automated reduction procedure was performed using PyRAF1 by first subtracting
the zeroes and dividing flats, extracting the apertures, calibrating wavelengths with
Th-Ar lamps and applying the appropriate dispersion. Continuum normalization
was performed using the continuum package (typically 3rd order polynomial). No
extinction corrections were applied due to the close proximity of these stars. The
signal to noise ratio (S/N) ranged from 200 - 300 around 6000Å.
Because 4 of the ON stars have vsini ∼ 10, we were motivated to observe a slowly
rotating, well behaved star from Valenti & Fischer (2005) with very high S/N (∼
450) and artificially enhance the vsini by convolving a rotation profile using the IDL
program broadenspectrum. Of these 4 ON stars, 3 have Teff hotter than 6000 K, with
one having Teff ∼ 5500 K, therefore we chose to observe the star HD 52711 which
has Teff ∼ 5850 K. The spectrum was reduced in the same way as the ON data.
4.3 Stellar Parameters
Spectroscopic Parameters
To determine Teff , logg, microtubluence (vt), and [Fe/H]
2, we follow the procedure
outlined in MW14. In brief, we used TGVIT3 (Takeda et al. 2002, 2005) which is
an automated routine solving for the aforementioned parameters via excitation po-
tential/ionization balance. The code solves for Teff and logg simultaneously, then
it solves for vt, thus preventing significant correlation between parameters (see Ap-
pendix A of MW14). The full line list of 302 FeI and 28 FeII lines including excitation
potentials, log(gf), and wavelengths can be found on the webpage for TGVIT; how-
ever, due to gaps between echelle orders and bad lines in the solar spectrum, we were
only able to use 246 FeI and 22 FeII lines. Additionally, because 4 of the 5 stars had
vsini ∼ 10 km s−1, we used a different line list as detailed in Section 4.3 composed
of clean/easily deblended lines from the list of 246 (22) FeI (FeII) lines. We then use
a modified bootstrap method selection 90% of FeI and FeII lines, adding a random
1PyRAF is a product of the Space Telescope Science Institute, which is operated by AURA for
NASA.
2[Fe/H] are derived using A(H) = 12 and A(Fe) = 7.48 taken from our own solar spectrum in
2013
3http://optik2.mtk.nao.ac.jp/∼takeda/tgv/
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5% error to each line due to continuum placement and S/N uncertainties and add
the deviation of 150 trials in quadrature to the errors output from the TGVIT code.
These values can be found in Columns 2-5 of Table 3.1.
For a detailed discussion of each star and its corresponding parameters, we address
the reader to Appendix A. We would like to comment briefly on a preliminary trend in
the spectroscopic parameters. The three probable members we observed (HIP 17338,
97255, 115527) all have surface gravities near 4.65 dex while the possible members
(HIP 29873, HIP 66704) have surface gravities < 4.40 dex. The larger surface gravities
of the probable members are roughly the same as those of AB Doradus members
which tended to have surface gravities larger than the Sun. This immediately places
a delineation between probable and possible members, though it should be noted that
the artificially large mass of HIP 97255 in Column 6 is suggestive that this estimate
of the surface gravity is too large. This is likely caused by the larger vsini which
resulted in poor estimates of FeII lines.
Radius and Mass
Columns 6 and 7 of Table 3.1 are the stellar radii and masses. Radii were computed
via the Stefan-Boltzmann law. Luminosites were found by combining Tycho-2 Bt - Vt
colors which were converted to Johnson V magnitudes using Bessel (2000), parallaxes
from van Leeuwen (2007), and a solar bolometric magnitude of 4.74 and bometric
corrections from Torres (2010). Teffs were taken from this work, the Casagrande et
al. (2011, hereafter C11) which used the IRFM, or B-V to Teff values using Torres
(2010). The masses were estimated from the equation M = gR
2
G
where M is the
mass of the star, g is the surface gravity in cm s−2, R is the radius, and G is the
gravitational constant.
In addition to the equation above, Column 8 shows masses computed using the
coefficients in Table 1 of Torres et al. (2010) with corrections by Santos et al. (2013).
Errors were estimated by finding the standard deviation of 1000 iterations of each
mass using random, gaussian distributed errors of the input stellar parameters. Not
including HIP 97255 due to its poor logg estimate, we find that the masses using
the above equation are offset by +0.09 ± 0.19 M from the masses found using the
Santos et al. (2013) method. This offset is significant, though it should be noted that
HIP 29873 appears to be distinctly pre-main sequence from Figure 4.7. The Santos
et al. and Torres et al. masses are based off of main sequence evolutionary models,
so it is likely that these will not predict accurate masses for this star. In fact, the
YREC [M/H] = -0.1 dex models predict a mass of ∼ 1.3 M, only -0.04 M from our
original estimate.
We further compared the masses estimated using the YREC models in Figure
4.7 to the Torres et al. and Santos et al. masses (not including HIP 29873 but
including HIP 97255) and we find offsets of 0.00 ± 0.04 and +0.08 ± 0.04 respectively.
These offsets are interesting because this may indicate that the YREC models are
systematically off from the PADOVA models which are used in the correction of
Santos et al. (2013).
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vsini
To estimate the vsini, we used the χ2 minimization technique on 8 clean FeI lines
(λ5411.35, λ5522.45, λ5852.22, λ6151.62, λ6165.36, λ6247.56, λ6469.20, λ6627.54 Å)
between our data and interpolated ATLAS9 model atmospheres (Castelli & Kurucz
2004) with no convective overshoot and using SPECTRUM (Gray & Corbally 1994)
to produce an R = 200,000 synthetic spectrum. The synthetic spectra were then de-
graded to the resolution of the echelle order using the IDL program broadenspectrum.
vsini profiles were added from 1.5 to 22.5 km s−1 in 1.5 km s−1 intervals. The vsini
with the lowest χ2 was selected for each line and the errors are the 1σ errors between
chosen vsini. In the case of a cosmic ray hit or bad continuum fitting for a particular
line, we removed any vsini which was > 2σ from the average. The results of this
technique are found in the penultimate Column of Table 3.1.
Of the 5 stars in our sample, 3 stars had vsini ∼ 10, and 1 had vsini ∼ 15. For
this reason, there were several blended lines which contributed to bad estimates on
the stellar parameters. We decided to find a new line list which is a subset of the
original TGVIT list composed of either pure or easily deblended lines. This new line
list was found by adding a rotational broadening of 10 km s−1 to HD 52711 using the
IDL code broadenspectrum. We then measured the EWs of the broadened spectrum
and kept only lines whose EWs were less than 5% different from the original data.
This left 60 FeI and 6 FeII lines. Differences between the original and vsini = 10
km s−1 line lists are ∆Teff = +10 K, ∆logg = -0.02 dex, ∆vt = +0.09 km s
−1, and
∆[Fe/H] = +0.00 dex. The vsini = 10 km s−1 line list of TGVIT number, wavelength,
excitation potential, and loggf is shown in Table 4.2.
To see what kind of change this new line list had on our stars, we used both line
lists to determine the spectroscopic parameters in Table 3.1. We found the vsini =
10 km s−1 list gave ∆Teff = +123 (± 64) K, ∆logg = 0.18 (± 0.33) dex, ∆vt = 0.00
(± 0.15) km s−1, and ∆[Fe/H] = -0.01 (± 0.10) dex.
4.4 Characterization Technique
Here we present the characterization process described in MW14 applied to the ON
moving group.
Chemical Analysis
Chemical homogeneity among moving group members is arguably the most important
piece of data to prove whether the stars formed from the same molecular cloud. While
slight variations from star to star are expected, no star should be a significant outlier.
Additionally, if there is no clear locus for a group in abundance space, the group is
potentially a coincidence of young, co-moving field stars. It is therefore vital to the
study of moving groups to analyze the abundance patterns of a groups members.
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Table 4.2: Sample of vsini = 10 km s−1 Line List
TGVIT # λ E.P. loggf
1001 4365.895 2.99 -2.234
102 4445.471 0.087 -5.411
1007 4602 1.608 -3.14
1009 4630.121 2.279 -2.462
1011 4635.846 2.845 -2.349
1012 4661.534 4.558 -1.101
. . . . . . . . . . . .
206 5414.073 3.221 -3.568
2003 5425.257 3.199 -3.221
2005 5991.376 3.153 -3.54
2009 6239.953 3.889 -3.423
208 6432.68 2.891 -3.579
2014 7479.693 3.892 -3.656
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Iron Abundance
[Fe/H] has long been used as a proxy for the metal abundance of a star since there
are a wealth of iron lines in the optical region of the spectrum. We wanted to
first identify the iron content of the group to find an initial guess at the overall
abundance. Due to our limited sample of 5 stars, we combined our sample with
C11 stars which contributed 3 probable members, 3 possible members, and all 4
probable non-members. When combining samples, care should be taken to determine
any systematic offsets. Combining stars from this study and MW14, which used an
identical set up and analysis, 19 stars overlap with C11 with our data yielding an
offset of +0.03 ± 0.08 from C11 with no trends as a function of temperature, and
thus we applied a +0.03 to the C11 [Fe/H]’s. There is one significant discrepancy
between studies for the star HIP 17338; we find [Fe/H] = 0.0 while GCS finds [Fe/H]
= -0.38, and therefore did not include this star in our offset.
In Figure 1 we show a histogram of the [Fe/H] distribution with bin sizes of 0.02
dex for all available stars in ON. It is not surprising to see a grouping of proba-
ble members with [Fe/H] between -0.08 and -0.04 while the possible members and
probable non-members are randomly distributed from -0.20 < [Fe/H] < 0.05. These
possible/non-members are likely a part of the subsolar, young field population. Tak-
ing into account all probable members from the Figure, the average [Fe/H] = -0.07 ±
0.05 dex. While there is a slight peak for probable members around [Fe/H] ∼ -0.07,
it is important to remember that these are small number statistics due to the low
number of stars proposed thus far for the group.
Lithium Abundance
We differ here from the analysis in MW14 by investigating the lithium abundance of
ON. In Table 1, the final column reports the EW of the Li 6708 Å line which was
found using the deblend tool in IRAF’s splot package to remove the FeI 6707.441 Å
line which is spectroscopcally resolved, though the Li doublet (6707.76 Å and 6707.91
Å) is not. We find our values are systematically lower than the Z13 Li EWs by 13 ±
5 mÅ. This is a significant offset, however, it is likely because Z13 did not deblend
the FeI line which adds ∼ 9 mÅ around 6000 K these temperatures according to the
equation EW(FeI 6707.441) = 20(B-V) - 3 mÅ taken from Soderblom et al. (1993).
To compensate for this additional area, the previous equation is applied to all of the
Z13 data; the new offset is -4 ± 5 mÅ.
Using the updated lithium EWs from Z13 in addition to our own, in Figure 4.2 we
plot the EW vs.Teff for ON (large symbols), β Pictoris, Octans, AB Doradus, and the
Pleiades (blue, red, gray, and black respectively). The size of each point represents the
vsini (the largest symbol has vsini = 37 km s−1) and the color represents the surface
gravity with blue colors corresponding to lower logg and conversely for red; gray
symbols are those with no logg estimates. When not from this work, temperatures
and surface gravities are from C11, vsini and EWs for ON stars are from Z13, EWs and
temperatures for the Pleiades are from Margheim (2007), and EWs and temperatures
for β Pictoris, Octans, and AB Doradus are from da Silva et al. (2009).
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Figure 4.1: Histogram of [Fe/H] for proposed ON stars from this work and C11.
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From the Figure, most of the ON sample are on the lower edge of the Pleiades.
The probable members have slightly larger EWs than the possible and probable non-
members at similar temperatures. This places a firm lower limit on the age of ON of
125 Myr, though ON is likely slightly older than the Pleiades.
There are two stars (HIP 17338 and HIP 19496) which have a larger lithium EW
than the rest of the sample. This is not surprising since many times clusters can have
a rather large spread in EW for similar temperatures. This effect is well documented
and could be cause be several factors, including debris disk lifetime (Eggenberger et
al. 2012) or the inflation of stellar radius (Somers & Pinsonneault 2014). It is also
not surprising that these two stars are listed as 30 Myr young in Z13 since their age
criteria was based on the chromospheric activity and lithium abundance. HIP 17338
is in our sample, and in Figure 4.7 it is clear that this star is firmly on the main
sequence, and if it truly were 30 Myr, it should be still PMS. Additionally, the logg
for this star is 4.66 which is expected for a star on the main sequence.
Other Elements
To further identify metal abundance trends, we present in Table 4.3 the abundances
for 12 elements, 3 of which have 2 ionization states (e.g. TiI and TiII). All lines
were taken from Neves et al. (2009) with added/subtracted lines from Adibekyan
et al. (2012) and MW14. Values were found using the 2013 version of MOOG4
and compared line-by-line each abundance to our solar spectrum taken in January
2012. Errors are the 1σ deviation between lines. If only one line was available,
we attributed an error of 0.10 dex. Taking all elements equally into account, the
average metal abundance for the probable members is <[M/H]> = -0.06 ± 0.11 dex.
The error comes from adding the standard deviation between the average [M/H] of
our sample to the mean average error from each star in quadrature. This average
abundance is consistent with the average [Fe/H] from Section 4.4. The two possible
member’s lower abundances are also expected due to their lower [Fe/H].
To investigate any trends in these elements, we plotted [X/Fe] vs. [Fe/H] in Figure
4.3. Mg, ScII, Mn, Co, and Ni are all deficient with respect to Fe. Meanwhile, Na,
Al, Si, Ti, and Cr are all roughly solar and Ca and V appear slightly supersolar.
These trends is also seen in AB Doradus (MW14), though the Co abundance for ON
is significantly lower than AB Doradus. Adibekyan et al. (2012) showed that Co
is typically subsolar around the solar [Fe/H] regime, but typical values are around
-0.15, not the -0.3 seen in the Figure.
There are a few outlying points in the Figure which should be addressed. First,
in the Na panel, the star HIP 97255 only contained 1 usable EW which was 128 mÅ
and is likely a poor representation of the actual sodium abundance. In the Ca panel,
the star HIP 17338 has a much lower temperature than the other stars, and therefore
the Ca lines which have lower excitation potentials are much stronger than in the
hotter stars, giving rise to EWs > 100 mÅ and likely the overabundance. In the Co
panel, HIP 115527 has the largest abundance, but also has 7 EW measurements for
4http://www.as.utexas.edu/∼chris/moog.html
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Table 4.3: Metal Abundances For ON Stars
Ele. HIP 17338 HIP 29873 HIP 66704 HIP 97255 HIP 115527
Na I 0.03 ± 0.01 -0.20 ± 0.10 -0.23 ± 0.03 0.14 ± 0.10 -0.10 ± 0.03
Mg I -0.25 ± 0.12 -0.36 ± 0.10 -0.22 ± 0.10 -0.20 ± 0.10 -0.13 ± 0.05
Al I . . . -0.23 ± 0.10 . . . . . . -0.08 ± 0.01
Si I -0.03 ± 0.07 -0.19 ± 0.02 -0.10 ± 0.01 0.01 ± 0.06 -0.05 ± 0.02
Ca I 0.23 ± 0.06 -0.10 ± 0.05 -0.06 ± 0.04 -0.13 ± 0.04 -0.02 ± 0.03
Sc I . . . . . . . . . . . . -0.09 ± 0.03
Sc II 0.00 ± 0.02 -0.29 ± 0.06 -0.27 ± 0.01 -0.13 ± 0.12 -0.08 ± 0.03
Ti I 0.02 ± 0.02 -0.18 ± 0.02 -0.20 ± 0.03 -0.07 ± 0.03 -0.03 ± 0.01
Ti II -0.15 ± 0.10 -0.37 ± 0.03 -0.17 ± 0.06 0.03 ± 0.10 -0.02 ± 0.05
V I 0.13 ± 0.12 . . . . . . . . . 0.05 ± 0.05
Cr I 0.03 ± 0.05 -0.23 ± 0.03 -0.17 ± 0.03 -0.03 ± 0.04 -0.01 ± 0.02
Cr II 0.04 ± 0.10 -0.06 ± 0.18 -0.22 ± 0.03 -0.06 ± 0.10 0.01 ± 0.01
Mn I -0.04 ± 0.10 -0.42 ± 0.10 -0.21 ± 0.01 . . . -0.17 ± 0.02
Co I -0.32 ± 0.10 -0.41 ± 0.04 -0.37 ± 0.10 -0.35 ± 0.10 -0.14 ± 0.01
Ni I -0.13 ± 0.03 -0.29 ± 0.01 -0.25 ± 0.03 -0.17 ± 0.03 -0.10 ± 0.01
Avg. -0.03 ± 0.14 -0.25 ± 0.11 -0.20 ± 0.08 -0.09 ± 0.12 -0.06 ± 0.06
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Figure 4.3: Chemical Abundances for the ON sample. Errors are the average error
for each element added in quadrature with the errors in [Fe/H].
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abundance. HIP 29873 has 3 measurements, and the rest have just 1. In addition to
the limited number of EW estimates, these 4 stars also have larger values of vsini than
HIP 115527. The Co lines which were able to be measured were all in the blue end
of the spectrum and it is possible that the continuum for these lines appeared lower
than normal. It is also possible that these lines contain hyperfine splitting which was
not taken into account in this analysis.
Combining the results from all abundance sections, we draw the conclusion that
the two possible members we have observed are likely not members of the ON moving
group and should be demoted to probable non-members. The average iron abundance
for probable members from this study and C11 is <[Fe/H]> = -0.07 ± 0.05. This
is nearly identical to the average metal abundance of <[M/H]> = -0.06 ± 0.11.
We expect that as more members of ON are found, their abundances should not be
significantly different from these values.
Kinematic Traceback
Kinematic tracebacks provide a detailed look into a stars previous trajectory. In
theory, when a moving group is projected back in time, the dispersion of its members
should decrease until the groups inception, then increase after this time. If a group is
young enough (typically < 20-30 Myr), advanced treatment of the galactic potential
is not required and a simple linear relation can be applied to find the expansion
age for a group. Otherwise, one can apply a galactic potential and use the epicyclic
approximation to map the full orbits.
Current XYZ position and UVW velocities were computed in this work using
parallax information from van Leeuwen (2007), proper motions from the Tycho-2
catalog (Hog et al. 2000), and radial velocities from Z13. Initial positions and
velocities were found using a self produced IDL code for XYZ and the gal uvw IDL
code, noting that the U velocities were flipped to correspond to positive U values
pointing in the direction of the galactic center.
Recent work by Mamajek & Bell (2014; hereafter MB14) used three traceback
methods to find the age of the β Pictoris moving group. (1) Using the current
positions and velocities, finding the time it would take a newly formed group to
expand to the current formation. (2) A linear traceback designed to find the time
where the dispersion is the smallest. And (3) an epicyclic approximation which also
looks for the time of least dispersion. In MB14, they showed that this method did
not yield a reliable traceback age for this group since the expansion velocity age
errors were on the order of the age derived, the linear trajectory display a broad
minimum in the dispersion, and the epicyclic approximation found no minimum in
the dispersion. With this information in mind, we run each test in MB14 on ON to
gain more knowledge about the kinematic history of the group.
Expansion Velocities
Following Section 3.2 of MB14, we take all of the initial XYZ and UVW coordinates
and velocities and determine expansion ages in each direction. Mirroring Equations
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7-9 of MB14, we find
κX =
dU
dX
= 0.001(−0.012)± 0.013(0.016) (4.1)
κY =
dV
dY
= 0.055(0.004)± 0.023(0.022) (4.2)
κZ =
dW
dZ
= 0.002(0.008)± 0.019(0.017) (4.3)
where the numbers in parentheses represent the entire sample of probable and
possible members while the number outside the parentheses are just the probable
members. Using these κ’s, expansion ages are found using κ = γ−1τ−1 with γ being
the conversion from km s−1 to pc Myr−1 equal to 1.022712165 s pc km−1 Myr−1. In
X we find 784 (80) ± 791 (205) Myr, in Y we find 17 (25) ± 9 (24) Myr, and in Z we
find 436 (127) ± 442 (159) Myr. These wildly different results and errors larger than
the estimated values clearly imply that we cannot predict the expansion age based
on this test.
Linear Trajectories
Using Equations 10-12 of MB14, we find the dispersions of ON 30 Myr prior to present
day. Figure 4.4 shows the dispersions in each direction (σX , σY , and σZ) as a function
of age for probable stars only. Errors, indicated by the lightly shaded regions, are
the 1σ uncertainties of 1000 iterations at each time step using random, gaussian dis-
tributed errors in the initial positions and velocities. We only used probable members
since this subset is the most likely to converge. However, we find that for this test
there is no convergence in any direction. σY does decrease in dispersion slightly until
∼ 12 Myr, however the 1σ uncertainties are consistent with remaining at the same
dispersion it has today. We also show σXY which was found through vector addition
with errors found adding the corresponding errors in quadrature. We find that the
linear trajectories for ON stars are not sufficient to describe its kinematic history and
we proceed to more advanced treatment.
Epicyclic Approximation
In this section, we attempted to find the origin of ON using an epicyclic approxima-
tion. Our code comes from Equation 4 of Makarov et al. (2004) with Oort A and B
from Feast & Whitelock (1997). 1000 iterations of our traceback code using random
gaussian errors in the initial positions and velocities to determine how these stars
trace back.
Figure 4.5 shows the average of the trace back iterations with average errors
plotted as the blue cross-hair. We chose to highlight -100 Myr in the plot because
the lithium abundances indicate an age on the order of 100 Myr and also to show
how dispersed the group becomes at later times. The bulk of the cluster is spread
out over a kpc and is an incredibly unphysical structure to investigate. In Figure 4.6
we calculated the dispersions in X and Y as a function of time. We chose to
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Figure 4.4: Dispersion of the ON group in the X (green), Y (blue), Z (red), and XY
(black) directions using linear trajectories. Errors are the lightly shaded regions with
corresponding colors derived from the standard deviation of 1000 iterations at each
time step with random, gaussian distributed errors.
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Figure 4.5: Kinematic Traceback for the ON sample at -100 Myr. The plus sign is
the average uncertainty. Squares are probable members, circles are possible members,
and x’s are probable non-members with larger symbols representing stars with spectra
in this work. The triangle is the average position of all probable members of ON from
Z13 and the octogon is the average for Octans with values from Murphy & Lawson
(2014).
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Figure 4.6: Dispersions for the epicyclic approximation. The minima every ∼ 157
Myr correspond to resonances in the epicyclic frequency.
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run the time back to -600 Myr in Figure 4.6 to show that the potential minima in
X around -150 Myr and in Y around -190 Myr are simply products of the epicyclic
resonance. These minima repeat every ∼ 157 Myrs. One feature not involved with
the resonance patterns is a small decrease in σY over the first 10 Myr. This is the
same feature which was seen in the Linear Traceback. These plots are suggestive that
the traceback technique is currently not a good method to find the age or origin of
ON. It should also be noted that Soderblom (2010) lists two limitations for traceback
techniques; one being the errors in the above quantities should only allow trustworthy
age determinations of less than 20-30 Myr, and the other limitation being interactions
with massive objects (e.g. molecular clouds or other stars) leading to disk heating.
With these limitations in mind, the analysis presented is purely hypothetical and very
little weight is placed on the traceback.
Isochrone Fitting
In addition to chemical homogeneity and a common origin, it is pivotal that moving
group stars are the same age. In Figure 4.7, we plot all available F, G, and K
stars from Z13 on the HR Diagram with probable members as squares, possible as
circles, and probable non-members as X’s. The larger symbols are stars we observed.
Luminosities are derived in Section 4.3 and temperatures for 5 stars were taken from
this study, 10 stars C11, and empirical B-V color to Teff from Torres (2010) for
the remaining stars. We overlay mass tracks and isochrones from the Yale Rotating
Evolutionary Code (YREC; see Pinsonneault et al. 1989, Demarque et al. 2008) for
[M/H] = 0.0 and -0.1 since nearly all ON stars have subsolar abundances. Isochrones
plotted are 1, 10, 15, 30, 100 Myr in red, blue, teal, magenta, and green respectively,
and mass tracks range from 0.8 to 1.3 M.
A majority of the stars fall along the 100 Myr line, which for these spectral types
is the Zero Age Main Sequence (ZAMS). While age estimates for those stars on the
main sequence would be unfounded, we can make age estimates for those stars not
on the ZAMS which has further implications on their membership probabilities. The
youngest star, possible member HIP 29873, appears to be ∼ 15 Myr. This star is in
our sample and has the lowest [Fe/H] of -0.19 dex. This young age is also manifest
in the lower surface gravity which implies it is still contracting down to the ZAMS.
Another star of similar mass to HIP 29873 which is lifted off of the main sequence is
the probable non-member HIP 102218, and thus is confirmed as a non-member.
There is another group of 3 stars, two possible members (HIP 110778 A & B) and
the other a probable non-member (HIP 104526 A), which appear to be around 30 Myr
according to Figure 4.7. HIP 110778 A & B have a separation of 14.′′88 (Cvetkovic
et al. 2010) and thus are likely not artificially over-luminous. It is also reassuring
to see both stars around the same age, however, they are close to the turn-on point
for the main sequence. It is unclear whether or not they are distinctly PMS, and
thus we keep this system as possible members. HIP 104526 A has a 4.′′08 separated
companion (Horch et al. 2006) which is resolved in the Tycho-2 catalog, therefore, it
is not likely there is contamination from the secondary in the photometry.
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Figure 4.7: HR Diagram for FGK stars in the ON sample. Symbols are the same as
Figure 4.5. 1, 10, 15, 30, and 100 Myr YREC isochrones are plotted in red, blue,
teal, magenta, and green respectively. Mass tracks range from 0.8 - 1.3 M.
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Using the photometry in an empirical B-V temperature relationship, we find B-V =
0.781 ± 0.024 (0.8 in Simbad), corresponding to Teff = 5335 ± 65 K. This is lower
than the temperature reported in C11 by 235 K and moves this star to the right in
Figure 4.7, leading to an isochronal age of ∼ 20 Myr and is a confirmed non-member.
Z13 also lists 7 A- and B-type star systems as probable members along with 2
M-type binary systems as possible members. In Figure 4.8 we investigate the full
isochrone of ON by including the B-, A-, and M-type stars available in the Hipparcos
catalog. GJ 4185 is not listed in the Hipparcos catalog and is not used in this study.
We convert the B-V (taken from Tycho-2 Bt - vt) to Teff using the methods in
Flower (1996) and Torres (2010). The M-type stars HIP 116132 A & B (EQ Peg)
have an angular separation of 5.′′35 and spectral types of M3.5 and M4.5 (Dieterich
et al. 2012) and are possibly younger than the other proposed members. However,
J. Schlieder, S. Murphy, and A. Riedel (priv. comm) have optical and IR spectra of
these two stars and it appears there is no lithium in either star. This places an age
constraint of ∼ 30-40 Myr for an M4.5 type star (Mentuch et al. 2008). Additionally,
the surface gravities of these stars are on the order of 4.5 dex. If these stars were in
fact 10-20 Myr, their surface gravities should be significantly lower than this, and so
we maintain that these stars are possible members.
On the opposite end of the HR Diagram, the one B9 probable member (HIP
813) appears to have begun its ascent off the ZAMS and is likely the only way to
determine an age of the group until more M-type stars are found. Unfortunately, this
star has a V velocity 2.6σ from the average (4.1σ when HIP 813 not included in the
average) and it is listed as a young star (30 Myr) in Z13 based on its companions Li
abundance. We therefore do not make any claims about the age of this cluster based
on the isochrones.
4.5 Discussion
Updated Membership List
After the battery of tests performed in the previous section, we compile the current
membership status of these stars in Table 4.4. Of the 25 currently proposed stellar
systems, we now list 12 probable members, 7 possible members, 3 probable non-
members, and 3 confirmed non-members. In Columns 2, 4, and 5 of Table 4, values
come from either this study or C11, and in Column 3, values come from either this
study or Z13 with corrections noted in Section 4.4. The updated average space
positions and velocities of ON are X, Y, Z = (-13.1 ± 37, 2.0 ± 17, -17.4 ± 30) pc
and U, V, W = (-12.7 ± 1.9, -3.7 ± 1.5, -11.4 ± 2.2) km s−1 where the errors are the
1σ dispersion.
The proposed probable members are mostly hot stars with 9 of the 12 having
Teff ≥ 6000 K. If ON is truly a moving group, there should be a wealth of M-type
stars associated with this cluster as predicted by the IMF. To investigate how many
stars are missing, Figure 4.9 shows the IMF of the Trapezium Cluster (Muench et al.
2002, Lada & Lada 2003) scaled to fit our data for the primaries of the 12 probable
members. The upper/lower dashed lines represent the 4th order polynomial of the
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Figure 4.8: HR Diagram for all stars except GJ 4185 in the ON sample. Symbols are
the same as Figure 4.5. 1, 10, 15, 30, 100, and 200 Myr YREC isochrones are plotted
in red, blue, teal, magenta, green, and orange respectively. Mass tracks range from
0.2 - 3.0 M.
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Table 4.4: Updated ON Membership List
Star [Fe/H] EWLi [M/H] logg HRD
Probable Members
HIP 10670 . . . . . . . . . . . . Older?
HIP 14007 -0.16C 122Z -0.14C 4.52C MS
HIP 16095 . . . . . . . . . . . . MS
HIP 17338 0.00 240 -0.03 4.66 MS
HIP 19990 . . . . . . . . . . . . MS
HIP 22192 . . . . . . . . . . . . MS
HIP 36624 . . . . . . . . . . . . MS
HIP 73765 -0.07C 83Z -0.07C 4.36C MS
HIP 97255 -0.07 58.6 -0.09 4.65 MS
HIP 102333 . . . . . . . . . . . . MS
HIP 105044 -0.08C 58Z -0.08C 4.33C MS
HIP 115527 -0.04 127 -0.06 4.62 MS
Possible Members
HIP 813 . . . . . . . . . 4.08M Above MS
HIP 19496 . . . 136 . . . . . . MS
HIP 44526 . . . 43 . . . . . . MS
HIP 66704 -0.12 108.5 -0.2 4.34 MS
HIP 104864 0.04C 76Z 0.02C 4.52C MS
GJ 4185 . . . . . . . . . . . . . . .
HIP 116132 . . . . . . . . . . . . Young?
Probable Non-Members
HIP 77810 -0.05C 92Z -0.05C 4.57C MS
HIP 108912 -0.2C 100Z -0.17C 4.48C MS
HIP 110778 -0.16C 112Z -0.14C 4.43C 30?
Confirmed Non-Members
HIP 29873 -0.19 58.6 -0.25 4.15 15
HIP 102218 -0.16C 30Z -0.14C 4.29C 20
HIP 104526 -0.11C 100Z -0.09C 4.49C 30
C = C11, M = Montesinos et al. (2009), Z = Z13
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Figure 4.9: Histogram of the probable members listed in Table 4.4 compared to the
Trapezium Cluster IMF from Muench et al. (2002). The light gray boxes are the
scaled IMF. The upper/lower dashed red lines indicate the 4th order polynomial fit
to the scaled IMF in the 0.4/0.1 dex bins and the solid line represents the average of
these two scalings.
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scaled IMF to the 0.4/0.1 bins; the solid line show the average between the two scaling
factors. The errors in each bin are the square root of the bin size and are not measures
of completeness in the bin. We find reasonable agreement between the IMF and the
number of probable members with masses > 1 M but only 1 star < 1 M where the
IMF predicts the largest number of stars. Interestingly, this sample is taken from the
Hipparcos catalog and one would expect to see many more stars between 0.8 and 1
M since a solar type star at 70 pc is still within the Hipparcos magnitude limit. If
we assume the solid fit represents the completeness of ON with mass > 1 M, then
we would expect to see a total of 99 ± 25 total systems in ON with 50 ± 12 being M
dwarfs.
Recently, rapid advances have been made to produce accurate M-dwarf abun-
dances and temperatures (see Rojas-Ayala et al. 2012, Mann et al. 2013, 2014).
These stars will hold the key to deeper characterization of ON in both abundance
and age. We checked to see if any stars in the BANYAN II survey (Gagné et al. 2014)
which contained both radial velocity and parallax estimates matched the UVW ve-
locities of the updated ON velocity space. Only 13 Young objects and 6 Potentially
Young Objects from Table 1 of Gagné et al. (2014) had both values, and of these
19, none matched with ON. We propose that the BANYAN survey includes the ON
group in their analysis. If ON is truly a moving group, we would expect there to be a
large number of M dwarfs with space velocities and ages consistent with the probable
members.
On the Age of ON
In lieu of the failure of the kinematic traceback, there are two age constraints from this
work: the EWs of lithium and placement on the HR Diagram. As noted in Section
4.4, probable ON members appear to have slightly lower EW values for lithium than
the Pleiades at similar temperatures, indicative of ON being slightly older than the
Pleiades. This places 125 Myrs as a lower limit for the age of ON. This means that
ON stars should rest on the main sequence. The lowest mass probable member from
Table 4 will take only 45 Myrs to land on the main sequence, therefore this does not
provide any additional constraints on the age.
We now look at literature for individual stars to help better characterize the age
of the moving group. Vican (2012) found the isochronal ages for A type stars in
logg-logTeff space. Vican (2012) overlaps with two of our stars and lists HIP 10670
as 160 Myrs and HIP 102333 as 520 Myrs from the YREC models. C11 lists the
maximum likelihood ages from the PADOVA isochrones for 14 stars. Of these 14,
8 have ages ≥ 1 Gyr and we do not list them here, otherwise, C11 finds HIP 14007
is 200 Myr, HIP 115527 is 100 Myr, HIP 66704 is 400, HIP 104864 is 0 Myr (100
Myr from BASTI isochrones), HIP 77810 is 0 Myr (100 Myr from BASTI), and HIP
108912 is 0 Myr (100 from BASTI).
Gerbaldi et al. (2001) and Montesinos et al. (2009) give a detailed analysis of the
HIP 813 system (a B9 primary with G6 secondary), and it appears the B9 star is 175
Myr old according to the Y2 post-MS evolutionary tracks while the companion is 30
Myr, though the 7.′′007 separation could effect the placement on the HD Driagram.
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Interestingly, the star HIP 10670 still contains a dusty debris disk. This is the
star which is slightly elevated off of the main sequence in Figure 4.8, which would
take < 200 Myrs to reach this evolutionary status. As previously mentioned, Vican
(2012) found an age of 160 Myr. This is similar to the 100 Myr age given by Rhee et
al. (2007) who found a slightly hotter temperature for this star of 10,000K compared
to that used by Vican (2012, 9,392 K).
Combining our results with the other literature information, there is a lot of noise
when it comes to fining the age, however a small signal may indicate an age of ∼ 150
± 50 Myr for ON.
On the Origin of ON
If we follow the assumption that ON is truly a moving group, it should be noted
that both the structure and velocities between ON and the Octans association are
strikingly similar. Both are elongated in the radial X direction, and the average of
the clusters are separated by ∼ 125 pc in the galactic rotational Y direction. Octans
does appear to be slightly further below the plane of the galaxy than ON. While these
two structures could be uncorrelated, it is enticing to imagine scenarios where these
two moving groups formed from the same parent molecular cloud.
In this thought experiment, we imagine a large molecular cloud 200 pc x 200 pc
in X and Y. This cloud has three segments to it: a dense region spanning 200 pc
in X and 0 - 50 pc in Y, a diffuse region spanning 200 pc in X and 50-125 in Y,
and finally another dense region spanning 200 pc in X and 125 - 200 pc in Y. The
front edge of the cloud strikes a spiral arm perpendicular to the direction of galactic
rotation, inciting star formation in the front portion of the cloud. The shock caused
by this interaction would propagate through the cloud, slowing the entire structure.
As the star formation process begins, the stellar winds will blow away the diffuse gas
rather than trigger star formation, leaving now a void between the front edge which
is forming stars, and the trailing edge still in molecular form. Once this back edge
reaches the spiral arm, it will incited star formation and become a cluster of its own.
Applying this thought experiment to the Octans/ON structure, the separation in
Y is roughly the same scale and the spread of each cluster is roughly the same with
Octans slightly more extended in Y than ON. If we assume an age spread of 100 Myr
between the two clusters and that the entire cloud structure slows down when the
cloud first impacts the spiral arm, then the difference in velocity between the cloud
and the spiral arm would have to be 1 km s−1, corresponding to ∼ 1 pc Myr−1, in
order to observe the structure we see today. This places the Sun about 200 pc from
the edge of the Local (Orion) Arm, consistent with predictions that the Sun is close
to the edge of this spiral arm (Xu et al. 2013).
It is unclear whether or not this formation scenario produces a metallicity differ-
ence between the two clusters. Unfortunately, the FGK members of Octans are too
faint to observe with high resolution, optical spectra using the McDonald telescope,
therefore the type of analysis presented in this work will be fruitless for Octans. Mur-
phey & Lawson (2014) did discover 29 new K5-M4 members with K band magnitudes
of ∼ 10. With IR spectroscopic techniques on M dwarfs from Mann et al. (2013,
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2014) and Newton et al. (2014), it may be possible to observe these stars and deter-
mine their abundances. If they appear more abundant in alpha enhanced elements or
r-process elements, this could be indicative that ON contained high mass stars which
polluted the environment with heavier elements from supernovas. Currently, there
is only one B9 and 6 A-type proposed members. If there is enrichment of alpha/r-
process elements, it would be suggestive that at least a 6 M star were to have formed
in ON.
4.6 Conclusions
We obtained and analyzed 5 high resolution spectra of proposed ON members, 3 were
listed as probable members and 2 were possible members. In addition to these 5 stars,
we incorporated all HIP stars from Z13 to find the characteristics of ON. We found:
(1) Among FGK probable members, there is an average [Fe/H] = -0.07 ± 0.05.
For only our stars, the average [M/H] = -0.06 ± 0.11, consistent with the average
iron abundance.
(2) The lithium EWs for probable members are slightly below the Pleiades, sugges-
tive of a 125 Myr lower limit on the age of ON. The possible and probable non-member
lithium EWs are lower than the probable members at the same temperatures.
(3) Three different methods to assign kinematic ages for ON were unsuccessful.
Using a kinematic traceback is not an effective tool to determine the ON’s kinematic
history or age.
(4) The bulk of the stars proposed in Z13 lie on the ZAMS, and thus we were able
to identify stars that were above the main sequence and classify them as intruders in
the ON sample.
(5) Combining the Li EWs with other sources in the literature, we propose a
tentative age of 150 ± 50 Myr for ON.
From the current state of ON, its validity as a moving group can neither be
confirmed nor refuted. We expect that with the large number of A and F type stars
proposed for the probable members, there should be on the order of 50 M dwarfs
found in this group. These stars hold the key to a detailed characterization of the
group in abundance space as well as on the HR Diagram. Several research groups are
looking for low mass members of nearby moving groups (e.g. BANYAN II; Malo et
al. 2013, Gagné et al. 2014), however, these studies do not yet include ON as one of
their hypotheses. It is likely that if the positions and velocities of ON are input into
these studies, a large number of M dwarfs associated with ON will appear.
Copyright c© Kyle A. McCarthy, 2015.
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Chapter 5 Abundances of Moving Group Candidates as Potential
Indicators of Planet Hosts and Star Forming Environment
5.1 Introduction
Recent studies have postulated that abundance signatures of stars may be affected
by the presence of planets. Fischer & Valenti (2005) showed there was a clear trend
for more metal rich stars to host planets. Investigations about peculiar elemental
trends between planet hosting stars (PHS) and control samples of stars not known to
host planets have led to promising results. One of the largest comparisons came in
Adibekyan et al. (2012a,b) which found abundances of 135 PHS and 976 comparison
stars. Adibekyan et al. (2012b) replicated the Fischer & Valenti (2005) data that
PHS, particularly those hosting a Jovian type planet, are more metal abundant in
all 12 elements they studied. Adibekyan et al. (2012a) showed that [X/Fe] ratios for
Mg, Al, Si, Sc, and Ti are generally larger for PHS than non-PHS at [Fe/H] < -0.1
dex. Above the solar [Fe/H] regime, they found Si and Mg ratios slightly larger for
PHS with exclusively Neptunian or Super Earth type planets (Mp < 30M⊕).
Gonzalez (2014, 2015) found that the abundance of lithium is an excellent indi-
cator of planets. For stars with Teff < 5850 K, lithium is more depleted for PHS
than comparison stars. Interestingly, this trend flips around 5850 K where PHS are
more abundant in lithium than comparison stars. While the theory behind the de-
pleted/over abundant lithium is still in debate, one proposed mechanism to deplete
lithium in solar type stars is caused by the rotational velocity gradient inside a star.
Because the planets/debris disk will cause a torque on the convective outer region of
the star, the still contracting core will continue to spin up. This rotational velocity
gradient produces a better mixed interior, leading to more lithium being brought to
the core of the star and being annihilated (Eggenberger et al. 2012).
Another suite of studies by Meléndez et al. (2009) and Ramı́rez et al. (2009,
2014) found that abundance trends may depend on the temperature required for an
element to form a solid. At ages ≤ 10 Myr, stars are still surrounded by a disk of
debris left over from the star formation event. This dense environment provides the
pressures required for gasses to condense and form solids given low enough temper-
atures. The temperature at which 50% of an element is able to condense into solid
form is called the condensation temperature (TC). Elements can be separated into
two main categories depending on their TC : Volatiles (TC < 1250 K) and Refractory
(TC > 1250 K). Meléndez et al. (2009) measured the abundance patterns of volatile
and refractory elements in solar twins/analogs as compared to the Sun and found
the Sun was more depleted in refractory elements and more enriched in volatiles.
Meléndez et al. investigated 4 reasons why this abundance pattern could arise and
their final hypothesis was because the Sun has rocky planets, these planets deprived
the refractory elements from making it to the surface of the Sun while the Sun was
actively accreting. Typical accretion timescales last ∼ 2 Myr. The time it takes to
build enough planitesimals to imprint the ∼ 10% difference between refractory to
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volatile elements is of the same order as accretion, therefore it is not unreasonable to
assume the solar abundance anomalies are cause by the terrestrial planets.
This work was investigated deeper by Ramı́rez et al. (2009, 2014) who looked at
the slope of abundance vs. TC and found that stars whose slope was positive when
compared to the Sun are likely to represent a more pristine signature of the star
forming environment. Conversely, stars with slopes similar or more negative than the
Sun are likely to be poor indicators of the birth site but good indicators of planets.
In this work we are interested in investigating the slopes in [X/Fe] vs TC of our
moving groups sample to determine if we can either a) find signatures of planets or
b) find signatures of the original star forming region. The outline of this paper is as
follows: Section 5.2 details our observations of PHS and CHARA stars. Sections 5.3
and 5.4 describe our approach to analyze the spectroscopic parameters and chemical
abundances respectively. In Section 5.5 we find the [X/Fe] vs TC slopes for our PHS,
CHARA, and moving group samples while Section 5.6 investigates the likelyhood that
stars from our PHS/CHARA samples are located in a moving group. We conclude
in Section 5.7.
5.2 Observations and Data Reduction
Our sample of 10 AB Dor stars and 5 ON stars were obtained in January of 2012 and
December of 2013 respectively using the 2.7m telescope at the McDonald Observatory
with the Tull coudé echelle spectrograph achieving high resolution (R∼ 60000) and
high signal to noise (SNR 175-300). We direct the reader to Chapters 3 and 4 for a
detailed description of the observations.
In addition to these data, we also add 52 stars observed on the 2.1m telescope using
the Sandiford Echelle Spectrograph (McCarthy et al. 1993) to obtain high resolution
(R ∼ 60000), high SNR (250+ in most cases), optical spectra from 5500-6800Å. A
semi-automated procedure was run in PyRAF by subtracting out the zeroes, dividing
the flat fields, extracting apertures, finding the wavelength solution from Th-Ar lines,
applying the dispersion, and continuum normalizing using typical packages in IRAF.
In this sample of 52 stars, 5 were spectroscopic binaries and we do not include them
in our analysis. Of the remaining 47, 23 have been observed using the CHARA Array,
27 are known PHS, and 3 are PHS observed with CHARA.
5.3 Spectroscopic Analysis
Since we have already performed a detailed spectroscopic analysis on the moving
group targets in Chapters 3 and 4, we do not repeat those findings here. This Sec-
tion will discuss our derivation of fundamental parameters for the 47 PHS/CHARA
sample.
Spectroscopic Parameters
Teff , logg, vt, and [Fe/H] in Table 5.1 were derived similarly to those from Chapter
3. Because of the new wavelength range, we had to adjust the line list used for the
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Table 5.1: Fundamental Parameters
HD / Teff logg vt [Fe/H] Radius Mass Li
Other (K) (dex) (km s−1) (dex) (R) (M) EW
47 Uma 5843 ± 35 4.22 ± 0.09 1.15 ± 0.10 0.04 ± 0.03 1.34 ± 0.15 1.08 ± 0.04 9.4
166 5523 ± 26 4.62 ± 0.06 1.25 ± 0.12 0.12 ± 0.03 0.80 ± 0.05 0.90 ± 0.01 73.3
1461 5589 ± 36 4.02 ± 0.09 1.10 ± 0.11 0.12 ± 0.03 1.78 ± 0.24 1.14 ± 0.07 27.9
3651 5319 ± 46 4.80 ± 0.10 0.92 ± 0.19 0.23 ± 0.04 0.65 ± 0.07 0.86 ± 0.01 0
4614 5925 ± 32 4.38 ± 0.08 1.18 ± 0.15 -0.22 ± 0.03 1.12 ± 0.11 0.98 ± 0.03 24.7
5015 5981 ± 38 3.81 ± 0.09 1.35 ± 0.14 0.03 ± 0.03 2.48 ± 0.32 1.49 ± 0.12 0
5608 5179 ± 61 3.87 ± 0.16 1.49 ± 0.14 0.13 ± 0.06 2.08 ± 0.51 1.08 ± 0.13 0
10476 5272 ± 24 4.78 ± 0.06 0.82 ± 0.18 0.04 ± 0.03 0.64 ± 0.05 0.81 ± 0.01 0
10697 5737 ± 34 4.40 ± 0.10 1.01 ± 0.13 0.10 ± 0.03 1.08 ± 0.15 1.00 ± 0.04 0
10700 5319 ± 25 4.54 ± 0.06 0.76 ± 0.19 -0.48 ± 0.02 0.80 ± 0.06 0.76 ± 0.01 0
12661 5727 ± 50 4.60 ± 0.11 1.08 ± 0.12 0.38 ± 0.04 0.86 ± 0.11 1.03 ± 0.03 0
16895 6170 ± 53 4.03 ± 0.10 1.35 ± 0.19 -0.01 ± 0.04 1.81 ± 0.27 1.32 ± 0.10 63.7
19994 6144 ± 54 4.15 ± 0.11 1.54 ± 0.18 0.18 ± 0.04 1.57 ± 0.24 1.31 ± 0.09 6.2
20367 6069 ± 36 4.32 ± 0.08 1.19 ± 0.14 0.12 ± 0.03 1.27 ± 0.12 1.16 ± 0.04 84.3
20630 5750 ± 42 4.56 ± 0.11 1.19 ± 0.11 0.12 ± 0.03 0.88 ± 0.11 0.97 ± 0.03 37.7
21019 5326 ± 35 3.63 ± 0.09 1.11 ± 0.15 -0.51 ± 0.03 2.84 ± 0.41 1.12 ± 0.09 9.5
22049 5187 ± 68 3.91 ± 0.18 1.51 ± 0.13 0.10 ± 0.06 1.93 ± 0.39 1.05 ± 0.1 0
22484 5935 ± 42 3.98 ± 0.10 1.24 ± 0.13 -0.04 ± 0.03 1.88 ± 0.26 1.24 ± 0.09 40.5
24496 A 5562 ± 35 4.61 ± 0.08 0.94 ± 0.14 0.03 ± 0.03 0.81 ± 0.07 0.89 ± 0.02 0
30562 5852 ± 42 4.09 ± 0.11 1.22 ± 0.10 0.22 ± 0.04 1.68 ± 0.27 1.24 ± 0.09 80.3
31253 6035 ± 39 3.94 ± 0.09 1.26 ± 0.11 0.16 ± 0.03 2.10 ± 0.26 1.44 ± 0.1 <5
34411 5819 ± 37 4.22 ± 0.09 1.13 ± 0.12 0.09 ± 0.03 1.41 ± 0.18 1.11 ± 0.05 20.9
38529 5774 ± 61 4.26 ± 0.15 1.33 ± 0.11 0.44 ± 0.05 1.36 ± 0.24 1.19 ± 0.08 0
38858 5691 ± 31 4.46 ± 0.09 0.95 ± 0.13 -0.19 ± 0.02 0.95 ± 0.1 0.90 ± 0.02 8.6
39587 5908 ± 48 4.61 ± 0.11 1.18 ± 0.19 -0.01 ± 0.04 0.83 ± 0.12 0.97 ± 0.02 95.8
40979 6180 ± 52 4.36 ± 0.12 1.24 ± 0.16 0.24 ± 0.04 1.26 ± 0.2 1.24 ± 0.07 79.8
50554 6016 ± 39 4.45 ± 0.08 1.12 ± 0.17 0.02 ± 0.03 1.04 ± 0.11 1.05 ± 0.03 43.1
52265 6074 ± 41 4.23 ± 0.08 1.25 ± 0.11 0.22 ± 0.03 1.42 ± 0.16 1.24 ± 0.06 65.7
56537 6018 ± 42 3.90 ± 0.10 1.28 ± 0.12 0.15 ± 0.03 2.21 ± 0.34 1.47 ± 0.13 <5
69830 5465 ± 30 4.67 ± 0.07 0.79 ± 0.14 0.04 ± 0.03 0.74 ± 0.06 0.86 ± 0.01 0
69897 6121 ± 42 3.88 ± 0.09 1.41 ± 0.21 -0.32 ± 0.03 2.21 ± 0.32 1.31 ± 0.1 50.6
74156 5961 ± 38 4.37 ± 0.09 1.09 ± 0.12 0.00 ± 0.03 1.14 ± 0.12 1.05 ± 0.03 38.1
75732 5484 ± 46 4.93 ± 0.10 0.98 ± 0.22 0.43 ± 0.06 0.60 ± 0.07 0.95 ± 0.02 0
82885 5598 ± 37 4.73 ± 0.08 1.28 ± 0.13 0.34 ± 0.04 0.74 ± 0.06 0.96 ± 0.01 0
86728 5775 ± 49 4.39 ± 0.13 1.03 ± 0.11 0.28 ± 0.04 1.12 ± 0.17 1.07 ± 0.05 <5.7
89744 6190 ± 63 3.86 ± 0.16 1.42 ± 0.13 0.21 ± 0.05 2.50 ± 0.61 1.70 ± 0.26 12.3
90839 6131 ± 47 4.38 ± 0.10 1.32 ± 0.23 -0.06 ± 0.04 1.15 ± 0.16 1.09 ± 0.05 52.2
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Table 5.1: Fundamental Parameters cdt.
HD / Teff logg vt [Fe/H] Radius Mass Li
Other (K) (dex) (km s−1) (dex) (R) (M) EW
101501 5545 ± 37 4.73 ± 0.09 1.02 ± 0.13 0.01 ± 0.03 0.70 ± 0.07 0.87 ± 0.01 <5
102870 6049 ± 41 4.01 ± 0.09 1.30 ± 0.12 0.16 ± 0.03 1.89 ± 0.23 1.38 ± 0.09 14.8
186408 5761 ± 35 4.31 ± 0.11 1.04 ± 0.10 0.11 ± 0.03 1.23 ± 0.18 1.05 ± 0.05 <3.8
186427 5766 ± 40 4.41 ± 0.10 0.97 ± 0.13 0.12 ± 0.03 1.07 ± 0.13 1.01 ± 0.04 0
190360 5590 ± 50 4.56 ± 0.12 1.04 ± 0.13 0.25 ± 0.04 0.88 ± 0.12 0.96 ± 0.03 0
215648 6063 ± 57 3.58 ± 0.10 1.55 ± 0.29 -0.33 ± 0.04 3.34 ± 0.45 1.65 ± 0.15 25
217107 5646 ± 59 4.45 ± 0.14 1.22 ± 0.14 0.36 ± 0.04 1.04 ± 0.18 1.04 ± 0.05 <1.6
219623 6117 ± 41 4.30 ± 0.09 1.37 ± 0.16 0.09 ± 0.03 1.29 ± 0.15 1.17 ± 0.05 60.9
222368 6013 ± 75 3.83 ± 0.15 1.33 ± 0.18 -0.16 ± 0.04 2.48 ± 0.56 1.42 ± 0.2 18
Ups And 6073 ± 50 3.95 ± 0.12 1.41 ± 0.17 0.08 ± 0.04 2.04 ± 0.34 1.40 ± 0.12 28.4
Sun 5743 ± 29 4.43 ± 0.07 0.88 ± 0.13 0.00 ± 0.03 . . . . . . . . .
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excitation potential/ionization balance of iron abundances since not all lines from
the January 2012/December 2013 runs were in the observed wavelength. We used
the full list of lines from Takeda et al. (2002, 2005) in the wavelength range given
in Section 3.2 which lead to a maximum of 112 FeI lines and 10 FeII lines. In our
solar spectrum, we were able to confidently measure 102 FeI lines and 9 FeII lines
which became our final line list for the PHS/CHARA sample. Because of the larger
sample of stars, we chose to use an automated method to find the equivalent widths
(EWs) rather than perform the process by hand. For this, we used TAME (Tools for
Automated Measurements of Equivalent widths, Kang et al. 2011) which deblends
lines and allows the user to control the location of the continuum.
To check for consistency between measuring the lines via TAME and by hand,
we investigate the differences with our solar spectrum from December 2014. The
TAME values were lower by ∼ 1.8 ± 0.7 mÅ. This offset is systematic in nature
and does not depend on the relative EW of the line as the relative percentage each
line deviated ( EW
∆Hand−TAME
) is 7.8 ± 6.9 %. Naturally, there is some change to the
spectroscopic parameters with the larger EWs. A(Fe) was 0.08 dex larger, the vt was
0.18 km s−1 lower, though neither Teff nor logg changed significantly. Because this
offset in abundance is true of all stars, we do not expect the values for [Fe/H] to be
significantly altered within the errors given.
Radius, Mass, and Evolutionary Status
Columns 6 and 7 of Table 5.1 list the radius and mass derived for the star. Radii are
computed from the empirical coefficients dependent on Teff , logg, and [Fe/H] from
Torres et al. (2010) while masses were found using empirical relations with the same
variables from Torres et al. (2010) and corrections to these masses from Santos et
al. (2013). To determine precise estimates of the values and uncertainties, we ran
10,000 iterations to find each radius and mass by allowing the input variables to have
random gaussian errors in conjunction with the errors listed in Table 5.1. Errors in
Columns 6 and 7 are the 1σ variations in the 10,000 iterations.
Luminosities were found identically to Chapters 3 and 4. In brief, we used Tycho-2
Bt - Vt values with the conversion in Bessell (2000) to find the V magnitudes, parallax
information from van Leeuwen (2007), and bolometric corrections from Torres (2010).
These three parameters make up the bolometric V magnitude (MBOL,V ) which lead
to the luminosity by
L = 10
4.74−MBOL,V
2.5 (5.1)
where 4.74 is the solar bolometric V magnitude from Torres (2010) and Flower (1996).
In Figure 5.1, we plot these luminosities along with Teff on the HR Diagram to
show the evolutionary status of the sample. We find there are two bona fide giant
stars (HD 5608, HD 56537) as defined by having MBOL,V < 2.82 (Ghezzi et al. 2010),
16 evolved stars with 2.82 < MBOL,V < 4.0 and are considered subdwarfs, 11 stars
which are evolving off the ZAMS but still considered to be dwarfs, and 18 stars on
101
3.653.703.753.80
logTeff (K)
0.5
0.0
0.5
1.0
1.5
lo
g
(L
/L
¯
)
0.5
0.4
0.3
0.2
0.1
0.0
0.1
0.2
0.3
0.4
[Fe
/H
]
Figure 5.1: HR Diagram of the PHS/CHARA sample which displays evolutionary
status. The dotted line is the ZAMS and the mass tracks correspond to 0.8, 0.9, 1.0,
1.1, 1.2, and 1.3 M. YREC [M/H] = 0.0 evolutionary models are used and may
shift to the left/right based on a star being under/over-abundant compared to solar
metallicity.
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the ZAMS. One star (HD 89744) has MBOL,V = 2.71, but it has not evolved to the
red end of the HR diagram and thus we still consider it a subdwarf.
Comparison With Other Techniques
The advent of high resolution techniques to derive stellar parameters have largely
driven down internal errors; therefore, it is increasingly important to investigate how
well different techniques compare to one another. Here, we see which systematic off-
sets occur between a) different techniques to solve for Teff and b) other spectroscopic
studies using different codes to find the spectroscopic parameters.
Teff
We first investigated the offsets from the CHARA temperatures. These Teffs are
derived using the angular size (θ) of the object from high resolution optical interfer-
ometry (see ten Brummelaar et al. 2005) and bolometric fluxes (FBOL) from available
literature flux calibrated photometry and template spectra from the Pickles (1998)
library. The equation to find Teff is then
Teff = 2341(
FBOL
θ2
)0.25 (5.2)
We compiled our list from 2 different works: Boyajian et al. (2012, 14 stars) and
Boyajian et al. (2013, 9 stars). There are 5 systems in our sample which were also
observed using the CHARA Array, 4 from Baines et al. (2008, HD 3651, HD 10697,
HD 19994, HD 190360) which we do not include since this study did not find Teff
using the above equation and 1 star from von Braun et al. (2011, HD 75732) which
we do not include since it is only one star from that study. Figure 5.2 shows our
the comparison between temperatures. The agreement is incredibly good with an
average ∆(This Study - CHARA) = +36 ± 115 K (86 ± 83 K absolute difference).
This shows that spectroscopic Teffs are highly consistent with interferrometric Teffs,
and we do not believe there are any systematic offsets between these two samples.
There does appear to be a slight trend with our Teffs being slightly higher for cooler
stars and lower for hotter stars. We do not have a large enough sample to definitively
state whether this is a real trend, however we would like to make a note of this for
future studies.
In addition to the stars specifically observed to overlap with the Boyajian et
al. (2012, 2013) studies, there are also 41 stars which overlap with the Geneva-
Copenhagen Survey (Holmberg et al. 2007, GCSII). GCSII derive temperatures via
(b - y) photometery with a calibration based on the V-K temperature scale of di
Benedetto (1998). In general, their solutions are
5040K
Teff
= A+B(b - y) +C[Fe/H] +D(b - y)2 +E[Fe/H]2 +F (b - y)[Fe/H] (5.3)
where A, B, C, D, E, and F are constants. It should be noted that GCSII does not
make it clear whether they use literature sources or their own sources of [Fe/H]; if it
is their own, then [Fe/H] itself is a more complicated function of (b - y) photometry.
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Figure 5.2: Comparison of our Teff to those derived from the CHARA Array (top
panel), GCSII (middle panel), and IRFM (bottom panel).
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We show the comparison between this work and GCSII Teff in Figure 5.2. The
agreement is better than the CHARA sample with ∆(This Work - GCSII) = +12 ±
86 K (68 ± 53 K absolute difference).
We further compare with a third, independent technique called the Infrared Flux
Method (see Casagrande et al. 2006, 2011, IRFM). Casagrande et al. (2006) describes
the procedure in detail and we present the method briefly here. The bolometric flux
of a star measured at Earth is
FBOL(Earth) = (
θ
2
)2σT 4eff (5.4)
where σ is the Stefan-Boltzmann constant. In general, θ is not known for the star
making it impossible to determine Teff from FBOL(Earth) alone. By looking at the
monochromatic IR flux at Earth (FIR(Earth)), the degeneracy breaks since
FIR(Earth) = (
θ
2
)2φ(Teff , g, λIR) (5.5)
where φ(Teff , g, λIR) is the monochromatic surface flux of the star which depends
on the surface gravity g, the IR wavelength band chosen λIR, and only linearly with
Teff . If we take the ratio of FBOL(Earth)/FIR(Earth), the linear dependence of Teff
in FIR(Earth) is negligible compared to the fourth power in FBOL(Earth). Both of
these quantities are calculated using photometry, therefore Teff can be calculated
using the basic equation of the IRFM:
FBOL(Earth)
FIR(Earth)
=
σTeff
FIR(model)
(5.6)
with FIR(model) being calculated using a grid of synthetic spectra.
In Figure 5.2, we show a comparison of 41 stars between this study and the IRFM
Teff from Casagrande et al. (2011) who performed a re-analysis of GCSIII (Holmberg
et al. 2009). The average ∆(This Study - IRFM) = -74 ± 93 K (91 ± 75 absolute
difference). While the offset is within 1σ of being consistent with zero, there is a
clear trend for our sample to be ∼ 150 K cooler for stars hotter than 5750 K. Looking
at the [Fe/H] color scheme, it appears that the stars which deviate the most have
the lowest [Fe/H] while the high [Fe/H] sample is much more consistent with our
Teffs. Casagrande et al. (2011) do not mention taking any metallicity affects into
account and it is possible that the models they used to generate FIR(model) do not
have a thorough line list for the IR and overpredict the flux. This would lead to a
hotter temperature since the ratio of FBOL(Earth)/FIR(Earth) would be larger than
predicted from the models.
We have shown here that our method to find Teff is consistent with interferromet-
ric and photometric techniques with no systematic offsets in the data. Our method
does not agree well with the IRFM, especially at hotter temperatures, and it is pos-
sible that the IRFM still has systematics in [M/H] which need to be accounted for to
make the technique more robust.
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Other Spectroscopic Analyses
In addition to the above Teff comparisons, we were interested in how well TGVIT
parameters match up with three other large surveys using spectroscopic techniuqes.
In Figure 5.3, we compare our TGVIT spectroscopic method to the SME method
(Valenti & Fischer 2005, green circles), MOOG (Santos et al. 2013 and refernces
therein, red squares), and another TGVIT analysis (Takeda et al. 2005, blue tri-
angles). Each panel represents a different parameter, and inside we quote the mean
difference and standard deviation between our technique and the comparison. In gen-
eral, we find very good agreement between all three techniques. One minor offset we
see is our Teffs may be slightly too cool for stars hotter than ∼ 6000 K. To test this,
we calculated the mean difference and standard deviation of our sample - comparison
sample with Teff < 6000 K and find ∆Teff = +4 ± 91 K for SME, +16 ± 116 K for
MOOG, and +8 ± 75 K for TGVIT. This does lower the dispersion in Teff , however,
because the offsets are not above the 1σ level, we do not make an attempt to correct
for this.
The scatter in logg is quite large between samples, but in general the agreement
is good. The largest logg in our sample is HD 75732 with logg = 4.93 dex; other
spectroscopic methods average ∼ 4.45 dex and this difference is likely due to a large
spread in A(FeII) which is driving a bad fit for the surface gravity. From Table 5.1,
we see this star matches the largest uncertainty in [Fe/H] which is consistent with
our hypothesis. Another odd star in logg is HD 22049. We measure logg = 3.91 dex
while the other studies find ∼ 4.6 dex. In our study, this star only has 3 FeII lines
which were usable and it also matches the largest uncertainty in [Fe/H]. Finally, the
star HD 5608 was also measured in Santos et al. (2013), and the difference between
our logg and theirs is +0.66 dex. This star is classified as a giant and it is reasonable
to assume that the iron line list used for our dwarf stars is not valid for the giant
stars HD 5608 and HD 56537. We therefore do not include these two stars in the
following sections.
In the vt panel, there are two stars from the Santos et al. (2013) catalog which have
vt < 0.05 km s
−1 and are likely either a misprint or incorrect values. We recalculated
the average difference and standard deviation with the new sample and find ∆vt =
-0.03 ± 0.21 km s−1 between the This Study and MOOG. Of the remaining stars, the
largest outlier is again HD 22049 with this study measuring vt = 1.51 km s
−1 and
the other studies measuring ∼ 0.65 km s−1. We do not want to remove this star from
our sample, but we would like to note caution on this star for future comparisons.
Finally, the agreement in [Fe/H] is very good between the studies and the only
noticeable deviation from the trend is again HD 22049. Otherwise, it is reassuring to
see such close values between the different groups.
5.4 Abundance Analysis
Abundances for moving group stars were determined in Chapters 3 and 4 and will
not be explained in detail here. In brief, we used the line list from Neves et al. (2009)
updated by Adibekyan et al. (2012b) and Chapter 3 and
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Figure 5.3: Comparison of SME (green circles), MOOG (red squares), and TGVIT
(blue triangle) to our own spectroscopic parameters. We find good agreement between
the three with no substantial systematic offsets.
107
added 5 C lines (λ6587.61, λ7111.469, λ7113.179, λ7115.17, λ7116.96), 4 O lines
(λ6300.300, λ7771.944, λ7774.161, λ7775.39), and 3 S lines (λ6046.0, λ6052.656,
λ6757.171). We also measured a Zn line (λ6362.350) for our PHS/CHARA sam-
ple which were taken from Ramı́rez et al. (2014). For our moving group sample, we
measured the EWs for these lines by hand to remain consistent with previous chap-
ters. These EWs were used in conjunction with the spectroscopic parameters to run
the MOOG code which found each abundance. We note that no specific treatment
used to account for non-LTE models to derive the C and O abundances.
For the PHS/CHARA sample, it was not efficient to measure each line by hand,
thus we used the TAME IDL code to automatically measure the lines. We utilized
the above line list in the observed spectral range which lead to only 1 O line and no
C lines measured in this sample. MOOG was again run on this sample of stars to
find the abundances of each element.
Tables 5.2 and 5.3 show [X/H] for each element in our PHS/CHARA sample. In
Figure 5.4, we show [X/Fe] vs. [Fe/H] for the stars in our sample with the error bars
representing the internal errors in our measurements. Our stars appear to match the
trends around [M/H] ≈ 0.0 dex, as seen in Adibekyan et al. (2012b). In particular,
we see a dip in [Si/Fe] around solar [Fe/H], the decline of [Ca/Fe] with increasing
[Fe/H], and sub-solar [Ni/Fe] around solar [Fe/H]. Because we do not know whether
or not the CHARA sample are also PHS or not, we do not perform a comparison
against the two samples to identify possible indicators of planets. It is interesting to
point out that ∼ 4 of the PHS have an over abundance of V in their atmospheres.
Adibekyan et al. (2012b) show that PHS, in particular stars hosting Jovian type
planets, have a slight over abundance of V with respect to a comparison sample.
To further investigate the error budget in our chemical abundances, we looked
at the effect of changing the Teff by +100 K, logg by +0.2 dex, [M/H] by 0.1 dex,
and vt by 0.2 km s
−1 in Table 5.4. We used representatives from the coolest/hottest
regime of our sample with HD 22049 being the coldest star and HD 40979 being the
second hottest star. We chose HD 40979 over HD 89744, the hottest star, because
HD 89744 did not have reliable O measurements. In general, the cooler star have an
additional error of ± 0.09 dex and the hotter stars have an addition error of ± 0.06
dex.
[X/H] Comparison With Other Studies
We tested our abundances against 4 other groups who have measure high resolution,
high precision elemental abundances. Figure 5.5 shows our [X/H] against the SPOCS
catalog (Valenti & Fischer 2005, green circles), Gilli et al. (2006, magenta asterisks),
Takeda (2007, blue triangles), and Adibekyan et al. (2012b, red squares). The
color coding/marker combination was chosen to be the same as Figure 5.3 since they
correspond to the way the spectroscopic parameters were derived. Unfortunately,
none of these studies investigated oxygen, therefore we have no comparison with
these groups. Nearly all stars show very good agreement between studies which
strengthens our confidence in our elemental abundances. Differences are generally <
0.05 dex with the standard deviation generally being < 0.20 dex.
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Table 5.2: Chemical Abundances of O, Na, Mg, Al, Si, S, and Ca.
HD / [O/H] [Na/H] [Mg/H] [Al/H] [Si/H] [S/H] [Ca/H]
Other (8.70) (6.35) (7.56) (6.36) (7.49) (6.91) (6.26)
47 Uma 0.03 ± 0.05 0.05 ± 0.02 0.03 ± 0.03 0.06 ± 0.02 0.05 ± 0.01 0.06 ± 0.05 0.02 ± 0.02
166 . . . 0.06 ± 0.02 0.10 ± 0.03 0.08 ± 0.02 0.12 ± 0.01 0.23 ± 0.05 0.12 ± 0.01
1461 0.28 ± 0.05 . . . 0.05 ± 0.07 0.19 ± 0.02 0.18 ± 0.01 0.22 ± 0.05 0.11 ± 0.02
3651 0.30 ± 0.05 0.20 ± 0.09 0.22 ± 0.01 0.30 ± 0.01 0.28 ± 0.01 0.47 ± 0.05 0.13 ± 0.03
4614 -0.04 ± 0.05 -0.24 ± 0.05 -0.10 ± 0.11 -0.28 ± 0.01 -0.22 ± 0.01 -0.22 ± 0.05 -0.21 ± 0.03
5015 -0.08 ± 0.05 . . . . . . -0.02 ± 0.02 0.05 ± 0.01 0.00 ± 0.05 0.06 ± 0.03
5608 0.40 ± 0.05 0.25 ± 0.15 -0.01 ± 0.05 0.35 ± 0.02 0.18 ± 0.02 0.44 ± 0.05 0.14 ± 0.02
10476 0.09 ± 0.05 -0.02 ± 0.09 0.11 ± 0.05 0.11 ± 0.05 0.06 ± 0.02 0.23 ± 0.05 -0.01 ± 0.03
10697 0.23 ± 0.05 -0.17 ± 0.27 . . . 0.13 ± 0.05 0.11 ± 0.01 0.14 ± 0.05 0.07 ± 0.02
10700 -0.16 ± 0.05 -0.46 ± 0.02 -0.16 ± 0.07 -0.22 ± 0.05 -0.33 ± 0.01 . . . -0.32 ± 0.02
12661 0.33 ± 0.05 0.49 ± 0.05 0.28 ± 0.03 0.43 ± 0.01 0.42 ± 0.01 0.54 ± 0.05 0.26 ± 0.02
16895 -0.09 ± 0.05 . . . . . . -0.12 ± 0.03 -0.03 ± 0.01 0.03 ± 0.05 -0.04 ± 0.03
19994 . . . 0.32 ± 0.04 . . . 0.13 ± 0.02 0.20 ± 0.01 0.32 ± 0.05 0.12 ± 0.03
20367 . . . 0.04 ± 0.05 0.12 ± 0.14 0.00 ± 0.04 0.08 ± 0.01 0.04 ± 0.05 0.11 ± 0.02
20630 0.25 ± 0.05 0.02 ± 0.01 0.18 ± 0.14 -0.01 ± 0.05 0.05 ± 0.01 0.11 ± 0.05 0.11 ± 0.02
21019 -0.50 ± 0.05 -0.45 ± 0.04 -0.45 ± 0.07 -0.36 ± 0.03 -0.40 ± 0.01 -0.73 ± 0.05 -0.40 ± 0.04
22049 0.38 ± 0.05 0.22 ± 0.15 0.03 ± 0.01 0.32 ± 0.04 0.22 ± 0.03 0.50 ± 0.05 0.09 ± 0.03
22484 -0.22 ± 0.05 0.01 ± 0.04 0.08 ± 0.17 -0.12 ± 0.04 -0.04 ± 0.01 -0.04 ± 0.05 -0.01 ± 0.04
24496 A 0.07 ± 0.05 -0.03 ± 0.03 0.09 ± 0.11 0.03 ± 0.01 0.03 ± 0.01 0.12 ± 0.05 0.04 ± 0.02
30562 0.72 ± 0.05 0.28 ± 0.03 0.21 ± 0.04 0.30 ± 0.01 0.24 ± 0.02 0.28 ± 0.05 0.20 ± 0.03
31253 0.02 ± 0.05 0.21 ± 0.07 0.15 ± 0.11 0.14 ± 0.01 0.14 ± 0.01 0.13 ± 0.05 0.16 ± 0.03
34411 0.13 ± 0.05 0.11 ± 0.02 0.03 ± 0.03 0.09 ± 0.05 0.13 ± 0.01 0.10 ± 0.05 0.08 ± 0.02
38529 0.47 ± 0.05 0.49 ± 0.07 0.42 ± 0.15 0.46 ± 0.02 0.44 ± 0.02 0.50 ± 0.05 0.37 ± 0.02
38858 -0.40 ± 0.05 -0.24 ± 0.01 . . . -0.20 ± 0.05 -0.19 ± 0.01 -0.15 ± 0.05 -0.19 ± 0.01
39587 -0.32 ± 0.05 -0.07 ± 0.09 -0.02 ± 0.12 -0.02 ± 0.12 -0.04 ± 0.02 -0.08 ± 0.05 -0.05 ± 0.03
40979 0.60 ± 0.05 0.26 ± 0.01 . . . 0.21 ± 0.01 0.25 ± 0.02 0.24 ± 0.05 0.21 ± 0.04
50554 . . . -0.04 ± 0.03 0.07 ± 0.13 -0.05 ± 0.01 -0.00 ± 0.01 -0.11 ± 0.05 0.02 ± 0.02
52265 . . . 0.25 ± 0.04 0.26 ± 0.14 0.12 ± 0.02 0.22 ± 0.02 0.26 ± 0.05 0.15 ± 0.02
69830 . . . -0.02 ± 0.06 0.06 ± 0.05 0.08 ± 0.01 0.05 ± 0.01 0.11 ± 0.05 0.03 ± 0.02
69897 . . . -0.27 ± 0.08 -0.19 ± 0.13 -0.44 ± 0.04 -0.29 ± 0.02 -0.23 ± 0.05 -0.28 ± 0.03
74156 0.07 ± 0.05 -0.28 ± 0.20 0.09 ± 0.16 -0.07 ± 0.03 -0.01 ± 0.01 -0.03 ± 0.05 -0.00 ± 0.02
75732 0.25 ± 0.05 0.56 ± 0.17 0.45 ± 0.08 0.55 ± 0.05 0.50 ± 0.02 0.65 ± 0.05 0.31 ± 0.03
82885 . . . 0.37 ± 0.12 0.34 ± 0.07 0.34 ± 0.05 0.41 ± 0.01 0.56 ± 0.05 0.27 ± 0.02
86728 . . . 0.28 ± 0.01 . . . 0.29 ± 0.02 0.31 ± 0.01 0.26 ± 0.05 0.22 ± 0.01
89744 . . . . . . . . . 0.17 ± 0.06 0.21 ± 0.02 0.19 ± 0.05 0.15 ± 0.04
90839 . . . -0.17 ± 0.05 -0.13 ± 0.06 -0.25 ± 0.02 -0.09 ± 0.02 -0.05 ± 0.05 -0.08 ± 0.02
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Table 5.2: Chemical Abundances of O, Na, Mg, Al, Si, S, and Ca ctd.
HD / [O/H] [Na/H] [Mg/H] [Al/H] [Si/H] [S/H] [Ca/H]
Other (8.70) (6.35) (7.56) (6.36) (7.49) (6.91) (6.26)
101501 . . . -0.11 ± 0.01 -0.04 ± 0.03 -0.06 ± 0.05 -0.01 ± 0.02 -0.02 ± 0.05 -0.06 ± 0.03
102870 . . . 0.13 ± 0.01 0.10 ± 0.04 0.12 ± 0.04 0.15 ± 0.01 0.21 ± 0.05 0.10 ± 0.03
186408 . . . -0.13 ± 0.23 0.08 ± 0.05 0.14 ± 0.02 0.13 ± 0.01 0.17 ± 0.05 0.07 ± 0.03
186427 . . . 0.01 ± 0.12 . . . 0.15 ± 0.05 0.11 ± 0.01 0.18 ± 0.05 0.09 ± 0.02
190360 . . . 0.23 ± 0.08 0.29 ± 0.04 0.34 ± 0.01 0.35 ± 0.01 0.42 ± 0.05 0.15 ± 0.02
210027 . . . -0.10 ± 0.03 0.02 ± 0.02 -0.53 ± 0.06 -0.17 ± 0.02 -0.16 ± 0.05 -0.11 ± 0.04
215648 . . . -0.24 ± 0.09 -0.29 ± 0.04 -0.37 ± 0.01 -0.26 ± 0.01 -0.37 ± 0.05 -0.32 ± 0.03
217107 . . . 0.47 ± 0.04 0.38 ± 0.07 0.40 ± 0.01 0.41 ± 0.01 0.60 ± 0.05 0.24 ± 0.01
219623 . . . 0.09 ± 0.09 0.01 ± 0.03 -0.03 ± 0.01 0.08 ± 0.01 0.13 ± 0.05 0.07 ± 0.03
222368 . . . . . . . . . -0.30 ± 0.05 -0.15 ± 0.02 -0.09 ± 0.05 -0.16 ± 0.04
Ups And . . . 0.17 ± 0.05 -0.23 ± 0.17 0.14 ± 0.09 0.10 ± 0.01 0.19 ± 0.05 0.06 ± 0.03
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Table 5.3: Chemical Abundances of ScII, Ti, V, Cr, Co, Ni, and Zn.
HD / [ScII/H] [Ti/H] [V/H] [Cr/H] [Co/H] [Ni/H] [Zn/H]
Other (2.94) (4.85) (3.86) (5.54) (4.78) (6.14) (4.40)
47 Uma 0.13 ± 0.04 -0.01 ± 0.03 -0.06 ± 0.02 0.00 ± 0.02 -0.01 ± 0.01 0.01 ± 0.01 0.05 ± 0.05
166 0.14 ± 0.05 0.12 ± 0.03 0.21 ± 0.04 0.16 ± 0.02 0.09 ± 0.01 0.09 ± 0.01 0.13 ± 0.05
1461 0.23 ± 0.02 0.14 ± 0.02 0.12 ± 0.04 0.09 ± 0.03 0.19 ± 0.02 0.13 ± 0.01 0.20 ± 0.05
3651 0.46 ± 0.02 0.32 ± 0.03 0.51 ± 0.04 0.26 ± 0.03 0.48 ± 0.02 0.30 ± 0.01 0.31 ± 0.05
4614 -0.17 ± 0.06 -0.21 ± 0.04 -0.27 ± 0.04 -0.28 ± 0.02 -0.28 ± 0.05 -0.27 ± 0.01 -0.20 ± 0.05
5015 0.03 ± 0.06 -0.09 ± 0.04 -0.04 ± 0.05 -0.07 ± 0.04 -0.11 ± 0.01 -0.05 ± 0.01 -0.02 ± 0.05
5608 0.33 ± 0.07 0.47 ± 0.04 0.70 ± 0.03 0.26 ± 0.11 0.64 ± 0.13 0.23 ± 0.02 0.74 ± 0.05
10476 0.17 ± 0.05 0.14 ± 0.03 0.25 ± 0.03 0.04 ± 0.04 0.20 ± 0.01 0.06 ± 0.01 0.08 ± 0.05
10697 0.22 ± 0.02 0.10 ± 0.03 0.13 ± 0.01 0.07 ± 0.03 0.12 ± 0.02 0.10 ± 0.01 0.15 ± 0.05
10700 -0.35 ± 0.03 -0.25 ± 0.03 -0.27 ± 0.04 -0.46 ± 0.02 -0.37 ± 0.02 -0.48 ± 0.01 -0.26 ± 0.05
12661 0.62 ± 0.04 0.40 ± 0.03 0.46 ± 0.02 0.36 ± 0.04 0.58 ± 0.05 0.46 ± 0.01 0.48 ± 0.05
16895 -0.13 ± 0.04 -0.22 ± 0.05 -0.14 ± 0.06 -0.09 ± 0.04 -0.19 ± 0.05 -0.13 ± 0.02 -0.07 ± 0.05
19994 0.23 ± 0.07 0.10 ± 0.03 0.06 ± 0.12 0.11 ± 0.07 0.14 ± 0.05 0.20 ± 0.01 0.18 ± 0.05
20367 0.01 ± 0.02 0.04 ± 0.02 0.07 ± 0.02 0.09 ± 0.03 -0.04 ± 0.04 0.02 ± 0.01 0.03 ± 0.05
20630 0.12 ± 0.06 0.10 ± 0.03 0.17 ± 0.04 0.14 ± 0.02 0.04 ± 0.05 0.04 ± 0.01 0.04 ± 0.05
21019 -0.43 ± 0.02 -0.42 ± 0.03 -0.47 ± 0.03 -0.49 ± 0.02 -0.44 ± 0.02 -0.53 ± 0.01 -0.36 ± 0.05
22049 0.32 ± 0.06 0.48 ± 0.04 0.70 ± 0.02 0.23 ± 0.05 0.62 ± 0.14 0.23 ± 0.02 0.35 ± 0.05
22484 0.02 ± 0.02 -0.11 ± 0.02 -0.19 ± 0.06 -0.07 ± 0.03 -0.09 ± 0.01 -0.09 ± 0.01 0.00 ± 0.05
24496 A 0.09 ± 0.04 0.08 ± 0.02 0.11 ± 0.03 0.05 ± 0.03 0.06 ± 0.05 0.03 ± 0.01 0.12 ± 0.05
30562 0.30 ± 0.04 0.21 ± 0.02 0.22 ± 0.04 0.20 ± 0.02 0.26 ± 0.01 0.24 ± 0.01 0.20 ± 0.05
31253 0.17 ± 0.04 0.07 ± 0.02 -0.03 ± 0.08 0.10 ± 0.03 0.09 ± 0.02 0.13 ± 0.01 0.13 ± 0.05
34411 0.17 ± 0.02 0.07 ± 0.03 -0.00 ± 0.06 0.07 ± 0.03 0.05 ± 0.01 0.07 ± 0.01 0.22 ± 0.05
38529 0.63 ± 0.03 0.50 ± 0.04 0.63 ± 0.02 0.42 ± 0.05 0.63 ± 0.04 0.49 ± 0.01 0.44 ± 0.05
38858 -0.14 ± 0.07 -0.19 ± 0.02 -0.20 ± 0.04 -0.23 ± 0.03 -0.21 ± 0.02 -0.25 ± 0.01 -0.20 ± 0.05
39587 -0.01 ± 0.03 -0.19 ± 0.06 -0.17 ± 0.05 -0.05 ± 0.04 -0.18 ± 0.09 -0.14 ± 0.02 -0.11 ± 0.05
40979 0.21 ± 0.03 0.12 ± 0.02 0.10 ± 0.02 0.18 ± 0.03 0.12 ± 0.08 0.21 ± 0.01 0.22 ± 0.05
50554 0.08 ± 0.03 -0.03 ± 0.04 -0.01 ± 0.01 -0.04 ± 0.02 -0.05 ± 0.03 -0.04 ± 0.01 0.00 ± 0.05
52265 0.22 ± 0.01 0.08 ± 0.03 0.18 ± 0.04 0.15 ± 0.04 0.15 ± 0.01 0.18 ± 0.01 0.26 ± 0.05
69830 0.18 ± 0.03 0.15 ± 0.04 0.20 ± 0.04 0.07 ± 0.04 0.15 ± 0.02 0.06 ± 0.01 0.06 ± 0.05
69897 -0.42 ± 0.01 -0.33 ± 0.04 -0.18 ± 0.05 -0.33 ± 0.03 -0.57 ± 0.01 -0.43 ± 0.01 -0.34 ± 0.05
74156 0.07 ± 0.04 -0.08 ± 0.04 -0.14 ± 0.05 -0.05 ± 0.02 -0.09 ± 0.05 -0.06 ± 0.01 -0.01 ± 0.05
75732 0.69 ± 0.04 0.58 ± 0.05 0.92 ± 0.05 0.50 ± 0.07 0.89 ± 0.05 0.59 ± 0.01 0.61 ± 0.05
82885 0.53 ± 0.02 0.41 ± 0.03 0.53 ± 0.02 0.36 ± 0.03 0.55 ± 0.05 0.40 ± 0.01 0.86 ± 0.05
86728 0.41 ± 0.05 0.28 ± 0.02 0.32 ± 0.03 0.25 ± 0.02 0.38 ± 0.01 0.31 ± 0.01 0.22 ± 0.05
89744 0.17 ± 0.07 -0.01 ± 0.04 0.01 ± 0.04 0.12 ± 0.04 -0.03 ± 0.11 0.11 ± 0.01 0.20 ± 0.05
90839 -0.08 ± 0.02 -0.20 ± 0.03 -0.19 ± 0.01 -0.14 ± 0.05 -0.27 ± 0.04 -0.17 ± 0.01 -0.14 ± 0.05
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Table 5.3: Chemical Abundances of ScII, Ti, V, Cr, Co, Ni, and Zn ctd.
HD / [ScII/H] [Ti/H] [V/H] [Cr/H] [Co/H] [Ni/H] [Zn/H]
Other (2.94) (4.85) (3.86) (5.54) (4.78) (6.14) (4.40)
101501 0.07 ± 0.02 0.04 ± 0.03 0.03 ± 0.03 0.01 ± 0.02 -0.01 ± 0.07 -0.03 ± 0.01 0.07 ± 0.05
102870 0.21 ± 0.04 0.03 ± 0.04 0.04 ± 0.05 0.03 ± 0.01 0.05 ± 0.06 0.12 ± 0.01 0.24 ± 0.05
186408 0.22 ± 0.01 0.08 ± 0.03 0.10 ± 0.03 0.06 ± 0.02 0.09 ± 0.01 0.10 ± 0.01 0.17 ± 0.05
186427 0.24 ± 0.01 0.13 ± 0.02 0.14 ± 0.02 0.09 ± 0.02 0.14 ± 0.03 0.12 ± 0.01 0.20 ± 0.05
190360 0.52 ± 0.04 0.34 ± 0.03 0.35 ± 0.03 0.21 ± 0.04 0.44 ± 0.04 0.29 ± 0.01 0.40 ± 0.05
210027 -0.44 ± 0.04 . . . . . . 0.03 ± 0.11 0.03 ± 0.05 -0.30 ± 0.03 -0.73 ± 0.05
215648 -0.37 ± 0.07 -0.39 ± 0.05 . . . -0.40 ± 0.08 -0.53 ± 0.09 -0.43 ± 0.02 -0.31 ± 0.05
217107 0.43 ± 0.04 0.35 ± 0.02 0.45 ± 0.06 0.33 ± 0.03 0.46 ± 0.01 0.39 ± 0.01 0.35 ± 0.05
219623 0.08 ± 0.02 -0.05 ± 0.04 0.01 ± 0.05 0.01 ± 0.01 -0.10 ± 0.02 0.01 ± 0.01 0.03 ± 0.05
222368 -0.29 ± 0.03 -0.33 ± 0.02 -0.36 ± 0.07 -0.29 ± 0.06 -0.39 ± 0.01 -0.33 ± 0.01 -0.20 ± 0.05
Ups And 0.04 ± 0.01 -0.09 ± 0.04 -0.08 ± 0.05 -0.03 ± 0.04 -0.10 ± 0.06 -0.00 ± 0.01 0.08 ± 0.10
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Figure 5.4: [X/Fe] vs. [Fe/H] for the PHS (blue squares) and CHARA (red triangles)
samples. Error bars are shown in the top left portion of each panel.
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Table 5.4: Errors in Chemical Abundances From Spectroscopic Parameter Variation.
Ion ∆Teff ∆logg ∆[M/H] ∆vt (Σσ
2)−0.5
+100 K +0.2 dex +0.1 dex +0.2 km s−1
HD 22049 - Coolest Star
O 0.01 0.09 0.03 -0.01 0.10
Na 0.07 -0.03 0.01 -0.04 0.09
Mg 0.04 -0.02 0.01 -0.03 0.05
Al 0.06 -0.01 0.00 -0.02 0.06
Si -0.02 0.03 0.03 -0.02 0.05
S -0.09 0.07 0.01 0.00 0.11
Ca 0.08 -0.03 0.00 -0.07 0.11
ScII -0.01 0.09 0.04 -0.04 0.11
Ti 0.12 0.00 0.00 -0.04 0.13
V 0.13 -0.01 -0.02 -0.07 0.15
Cr 0.07 -0.01 0.00 -0.04 0.08
Co 0.06 0.04 0.01 -0.06 0.09
Ni 0.03 0.04 0.02 -0.04 0.07
Zn -0.05 0.07 0.03 -0.02 0.09
HD 40979 - Hottest Star
O 0.02 0.08 0.03 0.00 0.09
Na 0.04 -0.03 0.00 -0.03 0.06
Mg 0.03 -0.02 0.00 -0.03 0.05
Al 0.04 0.00 0.00 -0.01 0.04
Si 0.03 0.00 0.01 -0.01 0.03
S -0.05 0.05 0.00 0.00 0.07
Ca 0.06 -0.02 0.00 -0.04 0.07
ScII 0.00 0.08 0.03 -0.02 0.09
Ti 0.08 0.00 0.01 0.00 0.08
V 0.09 0.01 0.01 0.00 0.09
Cr 0.05 -0.01 0.00 -0.02 0.05
Co 0.08 0.01 0.01 0.00 0.08
Ni 0.05 0.00 0.00 -0.02 0.05
Zn 0.01 0.04 0.01 -0.01 0.04
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Figure 5.5: Comparison of Valenti & Fischer (2005, green circles), Santos et al.
(2013, red squares), Takeda (2007, blue triangle), and Gilli et al. (2006, magenta
asterisks) [X/H] to our own [X/H]. We find good agreement between the three with
no substantial systematic offsets. The one outlying, overabundant star is HD 75732.
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There are only 5 elemental comparisons with offsets more than 0.05 dex. The
largest offset is from Gilli et al. in Al with our values being -0.11 dex lower than their
study. It is not surprising to find a large offset since there were only 2 lines to measure.
It also appears that other studies find the Gilli et al. aluminum abundances to be
systematically larger, especially toward the lower values of [Al/H] (e.g. Adibekyan
et al. 2012b), therefore are not worried that our Al values are incorrect. The most
concerning trend we see is with our [S/H] as compared to Takeda (2007). We are
generally +0.09 dex and even more so towards larger [S/H]. S is a key element in our
next Sections since it has a low TC of 664 K (Lodders 2003) and it is important to
define the [X/Fe] vs. TC slope.
There are two stars which are significant outliers between our study and the other
4. First, we note that HD 75732 is a noticeable outlier in 8 of the 12 elements
compared, showing that our fundamental parameters are likely not correct for this
star, as seen in Section 5.3. The other star is HD 22049, the other star which did
not match the other studies in spectroscopic parameters. We do not remove either
of these stars from our sample, but we advise caution when comparing against these
two stars.
5.5 TC Slopes
Using the abundances found in the previous Section, we plot the [X/Fe] vs. TC from
Lodders (2003) and find the slope. As mentioned in Section 5.1, positive slopes (as
compared to the Sun) correspond to more pristine atmospheres which have not been
influenced by the presence of planets. No slope and negative slope is a potential
indicator of terrestrial planets caused by the refractory (high TC) elements being
locked into the planets while volatile elements (low TC) still accrete onto the star.
We separate the PHS by type of planet known to be in orbit (e.g. super-Earth, hot
Jupiter) to see if any trends exist. We finally test our sample of moving group stars
to see if we can find signatures of the star forming region for the group. Before we
proceed, a quick definition is in order; because we are taking the slope of [X/Fe] vs.
Teff , all values of slope will be given in units of 10
−4 dex K−1. We will leave off to
10−4 for convenience.
Planet Hosting
The results of 45 stars in our sample (The giants HD 5608 and HD 56537 were
removed) are plotted in Figures 5.6, 5.7, and5.8. The errors in the slopes come from
a Monte Carlo simulation of 1000 iterations using random, gaussian distributed errors
in the abundances. We present the slopes of both PHS vs not known PHS in Figure
5.9. In general, we see no difference between the PHS and those not known to be
PHS. We make no assumptions about the likelihood that the stars not known to be
PHS are also PHS based on this analysis. It is interesting to note that there are a
larger number of stars with negative slopes at Teff > 6000 K. We recall that our
temperatures were slightly cooler compared to several other studies. Column 2 of
Table 5.4 shows how our abundances would change if we increased the temperature
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Figure 5.6: Individual slopes for the CHARA/PHS sample. Orange, red, blue, teal,
green, and black colors represent Jupiter, hot Jupiter, Neptune, hot Neptune, super
Earth, and CHARA stars respectively. Errors in slope were found from 1000 Monte
Carlo simulations allowing points within the gaussian distributed abundance errors.
The light blue width is a representation of how large the errors are. HD numbers are
given except in the cases of 47 Uma and Ups And which are explicitly written out.
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Figure 5.7: Individual slopes for the CHARA/PHS sample. Colors and labels are the
same as Figure 5.6.
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We find no difference between the two samples.
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by 100 K. For the hotter star, we see that several of the refectory elements (e.g. Ti,
V, Co) change more than the volatiles (e.g. O, Na, Zn), therefore this effect could
be caused by slightly cooler temperatures. Alternatively, this effect could be caused
by more massive (and thus hotter) stars have larger debris disks. The hotter debris
disk environment would cause steeper slopes since only the highest TC elements could
condense down into solids.
To test the stability of the slope, we used a modified bootstrap method taking
N-2 abundances, where N is the number of abundances measured for the star, and
redetermined the slope. In this scenario, abundance values were also allowed to vary
within gaussian distributed errors. Taking 1000 iterations of this technique, we find
that this method produces errors larger by 0.18 dex K−1 in slope than using the
Monte Carlo method alone. The results from both techniques are shown in Figure
5.10. The average slopes for both techniques are very similar, however the errors
using the modified bootstrap method are more robust and likely more indicative of
the true errors in the slope.
Figure 5.10 also highlights the difference of slope based on type of planet known
to be around the star. We consider Hot Jupiters (Neptunes) to be planets with Mp ≥
(<) MJ and a separations of < 0.5 AU. The Jupiter/Neptune/Super Earth delineation
represents the current largest known planetary mass to orbit the host star. It is not
surprising that a majority of this sample have ∼ 0 slope since the presumption is
that negative slopes correspond to more refractory elements depleted from the star.
Moreover, the two Super Earth PHS slopes are ∼ 0.5 dex K−1 lower than the Sun,
consistent with the previous presumption. It is tempting to point out the apparent
correlation between slope and Teff for the Hot Jupiters, however with such a small
number of stars available, the statistics are not strong enough to fully characterize
the Hot Jupiters in this parameter space.
Moving Group
One large advantage when comparing the TC slopes in moving groups is that these
stars should have formed from the same molecular cloud, and thus abundance differ-
ences are functions of the star forming environment itself rather than age or galactic
position. In Figures 5.11 and 5.12 we plot [X/Fe] vs. TC for the ABD and ON samples
respectively. In this case, the color does not represent the presence of a planet. The
errors in slope are from a Monte Carlo simulation of 1000 iterations using the errors
in [X/Fe]. This sample now includes both C and O when the lines were good enough
to be measured. In Figure 5.13, we show the Monte Carlo and modified bootstrap
errors for the moving group sample of stars.
In ABD, 8 of the 10 stars have slopes that are within 1σ of no slope. The remaining
2 stars, BD+21 and BD+37, have positive slopes which are 2.75 and 3.18σ away from
0 slope. If we follow the Ramı́rez et al. (2009,2014) claims, then this would imply
that these two stars are more representative of the ABD star forming environment.
This, however, is not the case. BD+37 has a ∼ 14 MJ companion at 1 AU (Sato
et al. 2009, Evans et al. 2012) and while this is not considered a Hot Jupiter type
planet, it is interesting to see a large mass planet so close to the host star. In fact,
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Figure 5.12: Individual slopes for the ON sample.
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Figure 5.13: Individual slopes for the CHARA/PHS sample. Colors and labels are
the same as Figure 5.6.
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this companion straddles the boundary between planet and Brown Dwarf and may be
able to sustain deuterium burning if the core temperature are hot enough. While the
planet initially presents a hole in the Ramı́rez argument, it is possible that the host
star could still be pristine depending on the formation mechanism of its companion.
For instance, if the companion were to have formed either while the protostellar
envelope was still collapsing or from the gravitation breakup of gaseous rings, as
described by turbulent disk fragmentation (see Papaloizou & Terquem 2006, Chabrier
et al. 2014), both the companion and host star will contain the same chemical
signatures. The timescale to form these objects is very fast, on the order of the
dynamical time scale (Papaloizou & Terquem 2006). One problem concerning this
mechanism is many of these massive planets form at large distances (10s-100 AU)
from the host star and are likely in eccentric orbits. It is possible that the companion
formed far away from the host star and migrated inwards from angular momentum
transfer with the disk. The presence of a very massive object early in the disk lifetime
would likely hinder the growth of planitesimals enough that the environment was not
suitable for terrestrial planet formation. Another mechanism to form Hot Jupiters is
by initially building a 10-15 M⊕ rocky core which then undergoes a runaway accretion
of the gas available in the accretion disk. This is likely not the mechanism which
BD+37’s companion formed because the gas in the disk caused by this runaway
accretion will hinders planets from growing above a critical mass which is much less
than 14 MJ (Papaloizou & Terquem 2006).
The remaining star with a positive slope, BD+21, appears to still have remnants
of a disk. Vican & Schneider (2014) found a 200 K disk roughly 2 AU from the host
star. It is unclear whether the presence of this disk is indicative of any planets or
not. The dust is potentially indicating a similar feature to the Solar System’s asteroid
belt which would likely be signs that some refractory elements did not make it to the
host star. We do note that BD+21 has a larger scatter among [X/Fe] and the bulk
of the slope is governed by [C/Fe]. If carbon is taken out, then the slope changes
from +1.08 ± 0.47 dex K−1 to +0.37 ± 0.43 dex K−1 which is consistent with being
zero. Due to the large scatter and absence of slope with the removal of carbon, we do
not believe this star shows any evidence of being more pristine than the other group
members.
When looking at the individual slopes for ON in Figure 5.12, the biggest feature
that catches the eye are the two elements, Mg and Co, which are under abundant in
[X/Fe] than the other elements in 4 of the 5 stars. It was shown in Chapter 4 that
these are faster rotators and we are likely not obtaining the true abundance of these
stars. We tested the slopes of ON without the two outlying elements, but we found
very little change in the slope (∼ 0.02 dex K−1).
We show the combination of ABD and ON slopes with Monte Carlo/Modified
Bootstrap errors in Figure 5.13. Once again, all but 2 of the ABD sample are within
1σ from 0 slope; not surprising since these stars are chemically homogeneous as
shown in Chapter 3. As for the ON sample, 2 of the 3 probable stars (HIP 29873,
HIP 115527) have slopes > 1σ from being 0 and have potential planet hosting signa-
tures while the remaining probable member has a much larger dispersion and does
not relay useful information about the planet hosting possibilities nor the formation
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environment.
5.6 PHS Sample In Moving Groups?
Several of our PHS have appreciable lithium abundances, therefore, we wanted to
investigate the likelihood that any of our PHS/CHARA stars were in a nearby moving
group. The first test a star needs to pass to be a possible member of a moving group
is to have similar UVW space velocities. We calculated the UVW velocities for all
47 star in our sample using Hipparcos parallaxes and proper motions (van Leeuwen
2007) along with radial velocities from SIMBAD (typically from Nidever et al. 2002).
One star (HD 24496 A) did not have a radial velocity listed in SIMBAD, therefore
we used the value in Valenti & Fischer (2005) along with a generous uncertainty of 1
km s−1.
In Figure 5.14, we show the projected UVW velocities for the full sample (top
panels) and also for the region of phase space occupied by 10 nearby, young moving
groups (bottom panels). As expected for a random sample of stars, there is an even
distribution in phase space with no stars clustered around a narrow value of UVW.
In the bottom three panels, it is clear that none of the PHS are associated with a
moving group since there is not overlap in all three velocity coordinates. There are
a few stars relatively close in two velocities. We define here that if two velocities of
a star are within 2.5 km s−1 of the average of a moving group, regardless of the σ
dispersion of the group, that it is close pair in those directions. By this definition,
there are 2 close pairs in UV (HD 101501 - β Pic, HD 219623 - ABD), 5 close pairs in
UW (HD 5608 - Carina & Columba, HD 39587 - Columba, HD 101501 - Tuc-Hor &
Carina), and 9 close pairs in VW (HD 166 - ε Cha, HD 19994 - Columba & TW Hya,
HD 24496 A - Carina & Columba, HD 52265 - ε Cha, HD 75732 - β Pic, HD 101501
- TW Hya & Argus), but no close pairs have all three velocities within 2.5 km s−1.
To gain a better perspective on these stars in phase space, Figure 5.15 shows a 3D
representation of the UVW velocities (projected on UV plane with solid lines) along
with the bulk motion for the nearby, young moving groups (projected on UV plane
with dotted lines). A close up of the moving group range is shown in Figure 5.16.
From these two Figures, it is clear that no star matches all UVW velocities. There are
two stars, HD 5608 and HD 219623, which are close to ABD and the closest two stars
in phase space to a moving group. The lack of lithium and giant status of HD 5608
removes this star from being a potential candidate. HD 219623 does have a lithium
EW of 60.9 mÅ, though even with a Teff of 6110 K, the EW still low compared
to the rest of the moving group average at the Teff . Additionally, at this Teff the
surface gravity required to be consistent with the 125 Myr age of ABD should be ∼
4.5-4.6 dex; however, HD 219623 has a logg of 4.30 dex and is likely an older star,
though we do note its likeness to ABD in phase space. We also point out HD 101501
has velocity components most akin to Tuc-Hor, however the lack of lithium present
in the atmosphere of HD 101501 rules it out as a member of a moving group.
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Figure 5.14: Projected phase space coordinates for the PHS/CHARA sample. The
top three panels show all the stars in the sample while the bottom three panels display
the narrow region around the young moving groups. The moving groups are shown
as error ellipses with colors corresponding to red - β Pic, blue - Tuc-Hor, green -
Columba, yellow - Carina, light brown - TW Hya, magenta - ε Cha, teal - Octans,
brown - Argus, orange - ABD, navy - ON.
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Figure 5.15: 3D phase space plot for the entire sample of PHS/CHARA stars (blue
points, solid black line) as well as the nearby young moving groups (ellipsoids, dashed
lines).
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Figure 5.16: 3D phase space plot of PHS/CHARA stars (blue points, solid black
line) as well as the nearby young moving groups (ellipsoids, dashed lines) zoomed in
around the moving groups. Colors for the ellipsoids are the same as Figure 5.14.
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5.7 Discussion and Conclusion
We have shown that the TGVIT method to derive fundamental parameters is consis-
tent both with other spectroscopic analyses as well as other independent techniques
to find Teff . We do note that TAME found EWs slightly lower than what we found
by hand which could lead to underestimating Teff at hotter temperatures. The
confidence in our spectroscopic parameters allowed us to derive accurate elemental
abundances for these stars which are in very good agreement with other studies.
The results from Figures 5.10 and 5.13 were compiled into Figure 5.17. There are
clear peaks in the number of stars with slopes of 0 dex K−1 and -0.5 dex K−1. Ramı́rez
et al. (2014) showed a similar peak to our data around a slope of 0 dex K−1, but
did not reproduce the peak around -0.5 dex K−1. It is possible that this distribution
would smooth out if our values of Teff were systmatically lower when Teff ≥ 6000
K since the peak at -0.5 dex K−1 is primarily composed of hotter stars which are not
known to host planets. Alternatively, this bimodality could be showing a preferential
planetesimal size in the disk where higher mass stars have larger planitesimals which
retain more of the refractory elements and produce a more negative slope.
The Ramı́rez et al. (2014) paper also showed that the Sun is only -0.5 dex K−1
from the most pristine stars in their sample. If this is true, then the majority of our
ABD and ON stars have had their chemical signatures manipulated by terrestrial
planets. Additionally, the one star which is known to host a giant planet in a close
orbit (BD+37, 14 MJ at ∼ 1 AU) has the most pristine chemical signature in our
moving group sample. This is suggestive that the presence of a giant planet helps
preserve the original chemical signature from the parent molecular cloud. We see the
same effect in several Hot Jupiter type planets within a similar Teff regime providing
further evidence that planet formation mechanisms as well as the types of planets
affect the abundances of stars.
Copyright c© Kyle A. McCarthy, 2015.
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Figure 5.17: Slope vs. Teff for the PHS, CHARA, ON, and ABD samples.
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Chapter 6 Conclusion and Future Work
6.1 Summary
In this dissertation, we have investigated the characterization process of nearby, young
moving groups. These loose kinematic associations are the only remnants left of a
population formed from the same star forming event. Moving groups provide a de-
tailed look into how both stars and planets evolve, therefore, the need to identify bona
fide members is paramount and intensive characterization of each star is necessary to
paint an accurate picture of the moving group.
We discovered that there are only a handful of stars from ABD and β Pic which are
able to be resolved with high resolution optical interferometry. Of these resolvable
stars, there is one star, GJ 393, which is an M2.5 type star which is of particular
interest since it could still be pre-main sequence. Using interferometric techniques
to resolve young, cool stars will provide the best assessment of their fundamental
parameters. It is also encouraging that there are 18 potentially resolvable stars in
the Southern Hemisphere. If there is a long baseline optical interferometer built in
the South, we have provided a list of targets available to be resolved.
After seeing optical interferometry would not provide us with a large enough sam-
ple to characterize the nearest, young groups, we decided to observe stars with high
resolution optical spectroscopy. We chose 10 stars from the well established ABD
moving group and performed a three part characterization process: (1) Chemical ho-
mogeneity, (2) Kinematic traceback, and (3) Isochronal fitting. Chemical abundances
for 12 elements were found using the abfind driver in MOOG. We found that 8 of the
proposed ABD members contained similar composition with one star that was over
abundant and one star that was under abundant. The kinematic traceback analysis
uses an epicyclic approximation to map a stellar orbit back in time using the initial
XYZ position and UVW velocity. We found 7 of these stars (6 were also chemically
homogeneous) traced back to a common origin around 125 Myr ago, consistent with
many previous estimates for the age of ABD. Finally, using a Luminosity-Teff HR
Diagram, we found that 8 stars (7 chemically homogeneous, 6 kinematically homoge-
neous) fall along the ZAMS. Initial tests were performed on PMS evolutionary models
with this data set; the YREC models (see Demarque et al. 2008) fit our data well,
however, two commonly used evolutionary models (Baraffe et al. 1998, Siess et al.
2000) do not accurately predict the transition from PMS to ZAMS. We concluded
that this three step approach provides a robust analysis to characterize a moving
group.
Encouraged by these results, we applied this technique on 5 stars in the recently
proposed ON moving group where 3 of the stars are probable members and 2 are
possible members based on their kinematics. Zuckerman et al. only found 14 probable
members of ON, and, if ON is in fact a moving group, would be the sparsest known
NYMG. Eager to investigate this group further, we found the 2 possible members
were chemically different from the 3 possible members harboring lower metallicities
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by over 0.1 dex and are likely not members of ON. The 3 probable members are
slightly subsolar and have a spread of only 0.06 dex which potentially signifies the
abundance for ON. The velocity dispersion among ON members is the largest of the
10 NYMG; we tried to run the kinematic traceback analysis on the full sample of
ON stars presented in Zuckerman et al., but the stars did not converge to a common
origin. This potentially indicates that ON is not a moving group but rather young
field stars which are coincidentally moving with similar velocities. The isochrone
fitting showed all 3 probable members and 1 possible member lie on the ZAMS with 1
possible member still distinctly PMS and confirmed as not a member of ON. Further
investigation of the lithium abundance among all probable members proposed in
Zuckerman et al. suggests ON has an age slightly older than the Pleiades. While
the inconsistent results can neither confirm nor deny ON as a moving group, we have
shown that three of the probable members are chemically consistent and of similar
age.
Finally, using the sample of 15 moving group stars and 27 PHS, we found that
most moving group stars have a slope in [X/Fe] vs. TC of 0 dex K
−1. This is suggestive
that our ABD sample is either largely composed of PHS or that the molecular cloud
from which ABD formed has a similar abundance trend to the Sun. One star in our
ABD sample is known to host a 14 MJ planet at ∼ 1 AU and is the only star which
displays a definitively positive slope. According to Ramı́rez et al. (2009,2014), this
positive slope shows a more pristine chemical signature. It is possible that the large
planet prevented the growth of planetesimals close to the star, thus preserving the
original abundance of the molecular cloud.
6.2 Future Work
With the characterization technique well defined, we can extend the scope of this
research to all nearby, young moving groups. There are currently 7 moving groups
with ages below 40 Myr whose stars in the G and K spectral range are still distinctly
PMS. Detailed spectroscopic analysis of these stars will provide the data required to
constrain PMS evolutionary models in the FGK regime.
Additionally, we can use the chemical abundances from this work in combination
with future works to begin chemically tagging each group. Mitschang et al. (2013)
proposed a more quantitative way of defining membership probability of a moving
group by looking at distances between stars in abundance space. Naturally, the
distance between pairs of stars inside of a moving group should be smaller than the
distance between pairs from different moving groups. This technique provides the
probability that a given pair of stars are chemically homogeneous. Once applied to
a large sample of moving group stars, the chemical tagging process will provide the
most robust chemical diagnostic and further define the membership criteria for a
moving group.
The primary concern of this study has been characterizing FGK type stars. How-
ever, the majority of membership in a moving group comes from the M dwarfs.
Recent works have built the framework to intensely study these types of stars using
both optical and near-IR spectroscopy (Rojas-Ayala et al. 2012, Mann 2013, 2014,
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2015, Newton 2014). Applying these techniques to accurately determine Teff and
chemical abundances of M dwarfs, we can provide the most complete characteriza-
tion of moving groups. Even more attractive is the idea that these low mass members
will provide the largest and most homogeneous empirical data set to constrain PMS
models at their weakest point: the M dwarf regime.
Copyright c© Kyle A. McCarthy, 2015.
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Appendix A
Covarience Between Parameters
In order to calculate the covariance between the stellar parameters, we used the
modified bootstrap method outlined in Section 3.3 and found the covariant terms
using:
σT,logg =
1
N
N∑
i=1
(Ti − T )(loggi − logg) (1)
where σT,logg is the covariance between T and logg. We then follow the outline of
Johnson et al. (2002), particularly equation (2), to find total errors in the parame-
ters. For temperature and mictroturbulence, it was necessary to find the logarithmic
uncertainty and convert back to the original units to avoid scaling effects. A sample
equation is
σ2TTotal = σ
2
rand,T + [(
δlogT
δlogg
)(
δlogT
δlogvt
)σlogg,logvt
+(
δlogT
δlogg
)(
δlogT
δlogA(Fe)
)σlogg,logA(Fe)
+(
δlogT
δlogvt
)(
δlogT
δlogA(Fe)
)σlogvt,logA(Fe)]
(2)
where σ2rand,T is the log form or the errors assigned in Table 1. For the star BD+23
296 A, the random temperature errors are ± 32 K which corresponds to a logarithmic
temperature error of 2.624 * 10−3 dex. The total covariant error sums up to 3.447
* 10−6 and only effects the uncertainty by 0.04 K and we therefore deem this as
insignificant. The largest covariant uncertainty was found in logg with an error of
0.00235 dex, still below the threshold to make any significant contribution to the
random error. Therefore, TGVIT produces highly uncorrelated parameters since it
varies temperature and surface gravity simultaneously.
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Appendix B
Individual ON Stars
HIP 17338 : This is the coolest star in our sample, and also the dimmest at V = 9.1,
thus it has the lowest S/N and the largest uncertainties. This star shows several signs
of just landing on the main sequence. It has an elevated surface gravity, appears to be
more compact than typical main sequence stars, and lies on the ZAMS in Figure 4.7.
Interestingly, this star have been assigned an age of 6.8 Gyrs from GCSII which uses
the PADOVA models to find the age; however, when we use the PADOVA models with
our Teff , we find an age of 1.52 Gyr, though it is unclear how accurate these models
are for stars initially landing on the main sequence. This older age is countered by
the strong presence of lithium still present in its atmosphere. This over abundance
could be due to a rotational effect as seen in Somers & Pinsonneault (2014) since
the minimum rotational period based on the vsini and radius is ∼ 3.6 days, although
typically the stars with rotational periods of less than a day showed this effect.
HIP 29873 : One of the two possible members of our sample, this star seems to
be an outlier in the typical trends of the probable members. Its lower surface gravity
is indicative that this is potentially a young star. It has an estimated radius of 1.61
R with a mass of 1.34 M, implying this star is still contracting. This star is also
distinctly PMS in Figure 4.7 which shows a possible age of ∼ 15 Myr. This is also
the most metal poor star from our sample and is likely a member of the young field
population with UVW space velocities mildly consistent with ON (The U velocity is
2.6σ from the average listed in Section 4.5). It should be noted that this star is more
lithium depleted than other stars of the same age.
Another odd feature about this star is its microturbulent velocity (vt = 0.6 km
s−1). We decided to test our same line list in MOOG and we found that the Teff and
[Fe/H] were nearly identical while the logg was lowered to 3.8 dex and vt was 0.36
km s−1. We believe the values listed in Table 3.1 and note the lower vt value.
HIP 66704 : This is the other possible member of our sample and also has a
slightly lower surface gravity than the probable members. It also appears to still be
contracting with its radius and mass estimates being 1.08 R and 0.95 M respec-
tively. Unlike HIP 29873, however, this star appears to be on the main sequence and
with masses ranging between ∼ 1.1 - 1.2 M from Figure 4.7 depending on whether
this star is still settling on the main sequence. Lithium estimates are consistent with
other ON members which indicated an age slightly older than the Pleiades. The
reason Z13 identified this star as a possible member is because the V velocity is 3.8σ
from the average V velocity for probable ON stars.
HIP 97255 : This star has the largest vsini of our sample and correspondingly, the
lowest number of measured Fe lines. As noted in Section ??, the surface gravity is
consistent with the other probable stars in our sample, but the mass estimate of 1.67
M is unrealistic for this star. If we assume all of the other parameters are correct
and only change the logg, we find that the estimated mass from Section 3.3 matches
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the Santos et al. (2013) predictions when logg = 4.44 dex, only 1.5 σ for the original
estimate, corresponding to a mass of 1.03 M. This surface gravity still predicts the
star should be on the main sequence, and that is evident from Figure 4.7.
This star is still active in Ca II H & K. Wright et al. (2004) found logR’HK =
-4.35 dex and assigned an age based on this emission of ∼ 180 Myr. In Biller et al.
(2007) they used the activity and lithium abundance to find an age of 200 Myr which
is consistent with our age predictions seen in Section 4.5.
HIP 115527 : Conversely to HIP 97255, this star has the lowest vsini of the group
as well as the lowest uncertainties from the large number of Fe lines available to use.
As with HIP 17338, this star has a larger surface gravity than the Sun and naturally
appears that this star is more compact than the Sun with radius and mass estimates
of 0.87 R and 1.14 M respectively. This stars lithium EW appears congruent with
the other probable ON stars and it is resting firmly on the main sequence. If ON
is truly a moving group, this star is likely the archetype for what all other members
would look like.
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[102] López-Santiago, J., Montes, D., Crespo-Chacn, I., & Fernndez-Figueroa, M. J.
2006, ApJ, 643, 1160
[103] Lowrance, P., et al. 2000, ApJ, 541, 390
[104] Luhman, K. L., Stauffer, J. R., Muench, A. A., Rieke, G. H., Lada, E. A.,
Bouvier, J., & Lada, C. J. 2003, ApJ, 593, 1093
[105] Luhman, K. L., Stauffer, J. R., & Mamajek, E. E. 2005, ApJ, 628, 69
[106] Makarov, V. V., Olling, R. P., & Teuben, P. J. 2004, MNRAS, 352, 1199
[107] Makarov, V. V. 2007, ApJS, 169, 105
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