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Abstract
In this paper, we study systematically scalar one-loop two-, three-, and four-point Feynman
integrals with complex internal masses. Our analytic results presented in this report are valid
for both real and complex internal masses. The calculations are then implemented into a Math-
ematica (version 9) package and FORTRAN program. Our program is cross-checked numerically
with LoopTools (version 2.14) in real as well as complex internal masses. We find a perfect
agreement between our results and LoopTools for all cases. Additionally, this work is applied
for evaluating scalar one-loop Feynman integrals developed leading Landau singularities which
may appear in real scattering processes at colliders. Last but not least, the method used in this
report can also extend to evaluate tensor one-loop integrals. Therefore, this may open a new
approach which can solve the inverse Gram determinant problem analytically.
Keywords: One-loop Feynman integrals, Numerical methods for quantum field theory.
1. Introduction
Future experimental programs at the High-Luminosity Large Hadron Collider (HL-LHC) [1, 2]
and the International Linear Collider (ILC) [3] aim to measure precisely the properties of Higgs
boson, of top quark and vector bosons in order to explore the nature of the Higgs sector as well as
search indirectly for Physics Beyond the Standard Model (BSM). For matching high-precision of
experimental data in the near future, theoretical predictions including higher-order corrections
to multi-particle processes at the colliders are required. It means that the detailed evaluations
of one-loop multi-leg and higher-loop at general scale and mass assignments are necessary.
In general, the cross-sections of scattering processes can be obtained by integrating over the
phase space of squared amplitudes which decomposed frequently into the tensor integrals. At
the level of one-loop corrections, the tensor one-loop integrals are then reduced to scalar one-
loop one-, two-, three- and four-point functions (they are called master integrals). Following
the tensor reductions developed in [4, 5] we may encounter the problem of the small value of
the inverse Gram determinants (henceforth it is called Gram determinant problem) at several
kinematic points in the phase space. Consequently, it leads to numerical instabilities. The
suitable experimental cuts may be applied to get a better stability of the numerical results.
However, when we consider one-loop multi-leg processes, for instance, 2→ 5, 6, etc, the resulting
master integrals have arbitrary configurations of their kinematic invariants. As a result, we can
not cure the problem as former case. It is also noticeable that the master integrals at general
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scale and mass assignments, all space-like kinematic invariants as an example, have to be taken
into consideration.
In evaluating for multi-particle processes at the colliders in which Feynman diagrams involve
internal unstable particles that can be on-shell, one has to redefine their propagators with a
complex mass term in the denominator. In other words, we have to perform the perturbative
renormalization in the Complex-Mass Scheme (see Ref. [6] for more detail). Thus, the calculations
for scalar and tensor Feynman loop integrals with complex internal masses are also of great
interest.
There have been available many papers for evaluating scalar and tensor one-loop integrals in
space-time dimensionD = 4−2ε at ε0-expansion. In Refs. [7, 8], the authors have been derived an
analytic formula for scalar one-loop one-, two-, three-point functions with real/complex internal
masses and four-point functions with real internal masses. Then, a more compact expression
for scalar four-point functions with real internal masses has been presented in Ref. [9]. More
recently, scalar box integrals with complex internal masses have been computed in Refs. [10, 11].
Other calculations for one-loop integrals have been carried out in Refs. [19, 20, 21, 22, 23, 24].
Furthermore, based on the above calculations, various packages have been built for evaluating
numerically of one-loop integrals such as FF [18], LoopTools [25], Golem95 [21, 22] and others [19,
20, 27, 28, 29, 30, 31]. Along with the analytic calculations, several pure numerical techniques
have been developed for computing one-loop and higher-loop integrals [32, 33, 34, 35, 36, 37,
38, 39]. As far as our knowledge, all of the above works could not solve either analytically
or completely the Gram determinant problem. Besides, many of them have not provided the
analytical results (or packages) to deal with one-loop integrals with complex internal masses as
well as with all space-like of the kinematic invariants.
It is therefore unquestionable that solving the Gram determinant problem analytically and
providing an alternative method for evaluating one-loop Feynman integrals with including com-
plex internal masses and at general configuration of kinematic invariants are mandatory. There
already exists several methods which can solve the Gram determinant problem analytically. One
of these approaches is using scalar one-loop integrals at higher space-time dimensions D ≥ 4
in tensor reduction, as pointed out in Refs. [40, 41, 42, 43, 44]. Alternatively, one may con-
sider calculating directly the tensor one-loop integrals. At the moment, our interest focuses on
tackling the problem by following the second approach. We rely on the method developed in
Refs. [12, 13, 14] for evaluating tensor one-loop integrals. In the early stage of this project, we
first study systematically scalar one-loop Feynman integrals. We are going to extend previous
results in [12, 13, 14, 16] to compute the scalar one-loop integrals at general external momentum
assignments and with complex internal masses.Additionally, we implement our analytic results
into a Mathematica package and FORTRAN program. We also cross-checked numerically this work
with LoopTools in both real- and complex-mass cases. This work is also applied to evaluate
several one-loop Feynman integrals which could develop leading Landau singularities in real
scattering processes at the colliders.
The layout of the paper is as follows: In section 2, we present in detail the method for
evaluating scalar one-loop functions. Section 3 shows the numerical comparison of this work
with LoopTools. Applications of our work are also discussed in this section. Conclusions and
outlooks are devoted in section 4. Several useful formulas used in this calculation can be found
in the appendixes.
2. The calculation
In this section, based on the method introduced in Refs. [12, 13, 14], we present in detail
the calculations for scalar one-loop functions with complex internal masses. It should be noted
2
that the analytic results for scalar one-loop two-, three-point functions with real internal masses
have been reported in Refs. [12, 13]. Also, scalar one-loop four-point functions with real internal
masses have been discussed in Ref. [14]. Recently, the author of Ref. [16] have been extended
results in Ref. [14] to evaluate the four-point functions with complex masses. However, in all the
above papers, the calculations have been restricted to the cases in which the one-loop integrals
having at least one time-like external momentum. In this paper, we are going to extend the
previous works to calculate scalar one-loop functions with complex internal masses at general
configurations of external momentum. In the following subsections, we use the same notations
in Refs. [12, 13, 14, 16].
2.1. One-loop two-point functions
We first mention the simplest case which is scalar one-loop one-point functions. The Feynman
integrals are given (see Appendix A for deriving these functions in more detail)
J1(m
2) =
∫
dDl
1
l2 −m2 + iρ = −iπ
D
2 Γ
(
2−D
2
)
(m2 − iρ)D−22 . (1)
This result has been presented in many papers, such as [7, 14], etc. As m2 ∈ R+ or m2 ∈ C, one
can take ρ→ 0 in Eq. (1).
We then consider scalar one-loop two-point functions. The functions are defined as follows:
J2(q
2, m21, m
2
2) =
∫
dDl
1
P1P2 . (2)
Where the inverse Feynman propagators are given by
P1 = (l + q)2 −m21 + iρ, (3)
P2 = l2 −m22 + iρ. (4)
Here, q is the external momentum and m1, m2 are the internal masses, as described in Fig. (1).
In this report, the internal masses are taken the form of
m2k = m
2
0k − im0k Γk, (5)
with k = 1, 2. Γk are decay width of unstable particles. J2 is a function of q
2, m21, m
2
2 and its
symmetric under the interchange of m21 ↔ m22.
q2 q2
m21
m22
b b
Figure 1: One-loop two-point diagrams.
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2.1.1. q2 > 0
For time-like momentum, e.g. q2 > 0, we derived again the results in Ref. [12]. By working
in the rest frame of q, one has
q = q(q10,
−→
0 D−1), (6)
In the parallel space spanned by external momentum and its orthogonal space, as explained in
Ref. [12], J2 takes the form of
J2(q10, m
2
1, m
2
2) =
2π
D−1
2
Γ
(
D−1
2
) ∞∫
−∞
dl0
∞∫
0
dl⊥
lD−2⊥
P1P2 . (7)
Where the inverse Feynman propagators are written as
P1 = (l0 + q10)2 − l2⊥ −m21 + iρ, (8)
P2 = l20 − l2⊥ −m22 + iρ. (9)
Partitioning the integrand is as follows
1
P1P2 =
1
P1(P2 − P1) +
1
P2(P1 − P2) . (10)
We then make a shift l′0 = l0 + q10. The result reads
J2 =
2π
D−1
2
Γ
(
D−1
2
) 1
2q10
∞∫
−∞
dl0
∞∫
0
dl⊥ × (11)
×
{
lD−2⊥
[l20 − l2⊥ −m22 + iρ]
[
l0 +
(
q10
2
−Md
)] − lD−2⊥
[l20 − l2⊥ −m21 + iρ]
[
l0 −
(
q10
2
+Md
)]
}
,
with Md =
m21 −m22
2q10
. The l⊥-integration could be performed easily by applying Eq. (198) in
appendix B. We arrive at
J2
Γ
(
3−D
2
) = −πD−12 eipi(3−D)/2
2q10
∞∫
−∞
dl0
{
(l20 −m22 + iρ)
D−3
2
l0 +
(
q10
2
−Md
) − (l20 −m21 + iρ)D−32
l0 −
(
q10
2
+Md
)
}
. (12)
For case of m1, m2 ∈ R, or Γ1 = Γ2, the integrands in Eq. (12) have singularity poles in real axis.
However, we check that the numerators of (12) at these points are
(l20 −m22)|l0=−( q102 −Md)2 =
(q10
2
−Md
)2
−m22 =
λ(q210, m
2
1, m
2
2)
4q210
, (13)
(l20 −m21)|l0=+( q102 +Md)2 =
(q10
2
+Md
)2
−m21 =
λ(q210, m
2
1, m
2
2)
4q210
. (14)
Where
λ(x, y, z) = x2 + y2 + z2 − 2xy − 2yz − 2xz (15)
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is the Ka¨llen function. As a result, Hadamard’s finite part [60] of these integrals will be cancelled
each other. We now can present these integrals in terms ofR-functions as follows. By multiplying
l0 −
(q10
2
−Md
)
, l0 +
(q10
2
+Md
)
to the first and the second term of the integrand in (12)
respectively, the resulting integrand now depends on l20. Hence, the integration region can be
split into [0,+∞]. Finally, the analytic result for J2 can be expressed by means ofR-functions [45]
as follows
J2
Γ
(
3− D
2
) = π(D−1)/2eipi(3−D)/2
2 q10
× B
(
4−D
2
,
1
2
)
× (16)
×
{(q10
2
+Md
)
RD−4
2
(
3−D
2
, 1;−m21 + iρ,−
(q10
2
+Md
)2)
+
(q10
2
−Md
)
RD−4
2
(
3−D
2
, 1;−m22 + iρ,−
(q10
2
−Md
)2)}
,
It can be seen that the right hand side of Eq. (16) is symmetric under the interchange ofm21 ↔ m22.
This reflects the symmetry of the J2 as mentioned previously. We have just derived again Eq. (7)
in Ref. [12].
In D = 4− 2ε, by applying the expansion formula for R−ε in appendix C, (see Eq. (205) for
more detail), we get
J2
iπ2
=
1
ε
− γE − ln π +
{
1 +
(
1 +
Md
q10
)[
Z ln
(
Z − 1
Z + 1
)
− lnm21
]}
+
{
m21 ↔ m22
}− term, (17)
with
Z =
√
1− 4(m
2
1 − iρ)q210
(q210 +m
2
1 −m22)2
=
√
λ (q210, m
2
1, m
2
2)
(q210 +m
2
1 −m22)2
. (18)
The 1/ε pole corresponds to an ultraviolet divergence. Here, in the function λ (q210, m
2
1, m
2
2), m
2
i
are understood as m2i − iρ for i = 1, 2. As a result, in the case of real internal masses, the
arguments of logarithm functions in (17) are never in the negative real axis. This is totally in
agreement with Eq. (8) in Ref. [12].
From Eq. (16), by putting q210 = p
2, we arrive at
J2
Γ
(
3− D
2
) = π(D−1)/2eipi(3−D)/2
2
× B
(
4−D
2
,
1
2
)
× (19)
×
{(
p2 +m21 −m22
2p2
)
RD−4
2
(
3−D
2
, 1;−m21 + iρ,−
(p2 +m21 −m22)2
4p2
)
+
(
p2 −m21 +m22
2p2
)
RD−4
2
(
3−D
2
, 1;−m22 + iρ,−
(p2 −m21 +m22)2
4p2
)}
.
The representation assumes to be valid also for the case of p2 < 0. We will confirm this conclusion
in next subsection.
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2.1.2. q2 < 0
In this article, we are also interested in calculating two-point functions with q2 < 0. For this
case, we work in the configuration of external momentum as follows
q = q(0, q11,
−→
0 D−2). (20)
In the parallel and orthogonal space, the integral J2 in Eq. (2) takes the form of
J2(q11, m
2
1, m
2
2) =
π
D−2
2
Γ
(
D−2
2
) ∞∫
−∞
dl0
∞∫
−∞
dl1
∞∫
−∞
dl⊥
lD−3⊥
P1P2 . (21)
The inverse Feynman propagators are given
P1 = l20 − (l1 + q11)2 − l2⊥ −m21 + iρ, (22)
P2 = l20 − l21 − l2⊥ −m22 + iρ. (23)
The integration written in terms of l0 have singularity poles which are
l0 = ±
√
(l1 + q11)2 + l2⊥ +m
2
1 − iρ, (24)
l0 = ±
√
l21 + l
2
⊥ +m
2
2 − iρ. (25)
Because m21 and m
2
2 have negative imaginary parts, as shown in Eq. (5), we can verify that these
poles locate in the second and the fourth quarters of l0-complex plane. As a result, if we close
the integration contour in the first and the third quarters of the l0-complex plane, there will be
no residue contributions from these poles. Subsequently, we can derive the following relation
∞∫
−∞
dl0 =
+i∞∫
−i∞
dl0. (26)
Using this relation, we next applied a Wick rotation l0 → il0. After all, converting the Cartesian
coordinates of l0 and l⊥ to polar coordinates l
′
⊥, θ by implying following transformation:
l0 → l′⊥ cos θ, l⊥ → l′⊥ sin θ. (27)
Integrating over θ, labeling l′⊥ as l⊥, the J2 then reads
J2 =
2i π
D−1
2
Γ
(
D−1
2
) ∞∫
−∞
dl1
∞∫
0
dl⊥
lD−2⊥
P1P2 . (28)
Where the Feynman propagators are now taken
P1 = (l1 + q11)2 + l2⊥ +m21 − iρ, (29)
P2 = l21 + l2⊥ +m22 − iρ. (30)
Applying the same previous procedure, we first use the partition for the integrand as Eq. (10).
We then make a shift l1 → l1 + q11, to get
J2 =
2i π
D−1
2
Γ
(
D−1
2
) 1
2q11
∞∫
−∞
dl1
∞∫
0
dl⊥ × (31)
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×
{
lD−2⊥
[l21 + l
2
⊥ +m
2
1 − iρ][l1 −
(
q11
2
−Md
)
]
− l
D−2
⊥
[l21 + l
2
⊥ +m
2
2 − iρ][l1 +
(
q11
2
+Md
)
]
}
with Md =
m21 −m22
2q11
. The l⊥-integration can be carried out by using Eq. (198) in appendix B.
The result reads
J2
Γ
(
3−D
2
) = πD−12 i
2q11
∞∫
−∞
dl1
{
(l21 +m
2
1 − iρ)
D−3
2
l1 −
(
q11
2
−Md
) − (l21 +m22 − iρ)D−32
l1 +
(
q11
2
+Md
)
}
. (32)
As previous case, each integrand in this equation has singularity pole in real axis when masses
are real or complex having equal imaginary parts. We also verify that the Hadamard’s finite
part [60] of these integrals will be cancelled each other.
By comparing Eq. (32) with Eq. (12), one can realize that this integral has the same form as
J2 in (12). Thus, we can also present J2 in terms of R-functions as follows
J2
Γ
(
3− D
2
) = iπ(D−1)/2eipi(D−3)/2
2q11
B
(
4−D
2
,
1
2
)
× (33)
×
{(q11
2
−Md
)
RD−4
2
(
3−D
2
, 1;−m21 + iρ,
(q11
2
−Md
)2)
+
(q11
2
+Md
)
RD−4
2
(
3−D
2
, 1;−m22 + iρ,
(q11
2
+Md
)2)}
.
As expected, Eq. (33) shows the symmetry of J2 under the interchange of m
2
1 ↔ m22.
In the space-time D = 4− 2ε, with the help of ε-expansion for R−ε in Eq. (205) in appendix
C, the result reads
J2
iπ2
=
1
ε
− γE − ln π +
{
1 +
(
1− Md
q11
)[
Z ln
(
Z − 1
Z + 1
)
− lnm21
]}
+
{
m21 ↔ m22
}− term. (34)
Where Z now has the form of
Z =
√
1 +
4(m21 − iρ)q211
(q211 −m21 +m22)2)2
=
√
λ (−q211, m21, m22)
(q211 −m21 +m22)2
. (35)
It should be reminded that m2i → m2i − iρ for i = 1, 2 in the arguments of the Ka¨llen function.
Consequently, the arguments of the logarithmic functions are never in negative real axis.
By substituting q211 = −p2 into Eq. (33), we confirm again the result for J2 in (19). We
can derive other representations for J2 by imploying the transformations in appendix C for R-
functions from (209) to (214). For example, using Euler’s transformation (213) for R-functions
(213), Eq. (19) becomes
J2
Γ
(
3− D
2
) = −π(D−1)/2eipi(3−D)/2 × B(4−D
2
,
1
2
)
× (36)
×
{
(−m21 + iρ)
D−3
2
p2 +m21 −m22
R− 1
2
(
5−D
2
, 2;
−1
m21 − iρ
,
−4p2
(p2 +m21 −m22)2
)
7
+
(−m22 + iρ)
D−3
2
p2 −m21 +m22
R− 1
2
(
5−D
2
, 2;
−1
m22 − iρ
,
−4p2
(p2 −m21 +m22)2
)}
.
At threshold p2 = (m1 + m2)
2 or pseudo threshold p2 = (m1 − m2)2, the second argument of
these R-functions will be equal to the first one. Using (200), the result reads
J2
Γ
(
2− D
2
) = π(D−1)/2eipi(3−D)/2
{(
p2 +m21 −m22
4p2
)
(−m21 + iρ)
D−4
2 + (m21 ↔ m22)
}
.
(37)
Eq. (37) shows that J2 can be reduced to two J1 functions with the space-time dimension shifted
D → D − 2.
2.1.3. q2 = 0
It is well-known that if internal masses are different from zero then J2 is finite at q
2 = 0. As
a result, the transition of J2 from q
2 > 0 to the case of q2 < 0 must be smooth. This property of
J2 has been addressed in Ref. [59]. It means that we can perform the analytic continuation for
J2 in the limit of q
2 → 0. It can be done by taking q2 → 0 in Eq. (36), the resulting equation
reads
J2
Γ
(
3− D
2
) = −π(D−1)/2eipi(3−D)/2 × B(4−D
2
,
1
2
)
× (38)
×
{
(−m21 + iρ)
D−3
2
m21 −m22
R− 1
2
(
5−D
2
, 2;
−1
m21 − iρ
, 0
)
+
(−m22 + iρ)
D−3
2
m22 −m21
R− 1
2
(
5−D
2
, 2;
−1
m22 − iρ
, 0
)}
.
Applying the relation (201), we will get Eq. (39).
Alternatively, we can take the limit of q10 → 0 in Eq. (7), or q11 → 0 in (28). J2 is then
reduced to two of J1. In particular, J2 is expressed as
J2 = iπ
D
2 Γ
(
1− D
2
)
(m22)
D
2
−1 − (m21)
D
2
−1
m22 −m21
. (39)
If m1 = m2 = m, J2 can be presented as
J2 = iπ
D
2 Γ
(
2− D
2
)
(m2)
D
2
−2. (40)
The result in right hand side of this equation is proportional to J1 with D → D − 2.
In the space-time D = 4− 2ε, a series expansion of J2 up to ε0 yields
J2 =
1
ε
− γE + 1−
2∑
i=1
(−1)im
2
i ln(m
2
i )
m21 −m22
. (41)
8
2.1.4. m21 = m
2
2 = m
2
For q2 > 0, we can take the limit of m21 → m22 in Eq. (16), the resulting equation reads
J2
Γ
(
3− D
2
) = π(D−1)/2eipi(3−D)/2
2
B
(
4−D
2
,
1
2
)
RD−4
2
(
3−D
2
, 1;−m2 + iρ,−q
2
10
4
)
. (42)
When m2 → 0, Eq. (42) becomes
J2
Γ
(
3− D
2
) = π(D−1)/2eipi(3−D)/2
2
B
(
4−D
2
,
1
2
)
RD−4
2
(
3−D
2
, 1; 0,−q
2
10
4
)
. (43)
With the help of (202), we obtain
J2
Γ
(
3− D
2
) = πD−12 eipi(3−D)/2
2
RD−4
2
(
1;−q
2
10
4
)
=
π
D−1
2 eipi(3−D)/2
2
(
−q
2
10
4
)D−4
2
. (44)
In this expression, we note that q210 → q210 + iρ. In the limit of q2 = 4m2 and applying (200),
Eq. (42) becomes
J2
Γ
(
3− D
2
) = π(D−1)/2eipi(3−D)/2
2
B
(
4−D
2
,
1
2
)
RD−4
2
(
3−D
2
, 1;−m2 + iρ,−m2 + iρ
)
=
π(D−1)/2eipi(3−D)/2
2
(−m2 + iρ)D−42 . (45)
2.1.5. Gauss hypergeometric presentation for J2
Recently, the hypergeometric representations for one-loop integrals (like Gauss, Appell and
Lauricella representations) have been paid attention, and asymptotic expansions of these func-
tions have been studied by many authors. These are useful to obtain higher-order ε-expansions
for Feynman loop integrals. Thus, we are also interested in expressing our analytic results for
two and three-point functions in terms of the Gauss and Appell F1 series in this literature.
The relations between Carlson’s functions (or R-functions) and the generalized hypergeomet-
ric series have been derived in Ref. [46]. From Eq. (203), J2 in (16) can be presented in terms of
the Appell F1 hypergeometric series as follows
J2
Γ
(
3− D
2
) = π(D−1)/2eipi(3−D)/2B(4−D
2
,
1
2
){(
q210 +m
2
1 −m22
4q210
)
× (46)
×F1
[
4−D
2
;
3−D
2
, 1;
5−D
2
; 1 +m21 − iρ, 1 +
(
q210 +m
2
1 −m22
2q10
)2]
+ (m21 ↔ m22)
}
.
Using (204), we can reduce the Appell F1 function to the Gauss 2F1 hypergeometric functions.
The result reads
J2
Γ
(
3− D
2
) = π(D−1)/2eipi(3−D)/2B(4−D
2
,
1
2
)
× (47)
×
{(
q210 +m
2
1 −m22
4q210
)
(−m21 + iρ)
D−4
2 2F1
[
4−D
2
, 1 ;
5−D
2
;
− λ(q
2
10, m
2
1, m
2
2)
4q210m
2
1
]
+ (m21 ↔ m22)
}
.
By applying the analytic continuation formula for the Gauss hypergeometric function (223), we
have
J2
Γ(2− D
2
)
=
√
π Γ(D
2
− 1)
Γ(D−1
2
)
(m22)
D−2
2
2λ12
[
∂2λ12√
1−m21/m22
+ (1↔ 2)
]
(48)
9
−Γ(
D
2
− 1)
Γ(D
2
)
{(
∂2λ12
2λ12
)
(m21)
D−2
2√
1−m21/m22
2F1
[
D−2
2
, 1
2
;
D
2
;
m21
m22
]
+ (1↔ 2)
}
,
with λ12 = λ(q
2
10, m
2
1, m
2
2), m
2
2 = −
λ12
4q210
and ∂i =
∂
∂m2i
for i = 1, 2. This is totally in agreement
with Eq. (53) of Ref. [48].
From (48), we can take the limit of m1,2 → 0. The terms in second line of (48) will vanish
under the condition of Re(D−2
2
)
> 0. In the limit, m22 → −
q210
4
, we then confirm again the result
in Eq. (43). Furthermore, at the threshold q2 = (m1+m2)
2 or pseudo threshold q2 = (m1−m2)2,
the arguments of hypergeometric functions become 0, the resulting equation reads as (37).
2.2. One-loop three-point functions
This subsection will be dealing with the scalar one-loop three-point functions with complex
internal masses. The Feynman integrals for these functions are defined as follows
J3(p
2
1, p
2
2, p
2
3, m
2
1, m
2
2, m
2
3) =
∫
dDl
1
P1P2P3 . (49)
Here, the inverse Feynman propagators are given by
P1 = (l + p1)2 −m21 + iρ, (50)
P2 = (l + p1 + p2)2 −m22 + iρ, (51)
P3 = l2 −m23 + iρ. (52)
We keep the convention that all external momenta flow inward as described in Fig. 2. The
complex internal masses take the same form as in Eq. (5). The J3 is a function of six independent
p22
p21 p
2
3
m23
m21 m
2
2
b b
b
Figure 2: One-loop three-point Feynman diagrams.
parameters: p21, p
2
2, p
2
3, m
2
1, m
2
2, m
2
3. The symmetry of J3 under the interchange of these parameters
is indicated in the Table 1.
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p21 p
2
2 p
2
3 m
2
1 m
2
2 m
2
3
p21 p
2
3 p
2
2 m
2
3 m
2
2 m
2
1
p22 p
2
3 p
2
1 m
2
2 m
2
3 m
2
1
p22 p
2
1 p
2
3 m
2
1 m
2
3 m
2
2
p23 p
2
1 p
2
2 m
2
3 m
2
1 m
2
2
p23 p
2
2 p
2
1 m
2
2 m
2
1 m
2
3
Table 1: Symmetry of J3.
2.2.1. At least one time-like external momentum, e.g. p21 > 0
In this case, working in rest frame of p1, the external momenta take the following configuration
q1 = p1 = q1(q10, 0,
−→
0 D−2), (53)
q2 = p1 + p2 = q2(q20, q21,
−→
0 D−2). (54)
The integral J3 in the parallel and orthogonal space gets the form of
J3(q10, q20, q21, m
2
1, m
2
2, m
2
3) =
π
D−2
2
Γ
(
D−2
2
) ∞∫
−∞
dl0
∞∫
−∞
dl1
∞∫
−∞
dl⊥
lD−3⊥
P1P2P3 , (55)
in which the Feynman propagators become explicitly as
P1 = (l0 + q10)2 − l21 − l2⊥ −m21 + iρ, (56)
P2 = (l0 + q20)2 − (l1 + q21)2 − l2⊥ −m22 + iρ, (57)
P3 = l20 − l21 − l2⊥ −m23 + iρ. (58)
Applying the same procedure as for J2, we first perform the partition for the integrand of J3
as follows
1
P1P2P3 =
3∑
k=1
1
Pk
3∏
l=1
k 6=l
(Pl − Pk)
. (59)
One then makes a shift li = li + qki, for i = 0, 1 and k = 1, 2, 3, which gives
J3 =
2π
D−2
2
Γ
(
D−2
2
) ∞∫
−∞
dl0
∞∫
−∞
dl1
∞∫
0
dl⊥
3∑
k=1
lD−3⊥
[l20 − l21 − l2⊥ −m2k + iρ]
3∏
l=1
k 6=l
(alkl0 + blkl1 + clk)
. (60)
In the above formula, we have introduced new kinematic variables
alk = 2(ql0 − qk0), blk = −2(ql1 − qk1), clk = (qk − ql)2 +m2k −m2l . (61)
It is important to note that alk, blk ∈ R and clk ∈ C.
Using Eq. (198) in appendix B, the l⊥-integration yields
∞∫
0
dl⊥
lD−3⊥
[l20 − l21 − l2⊥ −m2k + iρ]
= −Γ
(
D−2
2
)
Γ
(
2− D
2
)
2
(−l20 + l21 +m2k − iρ)D2 −2 . (62)
After integrating over l⊥, the J3 becomes
J3
Γ
(
2− D
2
) = −πD−22
∞∫
−∞
dl0
∞∫
−∞
dl1
3∑
k=1
(−l20 + l21 +m2k − iρ)
D
2
−2
3∏
l=1
k 6=l
(alkl0 + blkl1 + clk)
. (63)
We have just arrived at the two-fold integrals (63), which can be evaluated by applying
the residue theorem. The l0-integration can be carried out first by linearizing the l0, .i.e l˜1 =
l1 + l0. Under this transformation, the Jacobian is 1 and the integration region is unchanged.
By relabeling l˜1 to l1, J3 is casted into the form of
J3
Γ
(
2− D
2
) = −πD−22 3∑
k=1
∞∫
−∞
dl0
∞∫
−∞
dl1
[l21 − 2l1l0 +m2k − iρ]
D
2
−2
3∏
l=1
k 6=l
[ABlkl0 + blkl1 + clk]
, (64)
where
ABlk = alk − blk ∈ R. (65)
The integrand now depends linearly on l0. Next, we analyze the l0-poles of J3’s integrand.
Its first pole is
l0 =
l21 +m
2
k − iρ
2l1
, (66)
with the imaginary part
Im(l0) = −m0kΓk + ρ
2l1
. (67)
From Eqs. (66, 67), we can confirm that the location of this pole on the l0-complex plane is
determined by the sign of l1. For example, it is located in upper (lower) half-plane of l0 when
l1 > 0 (l1 < 0) (see Fig. (3) for more detail).
Two other poles of the l0-integrand are the roots of the following equation:
(ABlk)l0 + blkl1 + clk = 0, (68)
which are written explicitly as
l0 = −blk l1 + clk
ABlk
, with Im(l0) = −Im
(
clk
ABlk
)
. (69)
⊗⊗
⊗
l1 > 0
⊗ ⊗
⊗
l1 < 0
Figure 3: The contour for the l0-integration.
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We should split the l1-integration into two domains which are [−∞, 0] and [0,∞] as shown
in (3). By closing the integration contour in the lower (upper) half-plane of l0 for l1 < 0 (l1 > 0)
respectively, and taking into account the residue contributions from the poles in Eq. (69), the
result reads
J3
Γ
(
2− D
2
) = −πD2 i 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
× (70)
×


f+lk
∞∫
0
dz
[(
1 +
2blk
ABlk
)
z2 + 2
clk
ABlk
z +m2k − iρ
]D
2
−2
(z + Fmlk)
+f−lk
∞∫
0
dz
[(
1 +
2blk
ABlk
)
z2 − 2 clk
ABlk
z +m2k − iρ
]D
2
−2
(z − Fmlk)


,
for m 6= l. In this equation, we have relabeled z = l1 and introduced the following notations
Amlk = −ABkm blk + ABlk bkm ∈ R, (71)
Cmlk = −ABkm clk + ABlk ckm ∈ C, (72)
Fmlk =
Cmlk
Amlk
± iρ′ ∈ C, (73)
where l, k = 1, 2, 3, l 6= k and m 6= l and ρ′ → 0+.
The f+lk and f
−
lk functions determine the location of l0-poles in Eq. (69), which contribute to
the l0-integration. These functions are defined as
f+lk =


2, if Im
(
− clk
ABlk
)
> 0,
1, if Im
(
− clk
ABlk
)
= 0,
0, if Im
(
− clk
ABlk
)
< 0.
and f−lk =


2, if Im
(
− clk
ABlk
)
< 0,
1, if Im
(
− clk
ABlk
)
= 0,
0, if Im
(
− clk
ABlk
)
> 0.
(74)
If ABlk = 0, there are no residue contributions from l0 to the integration. Taking this point
into account in the general formula for J3, we have introduced the δ-function as follows
δ(x) =
{
0, if x 6= 0;
1, if x = 0.
(75)
In Eq. (70), it is also important to verify that
Im
[(
1 +
2blk
ABlk
)
z2 ± 2clk
ABlk
z +m2k − iρ
]
= ∓ 2 Im
(
− clk
ABlk
)
z −m0kΓk − ρ ≤ 0. (76)
We have just arrived at the one-fold integral as shown in Eq. (70). It can also be expressed in
terms of R-functions. We first examine the general case in which
αlk = 1 +
2blk
ABlk
=
alk + blk
alk − blk 6= 0. (77)
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In this case, the roots Z
(1)
lk and Z
(2)
lk of the equation
z2 − 2 clk
alk + blk
z +
m2k − iρ
αlk
= 0 (78)
are given
Z
(1,2)
lk =
clk
alk + blk
±
√(
clk
alk + blk
)2
− m
2
k − iρ
αlk
. (79)
In the real-mass case, we can decompose the numerator of J3’s integrand in Eq. (70) as follows[(
1 +
2blk
ABlk
)
z2 ∓ 2 clk
ABlk
z +m2k − iρ
]D−4
2
=
[
αlk
(
z2 ∓ 2 clk
alk + blk
z +
m2k
αlk
)
− iρ
]D−4
2
.
(80)
Following Eq. (196) in appendix B, the resulting equation reads
[
αlk
(
z2 ∓ 2 clk
alk + blk
z +
m2k
αlk
)
− iρ
]D−4
2
= (αlk − iρ)
D−4
2
[
(z ∓ Z(1)lk )(z ∓ Z(2)lk )
]D−4
2
.
(81)
Because of Im(Z
(1)
lk ) · Im(Z(2)lk ) < 0, Eq. (81) becomes[
αlk
(
z2 ∓ 2 clk
alk + blk
z +
m2k
αlk
)
− iρ
]D−4
2
= (αlk − iρ)
D−4
2
(
z ∓ Z(1)lk
)D−4
2
(
z ∓ Z(2)lk
)D−4
2
.
(82)
In the complex-mass case, applying Eq. (195), we arrive at another relation
[
αlk
(
z2 ∓ 2 clk
alk + blk
z +
m2k
αlk
)
− iρ
]D−4
2
= e−2pii (
D−4
2
)θ(−αlk) (αlk)
D−4
2
[
(z ∓ Z(1)lk )(z ∓ Z(2)lk )
]D−4
2
= (αlk − iρ)
D−4
2
[
(z ∓ Z(1)lk )(z ∓ Z(2)lk )
]D−4
2
. (83)
Because of the arbitrary value of Im(Z
(1)
lk ) and Im(Z
(2)
lk ), applying Eq. (195) for the second term
in right hand side of Eq. (83), the result reads
[
αlk
(
z2 ∓ 2 clk
alk + blk
z +
m2k
αlk
)
− iρ
]D−4
2
= S±lk
(
z ± Z(1)lk
)D−4
2
(
z ± Z(2)lk
)D−4
2
. (84)
Here
S±lk = (αlk − iρ)
D−4
2 × (85)
×Exp
[
πiθ (−αlk) θ[∓Im(Z(1)lk )]θ[∓Im(Z(2)lk )] (D − 4)
]
×
×Exp
[
−πiθ (αlk) θ[±Im(Z(1)lk )]θ[±Im(Z(2)lk )] (D − 4)
]
.
We can show that the decomposition of the numerator of J3-integrand in Eq. (84) also covers
the relation in Eq. (82) for the real-mass case. In fact, when all masses are real, one can see that
Im(Z
(1)
lk ) = −Im(Z(2)lk ), and Eq. (84) gets back to Eq. (82).
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The integral in Eq. (70) becomes
J3
Γ
(
2− D
2
) = −πD2 i 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
× (86)
×

S+lk f+lk
∞∫
0
dz
(z + Z
(1)
lk )
D
2
−2(z + Z
(2)
lk )
D
2
−2
z + Fmlk
+ S−lk f−lk
∞∫
0
dz
(z − Z(1)lk )
D
2
−2(z − Z(2)lk )
D
2
−2
z − Fmlk

 ,
for m 6= l. We note that Fmlk → Fmlk ± iρ′ with ρ′ → 0+.
The integral in Eq. (86) can be presented in terms of R-functions [45] as follows
J3
Γ
(
2− D
2
) = −πD2 i B(4−D, 1) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
×
×
{
S+lk f+lk RD−4
(
2− D
2
, 2− D
2
, 1;Z
(1)
lk , Z
(2)
lk , Fmlk
)
(87)
+S−lk f−lk RD−4
(
2− D
2
, 2− D
2
, 1;−Z(1)lk ,−Z(2)lk ,−Fmlk
)}
,
for m 6= l. When all internal masses are real, f+lk = f−lk = 1 and S±lk = (αlk − iρ)
D−4
2 , Eq. (87)
confirms the results of, for instance, J3 in the Eq. (11) of [13]. Therefore, Eq. (87) can be
considered as a generalization of J3 with real masses obtained in Refs. [12, 13, 14]. When all
internal masses are real or complex having equal imaginary parts, the integrands in (70) may have
singularity poles z = ±Fmlk which locate in real axis. To present these integrals in terms of R
functions, we first make Fmlk → Fmlk± iρ′ with ρ′ → 0+. It turn out the integral representations
for R functions (199) are applicable. Final result is independent of the chosen ±iρ′ [13].
We can derive other represents for J3 by applying several transformations for R-functions,
as shown in Appendix C. For an example, when Amlk become small, one should use Euler’s
transformation for R-functions. We then get another formula for J3 in which the over factor
Amlk in denominator of Eq. (87) will be cancelled. This supports to be a stable numerical
representation for J3 when Amlk become small,
J3
Γ
(
2− D
2
) = −πD2 i B(4−D, 1) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Cmlk
×
×
{
S+lk f+lk (Z(1)lk )(D−4)/2(Z(2)lk )(D−4)/2R−1
(
3− D
2
, 3− D
2
, 2; 1/Z
(1)
lk , 1/Z
(2)
lk , 1/Fmlk
)
(88)
−S−lk f−lk (−Z(1)lk )(D−4)/2(−Z(2)lk )(D−4)/2R−1
(
3− D
2
, 3− D
2
, 2;−1/Z(1)lk ,−1/Z(2)lk ,−1/Fmlk
)}
,
for m 6= l. When Amlk → 0, the last argument of R-functions in (88) will be zero. One then
uses (202) and (212), the result will give Eq. (91) which will be calculated in next paragraphs.
In the limit of m2k → 0 for k = 1, 2, 3, Eq. (87) becomes
J3
Γ
(
2− D
2
) = −πD2 i B(4−D, D − 2
2
) 3∑
k=1
3∑
l=1
k 6=l
[1 − δ(ABlk)]
Amlk
(αlk − iρ)(D−4)/2 × (89)
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×
{
RD−4
(
2− D
2
, 1;Z
(2)
lk , Fmlk
)
+RD−4
(
2− D
2
, 1;−Z(2)lk ,−Fmlk
)}
,
for m 6= l.
It should be noticed that Eq. (86) is only valid if Amlk 6= 0. For the case of Amlk = 0, the J3
integral becomes
J3
Γ
(
2− D
2
) = −πD2 i 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Cmlk
× (90)
×

f+lk
∞∫
0
dz
[(
alk + blk
alk − blk
)
z2 + 2
clk
ABlk
z +m2k − iρ
]D−4
2
+ f−lk
∞∫
0
dz
[(
alk + blk
alk − blk
)
z2 − 2 clk
ABlk
z +m2k − iρ
]D−4
2

 ,
for m 6= l. This integral can be also written in terms of R-function as follows
J3
Γ
(
2− D
2
) = −πD2 i B(3−D, 1) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Cmlk
× (91)
×
{
S+lk f+lk RD−3
(
2− D
2
, 2− D
2
;Z
(1)
lk , Z
(2)
lk
)
+ S−lk f−lk RD−3
(
2− D
2
, 2− D
2
;−Z(1)lk ,−Z(2)lk
)}
,
for m 6= l. If all internal masses are zero, Eq. (91) becomes
J3
Γ
(
2− D
2
) = −πD2 i B(3−D, D − 2
2
)
× (92)
×
3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Cmlk
(αlk − iρ)D−42
[
(Z
(2)
lk )
D−3 + (−Z(2)lk )D−3
]
for m 6= l.
We turn our attention to the special case in which αlk = 1 +
2blk
ABlk
= 0. In this case,
alk = −blk, ABlk = 2alk = −2blk and Fmlk = clk
blk
. The J3 in Eq. (70) can be reduced to the
following integral
J3
Γ
(
2− D
2
) = −πD2 i 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
× (93)
×


f+lk
∞∫
0
dz
(
2clk
ABlk
z +m2k − iρ
)D
2
−2
(z + Fmlk)
+ f−lk
∞∫
0
dz
(
− 2clk
ABlk
z +m2k − iρ
)D
2
−2
(z − Fmlk)


.
This will be formulated with the help of the R-function as
J3
Γ
(
2− D
2
) = πD2 i 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
B
(
2− D
2
, 1
)
×
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×
{
f+lk
(
clk
alk
)D−4
2
RD
2
−2
(
1, 2− D
2
;Fmlk,
alk(m
2
k − iρ)
clk
)
(94)
+f−lk
(
− clk
alk
)D−4
2
RD
2
−2
(
1, 2− D
2
;−Fmlk,−alk(m
2
k − iρ)
clk
)}
,
for m 6= l. When all masses m2k = 0 for k = 1, 2, 3, Eq. (94) gets
J3
Γ
(
2− D
2
) = 2 πD2 i B(4−D
2
,
D − 2
2
) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
(
c2lk
alkblk
)D−4
2
(95)
for m 6= l.
The ε-expansions for the R-functions used in this subsection can be found in appendix B (see
Eq. (206) to Eq. (208) for more detail). There are two dilogarithm functions in (206). Hence, it
is verified that J3 in (87) is presented in terms of 12 dilogarithm functions at ε
0−expansion.
2.2.2. All p2i < 0 for i = 1, 2, 3
In this case, external momenta can take the form of
q1 = p1 = q1(0, q11,
−→
0 D−2), (96)
q2 = p1 + p2 = q2(q20, q21,
−→
0 D−2). (97)
The J3 in the parallel and orthogonal space then becomes
J3(q11, q20, q21, m
2
1, m
2
2, m
2
3) = −
2π
D−2
2
Γ
(
D−2
2
) ∞∫
−∞
dl0
∞∫
−∞
dl1
∞∫
0
dl⊥
lD−3⊥
P1P2P3 , (98)
with
P1 = (l1 + q11)2 − l20 + l2⊥ +m21 − iρ, (99)
P2 = (l1 + q21)2 − (l0 + q20)2 + l2⊥ +m22 − iρ, (100)
P3 = l21 − l20 + l2⊥ +m23 + iρ. (101)
By repeating the previous calculation as in 2.3.1, we obtain the following relation
J3(q11, q20, q21, m
2
1, m
2
2, m
2
3) = −J (p
2
1
>0)
3 (q11, q21, q20,−m21,−m22,−m23). (102)
Where, the right hand side of Eq. (102) is the analytic result for J3 in Eq. (87) with q10 → q11,
q20 ↔ q21 and m2i − iρ→ −m2i + iρ for i = 1, 2, 3.
We note that Eqs. (87, 102) also holds for cases where there is one or two light-like momenta.
For example, if p21 = 0, we then can rotate J3 (see Table (1)) towards q1 = p
2
i 6= 0 for i = 2 or
i = 3.
For all light-like momenta, .i.e p21 = 0, p
2
2 = 0, and p
2
3 = (p1 + p2)
2 = 0, the resulting integral
obtained after the Feynman parametrization for J3 has
J3 = −Γ
(
3− D
2
)
π
D
2 i
1∫
0
dx
1−x∫
0
dy
1
[(m22 −m21)x+ (m23 −m21)y +m21 − iρ]3−
D
2
(103)
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which is a trivial integral and can be integrated easily. The result reads
J3 =
−4 πD2 i Γ (3− D
2
)
(D − 4)(D − 2)
{
(m21)
D−2
2
(m22 −m21)(m23 −m21)
+
(m22)
D−2
2
(m21 −m22)(m23 −m22)
+
(m23)
D−2
2
(m22 −m23)(m21 −m23)
}
. (104)
It can be seen that the right hand side of J3 in this case is a sum of three J1. If m
2
1 = m
2
2 =
m23 = m
2, Eq. (103) becomes
J3 = −πD2 i
Γ
(
3− D
2
)
2
(m2)
D
2
−3. (105)
The term in right hand side of this equation is propotional to J1 with shifting space-time dimen-
sion as D → D − 4.
2.2.3. Appell F1 hypergeometric presentation of J3
As same previous reasons in 2.2.5, we are also interested in expressing the J3 in terms of the
Appell F1 series. Using Eq. (203), J3 can be written as follows
J3
Γ
(
2− D
2
) = −πD2 i B(4−D, 1) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
× (106)
×
{
S+lk f+lk FD
(
4−D; 2− D
2
, 2− D
2
, 1; 5−D; 1− Z(1)lk , 1− Z(2)lk , 1− Fmlk
)
+S−lk f−lk FD
(
4−D; 2− D
2
, 2− D
2
, 1; 5−D; 1 + Z(1)lk , 1 + Z(2)lk , 1 + Fmlk
)}
,
for m 6= l. Where FD is Lauricella hypergeometric series. With the help of (204), Eq. (106)
becomes
J3
Γ
(
2− D
2
) = −πD2 i B(4−D, 1) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
× (107)
×
[
S+lk f+lk (Fmlk)D−4 + S−lk f−lk (−Fmlk)D−4
]
×
×F1
(
4−D; 2− D
2
, 2− D
2
; 5−D; 1− Z
(1)
lk
Fmlk
, 1− Z
(2)
lk
Fmlk
)
form 6= l. The result is presented in in terms of six Appell F1 functions. We have known analogy
representation for J3 which has expressed in six Appell F1 functions in Refs. [48, 49].
In the limits of m2k → 0 for k = 1, 2, 3, it can be confirmed that f±lk = 1 and Z(1)lk = 0. The
J3 now becomes
J3
Γ
(
2− D
2
) = −πD2 iΓ(4−D)Γ
(
D−2
2
)
Γ
(
3− D
2
) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
(αlk − iρ)D−42 × (108)
×
[
(Fmlk)
D−4 + (−Fmlk)D−4
]
2F1
[
4−D, 2− D
2
;
3− D
2
;
1− Z
(2)
lk
Fmlk
]
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for m 6= l. We have observed six Gauss hypergeometric functions for J3 in this case. In Ref. [58],
J3 with massless internal lines has been expressed in terms of three 2F1. Our result is numerical
checked with Ref. [58]. We have found perfect agreement to all valid digits of our results and
Ref. [58].
In the case of Amlk = 0, J3 can be presented in terms of Gauss hypergeometric series as
J3
Γ
(
2− D
2
) = −πD2 i B(3 −D, 1) 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Cmlk
×
×
{
S+lk f+lk (Z(1)lk )D−3 2F1
[
3−D, 2− D
2
;
4−D ; 1−
Z
(2)
lk
Z
(1)
lk
]
(109)
+S−lk f−lk (−Z(2)lk )D−3 2F1
[
3−D; 2− D
2
;
4−D ; 1−
Z
(1)
lk
Z
(2)
lk
]}
,
for m 6= l.
In the case of αlk = 1 +
2blk
ABlk
= 0, we represent J3 as
J3
Γ
(
2− D
2
) = πD2 i 3∑
k=1
3∑
l=1
k 6=l
[1− δ(ABlk)]
Amlk
B
(
2− D
2
, 1
)
× (110)
×(f+lk + f−lk )
(
c2lk
alkblk
)D−4
2
2F1
[
4−D
2
, 4−D
2
;
6−D
2
;
1− alkblk
c2lk
(m2k − iρ)
]
for m 6= l. When all internal masses are zero, this equation will return to the Eq. (95).
2.3. One-loop four-point functions
We apply the same method for evaluating scalar one-loop four-point functions with complex
internal masses. Particularly, we extend the analytic results for these functions in [14, 16] which
have been available for at least one time-like external momentum to the case of all space-like of
kinematic invariants.
Scalar one-loop four-point functions are defined:
J4(p
2
1, p
2
2, p
2
3, p
2
4, s, t,m
2
1, m
2
2, m
2
3, m
2
4) =
∫
dDl
P1P2P3P4 . (111)
Where the inverse Feynman propagators are given
P1 = (l + p1)2 −m21 + iρ, (112)
P2 = (l + p1 + p2)2 −m22 + iρ, (113)
P3 = (l + p1 + p2 + p3)2 −m23 + iρ, (114)
P4 = l2 −m24 + iρ. (115)
Here, pi (mi) for i = 1, 2, · · · , 4 are the external momenta (internal masses) respectively. The
internal masses have the same form of Eq. (5) in the Complex-Mass Scheme. The J4 is a function
of p21, p
2
2, p
2
3, p
2
4, s, t,m
2
1, m
2
2, m
2
3, m
2
4 with s = (p1 + p2)
2, t = (p2 + p3)
2.
In this calculation, we are not going to deal with infrared divergence using dimensional
regularization in D = 4 ± 2ε. Instead, we introduce fictitious mass for photon [17]. Thus, we
can work directly in space-time dimension D = 4.
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p2
p1
p3
p4l, m4
l + q2, m2
l + q1, m1 l + q3, m3
b
bb
b
Figure 4: The box diagrams.
Let us define the momenta (see Fig. (4) )
qi =
i∑
j=1
pj for i, j = 1, 2, · · · , 4. (116)
If p2i > 0 for i = 1, · · · , 4 and s > 0, t > 0, we should work in the configuration for the external
momenta as in Eqs. (7− 10) in Ref. [16], or
q1 = (q10, 0, 0, 0), q2 = (q20, q21, 0, 0), q3 = (q30, q31, q32, 0), q4 = 0. (117)
If there is one of p2i (for i = 1, 2, · · · , 4), s and t that is greater 0, we can evaluate J4 by two
following ways. First, we can rotate the J4 (as shown in Table 1 of Ref. [10]) towards the
condition that q21 will become one of q
2
i =
( i∑
j=1
pj
)2
> 0 for i, j = 1, 2, · · · , 4. We back to
the case (117). Alternatively, we can work in the configuration of the external momenta as in
Eq. (118). We also check the consistency of both ways using numerical computation.
In the case of all kinematic invariants p2i < 0 for i = 1, · · · , 4 and s < 0, t < 0 (we call hereby
this is unphysical configuration), we set configuration of external momenta as follows
q1 = (0, q11, 0, 0), q2 = (q20, q21, 0, 0), q3 = (q30, q31, q32, 0), q4 = 0. (118)
It is important to mention that J4 in unphysical configuration may appear in tensor reduction
for higher-point functions. They may occur, especially when we consider one-loop corrections to
multi-particle processes like 2→ 5, 6, etc.
In the parallel and orthogonal space, J4 takes the form of
J4 = 2
∞∫
−∞
dl0dl1dl2
∞∫
0
dl⊥ × (119)
× 1
[(l0 + q10)2 − (l1 + q11)2 − l22 − l2⊥ −m21 + iρ][(l0 + q20)2 − (l1 + q21)2 − l22 − l2⊥ −m22 + iρ]
× 1
[(l0 + q30)2 − (l1 + q31)2 − (l2 + q32)2 − l2⊥ −m23 + iρ][l20 − l21 − l22 − l2⊥ −m24 + iρ]
.
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After taking l0, l2-integrations, see Ref. [16] for more detail, and noting z = l1, t = l⊥, we have
arrived at the following integrals
J4 = J
++
4 + J
+−
4 + J
−+
4 + J
−−
4 , (120)
with
J++4
iπ2
= +
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk −BnlkAmlk)
∞∫
0
dz
∞∫
0
dt f+lkg
+
mlk Inmlk(z, t),
(121)
J+−4
iπ2
= −
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk − BnlkAmlk)
∞∫
0
dz
0∫
−∞
dt f+lkg
−
mlk Inmlk(z, t),
(122)
J−+4
iπ2
= −
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk − BnlkAmlk)
0∫
−∞
dz
∞∫
0
dt f−lkg
+
mlk Inmlk(z, t),
(123)
J−−4
iπ2
= +
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk −BnlkAmlk)
0∫
−∞
dz
0∫
−∞
dt f−lkg
−
mlk Inmlk(z, t).
(124)
Where the integrand Inmlk is given by
Inmlk(z, t) = 1[
z + Fnmlk
][
Dmlkz2 − 2
(
Amlk
Bmlk
− αlk
)
zt− 2Cmlk
Bmlk
t− 2 dlk
AClk
z + t2 −m2k + iρ
] ,
(125)
which the related kinematic variables are given
alk = 2(ql0 − qk0), blk = −2(ql1 − qk1), (126)
clk = −2(ql2 − qk2), dlk = (ql − qk)2 − (m2l −m2k), (127)
AClk = alk + clk ∈ R, αlk = blk
AClk
, (128)
and
Amlk = amk − alk
AClk
ACmk, Bmlk = bmk − blk
AClk
ACmk, (129)
Cmlk = dmk − dlk
AClk
ACmk, Dmlk = −4(ql − qk)
2
AC2lk
, , (130)
Fnmlk =
CnlkBmlk − BnlkCmlk
AnlkBmlk − BnlkAmlk ± iρ
′, with ρ′ → 0+. (131)
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We find that the integrands of J4 in (120) may have singularity at z = ±Fnmlk locating in real
axis if all internal masses are real or complex with possessing the same imaginary parts. This
can again be justified by giving Fnmlk ± iρ′ with ρ′ → 0+. Final result is independent of the
chosen of ±iρ′ [16].
The functions f±lk are defined as
f+lk =


0, if Im
(
− dlk
AClk
)
< 0;
1, if Im
(
− dlk
AClk
)
= 0;
2, if Im
(
− dlk
AClk
)
> 0.
and f−lk =


0, if Im
(
− dlk
AClk
)
> 0;
1, if Im
(
− dlk
AClk
)
= 0;
2, if Im
(
− dlk
AClk
)
< 0.
(132)
Furthermore, the g+mlk and g
−
mlk are given by
g+mlk =


0, if Im
(
−Cmlk
Bmlk
)
< 0;
1, if Im
(
−Cmlk
Bmlk
)
= 0;
2, if Im
(
−Cmlk
Bmlk
)
> 0;
and g−mlk =


0, if Im
(
−Cmlk
Bmlk
)
> 0;
1, if Im
(
−Cmlk
Bmlk
)
= 0;
2, if Im
(
−Cmlk
Bmlk
)
< 0.
(133)
With the definitions of f+lk , f
−
lk in Eq. (132) and g
+
mlk, g
−
mlk in Eq. (133), we confirm that
Im
[
Dmlkz
2 − 2
(Amlk
Bmlk
− αlk
)
zt− 2Cmlk
Bmlk
t− 2 dlk
AClk
z + t2 −m2k + iρ
]
> 0. (134)
If Dmlk = 0, it means that some kinematic invariants are light-like (see Eq.(130)). The
integrations written in terms of z in (121, 122, 123,124) are trivial and they can be taken first.
The t-integrations are then presented in terms of three basic integrals (172). The results for this
case have been reported in [16].
For Dmlk 6= 0, we first linearize t-integration. In [16], we have performed the following
rotation
z = z′ + βmlkt
′ z′ =
z − βmlkt
1− βmlkϕmlk ,
=⇒
t = t′ + ϕmlkz
′ t′ =
t− ϕmlk, z
1− βmlkϕmlk .
(135)
To linearize in t, βmlk and ϕmlk are taken
β
(1,2)
mlk =
(
Amlk
Bmlk
− αlk
)
±
√(
Amlk
Bmlk
− αlk
)2
−Dmlk
Dmlk
(136)
ϕ
(1,2)
mlk =
(Amlk
Bmlk
− αlk
)
±
√(Amlk
Bmlk
− αlk
)2
−Dmlk. (137)
As a consequence, in the case of Dmlk =
(
Amlk
Bmlk
− αlk
)2
> 0, the Jacobian of this shift is zero.
The previous results in [16] have not covered this case.
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In order to cover this case as well, instead of using (135), we performed a shift as
z = z′ + βmlkt. (138)
The Jacobian of this shift is 1. Taking βmlk as one of the solution (136), the integrand of J4 now
reads
Inmlk(z, t) = 1[
z + βmlkt+ Fnmlk
][
Pmlkzt +Qmlkt +Dmlkz2 + Emlkz −m2k + iρ
] ,
(139)
with new kinematic variables which have been introduced as
Qmlk = −2
(
Cmlk
Bmlk
)
− 2
(
dlk
AClk
)
βmlk, (140)
Pmlk = −2
(
Amlk
Bmlk
− αlk − βmlkDmlk
)
, (141)
Emlk = −2
(
dlk
AClk
)
. (142)
2.3.1. Dmlk < 0 or 0 < Dmlk <
(
Amlk
Bmlk
− αlk
)2
and Amlk
Bmlk
− αlk ≤ 0
In this case, βmlk 6 0. The integration region now looks as Fig. 5. To integrate over t, we
t t
z z
σmlkz
J++4
J+−4
J−+4
J−−4
J++4
J+−4
J−+4
J−−4
Figure 5: The integration region.
split the integrations written in terms of t as follows
J++4 −→
∞∫
0
dz
σmlk z∫
0
dt (143)
J+−4 −→
∞∫
0
dz
0∫
−∞
dt+
0∫
−∞
dz
σmlk z∫
−∞
dt, (144)
J−+4 −→
0∫
−∞
dz
∞∫
0
dt+
∞∫
0
dz
∞∫
σmlk z
dt, (145)
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J−−4 −→
0∫
−∞
dz
0∫
σmlk
dt, (146)
with σmlk = − 1
βmlk
. Besides that we also rewrite Inmlk(z, t) as follows
Inmlk(z, t) = G(z)

 1
t + z+Fnmlk
βmlk
− 1
t +
Dmlkz2+Emlkz−m
2
k
+iρ
Pmlkz+Qmlk

 , (147)
in which the G(z) is given by
G(z) =
1
Zmlk z2 + (Emlkβmlk −Qmlk − PmlkFnmlk)z − βmlk(m2k − iρ)− FnmlkQmlk
,
=
1
Zmlk(z − T (1)mlk)(z − T (2)mlk)
, with Zmlk = Dmlkβmlk − Pmlk. (148)
After carrying out the t-integrations, the J4 reads
J4
iπ2
=
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk −BnlkAmlk) × (149)
×

 ∞∫
0
dz G(z)
{
(f+lkg
+
mlk + f
−
lkg
+
mlk) ln
(
Fnmlk
βmlk
)
− f+lkg+mlk ln
(
z + Fnmlk
βmlk
)
−f+lkg−mlk ln
(
−z + Fnmlk
βmlk
)
− (f−lkg+mlk + f+lkg+mlk) ln
(
S(σmlk, z)
Pmlkz +Qmlk
)
+f+lkg
+
mlk ln
(
S(σmlk = 0, z)
Pmlkz +Qmlk
)
+ f+lkg
−
mlk ln
(
−S(σmlk = 0, z)
Pmlkz +Qmlk
) }
+
0∫
−∞
dz G(z)
{
−f+lkg−mlk ln
(
−Fnmlk
βmlk
)
+ (f−lkg
−
mlk + f
−
lkg
+
mlk) ln
(
z + Fnmlk
βmlk
)
−f−lkg−mlk ln
(
Fnmlk
βmlk
)
− (f−lkg+mlk + f−lkg−mlk) ln
(
S(σmlk = 0, z)
Pmlkz +Qmlk
)
+f−lkg
−
mlk ln
(
S(σmlk, z)
Pmlkz +Qmlk
)
+ f+lkg
−
mlk ln
(
− S(σmlk, z)
Pmlkz +Qmlk
) } ]
.
Where the function S(σmlk, z) is defined as
S(σmlk, z) = (Dmlk + Pmlkσmlk)z
2 + (Emlk +Qmlkσmlk)z −m2k + iρ
= S
(σ)
mlk(z − Z(1σ)mlk )(z − Z(2σ)mlk ), (150)
S(σmlk = 0, z) = Dmlkz
2 + Emlkz −m2k + iρ = S(0)mlk(z − Z(10)mlk )(z − Z(20)mlk ), (151)
with S
(σ)
mlk = Dmlk + Pmlkσmlk and S
(0)
mlk = Dmlk.
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We realize that
Im
(
Emlk
)
=


≥ 0, with f+lk g±mlk,
≤ 0 with f−lk g±mlk,
(152)
and
Im
(
Emlk − Qmlk
βmlk
)
=


≥ 0, with f±lk g+mlk,
≤ 0 with f±lk g−mlk.
(153)
Therefore, from Eqs. (152, 153), we confirm that
Im (S(σ, z)) ≥ 0, (154)
with σmlk = 0,−1/βmlk.
In order to perform the z-integrals, we decompose logarithmic functions in the z-integrands
(149) by using Eq. (192)
ln
( S(σ, z)
Pmlkz +Qmlk
)
= ln
(
S
(σ)
mlkz − S(σ)mlkZ(1σ)mlk
)
+ ln
(
z − Z(2σ)mlk
)
− ln(Pmlkz +Qmlk) (155)
+2πiθ[Im
(
S
(σ)
mlkZ
(1σ)
mlk
)
]θ[Im(Z
(2σ)
mlk )]− 2πiθ[−Im(Qmlk)]θ
[
− Im
(
S(σ, z)
Pmlkz +Qmlk
)]
,
and
ln
(
− S(σ, z)
Pmlkz +Qmlk
)
= ln
(
−S(σ)mlkz + S(σ)mlkZ(1σ)mlk
)
+ ln
(
z − Z(2σ)mlk
)
− ln(Pmlkz +Qmlk)
−2πiθ[Im
(
S
(σ)
mlkZ
(1σ)
mlk
)
]θ[−Im(Z(2σ)mlk )] + 2πiθ[Im(Qmlk)]θ
[
− Im
(
S(σ, z)
Pmlkz +Qmlk
)]
.
(156)
We verify that
Im
(
S(σ, z)
Pmlkz +Qmlk
)
= Im
(
S(σ = 0, z)
Pmlkz +Qmlk
)
= A0mlkz
2 +B0mlkz + C
0
mlk, (157)
with
A0mlk = Im{DmlkQ∗mlk + PmlkEmlk}, (158)
B0mlk = Im{EmlkQ∗mlk − Pmlk(m2k − iρ)}, (159)
C0mlk = −Im{(m2k − iρ)Q∗mlk}. (160)
With the help of the formulas (155, 156), J4 can be presented in the form
J4
iπ2
=
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk −BnlkAmlk) × (161)
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×

 ∞∫
0
dz G(z)
{
λ+nmlk − f+lkg+mlk ln
(
z + Fnmlk
βmlk
)
− f+lkg−mlk ln
(
−z + Fnmlk
βmlk
)
−(f−lkg+mlk + f+lkg+mlk) ln
(
S
(σ)
mlkz − S(σ)mlkZ(1σ)mlk
)
− (f−lkg+mlk + f+lkg+mlk) ln
(
z − Z(2σ)mlk
)
+f+lkg
+
mlk ln
(
S
(0)
mlkz − S(0)mlkZ(10)mlk
)
+ f+lkg
−
mlk ln
(
−S(0)mlkz + S(0)mlkZ(10)mlk
)
+(f+lkg
+
mlk + f
+
lkg
−
mlk) ln
(
z − Z(20)mlk
)
− (f+lkg−mlk − f−lkg+mlk) ln (Pmlkz +Qmlk)
}
0∫
−∞
dz G(z)
{
λ−nmlk + f
−
lkg
−
mlk ln
(
S
(σ)
mlkz − S(σ)mlkZ(1σ)mlk
)
−(f−lkg+mlk + f−lkg−mlk) ln
(
S
(0)
mlkz − S(0)mlkZ(10)mlk
)
+ f+lkg
−
mlk ln
(
−S(σ)mlkz + S(σ)mlkZ(1σ)mlk
)
−(f−lkg+mlk + f−lkg−mlk) ln
(
z − Z(20)mlk
)
+ (f−lkg
−
mlk + f
+
lkg
−
mlk) ln
(
z − Z(2σ)mlk
)
+(f−lkg
−
mlk + f
−
lkg
+
mlk) ln
(
z + Fnmlk
βmlk
)
− (f+lkg−mlk − f−lkg+mlk) ln (Pmlkz +Qmlk)
}
+2π i
(
f+lkg
−
mlkθ[Im(Qmlk)] + f
−
lkg
+
mlkθ[−Im(Qmlk)]
)
×
×
∞∫
−∞
dz G(z)θ
(−A0mlkz2 −B0mlkz − C0mlk)

 .
Where λ±nmlk are given by
λ+nmlk = (f
+
lkg
+
mlk + f
−
lkg
+
mlk) ln
(
Fnmlk
βmlk
)
(162)
+2π i f+lkg
+
mlkθ[Im(S
(0)
mlkZ
(10)
mlk )]θ[Im(Z
(20)
mlk )]
−2π i (f−lkg+mlk + f+lkg+mlk)θ[Im(S(σ)mlkZ(1σ)mlk )]θ[Im(Z(2σ)mlk )]
+2π i f+lkg
−
mlkθ[Im(S
(0)
mlkZ
(10)
mlk )]θ[−Im(Z(20)mlk )],
λ−nmlk = −f+lkg−mlk ln
(
−Fnmlk
βmlk
)
− f−lkg−mlk ln
(
Fnmlk
βmlk
)
(163)
−2π i (f−lkg+mlk + f−lkg−mlk)θ[Im(S(0)mlkZ(10)mlk )]θ[Im(Z(20)mlk )]
+2π i f−lkg
−
mlkθ[Im(S
(σ)
mlkZ
(1σ)
mlk )]θ[Im(Z
(2σ)
mlk )]
−2π i f+lkg−mlkθ[Im(S(σ)mlkZ(1σ)mlk )]θ[−Im(Z(2σ)mlk )].
We first emphasize that ln(Pmlkz+Qmlk) might have poles in negative real-axes in the real-mass
case. However, in this case we have f+lk = f
−
lk = 1 and g
+
mlk = g
−
mlk = 1. As a result, one checks
that (f+lkg
−
mlk−f−lkg+mlk) ln(Pmlkz+Qmlk) = 0. Thus, we do not need to make Qmlk −→ Qmlk+ iρ′
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as Fnmlk case. Secondly, the z-integrals now are split into three basic integrals (172). These
integrals can be calculated in appendix C.
2.3.2. 0 < Dmlk ≤
(
Amlk
Bmlk
− αlk
)2
and Amlk
Bmlk
− αlk > 0
In this case, βmlk > 0. The t-integrations are split as follows
J++4 −→
∞∫
0
dz
∞∫
0
dt+
0∫
−∞
dz
∞∫
σmlkz
dt (164)
J+−4 −→
∞∫
0
dz
0∫
σmlk z
dt, (165)
J−+4 −→
0∫
−∞
dz
σmlk z∫
0
dt, (166)
J−−4 −→
0∫
−∞
dz
0∫
−∞
dt+
∞∫
0
dz
σmlkz∫
−∞
dt. (167)
Taking the t-integrations, the result reads
J4
iπ2
=
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk −BnlkAmlk) × (168)
×

 ∞∫
0
dz G(z)
{
f+lkg
−
mlk ln
(
Fnmlk
βmlk
)
+ f−lkg
−
mlk ln
(
−Fnmlk
βmlk
)
−(f+lkg−mlk + f+lkg+mlk) ln
(
z + Fnmlk
βmlk
)
− f+lkg−mlk ln
(
S(σmlk, z)
Pmlkz +Qmlk
)
−f−lkg−mlk ln
(
− S(σmlk, z)
Pmlkz +Qmlk
)
+ (f+lkg
+
mlk + f
+
lkg
−
mlk) ln
(
S(σmlk = 0, z)
Pmlkz +Qmlk
) }
+
0∫
−∞
dz G(z)
{
−(f−lkg+mlk + f+lkg+mlk) ln
(
Fnmlk
βmlk
)
+f−lkg
+
mlk ln
(
z + Fnmlk
βmlk
)
+ f−lkg
−
mlk ln
(
−z + Fnmlk
βmlk
)
−f−lkg+mlk ln
(
S(σmlk = 0, z)
Pmlkz +Qmlk
)
− f−lkg−mlk ln
(
−S(σmlk = 0, z)
Pmlkz +Qmlk
)
+(f+lkg
+
mlk + f
−
lkg
+
mlk) ln
(
S(σmlk, z)
Pmlkz + Qmlk
) } ]
.
Using the formulas (155, 156), J4 is now presented as
J4
iπ2
=
4∑
k=1
4∑
l=1
k 6=l
4∑
m=1
m6=l
m6=k
(
1− δ(AClk)
)(
1− δ(Bmlk)
)
AClk(BmlkAnlk − BnlkAmlk) × (169)
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Figure 6: The integration region.
×

 ∞∫
0
dz G(z)
{
γ+nmlk − (f+lkg−mlk + f+lkg+mlk) ln
(
z + Fnmlk
βmlk
)
−f+lkg−mlk ln
(
S
(σ)
mlkz − S(σ)mlkZ(1σ)mlk
)
− f−lkg−mlk ln
(
−S(σ)mlkz + S(σ)mlkZ(1σ)mlk
)
+(f+lkg
+
mlk + f
+
lkg
−
mlk) ln
(
S
(0)
mlkz − S(0)mlkZ(10)mlk
)
+(f+lkg
+
mlk + f
+
lkg
−
mlk) ln
(
z − Z(20)mlk
)
− (f+lkg−mlk + f−lkg−mlk) ln
(
z − Z(2σ)mlk
)
+(f−lkg
−
mlk − f+lkg+mlk) ln (Pmlkz +Qmlk)
}
0∫
−∞
dz G(z)
{
γ−nmlk + f
−
lkg
+
mlk ln
(
z + Fnmlk
βmlk
)
+ f−lkg
−
mlk ln
(
−z + Fnmlk
βmlk
)
−f−lkg+mlk ln
(
S
(0)
mlkz − S(0)mlkZ(10)mlk
)
− f−lkg−mlk ln
(
−S(0)mlkz + S(0)mlkZ(10)mlk
)
+(f+lkg
+
mlk + f
−
lkg
+
mlk) ln
(
S
(σ)
mlkz − S(σ)mlkZ(1σ)mlk
)
+ (f+lkg
+
mlk + f
−
lkg
+
mlk) ln
(
z − Z(2σ)mlk
)
−(f−lkg+mlk + f−lkg−mlk) ln
(
z − Z(20)mlk
)
+ (f−lkg
−
mlk − f+lkg+mlk) ln (Pmlkz +Qmlk)
}
−2π i
(
f−lkg
−
mlkθ[Im(Qmlk)] + f
+
lkg
+
mlkθ[−Im(Qmlk)]
)
×
×
∞∫
−∞
dz G(z)θ
(−A0mlkz2 − B0mlkz − C0mlk)

 .
Where γ±nmlk are given by
γ+nmlk = f
+
lkg
−
mlk ln
(
Fnmlk
βmlk
)
+ f−lkg
−
mlk ln
(
−Fnmlk
βmlk
)
(170)
−2π i f+lkg−mlkθ[Im(S(σ)mlkZ(1σ)mlk )]θ[Im(Z(2σ)mlk )]
+2π i f−lkg
−
mlkθ[Im(S
(σ)
mlkZ
(1σ)
mlk )]θ[−Im(Z(2σ)mlk )]
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+2π i (f+lkg
+
mlk + f
+
lkg
−
mlk)θ[Im(S
(0)
mlkZ
(10)
mlk )]θ[Im(Z
(20)
mlk )]
γ−nmlk = −(f−lkg+mlk + f+lkg+mlk) ln
(
Fnmlk
βmlk
)
(171)
−2π i f−lkg+mlkθ[Im(S(0)mlkZ(10)mlk )]θ[Im(Z(20)mlk )]
+2π i f−lkg
−
mlkθ[Im(S
(0)
mlkZ
(10)
mlk )]θ[−Im(Z(20)mlk )]
+2π i (f+lkg
+
mlk + f
−
lkg
+
mlk)θ[Im(S
(σ)
mlkZ
(1σ)
mlk )]θ[Im(Z
(2σ)
mlk )].
The z-integrals now are split into three basic integrals which are
R1 =
∞∫
0
G(z)dz,
R2 =
∞∫
0
ln(Mmlkz +Nmlk)G(z)dz, (172)
R3 =
∞∫
−∞
θ
(−A0mlkz2 −B0mlkz − C0mlk)G(z)dz.
Where
Mmlk = ±1,± 1
βmlk
,±Sσmlk,±Dmlk, Pmlk, with Mmlk ∈ R. (173)
and
Nmlk = ±Fnmlk
βmlk
,±SσmlkZ1σmlk,±Z2σmlk,±DmlkZ10mlk,±Z20mlk, Qmlk with Nmlk ∈ C. (174)
The analytic results for the basic integrals can be found in appendix C. Since R2 in (172)
will contain two dilogarithm functions (see Appendix D), the z-integrations in [0,∞] contains
the same dilogarithm functions of these in [−∞, 0]. Therefore, we only count the number of
dilogarithm functions for the z-integrations from 0 to ∞. We then find that J4 contains 240
dilogarithm functions instead of 108 dilogarithm functions presented in [7]. For the case of
Dmlk >
(
Amlk
Bmlk
− αlk
)2
, we refer [16] for more detail.
For future prospects, we will consider the evaluations for the tensor one-loop integrals by
following this method. The tensor one-loop N -point integral with rank M in the parallel and
orthogonal space can be decomposed as [12, 13, 26]
TNµ1µ2...µM = (−1)
p
⊥
2
(
gµ1µ2 ...gµp⊥−1gµp⊥
)
sym
K T
(p0,p1,...,p⊥), (175)
with
K =


(p⊥−2)/2∏
i=0
(D − J + 2i), if p⊥ 6= 0,
1, if p⊥ = 0.
(176)
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Where J is the number of parallel dimension (spanned by the external momenta). The tensor
coefficients (form factors) are given
T p0,p1...p⊥N =
2π
D−J
2
Γ(D−J
2
)
∞∫
−∞
dl0dl1...dlJ−1
∞∫
0
lD−J−1⊥ dl⊥
lp00 l
p1
1 ...l
pJ−1
J−1 l
p⊥
⊥
P1P2 · · ·PN . (177)
Following tensor reduction for one-loop integrals developed in Refs. [4, 5], the form factors will
be obtained by contracting the Minkowski metric (gµν) and external momenta into the tensor
integrals. Solving a system of linear equations written in terms of the form factors, the Gram
determinants appear in the denominators. When the determinants become very small, the
reduction method will spoil numerical stability. The framework in this paper can be extended to
calculate the form factors (or tensor one-loop integrals) directly. This will be devoted to future
publication [55]. It, therefore, opens a new approach to solve the problem analytically.
3. Numerical checks and applications
This section is devoted to numerical checks and applications.
3.1. Numerical checks
XLOOPS-GiNaC written in C++ using the GiNaC library [26] can handle scalar and tensor
one-loop two-, three-point functions with real internal masses. In our previous work [16], part
of the program for evaluating scalar one-loop four-point functions has been implemented into
C++, ONELOOP4PT.CPP. It can evaluate numerically J4 with real/complex masses in the case
of at least one time-like external momentum. Here, we implement J1, J2, J3 and new analytic
results for J4 in this report into Mathematica (version 9) package and FORTRAN program. The
program now can evaluate numerically scalar one-loop integrals with real/complex masses at
general configurations of external momenta.
The syntax of these functions is as follows
ONELOOP1PT(m2, ρ), (178)
ONELOOP2PT(p2, m21, m
2
2, ρ), (179)
ONELOOP3PT(p21, p
2
2, p
2
3, m
2
1, m
2
2, m
2
3, ρ), (180)
ONELOOP4PT(p21, p
2
2, p
2
3, p
2
4, s, t,m
2
1, m
2
2, m
2
3, m
2
4, ρ), (181)
with s = (p1 + p2)
2 and t = (p2 + p3)
2.
In this section, we compared numerically the finite parts of J1, J2, J3, J4 in this report with
LoopTools (version 2.14) in both real and complex internal masses.
In Table 2, the finite parts of J1 are cross-checked with LoopTools. One finds a perfect
agreement between this work and LoopTools in all cases.
m2 This work
LoopTools
100 −360.51701859880916
−360.51701859880916
100− 5 i −360.39207063012879 + 23.027932702631205 i
−360.39207063012879 + 23.027932702631201 i
Table 2: Comparing J1 in this work with LoopTools. We set ρ = 10
−15.
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In Table 3 (Table 4), we compare the finite parts of J2 in this paper with LoopTools in real
(complex) internal masses respectively. We find that the results from this work and LoopTools
are in good agreement in both cases. In Table 3, when q2 is above threshold, or q2 > (m1+m2)
2,
the imaginary part of J2 is non-zero. While in the region (below threshold) q
2 < (m1 + m2)
2,
the imaginary part of J2 is zero. It is understandable and the data demonstrates these points
clearly in Table 3.
q2 This work
LoopTools
100 −1.5232812522570536 + 1.5390597961942369 i
−1.5232812522570538 + 1.5390597961942367 i
5 −2.9052747784384294
−2.9052747784384296
−100 −3.5554506187875863
−3.5554506187875869
Table 3: In case of (m21,m
2
2) = (10, 30), and ρ = 10
−15.
q2 This work
LoopTools
100 −1.8207774022530800 + 1.9494059717871977 i
−1.8207774022530803 + 1.9494059717871979 i
−100 −3.4154066334121885 + 0.0503812303761450 i
−3.4154066334121893 + 0.0503812303761446 i
Table 4: In case of (m2
1
,m2
2
) = (10− i, 20− 2i) and ρ = 10−15.
In Tables 5, 6, 7, we check the finite parts of J3 with LoopTools in real/complex internal
masses. In Table 5, the external momentum configurations are changed. While the internal
masses are varied in Table 6. The numerical checks for J3 with complex internal masses are
presented in Table 7. We find a good agreement between the results from our work and LoopTools
in all cases.
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(p21, p
2
2, p
2
3) This work
LoopTools
(10, 200, 30) −0.0030107310119513389
−0.0030107310119513362
(10, 200,−30) −0.0029430832998831477
−0.0029430832998831465
(10,−200,−30) −0.0023628639374042822
−0.0023628639374042820
(−10,−200,−30) −0.0023432664930439692
−0.0023432664930439890
Table 5: In case of (m2
1
,m2
2
,m2
3
) = (100, 200, 300), and ρ = 10−15.
In Table 6, we observe the contribution of the imaginary part of J3 in the region of p
2
2 >
(m2 +m3)
2. While in the region of p2i < (mj +mk)
2 for i 6= j 6= k, the imaginary part of J3 is
zero. We observe these points clearly in this Table.
m21, m
2
2, m
2
3 This work
LoopTools
(0, 0, 0) 0.047432337875041175− 0.055989586160261080 i
0.047432337875041190− 0.055989586160261083 i
(10, 20, 30) −0.016727876585043306− 0.030266162066846561 i
−0.016727876585043308− 0.030266162066846562 i
(50, 50, 50) −0.014058959690622575
−0.014058959690622567
Table 6: In case of (p2
1
, p2
2
, p2
3
) = (10, 150,−30) and ρ = 10−15.
In the Table 7, cross-checking J3 with complex internal masses in our work and LoopTools
are presented. We find three programs give perfect agreement results.
(p21, p
2
2, p
2
3) This work
LoopTools
(100, 200,−300) 0.000302117943631926− 0.022175834817012830 i
0.000302117943631917− 0.022175834817012831 i
(100,−200,−300) −0.012274730929707654− 0.005253630073729939 i
−0.012274730929707652− 0.005253630073729934 i
(−100,−2000,−300) −0.003332905358821172− 0.000146109020218081 i
−0.003332905358821172− 0.000146109020218078 i
Table 7: In case of (m2
1
,m2
2
,m2
3
) = (10− 3 i, 20− 4 i, 30− 5 i), and ρ = 10−15.
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Lastly, we compare J4 in this work with LoopTools. One focuses on the case of all space-like
of the kinematic invariants. In Table 8, real internal masses are considered with varying the
external momentum configurations.
(p21, p
2
2, p
2
3, p
2
4, s, t) (This work)×10−4
(LoopTools )× 10−4
(−10, 60, 10, 90, 200, 5) −11.268763555152268 + 14.171199111711949 i
−11.268763555152266 + 14.171199111711946 i
(−10,−60,−10,−90, 200, 5) 2.1724718865815314+ 2.1645195914946021 i
2.1724718865815296+ 2.1645195914946018 i
(−10,−60,−10,−90, 200,−5) 2.0640147463938176+ 2.1335567055149013 i
2.0640147463938226+ 2.1335567055149037 i
(−10,−60,−25,−90,−20,−5) 1.5152693508494305+O(10−21) i
1.5152693508494312+O(10−19) i
(17, 1,−1,−1,−17,−1) 3.1193150913091765+O(10−16) i
3.1193150913092383+O(10−18) i
Table 8: In case of (m21,m
2
2,m
2
3,m
2
4) = (10, 20, 30, 40), and ρ = 10
−15. There exists AClk = O(10−15) in the
configuration of kinematic invariants in the last line of this Table.
In Table 9, one examines all p21, p
2
2, p
2
3, p
2
4, s, t < 0 with the complex-mass cases. We change
the value of m24 in Table 9. We find a good agreement between the results in this work and
LoopsTools in all cases.
(m21, m
2
2, m
2
3, m
2
4) (This work)×10−4
(LoopTools)×10−4
(10− 2 i, 20, 30− 3 i, 40) 1.4577467887809371+ 0.13004659190213070 i
1.4577467887809479+ 0.13004659190214078 i
(10− 2 i, 20, 30− 3 i, 80) 1.0235403166014101+ 0.0874193853007884 i
1.0235403166014069+ 0.0874193853007809 i
(10− 2 i, 20, 30− 3 i, 120− 10 i) 0.79634677966095624+ 0.1085714569206661 i
0.79634677966095526+ 0.1085714569206717 i
Table 9: In case of (p2
1
, p2
2
, p2
3
, p2
4
, s, t) = (−10,−70,−20,−100,−15,−5), and ρ = 10−15.
3.2. Applications
In this subsection, we discuss on a typical example in which scalar box integrals may develop a
leading Landau singularity [53, 54]. The process mentioned in this study is one-loop electroweak
corrections to gg → bb¯H at the LHC. We are not going to discuss the analytic structure of
Landau singularities for one-loop integrals. One refers to Refs. [53, 54] for more detail of this
topic. In this paper, we only evaluate again triangle and box diagrams appear in this process
which their numerical results have reported in Refs. [53, 54].
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To regularize the Landau singularities, Feynman one-loop diagrams with complex internal
masses are interested. In this study, one sets the internal masses as
M2W = M
2
0W − i M0WΓW , (182)
M2t = M
2
0t − i M0tΓt. (183)
p1
p2
b, p3
χw χw
H, p5
b, p4t
Figure 7: Triangle diagram appears in the computation for one-loop corrections to the process gg → bb¯H .
The first diagram is mentioned as shown in Fig. (7). We take the same input parameters in
[54]. In detail, mass of Higgs boson is 160.08 GeV1, mass of bottom quark is Mb = 4.18 GeV.
The internal masses are taken M0W = 80.3766 GeV with ΓW = 2.1 GeV and M0t = 174.0 GeV,
Γt = 1.5 GeV. In our program, scalar one-loop three-point function of this diagram is called
ONELOOP3PT(M2b ,M
2
H , s2 = (p4 + p5)
2,M2W ,M
2
W ,M
2
t , ρ), (184)
with ρ = 10−15. In Fig. (8), J3 is presented as a function of
√
s2 ∈ [160.0, 300.0] GeV. The
case of real masses (complex masses) mean that ΓW = Γt = 0 (ΓW = 2.1 GeV, Γt = 1.5
GeV) in Eqs. (182, 183) respectively. At the threshold MH = 2M0W , one finds the peaks at√
s2 ∼ M0t +M0W for both real (left panel) and imaginary part (right panel) of J3, see solid
lines in Fig. (8). The dashed lines present the impact of the width of internal line particles (W
boson, top) on real and imaginary part of J3.
We next consider scalar one-loop four-point function which develops a leading Landau sin-
gularity as indicated in Fig. (9). For this diagram, our input parameters are as follows
MH = 165.2 GeV, Mb = 4.18 GeV,
√
s = 353.0 GeV,
√
s1 = 271.06 GeV,
M0W = 80.3766 GeV, ΓW = 2.1 GeV and M0t = 174.0 GeV, Γt = 1.5 GeV.
In our program scalar box integral is evaluated by calling
ONELOOP4PT(M2H , m
2
b , s,m
2
b¯ , s1, s2,M
2
W ,M
2
t ,M
2
t ,M
2
W , ρ), (185)
with s1 = (p3 + p5)
2 and s2 = (p4 + p5)
2 as shown in Fig. (9). In this study, we set ρ = 10−15.
In Figs. (10), J4 is a function of
√
s2 which it varies from 220.0 GeV to 280.0 GeV. One find
a leading Landau singularity at
√
s2 ∼ 264.0 GeV as indicated as solid lines in these figures.
Again, the dashed lines in these figures indicate the effect of the width of internal line particles
(W boson, top) on real and imaginary part of J4 in gg → bb¯H . All above data shown in this
section confirms again the results in [53, 54].
1For checking our program, we set the Higgs mass as taken in Refs. [53, 54].
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Figure 8: Impact of the width of the internal line particles (W boson, top) on the real and imaginary part of
scalar one-loop three-point function in gg → bb¯H .
p1
p2
g
g
q3
q4
t
t
q2
q1
p5
H
χw
χw
b
b
p3
p4
Figure 9: A box diagram appear in one-loop corrections to process gg → bb¯H which may contain a Landau
singularity.
4. Conclusions
In this paper, we studied systematically scalar one-loop two-, three-, four-point integrals with
real/complex internal masses. The calculations are considered at general case of external momen-
tum assignments. In the numerical checks, we compared this work with LoopTools. We found
a good agreement between the results generated from this work and those from LoopTools. We
also used this work to evaluate several Feynman diagrams which appear in gg → bb¯H at the
LHC. It is shown that our program are applied well in computing one-loop corrections (in both
Real- and Complex-Mass Schemes) in real processes at the colliders.
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Figure 10: Impact of the width of the internal line particles (W boson, top) on the real and imaginary part of
scalar one-loop four-point function in gg → bb¯H .
Moreover, this work provides a framework which can be extended to calculate directly tensor
one-loop integrals. It may provide a analytic solution for the inverse Gram determinant problem.
In future work, we will proceed to the evaluation for tensor one-loop integrals [55].
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Appendix A: One-loop one-point functions
We consider the simplest case which is scalar one-loop one-point functions. Their Feynman
integrals are defined as
J1(m
2) =
∫
dDl
1
l2 −m2 + iρ . (186)
Here, l is loop-momentum in space-time dimension D and l2 = l20 − l21 − · · · − l2D−1. In the
Complex-Mass Scheme, the square of internal mass has the form
m2 = m20 − i m0Γ, (187)
which Γ is the decay width of the unstable particle. The Feynman prescription is iρ. In this
paper, dimensional regularization is performed within space-time dimension D = 4− 2ε.
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Performing Wick rotation as l0 → il0, one can convert J1 from Minkowski into Euclid space.
The result reads
J1 = −i
∫
dDlE
1
l2E +m
2 − iρ = −
2π
D
2 i
Γ(D
2
)
∞∫
0
dlE
lD−1E
l2E +m
2 − iρ (188)
with l2E = l
2
0 + l
2
1 + · · ·+ l2D−1. Setting z = l2E , we presented J1 in terms of R-function as follows
J1 = − π
D
2 i
Γ
(
D
2
) ∞∫
0
dz
z
D
2
−1
z +m2 − iρ = −iπ
D
2 Γ
(
2−D
2
)
RD−2
2
(1;m2 − iρ). (189)
Applying the formula (201) in appendix B, we obtained
J1(m
2) = −iπD2 Γ
(
2−D
2
)
(m2 − iρ)D−22 . (190)
This result has been presented in many papers, such as [7, 14], etc. As m2 ∈ R+ or m2 ∈ C, one
can take ρ→ 0 in Eq. (190). In space-time dimension D = 4− 2ε, the J1(m2) was expanded in
terms of ε up to ε0. The expansion gives
J1
iπ2
= m2
(
1
ε
− γE − ln(π) + 1− lnm2
)
. (191)
This formula is valid not only for real masses but also for complex masses.
Appendix B
In Appendix B, we present here several useful formulas. The first ones that we mention are
ln(ab) = ln(a) + ln(b) + η(a, b), (192)
ln
(a
b
)
= ln(a)− ln(b) + η
(
a,
1
b
)
. (193)
The η-function is defined as
η(a, b) = 2πi
{
θ
[
− Im(a)
]
θ
[
− Im(b)
]
θ
[
Im(ab)
]
− θ
[
Im(a)
]
θ
[
Im(b)
]
θ
[
− Im(ab)
]}
.
(194)
We consider several special cases
• If Im(a)Im(b) < 0, one confirms that η(a, b) = 0.
• If Im(a)Im(b) > 0, one has η (a, 1/b) = 0.
Furthermore, one can derive the following relation
(ab)α = eα ln(ab) = eαη(a,b)aαbα. (195)
In the case of a, b ∈ R, one has the following relation
(ab± iρ)α = (a± iρ′)α
(
b± iρ
a
)α
for a, b ∈ R. (196)
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Here, ρ′ has the same sign with ρ.
The Beta function is also given by
B(x, y) = Γ(x)Γ(y)
Γ(x+ y)
. (197)
In this paper, we also use this basic integral
∞∫
0
zα−1
Zk + z
dz = B(1− α, α)(Zk)α−1, (198)
provided that Arg(Zk) < π.
Appendix C
The R-function [45] is defined as
∞∫
r
(x− r)α−1
k∏
i=1
(zi + wix)
−bidx
= B(β − α, α)Rα−β
(
b1, · · · , bk, r + z1
w1
, · · · , r + zk
wk
) k∏
i=1
w−bii , (199)
with β =
k∑
i=1
bi. We also used several useful relations for R-function. The following formulas are
collected from [46].
R−a(b1, b2, · · · , bN ; z, z, · · · , z) = z−a, (200)
R−a(b; z) = z−a, (201)
and
B(a, a′)R−a(b1, b2, · · · , bN ; z1, z2, · · · , zk,~0N−k)
= B(a, a′ −
N∑
j=k+1
bj)R−a(b1, b2, · · · , bk; z1, z2, · · · , zk), a− a′ =
N∑
j=1
bj , (202)
R−a(b1, b2, · · · , bN ; z1, z2, · · · , zN ) =
= FD
(
a; b1, b2, · · · , bN ; c =
N∑
j=1
bj ; 1− z1, 1− z2, · · · , 1− zN
)
, (203)
provided that |1−zi| < 1, Arg(zi) < π for i = 1, 2, · · · , N . Where FD is Lauricella hypergeometric
function. Additionally, reduction formula for FD is presented
FD (a; b1, b2, · · · , bN ; c; z1, z2, · · · , zN) =
= (1− zN)−aFD
(
a; b1, b2, · · · , bN−1, c; z1 − zN
1− zN ,
z2 − zN
1− zN , · · · ,
zN−1 − zN
1− zN
)
. (204)
Expansion for R-functions in terms of ε are presented in the following paragraphs.
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1. R−ε
(−1
2
+ ε, 1, z1, z2
)
: Expansion for this function was presented in Refs. [12, 14].
R−ε
(
−1
2
+ ε, 1, z1, z2
)
=
1
2
(z1)
−ε
(
z1
z2
)−ε (
u2u
2ε
1 + u1u
2ε
2
)
, (205)
with u1,2 = 1±
√
1− z1
z2
.
2. R−2ε (1, ε, ε, x, y, z): Expansion for this function was presented in Refs. [13, 14].
R−2ε (ε, ε, 1; x, y, z) = 1− 2ε ln z + 2ε2
{
Li2
(
1− x
z
)
+ ln
(
1− x
z
)
η
(
x,
1
z
)
+ ln(z)
[
η
(
x− z, 1
1− z
)
− η
(
x− z,−1
z
)]
+ (ln z)2 + Li2
(
1− y
z
)
(206)
+ ln
(
1− y
z
)
η
(
y,
1
z
)
+ ln(z)
[
η
(
y − z, 1
1− z
)
− η
(
y − z,−1
z
)]}
.
3. R1−2ε (ε, ε, x, y): Expansion for this function was presented in Refs. [14].
R1−2ε (ε, ε; x, y) = 1
2
(x+ y)− [y ln(y) + x ln(x)] ε. (207)
4. R−ε (1, ε; y, z): Expansion for this function was presented in Refs. [14].
R−ε (ε, ε; y, z) = 1− ε ln y + ε2
{
Li2
(
1− z
y
)
+
1
2
(ln y)2 (208)
+ ln y
[
η
(
z − y, 1
1− y
)
− η
(
z − y,−1
y
)]
+ ln
(
1− z
y
)
η
(
z,
1
y
)}
.
Useful relations for R-functions are also listed in this appendix. The formulas shown here
are collected from Ref. [45]. We denote that b, z and ei are k-tuple
b = (b1, b2, · · · , bk),
z = (z1, z2, · · · , zk),
ei = (0, 0, · · · , 1, 0, · · · , 0) where the 1 is located at the ith entry.
They are presented as follows
Rt(b, z) =
k∑
i=1
bi
β
Rt(b+ ei, z), (209)
Rt+1(b, z) =
k∑
i=1
bi
β
zi Rt(b+ ei, z), (210)
βRt(b, z) = (β + t)Rt(b+ ei, z)− tziRt−1(b+ ei, z), (211)
∂ziRt(b, z) =
bi
β
tRt−1(b+ ei, z), (212)
Rt(b, z) =
k∏
i=1
z−bii R−β−t(b+ ei, z−1), Euler’s transformation (213)
Rt(b, λz) = λtRt(b, z) scaling law. (214)
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Appendix D
We consider three basic integrals in the following paragraphs. Here, all the shown formulas
are taken from [16].
1. Basic integral I: The basics integral I is defined as
R1(x, y) =
∞∫
0
1
(z + x)(z + y)
dz =
ln(x)− ln(y)
x− y , (215)
with x, y ∈ C.
2. Basic integral II: The basic integral II is
R2(r, x, y) =
∞∫
0
ln(1 + rz)
(z + x)(z + y)
dz = − 1
x− y
[
Li2(1− rx)− Li2(1− ry)
]
− 1
x− y
[
η(x, r) ln(1− rx)− η(y, r) ln(1− ry)
]
, (216)
with r, x, y ∈ C.
3. Basic integral III: The basic integral III has the form of
R3 =
∞∫
−∞
θ
(−A0mlkz2 −B0mlkz − C0mlk)G(z)dz, (217)
If −A0mlkz2 − B0mlkz − C0mlk ≥ 0 in the region Ω ⊂ R, one then has
R3 =
∫
Ω
dz G(z).
The integral in right-hand side of this equation can be reduced to basic integral I.
Appendix E
The Gauss hypergeometric series are given (see Eq. (1.1.1.4) in Ref. [47])
2F1
[
a, b ;
c ;
z
]
=
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
, (218)
provided that |z| < 1. Here, the Pochhammer symbol,
(a)n =
Γ(a+ n)
Γ(a)
, (219)
is taken into account.
The integral representation for Gauss hypergeometric functions is (see Eq. (1.6.6) in Ref. [47])
2F1
[
a, b ;
c ;
z
]
=
Γ(c)
Γ(b)Γ(c− b)
1∫
0
du ub−1(1− u)c−b−1(1− zu)−a, (220)
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provided that |z| < 1 and Re(c) >Re(b) > 0.
The series of Appell F1 functions are given (see Eq. (8.13) in Ref. [47])
F1(a; b, b
′; c; x, y) =
∞∑
m=0
∞∑
n=0
(a)m+n(b)m(b
′)n
(c)m+n m!n!
xmyn, (221)
provided that |x| < 1 and |y| < 1.
The single integral representation for F1 is (see Eq. (8.25) in Ref. [47])
F1(a; b, b
′; c; x, y) =
Γ(c)
Γ(c− a)Γ(a)
1∫
0
du ua−1(1− u)c−a−1(1− xu)−b(1− yu)−b′, (222)
provided that Re(c) > Re(a) > 0 and |x| < 1, |y| < 1.
Analytic continuation for Gauss hypergeometric functions are given [47]
2F1
[
a, b ;
c ;
z
]
=
Γ(c)Γ(b− a)
Γ(b)Γ(c− a)(−z)
−a
2F1
[
a, 1− c+ a ;
1− b+ a ;
1
z
]
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)(−z)
−b
2F1
[
b, 1− c + b ;
1− a + b ;
1
z
]
. (223)
We have reduction formula for Appell F1 function [47]
F1(a; b1, b2; c = b1 + b2; x, y) = (1− x)−a 2F1
[
a, b2 ;
c ;
y − x
1− x
]
(224)
= (1− y)−a 2F1
[
a, b1 ;
c ;
x− y
1− y
]
. (225)
Moreover,
F1
(
a; b, b′; c; x, y
)
= (1− x)−b(1− y)−b′F1
(
c− a; b, b′; c; x
x− 1 ,
y
y − 1
)
. (226)
Appendix F
Scalar one-loop N -point Feynman integrals are defined
JN (D; {pipj}, {m2i }) =
∫
dDl
1
P1P2 . . .PN . (227)
Where the inverse Feynman propagators are given
Pi = (l + qi)2 −m2i + iρ, for i = 1, 2, · · · , N . (228)
Here pi andmi for i = 1, 2, · · · , N are the external momenta and the internal masses respectively.
We have used the same convention with [5]. In particular, the momenta of internal lines are
q1 = p1, q2 = p1 + p2, · · · , qi =
i∑
j=1
pj , and qN =
N∑
i=1
pi = 0 thanks to momentum conservation.
The determinants of Cayley and Gram matrices are defined as follows
SN =
∣∣∣∣∣∣∣∣∣
S11 S12 . . . S1N
S12 S22 . . . S2N
...
...
. . .
...
S1N S2N . . . SNN
∣∣∣∣∣∣∣∣∣
, (229)
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GN = −2N
∣∣∣∣∣∣∣∣∣
p21 p1p2 . . . p1pN−1
p1p2 p
2
2 . . . p2pN−1
...
...
. . .
...
p1pN−1 p2pN−1 . . . p
2
N−1
∣∣∣∣∣∣∣∣∣
, (230)
Sij = −(qi − qj)2 +m2i +m2j , for i, j = 1, 2, · · · , N. (231)
The Feynman parameter integral for JN is obtained
JN
(
D; {pipj}, {m2i }
)
= (−1)N Γ
(
N − D
2
) N∏
i=1
∞∫
0
dxi

 δ(1−
N∑
i=1
xi)(
XT · SN ·X/2− iρ
)N−D/2 ,
(232)
with XT = (x1, x2, · · · , xN).
We discuss briefly on scalar one-loop five- and six-point functions. The reduction for scalar
one-loop N -point integrals (N ≥ 5) has been derived in [50, 51, 52, 56, 8, 57]
(D −N + 1)JN(D + 2; {pipj}, {m2i }) =
[
SN
GN
+
N∑
k=1
(
∂kSN
GN
)
k−
]
JN(D; {pipj}, {m2i }).
(233)
Where the operator k− is understood that it reduces JN to JN−1 by shrinking an k-th propagator
in the integrand of one-loop N -point integrals, see Ref. [50] for more detail. The SN and GN are
the determinants of Cayley and Gram matrices which are defined as in Eqs. (229, 230).
In the space-time D = 4− 2ε, the JN(6− 2ε; {pipj}, {m2i }) for N ≥ 5 are the finite integrals.
Thus, the term in the right hand side of (233) corresponding to N = 5 will vanish in the limit
of ε→ 0. The resulting equation for N = 5 reads
J5(4; {pipj}, {m2i }) = −
5∑
k=1
(
∂kS5
S5
)
k− J5(4; {pipj}, {m2i }). (234)
We also arrive at the same relation for J6, or
J6(4; {pipj}, {m2i }) = −
6∑
k=1
(
∂kS6
S6
)
k− J6(4; {pipj}, {m2i }). (235)
It means that scalar one-loop pentagon and hexagon integrals are also reduced to scalar one-loop
box integrals (234, 235) at the final stage.
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