





































limitado	 de	 neuronas.	 La	 utilización	 de	 algoritmos	 de	 reconocimiento	 basados	 en	 la	
codificación	 fisiológica	 tiene	 el	 potencial	 de	 revolucionar	 las	 capacidades	 de	 las	
técnicas	de	inteligencia	artificial.	
El	objetivo	del	presente	trabajo	es	desarrollar	y	evaluar	la	eficacia	de	dos	algoritmos	de	
reconocimiento	 de	 patrones	 bioinspirados	 que	 utilizan	 la	 descomposición	 en	
características	fundamentales	para	la	identificación	de	rostros	humanos.		
Se	 ha	 implementado	 y	 evaluado	 los	 algoritmos	 (1)	 Eigenfaces,	 que	 superpone	
linealmente	 componentes	 principales,	 y	 (2)	 Active	 Appearance	 Model	 (AAM),	 que	
muestrea	 datos	 relativos	 a	 la	 forma	 y	 la	 apariencia	 del	 rostro.	 	 Además,	 se	 han	
comparado	sus	resultados,	resaltando	así	sus	fortalezas	y	también	sus	debilidades.	La	
eficacia	de	dichos	algoritmos	se	ha	validado	mediante	la	evaluación	de	la	capacidad	de	
los	 mismos	 para	 el	 reconocimiento	 facial	 de	 un	 rostro	 humano.	 Se	 ha	 utilizado	 un	
banco	 de	 200	 imágenes	 de	 320x260	 pixeles	 del	 Laboratorio	 de	 Inteligencia	 Artificial	
FEI,	en	Sao	Paulo.	Se	han	extraído	las	principales	características	de	cada	imagen	para	
realizar	 una	 abstracción	 de	 un	 ‘espacio	 cara’	 a	 través	 del	 cual	 poder	 codificar	 cada	
identidad	en	un	vector	de	números	concretos.	
Los	 algoritmos	 desarrollados	 han	 sido	 capaces	 de	 almacenar	 la	 información	 de	 cada	
uno	 de	 los	 rostros	 de	 acuerdo	 a	 unos	 ejes	 de	 información	 fundamental.	
Concretamente,	 vectores	 de	 199	 ejes	 ortogonales,	 específicos	 e	 individuales	 a	 cada	
identidad.	 Lo	 que	 supone	 una	 reducción	 de	 un	 99%	 con	 respecto	 a	 almacenar	 una	
imagen	 completa.	A	 través	 de	 esta	 codificación,	 hemos	podido	 reconstruir	 todos	 los	
rostros	de	nuestra	base	de	datos,	así	como	identificarlo	correctamente	con	más	de	un	
90%	 de	 éxito	 para	 el	 caso	 del	 algoritmo	 AAM	 y	 de	 más	 de	 un	 80%	 para	 el	 caso	
Eigenfaces.		
Gracias	a	Eigenfaces	y	AAM,	somos	capaces	de	obtener	un	vector	del	rostro	codificado	
que	 define	 su	 apariencia,	 lo	 que	 facilita	 su	 almacenamiento	 y	 procesamiento.	
Mejorando	el	modelo,	somos	capaces	de	aumentar	la	identificación	facial	basándonos	




















Actualment	 han	 sigut	 identificats	 els	 mecanismes	 biológics	 pels	 cuals	 el	 cerebro	





reconeixement	 de	 patrons	 bioinspirats	 que	 utilitzen	 la	 descomposició	 en	
característiques	fonamentals	per	a	la	identificació	de	rostres	humans.		
S'ha	 implementat	 i	 avaluat	 els	 algoritmes	 (1)	 Eigenfaces,	 que	 superposa	 linealment	
components	 principals,	 i	 (2)	 Active	 Appearance	 Model	 (AAM),	 que	 mostreja	 dades	
relatives	a	 la	 forma	 i	 l'aparença	de	 la	cara.	A	més,	s'han	comparat	els	seus	resultats,	
ressaltant	 així	 les	 seves	 fortaleses	 i	 també	 les	 seves	 debilitats.	 L'eficàcia	 d'aquests	
algoritmes	 s'ha	 validat	 mitjançant	 l'avaluació	 de	 la	 capacitat	 dels	 mateixos	 per	 al	




Els	 algoritmes	 desenvolupats	 han	 estat	 capaços	 d'emmagatzemar	 la	 informació	 de	
cada	 una	 de	 les	 cares	 d'acord	 a	 uns	 eixos	 d'informació	 fonamental.	 Concretament,	
vectors	de	199	eixos	ortogonals,	específics	i	individuals	a	cada	identitat.	El	que	suposa	
una	 reducció	 d'un	 99%	 respecte	 a	 emmagatzemar	 una	 imatge	 completa.	 A	 través	
d'aquesta	 codificació,	 hem	 pogut	 reconstruir	 tots	 els	 rostres	 de	 la	 nostra	 base	 de	
dades,	 així	 com	 identificar	 correctament	 amb	 més	 d'un	 90%	 d'èxit	 per	 al	 cas	 de	
l'algoritme	AAM	i	de	més	d'un	80%	per	al	cas	Eigenfaces.		
Gràcies	a	Eigenfaces	 i	AAM,	som	capaços	d'obtenir	un	vector	de	la	cara	codificat	que	
defineix	 la	 seva	 aparença,	 el	 que	 facilita	 el	 seu	 emmagatzematge	 i	 processament.	
Millorant	el	model,	som	capaços	d'augmentar	 la	 identificació	facial	basant-nos	en	els	






















Recently,	 the	 biological	 mechanisms	 by	 which	 the	 primate	 brain	 is	 able	 to	 encode,	
store	and	identify	faces	through	a	limited	number	of	neurons	have	been	identified.	The	
use	 of	 recognition	 algorithms	 based	 on	 physiological	 coding	 has	 the	 potential	 to	
revolutionize	the	capabilities	of	artificial	intelligence	techniques.		
The	objective	of	the	present	work	is	to	develop	and	evaluate	the	effectiveness	of	two	
algorithms	 of	 recognition	 of	 bioinspired	 patterns	 that	 use	 the	 decomposition	 in	
fundamental	characteristics	for	the	identification	of	human	faces.		
We	 have	 implemented	 and	 evaluated	 the	 algorithms	 (1)	 Eigenfaces,	 which	 linearly	
superimpose	 principal	 components,	 and	 (2)	 Active	 Appearance	Model	 (AAM),	which	
samples	data	related	to	the	shape	and	appearance	of	the	face.	In	addition,	their	results	
have	 been	 compared,	 highlighting	 their	 strengths	 and	 also	 their	 weaknesses.	 The	
effectiveness	of	 these	algorithms	has	been	validated	 through	 the	evaluation	of	 their	
capacity	for	facial	recognition	of	a	human	face.	A	bank	of	200	images	of	320x260	pixels	










defines	 its	appearance,	which	facilitates	 its	storage	and	processing.	By	 improving	the	



































































Durante	 los	 últimos	 años,	 el	 reconocimiento	 facial	 se	 ha	 convertido	 en	 uno	 de	 las	
aplicaciones	más	estudiadas	en	campos	como	la	biometría,	el	procesado	de	imagen	o	
el	reconocimiento	de	patrones.	Una	de	las	razones	que	ha	llevado	a	este	crecimiento	







pasó	 de	 la	 publicación	 de	 unos	 140	 artículos	 en	 2007,	 relacionados	 con	 el	
reconocimiento	 y	 diferentes	 herramientas	 para	 llevarlo	 a	 cabo,	 a	 través	 de	
publicaciones	 en	 diferentes	 organismos	 como	 el	 IEEE,	 a	 unos	 180	 en	 2008,	
incluyendo	conferencias	como	el	“IEEE	 internacional	 conference	on	automatic	
face	and	gesture	recognition”	(IEEE	FG	2008).		
• En	 segundo	 lugar,	 se	 puede	 observar	 en	 el	 aumento	 en	 el	 número	 de	
soluciones	comerciales	y	el	crecimiento	de	este	mercado.	Ejemplo	de	ello	son	
los	 sistemas	 basados	 en	 el	 reconocimiento	 para	 identificación	 civil/criminal	 y	
los	sistemas	de	video	vigilancia	desarrollados	por	empresas	como	Cognitec[1]	e	
Identix[2].		
• En	 tercer	 y	 último	 lugar,	 se	 ve	 reflejado	 este	 aumento	 en	 la	 industria	 del	
reconocimiento	 facial	 desde	el	 punto	de	 vista	de	 los	 clientes,	 los	 cuales	 cada	
vez	 solicitan	más	productos	 funcionales	 basados	 en	 esta	 tecnología.	Un	 claro	
ejemplo	 es	 el	 sistema	 de	 desbloqueo	 del	 último	 dispositivo	 presentado	
recientemente	por	la	compañía	Apple,el	iPhone	X	[3].	
	
Estos	 sistemas	 en	 su	 objetivo	 de	 determinar	 la	 identidad	 de	 una	 persona,	 pueden	

















- Aceptabilidad:	 indica	en	qué	medida	está	 la	 gente	preparada	para aceptar	el	
uso	de	esta	técnica.	 	
- Elusión:	 indica	 la	 respuesta	 del	 sistema	 cuando	 alguien	 está	 tratando	 de	
engañarlo.	 	
	
Gracias	 a	 estas	 propiedades	 que	 se	 han	 enumerado,	 se	 puede	 describir	 bien	 las	
características	que	va	a	utilizar	el	sistema	y	así	poder	ver	si	es	adecuado	o	no	para	este	
tipo	 de	 aplicaciones.	 Se	 pueden	 encontrar	 otros	 modos	 de	 evaluar	 estas	
características,	 uno	 de	 ellos	 es	 el	 análisis	 de	 Zephyr[4]	 gracias	 al	 cual	 se	 pueden	
clasificar	 diferentes	 indicadores	 biométricos	 según	 su	 carácter	 intrusivo,	 precisión,	
coste	 y	 dificultad.	 Según	 otras	 escalas,	 considerando	 6	 parámetros	 biométricos,	 las	






















el	 caso	 del	 envejecimiento.	 Para	 ello	 bastaría	 con	 una	 actualización	 periódica	 de	 la	
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base	 de	 datos	 de	 la	 aplicación.	 Un	 ejemplo	 de	 imágenes	 de	 un	 mismo	 individuo	 a	
medida	que	avanza	en	el	tiempo	para	evaluar	el	sistema	frente	a	estas	limitaciones.	Es	
posible	también	entrenar	los	modelos	para	que	estén	preparados	a	la	hora	de	recibir	




la	 interacción	 del	 individuo,	 son	 aplicaciones	 de	 mucho	 interés	 para	 el	 entorno	 de	
video	 vigilancia,	 aeropuertos,	 comisarías,	 etc.	 De	 igual	 modo	 son	 aplicaciones	
necesarias	y	de	utilidad	en	entornos	controlados	donde	por	ejemplo	se	pueda	llevar	a	
cabo	el	testeo	de	las	aplicaciones	antes	de	salir	al	mercado.		
En	 toda	 aplicación	 de	 reconocimiento	 facial,	 se	 debe	 tener	 en	 cuenta	 diferentes	
etapas.	Una	de	ellas	es	la	etapa	de	detección	facial,	la	cual	en	multitud	de	ocasiones	se	
trata	 de	 manera	 conjunta	 con	 el	 reconocimiento.	 En	 este	 proyecto	 tendremos	 en	
cuenta	que	la	detección	facial	se	ha	realizado	correctamente,	por	simplicidad,	aunque	
se	 explicará	 brevemente.	 Sin	 embargo,	 no	 es	 este	 el	 objetivo	 del	 proyecto,	 si	 no	
centrarse	 en	 el	 nuevo	modelo	 de	 codificación	 y	 reconocimiento	 propuesto	 según	 la	
fisiología	de	 los	primates.	De	este	modo	el	 sistema	de	reconocimiento	recibirá	como	
entrada	un	 conjunto	de	 imágenes	 ‘cara’,	 ya	detectadas	 con	diferentes	expresiones	 y	





Finalmente	 se	 puede	 decir	 que	 estamos	 ante	 un	 problema	 de	 reconocimiento	 de	
patrones,	pues	el	objetivo	será	el	de	clasificar	y	reconocer	imágenes	cara	dependiendo	
de	sus	características.	Dentro	de	esta	rama	se	pueden	encontrar	2	grandes	categorías,	
sistemas	 supervisados	 y	 sistemas	 no	 supervisados.	 La	 diferencia	 entre	 ambos	 casos	
reside	 en	 que	 el	 caso	 supervisado	 conoce	 con	 antelación	 a	 quien	 pertenece	 cada	




imagen	 de	 una	 cara	 y	 nos	 centraremos	 en	 el	 análisis	 PCA,	 que	 será	 el	 utilizado	 en	
nuestros	 algoritmos.	 Las	 tareas	 que	 desarrollaremos	 se	 pueden	 enumerar	
cronológicamente	del	siguiente	modo:		
- Estudio	 de	 las	 diferentes	 técnicas	 de	 selección	 de	 características,	 prestando	
especial	atención	a	PCA	(Principal	Component	Analisys). 	











El	 objetivo	 del	 presente	 trabajo	 es	 desarrollar	 y	 evaluar	 dos	 algoritmos	 de	
reconocimiento	 de	 patrones,	 conocidos	 como	 Eigenfaces[7]y	 Active	 Appearance	
Model[8],	que	nos	permitan	identificar	rostros	humanos	dentro	de	una	base	de	datos.	
Estos	algoritmos	bioinspirados	extraen	las	principales	características	de	cada	imagen	y	
la	 comparan	con	 las	características	almacenadas	de	 individuos	en	una	base	de	datos	
previamente	 entrenada.	 La	 peculiaridad	 de	 estos	 algoritmos	 es	 que	 son	 capaces	 de	
codificar	 todas	 estas	 características	 en	 un	 único	 vector	 que	 las	 define.	 El	 primer	
objetivo	del	trabajo	es	obtener	dicho	vector.	
	
Una	 vez	 obtenido,	 se	 comprobará	 que	 se	 ha	 realizado	 el	 análisis	 de	 componentes	
correctamente	reconstruyendo,	para	el	caso	del	AAM,	cada	rostro	a	partir	del	vector	








Demostraremos	 que	 el	 número	 de	 componentes	 necesarias	 para	 obtener	 el	 rostro	
original	 puede	 reducirse	 significativamente,	 puesto	 que	 no	 todas	 las	 componentes	
llevan	 implícita	 información	 de	 la	 misma	 importancia.	 Observaremos	 que	 algunas	
componentes	son	más	 importantes	que	otras	a	 la	hora	de	reconstruir	y	codificar	una	













que	 nos	 permitirán	monitorizar	 la	 fiabilidad	 de	 dichos	 algoritmos.	 En	 este	 apartado	
demostraremos	como	el	nivel	de	acierto	disminuye	conforme	empeoramos	la	calidad	
de	 las	 imágenes,	 como	 cabría	 esperar,	 sin	 embargo,	 demostraremos	 que	 las	
condiciones	 de	 iluminación	 afectan	 más	 en	 la	 detección	 que	 las	 interferencias	 por	
ruido	 gaussiano.	 Además,	 probaremos	 que	 el	 AAM	 es	 un	 sistema	 más	 robusto	 en	
cuando	a	la	tolerancia	a	interferencias.	
	

















diferentes	 vistas	 del	mismo.	 En	 estos	 sistemas	 cada	 imagen	 se	 representa	 como	 un	


















Estos	 sistemas	 tratan	 de	 obtener	 características	 biométricas	 de	 las	 imágenes	 para	




objeto	que	ha	de	representar	y	 lo	que	 intenta	hacer	es	que	corresponda	 la	cara	real	





































A	 continuación	 se	 hará	 una	 pequeña	 descripción	 de	 la	 literatura	 que	 existe	 sobre	







En	este	estudio	 se	hará	uso	de	métodos	basados	en	 la	apariencia,	 los	 cuales	para	el	













2. Imágenes	 de	 test:	 son	 las	 que	 recibiremos	 en	 el	 sistema	 y	 se	 tienen	 que	
reconocer.	 	
3. Imágenes	de	entrenamiento:	 son	utilizadas	en	el	método	PCA	para	 conseguir	





En	 nuestro	 caso,	 las	 imágenes	 almacenadas	 en	 la	 base	 de	 datos	 y	 las	 imágenes	
utilizadas	para	crear	las	matrices	de	proyección	serán	las	mismas.	
Los	 pasos	 que	 se	 llevan	 a	 cabo	 para	 este	 reconocimiento,	 sin	 tener	 en	 cuenta	 el	
preprocesado	previo	de	las	imágenes,	son	los	que	se	detallan	a	continuación	[10]:	
1) El	 sistema	 necesita	 de	 un	 set	 de	 imágenes	 de	 referencia	 las	 cuales	 son	
procesadas	 y	proyectadas	 (y	 =	W·x)	 en	el	 nuevo	 subespacio	para	después	












































un	pequeño	número	de	 variables	 incorreladas	 llamadas	 componentes	principales,	 es	
decir,	 es	 un	 algoritmo	de	 reducción	dimensional	 que	permite	 encontrar	 los	 vectores	
que	mejor	representan	la	distribución	de	un	grupo	de	imágenes.		
PCA	está	basado	en	la	Transformada	de	Karhunen-Loeve	(KLT	)[11],	que	consiste	en	la	
representación	 de	 un	 proceso	 estocástico	 no	 periódico	 a	 través	 de	 una	 base	 de	




El	 objetivo	 de	 este	método	 consiste	 en	 representar	 una	 imagen	 en	 términos	 de	 un	












































que	 las	 imágenes	 correspondientes	 a	 individuos	 diferentes	 están	más	 alejadas.	 Esta	










A	 continuación	 se	 describirán	 brevemente	 otros	 métodos	 de	 extracción	 de	







LDA	 tiene	 como	 objetivo	 convertir	 un	 problema	 de	 alta	 dimensionalidad	 en	 uno	 de	
baja	[13][15].	Para	ello	LDA	proyecta	 los	datos	(imágenes)	en	un	espacio	vectorial	de	
baja	 dimensionalidad	 de	 manera	 que	 el	 ratio	 entre	 la	 distancia	 entre	 clases	 y	 la	





Se	 obtiene	 una	 matriz	 de	 proyección	 que	 permite	 pasar	 de	 un	 problema	 de	 alta	




Una	de	 las	 limitaciones	que	 tiene	LDA,	es	que	 se	 requiere	de	matrices	de	dispersión	
no-singulares.	 Esto	 en	 aplicaciones	de	 reconocimiento	 facial	 es	 complicado	debido	 a	





undersampled	 o	 singularity	 problem.	 Para	 evitar	 este	 efecto,	 se	 utilizan	 diferentes	
aproximaciones	 como	 pseudo-inverse	 LDA	 [15],	 que	 utiliza	 la	 pseudo-inversa	 de	 la	









LPP	 [16]	 es	 un	 algoritmo	 lineal	 que	del	mismo	modo	que	PCA	 realiza	 una	 reducción	
dimensional	 de	 los	 datos.	 Al	 tratarse	 de	 un	 algoritmo	 lineal	 es	 rápido	 y	 útil	 para	
aplicaciones	prácticas.		
Una	 de	 las	 propiedades	 que	 lo	 diferencian	 de	 PCA	 es	 que,	 en	 lugar	 de	 conservar	 la	
estructura	global	de	los	datos,	conserva	la	estructura	local.	De	este	modo	los	‘vecinos’	
para	 un	 dato	 en	 concreto	 serán	 los	 mismos	 en	 el	 espacio	 original,	 de	 alta	







de	 una	 matriz	 de	 tamaño	 NxN,	 donde	 N	 es	 el	 número	 de	 imágenes,	 que	 tiene	
asignados	unos	pesos	dependiendo	de	 si	 los	 elementos	 i	 y	 j	 son	 vecinos	o	no.	 En	 el	
momento	de	crear	este	grafo	cabe	la	opción	de	crearlo	de	manera	automática	(caso	no	
supervisado),	utilizando	métodos	de	búsqueda	de	‘vecinos’	como	K-nearest	neighbors	
o	 ε-neighborhoods,	 o	 hacerlo	 de	 manera	 manual	 (caso	 supervisado)	 asignando	
manualmente	quienes	son	o	no	vecinos.		
	




Otro	 inconveniente	 que	 se	 puede	 dar	 es	 el	 de	 las	 matrices	 singulares,	 el	 cual	 se	
produce	cuando	la	dimensionalidad	de	los	datos	es	mucho	más	elevada	que	el	número	







2. Como	 LPP	 preserva	 la	 estructura	 local	 de	 los	 datos,	 el	 sistema	 tendrá	 los	
mismos	‘vecinos’	en	el	espacio	de	baja	dimensionalidad	que	en	el	de	alta.	 	
3. LPP	 es	 un	 método	 lineal,	 lo	 que	 hace	 que	 sea	 rápido	 y	 conveniente	 para	
aplicaciones	prácticas.	 	
4. LPP	está	definida	para	todos	los	casos,	a	diferencia	de	las	técnicas	de	reducción	
no	 lineales	 que	 solo	 están	 definidos	 para	 el	 conjunto	 de	 datos	 de	















método	no	necesita	 ser	 entrenado	 con	 imágenes	 del	mismo	 tipo	 a	 las	 que	 se	 van	 a	
usar,	 sino	 que	 simplemente	 se	 transforman	 directamente	 las	 imágenes,	 es	 decir,	 la	
base	de	la	transformación	es	 independiente	de	las	 imágenes.	Otra	de	sus	ventajas	es	
su	bajo	coste	computacional	en	relación	con	PCA	[18].		
Se	 puede	 tratar	 este	 algoritmo	 del	mismo	modo	 que	 PCA	 o	 LPP,	 es	 decir,	 como	 un	
sistema	 que	 tiene	 una	matriz	 de	 proyección	 (en	 este	 caso	 única	 para	 cada	 imagen)	























Esta	 introducción	 a	 diferentes	 sistemas	 de	 reducción	 de	 dimensionalidad	 han	 sido	
expuestos	muy	 resumidamente	al	no	 ser	este	el	objetivo	del	 trabajo,	 la	 intención	es	
que	el	 lector	se	familiarice	con	distintas	técnicas	de	reducción	y	sea	consciente	de	 la	
importancia	de	la	reducción	de	datos	a	la	hora	de	analizar	imágenes	que	nos	permitan	
















un	método	 eficiente	 para	 encontrar	 una	 coincidencia	 válida	 entre	 una	 imagen	 y	 un	
ejemplo	sobre	la	imagen	que	se	quiere	buscar.	
Existen	múltiples	modelos	 que	 permiten	 sintetizar	 caras	 completas,	 que	 son	 los	 que	
nos	interesan	en	este	estudio.		
	
En	 primer	 lugar,	 destacaremos	 el	 modelo	 Eigenface	 desarrollado	 por	 Turk	 and	
Pentland	en	1991[7].	Este	modelo	consiste	en	realizar	un	análisis	PCA	sobre	un	banco	
de	 imágenes	 de	 rostros	 correctamente	 alineadas.	 Cada	 componente	 PCA	 representa	
una	 imagen	llamada	eigenface	 (Figura	3.10).	Dichas	componentes	corresponden	a	 las	























Como	 se	 puede	 observar,	 a	 partir	 de	 este	 método	 podemos	 codificar	 cualquier	
individuo	con	un	simple	vector	de	número	que	nos	 indique	en	qué	medida	debemos	
aplicar	 cada	 uno	 de	 los	 componentes	 principales,	 lo	 que	 supone	 un	 nivel	 de	
compresión	y	de	codificación	muy	elevado.	
	




Por	 ello	 Ezzat	 and	 Poggio	 [21],	 en	 1996,	 sintetizaron	 un	 nuevo	 modelo	 que	 añadía	
nuevos	 puntos	 de	 vista	 sobre	 un	mismo	 rostro,	 permitiendo	 así	 la	 identificación	 del	




C.	 Nastar	 y	 Pentland	 [22],	 en	 1996,	 propusieron	 un	 nuevo	 modelo	 3D	 que	 obtenía	








G.J.	 Edwards,	 C.J	 Taylor	 y	 T.Cootes	 propusieron	 en	 1997	 el	 Active	 Shape	 Model	
(ASM)[23]	partiendo	de	la	idea	de	que	era	necesario	obtener	información	tanto	de	la	
forma	 como	 de	 la	 apariencia	 de	 cada	 rostro.	 Extendieron	 la	 propuesta	 inicial	 de	 C.	
Nastar	modelando	también	la	correlación	entre	la	forma	y	la	apariencia.	Partiendo	de	
que	 la	mejor	manera	de	ajustar	modelos	a	 imágenes	era	minimizando	el	 error	en	 la	
medida	entre	la	apariencia	predicha	y	la	imagen	requería	mucho	consumo.	Proponen	
realizar	 una	 media	 de	 todas	 las	 formas	 de	 cada	 cara	 obteniendo	 unos	 puntos	
característicos	 de	 cada	 imagen.	 A	 continuación,	 se	 reducen	 todas	 las	 imágenes	 de	










de	 individuos.	 El	 modelo	 a	 estudiar	 en	 este	 trabajo	 se	 basa	 precisamente	 en	 este	
último	 añadiendo	 modificaciones	 a	 la	 hora	 de	 interpretar	 la	 información	 que	 se	
obtiene	de	él.	Durante	la	descripción	del	proceso,	se	detallará	más	en	profundidad	los	
pasos	 necesarios	 para	 realizar	 un	buen	AAM,	 además,	 como	 se	ha	 comentado	en	 el	











Si	 asumimos	 este	 hecho,	 debemos	 asumir	 que,	 por	 lo	 tanto,	 en	 nuestro	 cerebro	
tenemos	 una	 neurona	 que	 identifica	 específicamente	 a	 Brad	 Pitt	 y	 una	 para	 cada	











reconocimiento	 facial	 fuera	 igual	 de	 fiable	 que	 el	 sistema	 que,	 de	 manera	 natural,	
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utilizamos	 los	 humanos,	 y	 de	 manera	 más	 general,	 los	 primates.	 A	 los	 primates	 no	
parece	 afectarles	 a	 la	 hora	 de	 reconocer	 un	 rostro	 su	 orientación.	 Tampoco	 parece	
afectarles	en	exceso	las	diferentes	condiciones	de	iluminación.	Estos	son	quizá	los	dos	
grandes	 problemas	 del	 actual	 reconocimiento	 facial.	 Persiguiendo	 el	 objetivo	 de	
reproducir	 un	 sistema	 capaz	 de	 replicar	 el	 comportamiento	 de	 los	 primates	 a	 este	
respecto,	 los	 doctores	 Le	 Chang	 y	 Doris	 Y.	 Tsao,	 de	 la	 Universidad	 de	 Caltech,	 han	
propuesto	 recientemente	el	modelo	de	ejes	 (Axis	model)	 [25]	al	que	 también	 llaman	
linear	proyection	onto	a	single	appearance	STA	axis.	
	









Decodificando	 dichos	 impulsos,	 podemos	 ser	 capaces	 de	 transformarlos	 a	 un	
subespacio	 cara	 de	 manera	 que	 cada	 característica	 principal	 de	 cada	 rostro	 esté	
codificada	en	un	eje	específico,	 independiente	y	ortogonal	al	resto	de	características.	
Este	modelo	predice	que	cada	célula	debe	tener	un	espacio	lineal	nulo	y	ortogonal	en	




Para	 la	 realización	 del	 experimento,	 fue	 necesario	 entrenar	 un	 modelo	 que	 nos	
permita	generar,	reducir	y	representar,	cualquier	rostro	en	un	vector	de	características	





Los	Modelos	 de	Apariencia	 Activa	 (AAM)	 [8]	 permiten	 reproducir	 de	 forma	 sintética	




























Cualquier	 instancia	 de	 la	 forma	 del	modelo	 se	 obtiene	 a	 partir	 de	 una	 combinación	
lineal	de	los	vectores	de	la	base	de	forma,	Bs,	mediante	la	siguiente	expresión:	
	
( ) = (* + )+(+,+-. 																																																									(3)	
	
La	 inclusión	 de	 los	 parámetros	 de	 forma	 en	 el	 modelo	 se	 realiza	 mediante	 una	
transformación	 afín	 definida	 a	 trozos	 denominada	 función	 warp	 W(x;p)	 [28].	 Esta	











Mediante	 (4)	 se	 transforman	 las	 imágenes	 de	 entrenamiento,	 con	 el	 fin	 de	
normalizarlas	 en	 forma.	 De	 la	 misma	 manera	 que	 con	 los	 parámetros	 de	 forma,	
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mediante	 PCA	 se	 obtienen	 tanto	 la	 apariencia	 media	 2*,	 como	 la	 base	 de	 un	
subespacio	 34	 =	 [2.(x),25(x),…,	26(x)],	 de	 dimensión	 menor	 al	 conjunto	 de	
entrenamiento,	 que	 está	 formada	 por	 las	 m	 componentes	 principales	 del	
entrenamiento,	obteniendo:	
	










las	 componentes	 de	 la	 base,	 ponderadas	 por	 un	 conjunto	 de	 parámetros	 9 =
(9., 95, … , 96):	
	
2(!: 9) = 2*(!) + 9+2+(!)6+-. 																																									(6)	
	
Estos	 parámetros	 serán	 los	 utilizados	 para	 codificar	 cada	 rostro	 de	 cada	 individuo	 y	










bancos	 de	 datos	 ya	 analizados	 y	 reanalizar	 con	 un	 PCA	 ambos	 de	 nuevo,	 esta	 vez	
juntos.	 En	 este	 estudio	 no	 se	 realiza	 de	 esa	manera,	 puesto	 que	 no	 es	 necesario	 y	








'& = Φ&>(! − !)	 	 	 	 	 (7)	
	
El	 vector	 '&	 define	 un	 set	 de	 parámetros	 de	 deformación	 que	 identifica	 una	 forma	
determinada	de	cada	individuo.	Cada	vez	que	cambiemos	un	elemento	de	este	vector,	
estaremos	cambiando	en	última	instancia	una	característica	referente	a	la	forma	de	su	

















A	 la	 hora	 de	 hacer	 al	 sistema	 robusto	 frente	 a	 cambios	 en	 la	 orientación,	 sería	
necesario	 repetir	 el	 proceso,	 como	 se	 ha	 comentado,	 con	 cada	 una	 de	 las	
orientaciones.	Una	vez	 realizado,	podemos	utilizar	 linear	 regression	 (regresión	 lineal)	
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Se	 realizaría	 este	 proceso	 para	 las	 características	 de	 forma	 y	 apariencia	
independientemente.	Una	vez	realizado,	podríamos	obtener	las	coordenadas	frontales	




















La	base	de	datos	 contiene	200	 individuos,	hombres	 y	mujeres	de	diferentes	edades,	
con	diferentes	orientaciones.	Lo	cual	es	necesario	para	entrenar	el	modelo	y	hacerlo	
robusto	a	cambios	de	orientación.	Además,	dispone	también	de	una	 imagen	de	cada	









La	 base	 de	 datos	 contenía	 imágenes	 de	 260x360	 a	 color.	 Dichas	 imágenes	 no	 se	
encontraban	 perfectamente	 alineadas,	 por	 lo	 que	 fue	 necesario	 alinearlas	 para	
mejorar	 los	 resultados	 de	 entrenamiento	 del	 modelo.	 Además,	 se	 convirtieron	 las	
imágenes	a	escala	de	grises	para	manejar	un	número	más	reducido	de	datos	y	mejorar	

















Se	 utilizaron	 para	 este	 trabajo,	 el	 Statistics	 and	Machine	 Learning	 Toolbox	 [31],	 con	
funciones	estadísticas,	el	Image	Processing	Toolbox[30],	con	funciones	de	tratamiento	
y	manejo	 de	 imágenes,	 el	 Symbolic	Math	 Toolbox	 [32],	 con	 funciones	 de	 cálculo	 de	












de	decisión.	En	 la	misma,	se	proyectan	todas	 las	 imágenes	de	 la	base	de	datos	en	el	
espacio	obtenido	en	la	primera	fase	del	mismo	modo	que	hemos	hecho	con	la	imagen	
test	y	calculamos	la	distancia	euclídea	obtenida	de	cada	imagen	con	la	proyección	de	













de	 datos	 todas	 las	 imágenes	 y	 las	 almacenara	 en	 una	 misma	 matriz	 de	 260x360.	
Después,	proseguimos	realizando	un	análisis	PCA	para	extraer	 las	características	más	
















vez	 fue	 realizado	 este	 paso,	 calculamos	 los	 autovectores	multiplicando	 la	matriz	 de	
imágenes	a	la	que	le	fue	sustraída	su	media,	la	matriz	A,	por	los	autovalores	calculados,	
obteniendo	 así	 el	 espacio	 formado	 por	 los	 autovectores,	 también	 conocido	 como	
eigenvectors	 en	 inglés,	 o	 eigenfaces,	 dando	 nombre	 al	 algoritmo.	 Estos	 eigenfaces	
agrupados	 conformaron	 nuestro	 espacio-cara	 (facespace)	 y	 tenía	 un	 tamaño	 de	
93600x199.	 93600	 se	 obtuvo	 de	 concatenar	 las	 imágenes	 de	 260x360	 y	 199	
correspondía	 al	 tamaño	 del	 banco	 de	 imágenes	 menos	 uno.	 Por	 lo	 tanto,	 se	 pudo	
reducir	 la	 dimensionalidad	 del	 banco	 de	 datos	 en	 un	 orden	 de	 magnitud.	 Esto	 fue	
debido	a	que	teníamos	muchas	más	variables	(93600	correspondientes	a	cada	píxel	de	






paso	 fue	 proyectar	 una	 imagen	 de	 test	 en	 el	 mismo	 espacio	 generado.	 Cualquier	
imagen	 de	 260x360	 podía	 ser	 proyectada	 a	 este	 espacio	 y	 obtener	 así	 un	 vector	
proyección,	el	vector	de	características,	de	199	elementos.	Sin	embargo,	el	modelo	no	






La	 fase	dos	 requería	obtener	una	 imagen	y	proyectarla	 sobre	el	 facespace	 obtenido.	
Para	ello,	bastaba	con	multiplicar	la	cara	que	queríamos	identificar,	concatenada	en	un	
vector	 de	 dimensión	 93600x1,	 frente	 a	 nuestro	 espacio	 de	 93600x199	 traspuesto.	






La	 fase	 tres	 es	 la	 fase	 de	 identificación,	 para	 ello,	 proyectamos	 todas	 las	 imágenes	
originales	 de	 nuestra	 base	 de	 datos	 sobre	 el	 espacio-cara	 calculado	 obteniendo	 así	
todas	las	codificaciones	de	cada	una.	Por	último,	calculamos	la	distancia	euclídea	entre	
cada	 elemento	 del	 vector	 con	 cada	 elemento	 de	 cada	 cara	 original	 y	 calculamos	 la	
mínima	obtenida	en	todo	el	banco	de	imágenes.	La	mínima	obtenida	se	corresponderá	
con	 la	 imagen	 que	 el	 algoritmo	 consideraba	 más	 próxima.	 Para	 corroborar	 que	 la	
mínima	 distancia	 euclídea	 obtenida	 es	 la	 correspondiente	 al	 rostro	 que	 queremos	
identificar,	 se	 han	 ordenado	 las	 imágenes	 de	manera	 que	 coincidan	 sus	 índices,	 así,	



























Para	 este	 proceso	 fue	 creado	 un	 GUI	 (Grafic	 User	 Interface)	 en	Matlab	 para	 poder	
realizarlo	 de	 la	 manera	más	 automática	 posible.	 Fueron	 etiquetadas	 con	 48	 puntos	
cada	 una	 de	 las	 200	 caras	 frontales	 que	 conforman	 nuestra	 base	 de	 datos.	 Esta	
información	 fue	 almacenada	 en	 forma	 de	 vector	 concatenado,	 es	 decir,	 vectores	 de	
96x1,	que	contenían	la	información	referente	a	la	forma	de	la	cara	de	cada	individuo.	
	
Tras	 finalizar	 el	 etiquetado,	 se	 calculó	 una	 media	 de	 todos	 los	 puntos	 de	 la	 cara	
obteniendo	así	un	rostro	medio	de	todos	los	individuos	de	la	base	de	datos.	Este	rostro	
medio	 fue	 utilizado	 para	 ajustar	 cada	 imagen	 frontal	 de	 cada	 individuo	 a	 un	 rostro	







Toolbox	 de	 Matlab	 que	 deforma	 suavemente	 las	 imágenes	 según	 unos	 puntos	 de	
referencia.	 El	 algoritmo	 utilizado	 para	 el	 cálculo	 de	 dichas	 deformaciones	 se	 hizo	
mediante	local	weighted	meanajustando	con	un	polinomio	de	grado	35,	que	fue	el	que	
mejor	 ajustaba	 la	 imagen	 en	 este	 caso,	 ya	 que	 aplicando	 grados	 inferiores	 las	
deformaciones	no	eran	suaves	y	corríamos	el	riesgo	de	desvirtuar	la	apariencia.	En	la	
Figura	 4.6	 puede	observarse	 el	 efecto	 de	 la	 deformación	 ante	 polinomios	 de	 grados	




















El	 proceso	 de	 deformación	 fue	 un	 proceso	 costoso	 computacionalmente	 hablando.	
Para	poder	realizarlo	con	éxito,	el	ordenador	debió	calcular	el	marco	de	referencia	al	
cual	 ajustarse	 buscando	 la	 diferencia	 entre	 los	 puntos	 del	 rostro	 original	 y	 el	 rostro	
medio.	Una	 vez	 calculado	dicho	marco	de	 referencia	 en	 forma	de	 vector,	 se	 le	 pasó	
como	 parámetro	 a	 la	 función	 de	 deformado	 junto	 con	 la	 imagen	 que	 se	 deseaba	
ajustar.	 El	proceso	 se	 realizó	para	 cada	una	de	 las	200	 caras.	Una	vez	 terminado,	 se	
almacenaron	todas	estas	nuevas	caras	deformadas	(warped	faces)	redimensionadas	a	
140x140,	para	aligerar	las	operaciones	con	ellas,	en	una	nueva	matriz.	Esta	matriz	era	
el	 descriptor	 de	 apariencia	 que	 estábamos	 buscando.	 Donde	 no	 influye	 la	 forma	
específica	de	la	cara	de	cada	individuo.	
	




de	 los	 individuos	 de	 nuestra	 base	 de	 datos.	 Llegados	 a	 este	 punto,	 teníamos	 ya	
preparada	nuestra	base	de	datos	para	entrenar	un	modelo	 frontal	de	AAM,	 la	parte	
más	costosa	del	trabajo	por	su	manualidad.	Cabe	destacar,	que,	si	se	hubiera	deseado	
realizar	 dicho	 modelo	 robusto	 a	 variaciones	 en	 las	 expresiones	 faciales	 o	 a	 la	
orientación	 de	 las	 caras,	 debió	 haberse	 etiquetado	 también	 cada	 una	 de	 las	 caras	
correspondientes,	sin	embargo,	 la	carga	de	trabajo	que	eso	conlleva	sobrepasaba	 los	



















autovalores	 calculados	 y	 ordenados	 automáticamente.	 La	 función	 de	 autovectores	
tiene	 un	 tamaño	 de	 19600x199,	 por	 el	 mismo	 motivo	 descrito	 en	 Eigenfaces,	 pero	






























vectores	 de	 cada	 cara	 y	 seleccionamos	 la	 menor	 de	 todas	 ellas,	 obteniendo	 así	 el	
rostro	que	más	se	aproxima	al	de	test	en	nuestra	base	de	datos.	Para	corroborar	que	la	
mínima	 distancia	 euclídea	 obtenida	 es	 la	 correspondiente	 al	 rostro	 que	 queremos	
identificar,	 se	 han	 ordenado	 las	 imágenes	 de	manera	 que	 coincidan	 sus	 índices,	 así,	






A	 la	 hora	 de	 evaluar	 un	 algoritmo	 no	 solo	 es	 necesario	 corroborar	 su	 correcto	
funcionamiento,	sino	también	su	eficiencia	a	 la	hora	de	realizar	su	tarea.	Para	ello	se	
midieron	tiempos	de	las	funciones	más	relevantes	de	cada	algoritmo.	Los	tiempos	que	
se	 obtuvieron	 más	 significativos	 fueron	 los	 de	 tiempo	 de	 arranque	 del	 sistema	 e	









Para	 confirmar	 que	 podíamos	 seguir	 reconociendo	 caras	 a	 pesar	 de	 reducir	 la	
codificación,	como	siguiere	el	estudio	de	Le	Chang	y	Dosis	Y.	Tsao[25],	hemos	repetido	





199	 veces,	 una	 por	 cada	 característica	 que	 sustraemos,	 correspondientes	 a	 cada	
elemento	del	vector.		
	
Para	 ello,	 se	 proyectó	 la	 imagen	 test	 con	 un	 número	 determinado	 de	 elementos	
menos,	 dependiendo	 de	 la	 iteración.	 Esta	 proyección	 sobre	 un	 espacio	 reducido	
proporcionalmente,	 nos	 devolvía	 una	 imagen	 reconstruida	 correspondiente	 a	 la	 que	
obtendríamos	 utilizando	 ese	 número	 de	 componentes.	 Una	 vez	 obtenida	 dicha	
imagen,	 era	 proyectada	 nuevamente	 sobre	 el	 facespace	 original	 para	 obtener	 su	
vector	de	características	en	el	espacio	cara	original.	Esto	nos	devolvía	un	nuevo	vector	
de	 características	 de	 199	 elementos	 producidos	 por	 una	 imagen	 que	 había	 sido	
generada	 con	menos	 componentes.	 La	 Figura	 4.9	muestra	 un	 diagrama	 del	 proceso	
















la	distancia	euclídea	entre	 la	cara	de	 test	 frente	al	 resto.	 Iterando	este	proceso	para	
cada	número	de	componentes	entre	2	y	199,	obtuvimos	el	porcentaje	de	acierto	para	
cada	iteración.	Se	puso	como	cota	un	80%	de	acierto	en	la	identificación,	a	partir	de	la	






PC = 10 PC = 50 PC = 70 PC = 100











Se	 sometió	 a	 la	 imagen	 de	 test	 a	 problemas	 de	 luminosidad.	 Para	 ello	 se	 siguió	 un	
procedimiento	similar	al	descrito	en	el	apartado	anterior.	Se	modificó	la	imagen	de	test	
aumentando	 el	 brillo	 de	 la	 imagen	 por	 iteraciones,	 aumentándolo	 progresivamente.	









Con	el	objetivo	de	evaluar	 la	eficacia	de	 los	métodos	bajo	estudio	 frente	al	 ruido,	se	
realizaron	 diversas	 pruebas	 de	 iluminación,	 se	 empeoró	 la	 imagen	 test	 con	 ruido	
blanco	 gaussiano	 para	 estudiar	 como	 decrece	 el	 nivel	 de	 acierto	 conforme	
aumentamos	 el	 ruido.	 Para	 introducir	 ruido,	 se	 utilizó	 la	 función	 imnoise	 de	 tipo	





















cualquier	 rostro	 de	 nuestra	 base	 de	 datos	 a	 partir	 de	 su	 vector	 característico	
proyectado	en	nuestro	 ‘espacio-cara’.	Se	pudo	demostrar	así	que	éramos	capaces	de	
obtener	 una	 codificación	 de	 la	 identidad	 de	 cada	 individuo	 facilitando	 así	 su	














Como	puede	observarse,	 la	 reconstrucción	de	 los	 rostros	 se	ha	 realizado	de	manera	
exitosa,	confirmando	así	la	validez	de	la	codificación	para	cada	individuo.		
El	 número	 de	 elementos	 del	 vector	 de	 codificación	 es	 igual	 al	 número	 de	 caras	
disponibles	 en	 la	 base	de	datos,	 y	 a	 partir	 de	 las	 cuales	 obtenemos	nuestro	 espacio	
cara,	 menos	 uno.	 Es	 decir,	 al	 disponer	 de	 200	 caras	 con	 las	 que	 hemos	 construido	
nuestro	modelo,	cada	individuo	estará	codificado	por	199	números	característicos.	
	
Sin	 embargo,	 se	 ha	 podido	 reducir	 este	 número	 de	 componentes	 ya	 que	 para	 la	
identificación	facial	no	es	necesario	una	reconstrucción	perfecta	del	rostro.	En	la	Figura	
5.3,	 podemos	 observar	 el	 efecto	 de	 sustraer	 dichas	 componentes	 al	 vector	 de	












Se	 han	 evaluado	 por	 separado	 ambos	 algoritmos	 para	 determinar	 su	 precisión	 a	 la	
hora	 de	 identificar	 individuos	 dentro	 de	 nuestra	 base	 de	 datos.	 Los	 resultados	





PC = 10 PC = 50 PC = 70 PC = 100










en	 ambos	 algoritmos,	 aunque	 se	 aprecia	 una	mayor	 precisión	 en	 el	 algoritmo	 AAM	
como	era	de	esperar,	pues	realiza	la	comparación	sin	que	afecte	a	la	misma	la	forma	
de	 cada	 cara,	 lo	 que	 le	 convierte	 en	 un	 algoritmo	 más	 robusto	 en	 cuanto	 a	
identificación.	Al	evaluar	 los	rostros	de	 los	 individuos	 igualándolos	a	una	cara	media,	




computación	 que	 repercute	 en	 el	 tiempo	 que	 tarda	 el	 algoritmo	 en	 resolver	 una	
identidad.	En	la	tabla	5.2	podemos	observar	el	tiempo	de	identificación	obtenido	para	
un	 solo	 individuo	 y	 el	 tiempo	por	 cada	 individuo	extra.	 En	 esta	ocasión	el	 algoritmo	
Eigenfaces	es	significativamente	más	rápido	pues	el	AAM	requiere	de	una	fase	previa	







































a	 la	 realización	 de	 una	 prueba	 de	 identificación	 sustrayendo	 componentes	 de	
identificación	 de	 cada	 individuo.	 Así,	 hemos	 sido	 capaces	 de	 comprobar	 hasta	 qué	
punto	 somos	 capaces	 de	 reducir	 el	 vector	 de	 identificación	 observando	 hasta	 qué	
punto	el	algoritmo	puede	seguir	identificándolos	con	un	margen	aceptable.	
	
El	procedimiento	es	el	que	 se	ha	descrito	en	el	 apartado	4	del	presente	 trabajo	y	el	
efecto	producido	en	 las	 caras	es	el	 que	puede	observarse	en	 la	 Figura	5.3	mostrada	
anteriormente.	 La	 Figura	5.4	ha	mostrado	 como	el	nivel	de	acierto	 va	disminuyendo	








Por	 lo	 tanto,	 tras	esta	prueba,	hemos	 sido	 capaces	de	 confirmar	que	 reduciendo	 los	
coeficientes	 a	9-10,	 seguimos	 siendo	 capaces	de	 reconocer	 individuos.	Demostrando	
así	 que	 no	 todos	 los	 componentes	 son	 estrictamente	 necesarios	 y	 que	 contienen	
información	sin	relevancia	para	el	algoritmo,	reduciendo	así	 la	codificación	del	rostro	
en	 más	 de	 un	 95%.	 Este	 resultado	 puede	 parecer	 sorprendente	 pero	 tiene	 su	
justificación	 en	 que	 son	 las	 primeras	 componentes	 de	 nuestro	 vector	 las	 que	
almacenan	la	información	más	variable	entre	los	diferentes	rostros,	es	decir,	aquellos	






la	 detección,	 la	 reducción	 obtenida	 es	 menor	 que	 la	 conseguida	 en	 el	 AAM,	 el	
algoritmo	 necesita	 más	 componentes	 principales	 para	 poder	 realizar	 una	 óptima	
identificación.	
















































































































Como	 era	 de	 esperar,	 a	 medida	 que	 las	 condiciones	 se	 vuelven	 más	 adversas,	 el	
algoritmo	comete	más	errores,	como	demuestran	ambas	gráficas.	Se	ha	comprobado	
que	el	algoritmo	es	más	robusto	frente	a	interferencias	de	ruido	que	frente	a	una	mala	
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Hemos	 sido	 capaces	 de	 codificar	 cualquier	 rostro	 humano	 en	 un	 vector	 de	
características	 individuales.	 Esto	 supone	 una	 enorme	 reducción	 del	 espacio	 de	
almacenamiento	 frente	 a	 almacenar	 una	 imagen	 entera	 y	 un	 paso	más	 en	 cómo	 se	
almacenan	las	identidades	faciales	en	el	cerebro	de	los	primates,	confirmando	así	que	
podemos	 reconocer	 patrones	 faciales	 a	 partir	 de	 ejes	 de	 números	 que	 representan	
características	únicas	y	aplicarlo	a	una	inteligencia	artificial.	Hemos	demostrado	que	a	
partir	de	dicha	codificación	podemos	reconstruir	el	rostro	con	una	gran	semejanza	al	
rostro	 real	 incluso	 frente	 a	 pérdidas	 de	 información	 dentro	 del	 vector	 de	
características,	puesto	que	se	ha	demostrado	que	no	es	necesario	reconstruir	el	rostro	
con	 todas	 las	 componentes	 disponibles.	 Además,	 hemos	 demostrado	 que	 ambos	
algoritmos,	 el	 Eigenfaces	 y	 el	 Active	 Appearance	 Model,	 funcionan	 con	 una	 alta	
fiabilidad	en	condiciones	óptimas	de	 iluminación	e	 interferencias.	Se	ha	comprobado	






lo	 que	 ha	 consumido	mucho	 tiempo	del	 trabajo.	No	obstante,	 es	 precisamente	 este	




orientación	 del	 individuo,	 pero	 supondría	 marcar	 manualmente	 todos	 los	 puntos	
necesarios	en	cada	una	de	las	expresiones	y	cada	una	de	las	orientaciones	necesarias	
para	cada	una	de	 los	rostros	de	 la	base	de	datos,	 lo	que	supone	demasiada	carga	de	
trabajo	 para	 un	 TFG.	 Sería,	 por	 tanto,	 una	 buena	 propuesta	 de	 trabajo	 futuro.	 Si	
etiquetamos	 cada	 rostro	 en	 sus	 diferentes	 orientaciones	 y	 expresiones	 faciales,	
podemos	 mapear	 cada	 punto	 de	 la	 nueva	 orientación	 con	 su	 homólogo	 frontal,	
utilizando	 técnicas	 de	 inteligencia	 artificial	 como	 linear	 regression	 [25].	 Por	 el	





Sin	 embargo,	 es	 esta	 robustez	 del	 AAM	 la	 que	 ha	 perjudicado	 significativamente	 su	
rendimiento.	Se	ha	comprobado	como	dicho	algoritmo	es	más	lento	que	el	Eigenfaces	
debido	 a	 que	 ha	 necesitado	 deformar	 las	 imágenes	 previamente	 a	 su	 análisis.	 El	
Eigenfaces,	 por	 el	 contrario,	 ha	 extraído	 las	 principales	 componentes	 de	 la	 imagen	





deformar	 cada	 imagen	 entre	 varios	 procesadores	 podemos	 ser	 capaces	 de	 reducir	
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considerablemente	 el	 tiempo	 de	 arranque	 del	 modelo	 y	 de	 procesamiento	 de	 la	
imagen	 de	 entrada,	 convirtiendo	 así	 al	 algoritmo	 AAM	 en	 indiscutiblemente	 mejor	
algoritmo.	
	
Suponiendo	 que	 las	 imágenes	 a	 reconocer	 son	 siempre	 frontales	 y	 con	 expresiones	
neutras,	 hemos	 podido	 comprobar	 también	 como	 responden	 ambos	 algoritmos	 a	
condiciones	 de	 captación	 de	 imágenes	 adversas.	 Como	 se	 ha	 podido	 observar,	 el	
exceso	de	iluminación	tiene	un	efecto	más	negativo	sobre	el	reconocimiento	en	AAM	
mientras	 que	 se	 muestra	 robusto	 frente	 a	 interferencias	 de	 tipo	 gaussiano.	 Por	 su	
parte,	el	Eigenfaces	 se	ha	mostrado	extremadamente	 ineficaz	 frente	a	 interferencias	
de	 ruido	 blanco	 gaussiano,	 pero	 se	 ve	 ligeramente	 menos	 afectado	 ante	 peores	
condiciones	de	iluminación.	El	efecto	de	contrarrestar	el	exceso	de	iluminación	podría	
combatirse	 con	 filtros	 de	 luz	 y	 AAM	 es	 un	 sistema	 razonablemente	 robusto	 ante	










cuanto	 al	 reconocimiento	 de	 individuos	 y	 más	 codificable.	 Dispone	 de	 un	 mayor	
porcentaje	 de	 éxito	 en	 condiciones	 normales	 que	 el	 Eigenfaces,	 tiene	 una	 mayor	
tolerancia	a	ruido	y	a	malas	condiciones	de	 iluminación,	es	robusto	frente	a	cambios	
de	expresión	y	frente	a	variaciones	en	la	orientación	y	permite	una	mayor	codificación.	
Sin	 embargo,	 la	 preparación	 del	 modelo	 es	 lenta	 y	 trabajosa	 y	 el	 procesado	 de	
imágenes	 puede	 ser	 demasiado	 lento.	 Por	 el	 contrario,	 el	 algoritmo	 Eigenfaces	 es	
menos	robusto	y	ha	penalizado	en	exceso	los	cambios	en	las	expresiones	faciales.	A	su	
favor,	 es	 un	 algoritmo	 mucho	 más	 rápido	 que	 el	 AAM.	 Además,	 la	 codificación	 en	
vectores	 de	 pocos	 elementos	 se	 corresponde	 con	 el	 modelo	 planteado	 sobre	 la	
identificación	 facial	 en	 cerebro	 de	 primates,	 alejada	 de	 la	 creencia	 de	 que	
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