We show that Baldwin's characterization of the set of periods of continuous self maps of the Ò-star can be expressed in terms of a finite number of linear orderings.
INTRODUCTION
In an interesting paper [5] , which extends Sharkovskiȋ's Theorem to the Ò-star, Baldwin has shown that the set of periods of a continuous map from an Ò-star into itself can be expressed as a union of "tails" of a finite set of partial orderings of the natural numbers. On the other hand, in [1] it was shown that for the class of continuous maps of the 3-star into itself which leave the branching point fixed, the set of periods can be expressed as "tails" of three linear orderings (one of which was Sharkovskiȋ's ordering and the other two were called red and green orderings). In [3] it was noted that these three orderings can be thought of as certain orderings associated to the fractions ½ ¾ and ½ ¿. This suggests that this is in fact the general situation. To be more precise, this suggests that the set of periods of a continuous map from an Ò-star into itself can be expressed as the union of "tails" of linear orderings associated to all fractions in the interval´¼ ½µ with denominator smaller than or equal to Ò, defined in certain subsets of the natural numbers. This result was meant to be proved in the first part of the paper [4] by Alsedà and Moreno. However, despite of the fact that the strategy used in proving that result was correct, the orderings associated to fractions considered in [4] were not well defined (they were not antisymmetric). The aim of this paper is to give a correct definition of the orderings associated to fractions whilst proving the correct version of Alsedà and Moreno's result ( [4, Theorem 3.1] ). This gives a constructive proof of Theorem 1.6 of [5] which, in particular, proves Conjecture 13.4 of [1] .
As it was already noted in [4] , the fact that it is possible to characterize the sets of periods of continuous self maps of the Ò-star in terms of linear orderings associated to fractions suggests that the sets of periods of such maps may arise in some way from "rotation intervals" (see [3] where an example of such a situation was given). However, this relation is still far from being understood. The paper is organized as follows. In Section 2 we give the basic definitions and preliminary results. In particular, we recall Baldwin's Theorem on the set of periods of star maps. In Section 3 we discuss a general approach to the problem of constructing finitely many linear orderings such that any "tail" of a Baldwin ordering can be expressed as a finite union of "tails" of those linear orderings. As we shall see this approach is not completely satisfactory and in Section 4 we will adopt a constructive strategy. This section, for clarity, is divided into four subsections. In the first two we define and study the orderings associated to fractions in the coprime and non-coprime cases, respectively. In the third subsection of Section 4 we state and prove the main results of the paper. The last subsection is devoted to the study of the structure of the orderings associated to fractions and to giving a finite algorithm for their construction. As an application, an example of one of these orderings is given.
BASIC DEFINITIONS AND PRELIMINARY RESULTS
We define an Ò-star as the subspace of the complex numbers consisting on all Þ ¾ such that Þ Ò ¾ ¼ ½℄. The Ò-star will be denoted by Ò and the class of all continuous maps from Ò to itself will be denoted by Ò . Each map from Ò will be called an Ò-star map. The class of all Ò-star maps such that ´¼µ ¼ will be denoted by AE Ò . We note that the ½-star and the ¾-star are homeomorphic to a closed interval of the real line. Thus, in what follows, when talking about Ò or Ò we shall always assume that Ò ¾.
As usual, if ¾ Ò we shall write to denote AE AE¡ ¡ ¡AE ( times). A point Ü ¾ Ò such that ´Üµ Ü but ´Üµ Ü for ½ ¾ ½ will be called a periodic point of of period . The set of periods of all periodic points of a map ¾ Ò will be denoted by È Ö´ µ. As is always the case when we consider sets of periods, the set AE of natural numbers does not contain 0.
In the next subsection we summarize the characterization of the set of periods for maps from Ò .
Baldwin's Theorem on the set of periods of maps from Ò
Baldwin's characterization of the set of periods for Ò-star maps is given in terms of Baldwin's partial orderings (see [5] ). To define them we first recall the Sharkovskiȋ's ordering Sh , which is defined on AE ¾ ½ as follows: Clearly, the union of tails of an ordering is also a tail of . There exists a particular type of tails of orderings that plays a special role in this theory. It is the set of all elements which are smaller than or equal to a given element of AE : Given Ñ ¾ AE we will denote by Ë ´Ñµ the set ¾ AE Ñ , which is clearly a tail of . With this notation we have that Ë AE AE is a tail tail of the ordering if and only if for each Ñ ¾ Ë it follows that Ë ´Ñµ Ë. The following result is due to Baldwin [5] and characterizes the set of periods of Ò-star maps. As it has been said in the introduction, the aim of this paper is to prove that the set of periods of an Ò-star map (which, as the preceding theorem shows, is a finite union of tails of the orderings Ø with ¾ Ø Ò) can be obtained as the union of tails of the linear orderings associated to all fractions in the interval´¼ ½µ with denominator smaller than or equal to Ò, defined in certain subsets of the natural numbers. In fact we will prove that any tail of the Ø ordering can be expressed as a union of tails of the linear orderings associated to the fractions of the form × Ø with × ¾ ½ ¾ Ø ½ .
GENERAL APPROACH
As we mentioned, we want to find Ø ½ linear orderings such that any tail of the ordering Ø can be expressed as the union of tails of those orderings. In this section we prove the existence of such orderings in a general framework. However, as we shall see, this approach has the serious drawback that it does not give us any information on the obtained linear orderings from the point of view of the dynamics. The following result is the key tool of this paper. Proof. Any ordering defined on AE × will be identified (accordingly to the usual definition of an ordering) with the set
With this notation and in view of (1), conditions (a) and (b) of Proposition 3.1 can be restated as follows:
When we say that some ordering satisfies (A) or (B), we mean that it does so when it replaces × in these conditions.
Denote by × the ordering restricted to AE × . Clearly, × satisfies (A) and (B). Moreover, any ordering on AE × containing × also satisfies (A). Now we consider the family × of all orderings (non necessarily linear) defined on AE × which contain × and satisfy (B), ordered by inclusion. Observe that × is non-empty since × is an element of × . Moreover, the union of an ascending sequence of elements of × is also an element of × . Hence, by the Zorn's Lemma, there is a maximal (with respect to the inclusion) element × of × . Now we have to prove that × is linear. To do it we assume that there exist Ù Ú ¾ AE × which are not comparable by × and we will arrive to a contradiction.
We It may seem that Theorem 3.1 solves our problem completely. However, observe that Lemma 3.1 does not give us any information on the orderings Ø × related to the dynamics. Consequently, it cannot serve as the base for the investigations of a possible deeper nature of those orderings. It is like like trying to develop Number Theory by considering AE not with the natural ordering, but with a random one.
Thus, while using Proposition 3.1, we will apply a more constructive approach. We will define the linear orderings we are looking for, by the order of capturing of denominators of fractions in the interval´¼ ½µ as we move from some rational number of the form Ô Õ to the left (the left will suffice because moving from Ô Õ to the right gives the same result as moving from´Õ Ôµ Õ to the left). The formal definition of these orderings is given in the next section.
ORDERINGS ASSOCIATED TO FRACTIONS
When defining the linear ordering associated to a fraction Ô Õ and proving the main results of the paper, we will consider separately the case when Ô and Õ are coprime and the case when Ô and Õ have common factors, since the ideas involved are of completely different nature. We will consider these two cases in next two subsections. In Subsection 4.3 we will state an prove the main results of the paper and, finally, in Subsection 4.4 we will describe how to compute these orderings and we will give an example of the algorithm.
Coprime case
Fix Ô Õ ¾ AE with Ô Õ and Ô and Õ coprime. We define the ordering associated to the fraction Ô Õ on AE Ô Õ AE Õ , which we denote by Ô Õ (as usual, the symbol Ô Õ will be also used in the natural way), as follows. 
Non-coprime case
We are going to define the ordering associated to the fraction ÒÔ ÒÕ, where Ô and Õ are coprime positive integers such that Ô Õ and Ò ½ is an integer. To this end we set Proof. As in the proof of Proposition 4.1, the proposition follows if ¾ AE ÒÕ . So, in the rest of the proof we will assume that ¾ AE ÒÕ and Ñ . In both cases this implies that Ñ ¾ AE ÒÔ ÒÕ Ò AE ÒÕ . Hence, Ñ is a multiple of Ò and Ñ Ò ¾ AE Ô Õ Ò AE Õ AE Õ Ò AE Õ .
Under the assumptions of (a) it follows that Ñ · ÒÕ with ¾ AE and hence is a multiple of Ò. Thus 
Main results

Computation of the orderings Ô Õ
This subsection is devoted to the study of the structure of the orderings Ô Õ in order to give a simple algorithm to construct them. As an application we will produce an example of an ordering Ô Õ .
As we mentioned before, the orderings Ô Õ have two parts. The second part consists of all elements of AE Õ ordered as in the orderings Õ , and this part can be derived immediately from the Sharkovskiȋ's ordering. The first part consists of all elements of AE Ô Õ Ò AE Õ , and these elements are larger than the elements of AE Õ in the ordering Ô Õ . Therefore, we only need to compute the orderings Ô Õ on AE Ô Õ Ò AE Õ . Moreover, we only need to compute them in the case´Ô Õµ ½.
Therefore, in the rest of this subsection we assume that Ô and Õ are coprime positive integers such that Ô Õ. Set AE AE Õ AE ÒÕ ¡AE AE Ô Õ ÒAE Õ . We extend the ordering Ô Õ to AE AE Õ according to the rules (iv) and (v) of the definition of the ordering Ô Õ in the coprime case. To display the ordering Ô Õ on AE AE Õ , we will compute the sequence
given by Ô Õ on AE AE Õ . The following lemma will allow us to produce recursively the sequence (2 Thus, to construct the sequence (2), it is enough to order the elements of the set according to Ô Õ (using the definition of Ô Õ ) and then use (i) to construct the whole sequence. is just the Sharkovskiȋ's ordering, and the ordering ½ ¿ is the green ordering considered in [1] to study the set of periods of maps from AE ¿ . Moreover, ¾ ¿ (restricted to AE ¾ ¿ Ò ) is the red ordering defined in [1] .
As an example we compute the ordering ¾ by using the above algorithm.
Ü ÑÔÐ º½º
Here we construct the ordering ¾ on AE ¾ AE The sequence Ò ½ ¾ Ò ¾ ¾ ¡ ¡ ¡ ¾ Ò Õ´Õ ½µ ¾ , of the leading elements of AE AE is:
and the corresponding sequence ¡ ¾ ´¡µ is:
¾¼ ½¼ ½ ¾¼ ¾¼ ½ ½¼ ¾¼ ½
