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SUMMARY 
The objectives of this thesis are to derive a mathematical model 
for laser velocimeter signals and to find a means to estimate the fre-
quency of the signals. Expressions for the signals from the two types 
of velocimeters, namely the laser Doppler velocimeter (LDV) and the laser 
interference velocimeter (LIV), are derived through the use of the 
Fresnel-Kirchhoff integral. The sources of noise in both systems are 
identified and their contributions to the total noise are assessed. 
Velocimeter systems were built and experiments were carried out to verify 
the signal and noise models. It is shown that under most conditions, 
velocimeter signals are discrete sinusoidal pulses with Gaussian enve-
lopes and that the noise is white and Gaussian. An estimator, called 
the "Fourier transform estimator, ' is motivated and statistically ana-
lyzed. The estimator is found to perform well when the velocimeter sig-
nals are changing rapidly in frequency and when noise levels are high. 





Fluid Velocity Measurement 
Need for a Reliable Means to Measure Fluid Velocity 
In order to understand the flow around an airfoil in a wind tunnel 
test section, an aerodynamicist would like to know the pressure, tempera-
ture, density, and velocity of the air at every point in the test section. 
These quantities are in general time varying and may be either determinis-
tic or random. The devices by which these parameters are measured should 
interfere with or alter the flow as little as possible. 
Pressure is generally measured by inserting a small pitot tube into 
the flow. The tube is either connected to a manometer or a pressure trans-
ducer which give a direct readout of the pressure. There is a considerable 
art in designing the tubes so that they give correct pressure readings 
and do not change the flow by a significant amount. To make accurate 
pressure measurements, the effect of the tube on the flow must be esti-
mated and accounted for. Quite often, the ends of the tubes are mounted 
flush with the model so they do not alter the flow. However, when they 
are mounted this way, they only measure the pressure at the model's sur-
face. 
Temperatures in wind tunnel flows are measured by thermocouple 
probes. These probes can be made quite small and, like pitot tubes, are 
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inserted into the flow at the point where temperature is to be measured. 
Thermocouples also alter the flow and this alteration must be accounted 
for to obtain good estimates of temperature. Thermocouples can be em-
bedded into the model to measure surface temperature of the model without 
altering flow. Although there is room for improvement in temperature 
and pressure measuring techniques, the present techniques are generally 
thought to be adequate for most steady and time varying flows. 
Density is measured by a technique known as interferometry. A 
wavefront of collimated coherent light is passed through the tunnel. The 
beam is then interfered with a beam that has not passed through the tun-
nel. From the resulting interference pattern, the phase variation im-
parted to the beam by the flow can be determined. The phase variation is 
related to index of refraction variation which is in turn related to 
density. Interferometry has the distinct advantage of not altering the 
flow. However, the phase variation of the wavefront passing through the 
tunnel is only related to density if the flow is two-dimensional, i.e., 
varies only in two dimensions. In the special case of axially symmetric 
flow, the density can be found from the phase variations by means of the 
Abel transformation. Statistics of random density variation in three 
dimensional flows can be found by means of a related technique called 
2 
"cross-beam Schlieren." Due to the restriction of interferometry to 
special flow symmetries, there is a pressing need for a device to mea-
sure air density in arbitrary flows. 
Velocity is the parameter most difficult to measure by conventional 
means. The only device which measures velocity directly is the "hot wire 
anenometer. " The hot wire is a very small wire, usually less than one 
mil in diameter, with a small current flowing through it. This wire is 
placed in the flow and the cooling effect of the flow alters the resistance 
of the wire. The resulting variation in the current is directly related 
to velocity. The hot wire anemometer is very difficult to install due 
to its small size and its tendency to break. Also, the wire is likely 
to be broken if there is much dust or particulate in the flow or if the 
flow is very fast. The quantity measured is velocity magnitude rather 
than direction. Due to the limitations caused by the fragile nature of 
the hot wire, it is seldom used in wind tunnel measurements. Because of 
the inadequacy of the hot wire anemometer, a reliable, non-interfering 
means of measuring wind tunnel velocities is needed. 
Application of Laser Velocimeters to the Fluid Velocity Measurement 
Problem 
The laser velocimeter, when fully developed, has the potential of 
solving the fluid velocity measurement problem. The velocimeter can make 
non-interfering measurements of specific velocity components at any point 
in the test section. It can be made rugged, insensitive to a noisy en-
vironment, and easy to operate. The first major problem in the velocim-
eter development, namely the design of an efficient and stable optical 
system, has been solved. ' ' ' The problem of estimating velocity from 
the laser velocimeter signals still remains. 
The two principal kinds of laser velocimeters are the laser Doppler 
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velocimeter (LDV) and the laser interference velocimeter (LIV). ' To use 
either velocimeter, the wind tunnel must first be "seeded" with small 
particles such as smoke which move along with the flow. Under certain 
conditions, a wind tunnel contains enough natural particulate such as 
dust so that artificial seeding is not necessary. The LDV system measures 
the velocity by illuminating the flow with a laser beam and detecting the 
light scattered by the particulate in the flow. The scattered light has 
a Doppler frequency shift which the velocimeter measures and relates to 
the particulate or fluid velocity. The LIV measures velocity by creating 
a very small sinusoidal interference pattern in the test section. As 
particles move through the interference region, they scatter light whose 
intensity is proportional to the intensity of the interference pattern at 
the point where the particle is passing. By detecting and measuring the 
waveform of the scattered light, the particulate velocity can be deter-
mined. Both types of velocimeters have certain advantages and disadvant-
ages which will become apparent. 
Q 
The LDV system was first presented by Cummins and Yeh. A sche-
9 11 
matic of the LDV system presented by Foreman ' is shown in Figure 1 and 
illustrates the basic principles of operation. A continuous wave laser 
beam is focussed inside the wind tunnel test section by lens LI. Par-
ticles passing through the focal region scatter light in all directions. 
Light scattered through an angle of 8 with respect to the original beam 
is imaged by lens L2 and reflected by mirror Ml to a PMT. The unscattered 
light is imaged by lens L3 and reflected by mirror M2 and a beam splitter 











Figure 1. Schematic of the Laser Doppler Velocimeter 
as described by Foreman^ 
6 
the resulting beat frequency of the mixed signals is the Doppler frequency 
shift imparted to the light by the velocity of the particles in the flow. 
The velocity of the air in the test section is given by the well known 
9 11 
Doppler relation, ' 
v = f x/(2n[sin9/2]) (1) 
X •L' 
where v is a specific velocity component, \ is the wavelength of the 
laser, f~ is the Doppler frequency shift, and n is the index of refraction 
of air. 
Although the LDV system of Figure 1 is conceptually workable, it 
is very difficult to align and very easily misaligned by ambient vibra-
tions common around wind tunnels. In order for the PMT to produce a time 
varying current, it is necessary that the scattered light from mirror Ml 
and the reflected light from mirror M2 be parallel when they strike the 
PMT. Micrometer adjustments are required on the mirrors and beam splitter 
to achieve parallel beams. Once the mirrors and beam splitter are ad-
justed, they can be misaligned by vibrations. For these reasons, the LDV 
system described above is not very practical for wind tunnel measurements 
although it is an improvement over the hot wire anemometer. 
3 4 5 
The LDV system shown in Figure 2, proposed by Mayo ' and Brayton, 
has become standard and is used by most investigators. By means of its 
simple design and self aligning optics, it is very easy to set up and it 
operates well around noisy wind tunnels. The beam from the laser strikes 
a glass plate whose back surface is silvered. Part of the beam (usually 











Figure 2. Schematic of Self Aligning LDV System 
3,5 
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mainder of the beam is transmitted by the first surface of the plate and 
totally reflected by the second surface. The net result is two beams, 
one about 20 times stronger than the other, leaving the glass plate. If 
the sides of the plate are parallel, the two beams are parallel. The 
two beams pass through lens LI and are focussed inside the test section 
in the focal plane of the lens. Since the two beams entering the lens 
are parallel, they are focussed at the same point. Particles passing 
through the focal region will scatter light from both beams, but the scat-
tered light from the strong beam will be much stronger than the light 
scattered from the weak beam. Lens L2 images the focal region of the 
weak beam to a PMT. Also, light from the strong beam which is scattered 
by the particles in the direction of the weak beam will also be imaged 
to the PMT. The images of the scattered and unscattered light interfere 
with each other at the PMT and produce a current whose frequency is the 
Doppler frequency shift. 
In order for the scattered and unscattered light to be parallel 
when they strike the PMT, it is necessary that the two beams entering the 
test section be focussed at the same point. The beams always focus at 
the same point if the beams entering lens LI are parallel which is assured 
by the sides of the glass plate being parallel. Since the sides of the 
plate are always parallel regardless of vibrations, the system is auto-
matically aligned and insensitive to vibrations. The essential element of 
the self aligning LDV system is that its alignment depends only on the 
sides of the glass plate being parallel while the alignment of the LDV 
system in Figure 1 depends on the beam splitter, and the two mirrors being 
precisely aligned and remaining aligned in a noisy environment. 
The advent of the self aligning LDV system motivated the discovery 
o c -I o 
of the laser interference velocimeter (LIV) depicted in Figure 3. ' ' 
The first surface of the glass plate is coated as a beam splitter and the 
second surface as a mirror so that two equal intensity parallel beams 
leave the plate. The two parallel beams are equal in intensity in con-
trast with the LDV system in which one beam is much stronger than the 
other. The two equal intensity beams are brought to focus at the same 
point in the wind tunnel forming a sinusoidal interference pattern at 
that point. The interference pattern has high contrast since the two 
beams are equal in intensity. When a particle passes through the inter-
ference region, light is scattered every time the particle passes through 
a reinforcement. Hence, the scattered light varies sinusoidally in time 
at a frequency determined by the geometry of the system and the velocity 
of the particle. Lens L2 images the scattered light to the PMT. It is 
shown in Chapter II that the velocity of a specific component, v , is 
given by the relation 
v = f X/(2n sin[e/2]) (2) 
X O 
where f is the frequency of the received signal. 
It should be noted that, although the self aligning LDV system and 
the LIV system appear similar, there is at least one fundamental differ-
ence between them. The LDV system makes use of optical heterodyne detec-
tion since the scattered light from the particles is heterodyned by the 
PMT with the unscattered beam. The LIV system makes use of direct detec-
Test section 








Lens L2 Signal 
Figure 3. Schematic of a LIV System 
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tion since the scattered light it detects is time varying in amplitude. 
Hence, the PMT for LDV systems must be placed so that it intercepts the 
light scattered in the same direction as the unscattered light as indi-
cated in Figure 2. However, the PMT for the LIV system need only inter-
cept the scattered light. For this reason, the PMT and lens L2 can be 
placed in any arbitrary direction since light is scattered by the par-
ticles in all directions. Due to the many various shapes and locations 
of wind tunnel test sections, it is extremely convenient at times to place 
the PMT and lens L2 in arbitrary positions. The LDV system has the ad-
vantage of producing a larger output signal due to the conversion gain 
produced by optical heterodyne detection. When the particles in the flow 
are small or few in number, the intensity of the scattered light is small. 
The amplification produced by conversion gain makes the signal portion of 
the PMT current from the LDV larger than the current from the LIV. 
Most of the development work in laser velocimeters has been directed 
toward the design of a stable, self aligning system which can be used in 
a real wind tunnel environment. Now that such a system has been developed, 
the major problem area in the development of a practical velocimeter is 
the frequency estimation system. This problem is described in more detail 
in the next section. 
The Laser Velocimeter Signal Estimation Problem 
Description of Laser Velocimeter Estimation Problem 
The output current from the PMT in both the LDV and LIV systems 
consists of a train of sinusoidal pulses as illustrated in Figure 4. A 
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Figure 4. Sketch of a Signal Produced by a Laser Velocimeter 
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of the two beams. Since the laser beam generally has a Gaussian intensity 
distribution, the envelope of the pulses is also a Gaussian function. The 
amplitude of the pulses depends on the size and composition of the par-
ticles. In general, the bigger particles produce larger amplitude signals. 
The particles arrive in the scattering region at random times producing a 
randomly spaced pulse train. The frequency of the pulses is denoted by 
f for the LDV system and f for the LIV system. Although there are some 
differences between LDV and LIV signals which become apparent in Chapters 
II and III, the signals from both systems are essentially as described 
above. The velocimeter estimation problem is the estimation of the fre-
quency f or f of the pulses. 
Relationship to the Pulse-Doppler Estimation Problem 
It should be noted that the velocimeter estimation problem is re-
lated to the Doppler radar estimation problem. The relationship is most 
apparent in the case of the LDV system. Both Doppler radar and LDV mea-
sure velocity of objects by illuminating them with a coherent beam of 
radiation and detecting the Doppler frequency shift of the scattered 
radiation. However, the problems differ from each other in certain sig-
nificant respects which have a great influence on the estimation systems 
used. The first difference is that Doppler radar receivers must operate 
in real time for most applications. In contrast, there is no pressing 
need for time estimation of laser velocimeter signals since velocimeters 
are used in experimental wind tunnel tests. Since velocimeter estimators 
need not be real time, there is more flexibility in their design. In fact, 
the estimator proposed in this thesis does not operate in real time. 
14 
The signal transmitted by Doppler radar systems can be designed to 
optimize performance. If only velocity information is needed, a very long 
or continuous signal is produced to give maximum frequency resolution. 
If position as well as velocity is needed, pulse-Doppler techniques are 
used in which a specially designed signal is transmitted. The signal is 
designed so that it is long in duration for good velocity resolution and 
also has good autocorrelation properties for range resolution. Velocity 
information only is estimated from the laser velocimeter signal. The 
location of the particles which scatter light is determined from the 
geometry of the velocimeter system. Since only velocity information is 
required of the velocimeter signal, it is desirable for the velocimeter 
to use long or continuous pulses to obtain good velocity resolution in the 
same manner as Doppler radar. However, the pulse width is controlled by 
the size of the scattering volume which is specified by the requirements 
of the particular wind tunnel tests being carried out. Hence, the velocim-
eter signal from which the velocity is to be estimated is not optimum ac-
cording to the principles of radar signal design. 
Another important difference between Doppler radar estimation and 
velocimeter signal estimation is the amount of a priori information avail-
able about the shape of the return signal. If a coded pulse (Figure 5) 
is transmitted by a Doppler radar, its return shape is known within a 
time delay and a Doppler frequency shift. The delay and frequency shift 
are estimated from the return by well known correlation techniques. How-
ever, the detailed structure of the return signal (Figure 4) from a laser 
velocimeter is unknown. Not only is the frequency unknown, but the 
W I I W 




relative amplitudes and spacings of the individual pulses are also unknown 
Hence, the velocimeter signal cannot simply be correlated with another 
signal shifted only in frequency and time as is done in pulse-Doppler 
radar estimation. 
The Doppler shift frequencies produced by velocimeters can range 
from about 100 mHz in the free stream of a supersonic tunnel to about 100 
kHz or less in the boundary layer of the airfoil. In low speed wind tun-
nels, the Doppler frequencies can be as low as 100 Hz. Hence, a laser 
velocimeter estimator must be capable of estimating frequencies over a 
much wider frequency range than required for Doppler radar receivers. It 
is not desirable to heterodyne down high frequency signals in velocimeter 
systems since the bandwidth to center frequency ratio is relatively high 
before any heterodyning is applied. If heterodyning is applied, the band 
width to center frequency ratio becomes much larger making it difficult 
to estimate the center frequency. 
There are flow conditions in wind tunnels in which the flow is 
very transient. Such conditions occur around shock waves and leading 
and trailing edges of airfoils. The flow is so transient that it can 
change from particle to particle or change in less than a millisecond. 
The rapidly changing nature of certain flows makes it necessary for the 
estimator to be able to track the changing velocity. In contrast, it is 
seldom necessary for a Doppler radar to track such a rapidly changing 
frequency. 
Aspects of the Doppler radar estimation and the velocimeter esti-
mation problems are certainly conceptually similar. However, the wide 
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range of frequencies to be estimated (10,000 to 1), the rapidly changing 
signal frequency, and the random amplitudes and spacings of the velocim-
eter returns make the problems very different. 
Requirements of a Velocimeter Signal Estimator 
Certain requirements of a velocimeter signal estimator are evident 
from the preceding discussion. The arrival time of the particles in the 
focal regions of the two beams is a random process. There are instances 
when many particles are in the focal region at once producing an almost 
continuous signal. The more common case is the one in which there are 
few particles present in the test section resulting in gaps between the 
signal pulses. An estimator must effectively turn itself off when no 
particle is present or else it will estimate the frequency of noise only. 
The gaps between the pulses can be thought of as a severe case of fading. 
The velocity in a test section can be either steady or time varying 
as pointed out. In the free stream or in laminar boundary layers, the 
velocity is steady. Near the trailing or leading edge of the airfoil, 
the flow is time varying. Therefore, a velocimeter signal estimator should 
operate well for steady and time varying velocities. 
Often the small size of the particles and the small number of par-
ticles can make the signal quite small. Also, the photon shot noise, 
discussed in Chapter III, due to both the scattered and unscattered light 
can produce a large amount of noise. Under these conditions, signal to 
noise ratios less than unity are common. A good velocimeter signal esti-
mator should operate satisfactorily when the signal to noise ratios are 
low. 
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Flow velocities in wind tunnels can vary widely as pointed out 
earlier. The free stream flow in a supersonic tunnel can have velocities 
corresponding to frequencies in the 100 mHz region in the free stream to 
the 100 kHz region or lower in the boundary layer. It is therefore neces-
sary that the velocimeter estimator operate over a wide frequency range. 
Approach Taken in Thesis 
The goals of this thesis are to systematically define the velocim-
eter estimation problem and to establish the feasibility of an estimation 
technique which will be useful in a number of applications. In Chapter II, 
mathematical models of LDV and LIV signals were derived and experiments 
have been carried out to verify the models. The noise sources in velocim-
eter systems are outlined in Chapter III and the manner^ in which the noise 
enters into LDV and LIV systems is discussed. The analysis is supported 
by experiments. In Chapter IV, an estimator named the 'Fourier Transform 
Estimator" is motivated and analyzed. Chapter V describes the experimental 
evaluation of the Fourier transform estimator. Steady and time varying 
flows were produced in a low speed smoke tunnel. LDV and LIV systems were 
built and the signals produced by these systems were used to test the 
estimator. The estimator tracked the changing frequency of LDV and LIV 
signals under high noise conditions with performance superior to conven-
tional estimation techniques. Chapter VI summarizes the thesis and recom-
mends future development of the estimator. 
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CHAPTER II 
SIGNAL MODELS FOR LDV AND LIV SYSTEMS 
Introduction 
The LDV and LIV systems were described qualitatively in Chapter I. 
Both systems require the wind tunnel to be seeded with particles which 
move along with the flow. The LDV system measures the velocity of the 
particles by illuminating them with a laser beam and measuring the re-
sulting Doppler frequency shift. The LIV system creates a small inter-
ference pattern in the wind tunnel. Velocity is determined by measuring 
the frequency of the waveform of light scattered by the particles as they 
move through the interference region. 
In this chapter, quantitative mathematical models are derived for 
the signals produced by LDV and LIV systems. A brief general discussion 
of the signals produced by a laser beam of arbitrary spatial distribution 
is given first. Then detailed expressions are derived for the most impor-
tant case, a laser beam with a Gaussian amplitude distribution. Experi-
ments involving both LDV and LIV systems are described. These experiments 
verify the key features of the mathematical models. 
Simplified Analysis of Signals from an LDV System 
The following derivations are based on the self aligning LDV system 
shown in Figure 6. The self aligning LDV system is used since it has be-
12 13 
come standard in the field ' and its analysis can be extended to other 
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LDV systems. Figure 6 illustrates an LDV system designed to measure the 
x-component of velocity. Referring to Figure 6, the beam leaving the laser 
passes through a glass plate with parallel sides and with one side silvered 
The net effect of the glass plate is to transform the beam entering the 
plate into two parallel beams, one about 20 times stronger than the other. 
Both beams pass through lens LI and are subsequently focused inside of 
the wind tunnel test section. The fact that both beams are parallel im-
plies that their focal regions intersect as illustrated. The volume in 
which the two beams intersect is called the 'detection volume since, as 
it will be seen, only the velocity of particles passing through this region 
will be estimated. 
Consider the light scattered from the strong beam, called the 
scattering beam," in the detection volume. Light scattered from the 
weak beam, usually called the reference beam," and light scattered from 
portions of the scattering beam outside of the detection volume are dis-
cussed later. Light scattered from the portion of the scattering beam 
comprising the detection volume has a Doppler frequency shift f given 
by 
D ZTT S O 
where k is the wave vector of the scattered light, k is the wave vector 
s o 
of the incident light, and v is the velocity of the particle. For velo-
cities encountered in wind tunnels |k |~ |k | and Eq. (1) reduces to 
D \ s o 
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where \ is the wavelength of the laser, n is the index of refraction of 
air, and a and a are unit vectors in the k and k directions, respec-
s o o s 
tively. From Eq. (2), the Doppler frequency shift of light scattered 
from the scattering beam in the direction of the reference beam is 
2nv sin9/2 
fD = - ^ <« 
where v is the x-component of the particle velocity and 6 is the angle 
between the scattering beam and the reference beam. For air, n is very 
close to unity so that the above equation is usually written 
2v sin9/2 
f = — 2 — 
D \ 
From this equation, the component v of the particle velocity can be 
determined from the Doppler frequency shift f as follows 
v = Xf_/2sin9/2 
x D' 
Lens L2 images to a PMT the unscattered light from the reference 
beam and the light from the scattering beam which is scattered through 
an angle of 6. The reference beam and the scattered light coherently 
interfere at the PMT. 
Consider light scattered from sources other than the portion of 
the scattering beam inside of the detection volume. Light scattered from 
the reference beam to the PMT is not Doppler shifted since its scattering 
angle is effectively zero. Light scattered from portions of the scatter-
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ing beam outside of the detection volume may be neglected for several 
reasons. First of all, the light in the detection volume is much more 
intense than elsewhere in the beam. Hence, light scattered from elsewhere 
is much lower in intensity than light from the detection volume. Since 
lens L2 is imaging the detection volume to the PMT, light scattered from 
places other than the detection volume is out of focus and reduced in in-
14 15 
tensity. Also, it is shown in a number of references, ' that two in-
terfering time modulated beams striking a PMT produce a time varying 
current only if they are very nearly parallel. It is apparent from Fig-
ure 6 that only light scattered from the detection volume is parallel to 
the reference beam. For this reason, only light scattered from the portion 
of the scattering beam in the detection volume produces a time varying 
current. In addition, an aperture is generally placed at the PMT which 
is the size of the imaged detection volume to block out light from other 
sources. Therefore, the only Doppler shifted light of consequence at the 
PMT is produced by particles passing through the portion of the scatter-
ing beam in the detection volume. 
Let the complex amplitudes of the scattered light and the reference 
beam in the plane of the PMT be described, respectively, by 
j2TTf t 
u s(x\y\t) = As(x\y',t)e " (4) 
and 
ur(x\y',t) = Ao(x',y') 
The intensity I (x',y',t) of the field at the PMT is then 
ID(x
r,y',t) = |us(x',y«,t) + uo(x'3y')|
2 (5) 




5y') cos 2-nfjjt 
In general, the intensity of the scattered light is much less than the 
intensity of the reference beam, hence, 
|A (x',y»,t)|2« 2A (x',y\t) A (x»,y') (6) 
o o O 
• | cos 2 i r f D t | « | A (x
1 , y*) J 
The c u r r e n t i-p.(t) p roduced by t h e PMT i s p r o p o r t i o n a l t o t h e i n t e g r a l of 
t h e i n t e n s i t y o v e r t h e s u r f a c e of t h e PMT and i s g iven by 
iD(t) = KJJ J J I D (x ' , y ' , t ) dx'dy' (7) 
a r e a of 
PMT 
= K [ f [A 2 ( x ' , y ' , t ) + A 2 ( x ' , y ' ) + 2A ( x ' , y « ) A ( x ' , y ' , t ) 
j j «J «J S O O S 
cos 2-nf t ] d x ' d y ' 
= ±s + iD+ I D ( t ) C 0 S 2 T T f D t 
where K i s p r o p o r t i o n a l t o t h e g a i n of t h e PMT. 
I t i s a p p a r e n t from Eq. (6) t h a t 
i g « I D ( t ) co s 2rrfDt « i D (8) 
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The current i^O-) is primarily a dc current with a small ac ripple. The 
v component of the flow can be determined by estimating the frequency of 
f of the ac component and applying Eq. (3). 
The coefficient In(t) of the cosine term in Eq. (7) is important 
in the velocimeter signal estimation problem. In order to attack the 
velocimeter estimation problem, a specific expression for I (t) must be 
obtained in the case of a laser beam with a Gaussian spatial intensity 
distribution. Since the equations derived up to now cannot be straight-
forwardly extended to the Gaussian case, a more detailed derivation of 
this case is now presented. 
LDV Systems with Beams of a Gaussian Spatial 
Intensity Distribution 
Although it is conceptually possible to have a laser beam with 
almost any spatial amplitude distribution, most continuous wave lasers 
available operate in the TEM mode and have a Gaussian spatial amplitude 
3 
distribution. Mayo demonstrates that a Gaussian distribution is optimum 
for both LDV and LIV systems since a Gaussian beam produces the narrowest 
bandwidth signal for a given detection volume size. A narrow band signal 
is desirable since it enables one to get a better estimate of the center 
frequency f . Since Gaussian laser beams are readily available and are 
optimum for velocimeter application, detailed expressions for the signals 
produced by velocimeters using Gaussian beams are derived. 
In order to simplify the following derivation as much as possible, 
the analysis is divided into the following sections. First of all, with 









Figure 7. Schematic Used in the Discussion of the Self Aligning LDV System 
with a Beam from a TEM Laser 
Ĉ  
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lens LI are derived. Next, expressions for the light imaged to the PMT 
surface by lens L2 are presented. Finally, an expression for the current 
from the PMT is stated and interpreted. 
Light Amplitude Distribution in the Focal Plane of Lens LI 
Referring to the self aligning LDV system of Figure 7, the amplitude 
distribution of the beam leaving the laser is given by 
2 2 
C e 
u. (x, ,y,) = — — : = = <9) 
where C and D are constants. The two parallel beams leaving the glass 
plate have amplitude distributions in plane PI of the front focal plane 




u,sl(x -d,y ) =-? — — (10) 
2 2 
and -D[(x2+d) +y2] 
Url(x2+d;y2) = ^ ^ ^ (11) 
where u (x.-djy^) and u ^x.+djy-) are the scattering beam and reference 
beam, respectively, separated by a distance 2d. The path length differ-
ences of the two beams caused by the glass plate are ignored because they 
are generally negligible compared to the coherence length of the laser. 
The path length differences can be compensated by a second glass plate 
if they become important. In the previous section, it was demonstrated 
that 
asl(x2-d'y2)!2 ~ 2 0l L J l ri(V
d , y2 )| 2 (12) 
The two beams pass through lens LI and are focused in the detec-
tion volume. It can be shown that, if a beam entering a lens is colli-
mated with a Gaussian spatial amplitude distribution, the amplitude dis-
O "I C. 
tribution of the light leaving the lens is also Gaussian. * More spe-
cifically, if the scattering beam entering the lens has an amplitude 
distribution given by Eq. (10), it has the following amplitude distribu-
tion u ~(x„y~z ) when it leaves the lens ' 
^xyy^)=7^w^e e (13) 
Y(z3) 2 2 
J —f~ (x^+yj) -j6(z3) 
• e e 
where 
^Z3> = [^ (L + S)]"1 (14) TTG' 
-1 
Y(z3) = k [z3(l + [TT/XZ 3D]
2)] 
6(z ) = 1/2 tan"1 (\z/nG2) 
G = 2F/l?/k 
F = focal length of LI 
and the coordinate system (x„,y„,z ) is defined in Figure 7. 
By a similar line of reasoning, the reference beam after it has passed 
through lens LI is given by 
C3 jkz4 - P ^ ) <**«*> 
Ur2<VV Z4>=7^^ e e < 1 5> 
jY(z4)(x4+y4) -J6(z4) 
• e e 
where the (x,,y,,z,) coordinate system is defined in Figure 7. 
Amplitude Distribution of Light in the Plane of the PMT 
Now that the expressions for the light amplitude in the focal re-
gion of lens LI have been stated, expressions for the light in the PMT 
plane are obtained. The function of lens L2 is to image the detection 
volume to the PMT. It is assumed that the imaging is done with unity 
magnification. If the magnification is not unity, the following results 
are altered by a scale factor. With unity magnification, essentially all 
the reference beam passes through L2 and the image u, (x/,y ' z/) of the 
portion of the reference beam in the detection volume can be described by 
\(X4>VZ4) = ur2
(x4'y4'Z4) (16) 
The light scattered to the PMT by particles passing through the 
detection volume is now derived. Oil smoke, which generally ranges in 
diameter from 0.01 to 1 micron, was used to seed the flows in the ex-
* t 
Strictly speaking, the magnification is unity only in the x^ and 
y^ directions since a lens images nonlinearly in the z^ direction, It 
can be shown that, if the length of the detection volume in the z^ direc-
tion (about .1 mm) is small compared to the focal length of lens L2 
(several hundred millimeters), the magnification in the z! dimension of 
the detection volume is differentially close to unity. 
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periments carried out in this thesis. The light scattered by particles of 
diameter d in this size range is governed by Rayleigh scattering when the 
quantity 
a = nd/x (17) 
1 8 
is less than 0.3 and by Mie scattering when the quantity a is greater 
than 0.3. For helium-neon lasers, which have a wavelength of 0.6328 mi-
cron, a is 0.3 for a particle diameter of 0.06 micron. Rayleigh scatterers 
scatter as much light in the forward as in the backward directions whereas 
Mie scatterers scatter light primarily in the forward direction. It was 
obvious by viewing the laser velocimeter used in this thesis that much 
more light is forward-scattered than backward-scattered. Therefore, the 
signals most dominant in a velocimeter are likely produced by particles 
larger than 0.06 micron and close to a micron in size. 
The mathematics involved in evaluating the expressions which follow 
are simplified if it is noted that the variation of the amplitude of the 
light in the detection volume over distances of the same magnitude as the 
particle diameter is negligible. In the experimental work, the angle 9 
o 
between the two beams in the detection volume was 2.54 . The fringe spac-
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ing p for the LIV system follows as 
p = A/sine (18) 
= 14.3 microns 
where X = 0.6328 micron. Since the particles have diameters much smaller 
than p, the amplitude of the light falling on a particle in a given in-
stant is constant in space over the extent of the particle. Since there 
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are no interference fringes in the LDV system, the amplitude of the light 
varies more slowly in space in the detection volume of the LDV system than 
does the light in the LIV system. Therefore, the approximation made above 
is even more valid for the LDV system. 
Consider a particle of diameter d moving through the point 
(x_,y„,z0) in the detection volume with a velocity v = (v ,v ,v ) and 3 3 3 x„ yQ z ' 
3 3 3 
a position at t = 0 specified by (x ,y ,z ). The amplitude of the light 
falling on the particle in the z plane is given by 
as3^X3'y3'Z3^ = Us2^X3'y3'Z3^CirC ^2r ̂ ' ^ A 1 ^ <19) 
where 
*3 = X3 + Vx3
fc 
y3 = y3° + V z 3
t 
Z3 = Z3 + V z 3
t 
r(x3,y3) =v/(x-x3) + (y3-y3) 
and 
circ [2r(x3,y3/d)] = 1 r(x3,y3) ^ d/2 
= 0 elsewhere 
The particle in plane z is imaged to the PMT by lens L2. The image is 
not as bright as the particle itself since the light is scattered by the 
particle in all directions and only a small portion of the light passes 
through L2. The amplitude of the particle's image at the PMT, taking 
into account the loss of light due to scattering, is given by 
32 
as ( x3' y3' Z3 ) = £Us3(x3'y3'Z3) ( 2 0 ) 
where e < 1. 
An estimate of the magnitude of e is now made. The light falling 
on the oil particle is either absorbed or scattered. Since the oil used 
was extremely clear, it is assumed that all the light is scattered by the 
oil droplet. The index of refraction of oil ranges from about 1.4 to 
42 
1.5. A computation using Mie theory has been carried out for a 0.5 
1 8 
micron particle with a refractive index of 1.5 in visible light. 
This computation demonstrates that almost all of the light is forward 
° 18 
scattered by the particle into a cone whose half angle is 60 . The lens 
used to gather the scattered light in the experimental work had a two inch 
aperture and was positioned about 16 inches from the detection volume. 
2 
For this arrangement, e is approximately given by 
2 a solid angle subtended by lens 





Current Produced by the PMT 
Now that the light amplitude distribution on the PMT surface has 
been found, the current from the PMT can be obtained. The intensity of 
the light in the PMT plane is derived and then the current is obtained by 
integrating the intensity over the PMT surface. The resulting expression 
33 
is complicated and simplifications and approximations are made to obtain 
a more meaningful result. 
The intensity I of the light in front of the PMT is given by 
I D = K ( X 4 ' y4'z4} + Us(x3'y3'ZP|2 (22) 
\(x4'y4'Z4}|2 + ^s^r
yVZ3^2 + C ( x3' y3' Z3 } 
LX
r(
x4'y4'Z4) + u's(x3,y3'z3) u'r(x4,y4,z4) 
where (x' y' z') and (x' y' z') are the same point in different coor-
dinate systems. The current i (t) from the PMT is proportional to the 
time variation of the integral of the intensity over the surface S of 
the PMT as follows 
1D<t> = S Lf h dA' (23) 
J J KH'^'H^ dA' + *D U V3'y3'»3> 
o o 
• + *D \J \ ^yW \H<>zl? dA'+ S JSJ V ^ W 
<(x4'^>zi> dA' 
h LI + I + I + 1 ] sr sr 
wh ere K^ accounts for the PMT quantum efficiency and gain. 
The first integral I represents the intensity of the reference 
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beam. Since the integrand is defined in the (x' y'z') system, its eval-
uation is simplified if the integration is carried out in that system over 
the surface S the projection of the surface S into the z.f = 0 plane. 
The integral I becomes, with the aid of Eqs. (15) and (16) 
\ = { l K(*' ,y' ,*') | 2dA' (24) 
2 2 
3 N
2 -2R(*;><*J + y j ) tA , 
SX
J V^/ [ 23( z4)^ 
d x
4
d y 4 
= c, 
The integration utilizes the fact that the integrand is a product of two 
Gaussian functions whose area is unity. As one would expect, the total 
power in the reference beam is time invariant. The second integral is 
the intensity in the image of the particle and is a function of time since 
the particle is moving. The integration is simplified if it is carried 
out in the projection S_ of the PMT surface in the z' plane. Using Eqs. 
(19) and (20), the integral is evaluated as 





X3^3>Z4>|2 J" I " " 2 [2 r (x ' ,y ' ) /d ] dx'dy 
2 
From Eq. (19), the integral above is the area a of the cross section of 
2 
the particle of diameter d which is given by rrd /k. Substituting from 
Eq. ( 1 3 ) , I becomes s 
2 2 2 — — 2 — 2 
e a C 2
Z - 2 p ( z 3 ) ( x 3
z + y^) 
h = ^m^e (25) 
The contribution due to I is an exponentially shaped current 
pulse. The magnitude of I is now compared to the magnitude of I . The 
exponential factor in I is maximum when the argument of exponent is zero 
which occurs when 
x3 = y3 = 0 (26) 
The coefficient of the exponent is maximum when (3 (z ) is maximum which 
occurs when z_ = 0. From Eq. (14) 
P(I3) - l/G
2 (27) 
and it follows from Eq. (25) that 
o 2 2n 2 
2e a C 
s nGz 





For a 0.5 micron particle, typical of the sizes used in the experimental 
2 
work, the cross-sectional area a is given by 
36 
a = ird / 4 
= TT(0.5 X 1 0 " 3 mm)2 /4 
= 0 .195 x 1 0 " 6 mm2 
2 2 
For most LDV systems, C « 20C as pointed out earlier in the chapter. 
From Eq. (14), G is given by 
G = 2F Jfi/k (29) 
F is the focal length of lens LI which for the experimental work was 24 
inches. D is approximately the inverse of the square of the radius of 
the beam entering lens LI, as is apparent from Eq. (9). Since the beam 
entering lens LI in the experiments had a 4 mm radius, a typical value of 
D is (4 mm) . The value of k for a helium-neon laser is 2n/\ where \ = 
0.6328 micron. Substituting these values into Eq. (29), one obtains 
G = 2F v/S/k 
2(24) (25 •4)Jr 
2TT/0.6328 x 10"3 
0.031 mm 
Substituting the above values into Eq. (28), the bound on I becomes 
, 2 2 . 2 
2e a C 
I * Y±- (30) 
S TTGZ 
2(1/770)90.195 X 10-6) (20C 2) 
" 2 ~ 
TT(0.031) 
^ 3.36 x 10"6 C3
2 
2 
Since I is equal to C , it is clear from the above expression that 
I » I . 
r s 
The third and fourth integrals of Eq. (23) represent the cross 
products of the scattered light and the reference beam. These terms are 
the ones which contain the Doppler frequency shifts imparted to the light 
by the particle velocity. The integration is simplified if it is carried 
out over the surface S defined earlier as the projection of S into the 
z' = z plane 
Xsr = IJ C<*3^W -rK'«> dx3̂ 3 
b2 
Substituting Eqs. (17) and (20) into the above equation, I becomes 
r> p ft 
Xsr = J J eLLs2 (x3>y3>
z3) circ[2r(x^,yp/d] ur(x^,y£,z^) dx^dy^ 
S2 
It is demonstrated earlier in the chapter that the extent of the particle's 
cross section represented by the circular function in the above equation 
is small enough that the light falling on it is effectively constant in 
amplitude over the surface of the particle. With this simplication, I 
becomes 
Isr = CT S Us2(x3^3'Z3) r̂ (x4 ' V V ( 3 1 ) 
where (x„,y ,z ) and (x,,y,,z.) are the same point in different coordinate 
systems. Note that the first factor is defined in the (x ,y ,z ) system 
and the second in the (x,,y, ,z.) system. In order to further evaluate the 
term, both factors are expressed in the (x,y,z) coordinate system by 
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standard analytic geometry. 
The transformation into the (x,y,z) is cumbersome and is outlined 
briefly below. By substituting Eqs. (13) and (15) into the expression 
for I , one obtains 
sr 
C2 C3 e C J ~ P ^ 3 ^ * 3 + ^3 ^ 'jk^3 
I = _ , e e (32) 
S r y/TT/[2p(z3)3(z4)] 
— — 2 — 2 — — — 2 - 2 
-jY(z3)(x3 + y3 ) j6(z3) -P(z4)(x4 + y4 ) 
• e e e 
2 2 
jkz4 jy(z4)(x4 + y4 ) -j6(z4) 
• e e e 
Before proceeding further, a few simplifications are made in the phase 
of the above expression. The strongest contributors to the phase of I 
are the linear phase components ki3 and k"z"4. Every time the distance 
traversed by the particle along the z and z, coordinates equals one wave> 
sr 
length, the phase changes by 2TT. Another component is 6(z ) given by Eq. 
(14) as 
1 ^ Z Q 
6(zJ = 1/2 tan"1 —% (34) 
J -nG 
Since the value of 6(z~) changes from -TT/2 to rr/2 as the distance z 
traversed ranges from -co to co} the contribution to the phase of 6(z ) is 
negligible compared to the contribution of the linear phase terms. By 
similar reasoning, the contribution made by &(z,) is also negligible. 






is also small. The factor Y(z~) I S defined in Eq. (14) as 
Y(z3) = k[z3(l + [rr/x Z3D]
2)]'1 (35) 
By differentiation with respect to z„, the largest value of Eq. (35) can 
- 2 - 2 
be shown to be D. The largest value of x_ + y is the radius squared 
-3 
of the detection volume which, in the experimental work, was 7.39 X 10 
2 
mm . With these estimates, a bound on the contribution to the phase made 
by Eq. (35) is 
Y(z3)(x3
2 + y3
2) * ( 3_) (7.39 x 10-
3 n^2) (36) 
16 mm 
= .462 x 10"3 rad 
— — 2 — 2 
Therefore the components of the phase due to Y(z )(x_ + y ) and 
— — 2 — 2 
y(z,)(x/ + y, ) are negligible compared to the phase of the linear terms 
Hence the only significant contribution to the phase is produced by the 




2 - P ( z 3 ) [ x 3
2 + y 3
2 ] 
I =: _ _ e (37) 
S r J TT/2P(Z 3 )7TT/23(Z 4 )
X 
- P ( I 4 ) ( x 4 + y 4 ) - j k z 3 j k z 4 
e e e 
In order to simplify the phase factors of Eq. (37), the linear 
phase terms are rotated into the (x,y,z) by using the following standard 
analytical geometry equations 
40 
x = z sinB/2 + x cos9/2 (38) 
z = z cos9/2 - x sin9/2 
x. = -z sin9/2 + x cos9/2 
4 
z. = z cos9/2 + x sin9/2 
4 
Substituting the transformations of Eq. (38) into the phase factors of 
Eq. (37), I becomes 
sr 
C9C ea
2 -j3(0(x 2 + y*) 
I = — = e




2 + y 2) -2jkx sine/2 
e e 
ju 
The other cross product term I is the complex con-jugate of I and the 
r s r r J o s r 
sum of the two terms becomes 
2C C ea2 -p(z )(x 2 + y 2) 
I + I = _ , _ e J J J (40) 




e cos(2kx sin[9/2]) 
In order to obtain an idea of the shape of the envelope, a few 
approximations are made in the exponent of Eq. (40). The terms f3(z_) and 
3(z ), when rotated into the (x,y,z) system, become 
4 
P(z ) = [G2(l + (X/TTG )(z cos9/2 - x sine/2))]" (41) 
and 
P(Z ) = [G
2(1 + a/TTG2)(z cos9/2 + x sin0/2))3"1 
The terms, (3 (z ) and (B(z,), are almost equal since the only difference 
between them is the sign of the x sin0/2 term. The maximum values of x 
and z are the maximum dimensions of the detection volume along those 
coordinates. If the particle has coordinates x and z greater than dimen-
sions of the detection volume, the particle would be outside of the detec-
tion volume and no light would be scattered by the particle. It is shown 
o 
in the experimental section that the value of 9 is 2.54 and that the maxi-
mum values of x and z are 0.086 mm and 3.87 mm, respectively. With these 
values, the maximum values of z cos9/2 and x sin9/2 are 3.87 mm and 0.0019 
mm, respectively. If the particle's position is such that z cos9/2 is the 
dominant term, 
p(I3) « p(I4) (42) 
Suppose that the particle's position is such that x sin9/2 is larger 
o 
than z cos9/2. In that case, the term (\x sin0/2)/(TTG ) is bounded by 
Xx sine/2 ̂  (0.6328 x 10"3 mm) (0.086 mm) (43) 
TTG2 TT(0.031 mm)2 
^ .018 
This term is negligible compared to unity and from Eq. (41), 
P(z3) * P(z4) « l/G
2 (44) 
In either event, f3 (z ) ~ |3 (z,) and 3 (z) will be used to denote both terms 
in the (x,y,z) system in the following analysis. 
With the above approximation of (3(z„) and (3 (z,) and substitution 
* 
from Eq. (38) , the expression for I + 1 from Eq. (40) reduces to 
sr sr 
2 
* 4 C2 C3 £ C T -P("z")[I2sin2e/2 - "z^ sinG + x2cos2G/2 + y"2] ,. c, I + I = e ' ' (45) 
sr s r Ve© TT/ 
-P(z)[z2sin20/2 + zx sinG + x2cos2G/2 + y2] 
cos(2kx sinG/2) 
: 2 C 3 £ a 
TT/PCZ) 
2 
4 C g -2P(I)[I2sin2G/2 + x2cos2G/2 + y2] cos(2kx sinG/2) 
Substituting the velocity terms for (x ,y ,z) , the above expression reduces 
to 
4C9C ea
2 -2P(Z + v t ) [ (z + v t ) 2 sin2G/2 
I + I = / p / \ rr- e °
 Z ° Z (46) 
sr sr TT/P(Z + v t) 
o z 
2 2 
+ (y + v t) + (x + v t) cos 9/2] 
0 y o x cos[2k(x + 
o 
+ v t) sinG/2] 
x ' 
To further simplify the envelope of Eq. (45), assume that the par-
t i c l e passes through the origin of the coordinate system at t = 0 so that 
x = y = z = 0 (47) 
o o o 
Let the x-direction be the direction of the free stream velocity so that 
in most cases v is the largest velocity component, i.e., 
X 
43 
v » v (48) 
x y 
V » V 
x z 
Also assume that the transverse velocity components v and v are of equal 
orders of magnitude. For most LDV systems, 9 is only a few degrees so 
that 
sin29/2 « cos29/2 (49) 
With these approximations 
and 
(v t ) 2 sin29/2 « (v t ) 2 cos26/2 (50) 
z x 
2 2 2 
(v t) « (v t) cos 9/2 
y x ' 
The factor (3(z), given by 
P(z) = [G2(l + (x/nG2)(z cosG/2 + x sinG/2))]"1 
o 
The maximum value of the term \x(sin9/2) /TTG with the parameters used in 
the experimental work is 0.331 x 10 and the maximum value of \z cos9/2/ 
2 
TTG using those same parameters is 0.341. If both these terms are neglec-
ted relative to unity, j3 (z) becomes 
P(7) * l/G2 (51) 
o 
With the above approximations and setting cos 9/2 ~ 1, Eq. (46) becomes 
>v 4C C e a
2 - ( 2 / G 2 ) ( V t ) 2 
I + 1 = —^~5 e cos[2kv t sin (9/2)] (52) 
sr sr ^ z x 
Using the definition 
2k(sin0/2) v̂  
2n 
2v sine/2 
f = (53) 
D 2TT K J 
x 
the above expression can be put into the form 
* 4C C GO2 -0f(2TTf t ) 2 
I + I = — ^ r e cos 2TT f^t (54) 
sr sr 02 D ' 
b TT 
where a= [2k2G2 sin2e/2]_1. 
* 
The approximations made to arrive at the expression for I + 1 
sr sr 
given by Eq. (54) are valid under most wind tunnel tests. It should be 
noted that the argument of the cosine factor is the portion of the signal 
which most estimation techniques use in estimating v . The approximations 
x 
used to obtain the argument of the cosine factor, namely the approxima-
tions made about y(z_), Y(z,), 6(z ) , and 6(z,) are valid under any con-
ceivable wind tunnel tests. The approximations made regarding the envelope 
-k 
of I + 1 are also valid under a wide variety of conditions but are 
sr sr 
admittedly weaker approximations than those made regarding the argument 
of the cosine factor. The purpose of the approximations regarding the 
envelope is to give a more intuitive feeling about the shape of the en-
velope. No estimation procedure presented in this thesis makes use of 
45 
the dependence of the envelope on v to estimate the x-component of ve-
locity. 
Now that a simplified form (given by Eq. (54)) for I + 1 has 
been derived, a few conclusions are drawn from it. Note that the width of 
2 
the envelope is dependent on f . As the Doppler shift increases, the 
envelope becomes more narrow. In fact, the number of cycles under the en-
velope is independent of f . The number of cycles of the signal being in-
dependent of f implies that, as the Doppler shift of the signal increases, 
the bandwidth of the signal becomes wider. Hence, one would expect that 
it would be more difficult to estimate the frequency of the signal for 
higher Doppler shifts than for lower Doppler shifts. Also, since the num-
ber of cycles is independent of f , the energy of the signal decreases 
as f increases. For this reason, one might expect noise to become more 
of a problem at higher frequencies than at lower frequencies. 
The total expression for the PMT current becomes, from Eqs. (23), 
(24), (25), and (54) 
2 2 2 2 
2ICe a C -C*(2TT f^t) 
iD(t) = K ^
2
 + 2 e (55) 
G TT 
4KDC2C3eg2 "* (2" V > 2 , f f 
+ -z e cos 2TT f̂ t 
G TT 
where approximations have been made to I which are similar to those made 
s 
/V 
to the envelope of I + 1 . The second term has the same shape of the r sr sr r 
envelope of the cosine term. The term I already has been shown in Eq. 
2 
(30) to be negligible compared to C_ . Comparing the magnitude of I to 
J) S 
46 
I + 1 , one obtains 
sr sr 
9 2 2p 2 
2 6 a C2 
G rr 2 ( 5 6 ) 
* 2 C 
^ r + lsr 4 C 2 C 3 e g 3 
G 2. 
2 2 1 
Recalling that C0 ~ 20C and e
 w , - . , the above ratio becomes 




i * v/TTo" 
= 0.161 
The term I is low-pass and negligible compared to the dc term I and the 
•>v 
band-pass term I + 1 . Therefore I is henceforth neglected. The 
sr sr s 
final expression for the LDV signal is now given by 
4 L C C e c
2 -C*(2TT f^t) 
iD(t) = K DC 3
Z + U Z 2
J e U cos 2TT fpt (58) 
G TT 
It should be noted that the coefficient of the cosine term is pro-
portional to the product of the relatively large amplitude of the reference 
beam and the relatively small amplitude scattered light which follow from 
Eqs. (13), (15), (20), and (44) as C /J TTG2/2 and eC^-nG2/l , respec-
tively. The multiplication of a small signal beam by a large reference 
20 
beam is known as optical heterodyne detection and serves to amplify 
the cosine signal. The amplification is referred to as conversion 
,,20 
gain." The LDV system therefore makes use of optical heterodyne detec-
tion. It will be seen that it is this feature which distinguishes the 
LDV system from the LIV system which uses direct detection. 
Simplified Analysis of Signals from an LIV System 
3 
A schematic of an LIV system is shown in Figure 8. As pointed 
out in Chapter I, a beam from a cw laser enters a glass plate with paral-
lel sides. Part of the first side is coated as a beam splitter so that 
two equal intensity beams are formed. One beam reflects from the beam 
splitter and the other beam passes through the glass and totally reflects 
off the fully silvered rear surface of the plate. The totally reflected 
beam passes back through the glass plate and leaves the plate through a 
portion of the front surface which is anti-reflection coated. The net 
4 
result is two parallel beams which are equal in intensity. If the dif-
ference in optical path length of the two beams caused by the glass plate 
is not much less than the coherence length of the laser, a second glass 
plate can be inserted to equalize the path lengths. 
The two beams, separated by a distance 2d, are brought to focus 
inside of the test section by lens LI. The beams, u..(x,y,z) and w..(x,y,z) 
can be described in the focal region of LI by 
/ \ A/ \ ik(sin9/2)x /C._N 
U]L(x,y,z) = A(x,y,z) e
J ' (59) 
and 
/ \ A/ \ -ik(sin9/2)x 
Wl(x,y,z) = A(x,y,z) e
 J / 
where 8 is the angle between the two beams and sin(0/2) = d/F. The in-





of wind tunnel 
A. 








II(x,y,z) = |u1(x,y,z) +w]L(x,y,z)| (60) 
2 
= 2A (x,y,z) [l + cos 2k(sin9/2)x] 
As is evident from Eq. (57), a sinusoidal interference pattern is formed 
in the focal region of LI. The focal region where the sinusoidal pattern 
is formed is called the detection volume of the LIV system. 
As a particle passes through the detection volume, it scatters 
light in all directions. Lens L2 is placed so that it images with unity 
magnification the light scattered by a particle to the PMT. The PMT is 
so placed that it is in the image plane of the detection volume. Gener-
ally, the imaging is one-to-one as was the case with LDV systems. An 
aperture is placed in the plane of the PMT which is the same size as the 
imaged detection volume. The aperture serves to keep out stray light. 
Note that, the PMT images only light scattered by the particles. 
The lens is deliberately placed so that it does not image the two scatter-
ing beams. In Figure 8, the two scattering beams completely miss L2. 
Since the signal, is contained solely in the scattered light, the image of 
the unscattered light on the PMT would serve no useful purpose and would 
produce unwanted photon fluctuation noise. This situation is in contrast 
to the LDV system where the reference beam is imaged on the PMT. Light 
scattered by particles passing outside of the detection volume also falls 
on the PMT surface. Since the light is most intense in the detection 
volume, the light scattered by particles outside the volume is much lower 
in intensity than light from particles inside the volume. Also, light 
from particles outside the volume is out of focus on the PMT surface since 
50 
the surface is in the image plane of the volume. In addition, the aperture 
on the PMT surface would likely block out most of the light from particles 
outside of the volume. Whatever light reaches the PMT from outside of the 
detection volume would likely be low pass in nature since the contrast 
of the interference pattern decreases rapidly as one moves away from the 
volume. 
The time variation of the intensity of the light striking the PMT 
is proportional to the intensity of the field through which the particle 
passes. A particle, passing through the detection volume with velocity 
v = (v ,v ,v ) and position given by(x + v t , y + v t, z + v t ) , 
x y z r o x •'o y o z ' 
scatters light to the PMT whose intensity I follows from Eq. (60) and is 
proportional to 
II = K2A
2(x,y,z)[l + cos(2k sin6/2)xt)]] (61) 
where 
x = x + v t 
o x 
y = y + v t 
o y 
z = z + v t 
o z 
The resulting PMT current i (t) is the integral of the intensity over the 
PMT surface and is given by 
i,(t) - i (t) + i (t) cos 2TT f t (62) 
I s s o 
where f = 2(sin9/2)v / \ . The x-component of velocity is 
51 
v = Xf /2sine/2 (63) 
x o 
Comparing Eq. (7) describing the LDV signal with Eq. (62) describing the 
LIV signal, one notes that the LDV signal consists of large dc bias and 
a small ac ripple. The LIV signal consists of a low pass signal and a 
band pass signal both equal in amplitude. 
LIV Systems with Beams of a Gaussian Spatial 
Intensity Distribution 
The analysis of LIV systems with a Gaussian laser beam parallels 
the analysis of the LDV systems with a Gaussian beam. The LIV discussion 
is considerably shorter since many analogous results can be directly 
lifted from the LDV analysis. As in the LDV discussion, let the beam 
leaving the laser be described by 
c e -
D ( x i 2 + y i 2 ) 
U
0
( W=-—^7i^ (64) 
where C and D are constants and the coordinate systems are defined in 
Figure 9. The two beams leaving the glass plate are equal in intensity, 
separated by a distance 2d and described by 
-D[(x - d ) 2 + y 2] 
C e 
u (x -d,y ) = j — — s (65) 
I Z *• /TT/?TV JW^ 
and -D[(x2+d)
2 + y/] 
C4 e 
w (x +d,y ) = . s  












Figure 9. Schematic Used in the Discussion of the LIV System 
with a Beam from a TEM Laser 
Ln 
K3 
The two beams pass through lens LI and are brought to focus in the 
focal region of LI forming the detection volume. The expressions for the 
beams after passing through the lens are analogous to Eqs. (12) and (14) 





• e e 
jkz4 2 2 
c4 e -eo*4)(x4 + y4 ) 
w 9 ( x , , y , , z . ) = — z = = = e 
2 4 4 4 > / T T / 2 P ( Z 4 )
N 
j ( Y ( z 4 ) / 2 ) ( x 4
2 + y 4
2 ) - j 6 ( z 4 ) 
e e 
The intensity I .. of the light in the detection volume is given by 
I = |u (x y z ) + w (x y z )| (67) 
- n i-2v-3,^3,-3/ "2
N 4^4' 4 
= |u9(x„,y„,z.)| + |w0(x/i,y/,z/i)| 
2 • I / N I 2 
2 4 4 4)'2^"3»^3»"3̂ i i"2
v 4 W4' 4' 
+ u2(x3,y3,z3) w£ (x4,y4,z4) + u2 (x3,y3,z3) 
w2(x4,y4,z4) 
Consider a particle moving through the detection volume with 
velocity v = (v ,v ,v ) in the (x_,y ,z ) system and v = (v ,v ,v ) 
x3 y3 Z3 X4 y4 Z4 
in the (x,,y.,z.) system. The position of the particle at time t is given 
by (x3,y3,z3) where 
x = x + v t (68) 
•J -J X„ 
y3 = y3 + V y 3 ' 
— o 
z„ = z. + v t 
3 3 z3 
Similarly, the position of the particle in the (x,,y,,z.) system is 
(x, ,y ,z ). The intensity I..,, of the field through which the particle 
is passing follows from Eq. (67) as 
O 1 
II3 = |u2(x3,y3,z3)| + |w2(x4,y4,z4) | (69) 
+ u2
V(x3,y3,73) w2(x4,y4,z4) 
+ u2(x3,y3,z3) w2 (x4,yA,z4) 
The particle scatters part of the light to lens L2 which images the par-
ticle to the PMT. The intensity I of the image in front of the PMT is 
given by 
0 0 0 




+ u2^x3'y3'z4^ w2 (x4'y4'z4)^circ^2r(x''y')/d^ 
where 
and 
— 2 — 2 
r(x',y*) =J(xf-x) + (y-y) 
55 
circ[2r(x',y*)/d] = 1 r(x',y*) ^ d/2 
= 0 elsewhere 
The PMT current i (t) is given by 
hM = K i LJ I i 3 d x , d y ' (71) 
and L is a constant which accounts for the quantum efficiency and gain 
of the PMT, and S is the surface of the PMT. Substituting Eq. (70) into 
Eq. (71) and evaluating, i (t) becomes 
9 Q _mm Q O 
i];(t) = Kj. e a [ |u2(x3,y3,z3) | 4- |w2(x^ ,y ,z^) | (72) 
+ u 2(x 3,y 3,& 3) w 2 (x4,y4,z4) 
+ u2*(x4,y"4,I4) w 2(x 4,y 4,I 4)] 
= K_[l + I + I + 1 ] I u w uw uw 
The various terms of Eq. (72) are evaluated in a manner similar 
to the evaluation of the terms in the expression for 1^(0 given by Eq. 






e a C e 
Tu = TT/2PC? 3)
 ( 7 3 ) 
anc* — — 2 — 2 
2 2r 2 -
2&<z4)(x4 + y 4 > 
e a C. e 
T = 4  
w TT/20(Z,) 
56 
From Eqs. (66) and (72). I is written as 
uw 
2C^ e a -P(z3)[x3 + y3 ] jkz3 
I = e e (74) 
u w TT/ PCz^pC^) 
-P(I4)(x4 + y4 ) -jkz4 
• e e 
recalling from the section on LDV systems that the y and 6 phase terms 
can be neglected relative to the linear phase terms kz„ and kz,. Adding 
I to its complex conjugate and rotating the phase of the two terms into 
the (x,y,z) system, I + 1 becomes y uw uw 
2 2 2 - - 2 - 2 
* 4C e a -P(z )(x + y ) 
I + I = e
 J J J (75) 
uw uw __ N _ N 
TT PCz4)gCz3) 
- - 2 - 2 
-P(z4)(x4 + y4 ) 
• e cos k[2x sinG/2] 
The expression for i (t) given by Eq. (72) consists of the low-
pass terms I + I of Eq. (73) and the band-pass term I + 1 of Eq 
u w u w u w 
(75). The only approximations made up to this point involve the phase 
terms y and 6 and these approximations are shown in the LDV discussion 
to be very good approximations. Substituting for x, the cosine factor 
of the band pass term of Eq. (75) becomes 
cos k[2(x + v t) sine/2] 
o x ' 
The frequency f of this factor, given by 
2k(sin6/2) v 
fo = 2* S <76) 
is the same as the frequency f of the band-pass term of the LDV syst 
given by Eq. (53). The x-component of velocity follows as 
em 
f 2TT Xf 
_ o _ o (ii\ 
Vx ~ 2k(sin9/2) ~ 2sin6/2 K',} 
The envelope of the LIV signal, like the LDV signal, is a complicated 
function of all three velocity components. However, the frequency of the 
band-pass portion is a relatively simple function of the component v . 
All of the estimation procedures described in this thesis estimate v by 
estimating the frequency of the band-pass term. 
In order to obtain simplified expressions for the low-pass terms 
and the envelope of the band-pass terms, the same approximations regard-
ing the detection volume and the particle velocities made in Eqs. (41) 
through (54) of the LDV discussion are made in this discussion. It is 
shown in Eq. (44) that 
P(z3) - p(z4) « f3(z) (78) 
Substituting (3 (z) for f3(z ) and P(z,) in Eq. (75) and rotating the re-
mainder of the expression into the (x,y,z) system I and I becomes 
9 9 9 —9 9 "? 0 7 
e a C, -2(3(z)[z sin 9/2 - zx sinG + x cos 0 + y ] 
1 = /OQ A e (79) 
U TT/23Cz) 
and 
e2a2G 2 -23(z)[z2sin29/2 + xz sinG + x cos 0 + y ] 
Tv = TT/20(Z) e 
If the velocity terms 
x = x + v t (80) 
o x 
y = y + v t 
o y 
z = z + v t 
o z 
as substituted into Eq. (79) and the velocity approximations of Eqs. (47) 
through (51) are made, it follows that 
2eVc 2 -(2/G2)(v t ) 2 
I « I » T~- e X (81) 
U W TTG2 
The dependence of the envelope of the term I + I on (x„,y0,z0) v v uw uw v VJ V 3 
and (x,,y,,z.) of Eq. (75) is identical to the dependence of the envelope 
* 
of I + 1 of Eq. (40) on those same coordinates. If the same approxi-
•k 
mations made on the envelope of I + 1 are made on the envelope of 
v uw uw 
* 
I + 1 , it immediately follows from Eqs. (75) and (52) that sr sr J -i \ s \ ' 
7 9 9 9 9 
* 4C V C J -(2/GZ)(v t)Z 
I + I « — ^ e cos(2k[sine/2] v t) (82) 
uw uw _ 2 v ' x 
TTG 
Combining Eqs. (81) and (82) and substituting into (72), the PMT current 
becomes 
4K c A V -(2/G2)(v t ) 2 
i _ ( t ) = L ^ e (1 + cos[2k(sine/2) v t]) (83) 
1 T T G Z X 
59 
Defining the following quantities in analogy with Eqs. (53) and (54), 
i (t) becomes 
4K C 2 2 2 -a(2TTf t) 
iT(t) = V ° e ° (1 + cos 2irf t) (84) 
1 TTG2 
where 
a = [2k2G2sin26/2]"1 
2k(sin9/2) v 
f = 5 
o 2TT 
Comparison of LDV and LIV Signal Models 
The LDV and LIV signals, although produced by different mechanisms, 
are mathematically of similar form. Note that both the LDV signal 
4IC C C e c 2 -a(2TTf t ) 2 
i (t) = KD C * + 2
 e C0S 2TTV (85) 
G TT 
and t h e LIV s i g n a l 
2 2 2 2 
K^ 4 e a C - ^ (
2 T T f t ) 
i ( t ) = -± = - e (1 + cos 2iTf t ) (86) 
G TT 
are band-pass signals with Gaussian envelopes and low-pass components. 
The band-pass components have the same shape, but the amplitudes are 
different. The ratio of the amplitudes of the LDV band-pass term to the 
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*i e C 4 2 
(87) 
Recalling that C is the amplitude of the beam from the laser and using 
the previous estimates of the parameters used in the experimental work, 





C4 * V ^ 
/77? 
9 A 9 
a = 0.195 X 10 mm 
G = 0.031 mm 
(88) 
the ratio becomes 
h>c2c3 




If the PMT gains K^ and K are equal, the LDV band~pass signal is many 
times greater than the LIV signal. The amplitude of the LDV signal is 
larger because of the multiplication of the weak scattered light by the 
strong reference beam of the LDV system. The conversion gain phenomenon 
of optical heterodyne receivers is discussed in the LDV section. 
Since there is no conversion gain in the LIV system, the LIV sig-
nal is many times weaker than the corresponding LDV as pointed out above. 
The type of receiver used in the LIV system where there is no reference 
20 
beam is referred to as a 'direct detection receiver. Hence the basic 
difference between LDV and LIV systems is that the former uses optical 
heterodyne detection and the latter uses direct detection. The principal 
advantage of the LDV system is that the received signals are larger due 
to conversion gain and hence less sensitive PMT's can be used than re-
quired for LIV systems. However, the LDV system has a large dc term, 
2 
namely K C , which produces photon fluctuation noise. The photon fluc-
tuation noise added by this term can make the LDV signal to noise ratio 
worse than the LIV system since there is no large term in the LIV system 
to produce this noise. Photon fluctuation noise is discussed in detail 
in the next chapter. 
The discussion up to now has considered only one particle passing 
through the detection volume. In reality, there will be N particles pass-
ing through the detection volume during a time interval T. Also, there 
will be noise present denoted by n(t). Therefore, the general LDV signal 
r (t) can be expressed as 
N 2 2 
^ -cK2rrf )Z(t-t T 
rTD(t) = Kp C 3
Z + ) B. e u cos 2TrfD(t-ti) + n(t) (90) 
i==l 
where B. is the amplitude pulse produced by the i particle defined as 
4Kp C2C3sq
2 
B. — ~ 
G2n 
and t. is the arrival time of the i particle into the detection volume. 
l 
In a similar manner, the LIV signal r_, (t) can be written as 
62 
-a(2TTf_) ( t - t . ) 
(t) = Y Bi e ° X C 1 + c o s 2TTf ( t - t )) + n( t ) (91) r TI 
i=l 
where B. is defined for the LIV signal as 
I 
2 2 2 
4K e Q C / 
B. = ^ — ^ -
G2TT 
The symbol f is used here to denote the frequency in both the LDV and 
LIV systems. 
Experimental Evaluation of LDV and LIV Signal Models 
Prototype velocimeter systems were set up and signals generated 
to experimentally verify the mathematical models. The experimental LDV 
and LIV systems are described and photographs of oscilloscope traces of 
typical signals are shown. Properties of the signals which are predicted 
by the mathematical model are pointed out. 
Schematics of the LDV and LIV systems are shown in Figures 10 and 
25, respectively. The systems are similar as can be seen from the sche-
matics and one system can readily be converted to the other. In order to 
properly align an LDV system, it is generally set up as an LIV system 
first and converted to an LDV system. Therefore, the experimental LIV 
system is first discussed followed by a discussion of the LDV system. 
LIV System Description 
Due to the fact that the laser was being used in other experiments, 
the portion of the system from the laser to lens LI shown in Figure 10 
was in one room and the remainder of the system in the next room. The 
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Figure 10. Schematic of the LIV System Used in the Experimental Work ĉ  
OJ 
beam from the laser passed initially through a polarization rotator and 
a variable beam splitter. The polarization rotator was used to rotate 
the polarization vector so that the fringes in the LIV detection volume 
had maximum contrast. The variable beam splitter reflected a portion of 
the laser beam to other experiments and adjusted the intensity of the beam 
driving the LIV system so that the signal to noise ratio of the system 
could be varied. The beam was spatially filtered and expanded by the lens 
pinhole combination following the variable beam splitter. The spatial 
filter removed imperfections in the shape of the beam and provided a more 
uniform fringe pattern in the detection volume. 
Lens LI imaged the light in the pinhole to a position between the 
glass plate and the negative lens L2. The purpose of the glass plate was 
to create two equally intense and parallel beams. One beam was the reflec-
tion from the front surface of the plate and the other beam was the re-
flection from the rear surface. The two beams were approximately equal 
in intensity since the beam reflected from the first surface was only a 
small fraction of the light which passed through the plate. Hence, the 
beam inside the plate was approximately equal to the beam as it entered 
the plate. The percentage of the light reflected from the second surface 
was the same as reflected from the first surface. Since the light beam 
striking the first surface was approximately equal in intensity to the 
light striking the second surface, one would expect the two reflected 
beams to be about equal in intensity. Measurements of the two beams with 
a photometer indicated that the two beams differed in intensity by about 
10 percent. Since the sides of the glass plate were parallel, the two re-
flected beams were also parallel. 
This method is not a very efficient means of generating two paral-
lel beams since most of the light is transmitted through the plate and 
out of the system. A more efficient means to generate the beams is to 
make the portion of the front surface of the plate where the beam enters 
the plate a 50/50 beam splitter and the second surface a totally reflect-
ing mirror. The portion of the front surface, through which the reflected 
beam from the rear surface exits, is left uncoated. In this way, all of 
the light goes into the two parallel beams. A plate coated such as this 
was not available for the thesis. 
The image of the pinhole was greatly magnified along the optical 
axis as well as transverse to the optical axis by lens LI. It is shown in 
Appendix A that this magnification produces a depth of focus of the pin-
hole image of about 0.43 meter. The difference in optical path length 
between the two beams induced by the glass plate was measured to be 0.7 
cm. Since the difference in optical path length of the two beams was 
less than the depth of focus of the pinhole image, the image of the pin-
hole in both beams was effectively in focus in the same plane transverse 
to the optical axis. 
The two parallel beams passed through lens L2 which was a negative 
lens whose focal length was three inches. Since the beams entering the 
lens were parallel, the negative lens diverged the beams and made them 
appear to be coming from the same point at a distance of one focal length 
or three inches from the lens. The diverging beams were collimated by 
lens L3 whose focal length was 24 inches. A lens L4 identical to L3 fo-
cused the two beams in the focal plane of L4. The point at which the two 
beams crossed was the detection volume of the LIV system. 
In order for the system to be properly aligned, it was necessary 
that the detection volume be the image of the pinhole. The detection 
volume has its smallest dimensions and hence highest spatial resolution 
when this condition is satisfied. The detection volume is the image of 
the pinhole if the image of the pinhole created by lens LI is in the focal 
plane of lens L2. The two beams appear to intersect in the focal plane 
of L2 forming a virtual intersection volume. If they also intersect at 
the point where the pinhole is imaged, all lenses L3 and L4 must do is 
image the virtual intersection volume to the test section and the detec-
tion volume is an image of the pinhole. 
Once the LIV system was aligned as described above, the next step 
was to image with lens L5 and mirror M2 the light scattered by the par-
ticles to the PMT. There were several means to do this, but the means 
selected consisted of placing a ground glass plate in the detection volume. 
The ground glass plate scattered the light in all directions as particles 
passing through the detection volume might do. The image of the scattered 
light was formed with lens L5 on the face of the PMT. In order to filter 
out light not scattered by the particles, an interference filter preceded 
by a small aperture the same size as the detection volume image was placed 
in front of the PMT. When lens L5, mirror M2, and the PMT filters were 
properly positioned, the ground glass was removed. 
The PMT output was amplified and filtered. A preamplifier ampli-
fied the PMT signal from a few microamps to the millivolt range. A second 
amplifier produced a signal whose output was about one volt peak to peak. 
The output of this amplifier was filtered by a band-pass filter allowing 
only signals from 200 to 20,000 Hz, the range considered in this thesis, 
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to pass. The signals were recorded on a seven channel FM recorder for 
further use. 
The Lockheed-Georgia low speed smoke tunnel was used to generate 
the velocimeter signals. This tunnel is capable of producing flows rang-
ing in velocity from 0.1 to 0.8 ft/sec. Several screens and dampers in-
side of the tunnel insure that the flow is steady. The tunnel has two 
5" X 12" Schlieren quality windows in both sides for the laser beams to 
pass through. The tunnel is seeded with smoke produced by a heater ele-
ment and Lionel train smoke solution. 
Experiments with the LIV System 
Several experiments were conducted with the LIV system described 
above. First of all, the beam intensity pattern was measured near the 
laser to make sure that laser was operating in the TEM mode. The rela-
tionship between signal frequency and velocity was determined from the 
geometry of the system. A densitometer trace of the intensity pattern 
in the detection volume was made in order to predict the shape of the en-
velope of the signals. The dimensions of the detection volume were cal-
culated. Oscilloscope traces were made of representative LIV signals and 
the signal parameters as determined from these traces were compared with 
the mathematical model. 
The mathematical model derived in this chapter assumed the laser 
to be operating in the TEM mode which implies that the spatial intensity 
distribution of the beam is Gaussian. The relative intensity distribu-
tion of the laser beam was measured with a Gamma Scientific Model 721 
linear photometer. This device in part consists of a 12 mil fiber optical 
probe mounted on a precision drive. The probe is scanned through the beam 
whose intensity is to be measured and the position of the probe can be 
accurately located by a micrometer. The light passes through the probe to 
a FMT whose output current is read with an ammeter. The relative inten-
sity as a function of distance across the beam was measured with the 
photometer and is shown in Figure 11. Note the beam intensity distribu-
tion was Gaussian implying that the laser was operating in the TEM mode. 
The frequency f of the velocimeter signals is given by Eq. (53) 
repeated below as 
fD = 2vx(sin6/2)/\ (92) 
Since the two beams entering lens L4 were parallel, the angle 8 between 
them when they left the lens is given by 
9 = tan"1 (d/2)/f 
where d is the distance between the beams and f is the focal length of 
the lens. The distance d was measured to be 1 l/l6 inches and f to be 24 
o 
inches with the result that 9 was equal to 0.044 radians or 2.54 . With 
this value of 9 and assuming X is 0.6328 micron, the system sensitivity 
defined as v /l~ was given by 
vx/fD = X/2sin(9/2) (93) 
= 0.0466 ft/sec 
kHz 
The relative shape of the intensity distribution of the detection 
volume was measured in order to determine the expected shape of the ve-
locimeter signal. From Eq. (72), the temporal variation of the velocimeter 
Distance (mm) 
Figure 11. Beam Intensity Pattern of the Laser Used 
in the Experimental Work 
signal is proportional to the spatial variation of the intensity distri-
bution of the detection volume. The detection volume was magnified with 
a 10X microscope objective and imaged onto a photographic plate producing 
a photograph of the interference region shown in Figure 12. Note from the 
photograph that there were approximately 12 interference fringes in the 
region. A densitometer trace was made from the negative of this photo-
graph and is shown in Figure 13. The intensity variation of the inter-
ference region was approximately sinusoidal with a Gaussian envelope 
which is predicted from the analysis and which is evident from Figure 13. 
The dimensions of the detection volume can be estimated by knowing 
the number of fringes, their period, and the angle 0. The period p of 
the fringes is calculated in Eq. (18) to be 14.3 microns. Since there 
were 12 fringes in the volume, the radius r of the volume is approximated 
r = 6p (94) 
= (6)(14.3) 
= 85.8 microns 
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The length 1 of the volume can be calculated from the radius as 
1 = 2r/sin(9/2) (95) 
= 2(85.8)/sin 1.27° 
= 7 . 74 mm 
Several photographs of representative LIV signals are shown in 
Figures 14 through 20. The signals were made by running the wind tunnel 
at speeds from 0.3 to 0.7 ft/sec resulting in signals ranging in frequency 
about 7 kHz to 15 kHz. Note that most of the signals have about 10-12 cycles 
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Figure 12. Interference Region of the LIV System 
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Figure 14. Single LIV Pulse Which Illustrates the Gaussian Envelope 
of the LIV Signal. (Note that there are 12 cycles under 
the envelope which is consistent with Figures 12 and 13.) 
Figure 15. Two Adjacent LIV Pulses of Different Amplitudes Separated 
in Time Showing the Gaps between Pulses. (As in Figure 
14, note the Gaussian envelopes.) 
Figure 16. At Least Three LIV Pulses and Possibly More 
of Lower Amplitudes 
^ ^ ^ ^ 
Figure 17. Two Overlapping LIV Pulses 
Figure 18. Time Interval During Which No Discernible LIV Was Detected 
Figure 19. At Least One Low Amplitude LIV Pulse 
Figure 20. Multiple Sweep Photograph Showing Many LIV Pulses 
(Note the random amplitudes and arrival times of 
the pulses.) 
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per pulse and that the pulses have approximately Gaussian envelopes. The 
purpose of these figures is to demonstrate that velocimeter signals con-
sist of discrete pulses spaced randomly in time and having Gaussian en-
velopes. The amplitude of these pulses is random and the number of cycles 
per pulse is the same as the number of cycles in the intensity distribu-
tion of the detection volume shown in Figures 12 and 13. 
One of the key features of velocimeter signals is that the number 
of cycles per pulse is independent of the frequency of the pulse or equi-
valent ly the speed of the tunnel. The independence of the number of os-
cillations and the signal frequency f is apparent from Eq. (84) for the 
LIV signal repeated below as 
2 2 2 2 
K,. 4 e a C -a(2xTf t) 
iT(t) = — « — e ° (1 + cos 2nf t) (96) 
G TT 
since the argument of the exponential in the envelope is identical to the 
argument of the cosine factor. This property is illustrated in Figures 
21 through 23 which are photographs of velocimeter signals made with the 
tunnel running at speeds corresponding to frequencies of 5, 10, and 15 kHz. 
Note that oscillations in each of the pulses are approximately the same 
even though the signal frequencies are different. 
Eq. (90) predicts that the LIV signals have a low pass component 
due to the Gaussian term. This component is difficult to see in oscillo-
scope traces of the time domain signals but is quite apparent in the fre-
quency domain. Figure 24 is a photograph of an oscilloscope trace of a 
spectrum analyser output of 10 kHz LIV signals. The spectrum analyzer was 
Figure 21. A 5 kHz LIV Pulse with about 11 Cycles 
Figure 22. A 10 kHz LIV Pulse with about 12 Cycles 
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Figure 23. A Low Amplitude 15 kHz LIV Pulse with about 9 Cycles 
Discernible above the Noise Level 
Figure 24. A Spectrum Analyzer Trace from 0 to 20 kHz 
of a 10 kHz LIV Signal. (Note the band pass 
component at 10 kHz and the low pass component 
at dc.) 
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a 1L5 Tektronix plug-in analyzer used in a Tektronix Model 556 dual plug-in 
oscilloscope. Note the strong signal corresponding to the cosine term at 
10 kHz and the low pass signal near dc due to the low-pass Gaussian term. 
LDV System Description 
A schematic of the LDV system is shown in Figure 25 and is similar 
to the LIV schematic shown in Figure 10. The LIV system used in the ex-
periments described in the previous section was converted to an LDV system 
for the experimental work in this section. The first step in converting 
the system was to replace the glass plate in the LIV system with a mirror 
o 
and to place the glass plate a few inches from the mirror at a 45 angle 
in the beam as indicated. The mirror Ml reflected the beam through a 
right angle to the remainder of the optical system. The glass plate pro-
duced one strong and one weak beam both parallel to each other. The strong 
beam passed directly through the glass plate and its intensity after it 
left the plate was about the same as before it entered the plate. A 
small portion of this beam was reflected internally inside of the plate 
from the surface of the plate near the negative lens. A portion of this 
beam was then reflected a second time by the other surface of the glass 
plate and passed out of the plate parallel to the stronger beam as shown. 
The weaker beam, after it left the plate, was about five percent of the 
intensity of the stronger beam. The glass plate effectively produced a 
strong beam needed for the scattering beam and a weak beam needed for the 
reference beam in the LDV system. 
If the system was properly aligned as an LIV system, the system is 
only slightly misaligned as an LDV system in that the scattering beam and 
reference beam almost intersect at their narrowest portion forming the 
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Figure 25. Schematic of the LDV System Used in the Experimental Work 
detection volume. Since both beams pass through the glass plate in the 
LDV system whereas only one beam passed through the plate in the LIV sys-
tem, the optical path length of the beams in the LDV is slightly greater. 
The image of the pinhole might not therefore be in exactly the focal plane 
of the negative lens due to this difference in path length. If the glass 
plate is very thick, some readjustment may be necessary in order that the 
image of the pinhole might be in the focal plane of the negative lens. 
When this slight adjustment is made, the LDV system is aligned. 
The only other change made in the LIV system to convert it to an 
LDV system involved lens L5. In the LDV system, lens L5 must image the 
portion of the reference beam in the detection volume to the PMT. There-
fore, lens L5 was repositioned so that the reference beam was imaged, 
after reflection from mirror M2, to the PMT. Light scattered by particles 
from the scattering beam in the direction of the reference beam was also 
imaged to the PMT. With these minor modifications, the system was set up 
to operate as an LDV system. 
Experiments with the LDV System 
The basic signal parameters of the LDV system should also be those 
of the LIV system since it is apparent from Eqs. (85) and (86) that the 
band pass portions of signals from the LIV and LDV systems with the same 
geometry have the same shape signal. Hence, the LDV signals in the experi-
mental work also have Gaussian envelopes with about 12 cycles per pulse 
and the detection volume dimensions for the LDV system are identical to 
those of the LIV system. 
Representative LDV signals were generated with the LDV system under 
the same conditions as the signals which were generated with the LIV system. 
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The tunnel was run at various speeds from 0.3 to 0.7 ft/sec, resulting 
in signals ranging in frequency from 5 kHz to 15 kHz as before. The 
photographs of the oscilloscope traces are shown in Figures 26 through 
28. First of all, note that there was more noise in the LDV signals than 
in the LIV signals shown in Figures 14 through 20 and as a consequence it 
is more difficult to see the individual LDV pulses. The increased noise 
is explained more fully in the next chapter but essentially it was due to 
the fact that the reference beam of the LDV system was constantly falling 
on the PMT producing photon fluctuation noise whether particles were pres-
ent or not. The only light falling on the PMT in the LIV system was 
scattered light from the particles which was much weaker than the refer-
ence beam in the LDV system. 
Figure 26 is an oscilloscope trace of the signal when no light was 
scattered by the particles. It was taken with the scattering beam blocked 
in the system so that only the reference beam was striking the PMT. This 
photograph illustrates the magnitude of the noise in the system produced 
by the reference beam which was always present with the signal. Figures 
27 and 28 show various numbers of LDV pulses. Note that the pulses have 
Gaussian envelopes and have about 12 cycles per pulse. The heights of 
the pulses and their spacing are random. Effectively the pulses are the 
same nature as the LIV pulses except that the LDV pulses are noisier. 
It is apparent from Eq. (85) that LDV signals, like LIV signals, 
have the same number of cycles regardless of the frequency of the signals. 
This property is illustrated in Figures 29 through 31 which depict 5, 10, 
and 15 kHz LDV signals. The number of oscillations under each of the 
pulses is about 12 regardless of the frequency of the pulses. 
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Figure 26. Oscilloscope Trace of an LDV Signal Consisting Solely 
of Noise Illustrating the High Noise Level of LDV 
Systems 
Figure 27. LDV Signal Consisting of at Least Five Pulses 
(Note that the envelope is approximately Gaussian 
and there are about 12 cycles per pulse.) 
Figure 28. LDV Signal Showing at Least Four Pulses 
Two of Which Are Overlapping 
Figure 29. A 5 kHz LDV Signal 
(Note that there is at least one clearly discernible pulse 
with about 10 cycles under its envelope.) 
Figure 30. A 10 kHz LDV Signal Showing at Least One Clear Pulse 
with about 10 Cycles under Its Envelope 
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Figure 31. A 15 kHz LDV Showing a Pulse with 12 Cycles under 
Its Envelope 
It is pointed out in the discussion of LDV systems that the LDV 
signal contains a low-pass term denoted by ICI which is shown in Eq. 
(57) to be negligible compared to the band-pass term. The fact that this 
term is negligible is demonstrated by the virtual absence of the low-
pass component in the spectrum analyzer trace of a 10 kHz LDV signal shown 
in Figure 32. The spectrum analyzer used here was identical to the one 
used to obtain the spectrum of the cosine term centered at 10 kHz, the 
other components of the spectrum are constant. The apparent rise at dc 
is due to the dc marker as evident from Figure 33 which is the spectrum 
analyzer output with no signal applied. Comparing the LIV spectrum of 
Figure 24 with the LDV spectrum of Figure 32, note that the increased 
noise of the LDV signals as compared to LIV signals is clearly shown in 
the spectra of these two signals. The magnitude of the noise in the LDV 
spectrum in Figure 32 is about five volts whereas the magnitude of the 
noise of the LIV spectrum is about two volts. 
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Figure 32. A Spectrum Analyzer Trace from 0 to 20 kHz of a 10 
kHz LDV Signal. (Note that the noise is almost 
white and no dc component is present as in the LIV 
signal of Figure 25. The apparent rise at dc is 
due to the dc marker illustrated in Figure 33.) 
Figure 33. Spectrum Analyzer Trace with No Signal Applied Showing 
the Marker at dc Which Is Always Present 
CHAPTER III 
NOISE MODELS FOR LDV AND LIV SYSTEMS 
Introduction 
In Chapter II, signal models for LDV and LIV systems were derived 
and experimentally verified. In this chapter, noise models for the sys-
tems are presented. First of all, the sources of noise in velocimeter 
systems are discussed. The manner in which each of these sources affects 
LDV and LIV systems is then pointed out. It turns out that under most 
operating conditions, the dominant noise in both systems is white, Gaus-
sian noise. The noise in the experimental velocimeter systems described 
in the previous chapter was measured to verify the analytical noise 
models. 
Sources of Noise in Velocimeter Systems 
The primary kinds of noise in velocimeter systems are photon fluc-
tuation noise, laser intensity fluctuation noise, dark current noise, and 
thermal noise. Photon fluctuation noise is a white Poisson noise process 
produced by light falling on the PMT. The light may either be light scat-
tered by the particles, light from the reference beam of the LDV system, 
or background light caused by stray laser beam reflections from components 
of the velocimeter system, and room lights. Dark current noise is a white 
Poisson noise produced by electrons emitted by the photocathode due to 
thermal excitation. The PMT acts as a low pass filter and effectively 
filters the Poisson processes so that they become Gaussian processes. 
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The system which estimates the frequency of the PMT current acts as a 
filter with a finite bandwidth and further filters the Poisson noise. 
Since most velocimeter signals fall well within the bandwidth of the fil-
ters, the noise is effectively white with respect to the velocimeter sig-
nals. Laser intensity fluctuation noise consists of variations in the 
laser beam intensity caused by excess photon fluctuation noise and current 
fluctuation noise. Excess photon fluctuation noise is modeled as Gaus-
sian and has a spectrum which is almost constant over the frequencies 
generated by velocimeters. Current fluctuation noise is low-pass and 
generally smaller than photon fluctuation noise or excess photon noise. 
The net effect of the noises associated with the laser beam, namely pho-
ton fluctuation noise, excess photon fluctuation noise, and current fluc-
tuation noise, is experimentally shown to be white over the frequency 
ranges of interest. Thermal noise, produced by the resistors in the am-
plifiers, is well documented in the literature as white Gaussian noise. 
Photon Fluctuation Noise 
When a beam of light falls on a PMT, the number of photons striking 
the PMT per unit time varies from one instant to the next even though the 
mean number of photons is constant. The random variation in the number 
of photons about the mean produces a corresponding variation in the number 
of photoelectrons emitted from the cathode. The resulting noise is called 
photon fluctuation noise and is a Poisson process. The power spectrum 
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S'(f) of the resulting current from the cathode is given by 
P 
S'(f) = q2n + n2q26(f) (1) 
IT 
= ql + I26(f) 
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where n is the mean number of photoelectrons emitted per unit time, q is 
the charge of one electron, and I is the mean value of the photoelectron 
2 
current. The spectrum consists of a signal component given by I 8(f) and 
a white noise component given by ql. It is important to note that the 
power in the white noise component increases linearly with I while the 
2 
power of signal component increases as I . Therefore, as the laser power 
is increased, the signal power increases faster than the photon fluctua-
tion noise power resulting in a better signal to noise ratio. 
The photoelectrons are accelerated and produce more electrons by 
secondary emission processes in the multiplier stages of the PMT. Each 
of the secondary emission electrons created in one multiplier stage pro-
duces more secondary emission electrons in the next stage. The initial 
velocities of the secondary emission electrons created at each stage are 
not all the same. The variation in initial electron velocities at each 
multiplier stage limits the bandwidth of the PMT. A photoelectron which 
might be modeled as a short duration pulse entering the multiplier stages 
is turned into a longer duration pulse due to the variation in velocity 
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of the secondary emission electrons. The multiplier stages have the 
effect of a low-pass filter on the photoelectric current. 
In realistic situations, the system which estimates the frequency 
of the PMT current also has a finite bandwidth. The estimator is concep-
tually preceded by a low-pass filter whose bandwidth is the maximum fre-
quency that the system can estimate. The finite bandwidth in a digital 
estimator can be limited by the speed of the A-D converters, or the speed 
at which digital operations can be performed. If the estimator requires 
that the data first be recorded on magnetic tape or film, the maximum 
frequency of the data recorder limits the bandwidth of the estimator. 
The bandwidth of the estimator described in this thesis is limited by the 
maximum frequency which can be recorded by an optical data recorder. 
The filtering done by both the PMT and the estimator converts the 
photon fluctuation noise from a white Poisson noise process to a low-pass 
Gaussian noise process. As a series of randomly spaced delta functions 
passes through a filter, they are spread out or widened due to the finite 
bandwidth of the filter. Therefore, the impulses begin to overlap and the 
Central Limit Theorem predicts the resulting noise to be Gaussian. 
21 
Gilbert and Pollak have proven that a series of randomly spaced 
delta functions governed by Poisson1s law becomes a Gaussian process when 
properly filtered. If the input current x(t) to the filter is a series 
of randomly spaced delta functions 
(t> = Y i ^ - t i ) <2> X „ 
i=_oo 
with the output z(t) 
( t ) = Y_. q h ( t - t . ) <3> 
the probability density p(z) of the output is the solution of 
zp(z) - n J ^ (p[z-qh(t)]qh(t)) dt 
q JQ dz ^
L ^ v y J M v " (4) 
where n is the number of pulses per second and h(t) is the impulse re-
sponse of the filter. This equation has been solved for a number of low 
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pass and band-pass filters. Gilbert and Pollak have shown that, if 
n /a ^ 10f where a is the maximum frequency passed by the filter, p(z) 
is effectively a Gaussian density when the filter is low pass or band-
pass. Therefore, the dark current noise and photon fluctuation noise is 
effectively Gaussian if the above inequality is satisfied. It is shown 
further on in this chapter that this inequality is satisfied for LDV and 
LIV systems studied experimentally in this thesis. 
Photon fluctuation noise is white Poisson noise before the noise 
is filtered. After filtering, the noise becomes low—pass. The power 
spectrum S (f) of the signal from the PMT follows from Eq. (1) and is 
given by 
S (f) - qG2I + G2I26(f) for f < f (5) 
= qG2I + G2I26(f) for f > f 
where G is the PMT gain and f is the maximum frequency of the PMT. Under 
the proper conditions, as discussed above, the Poisson noise is also con-
verted to Gaussian noise. The PMT used in the thesis was an RCA 8645 
which has a fast rise time and is very sensitive in the visible region of 
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the spectrum. Its bandwidth is approximately 160 megahertz. The photon 
fluctuation noise leaving the PMT is then low-pass with a maximum fre-
quency of about 160 megahertz. From Eq. (93) of Chapter II, a frequency 
of 160 megahertz corresponds to a velocity v of 
/160 x 103 kHzVQ.0466 ft/sec^ ,,. 
v = { 1 "A mT—) (6) 
= 7456 ft/sec 
which is about Mach 7. The bandwidth of the estimator in this thesis is 
20 kHz which is far less than the PMT bandwidth. For a wide variety of 
flows, especially those at subsonic velocities, the frequencies generated 
by velocimeters and the bandwidths of their estimator systems are less 
than the bandwidth of the Poisson noise. Under these conditions, the 
Poisson noise can be considered white with respect to these systems. 
Laser Intensity Fluctuation Noise 
Photon fluctuation noise, as described above, is noise produced 
by random fluctuations in the number of photons striking the PMT even 
though the mean intensity of the beam remains constant. In contrast, 
laser intensity fluctuation noise is noise produced by random fluctuations 
in the mean intensity of the beam. The two primary kinds of laser inten-
sity noise, current fluctuation noise and excess photon fluctuation noise, 
are briefly described below. An expression for the power spectrum of the 
resulting noise in the PMT current produced by the intensity fluctuations 
is presented in terms of the power spectrum of the intensity fluctuations. 
The net effect of photon fluctuation noise, excess photon fluctuation, 
and current fluctuation on the power spectrum of the noise from the PMT 
is experimentally determined for a TEM helium-neon laser. 
The random variation in laser power produced by random fluctuations 
in the plasma tube current is referred to as current fluctuation noise. 
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Hongo has demonstrated that this noise does not exist at frequencies 
greater than 250 kHz for helium-neon lasers. He also points out that this 
critical frequency is related to the metastable life time of the helium 
atom. His results were verified by an experiment in which he sinusoidally 
modulated the current driving a helium-neon laser and measured the ampli-
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tude of the response of the laser to each sinusoid. 
Excess photon fluctuation noise arises from the interaction of 
various longitudinal modes in the laser. Even though a laser is operat-
ing in a single transverse mode (say TEM mode) it can have many longi-
tudinal modes. Generally, the phases of these modes with respect to each 
other is random and time varying. Hence, these modes will randomly beat 
together producing a difference frequency with a broad spectrum which acts 
as noise. If the longitudinal modes are phase locked together, i.e., 
their relative phase variations are fixed in time, the spectrum of the 
noise is a narrow spike or nearly a delta function. In this instance, 
excess photon fluctuation noise produces no detection problem except at 
Doppler shifts near the center of the beat frequency. Argon lasers can 
be readily made to operate in a single longitudinal mode by placing an 
etalon in the laser cavity. For such a laser, no excess photon fluctua-
tion noise exists. 
The center frequency of the noise is given by 
f - c/2L (7) 
c 
where c is the speed of light, and L is the cavity length of the laser. 
For a typical laser one meter long, f = 150 mHz. As indicated above, 
the resulting noise in a mode locked laser has a very narrow bandwidth 
and the spectrum is essentially a spike. For a non-mode locked laser, the 
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spectrum S (f) can be shown to have a shape given by the expression 
E 
2T /TT 
V f > = — - £ r — 2 <8> 
' c 
where T is the coherence interval of the mode. A typical value of T 
c J r c 
-8 * 
measured from a Spectra-Physics Argon laser is 3.3 X 10 sec. Substitut' 
ing this value into Eq. (8), S (f) is one fifth of its peak value at 120 
mHz when f = 150 mHz. From the functional form of Eq. (8), the contri-
bution of excess photon fluctuation noise is nearly constant for fre-
quencies less than 100 mHz. The noise is effectively filtered by the PMT 
and by the frequency estimator system in the same manner as the Poisson 
noise discussed earlier. The nature of excess photon fluctuation noise 
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is discussed in more detail by Hondara, and is modeled as white Gaussian 
noise in the analysis of this thesis. 
The power spectra of the intensity fluctuations in the beam arising 
from excess photon fluctuation noise and current fluctuation noise have 
3 
been described. Mayo has demonstrated that the noise in the PMT current, 




where S (f) is the power spectrum of the intensity variations. Note that 
the power spectrum of the PMT current noise has the same shape as the 
power spectrum of the intensity fluctuations. Also note that S (f)is 
2 
dependent upon I in contrast to the photon fluctuation noise spectrum 
which is dependent upon I. Because of this dependence, intensity fluctua-
tion noise can in some instances be the dominant noise for low frequency 
3 
velocimeter signals. 
Private communication with Spectra-Physics, Inc. 
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In order to determine the net effect of the various laser noises, 
the spectrum of a Spectra-Physics Model 120 helium-neon laser was mea-
sured. The spectrum of the laser was measured with a Hewlett-Packard 
Model 851B spectrum analyzer system as shown in Figure 34. The output of 
the laser was passed through a variable density filter to control the in-
tensity of the beam. The beam then struck a ground glass plate which 
diffused the light. The light from the ground glass fell on the PMT 
whose output was amplified by two Hewlett-Packard Model 461A amplifiers. 
The amplifier output went to the Hewlett-Packard Model 8551B up converter 
and Model 851B spectrum analyzer. In order to obtain maximum PMT fre-
quency response, the PMT was operated at 1800 volts and the amplifier 
gains adjusted so that no saturation occurred. 
The measured spectrum of this laser indicated that the noise due 
to the laser is effectively white. Figure 35 shows the spectrum from 
zero to nine mEz. The upper trace is the power spectrum and the lower 
trace is the spectrum analyzer with the PMT covered. The spike at the 
one centimeter mark is a dc marker produced by the spectrum analyzer. 
Figure 36 is a trace of the spectrum from zero to 900 kHz and Figure 37 
is a trace of the spectrum from zero to 90 kHz. This range was the lowest 
which could be analyzed with the Hewlett-Packard analyzer so this analyzer 
was replaced with a Tektronix 1L5 analyzer which has a lower range. 
Figures 38 and 39 show, respectively, the zero to 90 kHz and zero to 10 
kHz ranges. Note that these photographs indicate that the noise due to 
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Figure 3$. System Used to Measure the Spectrum of the Laser Noise 
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Figure 35. Laser Noise from Zero to Nine mHz 
(Lower trace is the zero level (output of 
analyzer with no signal applied).) 
Figure 36. Laser Noise from Zero to 900 KHz 
100 
'.'i >,-• • i -
Figure 37. Laser Noise from Zero to 90 kHz Measured 
by the Hewlett-Packard Spectrum Analyzer 
Figure 38. Laser Noise from Zero to 90 kHz Measured 
by the Tektronix 1L5 Analyzer 
Figure 39. Laser Noise from Zero to 10 kHz Measured 
with the Tektronix Spectrum Analyzer 
Dark Current Noise 
Dark current noise arises from electrons which are emitted from 
the photocathode due to thermal excitation and are not produced by colli-
sions with photons. The number of electrons emitted per unit time is a 
20 
white Poisson process like photon fluctuation noise. Pratt demonstrates 
that the power spectrum S'(f) of the electrons leaving the cathode is 
given by 
Ŝ (f) = q2n + n V 6(f) (10) 
where n is the mean number of electrons emitted per unit time and q is 
the charge of a single electron. Upon amplification and filtering by the 
multiplier stages of the PMT, the spectrum S (f) of the dark current be-
comes 
S (f) = G2q2n + G2n2q2 6(f) for f < f (11) 
= 0 for f > f 
c 
where G is the PMT gain, and f is the PMT bandwidth. The spectrum can 
be rewritten in terms of the current I produced by the dark current as 
follows 
SD(f) = GqIE + I E
2 6(f) f < fc (12) 
= 0 f > f 
c 
where I_ = Gqn. The spectrum consists of a constant component Gql and 
E h 
2 
a dc component I_ 6(f). The constant component is the only troublesome 
Hi 
component since a dc current in no way interferes with estimation pro-
cedures discussed in this thesis. 
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The electrons emitted from the cathode due to thermal excitation 
are statistically independent of those emitted due to photon collisions. 
Since dark current noise and photon fluctuation noise have the Poisson 
statistics and are independent of each other, they can be effectively 
lumped together into a single noise component. 
Thermal Noise 
Thermal noise is produced by resistors in the amplifiers following 
the PMT. The thermally excited electrons in a resistor give rise to many 
random voltage pulses across the terminals of a resistor. The Central 
Limit Theorem predicts the noise to be Gaussian. Since the pulses are 
19 
short in duration, the noise is also white. Davenport and Root give a 
20 
complete discussion of noise models for thermal noise while Pratt dis-
cusses its effects on optical communication systems. 
Effect of Noise on LDV Systems 
Now that the prime contributors to the noise in velocimeter systems 
have been outlined, the effect of the noise sources on LDV systems is dis-
cussed. It is shown that the major contributors to the noise are back-
ground room and laser light, the LDV reference beam, dark current noise, 
and thermal noise. Since each of these sources is white and Gaussian, 
the resultant noise is also white and Gaussian which is verified by mea-
surements made on the experimental LDV system described in Chapter II. 
The manner in which the sources of noise contribute to the LDV 
signal is depicted in Figure 40. The light striking the PMT consists of 
background light, the reference beam, and the light scattered by the 
particles. The background light comes primarily from the room lights 
Reference beam t 











r T D(t) 
Thermal 
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Figure 40. Schematic of LDV Noise Sources 
o 
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and from stray laser reflections. The effects of the background light 
were reduced in the experimental work by placing an aperture in front of 
the PMT at the point where the detection volume was imaged along with an 
interference filter centered at the laser wavelength. The aperture was 
the same size and at the same position as the imaged detection volume. 
This means that scattered light and reference light from the detection 
volume were in focus at the PMT and stray laser light from other parts of 
the system was out of focus and therefore reduced in intensity. 
It is shown in Eq. (23) of Chapter II that the reference light and 
the scattered light are optically heterodyned together at the PMT produc-
ing an intensity I 
"D 
I_ = I + I + I + 1 (13) 
D s r sr sr 
If background light is included, the intensity I at the surface of the 
PMT i s 
1 = 1 + 1 + 1 + 1 ' + 1^ (14) 
D s r s r s r B 
where I is the intensity of the background light. Photon fluctuation 
D 
noise and laser intensity fluctuation noise are produced at the PMT by 
the light falling on the PMT. The magnitude of the power spectra of these 
noises is shown in Eqs. (5) and (9) to be dependent on the PMT current I 
which is proportional to I . The intensity I of the reference beam is by 
far the largest component of I . The reference beam is about five percent 
of the total laser power and is focused directly on the PMT. For this 
reason, I is much greater than the intensity I of the background light, 
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i.e. 
I r » I B (15) 
of the background light. Also, it follows from Eqs. (30) and (57) of 
Chapter II that 
and 
I » I + 1 (16) 
r sr sr 
I » I 
r s 
Therefore, the power spectrum of the photon fluctuation noise and the 
laser intensity fluctuation noise depend primarily on I . Since I is 
constant, these noises have time invariant spectra and hence are statis-
tically stationary. 
Dark current noise and photon fluctuation noise have been shown 
to be Poisson shot noise processes. Effectively, the PMT filters the 
shot noise due to its non-infinite bandwidth. It was demonstrated 
earlier that the filtered shot noise is Gaussian if n /a 5 10 where a 
q 
is the filter bandwidth and n is the number of electrons per second pass-
q 
ing through the filter. This condition was satisfied by the LDV system 
used in this thesis and by most other LDV systems. The PMT used was an 
RCA 8645 and was selected because of its wide bandwidth, low dark current, 
and high sensitivity at laser wavelengths. Since the bandwidth of the 
PMT is 160 mHz, the condition for Gaussian noise becomes 
n ^ 10a (17) 
q 
s 10(160 x 106) 
9 , 
^ 1.6 x 10 photoelectrons/sec 
Since quantum efficiency T) of the tube is six percent at the wavelength 
of the helium-neon laser, the required number n of photons per second is 
K 




.10 ^ 2.66 x 10 photons/sec 
The power P' of a laser needed to produce photons at the required rate 
follows from Planck's law as 
Pr,10a_hv ( 1 9 ) 
^ (2.66 x 1010) (6.624 x 10~34)(3 x 1011) 
0.6328 X 10"3 
s 8.36 X 10"6 mw 
If a typical helium-neon laser with a power output of 20 milliwatts is 
used to drive the LDV, the power in the reference beam is five percent 
of the total power or one milliwatt. The threshold of 8.36 x 10 milli-
watts is easily exceeded and the Poisson noise is effectively Gaussian. 
Argon lasers with one watt output power can be used in LDV systems pro-
viding 50 mw for the reference beam. 
In addition to the filtering done by the PMT, the estimator system 
also filters the signal. If the estimation system is designed for sub-
sonic velocities, it has a frequency cut off at frequencies corresponding 
to speeds of about 1000 ft/sec. From Eq. (93) of Chapter II, 1000 ft/sec 
I 
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corresponds to a frequency cut off at 
( l mf Z^)(o.04 6ff t/sec) = "-4 - * (20) 
Taking into account this filter, the threshold power P" required to con-
vert the Poisson noise to Gaussian noise is reduced to 
M 21.4 mHz , in-6 r o i ^ 
p = "TT^—u— p' = 1.12 x 10 mw U-L; 
160 mHz 
It is shown in Chapter V that the system used in the experimental work 
had an upper frequency limit of 20 kHz further reducing the threshold 
power to 
P"' = T § r a P ' = 1-045 X ID"9 mw (22) 
The current i (t) from the PMT with noise taken into account 
follows from this discussion and Eq. (91) of Chapter II as 
£ -a(2TTf )2(t-t.)2 
I (t) = 2_ \ e cos 2TTfD(t-t.) + nDo(t) (23) 
i=l 
where n^ (t) is white Gaussian noise and it is assumed that the dc corn-
Do 
2 
ponent K^ C is removed by a very narrow filter at dc. The laser noise 
2 
produced by K_ C still remains and is included in n (t). The signal 
i1 (t) now goes to the two amplifiers. The amplifiers following the PMT 
amplify the current i (t) and add thermal noise to it. Denoting the gain 
of the first amplifier by G- and the gain of the second by G9, the current 
r (t) from the second amplifier follows from Eq. (23) as 
N 2 2 
-a(2T7fJZ(t-ty 
rTD 
(t) = G1G2 ^ Bi e " cos 2fTf])(t-ti) (24) 
i=l 
+ G 1 G 2
 nDo ( t ) + G l n l ( t ) + n 2 ( t ) 
where n (t) and n„(t) are thermal noises added by the two amplifiers, 
respectively. Since all the prime contributors to the noise, namely 





(t) = y B. e X cos 2tTfr)(t-ti) + n(t) (25) 
i=l 
where n(t) is white Gaussian noise and B. has been amended to include 
G and G2-
In order to experimentally verify the noise model, measurements 
were made on the LDV system described in Chapter II to determine which 
sources contributed the noise and to determine the power spectrum of the 
noise. The contribution to the noise of each element in the LDV system 
of Figure 25 was measured. The results of measurements are tabulated in 
Table 1. The noise from amplifier two with no applied input was 0.01 
volt. When amplifier one was connected to amplifier two, the output of 
amplifier two became 0.1 volt. The PMT was connected to the system with 
its surface covered from the light and no change in the output current 
was noted as the voltage applied to the PMT was varied from 0 to 1600 
volts. The dark current is therefore negligible in the 0 to 1600 volt 
range used in all the experimental work. Figure 41 shows the power 
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Table 1. Summary of Contributions of Noise 
Sources to Experimental LDV System 
Elements RMS Noise 
Voltage 
Amplifier two 0.01 v 
Amplifier one and Amplifier 
two, in series 0.01 v 
PMT (0 to 1600 v ) , Amplifier 
one and Amplifier two, in 
series 0.01 v 
I l l 
5 v/ cm 
5 ras/cm 
2 kHz/cm 
Figure 41. Power Spectrum from Zero to 20 kHz 
of the Noise from the LDV Detection 
System 
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spectrum of the noise from amplifier two with the elements connected in 
series as described above. The spectrum was measured over the 0 to 20 
kHz range with a Tektronix Model 1L5 plug-in spectrum analyzer. Note 
that the noise is approximately white over this frequency range which was 
used in the experimental work. Therefore, in the detection system used 
in the experimental work, the noise was essentially white and the prime 
contributors to the noise were the two amplifiers. The PMT produces 
little noise in comparison to the amplifiers. 
The reference beam was allowed to fall on the PMT and the output 
noise voltage increased to 0.35 volt indicating that the laser noise pro-
duced by the reference beam was much greater than the detection system 
noise. Figure 42 shows the power spectrum of the noise with the refer-
ence beam falling on the PMT. It is seen that this noise is white over 
the range from 0 to 20 kHz. When the room lights were turned on, the 
noise from the filter increased negligibly. Since the noise level with 
the reference beam was 0.35 volt as compared to 0.1 volt without the 
beam, it can be concluded that the dominant source of noise in the system 
was white Gaussian noise created by the laser noises in the reference 
beam. 
Effect of Noise on LIV Systems 
The noise sources which are present in LDV systems are also pres-
ent in LIV systems although their relative contributions to the total 
noise are different in LIV systems as compared to LDV systems. The LDV 
signal has a large dc component I which controls the magnitude of the 




Figure 42. Power Spectrum from Zero to 20 kHz 
of the LDV Noise with the Reference 
Beam Falling on the PMT 
intensity components which have been demonstrated in Chapter II to be 
much smaller than I . It is the absence of a large dc component in the 
PMT current of the LIV system which makes the relative magnitudes of the 
noise contributed by various sources in LIV systems different from their 
relative magnitudes in LDV systems. However, the dominant noise in the 
LIV system, like the LDV system, still turns out under most conditions 
to be white Gaussian noise. 
Figure 43 is a schematic of the noise sources in the LIV system. 
The system from the PMT to the second amplifier shown in the figure is 
the same detection system used in the LDV. The light falling on the PMT 
consists of light scattered by the particles and background light. The 
intensity at the PMT surface due to the scattered light was shown in 
Eq. (72) of Chapter II to be 
1 = 1 + 1 + 1 + 1 (26) 
I u w uw uw 
Taking into account background light intensity I , the total intensity 
I ' at the PMT is 
I-.1 = I + I + I + 1 ' + IB (27) 
I u w uw uw B 
The resulting PMT current i' (t) becomes 
i'(t) = K _ ( I + I + I B + I + I ") + nT (t) (28) 
II I u w B uw uw Io 
where n (t) is the noise produced by the laser beams and by the dark 
current. 
Scattered Light ̂  









Figure 43. Schematic of LIV Noise Sources 
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Even though the intensity of the light at the PMT is less in the 
LIV system as compared to the LDV system, the intensity is still high 
enough under most conditions to convert the Poisson noise due to the dark 
current and photon fluctuations into Gaussian noise. The magnitude of 
2 2 2 2 
the I + 1 term follows from Eq. (81) of Chapter II as 4e C C. /G TT. In 
u w 4 
order to estimate the magnitude of I + I , it is assumed that a 20 mw 
u w 
helium-neon laser is used and that the intensity of the two beams in the 
2 2 2 
LIV system is 10 mw. Using the typical values of e , 0" , and G given in 
Eq. (88) of Chapter II, the magnitude of I + 1 becomes 
u w 
2 2 2 
4 £ g C4 = 4(1/770)(0.195 x IP"
6) (10) ( 2 9 ) 
G2TT (0.031)2(TT) 
-6 
= 3.36 x 10 mw 
The threshold power required to convert Poisson to Gaussian for the ex-
perimental work was shown to be 1.045 X 10 mw in Eq. (22). Therefore, 
in the experimental work, the noise was clearly Gaussian. For estimators 
designed to operate in any subsonic flows, the threshold power was shown 
in Eq. (21) to be 1.12 x 10 mw. The condition for Gaussian noise is 
fulfilled in this case also, but not by a margin as large as in the case 
of the experimental work. Readily available argon lasers which are cap-
able of providing 500 mw to the two beams of the LIV system can also be 
used. With such a laser, the magnitude of I + 1 would be about 1.68 
u w 
X 10 mw, far exceeding the threshold of 1.12 X 10 mw required for 
estimators designed for subsonic flows. With an argon laser, the power 
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requirement of 8.36 x 10 mw for flows up to 7456 ft/sec is also satis-
fied. It should be noted that the intensity term L also contributed 
J B 
photon fluctuation noise and that its contribution has been neglected in 
the above calculation. It is shown later in this chapter that the noise 
produced by I can be much greater than the noise produced by I + I . 
B u w 
If the criterion for Gaussian noise produced by I + 1 is fulfilled, the 
u w 
criterion will certainly be fulfilled for the combination of I„ and I + 
J B u 
I . 
w 
The requirements for Poisson noise to be converted to Gaussian 
are easily satisfied for the experimental work done in this thesis. In 
addition, the requirement is satisfied for an estimator whose bandwidth 
is just wide enough to accept signals from any subsonic flow. If an argon 
laser is used to drive the velocimeter, the noise is Gaussian for almost 
any flow. However, if the velocimeter is driven by a low power laser, 
and if the estimator is designed to operate at frequencies corresponding 
to supersonic speeds, the Poisson case might be achieved if the background 
light is low enough. 
After the current leaves the PMT, it is amplified by the two ampli-
fiers shown in Figure 43. The PMT current in Eq. (28) can be extended to 
the case of N particles by substitution from Eq. (91) of Chapter II as 
follows 
£ -C.(2TTf )2(t-t ) 2 
iI(t) = I (Bi+1) e cos 2fTfD(t-ti) + nID(t) (30) 
i=l 
The background intensity I is generally constant in time and produces 
B 
a dc current. Since the dc PMT current can be removed by a very narrow 
118 
filter placed at dc, it is neglected. It is important to note, however, 
that the noise produced by I is not filtered out and is incorporated in 
B 
n _(t). The signal r (t) which leaves amplifier two is 
rTI 
N -a(2iTf )2(t-t.)2 
(t) - GXG2 2 (Bi+1) e ' cos 2irfD(t-ti) (31) 
i=l 
+ GLG2 nID(t) + G2ni(t) + n2(t) 
where G , G„, n1(t), and n„(t) have the same definitions as given in the 
discussion of LDV noise. This equation is rewritten as the following 
N -C*(2TTf )2(t-t.)2 
= Y ,- ... — D - - -i rTI(t)  2 ( B ^ D e cos 2irfD(t-ti) + n^t) (32) 
i=l 
The definition of B. has been amended to include G..G9, and n (t) is the 
sum of all the noise terms. 
There are two modes of operation of the LIV system which are con-
sidered in this thesis. The noise due to the background light is the 
dominant noise in one mode and the thermal noise due to the amplifiers is 
the dominant in the second mode. The background noise mode is the most 
common mode of operation in most wind tunnel environments. It is diffi-
cult and inconvenient to sufficiently darken a room in which a large wind 
tunnel is operating to remove background light due to room lights. Also, 
the position of the PMT is dictated by the geometry of the tunnel and 
model and cannot always be placed where there are no stray laser beams. 
Laser beam reflections from the wind tunnel windows and from the lenses 
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in the velocimeter system also produce background light and were observed 
in the experimental work and considerable alignment was needed to keep 
them away from the PMT. The background light is stronger than the scat-
tered light from the particles and hence fulfills the Gaussian criterion 
as discussed earlier. The background light is constant in intensity and 
hence the power spectrum of the noise which depends on the intensity of 
the light is not time varying. Therefore, the mode of operation in which 
noise due to background light dominates is characterized by white Gaussian 
noise. 
In the second mode of operation, it is assumed that by some means 
the background light is reduced enough that background noise is no longer 
the dominant source of noise. The intensity of the light scattered by 
the particles to the PMT is very small as discussed earlier in the chap-
ter. The magnitude of the power spectrum of the G.. G^ n _(t) component of 
n (t) is dependent on the intensity of light at the PMT, as is pointed 
out in the discussions on photon fluctuation and laser intensity fluctua-
tion noise. Hence, if the light intensity at the PMT is small, the com-
ponent G G n (t) could be quite small compared with the thermal noise 
component produced by the amplifiers. In this case, the dominant noise 
in n (t) would be thermal noise which is white and Gaussian. 
The noise model proposed for LIV systems was verified with the 
experimental LIV system described in Chapter II. The noise due to the 
detection system alone was measured to be 0.1 volt in the LDV system which 
was the same detection system used in the LIV system. The noise from the 
LIV system was measured with no lights on in the room and was also found 
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to be 0.1 volt. Under these conditions, background noise is negligible 
compared to the thermal noise from the amplifiers. The only other source 
of noise under these conditions is noise associated with the laser light 
scattered by the particles to the PMT. In order to estimate the amount 
of noise produced by the scattered light, the ratio R of the power in the 









where Af is the bandwidth of the system and n is the number of photoelec-
trons per second emitted from the PMT. In the experimental work, Af was 
limited by the recording system to be 20 kHz. The power of the scattered 
_f. 
light was estimated to be 3.36 X 10 mw in Eq. (29). It follows that n 
is given by 
- T\ (3.36 x 10"6 mw) /Q/, 
n = (34) 
= (0.06)(3.36 x 10"
9)(0.6328 x 10"3) 
(6.624 x 10"34)(3 x 1011) 
u 
= 6.40 x 10 photoelectrons/sec 
With a value for n, the ratio of Eq. (33) becomes 
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R = 6' 4° X 10. (35) 
20 X 10 
= 3.20 X 104 
The ratio of the power in the signal to the power in the photon fluctua-
4 
tion noise is 3.20 X 10 . Since the rms value of the signal was about 
one volt, the rms voltage of the photon fluctuation noise was about 
1 volt 1 f . 
j v - / =zT (36) 
v/ R V 3. 20 X 10^ 
= 0.0056 volt 
which is much less than the rms voltage of the thermal noise which was 0.1 
volt. The laser intensity fluctuation noise was specified by the manu-
facturer to be less than one percent of the beam intensity. Since the 
PMT current is proportional to light intensity, the rms voltage of the 
noise should be about 0.01 volt when the rms voltage of the signal is one 
volt. Hence, the laser intensity fluctuation noise is also negligible 
compared to the thermal noise of the amplifiers. 
In order to demonstrate the mode of operation in which background 
noise was a factor, the room lights were turned on. The rms voltage of 
the noise increased to 0.15 volt. Figure 44 is a spectrum analyzer trace 
of the noise with the lights on which shows the noise to have been still 
approximately white. The white lights were covered with yellow filters. 
This reduced the background noise level enough that the overall noise was 
slightly over 0*1 volt. Background noise can be reduced greatly by using 
.5 v/cm 
5 ms/cm 
Figure 44. Power Spectrum from Zero to 20 kHz 
of the LIV Noise with the Room 
Lights on 
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colored filters. The background noise due to laser reflections was neg-
ligible in the experimental work since the geometry of the tunnel and air-
foil allowed the PMT to be located where there were no laser reflections. 
There are instances in which the PMT might have to be located where there 
are laser reflections and these reflections will produce background noise. 
There is a possible third mode of operation which has not yet been 
discussed in which both the noise due to background light and due to ther-
mal noise is negligible. Suppose that the LIV system is so well aligned 
and the optics are so clean that no stray laser light falls on the PMT. 
Also, let the experiments be carried out in total darkness so that there 
is no background light due to stray laser beams or room lights. Assume 
too that the amplifiers are noise free and the PMT is cooled to eliminate 
dark current. Under these conditions, the only noise present would be the 
photon fluctuation noise and laser intensity fluctuation noise associated 
with the light scattered from the particles. The calculations from Eqs. 
(17) through (22) indicate that this noise is still Gaussian rather than 
Poisson for typical size lasers and smoke particles, and velocimeter sig-
nal estimators designed for operation in subsonic flows. However, if 
smaller particles are present, the photon fluctuation noise could be Pois-
son. Since there is no other noise present, the signals from infinitesi-
mally small particles are detectable. The power spectra for the laser 
noises as given by Eqs. (5), (8), and (9) are all dependent on the inten-
sity at the PMT. The intensity at the PMT in this case is time varying 
with no large and dominant component such as I in the LDV systems or I 
in other LIV systems. Therefore, the spectra of these noises is time 
varying which means that the noise is nonstationary. Since this case 
has not been experimentally achieved in this thesis or reported in the 
literature to the author's knowledge, it is not further discussed. 
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CHAPTER IV 
THE FOURIER TRANSFORM ESTIMATOR 
Introduction 
In the preceding chapters, the signal and noise models for LDV and 
LIV systems were derived. In this chapter, a procedure called the 
'Fourier transform estimator," to estimate the frequency of velocimeter 
signals, is described. The estimator is shown to perform well when the 
frequency of the signal is rapidly changing and the noise level is high. 
A means to implement the estimator is suggested and a statistical analysis 
of its performance is carried out. 
Motivation and Description of the Fourier 
Transform Estimator 
In Eqs. (86) and (87) of Chapter II, it is demonstrated that the 
LDV signal r (t) and the LIV signal r (t) can be written, respectively, 
as 
N , . c .2, N2 
v -a(2TTf ) (t-t ) 
rTD(t) = 2.
 Bi e cos 2^fT,(




rTI(t ) = ) B. e (1 + cos2TTfr.(t-t.)) + n(t) (2) 
i=l x D i 
where B. is the amplitude of the i pulse, t. is the arrival time of the 
I I 
pulse, f is the frequency of the pulse, and N is the number of pulses 
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during a given time interval T. The dc component in r (t) is omitted 
because it can be filtered out by a very narrow band-stop filter at dc. 
The interval T is chosen to be small enough that all the pulses have the 
same frequency f . It is shown in Chapter III that n(t) under a wide 
variety of experiments, including the experiments carried out in this 
thesis, can be modeled as white Gaussian noise. 
One means to estimate the frequency of velocimeter signals is to 
simply perform the Fourier transformation of the received signal and take 
the frequency estimate to be the frequency at which the transform is maxi-
mum. The Fourier transforms of r (t) and r (t) are shown in Appendix D 
to be, respectively, 
V f ' V = I rTD(t) e 
-j2TTft 
dt (3) 
N _ A Ojrf t 
B. e i exp 




+ exp - |- — 2 - J | + NT(f) 
1 4af 
D 
V f'V rTI(t) e dt o (4) 
N 
-j2TTf tf 
W [ B e'- D i { 2 exp - f
2/4otfn
: 
2fn\/TT0f . -D 1=tl 
r(f-fJ (f+f J T 
+ exp 
4c*f 
|_] + exp . [—§-]} • NT(f) 
n 4afn 
where N (f) is the Fourier transform of the portion n(t) of the incoming 
signal which is T seconds long. It is apparent from Eq. (3) that R^(f,f ) 
has its maximum values at f = ± f in the noiseless case, i.e., n(t) = 0. 
If the exponential centered at the origin in Eq. (4) is discounted, 
IL.(f,f ) also has its maximum value at f = ± f in the noiseless case. 
The estimator should perform well at high noise levels since the 
signal is concentrated about ±f~in the transform while the noise is 
spread uniformly along the frequency axis. The time resolution can be 
made arbitrarily high by making T small. This means that the estimator 
can track the velocity of rapidly changing flows. As N increases, the 
amplitudes of the signal portions of Eqs. (3) and (4) increase relative 
to noise portion. In other words, the performance of the estimator im-
proves as more particles pass through the detection volume during T. As 
the particles become bigger or more reflective, B. increases with the re-
sult that the signal portion of Eqs. (3) and (4) increases relative to 
the noise portion. In addition to the estimator being intuitively work-
able, it can be motivated from the statistically optimum estimator for 
the LDV system. Appendix B states the optimum estimator and shows its 
relationship to the Fourier transform estimator. 
Implementation of the Fourier Transform Estimator 
Coherent optical data processing techniques, already used in a 
no on 
number of applications, ' present a reliable and quick means to perform 
the Fourier transform operation. The signal is recorded as an amplitude 
transmission variation on photographic film. Then the film is illuminated 
by a coherent beam of light which modulates the beam with the information 
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on the film. The light from the film passes through a lens which performs 
the Fourier transform operation. Optical data are especially convenient 
in this application since the incoming signals can be as high as 100 mHz 
and the most promising means to record such high frequency signals are 
film recorders. Magnetic tape recorders, not having the high storage 
capacity of photographic film, cannot record frequencies above a few mega-
hertz. 
The data are recorded on film as illustrated by the schematic 
in Figure 45. The incoming signal is inverted by an amplifier and is 
passed into a light modulator which modulates a collimated beam of light. 
The light from the modulator is focused by a lens onto a moving strip of 
film which is mechanically driven in the focal plane of the lens. The 
exposure of the film varies as the intensity of the modulated light beam 
and produces a variable exposure line on the film. The film, when devel-
oped, has an amplitude transmission variation related to the exposure by 
an amplitude transmission-exposure (T-E) curve shown in Figure 46. The 
average intensity of the beam is chosen to bias the signal in the center 
of the linear portion and the amplitude of the modulation is chosen to 
keep the recorded signal within the linear region of the curve. Generally, 
the center of the linear portion of the curve is at a transmission of 0.5 
and the linear region extends from a transmission of 0.2 to 0.8. As the 
incoming signal increases positively, the light intensity decreases and 
the transmission of the film increases. The purpose of the inverting 
amplifier is to take into account the negative slope of the T-E curve. 











Figure 45. Schematic of a System to Write Data as Amplitude 
Variations on Film 
NJ 
Figure 46. Typical Amplitude Transmission v s . Exposure (T-E) 
Curve for High Resolut ion Film 
o 
laser beam and the modulator can be a Pockelfs cell. Alternatively, a 
light modulating galvanometer with a coherent or incoherent beam could 
be used. The lens is usually a one dimensional lens which focuses the 
beam down to a narrow line rather than a circular spot. The advantage of 
using a line rather than a spot is that the line spreads the data out 
over a larger area allowing a larger beam to be used in the subsequent 
data processing system. Generally, high resolution film such as holo-
graphic film with resolution in excess of 2000 lines/mm is used. A com-
mercial unit utilizing a laser, a Pockel's cell, a one dimensional lens, 
and holographic film is described in reference 30. The dynamic range of 
the system is the ratio of the intensity of the largest linearly record-
able signal to the smallest detectable signal and is generally 30 db. 
The limiting factor in dynamic range is film grain noise. The width of 
the line focused on the film limits the spatial frequency of the ampli-
tude transmission pattern which can be written on the film to a density 
of about 200 lines per mm. 
The signal, having been recorded on film, is processed by the 
optical data processing system shown in Figure 47. A collimated beam of 
light from a cw laser illuminates the film whose amplitude transmission 
is given by rT^(t) or r (t) where t is now considered to be a spatial 
dimension. The light leaving the film has a complex amplitude propor-
tional to the amplitude transmission of the film. It is shown in a 
31 32 
number of references ' " that the complex amplitude of the light in the 










dimension in the focal plane. The phase of the light is usually not 
very important since light detectors sensitive only to intensity are 
placed to the right of the lens. An aperture of width T is placed in the 
plane of the film to control the length of the sample over which the 
Fourier transform is taken. The choice of T depends on the resolution 
in time to which the frequency is to be estimated. A light detector, 
such as a photomultiplier tube preceded by a slit, is used to measure the 
intensity of the light at each position in the focal plane. By noting 
the position f where the light intensity is maximum, an estimate of f 
is obtained. 
Figure 48 is a schematic of a laser velocimeter system utilizing 
optical data processing techniques. The system consists of a data re-
corder section, a velocimeter section, and an estimator section. The 
light from the laser strikes the beam splitter. Part of the light goes 
through the beam splitter and drives the laser velocimeter. The rest of 
the light passes through a Pockel's cell which modulates the light beam. 
When the data are ready for processing, a mirror is inserted into the 
system which directs the beam to the data reduction section. Currently, 
the only available commercial film requires developing. However, "real 
The complex wavefront in the right focal plane of the lens is an 
exact Fourier transform of the signal recorded on film only if the light 
beam illuminating the film is collimated and the film is placed in the 
left focal plane. There are several other configurations which produce 
a wavefront to the right of the lens whose amplitude is the amplitude of 
the Fourier transform of the signal on the film.-^ However, the phase of 
the wavefront is not always the phase of the Fourier transform. Since 
the estimator only locates the maximum value of the transform, the phase 
of the transform is unimportant and these other configurations can be 
used if convenient. 





Figure 48. Schematic of Velocimeter Optics, Data Recorder, and Estimator Combined into One 
Unit 
time" film which does not need developing is now being investigated by a 
number of organizations. Such a real time film would eliminate the delay 
time required for developing. The proposed system has the potential of 
being a portable, inexpensive, self-contained unit which can be easily 
moved from one tunnel to another. 
Bound on the Risk of the Fourier Transform Estimator 
A bound on the risk with respect to a uniform cost function is 
derived for the LDV and LIV signals when the noise is white and Gaussian. 
The analysis is carried out in terms of a signal r (t) given by 
rT(t) - s(t,fD) + n(t) (5) 
where n(t) is white Gaussian noise and s(t,f ) is given by 
£ -«(2TTf )2(t-t ) 2 
) Bi e cos2TTfD(t-ti) (6) 
i=l 
if the signal is from an LDV system and by 
N 2 2 
" -cK2TTfnr(t-t .) 
) Bi e (1 + cos2TTfD[t-tJ) (7) 
i=l 
if the signal is from an LIV system. There are several unknowns in the 
above expressions, but the only one of any importance is f . The time 
interval T over which the estimate is to be made is chosen to give the 
required resolution in time. In effect, time is quantized into segments 
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of duration T and f is estimated for each segment. There is no practical 
reason to estimate the arrival time t. of each particle. The estimate of 
1 
f is made by noting the frequency at which the Fourier transform of the 
signal is maximum. The magnitude of the maximum value of the transform 
is dependent on t. , B., and N, but its location on the frequency axis is 
not. For these reasons, f is the only parameter which is estimated and 
the bound on the risk of the estimator is found as a function of t. , B., 
and N. The dependence of bound on N shows the advantages of using heavy 
seeding or many particles in the flow as compared to few particles in the 
flow or light seeding. As the number of particles increases, more signal 
becomes available and the bound should decrease. The dependence of the 
bound on B. shows the advantages of using big or highly reflective par-
ticles. The signal amplitude increases as the particles become more re-
flective or bigger and the bound should again decrease. Although f could 
be modeled as Gaussian in turbulent flows, the mean and variance of the 
density are usually unknown. Since the statistics of f are difficult to 
determine beforehand, all frequencies will be assumed as equally likely 
to occur, i.e., f is assumed to be uniformly distributed between 0 and 
the maximum frequency f that can be estimated with the velocimeter. n max 
With this assumption, the probability density p(fn) becomes 
p ( V = ^ _ o S f S fmax (8) 
max 
= 0 elsewhere. 
The expression for the risk V of the Fourier transform estimator 
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33 
follows from the definition of risk given by Van Trees and i. 
CO 
v = J G[fD,fDF(R)] p(R)/fD) p(
f
D)
 dR df D (9) 
-CO 
The components of the vector R are the values of the Fourier transform at 
various points on the frequency axis. Since the frequency axis is a con-
tinuum of points, the Fourier transform is observed at frequency intervals 
of Af. The interval Af is chosen to be l/T as dictated by the Sampling 
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theorem. The estimate made by the proposed estimator is denoted by 
f (R) and is the frequency corresponding to the largest component of R. 
The actual frequency of the signal is f . The conditional probability of 
R with respect to f is p(R/f ). The cost function C[f f (R)] is uniform 
and is given by 
C[fD,fD(R)] = 1 fD(R) ^ fD (10) 
= 0 fD(R) = fD 
In other words, equal cost is assigned to all incorrect estimates and 
zero cost is assigned to the correct estimate. 
A bound to the risk V is now derived. By substituting Eq. (8) 
into Eq. (9), V becomes 
f 
oo m a x 
V = F M J C[fD,fDF(I)] p(R/fD) dfDdR (11) 
max -co o 
The frequency f is now quantized into intervals of Af where Af is l/T. 
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Approximating the integral over f in Eq. (11) by a summation, V is given 
by 
M 
V = Y^~ Y J C[kAf,fDF(R)] P(R/kAf) dR (12) 
max -j_-_^ -03 
M 
= ^ Y J C[kAf,fDF(R)] P(R/kAf) dR 
i=l 
where f = MAf. If the cost function defined in Eq. (11) is substituted 
max 
into the integral, the expression for V becomes 
M 
V = ̂  Y J_ P(R/kAf) dR (13) 
The region R is defined as the region of the observation space in which 
the estimate f (R) is not equal to kAf when the actual signal frequency 
Dh 
is kAf. In other words, the integral of Eq. (13) is the probability of 
error of the estimator when a signal of frequency kAf is received. Since 
the estimate is the frequency at which the Fourier transform is maximum, 
Eq. (13) can be rewritten as 
M 
V = k I p [ a H R J > l \ l k * ^ <14> 
k=l 
R i s the va lue of the Four ie r t ransform a t the frequency JL/sf and p[*] 
JO 
denotes p r o b a b i l i t y . By d e f i n i t i o n , the p r o b a b i l i t y above i s equal to 
p[any |Rj| > |Rj k + jtf = p[( j R l | > I ^ D l J d l l j l > | y (15) 
• • • ( |Rj > l \ | ) • • • (|«MI > |Bfc.|>3 i t * 
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Since several R can be greater than R the events (|R,| > | R, |) are not 
mutually exclusive. Hence the following inequality results 
P[any R̂  > \, k / |] ̂  PC | R]L | > |RJ] + P[ | R£ | > |RJ] (16) 
+ . . . + P [ | R J > | R J ] + . . . + p [ | i g > i ^ j ] k jt i 
Substituting (16) into (14), a bound on V is obtained 
M M 
V" I I P[IRJ > K\] (17) 
k=l &=1 
k ̂  i 
It should be noted that the bound of Eq. (17) differs from the 
exact value of V only in that several R could be larger than R^. How-
ever, if the signal to noise ratio is high enough, the chances that 
several R are greater than R become small. Hence, as the signal to 
noise ratios increase, the bound becomes asymptotically close to V. 
The bound on the risk given by Eq. (17) is now evaluated. The 
probability density p(|RJ/kAf) is derived and then used to obtain 
P[|RJ > |R, | ] . It follows from Eqs. (6) and (7) that R. is given by 
R^ = |D(jJAf,kAf) ej0 + NT(£Af)| (18) 
If the signal is from an LDV system, 
















+ exp . p*ii] 
4 ok 
0 = 
If the signal is from an LIV system, 
R^ = Rj.UAf,kAf) (20) 
D(4Af,kAf) = 












The only d i f f e rence in the two s e t s of d e f i n i t i o n s i s the low-pass 
Gaussian term in the LIV s i g n a l . In de r iv ing the dens i ty p (R. /kAf) , the 
jL 
first term of Eq. (18) can be thought of as deterministic and the second 
as random. The probability density of N (XAf) is found and used to deter-
mine p(R /kAf), 
Al 
Since the expression for N (AAf) given by 
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NT(XAf) = J n(t) e - J
2 ^ A f t d t 
o 
(21) 
considers only the portion of n(t) between 0 and T, n(t) is assumed 
periodic over all time with period T. With the periodic assumption, 
o c. 
n(t) can be expressed by a Fourier Series of period T as follows 
uu 
n ( t ) = y a cos(2TTqAft) + b sin(2TTqAft) (22) 
q=l 









n(t) sin2nqAft dt 
Since n(t) is Gaussian and mean zero, a and b are also Gaussian and 
q q 
mean zero. The variance of a is given by 
q 
, 2 4 r
T 
< a > - —TT 
q T2 Jo. 
<n(t1) n(t2)>cos(2TTqAft1) cos (2TTqAf t ^ (23) 
X d t 1
d t
2 
The noise n(t) is white and therefore its autocorrelation is 
N 
< n(t1) n(t2) > = -y 6(tx - t£ (24) 
Utilizing the sifting properties of the delta function, < a > becomes 
q T 2 J Q . 
J , N 
— 6(t - t 2 ) cos(2nqAft1) cos (2nqAf tp d t ^ d ^ (25) 
2N nT 





By a similar analysis, < b > is given by 
9 N 9 ^ i 2 o 2 
< b > = -TjT = < a > q T q (26) 
The coefficients a and b are also uncorrelated and hence independent 
q r 
as can be seen by eva lua t ing 
J 
"o 
< a b > = ~2 \ \ < n ^ ) n ( t 2 > > cos2TTqAft sin2TTrAft2 d ^ d ^ (27) 
2N pTp 




T J cos2rrqAft sin2TTrAft dt dt 
= 0 
Having found the statistics of the Fourier coefficients, the sta-
tistics of N (Mf) follow by substituting Eq. (22) for n(t) into the ex-
pression (18) for N (£Af) as follows 
143 
^1 
NT (Mf) = n ( t ) e -
j 2 , ™ f t d t (28) 
= Y a J cos(2TTqAft) e -
j 2 T r £ A f t dt 
q=l q ° 
T 
+ b J sin(2TrqAft) e "
j 2 T T M f t dt 
o 
By s u b s t i t u t i n g e ' J L = cos2ir4Aft + j sin2TT.£Aft i n t o Eq. (26) and 
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using standard integration tables, N (j&Af) becomes 
00 a T 
NT(j&Af) - Y ~2T [
Sin° M f (j&~q) T/2 + SinC ^ ^ C ^ ) T/ 2] <29) 
q=l 
jb T 
+ 2 [ s i n e 2TTAf(j&-q) T/2 + s ine 2TTAU+q) T/2I 
Observe that the only terms in the above summation which make a contribu-
tion to N (jlAf) are the terms for which q = Z. All of the terms q for 
which q ̂  & have a zero crossing at the frequency j&Af. With this in mind, 
N (j£Af) can be written as 
a T b T 
NT(j^Af) = 4 " "
 j 2 (30) 
Since a and b. are both Gaussian with zero mean and equal variance and 
Jil AJ 
also statistically independent, it follows that the amplitude of N (j&Af) 
is Rayleigh distributed and that the phase of N (IA£) is uniformly dis-
34 
tributed from 0 to 2TT. 
With the probability density of N_(j&Af) determined, the probability 
density p(|R J/kAf) can be readily obtained. Substituting Eq. (28) into 
(16), R becomes 
Jo 
Th 
R^ - D(Mf,kAf) eJ^ + -f- - j -f- (31 
e real part of R. is Gaussian with a mean of D(Mf,kAf). The imaginary 
part of R is zero mean Gaussian with the same variance as the real part. 
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It is demonstrated in a number of references ' that the probability 
density of the amplitude of such a random variable is a Rician density 
given by 
4 | R | f J R J 2 + D
2(Mf,kAf)-]. 
P(|Rj/kAf) = —&- {exp - [ N T / 2 J) (32) 
,4D(4Af,kAf) Rfll 
I 
o \ NT 
The expression for p(|R | > | R, |) is found by integrating the above 
probability densities as follows 
P[|R | > | R j ] = J p(|Rj/kAf) J p(|R |/kAf) d l ^ l d l ^ l (33) 
IV 
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The above integral has been evaluated by Stien and is given by 
s + h 
P( |Rj > |R j ) = [ Q ( J i ^ ) - \ exp (- - i - ^ ) I 0 ( s / T ^ ) ] (34) 
(continued) 
= D
2 ( i A f , k A f ) 
'I N T/2 
= D
2 ( M f , k A f ) 
k " N T/2 
o ' 
r>°° 
• [ ^ exp Q(>Ti],^) = J exp - [ - V - ] V
XVI?> - dx 
h k 
The bound on V from Eq. (16) is the summation of the probabilities 
P(|RJ > |R, |) and is given by 
M M 
v- I I P ( | R J > K^ (35) 
k= l J?F=1 
k / l 
M M g + h 
S I I [Q< .̂>PS> " I exp (- -t_Js) I 0 ( f^ k ) ] 
k=l £=1 
k / 1 
A few conclusions regarding the performance of the estimator can 
be made by studying the bound on V given by Eq. (35). The bound depends 
strongly on g. and h and it is shown in Appendix C that the bound becomes 
XJ K. 
arbitrarily small as g and h increase. As the amplitudes B of the 
XJ K XJ 
pulses increase, the signal becomes stronger relative to the noise. 
From Eqs. (18, 19, and 34), it is apparent that g and h increase with 
XJ lC 
B. and the bound therefore decreases. As the noise power N decreases, 
the bound also decreases. When the number of particles N during the 
interval T increases, more signal becomes available. The bound is also 
seen to decrease as N becomes large. The parameter a determines the 
bandwidth of the signal. A small value of a means a narrow bandwidth 
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signal and it is easier to estimate the frequency of a narrow band signal 
as compared to a wide band signal. It is also clear from Eqs. (18, 19, 
and 34) that the bound decreases as of decreases. As T becomes large, the 
definitions of g. and h indicate that they decrease and the bound in-
XJ tC 
creases. This behavior shows that increasing T without increasing N 
degrades the estimator's performance. As T is increased, only noise is 
brought into the signal unless the number of particles N is also increased 
Signal to Noise Ratio 
In order to evaluate the performance of the estimator operating 
on data with various noise levels, it is convenient to define a signal-
to-noise ratio S . This quantity should be easy to measure and be indica-
tive of the relative strengths of the signal and the noise. The incoming 
signal from which S is determined is given by Eq. (5) as 
rT(t) = s(t,fD) + n(t) (36) 
The proposed definition of S>T is 
fH 
J „ | s ( f , f D > |
2 d f 




The quantities S(f,f ) and N (f) are the Fourier transforms of portions 
of s(t,f ) and n(t) which are T seconds long and f is the upper frequency 
D a 
cut-off of the estimator. The quantity S is the ratio of the area under 
the square of the Fourier transform of the signal to the area under the 
square of the Fourier transform of the noise or equivalently the ratio of 
signal energy to noise energy. The numerator and denominator of S can 
be measured by optically performing the Fourier transform of the incoming 
signal r (t) and measuring the intensity of the light in the Fourier 
transform plane of the lens. The procedure for experimentally measuring 
S is described in Chapter V. 
It is shown in Appendix D that the area under the Fourier trans-
form of the signal S(f,f ) is given by 
„fH s<f'Vi2df=^iry-) i B.2 OS) 
-*H D' 1=1 
if the signal is from an LIV system and by 
f„ N 
, H 
s(f,yi2df= 74 y - ) y \2 o9) 
if the signal is from an LDV system. The denominator of S is a random 
variable since n(t) is random. The mean value of the denominator of S 
is given by 
fH fH 
< J |NT(f)|
2df > = j < |NT(f)|
2 > df (40) 
~fH "fH 
41 
It is shown by Davenport and Root that for large T 
9 N T 
< |N (f)T >~-y- (41) 
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since n(t) is white noise. Substituting Eq. (39) into Eq. (38), the mean 
value of the denominator becomes 
fH 
< J ' |NT(f)|
2df > = NQTfH (42) 
"fH 




^ [ 3 / 2 f J . 1 Bi 
r\a ' D iWl 
for LIV s i g n a l s and 
N N Tf„ 
o H 
N 
J^ [ l/ 2 fD ] l B i 2 
S„ = ^f^ (43) 
o H 
for LDV signals. The signal to noise ratio increases as the signal am-
plitudes B increase. As oi and f^ decrease, the signal's duration is 
i -U 
longer and S increases. Increasing N, the number of particles recorded 
in length L, also increases S - The ratio Ŝ T decreases as N , the spec-& ' N N o 
trum of the noise, increases. 
CHAPTER V 
EXPERIMENTAL EVALUATION OF ESTIMATOR 
Introduction 
The Fourier transform estimator is derived in Chapter III and its 
performance analysed in Chapter IV. This chapter describes the experi-
mental evaluation of a prototype of the estimator. First of all, the 
LDV and LIV signals which were generated by the velocimeters described in 
Chapter II were recorded as amplitude transmission variations on photo-
graphic film. The recording of the data on film was carried out by means 
of an optical data recorder whose prime components are a light modulating 
galvanometer and a precision film drive. The transfer function of the 
data recording system and the noise produced by it were experimentally 
determined. The prototype estimator was constructed with standard optical 
components and its performance in estimating the frequency of various 
velocimeter signals was determined. The signals were steady and time 
varying LDV and LIV signals under various noise conditions and particle 
concentrations. It was demonstrated that the estimator was capable of 
tracking time varying and steady flows with high noise and low particle 
concentrations. 
Recording of the Velocimeter Signals on Film 
Description of Recording System 
The velocimeter signals, recorded on magnetic tape as described 
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in Chapter II, were recorded as amplitude transmission variations on 
photographic film with the system depicted in Figure 49. The FM tape 
recorder played back the recorded signals into a power amplifier. The 
power amplifier was necessary because the tape recorder did not provide 
enough current to drive the light modulating galvanometer. The light 
modulating galvanometer is a Bach-Auricon Modulite TD-70 galvanometer. 
Essentially, the galvanometer produces a slit of light whose width varies 
in proportion to the current supplied by the amplifier. The slit is then 
focused by a lens mounted in the front of the galvanometer assembly. 
When the slit is wide due to a large signal from the amplifier, the focal 
region of the lens is bright since a great deal of light passes through 
the wide slit. When the slit is narrow due to a small signal from the 
amplifier, the focused beam is dim since little light passes through the 
slit. Hence the intensity of the focused slit varies in proportion to 
the signal to be recorded. 
The film is mounted in a holder which is fastened to a precision 
drive mechanism which translates the film. The position of the galvanom-
eter is adjusted so that the focused light beam falls in the same plane 
as the film. As the drive mechanism moves the film, the intensity of the 
focused beam is varied by the signal to be recorded producing a varying 
exposure on the film. When developed, the amplitude transmission of the 
film is proportional to the signal played by the tape recorder. 
The film chosen was Agfa-Gevaert 10E56 film which is a high reso-
lution holographic film.* A high resolution film is desirable in this 
"k 
Agfa Gevaert 10E56 film was chosen primarily because of its high 
















Figure 49. Schematic of System Used in the Experimental Work 
to Record Velocimeter Signals on Film 
application because of its wide transfer function and low grain noise. 
This film, according to the manufacturer, has a transfer function which 
is flat to 2000 lines/mm. The mechanism which moves the film is the 
drive from a Nuclear Science and Engineering Mossbauer Effect Analyser. 
The drive is a well built precision drive which can move the film at 
speeds which can be varied continuously from .01 mm/sec to 15 mm/sec. 
The beam from the galvanometer was too large to write data on film 
at the high spatial frequencies desired in this application. Therefore, 
the beam was reduced by a 16X microscope objective fastened to the front 
of the galvanometer. The beam after reduction was 21 microns wide and 
3 mm high. After the film was exposed, it was developed for 5 minutes 
o 
in D-19 developer at 68 F followed by 30 seconds in a stop bath and five 
minutes in a fixer solution. In order to obtain repeatable results, it 
was necessary to control the temperature of the developer within a 
quarter of a degree. 
Before the system could be used to record data, it was necessary 
to adjust it so that the recording on the film was linear. The essential 
element governing the linearity was the photographic film. The exposure 
of the film is related to the amplitude transmission of the film by the 
amplitude transmission-exposure (T-E) curve shown for Agfa-Gevaert 10E56 
film is quoted by the manufacturer to be 2000 lines/mm. Although data 
are not recorded in this thesis at spatial frequencies greater than 100 
lines/mm, the high resolution of this film insures that the film transfer 
function is flat at least out to 100 lines/mm. Also, high resolution 
film implies that the film grain size is small which means that the film 
grain noise is minimal. Of the films whose resolutions are in the order 
of 2000 lines/mm (e.g. E-K 649F, Agfa 8E56, etc.) 10E56 requires the least 
exposure (50 ergs/cm^) to produce an amplitude transmission of 0.5. 
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in Figure 50. From Figure 50, one can see that the center of the linear 
portion of the T-E curve occurs at a value of 0.5 in transmission and 
that the linear portion of the curve extends roughly from transmissions 
of 0.25 to 0.75. The exposure varies by a ratio of three to one over the 
linear portion of the curve. In order to insure a linear recording, the 
exposure must be biased in the center of the T-E curve and the ratio of 
maximum to minimum exposures cannot be larger than three to one. 
The transmission of the film was biased at 0.5 as follows. An 
arbitrary but convenient film drive speed of 7.5 mm/sec was chosen and 
a piece of film was exposed in the system with several different voltages 
on the light bulb in the galvanometer. No signal was applied to the gal-
vanometer. The transmission of the film was measured with a densitometer 
and the voltage on the bulb which produced a transmission of 0.5 was noted. 
The recorder was operated at this voltage and film speed which insures 
that the system is biased in the center of the T-E curve. 
Next, the amplifier was set so that the transmission of the film 
fell between 0.25 and 0.75. A low frequency sinusoidal signal was re-
corded on the tape recorder and played back through the system. The ampli-
tude of the signal was chosen so that it was as large as the amplitude of 
the velocimeter signals to be recorded. A microscope was set up in front 
of the galvanometer and focused on the variable aperture slit. The ob-
server could watch the slit open and close when the low frequency signal 
was applied. The gain of the power amplifier was adjusted until the ratio 
of the maximum to minimum slit width was three to one. Therefore the 
ratio of maximum to minimum exposure was three to one and the signal re-
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Figure 50. Amplitude Transmission vs. Exposure (T-E) Curve 




Measurement of the Transfer Function of the Data Recorder 
Once the system was assembled and adjusted for linearity as 
described above, its transfer function was measured. The inputs to the 
system were signals which were recorded on the tape recorder and the out-
puts were the amplitude transmission variations on the film. First of 
all, the transfer function for the entire system was measured. Then the 
transfer function of each component was measured and the results related 
to the transfer function of the entire system. 
The transfer function for the entire system was obtained by playing 
sine wave signals of different frequencies through the system .and measur-
ing the variations in the response to the frequencies. Sine waves of 
equal amplitude and of frequencies listed in Table 2 were recorded on the 
tape recorder. The amplitude of the sine waves was the same as the ampli-
tude of the low frequency signal used to check the system linearity. The 
velocimeter signals ranged in frequency from 2.4 kHz to 24 kHz and were 
recorded at a tape speed of 60 ips. The signals were played back into 
the film recorder at a tape speed of 1 7/8 ips reducing the frequency 
range to 75 Hz to 750 Hz and accounting for the frequencies selected in 
Table 1. 
Once the sine waves were recorded on the tape recorder, they were 
played into the system exposing the film. The film was developed as 
described earlier producing sinusoidal amplitude transmissions of various 
frequencies on the film. The spatial frequencies f of the sine waves 
are related to their temporal frequency f and the film drive velocity v 
as follows 
Table 2. Signals Used to Determine Transfer Function 
of Data Recording System 
Signal Frequency Signal Frequency Signal Spatial Relative 
at 60 ips at 1 7/8 ips Frequency Response 
kHz Hz cycles/min 
24.0 750 100 .78 
21.6 675 90 .80 
19.2 600 80 1.00 
16.8 525 70 .80 
14.4 450 60 1.20 
12.0 375 50 1.40 
9.6 300 40 2.20 
7.2 225 30 3.80 
4.8 150 20 6.00 
2.4 75 10 10.30 
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fx = f/v (1) 
and are tabulated in Table 2. 
The optical data processor described later in this chapter was 
used to measure the variation in response of the system to the different 
frequency sine waves. The physical implementation of the processor is 
described in detail in that section and is not repeated here. The pro-
cedure for measuring the response is described schematically in Figure 51. 
A beam of light from a laser was expanded and filtered by a lens-pinhole 
combination. Lens Ll collimated the beam. Each sine wave on the film 
in plane PI was successively illuminated with a beam of collimated laser 
light which passed through the lens L2 as shown. The wavefront of light 
in the focal plane P2 of the lens had a complex amplitude which was the 
Fourier transform of the sine wave amplitude transmission of the film. 
Since the film was biased at an amplitude transmission of 0.5, a dc com-
ponent had effectively been added to the signal producing a bright spot 
of light at the focus in P2. The bright spot of light results since the 
Fourier transform of a constant is a delta function. Therefore plane P2 
consisted of one bright spot of light at the origin due to the dc com-
ponent and two bright spots at equal distances from the origin due to the 
sine wave transmission of the film. The distance of the spots from the 
origin was proportional to the spatial frequency of the sine waves. In 
reality, the bright spots were sin x/x functions due to the finite dura-
tion of the signals, but as the duration of the signals increased, the 
sin x/x function approached a delta function. 
Now that the Fourier transform of the sine waves had been generated, 













Figure 51 . Schematic of System to Measure the I n t e n s i t y 
of the Sine Waves Recorded on Film 
0 0 
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the intensity of the transform was measured with a photometer yielding 
an estimate of the square of the magnitude of the system transfer func-
tion. The dc component was very intense and produced so much stray light 
that it was difficult to measure the intensity of the transform in plane 
P2. For this reason, an opaque spot was placed at the dc component which 
effectively blocked it out. Lens L3 imaged plane P2 to plane P3 where 
the intensity of the transform could be measured. The opaque spot acted 
as a high-pass filter and plane P3 differed from P2 only in that the dc 
component was not present in P3. 
Table 2 presents the relative intensity of the Fourier transforms 
at their peak and Figure 52 is a graph of these data as a function of 
spatial frequency. An estimate of the relative variation of the amplitude 
squared of the transfer function has been made rather than an estimate 
of the absolute value of the amplitude of the function. It is seen later 
on in the chapter that the relative variation of the magnitude squared 
of the transfer function is all that is really needed. Note that the 
transfer function is low-pass and that its amplitude squared at 80 cycles/ 
mm is one tenth of its value at 10 cycles/mm. Even though the inputs at 
80 cycles/mm are greatly attenuated, a usable response is still obtained 
at that frequency. 
The components of the system shown in Figure 49 are analyzed to 
/V 
Although the signals were recorded in what appeared to be a 
linear portion of the T-E curve, some harmonic distortion was evident. 
A harmonic was observed for each sine wave signal recorded and the in-
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explain the behavior of the transfer function. The transfer functions of 
the tape recorder and power amplifier were measured and found to be constant 
over the range from dc to one kHz. The transfer function of the light 
modulating galvanometer is defined to be the transfer function whose input 
is the current applied to the galvanometer and whose output is the time 
variation of the intensity of the light in the focused beam which exposes 
« 
the film. Sine wave currents in the range from dc to one kHz were applied 
to the galvanometer and the time variation of the light beam was measured 
with the photometer. No variation of output amplitude was noted in this 
frequency range. The film has a spatial frequency response out to 2000 
lines/mm and has a very flat transfer function from dc to 100 lines/mm. 
The drop off of the system transfer function cannot be explained 
in terms of the component transfer functions described above since all 
the components have flat transfer functions over the frequency range 
considered. The one system component which has not been discussed is the 
shape of the writing beam on the focused slit and it is this component 
which explains the low pass behavior of the system transfer function. 
Intuitively, one would expect that a narrow beam (i.e. like a delta func-
tion) is capable of writing sine waves of a high spatial frequency whereas 
a coarse beam cannot write high spatial frequency sine waves. To be more 
precise, consider Figure 53 which shows the line width transfer function 
whose input if f-(t), the time variation of the intensity of the slit, 
and whose output is the exposure f?(x) of the film as a function of dis-
placement x on the film. The point x is given by 
x = vt 
f l ( t ) f2(x) 
Figure 53. Linear System Whose Input Is the Signal f,(t) Which Is to be 
Recorded and Whose Output f£(x) Is the Exposure of the Film 
ô  
where v is the velocity of the film drive. The exposure f9(x) at a point 
x on the film is related to f.. (t) by a convolution integral as follows 
r00 
f2(x) = J f^t') h(v[t'-x/v]) dt' (2) 
-00 
where h(vt) is the intensity of the line at the point x. If the line of 
light h(vt) which exposes the film is very narrow, i.e., a delta function, 
then 
f2(x) = f1(x/v) (3) 
and all spatial frequency components are recorded. If the line is of 
nonzero width, some of the higher frequency components may not be re-
corded. In the extreme case, if h(vt) is a constant, only the dc com-
ponent of f. (t) is recorded. The amplitude of the line used to expose 
the film was measured by magnifying it with a 10X microscope objective 
and measuring the intensity of the magnified image with the photometer. 
A plot of the relative amplitude of the line is shown in Figure 54. Note 
that the line is approximately Gaussian in shape and has a width of about 
21 microns. The bandwidth of the transfer function should be approximately 
the inverse of the width of the impulse response or 47.5 cycles/mm. From 
the graph of the transfer function squared in Figure 51, one can see that 
its width is about 47.5 cycles/mm. 
Noise Produced by the Data Recorder 
The tape recorder, the amplifier, and the galvanometer added noise 







Figure 54. Relative Intensity Distribution of the Writing Line 
as Measured with the Photometer 
trace of the tape recorder noise is shown in Figure 55. The one Hz signal 
whose peak to peak amplitude was one volt is shown in this figure with 
the voltage amplified to emphasize the noise. The sweep rate is 5 ms/cm 
so that only a small portion of the sine wave is shown on the trace. 
Note that the peak to peak amplitude of the noise is about 0.04 v/cm which 
is about four percent of the peak to peak value of the signal. Although 
the tape recorder adds some noise to the system, its contribution is 
still small compared to the preamplifier of the velocimeter which con-
tributed about 0.1 volts peak to peak of white noise. 
The noise produced by the power amplifier was measured by observing 
the response of the amplifier to a noise free one volt peak to peak sine 
wave signal from a signal generator. The signal from the tape recorder 
was not used because the tape recorder noise might be confused with the 
amplifier noise. The signal had an output peak to peak value of 0.29 v 
and the only observable noise was a 60 Hz noise whose peak to peak ampli-
tude was 0.004 volts or 1.4 percent of the signal. 
The noise produced by the galvanometer was measured by feeding the 
one Hz signal from the signal generator into the galvanometer and measur-
ing the variation in intensity of the writing line with the photometer. 
Figure 56 is the oscilloscope trace of the signal into the galvanometer 
and Figure 57 is the output trace from the photometer. No measurable 
noise was detected from the galvanometer which might be expected since 
the galvanometer is a low impedance device. The slight noise visible on 
the signal in Figure 59 was traced to noise in the photometer output. 




Figure 55. Osc i l loscope Trace of Tape Recorder Noise 
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Figure 56. Oscilloscope Trace of Signal from Oscillator Which 
Was Fed Into the Light Modulating Galvanometer 
Figure 57. Oscilloscope Trace of Galvanometer Output When 
Signal of Figure 56 Is Applied 
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as noise free since the output signal is a sine wave whose shape is the 
same as the input. 
The data recording system appears to be relatively noise free 
except for the low pass noise contributed by the tape recorder. Its 
noise was low pass and less than half the value of the noise produced by 
the velocimeter detection system. 
Estimation of the Frequency of the Signals with a Prototype Estimator 
The following experiments were designed to demonstrate the capa-
bility of the proposed estimator in estimating the frequency of velocimeter 
signals in steady and time varying flows under representative noise con-
ditions. First of all, the prototype, or breadboard estimator, is described 
in detail and its sources of internal noise are indicated. Then the per-
formance of the estimator on the velocimeter signals is discussed. 
Description of Estimator 
Figure 58 shows a schematic of the estimator and lists the equip-
ment used. The light source was a Spectra-Physics Model 125 helium neon 
laser whose output power was 50 mw at 6328 A. The beam from the laser 
passed through a variable beam splitter which was used to control the in-
tensity of the beam. A lens and pinhole filter (LPF) combination expanded 
the beam and filtered out any spatial noise present. The lens was a 10X 
microscope objective and the filter was a hole 10 microns in diameter. 
The beam from the LPF was collimated with a 24 inch focal length lens 
which had a three inch diameter. A film holder with a capability of 
translating the film horizontally and transverse to the optical axis was 
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Figure 58. Schematic of the Estimator Used in the Experiments 
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were written as lines 3 mm wide on 4" X 5" glass plates, a slit 3 mm wide 
was placed after the film plate to block out any light not illuminating 
the signal. A four inch diameter and 16 inch focal length lens was placed 
as close as possible to the slit and was the lens which performed the 
Fourier transform operation. The Fourier transform was formed in plane 
P2. 
Once that the Fourier transform of the signal had been performed, 
it was necessary to read out the intensity of the transform with the 
photometer. Since the dc component of the signal was added during the 
recording process by biasing the film at a transmission of 0.5, it could 
be filtered out without loss of information. Also, it produced reflec-
tions in the photometer which could cause the photometer to give errone-
ous readings. The dc component was filtered out by placing an opaque 
spot about 3 mm wide at the dc component. The spot acted as a high pass 
filter. Plane P2 was then imaged with unity magnification by the lens 
combination L3 to plane P3. The imaging lenses were two collimators 
placed together as shown. The diameter of the collimators was five inches 
and focal length was 24 inches. Plane P3 contained the Fourier transform 
of the signal without the dc component. 
The photometer was the Gamma Scientific Model 721 linear photometer 
used in Chapter II to measure the intensity distribution of the beam from 
the laser. The photometer had a 12 mil fiber optic probe mounted on a 
micrometer driven slide enabling the probe to be translated precisely in 
plane P3. The probe led to a PMT whose current was read with an ammeter. 
Since the light begins to diffract immediately after it illuminates 
the data, the lens should be placed as close as possible to the film and 
slit so that all the light passes through the lens and not around it0 
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A variable neutral density filter was present between the fiber optic 
probe and PMT so that intense light beams could be read by the photometer.* 
The high pass filter determined the lower frequency limit of the 
estimator and the FM tape recorder determined the upper limit. The high 
pass filter was 3 mm wide and it extended equally into the positive and 
31 32 negative frequencies. The relationship ' ' between spatial frequency f 
and displacement x.. in the transform plane is given by 
fx = x LAF (4) 
where F is the focal length of the lens. Therefore, the lower spatial 
frequency limit f _ is given by 
r 1.5 mm ,[.\ 
LOx — -3 ' 
(.6328 X 10 mm) (24 in)(25.4 mm/in) 
= 3.88 cycles/mm 
From Eq. (1), the spatial frequency f T n corresponds to a temporal fre-LOx 
quency f ' given by 
J_i 
V = fmv v (6) "L LOx 
cyc.\ (1. 5 mm' 
mm / \ sec 
= 29.1 Hz 
The transfer function of the data recording system discussed ear-
lier in this Chapter was measured with the system described above. The 
film with the sine wave transmission variations was placed in plane PI 
and their Fourier transform measured with the photometer in plane P3. 
172 
Since the tape recorder was played into the film recorder at 1 7/8 ips 
and the velocimeter data were recorded at 60 ips, the lowest velocimeter 
frequency estimated, denoted by f , was actually 
Li 
fT = - % -
 fr « (7) 
L 1 7/8 LT 
= 930 Hz 
It should be pointed out that the lower frequency limit of 930 Hz 
was not a fundamental lower limit, but dictated by the size of the high-
pass filter. Actually, the high-pass filter should be the size of the dc 
component produced by the film bias. Assuming a plane wave of constant 
32 
amplitude illuminated the data, the dc component had a width Ax, given by 
Axx = - ^ (8) 
where L is the length of the data which were illuminated. If L is one 
inch, Ax., becomes 
. . (2) (.6328 X 10"
3 mm) (24 in) 
A X1 1 in 
= 30.4 X 10"3 mm 
This distance corresponds to a spatial frequency f of 
Xl 
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f = x A F (9) 
xl i 
30.4 X 10~3 mm 
.6328 X 10"3 mm (16 in) (25.4 mm/in) 
= .118 cycles/mm 
and a temporal frequency f of 
f = f v (10) 
Xl 
f.118 cycles\ (1.5 mm 
mm / \ sec 
= 8.85 Hz 
The corresponding velocimeter frequency f given by 
f = 1 % £ ' ( U ) 
= 284 Hz 
In reality, the dc component probably could not have been this 
small due to lens aberations and low pass noise in the optical system. 
However, a smaller high-pass filter could likely have been used if one 
had been available for the experimental work. It is difficult to make a 
small high-pass filter for this application since such a filter must be 
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quite narrow and hence quite fragile. It must also be mounted in a holder 
with micrometer drives so that it can be placed exactly at the dc compo-
nent. Most importantly, it must have a low reflectance since the bright 
dc component falling on the filter can scatter light which would act as 
noise into the system. 
The upper frequency limit of the system was 20 kHz since that fre-
quency was the highest the FM recorder running at 60 ips could record. 
Another factor which limited the upper frequency was the width of the 
writing line of the film recorder. If 100 cycles/mm is chosen from 
Figure 53, as the upper frequency limit, the highest temporal frequency 
f ' which would have been recorded is 
H 
f ' = f„. v (12) 
H Hix 
/100 cycles\ (1_^ 




The above frequency corresponds to a velocimeter frequency of 
f
H = (r^» 
= 24 kHz 
The light modulating galvanometer available for this thesis had an inco-
herent light source. Data recorders with coherent light sources have 
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more narrow writing lines and have been built with the capability of 
30 
recording data in excess of 200 cycles/mm, allowing higher frequencies 
to be recorded. Since f and f are proportional to the speed of the film 
Li H 
drive as shown in Eq. (1), higher frequencies can be recorded by increas-
ing the film drive speed v. 
Noise Produced by the Estimator 
The estimator itself added some low-pass noise which was produced 
by dust and scratches on the optical components and by specular reflec-
tions from the optical components. The noise produced by specular reflec-
tions was eliminated by slightly tilting the lenses in the system throwing 
the reflections out of the optical system. Also black pieces of paper 
were inserted in various locations of the system blocking out the reflec-
tions. The noise due to the dust was reduced by carefully cleaning the 
lenses. 
The dust on the collimating lens LI, the transforming lens L2, and 
the imaging lens L3 contributed noise to the system. Elements between LI 
and the laser contribute no noise since their noise was eliminated by 
the lens-pinhole filter. Generally, the dust particles can be modeled as 
small discs whose diameter is in the vicinity of 100 microns. The optical 
system effectively performed a Fourier transform on these particles, as 
it did on the data. The Fourier transform of a disc is a first order 
32 
Bessel function whose diameter is given by 
2.44 \F 
D = d (14) 
where d is the diameter of the disc and F is the focal length of the 
transforming lens. If d was 100 microns and F was 24 inches, the width 
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of the noise in the Fourier transform plane P2 was 
- (2.44) (.6328 X 10"3 mm)(24 in)(25.4 mm/in) 
Xi 100 X 10'3 mm 
= 9.4 mm 
From Eq. (4) it is seen that noise from dust particles could have extended 
to spatial frequencies f as high as 
f = D /XF (16) 
L} X -i 
(9.4 mm) 
(.6328 x 10"3 mm)(24 in)(25.4 mm/in) 
= 24.3 cycles/mm 
Noise due to dust particles on the downstream side of L2 and on L3 did 
not undergo the Fourier transform operation and are more difficult to 
analyze. The fact that a great deal of the noise was due to dust parti-
cles was demonstrated by focusing a microscope on the light due to noise 
in the Fourier transform plane and following the light back to its origin. 
In each case, the light was found to be eminating from a dust particle. 
The noise due to the dust particles and optical imperfections was measured 
by inserting a piece of film with no data recorded on it into the optical 
system and measuring the light intensity in plane P3. The film contained 
only the bias. A plot of the light intensity in plane P3 was made with 
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the photometer and is shown in Figure 59. 
Estimation of the Frequency of Signals from Steady Flows 
Estimation Procedure. The general procedure employed in estimating 
the frequency of the signals from the steady flows was the following. 
The film with the signals recorded on it was placed in plane PI of Figure 
59. The slit following the film was 3 mm high so that only light illum-
inating the signal passed through L2. The length L of the slit was one 
inch which means that T, the duration of the signal used in the frequency 
estimate, was 
T = (L/v) (1 7/8 /60) (17) 
/ 25.4 mm \ /l 7/8\ 
\7.5 mm/secy \ 60 / 
= .106 sec 
The intensity of the Fourier transform in plane P3 was read out 
with the photometer. The photometer, mounted on a micrometer drive, pro-
vided readings in intensity every millimeter. The relationship between 
the distance along the f axis in plane P3 and the frequency of the veloc-
imeter signals was calibrated from the signals used to determine the film 
recorder's transfer function and found to be 1.2 mm/kHz. The measurements 
made with the photometer contained the noise present with the velocimeter 
signals before the data were recorded on magnetic tape, the small amount 
of low-pass noise added by the tape recorder and the system noise added 
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Figure 59. Plot of the Relative Intensity of the Noise 
in Plane P3 of the Estimator 
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caused by dust particles and imperfections in the optical components and 
remains essentially the same regardless of the particular data being 
processed. Therefore this noise can be thought of as deterministic rather 
than random. The readings of the system noise shown in Figure 60 were 
subtracted from readings of the intensity of the Fourier transforms of 
the signals. 
The higher frequencies of the recorded signals were attenuated due 
to the film recorder transfer function shown in Figure 53. To compensate 
for the attenuation, the intensity of the Fourier transform was divided 
by the square of the recorder transfer function. Since the film recorder 
was modeled as a linear system, its effects could be eliminated by di-
viding its output by its transfer function. In summary, the velocimeter 
signals from steady flows were reduced by subtracting out the determinis-
tic noise added by the estimator and by dividing by the transfer function 
squared of the data recorder. Table 3 illustrates the data reduction pro-
cedure at some representative points for the 10 kHz steady flow signals 
considered in the discussion below. 
Low Noise Velocimeter Signals from a Steady Flow. The performance 
of the estimator on low noise signals generated from various steady flows 
was determined. Since the experimental LIV system was shown in Chapters 
II and III to have less noise than the LDV system, the LIV system was 
used to generate the low noise signals. The tunnel was run without any 
model in it which resulted in the test section flow being uniform and time 
invariant. The smoke generator was adjusted to give a strong LIV signal 
as displayed on the oscilloscope. The tunnel was run at velocities 
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5 kHz Steady Flow Signal 
10 v/ cm 
0.5 sec/cm 
2 kHz/cm 
Tracer Signal (no input applied) 
ure 60. Spectrum Analyzer Trace of Steady Flow 5 kHz 
Velocimeter Signal (top photograph) with Low 
Noise 
Table 3. Example of Data Reduction Procedure to Reduce Steady Flow Velocimeter Signals. 
(Signal center frequency is 10 kHz and data are plotted in Figure 64.) 
i 12 
Frequency Signal Deterministic r(t) - n (t) Transfer Fen Division by |H(cu) | 
and Noise of Film Recorder (Reduced Data in 
Relative kHz Noise n (t) Squared |H(U;)|2 Final Form) 
rT(t) 
Left Side of Frequency Origin 
2.5 1.5 4.9 .306 
.6 1.9 2.8 .68 
.65 34.35 2.2 15.6 
.2 2.3 1.6 1.44 
Right Side of Frequency Origin 
7 5 3.2 2.1 1J 4.9 .22 
10 7.1 2.0 .8 1.2 2.8 .43 
12 8.6 38.0 1.0 37.0 1.9 19.5 
13 9.3 15.0 1.0 14.0 1.6 8.75 
7 5 4 . 0 
10 7 . 1 2 .5 
11 .5 8.2 3 5 . 0 
13 .0 9 .3 2 .5 
oo 
i — > 
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corresponding to frequencies of 5, 10, and 15 kHz and LIV signals were 
recorded during these runs. Figures 60, 61, and 62 show spectrum analyzer 
traces made of the recorded LIV signals. A Tektronix Model 1L5 spectrum 
analyzer was used to measure the spectra. 
The signals were then recorded on film and operated on by the 
estimator using the procedures described in the previous section. Figures 
63, 64, and 65 show the plots of the intensity of the output of the esti-
mator measured with the photometer as a function of displacement along 
the frequency axis in the plane P3. Note that the outputs of the estima-
tor peaked at the proper frequency for the 5, 10, and 15 kHz signals, re-
spectively, indicating that the estimator correctly estimated the frequency 
of the low noise LIV signals. 
Note that it is considerably easier to locate the center frequency 
of the signals from the output of the estimator as compared to the spec-
trum analyzer traces. The estimator produced narrow and sharp peaks at 
the proper frequency while the spectrum analyzer produced broad and jagged 
curves making it more difficult to locate the center frequency. 
It should be noted that the output of the estimator as shown in 
the figures is not perfectly symmetrical about the origin. Since the LIV 
signals are real and the output of the estimator is effectively the Four-
ier transform of the input signal, one would expect the output to be sym-
metrical since the amplitude of the Fourier transform of a real function 
is symmetrical. The lack of perfect symmetry in the experimental data 
results from the combined effects of several factors. The thickness 
variations in the emulsion and the glass plate backing of the film gave 
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Figure 61. Spectrum Analyzer Trace of Low Noise 10 kHz 





Figure 62. Spectrum Analyzer Trace of Low Noise 15 kHz 
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Figure 65. Estimator Output for a Low Noise 15 kHz Velocimeter Signal from a Steady Fl ow 
CO 
the light beam passing through the film some spurious phase information. 
The estimator then performed a Fourier transform of a complex function 
which might not have had a symmetrical amplitude. The other sources also 
produced phase noise. The lenses had some thickness variations which 
contributed phase noise to the signal. Also, the lenses were slightly 
cocked off axis to keep stray reflections from falling in the transform 
plane. The tilting of the lenses contributed to the slight asymmetry. 
The lack of perfect symmetry did not significantly hamper the performance 
of the estimator. 
LDV and LIV Signals. The signal and noise models of Chapters II 
and III for the LDV and LIV systems indicated that effectively the sig-
nals from both systems are of the same nature. The LIV signal has a low-
pass component not present in the LDV signal and which gives little or no 
frequency information. Often, the low-pass component is filtered out 
either by the velocimeter detection system or by the frequency estimator. 
The analysis of the estimator in Chapter IV predicts that the estimator 
performs as well on the LDV signals as the LIV signals of the same noise 
level. 
In order to compare the estimator's performance on LDV and LIV 
signals, representative signals were recorded from both systems with a 
steady flow in the tunnel whose velocity corresponded to a frequency of 
10 kHz. Figures 66 and 67 are spectrum analyzer traces of the LDV and LIV 
signals, respectively. Note that both signals are 10 kHz and that the 
noise level is low. Figures 68 and 69 are plots of the output of the 
estimator for these signals. Note that the estimator output peaked at 
^ M M I I 
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Figure 66. Spectrum Analyzer Trace of a Low Noise 10 kHz 
LDV Signal from a Steady Flow 
10 v/ cm 
.5 sec/cm 
2 kHz/cm 
Figure 67. Spectrum Analyzer Trace of a Low Noise 10 kHz 
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Figure 68. Estimator Output for a Low Noise 10 kHz LIV Signal from a Steady Flow 
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the proper frequency of 10 kHz and that the output plot is about the same 
for both signals. Hence the performance of the estimator on LDV signals 
was about the same as its performance on LIV signals. 
Dense and Sparse Steady Signals. It was shown in Eqs. (31) and 
(32) of Chapter IV that the estimator's performance should be better on 
signals from flows with dense particles compared to signals from flows 
with sparse particles. Since more particles means effectively more sig-
nal, one would expect the estimator's performance to improve as the par-
ticle concentration becomes greater. In order to evaluate the relative 
performance of the estimator on dense and sparse particle flows, two sets 
of signals were generated with the LIV system and the wind tunnel running 
with a steady flow producing signals of 10 kHz frequency. First of all, 
the smoke generator was adjusted for maximum output producing a great 
deal of smoke in the tunnel. Figure 70 is a photograph of a signal under 
these conditions. Note that there are many pulses on this trace indicat-
ing the particle concentration is high. Next, the smoke generator was 
adjusted so that very little smoke was introduced in the tunnel. A trace 
of signal generated under these conditions is shown in Figure 71. There 
are only a few small pulses on this trace indicating that the particle 
concentration was low. Spectrum analyzer traces of the dense and sparse 
signals are shown in Figures 72 and 73, respectively. As expected, the 
denser signal gives a stronger spectrum than the sparse signal. 
The output of the estimator for the dense particle signal is shown 
in Figure 74 and for the sparse signal in Figure 75. Note that the output 
of the estimator for the dense particle flows was over twice as great as 
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Figure 70. LIV Signal from a Steady Flow with a Dense Smoke 
Concentration. (Note that many pulses are present.) 
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Figure 71. LIV Signal from a Steady Flow with a Sparse Smoke 





Figure 72. Spectrum Analyzer Trace of 10 kHz LIV Signal 
from a Steady Flow with Dense Smoke Concentration 





Figure 73. Spectrum Analyzer Trace of a 10 kHz LTV Signal 
from a Steady Flow with a Sparse Smoke Concen-
tration (0 to 20 kHz) 
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Figure 74. Estimator Output from a 10 kHz LIV Signal Produced by a Steady Flow with 
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the output for the sparse particle flows. The performance is consistent 
with Eqs. (31) and (32) of Chapter V which predict that the performance 
of the estimator improves as N, the number of particles passing through 
the volume during the interval T, increases. 
Steady Flow High Noise Velocimeter Signals. Up to now, the estima-
tor has shown some improvement in performance over the spectrum analyzer 
in that the output peaks of the estimator, the location of which determines 
signal frequency, have been easier to locate than the peaks of the spec-
trum analyzer. The improvement in performance became more apparent when 
the noise level of the signals was high. In order to generate high noise 
signals, the LDV system was set up around the tunnel and the flow ad-
justed until 10 kHz signals were produced. Then the laser power was re-
duced by adjusting the variable beam splitter shown in Figure 58. The 
PMT voltage was increased in order to maintain the strength of the output 
waveform. It is shown in Eq. (1) of Chapter III that the photon fluctua-
tion noise spectrum is dependent on the intensity of the light on the PMT 
or the magnitude of the PMT current while the signal spectrum is dependent 
on the intensity or current squared. Therefore, the reduction of the 
overall intensity through the reduction of the laser power decreased the 
signal to noise ratio. 
Figure 76 is a photograph of the output of the LDV system under the 
high noise conditions described above. It is difficult to find any pulses 
in this signal although the spectrum analyzer trace of the signal shown in 
Figure 76 indicates that the pulses are there. Although the noise is high, 
the trace shows some signal around 10 kHz. In order to compare this signal 
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Figure 76. Signal and Noise in a 10 kHz LDV Signal 
from a Steady Flow When the Noise Is High 
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Figure 77. Noise Alone in a 10 kHz LDV Signal 
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with a signal consisting of noise only, the scattering beam was blocked 
so that no signal pulses could be generated. Figure 77 shows a trace of 
this signal consisting of noise only. Note that the noise only signal 
looks almost the same as the signal in Figure 78. Figure 79 is a spectrum 
analyzer trace of the noise only signal which shows that the noise is 
white and demonstrates that no 10 kHz signal pulses are present. 
Figure 80 is the output of the estimator with the high noise sig-
nal. The output shows two clearly defined peaks at 10 kHz. These peaks 
are much sharper and easier to locate than the spectrum analyzer peaks of 
Figure 79. The signal-to-noise ratio as defined in Eq. (37) of Chapter 
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which effectively says that the signal to noise ratio is the ratio of the 
area under the Fourier transform squared of the noise divided by the area 
under the Fourier transform squared of the signal. The ratio S can be 
approximated from the graph of Figure 80 since this graph is the amplitude 
squared of the Fourier transform of the signal and noise. The numerator 
of S is estimated by integrating graphically the portion of Figure 80 
which is the noise and the denominator is estimated by integrating graph-
ically the portion which is the signal. The estimate of S is .48 which 
says that there is about twice as much noise energy as signal energy. 
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Figure 78. Spectrum Analyzer Trace of Signal and Noise 
in the High Noise Case 
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Figure 79. Spectrum Analyzer Trace of Noise Alone 
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Estimation of the Frequency of Signals from Time-Varying Flows 
Once that the performance of the estimator had been demonstrated 
on steady flows, its performance on time-varying flows was demonstrated. 
The time-varying flows were generated by placing a motor driven oscillat-
ing airfoil in the wind tunnel. The airfoil was one foot long, three 
inches wide, and about a tenth of an inch thick. The foil oscillated 
o 
about its center periodically through an angle of about 20 . The rate of 
oscillation was continuously variable from one to three oscillations per 
second. The velocimeter detection volume was positioned at a distance of 
one half inch downstream from the airfoil in the center of the test sec-
tion. The component parallel to the free stream velocity was measured 
with the velocimeter in the following tests. 
The time variation of the flow behind the airfoil depended on the 
free stream velocity, the rate of oscillation of the airfoil, the distance 
behind the airfoil at which the velocity was measured, and the angle 
through which the airfoil oscillated. An attempt was made to keep all the 
above parameters constant during the tests and vary only the rate of oscil 
lation of the airfoil. Initially, the airfoil centerline was placed 
parallel to the flow and the free stream velocity adjusted until 10 kHz 
steady signals were produced. The flow behind the airfoil was reasonably 
steady when the airfoil was not oscillating. The airfoil was then ad-
o o 
justed so that it swung 10 above the centerline and 10 below the center-
o 
line producing a total swing of 20 . The tests were run over a period of 
several weeks and at times the airfoil had to be removed from the tunnel. 
It was difficult to tell whether the airfoil was properly replaced and 
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conditions exactly duplicated. 
Although the time variation of the flow in the detection volume 
is difficult to predict precisely, certain features can be expected. The 
flow velocity varies approximately periodically with the same period as 
the oscillation of the airfoil. If the airfoil is oscillating rapidly, a 
turbulent component is superimposed on the periodic variation. The tur-
bulent component was clearly observed in the experiments with the airfoil 
oscillating at 3 Hz and was apparent to a lesser degree in all the time-
varying experiments. It is desirable to sample the velocity as often as 
possible to determine the degree of turbulence and the precise shape of 
the periodic component. 
These experiments tell under what conditions a linear model can be 
applied to predict the velocity variation in the detection volume. If 
the flow velocity is sinusoidal with the same frequency as the oscillat-
ing airfoil, a linear model would be valid. If the flow is turbulent or 
if the output is not sinusoidal, a nonlinear model would have to be used. 
The linearity of the flow can be explored by scanning the detection volume 
throughout the region of interest. 
Estimation Procedure. Since the signals were from time-varying 
rather than steady flows, the operation of the estimator was slightly 
different for these experiments as compared to previous experiments. The 
signals were recorded as before on magnetic tape and then onto photographic 
film. The film was inserted in plane PI of the estimator shown in Figure 
58. The aperture in front of the film in the steady flow experiments was 
one inch long allowing an estimate to be made on a .106 second interval 
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of the signal. Since the signals were steady, a .106 second resolution 
in time was adequate to describe the signal. When the flow is time 
varying, it is necessary to reduce the time inverval over which the esti-
mate is made or equivalently to increase the resolution in time. 
The aperture was chosen as short as possible to give good time 
resolution but was also sufficiently long to give good frequency resolu-
tion. In order to obtain good frequency resolution it is necessary that 
the aperture be wide enough to always contain the entire pulse regardless 
of the frequency of the pulse. If the pulses from the velocimeter contain 
N cycles, and if the frequency of the pulse is f, the duration of the 
pulse is N/f. If the lowest frequency considered is also f , the dura-
tion of the longest pulse is N/f . A time duration of N/f seconds cor-
Ii 1-j 
responds to a distance d on the film of 
d = (vN/f )(60/l 7/8) (19) 
Hence the aperture must be d mm long if it is to contain the entire pulse 
For the parameters of this system d becomes 
_ (7.5 mm/sec) (12) (60) ( 
a 930 Hz (1 7/8) K K}) 
= 3.1 mm 
The lowest frequency of estimation is derived in Eq. (7) and N was shown 
to be 12 in Chapter II. The aperture was set at 3.1 mm, which corresponded 
to a resolution T in time given by 
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T = N/f (21) 
J_J 
= 12/930 Hz 
= .0129 sec 
which is equal to the duration of the longest pulse. 
The film in plane PI was mounted on a micrometer drive so that the 
position of the film in front of the aperture was precisely known. The 
film was incrementally driven by the aperture and the length of the incre-
ments depended on the number of frequency estimates that were needed to 
define the signal. The photometer with the 12 mil probe was mounted in 
the output plane P3 as it was in the tests on steady flows. For each suc-
cessive position of the signal in the input plane, the location of maximum 
intensity in the output plane was determined with the photometer. The 
frequency of the increment of the signal in front of the aperture was com-
puted by using the same conversion factor as used in the experiments with 
steady flows, namely 1 kHz/l.2 mm. The frequency estimates are presented 
in terms of plots of signal frequency as determined from the micrometer 
readings in the output plane P3 versus the time at which that estimate was 
made as determined from the micrometer readings in the input plane PI. 
It is estimated that the micrometer in the output plane could be read 
accurately to one half millimeter over a range from 1.2 to 24 mm yielding 
46 resolvable estimates in frequency. The range from 1.2 to 24 millimeters 
corresponds to the frequency range of 930 Hz to 20 kHz. 
Since the signal frequency was constant in the steady flow experi-
ments, it was quite easy to obtain spectrum analyzer traces from the 
Tektronix 1L5 for comparison with the estimator. However, the spectrum 
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analyzer could not track the time-varying signal well enough to give much 
indication of how the signal frequency varied in time. The spectrum 
analyzer by its very nature is designed to estimate the spectrum or fre-
quency of steady rather than frequency varying signals. The incoming 
signal is mixed with an oscillator signal which sweeps the incoming sig-
nal in frequency by a filter. The output of the filter is displayed on a 
screen and the position on the screen of the maximum response indicates 
the signal frequency. It is necessary that the sweep time T be long 
enough to allow the signal to remain at the filter for its duration in 
order to have good resolution in frequency. The duration of the longest 
signal is N/f and hence the sweep time T should be chosen to allow the 
L J 
signal pulse to remain at the filter for N/f seconds to insure that the 
entire signal is at the filter at once. Assuming that there are M fre-
quencies resolvable by the filter from f to the highest frequency in the 
range, T must be at least 
Ts ^ MN/fL (22) 
seconds long for each pulse to be assured of remaining by each filter for 
its entire duration of N cycles. Therefore, the sampling time, i.e., the 
time interval at which the frequency can be sampled, is constrained to be 
at least MN/f seconds. It is estimated M = 40, i.e., there are forty 
ij 
resolvable positions on the oscilloscope screen displaying the spectrum 
analyzer trace. Using these values, T , the sweep time or sampling time 
becomes 
Ts = mjf^ (23) 
(12)(40? 
930 
= .516 sec 
The sampling interval of .516 sec is not short enough to yield any sig-
nificant information of the .75, 1, or 3 Hz signals. 
Low Noise Time-Varying Signals. Low noise time-varying signals 
were generated with the LIV system and the airfoil oscillating at .75 Hz 
and 3.0 Hz. As pointed out in the section on steady flows, LIV signals 
were used in the low noise experiments because they had less noise than 
LDV signals. The signals were recorded on magnetic tape and then on film 
and were inserted into the estimator. The .75 Hz signals were sampled at 
the rate of 15 times per second or once every .067 second. To obtain this 
sampling rate, the film was moved in increments of 16 mm which corres-
ponded to time intervals of .067 sec. Figure 81 shows the frequency vari-
ation as a function of time for the .75 Hz oscillation. Note that the 
velocity was approximately periodic with a period of .75 Hz. The flow was 
almost sinusoidal, but had distinct character at the maximum and minimum 
velocities. Since the waveform of each period was almost the same, very 
little turbulence was present. 
The 3 Hz oscillating flow was sampled at a rate of 80 samples per 
second which implied that the film had to be moved in increments of 3 mm. 
The flow velocity and frequency as a function of time are shown in Figure 




Figure 81. Time Variation of Frequency of a Low Noise 
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Figure 82. Time Variation of Frequency of a Low Noise LIV Signal When the Airfoil 





frequency as the airfoil. Note that some periodic nature was present 
with an approximate frequency of 2.7 Hz. A considerable amount of turbu-
lence was present, however, since the waveform was not the same for each 
period. Qualitatively, the experimental results are what one would ex-
pect. The flow velocity "follows" the oscillation of the airfoil at low 
frequencies (.75 Hz) but not at high frequencies (3 Hz). 
Time-Varying Flows with Low Particle Concentrations. The low con-
centration or sparse particle case is a very important case since it can 
be difficult or undesirable to seed wind tunnels with large particle con-
centrations. High speed wind tunnels in which a lot of air is passed 
would require a huge amount of smoke to maintain a large concentration of 
particles in the test section. A considerable amount of modification 
would be required to modify a wind tunnel for such a large seeding. Also, 
excessive quantities of smoke may dirty the wind tunnel windows degrading 
velocimeter performance and may clog up pitot tubes used for pressure mea-
surements. For these reasons, it is desirable to have an estimator which 
works well on flows with low particle concentrations. 
To attain low particle concentrations, the smoke generator was ad-
justed so that the signals on the oscilloscope screen from the LIV system 
were very sparse. The concentration of smoke was so low that no smoke was 
visible in the tunnel. The airfoil oscillated at one Hz and data were 
recorded on magnetic tape and then on photographic film as before. Since 
the particle concentration was so low, estimates were made at every posi-
tion on the film that a pulse was present. The film was translated and 
when a signal appeared in the output plane an estimate was made. Hence 
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the sampling interval was irregular and varied in contrast to the low 
noise experiments described previously. 
The plot of frequency versus time for this experiment is shown in 
Figure 83. Note that the flow had a period of about 1 Hz although the 
waveform varied from period to period. The variation from one period to 
the next shows that the flow was to some extent turbulent. Since the 
velocity seems to have had an unequal duty cycle, i.e., the frequency was 
less than 10 kHz for a longer time than it was greater than 10 kHz, the 
velocity is not sinusoidal. The linearity approximation may not have 
held in this experiment as well as in some of the previous ones. 
Time-Varying Signals with High Noise. The time-varying signals 
with high noise were generated in a manner similar to the steady signals 
with high noise. The LDV system was set up around the tunnel and laser 
power reduced while the PMT voltage was increased to maintain the strength 
of the output electrical signal. The net result was a decrease in the 
signal to noise ratio due to an increase in photon fluctuation noise. 
Once the laser power and PMT voltages were set, the airfoil was made to 
oscillate at one Hz and signals were recorded on the tape recorder and 
then on photographic film. 
The noise in the high noise time-varying signal was comparable to 
the noise in the high noise steady signals. Figure 84 is a photograph 
of the signal and noise and Figure 85 is a photograph of the noise alone. 
Figure 85 was made with the scattering beam blocked so that no signal 
could be generated. Note that there is not very much difference between 
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Figure 84. Trace of LDV Signal and Noise Generated from a Tirnê  
Varying Flow Under High Noise Conditions 
lv/ cm 
5 ms/ cm 
Figure 85. Trace of LDV Noise Alone 
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small. Figure 86 is a plot of the output signal of the estimator when 
the frequency was 10 kHz. The signal to noise ratio S defined in Eq. 
(37) of Chapter IV was computed from this graph by taking the ratio of the 
area under the signal portion of the graph to the area under the noise 
portion. The value of S,T was .4 indicating that there was 2.5 times more 
noise energy than signal energy. Figure 87 is a plot of the frequency 
variation of the signal as measured by the estimator. Note that the vari-
ation is approximately sinusoidal with a frequency of one Hz. 
Discussion of Experimental Results and Comparison 
with Other Estimators 
The purpose of the preceding experiments was to demonstrate the 
capability of the Fourier transform estimator concept to estimate the 
frequency of a wide variety of velocimeter signals with performance 
superior to conventional approaches. The flows dealt with were steady 
and time-varying flows with various noise levels and particle concentra-
tions. The estimator performed well with all these flows proving its 
capability to estimate frequencies of high noise signals with rapidly 
varying flow velocities. 
The first set of experiments showed that the estimator could accu-
rately estimate the frequency of low noise velocimeter signals from steady 
flows. The estimator's performance was a little better than the spectrum 
analyzer in that the estimator produced narrow pulses whose centers could 
be accurately located to determine frequency while the spectrum analyzer 
produced a somewhat broader pulse whose center was more difficult to 
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Figure 86. Output of the Estimator When the High Noise Time-Varyinj 
LDV Signal Was Applied 
ho 




Figure 87. Time Variation of the Frequency of the High Noise 
LDV Signal When the Airfoil Oscillated at 1.05 Hz 
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determine. The estimator clearly worked better than the spectrum analyzer 
when the steady velocimeter signal had a high noise level. The spectrum 
analyzer trace was irregular and slightly higher at the correct frequency 
while the estimator had a clear and distinct pulse with a peak at the 
positions corresponding to the proper frequency. The oscilloscope traces 
of the signals in time showed an FM discriminator such as zero crossing 
detector would not work at all on the high noise signal since it is diffi-
cult to see any difference between the trace of signal and noise and the 
trace of noise alone. 
The estimator tracked the low noise time-varying flows well enough 
to give meaningful information about the degree of nonlinearity and tur-
bulence in the flows. Frequency estimates at the rate of 15 per second 
were made on a time-varying flow produced by an airfoil oscillating at .75 
Hz. Estimates at the rate of 80 per second were made on the flow produced 
by an airfoil oscillating at 3 Hz. The maximum time resolution for the 
estimator was .0129 second or 80 samples per second. The spectrum ana-
lyzer was of no use in these experiments since its sampling interval was 
.516 second corresponding to less than 3 samples per second. 
The resolution in frequency of the estimator was limited to about 
45 different frequencies due to the fact that the micrometer driving the 
probe could only read positions accurately to .5 millimeter. This was the 
best drive available for the thesis. However, micrometers accurate to 
.05 millimeter are easily attainable. Such a micrometer would yield about 
460 possible different estimates in frequency over the range of 930 Hz to 
20 kHz. The large number of resolvable frequencies illustrates the ad-
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vantage of the estimator over a parallel filter bank. A parallel filter 
bank is limited to a finite number of discrete frequency estimates over 
a given range while the proposed estimator effectively gives a continuum 
of estimates over the range. 
The estimator demonstrated its ability to estimate frequencies 
when concentrations of particles were quite low. During this experiment, 
the estimator made an estimate of every pulse during a time interval of 
about two seconds for a total of 82 estimates. Since the frequency of 
each pulse was estimated, maximum use was made of the signal available. 
The flow was generated by the airfoil's oscillating at one Hz and the 
estimator showed that some turbulence was present. The low particle 
concentration case is very important since it is desirable to have as few 
particles as possible in the flow. 
The experiment with high noise time-varying signals demonstrated 
the estimator's ability to estimate time-varying frequency under high 
noise conditions. The noise was so great that it was again difficult to 
distinguish between traces of noise alone and signal and noise together 




SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
The objectives of this dissertation were to develop mathematical 
models for laser Doppler velocimeters and laser interference velocimeters. 
Then, an estimation technique which performed well with high noise sig-
nals and signals whose frequency was rapidly changing was presented. 
Although only a breadboard estimator was built for this dissertation, 
the design can be engineered into a useable and practical instrument. 
Summary and Conclusions 
Chapter I showed the relationship of the laser velocimeter to the 
general problem of wind tunnel measurements. Ideally, the aeronautical 
engineer would like to know the pressure, temperature, density, and ve-
locity at every point in a wind tunnel test section. Devices exist to 
give pressure, temperature, and density measurements but no suitable means 
exist to measure velocity. The hot wire anemometer can measure velocity, 
but it is difficult to use and calibrate and is very easily broken. In 
addition, the hot wire interferes with and changes the flow velocity. 
The laser velocimeter has the potential of being a self calibrating, 
reliable, easy-to-use, and non-interfering means of measuring wind tunnel 
velocities. 
In Chapter II, the operation of laser interference velocimeters 
and laser Doppler velocimeters was explained in detail. Mathematical 
models of the signals produced by the velocimeters driven by lasers 
operating in the TEM mode were derived through the use of the Fresnel-
Kirchhoff integral. It was found that signals from both types of velo-
cimeters are discrete sinusoidal pulses with Gaussian envelopes. Both 
types of velocimeters were built and experiments were carried out to 
verify the signal models. 
The problem of noise in velocimeter systems was discussed in 
Chapter III. The sources of noise and their relative contributions to 
the total noise in both types of velocimeters were discussed. Experiments 
were carried out to verify the predictions regarding noise. The noise in 
the laser Doppler velocimeter is primarily produced by the reference beam 
falling on the PMT and is white Gaussian noise. The noise in the laser 
interference velocimeter is produced by background light and thermal 
noise in the amplifiers and is also white Gaussian noise. 
The "Fourier transform estimator" was presented in Chapter IV. 
Effectively, the estimator performs a Fourier transformation on the in-
coming signal. The frequency at which the transform is maximum is taken 
as the estimate of the signal frequency. A means to implement the esti-
mator was suggested which makes use of optical data processing techniques. 
A bound on the risk of the estimator was derived. 
The experimental verification of the estimator was carried out in 
Chapter V. A breadboard estimator was built and representative velocim-
eter signals were generated in a low speed wind tunnel. The estimator 
was shown to be capable of tracking the rapidly changing frequency of 
signals under the high noise conditions. 
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Recommendations 
The feasibility of the Fourier transform estimator has been demon-
strated in this dissertation. The remaining job is to design an instru-
ment based on this principle which an aerodynamicist can use. The data 
recorder should use a laser beam so that signals can be written on the 
film at high spatial frequencies. The laser beam in the recorder can be 
modulated with an electro-optic modulator which has bandwidths up to 100 
mHz. A matrix of solid state detectors can be placed in the output plane 






DEPTH OF FIELD OF THE GAUSSIAN BEAM USED IN THE EXPERIMENTS 
The depth of field of the image of the pinhole created by lens LI 
of Figures 10 and 25 can readily be calculated from the expressions de-
rived by Kogelnik and Li. The pinhole itself is 50 microns in diameter 
and its distance from LI is 9.5 inches. The image of the pinhole is 250 




The pinhole image then has a diameter D given by 
D = (26.3) (50 microns) 
= 1.32 mm. 
Kogelnik and Li demonstrate for Gaussian laser beams that the 
2 
radius squared w (z) of the beam at a distance z from the image plane is 
given by 
2. , 2/ rXz/2"lS 
w (z) = WQ [l + \ - ^ \ ) nw o 
where w is the radius of the image of the pinhole which in this case is 
o 
.66 mm. If the depth of field is taken to be the distance that the beam 
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area increases by no more than one percent, the depth of field z follows 
from 
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STATICALLY OPTIMUM ESTIMATOR FOR THE LDV SYSTEM AND ITS 
RELATIONSHIP TO THE FOURIER TRANSFORM ESTIMATOR 
It is demonstrated in Chapter II and III that the signal from an 
LDV system can be modeled as a summation of sinusoidal pulses in white 
Gaussian noise. Eq. (25) of Chapter III states the LDV signal as 




Y - -X-"D/ x~ ^ rTD(t) = 2_ Bi e cos2rrfD(t-ti) + n(t) (1) 
where, as defined earlier, B. is the amplitude of each pulse, t. is the 
L 1 
arrival time of the pulse, f is the frequency of the pulse, and N is 
the number of pulses during a given interval T. The interval T is chosen 
to give the required time resolution in the estimation of f . It is as-
sumed that T is short enough that all the pulses have the same frequency 
f . The noise term n(t) is white, Gaussian noise whose spectrum has a 
value of N /2. The above signal r (t) can be written in a compact 
form more convenient for analysis as follows 
rTD(t) = s(t,A) + n(t) (2) 
£ -c*(2TTf )2(t-t ) 2 
;(t,fD) = J Bi e cos2nfD(t-ti) 
i=l 
1= (fD, Bl3 . . ., BN, t v . . ., tN, N) 
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The vector A contains all the unknowns as components and is referred to 
as the unknown vector. 
There are several optimum estimator structures which can be de-
rived depending on the a priori assumptions made about A. If A is chosen 
to be a random variable, and a priori statistics assigned to the compo-
nents of A, a maximum a posteriori estimate of A results. If A is con-
sidered unknown but nonrandom and hence no statistics assigned to it, the 
optimum estimator is a maximum likelihood estimator. A hybrid estimator 
could be derived in which some of the parameters are assumed random and 
some are not. 
Under cases of turbulent flow, f might be modeled as Gaussian. 
The arrival times of the particles, t , . . ., t^, could be assumed uni-
form over the interval T and N could be modeled as a Poisson random 
variable. However, the particles quite often travel in bursts if the 
smoke generator for the tunnel sends out puffs rather than a uniform 
stream of smoke making the assumptions of uniformly distributed arrival 
times questionable. The amplitudes of the pulses are a function of a 
number of parameters, mainly the sizes and reflectivities of the parti-
cles producing the pulses. To accurately describe the a priori statistic 
of the pulses would require very complicated expressions and would likely 
involve nonstationary probability densities. Often, very little informa-
tion is known about the size and reflectivity of the seeding particles or 
about the characteristics of the particulate dispenser, all of which are 
important in determining the a priori statistics. Although f_ can be 
modeled at times as Gaussian, the mean and variance of that Gaussian den-
sity are usually unknown. Since the a priori statistics are difficult to 
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determine, the maximum a posteriori estimator which depends on the a 
priori statistics is not derived for this problem. 
Instead, the maximum likelihood estimator which assumes no a 
priori statistics is the estimator derived. This estimator assumes that 
all of the components of A are unknown, and that no information is avail 
able regarding their statistical behavior. The maximum likelihood esti-
mator generates a function called the "likelihood function and chooses 
as its estimate the value of the unknown which maximizes this function. 
If the noise is white Gaussian noise, the estimate which maximizes the 
likelihood function can also be shown to be the estimate which maximizes 
- 43 
the function L(A) defined as 
L(A) = 2 J rTD(t) s(t,A) dt - J s (t,A) dt (3) 
o o 
A 
Various values of A are substituted into Eq. (3) and the one which maxi-
mizes it, denoted by A , is the maximum likelihood estimate of A. The 
operation specified by Eq. (3) is shown schematically in Figure 88. Ef-
fectively, the incoming signal r (t) is correlated with a noiseless 
A 
replica s(t,A) of the signal. A threshold equal to the energy of the 
A 
replica is subtracted from the correlation. The estimate A which controls 
A A 
the shape of the replica s(t,A) is varied over all possible A and the 
A A 
value of A which maximizes L(A) becomes the maximum likelihood estimate. 
Although the maximum likelihood estimator is conceptually simple, 
it is difficult to implement practically. Since the number of pulses in 
the interval T as well as the spacings and amplitudes of the pulses are 







rT 2 ± 
s ( t , A ) d t 





find the one which maximizes L(A). In addition to the large number of 
A 
samples of A which must be generated, f may be in the megahertz range 
generating a considerable amount of data for processing. One approach in 
implementing the estimator is to construct a filter bank with filters 
A 
which have an impulse response corresponding to each s(t,A). Such a fil-
ter bank would be far too large to practically construct. Data rates in 
the megahertz range would rule out a digital computer implementation of 
Eq. (3). 
The filter bank approach is used in the pulse Doppler radar prob-
lem whose relationship to the velocimeter estimation problem was dis-
cussed in Chapter I. Such an approach is feasible in the pulse Doppler 
problem because the pulse train which is transmitted is only unknown within 
an arrival time and a frequency shift. The relative amplitudes and 
spacings of the pulses in the train are known in contrast to the velocim-
eter problem. The knowledge of the relative amplitudes and pulse spac-
A 
ings reduces the number of possible s(t,A) and hence the number of filters 
required for the bank. 
Although the maximum likelihood estimator is not buildable, it 
does have several favorable features. The interval T can be made as 
short as desired to obtain velocity measurements to the desired time reso-
lution. Each pulse in the interval T contributes to the estimate of A 
making efficient use of all the available data. By the fact that it is 
a maximum likelihood estimator, it is the optimum estimator in extract-
ing the signal from the noise. 
Now that the maximum likelihood estimator has been stated, its 
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structure is studied to see if it can be simplified into a more practi-
cal or buildable system. Since f is primarily what is being estimated, 
assume for the moment that all of the other components of A, namely 
(B , . . ., IL, t , . . ., t , N) are known. The function L(A) becomes 
r 
L (fn) in terms of f as follows 
.T A 
s (t,fD) dt (4) W = 2 J W 0 s(t'V dt -o o 
A 
The function L (fn) consists of two terms as shown in the above equation. 
The first term will be referred to as the "correlation term" and the 
second as the 'threshold term. Both terms are examined to see if one of 
the terms can be eliminated without much loss in performance. 
A 
The dependence of the correlation and threshold terms on f is 
determined. The incoming signal r (t), given by 
rTD(t) = s(t,fD) + n(t) (5) 
where f is the signal frequency, is substituted into the correlation 
term yielding 
,T A „T A 
2 rTD(t) s(t,fD) dt = 2 
o o 
[s(t,fD) + n(t)] s(t,fD) dt (6) 
* «T A 
s(t,fD) s(t,fD) dt + 2 J s(t,fD) n(t) dt 
o 
Substituting the expressions for s(t,f ) and s(t,f ) given by Eq. (4) 
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into the correlation term and evaluating, the dependence on f can be 
shown to be of the form 
A 2 
1 /(fD " V 
; 4« %2 + h2 
In the vicinity of f , the correlation term depends on f both exponen-
A £ * 
tially as (f_ - f~) and inversely as l/f-n,- The dependence of threshold 
A /N 
term on f is found by substituting the expression for s(t,f_) of Eq. 
(4) into the threshold term. Upon evaluation, the threshold term is shown 
/A to vary as l/f^- Details of the dependence of the correlation and thres-
/V 
hold terms on f are discussed in Appendix C. 
Since the correlation term depends both exponentially and inversely 
A A 
on f while the threshold term depends only inversely on f , one can con-
clude that the correlation term has a stronger influence on the value of 
A A 
f that maximizes L (fn) than the threshold term. With the correlation 
term turning out to be dominant, a possible suboptimal but simpler esti-
A A A 
mate of f is that value of f which maximizes L_(f ) defined by 
A p^ A 
V f D ) = J »(t,fD) rID(t) dt (7) 
Applying Parsevals Theorem to Eq. (7), the following is obtained 
A 
L2(fD) = J R(f,fD) S*(f,fD) df (8) 
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A 
where R^(f,f ) and S(f,f ) are the Fourier transforms of r (t) and 
A 
s(t,f ) , respectively. 
A 
Although there are several ways to select an f_ so that L9(f_) 
is large, it is clear that the selection must be such that R(f,f ) and 
A 
S(f,f ) are nonzero over the same frequency range. The functions R(f,f ) 
and S(f,f ) are shown in Appendix D to be Gaussian in shape as depicted 
A A 
in Figure 89. It is clear from the figure that one choice of f is f-p.,-,, 
D Dt 
/\ 
the value of f for which R(f,f ) is maximum. If there is no noise, f 
D Dt 
A A 
is the correct answer f . With the choice f̂ -̂ , the functions S(f,f ) 
D Dt Dt 
/\ A 
and R(f,f ) are nonzero over the same range of frequencies and L^Cf^^) 
Dt L Dt 
should be large. In other words, to estimate the frequency of the in-
coming signal r (t), simply take its Fourier transform and find out 
which value of f makes it maximum. This method is the "Fourier Transform 











DEPENDENCE OF f OF THE CORRELATION AND THRESHOLD TERMS 
OF THE OPTIMUM ESTIMATOR 
The dependence of the correlation term and the threshold term on 
the estimate f is determined. The correlation term S follows from Eq. 
(6) of Appendix B as 
S = 2 J s(t,fD) s(t,fD) dt + 2 j n(t) s(t,fD) dt (1) 
Sl + S2 
Since n(t) is a Gaussian process, S is a Gaussian random variable with a 
mean equal to S . It is assumed that the variance of S is small enough 
that S can be adequately represented by its mean S . The term S is 
/v 
evaluated by substituting the expression for s(t,f ) given by Eq. (2) of 
Appendix B into Eq. (1) as follows 
Sl = 




 D i cos2TT?D(t-t.)) (2) 
i=l 
-a(2TTfJ2(t-t,)2 
• ( V B. e D 1 cos2-nfD(t-t.)^ dt 
i=l 
The limits of the integral have been changed from 0 and T to -co and o° 
which is equivalent to assuming that each pulse is entirely contained in 
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the (0,T) interval. In other words, no pulse is half in and half out of 
the interval. 
In order to evaluate the expression of Eq. (2), an approximation 
is made. Note that the two factors in Eq. (2) are summations of discrete, 
short duration, sinusoidal pulses. The arrival times of the correspond-
ing pulses in each summation are the same. The only difference in the two 
summations is that the pulse frequency in the first factor is f and in 
the second factor is f . If it is assumed that the pulses are sparse 
enough that they are non-overlapping, the cross product terms of the inte-
grand of (2) are much smaller than the products of the corresponding 
terms. With this approximation, S is given by 
£ »•» , -«[(2TTf ) 2 + (2Ttfn)
2[t-t ] 2 
Sl ~~ 1 I B i 2 * D (3) 
1=1 -00 
cos2TTf^(t-t.) cos2TTf^(t-t.) dt 
D i D i 
When the two cosine terms of the integrand of Eq. (4) are multi-
plied together, a sum and difference frequency term results. If f is 
anywhere near the value of f , the contribution of the difference fre-
quency to the integral is much greater than the contribution of the sum 
frequency. Assuming that the contribution of the sum frequency to the 
integral is smaller than that of the difference frequency, S becomes 





Sl = I 2 J Bi e (4) 
i=l "" 
•cos(2TTf -2nf ) (t-t.) dt 
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Since the limits of the integral are -co and °°, t. can be omitted and 
Eq. (4) becomes 
N 





= 2"fD " 2 r fD 
Equation (5) is a standard integral and is given by formula 4 page 480 
of reference 24 as 







4 i=l ' 'Va(f D^ + fD
z) 
exp -
- (£D - V 
2 + V . 
2 
2N-J 
-4a<V + V > 
The dependence of S on f_ can be expressed as 
exp - {(fp - f p )
2 / 4 c * a D
2 + f p
2 ) l 
(7) 
The threshold term is the same as the correlation term if f is 
set equal to f . If f is set equal to f in Eq. (8), the threshold term 
is immediately seen to depend on l/f^* 
APPENDIX D 
EVALUATION OF R (f,f ) AND R (f,f ) 
The functions IL(f,f ) and IL-(f,f ) are determined and then some 
expressions involving these functions are evaluated. First of all, 
R (f,f ) is evaluated followed by the evaluation of R^(f,f ). By defini-
tion, R (f,f ) is given by 
T 
RjCf.fp) = J r T I ( t ) e"
j 2 T T f t dt (1) 
o 
T N . a ( 2 r r f n )
2 ( t - t ) 2 
I B. e D X [1 + cos2TTfD( t- t . )] e '
j 2 n f t dt 
o i = 1 
^nCt ) e - j 2 T T f t dt 
= S ^ f , ^ ) + NT(f) 
The expression for r (t) is given by Eq. (2) of Chapter IV. In order to 
determine S (f,f ) , the limits on the integral in Eq. (1) are changed from 
0 and T to -co and co. The change in limits is equivalent to assuming that 
the N pulses occurring during the interval T lie entirely within T. No 
pulse lies partly in and partly out of the interval. Recalling that 
translation in the time domain implies a phase shift in the frequency do-
main, S (f,f ) can be written as 
N -j2TTft,N r«> -a(2nf t ) 
S I ( f ' V = ( I Bi e £) J (1 + cos2TTfD





Noting in Eq. (2) that cos2TTf t effectively heterodynes e up to 
the frequency f , the expression for S (f,f ) becomes 
f -j2nft 
SI(f'fD> = 1 Bi e 
i=l 
[G(f-fD) + G(f+fD) + 2G(f)] (3) 
where G(f) is the Fourier transform of e 
-0f(2rrfDt) 
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r 9 r r 2 2 P 2 1 
exp - L zn a f J 
(4) 
is used. Using this formula with 
1 , 9 , , 2 




G(f) = a v / l ^ T 1 - t
2 / 2a 2 " 
— , e ' 
Lv/ 2n 
(6) 
= a \/2TT exp(- 2n a f ) 
Solving for o~ in Eq. (5) and s u b s t i t u t i n g in to Eq. ( 7 ) , the following 




TT ~^ f f 
— • exp -
4af, 
(7) 
Substituting Eq. (7) into Eq. (3), S (f,f ) becomes 
s i < f . V 
N 
















Th e expression for IL.(f,f ) becomes, from Eqs. (8) and (1), 
-j2nft. 
V f>V = ( I B i e ' ') 





+ exp [- (f-fD)
2/4c^fD
2) + exp - ( f + y 2/^afJ)
2 + NT(f) 
By d e f i n i t i o n , R ^ ( f , f ) i s g i v e n by 
V f ' f D> = J rTD(t) e 
-j2TTft 
d t (10) 
= S D ( f ' V + NT ( f ) 
Substituting the definition of r (t) given by Eq. (1) of Chapter III 
into Eq. (10), R_(f,f ) becomes 
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N 2 2 
.T , £ -c*(2TTf ) (t-t,)Z 
V ^ V =J (Z Bi e cos2nfD(t-t.)) (11) 
i=l 
-j2TTft _T /jrX 
e J dt + NT(f) 
Noting that Eq. (11) differs from Eq. (1) only in that Eq. (11) is the 
Fourier transform of a band-pass term while Eq. (1) is the Fourier trans-
form of a low-pass term and an identical band-pass term, IL(f,f ) can be 
immediately written as 
V f > V = ( Z B i e x) J-77—2 (12) 
i=i v ^ ( 2 T T V 




2]} + NT(f) 
The integral I , defined as follows 
fH 
h°l I s^f .y l 'd f as) 
H 
where f is the upper frequency cut-off of the estimator, is required in 
H 
the discussion of signal to noise ratio in Chapter IV. It is assumed 
that f is high enough that f falls well below f and I can be written 
H D H I 
Ix = I |si(f,fD)|2 df (14) 
2 
The integrand |S.(f,f ) | follows from Eq. (8) as 
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s i< f 'V 
N N N i2nfCt - t ) 
y B . 2 + y y B.B
 J 2 n f ( t i v 
L i /- Z. 1 k 
i = l i = l k= l 











r(f + V% 
(15) 
2af. 
2 J ; 
^ 
It is assumed in Eq. (15) that f is large enough that the exponentials 






v -2' B 
; 2 r r f D )
2 j L i ^ 
4 exp - f 2 / 2 a f 2 + exp - (f - f^ / 2 a f D
2 (16) 
+ exp - ( f+ f D ) /2c^fD df + 
N N 
ry v v B.B. e 
- L A i 4 i k^i L k 
i t k 
j 2 T T f ( t . - t k ) 
( " 2)][4 eXp - f 2 / 2 Q f f D 2 + £XP ~ ( f ' fD ) 2 / 
'(*(2TrfD) 
2 / 2 
" '2af D 
+ exp - ( f + f D )
2 / 2 a f D
2 df 
The integrand of the first integral is a product of a constant term and 
a sum of exponentials. The second integrand is the product of a sum of 
complex exponentials and a sum of real exponentials. The contribution of 
the second integral of Eq. (16) can be neglected relative to the first. 
I can now be written as 
I, ~ n 
N 
V 2 
2 / Bi 6 h a(2rrfD) i=i 
where I_ is defined as 
00 
I2 = T exp (-f
2/2afD
2) df 
The integral I_ can be evaluated readily as 
I2 = J 2TTcfD
2 
N 
and I- becomes 
N 
Ix = ,/2A^(3/2fD) Y B.
2 
i=l 








= ^ ^ d k ) y Bi 2 a.
1=1 
APPENDIX E 
VARIATION ON THE BOUND OF V WITH g„ AND h, 
The bound on V is given by Eq. (32) of Chapter IV as 
M M 
V 2 Q(/i?»J^A) " ? e x p -
k=l j^l 
k 7̂  A 
' ^ "X' 2 
g / h k 
VVWj 
(1) 
It is now demonstrated that the bound on V becomes zero as g and h 
JO K 
increase. First of all, the exponential term of Eq. (1) is considered. 
42 
As g and h increase, the I (v/g^ ) factor approaches the value )L k o V x, K. 
V v W * 
/ ^ 
2TT fiR 
The exponential term becomes 
1 / S4 + hk\ 






From Eq. (3), it is apparent that the exponential term becomes zero and 
g. and h increase. 
For large values of g and h , the integrand of the Q function 
Jo K 
defined in Eq. (31) of Chapter IV, becomes 
x exp -
r S / x -i t r g / x 
y x r a ~ x e xp[-2 J o ^ 6 r 2 J (4) 
x / g ^ J 2nxs^7 
The approximation for I (x^g"') given by Eq. (2) is used in the above 
expression. Eq. (4) can be rewritten as 
rH+x 




It is apparent from Eq. (5) that, as v/gT? becomes arbitrarily large, the 
AJ 
integrand of the Q function becomes arbitrarily small and hence vanishes. 
Since all the terms in the bound given in Eq. (1) vanish as g . and h in-
crease, the bound on V also becomes zero as g and h increase. 
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