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Abstract: We develop and apply two calibration procedures for check-
ing the coverage of approximate Bayesian credible sets including intervals
estimated using Monte Carlo methods. The user has an ideal prior and
likelihood, but generates a credible set for an approximate posterior which
is not proportional to the product of ideal likelihood and prior. We esti-
mate the realised posterior coverage achieved by the approximate credible
set. This is the coverage of the unknown “true” parameter if the data are
a realisation of the user’s ideal observation model conditioned on the pa-
rameter, and the parameter is a draw from the user’s ideal prior. In one
approach we estimate the posterior coverage at the data by making a semi-
parametric logistic regression of binary coverage outcomes on simulated
data against summary statistics evaluated on simulated data. In another
we use Importance Sampling from the approximate posterior, windowing
simulated data to fall close to the observed data. We illustrate our methods
on four examples.
MSC 2010 subject classifications: Primary 65C05, 68W25, 62F15.
Keywords and phrases: Monte Carlo, Approximation, Calibration, Cred-
ible intervals.
1. Introduction
When we carry out Bayesian inference it is often convenient, even when not
strictly necessary, to make approximations. We work with likelihoods and priors
which only approximately equal those we would ideally use. Examples of popular
approximations include Approximate Bayesian Computation (Pritchard et al.,
1999; Marin et al., 2012), pseudo-likelihoods (Besag, 1975), synthetic likelihood
(Wood, 2010), Variational Bayes (Jordan et al., 1999) and Expectation Propa-
gation (Minka, 2001). If we use an approximate posterior distribution to get an
approximate credible set with nominal level α, we should expect the approxima-
tion to distort the coverage, so that the operational coverage of our approximate
credible set is not α. In this paper we give a procedure for measuring the op-
erational coverage. We ignore questions of goodness of fit. We are not aiming
∗Corresponding author.
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to calibrate coverage of the true parameter, but to measure the distortion in
coverage due to target approximation.
Our approach was inspired by Geweke (2004), and Cook et al. (2006) and later
related papers including Fearnhead and Prangle (2012), Prangle et al. (2014)
and Yao et al. (2018) which exploit an idea set out by Monahan and Boos (1992).
Let pi(φ) be a prior for a parameter φ ∈ Ω, let p(y|φ) be an observation model
for data y ∈ Y with
pi(φ|y) ∝ pi(φ)p(y|φ)
the posterior for φ given y. Let p˜i(θ) and p˜(y|θ) be an approximate prior and
approximate likelihood for a parameter θ ∈ Ω with
p˜i(θ|y) ∝ p˜i(θ)p˜(y|θ)
the approximate posterior for θ given y. Suppose we simulate φ ∼ pi(·), y′ ∼
p(·|φ) and θ ∼ p˜i(·|y′). The joint conditional distribution of φ and θ, m(θ, φ|y′)
say, is
m(θ, φ|y′) = pi(φ|y′)p˜i(θ|y′), (1.1)
so, conditional on y′, φ and θ are exchangeable if and only if there is no ap-
proximation and p˜i(θ|y′) = pi(θ|y′) for all θ ∈ Ω. The joint marginal distribution
m(θ, φ) is
m(θ, φ) =
∫
pi(φ|y′)p˜i(θ|y′)p(y′)dy′ (1.2)
where p(y′) =
∫
Ω
pi(φ)p(y′|φ)dφ is the exact marginal likelihood, so φ and θ are
marginally exchangeable if there is no approximation.
In work to date, Equation 1.2 has been taken as a starting point, as it gives
a necessary condition on correctly distributed samples θ, which can be tested to
check an approximation is good. For example, for i = 1, . . . ,M , simulate φ(i) ∼
pi(·), y(i) ∼ p(·|φ(i)) and θ(i) ∼ p˜i(·|y(i)); here y(i) ∈ Y is a data set, φ(i), θ(i) ∈ Ω
are parameter vectors, and the realisation θ(i) ∼ p˜i(·|y(i)) might for example
be the last sample in a MCMC run. The parameter vectors φ(1), . . . , φ(M) and
θ(1), . . . , θ(M) can be compared by a non-parametric test such as a rank test, if
the parameters are scalar, and otherwise comparing single components. Under
the null, the two sets have the same distribution. If we reject the null, this is
evidence for p˜i(θ|y) 6= pi(θ|y). Geweke (2004) and Cook et al. (2006) use ideas
along these lines to check for correct MCMC (implementation, convergence)
sampling of θ ∼ p˜i(·|y′), since in their case simulation of θ ∼ pi(·|y′) is possible
using MCMC and they want to check it is working correctly. Yao et al. (2018)
and Talts et al. (2018) move from testing MCMC convergence to diagnosing
poor approximation of priors and likelihoods.
It is well known that this sort of check for p˜i(θ|y) ' pi(θ|y), based on testing
for exchangeable marginal distributions, can be fooled by an approximation
which is far from the posterior. In particular if 0 ≤ a ≤ 1 and for all y′ ∈ Y
our approximation is a linear combination of prior and posterior, p˜i(θ|y′) =
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api(θ|y′) + (1− a)pi(θ) then
m(θ, φ) =
∫
pi(φ|y′)[api(θ|y′) + (1− a)pi(θ)]p(y′)dy′
= a
∫
pi(φ|y′)pi(θ|y′)p(y′)dy′ + (1− a)pi(φ)pi(θ) (1.3)
and θ and φ are marginally exchangeable. The test passes with p˜i(θ|y) 6= pi(θ|y)
for any sample size M . The case where a = 0 (the approximate posterior is the
prior) is discussed in Prangle et al. (2014) for Approximate Bayesian Computa-
tion (ABC) where it cannot be ignored, as this sort of error is a real possibility
in ABC. They treat this issue by conditioning (φ, y′) on y′ ∈ A for some set
A ⊂ Y. One of our algorithms (Importance Sampling in Algorithm 3) uses
the same idea. We explain the connection between the two approaches below
Equation 2.5. The focus shifts in Rodrigues et al. (2018) from testing for good
calibration to recalibration of approximate samples. This approach is discussed
further in Section 4. In brief, Rodrigues et al. (2018) estimate a recalibration
map and use it to map ABC-samples onto the data in an ABC regression adjust-
ment. By contrast we extract the closely related coverage error map at the data,
as it gives us the realised coverage we are achieving for an arbitrary nominal
or intended coverage. In earlier work Menendez et al. (2014) give a procedure
for correcting a credible interval to give the nominal frequentist coverage for a
parameter φ where a consistent estimator φ¯ is available. In Yao et al. (2018)
and Talts et al. (2018) the approximation framework is unrestricted, however
these authors take Equation 1.2 as their starting point. They are interested in
identifying how badly and in what ways the approximate distribution p˜i(θ|y)
differs from the exact distribution pi(θ|y). They expect an approximation error,
so there seems little point in testing for one, but characterising and visualising
any shift in distribution is still useful.
We assume that the desired output of an analysis is a credible set, and that
we have a method for estimating the credible set which involves making an ap-
proximation. Is the estimated approximate credible set good, in the following
sense? In the original analysis, without an approximation, the credible set is de-
signed to achieve the nominal coverage α for a parameter φ with two assumed
properties, φ ∼ pi(·) and y ∼ p(·|φ), that is φ is a draw from the prior and the
data y inform φ through the observation model. We estimate the coverage our
approximation actually achieves for a parameter φ satisfying these two proper-
ties. Coverage is usually taken to mean coverage of the unknown true parameter.
Our definition of coverage is equivalent if we assume that the prior pi(φ) is the
true generative process for the unknown parameter φ and the observation model
p(y|φ) is similarly correct. This is a shift from basing a test on Equation 1.2
to basing a bias estimate on Equation 1.1. This definition is appropriate as we
focus on measuring approximation bias not model mispecification error. In Sec-
tion 2 we introduce regression and importance-sampling (IS) methods for the
purpose. Although most of our examples treat credible intervals for a real scalar
variable, this is not a restriction. Our simulation-based methods apply to mea-
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surable credible sets, where they can be conveniently computed and specified.
In our final example we work with a credible set for a finite random variable.
The methodology we describe may be computationally costly, since it may
involve repeating the approximate inference procedure M times with M large.
In some settings this would defeat the purpose of using an approximate scheme,
since these are usually chosen to provide rapid answers. There are some mitigat-
ing factors. The runs can be processed in parallel, thus decreasing substantially
the computation time. Also, for Algorithm 2, once the procedure as been run
once, it can be used to evaluate the coverage at any future data set without fur-
ther calibration simulation (i.e., just the simulation at the new data). However
although the parallelism in particular is very helpful, it is sometimes the case
that the approximation we want to use cannot be made asymptotically exact,
that is, we have no family of approximations with a “resolution” or “sample
size” we can vary to improve accuracy but just a single “fixed approximation”.
The Ising model example in Section 5 illustrates this. We replace the partition
function with a different function corresponding to the partition function for a
different boundary condition. We have no practical way to improve this approx-
imation. Where this is the case any serious analysis must provide some measure
of the impact of the approximation on the reliability of results. A measure of
the kind we provide, which measures the damage done to coverage, directly
addresses the impact of the approximation on a quantity central to the anal-
ysis. In this setting a check of the sort we suggest may be worthwhile. In all
our examples, the likelihood only is approximated. In the notation above the
approximate posterior may involve an approximation to the prior, the likeli-
hood, or both. Talts et al. (2018) give an example with an approximate prior.
Calibrating a posterior based on an approximate prior p˜i(θ) is a straightforward
variant of our approach, so long as we can simulate the true prior φ ∼ pi(·).
The remainder of the paper is structured as follows. We state our coverage
estimation problem and describe two algorithms to solve it in Section 2. We
show how they work on a very simple Gaussian model with a tempered likeli-
hood in Section 3. We describe a methodology to correct credible intervals in
Section 4, building on Rodrigues et al. (2018). We give three further examples:
an Ising model with a pseudo-likelihood in Section 5 illustrates all the meth-
ods in a simple setting where we have a sufficient statistic; a mixture model is
analysed with a Variational Bayes approximation in Section 6; in Section 7 we
calibrate the coverage of a random partition in a Dirichlet-Process model for
the distribution of random effects in a hierarchical model. The code generating
results in Sections 6 and 6 is available in is available in the online supplementary
material Lee et al. (2018).
2. Estimating coverage under an approximation
Let C˜y and Cy be level α credible sets for p˜i(θ|y) and pi(θ|y) respectively. These
could for example be highest posterior density (HPD) sets (as in the examples
in Sections 3 and 7) or equal- or lower tailed intervals (as in the examples in
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Sections 5 and 6). If pi(θ|y) = p˜i(θ|y) for all θ ∈ Ω then C˜y = Cy is an exact
credible set for φ when φ ∼ pi(·) and y ∼ p(·|φ), that is
Pr(φ ∈ CY |Y = y) = α.
In our approximation we take C˜y as an approximate level α credible set for
pi(φ|y). In this case we refer to α as the nominal level. Denote by b(y),
b(y) = Pr(φ ∈ C˜Y |Y = y), (2.1)
this operational coverage probability.
We have additional Monte Carlo error if we use an estimate Cˆy(θ) for C˜y
computed using samples θ = (θ1, . . . , θJ) simulated so that θj ∼ p˜i(·|y) for
j = 1, . . . , J (an abuse of notation as θ had J = 1 up to this point). Let c(y)
give this second realised coverage probability at Y = y, averaged over φ and θ,
so that
c(y) = Pr(φ ∈ CˆY (θ)|Y = y). (2.2)
In this paper we give methods for estimating b(y) and c(y). In the examples in
Sections 3, 5 and 6 we compute or estimate b(y), as p˜i(θ|y) is relatively simple
and we can compute C˜Y . In the example in Section 7 we estimate c(y).
We now give the estimators for c(y). Estimators for b(y) are similar but
simpler as the estimate Cˆy is replaced by the C˜y (exact for p˜i(θ|Y )). Let Q(φ)
be a test distribution which we discuss below. For i = 1, . . . ,M we simulate
φ(i) ∼ Q(·), y(i) ∼ p(·|φ(i)) and θ(i) = (θi,1, . . . , θi,J) with θi,j ∼ p˜i(·|y(i)) for
j = 1, . . . , J . Here y(i) ∈ Y is an entire data vector and similarly φ(i) ∈ Ω
and θ(i) ∈ ΩJ for i = 1, . . . ,M . We form an estimate Cˆ(i) = Cˆy(i)(θ(i)) of the
approximate credible set using the sample set θ(i) and use it to compute binary
values
ci = Iφ(i)∈Cˆ(i) .
We have two natural choices for estimating c(y) from the “data” (ci, y(i))i=1,...,M
with different strengths and weaknesses. Before we give these estimators we
give an idealised, but impractical, algorithm estimating c(y) consistently. See
Algorithm 1. In this algorithm we simulate φ(i) ∼ pi(·|y) for i = 1, . . . ,M , set
Algorithm 1 (in general unrealisable) estimation of realised coverage c(y).
1: for i = 1, . . . ,M do
2: Simulate φ(i) ∼ pi(·|y) and θ(i) = (θi,1, . . . , θi,J ) with θi,j ∼ p˜i(·|y) for j = 1, . . . , J .
3: Estimate a credible set Cˆ(i) = Cˆy(θ(i)) from the posterior samples, and binary values
ci = Iφ(i)∈Cˆ(i) .
4: end for
5: The estimated coverage is cˆ(y) = M−1
∑
i ci.
y(i) = y and then simulate θ(i), Cˆ(i) and ci as above. In this case our data is
(ci, y)i=1,...,M and cˆ = M
−1∑
i ci is unbiased and consistent for c(y). Of course
this is no use as we cannot simulate pi(φ|y). Algorithm 1 helps make clear what
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realised coverage means. We used this algorithm in the examples in Sections 6
and 7 to demonstrate our estimators were working.
We now give the estimators. The first method we describe is logistic regres-
sion. The test distribution is Q(φ) = pi(φ) so the simulation step is that of Cook
et al. (2006) and Yao et al. (2018). See Algorithm 2. In the triple (φ, y′, θ), we
have m(φ, θ|y′) = pi(φ|y′)p˜i(θ|y′) conditionally, so if we take any particular y′
we cover φ ∈ Cˆy′(θ) with probability c(y′). We take a vector s(y) ∈ Rp of p
summary statistics computed on the data and a vector γ ∈ Rp of regression
parameters, and carry out logistic regression with c˜(y′) = logistic(s(y′) · γ) and
ci ∼ Bernoulli(c˜(y(i))) independent observations for i = 1, . . . ,M . Our coverage
estimate is simply cˆ(y) = logistic(s(y) · γˆ) with γˆ the maximum likelihood esti-
mator for γ. We found replacing linear logistic regression with a semi-parametric
generalised additive model (a GAM) using methods outlined in Wood (2011)
worked well in our examples. The vector s of summary statistics must be chosen
with care. The examples in Sections 3 and 5 have a sufficient statistic so the
choice of s is straightforward, and more generally we expect good results for
exponential family models. In Section 6, the ABC-optimal rule given in Fearn-
head and Prangle (2012) inspired the choice of s. Our regression approach did
not give sensible estimates for a harder problem we tried (a large scale version
of the example in Section 7). For high dimensional data vectors y ∈ Rn with n
large the simulated data y′ do not enclose the real data y and so we are making
a large extrapolation of the coverage function c(y).
Algorithm 2 Estimation of realised coverage c(y) using logistic regression.
1: for i = 1, . . . ,M do
2: Simulate φ(i) ∼ pi(·), y(i) ∼ p(·|φ(i)) and θ(i) = (θi,1, . . . , θi,J ) with θi,j ∼ p˜i(·|y(i)) for
j = 1, . . . , J .
3: Estimate a credible set Cˆ(i) = Cˆy(i) (θ(i)) from the posterior samples, and binary values
ci = Iφ(i)∈Cˆ(i) .
4: end for
5: Take p summary statistics on the data s : Y → Rp. Carry out logistic regression of
ci ∼ s(y(i)) onto the data yielding regression coefficient γˆ.
6: The estimated coverage is cˆ(y) = logistic(s(y) · γˆ).
The second method we describe is importance sampling (IS) with proposal
distribution Q(φ) = p˜i(φ|y). Denote by δ(y, y′) a distance function in the space
of data Y. For small ρ > 0 with ∆y = {y′; δ(y, y′) ≤ ρ} we begin by making
an ABC-style approximation to c(y). Define a probability function d(y′) for
φ ∼ pi(·) and Y ∼ p(·|φ) as
d(y) = Pr(φ ∈ CˆY (θ)|Y ∈ ∆y) (2.3)
=
∫
Ω×ΩJ
∫
Y
Iφ∈Cˆy′ (θ)
pi(φ)p(y′|φ)Iy′∈∆y
Pr(Y ∈ ∆y) p˜i(θ|y
′)dθdy′dφ (2.4)
Equation 2.4 uses the same abuse of notation we made in Equation 2.2, since θ
is again a generic set of J samples, equivalent to one of the sample sets θ(i), i =
1, . . . ,M in Algorithm 3 below. Also p˜i(θ|y′) represents the joint distribution of
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these J samples. For example, if θ is the first J samples output by an MCMC
run, then p˜i(θ|y′) gives their joint distribution in Equation 2.4.
Our plan is to estimate d(y) in Equation 2.4 using importance sampling,
and then use this as an estimate for c(y), the operational coverage of interest.
We motivate our approach by describing an approach that did not work in our
setting. We might simulate
(φ, y′, θ) ∼ pi(φ)p(y′|φ)Iy′∈∆y p˜i(θ|y′), (2.5)
using rejection with φ ∼ pi(·) and y′ ∼ p(·|φ), and keeping only pairs (φ, y′)
satisfying y′ ∈ ∆y, and then θ ∼ p˜i(·|y′) as before. This approach is used in
the ABC-setting of Prangle et al. (2014) and characterises our different aims
and methods. While Prangle et al. (2014) start with Equation 1.2 and then
restrict to y′ ∈ ∆y in order to stop the prior-approximation (the a = 0 case in
Equation 1.3) satisfying a coverage test, we start with Equation 1.1 and aim
to estimate the operational coverage. For the purpose of removing the a = 0
solution to Equation 1.3 it may be enough to take a rather large set ∆y. However,
for estimating c(y), we need simulated data close to the real data. We would
like the coverage c(y′) to be flat over y′ ∈ ∆y, so that in turn d(y) ' c(y) is a
reasonable approximation. For high dimensional simulated data y′ we do not hit
∆y in the rejection stage if we use Equation 2.5. We therefore use importance
sampling φ ∼ Q with proposal distribution Q(φ) = p˜i(φ|y). This pushes our φ
values into areas of parameter space where the realised y′ values are much closer
to the data y. We weight samples (φ, y′, θ) using the normalised weight function
w(φ, y′, θ) ∝ p˜(y|φ)−1,
in order to get a consistent estimator for d(y). This gives coverage Algorithm 3.
This works well on simple problems, and even on the harder problems set out
in Section 7 and 5. However, the harmonic estimator proved to be too unstable
for the biggest problems we tried (again, a problem related to the example in
Section 7 but involving a much larger data set). Developing a better estimator
based perhaps on Sequential Monte Carlo is an obvious next step.
Algorithm 3 Importance sampler estimating the realised coverage c(y).
1: for i = 1, . . . ,M do
2: while δ(y(i), y) > ρ, simulate φ(i) ∼ p˜i(·|y), y(i) ∼ p(·|φ(i)) then
3: simulate θ(i) = (θi,1, . . . , θi,J ) with θi,j ∼ p˜i(·|y(i)) for j = 1, . . . , J .
4: end for
5: for i = 1, . . . ,M do
6: estimate a credible set Cˆ(i) = Cˆy(i) (θ(i)) from the posterior samples θ(i), binary values
ci = Iφ(i)∈Cˆ(i) and normalised importance weights wi ∝ p˜(y|φ(i))
−1.
7: end for
8: The estimated coverage is cˆ(y) =
∑
i wici.
One promising choice of distance function for scalar θ (i.e. Ω = R) that
seems well-adapted to our setting was suggested to us by Bardenet and Ryder
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(2018). The “Kolmogorov-Smirnov distance function” δ(y′, y) =
∥∥∥Gˆy − Gˆy′∥∥∥∞
(hereafter, KS-distance) is based on the posterior CDF Gy(θ) of p˜i(θ|y) at y. We
are going to sample θ ∼ p˜i(·|y′) anyway, and these samples may be used to form
an empirical CDF Gˆy. The downside of this is that we must simulate θ ∼ p˜i(·|y′)
for all the data-vectors y′ we simulate, not just the ones that satisfy y′ ∈ ∆y,
since we need these samples to compute δ(y′, y) itself.
3. Coverage of a Normal mean
The diagnostic tools we have described cannot be “fooled” in quite the same
way checks based on the exchangeability of φ and θ in Equation 1.2 can be. This
point and some other strengths and weaknesses are illustrated by the following
very simple example.
Suppose the prior is φ ∼ N (0, 1), the observation model is y ∼ N (φ, 1) (i.e.
the data vector is a scalar, we have just a single normal observation), so that
the exact posterior is pi(φ|y) = N (φ; y2 , 12 ). Suppose now the approximate model
has a tempered likelihood,
p˜i(θ|y) ∝ N (θ; 0, 1)N (y; θ, 1)v, (3.1)
for some v ≥ 0, that is,
p˜i(θ|y) = N
(
θ;
vy
1 + v
,
1
1 + v
)
. (3.2)
The approximation is good when v = 1 (no approximation) and bad when v = 0
(the approximation p˜i(θ|y) coincides with the prior pi(θ)).
Let Zα and Φ(z) be respectively the
1−α
2 quantile (recall, in this paper α is
typically 0.9 or 0.95) and CDF of a standard normal and let
B± =
vy
1 + v
± Zα
√
1
1 + v
so that C˜y = [B−, B+] is a credible set for θ given y, with nominal level α. Now,
referring to the coverage probability b(y) defined in Equation 2.1, we have
b(y) = Φ
(√
2(B+ − y
2
)
)
− Φ
(√
2(B− − y
2
)
)
,
so that b(y) = α when v = 1 and does not in general equal α otherwise (see
Figure 1).
Consider estimating b(y) using Algorithms 2 and 3. The algorithms simplify
slightly as we do not need to draw samples θ ∼ p˜i(·|y′) in order to form an esti-
mate Cˆy′ for C˜y′ at simulated date y
′ and so we estimate bˆ(y) in Equation 2.1
rather than cˆ(y) in Equation 2.2. In Figure 1 we plot the exact operational cover-
age b(y) and its estimate bˆ(y) as functions of the summary statistic s(y) = y for
various values of v and ρ taking M = 10000 simulated “data points” (ci, y(i))
M
i=1.
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At top left we see logistic regression with a GAM accurately estimates the oper-
ational coverage at all data and all approximation values. The remaining graphs
show the behavior of the IS-estimator, Algorithm 3. Again we have M = 10000
but now the data points are simulated using the importance sampling proposal
distribution - the approximate posterior itself. At top right the “easy” case
α = 0.9 and v = 1 (i.e. no approximation) is in fact demanding as the estimator
in Algorithm 3 is now unbiased but sharply skewed at large α. At bottom left
and right we see evidence that IS is not consistent for b(y) as it is a consistent
for Pr(φ ∈ C˜Y |Y ∈ ∆y) not Pr(φ ∈ C˜Y |Y = y). However, the bias is reduced
as ρ is decreased. The two methods, logistic regression and IS, expose the poor
approximation at v = 0 (approximation-is-prior, corresponding to a = 0 in
Equation 1.3) very well. Notice that a test based on measuring exchangeability
of φ and θ would not show up this poor approximation.
In Appendix A we show that if 0 ≤ v < 2 then, for this simple normal
example, the un-normalised IS estimator in Algorithm 3 satisfies a Central Limit
Theorem. If the approximate posterior p˜i(θ|y) is under-dispersed with respect
to the true posterior pi(θ|y) then the performance of the simple IS estimator we
are using may be poor. We expect this property to hold in a qualitative sense
in other settings.
4. Achieving the nominal level
The material in this section can be omitted at first reading. It is of independent
interest, and highlights the connection between our work and Rodrigues et al.
(2018). We have estimated the operational coverage b(y) and the realised cov-
erage c(y) at the data for general credible sets respectively C˜y and Cˆy of fixed
nominal level α. The framework above does not require the parameter θ to be
a real scalar. We now restrict to Ω = R and consider the level-α dependence of
c(y) specifically for lower tail credible intervals.
Let q˜y′(α) = G
−1
y′ (α) be the level α quantile of p˜i(θ|y′) where Gy′(θ) =∫ θ
−∞ p˜i(θ
′|y′) dθ′ is the CDF of θ at y′ in the approximate posterior. Let Fy′(φ) =∫ φ
−∞ pi(φ
′|y′) dφ′ be the CDF for the true posterior given generic data y′. The
operational coverage we achieve with our approximation p˜i(θ|y) is a function of
α at each y-value, and we write this as
by(α) = Pr(φ ≤ q˜Y (α)|Y = y). (4.1)
This is the same as b(y) but the dependence on the nominal level of coverage
α is explicit. Equation 4.1 is the relation by(α) = Fy ◦ G−1y (α). This can be
inverted to give the map from Gy to Fy at the data y,
Fy(φ) = by ◦Gy(φ).
Our coverage function by(α) is just the “distortion function” mapping the ap-
proximate CDF to the true CDF at the data. If we form estimates bˆy(α) of
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Fig 1. Tempered normal approximate likelihood. Y -axis is operational coverage. X-axis is
scalar summary statistic s(y) = y. (Top Left) logistic regression (GAM) estimate of oper-
ational coverage b(y) when α = 0.9. Line types: truth b(y), solid; estimated bˆ(y), dashed.
Colors: Red, v = 1, Green v = 0.5, Black v = 0. (Top Right) IS estimates of b(y) at v = 1:
lines give exact b(y) at α = 0.9 (black) and α = 0.5 (red); points give IS estimates of b(y),
larger points have lower ESS. (Bottom Left) IS estimates of operational coverage with v = 0
and α = 0.9: red line gives true operational coverage; open circles ρ = 1, full circles ρ = 0.3.
(Bottom Right) As bottom left but with α = 0.5.
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by(α) (using Algorithm 2 or 3) and Gˆy (the empirical CDF obtained using for
example MCMC targeting p˜i(θ|y)) we may “recalibrate” Gy at the data y to
better estimate Fy using the estimator
Fˆy(φ) = bˆy ◦ Gˆy(φ). (4.2)
This idea is set out in Rodrigues et al. (2018) who use it to map φ|y′ to φ|y via
the adjustment φ(adj) = G−1y ◦Gy′(φ). In our setting this sort of map would be
effective. When we approximate by(α) with Pr(φ ≤ q˜Y (α)|Y ∈ ∆y) we assume
by′(α) does not depend on y
′ for y′ ∈ ∆y. If φ ∼ pi(·) and y′ ∼ p(·|φ) so that
φ|y′ ∼ pi(·|y′) then
φ(adj) = G−1y ◦Gy′(φ)
= F−1y ◦ by ◦ b−1y′ ◦ Fy′(φ)
' F−1y ◦ Fy′(φ),
as by ◦ b−1y′ (x) = x if by′ does not depend on y′. After adjustment Rodrigues
et al. (2018) have φ(adj) ∼ pi(·|y) (approximately). It is straightforward to check
that by is invertible at each y. Rodrigues et al. (2018) use the empirical estimate
Gˆ−1y ◦ Gˆy′(φ) to implement the map.
We do not wish to make an adjustment of the kind Rodrigues et al. (2018)
make, as we do not need to map samples θ at y′ to samples φ(adj) at the data
y. We are interested in cases where we can generate approximately distributed
samples at y by sampling θ ∼ p˜i(·|y) itself. These samples could be recalibrated
(at y) using Equation 4.2. For example, if we seek a corrected median estimate
we can replace the median estimate Gˆ−1y (0.5) for p˜i(θ|y) with Gˆ−1y ◦ bˆ−1y (0.5).
Our aim is to provide an estimate cˆ of the coverage of an approximate credible
set Cˆy, not an improved credible set. However we show how the correction may
be made and give an example in Section 5.
Given Monte Carlo samples θ = (θ1, . . . , θJ) distributed as p˜i(·|y′) (notation
as Equation 2.4), and ordered so that θi,j < θi,j+1 for j = 1, ..., J − 1, we
estimate qˆy′(θ;α) = θ(dαJe). The realised coverage is
cy,J(α) = Pr(φ ≤ qˆY (θ;α)|Y = y).
Again we assume cy,J(α) ' dy,J(α) where now
dy,J(α) = Pr(φ ≤ qˆY (θ;α)|Y ∈ ∆y)
is a function of the level. Reasoning as before,
dy,J(α) =
∫
Ω×ΩJ
∫
Y
Iφ≤qˆy′ (θ;α)
pi(φ)p(y′|φ)Iy′∈∆y
Pr(Y ′ ∈ ∆y) p˜i(θ|y
′)dθdy′dφ.
We estimate this in Algorithm 4 using importance sampling draws from φ(i) ∼
p˜i(·|y(i)) and weighting by 1/p˜(y|φ(i)) as before. We are estimating cy,J(α) via a
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consistent estimator for dy,J(α). In this setting it seems clear that following Bar-
denet and Ryder (2018) and using the distance function δ(y′, y) =
∥∥∥Gˆy − Gˆy′∥∥∥∞
is desirable: if the CDF’s are similar, at least for y′ ∈ ∆y, then we may hope
that the distortion functions cy,J(α) and cy′,J(α) are similar, supporting our
assumption cy,J(α) ' dy,J(α).
Algorithm 4 Importance sampler estimating the realised coverage function
cy(α).
1: for i = 1, . . . ,M do
2: while δ(y(i), y) > ρ, simulate φ(i) ∼ p˜i(·|y), y(i) ∼ p(·|φ(i)) then
3: simulate θ(i) = (θi,1, . . . , θi,J ) with θi,j ∼ p˜i(·|y(i)) for j = 1, . . . , J , ordered so that
θi,j < θi,j+1 for j = 1, . . . , J − 1.
4: end for
5: for i = 1, . . . ,M do
6: compute the step functions ci(α) = Iφ(i)≤θi,dαJe and normalised importance weights
wi ∝ p˜(y|φ(i))−1.
7: end for
8: The estimated coverage function at level α is cˆy(α) =
∑
i wici(α).
Algorithm 4 makes Algorithm 3 redundant. We can use the function cˆy(α)
output by Algorithm 4 to estimate the realised coverage c(y) of our estimate
Cˆy(θ) by evaluating cˆy(α) at the value of α used to form Cˆy(θ). However we can
also correct Cˆy(θ) to get a new interval with the required operational coverage.
If we find the value α˜ say, satisfying α = cy(α˜) then (−∞, q˜y(α˜)] covers φ with
probability α. In practice we work with estimates, so we solve α = cˆy(αˆ) and
estimate the credible set Cˆy(θ) = (−∞, qˆy(θ; αˆ)] based on an adjusted level, in
order to make the realised coverage match the desired nominal coverage. We
give an example of this calculation in the next section (see the last paragraph
and Figure 3 of Section 5). However, as noted above, this is a by-product of the
analysis, not the essential point. We seek a quality guarantee, not a correction.
Algorithm 4, given here for lower-tail intervals, can be extended to handle
equal-tailed intervals and HPD regions (Rodrigues et al. (2018) set this out in
a general way). It is sufficient that credible sets at smaller nominal α are nested
within credible sets at larger α. That makes ci(α) an increasing step function
and cˆy(α) non-decreasing.
5. Coverage of the Ising model smoothing parameter
The image in Figure 2 is a data set quoted from Bornn et al. (2013) where it
was used to illustrate adaptive Wang-Landau simulation of a binary Markov
Random Field. Those authors registered it by thresholding a larger grey-level
image of ice floes published in Banfield and Raftery (1992). We will fit a binary
Markov random field (MRF) to these data, and illustrate our methods on the
problem of estimating the smoothing parameter, φ (also referred to as the in-
verse temperature, and usually denoted β, as we fit the Ising model). Here the
data vector y records a N ×N square array of binary values given by the grey
imsart-generic ver. 2014/10/16 file: ms.tex date: April 9, 2019
J. E. Lee, G. K. Nicholls and R. J. Ryder/Calibrating approximate credible sets 13
Fig 2. Ice floe data from Bornn et al. (2013).
level in the image in Figure 2, where N = 40. In the true observation model the
MRF observation model will have free boundary conditions. This is a natural
modelling choice but gives an intractable likelihood for φ. We will approximate
this with an observation model which has periodic boundary conditions but is
otherwise identical. The likelihood for this second model is easily evaluated to
machine precision. The MatLab code generating all results in this section is
available in the online supplementary material Lee et al. (2018). Foreshadowing
our results, Figure 3 (left) shows the estimated coverage function b(y), the prob-
ability our “wrong” credible set for φ with nominal coverage α = 0.95 covers φ
if φ is a draw from the prior and the data-image y is a draw from the obser-
vation model. In this problem the coverage depends only on a scalar sufficient
statistic s(y) defined below, so in Figure 3 (left) we have plotted b(y) against
s(y). We can see that the coverage of our estimated credible interval C˜y′ varies
significantly over the space Y of data sets y′. However our estimation methods
give good estimates of the operational coverage we are achieving at the value
of s(y) corresponding to the data in Figure 2. Zhu and Fan (2018) calibrate an
approximate fit to a Potts model using a coarsening procedure related to the
real-space renormalisation group methods Gidas (1989) applies in image pro-
cessing. Zhu and Fan (2018) compute the frequentist coverage probabilities at
chosen values of the parameter φ.
The Ising model is a well known Markov model for a binary random field.
Let G be a graph with edges E and vertices V . For v ∈ V let yv ∈ {0, 1} be
binary data at vertex v. Let y = (yv)v∈V so that y ∈ Y with Y = {0, 1}N2 . Let
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〈u, v〉 ∈ E denote a generic edge in G with vertices u, v ∈ V . Denote by
f(y;E) =
∑
〈u,v〉∈E
Iyu 6=yv
the number of edges connecting non-equal neighbours on the graph. In our case
G is a rectangularN×N lattice withN = 40 and a free boundary,GF = (EF , V )
say. On this graph interior vertices have degree 4, edge vertices have degree 3,
and corner vertices have degree 2. We will consider also lattices GP = (EP , V )
with periodic or toroidal boundary conditions. In this case the lattice is wrapped
onto a torus and all vertices have 4 neighbours.
Let φ ≥ 0 be a positive scalar smoothing parameter. The Ising model distri-
bution for a rectangular lattice with a free boundary is
pF (y|φ) = 1
ZF (φ)
exp (−φf(y;EF )) (5.1)
where
ZF (φ) =
∑
x∈Y
exp (−φf(x;EF )) (5.2)
is a normalising constant. The normalising constant ZF (φ) is an intractable
function of φ, for free boundary conditions, for N at all large. However, it is
available from Beale (1996) in a simple closed form derived by Kaufman (1949)
for the special case of periodic boundary conditions (for MatLab implementation
see Lee et al. (2018)).
Consider the problem of estimating the smoothing parameter φ for the data in
Figure 2. Values of φ greater than about 2 are uninteresting for image modeling
purposes as the image is essentially all 0’s or all 1’s under the prior. We take as
prior pi(φ) ∝ Iφ∈[0,2]. The posterior is
pi(φ|y) ∝ 1
ZF (φ)
exp (−φf(y;EF )) Iφ∈[0,2].
The likelihood for φ depends on the data y through the scalar quantity s(y) =
f(y;EF ) only, so this statistic is sufficient. This posterior is doubly intractable,
due to the ZF (φ)-dependence. One approximate solution is to simply replace
ZF (φ) with ZP (φ), which we can compute. Denote by
p˜i(θ|y) ∝ 1
ZP (θ)
exp (−θf(y;EF )) Iθ∈[0,2].
the approximate posterior obtained on making this substitution. In this case
the approximate posterior density and its CDF are readily evaluated using the
formulae for the partition function derived by Kaufman (1949), and we can
compute C˜y to machine precision. The result for the data in Figure 2 is C˜y =
[0.84, 0.90]. This is exact for p˜i(θ|y) but only approximate for pi(φ|y). We would
like to know the operational coverage b(y) this approximation achieves.
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Fig 3. Estimation of coverage for the Ising model of Section 5. (Left) Estimated coverage
as a function of the sufficient statistic s(y): points are average coverage in x-axis bins each
containing 50 data points; solid curve is GAM regression of coverage response on s(y); vertical
(horizontal) dashed line at the data value s(y) = 503 (resp. estimated operational coverage
cˆ = 0.80) from the image at left; the error bar gives the IS-estimate cˆ = 0.78 and error
σˆ = 0.03. (Right) Solid line is estimated realised coverage cˆy(α) at data y plotted against
nominal or target coverage α; dashed line is ideal realised coverage; black arrows give map
from nominal coverage 0.95 to realised coverage 0.82; red arrows give inverse map from target
realised coverage 0.95 to the nominal coverage α˜ = 0.98 which would achieve it.
We now run Algorithms 2 and 3 to estimate b(y). As the credible interval
under the approximation is available without simulation, the algorithms again
simplify (i.e. as in Section 3 we estimate b(y) rather than c(y) in Equations 2.1
and 2.2). We made M = 1000 simulations of φ and y′ ∼ p˜i(·|φ) in Algorithms 2
and 3. For our algorithm to be correct this simulation should be exact. However
we simulated y(i) using a simple single-site MCMC algorithm with a very large
run-length. Although it is possible that this introduces another layer of bias, we
took — for the purpose of this analysis — a very large run length and checked
convergence carefully so that bias involved is negligible compared to the effect
due to the boundary condition.
In our logistic regression in Algorithm 2 we use, as a covariate in the logistic
regression, the summary statistic s(y(i)) = f(y(i);EF ) where y(i) ∼ p(·|φ(i)). In
Figure 3 (left) we plot the estimated operational coverage b(y′) as a function of
the sufficient statistic s(y′) = f(y′;EF ). This is the coverage we get over data
space if we aim at a fixed nominal coverage equal 0.95 (i.e. α = 0.95 is fixed, as in
Section 2). The curve is a semi-parametric logistic regression (a GAM computed
using the R function gam() in the package mgcv, see Wood (2011)) of the coverage
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response ci in Algorithm 2 on the sufficient statistic, where y(i) ∼ p(·|φ(i)) is the
simulated data at φ(i) and φ(i) ∼ pi(·) is a draw from the prior, for i = 1, . . . ,M .
In this setting, with a sufficient statistic, this is a fairly reliable estimate of the
true operational coverage function b(y), interpolating the proportion of c-values
equal to 1 in the neighbourhood of each s(y)-value. The value of the sufficient
statistic at the data is s(y) = 503, so our best estimate of b(y) at the real data
y (i.e. the GAM fit at s(y)) is 0.80. As an aside, we note that if we estimate
the operational coverage using linear logistic regression instead of a GAM in
Algorithm 2, we get 0.85, though the nonlinear dependence in Figure 3 suggests
a local linear regression windowed on data close to s(y) would be more reliable.
In Algorithm 3, we used the KS-distance δ(y, y′) = ‖Gy −Gy′‖∞ to threshold
the importance sampling estimation. We set the threshold distance at 0.5. This
gave an effective sample size of 275 (out of 1000 samples). This (i.e. ρ = 0.5)
may seem large, however it reflects the change in Gy′ as y
′ varies. The shape
(and we hope the distortion function by) of the CDF remains almost unchanged
as the location varies. Data y′ with similar cy′ functions to cy are good data so
we include as much as we can. We saw a clear dependence of weight variance
on KS-distance. If we set the threshold distance just below 1 (the maximum
possible) the ESS is reduced to 32 as there are some very large weights at
larger KS-distances. Data y′ at large KS-distance from y is associated with
parameter values φ that have large IS-weights 1/p˜(y|φ), so the KS-distance
is helpful in stabilising our estimator in this case. Estimation of b(y) using
importance sampling, Algorithm 3 yields cˆ = 0.78 with standard deviation σˆ =
0.03, where
σˆ =
M∑
i=1
w2i (ci − cˆ)2.
The convenience of semi-parametric logistic regression in this simple setting is
striking. However, importance sampling was also straightforward.
In Figure 3 (right) we plot the estimated calibration function cˆy(α). This gives
the operational coverage achieved by our estimator as a function of the nominal
coverage we are targeting. This function was estimated as in Algorithm 4 by
forming a weighted average of the binary step functions
ci(α) = Iφ(i)≤q˜y(i) (α)
defined for 0 ≤ α ≤ 1. The black arrow follows the map from a nominal coverage
of 0.95 to the realised coverage (about 0.82, not a perfect match for the value
0.78 we estimated using IS in Algorithm 3 due to Monte Carlo error, but note
also that we have switched from equal-tailed to lower-tail credible intervals in
moving from Figure 3 (left) to (right)). We can also ask, what nominal level
would give operational coverage equal 0.95? This is the inverse map represented
by the red arrows. We see we should have used α = 0.98 if we wanted to cover
φ ∼ pi(·|y) 95% of the time.
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6. Mixture-model parameters via Variational Bayes
Consider data from a mixture of two normal distributions
y ∼ pN (µ1, σ21) + (1− p)N (µ2, σ22). (6.1)
We impose 0 < p < 12 to ensure identifiability, and wish to estimate the lo-
cation of the secondary mode µ1. To this end, we use Variational Bayes (VB,
(Jordan et al., 1999)). VB provides an analytical approximation to the posterior
distribution pi(·|y), by finding the parametric distribution which minimizes the
Kullback-Leibler divergence
p˜i = arg min
Q∈Q
DKL (Q(·)||pi(·|y)) (6.2)
where Q is a parametrized set of distributions. In our example, the set Q is
defined by imposing that the approximate posterior be of the form
(µ1, µ2, σ
2
1 , σ
2
2 , p) ∼ N (ν, τ)⊗N (ν′, τ ′)⊗ IG(a, b)⊗ IG(a′, b′)⊗ B(a′′, b′′)
for some values of the scalars (ν, τ, ν′, τ ′, a, b, a′, b′, a′′, b′′), where N , IG and B
refer to the Normal, Inverse-Gamma and Beta distributions respectively. We use
p˜i defined by Equation 6.2 as an approximate posterior distribution. The com-
putation of the optimal p˜i can be done very rapidly; we used the implementation
of the R package vabayelMix (Teschendorff, 2006). The R code generating all
results in this section is available in the online supplementary material Lee et al.
(2018). We refer the reader to Blei et al. (2017) for a review of VB, including
its application to a mixture of normals.
We implemented Algorithm 2 withM = 10000 synthetic data sets y(1), . . . , y(M).
For i = 1, . . . ,M , each data set y(i) is a set of size n = 20 simulated from
the mixture model in Equation 6.1 with parameters drawn from the priors
µ
(i)
1 ∼ N (0, 10), µ(i)2 ∼ N (0, 10), p(i) ∼ U([0, 12 ]), and σ(i)1 = σ(i)2 = 1. For each
synthetic data set y(i), we compute the VB approximate posterior, which we
summarize by the set of statistics s(y(i)) = (|µˆ(i)1 − µˆ(i)2 |, pˆ(i), σˆ(i)1 , σˆ(i)2 , 1σˆ(i)1 ,
1
σˆ
(i)
2
),
where µˆ
(i)
1 is the expected value of µ1 under the VB approximate posterior
p˜i(·|y(i)), and similarly for the other parameters. This is inspired by the ABC-
optimal choice of Fearnhead and Prangle (2012); as with any ABC-like method,
the choice of the summary statistics is crucial and including better summary
statistics if available can vastly improve the inference: we also experimented with
other summary statistics, including the data mean, standard deviation and var-
ious quantiles, but found that these statistics did not improve our estimates.
We use the VB approximate marginal posterior for µ1 to compute analytically
a 90% credible interval Cˆ(i) = C˜y(i) for µ1|y(i) and record the binary value
ci = Iµ(i)1 ∈Cˆ(i) .
We regressed (using a GAM as above) the coverage indicator ci against the set
of summary statistics s(y(i)). Note that these do not form a sufficient statistic,
so we should expect some loss of precision. Note also that once this regression
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is performed, it can be used (at no further computational cost) to estimate the
coverage of different observed data sets for the same model.
The output of the regression allows us to estimate the coverage of the VB
approximate posterior given the output of VB for some observed data y. To
evaluate the methodology, we estimated the coverage by simulating Ntest = 2000
new “observed” data sets. For each data set j = 1 . . . Ntest, we used VB to
compute an approximate HPD1 interval Cˆj with nominal coverage α = 0.90.
We recorded the estimated coverage cˆj ∈ [0, 1] given by Algorithm 2 as well as
the binary value cj = Iµ(j)1 ∈Cˆj . We then computed the cross-entropy
1
Ntest
∑
j
−cj log(cˆj)− (1− cj) log(1− cˆj).
A lower cross-entropy means we are better at estimating the operational cov-
erage. We compare these estimated coverages to the nominal coverage ∀j, cˆ′j =
0.90 and to the best constant estimator ∀j, cˆ′′j = 1Ntest
∑
cj = 0.719. Algorithm 2
gave cross-entropy 0.435, cˆ′j = 0.90 gave 0.773, and cˆ
′′
j = 0.719 gave 0.616. The
fact that we outperform cˆ′j = 0.90 indicates that Algorithm 2 estimates the
operational coverage better than the nominal coverage. The fact that we out-
perform cˆ′′j = 0.719 indicates that we are able to detect in which parts of the
space the coverage is higher or lower than average. This kind of experiment is
available in general.
For this model, it is also possible to implement Algorithm 1; we used the
Gibbs sampler implementation of the R function rnmixGibbs of package bayesm
(Rossi and McCulloch, 2017) to target pi(φ|y). This gives a consistent estimator
of the operational coverage of our estimator which would not be available in
a real application. We treat this estimate as exact, as we ensured the MCMC
sample size was large enough to make the Monte Carlo error negligible. In order
to form this estimate, we generate an MCMC sample (θj,1, . . . , θj,K) ∼ pi(·|y(j)).
Convergence diagnostics show that K = 1000 is reasonable. We then record as
the true operational coverage the value c¯j =
1
K
∑K
k=1 Iθj,k∈Cˆj . The results are
shown in Figure 4, which plots this “true” operational coverage c¯j against the
estimate cˆj given by Algorithm 2. The vast majority of points are close to the line
y = x, indicating that our estimator is reliable. We compute the mean squared
error 1Ntest
∑
(cˆj − c¯j)2 (i.e. ignoring the small Monte Carlo error in c¯j). Using
the nominal coverage of 0.9 leads to mean squared error of 0.109; Algorithm 2
leads to a 10-fold improvement with a mean squared error of 0.0106.
The mean squared error is a more convincing criterion, but we need an inde-
pendent consistent estimate of the operational coverage to estimate it, while the
cross-entropy can be computed when this is unavailable. For unimodal poste-
rior distributions, VB often provides a good estimate of the posterior mean but
underestimates the posterior variance (Blei et al., 2017), i.e. we expect approx-
imate credible intervals to have operational coverage lower than the nominal
1Due to the nature of the VB approximation, an HPD interval is an equal-tailed credible
interval.
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Fig 4. For the mixture of normals example in Section 6 and j = 1 . . . Ntest, true operational
coverage c¯j ' b(y(j)) is plotted against estimated operational coverage cˆj estimated by Algo-
rithm 2. Most points are close to the y = x red line. The green horizontal line at y = 0.9
shows the nominal coverage, which is far from the operational coverage in most cases.
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coverage. This is exemplified in Figure 5 (top), which gives the actual coverage
of 1000 approximate credible intervals each with nominal level 0.90.
7. Coverage of a partition of random effects
The car90 data contain specifications of n = 111 cars, extracted from Consumer
Reports, 1990. The dependence of car price on car specifications is of interest.
The dataset is available in the R package rpart (Therneau and Atkinson, 2018).
We focus on the problem of clustering the levels of a categorical variable as part
of the modeling. We use these data to illustrate an approximate method for
fitting a Dirichlet process model for the clustering. The output of this analysis
is a credible set of partitions of the levels indicating how the levels may plausibly
be grouped. For this purpose we select from the original 33 variables the engine
displacement in cubic inches (x = (x1, . . . , xn)), the red line value (the maximum
safe engine speed in rpm, z = (z1, . . . , zn)) and the car type (t = (t1, . . . , tn) with
ti ∈ T for i = 1, . . . , n and T = {small, medium, large, van, compact, sporty}).
Let S = (S1, . . . , SK) be a partition of T into K sets, with K ∈ {1, 2, . . . , 6},
and for i = 1, . . . , n let si denote the partition for car i so that si = k is
equivalent to ti ∈ Sk. In our model the overall effects due to type are assumed
to fall in groups: we have a separate effect γk for each group k = 1, . . . ,K, and
an effect for each type within each group, ητ , τ ∈ T . The two random effect
covariance matrices Ση and Σγ are assumed diagonal with diagonal elements
hησ
2 and hγσ
2 respectively, where σ2 is defined below as the response variance.
The overall random effect, η′ti say, for observation i is η
′
ti = ηti + γsi (notice si
is determined from ti given S). Let γ = (γ1, . . . , γK) and η = (η1, . . . , η6).
The model in this section clusters random effects “by covariance”. If we inte-
grate out γ ∈ RK given the partition S then we are left with a model in which
random effects in the same group have a higher covariance (i.e. hγσ
2) than ran-
dom effects in different groups (where the covariance zero). Malsiner-Walli et al.
(2018) and Pauger and Wagner (2018) treat the same problem in a similar way
but use a different parameterisation and prior. Malsiner-Walli et al. (2018) use a
mixture of spiky normal distributions in their prior for label effects. Pauger and
Wagner (2018) take the overall random effects for type η′τ , τ ∈ T and introduce
covariance terms off-diagonal in the random effects covariance matrix Ση′ . They
operate directly on the elements of the covariance matrix in order to explore
the model space.
Given the partition S the price y in $1000 dollars is modelled using the
following random and fixed effects, for i = 1, . . . , n,
yi = β0 + β1xi + β2zi + ηti + γsi + i
where i ∼ N (0, σ2). The parameter priors are
pi(σ2) ∝ 1/σ2 , β0, β1, β2 ∼ N (0, hbσ2) , ητ ∼ N (0, hησ2), τ ∈ T .
The partition S is unknown. Let P denote the space of partitions of our six
types (there are 203 distinct partitions). We take a Chinese restaurant process
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Fig 5. True and estimated distributions of VB coverage, x− (lower) and y− (upper)
marginals of Figure 4. For 1000 data sets we estimate the operational coverage of VB at
that data set using Algorithm 2 (lower, our estimate) and again using Algorithm 1 and an
exact Gibbs sampler (upper, the true operational coverage). The top plot is a histogram of the
actual coverage, which is often very far from the nominal level of 0.90 (green vertical line).
The bottom plot shows a histogram of the estimated coverage using our method. Our method
correctly identifies the tendency for VB to give low coverage.
imsart-generic ver. 2014/10/16 file: ms.tex date: April 9, 2019
J. E. Lee, G. K. Nicholls and R. J. Ryder/Calibrating approximate credible sets 22
(CRP) prior pi(S) for S, with clustering parameter αCRP = 1
pi(S) =
Γ(αCRP )
Γ(αCRP + n)
αKCRP
K∏
k=1
Γ(nk)
where nk is the number of datapoints in the partition k. We are modeling the
random effects via a Dirichlet Process Gγ ∼ DP (α,H), γk ∼ Gγ with base
density
H(γk) = N (γk; 0, hγσ2), k = 1, . . . ,K .
Integrating over the DP random measure Gγ yields the prior
pi(γ, S|hγ , σ2) = pi(S)
K(S)∏
k=1
N (γk; 0, hγσ2).
The scale parameter priors are hη, hγ , hb ∼ Invχ2(1). Let h = (hη, hγ , hb).
We are interested in the marginal posterior distribution of S|y and estimating
a HPD credible set for S. Let
ψ = (β0, β1, β2, σ, γ, η)
denote the vector of parameters besides S and h. It is often convenient (i.e. in
models slightly more complex that this) to work directly with the marginal (or
“collapsed”) posterior
pi(S|y) ∝ p(y|S)pi(S),
where p(y|S) is the intractable marginal likelihood
p(y|S) =
∫
p(y|S, h, ψ)pi(ψ|h, S)pi(S, h)dψdh.
However p(y|S, h) is available in closed form and there are a number of ways
one might then proceed to solve the problem without further approximation
(for example using asymptotically exact MCMC). Here we simply set hη =
hγ = hb = 10, that is we define
p˜(y|S) = p(y|S, h)|hη=hγ=hb=10
and
p˜i(S|y) ∝ p˜(y|S)pi(S).
We implemented MCMC targeting p˜i(S|y) using Metropolis Hastings MCMC
updating one level of car type at each update. We define and estimate the
empirical CDF Gˆy′(S), s ∈ P, y′ ∈ Y and associated KS distance as follows. For
S ∈ P let pˆi(S|y) be an estimate of the approximate posterior formed from the
MCMC output, and let >y be the (random) order on partitions determined by
S >y S
′ ⇔ pˆi(S|y) > pˆi(S′|y). The empirical cdf of the approximate posterior at
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Partition, S G(S|y)
(Compact,Large,Medium,Small,Sporty,Van) 0.21
(Compact,Large,Medium,Sporty,Van),(Small) 0.25
(Compact,Medium,Small,Sporty,Van),(Large) 0.29
(Compact,Large,Medium,Small,Sporty),(Van) 0.32
(Compact,Large,Medium,Small,Van),(Sporty) 0.36
...
...
(Compact,Van),(Large,Sporty),(Medium,Small) 0.95
Table 1
HPD set for partition S in Section 7 using p˜i(S|y). Rows are partitions sorted by posterior
probability with the largest first. The second column is the cumulative sum (i.e. the CDF
Gˆy(s)). There are 144 partitions in this HPD set.
y′ ∈ Y is Gˆy′(S) =
∑
S′≥yS pˆi(S|y′) and the estimated KS distance is δ(y′, y) =∥∥∥Gˆy − Gˆy′∥∥∥∞.
The level α = 0.95 HPD set is shown in Table 1. We would like to use our
calibration check to see if this Monte Carlo HPD set is reliable. We estimated the
coverage probability of each partition using importance sampling, Algorithm 3,
withM = 100000 samples and the KS-distance function. In this multi-parameter
setting we need ψ and h in order to simulate p(y|S, h, ψ). These can often
be sampled from their priors, so the only importance re-weighting comes with
replacing S ∼ pi(·) with S ∼ p˜i(·|y). However here σ has an improper prior, so we
take φ = (ψ, S) in Algorithm 3 and sample ψ, S|y ∼ p˜i(·|y), where p˜i(ψ, S|y) ∝
pi(ψ, S, h|y)|h=10 is the approximate posterior for all the parameters. When we
use this importance sampling proposal distribution, the IS weight is w(S, ψ) ∝
1/p˜(y|S, ψ).
Results are summarised in Figure 6. We additionally estimate the operational
coverage (at c(y) ' 0.98) using Algorithm 1 to get an unbiased and consistent
estimate of c(y) with very small uncertainty. We regard this as the truth (hori-
zontal line in graph at left in Figure 6). This would not in general be available (if
we can implement Algorithm 1 we can sample pi(φ|y)). The coverage probability
estimate varies sharply with ρ and approaches the nominal coverage at α = 0.95
at small ρ with an ESS dropping from 50 to 15 in the last two (leftmost) point
estimates. We see that c(y) varies significantly with y ∈ Y but the coverage is
likely to be good. This is a hard estimation problem, and exposes the need for
better estimators.
8. Conclusions
We have presented two methods for estimating the operational coverage of ap-
proximate credible sets. Our examples show that the operational coverage can
be very far from the nominal coverage; the nominal coverage should thus not be
taken at face value. When we are in control of the precision of our approximation
it may be convincing simply to check that credible sets are stable as precision is
increased. However when we make a fixed approximation, as we do in Sections 5,
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Fig 6. (Left) Coverage probability estimates cˆ(y) for Section 7. For each threshold value ρ
a KS-distance δ(y′, y) and an operational coverage probability c(y) are estimated. Error bars
are 2-sigma. Horizontal line (at 0.98) is a high precision estimate of c(y) using Algorithm 1.
(Right) Effective Sample Sizes (ESS) using Importance sampling. The number of particles in
the ∆y neighbourhood (circle) and the ESS (cross) of the weighted samples surviving the cut,
as a function of ρ.
6 and 7 this standard check is no longer available, and in all cases a measure of
the operational posterior coverage our posterior approximation achieves will be
of interest.
Depending on the setting, Algorithm 2 or 3 may be easier to implement. We
have found that both algorithms are relatively straightforward to implement,
and both can apply to a wide range of approximation algorithms. The principal
weakness of our approach is judging the reliability of our reliability checks.
When our coverage estimators failed the reason for the failure was obvious (very
small ESS or unreliable extrapolation in high dimension). A coverage estimate
conditioned on the data and based on Equation 1.1 can still be fooled, but in
ways that differ from tests averaging over data, and based on Equation 1.2.
However more subtle errors will often be picked up using standard checks on
stability. In the example in Section 5 standard logistic regression checks provide
good evidence that our reliability estimate is itself reliable. In more complex
settings it may be necessary to find estimators with lower mean square error.
The estimators we give are simple and could be improved a great deal.
Approximate inference schemes are essential tools in Bayesian analysis, and
are gaining in popularity. We suggest that estimating the calibration of approx-
imate credible sets can vastly improve the trust we have in the output of such
schemes, or alternatively serve as a check when the approximations fail, and
that the non-negligible computational time of these methods is a fair price to
pay for such a check.
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Appendix A: IS weight variance
In this appendix we prove that the estimator dˆ for d = d(y) given in Section 3
satisfies a CLT, that is √
M(dˆ− d)→ N (0, V ), (8.1)
with V finite. We keep the presentation general as far as we can.
We wish to estimate d(y) where
d(y) =
∫
Ω
∫
Y
Iφ∈C˜y′m(φ, y
′)dy′dφ,
and
m(φ, y′) = z(y)−1pi(φ)p(y′|φ)Iy′∈∆y ,
a joint density with normalising constant z(y). The θ-integration has disap-
peared from the definition of d(y) given in Equation 2.4, because dˆ in Sec-
tion 3 is given in terms of credible intervals C˜y′ which are exact for p˜i(θ|y′)
and not estimates Cˆy′ based on sampled θ (ie we want the operational cover-
age b(y) rather than the realised coverage c(y)). Let f(φ, y′) = Iφ∈C˜y′ so that
d(y) = Em(f(φ, y
′)). Let m˜(φ, y′) be the joint IS density with normalising con-
stant z˜(y),
m˜(φ, y′) = z˜(y)−1p˜i(φ|y)p(y′|φ)Iy′∈∆y .
Since p˜i(φ|y) = pi(φ)p˜(y|φ)/p˜(y), the normalised importance weight function
m/m˜ is w(φ; y) = k(y)/p˜(y|φ) with k(y) = p˜(y)z˜(y)/z(y). We now drop the
explicit dependence on y from our notation as y is fixed. The unnormalised
weight function is w˜(φ) = 1/p˜(y|φ), so the unnormalised importance weights
are for i = 1, ...,M , w˜i = w˜(φ(i)) and our IS estimator is dˆ =
∑
i w˜ici/
∑
j w˜j ,
with ci = f(φ(i), y(i)) and (φ(i), y(i)) ∼ m˜ for i = 1, ...,M .
If the posterior pi(φ|y′) = pi(φ)p(y′|φ)/p(y′) is proper then p(y′) is finite at
y′. Since pi(φ|y′) in Section 3 is a normal density with finite non-zero variance
and mean y′/2, it is proper at every y′ ∈ Y. The same applies to p˜i(θ|y′) in
Equation 3.2, so p(y′) and p˜(y′) are finite at each y′ ∈ Y. Because pi(φ|y′) and
p˜i(θ|y′) are proper posteriors, it follows that m and m˜ are proper densities. Also,
z, z˜ and k are finite, Em˜(w(φ)) = 1 and d = d(y) itself is finite.
We now show that dˆ has a CLT using the Multivariate Delta-Method. Let
d¯ = M−1
∑
i w˜ikci and w¯ = M
−1∑
i kw˜i denote normalised IS estimates, so
that dˆ = d¯/w¯. Let g(a, b) = a/b, so that dˆ = g(d¯, w¯), with ga = 1/b and gb =
−a/b2 partial derivatives. Let var(d¯) = Ud/M , var(w¯) = Uw/M and cov(d¯, w¯) =
Ud,w/M . If these quantities are all finite then by Theorem 5.5.28 of Casella and
Berger (2002), √
M(g(d¯, w¯)− g(d, 1))→ N (0, V )
as M →∞, with
V = (Udg
2
a + 2Ud,wgagb + Uwg
2
b )|(a,b)=(d,1)
= Ud − 2dUd,w + d2Uw. (8.2)
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Now since Em˜(d¯) = Em˜(f(φ, y
′)w(φ)) is equal d, we have
Ud = Em˜
(
(f(φ, y′)w(φ)− d)2)
= Em(f(φ, y
′)w(φ))− d2,
expanding the top line and using Em˜(fw
2) = Em(fw) and f
2 = f . The expec-
tation of w¯ is 1. Also, Uw = Em(w(φ))− 1 (set f, d equal 1 in Ud) and
Ud,w = Em˜
(
d¯w¯
)− d
= Em(f(φ, y
′)w(φ))− d.
These quantities are all finite if Em(w(φ)) is finite because f ≤ 1 so Em(f(φ, y′)w(φ)) ≤
Em(w(φ)). In that case V in Equation 8.2 is finite
2 and we are done.
In our setting, with k and z finite constants not depending on y′ or φ,
Em(w(φ)) =
∫
Ω
∫
Y
k
p(y|φ)m(φ, y
′) dy′dφ
=
k
z
∫
∆y
∫
Ω
pi(φ)
p(y′|φ)
p˜(y|φ) dφdy
′.
Since k/z is finite, Em(w(φ)) is finite if h(y
′; y) = Epi(p(y′|φ)/p˜(y|φ)) is bounded
on the compact set y′ ∈ ∆y. For the densities we have in Section 3
h(y′; y) ∝
∫ ∞
−∞
N (φ; 0, 1) exp
(
− (φ− y
′)2
2
)
exp
(
v(φ− y)2
2
)
dφ
∝
∫ ∞
−∞
exp
(
−φ
2(2− v)
2
+ φ(y′ − vy)
)
dφ,
which is finite for 0 ≤ v < 2 and any fixed y′.
We draw some general lessons. The IS estimator dˆ for operational coverage
b(y) will have a CLT if the posteriors are proper and Epi(p(y
′|φ)/p˜(y|φ)) is
bounded for y′ ∈ ∆y. As usual in IS, problems arise when φ-variation in the
IS proposal (here the approximate posterior) is under-dispersed with respect to
the IS target (here exact posterior), as this leads to large weight values. In our
example things work well when v is small (ie 0 ≤ v < 2): when 0 ≤ v < 1 the
approximation is over-dispersed with respect to the exact posterior. When v > 1
it is under-dispersed. There is some margin above v = 1 due to the damping
effect of the prior. If the approximation is under-dispersed then we might try
Algorithm 2 (regression) ahead of Algorithm 3 (IS).
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