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Abstract
It is well known that all flows in a state space Ω induce a semigroup of linear
operators on an appropriately chosen vector space of functions (observables) from
Ω into a vector space Z (observations). After choosing appropriate continuity
assumptions on the flow, the associated semigroup will be strongly continuous
and will have a linear, infinitesimal generator A . The purpose of this disserta-
tion is to explore approximation methods for linear semigroups and/or Laplace
transform inversion methods in order to reconstruct the flow starting with the
linear generator A . In preparing for these investigations, we collect some of the
essential approximation theorems of semigroup theory and improve a recent gen-
eralization of the Trotter-Kato Theorem due to McAllister, Neubrander, Riser,
and Zhuang. Moreover, we show that rational Laplace transform inversions of or-
der m are exact for all polynomials of degree less than m. We will demonstrate
that the flow can be efficiently reconstructed whenever the generator A of the
induced semigroup has a resolvent that can be efficiently computed or approxi-
mated. We demonstrate this for flows σ(t, ω) solving nonlinear first order ordi-
nary differential equations x′(t) = a(x(t)), x(s) = ω and the induced generator
(A f)(s) = a(s)f ′(s) and for flows γ(t, s, ω) solving non-autonomous linear first
order ordinary differential equations u′(t) = a(t)u(t), u(s) = ω and the induced
generator (A f)(s) = f ′(s)+a(s)f(s). As a by-product of our investigation, we find
a numerically efficient way to compute the inverse of increasing real-valued func-
tions. Finally, we explore whether linear semigroup approximation methods can
be used efficiently to approximate solutions of non-autonomous Cauchy problems
u′(t) = A(t)u(t), u(s) = x in terms of the generator (Ã f)(s) = f ′(s) + A∗(s)f(s)
of the induced linear operator semigroup. As we will see, the Lie-Trotter approach
suggested by G. Nickel seems to be the only efficient way to find the solutions of




1.1 Semigroups Induced By Flows
To give a framework for our discussion of non-autonomous systems of linear or-
dinary differential equations, we will discuss first how all (linear or nonlinear)
evolution processes lead to the consideration of linear operator semigroups on vec-
tor spaces of functions. In order to study evolution equations,(that is, equations
that describe processes that change over time) we introduce the following notation.
Assuming that time can be identified with the real number line, let
H = {(t, s) ∈ R2 : t ≥ s ≥ 0}
and let Ω be the set of all possible states of an evolutionary system. Then the
evolution of the system with the initial state ω ∈ Ω given at time s ≥ 0 can be
described as a map
γ : H × Ω→ Ω
that assigns to the initial state ω existing at time s ≥ 0 the state γ(t, s, ω) that
the system attains at time t ≥ s ≥ 0. Since γ describes the time propagation of
ω ∈ Ω starting at time s ≥ 0, the map
t 7→ γ(t, s, ω),
for t ≥ s ≥ 0, is called a flow or orbit with initial value γ(s, s, ω) = ω.
Now let t ≥ r ≥ s ≥ 0 and let a system be in an initial state ω at time s ≥ 0.
Then the system is in the state
ω′ := γ(r, s, ω)
at time r ≥ s and at the final state
γ(t, s, ω)
at time t ≥ r. If the system is deterministic, it follows that
γ(t, r, ω′) = γ(t, s, ω)
1
or
γ(t, r, γ(r, s, ω)) = γ(t, s, ω).
Therefore, every evolutionary flow satisfies
(i) γ(t, r, γ(r, s, ω)) = γ(t, s, ω),
(ii) γ(s, s, ω) = ω
(1.1)
for all t, s ≥ 0 and ω ∈ Ω. This is called “Huygens’ principle of scientific determin-
ism.” It was first formulated by Jacques Hadamard in his 1923 treatise ”Lectures
on Cauchy’s Problem” where he writes:
“The action of phenomena produced at the instant t = 0 on the state of matter
at the later time t = t0 takes place by the meditation of every intermediate instant
t = t′ i.e. (assuming 0 < t′ < t0) in order to find out what takes place for t = t0,
we can deduce from the state at t = 0 the state at t = t′ and, from the latter,
the required state at t = t0. [Huygens’ principle] is what philosophers (...) call
one of the ”laws of thought“: that is, an unavoidable law of our reason, which
we could by no means conceive as not existing and without which we could not
think. If today we discover Assyrian inscriptions, we cannot dream of supposing
that, at any instant between the time when they were made and the time of their
discovery, those inscriptions could have ceased to exist and all trace of them have
disappeared. [Huygens’ principle] must therefore be considered as a truism, which
does not mean that it cannot interest us; for the geometer does not dislike truisms.”
So far we have seen that every deterministic system leads to a flow. Now, to
show that every flow leads to the consideration of a linear operator semigroup on a
vector space of functions, it is convenient to consider autonomous flows first. This
special type of flow is easier to deal with and will be covered first before we look
at the general set-up.
Time-shift invariant deterministic systems will be referred to as autonomous.
These autonomous systems are special because it is assumed that the evolution
γ(t, s, ω) of a system does not depend on the time instants t, s (points of time),
but only on the time span, i.e., the quantity t−s. A flow γ is autonomous provided
that
γ(t+ r, s+ r, ω) = γ(t, s, ω) (1.2)
for all ω ∈ Ω, t ≥ s ≥ 0 and r ≥ 0. Because of the time-shift invariance, an
autonomous flow is completely determined by
σ(t, ω) := γ(t, 0, ω)
where t ≥ 0 and ω ∈ Ω. It follows that
σ(t, σ(s, ω)) = γ(t, 0, γ(s, 0, ω)) = γ(t+ s, s, γ(s, 0, ω))
= γ(t+ s, 0, ω) = σ(t+ s, ω)
2
since γ is autonomous. Thus every autonomous flow σ satisfies
σ(t, σ(s, ω)) = σ(t+ s, ω),
σ(0, ω) = ω.
(1.3)
Next, we will show that every autonomous flow σ leads to a linear operator
semigroup, i.e. a family T = {T (t)}t≥0 of linear operators defined on a vector
space N satisfying
T (t)T (s)g = T (t+ s)g,
T (0)g = g
(1.4)
for all g ∈ N and t, s ≥ 0. To construct the space N we assume that the states
σ(t, ω) of an autonomous system σ can be observed through functions g : Ω → Z
where Z is a vector space of observations capturing essential features of the physical
states. In other words, we assume that the observation functions g : Ω → Z are
contained in some (complex) vector space
N := G(Ω, Z)
of functions from Ω into Z. In this manner, every autonomous flow defines a linear
semigroup T (t) on N by
T (t)g : ω 7→ g(σ(t, ω)) (1.5)
for g ∈ N . To see that 1.5 is a semigroup, observe that
(T (t)T (r)g)[ω] = (T (t)z)[ω] = z(σ(t, ω)),
where
z[ω] = (T (r)g)[ω] = g(σ(r, ω)).
Then
(T (t)T (r)g)[ω] = g(σ(r, σ(t, ω))) = g(σ(t+ r, ω)) = T (t+ r)g[ω].
Also,
T (0)g[ω] = g(γ(0, ω)) = g(ω).
We summarize these observations with the following proposition that goes back to
Sophus Lie (see Chapter 4 in [13]; see also [5], [6], [7], [17], [9], Section 3.28
and Epilogue Section B).
Proposition 1.1. Let Ω be a set, let σ(t, ω) be an autonomous flow where t ≥ 0
and ω ∈ Ω, and let N := G(Ω, Z) be a vector space of functions from Ω into Z.
Then the operators
T (t)g : ω → g(σ(t, ω))
(t ≥ 0) define a semigroup of linear operators on N .
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As it is shown in the next proposition, examples of autonomous flows are given
by solutions σ(t, ω) = x(t) of linear or nonlinear autonomous initial value problems
x′(t) = a(x(t)), x(0) = ω.
Proposition 1.2. Let X be a Banach space and let a : D(a)→ X be an operator
with domain D(a) ⊂ X and let x : [0,∞)→ D(a). If, for all ω ∈ D(a) and s ≥ 0,
the intial value problem
x′(t) = a(x(t)), x(s) = ω, (1.6)
has a unique solution x(t) for all t ≥ s, then the flow is autonomous; i.e, (1.2) is
valid.
Proof. Let ω ∈ D(a), s ≥ 0, and let x(·) be the unique solution of (1.6). Let r ≥ 0
and
x(t) := x̃(t− r),
where x̃ is some differentiable continuation of x(·) from [s,∞) to (−∞,∞). Then
x(s+ r) = x̃(s) = x(s) = ω
and for t ≥ s+ r,
x′(t) = x̃′(t− r).
Since t− r ≥ s, it follows that
x′(t) = x̃′(t− r) = x′(t− r) = a(x(t− r)) = a(x̃(t− r)) = a(x(t)).
By the uniqueness of the solution,
x(t) = σ(t, s+ r, ω)
for all t ≥ s+ r. Now let t′ ≥ s. Then t′ + r ≥ s+ r and therefore,
x(t′ + r) = σ(t′ + r, s+ r, ω)
and
x(t′ + r) = x̃(t′) = x(t′) = σ(t′, s, ω).
Thus,
σ(t+ r, s+ r, ω) = σ(t, s, ω)
for all 0 ≤ s ≤ t, ω ∈ D(a) and r ≥ 0.
4
Proposition 1.3. Let X = R and consider the first order ordinary differential
equation











is invertible, then the solution x(·) is given by the autonomous flow
σ(t, ω) = x(t) = A−1(t+ A(ω)) (1.7)
for all t ≥ 0 such that
t+ A(ω) ∈ Range(A).
Moreover, let N := G(R, Z) be a vector space of functions from R into Z where Z
is some vector space of observations and where ω → g(A−1(t + A(ω)) ∈ N for all
g ∈ N and t ≥ 0. Then
T (t)g(ω) := g(σ(t, ω)) = g(A−1(t+ A(ω))) (1.8)
is the linear semigroup associated with (1.7).
Proof. Note that if the function a takes on values in X = R and if a satisfies
the previous conditions, then any solution x(·) of (1.6) for which a(x(·)) is not









1 dr = t.
Therefore,
A(x(t)) = A(ω) + t
or
σ(t, ω) = x(t) = A−1(t+ A(ω))
if t+ A(ω) ∈ Range(A) = Domain (A−1). By Proposition 1.2, the flow
σ(t, ω) = γ(t, 0, ω)
is autonomous. It follows from (1.5) that
T (t)g(ω) := g(A−1(t+ A(ω)))
defines a semigroup on N := G(R, Z) given that T (t)g ∈ N for all g ∈ N and
t ≥ 0.
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The uniqueness assumption is crucial in order to ensure that a solution σ(t, ω) =





x(t), x(0) = ω. (1.9)
For ω = 0, the solution of (1.9) are not unique. For any δ ≥ 0, the zero solution
as well as the function
x(t) :=
{
0, if 0 ≤ t ≤ δ
(t− a)2, if t > δ
are solutions of (1.9) with x(0) = 0. Moreover,
x(t) = (t+
√
ω)2 with t ≥ 0





ω)2, if t ≥ 0, ω > 0
(t− 1)2χ[0,1](t), if t ≥ 0, ω = 0.




















If the flow is not autonomous, then in order to construct a linear semigroup
{T (t)}t≥0, our observation functions, g ∈ N = G(Ω, Z) must be time dependent;
i.e., our observations gt may change according to functions
x ∈M := F([0,∞),N ), x(t) = gt ∈ N = G(Ω, Z) (1.10)
where F is some vector space of functions from [0,∞) into N . The flow γ induces
a family {T (t)}t≥0 of linear maps (operators) on M, where
T (t)x(s) : ω 7→ x(t+ s)[γ(t+ s, s, ω)]. (1.11)
The fact that all flows induce linear semigroups on an appropriately chosen
state space is well known. However, we could not find the explicit form of the
semigroup (1.11) anywhere in the literature. If the non-autonomous flow is given
by an evolution family
ζ(t, s, ω) = U(t, s)ω
solving the non-autonomous Cauchy problem
u′(t) = A(t)u(t), u(s) = ω,
with linear generator A(t) (t ≥ 0), then the construction (1.11) can be found in
[17]; for a similar construction, see [22]. In this generality, (1.11) was introduced
in [19] and [24].
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Proposition 1.4. Let Ω be a set, γ(t, s, ω) be a non-autonomous flow with t ≥
s ≥ 0, ω ∈ Ω, and let M := F([0,∞),N ). Then the operators
T (t)x(s) : ω 7→ x(t+ s)[γ(t+ s, s, ω)].
define a semigroup of linear operators on M.
Proof. To see that T = {T (t)}t≥0 is a linear semigroup, observe that
T (t)T (r)x(s)[ω] = T (t)z(s)[ω] = z(t+ s)[ζ(t+ s), s, ω)],
where z(s)[ω] = T (r)x(s)[ω] = x(r + s)[ζ(r + s, s, ω)]. Then,
T (t)T (r)x(s)[ω] = x(r + t+ s)[ζ(r + t+ s, t+ s, ζ(t+ s, s, ω))]
= x(t+ r + s)[ζ(t+ r + s, s, ω)] = T (t+ r)x(s)[ω].
Proposition 1.4 shows that every flow satisfying (1.1) leads to a semigroup of
linear operators on a vector space X. If the space X is a Banach space, if the
semigroup operators are bounded linear operators from X into X, and if the maps
t → T (t)x are continuous from R+ into X for all x ∈ X, then we will see in the
following section that one can associate a linear “generator” A with domain and
range inX to the semigroup T (t). Since the flow uniquely determines the semigroup
and the semigroup uniquely determines its generator A , it is reasonable to expect
that the generator A carries all pertinent information about the flow γ(t, s, ω). In
particular, one can expect that one should be able to reconstruct the flow starting
with the generator A . For this reason, in Section 1.2, we will concentrate on
semigroup results that allow us to construct the semigroup {T (t)}t≥0 and the flow
γ(t, s, ω) generated by A in terms of the resolvent. In particular, we consider
(a) autonomous flows σ(t, ω) given by the solution x(t) of non-linear first order
ordinary differential equations x′(t) = a(x(t)), x(0) = ω, and
(b) non-autonomous flows γ(t, s, ω) given by the solution of non-autonomous ini-
tial value problems x′(t) = A(t)x(t), x(s) = ω for some continuous function
A : t→ A(t) ∈M2×2(R).
In case (a), the flow semigroup {T (t)}t≥0 is given by
T (t)g(ω) = g(σ(t, ω))
for g ∈ C0([0,∞),C) and the associated generator is
(A g)(ω) := a(ω)g′(ω). (1.12)
For completeness, we mention that if a non-autonomous flow γ(t, s, ω) is given by
the solution of non-autonomous, nonlinear, first order problems
x′(t) = a(t, x(t)), x(s) = ω,
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then the flow semigroup {T (t)}t≥0 is given by
T (t)f(s, ω) := f(t+ s, γ(t+ s, s, ω))
for f : ([0,∞),R+)→ C with associated generator
(A f)(s, ω) := fs(s, ω) + a(s, ω)fω(s, ω)
where fs, fω are the partial derivatives of f with respect to s and ω, respectively.
In case (b), the flow semigroup {T (t)}t≥0 is given by
T (t)f(s) = f(t+ s)U(t+ s, s)
where U(t, s) are the evolution operators generated by the matrix A(t) and where f
is in a Banach space of functions with values in M2×2(C). The associated generator
is of the form
(A f)(s) := f ′(s) + f(s)A(s). (1.13)
As we will see, the flows σ(t, ω) (for 1.12) and γ(t, s, ω) (for 1.13) can be approxi-
mated efficiently through either Laplace transform inversion methods or approxi-
mation methods for the semigroup {T (t)}t≥0 generated by A .
1.2 Strongly Continuous Semigroups
Let X be a Banach space. Then the space of all bounded linear operators T from
X into X will be denoted by L(X) with norm
||T || = sup
||x||≤1
||Tx||.
Definition 1.5. A family T = {T (t)}t≥0 ⊂ L(X) is called a semigroup if
(i) T (t+ s) = T (t)T (s) for all t, s ≥ 0,
(ii) T (0) = I.
It is called a strongly continuous semigroup (or C0 - semigroup) if
(iii) limt→t0 T (t)x = T (t0)x for all x ∈ X and t0 ≥ 0.
The following lemma and its proof are standard; see, for example [19].
Lemma 1.6. A family T = {T (t)}t≥0 ⊂ L(X) is strongly continuous if and only if
limt→0+ T (t)x = x for all x ∈ X and t0 ≥ 0. A strongly continuous semigroup T is
always of type (M,ω), i.e., there exists M ≥ 1 and ω ∈ R such that ||T (t)|| ≤Meωt
for all t ≥ 0.
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Proof. It is clear that if T is strongly continuous, then
lim
t→0+
T (t)x = T (0)x = x
for all x ∈ X. Conversely, assume that limt→0+ T (t)x = x for all x ∈ X. First, we
will show that there exists M ≥ 1 and ω ∈ R such that
||T (t)|| ≤Meωt
for all t ≥ 0. We want to show that there exists µ > 0 such that
||T (t)|| ≤M
for all t ∈ [0, µ]. We will assume that assertion is false, i.e., there exists a sequence
tn → 0 with ||T (tn)|| ≥ n. Then, by the Principle of Uniform Boundedness, there
exists x ∈ X such that
||T (tn)x|| → ∞
as tn → 0 which contradicts the assumption that
lim
t→0+
T (t)x = x.
Now let t > 0. Then
t = nµ+ ε
for some n ∈ N0 and 0 ≤ ε < µ. Thus,
||T (t)|| = ||T (µ)nT (ε)|| ≤Mn+1 = M ∗Mn = Men lnM = Menµω ≤M etω,
where ω := 1
µ
lnM. Now let t0 > 0 and t0 + h > 0. Since
||T (t0 + h)x− T (t0)x|| ≤ ||T (t0)||||T (h)x− x||
for h > 0 and
||T (t0 + h)x− T (t0)x|| ≤ ||T (t0 + h)||||x− T (−h)x||
for h < 0, it follows that limh→0+ T (h)x = x implies strong continuity.
Example 1.7. Consider the differential equation (1.6) for the case a(x) = 1; i.e.,
consider
x′(t) = 1, x(0) = ω ≥ 0.
Then the autonomous flow solving this differential equation is given by σ(t, ω) =
t+ ω and the associated semigroup (1.8) is given by shift operators
T (t)g : ω → g(t+ ω) (1.14)
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where g is a function in a function vector spaceN := N ([0,∞),C). Now, if Ω = R+
and N = C0[0,∞) (the space of all continuous functions [0,∞) → C vanishing
at infinity), then (1.14) is a strongly continuous semigroup. To see this, let g ∈





and 0 < δ < 1 such that
|g(x)− g(y)| ≤ ε
3
whenever x, y ∈ [0, N + 1] and |x− y| < δ. Thus,





|g(t+ x)− g(x)| ≤ sup
x∈[0,N ]
|g(t+ x)− g(x)|+ 2 sup
x>N
|g(x)| ≤ ε
if 0 < t < δ. However, if one choses N to be Cb[0,∞) (the space of all bounded
continuous functions from [0,∞) into C), then the shift semigroup (1.14) is not
strongly continuous. To see this let g(x) = eix
2
. Then
||T (t+ h)g − T (t)g|| = sup
t≥0





|ei(2ht+h2) − 1| = 2
for all t ≥ 0 and h > 0. Therefore, t → T (t)g is nowhere continuous and, thus by
Pettis’ Theorem (see [1], p.7), not measurable since the range of T (·)g contains no
countably dense subset. This is because all the elements in the range {T (t)g, t ≥ 0}
have distance 2 from each other.
Further examples of semigroups of the form T (t)g(x) = g(σ(t, x)) generated by
flows solving first order ordinary differential equations of the form
x′(t) = a(x(t)), x(0) = ω
will be given in Section 1.3.
Definition 1.8. The infinitesimal generator A of a strongly continuous semigroup
T = {T (t)}t≥0 on a Banach space X is the operator




defined for x in the domain
D(A ) :=
{








The following result summarizes the fundamental properties of strongly con-
tinuous semigroups (see also [19]).
Proposition 1.9. Let (A , D(A )) be the generator of a strongly continuous semi-
group T = {T (t)}t≥0. Then the following are valid.
(i) The semigroup T commutes with A on D(A ) and, for all t ≥ 0,





T (s)x ds if x ∈ X,´ t
0
T (s)A x ds if x ∈ D(A ).
(1.15)
(ii) D(A ) is dense in X and (A , D(A )) is a closed, linear operator.
Proof. (i) Since T (t) commutes with 1
h
(T (h) − I) for t ≥ 0 and h > 0, it follows
































T (s)x ds ∈ D(A ) and




for all x ∈ X. If x ∈ D(A ), then 1
h
T (s)(T (h) − I)x → T (s)A x uniformly for



















(T (h)− I)T (s)x ds =
ˆ t
0
A T (s)x ds.
(ii) It is easy to verify that A is a linear operator. Now, suppose xn → x and
A xn → y. Since T (·)A xn → T (·)y uniformly on [0, t], statement (i) implies that
T (t)x− x = lim
n→∞








Dividing both sides by t and taking the limit as t ↓ 0, we can conclude that




T (s)x ds ∈ D(A ) for
all x ∈ X and limt↓0 1t
´ t
0
T (s)x ds = x, the domain D(A ) is dense in X.
11




T (t)x = T (t)A x = A T (t)x (t ≥ 0). (1.16)




u′(t) = A u(t), (t ≥ 0)
u(0) = x.
A continuous function u : [0,∞)→ X with
´ t
0
u(s) ds ∈ D(A ) for all t ≥ 0 and




is called a mild solution of (ACP). Note that if u is a mild solution, then
1
h












u(s) ds = u(t)
and A is closed, it follows that u′(t) = Au(t) for every mild solution for which
u′(t) exists. Also, if u is a classical solution of (ACP) and A is closed, then u is a
mild solution of (ACP). Since u(t) ∈ D(A ) for all t ≥ 0 and u is continuous, the
Riemann sums1
∑
π u(ξi)(ti − ti−1) are in D(A ), u is Riemann integrable withˆ t
0





Similarly, the continuity of A u yields
ˆ t
0
A u(s) ds = lim
|π|→0
Au(ξi)(ti − ti−1).
The fact that A is closed implies that
´ t
0







A u(s) ds =
ˆ t
0
u′(s) ds = u(t)− u(0). (1.17)
In Example 1.7 we saw that the shift semigroup T (t)g(x) = f(x+ t) is strongly
continuous on C0[0,∞). Next we discuss properties of its generator A .
1As usual in the context of Riemann sums, π denotes a partition 0 = t1 < ... < tn = t of
[0, t] with partition size |π| = max( ti − ti−1) and where ξi ∈ [ti−1, ti] are arbitrary intermediate
points.
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Example 1.10. LetX = C0[0,∞), T (t)g(x) := g(t+x) and let A be the generator
of the strongly continuous semigroup {T (t)}t≥0 . Then
D(A ) = C10 [0,∞),
the space of all functions g ∈ C0[0,∞) which are continuously differentiable, g′ ∈
C0[0,∞) and A g = g′. To see this, let g ∈ D(A ). Then, by definition,
f = lim
h→0
T (h)g − g
h
∈ C0[0,∞).






Thus, D(A ) ⊂ C10 [0,∞). Conversely, let g ∈ C10 [0,∞). Then
||T (h)g − g
h



















Now let ε > 0. Since g′ ∈ C0[0,∞), there exists N > 0 such that supx≥N |g′(x)| ≤ ε3
and 0 < δ < 1 such that |g′(x)−g′(y)| ≤ ε
3




























|g(x)| dx ≤ ε.
Thus, T (h)g−g
h
→ g′ as h→ 0 and, therefore, C10 [0,∞) ⊂ D(A ).
In general it is often difficult to determine the domain D(A ) exactly. In these
cases the concept of a core is useful.
Definition 1.11. A subspace D of the domain D(A ) of a linear operator A :
D(A ) ⊂ X → X is called a core for A if D is dense in D(A ) for the graph norm
||x||A := ||x||+ ||A x||.
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We now state a useful criterion for subspaces to be a core for the generator (see
[19]).
Proposition 1.12. Let (A , D(A )) be the generator of a strongly continuous semi-
group T = {T (t)}t≥0 on a Banach space X. A subspace D of D(A ) that is || · ||-
dense in X and invariant under the semigroup is always a core for A.
Proof. For every x ∈ D(A ) we can find a sequence (xn)n∈N ⊂ D such that
limn→∞ xn = x. For each n the map s 7→ T (s)xn ∈ D is continuous for the
graph norm || · ||A , because the maps s→ T (s)xn and s→ A T (s)xn = T (s)A xn
are continuous in the X-norm. Thus,ˆ t
0
T (s)xn ds,
being a Riemann integral, belongs to the || · ||A closure of D. Similiarly, the || · ||A





T (s)x ds− x||A → 0



















||T (t)(xn − x) + (xn − x)||X → 0
as n → ∞ for each t > 0. This proves that for every ε > 0 we can find t > 0 and





T (s)xn ds− x||A < ε.
Hence, x ∈ D̄||·||A .
Now we will recall some terminology from the spectral theory of closed linear
operators. For a closed operator (A , D(A )) the set
ρ(A ) := {λ ∈ C | λI −A is bijective}
is called the resolvent set of A . By the closed graph theorem, the resolvent
R(λ,A ) := (λI −A )−1 : X → D(A )
is a bounded linear operator on X. It is easy to show that resolvents satisfy the
so-called resolvent equation
R(λ,A )−R(µ,A ) = (µ− λ)R(λ,A )R(µ,A ) for all λ, µ ∈ ρ(A ).2 (1.18)
The following theorem (see [1] or [19]) gives a first hint towards the intrinsic con-
nection between Laplace transform theory and semigroup theory.











for λ, µ, x ∈ C.
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Theorem 1.13. Let T = {T (t)}t≥0 be a strongly continuous family of bounded
linear operators. Then the following are equivalent.
(i) T is a strongly continuous semigroup.
(ii) There exists s0 ∈ R+ such that the Laplace transform
´∞
0
e−λtT (t)x dt of
t→ T (t)x exists for all λ > λ0 and x ∈ X and there exists a linear operator




e−λtT (t)x dt. (1.19)
Moreover, if (ii) is valid, then there exists M ≥ 1, ω ∈ R such that (A , D(A )) is
the generator of the semigroup T of type (M,ω) and ||R(λ,A)n|| ≤ M
(λ−ω)n for all
λ > ω and n ∈ N.
As a corollary to Theorem 1.13, we obtain the following elementary result.
Corollary 1.14. Let X be a Banach space and A ∈ L(X). Then A generates







Since the power series converges for all t ∈ C, the map t → T (t) is an entire
function from C into L(X).












tj|| ≤ eRet||A || for all n ∈ N and t ∈ C, the dominated convergence


















































for λ > ||A ||. Proposition 1.13 yields that T is the strongly continuous semigroup
with generator A .
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Now we would like to compute the semigroup t→ T (t)x as the inverse Laplace
transform of λ → R(λ,A )x. One of the commonly used tools to do this is either






eλtR(λ,A )x dλ (ω > 0, x ∈ D(A )) (1.20)
or the Post-Widder inversion (Backward Euler scheme)



















(see [9], Corollary 5.5 and Theorem 5.14). Unfortunately, for our purposes, both
inversions are not very efficient. First of all, along the path Γ = ω + iR the
function eλt is rapidly oscillating even for moderate values of t > 0. Thus, the
numerical usefulness of the complex inversion formula is limited unless, with the
help of Cauchy’s Integral Formula, the path of integration can be shifted into a
path like Γ̃ = Γ̃+ ∪ Γ̃−, where Γ̃± = {λ = −r ±
√
r} , r ∈ R+ (see [25]). However,
since the spectra of the flow generators
(A g)(ω) := a(ω)g′(ω)
(see 1.12) or
(A g)(s) := g′(s) + g(s)A(s)
(see 1.13) often contain the left half plane (or a vertical strip), this is not a workable
approach for our purposes. Also, the Post-Widder Inversion (Backward Euler
Scheme) is not practical since (a) it is very slow to converge (in general, the rate
of convergence is like 1√
n
) and (b) since it requires the computation of the powers
of the resolvents which turns out to be an entirely non-trivial task for operators of
the form (A f)(s) = f ′(s)+f(s)A(s). Thus, in order to proceed, we need inversion
formulas that are better suited for our purposes.
In order to compute the semigroup t→ T (t)x as the inverse Laplace transform










(bi, ci ∈ C, Re bi > 0) that approximates ez of order m; i.e., the first m-terms in
the Taylor expansion of r around 0 coincide with those of the exponential series
or, equivalently, there exists a constant C such that
|rq(z)− ez| ≤ C|z|m+1
for |z| sufficiently small. Then for a ∈ C, and ta of sufficiently small modulus,
16




















Using functional calculus methods, it is reasonable to expect that the estimate
Cqt
m||am+1x|| extends to generators A of strongly continuous semigroups. In fact,
this was done in a series of papers by P. Jara, F. Neubrander, K. Özer, and L.
Windsperger (see [27], [14], [15], and [21]) based on ground-breaking work of
Hersh and Kato [12] and Brenner and Thomée [3].
Theorem 1.15. Let A be the generator of a C0−semigroup T (t) with ||T (t)|| ≤M.




























is a rational approximation of the exponential of order






























Theorem 1.15 is not only important in order to approximate semigroups in
terms of the resolvents. Using the “Transference Principle” as formulated in [15]
and [20], Theorem 1.15 can be reformulated in terms of Laplace transforms.
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− f(t)|| ≤ Cqt2q||f (2q)||∞. (1.22)
Proof. We prove the statement for
f ∈ C2q0 ([0,∞), X) =
{
f : f (j) ∈ C0([0,∞), X) for all 0 ≤ j ≤ 2q
}
.
For a proof for f ∈ C2qb ([0,∞), x) see [20]. On C0([0,∞), X), the shift operators
T (t)f(ω) := f(t+ ω)














e−λtf(t) dt = f̂(λ).
















































f − T (t)f ||
≤ Cqt2q||A 2q|| = Cqt2q||f (2q)||∞.
Since f (2q) = 0 for polynomials f with degree at most 2q − 1, the previous
corollary indicates that the inversion formula (1.22) is exact for such polynomials.
However, since polynomials are not in C2qb ([0,∞), X), a direct proof is required for
this statement.
18







+ . . .+
cq
bq − z
is a rational approximation of the exponential of order m. Then, for all polynomials











for all t > 0.
Proof. Since r is a rational approximation of the exponential of order m, it follows



















for all 0 ≤ n ≤ m. Now let f(t) =
∑m
n=0 ant























































given in Theorem 1.15 and Corollary 1.16 converges rapidly towards 0 as q →∞.
In fact, using Mathematica one can easily see that for 5 ≤ q ≤ 50 one has that
Cq ≈ 107−3q−0.01q
2













x− T (t)x|| ≤ C · 107−3q−0.01q2t2q||A 2qx||
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− f(t)|| ≤ C · 107−3q−0.01q2t2q||f (2q)||∞.
Unfortunately, computing the resolvent R(λ,A ) of flow generators
(A g)(ω) = g′(ω) + g(ω)A(ω)
explicitly is usually quite difficult or even impossible (see Section 2.1). Therefore,
approximation and/or perturbation methods must be employed. We introduce
the Dyson-Phillips Bounded Perturbation Theorem now which will be further in-
vestigated in Chapter 2, Section 2 in the context of semigroups induced by flows
ζ(t, s, ω) solving second order ordinary differential equations
x′(t) = A(t)x(t), x(s) = ω ∈ R, t ≥ s ≥ 0.
Theorem 1.19 (Dyson-Phillips Bounded Perturbation Theorem). Let (A0, D(A0))
be the generator of a strongly continuous semigroup (T0(t))t≥0 on a Banach space
X of type (M,ω). If B ∈ L(X), then the operator
A := A0 +B with D(A ) := D(A0)










T0(t− s)BSj(s) ds (j ≥ 0).





Then, it follows from
λ− (A0 +B) = (λ− A0)[I −R(λ,A0)B]
that R(λ,A0 +B) exists and is given by





where Rj(λ) := (R(λ,A0)B)jR(λ,A0). The operators Rj(λ) can be computed
recursively via
R0(λ) = R(λ,A0) and Rj+1(λ) = R(λ,A0)BRj(λ).
Since R0(λ)x = R(λ,A0)x is the Laplace transform of S0(t)x := T (t)x and B ∈




T (t− s)BSj(s)x ds.





and that the operator families Sj(t)t≥0 ⊂ L(X) are strongly continuous for j ∈ N.
Hence, the operator families Hn(t)t≥0 ⊂ L(X) defined by






















for t ∈ [0, T ], and x ∈ X that Hn(t) converges uniformly to H(t)x :=
∑∞
j=0 Sj(t)x.
Therefore, the operator family H = H(t)t≥0 ⊂ L(X) is strongly continuous with
||H(t)|| ≤Meω+M ||B||)t. For λ > ω+M ||B|| it follows from the Lebesgue dominated













e−λtH(t)x dt for all x ∈ X.
Thus, by Theorem 1.13, H is a strongly continuous semigroup with generator
A = A0 +B.
The following Laplace transform result is needed for the proof of the Trotter-
Kato Theorem below. For a proof, see [1, Theorem 3.1.7]).
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Proposition 1.20. Let fn ∈ C(R+, X) with ‖fn(t)‖ ≤ Meωt for some M > 0,
ω ∈ R, and all n ∈ N and t ≥ 0. The following are equivalent.
(i) The Laplace transforms f̂n(λ) converge for all λ ∈ (ω,∞) and the sequence
(fn)n∈N is equicontinuous.
(ii) The functions fn converge uniformly on compact subsets of R+.
Moreover, if (ii) holds, then f̂(λ) = limn→∞ f̂n(λ) for all λ > ω, where f(t) :=
limn→∞ fn(t).
The following theorems are the basic approximation results of semigroup theory.
For a proof of these stabilized versions of the classical results, see [16]. Following a
suggestion of Professor A. Bobwroski, the versions stated below are again slightly
more general than those in [16] and the necessary modifications of the proof given
in [16] are included here.
Theorem 1.21. (Trotter–Kato). Let (An, D(An)) generate C0–semigroups Tn(t)
and let (A , D(A )) be densely defined with D(A ) ⊂ D(An)(n ∈ N). Suppose that
there are Wn ∈ L(X) with Wnx → x for all x ∈ X and M ≥ 1, ω ≥ 0, such that
the stability condition
‖WnTn(t)‖ ≤Meωt
is valid for all t ≥ 0 and n ∈ N. If Anx → Ax for all x ∈ D(A ) and if (λ −
A )D(A ) is dense in X for all λ > ω, then A is closable and the closure generates
a C0–semigroup given by
T (t)x = lim
n→∞
WnTn(t)x (x ∈ X),
where the limit is uniform for t in compact subsets of R+.
Proof. Let λ > ω. The stability condition implies that the operators Rn(λ) defined
by




are in L(X) with ‖Rn(λ)‖ ≤ Mλ−ω . Since Wn ∈ L(X) one obtains for x ∈ D(An)









Thus, for x ∈ D(An) and λ > ω, this identity together with integration by parts


























Therefore, for each n ∈ N and all x ∈ D(An),
Rn(λ)(λ−An)x = Wnx. (1.26)
Let x ∈ (λI − A )D(A ). Then x = (λI − A )y for some y ∈ D(A ) and, by
(1.26) and by the fact that ‖Rn(λ)‖ ≤ Mλ−ω for all n ∈ N, there exists n0 ∈ N such
that
‖Rn(λ)x−Rm(λ)x‖ = ‖Rn(λ)(λ−A )y −Rm(λ)(λ−A )y‖
≤ ‖Rn(λ)(λ−A )y −Rn(λ)(λ−An)y‖
+ ‖Rn(λ)(λ−An)y −Rm(λ)(λ−Am)y‖
+ ‖Rm(λ)(λ−Am)y −Rm(λ)(λ−A )y‖
≤ ‖Rn(λ)(Any −A y)‖+ ‖Wny −Wmy‖
+ ‖Rm(λ)(Amy −A y)‖ ≤ ε
for all n,m ≥ n0. Therefore, limn→∞Rn(λ)x exists for all x in the dense set
(λ − A )D(A ) uniformly for λ on compact intervals of (ω,∞). Since ‖Rn(λ)‖ ≤
M
λ−ω it follows that for all λ > ω there exists R(λ) ∈ L(X) such that R(λ)x =
limn→∞Rn(λ)x for all x ∈ X. Moreover, it follows from
‖Rn(λ)(λ−An)x−R(λ)(λ−A )x‖
≤ ‖Rn(λ)‖‖Anx−A x‖+ ‖Rn(λ)(λ−A )x−R(λ)(λ−A )x‖
that Wnx = Rn(λ)(λ−An)x converges to R(λ)(λ−A )x for all x ∈ D(A ). Thus,
for all λ > ω and x ∈ D(A ),
R(λ)(λ−A )x = x (1.27)
To apply Proposition 1.20, it only remains to be shown that the sequence
(WnTn(·)x)n is equicontinuous for every x ∈ X. Let ε > 0 and t ≥ 0. Since
D(A ) is dense in X, there exists for any x ∈ X an element y ∈ D such that
‖x − y‖ < ε
3Meω(t+1)
. Moreover, since Any is convergent, there exists a constant
C > 0 such that ‖Any‖ ≤ C for all n ∈ N. Let ω > 0 (the proof can easiliy be
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modified for ω = 0). The exponential function s 7→ esω is continuous at t and so
there is a δ ∈ (0, 1) such that |eωt− eωs| < εω
3MC
for all s ≥ 0 with |t− s| < δ. Now,
if s ≥ 0 and |t− s| < δ, then s < t+ 1 and (1.25) implies that
‖WnTn(t)x−WnTn(s)x‖
≤‖WnTn(t)(x− y)‖+ ‖WnTn(s)(x− y)‖+ ‖WnTn(t)y −WnTn(s)y‖







≤ 2Meω(t+1)‖x− y‖+ |
ˆ t
s





|eωt − eωs| < ε
Thus, WnTn(·)x is equicontinuous. Now, Proposition 1.20 yields that the functions
(WnTn(·)x) converge uniformly on compact intervals of R+ and
ˆ ∞
0
e−λtT (t)x dt = R(λ)x
for all x ∈ X, where T (t)x := limn→∞WnTn(t)x. Since
‖T (t)x‖ ≤ ‖T (t)x−WnTn(t)x‖+ ‖WnTnx‖
for all n ∈ N and ‖WnTn(t)‖ ≤ Meωt, it follows that T (t) ∈ L(X) with ‖T (t)‖ ≤
Meωt. Moreover, t 7→ WnTn(t)x is continuous for all x ∈ X, n ∈ N, and
WnTn(·)x → T (·)x uniformly on compact intervals. This implies that t 7→ T (t)x
is continuous for every x ∈ X. Hence, the family {T (t)}t≥0 is strongly continuous.
Let x ∈ D(A ). It follows from
(λ− ν)R(ν)R(λ)(λx− Ax) = (λ− ν)R(ν)x
and from
(R(ν)−R(λ))(λx− Ax) = R(ν)(λx− Ax) +R(ν)(λ− ν)x− x = (λ− ν)R(ν)x
that the bounded operators R(ν) − R(λ) and (λ − ν)R(ν)R(λ) coincide on the
dense set (λ− A)D(A). Thus, the resolvent equation
R(ν)−R(λ) = (λ− ν)R(ν)R(λ)
holds for all ν > ω. In particular, the resolvent equation implies that the kernels
and ranges of the operators R(λ) are independent of λ > ω. We show next that
Ker(R(λ)) = {0}. Clearly, T (0)x = limWnTn(0)x = x. Thus, by the uniqueness




e−λtT (t)x dt = 0
24
for (one and thus all) λ > ω implies T (t)x = 0 for all t ≥ 0 and therefore x = 0.
Thus, by Proposition B.6 in [1], there exits a closed linear operator B such that
R(λ) = R(λ,B).
Thus, B generates the C0– semigroup {T (t)} .Moreover since
x = R(λ,B)(λx−A x)
for all x ∈ D(A ) that D(A ) ⊂ D(B) and Bx = A x on D, and that B is the
(unique) closure of A.
The following version of the stabilized Chernoff Product Formula is more gen-
eral that the one given in [16]. The proof is identical to the one given in [16]
when using the previous version of the Trotter-Kato Theorem.
Theorem 1.22. (Chernoff Product Formula). Let (A , D(A )) be densely defined
and assume that (λ − A )D(A ) is dense in X for all λ > ω for some ω ≥ 0.
Let V = {V (t)}t≥0 ⊂ L(X) satisfy V (0) = I and let W = {W (t)}t≥0 ⊂ L(X) be
strongly continuous at t = 0 with W (0) = I. If
(a) there exists M ≥ 1 such that ‖W (t)V (t)n‖ ≤Meωnt for all n ∈ N and t ≥ 0,
(b) A x = limt→0+
V (t)x−x
t
for all x ∈ D(A ),
then A is closable and its closure generates a C0– semigroup












x, (x ∈ X),
where the limit is uniform in t on compact subsets of R+.
Since semigroups induced by flows (see Section 1.1) are contraction semigroups,
for which the resolvent of the generator is hard to compute, it is appropriate to
mention the Lumer-Phillips Theorem since it does not require explicit knowledge
of the resolvent. The following consequence of the Chernoff Product Formula is
needed for the proof of the Lumer-Phillips Theorem.
Corollary 1.23. (Hille-Yosida). Let (A , D(A )) be a linear operator on a Banach
space X and M ≥ 1. Then the following statments are equivalent.
(i) (A , D(A )) generates a strongly continuous semigroup {T (t)}t≥0 of type (M, 0).
(ii) (A , D(A )) is densely defined with (0,∞) ⊂ ρ(A ) and the Backward-Euler





,A ) for t > 0 and V (0) := I is
stable with ||V (t)n|| ≤M. Moreover, if (i) is valid, then















for all x ∈ X, where the limit is uniform for t in compact subsets of R+.
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Proof. (i)⇒ (ii). By Lemma 1.9, A is densely defined. Let {T (t)}t≥0 be bounded
by M ≥ 1. Then, ||V (0)n|| = ||I|| ≤ M for all n ∈ N. Moreover, Thoorem 1.13









(ii)⇒ (i). In order to apply Theorem 1.22 (Chernoff Product Formula), it suf-
fices to show consistency. Since λ 7→ R(λ,A ) is an analytic function, it is clear that








for all t ∈ (0,∞). To show the continuity of t 7→ V (t)x at t = 0, assume first that
x ∈ D(A ). Then, as t→ 0,














A x|| ≤Mt||A x|| → 0.
Since D(A) is dense in X and ||V (t)|| ≤M, it follows that V (0)x = x for all x ∈ X.























A x = V (t)A x→ A x as t→ 0.
By the Chernoff Product Formula, (A , D(A )) generates the semigroup given by









)n || ≤M for all t ≥ 0
and n ∈ N, it follows that ||T (t)|| ≤M.
Definition 1.24. A linear operator (A , D(A )) on a Banach spaceX is called
dissipative if
||(λ−A )x|| ≥ λ||x|| (1.28)
for all λ > 0 and x ∈ D(A ).
Theorem 1.25. (Lumer-Phillips). Let A be a densely defined operator on X.
Then A generates a C0 - semigroup of contractions on X if and only if
1. A is dissipative and
2. (λ−A )D(A ) = X for some (or all) λ > 0.
Proof. Let A be the generator of a C0 - semigroup of contractions. Then assertion
(2) is valid by the Hille-Yosida theorem (Corollary1.23). Moreover, the Hille-Yosida
theorem combined with the the definition of dissipative implies assertion (1). In
order to prove the converse implication note that by the definition of dissipative
we have
||(λ−A )x|| ≥ λ||x|| (1.29)
for all x ∈ D(A ), λ > 0. Since (λ0 − A )D(A ) = X for some λ0 > 0, it follows
from (1.29) that λ0 −A is invertible and that ||R(λ0,A )|| ≤ λ−10 . We show that
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this property is valid for all λ > 0. In fact, let Γ := ρ(A )∩ (0,∞). Then Γ 6= ∅ and
therefore A is closed. Furthermore, let (λn) ⊂ Γ such that limn→∞ λn = λ > 0.
Now
dist(λn, σ(A )) ≥ ||R(λn,A )||−1 ≥ λn
for all n ∈ N and it follows that λ ∈ Γ. This shows that Γ is closed in (0,∞). Since
Γ is obviously open, it follows that Γ = (0,∞) and therefore (0,∞) ⊂ ρ(A ). The
inequality (1.29) implies that ||R(λ,A )|| ≤ λ−1 for all λ > 0 and the Hille-Yosida
theorem implies the assertion.
Another important consequence of the Chernoff Product Formula (Theorem 1.22)
is the following Lie-Trotter Product Formula. As we will see in Chapter 2, this
product formula is very useful in the cases where
(a) A and B generate strongly continuous contraction semigroups {T (t)}t≥0 and
{S(t)}t≥0 that can be computed explicitly.
(b) The sum A + B generates a strongly continuous semigroup {C(t)}t≥0 , but
the resolvent R(λ,A + B) cannot be computed explicitly so that {C(t)}t≥0 ,
cannot be obtained by computing the inverse Laplace transform of R(λ,A +
B).
Corollary 1.26. (Lie-Trotter Product Formula). Let {T (t)}t≥0 and {S(t)}t≥0 be













‖ ≤Meωt for all t ≥ 0, n ∈ N, (1.30)
and for constants M ≥ 1, ω ∈ R. Consider the “sum” A + B on D := D(A ) ∩
D(B) of the generators (A , D(A )) of {T (t)}t≥0 and (B, D(B)) of {S(t)}t≥0, and
assume that D and (λ0 − A − B)D are dense in X for some λ0 > ω. Then















x, x ∈ X (1.31)
where the limit is uniform for t in compact intervals.














= Bx+ A x.
Thus, applying this to Theorem 1.22 proves the statement.
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In order to analyze the rate of convergence of the Lie-Trotter product formula,
we need the following elementary lemmas.
Lemma 1.27. Let A be the generator of a C0– semigroup {T (t)}t≥0 . Then, for
all x ∈ D(A n+1),








T (s)A n+1x ds.
Proof. By Lemma 1.9, for all x ∈ D(A ),
T (t)x = x+
ˆ t
0
T (s)A x ds.
So the base case, n = 0, is true. Let us assume it is valid for some n ∈ N. Then,
for x ∈ D(A n+2),









where y = A n+1x ∈ D(A ). Thus,











T (r)A y dr] ds






































































T (r)A n+2x ds.
We need the following non-commutative version of the classical binomial for-





Lemma 1.28. (Binomial Formula for Non-Commutative Operators). Let U, V be
operators. Then.
Un − V n = Un−1[U − V ] +
n−1∑
m=1
Un−m−1[U − V ]V m.
Moreover, if U(t) and V (t) are bounded linear operators satisfying ||U(t)|| ≤ eωt
and ||V (t)|| ≤ eωt, then
||U(t)n − V (t)n|| ≤ nenωt||U(t)− V (t)||
for all n ∈ N.
Proof.
Un−1[U − V ] +
n−1∑
m=1








Un−m−1[U − V ]V m = Un − Un−3V 3 +
n−1∑
m=3
Un−m−1[U − V ]V m
= . . .
= Un − V n.
It follows from the binomial formula above that
||U(t)n−V (t)n|| ≤ enωt||U(t)−V (t)||+enωt
n−1∑
m=1
||U(t)−V (t)|| = nenωt||U(t)−V (t)||.
Proposition 1.29. Let A be the generator of a contraction C0– semigroup {T (t)}t≥0
and let B be a bounded linear operator generating a semigroup {S(t)}t≥0 with
||S(t)|| ≤ eωt and define V (t) = S(t)T (t) or V (t) = T (t)S(t). Then C = A + B










for all x ∈ X. Moreover, ||U(t)|| ≤ eωt and for all x ∈ D(C2) ∩D(A 2) and T > 0












for all t ∈ [0, T ].
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Proof. Let V (t) = S(t)T (t). (The proof of the case V (t) = T (t)S(t) is similar by
using Lemmas 2.6 and 2.7 in [10].) By Lemma 1.28,





























To estimate ||U(t)− V (t)||, observe that it follows from Lemma 1.27 that
V (t)x = S(t)T (t)x = S(t)y (where y = T(t)x)




= T (t)x+ tBT (t)x+
ˆ t
0
(t− s)S(s)B2T (t)x ds
= x+ tA x+
ˆ t
0
(t− s)T (s)A 2x ds+ tB[x+
ˆ t
0




(t− s)S(s)B2T (t)x ds
= x+ t(A + B)x+ tB
ˆ t
0
T (s)A x ds+
ˆ t
0
(t− s)S(s)B2T (t)x ds.
Moreover, since
U(t)x = x+ t(A + B)x+
ˆ t
0
(t− s)U(s)(A + B)2x,
it follows that
||U(t)x− V (t)x|| ≤ (||(A + B)2x||+ ||B||2||x||)
ˆ t
0
















an entire function, it follows that there exists a constant Cx,T > 0 such that
||U(t)x− V (t)x|| ≤ Cx,T t2.

























The following consequence of the Chernoff Product Formula is a variant of




for sufficiently smooth x ∈ X.
Corollary 1.30. (Lie-Trotter-Kato Product Formula). Let {T (t)}t≥0, {S(t)}t≥0
















]n‖ ≤Meωt for all t ≥ 0, n ∈ N, (1.32)
and some constants M ≥ 1, ω ∈ R. Consider the “sum” A + B on D := D(A )∩
D(B) of the generators (A , D(A )) of {T (t)}t≥0 and (B, D(B)) of {S(t)}t≥0, and
assume that D and (λ0 − A − B)D are dense in X for some λ0 > ω. Then




















x, x ∈ X. (1.33)
Moreover, if A generates a contraction semigroup {T (t)}t≥0 and B is a bounded
linear operator generating a semigroup {S(t)}t≥0 with ||S(t)|| ≤ eωt, then ||V (t)|| ≤























































































x = A x+ Bx.
Thus, applying this to Theorem 1.22 proves the statement 1.33. Similar to the
proof of Proposition 1.29, it can be shown that for x ∈ D(C3)∩D(A 3) and T > 0
there exists a constant Cx,T > 0 such that
||U(t)x− V (t)x|| ≤ Cx,T t3






x|| ≤ Cx,T eωt
t3
n2
for all x ∈ D(C3) ∩D(A 3) and t ∈ [0, T ].
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We have seen in the previous corollary that the Lie-Trotter-Kato approxima-
tions converge like 1
n2
for sufficiently smooth initial data. Unfortunately, it is
impossible to get higher order convergence unless one considers groups (see [2],
[11]).
Corollary 1.31. (Lie-Trotter-Yoshida). Let {T (t)}t≥0, {S(t)}t≥0 be strongly con-
tinuous groups on X. Define




































for all t ≥ 0, n ∈ N and for some constants M ≥ 1, ω ∈ R. Consider the “sum”
A + B on D := D(A ) ∩ D(B) of the generators (A , D(A )) of {T (t)}t≥0 and
(B, D(B)) of {S(t)}t≥0, and assume that D and (λ0 −A −B)D are dense in X
for some λ0 > ω. Then C := A + B generates a strongly continuous semigroup








x, x ∈ X.
Moreover, if A generates a contraction semigroup {T (t)}t≥0 and B is a bounded
linear operator generating a semigroup {S(t)}t≥0 with ||S(t)|| ≤ eωt, then ||V (t)|| ≤















B + γ1A +
γ1 + γ2
2
B + γ2A +
γ1 + γ2
2




= (2γ1 + γ2)(A + B)x = A x+ Bx.
For the error estimates, we refer to [4].
1.3 Semigroups Induced By Autonomous Flows
This section is an extension of Examples 1.7 and 1.10, where we considered the
shift semigroup
T (t)g(x) = g(x+ t) = g(σ(t, x))
32
induced by the flow σ(t, x) = t + x solving the ordinary differential equation
x′(t) = 1, x(0) = ω. Here we consider the case Ω ⊆ R and
x′(t) = a(x(t)), x(0) = ω ∈ Ω. (1.34)
In this case, the induced linear semigroup T = {T (t)}t≥0 is given by
T (t)g(ω) := g(σ(t, ω)) (1.35)




dt, t + A(ω) ∈ Range(A), and
g ∈ N = G(Ω,R) (a vector space of functions from Ω → R). This was shown in
Proposition 1.3. Formally, the generator A of T = {T (t)}t≥0 is given by
(A g)(ω) := a(ω)g′(ω), (1.36)
where ω ∈ Ω.
If we assume that a is continuous, ω ≥ 0, and that A generates a strongly con-
tinous contraction semigroup on C0[0,∞), then we know that for all f ∈ C0[0,∞)
there exists g ∈ D(A ) such that (λ−A )g = f or
λg(ω)− a(ω)g′(ω) = f(ω)
for all ω ≥ 0. Using an integrating factor and the fact that g ∈ D(A ) ⊂ C0[0,∞),
















T (t)g(ω) = g(σ(t, ω) = g(A−1(t+ A(ω)),
it follows that
g(A−1(t+ A(ω)) (ω ≥ 0)
is the inverse Laplace transform of R(λ,A )g(ω). If we assume that A(0) = 0 and
that A generates a C0 - semigroup on C0[0,∞) we see that
g(A−1(t)) = T (t)g(0)







This leads to the following observation that seems to be new.
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Proposition 1.32. Let A ∈ C1[0,∞) be an increasing function with 0 ≤ A(0) =





exists, then A−1(t) is the inverse Laplace transform of r(λ).










when we define A−1(t) := 0 for t 6∈ [M,N).





s(5s4 + 3s2 + 1)e−λ(s
5+s3+s) ds









s(5s4 + 3s2 + 1)e−λ(s
5+s3+s) ds.











is an approximation of A−1(t).
Table 1.1: Approximating A−1






5 3 1 2× 10−3






10 3 1 3× 10−5






15 3 1 2× 10−7
15 42 2 2× 10−4
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exists for all λ ∈ C and A−1(s) = − ln(1 − s) is the inverse Laplace transform of
r(λ) for all 0 ≤ s < 1. Here are the graphical results when using Corollary 1.16 for
q = 5, 10, 15, 20.
For q = 5 we have the following graph (where 100 corresponds to the number 1):





For q = 10:





For q = 15:





For q = 20:
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We will now examine specific cases where we will try to approximate the non-
linear flow solving (1.34) in terms of the resolvent of the generator A of the
associated linear semigroup. That is, we will approximate the flow σ(t, ω) given
by the solutions x(t) of the nonlinear initial value problem
x′(t) = a(x(t)), x(0) = ω
in terms of the resolvent of the linear operators (A f)(x) = a(x)f ′(x).
Proposition 1.35. Let σ(t, ω) with t ≥ 0 be the solution of x′(t) = a(x(t)), x(0) =
ω ≥ 0. If σ(t, ω) ≥ 0, σ(t, ω) → ∞ as ω → ∞ uniformly for t ≥ 0 and σ(t, ω) →
ω as t→ 0 uniformly for all ω in compact intervals, then
T (t)g(ω) := g(σ(t, ω))
is a strongly continuous contraction semigroup on C0[0,∞) and
D =
{
g ∈ C0[0,∞) ∩ C1(0,∞) : ω → a(ω)g′(ω) ∈ C0[0,∞)
}
is a subset of the domain of the generator A of {T (t)}t≥0 and (A g)(ω) = a(ω)g′(ω)
for all g ∈ D.
Proof. If g ∈ C0[0,∞), then T (t)g : ω → g(σ(t, ω)) ∈ C0[0, ω)) since 0 ≤ σ(t, ω)→
∞ as ω →∞. Clearly, ||T (t)g|| ≤ ||g|| for all g ∈ C0[0,∞). To see that {T (t)}t≥0
is strongly continous, let g ∈ C0[0,∞) and let N be such that |g(ω)| ≤ ε3 for all
ω ≥ N. Since σ(t, ω) → ∞ as ω → ∞ uniformly in t ≥ 0, there exists N ′ ≥ N
such that |σ(t, ω)| ≥ N for all ω ≥ N ′ ≥ N and all t ≥ 0. Thus, |g(σ(t, ω))| ≤ ε
3
and |g(ω)| ≤ ε
3
for all ω ≥ N ′ and all t ≥ 0. This shows that
||T (t)g − g|| = sup
ω≥0
|g(σ(t, ω))− g(ω)| ≤ sup
ω∈[0,N ′]
|g(σ(t, ω)− g(ω)|+ 2ε
3
.
Since g is uniformly continuous on [0, N ′ + 1] there exists δ > 0 such that |g(z)−
g(ω)| < ε
3
for all z, ω ∈ [0, N ′ + 1] with |z − ω| < δ. Since |σ(t, ω) − ω| → 0 as
t → 0 uniformly for ω in compact intervals, there exists 0 < δ < 1 such that
|σ(t, ω)− ω| ≤ δ for all ω ∈ [0, N ′] and 0 < t < δ. Thus
|g(σ(t, ω))− g(ω)| ≤ ε
3
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for all 0 < t < δ and all ω ∈ [0, N ′]. This shows that ||T (t)g − g|| ≤ ε for all
0 ≤ t < δ. Hence, {T (t)}t≥0 is a strongly continuous contraction semigroup on
C0[0,∞). Now let
g ∈ D =
{



























[a(σ(s, ω)g′(σ(s, ω))− a(ω)g′(ω)] ds.
Let N > 0 be such that |a(ω)g′(ω)| ≤ ε
3
for all ω ≥ N. Since σ(t, ω)→∞ uniformly
in t ≥ 0 and since there exists N ′ ≥ N such that |σ(t, ω)| ≥ N for all ω ≥ N ′ ≥ N
and all t ≥ 0 it follows that |a(σ(s, ω))g′(s, ω)| ≤ ε
3
and |a(ω)g′(ω)| ≤ ε
3
for all
s ≥ 0 and ω ≥ N ′. Thus,
sup
ω≥0
|(A g)(ω)− a(ω)g′(ω)| ≤ sup
ω∈[0,N ′]
|(A g)(ω)− a(ω)g′(ω)|+ 2ε
3
.
Since ω → a(ω)g′(ω) is uniformly continuous on [0, N ′+ 1], there exists δ > 0 such
that
|a(z)g′(z)− a(ω)g′(ω)| ≤ ε
3
for all ω, z ∈ [0, N ′ + 1] with |z − ω| < δ. Since σ(t, ω)→ ω as t→ 0 uniformly for
ω in compact intervals, there exists 0 < δ < 1 such that |σ(s, ω) − ω| ≤ δ for all
0 ≤ s < δ and ω ∈ [0, N ′]. Thus,






|a(σ(s, ω))g′(σ(s, ω))− a(ω)g′(ω)| ds ≤ ε
3
for all 0 < t < δ and ω ∈ [0, N ′]. This shows that D ⊂ D(A ) and (A g)(ω) =
a(ω)g′(ω) for all g ∈ D.
Example 1.36. (a) We consider x′(t) = a(x(t)), x(0) = ω, for a(x) = x. Then the
flow is given by
σ(t, ω) = ωet.
Since 0 ≤ ω ≤ ωet →∞, it follows that σ(t, ω)→∞ as ω →∞ uniformly in t ≥ 0.
Let ω ∈ [0, N ]. Then |σ(t, ω)− ω| ≤ N |et − 1| → 0 as t→ 0. Thus, σ(t, ω)→ ω as
t→ 0 uniformly for all ω in compact intervals. Thus, by Proposition 1.35,
T (t)g(ω) = g(ωet)
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defines a strongly continuous contraction semigroup on C0[0,∞) with generator
A given by
(A g)(ω) = ωg′(ω)
for all g ∈ D := {g ∈ C0[0,∞) ∩ C1(0,∞) : ω → ωg′(ω) ∈ C0[0,∞)} . Moreover,
for Re(λ) > 0 and g ∈ C0[0,∞), consider the first order linear ode
(λI −A )f(x) = λf(x)− xf ′(x) = g(x)









To ensure that f(x)→ 0 as x→∞ we take c = 0. Then f ∈ C0[0,∞) ∩ C1(0,∞)
and x→ xf ′(x) = λf(x)− g(x) ∈ C0[0,∞). Thus, f ∈ D,D = D(A ), and





g(s) ds = r(λ, x).
By Theorem 1.15, for all g ∈ C0[0,∞),













where the limit is uniform in ω ≥ 0 and bj and cj are as in Theorem 1.15. In
particular, if g is invertible, then



































− 1, where the error is
g−1(u(t, ω))− ωet. .
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Table 1.2: a(ω) = ω
q t ω Error q t ω Error
10 1/2 1 10−22 10 1/2 10 10−22
10 1 1 10−16 10 1 10 10−16
10 2 1 10−10 10 2 10 10−11
10 4 1 10−5 10 4 10 10−6
10 8 1 10−3 10 8 10 10−3
20 1/2 1 10−44 20 1/2 10 10−46
20 1 1 10−32 20 1 10 10−35
20 2 1 10−21 20 2 10 10−25
20 4 1 10−13 20 4 10 10−16
20 8 1 10−4 20 8 10 10−7
30 1/2 1 10−66 30 1/2 10 10−71
30 1 1 10−48 30 1 10 10−54
30 2 1 10−34 30 2 10 10−39
30 4 1 10−21 30 4 10 10−26
30 8 1 10−10 30 8 10 10−14
(b) We consider x′(t) = a(x(t)), x(0) = ω ≥ 0, t ≥ 0, for a(x) = 2
√
x (see also
(1.9) and the results thereafter). Then the flow solving the initial value problem
is given by the polynomial σ(t, ω) = (t+
√
ω)2 = t2 + 2t
√
ω + ω. Clearly, 0 ≤ ω ≤
σ(t, ω)→∞ as ω →∞ uniformly in t ≥ 0. Let t ∈ [0, 1] and ω ∈ [0, N ]. Then
|σ(t, ω)− ω| = t|t+ 2
√
ω| ≤ t(1 + 2
√
N)
and therefore, σ(t, ω) → ω as t → 0 uniformly for ω in compact intervals. Thus,
by Proposition 1.35,






is a strongly continuous contraction semigroup on C0[0,∞) with generator A given
by
(A g)(ω) = 2
√
ωg′(ω)
for all g ∈ D, where
D :=
{





Moreover, for Re(λ) > 0 and g ∈ C0[0,∞), consider the first order linear ordinary
differential equation
(λI −A )f(x) = λf(x)− 2
√
xf ′(x) = g(x)


























To ensure that f(x)→ 0 as x→∞, we take c = 0. Setting t =
√


















x)2) du = R(λ,A )g(x) = r(λ, x).
Since f ∈ C0[0,∞) ∩ C ′(0,∞) and x → 2
√
xf ′(x) = λf(x) − g(x) ∈ C0[0,∞), it
follows that D = D(A ). As in Example 1.36 a, if g is invertible, then















Observe the integral defining R(λ,A )g(x) for Re(λ) > 0 exists also if one chooses
g0(x) = g
−1
0 (x) = x (even though g0 6∈ C0[0,∞). Since σ(t, ω) is a polynomial in t

























A confirmation of this can be seen in the following table.
Table 1.3: a(ω) = 2
√
ω
q t ω Error
10 1/2 1 0
10 1 1 0
10 10 1 0
15 1/2 1 0
15 1 1 0
15 10 1 0
20 1/2 1 0
20 1 1 0
20 10 1 0
(c) Consider x′(t) = a(x(t)), x(0) = ω ≥ 0, t ≥ 0 for a(x) = 1
x
. Then the flow





Then σ(t, ω) → ∞ as ω → ∞ uniformly in t ≥ 0 (since ω ≤ σ(t, ω)). Moreover,
for t > 0 and all ω ≥ 0,
σ(t, ω)− ω = 2t√






Thus, σ(t, ω) → ω as t → 0 uniformly for ω in compact subsets of R+. Hence, by
Proposition 1.35,
T (t)g(ω) := g(
√
2t+ ω2)
is a strongly continuous contraction semigroup on C0[0,∞). As in the examples





















2 sg(s) ds = r(λ, x).
Thus, as seen in the previous examples, if g ∈ C0[0,∞) is invertible, then















However, since the integral defining R(λ,A ) with Re(λ) > 0 exists also for the
identity map g0(x) = x, one can expect that






















Table 1.4: a(ω) =
1
ω
q t ω Error q t ω Error q t ω Error
10 1 1 10−10 10 1 10 10−41 10 1 20 10−53
10 10 1 10−7 10 10 10 10−22 10 10 20 10−33
10 40 1 10−5 10 40 10 10−14 10 40 20 10−2
20 1 1 10−19 20 1 10 10−82 10 1 20 10−105
20 10 1 10−8 20 10 10 10−44 10 10 20 10−66
20 40 1 10−7 20 40 10 10−27 10 40 20 10−44
30 1 1 10−28 30 1 10 10−122 10 1 20 10−157
30 10 1 10−11 30 10 10 10−66 10 10 20 10−99
30 40 1 10−7 30 40 10 10−39 10 40 20 10−66





if tω < 1
0, otherwise
.
Clearly, σ(t, ω) ≥ 0 and ω ≤ σ(t, ω). Thus, σ(t, ω) → ∞ as ω → ∞ uniformly in
t ≥ 0. Let ω ∈ [0, N ] and 0 < t < 1
N
. Then, t <
1
ω
for all ω ∈ [0, N ] and
|σ(t, ω)− ω| = ω
1− tω









for all ω ∈ [0, N ] and 0 < t < 1
N
. Thus, σ(t, ω) → ω as t → 0 uniformly for
ω ∈ [0, N ]. Thus, by Proposition 1.35, T (t)g(ω) := g(σ(t, ω)) defines a strongly
continuous contraction semigroup with generator (A g)(ω) = ω2g′(ω) for all
g ∈ D =
{
g ∈ C0[0,∞) ∩ C1(0,∞) : ω → ω2g′(ω) ∈ C0[0,∞)
}
⊂ D(A ).







































































By Theorem 1.15, for all g ∈ C0[0,∞),













where the limit is uniform in ω ≥ 0, bj and cj are as in Theorem 1.15, and

















In particular, if g is invertible, then















Table 1.5: a(ω) = ω2
q t ω Error
10 17/10 1/2 10−3
10 1/2 1 10−5
10 1/10 2 10−9
15 17/10 1/2 104
15 1/2 1 10−7
15 1/10 2 10−11
20 17/10 1/2 10−3
20 1/2 1 10−6
20 1/10 2 10−13
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and leaves the interval [0, N ] invariant;i.e., if ω ∈ [0, N ], then σ(t, ω) ∈ [0, N ] for
all t ≥ 0. The induced semigroup
T (t)g(ω) = g(σ(t, ω))




g ∈ C[0, N ] ∩ C1(0, N ] : ω → ω2g′(ω) ∈ C[0, N ]
}
is a core for the generator
(A g)(ω) = −ω2g′(ω)
and











Taking g(u) = 0 yields the following approximation of σ(t, ω) :
Table 1.6: a(ω) = −ω2
q t ω Error q t ω Error q t ω Error
10 1 1 10−11 10 1 10 10−6 10 1 20 10−4
10 10 1 10−7 10 10 10 10−4 10 10 20 10−3
10 20 1 10−6 10 20 10 10−4 10 20 20 10−3
10 50 1 10−5 10 50 10 10−4 10 50 20 10−3
20 1 1 10−23 20 1 10 10−7 20 1 20 10−7
20 10 1 10−8 20 10 10 10−5 20 10 20 10−4
20 20 1 10−6 20 20 10 10−4 20 20 20 10−4
20 50 1 10−7 20 50 10 10−4 20 50 20 10−4
30 1 1 10−34 30 1 10 10−4 30 1 20 10−7
30 10 1 10−12 30 10 10 10−6 30 10 20 10−5
30 20 1 10−9 30 20 10 10−5 30 20 20 10−4
30 50 1 10−6 30 50 10 10−4 30 50 20 10−4
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(f) Let a(x) =
1
1 + x
and ω ≥ 0. Then the flow is
σ(t, ω) = −1 +
√
2t+ (1 + ω)2
and the induced semigroup




2t+ (1 + ω)2
)
is a strongly continuous semigroup on C0[0,∞). This follows from Proposition 1.35
and the fact that ω ≤ σ(t, ω) for all ω ≥ 0 and t ≥ 0 and
|σ(t, ω)− ω| = 2t
(ω + 1) +
√




for all ω ≥ 0 and t ≥ 0. The set
D =
{

























−1 yields the following approximation results:
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Table 1.7: a(ω) =
1
1 + ω
q t ω Error q t ω Error
10 1 1 10−15 10 1 10 10−41
10 10 1 10−7 10 10 10 10−22
10 30 1 10−5 10 30 10 10−15
10 50 1 10−4 10 50 10 10−12
20 1 1 10−31 20 1 10 10−83
20 10 1 10−11 20 10 10 10−45
20 30 1 10−6 20 30 10 10−30
20 50 1 10−7 20 50 10 10−24
30 1 1 10−46 30 1 10 10−125
30 10 1 10−16 30 10 10 10−68
30 30 1 10−9 30 30 10 10−45
30 50 1 10−7 30 50 10 10−37
1.4 Semigroups Induced By Non-Autonomous Flows
In the previous section we saw how the resolvent of the linear operator
(A g)(ω) = a′(ω)g(ω)
can be used, via Laplace transform methods, to approximate the solution σ(t, ω)
of the nonlinear initial value problem
x′(t) = a(x(t)), x(0) = ω.
In this section we will explore how the solutions γ(t, s, ω) of the non-autonomous
Cauchy problem
u′(t) = a(t)u(t)u(s) = ω ≥ 0, t ≥ s ≥ 0
can be approximated with inverse Laplace transform methods by studying the
resolvent of the generator
(A f)(t) = f ′(t) + a(t)f(t)
of the induced linear semigroup
T (t)f(t) = f(t+ s)[ζ(t+ s, s)].
In Chapter 2 we will study the linear case






. In order to prepare for the next chapter, let a : [0,∞)→
R be integrable. Then for all ω ∈ R and t ≥ s ≥ 0, the initial value problem
u′(t) = a(t)u(t), u(s) = ω
46
has a unique solution (by separation of variables) given by
u(t) = U(t, s)(ω) = γ(t, s, ω) = ωe
´ t
s a(r) dr.
Let F1 be a vector space of functions from [0,∞) and let F2 be a vector space
of functions from [0,∞)× [0,∞) into R. Then the non-autonomous flow ζ(t, s, ω)
induces a linear semigroup {T (t)1}t≥0 on F1([0,∞),R) by
T1(t)f(s) := e
´ t+s
s a(r) drf(t+ s)
and a linear semigroup {T2(t)}t≥0 on F2([0,∞)× [0,∞)) by
T2(t)f(s, ω) := f
(
ω + s, ωe
´ t+s
s a(r) drf(t+ s)
)
.
The (formal) generator of {T1(t)}t≥0 on F1 is
(A1f)(s) = f
′(s) + a(s)f(s)
and the (formal) generator of {T2(t)}t≥0 on F2 is
(A2f)(s, ω) = fs(s, ω) + ωa(s)fω(s, ω).
Since {T1(t)}t≥0 is structurally easier that {T2(t)}t≥0 , we concentrate henceforth
only on
T (t)f(s) = e
´ t+s
s a(r) drf(t+ s)
with generator
(A f)(s) = f ′(s) + a(s)f(s).
Proposition 1.37. Let a : (0, N) → R be integrable such that the antiderivative





s a(r) drf(t+ s) 0 ≤ t+ s ≤ N
0 otherwise
is a strongly continuous semigroup on C0[0, N ] := {f ∈ C[0, N ] : f(N) = 0} with
generator
(A f)(s) = f ′(s) + a(s)f(s)
for f ∈ D ⊂ D(A ), where
D := {f ∈ C0[0, N ] ∩ C1(0, N) : s→ f ′(s) + a(s)f(s) ∈ C0[0, N ]} .









s a(r) dr dt.
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Proof. Clearly, T (t) maps C0[0, N ] into itself and ||T (t)f || ≤ M ||f ||, where M =
sup0≤t+s≤N e
A(t+s)−A(s). The strong continuity follows from the equi-continuity of
A and f on [0, N ] and the estimate
||T (t)f − f || ≤ sup
s∈[0,N ]
|eA(t+s)−A(s) − 1||f(t+ s)|+ |f(t+ s)− f(s)|.
Example 1.38. Consider a(s) = 2s. Then A(s) = s2 and the induced semigroup











2−s2 du = r(λ, s).
By Theorem 1.15,
































where r(λ, s) =
´ N−s
0








Consider the initial value problem
u′(t) = A(t)u(t), u(s) = ω ∈ Cn (2.1)
for t ≥ s ≥ 0, where A : [0,∞)→Mn×n(C) is such that (2.1) has a unique solution
u(t) = γ(t, s, ω) = X(t)X−1(s)ω (2.2)
for t ≥ s ≥ 0 and ω ∈ Cn and where X(t) is the fundamental solution matrix of
the system (2.1) (i.e., each column of the matrix X(t) is an independent solution
of (2.1)). Now choose, for example,
N = L(Cn,Cn) ∼= Mn×n and M = F([0,∞),Mn×n)
for some appropriate vector space F of functions from [0,∞) into Mn×n(C). Then
by (1.11) and the comments thereafter, the semigroup {T (t)}t≥0 associated to (2.2)
is given by T (t) :M→M
T (t)x(s) = x(t+ s)U(t+ s, s) (2.3)
where the linear operators
U(t, s) := X(t)X−1(s)
satisfy
(i) U(s, s) = I (s ≥ 0)
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(ii) U(t, r)U(r, s) = U(t, s) (t ≥ r ≥ s)
and the (formal) generator of {T (t)}t≥0 is given by
(A f)(s) = f ′(s) + f(s)A(s).
To see that {T (t)}t≥0 is a linear semigroup, note that
T (0)f(s) = f(s)U(s, s) = f(s)
(i.e., T (0) = I) and that
T (t1)T (t2)f(s) = T (t1)h(s),
where h(s) = T (t2)f(s) = f(t2 + s)U(t2 + s, s). Thus, for t1, t2 > 0 and all s ≥ 0,
T (t1)T (t2)f(s) = T (t1)h(s) = h(t1 + s)U(t1 + s, s)
= f(t2 + t1 + s)U(t2 + t1 + s, t1 + s)U(t1 + s, s)
= f(t1 + t2 + s)U(t1 + t2 + s, s)
= T (t1 + t2)f(s).
In order to find some examples of equations
u′(t) = A(t)u(t), A(t) ∈M2×2(C) (2.4)
for which the fundamental matrix and hence, U(t, s) can be found we consider
second order linear differential equations of the form
y′′(t) + p(t)y′(t) + q(t)y(t) = 0 (2.5)






as well as the “reduction of order” procedure that allows us to find the fundamental
matrix if one solution of (2.1) can be found. Let us first consider the case where
we can find (by any method) one function y(t) 6= 0 that satisfies (2.5). Then the
D’Alembert Reduction Method allows us to find a second linearly independent
solution ω(t) of (2.5) of the form ω(t) = φ(t)y(t). In order for ω(t) to be a solution
we recall that one needs
ω′′(t) + p(t)ω′(t) + q(t)ω(t) = φ′′(t)y(t) + 2φ′(t)y′(t) + p(t)φ′(t)y(t)
+ φ(t)[y′′(t) + p(t)y′(t) + q(t)y(t)]
= φ′′(t)y(t) + p(t)φ′(t)y(t) + 2φ′(t)y′(t) = 0
Dividing the last equality by y(t) yields that the derivative φ′ of the unknown







φ′(t) = 0 (2.6)
that can be solved by separating variables. To demonstrate D’Alembert’s Reduc-



















Looking for solutions of the form y(t) = y0 + y1t+ y2t
2 + . . . , we find that
y(t) = 1 + t
is a solution of (2.7). In order to find a second solution ω(t) = φ(t)y(t) we know











φ′′(t) = − 1
t+ 1
φ′(t).
Thus, using separation of variables, we obtain φ′(t) =
1
t+ 1
or φ(t) = ln(t+ 1). By
the above, we have that ω(t) = φ(t)y(t) = (t + 1) ln(t + 1) is a second solution of
(2.7). Thus, the fundamental matrix is given by
X(t) =
(
t+ 1 (t+ 1) ln(t+ 1)

































Therefore, the semigroup {T (t)}t≥0 associated to (2.7) is given by


































































= f ′(s) + f(s)A(s).
Before we consider another example, let us discuss solving a system of equations
u′(t) = A(t)u(t), A(t) ∈M2×2(C),
by using D’Alembert’s Method of Reduction of Order. Suppose we have a system







u(t) = (u1(t), u2(t))
is a known solution. Then
y′(t) = α(t)u(t) + z(t)
will produce the second solution. Here we have that the unknown function α(t) is
a real-valued function and that z(t) = (0, z2(t)) with z2(t) to be determined. Now
y′(t) = α′(t)u(t) + u′(t)α(t) + z′(t)
= α′(t)u(t) + A(t)u(t)α(t) + z′(t).
We need y′(t) = A(t)y(t) or
y′(t) = A(t)[α(t)u(t) + z(t)]
= A(t)α(t)u(t) + A(t)z(t).
It follows that
y′(t) = A(t)y(t)
if and only if
α′(t)u(t) + α(t)A(t)u(t) + z′(t) = α(t)A(t)u(t) + A(t)z(t)
or if
α′(t)u(t) + z′(t) = A(t)z(t).
Solving for z′(t), we obtain











− α′(t) [u1(t), u2(t)]
or {
0 = a2(t)z2(t)− α′(t)u1(t)
z′2(t) = a4(t)z2(t)− α′(t)u2(t).













which is solvable using seperation of variables.
























A power series approach yields the first solution
u1(t) = ((t+ 1)
2,−(t+ 1)).










(t+ 1)2 −(t+ 1)2 ln(t+ 1)
−(t+ 1) (t+ 1)[1 + ln(t+ 1)]
)































Hence, the linear semigroup induced by (2.8) is T (t)f(s) = f(t+ s)U(t+ s, s) with
generator
(A f)(s) = T ′(0)f(s) = f ′(s) + f(s)U ′(t+ s, s) = f ′(s) + f(s)A(s).
We will return to this example in Section 2.2 where we will show how one can use
the generator A to construct the evolution family U(t, s).
2.1 The Resolvent Approach
In this section we will investigate if the semigroup T (t)f(s) = f(t + s)U(t + s, s)
generated by (A f)(s) = f ′(s) + f(s)A(s) can be obtained by inverse Laplace
transform methods (as in Sections 1.3 and 1.4). Clearly, this approach requires
that R(λ,A ) can be computed explicitly. Unfortunately, as we will see in this
section, there is no explicit formula for R(λ,A ) (except in special cases) and
perturbation/approximation theorems must be employed to approximate {T (t)}t≥0
and/or R(λ,A ). First, let us consider the semigroup
T (t)f(s) = f(t+ s)U(t+ s, s)








u1(t, s) u2(t, s)
u3(t, s) u4(t, s)
)
. Then,






I = f1(t+ s)u1(t+ s, s) + f2(t+ s)u3(t+ s, s),
II = f1(t+ s)u2(t+ s, s) + f2(t+ s)u4(t+ s, s),
III = f3(t+ s)u1(t+ s, s) + f4(t+ s)u3(t+ s, s),
IV = f3(t+ s)u2(t+ s, s) + f4(t+ s)u4(t+ s, s).
Observing that the first and second rows are identical when replacing f3 by f1 and
f4 by f2, it is obvious that the study of the semigroup {T (t)}t≥0 can be related to
the study of the semigroup
T̃ (t)f(s) := U∗(t+ s, s)f(s)
where f : [0,∞)→ C2 is given by





u1(t, s) u3(t, s)
u2(t, s) u4(t, s)
)
is the transpose of U(t, s); that is,
T̃ (t)f(s) =
(
u1(t+ s, s) u3(t+ s, s)











is a semigroup, observe that T̃ (0)f(s) = f(s). Let
h(s) = T̃ (t2)f(s) = U
∗(t2 + s, s)f(t2 + s). Then
T̃ (t1)T̃ (t2)f(s) = T̃ (t1)h(s) = U
∗(t1 + s)h(t1 + s)
= U∗(t1 + s, s)U
∗(t1 + t2 + s, t1 + s)f(t1 + t2 + s)
= (U(t1 + t2 + s, t1 + s)U(t1 + s, s))
∗f(t1 + t2 + s)
= U∗(t1 + t2 + s, s)f(t1 + t2 + s)
= T̃ (t1 + t2)f(s).
Hence, it is sufficient to investigate the semigroup
T̃ (t)f(s) := U∗(t+ s, s)f(s)
with (formal) generator
(Ã f)(s) = f ′(s) + A∗(s)f(s)





. The formal resol-
vent of Ã is




The problem is now to find an expression  such that




Then, by the uniqueness of the Laplace transform,
 = T̃ (t)f(s) = U∗(t+ s, s)f(t+ s).
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Lemma 2.3. Let Ds denote the first derivative operator . Then λ ∈ ρ(A ) if and






if λ ∈ ρ(Ã ), then






Proof. Let f = R(λ, Ã )g. Then
(λI − Ã )f = g ⇐⇒ λf1(s)− f ′1(s)− a(s)f1(s)− c(s)f2(s) = g1(s)
λf2(s)− f ′2(s)− b(s)f1(s)− d(s)f2(s) = g2(s)
⇐⇒ (λ− a−Ds)f1 − cf2 = g1


























for all s ≥ 0
Lemma 2.4. Let X1, X2 be Banach spaces and A ∈ L(X1, X1), B ∈ L(X2, X1),
C ∈ L(X1, X2), and D ∈ L(X2, X2). If the operators A,D, A − BD−1C, and









(A−BD−1C)−1 −A−1B(D − CA−1B)−1
−D−1C(A−BD−1C)−1 (D − CA−1B)−1
)
.
Moreover, if A,C,D, Q1 = AC
−1D −B and Q2 = DB−1A− C are invertible













on X1 × D̃.
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(A−BD−1C)−1 −A−1B(D − CA−1B)−1









J = A(A−BD−1C)−1 −BD−1C(A−BD−1C)−1
= (A−BD−1C)[A−BD−1C]−1 = I,
K = −B(D − CA−1B)−1 +B(D − CA−1B)−1 = 0,
L = C(A−BD−1C)−1 − C(A−BD−1C)−1 = 0,
and
M = −CA−1B(D − CA−1B)−1 +D(D − CA−1B)−1
= (D − CA−1B)(D − CA−1B)−1 = I.
To see that the expression is also a left-inverse, observe that[
(A−BD−1C)−1 −A−1B(D − CA−1B)−1












W = (A−BD−1C)−1A− A−1B(D − CA−1B)−1C
= (A−BD−1C)−1[A− (A−BD−1C)A−1B(D − CA−1B)−1C]
= (A−BD−1C)−1[A− (B −BD−1CA−1B)(D − CA−1B)−1C]
= (A−BD−1C)−1[A−B(I −D−1CA−1B)(D − CA−1B)−1C]
= (A−BD−1C)−1[A−BD−1(D − CA−1B)(D − CA−1B)−1C]
= (A−BD−1C)−1[A−BD−1C] = I,
X = (A−BD−1C)−1B − A−1B(D − CA−1B)−1D
= (A−BD−1C)−1[B − (A−BD−1C)A−1B(D − CA−1B)−1D]
= (A−BD−1C)−1[B − (B −BD−1CA−1B)(D − CA−1B)−1D]
= (A−BD−1C)−1[B −B(I −D−1CA−1B)(D − CA−1B)−1D]
= (A−BD−1C)−1[B −BD−1(D − CA−1B)(D − CA−1B)−1D]
= (A−BD−1C)−1[B −BD−1D]
= (A−BD−1C)−1[B −B] = 0,
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Y = −D−1C(A−BD−1C)−1A+ (D − CA−1B)−1C
= (D − CA−1B)−1[−(D − CA−1B)D−1C(A−BD−1C)−1A+ C]
= (D − CA−1B)−1[−(C − CA−1BD−1C)(A−BD−1C)−1A+ C]
= (D − CA−1B)−1[−CA−1(A−BD−1C)(A−BD−1C)−1A+ C]
= (D − CA−1B)−1[−C + C] = 0,
Z = −D−1C(A−BD−1C)−1B + (D − CA−1B)−1D
= (D − CA−1B)−1[−(D − CA−1B)D−1C(A−BD−1C)−1B +D]
= (D − CA−1B)−1[−(C − CA−1BD−1C)(A−BD−1C)−1B +D]
= (D − CA−1B)−1[−CA−1(A−BD−1C)(A−BD−1C)−1B +D]




(A−BD−1C)−1 −A−1B(D − CA−1B)−1
















−A−1B(D − CA−1B)−1 = −A−1B(DB−1A− C)−1DB−1
= −A−1BQ−12 DB−1








on the domain of DB−1.
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, Ã f(s) = f ′(s) + A(s)∗f(s) and assume





exists if and only if the Riccati equations
q′ = ad− b
′d
b






q + q2 (2.9)
m′ = da− c
′a
c
























0 − (λ− d−Ds) 1c
)
where p = a+ d− b′
b
















Proof. Note that A − BD−1C = (AC−1D − B)D−1C is invertible if and only if
AC−1D − B is invertible. Let H : f → hf and Ds : f → f ′. Then (Ds ◦ H)f =
Ds(hf) = h
′f + hf ′. Then we write Dsh = h
′ + hDs (which is a slight abuse of
notation). Now,
















































































































































λ2 − λ(p+ q) + pq + q′ − (2λ− p− q)Ds +D2s
]
if the Riccati equation (2.9) is valid. The previous statement is valid if and only if(




(λ− d) + d′ − cb = λ2 − λ(p+ q) + pq + q′
and
−2λ+ a+ d− b
′
b
= −2λ+ p+ q.
This is true if and only if










+ d′ − cb = λ2 − λ(p+ q) + pq + q′. (2.11)
Now (2.11) is valid






λ+ d′ − cb = λ2 − λ(a+ d) + b
′
b














q − q2 + q′
⇔ q′ = ad− b
′d
b













Note that D−CA−1B = (DB−1A−C)A−1B is invertible if and only if DB−1A−C
is invertible. Now,














































































































































λ2 − λ(n+m) + nm+m′ − (2λ− n−m)Ds +D2s
]
if the Riccati equation (2.10) is valid. The previous statement is valid if and only
if (




(λ− a) + a′ − bc = λ2 − λ(n+m) + nm+m′
and




This is true if and only if










+ a′ − bc = λ2 − λ(n+m) + nm+m′. (2.12)
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Now (2.12) is valid
























⇔ m′ = da− c
′a
c







and n = d+ a− c′
c
−m.
In general, it is difficult or even impossible to obtain explicit solutions to Riccati
equations. Therefore, Lemma 2.5 shows that in general it will be impossible to
comput R(λ, Ã ) explicitly, where
(Ã f)(s) := f ′(s) + A∗(s)f(s).
This is not too surprising. After all, there is no general formula for the fundamental
solution matrix X(t) for (2.1). In order to approximate the semigroup
T̃ (t)f(s) = U∗(t+ s, s)f(t+ s)
generated by Ã , we will shift our focus to using perturbation and approximation
methods.
2.2 Lie-Trotter Type Approximation Methods
In this section we will develop formulas to approximate evolution families U(t, s)
for (2.1) using the Lie-Trotter type approximation formulas presented in Section
1.2. The following elementary result from the theory of systems of linear ordinary
differential equations will be used throughout this section.





. Define δ := ad − bc, τ := a + d, and take
γ ∈ C such that: γ2 = 1
4
(τ 2 − 4δ). Then









sinh(tγ) for γ 6= 0,
tet
τ





















for γ = 0.
Proof. Note first that







where λ1, λ2 are the eigenvalues of A; that is, λ1, λ2 solve











Using partial fractions we obtain (for γ 6= 0),
(λI − A)−1 =




















= −B2, A3 =
c
2γ






. Since etA is the inverse Laplace transform of R(λ,A) =
















































+ γ − d
2γ
=

























−2a+ τ + 2γ
4γ(




2d+ 2γ − τ
4γ
, B4 =
−2d+ τ + 2γ
4γ
)



















etA = m(t)A+ n(t)I,













. For γ = 0, we
have



























Therefore, the inverse Laplace transform of (λ− A)−1 is
etA =
(
etλ1 + (λ1 − d)tetλ1 −tbetλ1






































Next, we would like to approximate the semigroup {T (t)}t≥0 generated by
A f(s) = f ′(s) + A∗(s)f(s)
= A0f(s) + (Bf)(s).
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f1(t+ s), f2(t+ s)
)
. (2.13)
We also assume that the map A∗ : s→ A∗(s) is continuous and bounded on [0,∞)
so that the bounded operator (Bf)(s) = A∗(s)f(s) generates the semigroup









sinh(tγ(s)) for γ(s) 6= 0
tet
τ(s)




















for γ(s) = 0
.
and where γ = γ(s) and τ = τ(s) are as in Proposition 2.6.
The following proposition is an adaptation/extension of a result of G. Nickel
(see [22]), where we use Proposition 2.6 to compute etA
∗(s).
Proposition 2.7. Let X = C0([0,∞),C2) and A∗ : s → A∗(s) ∈ Cb([0,∞),C2).
Then
Ã f(s) = f ′(s) + A∗(s)f(s)
generates a strongly continuous semigroup
T̃ (t)f(s) = U∗(t+ s, s)f(t+ s).
Moreover,
T̃ (t)f(s) = U∗(t+ s, s)f(t+ s) = limn→∞ V1,2(n, t, s)f(t+ s), where








































where the limits are uniform for t in compact intervals and all s ≥ 0 and where
m(t, s) and n(t, s) are as above. In particular, for t, s in compact intervals






where U(t, s) is the evolution family solving
u′(t) = A(t)u(t)u(s) = x (t ≥ s ≥ 0).
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lows immediately from the Lie-Trotter Product Formula (Corollary 1.26). More-



















we can obtain (2.15) as follows. First, we observe that
T0(t)S(t)f(s) = T0(t)g(s) = g(t+ s),
where g(s) = S(t)f(s). Thus,
T0(t)S(t)f(s) = S(t)f(t+ s) = [m(t, t+ s)A





















































































































































































































































































































































































So, by the Lie-Trotter Product Formula (Corollary 1.26),



















































































































where the limit is uniform for s ≥ 0 and for t in compact intervals. If t, s ∈ [0, N ]
and if we choose f0 ∈ C0([0,∞),C2) such that f0(r) = 1 for all r ∈ [0, 2N ], then


































The proof of (2.16) proceeds similarly using the Lie-Trotter-Kato Formula (Corol-
lary 1.30). In this case, we have




































































































































































































Continuing in this fashion, we obtain





















. We use Proposition 2.7 to approximate







. Below are the approximation errors
using the Lie-Trotter Product Formula and the Lie-Trotter-Kato Product Formula,
respectively, for n = 10, s = 1, and 0 ≤ t ≤ 5.












If A(t) and U(t+ s, s) are as in Example 2.1 and if we implore the Lie-Trotter
Product Formula and the Lie-Trotter-Kato Product Formula as described in Propo-
sition 2.7, respectively, for t = 1, s = 2, the following are the error matrices for









2.3 Peaceman-Rachford Approximation Method
The results of the previous section depend heavily on the fact that the semigroup
etA generated by a 2× 2 matrix A can be computed explicitly. This remains true
for n × n matrices but requires a serious computational effort. More precisely,
repeating the arguments in the proof of Proposition 2.7, if we have
Ã f(s) = f ′(s) + A∗(s)f(s) = (A0f)(s) + (Bf)(s),
where A0f = f ′ generates the shift semigroup {T0(t)}t≥0 and (Bf)(s) = A∗(s)f(s)
generates the semigroup S(t)f(s) = etA
∗(s)f(s), then the semigroup
T̃ (t)f(s) = U∗(t+ s, s)f(t+ s)














































f (t+ s) . (2.18)
It is obvious that these approximation methods are only useful in cases where
etA
∗(s) can be “efficiently” computed (like in the 2 × 2 case). Otherwise, these
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approximations are of little practical use. However, even for a large dimension n,
the resolvent (λI−A)−1 of an n×n matrix A is significantly easier to be computed
than the semigroup etA. In 1955, Peaceman and Rachford (see [23]) proposed the
































generated by Ã = A0 + B. Applying






f → T̃ (t)f
as n → ∞ uniformly for t in compact intervals. To see if this method can be














































h1(s) = h1(s) +
t
2






































































e−λrT (r)f(s) dr =
ˆ ∞
0



































































































Since V (t)f(s) is differentiable, it follows that the formula above can be iterated.





f(s) can be computed efficiently
for large values of n. Thus, the Lie-Trotter formulas presented in Proposition 2.7
or (2.17) and (2.18) appear to be the presently best approaches to approximate
the evolution operators U(t, s) corresponding to
u′(t) = A(t)u(t), u(s) = x
in terms of the semigroup generated by the operator
Ã f(s) := f ′(s) + A∗(s)f(s).
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