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A FAMILY OF FRACTIONAL DIFFUSION EQUATIONS
DERIVED FROM STOCHASTIC HARMONIC CHAINS WITH
LONG-RANGE INTERACTIONS
HAYATE SUDA
Abstract. We consider one-dimensional infinite chains of harmonic oscillators
with stochastic perturbations and long-range interactions which have polynomial
decay rate ∣x∣−θ, x →∞, θ > 1, where x ∈ Z is the interaction range. We prove that
if 2 < θ ≤ 3, then the time evolution of the macroscopic thermal energy distribution
is superdiffusive and governed by a fractional diffusion equation with exponent
3
7−θ , while if θ > 3, then the exponent is
3
4
. The threshold is θ = 3 because the
derivative of the dispersion relation diverges as k → 0 when θ ≤ 3.
1. Introduction
1.1. Background : Exponential decay model. Chains of oscillators are classical
microscopic systems which are used widely to understand the macroscopic behavior
of energy. In late 90’s, anomalous heat transport in one-dimensional unpinned FPU-
Chains is numerically observed [16], and then many groups started to investigate
this phenomenon in various ways, see the reviews [6, 15, 17]. Since the mathe-
matical analysis of such nonlinear deterministic systems is out of reach of current
techniques, the problem has been studied in models where the nonlinealities are
replaced by random exchange of momenta which conserve total energy and total
momentum, see the review [15, Chapter 5]. The model is defined as follows. Denote
by (px(t), qx(t)) ∈ R ×R the momentum and the position of the particle labeled by
x ∈ Z at time t ≥ 0. Their stochastic dynamics is given by the following stochastic
differential equation :
⎧⎪⎪⎨⎪⎪⎩
dqx(t) = px(t)dt
dpx(t) = {−(α ∗ q)x(t) − γ2 (β ∗ p)x(t)}dt +√γ∑z=−1,0,1(Yx+zpx(t))dwx+z ,
where α ∶ Z→ R is the interaction potential which satisfies
(a.1) αx ≤ 0 for all x ∈ Z ∖ {0}, αx ≠ 0 for some x ∈ Z.
(a.2) αx = α−x for all x ∈ Z.
(a.3) There exists some positive constant C > 0 such that ∣αx∣ ≤ Ce− ∣x∣C for all
x ∈ Z.
(a.4) α̂(k) > 0 for all k ≠ 0 , α̂(0) = 0, α̂′′(0) > 0.
Here α̂ is the discrete Fourier transform defined as
α̂(k) ∶= ∑
x∈Z
αxe
−2π√−1xk, k ∈ T,
and T is the one-dimensional torus. γ > 0 is the strength of the noise and Yx, x ∈ Z
are vector fields defined as
Yx ∶= (px − px+1)∂px−1 + (px+1 − px−1)∂px + (px−1 − px)∂px+1 ,
1
{wx(t);x ∈ Z, t ≥ 0} are i.i.d. one-dimensional standard Brownian motions, and βx
is defined as
βx ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
6, x = 0,
−2, x = ±1,
−1, x = ±2,
0, otherwise.
Denote by rx(t), ex(t) the inter-particle distance and the energy of particle labeled
by x ∈ Z defined as
rx(t) ∶= qx(t) − qx−1(t),
ex(t) ∶= 1
2
∣px∣2 − 1
4
∑
x′∈Z,x′≠x
αx−x′ ∣qx − qx′ ∣2.
The divergence of the thermal conductivity for this model was proved in [3]. In
[11], the authors showed that the stochastic perturbation decouple the phononic
(mechanical) energy from the thermal energy. The former converges at ballistic
scaling. Actually, the following convergence of the scaled empirical measure of
(px(t), rx(t), ex(t)) holds:
lim
ǫ→0
ǫ∑
x∈Z
⎛
⎜
⎝
px( tǫ)
rx( tǫ)
ex( tǫ)
⎞
⎟
⎠
J(ǫx) = ∫
R
dy
⎛
⎜
⎝
p¯(y, t)
r¯(y, t)
e¯ph(y, t)
⎞
⎟
⎠
J(y)
for any test function J where (p¯, r¯, e¯ph) is the solution of the linear wave equation:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂tr¯(y, t) = ∂y p¯(y, t)
∂tp¯(y, t) = α̂
′′(0)
8π2
∂y r¯(y, t)
∂te¯ph(y, t) = α̂
′′(0)
8π2
∂y(p¯r¯)(y, t).
Notice that the stochastic perturbation does not explicitly affect the time evolution
of the phononic energy. On the other hand, the Boltzmann-type equation is obtained
as the time evolution law of the microscopic thermal energy distribution:
∂tWǫ(y, k, t) + ǫω
′(k)
2π
∂yWǫ(y, k, t) = γ[LWǫ(y, ⋅, t)](k) + oǫ(1),
(Lf)(k) = ∫
T
dk R(k, k′)(f(k′) − f(k)),
where local spectral density of energy Wǫ depends on the position y ∈ R along
the chain, the wave number k ∈ T = [−1
2
, 1
2
) and time t ≥ 0. ω(k) = √α̂(k) is
the dispersion relation and L is a scattering operator on T. In [4, 9], under the
weak noise assumption γ = ǫγ0, the authors showed that the scaled solution of the
Boltzmann equation converges to a soluiton of a fractional diffusion equation with
the exponent 3
4
by a two-step procedure. As a first step, by taking a kinetic limit
with time scale t
ǫ
, the so-called Boltzmann equation is derived:
∂tW (y, k, t) + ω′(k)
2π
∂yW (y, k, t) = γ0[LW (y, ⋅, t)](k).
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As a second step, they consider a limit of the rescaled energy distribution {WN(y, k,Nt)}N∈N
defined as the solution of
∂tWN(y, k, t) + ω′(k)
2N
2
3π
∂yWN(y, k, t) = γ0[LWN(y, ⋅, t)](k).
Thanks to the scattering effect L, the resulting limit u(y, t) ∶= limN→∞WN(y, k,Nt)
is homogenized on T and satisfies ∂tu(y, t) = −cα,γ0(−∆) 34u(y, t). More recently, in
[10] the authors proved a direct limit to the fractional diffusion from the microscopic
model with the stronger noise γ = ǫsγ0,0 ≤ s < 1, and the time evolution of the direct
limit {W (y, t);y ∈ R, t ≥ 0} is governed by ∂tW (y, t) = −Cα,γ0(−∆) 34W (y, t). Note
that they did not prove whether cα,γ0 = Cα,γ0 or not. In general, the two-step limit
for an anharmonic chain does not coincide with the direct limit of that [18, 19].
Since the above scaling limit results agree with numerical simulations and the-
oretical prediction by H. Spohn [19] about FPU-Chains, the stochastic harmonic
chain is considered to be a good approximation of some nonlinear chain. In this
way, though the exponential-decay interaction potential may have infinite range,
the macroscopic behavior of energy is essentially same with the nearest neighbor
model (α0 = 2, α±1 = −1, αz = 0, ∣z∣ ≥ 2) and the effect of microscopic long-range in-
teraction on the time evolution of macroscopic energy distribution remains unclear.
Hence a natural generalization is to study a model which has slower decay rate.
1.2. Polynomial decay model. In the present study, we consider stochastically
perturbed harmonic chains which have polynomial-decay rate interaction potentials,
that is,
αx ∶= −∣x∣−θ, x ∈ Z ∖ {0} α0 ∶= 2∑
x∈N
∣x∣−θ θ > 1.
Notice that our interaction potentials do not satisfy the condition (a.3). When θ ≤ 3,(a.4) is not satisfied because α̂′′(k) is not a continuous function on T. Our stochastic
perturbation is same with exponential decay model. Following the idea of [4, 9] and
[10], we show the direct limit as Theorem 1 and also the two-step limit as Theorem
2 and 3. The time evolution of the macroscopic thermal energy is governed by a
fractional diffusion equation and the exponent of the fractional diffusion changes
according to the value of θ:
∂tW (y, t) = ⎧⎪⎪⎨⎪⎪⎩−(2π)
− 6
7−θCθ,γ0(−∆) 37−θW (y, t) 2 < θ ≤ 3,
−(2π)− 32Cθ,γ0(−∆) 34W (y, t) θ > 3, (Thm 1)
∂tu(y, t) = ⎧⎪⎪⎨⎪⎪⎩−(2π)
− 6
7−θ cθ,γ0(−∆) 37−θ u(y, t) 2 < θ ≤ 3,
−(2π)− 32 cθ,γ0(−∆) 34u(y, t) θ > 3. (Thm 2, 3)
We also show that the superdiffusion coefficient obtained by the direct limit coincides
with that obtained by the two-step limit, cθ,γ0 = Cθ,γ0 . Applying our calculation to
the exponential-decay model, one can obtain cα,γ0 = Cα,γ0 .
In particular, if θ > 3 then the exponent is same with that of the exponential-
decay model. The threshold is θ = 3 because the derivative of the dispersion relation
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diverges as k → 0 when θ ≤ 3 :
ω
′(k) ∶= α̂′(k)√
α̂(k) ∼
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∣k∣− 3−θ2 2 < θ < 3,√
− log k θ = 3,
1 θ > 3,
k → 0.
Roughly speaking, if ω
′(k) ∼ ∣k∣a and the mean value of the scattering kernel R(k) =
∫T dk
′
R(k, k′) ∼ kb as k → 0, then one will get b+1
2(b−a) - fractional diffusion by the
scaling limit of the thermal energy distribution when b+1
2(b−a) ∈ (0,1) and normal
diffusion when b+1
2(b−a) ≥ 1 or a > b ≥ 0. There are several choices of dispersion relation
and stochastic perturbation, and an exponent of fractional diffusion depends on
one’s choice. Here is a table about asymptotic exponents of feature values of some
well-studied models, and one can see that our formal discussion agrees with prior
researches, see [5, 10, 12, 13]. Superdiffusion of energy only occurs in the unpinned
model of [10] and our models.
Model Potential Noise a b (b + 1)/2(b − a)
[5] exp.UP NLMCN 0 0 0
[10] exp.UP LMCN 0 2 3/4
[10] exp.P LMCN 1 2 3/2
[12] NA LMCN 1 2 3/2
[13] exp.UP NLMCN 0 0 ∞
2 < θ < 3 LMCN −(3 − θ)/2 2 3/(7 − θ)
Our Model θ = 3 LMCN 0 with log-corr. 2 3/4
θ > 3 LMCN 0 2 3/4
exp.UP = exp.decay-unpinned, exp.P = exp.decay-pinned, NA = non-acoustic,
LMCN = locally momentum conservative noise, NLMCN = non-LMCN.
The effect of the logarithmic correction at θ = 3 does not appear in the exponent of
the fractional diffusion, but the space-time scaling is different between the case θ > 3
and θ = 3, see (4.6). The threshold of parameters a, b is obtained by convergence or
divergence of the following integral:
lim
ǫ→0
∫
T
dk
R(k)(ω′(k))2(R(k))2 + ǫ2(ω′(k))2 ⎧⎪⎪⎨⎪⎪⎩
=∞ b+1
2(b−a) ∈ (0,1],
<∞ b+1
2(b−a) > 1 or a > b.
This integral is expected to be proportional to thermal conductivity and diffusive
coefficient and appeared in the final part of the proof of Theorem 1, see (5.41).
If b+1
2(b−a) = 1, then the time scaling should be diffusive with log-correction, and the
expected macroscopic behavior is normal diffusion. Note that if there is no stochastic
noise and θ > 2, then the behavior of the thermal energy is purely ballistic.
In [21], the authors consider finite model with periodic boundary condition and
they obtained the relationship between the decay rate of the polynomial interaction
δ > 0 and the decay speed of the current correlation function C(t) ∼ t−β(δ), t → ∞.
For the unpinned model, they showed that if 2 < δ < 3 then β(δ) = θ−2
2
and if δ > 3
then β(δ) = 1
2
, which is same as short-range model, so their result agrees with ours.
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In a forthcoming article [20], we also show the convergence of the scaled empirical
measure of (px(t), lx(t), ex(t)) to the limit (p¯(y, t), l¯(y, t), e¯(y, t)) at superballistic
scaling, where lx is the generalized tension at x ∈ Z. Especially, p¯(y, t) satisfies the
superballistic wave equation:
∂2t p¯(y, t) = ⎧⎪⎪⎨⎪⎪⎩−(
C(θ)
2π
)2(−∆) θ−12 p¯(y, t) 1 < θ ≤ 3,(C(θ)
2π
)2∆p¯(y, t) θ > 3.
Note that we study infinite systems with long-range interactions and non-equilibrium
initial distribution of finite total energy, and thus it is appropriate for us to define
the dynamics through wave functions {ψ̂(k, t);k ∈ T, t ≥ 0}. If we start from the wave
function, we need some argument to define the energy at x because the inter-particle
distance is “not” a macroscopic variable, see Section 3 and [20]. In this paper, we
assume thermal-type condition (4.1) to derive the scaling limit of the thermal en-
ergy. On the other hand, in [20] we assume the so-called phononic-type condition to
derive the hydrodynamic limit for (px(t), lx(t), ex(t)). The above initial conditions
guarantee that our systems are in L2 at any time in some sense, and such L2 bound
enable us to derive the scaling limit.
There are numerical results about anharmonic chains with long-range interactions
[1],[2],[8] and they exhibit anomalous heat conduction. In [2], it was observed that
the thermal conductivity has non-monotonic dependence with θ taking a maximum
θ = 2. However, it is outside of the scope of the current study to consider the thermal
energy behavior in the case θ ≤ 2 because α̂′(k) is not a continuous function and our
proof relies on the asymptotic behavior of α̂
′(k) as k → 0. Therefore it remains an
important open problem.
Our paper is organized as follows: In Section 2 we prepare some notations. In
Section 3 we introduce our model. In Section 4 we state our main results, Theorem
1, 2, and 3. Proofs of Theorem 1, 2 and 3 are given in Section 5, 6, 7 respectively.
2. Notations
Let T be the one-dimensional torus and T0 ∶= T ∖ {0}. We often identify T ≅[−1
2
, 1
2
).
For f, g ∶ Z→ R, h ∈ ℓ2(Z) we define f ∗ g ∶ Z→ R and ĥ ∈ L2(T) as(f ∗ g)x ∶= ∑
x
′∈Z
fx−x′gx′ ,
ĥ(k) ∶= ∑
x∈Z
e−2π
√−1kxhx.
For J ∶ R → C such that J(y) is rapidly decreasing in y ∈ R we define J̃ ∶ R→ C as
J̃(p) ∶= ∫
R
dy e−2π
√−1pyJ(y).
Denote by S(R × T) the space of smooth functions J ∶ R × T→ C satisfying
sup
y∈R,k∈T
(1 + y2)n1 ∣∂n2y ∂n3k J(y, k)∣ <∞
for any ni ∈ Z≥0, i = 1,2,3. Let S(R×T0) be a set of functions J ∈ S(R×T) satisfying
sup
y∈R,k∈T
(1 + y2)n1 ∣k∣−n2 ∣∂n3y ∂n4k J(y, k)∣ <∞,
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for any ni ∈ Z≥0, i = 1,2,3,4. We introduce a norm ∣∣ ⋅ ∣∣ on S(R × T) defined as∣∣J ∣∣ ∶= ∫
R
dp sup
k
∣J̃(p, k)∣
for all J ∈ S(R × T). The topology of S(R × T) is defined via this norm. We regard
S(R), the Schwartz space on R, as a subspace of S(R × T):
S(R) ∶= {J ∈ S(R ×T);J(y, k) = J(y)}.
By S(R × T)′ ,S(R)′ we denote the dual spaces of S(R × T),S(R) respectively.
For two functions f, g defined on common domain A, we write f ≲ g if there exists
some positive constant C > 0 such that f(a) ≤ Cg(a) for any a ∈ A.
3. The dynamics
In this section we define harmonic chains with noise and long-range interactions.
Since we analyze the system with finite total energy, it is appropriate for us to define
the dynamics through the wave functions {ψ̂(k, t);k ∈ T, t ≥ 0} as L2(T) solution
of the stochastic differential equation (3.9). Then we can reconstruct the classical
variables {px(t), qx(t);x ∈ Z, t ≥ 0} from {ψ̂(k, t);k ∈ T, t ≥ 0} and define the energy{ex(t);x ∈ Z, t ≥ 0}. However, it may be difficult to understand the physical meaning
of the important functions such as â(k) and R(k) from (3.9). To clarify the meaning
of the feature values, we first give a formal description of the dynamics in terms of{px(t), qx(t);x ∈ Z, t ≥ 0} in Section 3.1 and 3.3, and introduce the wave function{ψ̂(k, t);k ∈ T, t ≥ 0} in Section 3.2. Since we do not specify the initial condition{px(0), qx(0); t ≥ 0} until the last half of Section 3.3, the above construction of the
dynamics is formal.
3.1. Deterministic Dynamics. First we consider harmonic chains with long-range
interaction without noise. The configuration space is (R ×R)Z and a configuration
is denoted by {(px, qx) ∈ R × R;x ∈ Z}. The formal Hamiltonian of the system is
given by
H(p, q) ∶= 1
2
∑
x∈Z
∣px∣2 + 1
4
∑
x,x′∈Z,x≠x′
1∣x − x′∣θ ∣qx − qx′ ∣2
= 1
2
∑
x∈Z
∣px∣2 + 1
2
∑
x,x′∈Z,x≠x′
αx−x′qxqx′
= ∑
x∈Z
ex(t)
where ex(t) ∶= 12 ∣px∣2 + 14 ∑x′∈Z,x′≠x 1∣x−x′∣θ ∣qx− qx′ ∣2 is called the energy at x, α ∶ Z→ R
is defined as ⎧⎪⎪⎨⎪⎪⎩αx ∶= −∣x∣
−θ, x ≠ 0,
α0 ∶= 2∑x∈N ∣x∣−θ
and θ > 1 is a positive constant. The time evolution law of {px(t), qx(t);x ∈ Z, t ≥ 0}
is given by the following differential equations⎧⎪⎪⎨⎪⎪⎩
dqx(t) = ∂H∂px (p(t), q(t))dt = px(t)dt
dpx(t) = − ∂H∂qx (p(t), q(t))dt = −(α ∗ q)x(t)dt. (3.1)
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We introduce an operator A defined as
A ∶= ∑
x∈Z
px∂qx + ∑
x
′∈Z
ax−x′ qx′∂px .
Then our deterministic dynamics satisfies d
dt
f(p, q) = (Af)(p, q) for any smooth local
function f .
3.2. Wave function. In this subsection we define the wave function of the de-
terministic Hamiltonian dynamics. From (3.1), we have the time evolution of{p̂(k, t), q̂(k, t);k ∈ T, t ≥ 0}
d
dt
(q̂(k, t)
p̂(k, t)) = ( 0 1−â(k) 0)(q̂(k, t)p̂(k, t)) . (3.2)
The eigenvalues of the matrix appeared in the right hand side of (3.2) are ±√−1ω(k),
ω(k) ∶=√α̂(k) and corresponding eigenvectors ψ̂(k, t), ψ̂∗(k, t) can be written as
ψ̂(k, t) = ω(k)q̂(k, t) +√−1p̂(k, t),
ψ̂∗(k, t) = ω(k)q̂(−k, t) −√−1p̂(−k, t), (3.3)
and the time evolution of ψ̂(k, t), ψ̂∗(k, t) are given by
dψ̂(k, t) = −√−1ω(k)ψ̂(k, t)dt,
dψ̂∗(k, t) =√−1ω(k)ψ̂∗(k, t)dt.
Here we normalize eigenvectors to satisfy ∫T dk ∣ψ̂(k, t)∣2 = 2H(p, q). We call {ψ̂(k, t);k ∈
T, t ≥ 0} the wave function of the (deterministic) dynamics.
Remark 3.1. From (3.3), we can represent {p̂(k, t), q̂(k, t);k ∈ T, t ≥ 0} by using
the wave function: ⎧⎪⎪⎨⎪⎪⎩
q̂(k, t) = 1
2ω(k)(ψ̂(k, t) + ψ̂∗(−k, t)),
p̂(k, t) = −√1
2
(ψ̂(k, t) − ψ̂∗(−k, t)). (3.4)
Actually, as we will see in Section 3.3, we define {ψ̂(k, t);k ∈ T, t ≥ 0} first as the
dynamics on L2(T) and then we define {p̂(k, t), q̂(k, t);k ∈ T, t ≥ 0} by the equations(3.4). Then, ω(k) ∼ k θ−12 , k → 0, q̂(k, t) is not necessarily defined as an element of
L
2(T) in general.
3.3. Stochastic noise and rigorous definition of the dynamics. Next we add
to this deterministic dynamics (3.1) a stochastic noise which conserves px−1+px+px+1
and p2x−1 + p
2
x + p
2
x+1, x ∈ Z. The corresponding stochastic differential equations are
written as⎧⎪⎪⎨⎪⎪⎩dqx(t) = px(t)dtdpx(t) = {−(α ∗ q)x(t) − γ2 (β ∗ p)x(t)}dt +√γ∑z=−1,0,1(Yx+zpx(t))dwx+z , (3.5)
where γ > 0 is the strength of the noise and Yx, x ∈ Z are vector fields defined as
Yx ∶= (px − px+1)∂px−1 + (px+1 − px−1)∂px + (px−1 − px)∂px+1 ,
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{wx(t);x ∈ Z, t ≥ 0} are i.i.d. one-dimensional standard Brownian motions, and
βx ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
6, x = 0,
−2, x = ±1,
−1, x = ±2,
0, otherwise.
In other words, {px(t), qx(t); t ≥ 0} is a Markov process generated by A+ γS, where
S ∶= ∑x∈Z(Yx)2. Note that A + γS conserves the total energy and the total momen-
tum.
From (3.5), the time evolution of {p̂(k, t), q̂(k, t);k ∈ T, t ≥ 0} is given by⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dq̂(k, t) = p̂(k, t)dt
dp̂(k, t) = [−α̂(k)q̂(k, t) − 2γR(k)p̂(k, t)]dt
+2
√
−1∫T r(k, k′)p̂(k − k′, t)B(dk′, dt), (3.6)
where
r(k, k′) ∶= 2 sinπk2 sin 2π(k − k′) + sin 2πk sinπ(k − k′)2, (3.7)
R(k) ∶= β̂(k)
4
= 2 sin4 πk + 3
2
sin2 2πk, (3.8)
B(dk, dt) ∶= ∑
x∈Z
e2πkxdk wx(dt).
Then we also define {ψ̂(k, t);k ∈ T, t ≥ 0} by (3.3) for this stochastic system. From(3.6), the time evolution of {ψ̂(k, t);k ∈ T, t ≥ 0} can be written as⎧⎪⎪⎨⎪⎪⎩dψ̂(k, t) = [−
√
−1ω(k)ψ̂(k, t) − γR(k){ψ̂(k, t) − ψ̂∗(−k, t)}]dt
+
√
−1
√
γ ∫ r(k, k′)[ψ̂(k − k′, t) − ψ̂∗(k′ − k, t)]dB(dk′, dt). (3.9)
Remark 3.2. Another well-studied stochastic noise, which is local and conserves the
total energy and the total momentum, is the jump-type momentum exchange noise
defined as follows. We introduce an operator S
′
defined as(S′f)(p) ∶= ∑
x∈Z
(f(px,x+1) − f(p))
for any bounded local function f where px,x+1 is defined as
px,x+1z ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
px+1 z = x,
px z = x + 1,
pz otherwise.
Then one can consider the Markov process {px(t), qx(t); t ≥ 0} generated by A + γS′
or the corresponding stochastic differential equation for {ψ̂(k, t);k ∈ T, t ≥ 0}, and
then one can obtain the same scaling limit as our model because the asymptotic
behavior of the mean value of the scattering kernel for the jump-type noise RS′ (k)
is also k2, k → 0.
Now we present the rigorous definition of the dynamics. As we have mentioned
at the beginning of this section, we define {ψ̂(k, t) ∈ L2(T);k ∈ T, t ≥ 0} as the
solution of (3.9) with initial distribution µ0 where µ0 is an arbitrary probability
measure on L2(T). For θ > 1, we can show the existence and uniqueness of the
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solution by using a classical fixed point theorem, see Appendix A for the sketch
of the proof. Once we define the dynamics {ψ̂(k, t) ∈ L2(T)}, then we can also
define {p̂(k, t), q̂(k, t);k ∈ T, t ≥ 0} by (3.4). Since q̂(k) may not be in L2(T), we
can not define qx as the Fourier coefficient of q̂(k). But still it is sufficient to define
∑x′ αx−x′ (qx−qx′)2 and so ex(t) by the following argument: suppose that {qx, x ∈ Z}
is an l2(Z) element, then the Fourier transform of ∑x′ αx−x′ ∣qx − qx′ ∣2 is equal to
1
4
∫
T
dkdk
′
F (k − k′ , k′)(ψ̂(k′) + ψ̂(−k′)∗)(ψ̂(k − k′) + ψ̂(k′ − k)∗),
F (k, k′) ∶= α̂(k + k′) − α̂(k) − α̂(k′)
ω(k)ω(k′) .
Therefore when we start from the wave functions to define the dynamics, we define
∑x′ αx−x′ ∣qx − qx′ ∣2 as the Fourier coefficient of the above integration:
∑
x
′
αx−x′ ∣qx − qx′ ∣2 ∶= 14 ∫T2 dkdk′e2π√−1(k+k′)xF (k, k′)
× (ψ̂(k) + ψ̂(−k)∗)(ψ̂(k′) + ψ̂(−k′)∗). (3.10)
Then we can define the energy of particle x in the usual way:
ex(t) ∶= 1
2
∣px∣2 − 1
4
∑
x′∈Z,x′≠x
αx−x′ ∣qx − qx′ ∣2.
4. Main Result : Superdiffusive behavior of the energy
In this section we state our main results about the scaling limit of the energy. First
we introduce the Wigner distribution, which is a good substitute of the empirical
measure of the energy. We show that space-time-noise-scaled Wigner distribution
converges to a solution of the fractional diffusion equation, see Theorem 1, Theorem
2 and Theorem 3. Since the strength of the noise means the strength of some
nonlinear effect, if the noise is weaker, then the scaling of the time should be slower
(cf. Theorem 1). Critical scaling is space : time : noise = ǫ ∶ ǫ ∶ ǫ, ǫ → 0. (cf.
Theorem 2, Theorem 3)
4.1. Wigner distribution(local spectral density). Let 0 < ǫ < 1 be a scale
parameter and {µǫ}0<ǫ<1 be a family of probability measures on L2(T). We define{ψ̂(k, t) = ψ̂ǫ(k, t) ∈ L2(T);k ∈ T, t ≥ 0}0<ǫ<1 as the solution of (3.9) with initial
condition µǫ and γ ∶= ǫsγ0, γ0 > 0,0 ≤ s ≤ 1. The exponent 0 ≤ s ≤ 1 represents the
strength of the noise. If s = 1 (resp. 0 ≤ s < 1) , then we say that the noise is weak
(resp. strong). We assume the following energy bound condition, called thermal
type condition (cf.[11]):
sup
0<ǫ<1∫T dk ǫ
2∣Eµǫ[∣ψ̂(k)∣2]∣2 ≤K1 (4.1)
where Eµǫ is the expectation with respect to µǫ and K1 is a positive constant. Note
that this assumption and the energy conservation law
Eǫ[∣ψ̂(k, t)∣2] = Eµǫ[∣ψ̂(k)∣2] (4.2)
imply
sup
0<ǫ<1
∫
T
dk ǫEǫ[∣ψ̂(k, t)∣2] = sup
0<ǫ<1
∫
T
dk ǫEµǫ[∣ψ̂(k)∣2] ≤√K1, (4.3)
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for any J ∈ S(R), t ≥ 0, where Eǫ is the expectation of the dynamics with initial
condition µǫ. We can easily show (4.2) by substituting p = 0 for both sides of (5.7)
and by taking the integral with respect to k ∈ T.
Now we define the Wigenr distribution Wǫ,+(t) ∈ S(R × T)′ , which is the local
spectral density of the energy as we will see later in Remark 4.1, as follows:
<Wǫ,+(t), J >
∶= ǫ
2
∑
x,x′∈Z
Eǫ[ψx′ ( tfθ,s(ǫ))∗ψx( tfθ,s(ǫ))]∫T dk e2π√−1(x′−x)kJ(ǫ(x + x′)2 , k)∗ (4.4)
= ǫ
2
∫
R×T
dpdk Eǫ[ψ̂(k − ǫp
2
,
t
fθ,s(ǫ))∗ψ̂(k + ǫp2 , tfθ,s(ǫ))]J̃(p, k)∗, (4.5)
for t ≥ 0, J ∈ S(R × T). The ratio of space-time scaling fθ,s(ǫ) is given by
fθ,s(ǫ) ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ǫ
6−s(θ−1)
7−θ 1 < θ < 3, 0 ≤ s ≤ 1,
ǫs∣hs(ǫ)∣3 θ = 3, 0 ≤ s < 1,
ǫ θ = 3, s = 1,
ǫ
3−s
2 θ > 3, 0 ≤ s ≤ 1,
(4.6)
where hs(⋅) is the inverse function of y ↦ ( y4− log y) 12(1−s) on [0,1).
Remark 4.1. Actually, Wǫ,+(t), t ≥ 0 is well-defined on a wider class of test func-
tions than S(R × T). If J(y, k) = J(k), (y, k) ∈ R × T and J(k), k ∈ T is bounded ,
then we can define <Wǫ,+(t), J > by (4.4) and we have
<Wǫ,+(t), J >= ǫ
2
∫
T
dk Eǫ[∣ψ̂(k, t
fθ,s(ǫ))∣2]J(k). (4.7)
From (4.7), we see that the Wigner distribution has the information of the spectral
density of the energy. In addition, if J ∈ S(R×T) and J(y, k) = J(y), (y, k) ∈ R×T,
then we have
<Wǫ,+(t), J >= ǫ
2
∑
x∈Z
Eǫ[∣ψx( t
fθ,s(ǫ))∣2]J(ǫx). (4.8)
From (4.8), we see that the Wigner distribution is the empirical measure of {∣ψǫ(x)∣2;x ∈
Z}. According to (4.7) and (4.8), we can think the Wigner distribution as the local
spectral density of the energy.
Next proposition ensures that the limit of the Wigner distribution is the macro-
scopic distribuiton of the energy:
Proposition 4.1. Assume (4.1). Then for any t ≥ 0, J ∈ S(R), we have
lim
ǫ→0
∣ <Wǫ,+(t), J > −ǫ∑
x∈Z
Eǫ[ex( t
fθ,s(ǫ))]J(ǫx)∣ = 0.
We postpone the proof of this proposition to Appendix C.
4.2. Superdiffusive behavior of the energy : direct limit. Now we state one
of our main results.
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Theorem 1. Suppose that θ > 2, 0 ≤ s < 1, (4.1) and there exists some W0 ∈ L1(R)
such that
lim
ǫ→0
<Wǫ,+(0), J >= ∫
R
dy W0(y)J(y), (4.9)
for J(y, k) ≡ J(y) ∈ S(R ×T). Then for J ∈ C∞0 (R ×R≥0), we have
lim
ǫ→0
∫
∞
0
dt <Wǫ,+(t), J(⋅, t) >= ∫
R
dy∫
∞
0
dt W (y, t)J(y, t),
where W (y, t) is given by
W̃ (p, t) = ⎧⎪⎪⎨⎪⎪⎩exp{−Cθ,γ0 ∣p∣
6
7−θ t}W̃0(p) 2 < θ ≤ 3,
exp{−Cθ,γ0 ∣p∣ 32 t}W̃0(p) θ > 3
and
Cθ,γ0 ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
24π3 csc
(4−θ)π
7−θ
7−θ ( (θ−1)24π2 ) 67−θ (γ0)− θ−17−θC(θ) 37−θ 2 < θ ≤ 3,√
6
12
γ
− 1
2
0 C(θ) 34 θ > 3, (4.10)
C(θ) ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
4πθ−1 ∫ ∞0 dy sin
2 y
∣y∣θ 1 < θ < 3,
4π2 θ = 3,
4π2∑x≥1 ∣x∣2−θ θ > 3. (4.11)
In other words, W (y, t) satisfies a fractional diffusion equation:
∂tW (y, t) = ⎧⎪⎪⎨⎪⎪⎩−(2π)
− 6
7−θCθ,γ0(−∆) 37−θW (y, t) 2 < θ ≤ 3,
−(2π)− 32Cθ,γ0(−∆) 34W (y, t) θ > 3.
Remark 4.2. From (4.3), we have the uniform boundness of the Wigner distribu-
tion: ∣ <Wǫ,+(t), J > ∣∥J∥ ≤
√
K1
2
0 < ǫ < 1, t ≥ 0, J ∈ S(R ×T). (4.12)
Thanks to (4.12), we obtain the ⋆ - weakly sequential compactness of the Wigner
distribution in L∞([0, T ] × S) for any T > 0 , that is, there exists some subsequence{<Wǫ(n),+(t), ⋅ >}n and an element <W (t), ⋅ >∈ S′(R × T) such that
lim
n→∞ ∣∫ T0 dt <Wǫ(n),+(t), J > f(t) − ∫ T0 dt <W (t), J > f(t)∣ = 0
for any J ∈ S(R ×T), f ∈ L1([0, T ]). Therefore if we verify the uniqueness of limits
of convergent subsequences, then we can conclude the proof of Theorem 1. Note that
any limit of a convergent subsequence <W (t), ⋅ > is positive a.e. t and we can extend
<W (t), ⋅ > to a finite positive measure µ(t)(dy) on R, see Section 6.1.2.
From Theorem 1 and Proposition 4.1 we conclude that when 2 < θ ≤ 3, the
time evolution of the macroscopic energy distribution is governed by 3
7−θ -fractional
diffusion equation.
Remark 4.3. We can also consider pinned models and for these models the inter-
action potential α is defined as follows:
αx ∶= −∣x∣−θ, x ∈ Z ∖ {0} α0 ∶= ν + 2∑
x∈N
∣x∣−θ ν > 0, θ > 1.
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The definition of the wave function and the Wigner distribution are same as un-
pinned chains, but the time scaling fθ,s(ǫ) = fθ,ν,s(ǫ) is changed as
fθ,ν,s(ǫ) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ǫ
3−s(θ−1)
4−θ 2 < θ < 5
2
, 0 ≤ s < 1,
ǫ2−s log ǫ−1 θ = 5
2
, 0 ≤ s < 1,
ǫ2−s θ > 5
2
, 0 ≤ s < 1.
Assume that (θ, s) ∈ (2, 5
2
]×[0,1)∪(5
2
,∞)×(0,1). Then by using the same strategy
of Section 5, we have the direct limit for the Wigner distribution as follows:
lim
ǫ→0
∫
∞
0
dt <Wǫ,+(t), J(⋅, t) >= ∫
R
dy∫
∞
0
dt W (y, t)J(y, t),
where W (y, t) is given by
W̃ (p, t) = ⎧⎪⎪⎨⎪⎪⎩exp{−Cθ,ν,γ0 ∣p∣
3
4−θ t}W̃0(p) 2 < θ ≤ 52 ,
exp{−Cθ,ν,γ0 ∣p∣2t}W̃0(p) θ > 52
and
Cθ,ν,γ0 ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
12π3 csc
3(θ−2)π
4(4−θ) +π4
4−θ ( C(θ)24√νπ) 34−θ γ− θ−14−θ 2 < θ ≤ 52 ,
γ−10 ∫T dk (ω
′(k))2
2R(k) θ > 52 .
Although the chain is pinned, we see that if 2 < θ ≤ 5
2
then the macroscopic energy
behavior is anomalous, and this result also agrees with the result of [21]. Since we
want to avoid complicated division into cases, in this paper we do not give the proof
for pinned chains. Note that we can also consider the cases (θ, s) ∈ (5
2
,∞) × {0},
and with some additional computations we can prove that the macroscopic energy
behavior is normal. Since in this cases fθ,ν,0(ǫ) = ǫ2, we have to expand the functions
R(k, k′ , ǫp),R(k ± ǫp
2
) appeared in (5.7) with respect to ǫp up to the third order.
Remark 4.4. It is impossible for us to consider the case 1 < θ ≤ 2 by using the
strategy of [10] because their proof relies only on the asymptotic behavior of the
sound speed at k = 0. In the case 1 < θ ≤ 2, α̂′(k) and ω′(k) are not continuous
functions on T ∖ {0}.
4.3. Derivation of the Boltzmann equation : micro to meso. If s = 1 we
need the two-step scaling limit, one is microscopic scale to mesoscopic scale, then
mesoscopic scale to macroscopic scale, to derive the fractional diffusion.
Theorem 2. Suppose that θ > 2, s = 1 and there exists a finite measure µ0 on R×T
such that
lim
ǫ→0
<Wǫ,+(0), J >= ∫
R×T
dµ0J(y, k) (4.13)
for any J ∈ S(R × T). Then we have the following results:(1) For any t ≥ 0, there exists W (t) ∈ S(R ×T)′ such that
lim
ǫ→0
∣ <W (t), J > − <Wǫ,+, J > ∣ = 0,
for any J ∈ S(R × T).(2) W (t) can be extended to a finite measure µ(t) on R × T.
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(3) µ(t) is the unique solution of the following measure-valued Boltzmann equation:
∂t ∫
R×T
dµ(t)J(y, k) = 1
2π ∫R×T dµ(t)ω′(k)∂yJ(y, k) + γ0∫R×T dµ(t)(LJ)(y, k),
∫
R×T
dµ(0)J(y, k) = ∫
R×T
dµ0J(y, k) µ(t)(dy,{0}) = 0, (4.14)
for any J ∈ S(R × T0), where L is a scattering operator defined as
(LJ)(y, k) ∶= 2∫
T
dk′ R(k, k′)(J(y, k′) − J(y, k)), (4.15)
R(k, k′) ∶= 1
2
[r(k, k + k′)2 + r(k, k − k′)2]. (4.16)
We usually expect that the limit of the local spectral density homogenize on T
due to the scattering effect. However, µ(t) does not homogenize on T in the critical
case s = 1. This implies that there should exist a longer time scaling on which the
homogenization on T occurs and the time evolution of the energy on R is non-trivial,
and leads us to the problem of the scaling limit for the rescaled solution of (4.14).
4.4. Derivation of fractional diffusion equation : meso to macro. In this
subsection we construct a solution of (4.14) probabilistically. Let {Kn ∈ T;n ∈ Z≥0}
be a Markov chain whose transition probability P (k, dk′) is given by
P (k, dk′) ∶= R(k, k′)
R(k) dk′.
The invariant probability measure π for {Kn ∈ T;n ∈ N} is written as
π(dk) ∶= 2R(k)
3
dk.
Suppose that {τn;n ∈ N} be an I.I.D. sequence of random variables such that τ1 is
exponentially distributed with intensity 1, and {Kn ∈ T;n ∈ Z≥0} and {τn;n ∈ N}
are independent. Set tn ∶= ∑nm=1 12γ0R(Km−1)τm, n ≥ 1 , t0 ∶= 0. Now we define a
continuous-time Markov process {K(t) ∈ T; t ≥ 0} as K(t) ∶= Kn if tn ≤ t < tn+1
for some n ∈ Z≥0. By simple computations we see that {K(t) ∈ T; t ≥ 0} is the
continuous random walk generated by 2γ0L. Now we can construct a soluton of(4.14). Suppose that u0 ∶ R × T→ R≥0 is a function such that u(⋅, k) ∈ C10(R) for all
k ∈ T and u(y, ⋅) ∈ C(T) for all y ∈ R. Then we define a function u ∶ R ×T→ R≥0 as
u(y, k, t) ∶= Ek[u0(y +Z(t),K(t))],
where
Z(t) ∶= ∫ t
0
ds ω
′(K(s)).
u(y, k, t)dydk is the unique solution of (4.14) with initial condition u(y, k,0)dydk =
u0(y, k)dydk. By applying [9, Theorem 2.8], we obtain the scaling limit of u(y, k, t).
Theorem 3.(1) As N →∞, the finite-dimensional distributions of scaled process { 1
N(θ)Z(Nt); t ≥
0} converge weakly to those of the Le´vy process generated by −(2π)− 67−θCθ,γ0(−∆) 37−θ
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if 2 < θ ≤ 3 and by −(2π)− 32Cθ,γ0(−∆) 34 if θ > 3, where Cθ,γ0 is given by (4.10) and
the ratio of the space-time scaling N(θ) is defined as
N(θ) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
N
7−θ
6 2 < θ < 3,(logN) 12N 23 θ = 3,
N
2
3 θ > 3.
(2) Suppose that u0 ∈ C∞0 (R ×T). Define uN(y, k, t) as
uN(y, k, t) ∶= Ek[u0( 1
N(θ)(y +Z(Nt)),K(Nt))].
Then for any y ∈ R and t ≥ 0, we have
lim
N→∞∫T dk ∣uN(N(θ)y, k, t) − u¯(y, t)∣2 = 0,
where u¯ is the solution of the following partial differential equation:⎧⎪⎪⎨⎪⎪⎩∂tu¯(y, t) = −(2π)
− 6
7−θCθ,γ0(−∆) 37−θ u0(y, t),
u¯(y,0) = ∫T dk u0(y, k). 2 < θ ≤ 3,⎧⎪⎪⎨⎪⎪⎩∂tu¯(y, t) = −(2π)
− 3
2Cθ,γ0(−∆) 34u0(y, t),
u¯(y,0) = ∫T dk u0(y, k). θ > 3.
We point out that the coefficient of the fractional diffusion obtained by two-step
scaling limit is equal to that obtained by direct scaling limit (4.10). From Theorem
3 (2), we see that the time evolution of the macroscopic energy distribution u(y, t)
is governed by the fractional diffusion equation.
5. proof of Theorem 1
5.1. Overview of the proof. In this subsection we outline the very intuitive, and
not rigorous proof of Theorem 1. As we have mentioned in remark below Theorem 1,
all we have to do is to show the uniqueness of the limit of any convergent subsequence.
To prove this, we fix a convergent subsequence and for notational simplicity we also
denote this subsequence by {<Wǫ,+, ⋅ >}ǫ.
First we calculate the time evolution of the Wigner distribution. Roughly we
obtain
d
dt
W̃ǫ,+(p, k, t) = −√−1ǫω′(k)
fθ,s(ǫ) W̃ǫ,+(p, k, t) + γfθ,s(ǫ)[L{W̃ǫ,+(p, ⋅, t)](k) + oǫ(1),
where W̃ǫ,+ is the Fourier transform of the Wigner distribution. Since this differential
equation includes the scattering term on T, the limit of the Wigner distribution
homogenizes in k ∈ T, that is, we will obtain Wǫ,+(y, k, t) →W (y, t) ǫ→ 0 in some
sense. Then by taking the Laplace transform of both sides of the above equation,
we have
w¯ǫ,+(p, k,λ) − W̃ǫ,+(p, k,0) = −√−1ǫω′(k)
fθ,s(ǫ) w¯ǫ,+(p, k,λ) + γfθ,s(ǫ)[L{w¯ǫ,+(p, ⋅, λ)](k) + oǫ(1),
14
where w¯ǫ,+(p, k,λ) ∶= ∫ ∞0 e−λtW̃ǫ,+(p, k, t). From the above equation and (4.9), we
obtain
{∫
T
dk
2γR(k)
fθ,s(ǫ) (1 − 2γR(k)fθ,s(ǫ)λ + 2γR(k) +√−1ǫω′(k))}∫T dk 23R(k)w¯ǫ,+(p, k,λ)
= (∫
T
dk
2γR(k)
fθ,s(ǫ)λ + 2γR(k) +√−1ǫω′(k))W̃0(p) + oǫ(1).
Since
∫
T
dk
2γR(k)
fθ,s(ǫ) (1 − 2γR(k)fθ,s(ǫ)λ + 2γR(k) +√−1ǫω′(k))→
⎧⎪⎪⎨⎪⎪⎩λ +Cθ,γ0 ∣p∣
6
7−θ 2 < θ ≤ 3,
λ +Cθ,γ0 ∣p∣ 32 θ > 3,
∫
T
dk
2γR(k)
fθ,s(ǫ)λ + 2γR(k) +√−1ǫω′(k) → 1,
∫
T
dk R(k)w¯ǫ,+(p, k,λ) → w(p,λ) = ∫
R
dy e−2π
√−1yp ∫
∞
0
dt e−λtW (y, t),
as ǫ→ 0, we have⎧⎪⎪⎨⎪⎪⎩(λ +Cθ,γ0 ∣p∣
6
7−θ )w(p,λ) + W̃0(p) = 0 2 < θ ≤ 3,(λ +Cθ,γ0 ∣p∣ 32 )w(p,λ) + W̃0(p) = 0 θ > 3.
By using the one-to-one correspondence of Laplace-Fourier transform we can show
that W (y, t) is the unique solution of the fractional diffusion equation.
The real situation is more complicated, but the correct proof follows the above
intuitive story.
5.2. Time evolution of the Wigner distribution. First we introduce the Fourier
transform of the Wigner distribution. Define W̃ǫ,+(p, k, t) ∶ R×T×R≥0 → C, ι = +,−
as
W̃ǫ,+(p, k, t) ∶= ǫ
2
Eǫ[ψ̂ǫ(k − ǫp
2
,
t
fθ,s(ǫ))∗ψ̂ǫ(k + ǫp2 , tfθ,s(ǫ))]. (5.1)
To get closed equations governing the dynamics of W̃ǫ,+, we also introduce the Fourier
transforms of the anti-Wigner distribution Ŷǫ and the ∗-Wigner distribution W̃ǫ,−.
Define W̃ǫ,−(p, k, t), Ỹǫ,ι(p, k, t) ∶ R × T ×R≥0 → C, ι = +,− as
W̃ǫ,−(p, k, t) ∶= W̃ǫ,+(t)(p,−k, t), (5.2)
Ỹǫ,+(p, k, t) ∶= ǫ
2
Eǫ[ψ̂ǫ(−k + ǫp
2
,
t
fθ,s(ǫ))ψ̂ǫ(k + ǫp2 , tfθ,s(ǫ))], (5.3)
Ỹǫ,−(p, k, t) ∶= Ỹǫ,+(t)(−p, k, t)∗. (5.4)
The corresponding S
′(R) elements < W̃ǫ,ι(t), ⋅ >,< Ỹǫ,ι(t), ⋅ > are defined as
< W̃ǫ,ι(t), J > ∶= ∫
R×T
dpdk W̃ǫ,ι(p, k, t)J(p)∗, (5.5)
< Ỹǫ,ι(t), J > ∶= ∫
R×T
dpdk Ỹǫ,ι(p, k, t)J(p)∗. (5.6)
Note that < W̃ǫ,+, ⋅ > (t) is indeed the inverse Fourier transformation of <Wǫ,+(t), ⋅ >
in S
′(R). We may abbreviate the variables (p, k, t) or some of them for simplicity.
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From (3.9), we see that the time evolution of (W̃ǫ,+, W̃ǫ,−, Ỹǫ,+, Ỹǫ,−) is governed by
the following differential equations:
d
dt
W̃ǫ,+ = −
√
−1ǫ(δǫω)
fθ,s(ǫ) W̃ǫ,+ + γfθ,s(ǫ)(LǫpW̃ǫ,+) − γ2fθ,s(ǫ)∑ι=±(L+ιǫpỸǫ,−ι), (5.7)
d
dt
W̃ǫ,− =
√
−1ǫ(δǫω)
fθ,s(ǫ) W̃ǫ,− + γfθ,s(ǫ)(LǫpW̃ǫ,−) − γ2fθ,s(ǫ) ∑ι=±(L−ιǫpỸǫ,−ι), (5.8)
d
dt
Ỹǫ,+ = −2
√
−1ω¯ǫ
fθ,s(ǫ) Ỹǫ,+ + γfθ,s(ǫ)(LǫpỸǫ,+) − γfθ,s(ǫ)[Rǫp(Ỹǫ,+ − Ỹǫ,−)]
−
γ
2fθ,s(ǫ)∑ι=±(L+ιǫpW̃ǫ,−ι), (5.9)
d
dt
Ỹǫ,− = 2
√
−1ω¯ǫ
fθ,s(ǫ) Ỹǫ,− + γfθ,s(ǫ)(LǫpỸǫ,−) + γfθ,s(ǫ)[Rǫp(Ỹǫ,+ − Ỹǫ,−)]
−
γ
2fθ,s(ǫ)∑ι=±(L−ιǫpW̃ǫ,−ι), (5.10)
where δǫω, ω¯ǫ are functions on R ×T defined as
δǫω(p, k) ∶= 1
ǫ
(ω(k + ǫp
2
) − ω(k − ǫp
2
)),
ω¯ǫ(p, k) ∶= 1
2
[ω(k + ǫp
2
) + ω(k − ǫp
2
)].
In addition, Rp,Lp,L
±
p , p ∈ R are operators on L2(T) defined as
Rpf(k) ∶= ∫
T
dk
′
R(k, k′, p)f(k′),
Lpf(k) ∶= 2Rpf(k) − (R(k + p
2
) +R(k − p
2
))f(k),
L
±
pf(k) ∶= 2Rpf(k) − 2R(k ± p2)f(k),
R(k, k′, p) ∶= 1
2
∑
ι=±1
r(k + p
2
, k + ιk′)r(k − p
2
, k + ιk′). (5.11)
and r(k, k′) is defined in (3.7). Since the above differential equations are linear
and the coefficients are bounded, (W̃ǫ,+, W̃ǫ,−, Ỹǫ,+, Ỹǫ,−)(p, ⋅, t) ∈ (L2(T))4 for any
p ∈ R, t ≥ 0. Now we simplify the righthand side of (5.7) in several steps. By
expanding R(k, k′ , ǫp),R(k± ǫp
2
) with respect to ǫp up to the second order and using
Lemma B.1, we have
d
dt
W̃ǫ,ι = −(sgn ι)√−1ǫ(δǫω)
fθ,s(ǫ) W̃ǫ,ι + γfθ,s(ǫ)[L{W̃ǫ,+ − 12(Ỹǫ,+ + Ỹǫ,−)}]
− (sgn ι) γR′ǫp
2fθ,s(ǫ)(Ỹǫ,+ − Ỹǫ,−) + γǫ2p2fθ,s(ǫ)r(1,ι)ǫ , (5.12)
d
dt
Ỹǫ,ι = −(sgn ι)2√−1ω¯ǫ
fθ,s(ǫ) Ỹǫ,+ + γfθ,s(ǫ)[L{Ỹǫ,ι − 12(W̃ǫ,+ + W̃ǫ,−)}]
− (sgn ι){ γ
fθ,s(ǫ)[R0(Ỹǫ,+ − Ỹǫ,−)] + γR
′
ǫp
2fθ,s(ǫ)(W̃ǫ,+ − W̃ǫ,−)} + γǫ2p2fθ,s(ǫ)r(2,ι)ǫ ,
(5.13)
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where sgn ι is the sign of ι = ± and r(i,ι)ǫ (p, k, t), i = 1,2, ι = ± are remainder terms
and these satisfy
∣∣r(i,ι)ǫ (p, ⋅, t)∣∣L2(T) ≲∑
ι=±
∣∣W̃ǫ,ι(p, ⋅, t)∣∣L2(T) + ∣∣Ỹǫ,ι(p, ⋅, t)∣∣L2(T). (5.14)
for any 0 < ǫ < 1, p ∈ R, t ≥ 0. The operator L is defined in (4.15). Define
Ũǫ,+(p, k, t) ∶= 1
2
(Ỹǫ,+ + Ỹǫ,−)(p, k, t), (5.15)
Ũǫ,−(p, k, t) ∶= 1
2
√
−1
(Ỹǫ,+ − Ỹǫ,−)(p, k, t). (5.16)
From (5.12), (5.13), (5.15) and (5.16), we have
d
dt
W̃ǫ,ι = −(sgn ι)√−1ǫ(δǫω)
fθ,s(ǫ) W̃ǫ,+ + γfθ,s(ǫ)[L(W̃ǫ,+ − Ũǫ,+)]
− (sgn ι)√−1γR′ǫp
fθ,s(ǫ) Ũǫ,− + γǫ2p2fθ,s(ǫ)r(1,ι)ǫ , (5.17)
d
dt
Ũǫ,+ = 2ω¯ǫ
fθ,s(ǫ) Ũǫ,− + γfθ,s(ǫ)[L{Ũǫ,+ − 12(W̃ǫ,+ + W̃ǫ,−)}]
+
γǫ2p2
2fθ,s(ǫ)(r(2,+)ǫ + r(2,−)ǫ ), (5.18)
d
dt
Ũǫ,− = − 2ω¯ǫ
fθ,s(ǫ) Ũǫ,+ − 2γRfθ,s(ǫ) Ũǫ,− +
√
−1γR
′
ǫp
2fθ,s(ǫ) (W̃ǫ,+ − W̃ǫ,−)
−
√
−1γǫ2p2
2fθ,s(ǫ) (r(2,+)ǫ − r(2,−)ǫ ). (5.19)
By using (5.17)− (5.19), we have the following L2(T) estimate of the Wigner distri-
bution:
Proposition 5.1. There exists some positive constant C1 such that
E2,ǫ(p,T ) ≤ E2,ǫ(p,0) exp{C1p2 γǫ2
fθ,s(ǫ)T},
holds for any 0 < ǫ < 1, p ∈ R, T > 0 where
E2,ǫ(p, t) ∶= ∥W̃ǫ,+(p, ⋅, t)∥2L2(T) +∑
ι=±
∥Ũǫ,ι(p, ⋅, t)∥2L2(T).
Proof. By multiplying both sides of (5.17), (5.18), (5.19) by W̃ ∗ǫ,+, Ũ∗ǫ,ι, ι = ± and(5.17)∗, (5.18)∗, (5.19)∗ by W̃ǫ,+, Ũǫ,ι, ι = ±, adding them sideways, and taking the
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integral with respect to k ∈ T and t ∈ [0, T ], we have
E2,ǫ(p,T ) + 2γ
fθ,s(ǫ) ∫ T0 dt E(W̃ǫ,+(p, ⋅, t) − Ũǫ,+(p, ⋅, t))
+
4γ
fθ,s(ǫ) ∫ T0 dt∫T dk R(k)∣Ũǫ,+(p, k, t)∣2
+
2γǫp
fθ,s(ǫ) ∫ T0 dt∫T dk R′(k) Im(W̃ ∗ǫ,+Ũǫ,+)(p, k, t)
= E2,ǫ(p,0) + γǫ2p2
fθ,s(ǫ) ∫ T0 dt∫T dk Rǫ(p, k, t),
where
E(f) ∶= ∫
T
dk f(k)(−Lf)(k), f ∈ L2(T),
= ∫
T2
dkdk
′
R(k, k′)∣f(k) − f(k′)∣2,
and Rǫ(p, k, t) is a remainder term which satisfies
∥Rǫ(p, ⋅, t)∥L1(T) ≲ E2,ǫ(p, t),
for any p ∈ R, t ≥ 0. By using Young’s inequality, we have
ǫp∫
T
0
dt∫
T
dk R
′(k) Im(W̃ ∗ǫ,+Ũǫ,+)(p, k, t)
≥ −2∫
T
0
dt∫
T
dk R(k)∣Ũǫ,+(p, k, t)∣2 − ǫ2p2
8
∫
T
0
dt∫
T
dk
(R′(k))2
R(k) ∣W̃ǫ,+(p, k, t)∣2.
Since
(R′(k))2
R(k) is uniformly bounded, we have
E2,ǫ(p,T ) −E2,ǫ(p,0) ≲ γǫ2p2
fθ,s(ǫ) ∫ T0 dt E2,ǫ(p, k, t).
By using Gronwall’s inequality and (4.1), we conclude the proof of this proposition.

5.3. Laplace transform of the Wigner distribution. Define
w¯ǫ,ι(p, k,λ) ∶= ∫ ∞
0
dt e−λtW̃ǫ,ι(p, k, t),
u¯ǫ,ι(p, k,λ) ∶= ∫ ∞
0
dt e−λtŨǫ,ι(p, k, t),
for λ > 0. Thanks to Proposition 5.1, for p ∈ R and λ > 0, we have w¯ǫ,ι(p, ⋅, λ), u¯ǫ,ι(p, ⋅, λ) ∈
L
2(T) by choosing sufficiently small ǫ > 0. Taking the Laplace transforms of both
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sides of (5.17) − (5.19), we see that w¯, u¯ satisfies the follwoing equations:
λw¯ǫ,ι − W̃
(0)
ǫ,ι = − sgn(ι){√−1ǫ(δǫω)fθ,s(ǫ) w¯ǫ,ι +
√
−1γR
′
ǫp
fθ,s(ǫ) u¯ǫ,−}
+
γ
fθ,s(ǫ)[L(w¯ǫ,ι − u¯ǫ,+)] + γǫ2p2fθ,s(ǫ)r(1,ι)ǫ , (5.20)
λu¯ǫ,+ − Ũ
(0)
ǫ,+ = 2ω¯ǫ
fθ,s(ǫ) u¯ǫ,− + γfθ,s(ǫ)[L{u¯ǫ,+ − 12(w¯ǫ,+ + w¯ǫ,−)}] + γǫ2p2fθ,s(ǫ)r(2,+)ǫ , (5.21)
λu¯ǫ,− − Ũ
(0)
ǫ,− = − 2ω¯ǫ
fθ,s(ǫ) u¯ǫ,+ − 2γRfθ,s(ǫ) u¯ǫ,− −
√
−1γR
′
ǫp
2fθ,s(ǫ) (w¯ǫ,+ − w¯ǫ,−)
+
γǫ2p2
fθ,s(ǫ)r(2,−)ǫ , (5.22)
where W̃
(0)
ǫ,ι ∶= W̃ǫ,ι(⋅, ⋅,0), Ũ (0)ǫ,+ ∶= Ũǫ,ι(⋅, ⋅,0), ι = ±. r(i,ι)ǫ (p, k,λ), i = 1,2 ι = ±, are
the Laplace transforms of the remainder terms r
(i,ι)
ǫ (p, k, t), i = 1,2, ι = ± and they
satisfy ∥ri,ιǫ (p, ⋅, λ)∥2L2(T) ≲ λ∥w¯ǫ,+(p, ⋅, λ)∥2L2(T) + λ∑
ι=±
∥u¯ǫ,ι(p, ⋅, λ)∥2L2(T). (5.23)
By using the above equations, we can show the following estimate.
Proposition 5.2. For any positive constant M > 0 and a compact interval I ⊂ R>0,
there exists some positive constant CM,I > 0 such that
lim
ǫ→0
γ
fθ,s(ǫ) sup∣p∣≤M,λ∈I[∫T dk R(k)∣u¯ǫ,−(p, k,λ)∣2 + E(w¯ǫ,+(p, ⋅, λ))
+ ∫
T
dk R(k)( ω¯ǫ(p, k)
λfθ,s(ǫ) + 2γR(k))2∣u¯ǫ,+(p, k,λ)∣2] ≤ CM,I . (5.24)
Proof. First we will show that
lim
ǫ→0
γ
fθ,s(ǫ) sup∣p∣≤M,λ∈I[∫T dk R(k)∣u¯ǫ,−(p, k,λ)∣2 + E((w¯ǫ,+ − u¯ǫ,+)(p, ⋅, λ))] ≤ CM,I .
(5.25)
By multiplying both sides of (5.20), (5.21), (5.22) by w¯∗ǫ,+, u¯∗ǫ,ι, ι = ±, taking the real
parts of them, adding them sideways and taking the integral with respect to k ∈ T,
we obtain
λ(∥w¯ǫ,+(p, ⋅, λ)∥2L2(T) +∑
ι=±
∥u¯ǫ,ι(p, ⋅, λ)∥2L2(T)) + 2γfθ,s(ǫ) ∫T dk R(k)∣u¯ǫ,−(p, k,λ)∣2
+
2γǫp
fθ,s(ǫ) ∫T dk R′(k) Im(w¯∗ǫ,+u¯ǫ,−)(p, k,λ) + γfθ,s(ǫ)E(w¯ǫ,+(p, ⋅, λ) − u¯ǫ,+(p, ⋅, λ))
= ∫
T
dk Re(W̃ (0)ǫ,+ w¯∗ǫ,+ +∑
ι=±
Ũ (0)ǫ,ι u¯
∗
ǫ,−)(p, k,λ) + γǫ2p2
fθ,s(ǫ) ∫T dk rǫ(p, k,λ),
where rǫ(p, k,λ) is a remainder term which satisfies∥rǫ(p, k,λ)∥L1(T) ≲ ∥w¯ǫ,+(p, ⋅, λ)∥2L2(T) +∑
ι=±
∥u¯ǫ,ι(p, ⋅, λ)∥2L2(T).
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By using Young’s inequality, we have
ǫp∫
T
dk R
′(k) Im(w¯∗ǫ,+u¯ǫ,−)(p, k,λ)
≥ −2∫
T
dk R(k)∣u¯ǫ,−(p, k,λ)∣2 − ǫ2p2
8
∫
T
dk
(R′(k))2
R(k) ∣w¯ǫ,+(p, k,λ)∣2.
From the above, (4.1) and Proposition 5.1, we get (5.25).
Next we will verify that
lim
ǫ→0
γ
fθ,s(ǫ) sup∣p∣≤M,λ∈I∫T dk R(k)( ω¯ǫ(p, k)λfθ,s(ǫ) + 2γR(k))2∣u¯ǫ,+(p, k,λ)∣2 ≤ CM,I . (5.26)
From (5.22), we have
ω¯ǫ(p, k)
λfθ,s(ǫ) + 2γR(k) u¯ǫ,+(p, k,λ)
= u¯ǫ,− + 1
λfθ,s(ǫ) + 2γR{fθ,s(ǫ)Ũ (0)ǫ,− −
√
−1γR
′
ǫp
2
(w¯ǫ,+ − w¯ǫ,−) + γǫ2r(2,−)ǫ }
By using Shwartz inequality, we obtain
∫
T
dk R(k)( ω¯ǫ(p, k)
λfθ,s(ǫ) + 2γR(k))2∣u¯ǫ,+(p, k,λ)∣2
≲ ∫
T
dk R(k){( fθ,s(ǫ)
λfθ,s(ǫ) + 2γR(k))2∣Ũ (0)ǫ,− (p, k)∣2 + ( γǫ2p2λfθ,s(ǫ) + 2γR(k))2∣r(2,−)ǫ ∣2}
+ ∫
T
dk R(k)∣u¯ǫ,−(p, k,λ)∣2 +∫
T
dk R(k)( γR′(k)ǫp
λfθ,s(ǫ) + 2γR(k))2∣w¯ǫ,+(p, k,λ)∣2.
Since ( 1
λfθ,s(ǫ)+2γR(k))2 ≤ 18λfθ,s(ǫ)γR(k) , we have
∫
T
dk R(k){( fθ,s(ǫ)
λfθ,s(ǫ) + 2γR(k))2∣Ũ (0)ǫ,− (p, k)∣2 + ( γǫ2p2λfθ,s(ǫ) + 2γR(k))2∣r(2,−)ǫ ∣2}
≲
fθ,s(ǫ)
γ
+
γǫ4
fθ,s(ǫ)
for any ∣p∣ ≤ M,λ ∈ I. By using (5.25) and the uniform boundness 0 ≤ (R′(k))2
R(k) ≲
1, k ∈ T, we have
∫
T
dk R(k)∣u¯ǫ,−(p, k,λ)∣2 +∫
T
dk R(k)( γR′(k)ǫp
λfθ,s(ǫ) + 2γR(k))2∣w¯ǫ,+(p, k,λ)∣2
≲
fθ,s(ǫ)
γ
+
ǫ2
γ
for any ∣p∣ ≤M,λ ∈ I. Therefore we obtain (5.26).
Finally we will show that
lim
ǫ→0
γ
fθ,s(ǫ) sup∣p∣≤M,λ∈I E(u¯ǫ,+(p, ⋅, λ)) ≤ CM,I . (5.27)
If we get (5.27), then from (5.25), (5.26) and (5.27) we obtain the estimate (5.24).
Since
E(u¯ǫ,+(p, ⋅, λ)) ≲ ∫
T
R(k)∣u¯ǫ,+(p, k,λ)∣2,
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for any p ∈ R, λ > 0, it is sufficient to show that
lim
ǫ→0
γ
fθ,s(ǫ) sup∣p∣≤M,λ∈I∫T R(k)∣u¯ǫ,+(p, k,λ)∣2 ≤ CM,I . (5.28)
To prove (5.28), we divide the domain of the integration into two parts. Since
R(k) ≲ fθ,s(ǫ)
γ
on {∣k∣ ≤ (fθ,s(ǫ)
γ
) 12 }, we have
∫∣k∣≤( fθ,s(ǫ)
γ
) 12
dk R(k)∣u¯ǫ,+(p, k,λ)∣2 ≲ fθ,s(ǫ)
γ
.
On the other hand, since (fθ,s(ǫ))− 5−θ2 γ− θ−12 ≲ ( ω¯ǫ(p,k)λfθ,s(ǫ)+2γR(k))2 on {∣k∣ > (fθ,s(ǫ)γ ) 12},
from (5.26) we have
∫∣k∣>( fθ,s(ǫ)
γ
) 12
dk R(k)∣u¯ǫ,+(p, k,λ)∣2
≲ (fθ,s(ǫ)) 5−θ2 γ θ−12 ∫
T
dk R(k)( ω¯ǫ(p, k)
λfθ,s(ǫ) + 2γR(k))2∣u¯ǫ,+(p, k,λ)∣2
≲ (fθ,s(ǫ)) 7−θ2 γ− 3−θ2 .
Therefore we have (5.28). 
5.4. Homogenization of a limit point of the Wigner distribution. In this
subsection, we will show the following homogenization result.
Theorem 4. Suppose the same assumption of Theorem 1. For any constant M > 0
and a compact interval I ⊂ (0,∞), we have
lim
ǫ→0
sup
λ∈I
sup
∣p∣≤M
∫
T
dk ∣w¯ǫ,+(p, k,λ) −wǫ,i(p,λ)∣ = 0, i = 1,2, (5.29)
lim
ǫ→0
sup
λ∈I
sup
∣p∣≤M
∫
T
dk ∣u¯ǫ,ι(p, k,λ)∣ = 0, ι = ±, (5.30)
where
wǫ,i(p,λ) ∶= ∫
T
dk ei(k)w¯ǫ,+(p, k,λ), i = 1,2
and ei(k), i = 1,2 are defined in (B.3).
Proof. First we show that there is no mass concentration at k = 0 macroscopically,
that is,
lim
δ→0
lim
ǫ→0
sup
λ∈I
sup
p≤M
∫∣k∣<δ dk ∑ι ∣w¯ǫ,ι(p, k,λ)∣ + ∣u¯ǫ,ι(p, k,λ)∣ = 0. (5.31)
Actually, by Schwartz’s inequality, we have
(∫∣k∣<δ dk ∑ι ∣w¯ǫ,ι(p, k,λ)∣ + ∣u¯ǫ,ι(p, k,λ)∣)2 ≤ 2δ∫T dk ∣w¯ǫ,ι(p, k,λ)∣2 + ∣u¯ǫ,ι(p, k,λ)∣2
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for 0 < δ < 1
2
. From the assumption (4.1) and Proposition 5.1, we obtain
∫
T
dk ∣w¯ǫ,ι(p, k,λ)∣2 ≤ 1
λ
∫
∞
0
dt exp{−λt}∫
T
dk ∣W̃ǫ,+(p, k, t)∣2
≤ E2,ǫ(p,0)
λ
∫
∞
0
dt exp{−(λ −C1 ǫ2p2
fθ,s(ǫ))t}
≤ 2K1
λ(λ −C1 ǫ2M2fθ,s(ǫ)) ,
∫
T
dk ∣u¯ǫ,ι(p, k,λ)∣2 ≤ 2K1
λ(λ −C1 ǫ2M2fθ,s(ǫ))
for sufficiently small ǫ > 0 and the above estimates imply (5.31).
Thanks to (5.31), to verify (5.29) it is sufficient to show
lim
ǫ→0
sup
λ∈I
sup
∣p∣≤M
∫
T
dk ei(k)∣w¯ǫ,+(p, k,λ) −wǫ,i(p,λ)∣ = 0, i = 1,2. (5.32)
From the definition of wǫ,i and the property ∫T dk ei(k) = 1, we have
∫
T
dk ei(k)∣w¯ǫ,+(p, k,λ) −wǫ,i(p,λ)∣
≤ ∫
T2
dkdk′ ei(k)ei(k′)∣w¯ǫ,+(p, k,λ) − w¯ǫ,+(p, k′, λ)∣
≤ (∫
T2
dkdk′ R(k, k′)∣w¯ǫ,+(p, k,λ) − w¯ǫ,+(p, k′, λ)∣2) 12 (∫
T2
dkdk′
e2i (k)e2i (k′)
R(k, k′) )12 .
Since
e
2
i (k)e2i (k′)
R(k,k′) , i = 1,2 are uniformly bounded in k, k′ ∈ T, by using Proposition 5.2
we have (5.32).
To prove (5.30), it is sufficient to show that
lim
ǫ→0
sup
λ∈I
sup
∣p∣≤M
∫
T
dk R(k)∣u¯ǫ,ι(p, k,λ)∣ = 0, ι = ±,
but this is a direct consequence of Proposition 5.2. 
5.5. Characterization of a limit point of the Wigner distribution. In this
subsection we characterize a limit point of convergent subsequence of (w¯ǫ,+(p, k,λ))ǫ.
From Remark 4.2 and (5.30), for any J ∈ S(R) we have
∫
∞
0
dt e−λt <W (t), J > = lim
ǫ→0
∫
∞
0
dt e−λt <Wǫ(t), J >
= lim
ǫ→0
∫
R
dp(∫
T
dk w¯ǫ,+(p, k,λ))J̃(p)
= lim
ǫ→0
∫
R
dp wǫ,i(p,λ)J̃(p)
= ∫
R
dp w(p,λ)J̃(p),
where w(p,λ) is the Laplace-Fourier transform of <W (t), ⋅ >= µ(t)(dy):
w(p,λ) = ∫ ∞
0
dt e−λtW̃ (p, t), W̃ (p, t) = ∫
R
µ(t)(dy) e2π√−1py.
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In the present subsection we will show the following equation:
∫
R
dp (λ +Cθ,γ0 ∣p∣ 67−θ )w(p,λ)J(p) = ∫
R
dp W̃0(p)J(p), (5.33)
for any J ∈ S(R) and λ > 0. By using one-to-one correspondence of the Laplace-
Fourier transform, we see that any limit of convergent subsequence W (y, t) is given
by
W̃ (p, t) = e−Cθ,γ0 ∣p∣− 67−θ tW̃0(p),
almost every (p, t). We have thus established the theorem.
Now we will derive (5.33). First we rewrite (5.20) as follows:
Dǫw¯ǫ,+ = fθ,s(ǫ)W̃ (0)ǫ,+ + 3γ
2
∑
i=1,2
eiwǫ,3−i + qǫ, (5.34)
where
Dǫ(p, k,λ) ∶= fθ,s(ǫ)λ + 2γR(k) +√−1ǫδǫω(p, k),
qǫ(p, k,λ) ∶= −√−1γR′ǫpu¯ǫ,−(p, k,λ) − γ(Lu¯ǫ,+)(p, k,λ) + γǫ2p2r(1,+)ǫ (p, k,λ).
Multiplying both sides of (5.34) by γei
fθ,s(ǫ)Dǫ and taking the integral with respect to
k ∈ T, we have
(∫
T
dk
γ
fθ,s(ǫ)(1 − 3eie3−i2Dǫ ))wǫ,i − (32 ∫T dk γ2e2iDǫ )wǫ,3−i
= ∫
T
dk
γeiW̃
(0)
ǫ,+
Dǫ
+ ∫
T
dk
γeiqǫ
fθ,s(ǫ)Dǫ , i = 1,2.
Adding sideways the above equations corresponding to both values of i, we have
aǫwǫ,1 − bǫ(wǫ,1 −wǫ,2) = ∫
T
dk
2γRW̃
(0)
ǫ,+
Dǫ
+ ∫
T
dk
2γRqǫ
fθ,s(ǫ)Dǫ ,
where
aǫ(p,λ) ∶= ∫
T
dk
2γR
fθ,s(ǫ)(1 − 2γRDǫ ), (5.35)
bǫ(p,λ) ∶= 3
2
∫
T
dk
γei
fθ,s(ǫ)(1 − 2γRDǫ ).
From (5.29), (5.30) and the following proposition we obtain (5.33).
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Proposition 5.3. Suppose the same assumptions of Theorem 1. For any J ∈ S(R)
and λ > 0, we have
lim
ǫ→0
∫
R
dp ∣aǫ(p,λ) − λ −Cθ,γ0 ∣p∣ 67−θ ∣∣J(p)∣ = 0 2 < θ ≤ 3, (5.36)
lim
ǫ→0
∫
R
dp ∣aǫ(p,λ) − λ −Cθ,γ0 ∣p∣ 32 ∣∣J(p)∣ = 0 θ > 3, (5.37)
lim
ǫ→0
∫
R
dp ∣bǫ(p,λ)(wǫ,1 −wǫ,2)(p,λ)∣∣J(p)∣ = 0, (5.38)
lim
ǫ→0
∣∫
R×T
dpdk
2γR(k)W̃ (0)ǫ,+ (p, k)
Dǫ
J(p) −∫
R
dp W̃0(p)J(p)∣ = 0, (5.39)
lim
ǫ→0
∫
R
dp∣∫
T
dk
γRqǫ
fθ,s(ǫ)Dǫ ∣∣J(p)∣ = 0, (5.40)
where Cθ,γ0 is a positive constant defined in (4.10).
5.5.1. Proof of (5.39). From (4.9), it is sufficient to show that
lim
ǫ→0
∣∫
R×T
dpdk (2γR
Dǫ
− 1)W̃ (0)ǫ,+ J ∣ = 0.
By Schwartz’s inequality, we have
∣∫
R×T
dpdk (2γR
Dǫ
− 1)W̃ (0)ǫ,+ J ∣2 ≤ (∫
R×T
dpdk ∣2γR
Dǫ
− 1∣2∣J ∣)(∫
R×T
dpdk ∣W̃ (0)ǫ,+ ∣2∣J ∣).
From (4.1), ∫R×T dpdk ∣W̃ (0)ǫ,+ ∣2∣J ∣ is bounded above by K1 ∫R dp∣J ∣. On the other
hand, 2γR
Dǫ
is uniformly bounded in (p, k) ∈ R × T,0 < ǫ < 1:
∣2γR
Dǫ
∣ = ∣2γRD∗ǫ∣Dǫ∣2 ∣
= ∣2γR(fθ,s(ǫ)λ + 2γR −√−1ǫδǫω)(fθ,s(ǫ)λ + 2γR)2 + ǫ2(δǫω)2 ∣
≤ 2γR(fθ,s(ǫ)λ + 2γR)(fθ,s(ǫ)λ + 2γR)2 + ǫ2(δǫω)2 + 2γRǫ∣δǫω∣(fθ,s(ǫ)λ + 2γR)2 + ǫ2(δǫω)2
≤ 2γR
fθ,s(ǫ)λ + 2γR + 2γRǫ∣δǫω∣4(fθ,s(ǫ)λ + 2γR)ǫ∣δǫω∣
≤ 5
4
,
where we use a fundamental inequality a+b
2
≥√ab, a, b ≥ 0. In addition, limǫ→0 supλ∈I 2γRDǫ =
1 for all (p, k) ∈ R × T. By the dominated convergence theorem, we conclude the
proof of (5.39).
5.5.2. Proof of (5.36), (5.37). From (5.35), we have
aǫ = ∫
T
dk
2γR
fθ,s(ǫ) (fθ,s(ǫ)λ +
√
−1ǫδǫω)(fθ,s(ǫ)λ + 2γR −√−1ǫδǫω)∣Dǫ∣2
= ∫
T
dk
2γR
fθ,s(ǫ) fθ,s(ǫ)λ(fθ,s(ǫ)λ + 2γR) + ǫ2(δǫω)2∣Dǫ∣2
= λ∫
T
dk
2γR(fθ,s(ǫ)λ + 2γR)∣Dǫ∣2 +∫T dk 2γRǫ2(δǫω)2fθ,s(ǫ)∣Dǫ∣2 ,
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where we use the property that k → δǫω(k) is a odd function and k → R(k) is a even
function. Since 0 ≤ 2γR(fθ,s(ǫ)λ+2γR)∣Dǫ∣2 ≤ 1 and converges to 1 as ǫ→ 0, we have
lim
ǫ→0
∣∫
T
dk
2γR(fθ,s(ǫ)λ + 2γR)∣Dǫ∣2 − 1∣ = 0
uniformly in p ∈ R.
From now on we will show that
lim
ǫ→0
∫
R
dp ∣Iǫ(p,λ) −Cθ,γ0 ∣p∣ 67−θ ∣J(p) = 0, (5.41)
Iǫ(p,λ) ∶= ∫
T
dk
2γRǫ2(δǫω)2
fθ,s(ǫ)∣Dǫ∣2
for any λ > 0. First we change the variable as
k → γ 27−θ0 ∣p∣− 27−θ (fθ,s(ǫ)ǫs )− 13 k,
T→ Tǫ ∶= {−1
2
γ
2
7−θ
0 ∣p∣− 27−θ (fθ,s(ǫ)ǫs )− 13 ≤ k < 12γ 27−θ0 ∣p∣− 27−θ (fθ,s(ǫ)ǫs )− 13 }.
Define kǫ ∶= γ−
2
7−θ
0 ∣p∣ 27−θ (fθ,s(ǫ)ǫs ) 13 k, k ∈ Tǫ,
Rǫ(k) ∶= ⎧⎪⎪⎨⎪⎪⎩γ
4
7−θ
0 ∣p∣− 47−θ (fθ,s(ǫ)ǫs )− 23R(kǫ) 2 < θ ≤ 3,
γ0∣p∣−1ǫ−(1−s)R(kǫ) θ > 3,
(δǫω)ǫ(k, p) ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
γ
− 3−θ
7−θ
0 ∣p∣− 47−θ (fθ,s(ǫ)ǫs ) 3−θ6 δǫω(kǫ, p) 2 < θ < 3,∣p∣−1{− log(fθ,s(ǫ)
ǫs
) 13}− 12 δǫω(kǫ, p) θ = 3,∣p∣−1δǫω(kǫ, p) θ > 3.
Then we have
Iǫ(p,λ) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
γ
− θ−1
7−θ
0 ∣p∣ 67−θ ∫Tǫ dk 2Rǫ(δǫω)2ǫ[γ− 3−θ7−θ
0
(ǫ2sfθ,s(ǫ)) 13 λ+2Rǫ]2+(δǫω)2ǫ
2 < θ ≤ 3,
γ
− 1
2
0 ∣p∣ 32 ∫Tǫ dk 2Rǫ(δǫω)2ǫ[(ǫ2sfθ,s(ǫ)) 13 λ+2Rǫ]2+(δǫω)2ǫ θ > 3.
From Lemma B.1, we see that Rǫ(k) converges to 6π2k2 as ǫ→ 0 for any k ∈ T. On
the other hand, we have
lim
ǫ→0
(δǫω)ǫ(p, k) = ⎧⎪⎪⎨⎪⎪⎩sgn(k)
(θ−1)√C(θ)
2
∣k∣− 3−θ2 2 < θ < 3,
sgn(k)√C(θ) θ ≥ 3, (5.42)
for any (p, k) ≠ (0,0), see Appendix D. Since
Rǫ(δǫω)2ǫ[γ− 3−θ7−θ0 (ǫ2sfθ,s(ǫ)) 13λ + 2Rǫ]2 + (δǫω)2ǫ 1Tǫ ≲ 1{∣k∣≤1}Rǫ + 1{Tǫ∩∣k∣>1}
(δǫω)2ǫ
Rǫ
≲
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1{∣k∣≤1}∣k∣2 + 1{∣k∣>1}∣k∣−(5−θ) 2 < θ < 3,
1{∣k∣≤1}∣k∣2 + 1{∣k∣>1} ∣ logk∣∣k∣2 θ = 3,
1{∣k∣≤1}∣k∣2 + 1{∣k∣>1}∣k∣−2 θ > 3,
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by the dominated convergence theorem, we have
lim
ǫ→0
∫
Tǫ
dk
2Rǫ(δǫω)2ǫ[γ− 3−θ7−θ0 (ǫ2sfθ,s(ǫ)) 13λ + 2Rǫ]2 + (δǫω)2ǫ
= ∫
R
dk
12π2(θ − 1)2C(θ)∣k∣2
576π4∣k∣7−θ + (θ − 1)2C(θ) 2 < θ ≤ 3,
lim
ǫ→0
∫
Tǫ
dk
2Rǫ(δǫω)2ǫ[γ− 3−θ7−θ0 (ǫ2sfθ,s(ǫ)) 13λ +Rǫ]2 + (δǫω)2ǫ
= ∫
R
dk
12π2C(θ)∣k∣2
144π4∣k∣4 +C(θ) θ > 3.
By using the calculus of residua, we get
∫
R
dk
∣k∣2∣k∣4 + 1 1∣k∣τ = π csc (πτ4 + π4 )2 0 ≤ τ < 1
and thus we obtain
∫
R
dk
12π2(θ − 1)2C(θ)∣k∣2
576π4∣k∣7−θ + (θ − 1)2C(θ)
= 48π
2
7 − θ
((θ − 1)√C(θ)
24π2
) 67−θ ∫
R
dk
∣k∣2∣k∣4 + 1 1∣k∣ 3(3−θ)7−θ
= 24π
3 csc (3π(3−θ)
4(7−θ) +
π
4
)
7 − θ
((θ − 1)
24π2
) 67−θC(θ) 37−θ 2 < θ ≤ 3,
∫
R
dk
12π2C(θ)∣k∣2
144π4∣k∣4 +C(θ) =
√
3C(θ) 34
6π ∫R dk
∣k∣2∣k∣4 + 1
=
√
6C(θ) 34
12
θ > 3.
From the above arguments and the dominated convergence theorem, we obtain
(5.41).
5.5.3. Proof of (5.38). From the proof of (5.36), we see that ∣bǫ(p,λ)J(p)∣ is bounded
by some integrable function on R. By using (5.29), we can verify (5.38).
5.5.4. Proof of (5.40). First we divide ∫T dk γRqǫfθ,s(ǫ)Dǫ into three parts:
∫
T
dk
γRqǫ
fθ,s(ǫ)Dǫ = 3∑i=1Q(i)ǫ ,
Q(1)ǫ ∶= −
√
−1∫
T
dk
γ2RR
′
ǫpu¯ǫ,−
fθ,s(ǫ)Dǫ , Q(2)ǫ ∶= −∫T dk γ2R(Lu¯ǫ,+)fθ,s(ǫ)Dǫ ,
Q(3)ǫ ∶= ∫
T
dk
γ2Rǫ2p2r
(1)
ǫ
fθ,s(ǫ)Dǫ .
From the boundness of ∣γR
Dǫ
∣ and (5.23), we have
∣Q(3)ǫ ∣ ≲ p2 ǫ2+s
fθ,s(ǫ) ,
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and thus we obtain
lim
ǫ→0
∫
R
dp ∣Q(3)ǫ (p,λ)J(p)∣ = 0.
Next we consider the limit of Q
(1)
ǫ (p,λ). Since k → δǫω(k), k → R′(k) are odd
and k → R(k) is even, we have
−
√
−1∫
T
dk
γ2RR
′
ǫpu¯ǫ,−
fθ,s(ǫ)Dǫ = −√−1∫T dk γ2RR
′
ǫpu¯ǫ,−(fθ,s(ǫ)λ + 2γR(k) −√−1ǫδǫω)
fθ,s(ǫ)∣Dǫ∣2
= −∫
T
dk
γ2ǫ2pRR
′
δǫω
fθ,s(ǫ)∣Dǫ∣2 u¯ǫ,−.
By using Schwartz inequality and Proposition 5.2, we have
∣Q(1)ǫ ∣2 ≤ γ2ǫ2∣p∣2(fθ,s(ǫ))2 (∫T dk R∣u¯ǫ,−∣2)(∫T dk R∣γR
′
ǫδǫω∣Dǫ∣2 ∣2)
≤ γ
2ǫ2∣p∣2(fθ,s(ǫ))2 (∫T dk R∣u¯ǫ,−∣2)(∫T dk R∣ γR
′
fθ,s(ǫ)λ + 2γR ∣2)
≲ ∣p∣2 ǫ2+s
fθ,s(ǫ) .
Therefore we obtain
lim
ǫ→0
∫
R
dp ∣Q(1)ǫ (p,λ)J(p)∣ = 0.
Finally we consider the limit of Q
(2)
ǫ . Since ∫T dk (Lf) = 0 for any f ∈ L1(T),
k → δǫω(k), k → R′(k) are odd and k → R(k), k → (Lu¯ǫ,+)(k) are even, we have
Q(2)ǫ = −∫
T
dk
γ2R(Lu¯ǫ,+)
fθ,s(ǫ)Dǫ
= −∫
T
dk
γ
2fθ,s(ǫ)(Lu¯ǫ,+) + ∫T dk γ(fθ,s(ǫ)λ +
√
−1ǫδǫω)
2fθ,s(ǫ)Dǫ (Lu¯ǫ,+)
= ∫
T
dk
γ(fθ,s(ǫ)λ +√−1ǫδǫω)
2fθ,s(ǫ)Dǫ (Lu¯ǫ,+)
= ∫
T
dk
γ(fθ,s(ǫ)λ +√−1ǫδǫω)(fθ,s(ǫ)λ + 2γR −√−1ǫδǫω)
2fθ,s(ǫ)∣Dǫ∣2 (Lu¯ǫ,+)
= ∫
T
dk
γfθ,s(ǫ)λ(fθ,s(ǫ)λ + 2γR) + γ(ǫδǫω)2
2fθ,s(ǫ)∣Dǫ∣2 (Lu¯ǫ,+)
= ∑
i=1,2,3
Q(2,i)ǫ ,
where
Q(2,1)ǫ ∶= ∫
T
dk
γλ(fθ,s(ǫ)λ + 2γR)
2∣Dǫ∣2 (Lu¯ǫ,+),
Q(2,2)ǫ ∶= ∫
T
dk
γR(ǫδǫω)2
2fθ,s(ǫ)∣Dǫ∣2 u¯ǫ,+, Q(2,3)ǫ ∶= ∑i=1,2 ∣uǫ,i∣∫T dk 3γe3−i(ǫδǫω)
2
8fθ,s(ǫ)∣Dǫ∣2
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and uǫ,i(p,λ) ∶= ∫T dk ei(k)u¯ǫ,+(p, k,λ), i = 1,2. Since
∣∫
T
dk
γλ(fθ,s(ǫ)λ + 2γR)
2∣Dǫ∣2 (Lu¯ǫ,+)∣
≤ ∑
i=1,2
∣uǫ,i∣∣∫
T
dk
3γe3−iλ(fθ,s(ǫ)λ + 2γR)
8∣Dǫ∣2 ∣ + ∣∫T dk γRλ(fθ,s(ǫ)λ + 2γR)2∣Dǫ∣2 u¯ǫ,+∣
≤ λ
4
(∑
i=1,2
∣uǫ,i∣) + λ
4 ∫T dk ∣u¯ǫ,+∣,
by using (5.30), we have
lim
ǫ→0
∫
R
dp ∣Q(2,1)ǫ (p,λ)J(p)∣ = 0.
Next we estimate Q
(2,2)
ǫ . Thanks to Schwartz’s inequality and Proposition 5.2, we
have
∣∫
T
dk
γR(ǫδǫω)2
2fθ,s(ǫ)∣Dǫ∣2 u¯ǫ,+∣2
≤ γ
2
4fθ,s(ǫ)2 ∣∫T dk R∣u¯ǫ,+∣2( ω¯ǫλfθ,s(ǫ) + γR)2∣∣∫T dk R(ǫδǫω)4(λfθ,s(ǫ) + γR)2(ω¯ǫ)2∣Dǫ∣4 ∣
≤ γ
2
4fθ,s(ǫ)2 ∣∫T dk R∣u¯ǫ,+∣2( ω¯ǫλfθ,s(ǫ) + γR)2∣∣∫T dk R(ǫδǫω)2(ω¯ǫ)2 ∣
≲
ǫ2+s
fθ,s(ǫ) ,
and therefore we obtain
lim
ǫ→0
∫
R
dp ∣Q(2,2)ǫ (p,λ)J(p)∣ = 0.
Now we consider Q
(2,3)
ǫ . From Proposition 5.2, we have
∣uǫ,i∣2 ≤ ∣∫
T
dk R∣u¯ǫ,+∣2( ω¯ǫ
λfθ,s(ǫ) + γR)2∣∣∫T dk (λfθ,s(ǫ) + γRω¯ǫ )2 e2iR ∣
≲ ǫsfθ,s(ǫ), i = 1,2.
Thus we get
∑
i=1,2
∣uǫ,i∣∫
T
dk
3γe3−i(ǫδǫω)2
8fθ,s(ǫ)∣Dǫ∣2 ≲ (ǫsfθ,s(ǫ)) 12 ∫T dk γR(ǫδǫω)2fθ,s(ǫ)∣Dǫ∣2
≲ ( ǫ2+s
fθ,s(ǫ)) 12 ∫T dk ∣δǫω∣,
and
lim
ǫ→0
∫
R
dp ∣Q(2,3)ǫ (p,λ)J(p)∣ = 0.
6. proof of Theorem 2
6.1. Proof of (1),(2).
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6.1.1. ⋆ - weakly sequentially compactness of {<Wǫ,+(⋅), ⋅ >}ǫ. In this subsection we
show that {<Wǫ,+(⋅), ⋅ >}ǫ is ⋆ - weakly sequentially compact in C([0, T ];S(R×T)′)
for any T > 0. Since S(R × T) is separable, we can take a dence countable subset{J(m);m ∈ N} ⊂ S(R × T). From (4.12) and (6.1) (appeared in the proof of (3)),
we see that {< Wǫ,+(⋅), J >}ǫ is uniformly bounded and equicontinuous for any J ∈
S(R × T). Therefore, by using the diagonal argument we can find a subsequence{<Wǫ(n),+(⋅), ⋅ >}n∈N, ǫ(n)→ 0, n →∞ such that {<Wǫ(n),+(⋅), J(m) >}n∈N converges
in C([0, T ]) for all m ∈ N. Then by using (4.12) again, we see that {<Wǫ(n),+(⋅), J >}n∈N converges in C([0, T ]) for any J ∈ S(R × T).
6.1.2. Extension to a finite positive measure. Now we verify that the ⋆ - weak limit
< W (t), ⋅ >∶= limn→∞ < Wǫ(n),+(⋅), ⋅ > can be extended to a finite measure µ(t) on
R × T. Note that the following discussion does not depend on the time scaling and
the noise scaling for the dynamics.
First we will show that W (⋅) is multiplicatively positive, that is,
<W (t), ∣J ∣2 > ≥ 0
for any t ≥ 0, J ∈ S(R ×T). Fix a J ∈ S(R × T). Since J is smooth,
J( ǫ
2
(x + x′), k) − J(ǫx, k) = ǫ
2
∫
1
0
dr (x′ − x)∂yJ(ǫx + r ǫ
2
(x′ − x), k)
for any x,x′ ∈ Z. Therefore we have
∣∫
T
dke2π
√−1(x′−x)k (J( ǫ
2
(x + x′), k)J( ǫ
2
(x + x′), k)∗ − J(ǫx, k)J( ǫ
2
(x + x′), k)∗)∣
= ∣ ǫ
2
(x′ − x)∫
T
dke2π
√−1(x′−x)kJ( ǫ
2
(x + x′), k)∗ ∫ 1
0
dr∂yJ(ǫx + r ǫ
2
(x′ − x), k)∣ .
By repeating the integration by parts we have
∣∫
T
dke2π
√−1(x′−x)kJ( ǫ
2
(x + x′), k)∗ ∫ 1
0
dr∂yJ(ǫx + r ǫ
2
(x′ − x), k)∣
=
RRRRRRRRRRR∫T dk ( 12π√−1(x′ − x))
3
e2π
√−1(x′−x)k∂3k[J( ǫ2(x + x′), k)∗ ∫ 10 dr∂yJ(ǫx + r ǫ2(x′ − x), k)]RRRRRRRRRRR
≤ 1
8π3∣x − x′∣3 ∫T dk ∣∂3k[J( ǫ2(x + x′), k)∗ ∫ 10 dr∂yJ(ǫx + r ǫ2(x′ − x), k)]∣.
Hence, we obtain
∣∫
T
dke2π
√−1(x′−x)k (J( ǫ
2
(x + x′), k)J( ǫ
2
(x + x′), k)∗ − J(ǫx, k)J( ǫ
2
(x + x′), k)∗)∣
≤ ǫ
16π3∣x − x′∣2 ∫T dk ∣∂3k[J( ǫ2(x + x′), k)∗ ∫ 10 dr∂yJ(ǫx + r ǫ2(x′ − x), k)]∣
≤ 1∣x − x′∣2OJ(ǫ)
for all x ≠ x′ ∈ Z where OJ(ǫ) is the remainder term which satisfies limǫ→0 ∣OJ(ǫ)ǫ ∣ ≲ 1.
In the same way, we can show that
∣∫
T
dke2π
√−1(x′−x)k (J(ǫx, k)J( ǫ
2
(x + x′), k)∗ − J(ǫx, k)J(ǫx′, k)∗)∣ ≤ 1∣x − x′∣2OJ(ǫ).
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On the other hand we have
ǫ
2
∑
x,x′∈Z
< ψ(x′, t
ǫ
)∗ψ(x, t
ǫ
) >ǫ ∫
T
dk e2π
√−1(x′−x)kJ(ǫx, k)J(ǫx′, k)∗
= ǫ
2 ∫T dk < ∣∑x∈Z e−2π
√−1xkψ(x, t
ǫ
)J(ǫx, k)∣2 >ǫ ≥ 0.
Since
∣∫
T
dke2π
√−1(x′−x)k ∣J( ǫ
2
(x + x′), k)∣2 − J(ǫx, k)J(ǫx′, k)∗∣
≤ ∣∫
T
dke2π
√−1(x′−x)k (J( ǫ
2
(x + x′), k)J( ǫ
2
(x + x′), k)∗ − J(ǫx, k)J( ǫ
2
(x + x′), k)∗)∣
+ ∣∫
T
dke2π
√−1(x′−x)k (J(ǫx, k)J( ǫ
2
(x + x′), k)∗ − J(ǫx, k)J(ǫx′, k)∗)∣ ,
by combining the above calculations we have
<Wǫ,+(t), ∣J ∣2 > = ǫ
2 ∫T dk < ∣∑x∈Z e−2π
√−1xkψ1(x, t
ǫ
)J(ǫx, k)∣2 >ǫ +OJ(ǫ),
and thus
<W (t), ∣J ∣2 > ≥ lim inf
ǫ→0
<W (t)ǫ,+, ∣J ∣2 > ≥ 0,
for any t ≥ 0. Therefore W (⋅) is multiplicatively positive.
Next we show that W (⋅) is positive, that is,
<W (t), J > ≥ 0
for any t ≥ 0, J ∈ S(R×T), J ≥ 0. Since {J ∈ S(R×T);J ∈ C∞0 (R×T), J ≥ 0} is a dense
subset of {J ∈ S(R ×T);J ≥ 0}, it is sufficient to show the positivity on C∞0 (R ×T).
Fix a positive function J ∈ C∞0 (R ×T). There exists a positive constant M > 0 such
that the support of J is a subset of [−M,M] × T. Let a(y) ∈ C∞0 (R), b(k) ∈ C∞(T)
be functions such that a(y) = 1, y ∈ [−M,M]. Define J(m)(y, k) ∈ C∞0 (R×T), m ∈ N
as
J(m)(y, k) = a(y)√J(y, k) + 1
m
.
Then the sequence {∣J(m)∣2, m ∈ N} converges to b(k)J(y, k) in the topology of
C∞0 (R×T). Since the embedding of the space C∞0 (R×T) into the space S(R×T) is
continuous, {∣J(m)∣2, m ∈ N} also converges to J(y, k) in the topology of S(R × T).
By the continuity of W (t), we have
<W (t), J >= lim
m→∞ <W (t), ∣J(m) ∣2 > ≥ 0
for any t ≥ 0. For Therefore W (⋅) is positive.
By the usual method, for example see Lemma 1 in Chapter 2 of [7], we can extend
the domain of W (⋅) to the space C0(R × T). By the Riesz representation theorem
there exists a family of positive measures {µ(t); t ≥ 0} such that
<W (t), J > = ∫
R×T
µ(t)(dy, dk) J(y, k),
for all t ≥ 0 and J ∈ C0(R ×T).
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Finally we show that {µ(t); t ≥ 0} are finite measures. Fix a family of non-negative
functions J(l)(y, k) = J(l)(y) ∈ S, l ∈ N which satisfies J(l)(y) ↗ 1, l → ∞ for any
y ∈ R. From (4.3), (4.8) and the monotone convergence theorem, we have
sup
t≥0
µ(t)(R ×T) = sup
t≥0
lim
l→∞∫R×T µ(t)(dy, dk) J(l)(y, k)
= sup
t≥0
lim
l→∞
lim
ǫ→0
<Wǫ,+(t), J(l) >
= sup
t≥0
lim
l→∞
lim
ǫ→0
ǫ
2
∑
x∈Z
Eǫ[∣ψx( t
fθ,s(ǫ))∣2]J(l)(ǫx)
≤
√
K1
2
.
6.2. Proof of (3).
6.2.1. Derivation of the Boltzmann equation. In this section we will show that
∂t <Wǫ,+(t), J > = 1
2π
<Wǫ,+(t), ω′(∂yJ) > +γ0 <Wǫ,+(t),LJ > +oJ(1) (6.1)
for J ∈ S(R ×T) where oJ(1) is the remainder term which satisfies
sup
0<ǫ<1
∣oJ(1)∣ ≲ 1, lim
ǫ→0
∣oJ(1)∣ = 0.
Notice that < Wǫ,+(t), ω′(∂yJ) > is well-defined for any J ∈ S(R × T) because from
the Schwartz inequality and (5.1) with p = 0 we have
∣ 1
2π
<Wǫ,+(t), ω′(∂yJ) >∣2 = ∣∫
R×T
dpdk
√
−1pω
′(k)W̃ǫ,+(p, k, t)J̃(p, k)∗∣2
≲ (∫
R×T
dpdk ∣pω′(k)∣2∣J̃(p, k)∣)(∫
R×T
dpdk ∣W̃ǫ,+(p, k, t)∣2 ∣J̃(p, k)∣)
≲ (∫
R×T
dpdk ∣pω′(k)∣2∣J̃(p, k)∣)(∫
R
dp sup
k∈T
∣J̃(p, k)∣∫
T
dk ∣W̃ǫ,+(0, k, t)∣2)
≲ ∫
R×T
dpdk ∣pω′(k)∣2∣J̃(p, k)∣ <∞.
To derive (6.1), we need the following lemma.
Lemma 6.1.
∣∫
R×T
dpdk
√
−1
ǫ
(δǫω)(p, k)W̃ǫ,+(p, k, t)J̃(p, k)∗
− ∫
R×T
dpdk
√
−1pω
′(k)W̃ǫ,+(p, k, t)J̃(p, k)∗∣ = oJ(1). (6.2)
Proof. Thanks to the Schwartz inequality and (5.1) with p = 0, we have
∣∫
R×T
dpdk
√
−1{(δǫω)(p, k) − pω′(k)}W̃ǫ,+(p, k, t)J̃(p, k)∗∣2
≲ (∫
R×T
dpdk ∣(δǫω)(p, k) − pω′(k)∣2∣J̃(p, k)∣)(∫
R×T
dpdk ∣W̃ǫ,+(p, k, t)∣2 ∣J̃(p, k)∣)
≲ (∫
R×T
dpdk ∣(δǫω)(p, k) − pω′(k)∣2∣J̃(p, k)∣)(∫
R
dp sup
k∈T
∣J̃(p, k)∣∫
T
dk ∣W̃ǫ,+(0, k, t)∣2)
≲ ∫
R×T
dpdk ∣(δǫω)(p, k) − pω′(k)∣2∣J̃(p, k)∣.
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Since
∣(δǫω)(p, k) − pω′(k)∣2 ≲ ∣(δǫω)(p, k)∣2 + p2∣ω′(k)∣2 ≲ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∣p∣2∣k∣−(3−θ) 2 < θ < 3,∣p∣2∣ log ∣k∣∣2 θ = 3,∣p∣2 θ > 3,
and (δǫω)(p, k) converges to pω′(k), by the dominated convergence theorem we have
∫
R×T
dpdk ∣(δǫω)(p, k) − pω′(k)∣2∣J̃(p, k)∣ = oJ(1).

From Lemma 6.1, (5.12) and (5.13) we have
∂t <Wǫ,+, J > = 1
2π
<Wǫ,+, ω′(∂yJ) > +γ0 <Wǫ,+,LJ >
−
γ0
2
< Yǫ,+ + Yǫ,−,LJ > +oJ(1), (6.3)
∂t < Yǫ,+, J > = −2
√
−1
ǫ
< Yǫ,+, ω¯ǫJ > +γ0 < Yǫ,+,LJ >
−
γ0
2
<Wǫ,+ +Wǫ,−,LJ > −γ0 < Yǫ,+ − Yǫ,−,R0J > +oJ(1). (6.4)
From (6.4), for any T > 0 we obtain
lim
ǫ→0
∣∫ T
0
dt < Yǫ,ι, ωJ > ∣ = 0, ι = +,−.
If J ∈ S(R ×T), then LJ
ω
, R0J
ω
∈ S(R ×T). Therefore for any J ∈ S(R ×T) we have
lim
ǫ→0
∣∫ T
0
dt < Yǫ,ι,LJ >∣ + ∣∫ T
0
dt < Yǫ,ι,R0J >∣ = 0, ι = +,−. (6.5)
From (6.3) and (6.5), we can derive (6.1).
Finally we show that a limit of a convergent subsequence µ(t) satisfies µ(t)(dy,{0}) =
0. From (5.1) with p = 0 and Schwartz inequality, we have
∣ <Wǫ,+(t), J(y)fλ,0,r(k) > ∣ ≲ ∥J∥(∫
T
dk ∣fλ,0,r(k)∣2) 12 ≲ ∥J∥r,
for any J ∈ S(R), 0 < r < 1
2
. By taking the limit ǫ→ 0 and then λ → 0, we have
∣∫
R
µ(t)(dy, [−r, r])J(y)∣ ≲ ∥J∥r → 0, r → 0.
Therefore we obtain µ(t)(dy,{0}) = 0.
6.2.2. Uniqueness of the solution of (4.14). In this subsection we prove the unique-
ness of the initial value problem of (4.14). First we reduce the problem to the
space-homogeneous case:
Suppose that a family of finite positive measures {µ(t); t ≥ 0} is a solution of the
Boltzmann equation (4.14). Then
µ˜(t)(dy, dk) ∶= ⎧⎪⎪⎨⎪⎪⎩µ(t)(dy +
1
2π
ω′(k)t, dk) on R × T0,
0 on R × {0},
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is a solution of the following space-homogeneous Boltzmann equation
∂t ∫
R×T
dµ˜(t)J = ∫
R×T
dµ˜(t)LJ
∫
R×T
dµ˜(0)J = ∫
R×T
dµ˜0J µ˜(t)(dy,{0}) = 0,
where
∫ dµ˜(t)J = ∫ µ(t)(dy + 1
2π
ω′(k)t, dk)J(y, k)
∶= ∫ µ(t)(dy, dk)J(y − 1
2π
ω′(k)t, k).
Conversely, if µ˜(t) is a solution of the space-homogeneous Boltzmann equation, then
µ(t)(dy, dk) ∶= ⎧⎪⎪⎨⎪⎪⎩µ˜(t)(dy −
1
2π
ω′(k)t, dk) on R × T0
0 on R × {0},
is a solution of (4.14). Therefore it is sufficient to show the uniqueness of the solution
for the space-homogeneous Boltzmann equation.
Suppose that J(y, k) = fλ,y∗,r(y)G(k), where
fλ,y
∗,r(y) = exp(− λ
r2 − ∣y − y∗∣2) 1B(y∗,r)(y),
B(y∗, r) = {y ∈ R ; ∣y − y∗∣ < r},
y∗ ∈ R , r > 0 and G(⋅) ∈ C∞0 (T). Note that fλ,y∗,r ∈ C∞0 (R), ∥fλ,y∗,r∥∞ ≤ 1 and
lim
λ→0
fλ,y
∗,r(y) = 1B(y∗,r)(y).
Let µ(t), ν(t) be solutions of the space-homogeneous Boltzmann equation with a
same initial condition. Then∣∫ dµ(t)J −∫ dν(t)J ∣
= ∣∫ dµ(t)fλ,y∗,r(y)G(k) − ∫ dν(t)fλ,y∗,r(y)G(k)∣
≤ ∫
t
0
ds∣∫ d(µ(s) − ν(s)) ⋅ (fλ,y∗,r(y)(LG)(k))∣.
By taking the limit λ→ 0, we have∣∫
T
G(k)(µ(t)(B(y∗, r), dk) − ν(t)(B(y∗, r), dk))∣
≤ ∫
t
0
ds∣∫
T
(µ(s)(B(y∗, r), dk) − ν(s)(B(y∗, r), dk))(LG)∣
≲ ∫
t
0
ds∥µ(s)(B(y∗, r), dk) − ν(s)(B(y∗, r), dk)∥
where ∥ ⋅ ∥ is the total variation for a bounded signed measure on T. Hence,∥µ(t)(B(y∗, r), dk) − ν(t)(B(y∗, r), dk)∥
≲ ∫
t
0
ds∥µ(s)(B(y∗, r), dk) − ν(s)(B(y∗, r), dk)∥.
Therefore µ(t)(B(y∗, r), dk) = ν(t)(B(y∗, r), dk) on T0 for any ball B(y∗, r) ⊂ R,
which concludes µ(t) = ν(t) for any t ≥ 0.
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7. proof of theorem 3
7.1. proof of (1). It is sufficient to show that in our case, [9, Condition 2.1, 2.2,
2.3, and (2.12)] are satisfied. Since our scattering operator is same with that of [9],
[9, Condition 2.2 and 2.3] are satisfied. In addition, ∫T P (⋅, dk′)ω′(k′)R(k′) ∈ L2(π), [9,(2.12)] is also satisfied.
From now on we will verify that [9, Condition 2.1] is satisfied. Actually, instead
of [9, Condition 2.1], it is sufficient to show that
lim
N→∞
Nπ( ω′(k)
2γ0R(k) > N(θ)λ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
C∗(θ)γ− 67−θ0 λ− 67−θ 2 < θ < 3,
C∗(θ)γ− 320 λ− 32 θ ≥ 3,
for λ > 0 where C∗(θ) is some positive constant. About the sufficiency, see the proof
of [9, Lemma 5.5]. By using a change of variable k ∈ T→ N 13 k ∈ N 13T, we have
Nπ( ω′(k)
2γ0R(k) > N(θ)λ) = 2N3 ∫{ ω′ (k)2γ0R(k)>N(θ)λ} dk R(k)
= 2
3 ∫{ ω′ (N− 13 k)
2γ0R(N−
1
3 k)
>N(θ)λ}
dk N
2
3R(N− 13k)
→
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
4π2 ∫{ (θ−1)√C(θ)
24γ0π
2
∣k∣−7−θ2 >λ,k>0} dk ∣k∣2 2 < θ ≤ 3,
4π2 ∫{ √C(θ)
12γ0π
2
∣k∣−2>λ,k>0} dk ∣k∣2 θ > 3,
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
C∗(θ)γ− 67−θ0 ∣λ∣− 67−θ 2 < θ ≤ 3,
C∗(θ)γ− 320 ∣λ∣− 32 θ > 3,
where C∗(θ) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
4π2
3
( (θ−1)√C(θ)
24π2
) 67−θ 2 < θ ≤ 3,
4π2
3
(√C(θ)
12π2
) 32 θ > 3. Therefore, by [9, Theorem 2.8,
Theorem 6.1], the finite-dimensional distributions of scaled process { 1
N(θ)Z(Nt); t ≥
0} converge weakly to those of a Le´vy process whose characteristic function at time
1, denoted by φ(y), is given by
φ(y) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
exp( 9
7−θ ∫R dλ (e√−1λy − 1 −√−1λy)C∗(θ)γ− θ−17−θ0 Γ( 67−θ + 1)∣λ∣− 67−θ−1) 2 < θ ≤ 3,
exp(9
4 ∫R dλ (e√−1λy − 1 −√−1λy)C∗(θ)γ− 120 Γ(32 + 1)∣λ∣− 32−1) θ > 3
where Γ(a), a > −1 is the gamma function. In addition, the generator of the Le´vy
process is −
cθ,γ0
(2π) 67−θ
(−∆) 37−θ if 2 < θ ≤ 3, and − cθ,γ0
(2π) 32
(−∆) 34 if θ > 3, where cθ,γ0 is
given by
cθ,γ0 ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
24π2
7−θ γ
− θ−1
7−θ
0 ( (θ−1)√C(θ)24π2 ) 67−θΓ( 67−θ + 1)∫R dy (1 − cos y)∣y∣− 67−θ−1 2 < θ ≤ 3,√
3
12π
γ
− 1
2
0 C(θ) 34Γ(32 + 1)∫R dy (1 − cos y)∣y∣− 32−1 θ > 3.
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Finally, we show cθ,γ0 = Cθ,γ0 , where Cθ,γ0 is given by (4.10). In Appendix E we
show ⎧⎪⎪⎨⎪⎪⎩∫R dy (1 − cos y)∣y∣
− 6
7−θ−1 = 7−θ
3
cos 3π
7−θΓ(1 − 67−θ) 2 < θ ≤ 3,
∫R dy (1 − cos y)∣y∣− 32−1 = 43 cos 3π4 Γ(1 − 32) θ > 3. (7.1)
From (7.1) and Euler’s reflection formula Γ(1 + y)Γ(1 − y) = πy cscπy, y ∈ R, we
have
Γ( 6
7 − θ
+ 1)∫
R
dy (1 − cos y)∣y∣− 67−θ−1 = π csc 3π
7 − θ
2 < θ ≤ 3,
Γ(3
2
+ 1)∫
R
dy (1 − cos y)∣y∣− 32−1 =√2π θ > 3.
Hence we obtain cθ,γ0 = Cθ,γ0 .
7.2. proof of (2). From Theorem 3 (1), it suffices to show that
lim
N→∞∫T dk ∣uN(N(θ)y, k,Nt) −Ek[∫T dk′u0(y + 1N(θ)Z(Nt), k′)]∣2 = 0. (7.2)
By using the Fourier transform, we obtain another representation of uN(y, k, t).
uN(N(θ)y, k,Nt) = Ek[u0(y + 1
N(θ)Z(Nt),K(Nt))]
= ∑
x∈Z
∫
R
dp ũ0(p,x)Ek[e2π√−1pZN(Nt)e2π√−1xK(Nt)],
where ZN(Nt) ∶= y + 1N(θ)Z(Nt). Hence we have
∣uN(N(θ)y, k,Nt) − Ek[∫
T
dk
′
u0(y + 1
N(θ)Z(Nt), k′)]∣2
≲ ∑
x∈Z
∫
R
dp ∣ũ0(p,x)∣∣Ek[e√−1pZN(Nt)(e2π√−1xK(Nt) − ∫
T
dk
′
e2π
√−1xk′ )]∣2.
Thanks to the assumption u0 ∈ C∞0 (R×T) and the dominated convergence theorem,
if we get
lim
N→∞∫T dk ∣Ek[e2π√−1pZN(Nt)(e2π√−1xK(Nt) −∫T dk′e2π√−1xk′)]∣2 = 0 (7.3)
for any p ∈ R, x ∈ Z, then we obtain (7.2).
From now on we will show (7.3). We use a trick to consider the convergence
of ZN(Nt) and K(Nt) separately. Let {mN} be a family of increasing positive
numbers which satisfies
lim
N→∞
mN =∞, lim
N→∞
mNN(θ)−1 = 0.
Then we have∣Ek[e2π√−1pZN(Nt)e2π√−1xK(Nt) − e2π√−1pZN(Nt−mN t)e2π√−1xK(Nt)]∣2
≤ Ek[∣e2π√−1p(ZN (Nt)−ZN (Nt−mN t)) − 1∣2]
≤ p2Ek[∣ZN(Nt) −ZN(Nt −mN t)∣2],
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and
∫
T
dk p2Ek[∣ZN(Nt) −ZN(Nt −mN t)∣2]
≤ p2 mN t
N(θ)2 ∫ NtNt−mN t ds∫T dk Ek[∣ω′(K(s))∣2]
= p2 m
2
N t
2
N(θ)2 ∫T dk∣ω′(k)∣2 → 0, N →∞.
Here we use the fact that the uniform probability measure on T is the reversible prob-
ability measure of {K(t); t ≥ 0}. Hence we can replace Ek[e2π√−1pZN(Nt)e2π√−1xK(Nt)]
by Ek[e2π√−1pZN(Nt−mN t)e2π√−1xK(Nt)]. By the same argument, we can also replace
Ek[e2π√−1pZN(Nt) ∫T dk′e2π√−1xk′ ] by Ek[e2π√−1pZN(Nt−mN t) ∫T dk′e2π√−1xk′ ]. In ad-
dition, by using the Markov property we have
∣Ek[e√−1pZN(Nt−mN t)(e2π√−1xK(Nt) −∫
T
dk
′
e2π
√−1xk′)]∣2
= ∣Ek[e2π√−1pZN(Nt−mN t)EK(Nt−mN t)[e2π√−1xK(mN t) − ∫
T
dk
′
e2π
√−1xk′ ]]∣2
≤ Ek[∣EK(Nt−mN t)[e2π√−1xK(mN t) − ∫
T
dk
′
e2π
√−1xk′ ]∣2].
Let h(k) ∶= e2π√−1xk − ∫T dk′e2π√−1xk′ and denote by {P t; t ≥ 0} the semigroup
generated by 2γ0L. Since 0 is simple eigenvalue of 2γ0L and the uniform probability
measure on T is the reversible probability measure, we have limt→∞ ∥P tf∥2L2(T) → 0
for any f ∈ L2(T), ∫T dk f(k) = 0 by the ergodic theorem. Hence we obtain
∫
T
dk Ek[∣EK(Nt−mN t)[e2π√−1xK(mN t) −∫
T
dk
′
e2π
√−1xk′ ]∣2]
= ∥PmN th∥2
L2(T) → 0, N →∞.
Summarizing the above, we have
∫
T
dk ∣Ek[e2π√−1pZN(Nt)(e2π√−1xK(Nt) − ∫
T
dk
′
e2π
√−1xk′)]∣2
≲ ∫
T
dk ∣Ek[e2π√−1pZN(Nt)e2π√−1xK(Nt) − e2π√−1pZN (Nt−mN t)e2π√−1xK(Nt)]∣2
+∫
T
dk ∣Ek[e2π√−1pZN(Nt−mN t)(e2π√−1xK(Nt) −∫
T
dk
′
e2π
√−1xk′)]∣2
+∫
T
dk ∣Ek[e2π√−1pZN(Nt−mN t)∫
T
dk
′
e2π
√−1xk′
− e2π
√−1pZN(Nt)∫
T
dk
′
e2π
√−1xk′ ]∣2
→ 0, N →∞.
We have thus established the theorem.
Acknowledgement
We are grateful to Keiji Saito for insightful discussions. HS was supported by
JSPS KAKENHI Grant Number JP19J11268 and the Program for Leading Graduate
Schools, MEXT, Japan.
36
Appendix A. Existence and Uniqueness of the solution of (3.9)
Let (E,F ,P) be a probability space and B be a cylindrical Wiener process in
L
2(T) defined on (E,F ,P). For any T > 0, we introduce a Banach space HT defined
as
HT ∶= {f ∶ T × [0, T ] ×Ω→ C; ∥f∥H ∶=( sup
0≤t≤T
E[∥f(t)∥2
L2(T)]) 12<∞}.
Fix a ψ̂0 ∈ L2(T). We define a mapping IT ∶ HT →HT as
I(f)(t) ∶= ψ̂0(k) − ∫ t
0
ds
√
−1ω(k)f(k, s) + γR(k){f(k, s) − f∗(−k, s)}]
+
√
−1
√
γ ∫
t
0
∫
T
B(dk′ , ds) r(k, k′)[f(k − k′, s) − f∗(k′ − k, s)]
If T > 0 is sufficiently small, then I is contractive and there exists the unique fixed
point ψ̂ ∈HT . The case of general T > 0 can be handled in the usual way.
Appendix B. Auxiliary Results
Lemma B.1.
R(k, k′, p) = 8(sin2 πk − sin2 πp
2
)(sin2 πk′ − sin2 πp
2
)(sin2 π(k + k′) + sin2 π(k − k′) − 2 sin2 πp)
=∶ R(k, k′) + sin2 πp
2
R1(k, k′) + sin4 πp
2
R2(k, k′)
+ sin6
πp
2
R3(k, k′) + sin8 πp
2
R4(k, k′), (B.1)
R(k, k′) = 3
4
∑
i=1,2
ei(k)e3−i(k′), (B.2)
where R(k, k′ , p) is defined in (5.11) and ei, i = 1,2 are defined as
e1(k) ∶= 8
3
sin4(πk), e2(k) ∶= 2 sin2(2πk). (B.3)
Remark B.1. Notice that ∫T dk
′
R(k, k′) = R(k), where R(k) is defined in (3.8).
Functions ei, i = 1,2 are normalized to satisfy ∫T dk ei(k) = 1.
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Proof.
1
4
r(k − p
2
, k − k
′)r(k + p
2
, k − k
′)
= sin2 π(k + p
2
) sin2 π(k − p
2
) sin 2π(k′ + p
2
) sin 2π(k′ − p
2
)
+ sin2 π(k′ + p
2
) sin2 π(k′ − p
2
) sin 2π(k + p
2
) sin 2π(k − p
2
)
+ sin2 π(k + p
2
) sin2 π(k′ − p
2
) sin 2π(k′ + p
2
) sin 2π(k − p
2
)
+ sin2 π(k′ + p
2
) sin2 π(k − p
2
) sin 2π(k + p
2
) sin 2π(k′ − p
2
)
= (sin2 πk − sin2 πp
2
)(sin2 πk′ − sin2 πp
2
)
×
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
4{sin2 πk − sin2 πp
2
− (sin2 πk′ + sin2 πp
2
)(sin2 πk − sin2 πp
2
)}
+4{sin2 πk′ − sin2 πp
2
− (sin2 πk + sin2 πp
2
)(sin2 πk′ − sin2 πp
2
)}
+(sin 2πk + sinπp)(sin 2πk′ − sinπp)
+(sin 2πk′ + sinπp)(sin 2πk − sinπp)
= 4(sin2 πk − sin2 πp
2
)(sin2 πk′ − sin2 πp
2
)(sin2 π(k + k′) − sin2 πp).
Therefore we have
R(k, k′, p) = 1
2
∑
ι=±
r(k − p
2
, k + ιk
′)r(k + p
2
, k + ιk
′)
= 8(sin2 πk − sin2 πp
2
)(sin2 πk′ − sin2 πp
2
)
× (sin2 π(k + k′) + sin2 π(k − k′) − 2 sin2 πp).

Lemma B.2.
α̂(k) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(4πθ−1 ∫ ∞0 dy sin2 y∣y∣θ−1 )∣k∣θ−1 +O(k2), 2 < θ < 3,
4π2k2∣log ∣k∣∣ +O(k2), θ = 3,
4π2(∑x≥1 ∣x∣2−θ)k2 + o(k2), θ > 3. (B.4)
Proof. First we show (B.4). When θ > 3 (B.4) is obvious, so we only consider the
case 2 < θ ≤ 3.
α̂(k) = ∑
x≠0
e−2πkx∣x∣−θ = 4∑
x∈N
sin2 πkx∣x∣θ
= 4∫
∞
1
dy
sin2 πky∣y∣θ + 4∑x∈N(∫ x+1x dy sin
2 πkx∣x∣θ − sin2 πky∣y∣θ )
= 4πθ−1∣k∣θ−1[∫ ∞∣k∣ dy sin2 y∣y∣θ − ∑x∈N∫ π∣k∣(x+1)π∣k∣x dy∫ yπ∣k∣x dy′ ∂y′ (sin
2 y
′
∣y′ ∣θ )].
Since
∣(sin2 y′∣y′ ∣θ )′ ∣ ≤ 2 + θ∣πkx∣θ−1 , π∣k∣x ≤ y′ ≤ y∣y − π∣k∣x∣ ≤ π∣k∣, π∣k∣x ≤ y ≤ π∣k∣(x + 1),
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we have
∫
πk(x+1)
πkx
dy∫
y
πkx
dy
′
∂y′ (sin2 y′∣y′ ∣θ ) ≲ ∫ πk(x+1)πkx dy y − πkx∣πkx∣θ−1 ≲ ∣k∣3−θ∣x∣θ−1 .
Therefore we obtain
4πθ−1∣k∣θ−1 ∑
x∈N
∫
π∣k∣(x+1)
π∣k∣x
dy∫
y
π∣k∣x
dy
′
∂y′ (sin2 y′∣y′ ∣θ ) = O(k2).
On the other hand, we get
lim
k→0
∫
∞
∣k∣
dy
sin2 y∣y∣θ = ∫ ∞0 sin2 y∣y∣θ 2 < θ < 3,
lim
k→0
1∣log ∣k∣∣ ∫ ∞∣k∣ dy sin2 y∣y∣θ = 1 θ = 3.
Hence we have (B.4) when 2 < θ ≤ 3.

Appendix C. Proof of Proposition 4.1
For notational simplicity, we omit the variable t ≥ 0. From (3.10), we have
φx ∶= Eǫ[1
2
∣ψx∣2 − ex]
= 1
16
∫
T2
dkdk
′
e2π
√−1(k+k′)xF1(k, k′)Eǫ[(ψ̂(k) + ψ̂(−k)∗)(ψ̂(k′) + ψ̂(−k′)∗)],
where F1(k, k′) ∶= F (k, k′) + 2. Note that F1(k,−k) = 0, k ∈ T. Then by using (4.1)
and (5.1) with p = 0, we obtain
∣<Wǫ,+(t), J > −ǫ∑
x∈Z
ex( t
fθ,s(ǫ))J(ǫx)∣
= ∣ǫ∑
x∈Z
φxJ(ǫx)∣ = ∣ǫ∑
x∈Z
φx ∫
R
dp e2π
√−1pǫxJ̃(p)∣
= ∣ ǫ
16
∫
R×T
dpdk F1(k,−k − ǫp)Eǫ[(ψ̂(k) + ψ̂(−k)∗)(ψ̂(−k − ǫp) + ψ̂(k + ǫp)∗)]J̃(p)∣
≲ ∫
R×T
dpdk ∣F1(k,−k − ǫp)∣ ǫEǫ[∣ψ̂(k)∣2] ∣J̃(p)∣
≲ ∫
R
dp (∫
T
dk ∣F1(k,−k − ǫp)∣2) 12 (∫
T
dk ǫ2Eǫ[∣ψ̂(k)∣2]2) 12 ∣J̃(p)∣
≲ ∫
R
dp (∫
T
dk ∣F1(k,−k − ǫp)∣2) 12 ∣J̃(p)∣.
Hence if we show that (∫T dk ∣F1(k,−k − ǫp)∣2) 12 is bounded above by some positive
constant uniformly in 0 < ǫ << 1, p ∈ R, then by using the dominated convergence
theorem we have
lim
ǫ→0
∫
R
dp (∫
T
dk ∣F1(k,−k − ǫp)∣2) 12 ∣J̃(p)∣ = 0.
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Now we will estimate ∣α(k + k′) − α(k) − α(k′)∣, k′ = −k − ǫp. Since ∣ sin2 (y1 + y2) −
sin2 y2 − sin
2 y2∣ ≲ ∣ sin y1 sin y2∣, y1, y2 ∈ R, we get
∣α(k + k′) − α(k) − α(k′)∣ ≲ ∑
x∈N
∣ sinπkx sinπk′x∣∣x∣θ
= ∫
∞
1
dy
∣ sinπky sinπk′y∣∣y∣θ +∑x∈N(∫ x+1x dy ∣ sinπkx sinπk
′
x∣∣x∣θ − ∣ sinπky sinπk
′
y∣∣y∣θ )
≲ ∣k∣ θ−12 ∣k′ ∣ θ−12 ∫ ∞√∣kk′ ∣ dy ∣ sin
√
k
k
′ y sin
√
k
′
k
y∣∣y∣θ +∑x∈N∫ x+1x dy∣∫ yx dy′ ∂y′ (sin ky
′
sink
′
y
′
∣y′ ∣θ )∣.
If θ > 3, then we have
∣α(k + k′) − α(k) − α(k′)∣ ≲ ∑
x∈N
∣ sinπkx sinπk′x∣∣x∣θ ≲ ∣kk′ ∣ ≲ ω(k)ω(k′),
and we see that F (k, k′) is uniformly bounded by some positive constant. When
2 < θ < 3, we obtain
∣k∣ θ−12 ∣k′ ∣ θ−12 ∫ ∞√∣kk′ ∣ dy ∣ sin
√
k
k
′ y sin
√
k
′
k
y∣∣y∣θ ≲ ∣k∣ θ−12 ∣k′ ∣ θ−12 ≲ ω(k)ω(k′),
∫
x+1
x
dy∣∫ y
x
dy
′
∂y′ (sinky′ sink′y′∣y′ ∣θ )∣
= ∫
x+1
x
dy∣∫ y
x
dy
′ k cosky
′
sink
′
y
′
∣y′ ∣θ + k
′
sinky
′
cosk
′
y
′
∣y′ ∣θ − θ sinky
′
sink
′
y
′
∣y′ ∣θ+1 ∣
≲
∣kk′ ∣∣x∣θ−1 ≲ ω(k)ω(k
′)∣x∣θ−1
and thus we have ∣α(k+k′)−α(k)−α(k′ )∣ ≲ ω(k)ω(k′). Finally we consider the case
θ = 3. Since
∣kk′ ∣∫ ∞√∣kk′ ∣ dy ∣ sin
√
k
k
′ y sin
√
k
′
k
y∣∣y∣3 ≲ ∣kk′ log ∣kk′ ∣∣ + ∣kk′ ∣,
∫
x+1
x
dy∣∫ y
x
dy
′
∂y′ (sinky′ sink′y′∣y′ ∣θ )∣ ≲ ∣kk
′ ∣∣x∣2 ,
we obtain
∣F1(k, k′)∣2 ≲ ∣ √∣ log ∣k∣∣√∣ log ∣k′ ∣∣ +
√∣ log ∣k′ ∣∣√∣ log ∣k∣∣ + 1√∣ log ∣k∣ log ∣k′ ∣∣ + 1∣2
≲
∣ log ∣k∣∣∣ log ∣k′ ∣∣ + ∣ log ∣k
′ ∣∣∣ log ∣k∣∣ + 1∣ log ∣k∣ log ∣k′ ∣∣ + 1,
∫
T
dk
∣ log ∣k∣∣∣ log ∣k′ ∣∣ = ∫T dk ∣ log ∣k
′ ∣∣∣ log ∣k∣∣ ≲ ∫T dk ∣ log ∣k′ ∣∣ = ∫T dk ∣ log ∣k∣∣ <∞,
∫
T
dk
1∣ log ∣k∣ log ∣k′ ∣∣ ≲ ∫T dk 1∣ log ∣k′ ∣∣ = ∫T dk 1∣ log ∣k∣∣ <∞.
Thus the proposition is proved.
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Appendix D. Proof of (5.42)
From the definition of (δǫω)ǫ, we have
(δǫω)ǫ(k, p) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
4πγ
− 3−θ
7−θ
0
∣p∣ 3−θ7−θ ( fθ,s(ǫ)
ǫs
) 3−θ6
ω(kǫ+ ǫp
2
)+ω(kǫ− ǫp
2
) ∑x≥1 1∣x∣θ−1 sinπǫpxπǫpx sin 2πkǫx 2 < θ < 3,
4π{− log( fθ,s(ǫ)
ǫs
) 13 }− 12
ω(kǫ+ ǫp
2
)+ω(kǫ− ǫp
2
) ∑x≥1 1∣x∣2 sinπǫpxπǫpx sin 2πkǫx θ = 3,
4π
ω(kǫ+ ǫp
2
)+ω(kǫ− ǫp
2
) ∑x≥1 1∣x∣θ−1 sinπǫpxπǫpx sin 2πkǫx θ > 3.
If 2 < θ < 3, then we have
(δǫω)ǫ(k, p) = 1
2
∣k∣− 3−θ2 2∣kǫ∣ θ−12
ω(kǫ + ǫp2 ) + ω(kǫ − ǫp2 ) 4π∣kǫ∣θ−2 ∑x≥1 1∣x∣θ−1 sin 2πkǫx
+
1
2
γ
2(θ−2)
7−θ
0 ∣p∣− 2(θ−2)7−θ sgn(k)∣k∣− θ−12 2∣kǫ∣ θ−12ω(kǫ + ǫp2 ) + ω(kǫ − ǫp2 )
×
4π(fθ,s(ǫ)
ǫs
) θ−23 ∑x≥1 1∣x∣θ−1 (sinπǫpxπǫpx − 1) sin 2πkǫx. (D.1)
From (B.2), the first term of (D.1) converges to sgn(k) (θ−1)√C(θ)
2
∣k∣− 3−θ2 for any(p, k) ≠ (0,0). Now we will estimate the second term of (D.1). Fix a number
0 < a < θ − 2. Since there exists some constant Ca > 0 such that ∣ sinxx − 1∣ ≤ Ca∣x∣a for
any x ∈ R and limǫ→0 ǫ(fθ,s(ǫ)ǫs )− 13 = 0, we obtain
∣(fθ,s(ǫ)
ǫs
)− θ−23 ∑
x≥1
1∣x∣θ−1 (sinπǫpxπǫpx − 1) sin 2πkǫx∣
≤ Ca(fθ,s(ǫ)
ǫs
)− θ−23 ∑
x≥1
1∣x∣θ−1−a ∣ sin 2πkǫx∣
≤ Ca,θ(fθ,s(ǫ)
ǫs
)− θ−23 ǫa∣kǫ∣θ−2−a
≤ Ca,θ,p,k[ǫ(fθ,s(ǫ)
ǫs
)− 13 ]a → 0 ǫ → 0,
where Ca,θ,Ca,θ,p,k are some constants which depend on the variables in their sub-
scripts.
If θ ≥ 3, then we can use almost the same discussion and thus we obtain (5.42).
Appendix E. Proof of (7.1)
First we observe⎧⎪⎪⎨⎪⎪⎩∫R dy (1 − cos y)∣y∣
− 6
7−θ−1 = 7−θ
3 ∫ ∞0 dy (sin y)∣y∣− 67−θ 2 < θ ≤ 3,
∫R dy (1 − cos y)∣y∣− 32−1 = 43 ∫ ∞0 dy (sin y)∣y∣− 32 θ > 3.
Hence it is sufficient to show that for any 1 < a < 2,
∫
∞
0
dy (sin y)∣y∣−a = cos aπ
2
Γ(1 − a).
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For any positive constant 0 < b << 1, we have
∫
∞
b
dy (sin y)∣y∣−a = ∣b∣−a+1 ∫ ∞
0
dy (sin b(y + 1))∣y + 1∣−a
=
√
−1
2
∣b∣−a+1 ∫ ∞
0
dy e−
√−1b(y+1)
− e
√−1b(y+1)∣y + 1∣−a
=
√
−1
2
∣b∣−a+1(e−√−1bΨ(1,2 − a;√−1b) − e√−1bΨ(1,2 − a;−√−1b))
=
√
−1
2
∣b∣−a+1(Ψ(1,2 − a;√−1b) −Ψ(1,2 − a;−√−1b)) +O(∣b∣2−a),
where Ψ( ⋅ , ⋅ ; ⋅ ) is the confluent hypergeometric function of the second kind. For
the definition and the property of the confluent hypergeometric function, see [14,
Section 9]. From the relationship between the confluent hypergeometric function
Φ( ⋅ , ⋅ ; ⋅ ) and Ψ( ⋅ , ⋅ ; ⋅ ), we have
Ψ(1,2 − a;±√−1b) = Γ(1 + a)
Γ(a) Φ(1,2 − a;±√−1b) + Γ(1 − a)(±√−1b)a−1Φ(a, a;±√−1b)
= Γ(1 + a)
Γ(a) Φ(1,2 − a;±√−1b) + Γ(1 − a)(±√−1b)a−1e±√−1b.
Since ∣Φ(1,2 − a;√−1b) −Φ(1,2 − a;−√−1b)∣ = O(∣b∣), by taking the limit b → 0 we
have
∫
∞
0
dy (sin y)∣y∣−a = 1
2
((√−1)a + (−√−1)a)Γ(1 − a)
= cos aπ
2
Γ(1 − a).
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