Designing parallel programs for message-passing systems is not an easy task. Difficulties arise largely due to human limitations in identifying relationships between simultaneously executed program components, or processes, and between the data computed by these processes. This paper presents a parallel program visualization tool, Visputer, that provides the ability to graphically design and edit message-passing programs written in Occam2, configure parallel processes onto a multi-transputer network and visualize the execution of programs. The textual versions of programs and network configurations are automatically generated by Visputer based on program and network graphs, and then statically analysed for their performance and communication patterns. Animation of program execution is achieved by instrumenting the original program with event collecting code. The event collection method maintains program behaviour and imposes little performance impact on the original program.
INTRODUCTION
The rapid progress of multiprocessor systems and parallel programming languages has made parallel programming supporting environments an important research area. Developing parallel programs on a multiprocessor machine usually involves switching between design, evaluation, modification and tuning. The development cycle increases dramatically as the complexity of a parallel program increases. The designer of a parallel programming environment faces many technical challenges that do not exist in sequential programming environments. These challenges include the following aspects.
The program behaviour is difficult to predict and the resulting functionalities sometimes mismatch the programmer's expectation because a parallel program has many threads of control and may involve nondeterminism.
Massive amounts of application data and program trace information are generated due to the extra dimension of complexity of parallel programs. The completion time of the entire program depends on the order of communication events in different control threads. Such 'event-ordering' informations is difficult to capture because the overheads incurred from data collection perturb event timings and thus change the order of events.
There are many types of performance measurements on which the programmer may base the tuning of his/her programs. Improper presentation of the measurements may overwhelm and confuse the programmer.
Therefore, there is a pressing need for an effective parallel programming tool that will enable the program information of different development stages to be usefully presented to the programmer. The tool should be able to capture the program execution correctly, and predict and present the program performance precisely. The work presented in this paper is to respond to the above challenges. The paper presents Visputer, a visualization tool for developing Occam programs that run on a network of transputers. Briefly, a transputer is a microcomputer with its own local memory and links (typically four) for communicating with other transputers. Occam [10] is the machine language for the transputer and is based on CSP [9] . It provides a framework with the basic primitives needed for designing message-passing concurrent systems using transputers. Two fundamental concepts used in Occam are processes and channels. A process is a statement or a composition of processes. Occam uses three primitive processes: assignment, input and output. One can combine primitive processes to form more complex processes using a sequential (SEQ), parallel ( PAR), alternative (ALT ), conditional ( IF ) or repetitive ( WHILE) construct. A process composed by a SEQ, PAR, ALT or IF can be replicated a fixed number of times. Interprocess communication is achieved by synchronous message-passing through channels.
Visputer provides the ability to graphically design and edit Occam programs, configure Occam processes onto a transputer network and visualize the execution of programs. Figure 1 shows the main components of Visputer. The user may use a text editor or the graphical editor provided by Visputer to build Occam programs. The static analyser models the execution of Occam programs, predicts the parallel execution performance under an ideal processor configuration and detects communication deadlocks [23] .
The Visputer configurator provides a graphical user interface for configuring any network topology of transputers and for mapping Occam processes onto the transputer network [16] . The pre-compiler then automatically inserts event collecting code into Occam programs before they are compiled by the standard Occam compiler and executed on the transputer network. Program events are collected during execution and stored in an event file.
The current version of Visputer focuses on the events related to communication between simultaneously running processes. The animator retrieves event information from the event file and replays the execution by animating communication activities on a diagram. It shows when processes are ready to send, ready to receive and when they communicate. These events are of particular interest as they can indicate communication related errors, such as deadlocks and livelocks, and give the user an idea of how long processes have to wait before communication takes place. The postmortem analyser makes use of the run-time collected information to analyse the program performance and to identify performance bottlenecks, before processing the performance data and sending them to the profiler. The profiler uses various forms of diagrams to show the communication pattern of multiple processes, utilization of the processor resources and other run-time characteristics of a program. Most of the Visputer components mentioned above have been implemented, except the post-mortem analyser which is still under development. The visualization interface is implemented in X Windows on a SPARCstation which host a (reconfigurable) network of transputers.
The next section presents the graphical abstraction methods for Occam program construction and for network configuration. Section 3 gives an overview of the static analyser, followed by a description of the instrumentation technique and its performance in Section 4. Section 5 presents the visualization methods for the execution behaviour. Section 6 and 7 discuss the related work and conclusion.
PROGRAMME CONSTRUCTION

Display criteria
The two techniques often employed for presentation are abstraction and graphical display. Visualization tools should be able to abstract the objects that define the static structure of the system being visualized and the events that characterise the run-time behaviour of that system.
Abstractions must be presented in ways that are easy to comprehend by using simple, clear and concise notations. Visputer presents an Occam program graphically at three levels of abstraction. At the construct level, a program can be edited through a visual editor using various Occam constructs, such as SEQ, PAR, ALT, WHILE and IF. The second level is the process level, at which a given Occam program is partitioned into a number of parallel processes. The parallel processes are intended to be mapped onto a network of transputers and run in parallel, coordinated through interprocess communication. At the processor level, Visputer allows the programmer to draw a network of transputers using the pre-defined graphical notation and to map processes onto processors graphically.
In order to graphically demonstrate Occam programs on transputer networks in a uniform way, a graphical notation that manifests the Occam/transputer characteristics needs to be defined. The following criteria should be considered in designing such a graphical notation:
The notation should be straight forward and easy to understand so that the user can capture the general structure of the program and network topology of transputers at a glance. The graphical objects should be as simple but meaningful as possible to minimize clustering. They should also be easily drawn and manipulated. The notation should support high scalability such that any large and complex programs can be represented and operated. The mapping of Occam programs onto transputer networks should also be visual so that the programmer can have a mental image of the system loading. This will visually assist program debugging and performance tuning. Such arrangement naturally reflects the intimate relationship between Occam and transputer.
Visputer supports two phases of Occam program development using graphical construction facilities: program building and process to processor mapping. Based on the above criteria and the convention that a programmer usually draws a diagram during the program design stage, we have proposed the following graphical notations for the two phases of development.
Program graph
Apart from supporting conventional textual editing of Occam programs, Visputer provides an option for constructing programs graphically. It uses a simple graphical notation for drawing an Occam program diagram. A program is represented as a graph which consists of nodes and arcs, and is constructed interactively by the programmer. The notation consists of only four types of visual objects, representing processes, constructs (e.g. SEQ, PAR), replicators and links. The four program objects are summarized in Figure 2 . A process node may contain subprocesses. A link can be a channel link for carrying communication messages or a construct link indicating the execution sequence. The notation provides the visual building blocks for the Visputer graphical editor, with which any Occam program can be constructed by drawing a graph. From the graph, the complete textual form of the program can be generated by Visputer.
The graphical editor in Visputer is a hierarchical design and development tool using a two-dimensional graphical representation and is capable of describing a parallel computation at different levels of detail. Using the editor, a high level node can be defined further as a subgraph. This is achieved by selecting the node, using the mouse, and then entering it to view and edit its internal hierarchy. A textural form is used at the lowest level in such a way that a primitive node can be initially defined by entering it to input an Occam program and can later be modified in the same manner. Entering a node is equivalent to going down one level of abstraction in the program, and is like a zoom-in effect. Therefore, a program of any size can be built through this to-down design hierarchy.
Processor graph
The second phase of program development involves partitioning the program into a network of processes and writing a configuration program [10] . Visputer supports visual configuration and automatic generation of the textual configuration program. The user specifies the hardware and software networks graphically using the editing facilities provided by Visputer. The configuration program is then generated and ready for compilation after the programmer is satisfied with the graphical specifications of the configuration. Figure 3 illustrates the graphical notation for configuration, which consists of five types of visual objects: processor, process, external device, link (hardware network) or channel (software network) and link connector (hardware and software networks). Introducing the concept of a link connector into the diagram adds useful semantics to the primitives. The user can see, from the number of available link connectors, the number of links that a node can support. Each transputer has four link connectors, shown as embedded rectangles, while an external device has only one link connector, signified by a continuous boundary. The added semantics also removes the need to have separate modes for creating links and for moving/creating nodes.
As shown in the sample configuration diagram in Figure  4 , the general structure of a processor graph closely resembles the most commonly adopted convention for depicting a network of transputers. The details of individual transputers are specified and shown on separate pop-up windows. The diagram is simple yet provides sufficient information for configuring the hardware network. For transputer systems that are configured manually, the hardware network could be determined by using a worm program [21] .
In a MIMD multiprocessor system, processes reside in processors. With the transputer architecture, processes are statically allocated onto processors before compilation. This is portrayed in Visputer by displaying processes as if they exist inside processors. Users create processes inside sub-windows that represent exploded views of transputers. This is a close reflection of the physical relationship between processes and processors, and thus helpful to novice Occam programmers. Internal channels, which connect processes in the same transputer, are represented by lines connecting the processes. External channels, which connect processes on different transputers, are mapped onto an available link and attached to link connectors. Visputer performs the mapping automatically by selecting one of the links between the transputers.
The processor graph directly supports the transputer configuration process and reflects the flat structure of the configuration language. It can, however, be easily extended to support high scalability for other types of multiprocessor systems. A reverse operation such that program and processor graphs are generated from textual specifications is also feasible and potentially useful, though this has not been facilitated in the current version of Visputer.
STATIC ANALYSIS
Static analysis plays an important role in parallel program design. It helps the programmer to gain an insight into the program behaviour and assists in detecting potential program errors.
Program modelling
The Visputer static analyser models an Occam program by defining and simulating the program events that characterise the current behaviour of the program, such as communication events [23] . In general, an event is a change in the state of a program. Independent tasks, each consisting of a sequential set of instructions, are referred to as threads. Multiple simultaneously executed threads may communicate with each other through message-passing. The characteristics and communication pattern of an Occam program are typically shown through the events that affect the state of threads and that are externally observable. These include thread creation, thread termination, channel input (including racing inputs), channel output and hang. Figure 5 is a state transition diagram, which illustrates the way in which the state of a thread is altered due to various events.
A thread creation event is triggered by the activation of a child process within a PAR construction. A newly created thread is suspended when there is no processor available for its execution.When a child process of PAR terminates, i.e. after the execution of the last statement in the child process, a thread termination event occurs. Obviously, a processor becomes available after this event. Therefore, a currently suspended thread can be unsuspended for execution. Due to the synchronous nature of Occam communications, a channel input (output) event in a thread causes the whole thread to be blocked if the corresponding output (input) is not ready. A thread blocked due to such an unmatched input/ output event can be released for execution when one matching input/output event occurs. When several channels are involved in a cyclic chain of attempted communications, they will be waiting on each other and thus blocked forever. This situation is known as deadlock, which causes the whole program to hang. The program also hangs upon the execution of a STOP process which, according to its Occam2 semantics, performs no action and never terminates.
The static analysing tool is communication-driven and written in an extended version of TDLP (Time-Dependent Logic Programming) [8] . TDLP is an extension of Horn clause logic programming. created, time-dependent communicating threads are introduced in TDLP such that a deterministic message-passing system can be modelled in an event-driven fashion. We have enhanced TDLP to support a form of non-determinism, expressed by the semantics of ALT in Occam, and to synchronise times for parallel threads. The extended version is called ETDLP, which defines a set of simulation primitives as described below.
send (C, M) sends the message M through channel C. wait (C, M) suspends the current thread until a message is received and assigned to M. fork (F, A) starts a new thread whose arguments are specified in the list A. race (L, win (M, V, P)) determines, from the list L of suspended waiting channels, a winning channel which is the first to receive a message M. The message is then assigned to the variable V and the corresponding process P is selected for execution. join synchronizes the termination of all the parallel threads forked from the same point of their parent thread. The execution returns to the remaining part of the parent thread. hold (X) suspends the current thread for T time units, associated with the time-variable X. The execution of the thread components following the hold are resumed after such a suspension.
Deadlock detection
A deadlock occurs when several threads mutually wait on each other to advance. The cyclic communication of deadlock situation can be observed on the event graph discussed above. The static analyser also provides an automatic deadlock detection facility, which is described below. The synchronous communication scheme of Occam is modelled by scheduling threads involved in communications through two suspending lists, i.e. wait-list and send-list. Based on the scheduling policy of the static analyser, any waiting communication event should be stored in either the wait-list or the send-list depending on whether the event is an input or output event. Therefore, a deadlock situation can be determined by examining the communication pattern of the events stored in the two lists. The main concern is: at which point of the execution should we examine the existence of a deadlock? Making the best use of the information provided by the two lists, we find that the most appropriate point for checking possible deadlocks is when the deadlocks have just occurred. Consider a situation in which a deadlocked communication occurs within a conditional loop:
The deadlock situation will never be detected if the detecting point is chosen outside of the WHILE loop. It is also inappropriate to choose the point between the two communication events. So the most natural choice of a point is at the end of a PAR construction which consists of multiple parallel threads (e.g. within the WHILE loop in the above example). This point is marked by a simulation primitive join. An advantage of detecting deadlocks at the end of a PAR is that a local deadlock can be detected as soon as it occurs and before it is involved in a large-scale anomalous communication. This assists an effective debugging of the program. Another advantage is that the threads which are not involved in the deadlock are not checked at all as they are not recorded in either the send-list or the waitlist.
The detection scheme consists of three steps as described below. where more than two events are involved. If such a cyclic path is found, the existence of deadlock and all the events involved in the deadlock are reported.
Prediction of execution time and communication patterns
The Visputer static analyser is able to visualize the communication pattern and elapsed times of multiple parallel Occam threads in a more intuitive manner, based on the performance metrics specified by time-variables. Such patterns and elapsed times provide an overview of the program behaviour and possible bottlenecks in the program. They can also be compared with the event-time diagrams generated by instrumenting the real-time program (as shown in Figure 9 ). The static analyser is implemented in Prolog, and was tested for several Occam programs by automatically translating them into syntax trees and then running the translated trees through the analyser. The performance metrics for individual Occam primitive operations were
defined according to the transputer engineering data. The simulated execution times, measured in clock cycles, are close to (less than 10% difference) the real-time measurements when running on the transputer. By running the static analyser, the user can predict, with relative accuracy, the performance of both sequential execution and parallel execution under a multiprocessor configuration which is ideally suited to the application program. Therefore, a preliminary estimate of speedup can be obtained.
INSTRUMENTATION
When executing parallel programs on the transputers, the run-time information needs to be collected for post-mortem replay and analysis. Visputer has an instrumentation library that includes event recording routines and pre-defined channel protocols for event forwarding. It uses a precompiler to instrument Occam programs by inserting calls to the library routines. For a language like Occam which supports nondeterminism, instrumentation may cause the original program to change its behaviour and produce unexpected results due to the incorrect event ordering. Hence minimizing the instrumentation overhead or maintaining the run-time event ordering of the original program will reduce the instrumentation impact. The current version of Visputer aims at minimizing the instrumentation overhead. The approach of correctly retaining the event ordering will be incorporated in the future version.
Run-time communication events
In order to animate communication between processes, Visputer defines some run-time events that captures the communication activities of Occam programs. These events are at a lower level than those used for program modelling RTS and RTR events are generated just before a channel communication, while FS and FR events occur immediately after a channel communication. RTS events store the contents of the communication for later display. An ALT introduces alternative input choices for a number of processes, where only the first arriving input triggers the execution of the corresponding process while the other processes are not executed. Therefore, the ALT construct supports real-time non-deterministic programming. In Visputer, a program generates an AS event before it enters an ALT and it stores an AE event after selecting one of the input choices in the ALT.
Instrumentation methods
The first software instrumentation scheme used in Visputer is called parallel monitor scheme (or PARMON), where an extra process, called monitor, is inserted into each processor to record event information and this process runs in parallel with the existing application process(es) in the same processor. The monitors need to be declared and properly inserted by the Visputer pre-compiler. For example, if we want to instrument an input channel chan ? AppData and to visualize its run-time communication activity, Visputer records the times before and after this input statement, corresponding to the times of Ready-To-Receive (RTR) and Finished-Receive ( FR). The parallel monitor scheme inserts a monitor to run in parallel with this input channel and some time-recording and forwarding statements around the instrumented input. The pre-compiler replaces the above input statement with the following program segment. When the times for RTR and FR are recorded, they are sent, together with the RTR and FR tags, the channel identifier (ChanID) and the original data content (App Data-for RTR only), to the parallel monitor. The precompiler determines the protocol types of the inserted channel (EventChan), particularly for the data content (AppData), according to the protocol of the original input channel.
Another instrumentation scheme developed for Visputer is called the array assignment scheme (or ARRASS) that uses array assignments instead of parallel monitors to record run-time information. Using the same example above for instrumenting an input channel, the array assignment scheme creates a recording array for each processor. All the recording arrays have a uniform format
where Link is the transputer link identifier associated with the channel being instrumented; InOut indicates whether the channel is input (encoded as 1) or output (0); Count records the total number of events currently being recorded; and ID identifies whether the recorded information is a 'ready' event (encoded as 0), 'finish' event (1) or the actual data (2) being transmitted during the communication event.
Link and Inout together decide the channel identifier (i.e. ChanID in the PARMON scheme). The ARRASS precompiler inserts recording instructions and array assignments around the statement to be monitored, and produces We will briefly compare the run-time overheads of these two instrumentation methods in Section 4.4.
Event collection
After all the run-time events have been recorded, they need to be collected by the host computer in order to visualize and analyse the program performance. In a network of interconnected processors, such as a transputer network, there is usually one processor that can communicate with the host. Three methods may be used to collect events in such a system: adding one or more hardware monitors which collect events from all the transputers; simulating the network execution in a software environment; and routing the events through the network to the root transputer. The hardware support is the least intrusive method and therefore the best option for accurate reproduction of execution [12] . The hardware solution's major disadvantage is that it reduces the system's portability and is expensive. Simulators, on the other hand, can be completely portable, but constructing an accurate simulator is a non-trivial task. The third approach attempts to make use of the system's existing capabilities by implementing a routing method for the event collection. Routing involves determining the shortest path from each transputer to the root transputer and multiplexing application channels with monitor channels on links that are in the shortest path [19] . This has the advantage of allowing run-time event collection, but can affect a program's execution by altering the strict synchronization of channel communication in Occam.
Visputer's event collection technique involves storing event data locally as tuples (Process, Channel, EventType, Time) and collecting it after the application has terminated. This has the advantages of being portable, having minimal execution cost and maintaining synchronous channel communication. Low run-time costs are a result of storing event data locally as opposed to initiating communication for every event. When the application data types are different from the recording data types, we have to either define the recording data types to be the same as the application data types, or change the channel protocols to accommodate recording data types. The former method requires a highly complicated pre-compiler that can decide the recording data types accordingly and perform type conversion after execution. The latter method has been integrated into the PARMON instrumentation scheme for post-mortem event collection, as shown before in the example program segment. We have also adapted it to the ARRASS scheme by changing channel protocols. We will call the adapted scheme AACP (for Array Assignment with Changed Protocols).
During the recording of the communication events, the order in which these events occur at run-time must be maintained so that the execution can be correctly replayed. Problems arise as distributed systems, such as the transputer, use their own local clocks that are not always synchronized and do not always operate at the same speed. In some cases this is not a major problem as special monitoring channels exist to communicate with the host [12] . Events can be ordered by the time at which they arrive at the host. When such facilities are not available, one can implement the logical clock approach [4] , which provides an ordering based on communication.
Visputer orders events based on their local clocks. An FS event determines when a communication takes place based on the sending processors clock, while an FR event determines the same information based on the receiving processor's clock. The difference between the two values is the relationship between the two clocks at that point in time. If the clocks tick at the same rate then this difference remains constant. Proportional adjustments for the clock drifts should be made at certain intervals if the system being visualized runs on different types of transputers with varying clock speeds. We are currently developing a logical clock approach that retains the event ordering while still being able to collect precise timing information [15] . This approach will control the program execution to allow sufficient time for event management activities to be carried out during run-time. Such activities include determining which events should be usefully collected and which should not, and flushing out unneeded trace information from the transputer local memory so that the trace files can be maintained at a manageable size.
Event collection occurs in post-mortem along a shortest path from each process to the host. After a process finishes executing, it waits for a signal to tell it to dump its store. Starting with the process communicating directly with the host on the root transputer, each process dumps its store along the channels on the shortest path till all the stores reach the host. By this stage all the processes have terminated. When a process is involved in a deadlock, we can retrieve the event store after the user has broken the program using a tool, such as the basic debugging utility provided in the Occam Toolset [11] .
Instrumentation overhead
In order to be able to estimate the intrusion effect of the instrumentation methods to the original programs, we have tested and compared the performances of some Occam programs with their instrumented versions, using different instrumentation methods. To compare the performance of the array assignment scheme with and without the support of post-mortem event collection, we distinguish the ARRASS scheme from the AACP scheme (which was an extended version of ARRASS).
Three Occam programs were used in the evaluation of
different instrumentation schemes. These are A list ordering program which sorts a list of 10 elements terminated with an 'end', by using two simultaneously executed processes; A prime number generation program using data parallelism which generates prime numbers up to 10 000, with one master process determining the intial set of data, and three slave processes generating their segments of prime numbers in parallel. A multiprocessor scheduler which tries to allocate tasks to idle processors and make the best use of the processing power of the system. The scheduler contains three major components, arbitrator, scheduler and a set of processors (three in our test).
The three programs are implemented in Occam2 and evaluated for their performances with different instrumentation schemes on a network of transputers. This is done by measuring the total elapsed times taken to run the three test programs, with and without program instrumentation. We find that except the parallel monitor scheme (PARMON) which extends the total execution times of the test programs considerably, the other two instrumentation schemes introduce similar amount of run-time overheads into the original programs. This also implies that changing protocols to support post-mortem event collection in the ARRASS scheme introduces little extra overhead. The overheads of these two schemes are much smaller in the list ordering and prime number generation programs than in the multiprocessor scheduling program. This is because there are fewer but more regular communication events in the first two programs than in the third. This is summarized in Figure 6 , where the total instrumentation cost for a scheme is derived by subtracting the total elapsed time of the original program from the elapsed time of the instrumented program.
It is clear that the array assignment scheme is less intrusive than the parallel monitor scheme. The static nature of transputer space allocation determines that the maximum number of events to be recorded at run-time has to be decided at compile time. Therefore, in terms of space allocation, the parallel monitor scheme has an advantage over the array assignment scheme as it decides the maximum size of only one array which stores the events for all the processes in a processor, whereas the later scheme needs to decide the maximum size of an array for each process and even for each channel in a processor.
The instrumentation overhead for an individual event is approximately 4 s. However, it is increased when the number of parallel processes increases, particularly when there are multiple processes in a single transputer. We believe that this is due to the side-effect of instrumentation on the synchronization of channel communication.
POST-EXECUTION VISUALIZATION
Visputer is designed for users who are proficient at sequential programming, but are interested in discovering the features of the parallel execution of Occam processes. Visputer therefore focuses on inter-process communication. It shows when processes are ready to send, ready to receive and when they communicate. These events are of particular interest, as they show communication related errors, such as deadlocks and livelocks, and give the user an idea of how long processes have to wait before communication takes place.
Execution animation
Program animation may be achieved using two different approaches: showing the progress of time on an axis or replacing old events with new ones as time progresses. We chose the latter for two reasons. Firstly, it allows the user to visualize the execution of processes within transputers in a way that models what is occurring. Secondly, the display ties in well with the configuration process.
The most important aspect of animation is to choose a graphical notation that presents the collected data clearly and concisely. Visputer achieves this by having two levels of animation: the software network shows the behaviour of processes, and the hardware network shows the communications between processors (e.g. transputers), as shown in Figure 7 . The user sees communication events for channels between processes in the exploded view of the transputers. The effects of these events are also shown on the hardware diagram. Link utilization and possible contention on links carrying two channels can be identified on the diagram. Animation on the hardware network also provides an overview of the execution without the cluttering of processes.
Visputer adopts an intuitive graphical notation to present different communication events. A filled circle appearing near the connection to a channel represents an RTS event, while an empty square indicates an RTR event. A thick channel line is a result of an FS event indicating that communication has taken place. An AS event acts as multiple RTR events, except that at most one channel is successful. The others are cancelled when the AE event occurs. Animation is done in either continuous mode or step-bystep mode. In continuous mode, there is a relationship between the event time and the time the event is displayed. The display time is the event time multiplied by a delay factor that can be adjusted by the user. In the step-by-step mode the user has to click on a button to progress to the next occurrence of an event. Continuous mode is useful for showing which events occur and the length of time processes have to wait for communication.
Step-by-step animation shows ordering of events and is more useful for debugging purposes, such as locating deadlocks.
The user observes communication events on channels between processes in the software network. The effects of these events are also shown on the hardware diagram, which provides an overview of execution without the cluttering of processes. Link utilization and possible contention on links carrying two channels can be identified on the diagram. Figure 8 shows a Visputer's screen during animation.
Event-time display
Visputer uses another form of graphical display, known as the even-time diagram, to visualize the communication pattern and elapsed times of parallel threads. A thread is a top level process loaded into a transputer, which independently performs computations and communicates with other threads through channels or transputer links. Visputer uses the information in the event file produced at run-time to generate the event-time diagram. Different variations of event-time graphs have previously been proposed in the literature [14, 17] . In Visputer's event-time diagram, depicted in Figure 9 , time is on the vertical direction and progresses downwards. Threads are shown in the horizontal direction. The communication events, Ready to Receive (RTR) and Ready to Send (RTS), are drawn as oval nodes with numbers that uniquely identify the events in a particular thread. Details of an event, such as the event type and the content of the message, are shown in a pop-up window. An RTR event has an arrowed line pointing to it, while an RTS event has an arrowed line pointing away from it. An ALT Start (AS ) event has multiple arrowed lines pointing to it. Solid vertical lines indicate computations, while broken lines indicate either communication overheads or suspensions due to unmatched communication events. The lengths of these lines reflect elapsed times. Various communication patterns including anomalous ones may be visually identified on this type of event-time diagrams.
The processors utilization chart, as shown in Figure 9 , illustrates the total time spent on the computation, communication and synchronization for each processor.
RELATED WORK
Research on the development of parallel programming tools is still at its very early stage. Several such systems have focused on visualising various program development activities for particular message-passing libraries. Heterogeneous Network Computing Environment, HeNCE, provides a graphical interface for creating, configuring, executing, and debugging parallel programs [2] . The HeNCE interface supports PVM programming for a collection of serial, parallel and vector computers in a network which behaves as a large distributed computer [5] . ParaGraph relies on the input trace files produced by a communication library, PICL [6] , to provide a post-mortem replay with 25 different perspectives [7] . Also relying on the trace data, LeBlanc et al. provides multiple views from a three-dimensional space of process interactions, process states and time. The user can tailor the display to specific debugging and performance tunning purposes. Supporting an iconic representation of the parallel programming library, MMK, VISTOP uses software, hardware and hybrid monitoring techniques to make program execution controllable by the user [3] .
More related to Visputer are the various graphical environments for programming on multi-transputer systems developed by other groups of researchers. In GILT [18] , parallel processes written in Occam are represented as icons and texts in a graphical environment that incorporates an icon editor. An interesting feature of GILT is its reductionbased compiler implemented in Prolog, so that the syntactical check and error detection of graphs are simplified. GILT is mainly a visual programming tool for Occam program construction and not for debugging or performance analysis.
Wagner et al. developed an environment, known as TIPS [20] , which integrates a performance monitoring tool, a process to processor mapping tool, a graphical interface and the capability to analyse the resource requirements of an application. TIPS does not offer any visual support for the program construction. A similar system, Millipede [1] , offers a program construction tool using hierarchical process graphs, in addition to the support of process to processor mapping and performance analysis. It relies on a hardware monitor to collect run-time information for performance analysis.
Zernik et al. [22] evaluates a visualization methodology using causality graphs to replay interprocess communication and process creation on a network of 256 transputers. The causality graphs are also highly scalable due to their abstraction mechanism. A post-mortem replay of the program execution shows the progress of execution through the notations of 'past', 'present' and 'future'. Zernik et al. [22] does not discuss how to map causality graphs onto transputer networks or the animation of the transputer network.
CONCLUSION
The paper has discussed the features of a parallel program visualization tool, Visputer, which uses simple and intuitive graphical notations to visualize a message-passing system. Visputer supports graphical construction of parallel programs and graphical configuration of processor networks. The static analyser provides useful pre-execution prediction of the performance and communication pattern of a program. The post-mortem animation of communication activities helps the user to debug communication related errors. Other forms of displays assist the user to identify performance bottlenecks and computation load.
Computer graphics with a multi-window interface can provide an effective means for parallel program visualization. Occam has a language structure that is highly suitable for graphical representation. Both the static and dynamic features of message-passing in Occam processes and transputer networks can best be expressed in various visual forms. The abstractions and graphical notations developed for Visputer model the components of an Occam program and the objects that exist in the execution environment. Visputer therefore provides a simple, yet powerful, way of visualizing a program's execution that is easily understood by the application programmer. The tool is also a useful vehicle for teaching parallel programming as it is able to visually expose program structures, multiprocessor configurations, inter-process and inter-processor communications, and performance profiles.
Future work includes the design and implementation of an automatic mapping algorithm in the Visputers integrated environment. The event collecting routines for instrumentation need to be optimized to further reduce the impact on the performance of the original program.
