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A PRODUCT STRUCTURE ON GENERATING FAMILY
COHOMOLOGY FOR LEGENDRIAN SUBMANIFOLDS
ZIVA MYER
Abstract. One way to obtain invariants of some Legendrian submani-
folds in 1-jet spaces J1M , equipped with the standard contact structure,
is through the Morse theoretic technique of generating families. This pa-
per extends the invariant of generating family cohomology by giving it
a product µ2. To define the product, moduli spaces of flow trees are
constructed and shown to have the structure of a smooth manifold with
corners. These spaces consist of intersecting half-infinite gradient tra-
jectories of functions whose critical points correspond to Reeb chords of
the Legendrian. This paper lays the foundation for an A∞ algebra which
will show, in particular, that µ2 is associative and thus gives generating
family cohomology a ring structure.
1. Introduction
A classic contact 2n+1-dimensional manifold is the 1-jet space of a smooth
n-manifold M , J1M = T ∗M × R, equipped with the contact structure ξ =
ker(dz−λ), where z is the coordinate on R and λ is the Liouville one-form on
T ∗M . An important class of submanifolds in any (2n+ 1)-dimensional con-
tact manifold are the Legendrian submanifolds: n-dimensional submanifolds
Λ such that TpΛ ⊂ ξ for all p ∈ Λ. Given a smooth function f : M → R,
the 1-jet of f , j1f = {(x, ∂f∂x , f(x))}, is a Legendrian submanifold of J1M .
Not all Legendrian submanifolds arise as the 1-jet of a function. Gener-
ating families are a Morse theoretical tool that encode a larger class of
Legendrian submanifolds through considering functions defined on a trivial
vector bundle over M : if a Legendrian Λ ⊂ J1M has a generating family
F : M × RN → R, then Λ = {(x, ∂F∂x (x, e), F (x, e))} | ∂F∂e (x, e) = 0}. More
background on generating families is given in Section 2.
In recent years, cohomology groups that are invariant under Legendrian
isotopy have been defined for some Legendrian submanifolds in J1M through
the different techniques of pseudoholomorphic curves and of generating fam-
ilies; see, for example, [4, 8, 33, 21, 13]. In both of these constructions, the
cohomology groups have an underlying cochain complex generated by the
Reeb chords of the Legendrian. For a Legendrian Λ in J1M with a gen-
erating family F , the Reeb chords are in bijective correspondence with the
positive-valued critical points of a “difference function” w associated to F .
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2 Z. MYER
Thus by considering a cochain complex generated by the positive-valued crit-
ical points of w and a coboundary map ∂ defined using the positive gradient
flow of w, one can define generating family cohomology GH∗(F ). Some-
times a Legendrian Λ can have multiple, non-equivalent generating families:
one then obtains an invariant of Λ by considering the set {GH∗(F )} for all
generating families of Λ.
Generating family cohomology is an effective but not complete invariant,
so a natural problem is to build further invariant algebraic structures on
GH∗(F ). Towards this goal, we define a product structure:
Theorem 1.1. Given a Legendrian Λ ⊂ J1M with a generating family
F : M × RN → R, there exists a map
µ2 : GH
i(F )⊗GHj(F )→ GH i+j(F ).
This map descends to the equivalence class [F ] with respect to the operations
of stabilization and fiber-preserving diffeomorphism of the generating family.
Further, if Λ0 has a generating family F 0 and Λ1 is Legendrian isotopic to
Λ0, then, letting F 1 be the associated generating family of Λ1 and µi2 the
associated product on GH∗(F i) for i = 0, 1, the following diagram commutes:
(1.1) GH i(F 0)⊗GHj(F 0)
∼=

µ02 // GH i+j(F 0)
∼=

GH i(F 1)⊗GHj(F 1) µ
1
2 // GH i+j(F 1),
where the vertical isomorphisms are induced by continuation maps con-
structed in Section 8.
This theorem appears in parts throughout this paper as Corollary 6.3,
Corollary 7.5, Corollary 7.12, and Theorem 8.6.
Defining µ2 is part of a larger project in progress to define A∞ structures
for Legendrian/Lagrangian submanifolds with generating families. This was
inspired in part by Fukaya’s A∞ category of Lagrangian submanifolds in a
symplectic manifold, an extension of Floer homology, [15]. In a toy model of
Fukaya’s construction, one gets an A∞ category extending the Morse coho-
mology of a manifold M by studying gradient flow trees of Morse functions
on M [14] [22]; in Fukaya’s full construction, gradient flow trees are replaced
by pseudoholomorphic curves. Rather than using pseudoholomorphic curves
to capture geometric information, our approach builds off of the toy model to
build an A∞ category using gradient flow trees from generating families; this
involves extending the tree construction from functions on M to functions
defined on trivial vector bundles over M . There are a number of analytic
challenges in this approach, including the fact that the geometric informa-
tion is recorded in the subcomplex of the Morse cochain complex consisting
of positive valued critical points and that standard generic perturbations
of functions used for transversality arguments are no longer possible since
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these perturbations destroy the correspondence of critical points with the
geometric information of Reeb chords.
There are a number of interesting differences between this generating
family construction and analogous pseudoholomorphic curve constructions.
Pseudoholomorphic curve constructions have built a DGA [9, 10, 8], whose
homology is a strong invariant algebraic structure for Legendrian submani-
folds of arbitrary dimensions, by using infinite-dimensional analysis of PDEs.
Interestingly, Morse flow trees have been shown by Ekholm [7] to be a use-
ful tool in calculating the DGA; these flow trees differ from the ones in
this paper in several ways, including that they use local functions defined
from the Legendrian rather global ones and can be used for a larger class
of Legendrians than studied here. In low dimensions, combinatorial meth-
ods have been used to extract invariant algebraic structures similar to those
that we are interested in from the DGA [4, 25, 6, 1, 26]. Our work gives
a different approach: it is a non-combinatorial, chain level construction for
Legendrians with generating families in J1M , where M is Rn or a closed
n-manifold, for arbitrary n. Our approach differs from pseudoholomorphic
curve constructions by only using finite-dimensional analytic techniques.
The overview of the construction of the product µ2 and the layout of
this paper is as follows: µ2 is defined through a count of points in a 0-
dimensional moduli space of gradient flow trees. Namely, from F (Section
2), one constructs the difference function w used to define generating family
∇w1,2;3
∇w2,3;3
∇w1,3;3
p1 p2
p0
Figure 1. An element in M(p1, p2; p0|0), i.e., with no per-
turbation, is a tree with three intersecting half-infinite tra-
jectories that follow different quadratic stabilizations of the
difference function w. A nonzero choice of s produces a tree
with “almost” intersecting trajectories.
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cohomology GH∗(F ) (Section 3). The functions used in flow trees are three
different “quadratic-like” stabilizations of w, denoted by w1,2;3, w2,3;3, w1,3;3
and defined in Section 4. In Section 5, for critical points p1, p2, p0 of w,
which correspond to Reeb chords of Λ, and a “perturbation” parameter s,
we construct a moduli spaceM(p1, p2; p0|s) of “almost” intersecting gradient
trajectories of w1,2;3, w2,3;3, w1,3;3; see Figure 1. For generic choices of the
s parameter, M(p1, p2; p0|s) will be a manifold; for appropriate indices of
pi, M(p1, p2; p0) will be 0-dimensional and then m2 is defined in Section 6
by a count of points in such a space. Using the compactification of a 1-
dimensional M(p1, p2; p0|s) from Section 5 shows that m2 is a cochain map
and thus descends to a map µ2 on GH
∗(F ). In Section 7, we show that
µ2 is invariant under equivalences of generating families from stabilization
and fiber-preserving diffeomorphism. Lastly, we show in Section 8 that µ2
is invariant under Legendrian isotopy of Λ.
Acknowledgments. The author cannot thank Lisa Traynor, her graduate
advisor, enough for guidance and countless conversations throughout this
project. The author would also like to acknowledge Joshua Sabloff, Katrin
Wehrheim, Dan Rutherford, and Lenny Ng for helpful discussions at various
stages of this project. Lastly, the author thanks Bryn Mawr College for the
supportive graduate school environment it provided to her while completing
the majority of the research in this paper.
2. Background
In this section, we give some basic background on Morse Theory, gener-
ating families, and manifolds with corners.
2.1. Morse Theory Basics. To set notation, we recall a few facts from
Morse Theory; see, for example, [24, 23, 31, 36, 19] for more details. Let X
be closed manifold and let f : X → R be a Morse function, i.e., a smooth
function with nondegenerate critical points. We will relax the condition that
X is closed in future sections by using a function with taming properties
outside a compact set. Given a critical point p ∈ Crit(f), the Morse index
indf (p) ∈ Z≥0 is the dimension of the negative eigenspace of the Hessian
D2 f(p).
To study how a Morse function gives topological information, we pick an
auxiliary Riemannian metric g and study flow lines of∇gf . For the purposes
of this paper, we use positive gradient flow. Let ψ : R × X → X denote
the flow of this vector field and define the stable and unstable manifolds for
p ∈ Crit(f) as
W−p (f) = {x ∈ X | lim
t→−∞ψt(x) = p} W
+
p (f) = {x ∈ X | lim
t→∞ψt(x) = p}.
These are smooth manifolds. Since we are using positive gradient flow,
W−p (f) is of dimension coind(p) while W+p (f) is of dimension ind(p). The
pair (f, g) is called Morse-Smale if W−p (f) tW+p (f), for all p ∈ Crit(f).
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2.2. Generating Family Background. In this subsection we review some
background of generating families for Legendrian submanifolds that will be
used in subsequent sections. The main idea behind generating families stems
from the fact that the 1-jet of a function f : M → R is a Legendrian
submanifold of J1M . Generating families extend this idea to a larger class
of Legendrian submanifolds by enlarging the domain of the function to the
trivial vector bundle M ×RN for some potentially large N and considering
the 1-jet over a “fiber-critical” submanifold of the domain. We will denote
the fiber coordinates on RN by e = (e1, . . . , eN ). In this paper, M will either
be Rn or a closed n-manifold. This subsection contains only core definitions
to set notation; for more information, see, for example, [32, 33, 34].
Given a function F : Mn×RN → R that is smooth and has 0 as a regular
value of ∂eF : M×RN → RN , define the fiber critical submanifold of F to be
the n-dimensional submanifold ΣF = (∂ηF )
−1(0) and define the immersion
jF : ΣF → J1M in local coordinates by:
jF (x, e) = (x, ∂xF (x, e), F (x, e)).
The image Λ of jF is an immersed Legendrian submanifold in J
1M and for
this setup we say that F is a generating family for Λ.
Definition 2.1. Two generating families Fi : M × RNi → R, i = 0, 1,
are said to be equivalent , denoted F0 ∼ F1, if they can be made equal
through applying fiber-preserving diffeomorphisms and stabilizations. These
operations are defined as follows:
• Given F : M × RN → R and a nondegenerate quadratic function
Q : RK → R, define F ⊕Q : M ×RN ×RK → R by F ⊕Q(x, e, e′) =
F (x, e) + Q(e′). Then we say F ⊕ Q is a stabilization of F (of
dimension K).
• For F : M × RN → R, a fiber-preserving diffeomorphism is a map
Φ : M × RN → M × RN such that Φ(x, e) = (x, φx(e)) where φx
is a smooth family of diffeomorphisms on RN . Then F ◦ Φ is said
to be obtained from F by precomposition with a fiber-preserving
diffeomorphism.
Given a generating family F , we use [F ] to denote the equivalence class of
F with respect to stabilization and fiber-preserving diffeomorphism.
Using the above definitions, it is not hard to show that if F : M×RN → R
is a generating family for a Legendrian Λ, then any F̂ ∈ [F ] will also be a
generating family for Λ. If a Legendrian submanifold has a generating family,
it will always have an infinite number of generating families, but the set of
equivalence classes may be finite. See the beginning of Subsection 3.4 for a
brief discussion of results on this topic.
Having a generating family to work with will allow us to use concepts from
Morse homology, as explained in the following section. As the domain of our
functions are non-compact, we impose the following “tameness” property on
our generating families:
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Definition 2.2. A function f : M ×RN → R is said to be linear-at-infinity
if f can be expressed as
f(x, e) = f c(x, e) +A(e),
for a function f c : M×RN → R with compact support and a non-zero linear
function A : RN → R.
Remark 2.3. As M is a closed manifold or Rn, we may assume that the
compact set in Definition 2.2 is of the form KM × KE ⊂ M × RN where
KM = M if M is closed or KM and KE are compact Euclidean subsets.
The linear-at-infinity condition is useful for studying compact Legendrians
when M = Rn, such as in [13, 21]. The definition of linear-at-infinity is not
preserved under stabilization of the generating family. However, we have:
Lemma 2.4 ([30]). If F is a stabilization of a linear-at-infinity generating
family, then F is equivalent to a linear-at-infinity generating family.
2.3. Smooth Manifolds with Corners. Many proofs of theorems in the
Section 5 use differential topology applied to smooth manifolds with corners,
which we review in this section.
Definition 2.5. A smooth manifold with corners of dimension n ∈ N is
a second-countable, Hausdorff space X equipped with a maximal atlas of
charts {φ : X ⊃ U → V ⊂ [0,∞)n} whose transition maps are smooth. The
`-stratum X` is the set of points x ∈ X such that φ(x) has ` components
equal to 0.
Lemma 2.6. If X and Y are smooth manifolds with corners of dimensions
m1 and m2, respectively, then X × Y is a smooth manifold with corners of
dimension m1 +m2 and
(X × Y )i =
⊔
j+k=i
Xj × Yk.
There is a natural way to understand smooth maps and derivatives on
manifolds with corners. For our purposes, understanding maps from a
smooth manifold with corners to a smooth manifold without boundary or
corners will suffice. Consider a smooth map f : U ⊂ [0,∞)n → R` for some
n, `. If u ∈ U has no coordinates equal to 0, then dfu is our usual notion
of derivative. However, if u has some 0 coordinates, the smoothness of f
implies that we may extend f to a smooth map f˜ on a neighborhood of u
in Rn. We define dfu to be the usual derivative df˜u : Rn → R`. This will
not depend on local extension of f .
With this observation, given a manifold with corners X, we may define the
tangent space TxX at x ∈ X to be the image of the derivative of any local
parametrization about x. Given a map defined on a manifold with corners
X, let ∂if : Xi → Y denoted the restriction of f to the stratum Xi. Then
TxXi is a linear subspace of TxX of codimension i and d(∂if)x = dfx|TxXi .
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We will make use of the following natural extension of classic differential
topology theorems of manifolds with boundary to manifolds with corners.
We must impose extra transversality conditions on the strata to achieve
these results.
The following is a known result (see, for example, [27]).
Theorem 2.7. Let f be a smooth map of a manifold X with corners onto
a boundaryless manifold Y , and suppose f : X → Y and ∂if : Xi → Y
are transversal to a boundaryless submanifold Z ⊂ Y for all strata Xi of
X. Then the preimage f−1(Z) is a manifold with corners with i-stratum
f−1(Z)i = f−1(Z) ∩ Xi and the codimension of f−1(Z) in X equals the
codimension of Z in Y .
The following is a generalization of the Transversality Theorem for mani-
folds with boundary (see, for example Section 2.3 in [16]) to manifolds with
corners.
Theorem 2.8. Suppose F : X × S → Y is a a smooth map, where X is a
manifold with corners and S and Y are boundaryless manifolds. Let Z be a
boundaryless submanifold of Y . Suppose F : X × S → Y is transversal to Z
and ∂iF : Xi×S → Y is transversal to Z for all i-strata Xi of X. Then for
almost every s ∈ S, fs and ∂ifs are transversal to Z for each i-stratum Xi,
where fs(x) = F (x, s) and ∂ifs = fs|Xi.
3. A Flow Line Approach to Generating Family Cohomology
In this section we use gradient flow lines of a certain function (called a
difference function and defined below in Equation (3.1)) associated to a gen-
erating family in order to define generating family cohomological invariants
of Legendrians. This setup differs from past formulations of (co)homology
for generating families defined using the singular (co)homology of sublevel
sets as in [13, 21, 33], for example.
3.1. Setup of GH∗(F ). Given a generating family F : M × RN → R for a
Legendrian Λ ⊂ J1M , the difference function of F , w : M×RN ×RN → R,
is defined by:
(3.1) w(x, e, e′) = F (x, e)− F (x, e′).
The difference function is important because its critical points contain
information about the Reeb chords of Λ (with respect to the standard contact
form on J1M), which for our purposes are segments γ : [a, b] → J1M
parallel to the positive z-axis whose endpoints are on Λ. For the following
proposition, let `(γ) > 0 be the length of the Reeb chord γ, as measured
along the z-axis.
Proposition 3.1 ([13, 29]). The difference function w has two types of
critical points:
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(1) For each Reeb chord γ of Λ, there exist exactly two critical points
(x, e, e′) and (x, e′, e) of w with nonzero critical values ±`(γ).
(2) The set
{(x, e, e) | (x, e) ∈ ΣF }
is a critical submanifold of w and has critical value 0.
For generic F , these critical points and submanifold are nondegenerate, and
the critical submanifold is of index N .
In this paper, we will work with the critical points of w of Type (1) that
have positive critical value.
Definition 3.2. Given F : M ×RN → R and associated difference function
w : M × RN × RN → R, let Crit+(w) be the set of critical points of w with
positive critical value. Then define C (F ) := 〈Crit+(w)〉Z2 to be the vector
space generated over Z2 by elements in Crit+(w). Equip C (F ) with the
following grading on generators:
|p| = indw(p)−N.
Remark 3.3. The shift in index occurs so that the groups are invariant when
F undergoes a stabilization operation. Note that some previous formulations
of GH∗(F ) use a shift of N + 1 rather than N to produce an isomorphism
with linearized contact homology; see [13]. We use a shift of N , however, to
guarantee that our product map has the standard degree.
The positive-valued critical points, and in fact all critical points of w, are
contained in a compact subset of M × R2N .
Lemma 3.4. Suppose that F : M×RN → R is a linear-at-infinity generating
family that agrees with a non-zero linear function outside KM × KE, for
compact sets KM ⊂ M and KE ⊂ RN as in Remark 2.3. Then every
critical point of the associated difference function w : M ×RN ×RN → R is
contained in KM ×KE ×KE.
Proof. First consider the critical points of w. By assumption
F (x, e) = F c(x, e) +A(e),
where F c = 0 if x /∈ KM or x /∈ KE , and A is a nonzero linear function.
Thus we see that for all (x, e1, e2) ∈M × RN × RN ,
w(x, e1, e2) = F
c(x, e1)− F c(x, e2) +A(e1)−A(e2).
We want to show that if (x, e1, e2) is a critical point of w, then x ∈ KM ,
e1 ∈ KE , and e2 ∈ KE . Suppose for a contradiction that x /∈ KM . Then we
see that w(x, e1, e2) agrees with the linear function A(e1)−A(e2), and thus
(x, e1, e2) cannot be a critical point. If e1 /∈ KE , w(x, e1, e2) = −F0(x, e2) +
A(e1)−A(e2), and thus the ∂w∂e1 (x, e1, e2) 6= 0, showing that (x, e1, e2) is not
critical for w. A similar argument shows that if e2 /∈ KE , ∂w∂e2 (x, e1, e2) 6= 0.
Thus if (x, e1, e2) is critical for w, then x ∈ KM , e1 ∈ KE , and e2 ∈ KE . 
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Just as the condition that F is linear-at-infinity is not preserved under
stabilization of F , if F is a linear-at-infinity generating family, then the
associated difference function w is no longer linear-at-infinity. However, we
have:
Lemma 3.5 ([13]). If F is a linear-at-infinity generating family, then the
associated difference function w is equivalent to a linear-at-infinity function.
Since Reeb chords of a Legendrian with a generating family F are in
bijection with positive-valued critical points of the difference function w of
F , the idea behind generating family cohomology is to study the Morse
cohomology of the set {w > 0}. To do this, we first equip the domain of the
w with a Riemannian metric.
Definition 3.6. Let F : M × RN → R be a linear-at-infinity generating
family that agrees with a non-zero linear function outside KM × KE , for
compact sets KM ⊂ M and KE ⊂ RN as in Remark 2.3. Let F have
difference function w : M × RN × RN → R. Let the set of compatible
metrics, GF , denote the set of Riemannian metrics gw on M ×RN ×RN so
that for all p ∈ Crit+w, there is a neighborhood U of p and a parametrization
φ : Bind p ×B(n+2N)−ind p → U with φ(0) = p such that
(1) φ∗w = w(p) + 12(x
2
1 + · · ·+x2(n+2N)−ind p)− 12(x2(n+2N)−ind p+1 + · · ·+
x2n+2N ),
(2) φ∗gw = dx1 ⊗ dx1 + · · ·+ dxn+2N ⊗ dxn+2N .
In addition, metrics in GF will satisfy
(3) Outside KM ×KE ×KE , gw is the standard Euclidean metric, and
(4) For every pair of critical points p, q ∈ Crit+w, the unstable and
stable manifolds of p and q have a transverse intersection.
Remark 3.7. (1) Conditions (1), (2), and (3) are standard Morse theo-
retic conditions so that we may understand gradient flow near critical
points and outside the compact set. In particular, these assumptions
allow us to use results of [35] in Section 5. While condition (2) is
not generic, the gradient flow of a pair satisfying conditions (1), (3),
and (4) is topologically conjugate to one satisfying all four; see [35,
Remark 3.6] or [12].
(2) It is possible to find metrics satisfying (1) - (4). Start with a metric
satisfying (1) - (3) and then perform L2-small perturbations of the
metric on annuli around critical points to get the additional Smale
condition (4), see [2].
To compute cohomology groups on this graded vector space, we will equip
C (F ) with a codifferential δ : C∗(F ) → C∗+1(F ) defined by a count of
isolated gradient flow lines, modulo reparametrization in time.
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In particular, if p, q ∈ C (F ) and g ∈ GF , let
M(p, q) :=(
{γ : R→M × RN × RN | γ˙ = ∇gw, lim
t→−∞ γ(t) = p, limt→∞ γ(t) = q}
)
/R,
where R denotes the action of translation in the t variable.
Theorem 3.8. M(p, q) is a smooth manifold of dimension |q| − |p| − 1.
Theorem 3.8 follows from the natural identification
M(p, q) ∼= W−p (w) ∩W+q (w) ∩ w−1(c),
for c ∈ R a regular value in (w(p), w(q)). The Morse-Smale assumption
(Condition 4 in Definition 3.6) guarantees that this is a smooth manifold of
the above dimension.
Definition 3.9. Define the map δ : C∗(F )→ C∗+1(F ) by
δ(p) =
∑
q∈C|p|+1(F )
#Z2M(p, q) · q.
Remark 3.10. The map δ is well defined: while C (F ) is generated by only
positive-valued critical points of w, δ counts flow lines of the positive gradient
flow, so w will increase in value along trajectories.
In fact, δ is a codifferential:
Lemma 3.11. The map δ : C∗(F )→ C∗+1(F ) satisfies δ2 = 0.
Proof. Given our taming condition of requiring F to be linear-at-infinity, the
relevant flow lines are contained in a compact set; see Lemma 3.4 and note
that outside this compact set, the gradient flow is partially constant. Thus,
the above is shown by the standard argument for functions with a compact
domain– IfM(p, q) is a 1-dimensional manifold, it may be compactified with
the addition of once-broken flow-lines, which make up its boundary. As the
boundary of a 1-dimensional manifold contains an even number of points,
the result follows. For more details, see, for example, [31]. 
Definition 3.12. The generating family cohomology GH∗(F ) of the gener-
ating family F is defined to be:
GH∗(F ) = H∗(C (F ), δ).
Remark 3.13. Note that we built the usual grading shift into the definition
of the index of C (F ) rather than into the definition of the cohomology as
was done in past papers on GH∗(F ), such as in [13, 21, 33].
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3.2. Independence of GH∗(F ) with respect to metric choice. Crucial
to the above construction of GH∗(F ) is the metric g ∈ GF used to produce
a gradient flow of w. In this subsection, we show that GH∗(F ) is indepen-
dent of the metric used in its construction. While different metrics affect
the codifferential δ of GH∗(F ), a continuation argument shows that the co-
homology is invariant up to isomorphism under generic change of metric.
Continuation arguments will be used multiple times in this paper, so we
provide a detailed exposition for the following proposition:
Proposition 3.14. Up to isomorphism, GH∗(F ) does not depend on the
metric g ∈ GF used in the construction.
Proof. To show that GH∗(F ) does not depend on the metric, we use the
idea of Floer homology’s continuation maps from [11], [20]; see also [19] for
an informal exposition. This technique will be used multiple times to show
different notions of invariance; as this is the first use, we will provide the
details here for later reference.
The strategy of the proof is to define a continuation cochain map ΦΓ from
a path of functions and metrics Γ (Lemma 3.15). Given a homotopy between
two such paths Γ and Γ̂, we construct a chain homotopy K between the two
continuation maps of the two paths in Lemma 3.16. We then show that
in Lemma 3.17 that the continuation map of the concatenation of any two
paths ΦΓ2∗Γ1 is chain homotopic to the composition of the two continuation
maps from the paths ΦΓ2 ◦ ΦΓ1 . Last, we show that the continuation map
of a constant path of a Morse-Smale pair is the identity map (Lemma 3.18).
With all of these pieces, suppose that we have an arbitrary admissible path of
functions and metrics. Concatenating the path with its reverse is homotopic
to the constant path, showing that the continuation map is an isomorphism
on cohomology.
To construct a continuation map, we use a path Γ = {(wt, gt) | t ∈ [0, 1]}
of difference functions and metrics. For this proof, we may set wt = w for all
t ∈ [0, 1]. Given two metrics g0, g1 ∈ GF , construct a path gt in the space of
Riemannian metrics on M×R2N that are standard outside KM ×KE×KE .
This space is contractible because we can use a straight-line homotopy of
the metrics on the non-standard part to contract to any given metric in this
set.
Given Γ, we construct a continuation map which we will denote by ΦΓ,
with
ΦΓ : C
∗(F 0)→ C∗(F 1),
where (in this case) F 0 = F 1 = F , the generating family that produced w.
Given  > 0 such that

4
< ρ, where ρ is the least positive critical value of w,
the continuation maps count isolated gradient flow lines of the vector field
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∇GW on (M × R2N )× I with
W (p, t) = wt(p) + 
(
(1/2)t2 − (1/4)t4)
G(p,t) = g
t
p + dt
2.
(3.2)
We say that the path Γ is admissible if the unstable and stable manifolds
of ∇GW intersect transversely. Note that this does not mean that each
(wt, gt) is Morse-Smale.
This vector field has the following property: when projected to I, there’s
a critical point of index 0 at t = 0 and one of index 1 at t = 1 with none in
between. The vector field flows smoothly from 0 to 1. Let Critk+(W ) denote
the set of critical points of W with critical value greater than

4
. Then we
have that
Critk+(W ) = Crit
k
+(w
0)× {0}
⋃
Critk−1+ (w
1)× {1},
where the superscript denotes the Morse index.
For p ∈ Crit+(w0) and q ∈ Crit+(w1), consider the spaceMΓ((p, 0), (q, 1))
of flow lines of ∇GW from (p, 0) to (q, 1), modulo reparametrization. If Γ is
admissible, usual Morse theoretic arguments will show thatMΓ((p, 0), (q, 1))
is a manifold of dimension indW (q, 1) − indW (p, 0) − 1 = indw1(q) + 1 −
indw0(p) + 1 = indw1(q)− indw0(p).
Thus, we can define the map ΦΓ on generators in C
∗(F 0) by
ΦΓ(p) =
∑
q∈C|p|(F 1)
#Z2MΓ((p, 0), (q, 1)) · q.
We wish to show that the continuation map ΦΓ gives an isomorphism on
GH∗(F ). To show this, we must prove that ΦΓ is a cochain map, that a
homotopy of Γ induces a chain homotopy, that concatenating paths gives a
chain homotopy, and that the constant path gives the identity. These facts
together show that our continuation map will induce an isomorphism on
cohomology [20].
Lemma 3.15. For the path Γ, ΦΓ is a cochain map, i.e., the following
diagram commutes:
Ck(F 0) Ck(F 1)
Ck+1(F 0) Ck+1(F 1)
ΦΓ
δ0 δ1
ΦΓ
Thus, ΦΓ descends to cohomology.
Proof. Consider a 1-dimensional moduli spaceMΓ((p, 0), (q, 1)) of flow lines
along the vector field ∇GW defined above (3.2) for (p, 0) ∈ Crit+(W )
to (q, 1) ∈ Crit+(W ). Since this space is one-dimensional, we have that
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indW (q, 1) − indW (p, 0) = 2, i.e., indw(q) − indw(p) = 1. If Γ is ad-
missible, the usual Morse Theory compactification argument implies that
MΓ((p, 0), (q, 1)) has a compactification to a compact 1-manifold with bound-
ary consisting of once-broken flow lines. Since these flow lines may only
break at t = 0 or t = 1, we have the following expression for the boundary:
∂MΓ((p, 0), (q, 1)) =
⋃
q′∈Critind(p)+ (w1)
MΓ((p, 0), (q′, 1))×MΓ((q′, 1), (q, 1))
∪
⋃
p′∈Critind(p)+1+ (w0)
MΓ((p, 0), (p′, 0))×MΓ((p′, 0), (q, 1)).
Thus,
0 =
∑
q′∈Critind(p)+ (w1)
#Z2MΓ((p, 0), (q′, 1)) ·#Z2MΓ((q′, 1), (q, 1))
+
∑
p′∈Critind(p)+1+ (w0)
#Z2MΓ((p, 0), (p′, 0)) ·#Z2MΓ((p′, 0), (q, 1))
The dynamics of ∇GW imply that flows between critical points at fixed time
t = 0 or t = 1 are completely contained in M × R2N × {t}. Thus, we have
the following natural identifications of the following manifolds:
MΓ((q′, 1), (q, 1)) =Mw1(q′, q)
MΓ((p, 0), (p′, 0)) =Mw0(p, p′).
So we have that
0 =
∑
q′∈Critind(p)+ (w1)
#Z2MΓ((p, 0), (q′, 1)) ·#Z2Mw1(q′, q)
+
∑
p′∈Critind(p)+1+ (w0)
#Z2Mw0(p, p′) ·#Z2MΓ((p′, 0), (q, 1)).
The result that 0 = δ1 ◦ ΦΓ + ΦΓ ◦ δ0 follows. 
The construction so far relied heavily on the path Γ and it is necessary to
show that Φ∗Γ, the induced map on cohomology, does not depend on the path
chosen in a given homotopy class of paths. For the current proof we will take
a homotopy of the path of metrics on M × R2N that are standard outside
KM ×KE ×KE . Since this space is contractible, the induced isomorphism
will be canonical, showing that GH∗(F ) is independent of the metric chosen
in the construction.
Choose another path (ĝt) with g0 = ĝ0 and g1 = ĝ1 (i.e., change the path
but not the endpoints), and suppose there is a generic homotopy between
these two paths. We wish to say that the corresponding continuation maps
are chain homotopic (see Figure 2).
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· · · Ck−1(F 0) Ck(F 0) Ck+1(F 0) · · ·
· · · Ck−1(F 1) Ck(F 1) Ck+1(F 1) · · ·
δ0 δ0
Kk−1
ΦΓΦΓ̂
δ0
Kk
ΦΓΦΓ̂
δ0
Kk+1
ΦΓΦΓ̂
δ1 δ1 δ1 δ1
Figure 2. A chain homotopy K between ΦΓ and ΦΓ̂ is a
sequence of maps that makes the above diagram commute.
Lemma 3.16. Given admissible paths Γ and Γ̂ from (w0, g0) to (w1, g1), a
fixed endpoint homotopy from the path Γ to Γ̂ induces a chain homotopy
K : C∗(F 0)→ C∗−1(F 1)
between the maps ΦΓ and ΦΓ̂; see Figure 2.
Proof. The image of the path homotopy between Γ and Γ̂ traces out the
shape of a digon D, a smooth two-dimensional manifold with corners con-
sisting of two vertices, two edges in between them, and one face. The ver-
tices correspond to fixed endpoints of the paths in the homotopy while the
edges correspond to the two homotopic paths. For every d ∈ D, the homo-
topy gives a pair (wd, gd), where, in this case, wd = w and gd is a metric
on M × R2N that is standard outside the nonlinear-support compact set
KM ×KE ×KE .
Let h be a metric on D such that the edges of D have length one. Let
f : D → R be a nonnegative function on the digon that has an index 0
critical point at one vertex d0 with critical value 0, an index 2 critical point
at the other vertex d1 with critical value

4
for  > 0 as in the equation
(3.2) of ∇GW , and no other critical points. Lastly suppose ∇hf is tan-
gent to the edges of the digon and agrees with the standard gradient of

(
(1/2)t2 − (1/4)t4) on each edge.
To get a chain homotopy, we will consider certain flow lines of the function
WD : (M × R2N )×D → R and metric GD defined by
WD(p, d) = wd(p) + f(d)
GD(p,d) = g
d
p + hd
Denote the critical points of WD with critical value greater than

4
by
Crit+(W
D). Since the only critical points of the digon occur at the vertices
d0 and d1,
Critk+(W
D) = Critk+(w
0)× {d0}
⋃
Critk−2+ (w
1)× {d1}.
The homotopy is admissible if the stable and unstable manifolds of∇GDWD
have a transverse intersection. Given an admissible homotopy, the space
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MD((p, d0), (q, d1)) of gradient flow lines modulo reparametrization is a
manifold of dimension
indWD(q, 1)−indWD(p, 0)−1 = indw1(q)+2−indw0(p)+1 = indw1(q)−indw0(p)+1.
Thus, we may define a map KD : C
∗(F 0)→ C∗−1(F 1) by
KD(p) =
∑
q∈C|p|−1(F 1)
#Z2MD((p, d0), (q, d1)) · q.
To show that KD gives a chain homotopy between ΦΓ and ΦΓ̂, we use
the usual argument that ifMD((p, 0), (q, 1)) is one-dimensional, then it has
a compactification to a compact one-dimensional manifold with boundary.
The boundary contains the usual once-broken flow lines and has additional
flow lines from the boundary of the digon, ∂D.
∂MD((p, 0), (q, 1)) =
⋃
q′∈Critind(p)−1+ (w1)
M((p, 0), (q′, 1))×M((q′, 1), (q, 1))
∪
⋃
p′∈Critind(p)+1+ (w0)
M((p, 0), (p′, 0))×M((p′, 0), (q, 1))
∪MΓ((p, 0), (q, 1)) ∪ MΓ̂((p, 0), (q, 1))
Thus, Kδ0 + δ1K = ΦΓ − ΦΓ̂. 
Lemma 3.17. Given admissible paths Γ1,Γ2 with Γ1(1) = Γ2(0), there is a
concatenation chain homotopy between ΦΓ2 ◦ ΦΓ1 and ΦΓ2∗Γ1.
Proof. This proof is similar to the proof of Lemma 3.16. An admissible
homotopy between Γ1 followed by Γ2 with their concatenation Γ2 ∗ Γ1 may
be represented by a triangle T with vertices ri representing the pair (w
i, gi)
for i ∈ {0, 1, 2}. For every r ∈ T , this homotopy gives a pair (wr, gr) with
wr = w and gr a metric that is standard outside KM ×KE ×KE .
Equip T with a metric h that gives each edge of T length one. Let
f : T → R be a nonnegative function with an index i critical point at vertex
ri with critical value i

4
and no other critical points. Lastly suppose ∇hf is
tangent to the edges of the triangle and agrees with the standard gradient
of 
(
(1/2)t2 − (1/4)t4) on each edge.
The remainder of the proof follows as in Lemma 3.16 by analyzing spaces
of flow lines from (p, r0) to (q, r2) for p ∈ Crit+(w0) and q ∈ Crit+(w2). 
Lastly, since concatenating a path with its reverse is homotopic to the
constant path, we need:
Lemma 3.18. Given a constant path Γ = (wt, gt) with wt = w and gt =
g ∈ GF for t ∈ [0, 1], ΦΓ = idC(F ).
Proof. The fact that every point of Γ is a Morse-Smale pair makes this case
different than just fixing the path of functions. Given p ∈ Crit+(w), we
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claim there is an isolated flow line from (p, 0) to (p, 1) along ∇GW , for W,G
as in 3.2. In fact, for all t ∈ [0, 1],
∇GW (p, t) =
(
0,∇ ( ((1/2)t2 − (1/4)t4))) ,
and the result follows. 
Thus, through the logic outlined at the beginning of this subsection, we
have:
Proposition 3.19. For an admissible path Γ, the map ΦΓ induces an iso-
morphism GH∗(F 0)→ GH∗(F 1).

3.3. Invariance of GH∗(F ) with respect to stabilization and fiber-
preserving diffeomorphism. We show that the generating family (co)homology
descends to equivalence classes of generating families, as defined in Subsec-
tion 2.2.
Proposition 3.20. If F0 ∼ F1, then GH∗(F0) ' GH∗(F1).
This follows from Lemmas 3.21 and 3.22.
Lemma 3.21. If F : M × RN → R is altered by a positive or negative
stabilization resulting in F̂ : M × RN × R→ R then GH∗(F̂ ) ∼= GH∗(F ).
Proof. Given a generating family F : M ×RN → R, define F± : M ×RN ×
R→ R where F±(x, e, e′) = F (x, e)± (e′)2. It suffices to show GH∗(F±) ∼=
GH∗(F ).
We will denote and express the difference functions from F± by
w± : M × RN × R× RN × R→ R
(x, e1, e
′
1, e2, e
′
2) 7→ F±(x, e1, e′1)− F±(x, e2, e′2)
= F (x, e1)± (e′1)2 − F (x, e2)∓ (e′2)2
Given p = (x, e1, e2) ∈ Crit+(w) there is a corresponding critical point
p′ = (x, e1, 0, e2, 0) ∈ Crit+(w±) with the same critical value and indw±(p′) =
indw(p) + 1. This gives a bijection between the generators of C (F ) and
C(F±) and this bijection preserves grading: |p′| = indw±(p′) − (N + 1) =
indw(p) − N = |p|. This is precisely why the grading on C (F ) depends on
the dimension of the fiber of F .
We claim that there is also a correspondence of gradient flow lines, but
to show this we must choose a metric from GF± . We claim that, if g ∈ GF ,
then g′ = g + g0 ∈ GF± , where g0 is the standard Euclidean metric on the
two extra R coordinates of M×R2(N+1). The only condition from Definition
3.6 that is not immediate is the Smale condition (4).
To check the Smale condition for (w±, g′), we first show that the gradient
flow of this pair splits. We may write the stabilized difference function as
w±(x, e1, e′1, e2, e
′
2) = w(x, e1, e2)±Q±(e′1, e′2),
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for Q± : R2 → R given by Q±(e′1, e′2) = ±(e′1)2 ∓ (e′2)2, so
d(w±)(x,e1,e′1,e2,e′2) = dw(x,e1,e2) + dQ
±
(e′1,e
′
2)
.
We then claim that ∇g′w± = (∇gw,∇g0Q±); the details of a similar proof
may be found in Lemma 4.8. In particular, the unstable and stable manifolds
split, and since g ∈ GF , this reduces to checking the Smale condition for
(Q±, g0). But the only critical point of Q± is 0 = (0, 0), and the only point
in T0W
−
0 (Q
±) ∩ T0W+0 (Q±) is 0, and the result holds; see Prop 4.9 for a
similar argument with more details.
To show that GH∗(F ) ∼= GH∗(F±), we show that, with the metric
chosen, M(p, q) ∼= M(p′, q′), where p′, q′ ∈ Crit+(w±) are the images of
p, q ∈ Crit+(w) under the bijection described earlier in this proof. Since we
showed in the previous subsection that the construction of GH∗(F±) does
not depend on the metric chosen from GF± , the result will follow. In fact,
since M(p′, q′) ∼=
(
W−p′ (w
±) ∩W+q′ (w±)
)
/R, the fact that T0W−0 (Q±) ∩
T0W
+
0 (Q
±) = {(0, 0)} gives a diffeomorphism. 
Lemma 3.22. If F : M × RN → R is altered by fiber-preserving diffeo-
morphism that is an isometry outside KM × KE × KE resulting in F̂ :
M × RN × R→ R then GH∗(F̂ ) ∼= GH∗(F ).
This result will follow from:
Lemma 3.23. Suppose g is a Riemannian metric on X, f : X → R and
Φ : X → X̂ is a diffeomorphism. If V is the gradient vector field of f with
respect to g, then Φ∗V is the gradient vector field of (Φ−1)∗f with respect to
the pullback metric (Φ−1)∗g.
Proof. Given that the vector field V is such that for all x ∈ X, gx(Vx, u) =
dfx(u) for all u ∈ TxX, we wish to show that the vector field Φ∗V satisfies
((Φ−1)∗g)x̂((Φ∗V )x̂, û) = d(f ◦ Φ−1)x̂(û) for all x̂ ∈ X̂ and û ∈ Tx̂X̂.
Let x̂ ∈ X̂ and û ∈ Tx̂X̂. Since Φ is a diffeomorphism, x̂ = Φ(x) for some
x ∈ X and Φ∗ gives an isomorphism between TxX and Tx̂X̂, so û = Φ∗u for
some u ∈ TxX. Thus
((Φ−1)∗g)x̂((Φ∗V )x̂, û)
= ((Φ−1)∗g)Φ(x)((Φ∗V )Φ(x),Φ∗u)
= gx(Φ
−1
∗ ((Φ∗V )x),Φ
−1
∗ (Φ∗u))
= gx(Vx, u) = dfx(u)
= dfx ◦ dΦ−1Φ(x)(Φ∗u)
= d(f ◦ Φ−1)Φ(x)(Φ∗u)
= d(f ◦ Φ−1)Φ(x)(û),
as desired. 
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Lemma 3.23 will give bijections of trajectories on the chain level that
shows GH∗(F ) = GH∗(F̂ ) as long as (Φ−1)∗g ∈ G
F̂
. Since Φ is an isometry
outside KM × KE × KE , if g is Euclidean outside this set, so is (Φ−1)∗g.
Lemma 3.23 induces a diffeomorphism between the stable and unstable man-
ifolds from the flows of before and after the fiber-preserving diffeomorphism,
and the Smale condition holds.
3.4. GH∗(F ) as a Legendrian Invariant. For a given Legendrian sub-
manifold Λ ⊂ J1M , consider the following set:
F lin(Λ) := {F | F is a linear-at-infinity generating family for Λ}.
As we have shown in the previous section, GH∗(F ) is invariant under stabi-
lization and fiber-preserving diffeomorphism, and so our interest of invari-
ance is over equivalence classes in F lin(Λ). In general, the set F lin(Λ) is not
well understood, though see [5, 13, 17] for some results. As one example,
when Λ is a Legendrian unknot with maximal Thurston-Bennequin invariant
in R3 equipped with the standard contact structure, all elements of F lin(Λ)
are equivalent; see [21]. Note that in [21], the focus was on generating fam-
ilies that are linear-quadratic-at-infinity. As in Lemma 3.5 and Lemma 2.4
linear-quadratic-at-infinity functions are equivalent to linear-at-infinity ones.
Before forming an invariant of a Legendrian submanifold Λ using a gen-
erating family, it is necessary to first know that the existence of a linear-at-
infinity generating family persists as Λ undergoes a Legendrian isotopy. The
following proposition can be shown using Chekanov’s “composition formula”
[3]; see, for example, [21].
Proposition 3.24 (Persistence of Generating Families). For M compact,
let Λt ⊂ J1M be an isotopy of Legendrian submanifolds for t ∈ [0, 1]. If Λ0
has a linear-at-infinity generating family F , then Λt lifts to a smooth path
F t : M × RN → R where F t is a generating family for Λt, F 0 is obtained
from F by stabilization, and F t = F 0 outside a compact set.
Remark 3.25. This paper also considers generating families for compact
Legendrians in J1Rn. The Persistence Proposition still holds since these
Legendrians can be thought of as living in J1Sn, and the linear-at-infinity
condition allows generating families for such Legendrians to be defined on
the domain Sn × RN .
Proposition 3.26. If Λt ⊂ J1M is an isotopy of Legendrian submanifolds
for t ∈ [0, 1], then for the path F t ∈ F lin(Λ) as in Proposition 3.24 there
exists an isomorphism Φ∗ : GH∗(F 0)→ GH∗(F 1).
Proof. These isomorphisms may be constructed using a continuation argu-
ment as in Proposition 3.14. Given a contact isotopy and generating family,
let F t : M × RN → R be a smooth path of generating families as in Propo-
sition 3.24. Given g0 ∈ GF 0 and g1 ∈ GF 1 , construct a path of metrics gt
for t ∈ [0, 1] on M × R2N so that gt is standard outside the nonlinear sup-
port compact set KtM × KtE × KtE . These sets vary smoothly due to the
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smoothness of the path F t. The rest of the proof proceeds as in Proposition
3.14. 
The above proof gives an isomorphism between GH∗(F 0) and GH∗(F 1)
that arise as a lifted path of generating families from a Legendrian isotopy.
This isomorphism is independent for paths in the homotopy class of the given
path F t, but given any two generating families of isotopic Legendrians, there
need not be a path between them1.
In other words, since we might not have that all elements in F lin(Λ) are
equivalent, the generating family homology of a linear-at-infinity generating
family F is not itself an invariant of the corresponding Legendrian Λ. The
approach in Proposition 3.26 gives an alternate proof to the following:
Proposition 3.27 ([21, 33]). For a compact Legendrian submanifold Λ of
J1M , the set of generating family cohomology groups
GHk(Λ) = {GHk([F ]) | F ∈ F lin(Λ)},
is invariant under Legendrian isotopy.
4. Extended Difference Functions
As seen in the previous section, gradient flow lines from a single difference
function are used to construct generating family cohomology groups. To
form gradient flow trees from a generating family, we will need intersecting
gradient trajectories, so we use Sabloff’s idea of using multiple “extended
difference functions,” sketched by Henry and Rutherford in [18]. In this
section, we define these functions and corresponding metrics which will give
an identification of gradient flow lines of these spaces with those of the
original difference functions w.
Definition 4.1. Suppose F : M×RN → R is a generating family for Λ. Let
P3 = M × R3N . For each 1 ≤ i < j ≤ 3, the extended difference functions
wi,j;3 : P3 → R are defined as
wi,j;3(x, e1, e2, e3) = F (x, ei)− F (x, ej) +
{
Q(ek), k < i or k > j
−Q(ek), i < k < j
,
where Q : RN → R is a smooth function with exactly one nondegenerate
critical point 0Q of index 0 with critical value 0. We also require that,
outside a compact set, Q(ek) = e
2
k, where e
2
k := ‖ek‖2 = e2k1 + · · ·+ e2kN .
The set of positive-valued critical points of wi,j;3 will be denoted by
Crit+(wi,j;3) ⊂ P3.
Remark 4.2. (1) The number 3 in the notation of the extended difference
functions wi,j;3 is a bit superfluous at this stage, but it will be useful
in future work to have generalizable notation.
1See [28] for some results on homotopy spaces of generating families for Legendrian
submanifolds.
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(2) We may think of the extended functions as quadratically stabilized
difference functions, that is:
w1,2;3(x, e1, e2, e3) = F (x, e1)− F (x, e2) + e23,
w2,3;3(x, e1, e2, e3) = F (x, e2)− F (x, e3) + e21,
w1,3;3(x, e1, e2, e3) = F (x, e1)− F (x, e3)− e22.
Because of this, we might abuse notation and refer to 0Q as
0. We will see in Subsection 7.1 why the more general notion of
“quadratic” stabilization is necessary. In short, we wish for the ex-
tended difference functions to remain so after precomposing with a
fiber-preserving diffeomorphism. We will refer to the function Q as
“quadratic-like.”
(3) A similar development of generating family homology uses two Leg-
endrians Λi with generating families Fi : M × RNi → R for i =
1, 2 and difference function w : M × RN1 × RN2 → R defined by
w(x, e1, e2) = F1(x, e1) − F2(x, e2) whose critical points correspond
to Reeb chords between Λ1 and Λ2 (see, for example, [21]). Assum-
ing, after possibly stabilizing the generating families, that N1 = N2,
one can define similar extended difference functions and continue
this paper in that setting. This is analogous to the bilinearized Leg-
endrian contact homology of [1].
Even though we will be working with multiple functions, we will form
the product on C (F ) as in Definition 3.2. While the sets of positive-valued
critical points of the extended difference functions wi,j;3 are different, there
is a natural way to identify them each with positive-valued critical points of
the original difference function w.
Lemma 4.3. For 1 ≤ i < j ≤ 3, there are bijections:
ιi,j;3 : Crit+(w)→ Crit+(wi,j;3)
which preserve critical value. In addition, we have the following index rela-
tion:
(4.1) |p| = indw(p)−N = indwi,j;3 (ιi,j;3(p))− (j − i)N.
Proof. The bijections are defined as follows:
ι1,2;3 : Crit+(w)→ Crit+(w1,2;3),
(x, e, e′) 7→ (x, e, e′, 0Q)
ι2,3;3 : Crit+(w)→ Crit+(w2,3;3),
(x, e, e′) 7→ (x, 0Q, e, e′)
ι1,3;3 : Crit+(w)→ Crit+(w1,3;3),
(x, e, e′) 7→ (x, e, 0Q, e′),
(4.2)
If (x, e, e′) ∈ C`(F ) then (x, e, e′) ∈ Crit+w with Morse index `+N . From
the definition of the extended difference functions in Definition 4.1, we see
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immediately that ιi,j;3(x, e, e
′) ∈ Crit+wi,j;3. The index of ι1,2;3(x, e, e′) and
ι2,3;3(x, e, e
′) remains ` + N , while there are N extra subtracted quadratic
terms in the extended difference function w1,3;3 so ι1,3;3(x, e, e
′) has index
`+N +N = `+ 2N . Since we have added or subtracted terms of functions
with critical value 0, the critical values will not change. 
Remark 4.4. Since every critical point p of w of positive critical value will
correspond to a Reeb chord of the Legendrian Λ generated by F , the same
is true of critical points ιi,j;3(p) of wi,j;3. The positive critical value of a
critical point p (resp. ιi,j;3(p)) will be the length of the corresponding Reeb
chord. By an abuse of notation, we will often use p to denote both p and
ιi,j;3(p).
Definition 4.5. By Definition 2.2, if F : M × RN → R is a linear-at-
infinity generating family, then we may write F (x, e) = F c(x, e) + A(e)
where F c : M ×RN → R is compactly supported on KM ×KE ⊆M ×RN .
We assume that 0Q ∈ KE and that KE is convex; if not, enlarge the compact
set so that this is true. Similarly, we assume that Q is quadratic outside KE
(see Definition 4.1). We call the compact set
(4.3) K := KM ×KE ×KE ×KE ⊂ P3
the non-linear support of the extended difference functions wi,j;3.
Remark 4.6. Suppose that F : M×RN → R is a linear-at-infinity generating
family that agrees with a non-zero linear function outside KM × KE , for
compact sets KM ⊂ M and KE ⊂ RN . Then every critical point of an
extended difference function wi,j;3 : M×R3N → R is of the form (x, e1, e2, e3)
where x ∈ KM , ei, ej ∈ KE , and ek = 0Q for k 6= i, j. Thus, every point in
Crit+(wi,j;3) is contained in the set K; see Lemma 3.4.
Definition 4.7. Given Q : RN → R as in Definition 4.1, let GQ denote the
set of Riemannian metrics gQ on RN such that gQ is the standard Euclidean
metric outside KE and in a neighborhood of 0Q, the unique critical point of
Q.
Given gw ∈ GF and gQ ∈ GQ, we define the following three “split” metrics
gi,j;3 pointwise on P3:
(g1,2;3)(x,e1,e2,e3) = (gw)(x,e1,e2) + (gQ)e3
(g2,3;3)(x,e1,e2,e3) = (gw)(x,e2,e3) + (gQ)e1
(g1,3;3)(x,e1,e2,e3) = (gw)(x,e1,e3) + (gQ)e2 .
The metrics gi,j;3 from Definition 4.7 produce gradient vector fields of the
extended difference functions that we may express in terms of gradient vector
fields of the original difference function, w. To see this, first recall that the
extended difference functions are of the following form (see Definition 4.1):
wi,j;3(x, e1, e2, e3) = w(x, ei, ej)±Q(ek),
where k ∈ {1, 2, 3} is such that k 6= i, j.
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Fix a point p = (x, e1, e2, e3) ∈ P3. Then for any permutation of i, j, k ∈
{1, 2, 3} with i < j,
TpP3 = T(x,ei,ej)(M × RN × RN )× TekRN
and we have that
d(wi,j;3)p = dw(x,ei,ej) ± dQek .
Putting this all together, we have the following Lemma:
Lemma 4.8. Given gw ∈ GF and gQ ∈ GQ, let gi,j;3 as in Definition 4.7.
Then, up to a reordering of coordinates, we have the following split of gra-
dient vector fields:
∇gi,j;3wi,j;3 =
(∇gww,∇gQQ) .
Proof. Fix gw ∈ GF and gQ ∈ GQ. By definition, ∇wi,j;3 = ∇gi,j;3wi,j;3 is
the unique vector field so that for all p = (x, e1, e2, e3) ∈ P3, gp(∇wi,j;3, ·) =
d(wi,j;3)p(·) =
(
dw(x,ei,ej) + dQek
)
(·).
Let v = (vw, ve) ∈ TpP3 = T(x,ei,ej)(M × RN × RN )× TekRN . We check:
gp
(
(∇gww,∇gQQ), (vw, ve)
)
= (gw)(x,ei,ej)(∇w, vw) + (gQ)ek(∇Q, ve)
= dw(x,ei,ej)(vw) + dQek(ve)
= dp(wi,j;3)(vw, ve).
which, due to the uniqueness of gradient vector fields, implies the result. 
The preceding Lemma shows why we chose metrics as in Definition 4.7.
We must check, however, that such a choice of metric yields Morse-Smale
pairs.
Proposition 4.9. Given gw ∈ GF and gQ ∈ GQ, each (wi,j;3, gi,j;3) satisfies
the Smale condition on positive-valued critical points: for every pair of crit-
ical points p, q ∈ Crit+wi,j;3, the unstable and stable manifolds of p and q
have a transverse intersection.
Proof. Fix p = ιi,j;3(p
′) and q = ιi,j;3(q′) for p′, q′ ∈ C (F ), and suppose
a = (x, e1, e2, e3) ∈W−p (wi,j;3) ∩W+q (wi,j;3).
Lemma 4.8 implies that the flow Ψ of ∇gi,j;3wi,j;3 on P3 may be expressed
as Ψ = (Ψw,ΨQ), where Ψw is the flow of ∇gww and ΨQ is the flow of
∇gQQ. This implies that W−p (wi,j;3) = W−p′ (w)×W−0 (Q) and W+q (wi,j;3) =
W+q′ (w)×W+0 (Qi,j;3), where we use 0 to represent 0Q, the only critical point
of Q.
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Thus, we have that
TaW
−
p (wi,j;3) + TaW
+
q (wi,j;3)
= Ta(W
−
p′ (w)×W−0 (Q)) + Ta(W+q′ (w)×W+0 (Q))
=
(
T(x,ei,ej)W
−
p′ (w)× TekW−0 (Q)
)
+
(
T(x,ei,ej)W
+
q′ (w)× TekW+0 (Q)
)
=
(
T(x,ei,ej)W
−
p′ (w) + T(x,ei,ej)W
+
q′ (w)
)
× (TekW−0 (Q) + TekW+0 (Q))
= T(x,ei,ej)(M × RN × RN )×
(
TekW
−
0 (Q) + TekW
+
0 (Q)
)
,
where the first term in the final equivalence is our assumption that (w, g)
satisfies the Smale condition for points in Crit+(w). For the second term,
note that ek ∈ W−0 (Q) ∩W+0 (Q) implies that ek = 0Q. Since T0W−0 (Q) +
T0W
+
0 (Q) = T0RN = RN , we have that
TaW
−
p (wi,j;3) + TaW
+
q (wi,j;3) = T(x,ei,ej)(M × RN × RN )× TekRN = TaP3,
as desired. 
We can now define infinite trajectory spaces of the extended difference
functions.
Definition 4.10. For p−, p+ ∈ Crit+(w), the unbroken infinite Morse tra-
jectory space between p− and p+ is
Mi,j;3(p−, p+) := {γ : (−∞,∞)→ P3 | γ˙ = ∇gi,j;3wi,j;3,
lim
t→−∞ γ(t) = ιi,j,3(p−), limt→∞ γ(t) = ιi,j,3(p+)}/R,
where /R denotes quotienting by the action of R that takes γ(t) to γ(t+ a)
for a ∈ R.
Given the correspondence of the (positive-valued) critical points of w and
the extended difference functions wi,j;3, we would like there to also be a
correspondence of gradient flow lines. This is where we see the benefit of
choosing our metrics gi,j;3 to be “split” as in Definition 4.7.
Proposition 4.11. For appropriate choice of metrics, there are bijections
M(p, q)↔Mi,j;3(p, q)
for each 1 ≤ i < j ≤ 3.
Proof. Express γ : R→M×RN×RN ∈M(p, q) as γ(t) = (a(t), b1(t), b2(t))
for a : R→M and b1, b2 : R→ RN . Define paths γi,j;3 : R→ P3 by
γ1,2;3(t) = (a(t), b1(t), b2(t), 0Q)
γ2,3;3(t) = (a(t), 0Q, b1(t), b2(t))
γ1,3;3(t) = (a(t), b1(t), 0Q, b2(t)) .
We claim that γi,j;3 ∈ Mi,j;3(p, q) and that this identification defines a
bijection (that is, up to reparametrization, all trajectories inMi,j;3(p, q) are
of this form).
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Lemma 4.8 implies that gradient trajectories of wi,j;3 may be written in
terms of a gradient trajectory of w and one of Q : RN → R. Since 0Q is the
only critical point of Q, the constant trajectory at 0Q is its only gradient
trajectory. 
5. Moduli Space of Gradient Flow Trees
We will study positive gradient flow lines of the extended difference func-
tions wi,j;3 with respect to metrics as in Definition 4.7. Gradient flow lines
are well-studied objects in Morse Theory, and we will work with moduli
spaces of intersecting flow lines, which we will refer to as gradient flow trees.
Understanding the structure of these spaces will play an integral role in
defining our product.
In particular, to define products with correct properties, we will need
to show that our moduli spaces are smooth manifolds with certain com-
pactification properties. We consider gradient flow trees consisting of three
half-infinite gradient trajectories, one from each extended difference func-
tion, that limit to critical points at their infinite ends and intersect at their
finite ends. To achieve transversality of this intersection, we consider trees
that “almost” intersect at their finite ends, up to a small fixed vector at
each finite end.
∇w1,2;3
∇w2,3;3
∇w1,3;3
p1 p2
p0
Figure 3. A gradient flow tree with three intersecting half-
infinite trajectories.
To define the space of flow trees, we use results from Wehrheim [35]
in which spaces of broken, half-infinite gradient trajectories of a Morse-
Smale pair (f, g) are equipped with a metric space structure and shown
to be smooth manifolds with corners. In Wehrheim’s setup, f is a Morse
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function on closed manifold. Our setup differs in that our functions are
Morse-Bott rather than Morse and defined on a noncompact space. However,
the critical points we are interested in, the positive-valued ones, are isolated
and contained in a compact set. This will allow us to form a compact space
of “broken flow trees,” i.e., flow trees made up of broken trajectories, and we
will show that space has the structure of a smooth manifold with corners.
Its 0-stratum will be the desired space of unbroken flow trees.
Our strategy will be to first define an ambient space X consisting of
triples of broken and unbroken trajectories. We will quote results from [35]
to show that X is metric space and has the structure of a smooth manifold
with corners. Because our functions are not defined on closed manifolds, we
cannot say that X is compact. We can, however, view the space of flow trees
as a closed subset of an open neighborhood in X whose closure is compact.
We then perturb in this neighborhood, retaining compactness, to ensure
that the space of flow trees is a compact smooth manifold with corners.
To proceed with this strategy, we build a few choices into our construction,
explained in the following remark:
Remark 5.1. Lemma 4.6 implies that there are only a finite number of critical
points with positive critical value since such points are isolated. Thus, we
know that there exists a smallest positive critical value
(5.1) ρ := ρF = min{w(p) : p ∈ C (F ), w(p) > 0}.
To prove certain results in Section 5(see Lemma 5.20), we need to use this
fact to build a couple of choices into our construction:
(1) We shrink the fiber coordinates in the following way: we apply a
fiber-preserving diffeomorphism to P3 that is the identity outside of
K and so that every point y = (x, e1, e2, e3) ∈ K ⊂ P3 is such that
Q(e1)+Q(e2)−Q(e3) < ρ. In Section 7 we will see that the product
is invariant under fiber preserving diffeomorphism, so this choice will
not affect the outcome.
(2) Since the set K from Definition 4.3 is compact, each wi,j;3|K is uni-
formly continuous. In particular, for ρ as above, there exists δ =
min{δ1,2;3, δ2,3;3, δ1,3;3} > 0 such that for all y1, y2 ∈ K, |y1 − y2| <
δi,j;3 implies that |wi,j;3(y1)− wi,j;3(y2)| < ρ4 .
Definition 5.2. The unbroken half-infinite Morse trajectory spaces to/from
a critical point p ∈ Crit+(w) are defined as:
Mi,j;3(P3, p) := {γ : [0,∞)→ P3 | γ˙ = ∇wi,j;3, lim
t→∞ γ(t) = ιi,j,3(p)} and
Mi,j;3(p, P3) := {γ : (−∞, 0]→ P3 | γ˙ = ∇wi,j;3, lim
t→−∞ γ(t) = ιi,i,;3(p)}.
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Remark 5.3. (1) The sets in Definitions 5.2 and 4.10 inherit smooth
structures from unstable and stable manifolds:
Mi,j;3(p−, p+) ∼=
(
W−p−(wi,j;3) ∩W+p+(wi,j;3)
)
/R,
Mi,j;3(P3, p) ∼= W+p (wi,j;3),
Mi,j;3(p, P3) ∼= W−p (wi,j;3).
(2) Quotienting by reparametrization is not needed for half-infinite tra-
jectories because the finite endpoint at 0 and hence the image of the
trajectory changes under reparametrization.
(3) We may restrict where the finite end of the half-infinite trajectories
lies. For U ⊂ P3, we useMi,j;3(U, p) to be the subset ofMi,j;3(P3, p)
where γ(0) ∈ U . Then Mi,j;3(U, p) ∼= W+p (wi,j;3) ∩ U . A similar
statement holds for Mi,j;3(p, U).
We will also consider broken half-infinite Morse trajectory spaces. These
are sequences of trajectories, one of which is half-infinite and the rest infinite.
To ease notation, let {U−,U+} = {p, P3} or {p, U}. That is, we will consider
sequences where one endpoint is a critical point and the other is a point in
P3 or U .
Definition 5.4. We define the `-fold broken half-infinite trajectories to be
Mi,j;3(U−,U+)` :=
⋃
Mi,j;3(U−, p1)×Mi,j;3(p1, p2)× · · · ×Mi,j;3(p`,U+),
where the union is taken over sequence of critical points p1, . . . , p` ∈ Crit+(w)
such that Mi,j;3(U−, p1),Mi,j;3(p1, p2), . . . ,Mi,j;3(p`,U+) 6= ∅.
Definition 5.5. The generalized Morse trajectory space is
Mi,j;3(U−,U+) :=
⋃
`∈N
Mi,j;3(U−,U+)`.
We will use γ = {γ1, . . . , γ`} to denote an element of Mi,j;3(U−,U+).
Remark 5.6. The union in Definition 5.5 is finite: the space C (F ) is gener-
ated by a finite set of critical points and all critical points live in a compact
subset of P3 (see Lemma 4.6). The finite ends of the generalized trajectories
may leave the non-linear support set K, so these spaces are not necessarily
contained in a compact set.
To form the space X we will use specific choices of the pair (U−,U+)
for each pair (i, j) with 1 ≤ i < j ≤ 3. Recall that we are interested in
forming gradient flow trees with two branches that follow the flow from
two positive-valued critical points along positive gradient vector fields of
w1,2;3and w2,3;3 and a branch following the flow of a positive gradient vector
field of w1,3;3 to a positive-valued critical point. (See Figure 3). As we are
only interested in broken trajectories that break at positive-valued critical
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points, we must restrict the finite end of the trajectory flowing to a critical
point along ∇w1,3;3 to be positive. For our purposes, we use
(U−,U+) = (p1, P3), (p2, P3), or
(
{w1,3;3 > ρ
8
}, p0
)
,
where ρ is the least positive critical value of w, as defined in Remark 5.1.
In fact, with the fiber-preserving diffeomorphism we have performed as
described in Remark 5.1, this is not a restricting choice. The following
Lemma shows that the trajectories that will make up gradient flow trees are
contained in the specified half-infinite trajectory spaces.
Lemma 5.7. Let p1, p2 ∈ C (F ). If (γ1, γ2, γ3) ∈M1,2;3(p1, P3)×M2,3;3(p2, P3)×
M1,3;3(P3, p0) satisfies γ1(0) = γ2(0) = γ3(0), then γ3(0) > ρ > 0, where ρ is
the least positive critical value of w. In particular, this shows that p0 ∈ C (F )
as well.
Proof. Let
y = (xy, ey1, e
y
2, e
y
3) = γ1(0) = γ2(0) = γ3(0).
Since each γi follows a positive gradient flow of an extended difference
function, we have that w1,2;3(y) ≥ w1,2;3(p1), w2,3;3(y) ≥ w2,3;3(p2), and
w1,3;3(y) ≤ w1,3;3(p0).
By construction of the extended difference functions,
w1,3;3(y) = w1,2;3(y) + w2,3;3(y)− (Q(ey3) +Q(ey1)−Q(ey2)) .
We now make use of a choice we built into our constructions ofM(p1, p2; p0|s);
see Remark 5.1.
w1,3;3(y)
= w1,2;3(y) + w2,3;3(y)− (Q(ey3) +Q(ey1)−Q(ey2))
> w1,2;3(p1) + w2,3;3(p2)− ρ
≥ 2ρ− ρ > 0. 
Remark 5.8. (1) It sufficed to state the preceding lemma in terms of
unbroken trajectories, but the result holds for broken trajectories as
well, since an unbroken tree exists around the intersection point of
three broken trajectories.
(2) While a larger bound, like
ρ
2
, would suffice at this stage, we build
our trajectory spaces usingM1,3;3
({
w1,3;3 >
ρ
8
}
, p0
)
to have space
to perturb for transversality.
There is a natural metric on Mi,j;3(U−,U+):
Definition 5.9. On Mi,j;3(U−,U+) consider the metric dM which is the
Hausdorff distance on the images of broken trajectories.
dM(γ, γ
′) := dHaus(imγ, imγ′).
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By imγ, we mean the closure of the union of the images of trajectories
that make up the trajectory sequence γ. Recall that the Hausdorff distance
dHaus is a metric on non-empty compact subsets of a space defined by
dHaus(A,B) = max
{
sup
a∈A
inf
b∈B
d(a, b), sup
b∈B
inf
a∈A
d(a, b)
}
.
Theorem 5.10. [35, Theorem 2.3] For p0, p1, p2 ∈ Crit+(w), the half-
infinite generalized trajectory spaces
(M1,2;3(p1, P3), dM), (M2,3;3(p2, P3), dM),
and
(
M1,3;3({w1,3;3 > ρ
8
}, p0), dM
)
are locally compact separable metric spaces
that can be equipped with the structure of a smooth manifold with corners. In
each case, the `-stratum is Mi,j;3(U−,U+)` for the same choices (U−,U+).
Proof. While our setup differs from that in [35, Theorem 2.3], we argue
that constructions in [35] suffice to claim this result. In particular, these
constructions give a maximal atlas of charts and associative gluing maps to
define a manifold with corners structure for Morse-Smale pairs on a closed
manifold. In neighborhoods not containing critical points, there is a natural
smooth structure induced by the smoothness of the gradient flow. The
careful work to define the corner structure occurs in neighborhood of the
critical points. Thus, while the extended difference functions are Morse-Bott
and defined on a noncompact manifold, Lemmas 5.15 and 5.20 show that
neighborhoods of the trajectories that occur in trees occur in an open set
contained in compact set. Hence, the charts in [35] suffice to give a manifold
with corners structure on the relevant trajectory spaces. In contrast to [35,
Theorem 2.3], we do not have compactness of the full trajectory spaces
themselves. This is exactly because the spaces P3 and {w1,3;3 > ρ
8
} are
not closed. We do, however, retain local compactness. More details on
compactness results for these spaces are given in the proof of Theorem 5.21.

Definition 5.11. For p1, p2, p0 ∈ C (F ), let
X :=M1,2;3(p1, P3)×M2,3;3(p2, P3)×M1,3;3
({
w1,3;3 >
ρ
8
}
, p0
)
.
Applying Lemma 2.6 twice shows that the space X is a manifold with
corners whose `-stratum is
X` =
⊔
i+j+k=`
M1,2;3(p1, P3)i×M2,3;3(p2, P3)j×M1,3;3
({
w1,3;3 >
ρ
8
}
, p0
)
k
.
In particular, its 0-stratum is
X := X0 =M1,2;3(p1, P3)×M2,3;3(p2, P3)×M1,3;3
({
w1,3;3 >
ρ
8
}
, p0
)
,
and consists of triples of unbroken half-infinite Morse trajectories.
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Definition 5.12. To record the finite endpoint of broken and unbroken
half-infinite Morse trajectories, we define generalized evaluation maps
ev−1,3;3 :M1,3;3
({
w1,3;3 >
ρ
8
}
, p0
)
→ P3, ev+i,j;3 :Mi,j;3(pi, P3)→ P3
by
ev−1,3;3(γ) = ev
−
1,3;3({γ1, . . . , γ`}) := γ1(0)
and
ev+i,j;3(γ) = ev
+
i,j;3({γ1, . . . , γ`}) := γ`(0).
The triple generalized evaluation map
Ev : X → P3 × P3 × P3,
then, is the product of these maps:
Ev (γ1, γ2, γ3) :=
(
ev+1,2;3(γ1), ev
+
2,3;3(γ2), ev
−
1,3;3(γ3)
)
Remark 5.13. Wehrheim [35, Lemma 3.3] proved that the extended evalu-
ation maps in Definition 5.12 are continuous with respect to the Hausdorff
metric defined in 5.9. As shown in [35, Remark 5.5], the evaluation maps
are smooth. Thus, Ev is continuous and smooth on X.
Definition 5.14. We denote the diagonal of (P3)
3 by ∆, i.e, ∆ = {(y, y, y) |
y ∈ P3}. Then, given p1, p2, p0 ∈ C (F ), a generalized flow tree is a triple
(γ1, γ2, γ3) ∈ Ev−1(∆), and the moduli space of generalized flow trees is
M(p1, p2; p0) = Ev−1(∆). The moduli space of unbroken flow trees is de-
noted M(p1, p2; p0) and equals (Ev|X)−1 (∆), the preimage of the diagonal
under the restriction of E to the 0-stratum of X.
Although the gradient trajectories are in the non-compact space P3, the
following shows that all trees will have their images in a compact subset of
P3.
Lemma 5.15. Given a linear-at-infinity generating family F : M×RN → R
with non-linear support K ⊆ P3 as in Definition 4.3, for all p1, p2, p0 and
all Γ = (γ1, γ2, γ3) ∈M(p1, p2; p0), Im(Γ) ⊆ K.
Proof. As in Remark 4.6, all critical points of the extended difference func-
tions are in K. To simplify the proof, then, we work with unbroken trajec-
tories. To show that the image of every Γ ∈ M(p1, p2; p0) is contained in
K, we first show that that every trajectory of ∇wi,j;3 that leaves K cannot
reenter K. This implies that every edge E in a tree, image Γ|E can intersect
∂K at most once. To show that these edges in fact never intersect ∂K, we
show that for the vertex v in the interior of the tree, Γ(v) ∈ K.
For these arguments, it will useful to first analyze some properties of
∇wi,j;3 outside a compact set. Since F is linear-at-infinity and our metrics
30 Z. MYER
are chosen to be standard outside K, we know that for (x, e1, e2, e3) /∈ K,
∇wi,j;3(x, e1, e2, e3) =
(
∂F
∂x
(x, ei)− ∂F
∂x
(x, ej)
)
∂
∂x
+
(
∂F
∂ei
(x, ei)
)
∂
∂ei
−
(
∂F
∂ej
(x, ej)
)
∂
∂ej
± 2e` ∂
∂e`
.
where ` 6= i, j and the ∂
∂e`
sign is − if ` = 2 and + else.
More specifically, suppose that outside KM ×KE , F (x, e) is the nonzero
linear function A(e) and
∂
∂e
A(e) = c ∈ RN − {0}. Then we have that ∀i, j,
(1) if x /∈ KM , the ∂
∂x
component of ∇wi,j;3(x, e1, e2, e3) equals 0;
(2) if ei /∈ KE , the ∂
∂ei
component of ∇wi,j;3(x, e1, e2, e3) equals c ;
(3) if ej /∈ KE , the ∂
∂ej
component of ∇wi,j;3(x, e1, e2, e3) equals −c;
(4) for e`, ` 6= i, j, the ∂
∂e`
component of ∇wi,j;3(x, e1, e2, e3) is 2e`,
when ` = 1 or ` = 3 and is −2e` when ` = 2.
First, suppose γ is a trajectory of ∇wi,j;3 and there exists a t0 < t1 so that
γ(t0) ∈ K, γ(t1) /∈ K. The following argument then shows that for all t > t1,
γ(t) /∈ K. Since γ(t1) /∈ K, γ(t1) = (x, e1, e2, e3) where x /∈ KM or ei /∈ KE ,
for some i. From the form of ∇wi,j;k outside K, it is easy to see that for
all t > t1, γ(t1) /∈ K. For example, if γ(t1) = (x, e1, e2, e3), where ei /∈ KE ,
then since the
∂
∂ei
component of ∇wi,j;k(x, e1, . . . , ek+1) is constant or linear
(and 0 ∈ K), it follows that for all t > t1, the ith component of γ(t) will not
lie in KE .
Let y ∈ M × R3N denote the intersection point of gradient trajectories.
Suppose y = (xy, ey1, e
y
2, e
y
3) /∈ K. From (1), we see that y /∈ K can only
follow from eyi /∈ KE for some 1 ≤ i ≤ 3. We complete the argument by
finding contradictions to eyi /∈ KE by cases depending on i.
Suppose ey1 /∈ KE . Then by (2), we see that the
∂
∂e1
components of
∇w1,2;3(x, e1, e2, e3) and ∇w1,3;3(x, e1, e2, e3) both equal c, but the first flows
from K to y and the other flows from y to K, giving a contradiction.
A similar contradiction is reached if ey2 /∈ KE . In particular, the trajecto-
ries along ∇w1,2;3 and ∇w2,3;3 both flow to y, but by (2) and (3), we see the
∂
∂e2
components of the trajectories outside K are constant with opposite
signs.
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Lastly, if ey3 /∈ KE , we obtain a similar contradiction as in the case i = 1
using (3) and the fact that ∇w2,3;3 flows from K to y while ∇w1,3;3 flows
away from y back to K. Thus we must have y ∈ K.
Hence Γ is contained in K, as desired. 
Theorem 5.10, Remark 5.13, and Lemma 5.15 show that M(p1, p2; p0) is
compact: as ∆ is closed in P3 × P3 × P3, M(p1, p2; p0) is a closed subset
of a locally compact space, X. This, with the fact that M(p1, p2; p0) is
contained in a compact subset of P3, gives compactness. It remains to show
that we may perturbM(p1, p2; p0) slightly in this neighborhood to obtain a
compact smooth manifold with corners.
To do so, we define a perturbation ball S and maps Ei,j;3 that perturb
the evaluation at endpoints map by vectors in S. The perturbation ball S
and the subsequent maps are defined in slightly different ways depending on
if the manifold M is a Euclidean space or a compact manifold.
Definition 5.16. If M = Rn, define the perturbation ball S ⊂ P3 to be an
open -ball centered at 0 in P3 = Rn+3N . We will denote such a ball as
Bn+3N () or just B() if the dimension is clear.
If M is a compact manifold, then let M ⊂ Rm for some m ∈ N. Every
Bm() defines a space M  ⊂ Rm, the open set of points in Rm of distance
less than  to M . By the -Neighborhood Theorem (see, for example [16]),
if  is small enough, there is a well defined submersion piM : M
 → M that
takes a point in M  to the unique closest point in M and is the identity
when restricted to M . We can extended this map to get a submersion
pi : M  × R3N → P3 defined by
pi(x, e1, e2, e3) = (piM (x), e1, e2, e3).
For M ⊂ Rm compact, the perturbation ball is
S := Bm+3N () ⊂ Bm()×B3N () ⊂ Rm × R3N .
Remark 5.17. For δ as in Remark 5.1, we choose the size of the perturbation
ball S so that for all s ∈ S, |s| < δ. This choice will be used to show that
an analogue of Lemma 5.20 still holds after perturbing M(p1, p2; p0).
Definition 5.18. For M = Rn, define the generalized perturbed evaluation
maps Ei,j;3 as follows:
E1,2;3 :M1,2;3(p1, P3)× S → P3
(γ, s) 7→ ev+1,2;3(γ) + s = γ`(0) + s,
E2,3;3 :M2,3;3(p2, P3)× S → P3
(γ, s) 7→ ev+2,3;3(γ) + s = γ`(0) + s,
E1,3;3 :M1,3;3(P3, p0)× S → P3
(γ, s) 7→ ev−1,3;3(γ) + s = γ1(0) + s.
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If M is a closed manifold, we define the generalized perturbed evaluation
maps Ei,j;3 using the map pi : M
 × R3N → P3 defined in Definition 5.16:
E1,2;3 :M1,2;3(p1, P3)× S → P3
(γ, s) 7→ pi
(
ev+1,2;3(γ) + s
)
= pi (γ`(0) + s) ,
E2,3;3 :M2,3;3(p2, P3)× S → P3
(γ, s) 7→ pi
(
ev+2,3;3(γ) + s
)
= pi (γ`(0) + s) ,
E1,3;3 :M1,3;3(P3, p0)× S → P3
(γ, s) 7→ pi
(
ev−1,3;3(γ) + s
)
= pi (γ1(0) + s) .
In either case, define the following triple perturbed evaluation map:
E : X × (S × S × S)→ P3 × P3 × P3
((γ1, γ2, γ3), (s1, s2, s3)) 7→ (E1,2;3(γ1, s1), E2,3;3(γ2, s2), E1,3;3(γ3, s3)) .
Remark 5.19. The Ei,j;3 maps are well-defined: this is clear when M = Rn,
and for compact M ⊂ Rm, the evaluation maps have outputs in P3 =
M × R3N ⊂ M  × R3N ⊂ Rm+3N . Adding an element s ∈ S to this output
will give a point within distance  of the endpoint. This is a valid input for
the map pi, which we use to get a corresponding point P3.
For a fixed s = (s1, s2, s3) ∈ S3, we denote E−1s (∆3) by M(p1, p2; p0|s).
We will show in Theorem 5.21 that for almost every s ∈ S3, M(p1, p2; p0|s)
is a smooth manifold with corners. First, we must argue that analogues of
Lemma 5.7 and Lemma 5.15 still hold after perturbation by s. Clearly, the
image of a perturbed tree will still be a subset of a compact set of P3, so it
only remains to show that the choice to form trees with the edge following
∇w1,3;3 living in M1,3;3
({
w1,3;3 >
ρ
8
}
, p0
)
was not restrictive.
Lemma 5.20. If p1, p2 ∈ C (F ) and
Γ = (γ1, γ2, γ3) ∈M1,2;3(p1, P3)×M2,3;3(p2, P3)×M1,3;3(P3, p0)
with E1,2;3(γ1, s1) = E2,3;3(γ2, s2) = E1,3;3(γ3, s3), then γ3(0) >
ρ
4
> 0,
where ρ is the least positive critical value of w.
Proof. Consider
y = E1,2;3(γ1, s1) = E2,3;3(γ2, s2) = E1,3;3(γ3, s3)
= (x(y), e1(y), e2(y), e3(y)) ∈ P3.
While the Ei,j;3 maps were defined in slightly different ways dependent on
if the underlying manifold M was Euclidean or closed (see Definition 5.18),
we may express them as pi(γk + sk) for k = 1, 2, 3, where pi is the identity or
the submersion described in the definition.
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Since the trees in M(p1, p2; p0|s) are defined using the positive gradi-
ent flow of the extended difference functions, we have that w1,2;3(γ1(0)) ≥
w1,2;3(p1) and w2,3;3(γ2(0)) ≥ w2,3;3(p2).
By construction of the extended difference functions,
(5.2) w1,3;3(y) = w1,2;3(y) + w2,3;3(y)− (Q(ey3) +Q(ey1)−Q(ey2)) .
We now make use of a couple of the choices we have built into our con-
structions of M(p1, p2; p0|s); see Remark 5.1. Since the perturbation terms
si ∈ S, we have ensured that |si| < δ so that, using the uniform continuity
of wi,j;3 on K, we have that
(5.3) |wi,j;3(y)− wi,j;3 (γk(0)) | < ρ
4
.
From this and (5.2) we see that
w1,3;3(γ3(0))
> w1,3;3(y)− ρ
4
= w1,2;3(y) + w2,3;3(y)− (Q(ey3) +Q(ey1)−Q(ey2))−
ρ
4
> w1,2;3(γ1(0))− ρ
4
+ w2,3;3(γ2(0))− ρ
4
− (Q(ey3) +Q(ey1)−Q(ey2))−
ρ
4
≥ w1,2;3(p1) + w2,3;3(p2)− (Q(ey3) +Q(ey1)−Q(ey2))−
3ρ
4
> w1,2;3(p1) + w2,3;3(p2)− ρ− 3ρ
4
> 2ρ− ρ− 3ρ
4
=
ρ
4
> 0. 
Theorem 5.21. For almost every s = (s1, s2, s3) ∈ S3 = S × S × S,
E
−1
s (∆
3) = M(p1, p2; p0|s) is a compact manifold with corners of dimen-
sion |p0| − |p1| − |p2| with i − stratum M(p1, p2; p0|s)i = Xi ∩ E−1s (∆3)
given by trees with a total of i breaks on the tree edges.
Proof. We transversely cut out a smooth manifold with corners from X,
making use of extensions of Transversality and Preimage Theorems for man-
ifolds with corners; see Theorems 2.7 and 2.8.
We use Theorem 2.8 to show that for almost every s = (s1, s2, s3) ∈
S × S × S, ∂`Es = Es|X` is transversal to the diagonal ∆3 ⊂ P3 × P3 × P3.
This will imply, by Theorem 2.7, E
−1
s (∆
3) is a smooth submanifold with
corners of X whose `-stratum E
−1
s (∆
3)` is X` ∩ E−1s (∆3).
To use Theorem 2.8, we need to show that ∂iE is transversal to ∆
3 for all
strata of X. Fix a trajectory sequence γ inM1,2;3(p1, P3),M2,3;3(p2, P3), or
M1,3;3({w1,3;3 > ρ
8
}, p0).
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For M = Rn, the map Ei,j;3 restricted to γ is the translation s 7→ x + s
where x = ev±i,j;3(γ) and so is a submersion, and since γ was arbitrary, Ei,j;3
restricted to any strata (which is exactly the map ∂iEi,j;3) of Mi,j;3(pi, P3)
or M1,3;3({w1,3;3 > ρ
8
}, p0) is a submersion.
The case where M is closed is similar. For fixed γ as above, the map
Ei,j;3 sends s to pi(x + s) and is a composition of a translation with pi,
which was chosen through the -Neighborhood Theorem to be a submersion
(see Definition 5.16). Since a restriction to one trajectory sequence is a
submersion, a restriction to any stratum will be as well.
Thus, fixing a triple of trajectories γˆ := (γ1, γ2, γ3) ∈ X, note that,
no matter which stratum this triple lives in, the map Eγˆ : S × S × S →
P3×P3×P3 is a product of submersions of the ball S. Thus, any restriction
of E to any strata of X is transversal to any submanifold of (P3)
3, which
shows that ∂iE t ∆3.
Thus, for almost every s ∈ S × S × S, M(p1, p2; p0|s) will be a smooth
manifold with corners whose codimension in X equals the codimension of
∆3 in (P3)
3. From this, Remark 5.3, and Equation 4.1, we can calculate:
dim(M(p1, p2; p0|s))
= dim(M(p1, p2; p0|s))
= dim(X)− (dim((P3)3)− dim(∆3))
= dim(M1,2;3(p1, P3)) + dim(M2,3;3(p2, P3)) + dim(M1,3;3(P3, p0))− 2(n+ 3N)
= dim(W−p1(w1,2;3)) + dim(W
−
p2(w2,3;3)) + dim(W
+
p0(w1,3;3))− 2(n+ 3N)
= (n+ 3N)− indw1,2;3(p1) + (n+ 3N)− indw2,3;3(p2) + indw1,3;3(p0)− 2(n+ 3N)
= −(|p1|+N)− (|p2|+N) + (|p0|+ 2N)
= |p0| − |p1| − |p2|.
It remains to show that M(p1, p2; p0|s) is compact. This would be im-
mediate if X were compact, as ∆3 is closed in (P3)
3 and so E
−1
s (∆
3) is
closed in X. We will argue, instead, that trajectory sequences that cause
X to be noncompact do not show up in trees in M(p1, p2; p0|s). We know
that broken half-infinite trajectory spaces for Morse-Smale pairs on a closed
manifold are compact from [35, Theorem 2.3], so issues of noncompactness
in
X =M1,2;3(p1, P3)×M2,3;3(p2, P3)×M1,3;3
({
w1,3;3 >
ρ
8
}
, p0
)
stem from the noncompactness of P3 and {w1,3;3 > ρ
8
}. In particular, the
spaces Mi,j;3(pi, P3) could contain a sequence of trajectories whose finite
ends (i.e., images of ev+i,j;3) diverge. Similarly, there could be sequence in
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M1,3;3({w1,3;3 > ρ
8
}, p0) whose limit has finite end, given by ev−i,j;3, in the
level set {w1,3;3 = ρ
8
}.
AsM(p1, p2; p0|s) is a metric space, to show that it is compact it suffices
to prove sequential compactness. Suppose Γn = (γ1, γ2, γ3)n is a sequence
of trees in M(p1, p2; p0|s). The same proofs of Lemma 5.15 and 5.20 show
that, for all n, Γn ⊂ Ks and w1,3;3((γ3)n) > ρ
4
>
ρ
8
.
With these bounds, the convergence of a subsequence of Γn follows as in
the proof of [35, Theorem 2.3] and [2, Proposition 3]. This was shown by
defining a continuous reparametrization of the images of trajectories in the
sequence with bounded derivatives on the complements of neighborhoods of
critical points. This implies the equicontinuity of these reparametrizations,
which, by the Arzela`-Ascoli Theorem, gives a convergent subsequence. 
Definition 5.22. We may describe the 0-stratum
M(p1, p2; p0|s) :=M(p1, p2; p0|s)0
in the following way:
Given a generating family F : M × RN → R, pick metrics gi,j;3 as in
Definition 4.7. Let S be a perturbation ball as in Definition 5.16 and form
the Ei,j;3 maps as in Definition 5.18. Theorem 5.21 implies that we can
choose s = (s1, s2, s3) ∈ S × S × S so that the following set is a smooth
manifold.
M(p1, p2; p0|s) =

(γ1, γ2, γ3)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γ1 : (−∞, 0]→M × RN × RN × RN ,
γ2 : (−∞, 0]→M × RN × RN × RN ,
γ3 : [0,∞)→M × RN × RN × RN ,
dγ1
dt
= ∇g1,2;3w1,2;3,
dγ2
dt
= ∇g2,3;3w2,3;3,
dγ3
dt
= ∇g1,3;3w1,3;3,
E1,2;3(γ1, s1) = E2,3;3(γ2, s2) = E1,3;3(γ3, s3),
lim
t→−∞ γ1(t) = p1, limt→−∞ γ2(t) = p2,
lim
t→∞ γ3(t) = p0

We apply Theorem 5.21 to see that a 1-dimensional M(p1, p2; p0|s) has
a natural compactification through the addition of trees with once-broken
edges, see Figure 4.
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Corollary 5.23. Given p1, p2, p0 with |p0| − |p1| − |p2| = 1, M(p1, p2; p0|s)
can be compactified to a 1-manifold M(p1, p2; p0|s) with boundary
∂M(p1, p2; p0|s) :=
⋃
p′1
M1,2;3(p1, p′1)×M(p′1, p2; p0|s)⋃
p′2
M2,3;3(p2, p′2)×M(p1, p′2; p0|s)⋃
p′0
M(p1, p2; p′0|s)×M1,3;3(p′0, p0),
where the unions are taken over p′1 ∈ C |p1|+1(F ), p′2 ∈ C |p2|+1(F ), and
p′0 ∈ C |p0|−1(F ).
∇w12 ∇w23
∇w13
p1
p2
p0
p′1
δ
∇w12
∇w23
∇w13
p1 p2
p0
δ
p′2
∇w12
∇w23
∇w13
p1 p2
p0δ
p′0
Figure 4. Elements in ∂M(p1, p2; p0|s) for s = (0, 0, 0).
6. Product Structure
Now that we have defined the manifold M(p1, p2; p0|s) and its compact-
ification M(p1, p2; p0|s), a manifold with corners, we define a map on the
cochain level of GH∗(F ) by counting isolated trees in M(p1, p2; p0|s) and
show it to be a cochain map by considering a one-dimensionalM(p1, p2; p0|s).
Note that, for p1, p2, p0 ∈ Crit+(w), Theorem 4 implies that isolated trees
in M(p1, p2; p0|s) satisfy
|p0| = |p1|+ |p2|
Definition 6.1. Given a generating family F : M × RN → R, we define a
map
m2 : C
i(F )⊗ Cj(F )→ Ci+j(F )
as follows: for critical points p1, p2 ∈ Crit+(w), define
m2(p1 ⊗ p2) =
∑
(#Z2M(p1, p2; p0|s)) · p0
where the sum is taken over p0 ∈ Crit+(w) such that |p0| = |p1| + |p2|.
Extend the product bilinearly over the tensor product.
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The following lemma shows that m2 descends to a map on cohomology:
Lemma 6.2. The map
m2 : C
i(F )⊗ Cj(F )→ Ci+j(F )
is a cochain map, i.e., the following diagram commutes:
(6.1) C (F )⊗ C (F )
δ⊗1+1⊗δ

m2 // C (F )
δ

C (F )⊗ C (F ) m2 // C (F ).
Proof. Consider a 1-dimensional moduli space of flow trees,M(p1, p2; p0|s).
Theorem 4 shows that such a space occurs when
|p0| = |p1|+ |p2|+ 1,
so let p1 ∈ Ci(F ), p2 ∈ Cj(F ), and p0 ∈ Ci+j+1(F ).
Corollary 5.23 gives an expression for ∂M(p1, p2; p0|s). In particular, the
boundary of M(p1, p2; p0|s) consists of isolated trees with a single broken
edge. After compactification,M(p1, p2; p0|s) is a compact 1-manifold, so its
boundary contains an even number of points. Thus, a Z2 count of both sides
of the expression for ∂M(p1, p2; p0|s) gives us:
0 =
∑
p′1
#Z2M1,2;3(p1, p′1) ·#Z2M(p′1, p2; p0|s)
+
∑
p′2
#Z2M2,3;3(p2, p′2) ·#Z2M(p1, p′2; p0|s)
+
∑
p′0
#Z2M(p1, p2; p′0|s) ·#Z2M1,3;3(p′0, p0).
(6.2)
This now implies the cochain map condition
m2(δp1 ⊗ p2) +m2(p1 ⊗ δp2) = δm2(p1 ⊗ p2).
This follows since the terms on the right hand side of Equation 6.2 are
exactly the coefficients of the three terms in the cochain map condition.
As an example, consider the term m2(δp1 ⊗ p2):
m2(δp1 ⊗ p2) =
∑
p0
#Z2M(δp1, p2, p0|s) · p0
=
∑
p0
#Z2M(
∑
p′1
#Z2M1,2;3(p1, p′1) · p′1, p2, p0|s) · p0
=
∑
p0
(
∑
p′1
#Z2M1,2;3(p1, p′1) ·#Z2M(p′1, p2, p0|s)) · p0.
The other two terms follow similarly, which shows that m2 is a cochain
map, as desired. 
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Corollary 6.3. Given a generating family F : M × RN → R, there is a
product map on Generating Family Cohomology
µ2 : GH
i(F )⊗GHj(F )→ GH i+j(F ).
7. Invariance with respect to Equivalences of F
Recall from Subsection 2.2 that there is a notion of equivalence ∼ of
generating families for a Legendrian submanifold Λ ⊂ J1M . Lemma 3.20
shows that GH∗(F ) is invariant under ∼. In this section, we show that the
product is unchanged under ∼ as well.
This amounts to showing that, when F̂ is obtained from F by stabilization
or fiber-preserving diffeomorphism resulting in isomorphisms GH∗(F ) →
GH∗(F̂ ), the following diagram commutes:
(7.1) GH∗(F )⊗GH∗(F )
∼=

µ2 // GH∗(F )
∼=

GH∗(F̂ )⊗GH∗(F̂ ) µ̂2 // GH∗(F̂ ).
7.1. Fiber Preserving Diffeomorphism. In this subsection, we analyze
how the product is affected when we pre-compose our generating family
F : M × RN → R with a fiber-preserving diffeomorphism Φ : M × RN →
M×RN . Recall from Subsection 2.2 that, by definition, Φ(x, e) = (x, φx(e))
for a smooth family of diffeomorphisms φx : RN → RN . As in Lemma 3.22,
we consider diffeomorphisms φ that are isometries outside the compact set
KE since our setup of gradient flow uses metrics that are Euclidean outside
K; see Definitions 3.6 and 4.7.
Remark 7.1. We may extend Φ naturally to a diffeomorphism on P3 =
M ×R3N : abusing notation, let Φ : P3 → P3 be defined as
(x, e1, e2, e3) 7→ (x, φx(e1), φx(e2), φx(e3)).
Lemma 7.2. For ∆3 ⊂ (P3)3, Φ3(∆3) = ∆3.
Proof. This is not a hard fact, but we write out the proof to recall the space
∆3. We use coordinates (x, e1, e2, e3) on P3 = M ×R3N , so we have natural
coordinates
(x1, e11, e21, e31, x2, e12, e22, e32, x3, e13, e23, e33) .
With these coordinates, ∆3 is the submanifold in which x1 = x2 = x3 and
ei1 = ei2 = ei3 for i = 1, 2, 3, which is preserved under Φ. 
Lemma 3.23 showed that critical points and gradient trajectories corre-
spond under diffeomorphism. This induces diffeomorphisms of the stable
and unstable manifolds which gives a diffeomorphism X˜ ∼= X.
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(7.2) X × S3

E // (P3)
3
∼=

∆3? _oo _

X˜ × S˜3 E // (P3)3 ∆3? _oo
Lemma 7.3. Suppose F˜ is obtained from F through fiber-preserving dif-
feomorphism. Let s = (s1, s2, s3) ∈ S × S × S and pi ∈ C (F ) so that
M(p1, p2; p0|s) is a 0-dimensional manifold. Then, for corresponding p˜i ∈
C(F˜ ), there exists an s˜ = (s˜1, s˜2, s˜3) ∈ S˜ × S˜ × S˜ for some δ˜ ball S˜ such
that M˜(p˜1, p˜2; p˜0|s˜) is in bijection with M(p1, p2; p0|s).
Proof. Given a tree Γ = {γ1, γ2, γ3} ∈ M(p1, p2; p0|s), there exists a (y, y, y) ∈
∆3 ⊂ (P3)3 such that E(Γ) = (y, y, y), i.e., E1,2;3(γ1) = E2,3;3(γ2) =
E1,3;3(γ3) = y.
In the case that M = Rm, this means that y = γ1(0) + s1 = γ2(0) + s2 =
γ3(0) + s3. From Lemma 3.23, we know that there are corresponding γ˜i.
Remark 7.1 gives us an element y˜ = Φ(y) ∈ ∆3. Thus, there is a unique
way to pick s˜i so that y˜ = γ˜1(0) + s˜1 = γ˜2(0) + s˜2 = γ˜3(0) + s˜3.
For this s˜ = (s˜1, s˜2, s˜3), we have that Es˜ t ∆3 and s˜i ∈ S˜ for each i, that
is, |s˜i| < δ˜. Here, δ˜ is such that for all y1, y2 ∈ K˜, |y1 − y2| < δ˜ implies that
|(wi,j;3 ◦Φ)(y1)− (wi,j;3 ◦Φ)(y2)| < ρ/4, where ρ is the least positive critical
value of w, which is the same as the least positive critical value of w ◦Φ. 
Remark 7.4. We see here why it was necessary to define the extended dif-
ference functions in Definition 4.1 as “quadratic-like” stabilizations of the
difference function w. In particular, if Q(ek) = e
2
k,, then
(wi,j;3 ◦ Φ)(x, e1, e2, e3) = (w ◦ Φ)(x, ei, ej)± (φx(ek))2,
and (φx(ek))
2 is not necessarily a quadratic form. It is however, a function
with only one critical point with preserved index and preserved critical value.
In short, if Q is quadratic-like as in Definition 4.1, Q ◦ φx is as well.
Corollary 7.5. Suppose F : M × RN → R is altered by a fiber-preserving
diffeomorphism Φ : M×RN →M×RN , where Φ(x, e) = (x, φx(e)) for some
diffeomorphisms φx : RN → RN resulting in F˜ = F ◦Φ. Then the following
diagram commutes:
(7.3) GH∗(F )⊗GH∗(F )
∼=

µ2 // GH∗(F )
∼=

GH∗(F˜ )⊗GH∗(F˜ ) µ˜2 // GH∗(F˜ ).
7.2. Stabilization. Given a generating family F : M × RN → R, define
F± : M ×RN ×R→ R by F±(x, e, e′) = F (x, e)± (e′)2. To show invariance
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under stabilization, it suffices to show that the diagram 7.1 commutes for
F̂ = F±.
Since we showed that the product is invariant under fiber-preserving dif-
feomorphism in the previous subsection, for simplicity of the following ar-
gument, we may precompose with such a diffeomorphism and assume that
the stabilization of the extended difference function is quadratic rather than
quadratic-like. With this assumption, observe that we can write out new
extended difference functions
w±i,j;3 : M × R3N ×R3 → R
from F± in terms of stabilizations of F :
w±1,2;3(x, e, e
′) = F (x, e1)± (e′1)2 − F (x, e2)∓ (e′2)2 + e23 + (e′3)2
w±2,3;3(x, e, e
′) = F (x, e2)± (e′2)2 − F (x, e3)∓ (e′3)2 + e21 + (e′1)2
w±1,3;3(x, e, e
′) = F (x, e1)± (e′1)2 − F (x, e3)∓ (e′3)2 − e22 − (e′2)2,
We may express these new stabilized extended difference functions as
w±i,j;3(x, e1, e
′
1, e2, , e
′
2, e3, e
′
3) = wi,j;3(x, e1, e2, e3) +Q
±
i,j;3(e
′
1, e
′
2, e
′
3)
for different nondegenerate quadratic functions Q±i,j;3 : R3 → R.
Lemma 7.6. Given a generating family F and F± as above, if p ∈ C (F ),
then there are corresponding critical points p± ∈ C(F±) with the same crit-
ical value and |p±| = |p|+ 1.
Remark 7.7. Note that, by construction, this correspondence passes to the
extended difference functions and bijections in Lemma 4.3: if p ∈ Crit(wi,j;3),
then there is a corresponding critical point p± ∈ Crit(w±i,j;3) whose primed
coordinates are 0. Hence, wi,j;3(p) = w
±
i,j;3(p
±). The index increases by 1 if
j − i = 1 and 2 if j − i = 2.
The gradient trajectories we are interested in now live in P3 × R3 rather
than P3. To study trajectories, we equip P3 × R3 with split metrics g′i,j;3 =
gi,j;3 +g0 where gi,j;3 is a metric on P3 as in Definition 4.7 and g0 is the stan-
dard Riemannian metric on R3. Such a metric, if generic, facilitates compar-
ison of gradient trajectories of the stabilized extended difference functions
to those before stabilization.
Lemma 7.8. If gi,j;3 is a metric of the form in Definition 4.7; that is, if
gi,j;3 = gw + gQ, then g
′
i,j;3 = gw± + gQ′ for gw± ∈ GF± and gQ′ ∈ GQ′.
Here, GF± and GQ′ are the metric sets defined in Definition 4.7 for the
stabilized generating family F± : M × RN+1 and corresponding quadratic
form Q′ : RN+1 → R so that w±i,j;3 = w± +Q′.
Proof. The only non-immediate condition to check is the Smale condition,
but since w±(x, e1, e′1, e2, e′2) = w(x, e1, e2)± (e′1)2∓ (e′2)2, the techniques in
the proof of Proposition 4.9 show that these metrics will ensure the Smale
condition. 
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Remark 7.9. With this choice of metrics gi,j;3, the below relations between
the unstable/stable manifolds hold, where p±i ∈ C(F±) denotes the corre-
sponding critical point to pi ∈ C (F ), see 7.6. Note that we are abusing
notation as promised in Remark 4.4. The first diffeomorphism, as noted by
Remark 5.3, is due to the fact that the Morse trajectory spaces inherit their
smooth structures from the unstable and stable manifolds.
M+1,2;3(p+1 , P3 × R3) ∼= W−p+1 (w
+
1,2;3)
∼= W−p1(w1,2;3)× Re′1 × {0}e′2 × Re′3
M+2,3;3(p+2 , P3 × R3) ∼= W−p+2 (w
+
2,3;3)
∼= W−p2(w2,3;3)× Re′1 × Re′2 × {0}e′3
M+1,3;3(P3 × R3, p+0 ) ∼= W+p+0 (w
+
1,3;3)
∼= W+p0(w1,3;3)× {0}e′1 × Re′2 × Re′3
M−1,2;3(p−1 , P3 × R3) ∼= W−p−1 (w
−
1,2;3)
∼= W−p1(w1,2;3)× {0}e′1 × Re′2 × Re′3
M−2,3;3(p−2 , P3 × R3) ∼= W−p−2 (w
−
2,3;3)
∼= W−p2(w2,3;3)× Re′1 × {0}e′2 × Re′3
M−1,3;3(P3 × R3, p−0 ) ∼= W+p−0 (w
−
1,3;3)
∼= W+p0(w1,3;3)× Re′1 × Re′2 × {0}e′3
Remark 7.9 tells us how the space X =M1,2;3(p1, P3)×M2,3;3(p2, P3)×
M1,3;3(P3, p0) in which our moduli space of flow trees lives, compares to the
space
X± =M±1,2;3(p±1 , P3 × R3)×M±2,3;3(p±2 , P3 × R3)×M±1,3;3(P3 × R3, p±0 )
obtaining using flows from F± and g.
It remains to check transversality of perturbed evaluation at endpoints
maps with the diagonal ∆̂3 ∼= ∆3×∆R3 ⊂ (P3×R3)3 persists, and that the
resulting preimage, the moduli space of flow trees, is diffeomorphic to the
preimage from before. Given a perturbation s = (s1, s2, s3) ∈ S3, we claim
that (s, 0) ∈ Ŝ3 achieves transversality, where Ŝ is the perturbation ball in
P3 × R3 as defined in Definition 5.16.
(7.4) ∆3_
yy
X

Es // (P3)
3

X±
E±
(s,0)// (P3 × R3)3
∆̂3
?
OOee
Lemma 7.10. Given F : M × RN → R and F± : M × RN × R → R, let
p1, p2, p0 ∈ C (F ) have corresponding critical points p±1 , p±2 , p±0 ∈ C(F±) (see
Lemma 7.6). Then if Es t ∆3 then Ê(s,0) t ∆̂3.
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Proof. Our choice of metric and perturbation reduces this question to a
elementary differential topology one. We wish to show the following in R9:(
W−0 (Q
±
1,2;3)×W−0 (Q±2,3;3)×W+0 (Q±1,3;3)
)
t ∆3R3 .
Remark 7.9 tells us what these stable and unstable manifolds are. Since the
product of these manifolds in both the + and − case is 6-dimensional and
∆3R3 is 3-dimensional, the result follows because(
W−0 (Q
±
1,2;3)×W−0 (Q±2,3;3)×W+0 (Q±1,3;3)
)
∩∆3R3 = {0},
so their tangent spaces must span R9. 
With our choice of split metric and no extra perturbation, the following
lemma shows that the moduli space of flow trees that define out product
splits into a space of trees defined through the original generating family F
and “constant” trees, that is, three constant trajectories at 0 ∈ R3.
Lemma 7.11. Given F, F±, pi ∈ C (F ), and p±i ∈ C(F±), M̂(p±1 , p±2 ; p±0 |
(s, 0)) is diffeomorphic to M(p1, p2; p0|s).
Proof. As M̂(p±1 , p±2 ; p±0 | (s, 0)) = Ê−1(s,0)(∆̂3) by definition, our setup shows
that we may split this preimage
Ê−1(s,0)(∆̂
3) ∼= E−1s (∆3)× E−10 (∆R3).
As E−1s (∆3) = M(p1, p2; p0|s), we consider E−10 (∆R3). This space consists
of triples of trajectories {γ1, γ2, γ3} with γ1, γ2 : (−∞, 0] → R3 and γ3 :
[0,∞) → R3. The trajectory γ1 flows from 0 ∈ R3 and follows ∇g0Q±1,2;3,
and so, by Remark 7.9, is contained in the (e′1, e′3)-plane in the + case and
the (e′2, e′3)-plane in the − case. Similarly, γ2 flows from 0 ∈ R3 and follows
∇g0Q±2,3;3, and so is contained in the (e′1, e′2)-plane in the + case and the
(e′1, e′3)-plane in the − case. Thus, in the + case, γ1 and γ2 intersect along
the e′1-axis; in the − case, they intersect along the e′3-axis. In either case, γ3
intersects the intersection of γ1 and γ2 and flows to 0 ∈ R3 along ∇g0Q±1,3;3.
In both the + and − case, however, γ3 trajectory will only intersect the e′1-
axis (e′3-axis) at 0, and thus has to be the constant trajectory. This implies
that both γ1 and γ2 never flowed off of the critical point 0, and are also
constant trajectories. 
Corollary 7.12. If F : M × RN → R is altered by a positive or negative
stabilization resulting in F̂ : M × RN × R → R then the following diagram
commutes:
(7.5) GH∗(F )⊗GH∗(F )
∼=

µ2 // GH∗(F )
∼=

GH∗(F±)⊗GH∗(F±) µ
±
2 // GH∗(F±).
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8. Invariance under Legendrian isotopy
In this section, we study the product as the underlying Legendrian Λ
undergoes a Legendrian isotopy. In particular, suppose we have a Legendrian
isotopy Λt with t ∈ [0, 1], and suppose Λ0 has a generating family. From
the Persistence of Legendrian Generating Families (see Proposition 3.24),
the isotopy lifts to a smooth path of generating families F t for Λt. In
Section 3, we constructed a chain map that induces an isomorphism between
GH∗(F 0)→ GH∗(F 1) (Corollary 3.26).
Given F 0 and the resulting F 1 guaranteed by Proposition 3.24, we may
assume by stabilization that both are functions on M × RN . We wish to
compare the product from F 0 with the product from F 1. In particular, we
wish to show that the following diagram commutes:
(8.1) GH∗(F 0)⊗GH∗(F 0)
∼=

µ02 // GH∗(F 0)
∼=

GH∗(F 1)⊗GH∗(F 1) µ
1
2 // GH∗(F 1).
While we know there exists isomorphisms GH∗(F 0)→ GH∗(F 1), for the
vertical isomorphisms in the diagram in 8.1, we construct maps that will
be compatible with the product. To do this, we slightly alter the setup of
the continuation map in Section 3 to produce three continuation maps using
paths of extended difference functions. We then extend this idea to form
a moduli space of “continuation flow trees” on P3 × I and define a map
K counting isolated spaces of such trees. Studying the compactification of
a 1-dimensional space of the trees shows that the map K defines a chain
homotopy that induces the commutative diagram 8.1 on cohomology.
The first subsection of this section deals with the vertical isomorphisms in
the above diagrams, while the second constructs “continuation trees” that
will define a chain homotopy that implies the commutativity of 8.1.
8.1. Continuation isomorphisms on GH∗(F ). Given the path of linear-
at-infinity generating families from F 0 : M×RN → R to F 1 : M×RN → R,
we wish to compare the product at time t = 0 to the one at t = 1. For F0 and
F1, we constructed continuation maps from the path of difference functions
wt : M × RN × RN → R such that wt(x, e1, e2) = F t(x, e1)− F t(x, e2).
To get continuation isomorphisms that are compatible with the product,
we will constuct them on the paths of extended difference functions for
t ∈ [0, 1], denoted wti,j;3 : M × RN × RN × RN → R defined as usual by:
wt1,2;3(x, e1, e2, e3) = F
t(x, e1)− F t(x, e2) +Qt(e3)
wt2,3;3(x, e1, e2, e3) = F
t(x, e2)− F t(x, e3) +Qt(e1)
wt1,3;3(x, e1, e2, e3) = F
t(x, e1)− F t(x, e3) +Qt(e2)
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For each wti,j;3, there is the corresponding non-linear support compact set
Kt, which will vary smoothly with t.
Given F 0 and the resulting F 1, construct the resulting extended difference
functions as above and pick metrics g0i,j;3, g
1
i,j;3 as in Definition 4.7. Then
let Γi,j;3 = {(wti,j;3, gti,j;3) | t ∈ [0, 1]} be a path of the extended difference
functions and metrics on P3 that are standard outside K
t from (w0i,j;3, g
0
i,j;3)
to (w1i,j;3, g
1
i,j;3).
For each these three paths we have a continuation map Φi,j;3 : C
∗(F 0)→
C∗(F 1) defined by counting isolated flow lines of the vector field ∇Gi,j;3Wi,j;3
on (M × R3N )× I with
Wi,j;3(p, t) = w
t
i,j;3(p) + 
(
(1/2)t2 − (1/4)t4)
(Gi,j;3)(p,t) = (g
t
i,j;3)p + dt
2,
(8.2)
for  > 0 such that

4
< ρ, where ρ is the least positive critical value of w.
As done in detail in Section 3, these maps induce isomorphisms which we
will denote by Φ∗i,j;3, with
Φ∗i,j;3 : GH
∗(F 0)→ GH∗(F 1),
and the arguments in Proposition 3.14 show that this map does not depend
on the path F t up to homotopy class.
8.2. Continuation flow trees. To get the commutative diagram in 8.1,
we construct a chain homotopy by defining a moduli space of “continuation
flow trees.” The construction will be similar to that ofM(p1, p2; p0|s). Now,
our trees will live in P3× I rather than P3 and we will require that the trees
span I, i.e., flow along trajectories out of two critical points at t = 0 and
along a trajectory that limits to a critical point at t = 1. We will denote the
moduli space of continuation flow trees byMI(p1, p2; p0|st) and describe its
construction in the following paragraphs.
Each branch in a continuation tree will follow one of the vector fields
Vi,j;3 = ∇Gi,j;3Wi,j;3 defined in the previous subsection in 8.2. Recall that
the path of metrics gti,j;3 used to define Gi,j;3 was chosen to be admissible so
that the unstable and stable manifolds from each Vi,j;3 intersect transversely.
This does not guarantee the transverse intersection in the flow trees. To fix
this and prove that the product does not depend on the perturbation used
to achieve transversality, we add the data of a path of perturbation vectors
into the construction of the continuation trees.
The perturbation balls S0 for F 0 and S1 for F 1 might be of different
sizes; see Remark 5.17. There is, however, a smooth path St of perturbation
balls connecting them. To construct a path st = (st1, s
t
2, s
t
3) ∈ (St)3, first pick
endpoints s0 ∈ (S0)3 so thatMF 0(p1, p2; p′0|s0) 6= ∅ is a smooth manifold for
any choice of p′0 ∈ Crit+(w) and s1 ∈ (S1)3 so thatMF 1(p′1, p′2; p0|s1) 6= ∅ is
a smooth manifold for any choices of p′1, p′2 ∈ Crit+(w). By Theorem 5.21,
almost every choice of s0 and s1 will suffice for a fixed triplet of critical
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points so almost every choice still suffices because Crit+(w) is a finite set.
Using these endpoints, construct a smooth path st = (st1, s
t
2, s
t
3) ∈ (St)3.
This path may be perturbed while keeping the admissible endpoint fixed to
achieve transversality as described in the following after we set up perturbed
continuation evaluation maps.
To get a manifold structure and compactification results onMI(p1, p2; p0|st)
we need to transversely cut it out of Morse trajectory spaces. As be-
fore in Definition 5.2, we have half-infinite Morse trajectory spaces, for
(p, t) ∈ C(F t)× {t} for t = 0 or t = 1.
Mi,j;3((p, t), P3×I) = {γ : (−∞, 0]→ P3×I | γ˙ = Vi,j;3, lim
s→−∞ γ(s) = (p, t)} and
Mi,j;3(P3 × I, (p, t)) = {γ : [0,∞)→ P3 × I | γ˙ = Vi,j;3, lim
s→∞ γ(s) = (p, t)},
where we abuse notation and use p to denote a critical point in Crit+(w
t)
and its bijective image in Crit+(w
t
i,j;3). Given p1, p2 ∈ Crit+(w0) and p0 ∈
Crit+(w
1), let
XI =M1,2;3((p1, 0), P3×I)×M2,3;3((p2, 0), P3×I)×M1,3;3((P3×I, (p0, 1)).
This space has a smooth structure induced by a diffeomorphism with
W−(p1,0)(V1,2;3)×W
−
(p2,0)
(V2,3;3)×W+(p0,1)(V1,3;3).
Given a path {st} through (St)3 as described above, we have analogous
perturbed evaluation maps that we will use to construct a map EI as in
Definition 5.18. Given a half-infinite trajectory γ in one of the above spaces,
the evaluation maps ev±i,j;3(γ) give a point γ(0) = (γ(0)|P3 , γ(0)|I) ∈ P3 × I
and we will perturb γ(0)|P3 by st in P3 × {t} for t = γ(0)|I . That is, we
have the following three maps, with pi representing the submersion or the
identity to remain consistent with Definition 5.18.
E1,2;3 :M1,2;3((p1, 0), P3 × I)→ P3 × I
E2,3;3 :M2,3;3((p2, 0), P3 × I)→ P3 × I
E1,3;3 :M1,3;3((P3 × I, (p0, 1))→ P3 × I
γ 7→ pi
(
γ(0)|P3 + sγ(0)|I
)
Thus, we have the map E : XI → (P3 × I)3 defined by
E(γ1, γ2, γ3) = (E1,2;3(γ1), E2,3;3(γ2), E1,3;3(γ3)).
Definition 8.1. The moduli space of continuation trees is
MI(p1, p2; p0|st) := E−1(∆(P3 × I)3).
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We may express this moduli space as the following set:
MI(p1, p2; p0|st) =

(γ1, γ2, γ3)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γ1 : (−∞, 0]→ P3 × I,
γ2 : (−∞, 0]→ P3 × I,
γ3 : [0,∞)→ P3 × I,
dγ1
ds
= V1,2;3,
dγ2
ds
= V2,3;3,
dγ3
ds
= V1,3;3,
E1,2;3(γ1) = E2,3;3(γ2) = E1,3;3(γ3)
lim
s→−∞ γ1(s) = (p1, 0), lims→−∞ γ2(s) = (p2, 0),
lim
s→∞ γ3(s) = (p0, 1)

.
Lemma 8.2. There is a perturbation of the path {st} so that E t ∆(P3×I)3.
Then MI(p1, p2; p0|st) is a manifold of dimension |p0| − |p1| − |p2|+ 1.
Proof. The freedom given by perturbing the path {st} together with the
larger class of metrics used to define Vi,j;3 give us room to achieve transver-
sality. We calculate the dimension:
dim(E−1(∆(P3 × I)3))
= dim(XI)− codim((∆(P3 × I)3)
= dim(W−(p1,0)(V1,2;3)) + dim(W
−
(p2,0)
(V2,3;3)) + dim(W
+
(p0,1)
(V1,3;3))− 2(n+ 3N + 1)
= (n+ 3N + 1)− indV1,2;3((p1, 0)) + (n+ 3N + 1)− indV2,3;3((p2, 0))
+ indV1,3;3((p0, 1))− 2(n+ 3N + 1)
= indw11,3;3(p0) + 1− indw01,2;3(p1)− indw02,3;3(p2)
= (|p0|+ 2N) + 1− (|p1|+N)− (|p2|+N)
= |p0| − |p1| − |p2|+ 1. 
As in previous arguments in this paper, we will need to understand
the boundary of the compactification of a 1-dimensional MI(p1, p2; p0|st).
Rather than defining a larger manifold with corners structure as in Sec-
tion 5, we will use similar arguments to classify possible limits of unbroken
continuation trees.
To apply similar arguments, we need bounds on the continuation trees as
in Lemmas 5.15 and 5.20. The compact non-linear support set from each
generating family F t gives a path of compact non-linear support sets Kt as
in Definition 4.3. A similar argument to Lemma 5.15 shows that, for all
Γ ⊂MI(p1, p2; p0|{st}), Im(Γ) ⊂
⋃
t∈I(K
t × {t}) ⊂ P3 × I. Similarly, given
{ρt}, the path of smallest positive critical values of wt, we may bound the
“‘midpoint” of any tree Γ, which occurs at a specific slice P3 × {t} away
from the critical submanifold of wt1,3;3 as in Lemma 5.20.
Proposition 8.3. Given p1, p2 ∈ Crit+(w0) and p0 ∈ Crit+(w1) with |p0| =
|p1|+ |p2|, if {st} is a path so that MI(p1, p2; p0|st) is a 1-manifold, then it
may be compactified to a 1-manifold MI(p1, p2; p0|st) with boundary
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∂MI(p1, p2; p0|st) =⋃
p′1
M1,2;3((p1, 0), (p′1, 0))×MI(p′1, p2; p0|st) ∪⋃
p′2
M2,3;3((p2, 0), (p′2, 0))×MI(p1, p′2; p0|st) ∪⋃
p′0
MI(p1, p2, p′0|st)×M1,3;3((p′0, 1), (p0, 1)) ∪⋃
p′′0
MF 0(p1, p2, p′′0|s0)×M1,3;3((p′′0, 0), (p0, 1)) ∪⋃
p′′1 ,p
′′
2
M1,2;3((p1, 0), (p′′1, 1))×M2,3;3((p2, 0), (p′′2, 1))×MF 1(p′′1, p′′2; p0|s1),
where the unions are taken over p′1 ∈ C |p1|+1(F 0), p′2 ∈ C |p2|+1(F 0), p′0 ∈
C |p0|−1(F 1), p′′0 ∈ C |p0|(F 0), p′′1 ∈ C |p1|(F 1), and p′′2 ∈ C |p2|(F 1), respec-
tively.
Proof. Let MI(p1, p2; p0|st) be of dimension 1. A similar argument as in
Section 5 gives a compactification of this space by trees with once broken
branches. By construction of our vector fields, all critical points of Vi,j;3 live
in P3 × {0} and P3 × {1}. With three branches that may break at critical
points in either of these manifolds, we seemingly have six cases of broken
trees that might show up in the boundary of a compactified 1-dimensional
moduli space of continuation trees:
(1) The branch flowing from (p1, 0) along V1,2;3 breaks in P3×{0}: This
would mean that p1 flows along ∇g1,2;3w01,2;3 to another critical point
p′1 ∈ C(F 0) with |p′1| = |p1| + 1. An index calculation shows that a
tree from (p′1, 0) and (p2, 0) to (p0, 1) would be isolated.
(2) In the same way, (p2, 0) could flow along ∇g2,3;3w02,3;3 to a point
(p′2, 0) with p′2 ∈ C |p2|+1(F 0). Note that the indices force only one
edge to break in this way at a time.
(3) If the branch flowing along V1,3;3 ending at (p0, 1) breaks at a point
in P3×{1}, then the trajectories form a tree from (p1, 0) and (p2, 0)
to a critical point (p′0, 1), where p′0 ∈ C |p0|−1(F 1) and then p′0 flows
along ∇g1,3;3w11,3;3 to p0.
(4) If the branch flowing along V1,3;3 to (p0, 1) breaks at t = 0 at a point
(p′′0, 0), then we see a tree that must be contained in P3×{0}. Since
indV1,3;3(p
′′
0, 0) = indV1,3;3(p0, 1) − 1, it must be that p′′0 ∈ C |p0|(F 0).
The tree in P3 × {0} is in a moduli space MF 0(p1, p2, p′′0|s0) of flow
trees from F 0, and our conditions on the endpoints of the path {st}
guarantee that this a manifold of dimension |p′′0| − |p1| − |p2| = 0.
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We then see a flow line from (p′′0, 0) to (p0, 1), which is in the 0-
dimensional continuation moduli space M1,3;3((p′′0, 0), (p0, 1)).
(5) Suppose the branch following V1,2;3 from (p1, 0) breaks in P3 × {1}
at a point (p′′1, 1). This would imply that (p′′1, 1) ∈ Crit+(V1,2;3)
of index indw11,2;3(p1) + 1, so p
′′
1 ∈ C |p1|(F 1). Thus, this is a flow
line in the isolated continuation moduli spaceM1,2;3((p1, 0), (p′′1, 1)).
Then we see a tree with the V1,2;3 branch contained in P3 × {1}. In
particular, the “midpoint” of the tree (the point in ∆(P3 × I)3) is
a point y ∈ P3 × {1}. This means that the branch γ2 of the tree
that flows along V2,3;3 has finite endpoint γ2(0) in P3 × {1}. Due to
the ∂t component of the vector field vanishing as t→ 1, this cannot
happen in finite time. Thus, the branch flowing along V2,3;3 must
break at a critical point (p′′2, 1) with p′′2 ∈ C |p2|(F 1). Then there
is a tree from (p′′1, 1) and (p′′2, 1) to (p0, 1) completely contained in
P3×{1}. This tree lives in a moduli spaceMF 1(p′′1, p′′2; p0|s1), which,
due to the construction of the perturbation path {st}, is a manifold
of dimension 0. 
Definition 8.4. We define a map K : Ci(F 0) ⊗ Cj(F 0) → Ci+j−1(F 1) as
follows:
Given p1 ∈ Crit+(w0) and p2 ∈ Crit+(w0), then
K(p1 ⊗ p2) =
∑
(#Z2MI(p1, p2; p0|{st})) · p0
where the sum is taken over p0 ∈ Crit+(w1) with |p0| = |p1| + |p2| − 1.
Extend the product bilinearly over the tensor product.
The following Corollary follows directly from the description of the bound-
ary of a compactified one-dimensional continuation flow tree moduli space
in Proposition 8.3.
Corollary 8.5. The map K : Ci(F 0) ⊗ Cj(F 0) → Ci+j−1(F 1) is a chain
homotopy, i.e.,
δ1,3;3 ◦K +K ◦ (δ1,2;3⊗ 1 + 1⊗ δ2,3;3) = (Φ1,3;3 ◦m02) +m12 ◦ (Φ1,2;3⊗Φ2,3;3)
(8.3) C(F 0)⊗ C(F 0)
m12◦(Φ1,2;3⊗Φ2,3;3)

Φ1,3;3◦m02

δ⊗1+1⊗δ // C(F 0)⊗ C(F 0)
m12◦(Φ1,2;3⊗Φ2,3;3)

Φ1,3;3◦m02

K
vv
C(F 1)
δ
// C(F 1).
The following results follow from the fact that K is a chain homotopy:
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Theorem 8.6. Let Λt ⊂ J1M, t ∈ [0, 1] be isotopy of Legendrian subman-
ifolds, and suppose Λ0 has a linear-at-infinity generating family. Then for
F 0 and F 1 guaranteed by Proposition 3.24, the following diagram commutes:
(8.4) GH∗(F 0)⊗GH∗(F 0)
∼=

µ02 // GH∗(F 0)
∼=

GH∗(F 1)⊗GH∗(F 1) µ
1
2 // GH∗(F 1).
Since paths of metrics and perturbations appeared in the construction of
continuation flow trees, the resulting chain homotopy also shows the follow-
ing two results of invariance.
Corollary 8.7. The construction of µ2 does not depend on choice of metrics
from GF and GQ in Definition 4.7 used in the gradient vector fields.
Corollary 8.8. The construction of µ2 does not depend on choice of per-
turbation s used to achieve transversality in M(p1, p2; p0|s).
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