The accuracy of methods for the assessment of mammographic risk analysis is heavily related to breast tissue characteristics. Previous work has demonstrated considerable success in developing an automatic breast tissue classification methodology which overcomes this difficulty. This paper proposes a unified approach for the application of a number of rough and fuzzy-rough set methods to the analysis of mammographic data. Indeed this is the first time that fuzzy-rough approaches have been applied to this particular problem domain. In the unified approach detailed here feature selection methods are employed for dimensionality reduction developed using rough sets and fuzzy-rough sets. A number of classifiers are then used to examine the data reduced by the feature selection approaches and assess the positive impact of these methods on classification accuracy. Additionally, this paper also proposes a new fuzzy-rough classifier based on the nearest neighbour classification algorithm. The novel use 1 of such an approach demonstrates its efficiency in improving classification accuracy for mammographic data, as well as considerably removing redundant, irrelevant, and noisy features. This is supported with experimental application to two well-known datasets. The overall result of employing the proposed unified approach is that feature selection can identify only those features which require extraction. This can have the positive effect of increasing the risk assessment accuracy rate whilst additionally reducing the time required for expert scrutiny, which in-turn means the risk analysis process is potentially quicker and involves less screening.
Introduction
Breast cancer is a major health issue, and the most common amongst women in the EU. It is estimated that 8-13% of all women will develop breast cancer at some point during their lives [6] , [16] . Furthermore, in the EU and US, breast cancer is recognised as the leading cause of death of women in their 40s [6] , [7] , [16] . Although increased incidence of breast cancer has been recorded, so too has the level of early detection through the screening of potential occurence using mammographic imaging and expert opinion. However, even expert radiologists can sometimes fail to detect a significant proportion of mammographic abnormalities. In addition, a large number of detected abnormalities are usually discovered to be benign following medical investigation.
Existing mammographic Computer Aided Diagnosis (CAD) systems [21, 32] concentrate on the detection and classification of mammographic abnormalities. As breast tissue density increases however, the effectiveness of such systems in detecting mammographic abnormalities is reduced significantly. Also, it is known that there is a strong correlation between mammographic breast tissue density and the risk of development of breast cancer. Automatic classification which has the ability to consider tissue density when searching for mammographic abnormalities is therefore highly desirable. This paper presents two novel ideas. The first is a unified approach which employs a number of rough and fuzzy-rough approaches to deal with mammographic data. In particular, this method considers each step from feature extraction through to data classification, although this paper focuses primarily on the latter two steps. The second idea is a new nearest-neighbour classifier based on fuzzy-rough sets which is one of a number of fuzzy-rough classifier components that can be 'plugged-into' the previously described unified approach.
The use of the unified approach results in a reduction in the number of misleading or redundant image features and the new classifier demonstrates improved classification accuracy.
The remainder of the paper is structured as follows. An overview of related work is presented in section 2, this forms the basis for the work demonstrated later in the paper. A unified fuzzy-rough framework is proposed in section 3 along with an examination of the methods employed in the dimensionality reduction, and classification phases. In section 4, the new fuzzy-rough nearest neighbour (FRNN) classification algorithm is introduced, and a worked example is presented. Section 5 demonstrates the application of a number of classifiers including the fuzzy-rough nearest neighbours (FRNN) approach, to two mammographic datasets. Additionally, the experimental setup is discussed in this section, and comparative results are presented for a number of dimensionality reduction and classifier approaches within the framework presented earlier.
Section 6 concludes the paper with a short discussion of future work.
Background
It is important to emphasise that the problem under consideration in this paper is mammographic risk analysis rather than mammographic diagnosis from images, an area where many publications have been written with respect to the application of machine learning techniques [1] , [5] , [18] , [35] . Mammographic risk analysis, involves the extraction of mammographic breast density information from images which is then used to assess how likely a woman is to develop breast cancer. The basic steps involved are outlined in Fig.1 , with detailed background described in [30] . The initial stages involve the segmentation and filtering of the mammographic images: all mammograms are pre-processed to identify the breast region and remove image background, labels, and pectoral muscle areas. This segmentation step results in a very minor loss of skin-line pixels in the breast area, however these pixels are not required for tissue estimation.
Then, a feature extraction step is performed, where the fuzzy c-means (FCM) algorithm [4] is employed which results in the division of the breast into two clusters. A co-occurrence matrix (which is essentially a 2D histogram) is then used to derive a feature set which results in 10 features to describe morphological characteristics and 216 for the texture information (226 total). This feature set is then labelled using the consensus opinion of 3 experts to manually assign a label to each actual mammographic image using the BIRADS [2] classification.
This consensus is determined where the classification for a given mammogram, which two or three radiologists agreed upon (majority vote) is selected as the 'consensus class'. If all experts classified a single mammogram differently, the median value is chosen as consensus opinion. The divergence in the opinion of the experts, is a major factor which often frustrates the use of automatic methods. This highlights the need to remove inter-observer (inter-operator) variability through the development of more autonomous approaches.
The approach outlined in Fig.1 is used as a starting point for the unified approach which is proposed in this paper where the existing classification step is replaced with a dimensionality reduction phase and a classification phase.
The existing extracted feature set is used, as is the consensus expert labelling of the data.
Unified Fuzzy-Rough Approach
A unified framework such as that shown in Fig.2 is adopted to simplify the way in which knowledge can be efficiently learned from the (mammographic) training data, and therefore applied to real-world risk assessment problems. In this work, the focus lies in the implementation of rough and fuzzy-rough techniques for the dimensionality reduction and classifier learner steps. The approach for the feature extraction step employed in this paper is documented in [30] , however there is no reason why future work could not include a fuzzy-rough method to accomplish this in an effort to unify the underlying mathematical approach (see conclusion for further discussion).
Efficient, and in particular accurate classification of mammographic imaging is of high importance. Any improvement in accuracy for automatic mammographic classification systems can result in a reduction in the amount of required expert analysis thus improving the time taken to perform breast tissue risk assessment. The data in mammographic imaging is real-valued and as mentioned previously can be noisy. Clearly, any classifier employed must therefore have the ability to deal with such data. Discrete methods require that the real-valued data is discretised and thus result in information loss, however the methods described in this paper require no discretisation and use only the information contained within the data. The following sections describe the fuzzy-rough dimensionality and classification methods which are used within the proposed unified framework.
Dimensionality Reduction
In this work, feature selection (FS) is utilised as the dimensionality reduction technique. This allows the identification of a minimal feature subset from a problem domain while retaining both a suitably high accuracy and the semantics entailed by the original features. In many real world problems, FS is necessary due to the level of noisy, irrelevant or misleading features. By removing these factors, techniques for learning from data can benefit greatly. A detailed review of FS techniques devised for classification tasks can be found in [12] , [24] , [27] , and [28] . The focus of this paper however lies in the implementation of FS techniques which are based exclusively on rough sets and fuzzy rough sets.
The work on rough set theory (RST) [31] , offers a formal methodology that can be employed to reduce the dimensionality of datasets, as a preprocessing step to assist any chosen modeling method for learning from data. It assists in identifying and selecting the most information-rich features in a dataset. This is achieved without transforming the data, whilst simultaneously attempting to minimise information loss during the selection process. In terms of computational effort, this approach is highly efficient, as it is based on simple set operations. This makes it suitable as a preprocessor for techniques that are much more complex. In contrast to statistical correlation-reduction approaches [13] , RST requires no human input or domain knowledge other than the given datasets. Perhaps most importantly though, it retains the underlying semantics of the data, which results in data models that are more transparent to human scrutiny.
At the heart of the rough set approach is the concept of indiscernibility. Let I = (U, A) be an information system, where U is a non-empty set of finite objects (the universe) and A is a non-empty finite set of attributes so that a : U → V a for every a ∈ A. V a is the set of values that a can take. For any P ⊆ A, there exists an associated equivalence relation IN D(P ):
The partition generated by IN D(P ) is denoted U/IN D(P ) or abbreviated to U/P and is calculated as follows:
where,
and,
where A and B are families of sets.
If (x, y) ∈ IN D(P ), then x and y are indiscernible by attributes from P .
The equivalence classes of the P-indiscernibility relation are denoted [x] P . Let X ⊆ U. X can be approximated using only the information contained in P by constructing the P-lower and P-upper approximations of X:
Let P and Q be attribute sets that induce equivalence relations over U, then the positive, negative and boundary regions can be defined:
By employing this definition of the positive region it is possible to calculate the rough set degree of dependency of a set of attributes Q on a set of attributes P . This can be achieved as follows: for P , Q ⊆ A, it can be said that Q depends
The reduction of attributes or selection of survival features can be realised through the comparison of equivalence relations generated by sets of attributes.
Attributes are removed such that the reduced set provides identical predictive capability of the decision feature or features as that of the original or unreduced set of features.
The QuickReduct algorithm [10] shown in Fig. 3 searches for a minimal subset without exhaustively generating all possible subsets. The search begins with an empty subset, attributes which result in the greatest increase in the rough set dependency value are added iteratively. This process continues until the search produces its maximum possible dependency value for that dataset (γ C (D)). Note that this type of hill-climbing search does not guarantee a minimal subset and may only discover a local minimum.
Rough and fuzzy-rough feature selection
Unfortunately, one of the main disadvantages of the classical rough set methodology is its inability to deal with real-valued data unless the data is discretised which can result in information loss. One particular extension which has been proposed to address this shortcoming is the tolerance rough set model (TRSM) [38] . other extensions such as variable precision rough sets (VPRS) [45] deal with misclassification of objects rather than real-valued data.
This paper utilises two approaches: one which is rough set-based and another which is based on fuzzy-rough sets, both of which have the ability to deal with real-valued data. The first approach implements a version of tolerance rough sets [38] which also takes advantage of the information in the boundary region or region of uncertainty [29] . The second utilises fuzzy-rough sets [14] which extend the rough set approach outlined previously.
Unlike the classical rough set methodology TRSM employs a similarity relation to minimise data as opposed to the indiscernibility relation, thus allowing a degree of 'fuzziness'. This allows a relaxation in the way equivalence classes are considered. This flexibility allows a blurring of the boundaries of the former rough or crisp equivalence classes and objects may now belong to more than one tolerance class. Suitable similarity relations must be defined for each feature, although a common definition can be used for all features if applicable. A standard measure for this purpose, given in [38] , is:
where a is a considered feature, and a max and a min denote the maximum and minimum values of a respectively.
When considering the case where there is more than one feature, the defined similarities must be combined to provide an overall measure of similarity of objects. For a subset of features, P , this can be achieved in many ways including the following approaches:
where τ is a global similarity threshold and determines the required level of similarity for inclusion within a tolerance class. This framework allows for the specific case of traditional rough sets by defining a suitable similarity measure (e.g. complete equality of features and the use of equation (12)) and threshold (τ = 1). An algorithm can be formulated which uses this framework to search for subsets in the same way that the classical rough set QuickReduct does.
Further detail of this approach can be found in [29] .
The requirement of rough set theory to rely on discrete data implies an objectivity in the data that is simply not present. For example, consider an attribute Blood Pressure in a medical dataset. In the real world, this is a realvalued measurement but for the purposes of RST must be discretized into a small set of labels such as Normal, High, etc. Subjective judgments are therefore required to establish boundaries for objective measurements.
A more appropriate way of handling this problem is the use of fuzzy-rough sets [14] . Subjective judgments are not entirely removed as fuzzy set membership functions still need to be defined. However, the method offers a high degree of flexibility when dealing with real-valued data, enabling the vagueness and imprecision present to be modelled effectively.
Fuzzy-rough sets encapsulate the related but distinct concepts of vagueness (for fuzzy sets) and indiscernibility (for rough sets), both of which occur as a result of uncertainty in knowledge. Vagueness arises due to a lack of distinction or hard boundaries in the data itself. This is typical of human communication and reasoning. Rough sets can be said to model ambiguity resulting from a lack of information through set approximations.
Definitions for the fuzzy lower and upper approximations can be found in [34] , where a T -transitive fuzzy similarity relation is used to approximate a fuzzy concept X:
Here, I is a fuzzy implicator and T a t-norm. R P is the fuzzy similarity relation induced by the subset of features P :
µ Ra (x, y) is the degree to which objects x and y are similar for feature a, and may be defined in many ways, for example:
where σ a 2 is the variance of feature a. As these relations do not necessarily display T -transitivity, the fuzzy transitive closure can be computed for each attribute.
In a similar way to the original crisp rough set approach, the fuzzy positive region [23] can be defined as:
An important issue in data analysis is the discovery of dependencies between attributes. This is of particular significance for feature selection and pattern classification. The fuzzy-rough dependency degree of D on the attribute subset P can be defined as:
A fuzzy-rough reduct R is defined as a subset of features which preserves the dependency degree of the entire dataset, i.e. γ
. Based on this, a fuzzy-rough QuickReduct algorithm can be constructed that uses equation (21) as shown in to gauge subset quality when searching for a minimal reduct.
It is this algorithm which is used in this paper to generate reducts for mammographic data.
Classifier Learning
The work presented here addresses the classification of mammographic imaging.
This requires the learning of the classifier employed in the overall system (see classifier [36, 41] ; and VQNN a nearest neighbour (NN) classifier based on the vaguely quantified rough set model [11] .
In the previous approach [30] shown in Fig.1 , conventional crisp classifier learners were employed for the classification of the mammographic data -kNN, C4.5 [33] , and a combined Bayesian estimation approach type classifier [15] . In this paper a number of hybrid fuzzy set and rough set-based classifiers have been employed to classify the mammographic data. Each classifier algorithm is discussed in further detail in this section.
The kNN algorithm assigns a test object to the decision class most common among its 'k nearest neighbours', i.e., the k training objects that are closest to the test object. An extension of the kNN algorithm to fuzzy set theory (FNN) was introduced in [26] . It allows partial membership of an object to different classes, and also takes into account the relative importance (proximity) of each neighbour with respect to the test instance. However, as correctly argued in [36] , the FNN algorithm has problems dealing adequately with insufficient knowledge.
In particular, when every training pattern is far removed from the test object, and hence there are no suitable neighbours, the algorithm is still forced to make clear-cut predictions. This is because the sum of the predicted membership degrees to the various decision classes is always required to be equal to 1.
For the purposes of FNN, the extent to which an unclassified object y belongs to class X is defined as:
where N is the set of object y's k-nearest neighbours and µ R (x, y) is the fuzzy similarity of y and object x. In the traditional fuzzy kNN approach, this is defined in the following way:
where || · || denotes the Euclidean norm, and m is a parameter that controls the overall weighting of this fuzzy similarity. The FNN algorithm employs these definitions to determine the extent to which an object y belongs to each class, typically classifying y to the class with the highest resulting membership. The complexity of this algorithm for the classification of one test pattern is O(|U| + k · |C|),
Initial attempts to combine the FNN algorithm with concepts from fuzzy rough set theory were presented in [36, 41] (here denoted FRNN-O). In these papers, a fuzzy-rough ownership function is constructed that attempts to handle both "fuzzy uncertainty" (caused by overlapping classes) and "rough uncer-tainty" (caused by insufficient knowledge, i.e. attributes, about the objects).
All training objects influence the ownership function, and hence no decision is required as to the number of neighbours to consider, although there are other parameters that must be defined for its successful operation.
Note that the approach does not use fuzzy lower or upper approximations to determine class membership unlike the method proposed in this paper. The fuzzy-rough ownership function was defined as:
This can be modified to consider only the k nearest neighbours as follows:
where N is the set of object y's k-nearest neighbours. When k = |U| the original definition is obtained as illustrated in eqn. (25) . The fuzzy similarity is determined by
where m controls the weighting of the similarity (as in FNN) and κ a is a parameter that decides the bandwidth of the membership, defined as
For FRNN-O, initially a parameter κ a is calculated for each attribute and all memberships of decision classes for test object y are set to zero. Next, the weighted distance of y from all objects in the universe is computed and used to update the class memberships of y via eqn. (24) . Finally, when all training objects have been considered, the algorithm outputs the class with the highest membership. The complexity of the algorithm is O(|C||U| + |U| · (|C| + |C|)).
This method still requires a choice of parameter m, which plays a similar role to that in FNN.
Equations (14) and (15) (14) and (15). This makes fuzzy-rough sets equally susceptible to noisy data (which is difficult to rule out in real-life applications) as their crisp counterparts.
To make up for this shortcoming, the work in [11] proposed to soften the Examples of fuzzy quantifiers can be generated by means of the following parametrised formula, for 0 ≤ α < β ≤ 1, and x in [0, 1],
For instance, Q (0.1,0.6) and Q (0.2,1) might be used respectively to reflect the vague quantifiers some and most from natural language.
Once a couple (Q l , Q u ) of fuzzy quantifiers is fixed, the Q l -upper and Q ulower approximation of a fuzzy set A under a fuzzy relation R are defined by
for all y in U. In other words, an element y belongs to the lower approximation of X if most of the elements related to y are included in X. Likewise, an element belongs to the upper approximation of X if some of the elements related to y are included in X. Notice that when X and R P are a crisp set and a crisp equivalence relation respectively, the approximations may still be non-crisp.
The algorithm given in Fig. 4 can be adapted to perform VQRS-based nearest neighbours (VQNN) classification by replacing µ RP X (y) and µ RP X (y) with µ Qu RP X (y) and µ Q l RP X (y). The computational complexity of this approach is similar to that of classical rough set approach.
Fuzzy-Rough Nearest Neighbours
This section concentrates on the description of the novel fuzzy-rough nearest neighbour algorithm. The need for such a new classification technique arises from the fact that although the FRNN-O algorithm proposed in [36] uses a fuzzyrough framework, no use is made of the fuzzy upper and lower approximations to determine class membership. This has prompted the development of an approach which was built upon the existing fuzzy-rough techniques which had been applied successfully to the feature selection problem [23] . As both the FS problem and the classification problem are similar is many ways, the motivation was therefore quite clear.
The intuitive basis for the approach is that the lower and the upper approximation of a decision class, calculated by means of the nearest neighbours of a test object y, provide good clues to predict the membership of the test object to that class. Thus, by calculating the upper and lower approximation of a given decision class these can be employed as a metric for the test object in determining class membership.
FRNN Algorithm
The membership of a test object y to each (crisp or fuzzy) decision class is determined via the calculation of the fuzzy lower and upper approximation. 
Worked example
In order to demonstrate the application of the algorithm, a small worked example is presented. This example employs a dataset with 3 real-valued conditional attributes (a,b, and c) and a single crisp discrete-valued decision attribute (q) as the training data, shown in Table 1 . A further dataset shown in Table 2 containing 2 objects is used as the test data to be classified, again with the same number of conditional and decision attributes.
Referring to the FRNN algorithm described in the previous section, the first classes. In Table 1 there are 4 objects and as noted previously a decision attribute which has 2 classes ({yes}, and {no}).
Using the fuzzy similarity measure as defined in (17) the similarity of each test object is compared to all of the objects in the training data. For instance, consider the training object t1:
These similarity values can then be used to generate the lower and upper approximations. Note that the fuzzy connectives chosen for this example are the Lukasiewicz t-norm (max(x + y − 1, 0)), and Lukasiewicz fuzzy implicator (min(1 − x + y), 1).
For the decision concept X = yes these are: In this case, both upper and lower approximation membership values for each of the classes X = no and X = yes are identical. However because of line 6 of the FRNN algorithm, t2 will be classified as belonging to X = yes.
Experimentation
In this section the results of applying the previously described classifiers and FS preprocessors are presented. Initially the classifiers are applied to the unreduced extracted feature data -i.e. data on which FS has not been performed, see Fig.5 . Classification is then performed on data which has been reduced by two previously described FS preprocessors DMTRS [29] , and FRFS [23] .
The results are then assessed for both FS methods used in conjunction with each of the individual classifiers. Additionally the results obtained in this paper are briefly compared with those reported in [30] .
Experimental Setup
The are two datasets considered in this paper, and both are available in the public domain: the Mammographic Image Analysis Society (MIAS) database [39] , and the Digital Database of Screening Mammography (DDSM) [19] . The class labels for each mammogram are assigned by three experts consensus opinion as described previously in section 2. There are four discrete labels ranging from 1 to 4 relating to the BIRADS classification [2] , where 1 represents a breast that is entirely fatty and 4 represents a breast that is extremely dense.
For the FRFS preprocessor the fuzzy similarity employed is defined in eqn. (19) along with the Lukasiewicz t-norm (max(x+y −1, 0)) and the Lukasiewicz fuzzy implicator (min(1 − x + y, 1)). It has been shown that these work particularly well when used for fuzzy-rough feature selection [23] .
The However, for ease of comparison, the other approaches have been adapted such that a k value can be specified. This is achieved by calculating the test objects k nearest neighbours rather than using all of the objects in the training set.
For FNN and FRNN-O, m is set to 2. The VQNN approach was implemented using the commonly adopted Q l = Q (0.1,0.6) and Q u = Q (0.2,1.0) , according to the general formula in equation (28) .
For the new classifier approach, although there are no parameters to tune, decisions about which fuzzy relations and implicators must still be made. For the purpose of the experimentation documented in this paper, the fuzzy relation given in eqn. (17) was chosen for simplicity. In the FRNN approach, the min t-norm and the Kleene-Dienes implicator I (defined by I(x, y) = max(1 − x, y))
were used.
Initially, the three classification techniques described previously as well as the new FRNN technique are applied to the unreduced datasets and some results are then generated. The dimensionality of the data is then reduced and a summary of the average classification values achieved for each FS method is used to compare the methods.
Unreduced data
The classification accuracy results for the unreduced data are presented in this section. This was achieved by applying each of the four classifiers to both of the datasets which gives a background against which to make subsequent comparative studies.
Considering the classification accuracy results illustrated in Fig. 6 , it can be seen that there is little variation in the performance for the MIAS dataset.
The FRNN-O approach seems to have a slight advantage, however this is only in the order of 2-6% for all values of k. The results for the DDSM dataset tell a slightly different story with VQNN achieving a small but clear advantage.
FNN also appears to marginally outperform FRNN, and FRNN-O methods follow a similar trend to that of VQNN. Generally, as the number of objects in the dataset increases, so too does the potential for measurement noise. The noise-tolerant characteristics of VQNN and the fact that the DDSM dataset has many more objects than the MIAS dataset may explain why VQNN performs particularly well in this case.
It is important to note at this point that the levels of performance shown for the FRNN approach are of little importance in this section as the data prior to reduction with FS contains much redundancy, irrelevance, and noise.
Reduced Data
In this section the results of classifying the MIAS and DDSM datasets following feature selection are presented. Classification accuracy results are provided for both DMTRS and FRFS, again using both 10-fold CV. In Table 3 The results presented here illustrate the classification accuracies obtained when using DMTRS as a FS preprocessing step. There are a total of four diagrams ( Fig. 7 and 8 Table II , the DMTRS approach achieves a subset sizes of 7 and 8 for the MIAS dataset. In Table 5 When comparing the results obtained for this paper with those of [30] , which represents the current state-of-the-art in automated mammographic breast density classification, it is clear that there is a significant improvement in classification accuracy. In [30] , for the MIAS dataset classification rates of 77%, 72%, and 86%
are achieved respectively for each of the classifier learners employed -namely SFS+kNN, C4.5, and a Bayesian classifier (although this is an approach which combines the previous two methods). Leave-one-out cross validation (LOOCV)
is employed for cross validation in the paper in question, and k=7, for the kNN classifier. Additionally, the SFS+kNN approach employs a 'wrapper' type FS approach to select a subset of size 9 for MIAS and 9 also for the DDSM data.
Both DMTRS and FRFS feature selection approaches achieve results of 8 and which employs LOOCV also demonstrates that the unified approach adopted in this paper achieves results similar to those for 10-fold CV documented here, however such a comprehensive investigation is beyond the scope of this paper.
Both FS techniques employed in this paper are data-driven and do not re-quire any normalisation or transformation of the data. In the work of [30] however, the data has to be normalised prior to the application of wrapper FS using kNN. This may have the effect of information loss since it involves subjective human intervention when dealing with the data.
Considering the FRNN results obtained in this paper for the MIAS dataset, classification accuracies of 91.4%, 90.28%, and 90.81%, were achieved for DMTRS(τ = 0.97), DMTRS(τ = 0.98), and FRFS reduced data respectively. Indeed, if the results from Table 5 are examined, it can be seen that even the average classification accuracies are considerably better in most cases than those obtained in [30] .
For the DDSM dataset where classification accuracies of 70%, 72%, and 77% have been achieved in the previous work [30] , considerably improved results have also been obtained using the new fuzzy and fuzzy-rough methods -89.24%, 88.51%, and 85.84%. Again the average classification results of Table 6 reflect what has also been demonstrated in the case of the MIAS dataset.
Once again, although it is acknowledged that the classifiers were learned using 10-fold CV, the performance increases of the unified approach are emphasised by the subset size results and the increase in classification accuracy following the application of FS.
Conclusion
This paper has demonstrated the application of fuzzy-rough methods to data for mammographic risk analysis. It has also introduced a new NN classifica-tion approach and demonstrated how this can be applied for the analysis of mammographic data. In particular, it has demonstrated how the classification accuracy for mammographic risk-analysis can be increased significantly by employing fuzzy classifiers which have the ability to handle real-valued data.
Most importantly however, the value of adopting a unified approach has been highlighted. This is clearly shown in the large improvement of classification accuracy over the unreduced data for all classifier methods and also the significant reduction in dimensionality, which has a direct impact on the time taken to classify mammographic density. The use of FS to identify information-rich features whilst minimising feature measurement noise from the many initially extracted features is important as it can then be used as an indicator to identify the same information in previously unseen mammograms thus, reducing the time needed in extracting many irrelevant, redundant and noisy features. Increases in classification accuracy for diagnosis means a benefit not only for the patient but also a reduction in expert analysis thus the minimising inter-observer variation.
Additionally, correct initial identification of breast density can potentially mean that further additional screening of the same woman is not required, reducing the physical demands and stresses of further examination.
Areas for future work include the application of an unsupervised FS approach to the unlabeled MIAS and DDSM data and compare the classification results with those of the FS approaches used here. Also, a closer examination of the feature extraction process, especially in-terms of how rough and fuzzy-rough approaches could be applied to the extraction of features from mammographic images is an area which requires further exploration. A further more in-depth evaluation, of the various fuzzy implicators, membership functions, and similarity measures which can employed for both the FS and classification phases of the approach is also required. The experimental evaluation in this paper utilised those which had been previously available and further improvements in performance may be realised through the use of different measures. Application of the unified FS/classifier approach could also be extended to other problem domains, such as forensic evidence [25] , industrial systems monitoring [22] , or heterogeneous data found in e.g. microarray analysis [3] . ( FRNN(U,C,y) . U, the training data; C, the set of decision classes; y, the object to be classified. (6) if (µ RP X (y) ≥ µ 1 (y) && µ RP X (y) ≥ µ 2 (y)) (7)
Class ← X (8) µ 1 (y) ← µ RP X (y), µ 2 (y) ← µ RP X (y) (9) output Class 
