First, the result was proved that two matrices tensor product can be exchanged in the sense of permutation similar and this explants that the tensor product of block matrixes can be block calculated in the sense of permutation similar. Second, the convenient constructing method for the permutation matrix is given. Third, the parallel computing models of matrix tensor product are proposed. Final , the thought and process of the algorithm are showed by an example.
INTRODUCTION
In areas such as engineering design and numerical algebra, many computation problems can finally be attributed to the matrix computation problem, which needs using parallel machine system to carry on massively parallel computation. Because the computation cost is large, therefore how effectively carries on these matrix computation is extremely important. And it causes many scholars research interest, emerge many research results such as the famous Cannon algorithm and Fox algorithm. Hattori et al. [1] have proposed a matrixmultiplication algorithm suited to the distributed computer environment on PVM. Oksa et al. [2] have designed a new parallel algorithm for matrix multiplication by Gramian of Toeplitz-block matrix. Li and Li [3] have realized the Cannon algorithm on the cluster of workstations. Zhang and Li [4] have presented a new parallel algorithm for matrix multiplication based on diagonal partition strategy, and so on. In paper [5] , the author proposed a kind data encryption scheme by matrix tensor theories, in which he uses some low-scale matrices to construct the complex high-scale matrix by tensor production.
In matrix theory, the matrix tensor product plays an important role. For example, the straightening of multiplication matrics can be expressed by tensor products. Which can transformed a linear matrix equation into a linear system equations. Hence, the existence of the solution and its solution of a linear matrix equation can be described by matrix tensor products. Besides, the matrix tensor products has important effect in differential geometry and algebraic geometry. All these show that the computation of matrix tensor products is an important problem in the matrix calculation. According to the mathematical definition, compared with its multiplication, the computation cost of matrics tensor production is huger. For example, it required (m-1)(n-1)n 2 -times multiplication only for calculating the m n-class matrics multiplication. But it required (m-1)n 2m -times multiplication for calculating their tensor products.
In order to effectively carry on the parallel computation of matrix tensor production, this paper studies block operation properties of the matrices tensor production and discuss its parallel computational problem. In this paper, the main signs are abide by Marcus [6] .
THE BLOCK OPERATION PROPERTIES OF MATRICES TENSOR PRODUCTION
In this section, we study the corresponding operation properties of block matrices tensor production.
Let M n,m be the set of n × m matrices, L(V;W) be the set of linear mappings from vector space V into vector space W. Let d(V)denote the dimension of vector space V. In order to define the matrices tensor product, we introduce the series set Γ(n 1 ,n 2 ,···,n m ) = {αα = (α(1),···,α(m)); 1≤ α(i)≤n i ,i = 1,···,m} In the case that n 1 = ··· = n m = n Γ(n 1 ,n 2 ,···,n m ) is denoted simply by Γ m,n .
,···,m, theirs tensor product is defined as below: A square matrix which every row and every column had only one component equal to 1 and other components equal to 0 is called a permutation matrix.
From (1), we can easily certify the below conclusion.
Lemma 1
Let A = (a ij ) ∈ M n,m and B be a matrix. Then
Then there exist a ns × ns permutation matrix P 1 and a mt × mt permutation matrix P 2 , such that 
It is means that
We define a linear mapping
Obviously, the matrix of linear mapping P 2 (corresponding the bases E ⊗ and E ⊗ ) is a mt × mt permutation matrix. This matrix is denoted by P 2 .
In the same way, there is a linear mapping
The matrix of linear mapping P 1 (corresponding the bases F ⊗ and F ⊗ ) is a ns × ns permutation matrix. This matrix is denoted by P 1 .
Since and , therefore we obtain that
This complets the proof.
Remark: we denote the vector which has only the i-th component equal to 1 and other components equal to 0 by ε i . The matrix P 1 in theorem 1 is denoted by P n,s . The matrix P n,s has not any relation with the concrete content of matrix A and B, but only with n (the rows of matrix A) and s (the rows of matrix B). Moreover, the matrix P n,s can be quickly write out only by n and s. The similar result is hold for the matrix P 2 which can be denoted by P m,t .. For example, let
Hence the 2-th column-vector of P 4,5 is ε 6 . Therefore, we obtain that P 4,5 = {ε 1 ,ε 6 ,ε 11 ,ε 16 ,ε 2 ,ε 7 ,ε 12 ,ε 17 ,ε 3 ,ε 8 ,ε 13 ,ε 18 ,ε 4 ,ε 9 ,ε 14 ,ε 19 ,ε 5 ,ε 10 ,ε 15 ,ε 20 } ={10000000000000000000; 00000100000000000000; 00000000001000000000; 00000000000000010000; 01000000000000000000; 00000010000000000000; 00000000000100000000; 00000000000000001000; 00100000000000000000; 00000001000000000000; 00000000000010000000; 00000000000000000100; 00010000000000000000; 00000000100000000000; 00000000000001000000; 00000000000000000010; 00001000000000000000; 00000000010000000000; 00000000000000100000; 00000000000000000001}.
Additional, we can easily certify that P n,s -1 = P n,s = P s,n .
Corollary 1 Let n,s,m,t be positive integers. Then there exist permutation matrix P n,s and P m,t such that
It is well knew that the combination law is hold for matrix tensor production, e.g.,
Theorem 2 Let A = (A ij ) n×m be a block matrix and B be a matrix. Then the follow equation is hold:
PROOF. According to lemma 1, this theorem can be directly verified. 
Theorem 3 Let
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PROOF. From theorem 2, we have
According to corollary 1 of theorem 1, there exist permutation matrices P n i ,h and P m j ,l such that
where .
Let the permutation matrix P 1 = diag ͕P n 1 ,h ,L, P n n ,h ͖ and the permutation matrix
From theorem 2 again, we have
By theorem 1, there exist permutation matrices P s p ,n i and P t q ,m j such that
, ,
Now, the formula (2) is equal to P 3 P 1 (A ⊗ B)P 2 P 4 . And this complets the proof. A i , it is very difficult to calculate its inverse matrix when we don't previously knew it was the m-tuples tensor production of n × n matrix.
PARALLEL COMPUTATION FOR MATRIX TENSOR PRODUCTION
According to paper [5] , it has a strong advantage for construct the encryption matrix by using matrix tensor product.
According to equation (1) , it should make (m -1)n 2m -times multiplication to calculate the m-tuples tensor product of n × n matrix, and should need n 2m -times multiplication by using the combination law of matrix tensor product. So, the computation cost is every huger when n and (or) m be relatively big. In the following, we discuss the parallel computing problem of the matrix tensor production by using the property of block tensor production operation. Algorithm 3-1 Assume A 1 = (a ij ) n×n and A 2 be an n × n matrix. There are n × n processors with Mesh-Connected and be denoted as P ij receptivity. According to lemma 1, we can compute A 1 ⊗ A 2 by following process.
Put the component of A 1 separately into the processors (a ij on P ij ). Put A 2 into every processor. Then a ij A 2 is computed in processor P ij for parallel all i,j = 0,1,L,n-1. Finely, we obtain the computing result of A 1 ⊗ A 2 by recovering the results of all processors.
In the following, we analyse the algorithm complexity. In order to facilitate the description, here omits the recovery process. And the algorithm complexity is only measured by the total times of multiplication. 
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The total times of multiplication is n 2 for computing a ij ⊗ Α 2 in P ij . Hence, the cost c(n) = t(n) · p(n) = n 4 , the accelerated-rate , the efficiency . These indicators show that the parallel algorithm is optimal.
Algorithm 3-2 Suppose that A = (A ij ) n×n is a block matrix (where A ij is a m × m matrix) and B is a n × n matrix. There are n × n processors with Mesh-Connected and be denoted as P ij receptivity. According to theorem 2, we can compute A ⊗ B by the following process. Put A ij into the processor P ij . Put B into every processor. Then A ij ⊗ B is computed in processor P ij for parallel all i,j = 0,1,L,n-1. Finely, we obtain the computing result of A ⊗ B by recovering the results of all processors.
The total times of multiplication is m 2 n 2 for computing P ij ⊗ B in P ij . Hence, the cost of the parallel computing is m 2 n 4 , the accelerated-rate S p (n) = m 2 n 2 , the efficiency E p (n) = O(m 2 ). figure 1) and be denoted as P ij receptivity. According to theorem 3, in ordering to compute A ⊗ B, we introduce that C ij = (B pq ⊗ A ij ) and C ij is divided into n×n sub-blocks B pq ⊗ A ij (p,q = 0,1,L,n-1). Put A ij , B ij and C ij into the local memory of processor P ij , where C ij is a zero matrix previously. Now we compute the tensor production of two sub matrices that they are storage in the local memory of processor P ij . First, we set p = i and q = j.
Step 1: computing B pq ⊗ A ij in processor P ij , and storing the result into the (p,q)-th sub-block of C ij .
Step 2: Set p← (p+(q+1)\n) mod n, q← (q+1) mod n. This making the subblocks of B cyclic shift.
Step 3: If p = i and q = j, then goto step 4, else goto step 1.
Step 4: Now we take the permutation replacement to C ij as in theorem 3. Finally we obtain the computing result of A ⊗ B by recovering the results of all processors. A i by repeating call algorithm 3-3 and using the combinationlaw of matrix tensor product.
EXAMPLES FOR ALGORITHM
Now, we cite an example for algorithm 3-3. To save space, we take a lower scale matrix, but it enough to exposited the algorithm thought and computing procedure. Let First, B 00 ⊗ A 00 is computed on P 00 and the result is storage in the (0,0)-th block of C 00 . Then take the sub-blocks of B cyclic shift. Thus B 01 is moved to P 00 . B 01 ⊗ A 00 is computed on P 00 and the result is storage in the (0,1)-th block of C 00 . Then take the sub-blocks of B cyclic shift and thus B 10 is moved on P 00 . B 10 ⊗ A 00 is computed on P 00 and the result is storage in the (1,0)-th block of C 00 . Take the sub-blocks of B cyclic shift again and B 11 is moved to P 00 . B 11 ⊗ A 00 is computed on P 00 and the result is storage in the (1,1)-th block of C 00 .
These process can see the figure 2.
Figure 2. Sbu-blocks
Finally, C 00 is formed and it is equal to the below matrix.
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