Abstract-Following the rapid promotion of e-commerce, an unprecedented number of products are now merchandised via online stores. Behind the prosperity of e-commerce, however, consumers are now grabbling for what they purchase, drowning in a slew of offerings. In order to assist customers on decision-making, this paper introduces the information filter with the concept of "kansei engineering". This filter allows users to search the products based on abstract queries, and provides the variety of recommendations.
I. INTRODUCTION
In recent years, e-commerce has expanded at a smacking pace, and online firms have grown up to offer more products than ever. As consumers have been thrown to such expanded offerings, people need a solution to evaluate and compare this large number of alternatives. Now, recommendation systems are expected to conquer this chaos.
Considerable researches on recommender systems are ongoing, and major vendors, such as Amazon and Apple iTunes Store, have recommendation capabilities in their online shops. However, current recommender systems do not fulfill requests from users. For example, current recommenders filter information exactly based on the queries thrown by the users. Therefore, the users are required to seek the exact descriptions for what they are looking for, which is recognized as a S. Akioka is with Graduate School of Information Systems, The University of Electro-Communications, Tokyo, Japan, and Department of Computer Science and Engineering, Waseda University, Tokyo, Japan (Phone: +81-42-443-5637, email: akioka@is.uec.ac.jp).
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challenge for many people. Yet another problem is the major recommendation systems rely on the history of purchase to some extent. These history-based recommenders are good to make a suggestion reflecting the simple one-side flavor of a user, however, the recommenders are not flexible enough to fit variety of tastes the user would have at the same time.
This paper describes a recommender system inspired by the idea of kansei engineering in order to let users search variety products based on the mood. "Kansei" is a Japanese vocabulary, and means psychological feeling or image of a product. According to Nagamachi, a founder of kansei engineering, "kansei engineering is to develop a new product by translating a customer's psychological needs and feeling (kansei) concerning it into design specifications'' [1] . Kansei engineering is already applied to the wide area of engineering, such as user interface [2, 3] , music analysis [4, 5] , virtual reality [6] , and so on.
The basic idea of the recommendation system with kansei engineering is to reflect abstract feelings of users onto the information filter, and provide more flexible and diverse recommendations. To the best of our knowledge, there is no precursor putting kansei engineering to recommender systems.
The rest of this paper is organized as follows. Section II addresses the related literature on recommender systems, as well as the distinction between the prior work and our recommendation systems. Section III describes the details of the process of phrase extraction from web documents, formulation of kansei word map, and the methodology to filter information. We evaluate our filter through the experiments in Section IV, and conclude in Section V.
II. PRIOR WORK
Adomavicious et al. [7] provided a review on recommender systems, and categorized recommendation systems into the three categories; collaborative recommendations, content-based recommendations, and hybrid approaches. Principally, collaborative recommenders recommend items that customers with similar preferences liked in the past, while content-based recommenders recommend items similar to what the user preferred before. Adomavicious et al. concluded that both collaborative and content-based approach have the same problem, which they call "New User Problem". As both of the recommenders rely on the history of the user's behavior, a new user with very little history tends to get inaccurate recommendations. Adomavicious et al. [8] pointed out another drawback on the collaborative filters, which is known as the "cold-start" problem of recommendations. Although items are added one after another, the collaborative filters would not Search in the Mood: the Information Filter Based on Ambiguous Queries
Sayaka Akioka, Hideo Fukumori, and Yoichi Muraoka recommend the un-purchased or unrated items. This behavior of the collaborative filters decreases the chance to recommend the items that are not so popular. Fleder et al. [9] examined the effect of recommender systems. They reached at the conclusions that recommendation systems do have influence on sales diversity; however, the collaborative filters are unpredictable in terms of the impact on diversity. They observed that the same collaborative filter increases diversity in some cases, but not in the other cases. They conjectured that collaborative filters change their behaviors depending on the other factors, and they need further investigation for better understanding of the filters.
Content-based recommenders often require classifying the web documents to find out the items fit to a user's profile. In the context of semantic classification of web documents, sentiment analysis is recognized as one of the leading players to boost up the recommendations. With the research accomplishments in linguistic processing [10] [11] [12] [13] , there are projects to apply sentiment analysis on making a recommendation. For example, Dave et al. [14] proposed the method to distinguish product reviews between positive and negative automatically. Hu et al. [15] introduced their system that categorizes and summarizes the customer reviews into positive or negative in a large sense, depending on the features of the products.
As a summary, we recognize two major problems in the current recommenders. One, the recommenders are wired to users profile, and this feature limits diversity and flexibility of recommendations. Two, the recommenders force users to answer "Yes/No Questions", and never allows moderate answers. In the other word, users do not have a way to avoid tagging "positive" or "negative" flags. Our recommendation system contends against both of the problems by appealing to current mood rather than a user's profile. The recommender, inspired by kansei engineering, allows users to select items based on abstract requirement, but free from their past preferences.
III. KANSEI FILTER
In this section, we describe kansei word map generation, which is applied as an information filter. Figure 1 illustrates the outline of the whole process to build up kansei word map database, which consists of the three parts, that is, crawling part, morphological analysis part, and mapping part. In the rest of this section, we describe the details of each process introduced above, centering on kansei word mapping.
A. Crawling
This part of process crawls among shopping sites, and collects descriptions for products. As our focus here is to extract kansei words, we leverage the representations of products mostly. However, the crawler collects the information such as price, brand name, and product name as well as adjectives including kansei words for the future expansion. This crawling part correlates an item with the collected information, and saves the pair of information into the database, preparing for the further analyses in the next step.
B. Morphological Analysis
For each description collected by the crawler, this part performs morphological analysis, and extract frequent adjectives across the products. Concretely speaking, part-of-speech tagger parses each sentence appears in descriptions, and then, we extract adjectives, comparative adjectives, and morphological superlative adjectives. As the expressions extracted here are the candidate units to construct kansei map in the next step of the process, we ignore any elements other than adjectives in this paper. 
C. Mapping
This stage of the process generates the map of kansei words. The mapping process consists of two tasks. The first task is to map synonyms, indirect antonyms, and an antonym to each adjective obtained by the morphological analyzer. Figure 2 shows an example of the case of wide, following the definition in WordNet [16] . In this example, an antonym of wide is narrow, so these two adjectives (wide and narrow) are mapped on two extremes of the wide-narrow axis. However, there exist many vocabularies between wide and narrow in gradation. Ideally, the transition of the meaning should occur gradually from wide to narrow, though, in this paper, we divide these intermediate words into two categories, synonyms of wide, and indirect antonyms of wide. Here, indirect antonyms of wide are equal to synonyms of narrow. This classification is placed based on the definition of the dictionary, and each adjective appears in the product descriptions should be mapped in at least one of the extremes.
Logically, we can define n(n-1)/2 maps for n adjectives, however, we drop the map one of the extreme or both of the extreme do not appear in the product descriptions. Therefore, the total number of the defined maps is slightly smaller than n(n-1)/2. The basic idea of this step is to place the vocabularies according to the distance of the meanings. In other words, the vocabularies with more similar definition should be mapped closer, while the vocabularies with less similar meanings are mapped further. In the example shown in Figure 2 , the vocabularies placed in the lower part are less similar to wide, and narrow is the opposite expression. So, in Figure 2 , starting with the original vocabulary wide, the vocabularies listed in the upper part should be mapped closer to wide, and finally the antonym narrow will be mapped on the opposite extreme of wide. The next task of this mapping stage is to superpose kansei maps generated above. As the map generated in the first step reflects only the gradation of a particular pair of bipolar adjectives, the only one map is not sufficient to cover the diverse criteria by users. So, superposition of the maps allows users to utilize more than one map at the same time. For example, there are several axes to evaluate or decide a pair of shoes to purchase, such as colors, shape of toes, and so on. In this paper, we anticipate each map generated above reflects each evaluation axis. Therefore, in this example, we superpose several maps related to colors, shape of toes, and the other features to be considered, and utilize the combined map to lessen the space for the user to explore.
IV. EXPERIMENTS

A. Methodology
In order to validate the effect of kansei filter, we generated the filter according to the sequence mentioned in Section III, and applied the filter on the actual data sets crawled from Yahoo! Shopping web services [17] . We crawled the product data focusing on shoes, and extracted <summary> tags. A <summary> tag is defined at Yahoo! Product Search web service, and expected to contain a short description of the product. The XML document shown in Figure 3 is an example of the information that can be retrieved for a product item via Yahoo! Product Search web service. We collected the product information on 79,812 shoes products, and performed morphological analyses. The morphological analysis engine is provided via LingPipe [18] , and we utilized Brown University Standard Corpus of Present-Day American English [19] by Natural Language Toolkit [20, 21] for this particular experiments. After the morphological analyses, and mapped the extracted adjectives as described in Section III.
Here, we have to point out that kansei adjectives are not fully equal to linguistic adjectives. That is, kansei adjectives should be the set of adjectives to express psychological needs or feelings. For Japanese, Nagamachi [22] defined kansei word list. However, kansei word list contains only the pairs of kansei adjectives, but does not consider synonyms or synonyms of antonyms lying between two extreme kansei adjectives. Therefore, we matched the adjective maps generated above, and kansei word list defined by Nagamachi, and preserved only the maps both of the two extreme adjectives appear also in kansei word list. In the experiments of this paper, we utilize these maps as the filters.
B. Results
After the morphological analyses, 8,895 kinds of adjectives (587,018 gross adjectives) are extracted from the collected product descriptions, and 168 adjective maps are obtained based on the extracted adjectives. We matched these adjective maps and kansei word definitions by Nagamachi, and extracted the maps those both of the extreme adjectives appear in kansei word definitions as kansei adjective maps. In the rest of this section, we take a closer look on a representative combined map that is superposition of the four maps; hard-soft map, light-dark map, round-square map, and plain-fancy map. Table 1 describes the details of these four maps, and frequency of the appearance of each adjective in the product descriptions. These four maps are selected for the two reasons. One reason is that these maps consist of frequent adjectives in the product information as well as kansei words. The other reason is that the features, such as colors, shapes, and the overall impression of the design, would be the important features to decide a pair of shoes to buy. Table 2 shows the top five adjective maps regarding the total frequency of the adjectives in each map. That is, for example, 56,911 gross adjectives out of 587,018 appear in easy-difficult map. Actually, adjective easy is often utilized in the descriptions such as "easy on/off". On the other hand, adjective difficult often appears in the context such as "difficult terrain". These two adjectives are opposite by definition, however, they are not lying on the same context of shoe shopping. Considering all of these situations, we focus on the four maps shown in Table 1 in this paper. Of course, this is not a limitation of the system. So, different user can choose different perspective, and this system provides different viewpoints corresponding user's flavor.
After the application of the maps shown in Table 1 , the maps picked up 25,989 total shoes products, and 50 products out of these 25,989 products contain kansei adjectives from all of the four maps respectively. In the rest of paper, we calculate kansei index of these 25,989 products, and investigate the effect of kansei filter utilizing this index. (4908) soft (7986) light (1289) lightweight(8490), airy(142), buoyant(30), pale(29), powdery(1), ablaze(11), bright(115), incandescent(3), luminescent(3), white(5800), loose(143), pure(396), easy(4908), ill(1), thin(921), temperate(4), frivolous(2), shallow (10) black(7881), dusky(1), darkish (7) dark (735) round (4101) full (7458) squared (20) , aboveboard(2), wholesome(3), direct(205), conventional (43) square (431) plain (215) obvious (9), bare(124), dry(1852), simple(835), solid-colored(1), pure(396), direct(205), unadorned(4), unattractive (1) baroque (9), busy(108), dressy(402), elaborate(24), fanciful(11), fantastic(150), lacy(1), puff (1) fancy(55) Fig. 4 . The distributions of kansei index of the four maps mentioned in Table 1 respectively. The adjective hard, light, round, and plain scores two points, while the adjective soft, dark, square, and fancy loses two points.
Kansei index is the average points for each product. Every time the original adjective in Table 1 appears in the product description, two points are added, and one point is added if one of the synonyms of the original adjective appears. On the other hand, two points are subtracted whenever the antonymous adjective appears, and one point is subtracted if one of the synonyms of the antonymous adjective appears. Finally, the average point for the whole product description is adopted as kansei index for the product. For example, if a description contains two hards and one spongy, kansei index for this product is calculated as (2+2-1)/3 = 1. Figure 4 illustrates the distribution of kansei index regarding the four maps described in Table 1 . The horizontal axis represents kansei index. For example, the blue bubbles represent the distribution of kansei index when the hard-soft map is applied to the all items, and the blue bubbles on the two-point line expresses the number of items scored two kansei index. The larger bubble expresses the more items obtained the same level of the index.
Suppose the situation the user put a set of the original adjectives (hard, light, round, and plain) in Table 1 as a query. The recommenders relying on lexical matches will recommend the items on the extreme (the bubbles on two points) in most cases. However, the recommenders with kansei filter have an opportunity to make a suggestion on the items on one point as well. Actually, majority of the items are plotted on one point line, and these items have potential to fit the user's feelings or requirements even though the description may not contain the exact phrases the user have thrown. Figure 5 describes kansei index of 50 products those reflects all of the four maps in Table 1 in the product descriptions. The figure is illustrated in the decreasing order of total kansei index of the products, and the blue line expresses the total kansei index of each product. Each bar represents kansei index of each product and map. Different color depicts the index for the different map. Figure 6 illustrates kansei index of 50 products as well, however, the bars are sorted in descending order of the index for hard-soft map. If the indexes for hard-soft map are same, the bars are sorted in the descending order of the index for light-dark map. This procedure is repeated until the sort is completed or all the maps are considered.
Suppose the situation we considered above again. The recommenders with lexical matches will recommend the several items placed in the left edge in both Figure 5 and Figure 6 , but will have a less chance to recommend the items in the middle in the two figures. Moreover, as seen in Figure 6 , there are many entrees indexed low as the index for a particular map is negative, even though the indexes for the other maps are relatively high. With the recommenders with lexical matches will not be able to pick up these items, however, the recommenders expand the opportunity to recommend these items with proper threshold and kansei filter. One of the important things on recommendation systems is to pick up items the user may like moderately. For this purpose, kansei filter drops the items user will not be interested in, but still saves the possible options in moderate way. Through these experiments, we could conjecture kansei filter have ability to provide flexible recommendations regardless of the precision of a set of the query.
Kansei filter has the ability for the various applications; however, there are a couple of points we need to refine. One thing is that we do morphological analysis, but we did not make consideration for the context. For example, the adjective light has several definitions. One of the definitions is regarding colors, just as we used as the antonym of dark. However, there also is a definition in the context of weights, as the antonym of heavy. In this paper, we did not distinguish this sort of difference depending on the context, and this additional condition will boost the adjustment of the recommendations.
V. CONCLUSIONS
In this paper, we proposed the information filter, applying the idea of "kansei engineering". This information filter provides flexible selections depending on the user's flavor, even though the user may not be able to describe the requirement precisely. That is, the filter enables to choose the information according to mood.
We built up kansei filter with the actual product information collected at Yahoo! Shopping site, and investigated the ability and effect of kansei filter as a recommender system. Through this evaluation, we could confirm kansei filter has ability to make a recommendation providing wide variety of views, and moderately narrowed down product sets.
