Abstract
Introduction
The rapid growth of electronic business scale is bringing more goods to choose for customers, but it is also causing that the cost of searching for a product is getting higher and higher. Recommender system in E-commerce can provide recommendation, help customers find goods, meet users' needs, and turn the users from visitors to buyers. The user's loyalty can be improved by the interaction with websites while such system can make user escape from the searching task, and ultimately, to increase enterprise benefit [1] . Research on recommender system and personalized recommendation technology is a hot topic at home and abroad, and gradually becomes widely an application. Recommender system has been integrated into the operating system in many famous e-commerce, such as Amazon, CDNOW, eBay, Levis, Moviefinder and Reel [2] . In china, although there is a big gap in automatic and personalized recommendation, the relating theories are deepening step by step with the vigorous development of e-commerce [3] . The recommender strategy is becoming more intelligent with respect to the original classification based on content browsing and searching, which will be applied into e-commerce.
Recommender system is composed of the personalized recommendation and the non-personalized recommendation system. In order to produce precise recommendation and guarantee system in realtime, researchers put forward different recommendation algorithms. Typestry presented a recommender system based on collaborative filtering, and the user needs to point out the other similar, with his behavior [4] . Bayesian network technology used the training set to create corresponding model [5] , where the model is expressed with the decision tree, and nodes and edges describe the user's information. Training model is very small, so the application of model is very fast. This method is suitable for user's interests with changing slowly. L.Q. Ou et al. made use of spanning tree algorithm to divide project matrix and calculate the similarity between projects [6] . The score of new project was carried by the similarity prediction according to the scores of existing projects by the users'. Aggarwal et al. proposed a model that total clustering was carried out by using neural network model [7] . The effect of high dimensional data clustering can be reduced by looking for tacit link among object attribute information. H.Y. Zhang proposed a recommender algorithm based on fuzzy clustering, in combination with attributes similarity and collaborative filtering technique [8] . However, there are still some deficiencies existing in various recommendation methods, such as describing in literature [9] .
The architecture of recommender system
This paper proposes the e-commerce recommendation system architecture shown in Figure 1 which includes the following four subsystems:
1. The data pre-processing subsystem. Information that users access the site is stored in the backend database in various forms, and can't meet the requirements of data analysis. We need to make the data pre-processing on the users' information. Through the network crawler software, we construct an information data warehouse. Through the ETL (extract, transform, and load), the data integration and cleansing, we provide a clean, consistent, and integrated and reduction data sets for commodity recommendation information mining.
2. User commodities prefer detection model subsystem, mainly including the following steps:
(1) Construct the decision table. Remove the related factors of the important descriptions about the commodities from the data warehouse as the condition attribute. The evaluation about whether it is worth buying is as the decision attribute. Forming a two-dimensional decision-making table, each line in the table describes an object and of each list describes an attribute of the object.
(2) Attribute discretization. In order to quantify the decision table with the greatest consistency, I use the fuzzy clustering method to realize the clustering on the sample set and make the curve fitting on the results of the clustering to achieve the discretization of the sample.
(3) Rough reduction. After the discretization of the decision-making table, we should apply the rough set to simplify the decision-making table, mainly including the condition attributes and the simplification of attribute values.
3. Commodity association rule subsystem. Make the association rule mining on the commodity subclass hierarchy and find the sub-classes that users are interested in; The fuzzy theory is an important tool to deal with the system uncertainty. Later in this paper, we apply the fuzzy discretization method and the reduction results of the inference rules to establish inference rule sets.
4. Personalized recommendation sub-system, we apply the Max-Min fuzzy inference method to get the related information of the recommended products and the purchase guidance.
The user commodity preferring detection model sub-system, clustering and association rule subsystem are working offline. This design minimizes the pressure of the server and improves execution efficiency of the system. When a user visits the site, the user information will be passed from the WWW server to the database server. The data pre-processing sub-system extracts periodically the user data from the database server, and then submits the pre-processing data to the user commodity preferring detection model subsystem. Commodity association rule sub-system regularly re-runs based on the latest data and saves the results. Association rule sub-system makes the associated data mining on the commodity sub-classes, produces the commodity classification. Personalized recommendation sub-system based on the current users' accessing information makes the personalized recommendations for the users and feedbacks to the WWW server. Then, WWW server based on the actual link that the users click add a collection of Web links on the target web page and feedbacks to the user for browsing. Figure 1 . The architecture of recommend system discrete processing on the commodity evaluation data. At present, the main methods discrediting the continuous data are as follows, such as principal methods of discrete-width interval method, such as the equal-width interval method, the equal-frequency interval method, the statistical method, the filtering method, the genetic algorithm and so on. The discrete of the continuous attribute is to divide the continuous attribute range into several intervals, each interval with different codes, so the continuous attribute value will be converted into the discrete attribute value. Here, we use the fuzzy clustering algorithm to realize the fuzzy clustering on the sample space. Because of its adaptability, easy operation, it is widely used in many fields, such as the image segmentation, speech recognition and so on.
Fuzzy C-Means clustering algorithm is described as follows. Set the sample space X = {x 1 , x 2 , …, x n }. The X is divided into m classes and m is a positive integer greater than one which you can use the fuzzy matrix u = (u ij ) to represent, u ij represents that the first i sample belongs to the first j category of the exclusion measure. This definition is as follows:
A Novel Recommender System Based on Fuzzy Set and Rough Set Theory Gao Ren, Tang Long,Wu Juebo Advances in Information Sciences and Service Sciences. Volume 3, Number 4, May 2011 C j is the first j cluster center, ǁx i -c j ǁ represent the Euclidean distance from the xi to the c j . Clearly, if it is the nearest from the sample point xi to the first j cluster center c j , the exclusion is smaller, that is to say, the u ij is smaller. In the formula:
The objective function F(u,C)of the FCM is defined as follows:
In the formula, b is the fuzzy index. Obviously, ǁx i -c j ǁ is smaller and u ij is smaller, so the F is smaller. Continually modify the value of cluster centers, and then calculate the F (u, C) followed in turn until you get the desired results. Therefore, FCM algorithm is the iterative convergence process to minimize the objective function F (u, C). Due to constantly modifying the cluster center, so the clustering center is set to the formula (3):
So we can determine the iterative process of the FCM clustering algorithm:
Step 1: Set the number of clusters and the fuzzy index m.
Step 2: Randomly get the m cluster centers c m 0 and 0 indicates the current number of the iterations.
Step 3: Calculate the objective function making use of the current cluster center obtained equation (1) , and then update the cluster centers c j by using the current rejection degree u ij . Repeat the third step until the objective function achieves the minimum or is lower than the given threshold ε.
In the clustering operation, if we make the fuzzy processing for each input data through the clustering, it will produce bad results. On the one hand, due to the slower clustering, it will seriously affect the overall system performance; On the other hand, because each cluster use the different data set and the cluster center will be different too, it will cause the unstable system structure. Therefore, this paper fits the results obtained by clustering through the usual membership function and gets the parameters of the membership function to realize the system discretization.
The introduction of the rough set theory
Since Z. Pawlak proposed the rough set theory in the 80 years of 20th century, it has been successfully applied in many fields. It not only has the ability to simulate the human logical thinking, but also can effectively analyze and deal with the imprecise, inconsistent and incomplete information. It can also find and reveal the inherent law among the data to extract the useful information. The main advantage of this method is that it does not require a pre-given the description of the number and the model hypothesis about certain characteristics and attributes. But merely making use of the rough set theory may not always be able to effectively describe the imprecise or uncertain practical problems of the data. Combined with the other theories to form a more effective way to solve the technical problems is the current focus of the study. For example: the combination of rough sets and the fuzzy clustering [7] [8] , They are both the promotion of the classical set theory in dealing with the uncertainty or inaccuracy of issues and both can be used to describe the imprecision and the incomplete of the knowledge, but on different focuses. They can also be combined in order to play their respective advantages too. The main idea of the rough set theory, on the premise of maintaining the same classification ability and through the knowledge reduction, exports the decision-making and the classification rules. At present, the rough set theory has been successfully applied in the fields, such as the machine learning, the decision analysis, the process control, the pattern recognition and data mining.
If the u is the non-empty finite domain, R is the binary equivalence relation on the U, that is to say, R is reflexivity, symmetry and transitive. If there are two elements x and y, xRy, then we can call that the x and y are non-identifiable. The sequence pairs apr R =(U, R) are called as the approximation space. U/R is the all of the equivalence class to generate the R on the U, constituting a division of U. Sign the equivalence class [x] R ={y|xRy}. In order to present the sub-set A of the U in the approximation space apr R , we can define a pair of the approximation Operators, the lower approximation and upper approximation, as follows:
We call the sequence pairs ( through these four formulas, we can calculate the lower approximation and upper approximation of the membership function, the rough set of the A.
The establishment of the inference rules
After constructing the decision table by the correlated algorithm of the rough set, if the decision table don't make the attribute reduction, then the fuzzy inference calculation will be very great. Here, we establish the fuzzy inference rule set by using the rough set theory, simplifying the decision table, the attribute reduction and attribute value reduction. Before and after the reduction, it does not change the decision-making attributes of the decision table. This paper applies the reduction algorithm based on the importance of the attributes [12] .
The dependent degree of the attribute set D to the B is defined as: r(B, D) = |POS B (D)|/|U|. In the formula, POSB (D) is the positive region divided by the attribute set B. If D is the decision attribute set, then the r(B, D) indicates the probability that any xU can be properly divided into the decision- making class after the B dividing the U; at the same time, it describes the ability that the condition attribute B portrays the decision attribute D.
Definition 1: The dependent degree based on the conditional attribute set B and the decision attribute set D, the importance of attributes are as follows:
  ig , , S a B D presents the importance of the attribute a when the currently attribute set is B. The greater importance, the impact is greater on the decision-making division. Compared to the decisionmaking attribute, it is more important.
The specific steps based on the attribute importance algorithm are as follows:
Input: The decision table S = (U, A, V, f). In the table, A=C  D, C and D are respectively the condition attribute set and the decision attribute set. Output: An attribute reduction R of the decision table S.
Step 1: Set the initial attribute reduction set R = Core (C, D), B = C-R;
Step 2: Calculate r (C, D) as the stop condition;
Step 3: If the R satisfy the r (R, D) = r (C, D), then the algorithm is terminated and the output R is a reduction.
Otherwise, turn to the Step 4;
Step 4: According to the formula (10), we calculate an important degree of each attribute in the B and choose the attribute a that make the attribute importance obtaining the maximum value; if there are multiple properties and the attribute importance are set the same maximum value, then we select the attribute a that get the smallest combinations with the R;
Step 5: R=R  {a}，B=B-{a}, then turn to the step 3 to continue.
The fuzzy reasoning in the commodity recommendation
In order to get the related information and the buying guidance of the commodity recommendation, the detail is as follows:
(1) The Fuzzy conditional reasoning of the Fuzzy conditional statement ""if A then B else C" If A is the Fuzzy sub-set on the domain X, and B and C are the sub-sets on the domain Y, then the Fuzzy relationship R of the "if A then B else C" on the domain X×Y:
Based on the inference synthesis rules and according to the Fuzzy relationship R, we can obtain the Fuzzy set B1 corresponding to the given Fuzzy sets A1 through the formula (11):
The Fuzzy set B1 is the Fuzzy conditional reasoning under the premise of the A = A1"if A then B else C". In the Fuzzy controller, we can get the output B1 of the Fuzzy controller if we input the A1 with the "if A then B else C" control rule and apply the formula (11) and (12). (13), we can obtain the output Fuzzy set C1 corresponding to the given input Fuzzy sets A1 and B1:
In the formula, 
Experiment and analysis
In order to prove the correctness of the system proposed in this paper, we use the system to make the intelligent recommended test of the mobile products. The data is from the mobile phone information website, http://digi.tech.qq.com/mobile/ and the site provides the related rating information of the cell phones. These scores are from the network users.
Data Preprocessing
We use the web spiders to make the Web content mining. We download the qualitative or quantitative evaluation of the mobile phone review sites to the local databases. The reptile based on the target data model is the data on web pages and the crawled data generally conforms to certain patterns or can be transformed or mapped to the target data model.
Experimental data mainly is from the users' evaluation. Due to a huge number of users on the network, we can consider that the rating of a user on a mobile phone is more objective as a comprehensive description of the product information. Evaluation data is a quantitative continuous data and different sites define differently. Among these data, it often occur a number of continuous values, so we need to standardize these continuous data. We make the pre-processing on the collected data, including the noise removal, de-duplication and so on.
The construction of the membership function
The data includes the evaluation of mobile phones, including the appearance, function, operation, batteries, price and so on. We collected popular styles of the major cell phone brands nearly two years, such as NOKIA, LG, SAMSUNG, including some pre-sale models. Using the vague language to describe, we have collected the following data format of the cell phone ratings: Poor: 0-1 .5, general: 1.5-2.5, middle: 2.5-3.5, good: 3.5-4.5, great: 4.5-5.
In this step, we have to select the appropriate membership function to make the FCM clustering. Through the experiment on the collected data , we found that the middle curve of the membership function obtained by the cluster is very close to the Gaussian type, and the curve near the two ends are close to the Sigmoid type function. After some sets of the data clustering, we found that the clustering results of the standard FCM function in the one-dimensional are all with this feature. Gaussian type function and Sigmoid type all have a very good smoothness and also have a clearer physical meaning. They are membership functions commonly used in fuzzy systems. Therefore, after the analysis of the data, in this paper, we use the membership function Gaussmf and Psigmf to fit the membership function. After fitting, the membership functions and the corresponding coefficients are shown in Table 1 . Through the above processing, the fuzzy rule set is transformed from the clear rules of each node, which using poor, general, middle, good and great to replace the digital quantity of clear rules. By clustering analysis, we get the data of discretization. Combined with rough set theory, we can get the decision table of discrete data shown in table 2. D is whether to recommend the mobile phone or not, 0 denotes yes while 1 says no. Table 2 shows the fuzzy decision table after data discretization, but we didn't apply attribute reduction. Because the number of evaluation data attributes can be quite large, the fuzzy reasoning will be huge computation. Here, we use rough set to establish fuzzy reasoning rules, simplify decision-making table and don't change the decision attribute. Firstly, data preprocessing is conducted to combine the same elements which have the same conditions and the decision attributes. Then, according to the conflict elements, we take big probability principle, that is, quantity of rules are selected as the unity of decision attribute when having the same condition attributes and different decision values. Finally, remove any attribute if the table is still consistency, and it means that the condition attribute can be ignored. On the contrary, it should not be ignored. Through calculation of reduction, we know that the attribute of battery has few effects for mobile phone and so we get the decision table after attribute reduction based on rough set, as shown in table 3.
The establishment of reasoning rule
From 3, we can get the reasoning rules easily: Rule 1: If appearance is "good", function is "middle", operation is "good" and price is "middle", and then recommend.
Rule 2: If appearance is "great", function is "great", operation is "good" and price is "poor", then don't recommend.
Rule 3: If appearance is "middle", function is "general", operation is "good" and price is "great", and then recommend. …… So, we can get the information of phone recommendation.
Fuzzy reasoning
We got buying decision rules of mobile phone after attribute reduction through the methods described in section 4.3, however, in order to find the more hidden rules, we can also undertake fuzzy reasoning to find the deep recommender rules. In this experiment, we adopt the most common fuzzy reasoning, which generate the rules of the condition attributes for each rule with the least membership. And then the minimum value is allocated to each rule, which is the output value for the corresponding rules of fuzzy reasoning. After that, we find the maximum output value of fuzzy reasoning and it is the recommender mode. For example, we can get the rule by fuzzy reasoning as: If appearance is "general", function is "general", operation is "good" and price is "great", and then recommend.
Conclusions
In the field of E-commerce, the recommender system can help users to quickly find the goods which they have strong interest in and can realize value-adding for enterprise at the same time. It has become the key module in e-commerce websites. At present, due to the fast development stage of e-commerce in such aspect, it is necessary to study on more intelligent and optimized intelligent recommender system and algorithm. This paper proposed a new model of intelligent recommender of network products for buyers based on FCM and rough set theory, where the partition of input space and the membership functions were set according to clustering algorithm. By means of the fuzziness of condition attributes and their indiscernibility, the attribute reduction was executed in order to extract the rules. The reasoning rules were formed which can simplify the number of attributes and provide advice as guidance. Experimental results showed that the automatic recommender system is correct and effective, and it can provide valuable information for the potential buying users. 
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