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Abstract
In the present cumulative thesis the reaction-di↵usion equations modeling the signaling
process of the social amoeba Dictyostelium discoideum were studied. The pattern form-
ation process in this organism, corresponding to the production and relay of waves of
the chemoattractant cAMP, was perturbed under two particular conditions: advecting
flows and millimetric obstacles. The model was studied through analytical calculations,
when suitable approximations were possible, and numerical simulations. The results
were compared to experimental observations in such setups.
In the first part of this work, the model was modified to account for an advect-
ing flow being applied to the system, similar to those a↵ecting the amoebas in their
natural habitat. Under these conditions the system shows a convectively unstable re-
gime which was fully characterized. In this regime a perturbation produces downstream
traveling wave trains that grow in size as they travel. These wave trains have a smaller
wavelength and lower velocity on their leading front than in the center, where the peaks
are more spreaded out and travel faster. Adding an absorbing boundary condition on
the upstream end of the channel creates an instability capable of periodically produ-
cing wave trains which are advected downstream. This periodic process also emits an
upstream traveling peak which gets absorbed by the upstream boundary and whose ve-
locity sets the oscillation period. In a two dimensional channel this upstream traveling
peak acquires a triangular shape, with its cusp at the middle of the channel. This shape
becomes more elongated with increasing advecting velocities and as the peak travels
along the channel.
At high flow speeds the cAMP waves acquire a very elongated parabolic shape that
the model with instantaneous cAMP transfer to the extracellular media could not repro-
duce, but that the full 3-Component model version with a developmental path scheme
successfully reproduced. The shape of the wavefront was very dependent on the loca-
tion of the wave initiation point, which could only happen in the upstream boundary
at high advecting flows. In our simulations a big enough group of oscillatory cells needs
to be located upstream to successfully produce waves, which is consistent with exper-
imental observations. Both in experiments and simulations the wave width increased
with increasing advecting velocities and reacted very quickly to speed changes in the
1
ABSTRACT
advecting flow. The wave period was constant along the entire range of studied flow
velocities, thus providing a robust feature for aggregation across di↵erent environmental
conditions.
In the second part of this work a mechanism for the creation of target patterns in
D. discoideum at densities below mono-layer was uncovered. By adding a discrete cell
distribution to the reaction-di↵usion equations, areas of higher cell density naturally
become oscillators and produce traveling waves, while areas of lower density reach a low
cAMP stable steady state that can be excited. This allows the waves emanating from
the target centers to be relayed through the entire system. By adding cell movement the
model showed ramifying aggregation streams, similar to those observed in experiments.
If in these streams the local density goes above mono-layer (confluency) a local degrad-
ation mechanism is necessary to stop them from breaking apart. This degradation can
exist in the form of membrane-bounded phosphodiesterase. This work shows that the
apparition of target centers is a collective phenomenon and not the work of specialized
groups of cells, therefore it is consistent with recent experimental observations.
By modifying parameters in this model, the e↵ects of adding ca↵eine to the cells’ buf-
fer were successfully reproduced. Under these modifications the system showed longer
oscillation periods, slower traveling waves, and fewer aggregation centers. Adding milli-
metric size pillars to this setup can impose specific locations for target pattern appear-
ance, thus controlling the aggregation locations for the amoebas. For this technique to
be successful the numerical simulations propose various mechanisms that might be in
play acting as boundary conditions in the experimental setup. Simulations also showed
an increase in sensitivity to cAMP with the addition of ca↵eine, thus making it easier
for the amoebas to react to any possible cAMP accumulation around the pillars. These
simulations provide new information on the sensitivity of D. discoideum to cAMP and
open new venues for the control of multicellular aggregation.
2
1 Introduction
1.1 Dictyostelium discoideum
Dictyostelium discoideum (D. discoideum) belongs to a group of organisms known as
social amoebas. These amoebas feed on bacteria and live a solitary life as long as the
nutrients (food supply) last. During nutrient depletion the cells begin an aggregation
process in which they gather in groups of around 104 to 106 amoebas and form mul-
ticellular structures known as fruiting bodies in order to survive [1]. It is particularly
remarkable that the growth and development phases in these organisms are strictly
separated. During the growth phase, when the nutrients are plenty, the cells grow and
reproduce through mitosis; while the necessary genes for aggregation are not expressed
until the cells are starved [2].
Starvation triggers a series of changes in D. discoideum in which the genes used
in the growth phase are down-regulated, while others are expressed. This includes
the necessary genes to produce and react to the chemoattractant 3’,5’-cyclic adenosine
monophosphate (cAMP) [3]. This chemical is the signaling molecule used by D. discoi-
deum to organize and aggregate large areas of up to 1 cm2. At roughly 3 hours into the
starvation time cells start to emit pulses of cAMP which spread as traveling chemical
waves through the system. The amoebas are capable of detecting the cAMP waves
and react to it by both producing cAMP themselves, thus allowing the cAMP waves to
propagate, and by moving against the wave propagation direction, towards the origin
of the traveling wave.
This motion following a chemical cue is known as chemotaxis and works by measur-
ing the concentration of cAMP along the whole scale of the amoeba. The cells detect
the presence of cAMP using receptors located on the cell membrane and move in the
direction of the higher concentration measured as the area of higher percentage of re-
ceptor occupancy (spatial sensing) [4]. Once it starts moving, the cell continues in the
same direction for some time, showing chemotactical memory [5], therefore it ignores
the decreasing concentration of cAMP once the peak of the wavefront passes. In other
words, it does not reorient on the wave-back [6] and continues in the direction given by
the wavefront.
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Figure 1.1: Processed dark-field microscopy images of a colony of cells during their development
process. a) Initial circular pulses after 2.7 hrs of starvation. b) Spiral patterns after 5 hrs of starvation.
c) Initial aggregation patterns, 10 hrs of starvation. d) Clear aggregation streams, 13.9 hrs of star-
vation. (Courtesy of Torsten Eckstein at Max Planck Institute for Dynamics and Self-Organization,
unpublished).
Since the chemical waves are produced in periodical pulses, the amoebas’ motion
is discontinuous, occurring with each passing wave. In wild type amoebas the cAMP
waves form rotating spiral waves and concentric target waves [7], these structures share
the feature that they both have a center from which the waves emanate, thus giving a
specific location towards which the cells move. Examples of these waves can be observed
in Figure 1.1 a-b).
During their journey towards the aggregation centers the amoebas form a very dis-
tinctive pattern known as aggregation streams. These streams consist in the tail-to-head
alignment of cells, forming lines of cells that branch out from the aggregation centers.
These structures can be seen in Figure 1.1 c-d). Up to this stage the cells maintain
their individuality and the process is reversible at anytime by feeding nutrients to the
amoebas. Around 4 to 6 hours into starvation the cells lose their phagocytic function
and the capacity to go back to the growth phase, therefore they continue to develop
even if they are supplied with nutrients [8].
Once the cells aggregate in a location, they form a multicellular structure resembling
a slug, where a group of cells di↵erentiate to form the tip of the structure. This tip
becomes the source of the signals used for organizing and therefore controls development
[9]. At this stage the multicellular structure receives the name of slug, and can migrate
as a single organism. The slug is phototactic and moves in shallow heat gradients [10].
The final step in the survival process is known as culmination and it occurs when the
slug stands up and forms a fruiting body, with the front of the slug forming the stalk
(20% of the slug’s cells), and the rear, the spores (80%) [9]. The spores are dormant,
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but the stalk’s cells are dead, thus sacrificing 20% of the colony to ensure its survival.
The spores can then be released to the environment, producing the next generation of
amoebas. A schematic representation of these phases of D. discoideum’s life cycle is
presented in Figure 1.2.
0/24
Time (h)
12
618
Aggregation
Multicellularity
Cu
lm
ina
tio
n
Mound
Growth
Streaming
Slug
Fruiting
body
Figure 1.2: Life cycle of D. discoideum showing the development that occurs under starvation con-
ditions: pattern formation, aggregation, mound, slug, and fruiting body. Reproduced with permission
of the publisher from the work of Chisholm and Firtel [11].
The first observations of Dictyostelium amoebas are due to Brefeld [12], who in 1869
reported the observation of aggregating territories and fruiting bodies in D. mucoroides.
D. discoideum itself was not discovered until 1935 by Raper [13] who not only isolated
D. discoideum but also discovered that they would feed on almost any bacteria, which
made the manipulation of D. discoideum much easier than the other previously observed
Dictyostelium species, thus increasing the studies centered in the organism. Raper also
found that the percentage of cells who would produce the stalk (20%) was independent of
the size of the slug, and that di↵erent species of Dictyostelium do not mix and therefore
aggregate separately [14].
The existence of a chemoattractant molecule to regulate aggregation was proposed in
1947 [15] and was identified to be cAMP in 1968 [16]. The mechanism for cAMP wave
propagation was proposed by Sha↵er [17], who also identified the molecule responsible
for cAMP degradation, phosphodiesterase, and the fundamental role performed by this
degradation. Without phosphodiesterase the amount of cAMP would accumulate in
the extracellular media, making it impossible to achieve the gradients necessary for
5
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aggregation without continuously increasing the cAMP production. He proposed that
cells react to detecting cAMP by synthesizing and releasing cAMP to the extracellular
media, thus allowing, in conjunction with cAMP degradation, to produce and relay
waves with strong gradients that can travel through the system. The relay method
proposed by Sha↵er is an energetically e cient process, since the waves get degraded
and produced as they spread, and does not require as much cAMP as if it were only
one big cAMP release at the aggregation center.
This thesis focuses on modeling the signaling phase of D. discoideum aggregation,
therefore the slug and fruiting body stages will not be further discussed. For an in-depth
review of these stages and other aspects of Dictyostelium genetics, refer to Richard H.
Kessin’s review [1] and references therein.
To close this brief review of D. discoideum the reactions underlying cAMP production
will be outlined. D. discoideum detects the presence of extracellular cAMP through
cAMP receptors located in the exterior of the cellular membrane. There are four proteins
on the cell membrane for which their extracellular ligand is cAMP, named cAR1, cAR2,
cAR3, and cAR4 (cAR stands for cyclic AMP receptor). Knockout experiments have
shown that the most relevant of these proteins for early aggregation is cAR1 [18]. Lack of
cAR1 blocks the ability to sense cAMP, bind to it, and consequently further development
[19]. It has also been shown that cells lacking cAR1 can not be rescued through the
earlier expression of other receptors such as cAR2 or cAR3 [20].
The other cAMP receptors take a more fundamental role at later stages of develop-
ment. It has been shown through knockout mutants that cAR4 [21] and cAR2 [22] do
not play an important role during aggregation, with cAR2 being specially expressed in
prestalk cells [22], and cAR4 more relevant in the transition from mound to slug [21].
cAR3 concentration peaks during late aggregation, around 12 hours into starvation [20].
Therefore all these receptors are necessary for the correct development of D. discoideum,
but cAR1 is the most relevant for early aggregation.
Once the cAMP receptors bind to cAMP, the amoeba experiences a reduction in the
number of binding sites [23]. This has been explained as the receptors going through
a phosphorylation process [24]. In this phosphorylated state the a nity for cAMP
is reduced 5-fold [1], in a process known as desensitization. This desensitization is
reversible once the receptors are no longer exposed to cAMP [25], that is, the receptors
can revert to their dephosphorylated (high a nity) state. This reverse process is known
as resensitization or deadaptation. The rates at which these processes occur in the
presence of cAMP have been estimated at 0.222 min-1 for desensitization and 0.055
min-1 for resensitization [25]. The speeds of these two timescales compared to the
cAMP production and release timescale (0.34-0.94 min-1 [26]) provide the excitable
characteristics to this system, as will be later shown in Section 1.3.
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The other important process triggered by binding cAMP is the start of the chain of
events that leads to the production and release of cAMP. This complex signal transduc-
tion pathway also controls chemotaxis towards the source of cAMP, among others. The
details of this pathway are extensively presented in a recent review by Devreotes et al.
[27].
The intracellular cAMP is produced as a reaction of ATP catalyzed by the enzyme
Adenylyl Cyclase (also named Adenylate Cyclase or ACA). This enzyme has a hundred
times larger a nity for the substrate ATP when it is in its activated form, than in its
free-form [28]. This activation of the ACA occurs down the signal pathway started by the
binding of cAMP to cAR1. cAR1 interacts with G2 which is an heterotrimeric G-protein,
which then activates AC through the cytosolic regulator of adenylyl cyclase (CRAC)
[29]. In D. discoideum three types of adenylyl cyclases have been identified: ACA, ACB,
and ACG. Of these three only ACA produces cAMP during early aggregation, while
ACG is an osmosensor that controls the germination of spores [30], and ACB activity
peaks at the beginning of the formation of the fruiting body [31].
Once cAMP has been produced in the inside of the cell, it is subject to degradation
by intracellular phosphodiesterase which decomposes it into adenosine monophosphate
(AMP). D. discoideum has seven types of phosphodiesterases, two of which (PDE2 and
PDE6) act in the intracellular media, degrading intracellular cAMP [32]. The final step
in the relaying process is the release of cAMP to the extracellular media. The release rate
is proportional to the intracellular cAMP levels, consistent with a first order reaction
[26]. This secreted cAMP can then activate other cells, allowing signal propagation.
One modification to the signaling process of particular relevance in Chapter 4 of
this thesis [33] is the addition of ca↵eine to the bu↵er in which cells are starved. It
has been shown that ca↵eine inhibits the synthesis of cAMP [34], both the autonomous
production (pacemakers) and the reaction to a cAMP pulse. This inhibition maintains
cell viability, that is, the amoebas are healthy and still capable of aggregation, even
more, this process is reversible, with the cells returning to their normal production rate
after ca↵eine has been removed [35]. Under the e↵ects of ca↵eine the oscillating period
increases from 5-6 mins to 9-10 mins [36]. It has also been observed that the radius of
the spiral core increases with increasing ca↵eine concentrations, therefore the amoebas
form a ring of higher cell density, instead of the mound they would form without ca↵eine
[36]. Of particular importance is that the cells’ sensitivity to cAMP increases in the
presence of ca↵eine [34], that means, that the cells are capable to react to smaller cAMP
concentrations than without ca↵eine. This has been explained as a consequence of the
overall decrease of cAMP in the system [34]. Since the cells react to cAMP increases in
amounts comparable to the base value of cAMP, they detect smaller increases when the
base value is lowered. The exact way in which ca↵eine a↵ects D. discoideum has not
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been found [37]. However, it has been shown that ca↵eine does not activate any kind
of phosphodiesterase in D. discoideum [37], which could explain the decrease in cAMP.
In enzyme essays it has been shown that ca↵eine inhibits the activation of ACA [37],
while in the intact cells it inhibited all three kinds of ACs (ACA, ACB, and ACG). This
suggested more than one target for ca↵eine, one that inhibits the activation of ACA
by GTP, and one that acts globally a↵ecting all ACs [37]. Therefore, further research
needs to be conducted to fully understand the e↵ects of ca↵eine in D. discoideum.
1.2 Reaction - Di↵usion Systems
Before diving into the particularities of the model used to describe the cAMP waves in
D. discoideum it is necessary to put such model into the broader context of reaction-
di↵usion systems. These systems, as their name suggests, were initially used to describe
chemical reactions in which the reactants also have the capability of di↵using, but their
scope is nowadays much larger. From a mathematical point of view we will use this
term to refer to coupled partial di↵erential equations which are first order in time,
contain at least one di↵usive field, and usually present some non-linearity. Of particular
importance for this work are reaction-di↵usion systems that show sustained oscillations
and excitable systems.
1.2.1 Oscillatory Systems
The first oscillatory chemical reaction was discovered in 1951 by Boris Belousov [38]
(reference in Russian, a similar manuscript of 1951 was translated to English [39]),
but it did not attract much attention at the time, since referees and other scientists
thought that it violated the second law of thermodynamics [40, 41]. In his work, Be-
lousov described a chemical reaction which changed color periodically between yellow
and transparent, due to the oscillating presence of Ce+4 and Ce+3, respectively. Anatol
Zhabotinsky would later obtain a better formulation of the reaction, in which no precip-
itate was created [40, 42], which allowed him to observe traveling waves in the unstirred
system. This reaction is what we call the Belousov-Zhabotinsky (BZ) reaction, which
has been since then largely studied for the interesting structures it shows, some of which
can be observed in Figure 1.3.
The reconciliation of oscillatory systems with thermodynamics is due to Ilya Prigo-
gine [41] who presented in 1968 chemical schemes in which deviations from the steady
state had a negative “excess entropy production” due to autocatalytic or cross-catalytic
reactions [44], thus departing from the homogeneous steady state in a way compat-
ible with thermodynamics. That is, moving away from the equilibrium position would
diminish the entropy production, allowing the existence of stable solutions with time
dependent concentrations. The first of the examples presented in his work was the
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Figure 1.3: Experimental observations of the Belousov-Zhabotinsky reaction, reproduced with per-
mission of the publisher from the work of Zhabotinsky and Zaikin [43]. a) Target patterns. b) Spiral
waves.
reaction
A
k1 X,
2X + Y
k2 3X,
B + X
k3 Y + D,
X
k4 E,
where the reverse reactions were neglected. This system can be modeled by the pair of
equations describing the fields X and Y
@tX = k1A+ k2X2Y   k3BX   k4X +DX@rrX,
@tY = k3BX   k2X2Y +DY @rrY,
(1.1)
where concentrations of the initial reactants A, B and of the final products D, E are
assumed constant. This system shows oscillatory behaviour and traveling waves, as
can be seen in Figure 1.4. Due to its simplicity, this pair of equations was widely
used to study this type of structures and became known as the Brusselator. Note that
an autocatalytic or cross-catalytic reaction is necessary to have a nonlinear term in
the di↵erential equations, which is fundamental for the appearance of these structures.
Interestingly, due to its high complexity, the kinetic equations taking place in the BZ
reaction were not described until 1972 [45].
We use now the term oscillatory system to describe systems of equations that present
a stable limit cycle, usually appearing through a Hopf bifurcation. In this bifurcation
a stable steady state becomes unstable when a pair of eigenvalues cross the imaginary
9
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Figure 1.4: Numerical simulations of the Brusselator, Equation 1.1, showing oscillatory behavior at
di↵erent parameters. All kinetic constants are taken as equal, A = 1, and di↵usion is neglected. a)
B = 2.05, b) B = 3.5. Concentration of X in black, concentration of Y in red.
axis with a non-zero imaginary part. The limit cycle exists around the unstable steady
state and its characteristics like shape and frequency depend on the system parameters
and not on initial conditions (as opposition to, for example, the Lotka-Volterra model
in which the shape of the limit cycle depends on initial conditions [46]). Two examples
of limit cycles in the Brusselator model are shown in Figure 1.4.
After these pioneering works much has been done in the field of oscillatory systems,
here we only summarize some of those that are relevant to the structures observed in
D. discoideum.
The di↵erently colored bands initially observed in the oscillatory BZ reaction were
shown to be traveling waves [47] which existed due to a gradient in temperature or in
reactant concentration, and were, therefore, independent of di↵usion. The theory of
traveling waves in oscillatory systems was described in 1973 by Kopell and Howard [48]
for the     ! system. These waves are known as phase waves and exist due to phase
gradients between coupled oscillators, they are largely independent of di↵usion, and
have a variable speed, which is not intrinsic to the system and can be arbitrarily large
[47]. An example of these waves due to concentration gradients is shown in Figure 1.5
a).
In a symmetric 2-D system these waves form target patterns, which are concentric
expanding circular waves. To break the symmetry of the system, these target patterns
need an oscillating core with a di↵erent frequency than the rest of the system [49]. If
the oscillating core has a higher frequency it produces outgoing waves, while a lower
frequency one would produce inward traveling waves [50]. The e↵ect of a core oscillating
10
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at a higher frequency than the bulk is shown in Figure 1.5 b) where the waves emanating
from the center can be observed. Both in the BZ reaction and in D. discoideum target
patterns appear in a range of di↵erent frequencies [51]. A target pattern with higher
frequency would expand its entrainment area, i.e., the waves would reach farther away
with each new wave, taking over other lower frequency centers [52].
Figure 1.5: Typical features of oscillatory systems in the Brusselator model. a) Phase waves due
to gradients in reactants’ concentration. Concentration of B increases linearly from 2.8 at x = 0 to
3.2 at x = 10. b) Center emitting target waves due to a higher frequency limit cycle. B = 2.5 in
4.5 < x < 5.5, B = 3.5 everywhere else. DX = 0.2, DY = 0.02. All other parameters as in Figure 1.4.
Colormap by Peter Kovesi [53].
Another structure that has been observed in D.discoideum, the BZ reaction, and
other oscillatory systems is the spiral wave. This type of wave has a free end which
curves around itself and rotates around a center with a fixed period. It was theoretically
described for the     ! system by Cohen in 1978 [54], who showed the existence of
logarithmic spirals, and by Greenberg [55], who showed the existence of Archimedian
spirals. These dissipative structures are characterized by having a topological charge,
which can be described as the amount of arms the spiral has, while the sign of the
charge gives the spiral’s direction of rotation. Mathematically, the charge is defined by
the path integral around the phase discontinuity such that
m =
1
2⇡
˛
 
r',
where m is the spiral’s topological charge, ' its phase, and   is a closed path around
the singularity. A representative image of these types of spirals with m = 1 is shown in
Figure 1.6. In signaling colonies of D. discoideum only spirals with topological charge
m = ±1 have been observed, that means that only one-armed spirals appear naturally.
Nevertheless, double-armed spirals have been stabilized during starvation with the help
of millimetric obstacles [33]. In later stages of development, where the cells have already
11
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Figure 1.6: Two types of spirals that can be observed in oscillatory systems. a) Archimedian spiral.
b) Logarithmic spiral.
formed a mound, double-armed spirals of cAMP waves have been reported [56].
As a final note on oscillatory systems it is worth mentioning the Complex Ginzburg-
Landau (CGL) Equation. This equation describes the evolution of any system close to a
Hopf-bifurcation. Su ciently close to the bifurcation the separation of scales allows to
adiabatically eliminate the fast variables, and the system can be described by a couple
of slow variables, thus giving this equation a universal character. This equation was
first proposed by Landau in 1944 [57] in the context of turbulence description and it
can be rigorously derived from reaction-di↵usion equations [58]. The CGL Equation for
the amplitude A of oscillations is
@tA = A  (1 + i↵)A|A|2 + (1 + i )r2A (1.2)
where A is a complex field, ↵ and   are real parameters, and r2 is the Laplacian of the
system.
Due to the universality of this equation it has been extensively studied to describe
oscillatory systems. It has been shown that, depending on the parameter range, it can
have traveling waves, spiral waves, and defect turbulence as solutions, among others.
For a comprehensive review of this equation refer to the work of Aranson [59].
1.2.2 Excitable Systems
An excitable system has a steady state solution that is stable to small perturbations, but
highly responsive to perturbations bigger than a certain threshold. If a supra-threshold
perturbation is applied the system returns eventually to its steady state, since it is,
after all, a stable fixed point, but instead of dampening out the perturbation quickly, it
produces first a big response (see Figure 1.7). After this response, the system is usually
refractory, that is, it can not be excited again until it recovers. Among the systems that
12
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present these characteristics are the non oscillatory Belousov-Zhabotinsky reaction [60],
electrical activity in neurons [61], and the contraction waves in the cardiac muscle [62].
Figure 1.7: Excitable behavior in the FitzHugh-Nagumo model, Equation 1.3. Red simulation shows
the reaction to an infra-threshold perturbation, blue simulation to a supra-threshold perturbation. a)
Phase portrait showing both simulations and the nullclines v = u/  and v = u(u  ↵)(1  u) in black.
An infra-threshold perturbation (red line) decays quickly to the steady state u0 = 0, v0 = 0, a supra-
threshold perturbation produces a big reaction from the system (blue line). b) Concentration of u over
time. Parameters are ↵ = 0.2,  = 1.5, ✏ = 0.008, initial conditions are for the red curve u = 0.24, v = 0
and for the blue curve u = 0.26, v = 0.
In extended excitable systems when a perturbation bigger than the threshold is
applied the big reaction at the perturbation location di↵uses through the system exciting
the system in other locations. Therefore, in a one dimensional system a perturbation
produces two pulses traveling in opposite directions, away from the perturbation. In
two dimensions, a perturbation produces an expanding circular wave traveling with a
curvature dependent speed.
More complex structures can be created by, for example, periodically perturbing the
system in the same location. This creates a train wave in 1-D or a target pattern in
2-D. The frequency of the wave train is given by the perturbation frequency as long as
the perturbation is slow enough so that the system can react. That is, the maximum
frequency response of the system is given by the refractory period. The dispersion
relation c = f(T ) where c is wave velocity and T wave period of such a wave train has a
characteristic shape associated with trigger waves [64] that can be seen in Figure 1.8 a).
This curve f is for most excitable systems monotonically increasing, if not, the system
is referred as to having an anomalous dispersion relation. For big periods f converges to
the single pulse velocity, since the more space pulses have between them, the less they
a↵ect each other, and therefore at high periods each peak of the wave train behaves
mostly like a solitary pulse. f has a minimum T for which it is defined, this period
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Figure 1.8: a) Example of a typical dispersion relation c = f(T ) for a planar trigger wave in an
excitable system. c is wave velocity and T is the wave period. b) Example of an anomalous dispersion
relation in the Kessler-Levine model. Part b) reproduced with minor modifications from the work of
Oikawa et al. with permission of the publisher [63]
corresponds to the minimum period (maximum frequency) the system can relay.
Under controlled initial conditions a spiral wave can be created in this system. In a
spiral wave the open end of a wave front produces a spiral tip, which curves to propagate
into areas which are in the excitable state, in contrast to the areas just passed by the
wave which are in a refractory state. The core of the spiral corresponds to the circular
motion done by the spiral tip and the radius of this core depends on the length of the
refractory period of the system. Unlike target patterns, spiral waves appear only in one
particular frequency, which depends on the system’s parameters. The problem of how
this frequency is selected in spiral waves is complicated, and has been addressed by vari-
ous authors [65–68]. In the particular case of experiments with wild type D. discoideum
the selected spiral frequency is higher than the one of target patterns, therefore when
both types of structures are present spirals dominate the system’s dynamic by taking
over target centers.
Unlike systems close to a bifurcation where a systematic separation of scales exists
and an amplitude equation can be derived, in excitable systems such a model equation
does not exist. Throughout the years di↵erent models have been used to derive and
calculate more general properties of excitable systems, among those models particularly
popular are the FitzHugh-Nagumo model and the Berkley model.
The FitzHugh-Nagumo model was proposed by Richard FitzHugh in 1961 [69] as
a representative model of excitable-oscillatory systems. Indeed, this model can show
periodic oscillations or excitable behavior depending on the choice of parameters. The
second part of the name comes from the work of Nagumo et al. [70] who constructed
an electrical circuit that can be described by this model. The dynamical equations of
the two fields u(x, y) and v(x, y) are
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@tv = ✏(u   v) +Dvr2v,
@tu = u(u  ↵)(1  u)  v +Dur2u,
(1.3)
where ↵ and   are system parameters, Du and Dv are the di↵usion coe cients of u and
v, respectively; and ✏⌧ 1 gives the timescale to the slow variable v, while u is the fast
variable.
In a similar fashion the Barkley model [71] describes two fields, u which is the fast
field also known as the excitation variable, and v which is the slow field or recovery
variable
@tu = ✏ 1u(1  u) [u  (v +  )/↵] +Dur2u,
@tv = u  v,
where again ↵ and   are system parameters and ✏ is chosen to be small. Note that
only u di↵uses and v does not. This has to do with the original intention of the author
which was to capture the behaviour of neurons and cardiac tissue, where the recovery
variable (in those cases, the tissue itself) does not di↵use. They also advice caution
when using these equations to model chemical reactions where the di↵usion rates of the
components are of comparable sizes [71].
Extensive literature exists about the mathematical description of the structures
present in excitable systems, in particular in the limits where the slow variable is not
di↵usive (Dv = 0) or when the di↵usion rates are comparable (Du/Dv ⇡ 1). We refer
the reader for further details to the works of Zykov [72], Tyson [65], Keener [73], and
Fife [74].
1.3 The Martiel-Goldbeter Model
1.3.1 3-Component Martiel-Goldbeter Model
The model used in this work to describe the behavior of cAMP waves is usually referred
to as the Martiel-Goldbeter model, since it was proposed by Jean-Louis Martiel and
Albert Goldbeter in 1987 [75]. In their seminal work Martiel and Goldbeter reduced
an original system of 10 kinetic equations to only 3 partial di↵erential equations which
govern the system. They also showed under which conditions the system can be further
reduced to only two di↵erential equations.
Summarizing the cAMP production and relay mechanism described in Section 1.1
the processes undergoing for the production of cAMP are, according to Martiel and
Goldbeter [75], as follows. cAMP receptors are located on the outside of the cell mem-
brane. They can exist in two forms, a dephosphorylated and a phosphorylated one
and can change reversibly between these two states. These receptors bind with the
cAMP present in the outside media with di↵erent a nities (at di↵erent rates). The de-
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phosphorylated form is more likely to bind with cAMP than the phosphorylated form,
because of this, we will refer to them as the active and inactive forms, respectively. The
active complex of binded cAMP with the active receptor activates the enzyme Adenylyl
Cyclase (ACA), this process is particularly chosen to be nonlinear, requiring two re-
ceptors to activate one molecule of adenylyl cyclase. Note that the inactive receptors
can not activate the enzyme. Then cAMP is synthesized from ATP, catalyzed by ACA,
with the activated form of ACA producing more cAMP than the inactive form. The
produced cAMP is then transported to the outside media where it can di↵use and bind
with the receptors of other amoebas, although it is worth mentioning that di↵usion
was not included in the original model by Martiel and Goldbeter, who analyzed the
system without spatial dependency. Finally, the cAMP present both in the intra- and
extracellular media can be hydrolyzed (degradated) by the enzyme phosphodiesterase.
The detailed reduction of the chemical species equations to the three variable system
can be found in the appendix of the work by Martiel and Goldbeter [75]. The final three
variables are ⇢ the percentage of active receptors on the cell membrane,   the amount
of intracellular cAMP, and   the extracellular cAMP concentration. The equations that
govern this system are
@t  = kt /h  ke , (1.4a)
@t  = q ↵ (⇢,  )/(1 + ↵)  (ki + kt) , (1.4b)
@t⇢ =  f1( )k1⇢+ f2( )k1(1  ⇢), (1.4c)
with
f1( ) =
1 +  
1 +  
, f2( ) =
L1 + L2c 
1 + c 
,
 (⇢,  ) =
 1 + Y 2
 2 + Y 2
, and Y ( , ⇢) =
⇢ 
1 +  
.
In Equation 1.4 a) kt/h describes how much of the intracellular cAMP concentration is
transfered to the extracellular media, where kt stands for the transport rate of cAMP
from the intra- to the extracellular media and h is the ratio of the extracellular to the
intracellular volume (higher h values correspond to lower cell densities). The cAMP on
the extracellular media is reduced by degradation through phosphodiesterase at a rate
ke.
In Equation 1.4 b) the production of intracellular cAMP is represented by the nonlin-
ear function  , ↵ describes the explicit dependency of production on ATP concentration
and is shown as a multiplying factor of  .   stands for the maximum activity of ACA,
and q is the ratio between the Michaelis constant of the activated form of ACA and the
dissociation constant of the cAMP-active receptor complex. These parameters account
for the production of intracellular cAMP  , which is decreased by two processes, the
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degradation in the intracellular media which happens at a rate ki and the transport
towards the extracellular media, which occurs at a rate kt.
Finally, in Equation 1.4 c) f1 represents the nonlinear process of desensitization
and f2 the inverse process of resensitization of the receptors, while the timescale of
the process is given by k1. This makes ⇢ the slow variable of the system, which is
fundamental for the properties displayed by it. A schematic image of these processes
can be seen in Figure 1 of Chapter 2.
Through this work most parameters are kept fixed, while only two are varied to map
the phase diagram of the system. These parameters are ke, which is the rate of cAMP
degradation in the extracellular media and   which is proportional to the production
rate of cAMP in the intracellular media.
To calculate the phase diagram of the system first the steady states are calculated
by numerically searching for the triplets ( 0, ⇢0,  0) such that @t  = @t  = @t⇢ = 0. In
the parameter plane we explored, the system presented one, two or three steady states
depending on the chosen parameters. We then performed stability analysis for all the
triplets found by calculating the eigenvalues of the system’s Jacobian
Ji,j =
@Fi
@xj
    
x=( 0,⇢0, 0)T
where F1,2,3 are the right hand side of Equation 1.4 a), b), and c) respectively, x =
( , ⇢,  )T , and the derivatives are evaluated at the steady state values. The first deriv-
atives are
@F1
@⇢
=0,
@F1
@ 
=kt/h,
@F1
@ 
=  ke, @F2
@⇢
=
2 20⇢0s( 2    1)
( 0 + 1)2( 2 + Y 2)2
,
@F2
@ 
=  (ki + kt), @F2
@ 
=
2s⇢20 0( 2    1)
(1 +  0)3( 2 + Y 2)2
,
@F3
@⇢
=  k1(L1 + L2c 0)
c 0 + 1
  k1( 0+ 1)
 0 + 1
,
@F3
@ 
=0, and
@F3
@ 
=
 k1⇢0(  1)
( 0 + 1)2
+
ck1(⇢0   1)(L1   L2)
(c 0 + 1)2
.
If the three eigenvalues of a steady state have negative real part that steady state is
stable, while if at least one eigenvalue has a positive real part, that steady state is
unstable. Based on the amount of steady states and the eigenvalues of the Jacobian
four di↵erent regimes can be di↵erentiated:
• Stable regime: The system has one steady state, which is stable. A perturbation
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applied to the system decays exponentially when time dependent simulations are
performed.
• Bistable regime: The system has two steady states, both are stable.
• Oscillatory regime: The system has only one steady state, which is unstable. Time
dependent simulations show a stable limit cycle around the unstable state.
• Excitable regime: The system has 3 steady states. Two unstable and one stable.
Time dependent simulations show that the stable state is excitable, meaning that
if a supra-threshold perturbation is applied the system does a big excursion before
coming back to the steady state.
The parameter ranges of these regimes are shown in Figure 1.9 for the ke     plane.
This work focuses particularly in the oscillatory and excitable regimes.
Figure 1.9: Phase diagram showing the di↵erent regimes in the Martiel-Goldbeter model with advec-
tion (Equation 1.7). a) 2-Component model. b) 3-Component model also showing the path taken by
the cells in the developmental path scheme used in Chapter 3 (Equation 1.6). Cells start in the stable
regime and end in the excitable, at the parameters marked by the black circle. Reproduced with minor
modifications from [76].
The first big extension to this model was introduced by Tyson et al. in 1989 [77]
who included di↵usion of cAMP and showed the existence of planar waves in 1-D and
concentric circular waves and spiral waves in 2-D. The model, therefore, takes the form
@t  = kt /h  ke  +Dr2 , (1.5a)
@t  = q ↵ (⇢,  )/(1 + ↵)  (ki + kt) , (1.5b)
k 11 @t⇢ =  f1( )⇢+ f2( )(1  ⇢), (1.5c)
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where D is the di↵usion coe cient of cAMP, andr2 = @2x+@2y is the Laplacian operator
in 2-D or r2 = @2x in 1-D. In their description the system was analyzed in the excitable
regime, where wave propagation occurs as follows. Independent of initial conditions
the system relaxes back to its steady state solution. When a perturbation big enough
is applied (suprathreshold perturbation), the perturbed area reacts producing a pulse
of cAMP, which then di↵uses and excites the neighboring cells, which in turn produce
their own cAMP. This process, known as wave relay, produces two peaks traveling in
opposite directions (away from the perturbation) in 1-D or a circular wave in 2-D.
A spiral wave is a solution that persists as a rotating spiral, emitting waves to
the system. This solution can be created perturbing the system twice, if the second
perturbation creates a wave such that a part of it is in an area where the cells are
mostly refractory. The refractory cells are incapable of reacting to the perturbation
and the wave front breaks. The open wave front curves and becomes the center of the
spiral. Once the spiral has been created, it is a stable solution of the system, requiring
no further perturbations to exist.
If the system is in the oscillatory regime, a perturbation creates concentric circular
waves which are taken over by the synchronized homogeneous oscillation of the system,
known as bulk oscillation. In this description the equations are homogeneous in space,
that is, the system is invariant to a translation transformation x! x+ r with r 2 R2.
Given these conditions di↵erent approaches have been used to break the homogeneity
of the system and thus create spirals and target patterns in a persistent way. We will
mention some of them here.
A rigorous deduction of the CGL Equation (Equation 1.2) starting on the oscillatory
regime of the Martiel-Goldbeter model is included as an Appendix to this thesis, along
with some comparisons of its predictions with the numerical simulations of the system.
A comprehensive study of the predictions of the CGL equation for the system under
study is beyond the scope of this work.
1.3.2 Breaking Translational Invariance
Lauzeral et al. [78] showed that by changing the system’s parameters over time they
could create persistent spirals in the system. The idea is based on experimental studies
which show that ACA and phosphodiesterase activity in D. discoideum changes during
starvation [79–81]. Their proposed model takes the cells along a developmental path
which simultaneously increases   and ke, following the relations
 (t) = 0.3 + 0.25 tanh
✓
t  200
50
◆
and ke(t) = 6.5 + 3 tanh
✓
t  260
30
◆
. (1.6)
This path changes the system as time increases from the stable regime to the excitable
regime, then the oscillatory, and finishes in the excitable regime, as shown in the phase
19
CHAPTER 1. INTRODUCTION
Figure 1.10: Typical structures appearing during D. discoideum signaling, simulated using the model
described by Equation 1.5 and Equation 1.6. a) Multiple circular waves. b) Spiral waves, on the bottom
left a single armed spiral can be observed and on the right side there are two connected single-armed
spirals.
diagram of Figure 1.9 b). To introduce inhomogeneity in the system, they divided their
space in patches of 0.1 mm ⇥ 0.1 mm and assigned a starting time for each patch. This
starting time defines how advanced along the developmental path each patch starts.
This inhomogeneity causes that di↵erent areas of the system change regime at di↵erent
times, thus breaking the symmetric propagation of waves. Since at the end of this
developmental path all cells end up with the same parameters, the system ends in
the excitable regime in order for the spirals to persist. Structures produced following
this method can be observed in Figure 1.10. It has been shown [82, 83] that in this
description the cells who start more advanced in the developmental path and thus enter
the oscillatory regime before the others, become target centers if they are su ciently
separated from one another. As cells progress in the developmental path the wave
fronts from di↵erent centers break producing spirals. Therefore, spiral locations show
anti-correlation with target center locations.
Other method for spiral creation in the excitable regime of this model was presented
by Palsson and Cox [84], who showed that adding random firing to the cells, pairs of
connected one-arm spirals appear (see Figure 1.10 b)). In their description, each cell
had a probability p of spontaneously emitting a cAMP pulse. They showed that if a
pulse creates a wave that propagates into an area where the cells are mostly refractory
(low ⇢) the wave front can break, then both ends curve forming two connected spirals.
They further argue that one of the spirals can take over the other one if the cells have an
inhomogeneous phosphodiesterase (ke) distribution. In this way the spiral tip subjected
to lower ke would rotate faster and eventually take over the slower rotating spiral.
Forcing one preferred direction is another way of breaking the translational symmetry
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of this system. In this regard, the work of Lindner et al. [85] studied the e↵ect of adding
an electric field to the cAMP signaling system. Since the cAMP molecules are negatively
charged, applying a constant field moves the molecules along the electric field axis. This
field a↵ects the frequency and velocity of the propagating pulses in the excitable regime,
and it was shown to be capable of destabilizing spirals.
Similar equations but in a di↵erent set of parameters were studied in the work of
Gholami et al. [86, 87] where the e↵ects of applying a constant flow to the external
media were studied. The Martiel-Goldbeter model under the e↵ect of advection is
@t  = kt /h  ke  +Dr2    V ·r ,
@t  = q ↵ (⇢,  )/(1 + ↵)  (ki + kt) ,
k 11 @t⇢ =  f1( )⇢+ f2( )(1  ⇢),
(1.7)
where V is the velocity of the applied flow. For these equations the existence of a new
regime in the parameter space, the convectively unstable regime was shown (see phase
diagram, Figure 1.9). In this regime, for each set of parameters exists a minimum velo-
city such that the system becomes convectively unstable. If a perturbation is applied,
it will either decay or increase depending on the applied flow. If the applied flow is
smaller than the minimum velocity the perturbation will decay, but if it is higher than
the threshold, the perturbation will increase in a moving reference frame, producing
wave trains that are advected downstream. Chapter 2 of this thesis provides a full
characterization and description of this regime, while Chapter 3 uses these equations to
study the e↵ect of high speed advecting flows in pattern formation in D. discoideum.
Patterns under the e↵ect of advection similar to those studied in D. discoideum have
also been observed in the Belousov-Zhabotinsky reaction where the application of an
electric field to the system has been studied in di↵erent setups. In a tubular reactor
(quasi 1-D experiments) it has been shown that a positive electric field applied in the
wave traveling direction increases the wave velocity in a nonlinear manner and a negative
field can stop or even split the traveling wave [88, 89]. In 2-D experiments it has been
shown that an electric field can deform spirals [90] and drift their position towards the
anode [91]. Experiments with flow have also been reported. In a tube reactor Agladze
et al. [92] found that not only a maximum flow velocity exists that would prevent the
propagation of waves against the flow, but also that at very high flow velocities wave
propagation in the flow direction is also inhibited. It has also been shown that a flow
can destabilize the steady state in the BZ reaction both in experiments [93] and in
numerical simulations [94].
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Figure 1.11: Nullclines for the 2-Component Martiel-Goldbeter model. @t  = 0 in black and @t⇢ = 0
in red. a) One solution at ke = 4.0 min -1. b) Three solutions at ke = 12 min-1.
1.3.3 2-Component Martiel-Goldbeter Model
In the final part of their work, Martiel and Goldbeter further reduced their system
to just two equations, by making the transport of cAMP from the intracellular to the
extracellular media instantaneous. Therefore, by taking @t  = 0 the system further
reduces to
@t  = s (⇢,  )  ke  +Dr2 , (1.8a)
k 11 @t⇢ =  f1( )⇢+ f2( )(1  ⇢), (1.8b)
where s = ktq ↵/ [h(1 + ↵)(ki + kt)]. They argued that while the experimental values
of ki and kt (the cAMP degradation in the intracellular media and the transport rate
respectively) do not justify the quasi steady state assumption; the 2-Component system
behaves in a very similar way to the 3-Component one, showing both an oscillatory and
an excitable regime, as can be seen in Figure 1.9 where the two phase diagrams are
shown side by side for easy comparison. The advantage of this further reduction is that
it is easier to analyze a system of two equations than one of three. For example, for the
2-Component model the number of solutions can be easily observed as the amount of
times in which the nullclines (zero isoclines) cross, see Figure 1.11, and the eigenvalues of
the Jacobian can be analytically calculated, thus simplifying the stability analysis. The
analysis of the convective instability in Chapter 2 takes advantage of this description
[95]. In Chapter 3 a comparison between the waves exhibited by the 2- and 3-Component
models is presented [76].
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1.3.4 Modifications to the Model in the Presence of Ca↵eine
To account for the reduction in cAMP production due to ca↵eine added to the experi-
mental setup in Chapter 4 some parameters had to be modified. We initially chose to
modify the parameter Km which corresponds to the Michelis constant of the reaction
in which cAMP is produced from ATP, which means that it is an inverse measurement
of the a nity between enzyme (ACA) and substrate (ATP). In the original paper by
Martiel and Goldbeter Km appears indirectly as an adimensionalization factor a↵ecting
the parameters q,  , and ↵. Due to the way in which q and   appear in the equa-
tions, the e↵ect of modifying Km cancels out. Therefore, the net e↵ect of modifying the
Michelis constant Km is a change in the amount of ATP available for cAMP production.
It follows the relation
↵ = [ATP]/Km,
where [ATP] is the intracellular ATP concentration, which is has been shown [75] not to
change considerably during the course of one period in this model. For the simulations in
Chapter 4 the parameter Km was modified between 0.4 mM and 0.6 mM corresponding
to modify ↵ between 3 and 2. The e↵ects of this modification on the system and how
well it reproduces the e↵ects of ca↵eine in the experimental system are calculated and
discussed in Chapter 4 and in the Discussion.
Other possibility to account for the e↵ects of ca↵eine was also explored at the end
of Chapter 4. According to recent studies on the e↵ects of ca↵eine [37] decreasing the
ratio of activation of ACA would be a proper way of including the e↵ects of ca↵eine
into the numerical simulations. To accomplish this we modified the parameter ✏ which
accounts for the reaction rate at which ACA is activated by the cAR1-cAMP complex.
In the Martiel-Goldbeter model this reaction is represented as
2RP + C
a3
d3
E,
where RP is the cAR1-cAMP complex, C is the free form of ACA, and E is the activated
form of the enzyme. Using the nomenclature of this reaction, ✏ / a3/d3 where a3 and
d3 are the forward and backward reaction rate constants, respectively. Since C and E
are considered to be in a time independent steady state, E / ✏C. In the unmodified
equation ✏ is chosen to be equal to 1. To account for the e↵ects of ca↵eine ✏ was
varied between 0.7 and 1. This modification showed similar results to modifying Km
to reproduce the e↵ects of ca↵eine. These results were included in the Supplementary
Material of Chapter 4.
1.4 Other D. discoideum Model
As a comparison to the Martiel-Goldbeter model here is presented another approach that
historically has been used to describe D.discoideum along with its main characteristics.
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State 1
AbsoluteRefractory
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Figure 1.12: States of the Kessler-Levine Model. Transitions after a fixed time in the respective state
are marked in blue, while transitions due to external cAMP concentration are marked in red. For all
states the term sources in Equation 1.9 is 0, except for the excited State 1.
1.4.1 Kessler-Levine Model
This model was introduced by David A. Kessler and Herbert Levine in 1993 [96] with the
goal of simplifying the biological process undergoing in the intracellular media, in order
to focus on the physics of pattern formation. In their proposed model the only field
variable is   which represents the extracellular cAMP concentration and is governed
by the equation (names of variables changed to make them consistent with previous
section)
@ 
@t
= Dr2    ke  + (sources), (1.9)
where ke is the degradation rate due to the action of phosphodiesterase,D is the di↵usion
coe cient, and sources account for the cAMP production of the amoebas. This last
term is the one that gives the nonlinearity to the system. To describe the production
process each cell is replaced by a bion, a simple element of a cellular automata with 3
possible states. In state 0 the cells are in a steady excitable state where they do not
produce cAMP. If the cell detects a cAMP concentration above threshold (  >  T ) it
changes to state 1, the excited state. Then, the bion remains in this state during a time
⌧ during which it secretes cAMP at a constant rate   /⌧ . Afterwards, the cell enters
state 2, the refractory state, in which it does not produce cAMP nor can be excited.
The cell remains in this state for a time tR before finally coming back to state 0 and
start the cycle again.
Kessler and Levine showed that their model is capable of sustaining a rotating spiral,
after it is set up through initial conditions, and of relaying a circular target pattern which
originates from a central pacemaker. This central pacemaker does not follow the bion
state transitions, but simply emits a pulse with a fixed frequency.
This model was expanded to include a variable excitability by Levine et al [97, 98].
There, the refractory period (state 2 in the previous description) was divided in two
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parts: an absolute refractory period (ARP) and a relative refractory period (RRP). The
ARP behaves as before, the cell spends a fixed amount of time TARP in this state and
cannot be excited. After the ARP, the cell enters the RRP, where it can be excited, that
is, changed to state 1 if the cAMP concentration is bigger than a threshold  T (t⇤). If the
cell is not excited in a time TRRP , it returns to the excitable state 0, see Figure 1.12 for
a schematic representation of these transitions. The di↵erence between the excitable
state 0, and the relative refractory state is the variable threshold for the excitation,
which is given in the RRP by
 T (t
⇤) =

 max   A t
⇤
t⇤ + TARP
 
(1  E),
where t⇤ is the time spent in the RRP, A is a fixed parameter, and E is the system’s
excitability. This excitability is a new field used to break the system’s homogeneity
according to the development of each cell, given by their exposure to cAMP waves. The
excitability of each bion is described by the equation
dE
dt
=  ↵E +   ,
where   provides a positive feedback between the passing of a cAMP wave and cell
development. An upper limit Emax is set such that excitability can not increase above
that value. To generate spirals in this description initially some randomly selected cells
fire cAMP periodically (not following the previously described state transitions), acting
as pacemakers. Since the surrounding cells have initially a low excitability these pulses
fail to generate propagating waves. As the excitability of the system increases, the
waves start to propagate further, but since not all cells have the same excitability level,
the waves fail to propagate in low excitability areas, producing waves with open ends
which curve and produce spirals; thus providing a mechanism for the creation of spirals.
The location of spirals appearing in this model was studied by Geberth and Hu¨tt
[99] who selected the firing cells randomly, but kept them fixed during the whole simu-
lation (in contrast to the work of Sawai et al. [100] where each cell had a probability of
firing). Geberth and Hu¨tt showed that there is anti-correlation between the location of
the firing cells (pacemakers) and the spiral tips. This is a direct consequence of increas-
ing excitability with the passing of cAMP waves. The areas surrounding pacemakers
increase their excitability with each passing pulse, allowing the wavefront to propagate,
while the areas farther away from pacemakers maintain a lower excitability. It is in
this low excitability areas, which are as far away as possible from pacemakers, where
the wave front can not propagate and thus breaks, forming a spiral tip. Since there
is little meandering in this model, that is, the spiral wave tips do not move far away
from their original locations, the spiral tips end up located far away from pacemakers,
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thus showing anti-correlation. This is similar, but simpler than the findings of the same
group for the Martiel-Goldbeter model with developmental path [82]. For the Martiel-
Goldbeter model they found that spirals appear mostly as connected counter rotating
pairs with their center of mass located in the areas where waves coming from di↵erent
target centers collide. In other words, spirals are located at a finite distance from the
Voronoid diagram produced by the target centers. In the Kessler-Levine model most
firing cells become target centers, making the prediction of the spiral location much
more straightforward than in the Martiel-Goldbeter model where the appearance of
target centers not only depends on the development state of the cells, but also on their
relative distance to other firing centers. Once the target centers have been established
they are anti-correlated with the spiral locations. The statistical study carried out in
that work [99] also predicts a higher spiral density for higher feedback strength   in the
Kessler-Levine model.
As a final remark, we would like to point out that the traveling waves in this model
present an anomalous dispersion relation [63] which depends heavily on the parameter
TRRP . That means that the velocity-period curve of the wave front is not monotonically
increasing as it is in many excitable systems (compare Figure 1.8 a) and b) to see the
di↵erence between the dispersion relation in this model and a normal one). It has also
been shown [63] that the spirals in this model present a core instability if the refractory
period TRRP is bigger than the rotation period of the spiral. This instability leads to a
complex meandering motion of the spiral tip, that has not been observed in experiments.
1.5 Motility Models
Some of the first attempts at adding cell distribution to signaling models of D. discoi-
deum are due to Ho¨fer et al. [101, 102], who, based on the work of Keller and Segel
[103], proposed to model the cell density n as
@tn = r · (µrn   nr ) , (1.10)
where µ is the cell di↵usion coe cient,   is the chemotactic coe cient, and   the cAMP
concentration. Therefore, the first term on the right side of Equation 1.10 accounts for
cell’s natural random motion which is independent from cAMP; while the second term
accounts for chemotaxis.
One task that this model and every model describing movement in D. discoideum
needs to take into account is the so-called back of the wave paradox [104]. If the amoebas
depended only on the cAMP gradient to decide their direction of motion, then their net
movement would be very small, since they would move in one direction during the first
half of the passing wave, and move back during the second half. This is of particular
26
CHAPTER 1. INTRODUCTION
importance in this system because the cAMP wave is almost symmetrical in shape. In
nature the cells move only in the first half of the wave [104] and even continue moving
in that direction if the wave period is too short [5]. To account for such movement in
this model a nonlinear chemotactic coe cient   was introduced, such that
 (⇢) =  0
⇢m
Am + ⇢m
,
where  0, A, and m are positive constants, and ⇢ is the fraction of active receptors in
the cell. The other equations read
@t⇢ =  k+ ⇢+ k (1  ⇢), (1.11a)
@t  =  { (n)g+(⇢,  )  [ (n) +  ]ke }+Dr2 , (1.11b)
where g+ is a nonlinear function that accounts for cAMP production and  (n) accounts
for local cell density e↵ects. In this way, the density feeds-back to the cAMP production
through this increasing function  (n) which multiplies the production and degradation
factors. Using this simplified version of the Martiel-Goldbeter model (Equations 1.11
coupled with Equation 1.10), Ho¨fer et al. [101, 102] showed that their model produces
aggregation streams. It is noteworthy that they added a minimum value for the de-
gradation rate, (  in Equation 1.11 b)), therefore there is always phosphodiesterase
activity even when the cell density is zero, thus taking into account unbounded phos-
phodiesterase. They also showed that no direct interaction between cells was necessary,
in other words, they concluded that cell-cell adhesion was not necessary for stream
formation. They also showed that a constant random walking speed (independent of
density, that is, µ independent of n in Equation 1.10) was enough to show streams.
They explained stream generation as a patterning instability which is perpendicular to
the direction of the cAMP wave.
In a later work by Vasiev et al. [105] they used a FitzHugh-Nagumo type of equation
coupled with a density field to study stream formation. They made the production
and degradation proportional to cell density and showed that the key factor in stream
formation is the wave velocity dependence on density. That is, it is necessary that the
cAMP wave travels faster in a higher density area than in a lower density area. This
velocity di↵erence is of great importance since it speeds up the wave front on di↵erent
sections thus producing the wave instability described by Ho¨fer. They argued this point
by taking the limit case of making cAMP production independent of cell density, a
condition in which wave speed is density independent. In this limit case streams did
not form. It is again noteworthy that in this work cell-cell adhesion was again not
considered, and therefore shown not to be strictly necessary for stream formation. The
back of wave paradox was solved by taking a nonlinear chemotactic coe cient that
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allowed cells to move only if they were not in a refractory state.
A noteworthy attempt to include motility to the full Martiel-Goldbeter model is
due to Van Oss et al. [106]. They used a cellular automata-like model, where cells
were discretized in a square grid. If a square had an amoeba located in it, it would
follow the Martiel-Goldbeter model, and if the square was empty of cells the system
would simply di↵use the cAMP. Since the density is not a continuous variable in this
description the back of the wave problem is solved by using the percentage of active
receptors as an indicator of cell refractoriness. Therefore, the cells would move if they
fulfilled two conditions, first that the cAMP gradient |r | was bigger than a threshold
(to avoid movement due to noise), and second that the percentage of active receptors
⇢ was higher than a certain threshold. The cells would then move with a constant
velocity as long as these two conditions were fulfilled. It was shown that this model
would not present streams in the 3-Component form of the model, but that it does show
streams in the 2-Component form. Again, the argument boils down to the wave speed
dependency on density. In their description, the wave speed was almost independent
on density in the 3-Component version, but it showed a strong dependency in the
2-Component version. It is shown in Chapter 3 [76] of this work that using the 2-
Component model description leads to wave shapes that do not match the experimental
observations, specially in situations where the fast cell reaction is of importance, like
when fast advecting flows are used. The reconciliation of the 3-Component Martiel-
Goldbeter model with streaming is presented in Chapter 4 and 5 [76, 107], the key
solution is the inclusion of unbounded phosphodiesterase which degrades cAMP even
in locations where cells are not present. This is di↵erent to the work of Van Oss where
the cAMP would not be degraded by phosphodiesterase on the empty grid spaces. This
di↵erence is enough to produce variable wave speed and streams in the 3-Component
model, along with other interesting properties that are explored in Chapter 5 [107].
1.6 Computational Methods
All numerical simulations in 1-D and 2-D were performed using finite di↵erences for the
space discretization, and a Runge-Kutta scheme with Merson error approximation [108]
and an adaptive time step for the time discretization.
1.6.1 Finite Di↵erences
In the finite di↵erences method the continuous fields are discretized in a matrix of size
Nx⇥Ny, where the space coordinates are discretized in points with distances dx and dy
between them for the x and y directions, respectively. Therefore, the space coordinates
are discretized as x = idx and y = jdy with i, j 2 N, and the size of the system is
Lx ⇥ Ly with Lx = Nxdx and Ly = Nydy.
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The second derivative is discretized using a second order central discretization defined
as
@xx (x) ⇡  (x  h)  2 (x) +  (x+ h)
h2
with an error O(h2) where h is a small distance. In our description this becomes
@xx i,j ⇡  i 1,j   2 i,j +  i+1,j
dx2
and @yy i,j ⇡  i,j 1   2 i,j +  i,j+1
dy2
,
therefore we use a three-point Laplacian in one-dimensional simulations, and a five-point
Laplacian in two-dimensional ones.
This discretization of the di↵usion operator is positive by definition, which means
that it can not bring the discretized field to a negative value [109]. This was specially
important in our system since the physical meaning of   is the concentration of the
chemical cAMP and therefore it can not go below zero. In particular, the numerical
values of   become very small in the simulations of Chapter 2 [95]. There, the system
represents a channel with cells on the bottom which are subjected to advecting flows.
The system has an absorbing boundary condition ( (x = 0) = 0) in the upstream
boundary, which flushes cAMP downstream, producing cAMP depletion for lower values
of x.
To maintain the cAMP concentration above zero when fast flows were applied, a
positive discretization of the first derivative needed to be implemented. Since we know
beforehand the direction of the flow (and it does not change over time) an upwind
discretization can be used, i.e., an asymmetric discretization. The first order upwind
discretization is
@x i,j ⇡  i,j    i 1,j
dx
,
analogously if the flow is going in the  xˆ direction, the first order downwind discretiz-
ation can be defined
@x i,j ⇡  i+1,j    i,j
dx
.
These discretizations can not bring the concentration of   below zero, but are un-
fortunately very dissipative, thus introducing too much error in the simulations. The
error in these approximations is O(dx).
The next order approximation is the second order central discretization, which has
an error of O(dx2) and is defined as
@x i,j ⇡  i+1,j    i 1,j
2dx
.
This discretization was enough to keep   above zero for low flow velocities, but  
would become negative for higher flow values since this discretization introduces an
oscillatory behavior [109]. Since, by definition, the first order discretization is the only
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linear discretization that ensures positivity [109] we used a nonlinear discretization to
maintain the cAMP concentration above zero at all times.
Before introducing the nonlinear discretization used, we show here the third order
upwind discretization
@x i,j ⇡ 1
dx
⇣
  i 2,j
6
+  i 1,j    i,j
2
   i+1,j
3
⌘
,
which is, again, not positive, but more accurate than the first upwind one. We used
a nonlinear discretization proposed by Koren [110] that uses third order upwind dis-
cretization most of the time, but that reduces to first order when the gradients are too
big, thus avoiding oscillatory behavior. To quantify these gradients we introduce the
function ✓ such that
✓i,j =
 i,j    i 1,j
 i+1,j    i,j ,
therefore for a smooth function ✓ ⇡ 1. We also introduce a nonlinear limiter function
 (✓). The discretization can be rewritten as
@x i,j ⇡ 1
dx
( i,j    i 1,j)
✓
1 +
 (✓i)
✓i
   (✓i 1)
◆
, (1.12)
where the first order upwind discretization is recovered by taking  (✓) = 0, first order
downwind by  (✓) = 1, and the third order upwind by taking  (✓) = 1/3   ✓/6.
Positivity is ensured if [109]
1 +
 (✓i)
✓i
   (✓i 1)   0,
which is satisfied if the conditions
0   (✓)  1, 0   (✓)
✓
 µ 8✓ 2 R (1.13)
with µ a positive parameter, are fulfilled. Following the work of Koren [110] we take
µ = 1. Therefore, we define our limit function as
 (✓) = max
✓
0,min
✓
✓,
1
3
+
✓
6
, 1
◆◆
or equivalently
 (✓) =
8>>>>><>>>>>:
0 if ✓  0
✓ if ✓  2/5
1/3 + ✓/6 if ✓  4
1 otherwise.
(1.14)
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This function is continuous, satisfies the conditions of positivity given by Equation 1.13,
behaves like a third order approximation when   is smooth (✓ ⇡ 1), and like a first order
one in extreme cases (✓ < 0 _ ✓ > 4). A representation of this limiting function can
be found in Figure 1.13. We therefore used the discretization defined by Equation 1.12
and 1.14 for all simulations in this thesis that have an advecting flow.
Figure 1.13: Limiting function  used to discretize the advection operator. Used function  =
max(0,min(✓, 1/3+ ✓/6, 1)) in bold red line. Dashed lines indicating  = 0,  = ✓,  = 1/3+ ✓/6, and
 = 1 are drawn as reference. The values of ✓ at which the discretization function reduces to known
linear discretizations are marked with color in the background.
1.6.2 Runge-Kutta-Merson
The time evolution of the system was performed using a Runge-Kutta scheme introduced
by Merson [108], which is an explicit iterative method to calculate the time evolution
of di↵erential equations. For a di↵erential equation given by
@tY (x, y) = f (t, Y (x, y))
at a given time step i,the intermediate steps k1...k5 are calculated as
k1 = hf(ti, Yi),
k2 = hf
✓
ti +
h
3
, Yi +
k1
3
◆
,
k3 = hf
✓
ti +
h
3
, Yi +
k1 + k2
6
◆
,
k4 = hf
✓
ti +
h
2
, Yi +
k1 + 3k3
8
◆
,
k5 = hf
✓
ti + h, Yi +
k1   3k3 + 4k4
2
◆
,
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where h is the time step. The next iteration is then calculated as
Yi+1 = Yi +
k1 + 4k4 + k5
6
,
and has an error estimation given by
R ⇡ 1
30
(2k1   9k3 + 8k4   k5) . (1.15)
In our simulations Y = ( , ⇢,  ) and f is given by the Martiel-Golbeter model, Equation
1.7. After each iteration the estimated error R was calculated, if it exceeded the max-
imum error allowed, the time step h was reduced in half, and the iteration was repeated
until the error R was under the allowed value.
1.6.3 Adimensionalization
The Martiel-Goldbeter model was not directly simulated as described in Equation 1.7,
but instead space and time were first adimensionalized. Starting from Equation 1.7 we
have
@t  = kt /h  ke  +Dr2    V ·r ,
@t  = q ↵ (⇢,  )/(1 + ↵)  (ki + kt) ,
k 11 @t⇢ =  f1( )⇢+ f2( )(1  ⇢),
where the slow variable ⇢ gives the timescale k1, therefore we take the adimensional
time t0 = k1t. Since the length scale is given by the di↵usion coe cient D, we make the
space adimensional by taking x0 = xk1/
p
keD. The system then becomes
@t0  =
kt
hk1
    ke
k1
  +
k1
ke
r02    Vp
keD
·r0 ,
@t0  =
q ↵ (⇢,  )
k1(1 + ↵)
  ki + kt
k1
 ,
@t0⇢ =  f1( )⇢+ f2( )(1  ⇢),
which was the set of equations used to simulate the cAMP dynamics.
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In a reaction-diffusion-advection system, with a convectively unstable regime, a perturbation
creates a wave train that is advected downstream and eventually leaves the system. We show that
the convective instability coexists with a local absolute instability when a fixed boundary condition
upstream is imposed. This boundary induced instability acts as a continuous wave source, creating
a local periodic excitation near the boundary, which initiates waves travelling both up and
downstream. To confirm this, we performed analytical analysis and numerical simulations of a
modified Martiel-Goldbeter reaction-diffusion model with the addition of an advection term. We
provide a quantitative description of the wave packet appearing in the convectively unstable
regime, which we found to be in excellent agreement with the numerical simulations. We charac-
terize this new instability and show that in the limit of high advection speed, it is suppressed. This
type of instability can be expected for reaction-diffusion systems that present both a convective
instability and an excitable regime. In particular, it can be relevant to understand the signaling
mechanism of the social amoeba Dictyostelium discoideum that may experience fluid flows in its natu-
ral habitat.VC 2017 Author(s). All article content, except where otherwise noted, is licensed under a
Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
https://doi.org/10.1063/1.4986153
In a reaction-diffusion-advection system, one or more
species are carried away by a flowing medium with an
externally imposed velocity. Therefore, the conditions of
the system upstream become important to the phenom-
ena observed downstream. In this work, we present the
effects of adding an absorbing fixed boundary condition
at the upstream end of the system. We focus on the con-
vectively unstable regime, where a perturbation applied
to the system dies out in the laboratory reference frame,
while it grows in a moving one. By fixing the upstream
boundary condition, the system becomes unstable, pro-
ducing a trigger wave that travels upstream, and a wave
train propagating downstream. The trigger wave is
absorbed when it reaches the upstream boundary, then
the system destabilizes again, and the phenomenon
repeats. In 2-D simulations, the trigger wave propagating
against the flow has a triangular shape, similar to the
concentration profiles exhibiting a cusp in auto-catalytic
advection reactions.1,2 The here reported mechanism can
be expected to be applicable to other reaction-diffusion-
advection systems in order to produce a continuous, peri-
odic influx of wave trains.
I. INTRODUCTION
Many out of equilibrium phenomena in nature can be
described by reaction-diffusion systems. This includes the
Belousov-Zhabotinsky reaction,3,4 electrical impulse dynam-
ics in the heart,5 skin patterns in fish,6 calcium dynamics in
oocytes,7 and slime mold aggregation,8 among others. In
many cases, the active components of such reactions might
be subjected to advective flows, which cause new kinds of
instabilities.9 The most commonly studied types of these
instabilities are of convective or absolute nature.10,11 Both
types of instabilities have been observed in simulations,9,12
as well as in experiments such as the Belousov-Zhabotinsky
reaction.13,14
Due to the advective nature of the flow, the upstream
boundary conditions have important consequences for the
spatio-temporal dynamics downstream. Most studies have
been performed with no-flux boundary conditions or periodic
boundaries, which simplifies the analysis by going into a
comoving reference frame. Under these boundaries, an initial
perturbation creates a growing wave train15,16 whose wave-
lengths and velocities depend on the particular characteris-
tics of the system. However, the comoving frame analysis is
impossible with a Dirichlet (fixed) boundary condition. In
particular, an absorbing (zero amplitude) boundary condition
corresponds to a one dimensional defect and is the one
dimensional equivalent of a spiral center in excitable sys-
tems.17–19 Up to now, the effects of this type of upstream
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condition on an advection-diffusion system have received lit-
tle attention. Preliminary results on such a system were pre-
sented by Gholami et al.20,21 where a continuous influx of
wave trains was observed.
Here, we show that in the reaction-diffusion-advection
system under study (see below), a particular kind of bound-
ary induced instability occurs when the advection velocities
are below a threshold. This boundary condition creates
waves periodically with a period dependent on the imposed
flow velocity. Unlike the commonly emitted waves by a
boundary, these waves do not travel in just one direction
(either towards or away from the boundary as is usual in
these systems22), but instead two waves appear, one that
travels towards and one that travels away from the boundary.
In order for this to be possible, these waves do not grow
directly at the boundary, but at a finite distance from it. The
reaction of the system to this boundary driven instability is
also different from the way it reacts to an external perturba-
tion. In this system, a perturbation creates a growing wave
train that is advected downstream, while in the absorbing
boundary case, the growing instability produces not only a
wave train downstream but also a wave travelling upstream.
The downstream wave train is equivalent to the one
observed with the no-flux boundary condition. We fully
characterized this wave train using linear stability analysis in
a moving reference frame and calculated the periodic travel-
ling wave solutions. The upstream travelling wave is the
novel feature of this process. This wave travels upstream
until it reaches the fixed boundary where it is absorbed, and
the process starts again. This process creates wave trains
with a period dependent on the imposed flow velocity and
thus provides a mechanism to continuously generate wave
trains in the fixed reference frame.
To investigate this effect, we performed numerical sim-
ulations in one dimension of a model proposed by Martiel
and Goldbeter23 which are reaction-diffusion equations, with
the addition of an advection term due to an imposed external
flow. To ensure accuracy in the simulations, we implemented
a Runge-Kutta scheme with an adaptable time step based on
the Merson error estimation.24 To complete the study of the
convectively unstable regime, we also performed linear sta-
bility analysis of the system in a moving reference frame and
periodic travelling wave calculations which we compared
with the full nonlinear system solutions. Finally, we per-
formed numerical simulations in 2-Dimensions to study the
effect of the flow profile on the boundary induced oscilla-
tions. Similar to fronts in advected auto-catalytic reac-
tions,1,2 we observed a strong triangular deformation of the
trigger wave travelling upstream.
II. THE REACTION-DIFFUSION-ADVECTION MODEL
Cellular slime moulds are unique organisms positioned
between uni- and multi-cellular life in the evolutionary tree.
The amoebae of the cellular slime mould Dictyostelium dis-
coideum normally live as single cells in forest soil and feed
on bacteria. They multiply by binary fission. Starvation indu-
ces a developmental program in which up to 105 amoebae
aggregate chemotactically to form a multicellular mass,25
the so-called slug, that behaves as a single organism and
migrates to search for food and better environmental condi-
tions. On failing to find nutrients, the slug culminates into a
fruiting body consisting of a stalk and a mass of spores.26
Spores are dispersed by rain and small animals and under
suitable conditions germinate to release amoebae and the
whole cycle starts over again.
Cyclic adenosine monophosphate (cAMP) is the primary
chemoattractant for the D. discoideum cells during early
aggregation. cAMP is emitted from the aggregation centers
in a pulsatile manner and surrounding cells detect it by
highly specific cAMP receptors.27 When cAMP binds to the
receptors, it triggers a series of intracellular reactions that
activate an enzyme called Adenylate cyclase (ACA), which
in turns consumes Adenosine triphosphate (ATP) to produce
intracellular cAMP. The cAMP produced inside the cell is
partially degraded by intracellular phosphodiesterase and
partially transported to the extracellular medium.
Phosphodiesterase secreted by the cells degrades extracellu-
lar cAMP and suppresses the accumulation of excessive
cAMP in the aggregation field (Fig. 1). Since each cell
FIG. 1. Schematic representation of
the model proposed by Martiel and
Goldbeter for production and relay of
cAMP in D. discoideum. The extracel-
lular cAMP binds with the membrane
receptors at a rate KR for those in the
active state, activating ACA which in
turn produces intracellular cAMP that
is transported to the extracellular
media at a rate kt. After binding, the
receptors change to their inactive form
at a rate k1 which has a lower probabil-
ity of binding with cAMP (KD). The
extracellular cAMP is then degraded
via phosphodiestrase at a rate ke.
Reproduced from Ref. 20.
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responds to cAMP by moving towards the source of cAMP,
by emitting a pulse of cAMP itself, and by a refractory
period, the cAMP signal is relayed outward from the aggre-
gation center as a wave.28,29 During the refractory period,
the amoebas that have detected and produced cAMP do not
react to it for a few minutes, and therefore, a new cAMP
wave cannot pass during this period. This refractory phase is
included in the model in terms of the membrane receptors.
These receptors are present in two states, active and inactive.
The first one has a higher probability to bind with cAMP
than the second one. Once the receptors bind with cAMP,
they change their state to inactive and then slowly change
back to their active state. This combination of relay and
refractory phase is characteristic of excitable systems and
produces target patterns or spirals in two dimensional sys-
tems. The geometry of propagating waves is analogous to
the spatio-temporal pattern of chemical waves in the
Belousov-Zhabotinski reaction.3,4
The model we used for our study was initially pro-
posed by Martiel and Goldbeter23 and extended by Tyson
et al.30 In this reaction-diffusion system, the concentration
of the signalling chemical cAMP is the activator, while the
cAMP receptors on the cell membrane act as inhibitors.
Since the inhibitor is cell bounded and we assume that the
imposed flow is not strong enough to detach the cells from
the substrate,31 we add the advection term only to the acti-
vator dynamics. A detailed model derivation and the bio-
logical correspondence of the model parameters can be
found in Ref. 23.
The main equations of the model in its three compo-
nent version are as follows, where q stands for the per-
centage of active receptors on the cell membrane, c, the
extracellular concentration of cAMP, and b, the intracel-
lular amount of cAMP. The receptor dynamics are given
by
@tq ¼ "k1f1ðcÞqþ k1f2ðcÞð1" qÞ
with
f1ðcÞ ¼ 1þ jc
1þ c ; f2ðcÞ ¼
L1 þ jL2cc
1þ cc ;
where f1 controls the receptor desensitization (change from
active to inactive state) and f2, the resensitization. The intra-
cellular cAMP is increased by the cAMP production, which
in turn depends on the extracellular cAMP and the active
receptors. This production is tuned through the rate r at
which the activated ACA produces cAMP. The intracellular
cAMP is diminished through degradation by intracellular
phosphodiesterase at a rate ki and passive transport outside
of the cell at a rate kt
@tb ¼ qraUðq; cÞ=ð1þ aÞ " ðki þ ktÞb
with
Uðq; cÞ ¼ k1 þ Y
2
k2 þ Y2 ; Y ¼
qc
1þ c ;
k2 ¼ ð1þ ahÞ=ð!ð1þ aÞÞ, and k1 ¼ kh=!. The extracellular
concentration of cAMP c is degraded at a rate ke by the
extracellular phosphodiesterase and is increased by the trans-
port of cAMP from the intracellular medium
@tc ¼ Dr2c" v &rcþ ktb=h" kec:
We nondimensionalize the system by introducing dimen-
sionless time and space as t0 ¼ t & k1 and x0 ¼ x & k1=
ﬃﬃﬃﬃﬃﬃﬃﬃ
keD
p
.
Dropping primes and setting !1 ¼ k1=ke; !0 ¼ k1=ðki þ ktÞ,
we arrive at
@tq ¼ "f1ðcÞqþ f2ðcÞð1" qÞ; (1a)
!0@tb ¼ qraUðq; cÞ=ðð1þ aÞðki þ ktÞÞ " b; (1b)
@tc ¼ !1r2c" v &rcþ ðktb=ðhkeÞ " cÞ=!1: (1c)
Finally, we reduce this system to a two component model
which simplifies its theoretical treatment. For this, we assume
!0 small, which means that the intracellular cAMP is instanta-
neously transmitted to the outside media (for a discussion on
the validity of this approximation, refer to Refs. 23 and 30).
We then arrive at the two component Martiel-Goldbeter,
which we will use during the rest of this paper
@tc ¼ !1r2c" v &rcþ ðsUðq; cÞ " cÞ=!1; (2a)
@tq ¼ "f1ðcÞqþ f2ðcÞð1" qÞ; (2b)
where s ¼ qktar=ðkeðkt þ kiÞhð1þ aÞÞ. All used parameters
are listed in Table I and were selected as suggested by
Lauzeral et al.32 because of their good agreement with
experimental measurements. We selected r and ke as con-
trol parameters since they account for the production
and degradation of extracellular cAMP, respectively.
Depending on these two parameters, this system can have
one, two, or three steady state solutions, as is shown in
the phase diagram in Fig. 2. We focused on the range
where only one steady state exists (green, yellow, and blue
in Fig. 2). We performed linear stability analysis around
this steady state solution ðc0; q0Þ by setting c ¼ c0 þ c0;
q ¼ q0 þ q0; linearizing, dropping primes, and performing
Fourier transform
ðc; qÞ ¼
ð1
"1
ðck; qkÞexðkÞtþikxdk;
we arrive at the dispersion relation
0 ¼ x2 þ xð"T þ !1k2 þ ivkÞ þ D" a22ð!1k2 þ ivkÞ; (3)
where D ¼ a11a22 " a12a21; T ¼ a11 þ a22,
TABLE I. Parameters used for simulations of Eq. (2).
c ¼ 10 h ¼ 5 k1 ¼ 0:09min"1
k2 ¼ 1:665min"1 KR ¼ 10"7M ki ¼ 1:7min"1
kt ¼ 0:9min"1 L1 ¼ 10 L2 ¼ 0:005
q ¼ 4000 ! ¼ 1 k ¼ 0:01
h ¼ 0:01 a ¼ 3 D ¼ 0.024 mm2&min"1
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a11 ¼ s
!1
2q20c0ðk2 " k1Þ
ð1þ c0Þ3ðk2 þ Y20Þ2
" 1
!1
;
a12 ¼ s
!1
2c20q0ðk2 " k1Þ
ð1þ c0Þ2ðk2 þ Y20Þ2
;
a21 ¼ ð1" q0Þ
jL2c" cL1
ð1þ cc0Þ2
" q0ðj" 1Þð1þ c0Þ2
; and
a22 ¼ "f1ðc0Þ " f2ðc0Þ:
From here, the different regimes can be distinguished.
Starting with the left green area of the phase diagram of
Fig. 2 and with no imposed flow velocity v¼ 0, the system
has T< 0 and D > 0; therefore, ReðxÞ < 0 for every k and
the system is stable. Increasing ke, the system has a Hopf
bifurcation (at the boundary between yellow and blue area in
Fig. 2) and a limit cycle appears (Oscillatory regime). When
v 6¼ 0, part of the stable regime becomes convectively unsta-
ble (yellow in Fig. 2). In this area, a11 is positive and we can
calculate the minimum imposed velocity at which the system
becomes unstable, by calculating when the real part of x
becomes positive. This gives the following relation:
v2ðkÞ ¼ ð"D=a22 þ !1k
2Þð!1k2 " TÞ2
k2ða11 " !1k2Þ : (4)
This is a convex curve dependent on k with asymptotes at
k¼ 0 and k ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa11=!1p . Its global minimum corresponds to
the critical velocity vc at which the system destabilizes. This
type of instability is of the convective type, which means
that although a perturbation applied to the system will die
out in the laboratory reference frame, it will grow in a refer-
ence frame moving with a speed v0, when the system is
advected with a flow higher than vc. All our simulations were
performed in this regime.
Before proceeding to the characterization of the bound-
ary driven instability, we perform a general description of
the wave trains present in this system.
III. NO-FLUX BOUNDARY CONDITION
In the convectively unstable regime, when the advection
velocity v is above the critical value vc [calculated as the min-
imum of Eq. (4)], a perturbation creates a peak that is
advected downstream. This peak creates further peaks behind
it, producing a wave train, as can be observed in Fig. 3. The
front of this wave train travels with a speed vf higher than the
imposed flow v, while the rear of the wave train travels with a
velocity vb < v. This difference between vb and vf translates
into the wave train growing in size and having more peaks as
time passes. These velocities are indicated by colored lines in
Fig. 3. The characteristics of these wave trains can be esti-
mated by taking the Fourier transform in a moving reference
frame y ¼ x" v0t, where v0 is a free parameter
ðc; qÞ ¼
ð1
"1
ðck; qkÞetðxþikv0Þþikydk;
with k 2 C and xðkÞ given by the dispersion relation, Eq.
(3). According to the method of steepest descents,10 the long
term behavior of this integral is given by the saddle point of
the term accompanying t, i.e.,
d
dk
xðkÞ þ ikv0# $ ¼ 0:
Since x is also complex, we can use the Cauchy-Riemann
Equations
@xr
@kr
¼ @xi
@ki
¼ 0 and @xr
@ki
" v0 ¼ @xi
@kr
þ v0 ¼ 0; (5)
where k ¼ kr þ iki and x ¼ xr þ ixi. This gives pairs of
solutions ðk; v0Þ, each with its growing rate kr ¼ xr " kiv0. A
typical curve kr vs v0 is shown in Fig. 4. The maximum of
this curve corresponds to the group velocity of the wave
train, it is the fastest growing mode and has ki ¼ 0; kr 6¼ 0.
To calculate the edges of the wave train, the relevant values
FIG. 2. Phase diagram of the system described by Eq. (2). Stable regime in
green, in this regime only one solution exists and is stable. In the yellow
area labeled CU exists one steady state that is convectively unstable. In the
AU labeled blue area exists one unstable steady state surrounded by a limit
cycle. The orange regime marked as excitable presents three steady states,
one of which is excitable, while the light blue bistable regime has three
steady states, two of which are stable.
FIG. 3. Space-time plot of a simulation performed in the convectively unsta-
ble regime using no-flux (Neumann) boundary condition. The wave train is
generated by an initial perturbation and is advected downstream (to the
right) by the imposed flow. The relevant velocities present in the wave train
are highlighted, these are the velocity of wave train rear vb in black,
front velocity vf in white, and individual peak velocity vp in yellow. All
numerical simulations were performed using ke ¼ 3:0min"1 and
r ¼ 0:45min"1.
103110-4 Vidal-Henriquez et al. Chaos 27, 103110 (2017)
are the pairs with zero growing rate, because these will cor-
respond to the first and last points at which the system desta-
bilizes and therefore mark the boundaries of the velocity
range at which the wave train can be observed. There are
two velocities v0 with zero growing rate, the lower corre-
sponds to vb and the higher to vf. This linear calculation has a
very good agreement with the velocities calculated from the
numerical simulations of the full nonlinear system, Eq. (2).
This is shown in Fig. 5 where these two data sets are
compared.
It has been shown that for some systems, the previously
used method may not catch the fastest growing mode in a
moving reference frame.33,34 For this, the more reliable
Briggs collision criterion35 is recommended. However, in
our system the function xðkÞ has only two local maxima and
one unstable branch for real k, and under these conditions,
the saddle point approach is enough to find all the unstable
points.36
To connect to other results in literature, it is worth men-
tioning that in our calculation, vf is equivalent to the spread-
ing speed to the right of the system,37,38 which means that it
is the supreme of the velocities v0, such that the system is
unstable in the comoving frame moving at v0.
To characterize each individual peak velocity vp, we
studied the periodic travelling wave solutions of this system.
These waves are characteristic of oscillatory systems39 and
have the property cðzþ TÞ ¼ cðzÞ with z ¼ x" ct for a cer-
tain combination of propagation velocity c and period T. The
wave calculation and stability analysis were performed using
the software Wavetrain.40–42
We found a range of velocities c at which the periodic
travelling wave solutions exist. Inside this range, there is a
band of velocities c where they are stable. The velocities of
each individual peak fall into this band as shown in Fig. 6.
The selection of a particular wave solution depends on the
initial conditions.
The velocity of each particular peak vp is higher than the
front velocity; therefore, each peak moves forward in the
train until it approaches the front, where it has to slow down
until it matches vf, the velocity of the front of the wave train.
Since wavelength and velocity are uniquely linked, the peaks
closer to the front of the wave train have a smaller wave-
length than the rest of the train. This creates a traffic jam
where more peaks start to accumulate in this shorter wave-
length area at the front of the train. A similar process has
been observed in other reaction-diffusion systems.43,44
IV. FIXED UPSTREAM BOUNDARY CONDITION
We performed numerical simulations with a Dirichlet
(fixed) boundary condition upstream cðx ¼ 0Þ ¼ qðx ¼ 0Þ ¼ 0
in the convectively unstable regime. We found that for very
high flow speeds, the advection dominates over the diffusion
and the system reaches a stable extended steady state. This state
can be approximated in powers of d ¼ !1=v2 with the time
independent version of Eq. (2) as
d@x0x0c ¼ @x0c" ðsUðq; cÞ " cÞ=!1;
q ¼ f2ðcÞ=ðf1ðcÞ þ f2ðcÞÞ;
FIG. 4. Growth rate in the different reference systems v0 for v¼ 2mm/min.
The intersections with the x-axis mark the back and front velocities of the
wave train. For these parameters vb ¼ 1:00 mm/min and vf ¼ 2:13mm=min.
FIG. 5. Dependence of the wave train velocities on the imposed advection
flow. The lower value corresponds to the back of the train, that is, the first
point that destabilises, while the higher value corresponds to the front of the
wave train, that is, the last point that destabilises. The continuous line corre-
sponds to the prediction obtained by the linear analysis, and the dots are the
values obtained from the simulations of the full nonlinear equations.
FIG. 6. Region of existence of periodic travelling wave solutions. v stands
for the imposed advection velocity, and c, the velocity of the periodic travel-
ling wave. The solutions exist above the black line and are stable in the band
between the red lines. The dots correspond to the solution selected by the
system in the middle of the wave train in our numerical simulations.
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where x0 ¼ x=v and cðx0 ¼ 0Þ ¼ 0. The first two terms of the
expansion were calculated taking c ¼ u0 þ du1
0 ¼ @x0u0 " ðsUðu0Þ " u0Þ=!1; (6a)
@x0x0u0 ¼ @x0u1 " u1 s
dU
dc
%%%
c¼u0
" 1
& '.
!1: (6b)
This solution connects smoothly the zero boundary condition
with the steady state of the system. This approximation
matches quite well with the full solution as it is shown in
Fig. 7.
We performed numerical linear analysis of this mono-
tone solution and found that it becomes unstable at smaller
velocities (when d gets larger). The eigenvalues cross the
real axis with non-zero imaginary part when the imposed
flow velocity v is lowered below a threshold. This bifurcation
is shown in Fig. 8. The fastest growing eigenvector has the
shape of a peak centered close to the fixed border, the dis-
tance between the peak and the border increasing with
increasing imposed flow velocity.
To study this instability, we performed numerical simu-
lations with Dirichlet boundary condition upstream and
small imposed flow velocities. We observed that the system
initially reaches a state similar to the one showed in Fig. 7,
that is, a smooth connection between the boundary and the
steady state. However, this solution becomes unstable
producing a peak which, as it grows, divides into two peaks.
One of the peaks travels downstream and produces a wave
train as was previously described in Sec. III. The second
peak travels upstream until it reaches the boundary. Once the
upstream travelling peak has been absorbed by the boundary,
the system goes back to the smooth solution, which then
again becomes unstable and repeats the cycle. This whole
process generates periodically wave trains propagating
downstream, as shown in Fig. 9.
The period of these perturbations is hard to measure
downstream due to the wave train that it generates, whose
period is given by the periodic travelling wave solution. To
solve this, we measured the period of the initial destabiliza-
tion peak at its point of creation, as shown in white in Fig. 9.
This nucleation location moves farther away from the bound-
ary as the imposed flow velocity increases. This relation is
shown in Fig. 10.
This period T does not appear to have a relation to any of
the periods in the train wave previously studied. This, com-
bined with the difference in the back and front velocities vb
and vf, produces phase slips. The phase slips occur when the
front of the newly generated wave train catches up with the
back of the previous wave train, thus forming downstream
FIG. 7. (a) High speed solution with
Dirichlet boundary condition. Advection
velocity v¼ 2mm/min in green and
v¼ 5mm/min in red. Zero order
approximation u0 solution of Eq. (6a)
in black dotted lined. Scaled space
x0 ¼ x=v. (b) Comparison for approxi-
mation at smaller speed. Full solution
with Dirichlet boundary condition and
v ¼ 1.33mm/min in red. Zero order
approximation u0 in green and first
order approximation c ¼ u0 þ du1 in
dashed black line.
FIG. 8. Frequencies of the linear analysis of the monotone profile c ¼
u0 þ du1 showing the oscillatory bifurcation when the imposed flow v is
lowered. v¼ 1.32mm/min in red squares, v¼ 1.33mm/min in black circles,
v¼ 1.34mm/min in blue triangles, and v¼ 1.35mm/min in black crosses.
FIG. 9. Space-time plot of simulation performed in the convectively unsta-
ble regime using fixed (Dirichlet) boundary condition. Wave trains gener-
ated by the instability described in Sec. IV and measured quantities
highlighted. The nucleation point is np, where the destabilization occurs, T,
the oscillations period, and vu, the velocity of the upstream travelling peak.
Inset with a zoom of the wave generation area with previously defined quan-
tities of the wave train highlighted, vb, velocity of the back of the wave train,
vf, velocity of the front of the wave train, and vp, velocity of each individual
peak. The imposed flow velocity is 1.2mm/min.
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one larger wave train with phase slips. This process is
highlighted on the inset of Fig. 9.
As expected, the velocity of the upstream travelling
peak vu decreases with imposed flow velocity. Since the new
wave does not appear until the previous one has travelled up
to the boundary, the instability period is directly affected by
the velocity of the upstream peak. Therefore, the period
increases with increasing imposed flow velocities. All these
dependencies are shown in Fig. 10.
The periodical travelling wave solutions selected by the
boundary condition could not be measured for every velocity
value, because of the interaction between the new wave train
and the old one. This interaction produces numerous phase
slips that change the wavelength along the wave train. For
those values of v where it was measured, the selected travel-
ling wave falls into the stable range shown in Fig. 6.
We understand the upstream travelling peak as a trigger
wave, analogous to the ones present in the excitable regime
in this system. Trigger waves are non-linear excitation waves
that propagate in excitable media when a perturbation above
a threshold is applied. In these systems, small perturbations
damp out but supra-threshold ones are amplified and excite
the neighboring area allowing for wave propagation.45 A
trigger wave has a velocity which is nonlinearly selected by
the system. Another important characteristic is that a new
trigger wave cannot enter the system until some recovery
time has elapsed. In the case of the upstream travelling
wave, the system cannot sustain another upstream travelling
peak until the old one has reached the boundary and the
cAMP close to the boundary has been washed away.
Schematically, the wave works as follows. The cells closer
to the boundary have been exposed to very small amounts of
cAMP because it is initially washed away due to the bound-
ary. As a result, they have a very high percentage of active
receptors on the cell membrane. Therefore, they quickly
react to the small perturbation of cAMP produced by the
growing peak, emitting cAMP themselves and producing a
trigger wave. It has been shown that trigger waves can travel
against imposed flows when the advection is not too strong,
experimentally in the Belousov-Zhabotinsky reaction46 and
numerically in the excitable regime of the Martiel-Goldbeter
model47 and in the FitzHugh-Nagumo model.48
V. 2-DIMENSIONAL RESULTS
To study the instability already investigated in one
dimension, we performed numerical simulations in a 2-
Dimensional system. The dimensions were chosen following
the D. discoideum experiments of Gholami et al.31 In this
microfluidic setup, the amoebas were placed in a 30mm
' 2mm' 100 lm channel, where a constant flow was
applied along the longest axis. Because of the small height
and velocities of this system, the flow can be assumed to be
laminar and constant in the long channel axis (x-axis), thus
making a Poiseuille flow. We solved the Navier-Stokes equa-
tion under these assumptions and used this flow as our
imposed advection for the simulations. The resulting flow is
parabolic in the short axis (z-axis). This is the direction over
which we averaged to have a 2-Dimensional system. In the
xy-plane, the flow is almost planar in the center with a sharp
boundary layer of the order of 50 lm on the top (y¼ 2mm)
and on the bottom (y¼ 0mm) boundaries, where the velocity
quickly drops to zero. The detailed flow profile calculation is
presented in the Appendix.
We performed numerical simulations with no-flux
boundary conditions on the top and bottom boundaries and
Dirichlet [q; cðx ¼ 0Þ ¼ 0] boundary condition upstream.
The simulations confirmed our previous observations in one
FIG. 10. Different properties of the boundary driven oscillations as function
of the imposed flow velocity v. (a) Period of the oscillations, as measured at
the point of nucleation of the instability. (b) Velocity of the upstream travel-
ling peak. (c) Destabilization point position.
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dimension: When a small advection flow is applied, an insta-
bility appears, which creates a wave train downstream and a
travelling peak upstream. This process can be observed in
Fig. 11, the destabilization peak begins to appear in Fig.
11(b), creating a train wave. The back travelling wave is
already visible in Fig. 11(d) and more clear in Fig. 11(f).
Remarkable in comparison with the 1-Dimensional sim-
ulations are the range of existence of the instability and the
shape of the upstream travelling peak. In the 2-Dimensional
simulations, we observed that the system becomes stable at
a higher speed v¼ 1.75mm/min compared to the 1-
Dimensional ones v¼ 1.33mm/min, when measured at the
center of the channel (r ¼ 0:45 and ke ¼ 3:0). We attribute
this difference to the smaller advection speeds at the
boundary layer which are enough to destabilize the whole
system. This phenomenon was also observed in some pre-
liminary simulations using a parabolic advection flow,21
where the advection flow velocity is much smaller in a
wider region, thus making the instability range of existence
much larger.
Of particular interest is the shape that the upstream trav-
elling peak acquires while it travels towards the boundary.
Since this peak travels against the flow, its shape gets
deformed due to the different speeds along the perpendicular
axis. When the peak originally appears, it has a much flatter
shape, similar to the imposed flow, as can be observed at the
far right of Fig. 12. As the peak travels upstream (towards
the left), it gets increasingly deformed until it acquires a
triangular shape. Contours of the peak taken every 0.5min
are displayed in Fig. 12 showing this process.
The triangular deformation of a front due to an adverse
flow was theoretically predicted by Edwards1 and experi-
mentally confirmed by Leconte et al.2 for an auto-catalytic
reaction. The main difference with our system is that in our
reaction-diffusion-advection system, only the activator c is
advected, while the inhibitor q remains static. Like in those
systems, the deformation of the wave is larger at larger
imposed flows. This is shown in Fig. 13 for three different
advection velocities. This wave deformation makes the char-
acterization of the system difficult, because it produces dif-
ferent arrival times at the boundary. More work is needed in
this direction to fully characterize this system in 2-D.
VI. CONCLUSIONS
A. No-flux boundary
We have analyzed and characterized the convectively
unstable regime in the model proposed by Martiel and
Goldbeter for cAMP production in D. discoideum. In this
regime, an initial perturbation generates a wave train of
growing size (i.e., it contains more peaks as time passes) that
travels downstream. In particular, the speed of the peaks
located near the wave front (back) is higher (lower) than the
advection flow, thus causing the growing size. These two
velocities were numerically characterized through linear sta-
bility analysis and have an excellent agreement with the
velocities measured in the nonlinear simulations of the
model. The growing mode on the center of the wave train
corresponds to one of the periodic travelling wave solutions
of the system and moves faster than the front of the train.
Therefore, a peak will move towards the front of the train,
where then it will decrease its speed to match the front veloc-
ity. As a result of this smaller speed, the wavelength near the
front of the train is smaller than in the center of the wave
train, thus producing a traffic jam. These wave trains are sim-
ilar to the differential flow induced convective instability
(DIFICI) waves which were first predicted in Ref. 9, experi-
mentally observed in Ref. 13 and further investigated in
Refs. 14–16.
FIG. 11. Colormap of the concentration c every 0.9min starting at
t¼ 10.5min at the top and increasing towards the bottom. Applied flow is
v¼ 1.75mm/min.
FIG. 12. Shape of the upstream travelling peak at different times taken as a
contour at c ¼ 0:4 and v¼ 1.75mm/min. Lines taken every 0.5min, starting
at t¼ 12min on the right until t¼ 16min on the left. Contours not in their
original positions but spatially separated for better visualization.
FIG. 13. Shape of the upstream travelling peak for different velocities taken
as a contour at c ¼ 1:0. Top: v¼ 1.75mm/min, middle: v¼ 1.00mm/min,
bottom: v¼ 0.80mm/min. Different scales are used in the x- and y- axis for
better visualisation.
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B. Fixed boundary
When slow advection speeds are applied along with a
Dirichlet (absorbing) boundary condition, an instability
appears that periodically produces wave trains. This instabil-
ity initially generates a peak that divides into two, with one
peak travelling upstream towards the boundary and the other
one producing a wave train downstream. Once the peak
travelling upstream has reached the absorbing boundary, the
process starts again, thus acting as a continuous source of
waves. The velocity of the wave travelling upstream is
affected by the imposed flow velocity. As expected, it travels
slower at higher advection, and since the instability does not
appear until the peak reaches the boundary, this affects the
period of the oscillation. The faster the imposed flow, the
longer the period. The location of appearance of this instabil-
ity also increases with the advected flow velocity. We
emphasize that these upstream travelling waves are nonli-
nearly selected and depend solely on the system parameters.
This instability was also observed in 2-Dimensional
simulations, where the upstream travelling peak acquires the
triangular shape of fronts propagating against adverse flows.1
This triangular shape increases its height with increasing
advection flow. The instability persists up until higher veloc-
ities than in one dimension and similarly increases period
with increased imposed flow.
The observed phenomena is different from other wave
trains emitted by Dirichlet boundary conditions22 in that the
waves are not directly emitted or absorbed by the boundary,
but instead appear as a pair of waves from a nucleation point
which exists downstream from the boundary. From this pair
of waves, one travels upstream and is absorbed by the bound-
ary while the other creates a wave train downstream. We
expect that a similar mechanism may exist in systems where
the convective or absolute unstable regime exists close to an
excitable regime, thus facilitating the creation of an upstream
travelling peak. This mechanism can then be used to produce
a constant wave influx.
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APPENDIX: POSEUILLE FLOW CALCULATION
To estimate the flow profile inside the channel, we used
the Navier-Stokes equations and assumed incompressible
flow in a 3D rectangular geometry ðx 2 ½0; L); y 2 ½"c; c);
z 2 ½"b; b)Þ, with zero velocity as the boundary condition
along the two shortest directions, uðy ¼ 6cÞ ¼ 0 and uðz ¼
6bÞ ¼ 0, thus obtaining
q
Du
Dt
¼ qg"rpþ lr2u;
where bold text denotes vectors, l is the system viscosity, q
its density, p the pressure, and u the fluid velocity. We fur-
ther simplified by assuming that the flow is constant over
time, only exists in the x^-direction, and is constant over this
direction, that is, u ¼ ux^ and @xu ¼ @tu ¼ 0; therefore, the
previous equation reduces to
l
@2u
@y2
þ @
2u
@z2
 !
¼ @p
@x
* "G;
where G is an externally applied pressure difference. This
can be solved by setting the auxiliary function
F ¼ u" Gðb
2 " z2Þ
2l
;
which reduces the system to solve r2F ¼ 0 with boundary
conditions F ðz ¼ 6bÞ ¼ 0 and F ðy ¼ 6cÞ ¼ "Gðb2 " z2Þ=
2l. Using variable separation F ðy; zÞ ¼ FyðyÞFzðzÞ and con-
sidering the symmetry of the system, we obtain Fz ¼ cos ðkzzÞ;
Fy ¼ coshðkyyÞ with kz¼ ky. The boundary condition Fzðz ¼
6bÞ ¼ 0 sets
kz ¼ ky ¼ mp
2b
with m an odd integer. The other boundary condition is ful-
filled by using Fourier series, finally obtaining
u ¼ Gðb
2 " z2Þ
2l
þ
X
odd
Ancosh
np
2b
y
& '
cos
np
2b
z
& '
;
where
An ¼ " 16Gb
2
lp3n3
sin
np
2
& '
cosh
npc
2b
& '
with c¼ 1mm and b¼ 50 lm. Since in our case the z direc-
tion is much shorter than the others, this is the length that
sets the boundary layer in the system. Therefore, the flow
looks parabolic in the z-axis, but almost planar in the y-axis,
with a very sharp drop to zero close to the boundaries.
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Abstract
We report experimental and numerical results on pattern formation of self-organizing Dic-
tyostelium discoideum cells in a microfluidic setup under a constant buffer flow. The external
flow advects the signaling molecule cyclic adenosine monophosphate (cAMP) downstream,
while the chemotactic cells attached to the solid substrate are not transported with the flow.
At high flow velocities, elongated cAMP waves are formed that cover the whole length of the
channel and propagate both parallel and perpendicular to the flow direction. While the wave
period and transverse propagation velocity are constant, parallel wave velocity and the
wave width increase linearly with the imposed flow. We also observe that the acquired wave
shape is highly dependent on the wave generation site and the strength of the imposed flow.
We compared the wave shape and velocity with numerical simulations performed using a
reaction-diffusion model and found excellent agreement. These results are expected to play
an important role in understanding the process of pattern formation and aggregation of D.
discoideum that may experience fluid flows in its natural habitat.
Introduction
In a reaction-diffusion-advection system one or more reacting species are advected down-
stream with an externally imposed velocity. This advective flow can induce unique emergent
phenomena. An eminent example is the differential flow induced chemical instability (DIFICI)
that destabilizes an otherwise spatially homogeneous state of a system [1–3]. The basic idea
behind this is that the reacting species flow at different rates. This differential transport can
initiate instabilities in an otherwise spatially homogeneous state of the system, leading to prop-
agating wave packets of reactant concentrations traveling in the flow direction. This mecha-
nism of generating spatial structures is free from the constrains of the Turing mechanism [4],
which requires a large difference in diffusion coefficients of the two species involved. Accord-
ingly one can expect DIFICI to be found widely in population dynamics [5–8] and biological
morphogenesis [9].
PLOS ONE | https://doi.org/10.1371/journal.pone.0194859 March 28, 2018 1 / 20
a1111111111
a1111111111
a1111111111
a1111111111
a1111111111
OPENACCESS
Citation: Eckstein T, Vidal-Henriquez E, Bae A,
Zykov V, Bodenschatz E, Gholami A (2018)
Influence of fast advective flows on pattern
formation of Dictyostelium discoideum. PLoS ONE
13(3): e0194859. https://doi.org/10.1371/journal.
pone.0194859
Editor: Jun Ma, Lanzhou University of Technology,
CHINA
Received:November 30, 2017
Accepted:March 12, 2018
Published:March 28, 2018
Copyright: © 2018 Eckstein et al. This is an open
access article distributed under the terms of the
Creative Commons Attribution License, which
permits unrestricted use, distribution, and
reproduction in any medium, provided the original
author and source are credited.
Data Availability Statement: All relevant data are
within the paper and its Supporting Information
files.
Funding: T. E. acknowledges Deutsche
Forschungsgemeinschaft (DFG), project number
GH 184/1-1. E.V.H. thanks the Deutsche
Akademische Austauschdienst (DAAD), Research
Grants—Doctoral Programs in Germany. A.G.
acknowledges MaxSynBio Consortium, which is
jointly funded by the Federal Ministry of Education
and Research of Germany and the Max Planck
The aggregation of D. discoideum amoeba after nutrient deprivation is one of the best
model systems for the study of spatial–temporal pattern formation at the multicellular level.
Upon starvation, D. discoideum starts a developmental program as a surviving mechanism.
The first part of this process consists of aggregation of 104 − 105 chemotactic cells to form a
migrating slug, which then act as a multicellular organism to search for nutrients. Because of
this, D. discoideum has been largely studied to understand the transition from uni- towards
multicellularity. The aggregation of amoebas is achieved by using the signaling chemical cyclic
adenosine monophosphate (cAMP), which is initially secreted by some of the amoebas and
then relayed by the others. The patterns produced by cAMP have attracted a lot of attention in
the pattern formation community, since they are a primary example of spiral waves and target
patterns in nature. Regarding spiral waves and target patterns in D. discoideum see for example
Refs. [10–13]. These structures then constitute the centers to which the amoebas aggregate.
However, in their natural habitat in the forest soil, D. discoideum cells are subjected to flows
which advect cAMP, thus affecting the signaling process. In soils, rainwater speeds can vary
from values near zero up to around 250 mm/min, which is one order of magnitude larger than
flow rates studied in this work [14]. It is not yet clear how these advective flows affect the
aggregation of D. discoideum cells in nature.
Recently, we have conducted experiments and performed numerical simulations to study
flow-driven waves in a biological system, namely quasi one-dimensional colonies of signaling
amoeba D. discoideum [15]. In these experiments with chemotactically competent D. discoi-
deum cells, a straight flow-through microfluidic channel was used. Starved cells were allowed
to settle on the substrate before a laminar flow of buffer was switched on. The flow advected
extracellular cAMP downstream but was not strong enough to detach the cells from the sub-
strate. This differential transport of extracellular cAMP induced macroscopic wave trains that
had a unique period and propagated with a velocity proportional to the imposed flow velocity
downstream. This behavior was studied theoretically [16, 17] using the two-component reac-
tion-diffusion model proposed by Martiel-Goldbeter [18] for the production and relay of
cAMP. While the theoretical results could explain much of the experimental observations,
there were still open questions regarding the generation of a self supporting wave train at the
inlet of the microfluidic channel and only small flow rates of up to 5 mm/min were studied.
Furthermore, the state of the cells was assumed to be constant in the convectively unstable
regime, lacking a way to verify this experimentally.
In this work, we extend our experiments to investigate flow-driven waves at high flow rates
in the same microfluidic set up. The flows are not yet strong enough to detach the cells from
the substrate. We observed elongated waves that extend over the whole length of the channel
and propagate both perpendicular and parallel to the flow direction. We characterized the
wave shape as well as the wave propagation velocity and compared them to the numerical
simulations of the system. Moreover, we changed the imposed flow rates abruptly to study the
system response both experimentally and by means of numerical simulations. In our compre-
hensive numerical study, we found that the two-component Martiel-Goldbeter model does
not correctly reproduce the wave shape observed experimentally at a higher flow velocities.
However, a three-component approach successfully reproduces the wave shape while still
matching with the experimental results in period and wave speed. Additionally, we found that
sustained wave formation can be induced using a developmental path model [19] for the state
of the cells in the channel. This seems a very reasonable assumption, since D. discoideum cells
change the activity of a number of genes during the aggregation process [20]. We could also
reproduce the experimental observations for rapid flow switching by assuming a mixture of
oscillatory and excitable cells.
Fast advective flows in D. discoideum
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Materials and methods
Cell culture
All experiments were performed with D. discoideum AX2-214 cells, kindly provided by Gu¨n-
ther Gerisch (MPI for Bio-chemistry, Martinsried, Germany). Cells were grown in HL-5
medium (35.5g of Formedium powder from Formedium Ltd, England, per liter of double-
distilled water, autoclaved and filtered) at 22˚C on polystyrene Petri dishes (TC Dish 100, Sar-
sted, Germany) and harvested when they became confluent. Before the experiments, the cells
were centrifuged and washed two times with phosphate buffer (2g of KH2PO4 and 0.36g of
Na2HPO4.H2O per liter at pH 6.0, autoclaved, both fromMerck, Germany). The centrifuged
cells were resuspended in 10 ml of the same buffer and transferred into a shaking Erlenmeyer
flask (150 rpm) for starvation. After approximately one hour, the cells were centrifuged at
1000 rpm for 3 min and resuspended in 200 μl fresh phosphate buffer. The cell density was
determined using a hemocytometer (Neubauer Za¨hlkammer), diluted to 5 × 107 cells/ml of
phosphate buffer and filled into the microfluidic channel.
Microfluidics
The microfluidic devices were fabricated by standard soft lithography [21]. A silicon wafer was
coated with a 100 μm photoresist layer (SU-8 100, Micro Resist Technology GmbH, Berlin,
Germany) and patterned by photolithography to obtain a structured master wafer. The chan-
nels are 2 mm wide, 50 mm long, and 103 ± 2 μm high. Polydimethylsiloxane (PDMS, 10:1
mixture with curing agent, Sylgard 184, Dow Corning GmbH, Wiesbaden, Germany) was
poured onto the wafer and cured for 2 h at 75˚ C. To produce the microfluidic device, a PDMS
block containing the macro-channels was cut out, and two inlets (7 mm and 0.75 mm in diam-
eter) were punched through the PDMS at opposite ends of the channel with the help of PDMS
punchers (Harris Uni-Core-7.00 and Harris Uni-Core-0.75). Afterwards, a glass microscope
slide (76×26 mm, VWR) was sealed to the PDMS block following a 20–30 s treatment in air
plasma (PDC 002, Harrick Plasma, Ithaca, USA) to close the macro-channels. The large inlet
was used as a liquid reservoir and from the other side phosphate buffer was pumped out using
a high precision syringe pump (PHD 2000 Infuse/Withdraw Syringe Pump from Harvard
Apparatus, USA, combined with gasstight glass syringes from Hamilton, USA) at constant
buffer flow rate. Moreover, given the dimension of the channel and the dynamics viscosity of
the flowing phosphate buffer (η = 10−3 Pa s), one can calculate the shear stress applied on the
cells at the highest imposed flow velocity of Vf = 50 mm/min to be σ = 0.046 Pa (see supple-
mentary S1 File). According to the literature, mechanosensing in D. discoideum has been
observed above a threshold of σ = 0.7 Pa, and cell detachment from substrate occur at higher
threshold of σ = 2.7 Pa [22]. We are thus one order of magnitude below the regime where flow
induced shear stress would bias the motion of chemotactic cells or even detach the cells from
substrate.
Image acquisition and analysis
We used a dark-field setup consisting of a monochrome 12-bit CCD camera (QIClick-F-M-12
from QImaging), a 50 mm focal length objective (MVL50M23 from Thor Labs), a 7 inch focal
length fresnel lens (11.0” x 11.0”, 7” Focal Length from Edmund Optics, bottom side in-house
coated with an anti-reflective coating) and a ring of green LEDs as light source (LEDMiniatur
Ringbeleuchtung LSR24-G from LUMIMAX). The camera was controlled with an image cap-
ture program (Micro-Manager [23]) and recorded images every 20 seconds. To process dark-
field images, we first subtract them from each other (image number n from image number
Fast advective flows in D. discoideum
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n+3) [24] and then band-passed filtered where large structures are filtered down to 3.5 mm
and small structures up to 0.294 mm. Finally, to calculate the phase map, at each pixel we first
subtracted the time average of the signal and then performed the Hilbert transform [25].
Numerical simulations
We conducted numerical simulations of the model proposed by Martiel and Goldbeter [18]
for the production and relay of cAMP, with the addition of an advection term to account for
the imposed flow (see Fig 1a). The reaction-diffusion set of equations model (in 2-D) the
amount of cAMP in the extracellular medium γ(x, y), the amount of cAMP in the intracellular
medium β(x, y), and the percentage of active receptors on the outside of the cell membrane
ρ(x, y), where x, y are cartesian spatial coordinates. This last field ρ(x, y) quantifies the affinity
of the cell receptors to bind with cAMP, thus providing the refractory time for this excitable
medium. We use a 2-D approximation of the shape of the channel (x − y plane in Fig 2b) due
to its low aspect ratio in z direction. The equations are as follow
@tr à k1â f1ÖgÜrá f2ÖgÜÖ1  rÜä; Ö1aÜ
@tb à qsaFÖr; gÜ=Ö1á aÜ   Öki á ktÜb; Ö1bÜ
@tg à Dr2g  vÖyÜ  rgá ktb=h  keg; Ö1cÜ
with
f1ÖgÜ à
1á kg
1á g ; f2ÖgÜ à
L1 á kL2cg
1á cg ; FÖr; gÜ à
l1 á Y2
l2 á Y2
; YÖg; rÜ à rg
1á g;
r à @xx^ á @yy^, and vÖyÜ à vÖyÜx^. Eq 1a models the process of desensitization and recovery
of the active receptors given by f1 and f2, respectively. Eq 1b characterizes the changes in cAMP
Fig 1. a) Schematic representation of the reaction-diffusion model used, reproduced from [16]. b) Phase diagram showing the different regimes
depending on the production σ and degradation ke. Stable regime in white, where one stable steady state exists, excitable regime in orange, 3 steady
states, one of which is excitable and the other two unstable. Oscillatory regime in purple, one unstable steady state surrounded by a limit cycle.
Convectively unstable regime in light blue, one steady state which is convectively unstable. Bistable regime in green, two stable steady states. The red
line marks the trajectory that the developmental path follows. Simulations with fixed parameters used the ones marked by the black asterisk. c) Cell state
over time for a cell starting with ts = 0. The color coding is the same as b).
https://doi.org/10.1371/journal.pone.0194859.g001
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inside the cells given by the nonlinear production term F. The amount of intracellular cAMP
is reduced by intracellular degradation and transport to the extracellular medium at rates
described by ki and kt, respectively. Finally, Eq 1c represents the changes on γ given by degra-
dation through phosphodiesterase at a rate ke and the transport from the intracellular medium
at a rate kt. These processes are schematically represented in Fig 1a. γ is subjected to diffusion
and advection, the other two fields do not diffuse nor advect since they are attached to the
cells. For a detailed derivation of this model please refer to the original works of Martiel and
Goldbeter [18] and Tyson et. al. [26]. The parameters used are k1 = 0.09 min-1, κ = 18.5,
L1 à 10, L2 à 0:005, c = 10, q = 4000, α = 3, λ1 = 10−4, λ2 = 0.2575, ki = 1.7 min-1, kt = 0.9
min-1, D = 0.024 mm2/min, h = 5.
We simulated this system using a Runge-Kutta scheme with a Merson error aproximation
[27] to ensure numerical accuracy. Nonlinear discretization was used for the advection opera-
tor in order to deal with high velocities while keeping a non-negative concentration of cAMP
[28]. We used a no flux (@xγ(x = 0) = 0) boundary condition in all boundaries, including
upstream, and kept the same parameters as in our previous simulations [29] while keeping
freedom to move in the parameter space characterized by σ and ke. We conducted simulations
both with fixed parameters (over time and space) and with a developmental path based on the
work by Laurenzal et al [19]. When we used this path, the parameters ke and σwere changed
from being uniform in the whole system to being particular to each cell group (patch). Each
patch had an area of 0.1 mm × 0.1 mm and a particular starting time along the cellular devel-
opmental path. This path takes the cells from having one stable solution, to an excitable
regime, one oscillatory solution, and then back to excitable (see Fig 1b for an overview of the
Fig 2. a) A schematic side view of the channel loaded with cells that are attached to the substrate and exposed to an external fluid
flow advecting cAMPmolecules downstream. b) Experimental setup filled with blue ink for better visualization. The reservoir is
filled only with buffer and the liquid is pumped out with a syringe pump from the right side. c) Space-time plot of the flow-driven
waves at the imposed flow velocity of Vf = 10 mm/min. d) Snapshots of the waves taken from the top of the channel obtained by
subtracting successive images (captured every 20 sec) of the channel every 1 min (image number n+3 minus image number n) and
bandpass filtered. The time increment between successive images is 1 min. Time stamp shows the time since the start of starvation.
https://doi.org/10.1371/journal.pone.0194859.g002
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different regimes in this system), by changing with time the parameters σ and ke according to
sÖtÜ à 0:3á 0:25 tanh t á ts   200
50
✓ ◆
; keÖtÜ à 6:5á 3 tanh
t á ts   260
30
✓ ◆
;
where ts corresponds to the initial development time of a patch and t is the simulation time.
The starting times were selected following an exponential distribution with a rate parameter
Δ−1,
PÖtsÜ à
e ts=D
D
In all our simulations Δ = 25 min. The advection velocity Vf was selected to be constant along
the longest axis of the channel (x-axis) while the y−axis dependency was calculated using the
Navier-Stokes equation with the assumption of a laminar Pouseuille flow. This gives a flow
that is mostly planar with a sharp drop at the boundaries, with a boundary layer of about 50
μm, which is of the order of half the height of the channel (see supplementary information).
The system was initiated with each patch at its steady state. Different initial states were tested
and did not seem to influence the final results, since the system quickly relaxes to its steady
state.
We also performed simulations using the two-component version of this model, which
makes the assumption that the intracellular production of cAMP is immediately transported
to the extracellular medium. This is achieved numerically by setting @tβ = 0, thus the set of
equations becomes
@tg à Dr2g  vÖyÜ  rgá sFÖr; gÜ   keg; Ö2aÜ
@tr à k1â f1ÖgÜrá f2ÖgÜÖ1  rÜä; Ö2bÜ
where s = qkt ασ/(h(kt + ki)(1 + α)). All parameters used are the same as in Eq 1.
Results
Characterization of the flow-driven waves at high flow rates
In the absence of flow, signaling D. discoideum cells synchronize and show formation and prop-
agation of spiral waves (see supplemental S1 Video). When subjected to advective flows, the spi-
ral patterns are replaced by wave trains traveling downstream. Fig 2d shows an example of
flow-driven waves for an average flow velocity of Vf = 10 mm/min. The image contrast reflects
the shape changes of the cells. The light bands correspond to high concentrations of cAMP and
consist of elongated cells while in the dark bands the cAMP concentrations is small and cells
remain round [12, 30–32].The corresponding space-time plot is shown in Fig 2c, where light
intensity is averaged over the 2 mm width of the channel and then stacked up along the time
axis. The slope of the diagonal bands give the inverse of the average propagation velocity of the
waves along the channel. The wave shape and propagation speed strongly depend on the
strength of the imposed flow velocity. At small flow rates, a wave train develops spontaneously
that fills the whole length of the channel (Fig 3a and supplementary S2 Video). The wavelength
of the traveling waves increases linearly with the imposed flow velocity [15] and becomes com-
parable or larger than the length of the microfluidic channel at high flow rates (Fig 3b–3d).
Deformations of the wave front also increase significantly with the imposed flow velocity. Pla-
nar wave fronts at small flow rates deform to parabolic fronts at intermediate velocities and
become extremely extended at higher flow speeds (Fig 3b–3d, and supplementary S3, S4 and
Fast advective flows in D. discoideum
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S5 Videos). Notice that the wave shape does not reflect the flow profile which is relatively con-
stant across the width of the channel and drops quickly to zero at a length scale comparable to
half of the channel’s height (50 μm), see supplementary S1 Fig and Ref. [29] for detailed calcula-
tions of the flow profile. Moreover, at small and intermediate flow rates, the waves propagate
solely in the flow direction. However, at higher flow rates they propagate both in the flow direc-
tion as well as transversal to the imposed flow. While propagation speed along the flow (vk) is
comparable to the imposed flow velocity, the transversal propagation speed (v?) is much
smaller and of the order of the propagation velocity of waves emitted by spirals in this system
in the absence of flow (v?,avg = 0.45 ± 0.04 mm/min). The wave period T shows no clear velocity
dependence, and takes on a value of Tavg = 5.98 ± 0.25 min. We also measured the width of the
wave fronts d, as a function of the imposed flow velocity. We found a linear dependency which
is shown in Fig 4d. For this measurement, we calculated the second moment of the light inten-
sity I at the middle of the channel defined as s2 àPiIiÖxi    xÜ2=P Ii, and multiplied σ by the
factor of 2.355 to obtain d as the “full width at half maximum” (FWHM) of a Gaussian distribu-
tion with standard deviation σ.
At high flow velocities, the wave generation site plays an important role for its final shape. If
the wave is initiated close to the vertical middle of the channel, it propagates along the length
and across the width of the channel. Since the wave propagation velocity parallel to the flow is
-
Fig 3. Phase map of the flow-driven waves showing different wave shapes at different imposed flow velocities. a) Practically planar wave fronts at
Vf = 0.5 mm/min. b) Parabolic shape at Vf = 5 mm/min. Extremely elongated parabolic wave fronts at flow velocities of Vf = 10 mm/min and Vf = 15
mm/min are shown in c) and d), respectively.
https://doi.org/10.1371/journal.pone.0194859.g003
Fig 4. Experimental data on dependency of a) wave speed along the channel vk, b) wave speed in transversal direction v?, c) wave period T, and d) wave front
thickness as a function of imposed flow velocity Vf. Continuous lines represent in a), d) least square fit assuming linear scaling and in b), c) average transversal
propagation velocity and wave period.
https://doi.org/10.1371/journal.pone.0194859.g004
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much faster than perpendicular to it, the wave gets stretched along the channel. This leads to
the formation of an elongated parabolic-shaped wave front (Fig 3c and supplemental S4
Video). However, if the initial excitation is in the vicinity of top (y = 2 mm) or bottom bound-
aries (y = 0), the wave can only propagate in one direction across the channel, which results in
a half-parabola wave front, as shown in Fig 5a and supplemental S4 Video. At very high speeds
(Vf  15 mm/min), we observe an extreme version of this process where stripe-like patterns
form, as shown exemplary in Fig 5b for Vf = 15 mm/min and supplemental S5 Video.
Numerical simulations results
To study the wave shape in our system in a more detailed manner, we performed numerical
simulations of the two-component model (Eq 2) at high flow speeds and fixed parameters σ =
0.55 min−1, ke = 9.5 min−1 (excitable regime). Starting with an initial perturbation centered
upstream in the channel, we observed that the produced waves do not acquired a parabolic
shape, but rather a planar form very similar to the flow profile applied as it is shown in Fig 6a
and supplementary S6 Video. We compared these patterns to simulations of inert particles
being advected with the same flow, and found very good agreement between the two as shown
in the top two panels of Fig 6. This direct correspondence between the wavefront evolution
and the advection velocity is due to the instantaneous reaction of the cells to the extracellular
presence of cAMP.
In contrast to the two-component model, simulations of the three-component model
(Eq 1) with the same parameters gave a shape much more similar to the experiments as can be
-
Fig 5. a) A half-parabolic shaped wave front observed at Vf = 10 mm/min. b) Two stripe-like waves initiating at top and bottom
boundaries for flow speed of Vf = 15 mm/min.
https://doi.org/10.1371/journal.pone.0194859.g005
Fig 6. Comparison of wave shapes. For a) the two-component model and c) the three-component model an initial perturbation was applied center
upstream on the channel and advected at Vf = 10 mm/min. Panel b) shows a group of particles with no interaction between them starting at the same
position as the perturbation in a) and being advected at Vf = v?+10 mm/min, with v? = 1.8 mm/min the velocity of the two-component model wave
without advection.
https://doi.org/10.1371/journal.pone.0194859.g006
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seen in Fig 6c and supplementary S7 Video. In this version of the model there is a non-instan-
taneous transport of cAMP between the intracellular and the extracellular media, thus slowing
down the waves and effectively shrinking the difference between the velocities across and
along the channel, allowing for more rounded shapes. The striking difference between the
waves generated by the two models can also be appreciated in the wave profile under advective
flow shown in Fig 7a. Here it can be seen that in the fast dynamics model the front of the wave
is very sharp, with the cAMP rising to its maximum value very quickly. In the three-compo-
nent model the wave build up is much slower showing a softer curve that looks more similar to
our experimental observations.
We found the velocity of the observed waves to increase linearly with the applied flow for
both models, in agreement with the experiments. We also observed an increase of the thickness
on the wave profile with increased advection flow. To characterize this, we calculated 2.355 σ,
where σ2 is the second moment of the wave along the middle of the channel defined as
s2 àP giÖxi    xÜ2=P gi. These results are shown in Fig 7b. The increase is faster in the
three-component model than in the two-component one, consistent with the profile shown in
Fig 7a.
Finally, we performed simulations with cells following a developmental path as described in
Materials and Methods. Similarly as previously observed in [33], we see cAMP waves starting
from cells more advanced in their developmental path, i.e. higher ts. When we tried varying
the patch size we observed that a minimum amount of cells together in the oscillatory regime
were necessary to initiate a wave. For bigger patches, one patch was enough to initiate a wave.
Interestingly, we observed that at high speeds (above 2 mm/min) only oscillatory patches at
the left end (upstream) of the channel generate waves. Advanced cell clusters down the channel
failed to produce waves. The wave shapes observed were of a wide variety, very similar to the
ones observed in experiments. The numerical waves presented in Figs 8 and 9 can be com-
pared to the experimental ones of Fig 3, showing very elongated parabolic-shape waves and
waves moving perpendicularly to the flow (see supplementary S8 and S9 Videos).
Fig 7. a) Wave profile comparison between the two- and three-component models at imposed flow velocity of Vf = 5 mm/min. b) Wave thickness vs
imposed flow for the different models; calculated as 2.355 times the square root of the second moment. Two-component model in black, three-
component model in blue.
https://doi.org/10.1371/journal.pone.0194859.g007
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On- and off- cycles of the imposed flow
To verify our assumptions on the dynamical state of the cells in the numerical simulations, we
performed experiments in which we abruptly switched off the imposed flow, after the flow-
driven waves had been fully established throughout the channel. This lets us to distinguish
between real waves of cAMP and phase waves, as both types of waves respond differently to
changes in flow rate. If the cells are mostly in the oscillatory regime, we expect the waves to be
phase waves. Since a phase wave is not directly induced by the diffusing chemicals, it should
travel at the same velocity and width after turning off the flow. In contrast, an excitation (trig-
ger) wave should propagate at the normal speed selected nonlinearly by the reaction-diffusion
balance of the system and should also recover its standard width in the absence of the flow.
Finally, it is also possible that the waves are not stable under abrupt changes of the flow rate.
Thus, we performed experiments in which we switched off the imposed flow while there
were flow-driven waves clearly visible in the channel. The corresponding space-time plot of
this experiment is shown in Fig 10. We find that in the presence of an external flow, the waves
have a higher amplitude as it can be seen in Fig 10 and supplementary S10 Video. The thick-
ness of the wave fronts becomes two to three times larger in the presence of flow (see Fig 11).
For a number of experiments, we observed that the waves in the channel would slow down
and travel further along the channel with their typical velocity of 0.4 mm/min in the absence
of advection, as shown in Fig 11 and S10 Video. However, these waves usually did not traverse
the channel very far, being annihilated by emitted waves from newly formed centers. These
Fig 8. Parabolic-shaped wave observed in simulations using a developmental path. Advecting flow Vf = 15 mm/min. Top: cAMP concentration.
Bottom: State of the cells at the moment of wave initiation: Excitable cells in orange and oscillatory cells in purple. The wave is initiated upstream almost
at the middle of the channel.
https://doi.org/10.1371/journal.pone.0194859.g008
Fig 9. Elongated waves observed in simulations using a developmental path. Advecting flow Vf = 15 mm/min. Top and bottom panels show cAMP
waves in simulations with two different initial conditions in the state of the cells.
https://doi.org/10.1371/journal.pone.0194859.g009
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observations confirm that these propagating waves are trigger waves and at least a portion of
the cells are in the excitable regime.
We also performed numerical simulations with a similar setup, that is, with a developmen-
tal path scheme and switching off the flow once the waves were formed. Results from those
simulations are presented as a space-time plot in Fig 12 and supplementary S11 Video. We
observed a change in wave thickness and velocity once the flow is switch off, with some waves
continuing traveling at a smaller speed, showing good agreement with the experimental
observations.
Finally, we increased step-wise the imposed flow velocity to further study the system
response. Fig 13 shows the space-time plot of an experiment where the imposed flow increases
from 1 mm/min to 4 mm/min and returns back to 1 mm/min at the end. The slope of the
Fig 10. Space-time plot of an experiment in which the flow was initially absent, then turned on (Vf = 1 mm/min)
at t1 and turned off again at t3.While the flow is off (t t1), the cells show target patterns. After it turns on at t1,
there is a short disordered phase until flow-driven waves fully develop, which travel downstream at vk,on = 0.99 ± 0.03
mm/min. At time t3, the flow is turned off and the waves still propagate further downstream at slower speed of
vk,off = 0.37 ± 0.03 mm/min for 30 min. They ultimately vanish on collision with waves emitted from new centers.
https://doi.org/10.1371/journal.pone.0194859.g010
-
Fig 11. a) The wave pattern at the time point that the flow of magnitude Vf = 1 mm/min is turned on (t1 in Fig 10), and b) at time t2, 8 min later. c) The
fully developed waves shortly before turning off the flow at time t3 and d) the waves at time t4, shortly after switching off the flow.
https://doi.org/10.1371/journal.pone.0194859.g011
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diagonal bands, which give a measure of the inverse wave velocity, follow the velocity jumps of
the applied flow (see supplementary S12 Video). Interestingly, we observe a transient decrease
in the wave period as the imposed velocity changes from 2 mm/min to 3 mm/min. Since the
wavelength is already fixed for the previously developed waves at 2 mm/min, they adjust to
higher speed by decreasing the period to 4 min (roughly 2/3 of the normal 6 min period).
Fig 12. Space-time plot of numerical simulations using the developmental path scheme. The advecting flow is
initially Vf = 1 mm/min and stops at t = 250 min.
https://doi.org/10.1371/journal.pone.0194859.g012
Fig 13. Propagating waves follow the velocity jumps of the imposed flow from 1mm/min to 4 mm/min. The waves
already established at Vf = 2 mm/min accelerate as the flow increases to 3 mm/min, and to keep the wavelength already
set at Vf = 2 mm/min, period decreases transiently for these waves to 4 min.
https://doi.org/10.1371/journal.pone.0194859.g013
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Newly developed waves at the inlet area of the channel (Vf = 3 mm/min), have a higher wave-
length and velocity, and the wave period recovers back to the standard value of 6 min.
Numerical simulations of a similar system with developmental path scheme is shown in Fig
14 and supplementary S13 Video, where the flow velocity is increased stepwise from 1 mm/
min to 3 mm/min.
Aggregation under the influence of flow
To investigate aggregation dynamics of D. discoideum cells in the presence of flow, we per-
formed experiments in which the flow is maintained well into the culmination phase of the life
cycle. In our experiments, waves appear 3-6 hours after starvation. During this time, chemo-
tactic cell movement is still weak [34] and the variations in cell density are not significant
(compare Fig 15a and 15b). Later, 8 hours into starvation, cells form atypical aggregate pat-
terns at high flow rates, as shown in Figs 15c and 16e. Similar to the experiments in Ref. [35],
we observed cone-shaped long streams that existed in the downstream and lateral side of the
centers. The lateral streams continue to line up in the direction of the imposed flow (see Fig
15d and supplemental S14 Video). Interestingly, the cells upstream the center do not sense any
stimulus and aggregate randomly. The length of the long streams are about 4 mm, showing
that the stimulus from the centers are extended over a long distance downstream so that only
the cells directly downstream of the center will show any orientation. We also used bright field
microscopy to closely look at the wave propagation and streaming process under flowing
buffer. Snapshots of the cell distribution during the aggregation process are shown in Fig 16.
Fig 14. Space-time plot of numerical simulations using the developmental path scheme and a stepwise incremental flow. Initial flow velocity Vf =
1.0 mm/min, incremented at t = 220 min to Vf = 2.0 mm/min, and again increased to Vf = 3.0 mm/min at t = 250 min.
https://doi.org/10.1371/journal.pone.0194859.g014
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In particular, the cone-shaped structures and long stream lines are well visible in Fig 16e and
supplementary S15 Video.
Discussion
We have found that colonies of D. discoideum initiate cAMP waves even if subjected to high
flow rates (see [15] for results on lower flow rates). The speed of the waves along the channel is
Fig 15. a) Uniform cell distribution at the beginning of experiment in a flow-through microfluidic channel (Vf = 10 mm/min). b) During the
propagation of the waves, the variations in cell density due to chemotactic cell movement are still negligible. c) Aggregation patterns after 8 hours
starvation show cone-shaped structures with long streams downstream of the centers. d) Lateral streams, extended almost 0.5 mm in y-direction, start
to line up in the direction of flow.
https://doi.org/10.1371/journal.pone.0194859.g015
Fig 16. Aggregation process observed in a bright field microscope at Vf = 10 mm/min. Cone-shaped aggregation domains with long stream lines are
visible in panel e).
https://doi.org/10.1371/journal.pone.0194859.g016
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proportional to the imposed flow velocity, while both the velocity in the transversal direction
and the wave period are independent of imposed flow velocity. The wave speed in transversal
direction seems to be the same as in the spiral waves of D. discoideum populations in the
absence of flow, where they move at 0.4 mm/min [32] [12] and the period found is consistent
with the one of target patterns in previous studies of 5-7 min [32] / 5-8 min [36]. This is a
strong indicator that period and wave speed are intrinsic characteristics of the system that
allow for robust aggregation even under strenuous advecting flow conditions. It is interesting
that D. discoideum cells aggregate even at high imposed flow velocities. The type of trailing
edge we observe is similar to the ones previously observed in water flow experiments of
Ref. [35].
The shape of the cAMP waves changes with higher imposed flow speeds, transitioning from
a planar wave to a parabolic-shaped wave that becomes increasingly longer the higher the flow
rate. At high buffer flow rates, the waves are extremely elongated and their observable portion
moves mostly perpendicular to the flow. Indeed, we have observed waves that are extended
over the entire length of the channel. These waves, just like parabolic-shaped waves, originate
at the inlet either the top or the bottom of the channel. These observations are consistent with
what we observed in simulations with a developmental path, where clusters of cells advanced
on the path would fail to produce a wave unless they are located near the upstream boundary.
If the waves are generated upstream bottom (or top) then the cAMP quickly gets advected
downstream on a time scale that is much shorter than its degradation time, thus looking like a
line of cAMP that moves upwards (downwards) at the usual wave propagation velocity (⇡0.4
mm/min).
We also observed an increase of the wave intensity and width in the presence of flow both
in experiments and simulations. We found wave widths of up to 3 mm, which are wider than
the width of spiral waves in the undisturbed system, that have been reported around 0.3-1 mm
[12] for the whole wave, and 0.7 mm at half height [32]. We understand the increase in width
based on previous research showing that D.discoideum emits cAMP during a period of time of
approximately tf⇡ 3 − 4 min [37] / 1-3 min [32], thus in a first order approximation d = vk   tf
where d is wave thickness, vk wave propagation velocity along the flow, and tf firing time. In
other words, due to the flow, the cAMP produced covers a larger distance before the cell gets
inactive. The increase in intensity when subjected to advection has also been observed in other
reaction-diffusion systems, such as the Beluosov-Zhabotinsky reaction [38], while the increase
in thickness has also been reported in numerical simulations of the FitzHugh-Nagumo model
[39] and of autocatalytic fronts [40].
The wave initiation process is the most intriguing of the observed effects. We observed that
for slow flow velocities the waves can start from anywhere in the system. For faster flows, we
believe that the cAMP emitted by the centers is quickly advected away, and therefore do not
create a supra-threshold perturbation in neighboring cells that would allow wave propagation.
In the experiments, wave formation might be due to unbounded phosphodiesterase, since cells
downstream would receive the enzyme secreted by the cells upstream, while the cells at the
upper boundary receive a clean flow coming from the injected flow. Since this flow has an
effective lower degradation, it allows for the creation of new wave pulses. More experiments
using PDE deficient cells are necessary to confirm this hypothesis.
We tested the dynamical state of the cells by abruptly setting the flow velocity to zero and
observing the response of the waves. In several experiments we find that the waves traveling
along the channel move along it without flow as well. The waves moved at the speed of the
imposed flow while the flow was applied and immediately slowed down to approximately
the propagation velocity of spiral waves, as the flow was switched off. Furthermore, the
width of the waves decreased, as the flow was switched off. This type of response is expected
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in excitable systems where a pulse has defined characteristics like speed and width given
by the system to which the wave would return in the absence of flow. In contrast, in an
oscillatory system a thicker wave would produce a synchronized (bulk) oscillation in that
area, so even though the wave propagating would have a normal thickness, the area per-
turbed at the moment of the switch off would have a less organized behavior with areas of
synchronized oscillations. We reproduced these results by switching off the flow in numeri-
cal simulations with developmental path. Even though the results depended weakly on at
which point along the path the flow was stopped, they showed waves continuing to travel
along the channel and some more disordered waves given by the oscillatory patches. There-
fore a mixture of oscillatory and excitable cells managed to reproduce our experimental
observations.
To summarize, we find that D. discoideum cells initiate defined cAMP waves even under the
influence of strong advective flows up to Vf = 50 mm/min. We find that the waves change
shape depending on the applied flow velocity, transitioning from planar waves at low speeds,
to parabolic shaped waves, whose elongation increases with flow velocity. These wave shapes
observed at high speeds were strongly dependent on the location of their initiation point.
Since the cells move against cAMP gradients when aggregating, the shape of the cAMP waves
have an important role on the aggregation process, in regards to this, it is noteworthy that
even without the presence of wave centers such as target centers and spirals, the cells are still
capable of aggregation. This also shows the capability of D. discoideum to signal even in
extremely adverse conditions.
The wave speed in transversal direction v? and the period of the waves T showed to be
robust system characteristics, being constant for all studied flow speeds. The wave speed along
the channel vk and the wave width d, however, scale linearly with Vf. We compare these experi-
mental results to numerical simulations of the system. While a two-component model was suf-
ficient for low flow velocities, we find the extension to the three-component model necessary
to reproduce the wave shape at higher flows, showing how fundamental the intracellular
dynamic is to produce robust signaling.
Experiments conducted with switching off the advecting flow showed waves that travel
along the system changing their velocity and width to recover their unperturbed characteris-
tics, displaying a trigger wave behavior, characteristic of excitable systems.
The observed wave shapes were successfully reproduced using a developmental path which
added desynchronization to the system, having some cells in an oscillatory state and some in
an excitable one. The upstream cells more advanced in this path became the source of the
downstream traveling waves. This scheme also reproduced successfully the flow switching off
experiments. We expect our investigations to be crucial to understand signaling of D. discoi-
deum cells in the presence of external flows.
Supporting information
S1 File. Shear stress calculations.
(PDF)
S1 Fig. Flow profile in the channel. Laminar flow profile inside the microfluidic channel in
arbitrary units. a) Cut along the channel center (y = 0). b) Cut along half channel height(z = 0).
(EPS)
S1 Video. Experiment without flow. The movie shows an experiment in the macro-channel
without an imposed flow, so at Vf = 0. The three rows of this and later movies show in order:
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i) the original Dark-field images ii) the subtracted and band-pass filtered images and iii) the
local phase extracted from the band-pass filtered images.
(MOV)
S2 Video. Experiment with flow. Experiment with a low imposed flow of Vf = 0.5 mm/min
showing a planar wave train.
(MOV)
S3 Video. Experiment with flow. Experiment with an imposed flow of Vf = 5 mm/min show-
ing parabolic waves.
(MOV)
S4 Video. Experiment with flow. Experiment with an imposed flow of Vf = 10 mm/min show-
ing strongly elongated parabolic waves.
(MOV)
S5 Video. Experiment with flow. Experiment with an imposed flow of Vf = 15 mm/min show-
ing extremely elongated parabolic waves.
(MOV)
S6 Video. Simulations. Numerical simulation of the two-component model in the excitable
regime with an imposed flow of Vf = 10 mm/min. Initial perturbation applied center
upstream.
(MOV)
S7 Video. Simulations. Numerical simulation of the three-component model in the excitable
regime with an imposed flow of Vf = 10 mm/min. Initial perturbation applied center
upstream.
(MOV)
S8 Video. Simulations. Numerical simulation of the three-component model using a develop-
mental path for the parameters σ and ke, with an imposed flow of Vf = 15 mm/min. Top:
cAMP concentration. Bottom: State of the cells, gray for the stable state, purple for the oscil-
latory regime, and excitable regime in orange.
(MOV)
S9 Video. Simulations. Numerical simulation of the three-component model using a develop-
mental path for the parameters σ and ke, with an imposed flow of Vf = 15 mm/min. Top:
cAMP concentration. Bottom: State of the cells, gray for the stable state, purple for the oscil-
latory regime, and excitable regime in orange.
(MOV)
S10 Video. On-off flow experiment. Experiment which had no flow initially, at t1 = 4 h 27
min a flow of Vf = 1 mm/min was switched on. The flow was switched off again at t3 = 5 h 21
min.
(MOV)
S11 Video. Simulations. Numerical simulation of the three-component model using a devel-
opmental path for the parameters σ and ke, with an imposed flow of Vf = 1 mm/min until
t = 250 min, afterwards the flow is off, Vf = 0 mm/min. Top: cAMP concentration. Bottom:
State of the cells, gray for the stable state, purple for the oscillatory regime, and excitable
regime in orange.
(MOV)
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S12 Video. Jump-in-flow experiment. Experiment which had no flow initially. At 3 h 46 min
a flow of Vf = 1 mm/min was switched on. Next the flow was increased first to Vf = 2 mm/min
at 4 h 09 min, then to Vf = 3 mm/min at 4 h 24 min. Finally, the speed was increased to Vf = 4
mm/min at 4 h 48 min. At 5 h 51 min the flow was reduced to Vf = 1 mm/min again.
(MOV)
S13 Video. Simulations. Numerical simulation of the three-component model using a devel-
opmental path for the parameters σ and ke, with an imposed flow of Vf = 1 mm/min until
t = 220 min, afterwards the flow is increased to Vf = 2 mm/min and at t = 250 min increased to
Vf = 3 mm/min. Top: cAMP concentration. Bottom: State of the cells, gray for the stable state,
purple for the oscillatory regime, and excitable regime in orange.
(MOV)
S14 Video. Aggregation experiment. Experiment with Vf = 10 mm/min showing original
Dark-field images for a longer time to show the aggregation phase of the cells.
(MOV)
S15 Video. Bright-field experiment. Bright-field microscopy experiment showing the aggre-
gation in a channel with Vf = 10 mm/min (4X magnification).
(MOV)
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Shear stress
To calculate the shear stress acting on the cells in the microfluidic channel, we solve the
incompressible Navier-Stokes equation in 3D. The channel has a rectangular geometry
(x 2 [0, L], y 2 [ c, c], z 2 [ b, b]) and we use zero velocity boundary conditions at the
boundaries of the channel cross section (u(y = ±c) = 0 and u(z = ±b) = 0),
⇢
Du
Dt
= ⇢g  rp+ µr2u.
Here µ denotes fluid viscosity, ⇢ fluid density, p pressure, and u fluid velocity. We solve
using variable separation and Fourier series, and find an expression for the fluid velocity
u
u =
G(b2   z2)
2µ
+
X
n odd
An cosh
⇣n⇡
2b
y
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cos
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z
⌘
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µ⇡3n3
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 
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2
 
cosh
 
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2b
  .
Where G denotes the pressure drop in the channel. For a detailed derivation of the
velocity please see [1].
We now calculate the wall shear stress from the velocity profile, using the expression
⌧ = µ@zu|z= c,
and the velocity space derivative
@zu =  Gz
µ
  n⇡
2b
X
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2b
y
⌘
sin
⇣n⇡
2b
z
⌘
.
Considering we do not have access to the pressure drop G across the channel, but only
the mean flow Q we find an expression for the mean flow by integrating over the
channel cross section,
Q =
Gb3c
µ
"
4
3
  8b
c
X
n odd
✓
2
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tanh
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,
thus we obtain the pressure drop G
G =
Qµ
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  8b
c
X
n odd
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We can simplify G by using the values for c and b. Note also that since ⇡c/(2b) ⇡ 31.4
the hyperbolic tangent becomes tanh(⇡c/(2b)) ⇡ 1, this leads to
G =
Qµ
b3c
⇥

4
3
  ✏
  1
with
✏ =
8b
c
X
n odd
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2
n⇡
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⌘
⇡ 4.2⇥ 10 2.
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Vf [
mm
min ] ⌧ [Pa]
1 0.000918
5 0.004590
10 0.009180
15 0.013771
20 0.018361
30 0.027541
50 0.045902
Table 1. Shear stress ⌧ calculated as a function of imposed flow velocity Vf , using
µ = 8.9 · 10 4 Pa s, the dynamic viscosity of water and the channel dimensions c = 1
mm and b = 0.05 mm.
Then we can approximate this for small ✏
G ⇡ Qµ
b3c
"
3
4
+
✓
3
4
◆2
✏
#
.
Since we want to find the maximum stress, we choose y to be at the middle of the
channel (y = 0). Thus, we can simplify ⌧ as well, since cosh(n⇡y/2b) = 1, and An ⇡ 0
8n 2 N,
⌧y=0 = Gz =  Qµz
b3c
⇥
"
3
4
+
✓
3
4
◆2
✏
#
.
We can now calculate the shear stress for the imposed mean flow velocities used in our
experiments. An overview is shown in Table 1.
Thus, the shear stresses are well below the critical value for the onset of
mechanosensivity 0.7 Pa or even detachment 2.6 Pa [2].
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CHAPTER 3. INFLUENCE OF FAST ADVECTIVE FLOWS ON PATTERN FORMATION IN
DICTYOSTELIUM DISCOIDEUM
a) b)
Figure 3.1: Supplementary Figure 1 included with Influence of fast advective flows on pattern forma-
tion of Dictyostelium discoideum electronically available. Original caption ”Flow profile in the channel.
Laminar flow profile inside the microfluidic channel in arbitrary units. a) Cut along the channel center
(y = 0). b) Cut along half channel height(z = 0)” [76].
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We present novel experimental results on pattern formation of sig-
naling Dictyostelium discoideum amoeba in the presence of a peri-
odic array of millimeter-sized pillars. In our experiments with caffeine
treated cells, we observe concentric cAMP waves that initiate almost
synchronously at the pillars and propagate outwards. These waves
have a higher frequency than the other firing centers and dominate
the system dynamics. The cells respond chemotactically to these
circular waves and stream towards the pillars, forming periodic do-
mains that reflect the periodicity of the underlying lattice. We per-
formed comprehensive numerical simulations of a reaction-diffusion
model to study the role of caffeine and characteristics of the bound-
ary conditions given by the obstacles. Our simulations show that a
critical minimum accumulation of cAMP around the obstacles is re-
quired for the pillars to act as the wave source. This critical value
depends on the cAMP production rate, a variable which we can ex-
perimentally decrease by adding caffeine. Moreover, our simulations
reveal that caffeine reduces the excitability threshold of the cells and
increases the sensitivity to cAMP accumulation around the obsta-
cles. In the absence of caffeine, non-treated cells are less sensitive
to cAMP accumulation around the pillars and ignore them, as ob-
served in our experiments. Our results suggest that in nature the
excitability threshold of the cells is tuned by an adaptation process
that optimizes the sensitivity to waves while ignoring the cAMP ac-
cumulations around spatial heterogeneities which can interrupt the
development process of the cells in complex environments.
pattern formation | excitable media | Dictyostelium discoideum |
reaction-di usion systems
A fundamental process occurring in reaction-di usion ex-citable systems is the propagation of nonlinear waves (1–
4). Examples of such waves include chemical waves in the
Belousov-Zhabotinsky reaction (5), waves of CO oxidation
on Pt catalytic surfaces (6), electrical waves in retinal and
cortical nerve tissue (7), waves in heart muscle (8), and cAMP
(cyclic adenosine monophosphate) waves in starved population
of Dictyostelium discoideum (D.d.) amobae (9, 10). One of the
important questions concerning nonlinear waves is how they
propagate in the presence of obstacles. Various aspects of this
question, such as the influence of one or few large obstacles
or a large number of small obstacles on wave propagation in
excitable media, have been extensively studied (11–13).
Here, we report experimental and numerical results on the
spatio-temporal dynamics of population of D.d. cells in the
presence of non-excitable obstacles. This organism, naturally
occurring in the forest soil, is an important model system for
the study of chemotaxis, cell di erentiation, and morphogen-
esis (14). Starvation of D.d. cells induces a developmental
program in which cells align to form head-to-tail streams by
signaling to each other with cAMP. Cells initiate the process
by sending out pulsatile signals with a periodicity of several
minutes, which propagate as waves. Over time, circular and
Fig. 1. Top view of D.d. cells on a macro-pillar array. A) Concentric waves initiate
around the pillars and propagate outwards. (B-D) The amoebas respond chemotacti-
cally to the circular waves and stream towards the posts. This leads to the formation of
regular domains around the pillars. Timestamps denote time since start of starvation.
spiral patterns form. Cells respond chemotactically to cAMP
waves that guide cell movement towards the signaling centers
and form multi-cellular centimeter-scale domains. The corre-
sponding wave sources in each domain then act as aggregation
centers, which eventually transform into millimeter long slugs
and finally into fruiting bodies bearing spores for long-term sur-
vival and long-range dispersal (15). In their natural habitat,
populations of starving cells are exposed to spatial hetero-
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geneities that will profoundly influence the processes of wave
generation, propagation, and aggregation. Here, we report
experimental and numerical results on the spatio-temporal
dynamics of population of D.d. cells in the presence of ob-
stacles. We show that inert obstacles can act as aggregation
centers if some accumulation of either cells or cAMP occurs
around them. To prevent this, cell sensitivity to cAMP in
wild-type cells must be low enough, in order to not aggregate
around physical obstacles which would prevent further devel-
opment. We expect our experiments to help understanding
aggregation in complex environments, and more broadly, how
self-organizing living systems regulate their parameters in or-
der to survive according to their particular reaction-di usion
characteristics and environmental restrictions.
Results
Experimental Results. In nature, the obstacles encountered by
D.d. are randomly distributed in 3D, but as a first step towards
understanding, we look at a simpler system of cells in a 2D
geometry with a periodic arrangement of obstacles. Our quasi
2D geometry consists of a regular array of millimeter-sized
pillars that control spatio-temporal dynamics of a population
of uniformly distributed D.d. cells (see SI Appendix, Fig. S1).
Unlike other excitable systems, initial experiments showed
no interaction between obstacles and the appearing cAMP
waves. We observed spirals pinned to the unexcitable obstacles
when they, by chance, appeared close to one, but showed no
systematic attraction or repulsion to them (see SI Appendix,
Fig. S2 and movie 1).
Following the results of our numerical simulations (see
next section) we lowered the excitation threshold of the cells
by adding ca eine to the system. The resulting aggregation
pattern is shown in Fig. 1. Under these conditions the spatial
heterogeneities induce circular waves centered on the posts
that trigger chemotactic cell movement towards the pillars.
This leads to the formation of periodic domains that reflect the
periodicity of the underlying macro-pillar array. Interestingly,
we observed synchronized circular waves and regular domains
only in the presence of ca eine (see Fig. S2 and movie 1 for
an experiment in the absence of ca eine). Moreover, a similar
phenomenon was observed in the experiments where we used
holes instead of pillars as obstacles.
Fig. 2. Phase map of the observed spatio-temporal pattern showing the formation of
circular waves around the pillars. Movie 5 shows the time evolution of the phase map.
In the absence of pillars, target patterns emerge at random
locations on the PDMS substrate (see SI Appendix, Fig. S3
Fig. 3. Space-time plot of the experiment in Fig. 1. The light intensity from supple-
mental movie 4 is stacked up along the white dashed line shown in Fig. 1A. The black
bars show the position of the pillars. The red arrows show a firing center other than
the pillars that has a lower frequency and disappears with time. The white dashed
line traces the annihilation points of two waves that initiate on the neighboring post
and have a similar frequency but a phase shift. The red dashed line shows the slow
drift of the annihilation point towards the post with smaller frequency (left pillar).
and movie 2). This is in contrast with patterns in the presence
of macro-pillars (see movie 3), where waves originate at the
posts and propagate outwards, as shown in Fig. 1. The four
successive snapshots reveal circular waves centered around
the pillars, cell streaming towards the posts, formation of
regular domains, and cell aggregation, respectively. In our
experiments, we observed that concentric waves develop almost
synchronously around the pillars and since they have a slightly
higher frequency, dominate over the other firing centers. Waves
propagate outwards from the posts and trigger chemotactic
movement of the cells towards the pillars. As a result, periodic
domains form around the pillars.
The concentric waves around the pillars are well visible in
the spatial phase map in Fig. 2 as well as in the processed
movie 4. In this video, the frames in movie 3 are subtracted
every 1 min and band-passed filtered to reduce the spatial noise.
To calculate phase at each pixel, we first filter images in movie
3 (no image subtraction) and then use the Hilbert transform
(see movie 5). The phase map shows that (i) the circular
waves are slightly o -center from the pillars (ii) the territories
that each circular wave propagates before annihilation have
di erent sizes, and (iii) the frequency and phase of the circular
waves can vary between the pillars.
Figure 3 shows the space-time plot along the white dashed
line in Fig. 1A. For this kymograph, the processed images
in movie 4 are used. First, we observe synchronized bulk
oscillations (with a period around 10 min). We attribute this
to initial starvation of the cells in a shaking suspension for four
hours that leads to cell synchronization. After about 60 min,
waves are initiated almost synchronously from the pillars and
propagate outwards. They annihilate as they collide with each
other. These annihilation areas define the boundaries of the
regular domains. In an ideal experiment, where the circular
waves have the same frequency and phase, the size of the
quadratic domains is the same as the pillar spacing (≥5 mm).
However, in general there is a frequency and phase di erence
between concentric waves originating from neighboring posts
2 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Gholami et al.
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Fig. 4. A) Space-time plot in an experiment with pillars of 50 µm high (SI Appendix,
movie 6). Only part of the kymograph with 3 pillars is shown. The red arrows point to
a firing center other than the pillars which has a lower frequency and disappears with
time. The white dashed lines show the movement of the annihilation points towards
the pillars with lower wave frequency. The white arrows show the collision of the
annihilation point with the right pillar. This pillar fails to emit its own circular cAMP
wave and only breaks the wave front initiated from the neighboring pillar (B-D) As the
wave front collides with the pillar on the right, it breaks and recombines again. As a
result no boundary between two neighboring pillars forms.
consistent with the variety in target centers observed in other
excitable systems (16). If two neighboring waves have almost
the same frequency with a phase shift, due to this phase
di erence, the annihilation point of two neighboring circular
waves is not located exactly at the middle of two pillars, but is
rather located closer to the pillar with a phase delay. This is
shown by the white dashed line in Fig. 3. Moreover, often in the
experiments, there is also a small frequency di erence between
the waves initiating at the neighboring pillars. Consequently,
the annihilation point of two neighboring concentric waves
shifts towards the pillar with smaller frequency. This event is
shown by the red dashed line in Fig. 3 and white dashed lines
in Fig. 4A. The drift velocity of the annihilation point can be
calculated to be vw(f2 ≠ f1)/(f2 + f1), where vw is the wave
propagation velocity and f1 and f2 are the wave frequencies
at the two neighboring posts (SI Appendix, Fig. S4). In
our experiments, vw is of the order of 0.4 mm/min and the
frequencies f1 and f2 are roughly 1/10 min≠1 and 1/9 min≠1,
which gives vdrift to be of the order of 0.02 mm/min. If
the frequency di erence persists, eventually the wave front
collides with the pillar and breaks as is shown by white arrows
in Figs. 4A, B. They recombine after passing through the
obstacle and propagate further (Fig. 4C). In this case, the
obstacle only breaks the propagating wave front and there is
no boundary formed between the middle and the right pillar
in Fig. 4D.
In Fig. 5A, we calculated the gradient vectors of the phase
map around two neighboring posts. The vector field changes
direction where the concentric waves meet and annihilate each
other. Thus, the Laplacian of the phase map „, defined as
ˆ2„(x, y)/ˆx2+ˆ2„(x, y)/ˆy2, takes on extreme values at the
collision regions of two neighboring emitted waves and defines
the boundaries of the domains (see Fig. 5B).
The phenomenon of initiation of synchronized circular
waves around the pillars and formation of regular domains
Fig. 5. A) Gradient vectors of the phase map around two neighboring posts. The
white dashed line shows the location where two emitted waves collide and the vector
field changes direction. The vectors are scaled 50 times larger than the original values
for better visibility. B) Laplacian of the phase map in unit ofmm≠2. The gradient
vector field switches direction at the boundary of the domains, thus Laplacian has
higher values at these boundaries.
Fig. 6. Hexagonal and triangular domains formed around the pillars with A) triangular
and B) hexagonal arrangement, respectively (SI Appendix, movies 7 and 8).
were robust with respect to the arrangement of the pillars. We
repeated our experiments with the same pillar size and spac-
ing, but triangular and hexagonal arrangements of the posts,
and observed hexagonal and triangular domains, respectively
(Fig. 6 and SI Appendix, movies 7, 8).
Numerical Simulations.We performed numerical simulations
of the model proposed by Martiel and Goldbeter (MG) for
the creation and relay of cAMP in D.d. (17, 18). Many
approaches have been used to create spirals and target centers
in this model, most of which define the position of the localized
structures through perturbations or diversity of developmental
stage among the cells (19, 20). We instead used a dynamical
approach where centers appear naturally in areas of higher
local density (see Materials and Methods and SI Appendix
movie 9). Here, the cell locations are discretized inside grids,
thus a grid containing a cell is an occupied one and can produce
and relay cAMP, while the empty grids without cells can only
degrade the signal via external phosphodisterase. This mixture
of occupied and unoccupied areas on the system breaks the
system homogeneity and allows clusters of local higher cell
density to become target centers. The lower density areas are
still capable of sustaining waves, thus the waves generated
Gholami et al. PNAS | February 11, 2019 | vol. XXX | no. XX | 3
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by these clusters get relayed by the rest of the system. We
measured the dispersion relation of such waves and showed that
they have the behavior of trigger waves (21)(see Fig. 7B). These
dispersion relations at di erent cell densities also showed that
the wave velocity increases with cell density, which has been
reported to be necessary to produce aggregation streams (22).
We observed in our simulations that a no flux boundary
condition at the obstacles is not su cient to produce centers.
Similarly, when this boundary condition is applied, waves only
break after colliding with the obstacles and recombine again (SI
Appendix, Fig. S5 and movie 10). This was in agreement with
our initial experiments without ca eine. Another boundary
condition that has been shown to produce traveling waves
in numerical simulations is the Dirichlet boundary condition,
where the boundary is held to a fixed value. In our system,
a fixed value of cAMP at the obstacles creates wave trains
emitted from the obstacles if the fixed value is larger than a
threshold, as it is shown in Fig. 8 and the supplemental movie
11. This minimum amount of cAMP needed for the obstacles
to act as a wave source depends on the system parameters.A B
C D
Km=0.40 mM
Km=0.48 mM
Km=0.56 mMStable Oscillatory
Excitable
E(1)
Fig. 7. A) Phase diagram of the MG model used for simulating the experimental setup.
On the area marked as Stable, the system has one solution, which is stable. In the
Oscillatory region, the system shows one unstable steady state surrounded by a limit
circle. In the Excitable regime, the system has 3 steady states, two unstable ones
and a stable one, which is excitable. In the regime marked as E(1) the system shows
one steady state, which is excitable. Stability calculated through linear analysis, and
excitability through no-space simulations. Red dashed line shows the path thatKm is
changed in parts B, C and D at fixed value of ke = 5.0 min-1. Note that higherKm
values correspond to higher caffeine concentration. B) Dispersion relations of the
supported wave-trains for 40% surface coverage, where T is wave period and c wave
velocity. Waves with periods below those shown, do not get relayed by the system.
C) Effect of a boundary condition “0: for higher values ofKm the minimum amount
of “0 required to produce a target center decreases. D) Minimum number N of
consecutive cells (in 1-D) needed to produce a cluster with self-sustained oscillations.
The minimum accumulation of cAMP or cells necessary for
an unexcitable obstacle to become a center is high enough so
that the cells do not aggregate around the obstacles naturally.
In order to obtain aggregation domains around the obstacles
we varied di erent parameters which can be controlled in
our experiments. To achieve a lower excitation threshold we
varied the parameter Km which is the Michaelis constant
of the reaction in which ATP produces intracellular cAMP.
Increasing this parameter reduces the a nity between ATP
and the enzyme adenylate cyclase (ACA), thus reducing the
production rate of intracellular cAMP and accounting for the
e ects of adding ca eine to the experimental system. We
performed linear stability analysis of the MG model with
modifications in Km and characterized its di erent regimes,
which are shown in Fig. 7A, the other parameter we varied
is the degradation rate of external phosphodiesterase ke. We
chose the parameters such that the system is in the oscillatory
regime, i.e. a stable limit cycle exists, and the cell coverage
(ratio of occupied grids to total number of grids) is high
enough for the waves to get relayed. At higher values of Km,
which is equivalent to higher concentration of ca eine in our
experiments, the number of firing centers in the system is
decreased (SI Appendix, Fig. S6 and movie 12). The reason
is that the minimum cluster size (measured as consecutive
cells in a 1D setting) required to produce a self-sustained
oscillatory center is increased (see Fig. 7D). Increasing the
amount of ca eine (higher Km values) also decreased the wave
velocity and increased the minimum wave period the system
can sustain. Di erent dispersion relations showing this e ect
are depicted in Fig. 7B. We studied the boundary e ect in
this system and found that at higher ca eine concentration
the trigger waves require a smaller amount of cAMP to be
triggered, thus the obstacles act as a wave source at smaller
values of the fixed boundary “0 (see Fig. 7C).
cAMP (nM)
Fig. 8. Numerical simulations of cAMP waves with four pillars as obstacles with fixed
boundary condition “0 = 10 nM,Km = 0.508 mM, ke = 5.0 min-1, 50% of cell
surface coverage. A) Concentric waves of cAMP coming out of the pillars. B) Cell
distribution after t = 100 min, showing Voronoi domains around the pillars. Grey
squares show grid points containing a cell, black squares show the empty ones.
Another mechanism for wave creation observed in our simu-
lations was a higher local cell density around the pillars. This
can be achieved either by inhomogeneous initial cell distribu-
tion or by adhesion of the cells to the pillars after colliding due
to random movement. These locally high density cell clusters
trigger the formation of wave centers and act as aggregation
centers, as shown in SI Appendix, Fig. S7 and movie 13. No-
tably, we also performed numerical simulations with hexagonal
and triangular arrangement of the pillars (Dirichlet boundary
condition) and observed triangular and hexagonal patterns,
respectively (see SI Appendix, Figs. S8, S9 and movies 14, 15).
Finally, it is experimentally suggested that the e ect of
ca eine on ACA inhibition is possibly mediated by di erent
targets, one of which inhibits the activation of G-protein G2,
that is part of the signal transduction cascade that normally
activates ACA (23). To investigate the e ect of having less ac-
tivated ACA, we also performed simulations by modifying the
parameter ‘ which controls the ratio of the active to inactive
forms of ACA. These simulations showed similar results to
those obtained by modifying Km. Therefore, regardless of the
particular way in which ca eine a ects ACA, our numerical
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results provide explanation for the observed behavior (see SI
Appendix, Figs. S10 and S11 and movie 16).
Fig. 9. A closer look at the pillars with a bright field microscope. A) Initial distribution
of the cells show small clumps. B-D) Cells chemotactically move towards the center
of the concentric waves that are sometimes slightly off-center from the pillars. During
the streaming process, the cells join small clusters to make larger ones and eventually
large clusters aggregate on the post (see SI Appendix, movie 17).
Bright Field Microscopy.Next, we used bright field microscopy
to look closely at the wave propagation and cell streaming in
the vicinity of the posts (SI Appendix, movie 17). A higher cell
density around the pillars after plating the cells could explain
the higher wave frequency of the waves initiating from the
posts. Our extensive bright field observations did not confirm
a significant cell accumulation around the pillars (SI Appendix,
Fig. S12). However, based on our numerical simulations, in
the presence of ca eine even a tiny cAMP accumulation in
the vicinity of the obstacles is enough to trigger formation of
concentric waves around the posts. Possible cell attachment to
the side walls of the pillars which is considered in simulations
with a small constant value of cAMP on the obstacles, is a
plausible mechanism for the formation of circular waves around
the posts. Moreover, we emphasize that initial starvation of
the cells for 4 hours in shaken suspension leads to increased
cell-cell adhesion, and very small cell clusters are visible in
Fig. 9A. As we mentioned before, concentric waves around
the pillars are not always all centered at the pillars, but are
slightly o -center. Therefore, the cells first stream towards
a point in the vicinity of the pillar (arrow in Fig. 9B and SI
Appendix, movie 17) and then aggregate at the pillar itself.
Discussion
The results presented here show that external obstacles can
significantly influence the generation of waves in starving pop-
ulations of D.d. cells when the excitability threshold has
been lowered. We observed circular waves that initiate al-
most synchronously at the pillars and propagate outwards.
Chemotactically competent cells detect the cAMP gradient
and crawl towards the posts, forming a periodic array of do-
mains. This phenomenon is also observed for triangular and
hexagonal arrangement of the pillars leading to the formation
of hexagonal and triangular domains, respectively. Most of our
experiments were performed with pillars of 1 mm diameter,
but the phenomenon showed to be fairly robust to di erent
types of obstacles, since we observed a similar phenomenon
with pillars of 1.5 mm diameter (SI Appendix, movie 18),
shallow holes (100 µm) in PDMS (SI Appendix, movie 19),
smaller center-to-center spacing of the pillars (3.75 mm instead
of 5 mm), and even with a PDMS wall (SI Appendix, movie
20). The phenomenon is also robust with respect to the pillar
height since we observed regular domains with pillar’s height
down to 50 micron (see Fig.4 and SI Appendix, movie 6). The
concentric waves emitted from pillars have a slightly higher
frequency than the other firing centers, thereby dominating
the system dynamics. Cells attached to the side walls of the
PDMS can trigger higher frequency waves. In our simulations,
we included this e ect by assuming either a fixed value of
cAMP around the posts or slightly higher cell accumulation
in the vicinity of pillars. Future experiments using fluorescent
indicators for extracellular cAMP, will be valuable to visualize
any possible cAMP accumulation around the pillars (24, 25).
Another scenario which requires extra bio-chemical analysis,
is the possibility of accumulation or depletion of any chemical
(such as phosphodiestrase) in the vicinity of the pillars. Our
numerical simulations show that in the case of PDE depletion,
pillars can act as wave source in the system that might drive
oscillations in the vicinity of the obstacles (26–28) (SI Ap-
pendix, movie 21). In the opposite case of PDE accumulation,
pillars are "ignored" and only break the colliding wave fronts
(SI Appendix, movie 22). However, we should mention that,
to prevent adsorption of chemicals to the PDMS substrate,
we repeated our experiments with BSA (Bovine Serum Albu-
min) treated substrates and still observed concentric waves
and periodic domains around the pillars. Finally, although
PDMS is useful because of its bio-compatibility, deformability
and permeability to gas, it has certain properties which might
complicate our results. To rule this out we used pillars made
of PMMA and again observed the regular streaming domains.
In our system, we observed periodic domains within a range
of ca eine concentration between 1-5 mM. Ca eine, which is
a highly specific inhibitor of cAMP relay (29–31), reduces
both the cAMP production rate and wave frequency in a dose-
dependent manner (SI Appendix, Figs. S13 and S14). We did
not observe ordered aggregation territories without ca eine
(SI Appendix, Fig. S2 and movie 1). Our experiments and
earlier experiments by C. Weijer et.al. (32) with ca eine have
shown that the aggregation territories are much larger in the
presence of the ca eine compared to the controlled experiments
(SI Appendix, Fig. S15 and movie 23). This means that the
number of firing centers is decreased, which is also consistent
with our numerical simulations in the presence of ca eine
with higher values of Km (SI Appendix, Fig. S6 and movie
12). We believe that in our experiments, a lower number of
firing centers is crucial for circular waves emitted from pillars
to successfully take over and dominate the system dynamics.
We also observed that in the presence of obstacles, ca eine
drastically diminished the number of spirals appearing in the
system. Since spirals have a higher frequency than target
patterns, they take over and dominate the dynamics once they
appear. In other excitable systems, such as the BZ reaction it
has been shown that spirals can be pinned to obstacles with
lower excitability (13). In that reaction-di usion system it
has also been shown numerically that the spiral tip interacts
with the (no flux) obstacle boundary through attraction and
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repulsion (33). We observe neither attraction nor repulsion
of the spiral cores to the obstacles in both the experimental
setup and the numerical simulations. We believe this crucial
di erence is given by the lack of meandering of the spiral tip
in D.d. Additionally, the lack of attraction to obstacles makes
sense from a survival point of view, since aggregating around
an obstacle would complicate the creation of a mound and the
consequent phases of the life cycle. Interestingly, it has been
shown that in the presence of ca eine spiral core size increases
in a dose dependent manner (31). In those occasions when a
spiral did appear next to a pillar, it got pinned to the pillar
and remained rotating around it (SI Appendix, Fig. S16 and
movie 24).
Comparing our numerical simulations with modified Km to
the unmodified parameters, the system showed fewer centers,
due to higher minimum cluster size necessary to produce pace-
makers; it also showed smaller frequency, in agreement with
experimental measurements (SI Appendix, Figs. S13, S14).
The minimum amount of cAMP necessary to produce cell
activation was diminished, allowing for easier wave relay. This
is consistent with experimental results in (29) showing that
ca eine indeed increases apparent chemotactic sensitivity of
the cells. Thus, in the presence of ca eine, the transition
boundary between "source" and "ignored" obstacles occurs
at lower values of cAMP accumulation around the obstacles.
For this reason, the presence of ca eine is necessary in our
experiments to trigger formation of concentric waves around
the pillars. Since in nature an inhomogeneous distribution of
cells is expected, we believe that cells need a tuned sensitiv-
ity capable of reacting to cAMP signaling but that prevents
aggregation around inconvenient places which can complicate
further development.
Materials and Methods
Experimental Methods. The D.d. cells (strain AX2-214) were grown
at 22¶C in HL5 medium, harvested in the exponential growth phase,
and starved for four hours in 10 mL phosphate bu er supplemented
with 2 mM ca eine in a shaking suspension. After 4 hours of starva-
tion, they were centrifuged and diluted to a density of 2◊106cells/ml
in fresh phosphate bu er containing 2 mM ca eine. Next, 20 mL
cell solution (≥0.9◊ 106 cells/cm2≥0.9 mono-layer) was transfered
to a modified Petri dish with a plasma-treated polydimethylsilox-
ane (PDMS) substrate (34). The PDMS has a periodic array of
macro-pillars characterized by pillar dimensions and spacing (see
SI Appendix, Fig. S1). If not stated otherwise, pillars of 1 mm
diameter and height of 3 mm are arranged on square, triangular or
hexagonal lattices with lattice size of 5 mm. cAMP wave patterns
are indirectly visualized by dark-field microscopy (10).
Numerical Methods. The reaction-di usion equations used for mod-
eling this system are
k≠11 ˆtﬂi = ≠f1(“(xi, yi))ﬂi + f2(“(xi, yi))(1≠ ﬂi), [1a]
ˆt—i = s (ﬂi, “(xi, yi))≠ (ki + kt)—i, [1b]
ˆt“ = DÒ2“ ≠ ke“ +
Nÿ
i
H(i, x, y)kt—i/h, [1c]
with f1(“) =
1 + Ÿ“
1 + “
, f2(“) =
L1 + ŸL2c“
1 + c“
,  (ﬂ, “) = ⁄1 + Y
2
⁄2 + Y 2
,
Y (“, ﬂ) = ﬂ“
1 + “
and s = q‡–/(1 + –), where “(x, y) and —i are
the amount of extracellular and intracellular cAMP respectively. ﬂi
corresponds to the percentage of active cAMP receptors on the cell
surface, ke corresponds to the extracellular phosphodiesterase and
s controls the amount of cAMP produced inside the cells. See SI
Appendix for the used parameters and the motility rules.
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Experimental set up
Figure S1 shows the PDMS mold with quadratic arrangement
of the pillars, which is used in our experiments.
Fig.S 1. (A) Top view and (B) side view of the PDMS block with a quadratic arrange-
ment of the pillars that fits to a normal 100 mm plastic Petri dish. The pillars are 1 mm
thick, 3 mm high and are spaced 5 mm away from each other.
Experiments with and without caffeine in the presence
and absence of pillars
To repeat the exact experimental conditions similar to our
pillar experiments, we performed an experiment in the presence
of 2 mM ca eine and 4 hours initial starvation but no pillars.
The result of this experiment with PDMS substrate is shown
in Fig. S3. It is important to emphasize that the initial
starvation time of the cells plays an important role in the
pattern formation of D.d. cells, as investigated in detail by
Prabhakara et.al. (1). Figure S15 shows two experiments in
the presence and absence of ca eine both without pillars but
PDMS substrate. For these two experiments, the cells are
not initially starved in a shaking suspension. Note that in
the presence of ca eine, the number of aggregation centers is
reduced.
-
Fig.S 2. Phase map of cAMP waves and aggregation domains in an experiment with
pillars but in the absence of caffeine. Cells are initially 4 hours starved in a shaking
suspension (see also supplemental movie 1).
-
Fig.S 3. Phase map of cAMP waves and aggregation domains in an experiment
without pillars in the presence of 2 mM caffeine. Note that target patterns are
dominated. To keep the conditions similar to the pillar experiments, the cells are
initially 4 hours starved in a shaking suspension and the substrate is PDMS (see also
movie 2).
Numerical simulations of the MG model
The reaction-di usion equations used for modeling this system
are
k≠11 ˆtﬂi = ≠f1(“(xi, yi))ﬂi + f2(“(xi, yi))(1≠ ﬂi), [1a]
ˆt—i = s (ﬂi, “(xi, yi))≠ (ki + kt)—i, [1b]
ˆt“ = DÒ2“ ≠ ke“ +
Nÿ
i
H(i, x, y)kt—i/h, [1c]
with f1(“) =
1 + Ÿ“
1 + “ , f2(“) =
L1 + ŸL2c“
1 + c“ ,  (ﬂ, “) =
⁄1 + Y 2
⁄2 + Y 2
, Y (“, ﬂ) = ﬂ“1 + “ and s = q‡–/(1+–), where “(x, y)
and —i are the amount of extracellular and intracellular cAMP
respectively. ﬂi corresponds to the percentage of active cAMP
receptors on the cell surface and acts e ectively as the slow
variable that gives the system its excitable capabilities. ke cor-
responds to the extracellular phosphodiesterase and s controls
the amount of cAMP produced inside the cells. H(i, x, y) is
an index variable with values 1 if the i ≠ th cells is located
in (x, y) and 0 if it is not. This produces that on the grid
points containing amoebas the cAMP is transported from
the intra- to the extracellular media, while on the empty cell
spaces the wave is degraded by the unbounded phosphodi-
esterase. The systems was simulated using discrete di erences,
a 5 point laplacian, and a time adaptive Runge-Kutta scheme.
The used parameters were ‡ = 0.55 min-1, k1 = 0.09 min-1,
Ÿ = 18.5, L1 = 10, L2 = 0.005, c = 10, q = 4000, – = 1.2/Km,
⁄1 = 10≠4/‘, ⁄2 = 0.2575/‘, ki = 1.7 min-1, kt = 0.9 min-1,
D = 0.024 mm2/min, and h = 5. For simulating the e ects of
ca eine either Km = 0.4≠ 0.6 mM and ‘ = 1.0 or Km = 0.4
mM and ‘ = 0.6≠ 1.0 are used. Note that higher Km values
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correspond to higher concentrations of ca eine, while higher
values of ‘ is a measure of lower ca eine concentrations (see
movie 16 for a simulation of di erent values of ‘). With these
parameters the system is in an oscillatory state, meaning that
a limit cycle exists. If a cluster of cells of big enough size
exists, it acts as a pacemaker producing trigger (chemical)
waves that are relayed by the system, as long as a minimum
percentage (measured as surface coverage) of cells exists. Em-
ulating the experimental observations, after some simulation
time, when the waves have been established, we allowed the
cells to be chemotactically competent. The movement rules
were as follows. If a cell detects a cAMP gradient bigger than a
threshold (Ò“ > gth) and it is in the excitable state (ﬂ > ﬂth),
it moves against the gradient with a velocity vc as long as the
two previous conditions continue to be fulfilled. If the new
position falls in a di erent grid space, the movement occurs
only if the new grid point does not already contain a cell. The
parameters used were gth = 25.98 nM/mm, ﬂth = 0.6, vc = 20
µm/min, and we allowed cell movement after t = 50 min.
Drift velocity of the annihilation point
We draw vertical lines starting at the annihilation point B
until the intersection with the wave D, and similarly we draw
a line up from the later annihilation point C up until the
intersection A. The periods of the waves initiating from left
and right pillars are T1 and T2, respectively (see Fig. S4). Since
AC and BD are parallel, the quadrilateral ABCD is a scalene
trapezoid with bases AC = T1 and BD = T2. The basal
angles correspond with the wave propagation velocities such
that \BAC = – and \ACD = — with tan– = v1, tan — = v2.
Using the law of sines we calculate the other two sides of
the trapezoid and arrive at
AB = (T1 ≠ T2) sin —sin (–+ —) , CD = (T1 ≠ T2)
sin–
sin (–+ —) .
We now look at the angle \CBD = “ such that tan “ = vd is
the drift velocity of the annihilation point. Applying law of
sines to the triangle —CBD we get
sin (\BCD)
BD
= sin “
CD
.
Substituting with the values already calculated we get
sin (— ≠ “)
T2
= sin “(T1 ≠ T2) ·
sin (–+ —)
sin– ,
expanding and simplifying we obtain
(T1 ≠ T2)
1 1
vd
≠ 1
v2
2
= T2
1 1
v1
+ 1
v2
2
,
finally we arrive to
vd =
T1 ≠ T2
T1/v2 + T2/v1
, [2]
which in the limit case of v1 = v2 = vw reduces to
vd = vw
T1 ≠ T2
T1 + T2
. [3]
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Fig.S 4. Schematic representation in a space-time plot of two waves coming from
pillars. Thick lines represent pillars and the red dashed line marks the position of the
annihilation point. Waves are emitted from the left pillar with a period T1 and with T2
from the right pillar. These values correspond to the vertical spacing between waves
in this representation.
Numerical simulations with and without caffeine in the
presence and absence of pillars
Simulations in the absence of ca eine with and without the
obstacles are shown in Figs. S5 A-D. We also performed numer-
ical simulations with ca eine (larger Km value) but without
pillars. As shown in Fig. S6, the number of wave centers is
reduced and thereby the streaming domains are larger.
Numerical simulations with higher cell accumulation
around the pillars (with caffeine)
Figure S7 shows the numerical simulations with slightly higher
cell density around the obstacles (see also supplemental movie
13).
Numerical simulations with hexagonal and triangular
arrangement of pillars (with caffeine)
We also performed numerical simulations with hexagonal and
triangular arrangement of the pillars and obtained triangular
and hexagonal arrangements, respectively (see Figs. S8 and
S9).
Numerical simulations with ‘ as the control parameter
In D. discoideum, activation of ACA is mediated by cAMP
receptor, cAR1, that interacts with a G-protein, G2. It is
believed that G2 —“-subunit activates a phospholipid (called
inositol kinase) that generates membrane-binding sites for the
CRAC, which activates ACA upon recruitment to the plasma
membrane (2). It is suggested that in the presence of ca eine
the activation of G2 protein is reduced, thus reducing the
number of ACAs in the active form. Thereby, we repeated our
numerical simulations with ‘ (instead of Km) as the control
parameter. In the MG model, ‘ controls the ratio of the
active to inactive forms of ACA: higher values of ‘ correspond
to lower ca eine concentrations. As shown in Fig. S10, our
results are similar to those obtained with Km as the control
parameter.
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TFig.S 5. Numerical simulations of cAMP waves with and without pillars and nocaffeine,Km = 0.40 mM, ke = 5.5 min-1, 40% of cell surface coverage, no fluxboundary condition at the pillars boundaries. A) Waves of cAMP at t = 68 min. B)Cell distribution after t = 150 min. Grey squares show grid points containing a cell,
black squares show the empty ones. C) Waves of cAMP at t = 49 min. D) Cell
distribution after t = 150 min. See also supplementary movies 9 and 10.
Fig.S 6. Numerical simulations showing the effects in amount of target centers when
adding caffeine to D. discoideum. A) cAMP waves without caffeine at t = 68 min,
Km = 0.4 mM. B) Cell distribution after t = 100 min,Km = 0.4 mM. C) cAMP
waves with caffeine at t = 68 min, Km = 0.48 mM. D) Cell distribution after
t = 100 min,Km = 0.48 mM. ke = 6.0 min-1, 70% of cell coverage. (see also
movie 12).
Fig.S 7. Numerical simulation showing the effect of a higher cell accumulation around
pillars. Km = 0.48 mM, ke = 5.0 min-1, 60% of cell coverage around the pillar,
40% in the rest of the system. A) Waves of cAMP at t = 15 min. B) Cell distribution
after t = 150 min. Grey squares show grid points containing a cell, black squares
show the empty ones (see also movie 13).
Fig.S 8. Numerical simulations of cAMP waves with a triangular pillar array. Fixed
boundary condition “0 = 10 nM,Km = 0.508 mM, ke = 5.0 min-1, 40% of cell
surface coverage. A) Concentric waves of cAMP coming out of the pillars. B) Cell
distribution after t = 120 min, showing Voronoi domains around the pillars. Grey
squares show grid points containing a cell, black squares show the empty ones. Pillar
boundaries marked in white (see movie 14).
Fig.S 9. Numerical simulations of cAMP waves with a hexagonal pillar array. Fixed
boundary condition “0 = 10 nM,Km = 0.508 mM, ke = 5.0 min-1, 40% of cell
surface coverage. A) Concentric waves of cAMP coming out of the pillars. B) Cell
distribution after t = 150 min, showing Voronoi domains around the pillars. Grey
squares show grid points containing a cell, black squares show the empty ones. Pillar
boundaries marked in white (see movie 15).
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Fig.S 10. A) Phase diagram of the reaction-diffusion model used for simulating the
experimental setup. On the area marked as Stable, the system has one solution,
which is stable. In the Oscillatory region, the system shows one unstable steady
state surrounded by a limit circle. In the Excitable regime, the system has 3 steady
states, two unstable ones and a stable one, which is excitable. In the regime marked
as E(1) the system shows one steady state, which is excitable. Stability calculated
through linear analysis, and excitability through no-space simulations. Red dashed
line shows the path that ‘ is changed in parts B, C, and D at fixed value of ke =
5.0 min-1. Note that higher ‘ values correspond to lower caffeine concentration. B)
Dispersion relations of the supported wave trains for 40% surface coverage, where T
is wave period and c wave velocity. Waves with periods below those shown, do not
get relayed by the system. C) Effect of a boundary condition “0: for smaller values
of ‘ the minimum amount of “0 required to produce a target center decreases. D)
Minimum numberN of consecutive cells (in 1-D) needed to produce a cluster with
self-sustained oscillations.
Fig.S 11. Numerical simulations of cAMP waves with four pillars as obstacles with
fixed boundary condition “0 = 8 nM, ‘ = 0.78 (lower ‘ value to include the effect of
caffeine), ke = 5.0 min-1, and 40% of cell surface coverage. A) Concentric waves
of cAMP coming out of the pillars at t = 32 min. B) Cell distribution after t = 150
min, showing Voronoi domains around the pillars. Grey squares show grid points
containing a cell, black squares show the empty ones (see movie 16).
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Fig.S 12. Systematic measurements of density around the pillars of diameter 1 mm
show no significant cell accumulation in the vicinity of the obstacles. The distance is
measured from center of the pillar and standard deviations are calculated from the
measurements for ≥11 pillars. Note that the area around each pillar is divided to
circular bands and the occupied area fraction is measured for each band.
Period measurements: Experiments and Simulations
We measured the wave periods in our simulations as a func-
tion of Km. Higher Km values correspond to higher ca eine
concentrations. Consistent with experiments, we observed an
increase in the wave period at higher ca eine concentrations
(see Fig. S13 A). We also repeated the measurements for vari-
ous ‘ values. Note that higher ‘ correspond to lower ca eine
concentration (see Fig. S13 B).
Figure S14 shows experimental measurements of the wave
periods as time evolves for two cases: i) without ca eine and
ii) in the presence of 2 mM ca eine.
Fig.S 13. Period measurements in the simulations: A) The wave period increases at
higherKm values (higher caffeine concentrations). B) The wave period decreases at
higher ‘ values (lower caffeine concentrations).
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Fig.S 14. Period of cAMP waves as time evolves without and with 2 mM caffeine. For
each experiment, 35 measurements are included.
A B
Fig.S 15. Comparison of aggregation territories in two experiments: A) without
caffeine and B) with 2 mM caffeine. Consistent with literature (3) and our numerical
simulations, in the presence of caffeine, the number of firing centers is reduced. Note
that the cells are not initially starved for these two experiments and the substrate is
PDMS (see movie 23).
-
Fig.S 16. Snapshots of pinned single and double arm spirals in two different experi-
ments in the presence of 2 mM and 0.9 mM caffeine, respectively. Double arm spirals
are rarely observed and are not stable without an anchoring pillar in our experiments
(see also movie 24).
Supplemental Movies
Movie1 An experiment in the presence of pillars without
ca eine. The left panel shows the original dark field movie
and the right panel shows the processed movie (subtracted
and band-passed filtered) to have a better visualization of the
waves.
Movie2 An experiment in the absence of pillars with
2 mM ca eine. Please note that the substrate is PDMS. The
left panel shows the original dark field video and the right
panel shows the processed movie.
Movie3 Wave propagation, streaming and formation
of the Voronoi domains in an array with quadratic arrange-
ment. Ca eine concentration is 2 mM.
Movie4 Images in movie 3 are subtracted every 1 min and
band-passed filtered to reduce the spatial noise.
Movie5 Phase map calculated using Hilbert transform
of filtered images of movie 3.
Movie6 Concentric waves and regular streaming do-
mains in an experiment with 50 micron high pillars. The
other parameters of the array are not changed. The right
panel is again processed movie.
Movie7 Experiment with triangular arrangement of
the pillars.
Movie8 Experiment with hexagonal arrangement of
the pillars.
Movie9 Numerical simulation showing the appearance
of target centers and spirals without the addition of ca eine.
Spirals marked with a white circle. ke = 5.5 min-1, Km = 0.4
mM, 40% of cell coverage.
Movie10 Numerical simulation showing pillars being
ignored without the addition of ca eine. Km = 0.40 mM,
ke = 5.5 min-1, 40% of cell surface coverage, no flux boundary
condition at the pillars boundaries.
Movie11 Numerical simulation showing the e ects of
adding ca eine to D.d.. In the presence of ca eine, the
pillars act as centers even for a small accumulation of cAMP.
Up: Simulation without ca eine, Km = 0.4 mM. Down:
Simulation with ca eine Km = 0.48 mM. ke = 6.0 min-1, 70%
of cell coverage, fixed boundary condition at “0 = 6 nM.
Movie12 Numerical simulations showing the e ects in
amount of target centers when adding ca eine to D.d.
Up: Simulation without ca eine, Km = 0.4 mM. Down:
Simulation with ca eine Km = 0.48 mM. ke = 6.0 min-1, 70%
of cell coverage.
Movie13 Numerical simulations showing the e ect of
a higher cell accumulation around pillars. Km = 0.48 mM.
ke = 5.0 min -1, 60% of cell coverage around the pillar, 40%
in the rest of the system.
Movie14 Numerical simulation showing a triangular
array of pillars, producing hexagonal patterns. ke = 5.0
min-1, Km = 0.508 mM, 40% of cell coverage, fixed boundary
condition at “0 = 10 nM.
Movie15 Numerical simulation showing a hexagonal
array of pillars, producing triangular patterns. ke = 5.0
min-1, Km = 0.508 mM, 40% of cell coverage, fixed boundary
condition at “0 = 10 nM.
Movie16 Numerical simulations of cAMP waves with
four pillars as obstacles with fixed boundary condition “0 = 8
nM, ‘ = 0.78 (to include the e ect of ca eine), ke = 5.0 min-1,
and 40% of cell surface coverage.
Movie17 Bright field movie of a single post in a quadratic
array of the pillars.
Movie18 Experiment with pillars of 1.5 mm in diame-
et al. PNAS | February 9, 2019 | vol. XXX | no. XX | 5
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ter. Center-to-center distance is not changed (5 mm).
Movie19 Experiment with shallow holes (100 µm deep) holes
in PDMS.
Movie20 Experiment with a flat wall as obstacle. The wall
thickness is 1 mm.
Movie21 Numerical simulation showing the e ect of
lower degradation around pillars. ke = 4.0 min-1 around
pillars, ke = 5.0 min-1 on the rest of the system. Km = 0.48
mM. 40% of cell coverage.
Movie22 Numerical simulation showing how pillars
are ignored when there is a higher degradation rate around
the pillars. ke = 6.0 min-1 around pillars, ke = 5.0 min-1
on the rest of the system. Km = 0.48mM. 40% of cell coverage.
Movie23 Comparison of two experiments without (left) and
with 2 mM ca eine (right). Note that for both experiments,
the cells are not initially starved in a shaking suspension and
the substrate is PDMS.
Movie24 Two di erent experiments in the presence of
2 mM and 0.9 mM ca eine showing single and double arm
spirals pinned to the pillars.
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Spontaneous center formation in 
Dictyostelium discoideum
Estefania Vidal-Henriquez & Azam Gholami  
Dictyostelium discoideum (D.d.) is a widely studied amoeba due to its capabilities of development, 
survival, and self-organization. During aggregation it produces and relays a chemical signal (cAMP) 
which shows spirals and target centers. Nevertheless, the natural emergence of these structures is 
still not well understood. We present a mechanism for creation of centers and target waves of cAMP 
in D.d. by adding cell inhomogeneity to a well known reaction-diffusion model of cAMP waves and 
we characterize its properties. We show how stable activity centers appear spontaneously in areas 
of higher cell density with the oscillation frequency of these centers depending on their density. The 
cAMP waves have the characteristic dispersion relation of trigger waves and a velocity which increases 
with cell density. Chemotactically competent cells react to these waves and create aggregation 
streams even with very simple movement rules. Finally we argue in favor of the existence of bounded 
phosphodiesterase to maintain the wave properties once small cell clusters appear.
Dictyostelium discoideum (D.d.) is a social amoeba that under adverse environmental conditions begins a devel-
opmental program in order to survive1. After 4–5 hours into this program, the cells start to produce the signal-
ing chemical cAMP (cyclic adenosine monophosphate), which travels the system as a wave relayed by the cells. 
The cells are chemotactically competent and move against the traveling wave of cAMP towards the aggregating 
centers. In the centers the cells form a mound, where they further develop and differentiate into a slug and even-
tually into a fruiting body who releases spores which can become myxamoebas; thus completing the life cycle of 
the amoeba.
The chemical signaling part of the process presents spirals and target centers, these structures are characteristic 
of both oscillatory and excitable systems, and are present in many systems in nature such as the cardiac muscle2, 
calcium waves in oocytes3, NADH waves in glycolysis4, among others. Other important system where such struc-
tures are observed is the chemical reaction known as Belousov-Zhabotinsky5,6, which has become a model exper-
imental system to study spirals and target waves.
A distributed oscillatory system would produce bulk oscillations if it is well stirred, that is, the whole system 
oscillates synchronously. If it is not stirred and presents some inhomogeneities, such as scratches on the container 
surface or dust particles, concentric circular waves will appear7,8. We refer to these structures as target patterns. 
Once a wave breaks, it creates a spiral wave, a persistent structure with topological charge9,10.
Many models have been proposed to describe the cAMP waves in D. d.11–13, from qualitative excitable models 
to models derived from the chemical reactions of production of cAMP from ATP. Each model has their own 
particular way of breaking the homogeneity and producing waves. Here we present the properties of the model 
proposed by Martiel and Goldbeter13,14 when cell inhomogeneity is introduced. We show through numerical sim-
ulations that cell inhomogeneity produces naturally stable target patterns which are centered in areas of higher 
cell density and relayed in the areas of lower density. Therefore, the system behaves both as oscillatory and excit-
able depending on local density. The produced waves are shown to be of the trigger kind, in contrast to phase 
waves (or pseudo-waves, without chemical transport), through their characteristic dispersion relation15. We also 
show that wave speed is density dependent. It has been shown in other chemotaxis models that this dependence is 
enough to produce the wave instability responsible for cell streaming once cell movement is added16,17. Our model 
reproduces that characteristic streaming pattern of this biological system. Finally we show that a form of degra-
dation which scales with local cell density is needed to have streaming at higher local densities, this degradation 
can exist in the form of phosphodiesterase bounded to the cell membrane.
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Results
Our work combines a cellular automata scheme with the model proposed by Martiel and Goldbeter13 and 
extended by Tyson14 where three fields are described. The extracellular concentration of cAMP is represented as γ, 
the intracellular concentration as β, and ρ represents the percentage of active receptors on the cell membrane. The 
receptors’ state changes between an active and an inactive state depending on the cAMP concentration at which 
they are exposed through the functions f1 and f2. The intracellular concentration of cAMP β increases through 
production Φ(ρ, γ) and decreases through internal degradation ki and transport towards the extracellular media 
kt. Finally the external concentration of cAMP can diffuse through the system, gets degraded by phosphodiester-
ase ke and increases due to transport from the internal media kt.
We created a grid in our 1-D or 2-D system, dividing it in segments of size r = 10 µm (or respectively squares 
of area r2) and assigned random locations for the cells, each cell had their own value for the intracellular and 
membrane bound variables ρi and βi, while γ(x, y) was assigned to a square in space. The used equations look as 
follows
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where s = qσα/(1 + α) measures the production intensity, (xi, yi) correspond to the Cartesian coordinates of the 
i-th cell, and H is an indexing function such that H(i, x, y) = 1 if xi ∈ (x − r/2, x + r/2) and yi ∈ (y − r/2, y + r/2) and 
0 otherwise. In this way γ will increase on a grid space if there is a cell producing cAMP in that location and only 
diffuse and be degraded if there are no cells in that space. All used parameter are selected following Lauzeral et al.18  
for their good agreement with experimental measures and are indicated in Table 1. We keep ke the external media 
degradation rate as our control parameter.
The original homogeneous system studied by Tyson et al.14 presented different regimes as ke was increased. In 
our set of parameters for low ke the system has one steady state which is stable. At ≈ . k 4 3e  min−1 the system 
undergoes a Hopf bifurcation and a stable limit cycle appears. This is the oscillatory regime of the system. Upon 
further increasing ke two new steady states appear through a saddle-node bifurcation at ≈ .†k 7 74e  min−1, an 
unstable one and a stable but excitable one. At approximate the same time the limit cycle destabilizes, resulting in 
the excitable regime of the system. We set our parameter ke so that the system is in the oscillatory regime. For a 
detailed description of the different regimes present in this system refer to our previous work19.
Oscillatory clusters. Numerical simulations of a small cluster of very closely located cells producing cAMP 
surrounded by buffer media without cells, reach a stable steady (non oscillatory) state due to cAMP diffusion to 
its surroundings. This state is shown in Fig. 1a. To approximate this solution we calculate separately the area with 
cells and the area without them. In the area without cells the system reduces to
γ γ γ∂ = ∂ −D k ,t xx e
which in 1-D has a time independent decaying tail as solution. If the cluster size is 2L, with the cells located in 
x ∈ (−L, L) the decaying tail takes the form
γ = | | >− | |Ae if x Lk D x/e
where A is chosen to fulfill the boundary condition at x = ±L, which are continuity, γ(±L−) = γ(±L+), and con-
tinuity of the derivative, ∂xγ(±L−) = ∂xγ(±L+).
c = 10 h = 5 k1 = 0.09 min−1
κ = 18.5 σ = 0.55 min−1 ki = 1.7 min−1
kt = 0.9 min−1 $ = 101 $ = .0 0052
q = 4000 λ1 = 10−4 λ2 = 0.2575
θ = 0.01 D = 0.024 mm2/min r = 10 µm
a0 = 0.04423 a1 = 0.1526 a2 = 328.2
vc = 0.02 mm/min ρc = 0.6 ∆γc = 25.98 nM/mm
Table 1. Parameters used for simulations of equation (1) in the first row. Second row: Parameters used to 
approximate the production function in equation (2). Third row: Parameters used when cell movement was 
included.
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For the cAMP concentration inside the cell cluster we used the fact that simulation results showed that the γ 
values inside the cluster are small compared to the values of the cAMP waves, which justifies making an approx-
imation of the production function Φ for small values of γ, we therefore take the polynomial approximation 
kt β/h ≈ a0 + a1γ + a2γ2 and the system reduces inside the cluster to
γ γ γ= + − + + ∂ .a a k a D0 ( ) (2)e xx0 1 2 2
It is worth mentioning that the polynomial approximation values were not taken from the Taylor expansion of 
the production function for γ  1, but rather from a least square fitting of the production function. The fitted 
values for our set of parameters (independent of ke) are listed in Table 1. Equation (2) just by itself is invariant to 
space translation, even though this is not true for the entire system, this invariance produces a conserved quantity, 
which we will call energy and can be used to calculate the shape of the cAMP accumulated around the cluster. We 
can rearrange the equation to show its energy conservation more clearly
γ
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D
with ( )
2 3xx
e0 1 2 2 3
and the total energy E can be found by integrating both sides by γ. Therefore E = V + (∂xγ)2/2 is conserved and 
fixed by the boundary condition. To calculate the shape of the solution we need the energy value, but since the 
decaying tail has a free parameter we need to introduce a second free parameter and then match the two solutions. 
Therefore, we leave the maximum value of γ, γM as a free parameter and we numerically calculated the solution 
using
∫ γγ γ− = .γ
γ d
E V
x
2[ ( ) ( )]M
M
For every γM there is a size L such that it fits the boundary condition to match the decaying tail
γ γ= = ∂ | = − ==
k
D
x L E V x L( ) 2( ( )) ,e x x L
an example of the relation γM vs L is shown in Fig. 1b. From there, it can be seen that it exists a maximum 
length for which the static solution exists. For those values of L where two possible values of γM exist, the sys-
tem chooses the one with smaller γM. Indeed linear stability analysis showed that the smaller solution is stable, 
while the bigger one is unstable. Following this procedure we arrive at two results. First the cluster size values at 
which a stable, time independent solution exists, and second an approximation of this solution when it exists, see 
for comparison Fig. 1a where both the numerical solution and theoretical prediction are plotted with excellent 
agreement.
The predicted maximum cluster size for different values is compared to the biggest clusters found through 
numerical simulations in one and two dimensions in Fig. 1c with good agreement for small ke. We believe the 
difference in agreement for large ke comes from the potential V approximation, which is valid only for low values 
of γ, since for larger ke the values of γ are higher, the approximation is not so good, but still manages to catch the 
general behavior of the system. For 2-D simulations, cells where located in r < L with r2 = x2 + y2. We see that 
bigger clusters can be maintained in a low steady state when the degradation is increased, this is expected since 
for fixed L, γM diminishes with increasing ke.
Figure 1. (a) Time independent cluster size solution. Spaces occupied by cells in blue, result of numerical 
simulations in red, and theoretical prediction in black, dashed line. ke = 7.0 min−1 and L = 0.17 mm, equivalent 
to 34 consecutive cells. (b) Distance L from the center at which the system matches the decaying tail boundary 
condition, depending on the maximum concentration γM reached at x = 0. Stable solution in continuous line 
and unstable in dashed line. ke = 7.0 min−1. (c) Maximum size at which cluster still remain non-oscillatory.  
1-D simulations in black, 2-D in red, theoretical 1-D prediction in dashed line.
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If the cell group is bigger than its critical size it oscillates at a frequency that is size dependent, see for exam-
ple Fig. 2a, also depicted in Supplementary Video S1, where one oscillating cluster is shown. As the cell group 
becomes larger, the frequency increases converging towards the limit cycle frequency. We measured this value 
for different cluster sizes once the cluster frequency converged to measuring precision. This relation is shown in 
Fig. 2d.
At small sizes the cluster oscillation is synchronized (bulk), but as it gets bigger ( . L 0 19 mm) a wave devel-
ops. This wave starts at the center of the cluster and moves towards the sides increasing its amplitude as it travels, 
as can be seen in Fig. 2b,c. Compare to Fig. 2a which shows a smaller cluster which oscillates synchronously. This 
effect can also be seen in Supplementary Video S2 which in turn can be compared to Supplementary Video S1.
Target patterns in random distributions of cells. When we assigned random locations to the cells, 
the system showed different regimes as we increased ke. For low values of ke the system oscillated mostly syn-
chronously, see Supplementary Video S3 and Fig. 3a) for a space-time plot. For high values of ke the system was 
incapable of oscillating by itself and reached a steady state of low cAMP (see Fig. 3c).
A more interesting behaviour was observed for intermediate values of ke. There, the areas of higher local 
density acted as oscillatory centers, while the rest of the system relayed the emitted waves. This means that the 
lower density areas although not capable of oscillating by themselves are capable of producing enough cAMP to 
maintain the wave and avoid its complete degradation.
This heterogeneity in the system response, seemingly both oscillatory and excitable, appeared even though 
the same parameters were used trough the whole system, the heterogeneity being given by the cell distribution.
The appeared target centers have a range of frequencies and are stable. They also interact with each other, thus 
higher frequency centers dominate over the lower frequency ones. These characteristics match the observation in 
D.d. patterns20. A typical example of our simulation results can be seen in Fig. 3b and in Supplementary Video S4.
The range of degradation values ke in which centers can be observed depends on cell density as is shown in 
Fig. 4a. Under the shaded area bulk oscillations like in Fig. 3a are observed, and above the shaded area spontane-
ous center do not appear, like in Fig. 3c. At higher cell densities, higher degradation rates are required to observe 
spontaneous centers, which is consistent with the idea that phosphodiesterase is produced and released to the 
external media by the cells, therefore a higher concentration of cells should produce a higher concentration of 
phosphodiesterase and therefore a faster degradation. Nevertheless, the amount of maximum degradation does 
not scale linearly with density, but the size of the existence range decreases with higher density.
Figure 2. (a) Space-time visualization of a self-oscillating cluster, with cells in |x| < 0.15 mm. ke = 5.0 min−1. 
(b) A larger cluster of cells with L = 0.375 mm and ke = 5.0 min−1. (c) Different representation of the simulation 
in (b), concentration of cAMP is shown in the z axis with equitemporal lines to guide the view. The increase in 
amplitude towards the cluster edges can be observed (see also Supplementary Video S2). (d) Oscillation period 
of isolated clusters depending on their size in black line. Cells located in |x| < L and rest of the system empty 
space, ke = 5.0 min−1. Red dashed line marks the period of the limit cycle in spaceless (0-D) simulations.
Figure 3. Patterns at different degradation rates. Patterns showed by the system with a random cell distribution 
at a density of 5 · 105 cells/cm2 (0.5 mono-layer) and different degradation rates. (a) ke = 4.0 min−1, (b) 
ke = 5.5 min−1, and (c) ke = 7.0 min−1.
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The transitions between synchronized oscillations, center creation, and low steady state are not bifurcations 
but rather smooth and of a stochastic nature. That means, for example, that for high values of ke a small number of 
centers may still appear in some simulations if by chance big clusters of cells appear together. The shaded area of 
Fig. 4a indicates where centers spontaneously appear in more than 75% of the cases. See Methods for a description 
of the boundary calculations for Fig. 4a.
To understand the nature of the traveling waves we calculated their dispersion relation, i.e. the shape of the 
velocity-period curve. We used the homogeneous distribution simulations mentioned in Methods to study more 
controlled waves. The waves are generated perturbing the system with a period T and the velocity is calculated 
following each individual peak once they passed the initial transient. These dispersion relations are presented in 
Fig. 4b. It can be seen that they present the characteristic shape of trigger waves15, therefore they are actual waves 
that produce transport of chemicals in contrast to pseudo- or phase waves which do not involve chemical trans-
port and have a smaller dependence on diffusion. Here, diffusion is necessary to activate the next cell and with 
that relay the wave, another characteristic of trigger wave behaviour.
If the homogeneous system is perturbed with higher frequencies than those depicted in Fig. 4b it will not react 
with a 1:1 response, but instead it will propagate the waves with a lower frequency, usually located in the elbow 
(strong curvature) area of the curve.
Furthermore, we measured the frequency of the signaling centers in 1-D simulations for a fixed cell density 
of 4 · 105 cells/cm2 (0.4 mono-layer) as a function of degradation rate. We measured lower center frequencies at 
higher degradation rates, as shown in Fig. 4c.
Streaming. One common test for the waves generated in a D.d. model is if the system is capable of showing 
streaming once cell movement is added. Streaming is a characteristic feature of the intermediate state of D.d. on 
their way towards the mounds. It consist on the alignment of the cells in a head to tail manner, thus displaying 
long ramified lines of higher density that spread radially from the aggregating center.
To test this feature, we added cell movement in a simple toy-like manner. The cells would move at a constant 
speed vc if they sense a cAMP gradient bigger than a minimum ∂xγ > ∆γc and if their percentage of active recep-
tors is bigger than a cutoff ρ > ρc. The first rule avoids movement due to random noise and the second avoids 
the back-of-the-wave problem21,22. The back-of-the-wave paradox consists in taking into account that D.d. only 
moves in the first half of the wave, ignoring the gradient of the decreasing cAMP in the second half which would 
move the cell in the opposite direction. By adding a minimum ρ to allow the cells to move, they effectively move 
only in the first part due to the desensitization produced by the passing wave. The cells continue moving as long 
as these both conditions are met. Initially we did not allowed cell superposition, therefore a cell would only move 
towards a different space if the arriving location were empty. The updated cell positions were calculated each time 
step using a forward Euler scheme, after the γ, β, and ρ fields were calculated. All used parameter are listed in 
Table 1.
We performed numerical simulations in 2-D where we allowed cell movement after a pattern was already 
established (t ≈ 50 min). Images of a typical simulation are presented in Fig. 5 where the streams can be clearly 
observed, thus recovering the expected behavior. The full simulation can be seen in Supplementary Video S5. It is 
also worth mentioning that after cells start to move some wave fronts may break and produce spirals.
Cell superposition and bounded phosphodiesterase. As a way of perfecting our simple toy model 
for movement we included the possibility of cells superimposing in the same location, with a maximum of 5 
cells per grid point. In order for the system to continue presenting centers and continuous cell streaming, addi-
tional degradation is needed. That is, with the previously used constant degradation the centers and aggregation 
streams start to break once cell clumps appear due to movement. See Fig. 6 in comparison to Fig. 5 where target 
centers and stream lines quickly break apart. A simulation showing this behaviour is presented in Supplementary 
Video S6.
Many experimental studies point to the existence of phosphodiesterase bounded to the cell membrane23,24. 
Adding this extra bounded phosphodiesterase keB solves these problems and the system behaves as before, 
Figure 4. (a) The shaded area indicates where spontaneous centers can be observed, depending on cell density. 
Blue dots indicate the degradation rate at which 75% of the simulations presented spontaneous centers. Error 
bar extends up to 50%. Lower boundary marks the maximum degradation rate at which the homogeneous 
system presents bulk oscillations. (b) Dispersion relations for different densities. 5 · 105 cells/cm2 (0.5 mono-
layer) in red circles, 4 · 105 cells/cm2 (0.4 mono-layer) in black squares, and 3 · 105 cells/cm2 (0.3 mono-layer) 
in blue triangles. ke = 5.0 min−1. (c) Center frequency for different degradation values. 1-D simulations with 
density = 4 · 105 cells/cm2, 100 simulations used for each ke value.
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producing centers which persist after movement (see Supplementary Video S7). Therefore, we conducted sim-
ulations where there is a constant degradation present on the system keU which represents the unbounded, free 
phosphodiesterase; and a bounded degradation keB which exists attached to the outside of the cell membrane and 
Figure 5. Snapshots of aggregation at different elapsed times. cAMP concentration on the left and cell 
distribution on the right. Same γ scale as in Fig. 3, gray squares show where cells are present and empty spaces 
are shown in black. Density = 4 · 105 cells/cm2 (0.4 mono-layer) and ke = 5.7 min−1. (a) t = 30 min, (b) t = 75 min, 
(c) t = 100 min, and (d) t = 150 min.
Figure 6. Snapshots of aggregation at different elapsed times with cell superposition, but only unbounded 
degradation. cAMP concentration on the left and cell distribution on the right. Same γ scale as in Fig. 3, gray 
squares show where one cell is present, white squares contain more than one cell, and empty spaces are shown 
in black. Density = 5 · 105 cells/cm2 (0.5 mono-layer) and ke = 5.7 min−1. (a) t = 39 min, (b) t = 75 min, (c) 
t = 120 min, and (d) t = 150 min.
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therefore exists only on the occupied spaces and in an amount dependent on the number of cells in that location. 
The new equations are then
ρ γ ρ γ ρ∂ = − + −−k f x y f x y( ( , )) ( ( , ))(1 ), (3a)t i i i i i i i1
1
1 2
β ρ γ β∂ = Φ − +s x y k k( , ( , )) ( ) , (3b)t i i i i i t i
∑γ γ γ β γ∂ = ∇ − + − .x y D x y k x y H i x y k h k x y( , ) ( , ) ( , ) ( , , )[ / ( , )] (3c)t eU i
N
t i eB
2
The results obtained with these equations are similar to those shown in Fig. 3, that is, we distinguish three 
types of behaviour depending on the degradation rates. The degradation combinations for which the system still 
presents spontaneous centers are shown in Fig. 7. Unlike in the case with no bounded phosphodiesterase, the var-
iance of the normal distribution decreased with the bounded degradation rate, thus making the transition from 
centers to low steady state much sharper at higher keB.
We see that there is no fixed ratio of bounded/unbounded phosphodiesterase such that the system produces 
centers, but rather there is a whole range of values, depending on the system density, thus allowing the cells 
to have some variability and still present the same behaviour. It is noteworthy that as the bounded degrada-
tion increases (keB), keU decreases, as does the range of possible unbounded values keU, and the upper transition 
becomes sharper, since the range of values where 50–75% of simulations presented centers diminishes (length of 
the upper errorbars). Thus the cells can have less variability in keU as keB increases.
Discussion
Over the past years several models have been used to describe the patterns observed in D.d. Excitable models are 
capable of sustaining spiral and trigger waves, but in order to generate a target pattern they require either an oscil-
latory center or spontaneous/random firing from the cells. On the other hand, oscillatory models require some 
sort of inhomogeneity to be added to the system to produce stable centers and avoid bulk oscillations. It has been 
shown that increasing the cell parameters along a developmental path or adding random firing decides the loca-
tion of the observed patterns in an artificial way25–28 which contrast with experimental observations showing that 
oscillation is a collective effect instead of the work of some specialized cells, where even the cells composing the 
oscillating center move continuously in and out of the signaling center29,30. We suggest that a more simple mech-
anism is also in play to produce centers for densities less than a mono-layer: the inhomogeneous cell distribution 
in the system is enough to create stable emitting centers. Our model matches the observation of Lee et al.31 who 
showed that at lower densities (below mono-layer density ≈106 cells/cm2) target centers dominate the observed 
patterns, while high above confluency, spirals appear. Our simulations show that below confluency and for a fixed 
value of ke, the number of target centers increases with cell density until the transition to bulk oscillations occur 
(see Fig. 4a). A recent experiment by Ohta et al.30 showed that at densities of the order of 1.25 · 105 cells/cm2 (0.125 
Figure 7. Phosphodiesterase degradation rates at which spontaneous centers exist. Below the shaded area the 
system presents bulk oscillations. Above the shaded area no spontaneous centers appear. Cell density is 4 · 105 
cells/cm2 (0.4 mono-layer) in panel (a) and 6 · 105 cells/cm2 (0.6 mono-layer) in panel (b). Upper boundaries 
indicate the degradation rate at which 75% of the simulations presented spontaneous centers. Error bar extends 
up to 50%. Lower boundary marks the maximum degradation rate at which the homogeneous system presents 
bulk oscillations.
8SCIENTIFIC REPORTS |          (2019) 9:3935  | https://doi.org/10.1038/s41598-019-40373-4
www.nature.com/scientificreportswww.nature.com/scientificreports/
mono-layer) centers can be generated by groups of roughly 13 synchronized cells in an area of 100 × 100 µm2. 
These results match our observation with ke = 1.56 min−1 where a group of approximately 18 cells produce an 
oscillatory center, see Fig. 8 and Supplementary Video S8.
At higher cell densities when the pattern evolves towards spiral creation, we expect this mechanism to be less 
relevant, although our model did show occasionally spirals when the wave front broke due to high inhomoge-
neities in cell density (see Supplementary Video S9). Above mono-layer densities it has been shown that the cell 
development inhomogeneity18,32 and the strength of the feedback loop on excitability33 play a prominent role in 
the spiral creation process.
We stress the simplicity of this mechanism which does not make big assumptions about the inside state of the 
cells, but simply requires an external degradation mechanism to be present in the media. Small groups of isolated 
cells reach a steady state of low cAMP concentration. We showed that this stable solution exist for small clusters, 
where the system has two solutions, a stable and an unstable one. Once the cluster size increases over a critical 
value, the cluster is no longer stable and starts to oscillate with a size dependent frequency, therefore bigger 
clusters have a higher frequency which allows them to dominate over smaller clusters. In simulations with ran-
domized cell locations the centers are not necessarily large clusters of consecutive cells, but rather just areas of a 
higher local density, where some clusters are usually separated by small distances and act together as a big cluster. 
Even though this does not exactly match the scenario described in the Oscillatory Clusters section, it does provide 
an insight into why these centers spontaneously appear. Our model is therefore, a collective effect where groups of 
cells behave oscillatory and individual cells are excitable to external cAMP pulses, consistent with experimental 
observations29, furthermore the lower cAMP level at lower densities is fundamental for their excitable behavior, 
displaying an oscillatory behaviour if the cAMP levels are artificially risen29.
Having a constant degradation across the entire system is an oversimplification of the real setup where the 
cells produce different amounts of phosphodiesterase34 and it even changes over time35, but since the centers exist 
over a range of degradations (see Fig. 4a) we believe that the observed effect is robust to individual differences of 
phosphodiesterase production in cells, an effect which is also dampened by phosphodiesterase diffusion. Further 
modeling including phosphodiesterase diffusion and production is necessary to explore these possibilities.
The target patterns showed to have all the main features of those observed in experiments, like producing 
trigger waves, having different frequencies, and higher frequency centers taking over lower frequency ones. The 
system showed a range of degradation values at which it presents centers, this range decreased with increasing 
density, while the maximum value scaled non linearly with density. For a fixed cell density increasing the degra-
dation rate decreased the average center frequency (see Fig. 4c), consistent with measurements in flow chamber 
experiments29.
Once cell movement was introduced, the system showed streaming when aggregating. We attribute this 
behaviour to the velocity dependence on density (see Fig. 4b), as it has been shown before in similar descrip-
tions16,17,36. In those systems, as in ours, the cAMP wave travels faster on the areas with higher cell density thus 
producing a wave which is not perfectly circular. This shape leads to an aggregation which is not radially uniform, 
thus producing streams. In this model the velocity dependence on density comes from the wave speed differ-
ence between spaces with cells, where new cAMP is produced, and empty spaces where speed is given only by 
diffusion, thus on average higher density areas relay waves faster than lower density ones, producing streaming. 
This simple aggregation model shows that intracellular localization of cAMP or ACA is not necessary to explain 
Figure 8. Image of a numerical simulation showing a signaling center with the characteristics of those observed 
by Ohta et al.30. Density = 1.25 · 105 cells/cm2 (0.125 mono-layer), ke = 1.56 min−1. (a) cAMP concentration in 
the areas occupied by cells, with equal concentration levels of the whole extracellular media. (b) Zoom of the 
signaling center marked with red in (a) showing the percentage of active receptors ρ. Cells with lower ρ (dark 
purple) are those which initially fire. Around 18 cells constitute the firing center.
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streams, along with other mechanisms such as cell-cell adhesion, chemotactical memory37, and directional recti-
fication38, that, although are present in the experimental system, do not seem to be fundamentally necessary for 
stream formation.
The final section highlights the role of a cell bounded form of degradation. This comes into relevance once the 
cells have started to move and form small clumps. In order for these clumps to not disrupt the wave propagation 
process, a degradation that scales with density is necessary. The existence of this type of phosphodiesterase is still 
a matter of discussion in the experimental community24,34,39,40 and even though we believe our model provides 
arguments in favor of the existence of both types, the effect of locally increasing degradation can also be explained 
by a local accumulation of phosphodiesterase around the cells possibly due to the recent release of PDE to the 
extracellular media that has not yet diffused sufficiently.
In conclusion, we have presented a scenario of creation of target patterns in a model describing pattern for-
mation in D.d. This scenario does not require specific stages along the cell developmental path, nor requires the 
introduction of random firing, both of which preselect the location of target centers. Instead, in this description 
wave centers appear spontaneously in areas of higher cell density. We have shown that introducing cell inhomo-
geneity in the Martiel-Goldbeter model creates naturally target patterns that are stable and capable of producing 
waves that fill the whole system. We characterized these centers, which correspond to areas of higher cell density. 
The size of the minimum cluster required to produce a center increases with the degradation rate of the system. If 
the cluster size is not big enough to sustain autonomous oscillations, it reaches a low steady state whose amplitude 
decreases with the degradation rate. These smaller clusters, or areas of lower local density can nevertheless be 
excited, thus allowing waves to propagate through the system. Therefore, this scenario reproduces the large scale 
organization displayed by D.d. populations.
Methods
The system was simulated using a fourth-order Runge-Kutta scheme with Merson correction41 and an adaptive 
time step. We used finite differences and a 5 points laplacian in 2-D and 3 points in 1-D. For 1-D simulations 
dx was selected equal to the cell size r = 10 µm. To speed up calculations for most 2-D simulations, dx = 5r was 
selected, with the results being confirmed by smaller grid sizes.
To calculate the upper boundary of Figs 4a and 7 we simulated the system a hundred times for each set of 
parameters and recorded how many simulations presented centers. We then fitted a gaussian distribution around 
the boundary and from this fitting extracted the expected value for a 75% of center appearance (marked as a 
circle) and for a 50%, marked as the end of the errorbar. In Fig. 4, where only unbounded phosphiesterase was 
present, the fitted gaussian distributions presented the same variance, differing only in their mean. In Fig. 7 the 
variance lowered with increasing keB.
To calculate the lower boundary we used a extreme case consisting in homogeneously distributed simulations, 
where cells had a constant distance between them. This is the most spread out possible distribution for the cells, 
thus avoiding clusters as much as possible. For example, if the density is 5 · 105 cells/cm2 (0.5 mono-layer) the 
distribution would be one cell, then 0.01 mm of empty space, then another cell and so on. In this homogeneous 
system if the degradation is too small the cells show bulk oscillations. As we increased the amount of phosphodi-
esterase the bulk oscillations ceased and the system reached a stable steady state of low cAMP concentration. The 
lower boundary of Figs 4a and 7 indicates the maximum amount of phosphodiesterase such that the homogene-
ous system shows bulk oscillations, therefore at that degradation rate or higher any inhomogeneous cell distribu-
tion will produce target centers.
Data Availability
All data used in this study will be made available upon request.
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6 Discussion
During this work the theoretical framework of the Martiel-Goldbeter model was modified
to perturb the pattern formation process in D. discoideum in two di↵erent ways: due
to advection and due to obstacles. In both cases numerical and theoretical results were
presented, the limits and predictions of the model were tested, along with qualitative
comparisons with experimental results.
6.1 Perturbation by Advecting Flows
When an advecting flow is applied to a colony of D. discoideum a new dynamical regime
appears [86]. In this convectively unstable regime the steady state solution destabilizes
when a flow above a critical velocity is applied. This instability could be particularly
relevant in the natural habitat of the amoebas, where the cells are constantly under
advecting flows on the soil of forests. In this regime, a perturbation produces a growing
wave train in which three relevant speeds were identified and calculated: the speed of
the back of the wave train vb, the speed of the front of the wave train vf , and the
individual peak velocity vp (see Figure 3 in Chapter 2 for a graphical representation
of these velocities in the wave train). The front and back of the wave train velocities
were calculated using the steepest descend method to obtain the long term behavior of
the system in a moving reference frame [111]. They correspond to the minimum and
maximum velocities such that, if the reference frame is moving at that velocity, the
perturbation has a positive growth. The front velocity vf is always higher than the
advecting flow velocity V , while the back velocity vb is always lower than the imposed
one. The predicted velocities through this linear analysis matched excellently with the
velocities measured in the full nonlinear simulation.
Since the velocity of the front and back of the wave train are di↵erent, the wave
train grows in size as it is advected downstream, producing a train with an increasing
amount of peaks as it travels. Following a particular peak or valley inside the wave
train shows that the peaks in the middle of the wave train move faster than in the front
of the wave train, therefore the peaks change their relative location in the wave train,
moving towards the front, and then slowing down when they reach the front of the train
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to match the front of the train velocity vf . In other words, at a fixed point in time the
peaks inside the wave train have di↵erent instant velocities depending on their position
inside the wave train, lowest at the back (vb), rapidly increasing at the middle up to
vp, and then decreasing towards the front to match vf . Since period and velocity are
uniquely determined by the dispersion relation of the system, the wavelength is smaller
at the front of the train than in the middle of it, producing a peak accumulation at the
front of the wave train. This tra c jam of wave peaks is known as wave stacking and
it has been reported in other excitable systems [112, 113].
The convectively unstable regime exists at lower degradation rates than the oscil-
latory regime and thus provides a mechanism for wave creation in phosphodiesterase
deficient systems. For example, setups with very low cell densities, cells in early stages
of development at the onset of starvation, pdsA- cells, among others. In such a system
it is of utmost importance what kind of chemicals gets injected in the system with the
advecting flow. In the numerical simulations this is equivalent to the boundary con-
ditions used in the upstream edge of the system. In the case where there are no cells
upstream the flow would be free of cAMP and can act as a destabilizing agent.
It was shown that holding the upstream boundary to a zero concentration of cAMP
produces an instability that periodically sends wave trains downstream. The wave
generation mechanism works by first advecting downstream the cAMP, thus depleting
the upstream area of cAMP, this low concentration of the chemoattractant destabilizes
the cells close to the upstream boundary, which react by releasing a pulse of cAMP. This
pulse gets advected downstream and produces a wave train as previously described, but
it also excites the cells upstream from the destabilization point. This excitation produces
a pulse that travels upstream until it reaches the boundary, where it is absorbed and the
cycle starts again. The period of this cycle, and therefore the period with which a new
wave train is advected downstream, is given by how long it takes for the pulse to travel
up to the upstream boundary. The velocity of this pulse depends on the advecting flow
velocity, and thus with faster advecting flows the period of oscillation is longer. The
nucleation point for this instability also depends on the advecting flow and it is located
farther away from the upstream boundary when faster flows are applied (see the plots in
Figure 10 in Chapter 2 for these dependencies on velocity). At higher velocities of the
advecting flows the upstream traveling pulse can not propagate and the system reaches
a time independent steady state instead of showing waves.
A situation such as this can be recreated in a laboratory setting by advecting fresh
bu↵er in a microfluidic channel where cells are located at the bottom. Numerical simu-
lations of such a microfluidic setup in 2-D show a very particular shape of the upstream
traveling pulse. Due to the small height of this setup, the boundary layer is very small
(⇡ 50 µm) and the advecting flow has mostly a planar profile in the top view projection
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(see Figure 3.1 at the end of Chapter 3). Even when this advecting flow is mostly planar
the upstream traveling pulse acquires a cusp in the middle as it travels up the channel,
reaching a triangular shape.
This kind of wave deformation when traveling against a Poiseuille flow has been
previously described for fronts in auto-catalytic reactions [114, 115], where only one
component is involved in the chemical reaction. It is remarkable that a similar shape is
achieved in a system where two components are involved, one of which does not move
with the advecting flow (the percentage of active receptors ⇢). Therefore, the triangu-
lar shape is achieved even though the slow reacting variable does not move with the
triangular shape. Other example of a pulse acquiring a triangular shape when traveling
against a Poiseuille flow was presented by Ermakova et al. [116] where the FitzHugh-
Nagumo model with advection was used. In that case both reactants were advected
and could di↵use. Another key di↵erence between these auto-catalytic or excitable sys-
tems and the Martiel-Goldbeter model here studied is that the parameter regime in
which the Martiel-Goldbeter system was studied does not normally allow the creation
of single pulses. That is, under these parameters (in the convectively unstable regime)
an external perturbation in the cAMP concentration produces wave trains traveling
downstream, not pulses. This is di↵erent from the FitzHugh-Nagumo model which was
studied in the excitable regime, where the stable solution is the emergence of traveling
pulses. The pulses traveling upstream observed in the convectively stable regime have
the characteristics of a trigger wave, typical for the excitable regime of this model. This
is an example of this system behaving like an excitable system when the cAMP con-
centration is kept to a low value through external e↵ects. In this case is the absorbing
boundary condition that together with the advecting flow keep the cAMP concentration
low in the area close to the upstream boundary. This idea of the system behaving as
excitable under such conditions appears also later in our study of the e↵ects of a discrete
cell distribution in this model.
Unfortunately we have no evidence of experimental observations in wild type cells of
this wave creation instability. This discrepancy seems to come from the states (para-
meters such as degradation and production rate) the cells undergo during their devel-
opment, where wild type cells do not seem to cross the parameter range where this
boundary driven oscillations exists. An interesting approach for experimental confirma-
tion is provided by pdsA- cells, which do not produce phosphodiesterase, although they
produce cAMP, and therefore do not produce cAMP waves naturally. A flow of clean
bu↵er might provide the destabilizing mechanism necessary for wave production, thus
showing boundary driven oscillations. Experiments and numerical studies are currently
exploring these possibilities.
The second work presented in this thesis [76] focuses on the e↵ects of high speed
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flows on D. discoideum pattern formation. In its natural habitat D. discoideum can be
subjected to flows up to the order of 100 mm/min [117] which can have an enormous
impact in cAMP signaling and consequently in Dictyostelium’s survival. As part of this
work the shape of the wave front in the 2-Component description was compared with
the 3-Component version of the Martiel-Goldbeter model, and striking di↵erences were
found. When a Poiseuille flow was applied, the shape acquired by the fast reaction
model (2-Component) was very similar to the applied flow shape, and, even more, was
almost identical to the shape acquired by non-reacting particles being only advected by
flow. Therefore, the wave shape of the fast reacting cAMP wave was mostly given by
the flow profile, and not by the internal chemical reactions. The opposite case is true
for the 3-Component model, where even though a mostly planar profile was applied,
the wave had a strong parabolic shape (see Figure 6 in Chapter 3). The wave profile
showed by the 3-Component model was much more similar to the waves observed in our
experiments, thus highlighting the importance of slow internal cAMP build-up inside
the cell before its release to the external media.
Because of its fast reaction scheme, the 2-Component model presented a very sharp
wave front, which means that the transition between areas without cAMP and areas with
high cAMP concentration was very abrupt. In contrast, for the 3-Component model
this transition was smoother, with a slower build-up of the chemical before reaching
its maximum concentration. As a consequence of this, the 3-Component model shows
wider waves than its 2-Component counterpart. Both schemes presented an almost
linear increase in wave width with increasing advecting velocity, therefore at higher flow
speeds the waves were wider. This correlated well with our experimental observations
where the width also scaled linearly with the imposed flow. Furthermore, the wave width
dependence on flow seemed to be almost instantaneous, as the experiments when the
flow was stopped showed. In those experiments the wave profile changed immediately
when the applied flow changed speed, therefore showing characteristics of a trigger
wave. This reaction to the applied flow was successfully reproduced by our numerical
simulations (see, for example, Figure 14 in Chapter 3). Increasing width with flow has
also been reported in the FitzHugh-Nagumo model with advection [116] and seems to
be a generic characteristic of excitable systems, although the particular way in which
the width scales with speeds depends on the specific system. This phenomenon can be
understood by noticing that since the flow advects the activator, it is capable of exciting
areas of the system that are located farther away in a shorter time than di↵usion would
do alone and thus producing a bigger area where the system is excited simultaneously,
and therefore a wider pulse.
At higher flow speeds the wave profile becomes extremely elongated in the flow
direction, with the front of the wave quickly traveling the whole length of the channel,
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while the sides of the parabolic profile move slowly across the channel’s shorter length.
The wave velocity perpendicular to the flow was measured to be constant and consistent
with the wave velocity in the absence of flow (approximately 0.4 mm/min [118]). Since
the leading front of the wave profile leaves the channel so quickly at high flow speeds,
the observed wave usually looks like a pulse wall almost parallel to the channel’s long
axis which moves towards the upper or lower boundaries (see Figure 9 in Chapter 3).
Because of this, the wave initiation point is crucial to the pattern formation, that is,
where the wave originates along the vertical axis determines the shape of the flow profile.
The wave shapes shown by the experimental setup were successfully reproduced by our
numerical simulations, as can be seen by comparing Figures 5 and 9 in Chapter 3.
To produce waves in this numerical setup we chose the developmental path approach,
originally described by Lauzeral et al. [78] and explained in Section 1.3. In this devel-
opmental scheme we observed that the waves originate when a su ciently big group of
cells located in the upstream boundary is in the oscillatory regime. This is in accord-
ance with the observations by Geberth and Hu¨tt [82] who also observed that the cell
groups more advanced on the developmental path become the first target centers. It is,
however, di↵erent in our setup that this oscillating cluster needs to be located upstream
if the flow velocities are big. That means, that the waves are only initiated upstream in
the channel, with oscillatory clusters downstream failing to produce a traveling wave,
which is in agreement with our experimental observations. Both in experiments and in
simulations, waves can be started along the entire length of the channel if the imposed
flow is slow enough. The explanation for the lack of wave creation along the channel is
not yet clear, but we think it has to do with the quick advection of cAMP when it is
produced by the oscillatory cells downstream, therefore cAMP does not accumulate fast
enough to excite neighboring cells, since the fast flow quickly advects small quantities.
The period of the waves was shown to be independent of imposed flow velocity,
both in experiments and simulations. This provides a timescale for cell aggregation
which is robust to di↵erent flow velocities, thus ensuring aggregation and therefore
survival in these very extreme conditions. In regards of this, in our experiments we
observed aggregation for all the tested flow speeds, which were up to 50 mm/min. The
aggregation patterns were di↵erent than in the absence of flow, since in most cases they
did not present streaming. The lack of streaming is expected under the assumption
that wave velocity needs to scale with density in order to produce streams; since in
the microfluidic channel setup wave velocity depends mainly on imposed flow, the lack
of stream is not surprising. The aggregation patterns observed were mostly round
clusters of cells that follow a triangle-like distribution with the angle opening towards
downstream (see Figure 16 in Chapter 3).
Due to its excellent correlation with experimental observations we concluded that the
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developmental path scheme can successfully be applied to study the e↵ects of advecting
flows in D. discoideum. On the other hand, the 2-Component version of the Martiel-
Goldbeter showed to be incapable of reproducing the experimentally observed features,
highlighting the importance of the slow build-up of cAMP concentration in the amoebas’
intracellular media.
Since advecting flows are ubiquitous in nature, the results here presented might be
useful for other excitable or oscillatory systems subjected to advection. The velocity
and shape of the applied flows and particularly the boundary conditions upstream play
a crucial role in the characteristics of the chemical waves. Here it was shown how
in this system they can lead to new instabilities and provide a new wave creation
mechanism, produced by the absorbing boundary condition. It was also shown that
the triangular deformation of waves traveling upstream can also occur in systems when
only the activator is being advected while the other reactants remain stationary, thus
increasing the number of systems where this phenomenon could potentially be observed.
And in particular for this system we have shown how the signaling mechanism developed
by D. discoideum is robust enough to still allow for aggregation under extremely stressful
environmental conditions, thus ensuring the organisms’ survival.
6.2 Perturbation by Obstacles and Spontaneous Target
Centers
The experiments presented in the third work in this thesis, Chapter 4, show that ag-
gregation of D. discoideum can be controlled using pillars as centers of aggregation. In
our experimental setup a colony of D. discoideum is placed on a PDMS base with pil-
lars protruding from it, also made from PDMS. These pillars have a diameter of 1 mm,
and are thus much bigger than the average cell size of 10 µm. Once signaling starts,
concentric circular waves propagate from the pillars, these waves annihilate and interact
as normal target waves, with higher frequency centers taking over lower frequency ones.
Of vital importance for the experiments to work is the addition of ca↵eine to the bu↵er
during both the starvation and the signaling part of the experiment. Using numerical
simulations we were able to reproduce the ordered aggregation patterns forming squares
and hexagons, along with successfully reproducing the e↵ects of ca↵eine, and shed some
light on what chemical mechanisms might be in e↵ect to produce these patterns.
It has been shown that ca↵eine is a cAMP suppressor [34] that at small concentrations
still allows for normal signaling and aggregation. In our setup we added 2 mM of ca↵eine
which increases the oscillation periods from 5-6 min to 9-10 min [36], and diminishes
the number of centers appearing [119], thus leading to larger aggregation areas (see
Supplementary Figures in Chapter 4).
To account for the addition of ca↵eine we modified the parameter that accounts for
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the a nity of the ATP for the ACA, that is, we increased the Michaelis constant of the
reaction that produces cAMP. This modification to the model is capable of reproducing
many of the e↵ects observed in our experiments: the period is increased in a dose-de-
pendent manner and the amount of centers is decreased. To study these properties we
used the cellular-automata like model described in Chapter 5 and measured the beha-
viour of the trigger waves as the amount of ca↵eine was increased (i.e. the parameter
Km was increased). We found that increasing the ca↵eine concentration reduces wave
speed and increases wave period, thus reproducing previous experimental observations
[36].
Our numerical simulations also reproduce the decrease in the number of aggregating
centers in the presence of ca↵eine. This decrease is explained by the minimum size a cell
cluster needs to have in order to become an oscillating center. In this model, areas of
high cell density are capable of oscillating autonomously while lower density areas relay
the trigger waves. When ca↵eine is added, the density necessary to produce a center is
increased. Therefore, given the same average density, a population with ca↵eine would
produce less aggregating centers than one without ca↵eine. We think that this decrease
in aggregating centers is fundamental to have a clear controlled aggregation, since a
large number of centers appearing in random locations away from the pillars would
interact and interfere with the waves emanating from the pillars. In our experimental
setup adding ca↵eine also reduces the amount of spirals observed, producing more target
waves than spiral ones. Since spiral waves have a higher frequency than target patterns
they would take over the waves emanating from pillars and thus impede the control
over the final pattern. To further encourage the apparition of centers we also chose
a starvation time of 4 hours which was shown by Prabhakara et al. [120] to mainly
produce centers. For this reason we chose a numerical scheme that focuses on target
pattern appearance over spirals.
Nevertheless, numerical simulations showed that these e↵ects produced by ca↵eine
were not enough to account for the experimental observations. In order for the pillars
to act as centers a special boundary condition needed to be applied. If the pillars were
considered as an ordinary wall, a no-flux boundary condition would have been the proper
numerical representation, but in this case the pillars were just ignored, similar to our
experimental observations in the absence of ca↵eine. Through numerical simulations
di↵erent boundary conditions and scenarios that would explain trigger waves coming
from the pillars observed in experiments were explored.
The first scenario, and the one we deemed as more likely, is a slightly higher cell
density around the pillars. This might happen due to cells adhering to the side of
the pillar, or accumulating in the corners when the amoebas are poured. Numerical
simulations showed that a slight cell accumulation around the obstacles was enough to
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produce outgoing circular waves.
Related to the first scenario is the possibility of cAMP adsorption on the pillars.
PDMS is known to be highly permeable to water and capable of adsorbing small mo-
lecules [121]. This was numerically described as a fixed boundary condition in the
simulations (  =  0 at the pillar interface). We found that even very small concen-
trations of cAMP around the pillar ( 0 ⇡ 6 nM) were capable of producing outgoing
waves.
The last possible scenario is the adsorption or depletion of another chemical around
the pillars. Numerical simulations showed that a higher concentration of phosphod-
iesterase around the pillars produces inward traveling waves, while with phosphodi-
esterase depletion the pillars act as wave sources.
Any of these scenarios should also theoretically work without the presence of caf-
feine, which means, that even if afterwards spirals or other target centers take over the
system, still some waves should be observed emanating from the pillars, at least on the
early stages of signaling. This is not the case in our experiments, where in the absence
of ca↵eine no waves centered around the pillars were observed. This means that ca↵eine
is acting in yet another way to control the pattern formation. Numerical simulations
showed that ca↵eine also reduces the threshold necessary for cell excitation, this means
that the cells are more sensitive and therefore capable of reacting to smaller concentra-
tions of cAMP. This change in sensitivity is enough so that the cells can react to the
cAMP adsorbed in the pillars, or the cAMP produced by the cells accumulated around
it.
This di↵erence in sensitivity sheds a new light on how D. discoideum detects cAMP.
Previous studies have shown that D. discoideum is extremely sensitive to cAMP, but
just how sensitive seems to be a key point to survive in the wilderness. If D. discoideum
were more sensitive to cAMP than it is, the cells would risk aggregation around natural
obstacles, as our experiments show, which would prevent the correct development of a
mound and then further survival. If D. discoideum were less sensitive, then the whole
aggregation process could be compromised. This trade-o↵ between avoiding obstacles
and having long distance aggregation defines just how sensitive D. discoideum is to
cAMP.
The fact that ca↵eine increases D. discoideum sensitivity was briefly discussed by
Brenner and Thoms [34] who reported that cells reacted to cAMP concentrations 100
times smaller in the presence of 3 mM of ca↵eine, but that they showed the same sens-
itivity at lower densities. They attributed this e↵ect to a decrease in the basal level of
cAMP, therefore with a lower external cAMP concentration there would be less compet-
ition between the cAMP waves and the external base stimulus, allowing the detection
of smaller gradients. It has also been reported that ca↵eine increases cell adhesion [119]
102
CHAPTER 6. DISCUSSION
and that could have e↵ects on cell motility. But since the ordered signaling patterns
are established before the cells start to move against the wave direction, we considered
these e↵ects as less relevant for this study.
The exact way in which ca↵eine a↵ects cAMP production has not been established
yet. It has been suggested that there is more than one ca↵eine target [37], one of which
is located downstream the G-protein in the ACA activation path. To test the particular
e↵ect of having less activated ACA, we also ran simulations modifying the parameter
✏, which is proportional to the ratio of activated ACA to not activated ACA. The
simulations showed similar results to those obtained modifying Km, that is, decrease
in the number of centers and lower activation threshold for relaying signals. Therefore,
regardless of the particular way in which ca↵eine a↵ects ACA our numerical results are
consistent and provide an explanation for the observed behavior.
Controlling the patterns shown by reaction-di↵usion systems has been previously
achieved in chemical reactions such as the light sensitive Belousov-Zhabotinsky [122],
where the pinning of spirals around non excitable obstacles has been observed. The in-
teraction between spirals and obstacles has been numerically and experimentally studied
[123, 124]. Furthermore, it has also been shown that the pinned spirals can be unpinned
applying an electric field [125, 126]. Nevertheless, control over the aggregation patterns
of D. discoideum has not been previously achieved. Our experiments open new possibil-
ities to aggregate chemotactically competent cells and provide a useful test playground
for the predictions and properties of the wave propagation models used to describe them.
Since part of the description of this system involved cell aggregation we modified the
Martiel-Goldbeter model to account for cell density, with the objective of producing
mostly target patterns, instead of spiral waves. Additionally, to study cell streaming, a
discrete cell distribution was chosen, over a continuous description. An early attempt
to unify discrete cells with the Martiel-Goldbeter model was done by van Oss et al.
[106] who were unable to obtain cell streaming using the 3-Component description of
the model, but observed streaming with the 2-Component model. They attributed this
di↵erence to the fact that in one of the models (2-Component) the wave velocity de-
pended on cell density, while in the other it was mostly constant, and thus independent
of density. Given the fact that the 2-Component model showed strong deficiencies at
reproducing correctly the wave fronts under high speed advection flows (see Chapter 3),
it was important to find a reconciliation between the 3-Component model and stream-
ing behavior. The key to solve this apparent contradiction resides in the existence of
unbounded phosphodiesterase. In van Oss description cAMP degradation exists only
in the areas were cells are located, which is equivalent to only the kind of phosphodi-
esterase that is bounded to the cell membrane. We modified this description to account
for the phosphodiesterase that is released to the extracellular media, that is, the un-
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bounded phosphodiesterase. This modification was enough to produce a wave speed
that was density dependent (see Figure 4 b) in Chapter 5), given that degradation is
present everywhere, the extra speed-up that the wave receives when a cell releases cAMP
is enough to account for the speed di↵erence at higher densities. With this dependence
the model is capable of reproducing the distinctive aggregation patterns displayed by
D. discoideum.
A careful study of this model showed that small cell clusters reach a time independent
steady state, where cells accumulate cAMP around them and it quickly decays expo-
nentially outside the cluster. This steady state solution does not exist for bigger cell
clusters, who acquire an oscillatory nature, therefore cell clusters above a critical size
oscillate with a size dependent frequency. Bigger clusters oscillate at higher frequencies
than smaller clusters. As expected, this critical cluster size increases with parameters
or chemicals that reduce the amount of cAMP in the extracellular media, like increasing
the degradation rate given by phosphodiesterase, or adding ca↵eine to the system.
Even though the small cell clusters can not oscillate by themselves, they are capable
of relaying cAMP waves, i.e., they act as an excitable system. This happens because
the cAMP di↵uses from the small clusters to the empty spaces next them, producing a
low cAMP stable steady state in the cluster. When the system is forced to maintain a
low cAMP concentration (either through flow as in Chapter 2 or due to di↵usion as in
Chapter 5) the cells have most of their receptors in the active state and are, therefore,
very excitable and react quickly to detecting cAMP, behaving as an excitable system.
This combination of oscillating areas of high density and excitable lower density
areas allows the centers spontaneously appearing to produce waves that can e↵ectively
fill the entire setup, because they are relayed by the lower density areas. When using
a random cell distribution the areas of local higher density start to oscillate, producing
expanding concentric circular waves and thus becoming centers of aggregation. Adding
a simple model of cell movement in conjunction with this model was enough to produce
cell streams comparable to those observed in experimental setups.
We showed that given a fixed cell density a range of degradation rates exists such
that these spontaneous centers appear (see Figure 4 in Chapter 5). If degradation is
higher, the center size necessary to produce a target pattern is too big and therefore
very unlikely to occur. On the opposite end, if degradation is too low, too many centers
appear which synchronize and the system exhibits bulk oscillations. This phenomenon
is observed using only unbounded phosphodiesterase or a mixture of both bounded and
unbounded. As previously mentioned, using only bounded phosphodiesterase was ruled
out for not producing streams at densities below mono-layer [106].
The amplitude equation of this system in the oscillatory regime was calculated and
simulations were conducted using the Complex Ginzburg-Landau (CGL) Equation and
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a similarly discretized system. Such system did not present target patterns and was in-
capable of reproducing the results obtained with the full Martiel-Goldbeter model, even
though the results in 0-D were favorables (see Appendix). We think this discrepancy
comes from the lack of excitable behavior in the CGL Equation, which at low amp-
litude produces small oscillations, in contrast with the Martiel-Goldbeter model which
at low concentrations of cAMP produces an excitable response. Therefore, even when
the reaction was discretized in cell-like compartments, the CGL did not present trigger
waves and could not reproduce the expected behavior. This supports our argument
that an excitable regime close to the oscillatory behavior is necessary to observe the
spontaneous apparition of centers, but further numerical experiments with the CGL are
necessary to fully rule out the existence of trigger waves in this setup.
Once the cells start to move the di↵erences between the contributions of bounded and
unbounded phosphodiesterase are highlighted. If only unbounded phosphodiesterase
exists then once the cell streams reach very high densities (above confluency) they
become themselves centers, producing breakage in the waves and streams, not forming
the connected big streams observed in nature. This can be easily fixed by adding some
bounded phosphodiesterase, which recovers the stream behaviour. Again a range of
degradation rates exists such that this behavior is observed, not relying on a particular
combination or ratio between bounded and unbounded degradations.
It is relevant to highlight the simplicity of the movement mechanism, that without
including random motion, nor interaction between cells (such as cell-cell adhesion), is
capable of reproducing aggregation patterns. In the experimental community di↵erent
ideas have been proposed to explain the appearance of cell streaming, for example, that
ACA is localized in the cells’ tails [127, 128], which was later disputed by Mukai et
al. who did not find polarized accumulation of ACA using GFP knock-in cells [129].
Our model shows that an intracellular localization of ACA or cAMP is not necessary
to produce streaming patterns. Consistently, the lack of aggregation streams observed
by Kriebel et al. [127] in the ACA null mutants can be explained by the independence
of wave velocity on density, due to the lack of cAMP production by the cells.
This study provides a new mechanism for the formation of target patterns in D.
discoideum. This mechanism is particularly relevant at cell densities below confluency,
where it has been shown that centers dominate over spirals [100]. It is also consistent
with experiments that have shown that signaling is a collective e↵ect of a group of cells
firing synchronously [130, 131] and not the work of some specialized cells as has been
assumed in other models [84, 96]. In particular, our simulations fit the experiments
by Ohta et al. [131] who observed a group of 13 cells firing synchronously to produce
a center when the system had a density of 1.25 · 105 cells/cm2 (0.12 mono-layer, see
Figure 8 in Chapter 5 for a comparison of our simulations and this experiment). Our
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model is capable of producing centers even though it assumes identically developed cells,
which would explain the experimental observation that cells can move in and out of the
firing centers, without the centers losing their signaling capabilities [130]. Therefore, our
model explains the prevalence of target centers at low densities and the experimental
observations of the characteristics of such centers, giving a clear explanation to the center
apparition phenomenon which is robust to a wide range of parameters and degradation
rates.
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7 Conclusions and Outlook
In this cumulative thesis the Martiel-Goldbeter model was used to describe externally
perturbed patterns in D. discoideum. The model was studied mostly through numerical
simulations whose results were compared with experimental observations.
We have presented a mechanism for wave generation in flow advected environments,
which acts at lower degradation rates than the normal oscillatory behavior of the system.
This instability occurs when the system is advected with a flow that is cAMP-free,
represented by an absorbing upstream boundary condition. Under these conditions the
amoebas periodically produce wave trains that are advected downstream and a traveling
wave pulse that travels upstream. In a 2-D setup under a Poiseuille flow, this upstream
traveling peak acquires a triangular shape, that elongates with increasing advecting
speeds. The diverse speeds shown by the downstream traveling wave trains were also
characterized.
The predictions of both the fast and slow reacting versions of the Martiel-Goldbeter
model were tested under fast advecting flows, with the 3-Component model outperform-
ing the 2-Component one, highlighting the importance of accumulation of intracellular
cAMP before its release to the external media. The 3-Component model along with a
developmental path scheme correctly predicted the speed and shape of the downstream
traveling waves at high speed flows showing excellent agreement with experimental ob-
servations. The wave shape was shown to be extremely dependent on the location of the
cells firing initially, who can only successfully produce waves if they are located close to
the upstream boundary.
The mechanism of center creation at densities below confluency was studied and
explained. Areas of locally higher cell density act as autonomous centers while lower
local density areas have excitable characteristics and are capable of relaying the waves
generated by the centers. Bigger clusters produce higher frequency centers, while higher
degradation rates decrease the average frequency of the system. The waves produced
through this mechanism are of the traveling wave type and produced streaming lines
once cell movement was incorporated into the system. This center behavior is consist-
ent with experimental observations, where it has been shown that at densities below
confluency centers dominate the pattern formation, and that these centers consists of
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groups of cells firing synchronously, without them having particular characteristics in
their development that distinguish them from other cells.
We also showed that the signaling centers can be controlled by adding ca↵eine to
the system. Under this lower cAMP production condition millimetric pillars act as
sources for target centers, therefore e↵ectively controlling the aggregation process in D.
discoideum. This e↵ect was successfully reproduced in numerical simulations modifying
parameters to account for the ca↵eine e↵ects and adding an appropriate boundary
condition at the pillars’ boundaries. It was shown that ca↵eine increases D. discoideum
sensitivity to cAMP, reduces the amount of aggregation centers, and decreases the period
of the system. Either a higher cell accumulation around pillars or chemical adsorption on
their surface are necessary to e↵ectively produce signaling centers around the obstacles.
The amoebas with increased sensitivity can then react to these e↵ects and aggregate
around obstacles.
The majority of the results in this work occur due to the existence of an excitable
behavior close in the parameter space to an oscillatory behavior. This characteristic
can be found in many other systems, and therefore the predictions here presented can
be useful to other dynamical systems subject to advection, or when the reactions occur
in discrete independent containers distributed throughout the system.
The success of the Martiel-Goldbeter model in explaining the behavior of signaling
in D. discoideum under diverse conditions shows that it can be successfully modified to
account for di↵erent settings and cell growing conditions. The amount of parameters and
the detailed derivation from chemical reactions allow the easy separation of the e↵ects
of chemicals or di↵erent cell strains with knock-out genes. We expect to continue using
this model to address other problems in D. discoideum. This problems include, but
are not limited to, study numerically the existence of Arnold Tongues in the forced
system (such a phenomenon has already been experimentally observed [132]), study the
recovery of pdsA- cells under advecting flows, numerical studies of the Martiel-Goldbeter
Model in 3-D, and quantitative comparisons with other models, such as models with
scale invariance [133].
Finally, we expect these results to help elucidate the control of multicellular aggreg-
ation which can be useful in the context of biofilms and morphogenesis.
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Appendix: Comparison of
Oscillatory Regime to Its
Amplitude Equation
Close to a Hopf-bifurcation the timescales of the system are clearly separated, this
allows us to eliminate the fast variables and describe the system through its amplitude
equation. The parameters describing the amplitude equation of the Martiel-Goldbeter
model can be systematically calculated following the procedure laid out by Ipsen et al.
[58]. Rewriting Equation 1.5 in a vector format we obtain
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with f1, f2, s, and   defined in Section 1.3. Using the parameters of Chapter 5 and
increasing the degradation ke, the only steady state solution (⇢0,  0,  0)T has a Hopf
bifurcation at k⇤e ⇡ 4.3278 min-1. Around this point the amplitude equation was cal-
culated. The first step involves calculating the derivatives up to third order, therefore,
naming the reaction vector F , the first derivatives are
@F1
@⇢
=  k1(L1 + L2c )
c  + 1
  k1( + 1)
  + 1
,
@F1
@ 
=0,
@F1
@ 
=
 k1⇢(  1)
(  + 1)2
+
ck1(⇢  1)(L1   L2)
(c  + 1)2
,
@F2
@⇢
=
2 2⇢s( 2    1)
(  + 1)2( 2 + Y 2)2
,
@F2
@ 
=  (ki + kt), @F2
@ 
=
2s⇢2 ( 2    1)
(1 +  )3( 2 + Y 2)2
,
@F3
@⇢
=0,
@F3
@ 
=kt/h, and
@F3
@ 
=  ke.
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The non-zero second derivatives are
@2F1
@ @⇢
=
 k1(  1)
(  + 1)2
+
ck1(L1   L2)
(c  + 1)2
,
@2F1
@ 2
=
2k1⇢(  1)
(  + 1)3
  2c
2k1(L1   L2)(⇢  1)
(c  + 1)3
,
@2F2
@⇢2
=
2 2s( 2    1)
(  + 1)2( 2 + Y 2)2
+
8 4⇢2s( 1    2)
(  + 1)4( 2 + Y 2)3
,
@2F2
@⇢@ 
=
4 ⇢s( 2    1)
(  + 1)3( 2 + Y 2)2
  8 
3⇢3s( 2    1)
(  + 1)5( 2 + Y 2)3
, and
@2F2
@ 2
=
2s⇢2( 2    1)
(1 +  )3( 2 + Y 2)2
  6s⇢
2 ( 2    1)
(1 +  )4( 2 + Y 2)2
  8s⇢
4 2( 2    1)
(1 +  )6( 2 + Y 2)3
.
And the non-zero third derivatives are
@3F1
@⇢@ 2
=
2k1(  1)
(  + 1)3
  2c
2k1(L1   L2)
(c  + 1)3
,
@3F1
@ 3
=  6k1⇢(  1)
(  + 1)4
+
6c3k1(L1   L2)(⇢  1)
(c  + 1)4
,
@3F2
@⇢3
=
24 4⇢s( 1    2)
(  + 1)4( 2 + Y 2)3
  48 
6⇢3s( 1    2)
(  + 1)6( 2 + Y 2)4
,
@3F2
@ @⇢2
=
4 s( 2    1)
(  + 1)3( 2 + Y 2)2
  40 
3⇢2s( 2    1)
(  + 1)5( 2 + Y 2)3
+
48 5⇢4s( 2    1)
(  + 1)7( 2 + Y 2)4
,
@F2
@⇢@ 2
=
4s⇢( 2    1)
(1 +  )3( 2 + Y 2)2
  8s⇢
3 2( 2    1)
(1 +  )5( 2 + Y 2)3
  12s⇢ ( 2    1)
(1 +  )4( 2 + Y 2)2
+
24s⇢3 3( 2    1)
(1 +  )6( 2 + Y 2)3
  32s⇢
3 2( 2    1)
(1 +  )6( 2 + Y 2)3
+
48s⇢5 4( 2    1)
(1 +  )8( 2 + Y 2)4
, and
@3F2
@ 3
=  12s⇢
2( 2    1)
(1 +  )4( 2 + Y 2)2
  24s⇢
4 ( 2    1)
(1 +  )6( 2 + Y 2)3
+
24s⇢2 ( 2    1)
(1 +  )5( 2 + Y 2)2
+
72s⇢4 2( 2    1)
(1 +  )7( 2 + Y 2)3
+
48s⇢6 3( 2    1)
(1 +  )9( 2 + Y 2)4
.
We define the Jacobian J using the first derivatives
J = Jij =
@Fi
@xj
.
At the bifurcation point two of the eigenvalues of J have zero real part, but non-zero
imaginary part, thus crossing the imaginary axis. The third eigenvalue is a real negative
number. The imaginary part of the crossing eigenvalues gives the frequency of the fast
oscillation, !0 ⇡ 1.4066 min-1, equivalent to T ⇡ 4.467 min. The eigenvectors of these
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Figure A.1: Comparison of the the solution for the cAMP concentration given by Equation A.4 with
the full non-linear simulation of the Martiel-Goldbeter model at ke = 4.35 min-1, with a distance from
the bifurcation of µ = 0.0222. a) Full simulation in black, approximation up to order
p
µ in blue, and
up to order µ in red. b) Error in the approximation, same colors as in a).
eigenvalues at the Hopf bifurcation such that Ju = i!0u and u†J = i!0u† are
u ⇡
0B@ 0.0016 + 0.0087i0.9992
0.0376  0.0122i
1CA and
u† ⇡ (7.6202  56.7865i, 0.3097  0.1182i, 5.3967 + 0.7123i) ,
where these eigenvectors have been normalized such that u†u = 1 and u†u¯ = 0. Then
we determine the vector coe cients h using the already calculated second derivatives
and obtain
h001 =  J 1Fke ⇡
0B@ 0.02951.1694
 0.0633
1CA , h110 =  J 1Fxx(u, u¯) ⇡
0B@0.00030.0889
0.0037
1CA ,
and h200 =  (J  2i!0I) 1Fxx(u,u)/2 ⇡
0B@  0.00010.0551 + 0.0140i
0.0019  0.0006i
1CA ,
where
Fxx(u,v)i =
X
j,k
@2Fi(x)
@xj@xk
ujvk and Fke =
0B@ 00
  0
1CA .
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Figure A.2: Comparison of the the solution for the cAMP concentration given by Equation A.4 with
the full non-linear simulation of the Martiel-Goldbeter model at ke = 4.5 min-1, with a distance from
the bifurcation of µ = 0.1722. a) Full simulation in black, approximation up to order
p
µ in blue, and
up to order µ in red. b) Error in the approximation, same colors as in a).
Finally we calculate the resonant coe cients defined as
g =  u† ·
✓
Fxx(u,h110) + Fxx(u¯,h200) +
1
2
Fxxx(u,u, u¯)
◆
⇡ 0.0011 + 0.0012i,
  = u† · (Fxke · u+ Fxx(u,h001)) ⇡ 0.0515  0.0124i,
d = u† ·D ·u ⇡ 0.0051  0.0009i,
where Fxke = @J/@ke and the third derivative of F is defined analogous to the second
one. We then obtain the Complex Ginzburg-Landau Equation
w˙ =  (ke   k⇤e)w   g|w|2w + dr2w (A.2)
where w is a complex variable describing the amplitude of the oscillation. Equation A.2
has the space independent solution
w =
r
µ r
gr
exp
⇢
µ
✓
 i    rgi
gr
◆
t
 
(A.3)
where µ = ke   k⇤e ,   =  r + i i, and g = gr + igi. The original variables are recovered
up to order µ by the expression0B@⇢ 
 
1CA =
0B@⇢0 0
 0
1CA+ 2Re{wei!0tu}+ µh001 + |w|2h110 + 2Re{h200w2e2i!0t}. (A.4)
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Figure A.3: Comparison of the the solution for the cAMP concentration given by Equation A.4 with
the full non-linear simulation of the Martiel-Goldbeter model at ke = 5.0 min-1, with a distance from
the bifurcation of µ = 0.6722. a) Full simulation in black, approximation up to order
p
µ in blue, and
up to order µ in red. b) Error in the approximation, same colors as in a).
Comparisons of Equation A.4 with the full nonlinear simulation are presented in Figure
A.1, Figure A.2, and Figure A.3, where    = |     a| with  a given by Equation A.4.
For ke = 4.35 min -1 the error associated was up to 1.5% for the
p
µ order approximation
and under 0.34% for the approximation O(µ), due to the proximity to the bifurcation
point the numerical simulation of the system took a long time to converge to the limit
cycle, therefore Equation A.4 provides a good approximation than can save up a large
amount of calculation time.
For ke = 4.5 min -1 the corresponding errors were of 15.2% and 2.2%. For ke = 5.0
min -1 the errors were of the 83.5% and 23.27%. At this last value of ke the numerical
simulations converge pretty quickly to the limit cycle solution and considering the large
errors associated with the Ginzburg-Landau approximation it does not provide a great
advantage over computing the non-linear solution. At intermediate values of ke such as
ke = 4.5 min -1 the situation lies in between these two extreme cases and depending on
the particular needs of the calculation both approaches can be used, with a the trade-o↵
between calculation speed and accuracy.
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