The strictness of the Service Level Agreements (SLAs) is mainly due to a set of constraints related to performance and dependability attributes, such as availability. This paper shows that system's availability values may be improved by deploying services over a private environment, which may obtain better availability values with improved management, security, and control. However, how much a company needs to afford to keep this improved availability? As an additional activity, this paper compares the obtained availability values with the infrastructure deployment expenses and establishes a cost × benefit relationship. As for the system's evaluation technique, we choose modeling; while for the service used to demonstrate the models' feasibility, the blockchain-as-a-service was the selected one. This paper proposes and evaluate four different infrastructures hosting blockchains: (i) baseline; (ii) double redundant; (iii) triple redundant, and (iv) hyper-converged. The obtained results pointed out that the hyper-converged architecture had an advantage over a full triple redundant environment regarding availability and deployment cost.
Introduction
The virtualization technology provided to datacenters and the possibility to host and manage any service over the Internet is what now is known as the cloud computing paradigm. As a result, the cloud became an exciting research environment to refine, test, and develop new technologies, mainly because its fast adaptation and development. These features enable the processing, network and storage virtualization into a single rack, or even into a single machine [1] . The datacenter that follows this full virtualization technology is called software-defined data center (SDDC) [1] and replaces the older, scattered and disorganized silo-based architectures.
There are two main roads to reach SDDC: convergence and hyper-convergence [1] . In both cases, the environments converge, but in the second one, computing and storage services are hosted into a single node, while the first one has different hardware for each service. The IDC 1 predicted a growth of 60% of the hyper-converged market until 2019, with 3.9 billion dollars on sales [1] . However, what is the benefit of a hyper-converged infrastructure over a converged one? The answer to this question is one of the answers that this paper provides.
In this paper, we analyzed a set of environments through availability models. These models are artifacts that may help companies and stakeholders to predict and mitigate the impact of some issues over an SLA fulfillment [2] . Also, these models can be deployed hierarchically to improve system's availability through redundancy mechanisms.
As a mean to demonstrate the proposed models' feasibility, we evaluate four different architectures with two case studies: (1) hosting a service; and (2) cost-benefit evaluation. The blockchain-as-a-service was the chosen service due to the increasing adoption of the blockchain paradigm, which is a result of the cryptocurrencies valorization and their security improvement mechanisms that may change the future of computing [3] , while the cost-benefit evaluation is a survey analysis that may help stakeholders to choose to stay in a public cloud computing environment or deploy a private one.
This paper is an extension of [??] and [??], which has as the primary objective the availability and deployment cost evaluation of four cloud computing environments managed and distributed in different ways. The proposed architectures shared between them the service they are hosting: blockchainas-a-service.
The key contributions of this work are the following: (1) behavioral models for availability evaluation of four different architectures; (2) System's availability and deployment cost evaluation; and (3) establishment of the cost-benefit relationship for the proposed environments. The paper is organized as follows. Section 2 presents the works that underlie this paper. Already Section 3 describes system's availability, blockchainas-a-service, and behavioral models. In Section 5, we present the modeling methodology adopted by this paper. The Section 6 shows the availability models that represents the proposed environments. In Section 7, we evaluate the model's feasibility through some case studies. Finally, the Section 8 shows the final remarks about the obtained results and the next steps.
Related Works
Over the last few years, hyper-converged environments and blockchain-as-a-service provisioning arose, authors have devoted their efforts to study and evaluate performance metrics related to those themes, in this section, we present the works that underlie this paper. In [??], we evaluated the availability of four architectures with no service running over it, and we show the structural advantages of hyper-converged environment adoption. Already [??] evaluates the blockchain-as-aservice deployment over a virtualized environment managed by docker.
Other authors, such as [4] combined blockchain storage to construct a personal platform based on privacy. An automatic access-control protocol that enables blockchain management was implemented. Through this mechanism, the transactions, in this case, system's instructions, do not need to be trusted or be reevaluated by third parties. Already in [5] , an evaluation of the blockchains' use and smart contracts to facilitate the data sharing in an Internet of Things (IoT) envrionment was made. Also, they pointed out the main issues and the main advantages of the use of IoT and blockchain combination. In [6] , a framework called Hawk was implemented, aiming to improve the way that smart contracts work in a blockchain environment by enabling a company or an user to apply to the chain without the need to develop the cryptography.
In [7] , the authors investigates the availability of functions for an Ethereum blockchain scenario, they pointed out the time lost by these functions and their general impact in the cryptocurrency transactions. Already in work done by [8] , the authors evaluate a blockchain environment and establish the reliability gradient through EPTM models and Circuit Unit Importance.
[9] evaluate Mobile Backend-as-a-service through hierarchical modeling in two different scenarios: baseline, without automatic repair mechanism, obtaining a lower availability than the scenario with automatic repair routine; a sensitivity analysis was applied, aiming to identify which component impacts the most on system's availability. In [10] the author introduced hyper-convergence in computing and storage environments. Also, he evaluated the performance and the scalability characteristics of these architectures through a prototype implementation and deployment of the IBM General Parallel File System (GPFS). While in [11] an optimized algorithm is proposed, which follows the hyper-convergence as a mean to maximize the utilization of Tier 0 storage.
In [12] , the proposition of an energy-efficient architecture for SDDC infrastructures is made, the authors evaluate the heat reuse system through simulation. Finally, in [13] , the authors define the software-defined network (SDN) as a mean to minimize the expenses and maximize the revenue of data center resources.
This paper evaluate the deployment cost and proposes behavioral models for availability evaluation of four different environments hosting blockchain-as-a-service. To the best of our knowledge, this has not been considered so far.
Background
This section presents the fundamental concepts about availability evaluation, system's modeling, blockchain-as-a-service, and OpenStack cloud computing environment. These concepts are useful for a good understanding of this paper.
Availability Evaluation
Dependability is the capability of a system to deliver a set of trustable services that are observed by outside agents, such as users and administrators [14] . Usually, system's dependability evaluation requires the study of at least one of its six attributes [15] ; It is the case of system's availability, which evaluates the probability of a system being available now or in a moment in the future. In this paper, we evaluate the steady-state availability, also called the long-run availability, which is the limit of BaaS Provisioning over Cloud Computing Environments the availability function as time tends to infinity (Equation 1).
As a counterpart to the system's availability, we may highlight the system's downtime; which is measured by the relationship between the obtained availability value and the aimed period (hours, minutes, seconds). For example, the system's annual downtime is 8760h − (8760h × Availability).
We can reach availability values by many ways, which go from measurement to modeling. The second method has as virtues the possibility to provide high-level system's view with great flexibility in adapting parameters and achieving results, besides a lower cost to evaluate, and because of this modeling was the chosen evaluation method. We usually classify dependability models in combinatorial (or non-state space) and state-space models:
• Combinatorial models capture conditions that make a system fail (or to be working) regarding structural relationships between the system components.
• State-space models represent the system behavior (failures and repair activities) by its states and event occurrence expressed as rates or distribution functions. These models allow representing more complex relations between components of the system than combinatorial models do.
Reliability Block Diagram (RBD) and Fault Tree (FT) are among the most prominent combinatorial modeling formalism, whereas Stochastic Petri Nets (SPN), Continuous Time Markov Chain (CTMC), and Stochastic Automata Networks are widely used state-space modeling formalism [16, 17, 14, 18] . RBDs and DRBDs are the modeling formalism chosen to represent the behavior and availability of our proposed system, these models enable us to evaluate an environment precisely by establishing a relationship between software and hardware components. Models are easier to evaluate and costs less than experiments.
The DRBD is an extension of the traditional RBDs that considers dependencies on dynamic systems, priority between repairs, and resource sharing [19] [20] . If the modeled system is too big to an SPN or the SPN relations (arcs and transition annotations) are too complicated, the SPN graphical notation loses its visual appeal, so the DRBD becomes a solution.
The DRBD's attributes are the modeling constructs: SDEP (state dependency) block and SPARE block. In this work, we map DRBDs into SPNs, as in Figure 1 that represents an SDEP block.
The SDEP block can connect a source block to one or more target blocks. If this block enters into failure state, then all target blocks will fail as well. The Figure 1 , shows an immediate transition called TRIGGER, that moves a token from the place C2 UP to the place C2 DOW N. The inhibitor arc connected to the TRIGGER transition and the C1 UP place 
Software Platform Infrastructure
The Hyperledger is an open consortium hosted by Linux Foundation that aims to improve the advances in blockchain technologies 2 . Among the many projects that are hosted by the Hyperledger is the Hyperledger Cello. The Hyperledger Cello is a blockchain module able to provide on-demand blockchain.
Already the OpenStack 3 is the cloud computing platform chosen to provide the service, due mainly to its ability to adapt to plugins for the provision of a hyper-converged infrastructure with Ceph 4 .
The OpenStack is an open source platform and a well established environment to test and provide any service through the Internet, one of the main reasons to choose this platform is the Ceph plugin, witch can provide hyper-converged environments, that help to control pools of computing, storage, and networking resources throughout a data center. Below, we describe the main components of the OpenStack platform.
The Keystone is the identity service used by OpenStack for security, authentication and high-level authorization for each of the OpenStack components. The Nova Compute is the component responsible for providing computing power on OpenStack cloud computing platform. The Nova Compute manages the virtualization service (Docker) to virtual resources provisioning. Already the Neutron (Networking) implements OpenStack's "network as a service" model, and it is an OpenStack core component, which means that it must be present in all infrastructures. The broker called Rab-bitMQ implements the Advanced Message Queuing Protocol (AMQP). The Network Time Protocol (NTP) keeps time between servers synchronous and the Database store services information. All these impacts on the virtual machines (VM) provision.
For the storage service, we may have two different organizations, the first one known as typical contains the OpenStack
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Glance, which is the image service that provides image upload and data assets. Swift is the Object Store project that offers cloud storage software for data store and retrieves. Already the second organization, characterized by the hyperconvergence environment has the Ceph storage system, which reduces the need for an external storage device or machine, by providing the storage service into the compute node.
The Figure 2 The grey and black components represent the minimum amount of resources that must be entirely working to accomplish the service provisioning in traditional architecture. In this paper, we evaluate four architectures; the baseline architecture has only one of each of these components, while the double redundant has two of each resource, the triple redundant has three of each; finally, the hyper-converged environment does not have a storage node, both compute and storage in the same node.
With the Red Hat Ceph and the storage service virtualization approach, it is possible to obtain similar availability values with up to 33% fewer components than a triple full redundant architecture [??]. At a hyper-converged environment, the storage services are deployed on the compute nodes, which means that we do not need an external storage device anymore.
Already to host the Hyperledger Cello and manage the blockchains we need the following components to be working: the Watchdog, which is the responsible for monitors the blockchain's service and the system's status. The RestServer that makes the environment provision, orchestration, and task management. The Dashboard provides the environment management for system's administrators. The nginx is a reverse proxy used by the Hyperledger Cello to web performance improvement. While the Node.js is a lightweight JavaScript runtime used by Cello to improve provisioning. Python runs over the host and provides the means to execute Watchdog, RestServer, and the Dashboard into Controller Node.
Next, we present the followed modeling methodology that enables a person or company to reproduce and improve the proposed models to obtain better availability values aiming the SLA compliance.
Modeling Methodology
Survey all the hardware and software resources available and needed to deploy the proposed environments is the first step to accomplish the availability evaluation process. Generally speaking, after listing the required resources and their relationship with the system's deployment, we can create a model that represents the environment's behavior. The Figure 3 shows an organization chart that summarizes the strategy used in this paper. 2. Metric Definition: by knowing how the system works, we can choose the metrics of interest to evaluate; in our case, the system's availability;
3. Environment Definition: based on the obtained information from the system understanding step, we defined an architecture containing the minimum necessary components to blockchain-as-a-service delivery, which is called Baseline Architecture;
4. Input Parameter Survey: through the baseline scenario we can survey the mean time to failure (MTTF) and mean time to repair (MTTR) of the components and applications inherent to the proposed infrastructure;
5. Design Availability Models: in this step it is made the combinatorial and state-based models proposition for availability evaluation based on the architectures behavior and component survey;
6. Availability Evaluation: with the availability models that represent the architectures behavior, we can evalu-ate the system's availability and obtain the values that can be used to propose better alternative architectures;
7. Generate Alternative Architecture: from the obtained availability evaluation results from Baseline Architecture we've created three other architectures and classify them as double redundant, converged and hyperconverged; these architectures propositions aim to improve the baseline architecture obtained values, each one has a particularity that is going to be explained later in this paper.
8.
Cost Evaluation: based in the main components acquisition values in USD, and the proposed architectures alignments, the deployment costs for each environment is surveyed, this value is compared with system's downtime, and provide a cost-benefit relationship evaluation.
The satisfactory results derive from the obtained availability values, and the deployment costs evaluation, which must be consistent with similar parameters of a private and real cloud computing environment.
Proposed Models
This section presents the behavioral models and describes the proposed architectures and how the main components are related to each other. The baseline architecture contains the minimum requirements for service deployment: Controller, Compute, and Storage.
The second environment has double redundancy, meaning two controllers, two compute nodes and two storage devices. The third architecture has triple redundancy, which implies into three of each component. Already for the fourth and last environment, we propose an OpenStack Hyper-converged architecture; this architecture unifies the compute node and the storage device into a single machine to reduce expenses.
Dynamic Reliability Block Diagrams (DRBDs) and Reliability Block Diagrams (RBD) were used to represent the relationship between the controller, compute and storage nodes, as well as their hardware and software components of the four proposed environments.
Baseline Architecture
The OpenStack controller's DRBD model has some dependencies. The controller machine presented in Figure 4 , contains HW, an OS, Nova manager, OpenStack subcomponent, Python, NodeJS, nginx, Docker, Dashboard, RestServer, and Watchdog. All these components must be working for service provisioning. The availability function that describes this model is the result of the probability of HW ∧ OS ∧ Mon-
The Network (Neutron), Nova, and Docker are Keystone dependant components, while the NTP server and RabbitMQ broker are vital resources for the environmental management.
The Figure 5 shows the compute node DRBD model. The component availability is equal to the probability of HW ∧ OS ∧ Neutron ∧ Nova ∧ Docker being operational. By combining the three DRBDs that represents the baseline architecture, we have the baseline RBD with three blocks, each one is a component subsystem as in Figure 7 . All the three blocks must be operational for service provisioning. All the three blocks must be operational in the OM: Controller ∧ Compute ∧ Storage. 
Double Redundant Architecture
In the baseline scenario, if any of the components fail the service will fail as well. To reduce the unavailability period we propose a model with double redundant in Figure 8 . The logic function that describes the operational mode (OM) of the double redundant environment is expressed by: (Controller 1 ∨ Controller 2) ∧ (Compute 1 ∨ Compute 2) ∧ (OSD 1 ∧ OSD 2). 
OpenStack Triple Redundant Architecture
The OpenStack converged architecture has nine physical machines, with triple active-active redundancy, this architecture should have no single point of failure. The Figure 9 presents the RBD that represents this environment. The logic function that describes the OM for the triple redundant environment is expressed by:
Figure 9. OpenStack Triple Redundant Model
A triple redundant mode must have at least one controller, one compute node, and one storage device available or operational to accomplish service provisioning, as well as the maintenance of the virtual machines, images, and user data.
Hyper-converged Architecture
To turn an OpenStack cloud computing environment into a hyper-converged one, we must provide a way to maintain the data safe without an external storage device, and with similar availability values to the triple redundancy scenario. The Red Hat Ceph is a tool that accomplishes it; the Ceph has a monitor on the controller, which implies in some modifications to the DRBD presented in Figure 10 . The component's availability is measured by the probability of HW
The Ceph monitor is responsible for providing control over the Ceph on compute nodes, and analyzing where virtual machine's object data is going and where it is if a compute node fails. It main dependency is the HW, as any of applications already presented. The Figure 11 shows the DRBD for the compute node, now containing Ceph Object Storage. The component availability is equal to the probability of HW ∧ OS ∧ Neutron ∧ Nova ∧ Docker ∧ Ceph being operational. With six blocks, three controllers/monitors and three computing/storage nodes with no single point of failure, and with user's data safe, self-healing mechanism, and 33% fewer components than a full triple redundant converged environment.
Case Study
This section provides two case studies that demonstrate how feasible the proposed models are: (1) Availability and (2) Cost-Benefit evaluation of four different architectures. The first thing to accomplish our tasks is to obtain the system's input values to perform the availability evaluation. Those values can be seen in Table 1 , they were extracted from [21] 
Case Study I -Availability Evaluation
The first case study is the evaluation of proposed models' availability. The baseline architecture was the first one to be evaluated, which made possible to extract the availability values for each DRBD sub-model (Controller, Compute Node, and Storage) by inserting each presented input values on the corresponding block. Table 2 shows the availability results for each sub-model and for the cloud RBD model. The obtained results point out the availability of 96.72% for the controller's DRBD, which is the machine with more components, already the compute node had availability of 99.44%, while the storage reached 99.79%. The RBD composed by the three DRBDs representing the proposed environment had availability of 95.99%, meaning an annual downtime of 350.51 hours or more than eighteen entire days.
Based on the baseline architecture obtained values, we propose three other architectures. The Table 3 presents the availability results for each of these alternative architectures. The architecture of greater availability is the hyper-converged one. It is worth noting that in this structure we have triple redundancy in Compute/OSD and controller nodes, and the obtained results pointed out an annual downtime of fewer than six minutes. Also, the double and full triple redundant models have lower availability than the hyper-converged one.
The architecture with double redundancy on all components has an annual downtime of 10.5 hours, which is a reasonable result compared to the obtained from the baseline architecture, while the full triple redundant model has almost 20 minutes of annual downtime.
Case Study II -Cost-Benefit Evaluation
A two stages survey characterizes the deployment cost analysis. At survey's first stage the necessary machines and storage devices to provide a cloud computing environment were defined.
To the survey's second stage, all the acquisition cost for each component individually was analyzed. By consulting Brazilian and North American websites 5 , the lowest value of each architecture element in the period from 6 to June 13Th, 2018 was selected.
The server chosen to our environment is the Dell Pow-erEdge T320 servers, with Intel Xeon E5-2420, six physical cores, and 12 threads, 1 TB of storage and 24 GB RAM 6 . Already the storage mechanism is the Iomega StorCenter Pro ix4-200d 8 TB (4 X 2 TB) Network Attached Storage Server 7 .
The third step is characterized by the analysis of the technical specification of each component in search of energy power values, aiming to calculate the energy cost per unit for one year, where these components would be functional 24 hours a day seven days a week. The cost of kilowatt time in Recife, Brazil, in March 2017 was 58 cents of real, converted to 16 cents of a dollar. In possession of these data, we calculated the kWh amount consumed by each device in one year by Equation 2 , and multiply the result by the kWh value. where Power stands for equipment required power, and No. h/Day for Number of hours per day that the equipment is used. Table 4 shows the relationship between components and their acquisition costs, power and annual energy cost. Table 5 presents the overall acquisition costs for each proposed architecture where the column that is the total value it is the sum of acquisition costs (Acq.) and electricity expenses (Energ.) for each one.
There are some fixed expenses for each architecture; this expenditure corresponds respectively to the switch, air conditioning, monitor, keyboard, mouse, rack and the personal computer needed to mount and access the infrastructures from the administrator side, this expense remains estimated in 1540.04 dollars. Another fixed expense is the energy annual consumption of these components; which is estimated in 1761.67 dollars.
To determine the architectures with the best cost-benefit relationship, we must define what is the benefit we are seeking is. For this work, we long for an ideal value between downtime and deployment and maintenance cost. However, they are different greatness, in order to compare them a normalization process put them into the same interval: 0 and 1. Equation 3 presents the normalization process conducted.
The architecture with the highest cost is the triple redundant converged one, which for its implementation and operation over a year it presents an expense of US$13.687,80 dollars, a value US$6.924,06 dollars higher than the architecture with the lowest cost, which is the baseline.
The double redundant architecture has a deployment cost US$1.175,82 dollars lower than the architecture with hyperconvergence, with an annual downtime 116 times higher than the obtained from the hyper-converged model, as seen in Figure 5 .
To determine the architectures with the best cost-benefit relationship, we must define which the benefit we are seeking. For this work, we expect the ideal value between downtime and cost. However, they are different greatness, so we need to normalize and put them in the same interval: 0 and 1. Equation 3 presents the normalization process conducted.
where X = Cost, Downtime, Y = Architecture: A1, A2, A3, A4, MinNumX = Minimum value for architectures and MaxNumX = Maximum value for architectures where A1 stands for Baseline, A2 for the double redundant environment, A3 is for the triple redundant scenario, while A4 corresponds to the hyper-converged architecture. Now in possession of the normalized cost and downtime values, we must relate them somehow, so we use the Euclidean distance, the architecture with less distance from the origin tends to be the best one. The distances calculation may be done by the following equation: DistanceZ = √ MNCost 2 + MNDowntime 2 , where Z is for architecture and MN for the metric, either Normalized Cost or Normalized Downtime. The Ranking for the relationship between cost and downtime appears in Table 6 . The ranking showed that the architecture A2, with double redundancy, has the best relationship between deployment cost and system's downtime. This architecture does not have the higher availability value or the worst price, but thanks to the normalization and distance methods we can define it as the best cost-benefit relationship. The last place goes for architectures A1 and A3, while one has the best cost and the worse downtime baseline; the other one has the inverse relationship triple redundant environment.
The feasibility of the results depends on the administrator needs, for example, a higher downtime implies in a lower deployment cost, as well as a higher deployment cost implies into a lower downtime, which is the case for the triple redundant environment in counterpart to the baseline architecture. Also, we can highlight the two other architectures, because they can be used as an availability midterm and offer a better cost-benefit relationship, these architectures are the hyper-converged and double redundant ones.
It is important to mention that the proposed models and obtained results are generalized through parameterization, which means that if your environment or datacenter has a higher or fewer amount of components the models can be adjusted to fit the company reality.
Conclusions and Future Works
This paper proposed and evaluated the availability of blockchainas-a-service provisioning over four different architectures. Also, the cost-benefit relationship based on the deployment cost and annual downtime was established.
By modeling the proposed environments hierarchically through Dynamic Reliability Block Diagrams (DRBDs) and Reliability Block Diagrams (RBD), we were able to represent the behavior of each proposed architecture and obtain artifacts to help cloud computing service providers and stakeholders.
It is important to highlight that the obtained results showed that the hyper-converged architecture has the higher availability and the second best cost-benefit relationship, while the baseline architecture has the higher downtime but the lowest deployment cost. As for future works, we intend to provide performability studies and evaluate the impact of reading workloads on the environment, as well as the application of a sensitivity analysis technique to determine how much does the components MTTF and MTTR impacts in the overall system's availability.
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