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Robust Transceiver Design for MIMO
Decode-and-Forward Full-Duplex Relay
Ali Kariminezhad and Aydin Sezgin
Abstract—Robust transceiver design against unresolvable sys-
tem uncertainties is of crucial importance for reliable commu-
nication. For instance, full-duplex communication suffers from
such uncertainties when canceling the self-interference, since
the residual self-interference (RSI) remains uncanceled due to
imperfect channel knowledge. We consider a MIMO multi-
hop system, where the source, the relay and the destination
are equipped with multiple antennas. We allow multi-stream
beamforming granted by MIMO technique, without restricting
the transmissions to single streaming. The relay can operate
in either half-duplex or full-duplex mode, and it changes the
mode depending on the RSI strength. Furthermore, the relay
is assumed to perform a decode-and-forward (DF) strategy. We
investigate a robust transceiver design problem, which maximizes
the throughput rate of the worst-case RSI under RSI channel
uncertainty bound constraint. The problem turns out to be
a non-convex optimization problem. We propose an efficient
algorithm to obtain a local optimal solution iteratively. Eventually,
we obtain insights on the optimal antenna allocation at the
relay input-frontend and output-frontend, for relay reception
and transmission, respectively. Interestingly, with less number of
antennas at the source than that at the destination, more number
of antennas should be used at the relay input-frontend than the
relay output-frontend.
I. INTRODUCTION
Optimally relaying the signal from a source to a destina-
tion for enhancing the network coverage and improving the
throughput rate is an active research area [1]. Furthermore,
relaying is the only communication means in disaster scenarios
if the direct source-destination link is not available. Exploiting
a relay for improving communication throughput rate raises
several questions to be answered. For instance, how should
the relay process the received signal before dispatching it to
the destination? Now, relay can receive a signal from the
source, process it and transmit it towards the destination in
a successive manner. This type of relaying technique is known
as half-duplex relaying. However, while receiving a signal at
a certain time instant, a relay can simultaneously transmit the
previously received signals. This technique is known as full-
duplex relaying [2].
As a consequence of transmitting and receiving at a common
resource unit, the relay is confronted with self-interference
(SI). Note that, full-duplex relaying potentially doubles the
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throughput rate of the communication compared to the half-
duplex counterpart, only if the SI is removed completely at
the relay input. By physically isolating the transmitter and
receiver frontends of the relay, a significant portion of SI can
be reduced [3], [4]. Moreover, analog and/or digital signal
processing at the relay input can be utilized to cancel a portion
of SI [5]–[8]. This can be realized if the estimate of the SI
channel state information (CSI) can be obtained at the relay.
By exploiting multiple antennas at the relay, the throughput
rate from the source to destination can be improved [9], [10].
By using multiple antennas at the relay provides the feasibility
of SI cancellation spatially by beamforming techniques such
that the impact of SI can be mitigated [11], [12]. For instance,
zero-forcing (ZF) beamforming forces the SI to zero at the
relay input, however, it is not an optimal scheme in weak
SI regimes if the relay is equipped with a limited number of
antennas. In contrast [13], [14] investigate a relaying setup with
massive number of antennas at the relay. Here, they show the
optimality of ZF process at the relay with very large antenna
array.
Further, exploiting multiple antennas at the source and
destination can provide the opportunity for improving the
communication throughput rate. In a MIMO multi-hop system,
the authors in [15] investigate a amplify-and-forward (AF)
relay, where the precoder at the relay and the decoder at the
destination is jointly optimized for maximizing the source-
destination throughput rate. However, the authors have assumed
a single stream transmission, which is not always optimal.
The authors in [16] consider a MIMO decode-and-forward
(DF) relaying scheme with energy harvesting demands at the
relay provided by the source. These works mainly assume
the availability of the SI channel for optimal MIMO pre-
and post-processing tasks, where the RSI is simply treated
as noise with estimated statistical moments. However, these
estimates can not be guaranteed to be valid for all applications
and scenarios. Hence, the study of a robust design becomes
crucially important.
Robust transceiver design against the worst-case RSI channel
provides the worst-case threshold for switching between HD
and FD operating modes in hybrid relay systems. The authors
in [17] investigate a robust design for multi-user full-duplex
relaying with multi-antenna DF relay. In that work, the sources
and destinations are equipped with single antennas. Moreover,
the authors in [18] investigate a robust transceiver design for
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Fig. 1: System model of a full-duplex relay
multi-user MIMO systems for maximizing the weighted sum-
rate of the network.
Contribution:We consider a DF relay with multiple antennas
at the source, relay and destination. In this system, we allow
multi-stream beamforming for throughput rate maximization.
The achievable rate of the DF full-duplex relaying is cast as
a non-convex optimization problem. We propose an efficient
algorithm to solve this problem in polynomial time. Finally,
the transmit signal covariances at the source and the relay are
designed efficiently to be robust against the worst-case RSI
channel.
II. SYSTEM MODEL
We consider a communication setup from a source equipped
withM antennas to a destination with N antennas. The reliable
communication is assumed to be only feasible by means of
a relay with Kt transmitter and Kr receiver antennas at the
output and input frontends, respectively. The received signals
at the relay and destination are given by
yr = H1xs + κHrxr + nr, (1)
yd = H2xr + nd, (2)
respectively, where κ ∈ {0, 1}. Notice that, κ = 0 coincides
with HD relaying and κ = 1 denotes FD relaying. The
transmit signal of the source is denoted by xs ∈ CM with
the covariance matrix Qs = E{xsxHs }, and the transmit
signal of the relay is represented by xr ∈ CKt , with the
covariance matrix Qr = E{xrxHr }. The additive noise vectors
at the relay and destination are denoted by nr ∈ CKr and
nd ∈ C
N , respectively, which are assumed to follow zero-
mean Gaussian distributions with identity covariance matrices.
The source-relay channel is represented by H1 ∈ CKt×M and
the relay-destination channel is denoted by H2 ∈ CN×Kr ,
see Fig. 1. These channels are assumed to be perfectly known.
Furthermore, the self-interference (SI) channel at the relay is
represented by Hr, which is assumed to be known only imper-
fectly. In what follows, we present the achievable throughput
rates for the HD and FD relaying. In the next section, we start
with the HD relay, where κ = 0.
III. ACHIEVABLE RATE (HALF-DUPLEX RELAY)
Assuming that the relay applies the decode-and-forward
strategy, we consider a simple half-duplex relay where the
source and the relay transmit in two subsequent time instances.
We formulate the achievable rate between the source and
destination nodes as
RHD =
1
2
min(RHDsr , R
HD
rd ), (3)
in which RHDsr and R
HD
rd are the achievable rates on the source-
relay and relay-destination links, respectively. Notice that, in
half-duplex relaying the source and relay transmissions are
conducted in separate channel uses. These rates are given by
RHDsr = log2
∣∣IKr +H1QsHH1 ∣∣, (4)
RHDrd = log2
∣∣IN +H2QrHH2 ∣∣. (5)
Now, the transmit covariance matrices Qs ∈ HM×M and
Qr ∈ HKt×Kt are optimized by maximizing the achievable
rate from the source to the destination. Here, the convex
cone of hermitian positive semidefinite matrices of dimensions
M×M and Kt×Kt are represented by HM×M and HKt×Kt ,
respectively. The throughput rate maximization problem is cast
as
max
Qs,Qr
1
2
min(RHDsr , R
HD
rd ) (6)
subject to Tr(Qs) ≤ Ps, (6a)
Tr(Qr) ≤ Pr, (6b)
in which the constraints (6a) and (6b) are the transmit power
constraints and Ps and Pr are the transmit power budgets at
the source and relay, respectively. Let Qs = UsΓsU
H
s and
Qr = UrΓrU
H
r . Since, R
HD
sr and R
HD
rd are concave functions
of Qs and Qr, the solutions are given as [19]
Q⋆s = U
⋆
sΓ
⋆
sU
⋆H
s , with U
⋆
s = R1, (7)
Q⋆r = U
⋆
rΓ
⋆
rU
⋆H
r , with U
⋆
r = R2. (8)
Notice that R1 and R2 correspond to the right singular
matrices of H1 and H2, respectively, with H1 = L1Σ1R
H
1 ,
and H2 = L2Σ2R
H
2 . The diagonal matrices Γ
⋆
s and Γ
⋆
r are
determined by the water-filling algorithm [19] as
Γ⋆s =
(
τsI− (Σ
H
1 Σ1)
−1
)+
, (9)
Γ⋆r =
(
τrI− (Σ
H
2 Σ2)
−1
)+
, (10)
respectively. The water levels τs and τr are chosen such that
they satisfy the power constraint, i.e., Tr
(
τsI− (Σ1ΣH1 )
−1
)
=
Ps, and Tr
(
τrI− (Σ2Σ
H
2 )
−1
)
= Pr. Next, we determine the
maximum achievable rate for the full-duplex relay.
IV. ACHIEVABLE RATE (FULL-DUPLEX RELAY)
We assume that an estimate of the self-interference (SI)
channelHr is available at the relay denoted by H˜r. Hence, the
unknown channel estimation error (residual self-interference
channel) represented by H¯r is given as
H¯r = Hr − H˜r. (11)
In this work, we assume that some portion of the SI is canceled
based on the available estimate H˜r, such that only a residual
self-interference (RSI) remains. Here, we represent this portion
by H¯rxr. Considering a full-duplex decode-and-forward relay,
the following rate is achievable
RFD = min(RFDsr , R
FD
rd ), (12)
in which
RFDsr = log2
∣∣IKr +H1QsHH1 + H¯rQrH¯Hr ∣∣∣∣IKr + H¯rQrH¯Hr ∣∣ , (13)
RFDrd = log2
∣∣IN +H2QrHH2 ∣∣. (14)
Notice that, with perfect SI channel state information, the
SI could be completely removed from the received signal
at the relay input-frontend. This doubles the achievable rate
correspond to the half-duplex relay. Assuming that a RSI
remain uncanceled, a robust transceiver against the worst-case
RSI channel is required which is formulated as an optimization
problem as follows
max
Qs,Qr
min
H¯r
min(RFDsr , R
FD
rd ) (15)
subject to Tr(Qs) ≤ Ps, (15a)
Tr(Qr) ≤ Pr, (15b)
Tr(H¯rH¯
H
r ) ≤ T, (15c)
in which the throughput rate of the worst-case RSI channel is
maximized. In constraint (15c), T represents the RSI channel
uncertainty bound. It is important to notice that, without this
constraint, the worst-case achievable throughput rate is zero.
Next, we discuss the optimization problem (15) in details.
A. Robust Transceiver
We can reformulate (13) as
RFDsr = log2
∣∣IKr +H1QsHH1 (I+ H¯rQrH¯Hr )−1 ∣∣. (16)
Now, by applying the binomial inverse theorem [20], we arrive
at
RFDsr = log2
∣∣IKr +H1QsHH1 −
H1QsH
H
1 H¯r
(
IKt +QrH¯
H
r H¯r
)−1
QrH¯
H
r
∣∣. (17)
Next, we determine the optimal subspace of the transmit signal
from the source and relay. The RSI channel at the relay is
decomposed as
H¯r = LrΣrR
H
r . (18)
Interestingly, as given in (7), with Us = R1 the amount of
information extraction at the relay from the source is maxi-
mized in a SI-free case. Moreover, with Ur = R2, the amount
of information extraction is maximized at the destination
independent of the SI, see (8). Notice that, the negative term in
the log-determinant expression in (17) is controlled by Qs, Qr
and H¯r. Interestingly, in the log-determinant expression in (17),
the subspace of the negative term can span the subspace of the
positive term H1QsH
H
1 by the worst-case RSI channel. This
way the worst-case RSI channel can have the most harmful
effect on the received signal at the relay.
In what follows, we determine the left and right singular
matrices of the worst-case RSI channel, i.e., Lr and Rr.
First, we define the maximum number of independent parallel
streams that could be supported by the source-relay and relay-
destination links.
Definition 1. The degrees-of-freedom (DoF) supported by the
source-relay link and the DoF of the relay-destination links are
defined as DoFsr = min{M,Kr}, and DoFrd = min{Kt, N},
respectively.
The following lemma proves useful for the rest of the paper.
Proposition 1. Let DoFrd ≥ DoFsr. Then, the achievable
throughput rate from the source to the relay with the worst-case
RSI with uncertainty bound T is given by
min
σri , ∀i
min(M,Kr)∑
i=1
log2
(
1 +
σ21iγsi
1 + γriσ
2
ri
)
(19)
s.t.
min(M,Kr)∑
i=1
σ2ri ≤ T, (19a)
where σ1i , σri , γsi and γri are the i-th diagonal elements of
Σ1 ,Σr, Γs ,Γr, respectively.
Proof. First, we determine the subspace of the worst-case RSI
channel. The left and right singular matrices of the worst-
case RSI channel, i.e, Lr and Rr, should project the transmit
signal from the relay output on the dimensions spanned by the
received signal from the source at the relay input. Let the left
singular matrix of the RSI channel be Lr = L1. Then, the
expression in (17) is formulated as
R¯FDsr = log2
∣∣IKr + L1Σ1ΓsΣH1 LH1 −
L1Σ1ΓsΣ
H
1 ΣrR
H
r
(
IKt +QrH¯
H
r H¯r
)−1
QrRrΣ
H
r L
H
1
∣∣
= log2
∣∣IKr +Σ1ΓsΣH1 −
Σ1ΓsΣ
H
1 ΣrR
H
r
(
IKt +QrH¯
H
r H¯r
)−1
QrRrΣ
H
r
∣∣. (20)
Notice that the optimal relay transmit covariance matrixQr lies
in the subspace spanned by the left singular matrices of H2,
i.e, Qr = R2ΓrR
H
2 , see (8). Now, by Rr = R2, the negative
term in the log-determinant expression spans the subspace of
the positive term. Then, the expression in (20) is reformulated
as
R¯FDsr = log2
∣∣IKr +Σ1ΓsΣH1 −
Σ1ΓsΣ
H
1 Σr
(
IKt + ΓrΣ
H
r Σr
)−1
ΓrΣ
H
r
∣∣
=
∑
i=1
log2 (1 + σ
2
1iγsi − σ
2
1iσ
2
riγsiγri(1 + γriσ
2
ri)
−1)
=
min(M,Kr)∑
i=1
log2
(
1 +
σ21iγsi
1 + γriσ
2
ri
)
. (21)
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Fig. 2: Comparison between the average worst-case achievable rate
(WC) and the upperbound (UB). Hypothetically, the singular values
of the RSI channel is given. We consider equal number of antennas
at all transmitters and receivers. Solid curves: worst-case achievable
rates, dashed curves: upperbounds.
Now, having DoFrd ≥ DoFsr, the throughput rate over the
source-relay link with the worst-case RSI is given by the
following optimization problem,
min
σri , ∀i
R¯FDsr s.t.
min(M,Kr)∑
i=1
σ2ri ≤ T, (22)
This shows that, for the worst-case SI channel, the achiev-
able rate of the source-relay link is the sum of achievable rates
of min(M,Kr) data-streams. Notice that by Lr = L1 and
Rr = R2, the singular directions of the worst-case RSI channel
align along the singular direction of the source-relay link.
However, this is the worst-case RSI, only if DoFrd ≥ DoFsr.
Otherwise, the singular direction of the worst-case RSI should
not align along the singular directions of the source-relay link.
Rather, they should lay on the subspace spanned by all singular
directions of the source-relay link. Hypothetically, given the
singular values of the RSI channel, the comparison between
the worst-case achievable rate and the upperbound is depicted
in Fig.2 as a function of T
P
for P = Ps = Pr = 5. Notice that,
given the singular values of the RSI channel, the worst-case
rate is a function of the worst-case singular directions of the
RSI channel, which are Lr = L1 and Rr = R2. Furthermore,
note that, the rates upperbound are for complete RSI channel
knowledge.
Remark 1. The function 11+γriσ
2
ri
is a monotonically decaying
function in both γri and σri . Hence, for either σri = 0, ∀i or
γri = 0, ∀i, the achievable rate of the source-relay link is
maximized. However, notice that the case with σri = 0, ∀i,
represents zero RSI, hence, it is of our interest. However, with
γri = 0, ∀i, the relay-destination link throughput rate is zero,
hence, this case results in zero source-destination throughput
rate. From (21), allocating less power to the i-th stream of the
relay-destination link, i.e., γri , ∀i ∈ {1,min(M,Kr)}, results
in an improved achievable rate of the source-relay link, while
assuming the worst-case SI channel.
Now, the remaining question is, how much information bits
can be reliably transfered from the source to the destination,
with the worst-case σri , ∀i? By determining the left- and
right singular matrices of Qs, Qr and Hr, the optimization
problem (15) becomes equivalent to
max
γs,γr
min
σr
min(R¯FDsr , R
FD
rd ) (23)
subject to ‖γs‖1 ≤ Ps, (23a)
‖γr‖1 ≤ Pr, (23b)
‖σ2r‖1 ≤ T, (23c)
in which, γs = [γs1 , · · · , γsmin(M,Kr )] and γr =
[γr1 , · · · , γrmin(N,Kt )] and σr = [σr1 , · · · , σrmin(Kt,Kr )]. The
optimization problem (23) can be reformulated as
max
R,γs,γr
min
σr
R (24)
s.t. R ≤
min(M,Kr)∑
i=1
log2
(
1 +
σ21iγsi
1 + γriσ
2
ri
)
, (24a)
R ≤
min(N,Kt)∑
j=1
log2 (1 + σ
2
2jγrj ), (24b)
(23a)− (23c),
For the purpose of simplification for further discussions, let
M < Kr = Kt < N . Then, the number of independent data-
streams supported by the source-relay and relay-destination
links are limited to M and Kt, respectively. Then, the vector
of singular values of the worst-case SI channel, i.e., σr, is
composed of M non-zero values and Kt − M zero values.
Interestingly, the robust power allocation at the relay maxi-
mizes the information rate of the i-th stream by maximizing the
term 11+γriσ2ri
, however the worst-case SI channel for the i-th
stream represents a σri that minimizes the term
1
1+γriσ
2
ri
. Now,
define σ¯21i =
σ21i
1+γriσ
2
ri
. Then, the optimization problem (24) is
reformulated as
max
R,γs,γr
min
σr
R (25)
s.t. R ≤
M∑
i=1
log2
(
1 + σ¯21iγsi
)
, (25a)
R ≤
Kt∑
j=1
log2 (1 + σ
2
2jγrj ), (25b)
(23a)− (23c).
The objective of this problem is an affine function. Moreover,
the constraints (25b) and (23a)-(23c) are convex constraints.
However, the constraint (25a) is a non-convex constraint,
since the RHS is not necessarily a concave function of the
optimization parameters. Hence, the problem is a non-convex
optimization problem. Furthermore, notice that the minimum
of the objective function w.r.t. σr is maximized w.r.t. R,γs,γr.
Next, we propose an efficient algorithm for obtaining a station-
ary point.
Algorithm 1 Robust Transceiver Design
1: Set outer-iteration index l = 2
2: Define R(2) = 1 and R(1) = 0
3: Define P¯
(l)
r = Pr
4: Define scalar c ∈ [0.9, 1)
5: while |R(l) −R(l−1)| large do
6: Determine γ
(l)
r = [τ
(l)
r − 1
σ
2
2
]+, s.t. ‖γ
(l)
r ‖1 = P¯
(l)
r
7: Determine γ¯
(l)
r = γ
(l)
r (1 : min(M,Kt))
8: Set inner-iteration index q = 2
9: Define σ
(2)
r = 1T and σ
(1)
r = 0T
10: Determine γ
(q)
s = [τ
(q)
s − 1
σ
2
1
]+, s.t. ‖γ
(q)
s ‖1 = Ps
11: while ‖σ
(q)
r − σ
(q−1)
r ‖2 large do
12: Define u(q) =
σ
(q)2
1 ⊙γ
(q)
s
γ¯
(l)
r
13: Obtain σ
(q)2
r = [τ
(q)
SI −
1
u(q)
]+, s.t. ‖σ
(q)2
r ‖1 = T
14: Define v(q) =
σ˜
(q)2
1
1+γ
(l)
r ⊙σ
(q)2
r
15: Obtain γ
(q)
s = [τ
(q)
s −
1
v(q)
]+, s.t. ‖γ
(q)
s ‖1 = Ps
16: q = q + 1
17: end while
18: Define γ¯
(l)
s = γ
(q)
s
19: Define v¯(l) = v(q)
20: Calculate R
(l)
sr =
∑M
i=1 log2 (1 + v¯iγ¯si)
21: Calculate R
(l)
rd =
∑Kt
j=1 log2
(
1 + σ22iγrj
)
22: l = l + 1
23: Obtain R(l) = min(R
(l)
sr , R
(l)
rd )
24: Set P¯
(l)
r = cP¯
(l−1)
r
25: end while
B. Optimization Algorithm
The proposed algorithm is based on the following intuitions,
1) given optimal σ¯1i , ∀i, (genie-aided), the problem is
solved by the water-filling algorithm.
2) the rate of the i-th stream of the source-relay link is
reduced as γri and/or σri increase.
3) at the relay, transmitting with less power than the available
power budget, reduces the throughput rate of the relay-
destination link, but increases the throughput rate of the
source-relay link.
The algorithm is based on successive water-filling proce-
dures with are iterated. This procedure is explained for the
l-th iteration as follows
(I) the relay-destination rate is maximized by allocating
more power to better channels, and obtaining a water
level τ
(l)
r , which satisfies the power budget P
(l)
r ≤ Pr,
(II) the worst-case SI channel is the one that interferes
the strong data-streams (data-streams with high power)
received at the relay more than the interference on
the weak streams. This is realized by water-filling, and
obtaining a water level τ
(l)
SI that satisfies the water level
T .
(III) having the solutions from (I) and (II), the optimal power
allocation at the source is fulfilled by water-filling with
water level τ
(l)
s , which satisfies the power constraint Ps,
(IV) having the solutions from (I), (II) and (III), we compute
the achievable source-relay and relay-destination rates,
i.e., R
(l)
sr and R
(l)
rd . If |R
(l)
rd − R
(l)
sr | is still large, we
perform step (I) with a power budget less than P
(l)
r .
We present the algorithm pseudo-code in details in Algorithm
1. It is crucial to note that the parameters σr and γs play a
non-collaborative game in the inner-loop for a fixed strategy
γr which is updated in the outer-loop.
V. NUMERICAL RESULTS
We assume equal transmit power budgets at the source and
at the relay, P = Ps = Pr = 5. Moreover, the receiver AWGN
variance is assumed to be unity. We investigate the performance
of full-duplex relaying with RSI channel uncertainty bound T ,
i.e., Tr(H¯rH¯
H
r ) ≤ T . We consider the column vectors of the
source-relay and the relay-destination channel matrices to be
from zero-mean Gaussian distribution with identity covariance
matrices. That means, by representing the i-th column of H1
and j-th column ofH2 as h1i and h2j , respectively, we assume
h1i ∼ CN (0, I) and h2j ∼ CN (0, I). We perform Monte-
Carlo simulations with L = 104 realizations from random
channels and noise vectors. Hence, the average worst-case
throughput rate is defined as the average of worst-case rates
for L randomizations, i.e., Rav =
1
L
∑L
l=1Rl. Notice that,
for each set of realizations, i.e., {H1,H2,nr,nd}, we solve
the robust transceiver design as is elaborated in Algorithm 1.
We run two sets of simulations as described in two following
subsections.
A. Antenna Array Increment
We consider two cases, where the source, relay and destina-
tion are equipped with (a)- small antenna array and (b)- large
antenna arrays. For these cases, we have
(a)- {M,Kr} = {2, 3} with
{Kt, N} = {2, 3} and {Kt, N} = {3, 4}
(b)- {M,Kr} = {10, 15} with
{Kt, N} = {10, 15} and {Kt, N} = {15, 20}
These cases are considered to highlight the performance of
full-duplex DF relaying as a function of number of anten-
nas with the worst-case RSI. Interestingly, as the number of
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Fig. 3: The transmit power budget at the source and the relay are assumed to be equal, i.e., Ps = Pr = P = 5.
antennas at the source, relay and destination increase, full-
duplex relaying achieves a higher throughput rate even with
strong RSI. Furthermore, notice that the worst-case RSI casts
strong interference on the strong streams from the source to
the destination. With very low RSI power T → 0, full-duplex
almost doubles the throughput rate compared to the half-duplex
counterpart. This can be seen in Fig. 3, where the curves cross
the vertical axis. However, as T increases, the efficiency of
full-duplex operation drops.
Consider the case {M,Kr} = {2, 3}. First let {Kt, N} =
{2, 3}, where the DoF at the source-relay and relay-destination
links are both limited by 2. In this case, on one hand, the
worst-case RSI distributes T over 2 streams supported by the
source-relay link in order to have the most destructive impact.
However, on the other hand, the relay transmits with less
power, in order to cast less interference on the source-relay
link through the RSI channel. Now, with {Kt, N} = {3, 4},
the relay-destination link supports 1 streams more than the
source-relay link. Hence, the power controller at the relay will
distribute the transmit power over 3 streams, and only 2 of
those streams cast interference at the relay input (due to the
RSI channel). Hence, as can be seen in Fig. 3(a), increasing
the DoF of the relay-destination link does not have significant
impact on the achievable rate. This is due to the fact that
the source-relay link becomes the communication bottleneck.
Similar phenomenon happens with a large antenna array at the
source, relay and destination as can be seen in Fig. 3(b)
B. Relay Tx/Rx Antenna allocation
Let the relay have Kt + Kr = 12 in total. Furthermore,
suppose that the number of antenna at the source and relay are
{M,N} = {2, 10}. The question is, from 12 antennas at the
relay, how many should be used for reception for the robust
design?. To answer this question, we consider the following
scenarios
(a): {Kt,Kr} = {4, 8} ⇒ DoFsr = 2, DoFrd = 4
(b): {Kt,Kr} = {6, 6} ⇒ DoFsr = 2, DoFrd = 6
(c): {Kt,Kr} = {8, 4} ⇒ DoFsr = 2, DoFrd = 8
As can be seen in Fig. 3(c), by using more antennas for
reception than for transmission, i.e., Kr > Kt, at the relay,
i.e., case (a), the throughput rate in maximized for both HD
relay and worst-case FD relay. This is due to the fact that,
increasing the signal-to-noise ratio (SNR) of the source-relay
streams enhances the overall throughput rate more than the
increase by the DoF of the relay-destination link. However,
notice that in this setup the overall DoF from the source to
destination is limited by the DoF of the source-relay link.
VI. CONCLUSION
In this paper, we investigated a multi-antenna source com-
municating with a multi-antenna destination through a multi-
antenna relay. The relay is assumed to exploit a decode-and-
forward (DF) strategy. The transceivers are designed in order
to be robust against the worst-case residual self-interference
(RSI). To this end, the worst-case achievable throughput rate
is maximized. This optimization problem turns out to be a
non-convex problem. Assuming that the degrees-of-freedom
(DoF) of the source-relay link is less than the DoF of the relay-
destination link, we determined the left and right matrices of
the singular vectors of the worst-case RSI channel. Then, the
problem is simplified to the optimal power allocation at the
transmitters, which guarantees robustness against the worst-
case RSI singular values. This simplified problem is still non-
convex. Based on the intuitions for optimal power allocation
at the source and relay, we proposed an efficient algorithm
to capture a stationary point. Hence, in a DF relay with multi-
stream beamforming, we determine the critical point where the
half-duplex relaying outperforms the full-duplex relaying. This
critical point provides a mode-switching threshold in hybrid
half-duplex full-duplex relay systems.
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