Abstract. We present a class of vector coherent states labeled by multiple of matrices as a vector on a Hilbert space, where the Hilbert space is taken to be the tensor product of several other Hilbert spaces. As examples vector coherent states labeled by multiple of quaternions and octonions were given. The resulting generalized oscillator algebra is discussed.
Introduction
In recent years the theory of coherent states (CS for short) and its applications has evolved. The basic definition of canonical CS has been generalized and thereby several new classes of CS were generated. For the sake of completeness here we outline the definitions according to our need. For details one could see [1, 3] . where N (|z|) is the normalization factor, {ρ(m)} ∞ m=0 is a sequence of nonzero positive real numbers, W (|z|) is a positive function called a weight function, dµ is an appropriately chosen measure and I is the identity operator on H.
In a recent article [7] , the labeling parameter z of (1.1) was replaced by an n × n matrix of the form Z = A(r)e iζΘ(k) , where A(r) and Θ(k) are n × n matrices and thereby a class of vector coherent states (VCS for short) was generated as vectors in a Hilbert space H = C n ⊗ H 1 . In order to get the normalization and resolution of the identity following conditions were imposed on the matrices.
where the labeling parameters and the Hilbert space were chosen appropriately. The dependence of the first sum on the other severely restrict one to consider the states (1.5) as a tensor product of two CS. For detail one could see the article. Motivated from these two articles, [7, 5] here we generate multi matrix VCS in the form
...
H k ], where A k 's are n × n matrix valued functions on appropriate domains. A similar practice with complex numbers z 1 , z 2 , .., z τ will not be hard because the complex numbers commute with each other. For matrices, the non-commutativity restricts the construction severely. Further notice that
In order to avoid technicalities, we carry out our general construction with two n × n matrices A and B. Later using the real matrix representation of quaternions and octonions we demonstrate it for several matrices. We also generate VCS in the above form with matrix valued ρ j (n j )'s. Further, we also discuss VCS of type (1.5). Finally we discuss the generalized oscillator algebra associated to the VCS.
General construction
Let H 1 , H 2 be two separable Hilbert spaces and C be the complex plane. Let
and {χ j } n j=0 be orthonormal bases of the Hilbert spaces in the respective order and of C n . Denote H = C n ⊗ H 1 ⊗ H 2 , where ⊗ stands for the tensor product. Then the set of vectors {χ j ⊗ φ m ⊗ ψ l } j,m,l serve as an orthonormal basis of H. Let K, K ′ be measure spaces with probability measures dK and dK ′ respectively, and R, S be a second pair of measure spaces with measures dR and dS respectively.
For each pair of matrices A, B we define multi matrix vector coherent states (MVCS) as follows.
where the normalization factor N (r, s) and the positive sequences ρ(m),λ(l) have to be chosen so that the MVCS are normalized and give a resolution of identity.
In the sequel we use the following notation: For an n × n matrix A,
denote the positive part of the matrix.
Normalization and resolution of the identity. By requiring n j=1
A, B, j | A, B, j = 1 we establish N (r, s) in the following way:
[by (2.3) and (2.4)] Therefore, we have
For the resolution of the identity, we have
[because dK, dK ′ are probability measures, and by (2.4)]
if there are measures dR and dS (appropriate weights are assumed to be included within it) to satisfy
Now let us see an example.
Multi-quaternionic VCS with complex representation
As an example of our general construction, we build in this section MVCS using the complex representation of quaternions by 2 × 2 matrices. Using the basis matrices,
where σ 1 , σ 2 and σ 3 are the usual Pauli matrices, a general quaternion is written as q = x 0 σ 0 + ix · σ with x 0 ∈ R, x = (x 1 , x 2 , x 3 ) ∈ R 3 and σ = (σ 1 , −σ 2 , σ 3 ). Thus,
It is convenient to introduce the polar coordinates:
In terms of these,
We denote the field of quaternions by H. Now let us take two quaternions q 1 , q 2 as follows.
where
− cos φ 2 .
The matrices A(r), B(s), σ( n 1 ) and σ( n 2 ) satisfy the conditions (2.2)-(2.4). Thus,
orthonormal bases of abstract Hilbert spaces H 1 ,H 2 respectively, and χ 1 , χ 2 an orthonormal basis of C 2 , we can define the MVCS,
From (3.3),(3.4) and (2.6) we get
Let us take the measure to be
To obtain a resolution of the identity, we now have to find a density function W (r, s), such that
and a similar integral holds when the index 1 changes to 2, from (3.3),(3.4) and (2.8) we require
to satisfy (3.7). One could solve this moment problem for various choices of ρ(m) and λ(l) using the methods demonstrated in [?, 4] . Here we stick with the particular choice ρ(m) = Γ(m + 1) and λ(l) = Γ(l + 1). For this particular case, from (3.6) we get N (r, s) = 2e 
where f, g are functions of r and s, we can carry out the construction in a simple way. We demonstrate it through the following example.
Example 3.2. In the case of quaternions we had a more convenient form for the matrix A(r) in which the matrix A(r) is a multiple of the identity. Here we will establish MVCS with a non-trivial A(r). This example can be considered as a generalization of the quaternion case.
A(r, s) = rI 2 −sI 2 sI 2 rI 2 and
where n 1 = (n 11 , n 12 , n 13 ) and n 2 = (n 21 , n 22 , n 23 ) are unit perpendicular vectors and σ( n j ) = (n j1 , n j2 , n j3 ) · (σ 1 , σ 2 , σ 2 ) with σ j , the Pauli matrices. Let
2 , θ 2 ). Through straight forward calculations we can see that A(r 1 , s 1 ), A(r 2 , s 2 ), Θ 1 and Θ 2 satisfy conditions (2.2),(2.3) and (3.9) . With this choice we initiate our MVCS with the usual notations as, (3.10)
1 , n
2 ∈ Ω, where Ω is an open subset of R 3 . For the measure let us take dµ = dνdκdΩ, where dν = r 1 s 1 r 2 s 2 dr 1 ds 1 dr 2 ds 2 , dκ = 1 4π 2 dζ 1 dζ 2 and dΩ is the probability measure on
we have (3.11)
Further, since
Now let us see the simple case, ρ(m) = m! and λ(l) = l!. 
e r 2 e s 2 srdsdr
thus we obtain
Notice that this process can be extended to any number of matrices without any obstacles.
Remark
with conditions,
we can carry out the above construction easily with conditions (2.2),(2.3) and (2.4) replaced by the single condition (3.13). The following two sections serve as examples to this claim.
Multi-quaternionic VCS with real representation
Here we present quaternionic VCS with the real matrix representation of quaternions without imposing any conditions on the matrices. Let
be the real quaternion division algebra. It is known that H is algebraically isomorphic to the real matrix algebra
For detail explanation see [9] and the references listed there. For z = e iθ ∈ S 1 and q ′ ∈ M, let q(z) = zq ′ . Then we have
where |q ′ | is the norm of the quaternion q ′ and I 4 is the 4 × 4 identity matrix. Let q ′ (a) denotes the matrix representation of q ′ with matrix elements a i s. Let us consider the Hilbert space C 4 ⊗ H 1 ⊗ H 2 . With the notations of previous section let us define a set of multi-matrix VCS as follows: For j = 1, 2, 3, 4
Let us see the normalization factor
Thus the normalization factor takes the form
The quaternion norm can be considered as a continuous function,
Thus, we make the following identification: |q 1 | = t, |q 2 | = s. Since z 1 = e iθ1 and z 2 = e iθ2 , set the measure dµ(t, s,
Now for the resolution of the identity, consider
For example, if we take ρ(m) = m! and λ(l) = l! then from (4.2), N (|q 1 |, |q 2 |) = 4e t 2 +s 2 and then W (s, t) = 4 π 2 satisfies (4.3). One could easily notice that the whole procedure depends on the following:
The identities (4.4) and (4.5) holds for any number of quaternions, that is, q 1 q 2 can be replaced by q 1 ....q τ , therefore the procedure can be extended to have MVCS on the Hilbert space
, where H r s are a sequence of separable Hilbert spaces.
Multi-Octonionic VCS
Let O denote the octonion algebra over the real number field R. In [9] it was shown that any a ∈ O has a left matrix representation ω(a) and a right matrix representation ν(a) and these representation were given respectively by,
ω(a, z) = zω(a) and ν(a, z) = zν(a).
Thus, identities similar to (4.4) and (4.5) can be obtained for ω(a, z) and ν(a, z). Now, with previous notations we can have MVCS as
In the last set of states we can mix ω(a, z) and ν(a, z) in any order.
Multi-matrix VCS with matrix ρ(m)
Here we demonstrate a class of MVCS in the following form. (6.1)
where R k (n k ) and Z k are n × n matrices for all k = 1, ..., τ . In order to get a normalization and a resolution of identity, we need to take the Z k s in a certain way and have to impose conditions on all the matrices. We work it out in detail with the real matrix representation of quaternions. Let us take q k to be as in section 4 for all k = 1, 2, .., τ and
Further, let us take R k (n k ) such that
the simplest case. For example one such possible R k (n k ) is
where x 1 , ..., x τ are fixed. Since
we have the normalization factor
Now a resolution of the identity follows as:
Remark 6.1. Usually the ρ(m) of (1.1) is a positive sequence of real numbers and in getting a resolution of the identity we end at solving a moment problem with positive moments. When we replace the ρ(m) by a matrix, one could expect us to replace it by a positive definite matrix. The matrices we have used are not positive definite. But one can observe that, at the end of the calculations, we end up with a moment problem with positive moments. In this sense, it really doesn't matter with which matrix we start with but what does matter is the final moment problem.
when Summations depend one on the other
In this section we present MVCS as a generalization to the states (1.5). First we give a general construction and then we discuss an example using the complex representation of quaternions.
7.1. In general. Let A, B be matrices with all the assumptions of section 2 on it. Consider a set of MVCS as follows:
where f, g are some functions. Following the steps of section 2 we can see that the normalization factor takes the form,
For a resolution of the identity, we can have
if there is a measure (the appropriate densities are assumed to be included in it) dRdS to satisfy the moment problem
Now let us see an example with the complex representation of quaternions.
Example 7.1. Let us consider the quaternions as in (3.2). Let us consider two classes as follows.
The variable s is restricted on the set [0, 1), the rest of the variables obey the conditions of section 3.
, ρ 1 (m) = m! and j = 1, 2 let us consider the states (7.1). From (7.2) and the properties of quaternions we obtain
Therefore we get
For a resolution of the identity (7.3) reduces to
where λ 1 (r) and λ 2 (s, m) are densities. Since
we take
Thereby from (7.7) we only have to solve
By the definition of the Gamma function, we obtain (7.9) when λ 1 (r) = 1 2π . Thus we have a resolution of the identity.
Generalized oscillator algebra
For the states (1.1), a general way of defining an associated oscillator algebra is as follows: Let
, ∀m ≥ 1, and x 0 ! = 1 then ρ(m) = x m !. A set of operators namely; annihilation, creation and number operators on the basis vectors {φ m } is defined as
The states (1.1) satisfies the relation a | z = z | z , that is, the CS are eigenvectors of the operator a. These three operators together with the identity operator, under the commutator bracket, generate a Lie algebra, which is the so-called generalized oscillator algebra. In analogy with the above case, for the states (1.6) let us take
, x 0 ! = 1; ∀j = 1, ..., τ
Let us define a similar set of operators for the basis vectors {χ j ⊗ φ n1 ⊗ ... ⊗ φ nτ } as follows:
and the algebra is isomorphic to the Wyel-Heisenberg algebra. Since A j 's do not commute, in general, we have
Observe that if the matrices A 1 , A 2 , ..., A τ are replaced by complex variables z 1 , ..., z τ and the basis is replaced by φ n1 ⊗ ... ⊗ φ nτ then the states (1.6) can be considered as multi-boson states with no interaction between bosons. In such a case, when (8.2) is satisfied, if we define a set of operators similar to the above case we can have For the states (1.6), if we assume that the matrices satisfy [A j , A k ] = 0 for all pairs j = k we can have a relation similar to (8.3) . Such an assumption will be very strong.
In order to have an annihilation operator so that the MVCS | A 1 , A 2 , ...A τ , j as an eigenvector of it, it has to be defined in such a way that the action of the operator A affects only the first component of the vector, that is,
In this case the other two operators takes the form and if we assume (8.2) we again get an algebra isomorphic to the Wyel-Heisenberg algebra.
For the states of section 7 one can define the operators by the same relations of (8.4), (8.5) , (8.6) and get a relation similar to (8.7). If we attempt to define operators as (8.1) we end at a situation similar to multi-boson case with interaction between bosons.
Conclusion
The results of [7, 8] have been generalized with multiple matrices. Even though in [5] the multidimensional CS were considered in a different sense (as a generalization of [2] ) the construction presented here can be considered as a generalization of it. The complex and real representation of quaternions and the real representation of octonians are used to construct multi matrix VCS in several ways, namely; the variables J j s of (1.5) are replaced by matrices, the ρ j (n j )s are replaced by matrices, within the multiple sums one sum is allowed to depend on the other. The resulting generalized oscillator algebras were discussed in brief. A direct physical application for the constructed MVCS is not known yet. The construction of VCS with matrices was given very recently [7] . Some possible
