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Introduction 
The objective of high energy physics is to increase OUT understanding of the basic 
constituents of matter and their interactions. Our present knowledge is incorporated 
in a theoretical model called the Standard Model. In this theory the elementary 
constituents of matter are spin 1/2 fermions. These are the so-called leptons and 
quarks, which, to the precision of our present experiments, are pointlike. There exist 
four types of forces acting on these particles: the electromagnetic, the weak, the 
strong and the gravitational interaction. The latter is too weak to play an important 
role in high energy physics experiments and is also the least understood. It is at 
present not part of the Standard Model. The mediators of these basic forces are spin 
1 bosons. These are the massless photon, the massive W* and the Ζ particles and 
the massless gluons, respectively. A difference between the leptons and quarks is 
that the former particles do not feel the strong force. In this thesis the basic aim is to 
study the theory of the electromagnetic interactions: Quantum Electro-Dynamics 
(QED), a theory which after the pioneering work of Glashow, Weinberg and Salam 
became embedded in the electroweak Standard Model. 
The data used are collected with the L3 detector, one of the four large experi­
ments at the Large Electron-Positron (LEP) collider at CERN; this thesis is based 
on the data from the 1991 and 1992 LEP running periods. A perspective view of the 
L3 detector is shown in figure 1. Since 1989 electrons and positrons are collided at 
centre-of-mass energies around 90 GeV. 
At these energies both the copious (resonant) production of the weak interacting 
Ζ boson and its many decay modes enable to test the validity of the Standard Model 
and to precisely determine many of its parameters. However, the electromagnetic 
interaction still plays an important role in the higher order theoretical cross section 
predictions of all these processes. In addition, there exists at least one final state 
which, in lowest order, is believed to be of a pure electromagnetic origin even at 
the Ζ resonance. This is the reaction e+e" -» yy(y) studied in detail in the present 
thesis. 
The theory of QED has been extensively tested by earlier experiments, but at 
lower energies. The LEP collider is running at the highest energy reached so far by 
any e+e~ collider; this means that we are now able to probe QED at higher energies 
and higher momentum transfers and to search for QED anomalies at a "deeper" 
level. In order to test QED different breakdown models have been postulated. Some 
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Figure 1: A perspective view of the L3 detector. 
of these models have an ad hoc character while others are based on the hypothesis 
of new couplings and/or new particles. A general idea behind the latter kind of 
models is the assumption of the existence of a new substructure level below the 
present quark-lepton one (compositeness). All the QED breakdown models are 
formulated in terms of perturbation terms, added to pure QED, containing scale 
parameters. These parameters are related to the energy regime in which the new 
phenomena take place. The basic aim of this thesis is to experimentally determine 
the values of these scale parameters. 
The thesis is organised as follows. In chapter 1 a brief description is given of 
the theory of QED, followed by the calculation of the pure QED prediction for 
the cross section of the reaction e+e~ -» y y(y). Next, the different QED breakdown 
models are presented together with their effect on the differential cross section. In 
chapter 2 the experimental set-up is described. First, a short description of the LEP 
accelerator is given including the pre-accelerators; the second part of the chapter 
is devoted to the description of the L3 detector. In chapter 3 the reconstruction 
of the data as collected by the L3 detector is described together with the selection 
procedures required to obtain a clean sample of e+e~ -» γγ(γ) candidates. The cross 
section measurements are presented in chapter 4. In chapter S these measurements 
are used to test the different QED breakdown models; our results are compared 
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with those from earlier experiments as well as the other LEP experiments. 
In the process of selecting a clean e+e~ -» yy(y) sample we also obtain other 
types of samples with only photons in the final state. They can be used to search for 
rare or forbidden processes; two of these searches are described in the appendices. 
In appendix A a search for three photon final states and some rare and/or forbidden 
Ζ decays is presented. In appendix В a search for high mass photon states is 
described. 
In appendix С some kinematical limits are derived valid for e+e~ -» γ γ γ events. 
All quantities in this thesis are given in natural units: this means that we take 
h = 1 (unit of action) and с = 1 (unit of velocity); all remaining quantities can then 
be expressed in units of energy. 

1 
Theory 
1.1 Introduction 
The theory of Quantum Electrodynamics (QED) describes the interactions between 
electrically charged particles through the electromagnetic field whose quantum is the 
photon. QED has been the most successful application of Quantum Field Theory. 
The coupling constant α is small which allows a straightforward application of 
perturbation techniques. 
QED has been extensively studied in the last two decades at e+e~ colliders, 
covering a range of centre-of-mass energies from a few GeV up to 90 GeV. The 
particularly clean initial state offered by an e*e~ collision (or annihilation) forms an 
ideal laboratory to study QED processes. The first experiments of this type started 
in the early seventies at the colliders SPEAR (Stanford) and DORIS (Hamburg) 
at energies of a few GeV. They were followed by tests up to energies of around 
10 GeV at CESR (Cornell) and at the upgraded DORIS collider; no deviations 
from QED were observed. In the eighties the next generation of colliders PEP 
(Stanford), PETRA (Hamburg) and TRISTAN (Tsukuba-Japan) tested QED up to 
energies of around 60 GeV; again no QED breakdown effects were detected. A new 
era in e+e~ colliders started in 1989 with the Stanford Linear Collider (SLC) and the 
Large Electron Positron (LEP) colliders, both running at a centre-of-mass energy 
of around 90 GeV. The SLC has only one interaction region and thus only space for 
one detector; at LEP on the other hand there are four large detectors operational. 
In this thesis the data collected by the L3 experiment at LEP during the 1991 and 
1992 running periods are used to study QED. 
QED is one of the most accurately verified physics theories. Independent from 
the e+e~ collider experiments, the (g — 2) experiments have tested QED up to order 
a
4[l]. Since there exists such a variety and depth of experimental verification, the 
first question to ask is: do we still have to test QED at all? The affirmative answer 
5 
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to this question is motivated by the following points: 
• First of all, high energy e+e~ collider experiments are complementary to the 
low energy (g - 2) precision measurements 
- because the radiative corrections in the (g - 2) experiments only concern 
virtual particles; QED processes in e+e~ collisions involve the production 
of real particles. 
- because the (g — 2) experiments test QED at low momentum transfers; 
the e+e~ collisions perform such tests at large momentum transfers. 
• At LEP a higher and previously inaccessible centre-of-mass energy range 
becomes available. In general, higher energies allow a search for possible 
QED anomalies at a "deeper" level. 
• QED is embedded in the Standard Model. This model, although extremely 
successful, has some unsatisfactory features (no explanation of the number 
of quark and lepton generations, a large number of arbitrary input parameters 
etc.). Any detection of a breakdown in the QED sector of the Standard Model 
could reflect on these features. 
• Precision measurements of physical constants and cross sections require cal­
culation of higher-order QED radiative correction terms. Many other physics 
measurements, such as particle searches, have higher order bremsstrahlung 
terms as background. All these QED correction terms should be tested. 
In this thesis we concentrate on the QED interaction e+e~ -• yy{y). The impor­
tance of studying this process relies on the following considerations: 
• In principle QED can be tested in the following processes 
- lepton pair production. 
- hadron production. 
- fermion pair production through photon-photon scattering. 
- photon pair production. 
At low energies all these reactions are dominated by pure QED. At higher 
energies weak and/or strong interactions become important in the first three 
processes. However, the reaction e+e~ —• γ γ which proceeds via the exchange 
of a virtual electron in the t- or и-channel, remains free of these "complica­
tions". Therefore, even at high energies, this process still provides a very 
clean test of QED. The difference follows from the following facts: 
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- In first order there are no weak interaction corrections, because the Ζ 
has spin 1 and the decay Ζ -» γ γ is forbidden by the Landau-Yang 
theorem [2]. At centre-of-mass energies around the mass of the Ζ boson 
the higher order weak corrections for the e+e~ -» γ γ reaction are still 
below 1% [3]. 
- Unlike the photon propagator the electron propagator is not subjected to 
vacuum polarisation corrections. 
• Previous experiments have shown that photons can be very important in the 
search for new physics. There exist processes which can be earlier or more 
clearly observed with additional photons than without these photons [4]. 
These possibilities include the situations when 
- the new physics produces only neutral and stable (or long-lived) particles 
which are undetectable without an additional radiated photon. 
- the new physics produces virtual particles that are kinematically not 
allowed in the final state, but which become detectable through an off-
shell decay into a photon and a lighter particle. 
In practical terms the usability of photon final states for the above purposes is 
based on the fact that photons produced in "standard" QED processes share 
the property that their energy distribution peaks at small values and that their 
angular distribution peaks in the direction of the beam. Photons from non-
conventional physics on the other hand, are expected to be energetic and 
acollinear.(1) 
The remainder of this chapter is organised as follows. First the theory of QED is 
briefly reviewed. Then a study of the QED process e+e~ -» γ γ is presented; lowest 
order cross sections are given and higher order corrections discussed. Subsequently, 
possible QED breakdown models are presented. 
12 QED 
The Dirac Lagrangian for a free spinor field (ψ) is given by [5]: 
£=ίψγμΰμίΐ> - /ηψψ (1.1) 
In quantum field theory the field ψ describes a particle of spin \ and mass m; the γμ 
are the Dirac matrices satisfying the relation {y", yv} = 2g™. 
(1)In appendices A and В we describe searches exploiting these features. 
8 1. Theory 
All of the QED physics enters the Lagrangian when imposing that the Lagrangian 
must be invariant under the following local gauge transformation: 
ψ(χ) -~ψ·(χ) = «***(*) . (1.2) 
The above phase transformation is a multiplication of φ times a unitary l x l matrix. 
The group of all such matrices is called 1/(1); as a result the symmetry involved is 
called i/(l) local gauge invariance. Here, the so-called generator of t/(l) group is 
the charge operator Q. Its eigenvalues correspond to the conserved charge of the 
particle under consideration. 
The Lagrangian in equation 1.1 is not invariant under transformation 1.2. In­
variance can be obtained by introducing a vector gauge field AM which transforms 
as: 
Αμ(χ) - Αμ ' (χ) = Αμ(χ) + 3μα(χ). (1.3) 
The Lagrangian then becomes gauge invariant by replacing the derivative ομ with 
the so-called covariant derivative Ώμ: 
άμ—Ομ~άμ + ίβΑμ·ζ}, (1.4) 
where e is the coupling constant of the U(l) group. The vector field Αμ is the 
electromagnetic potential which describes a spin 1 massless boson, the photon. 
The Lagrangian containing the QED interactions is then given by: 
L = {¡>r"D„tp - mi¡>x¡) 
= ψ (iy1·^ - m) ψ - βψγ'ΰψΑ, - ^ v f " , (1.5) 
with F^ the antisymmetric electromagnetic field strength tensor, given by: 
F"1 - d»Av - dvA" . (1.6) 
The first term in the local gauge invariant Lagrangian (equation 1.5) corresponds 
to the kinetic energy and the mass of the particle associated with the spinor field ψ. 
The third term corresponds to the kinetic energy of the vector field Αμ. The second 
term describes the interaction between the spinor field φ and the vector field Αμ, 
which is of a pure vector type; it can be written as: 
£
υ
„ = -/'1Λμ with J" = βψ/
μ0ψ , (1.7) 
where /μ is the electromagnetic current. 
Note that the last two terms in the local gauge invariant Lagrangian (equation 1.5) 
correspond to the Maxwell Lagrangian for a massless vector field Αμ with source 
7μ. The Euler-Lagrange equations yield: 
δμΡ"=Γ, 
which are the Maxwell equations. From this follows that the current satisfies the 
continuity equation: 
V = 0. 
IJ. The Reaction e + e -» γγ{γ) 9 
13 The Reaction e+e —· yy(y) 
The reaction e+e~ -» γ γ is described by one of the simplest diagrams in QED: 
two electron-photon vertices connected by an electron propagator. The two lowest 
order Feynman diagrams involved are given in figure 1.1. Both diagrams have to 
be taken into account, because the produced photons are indistinguishable. 
Figure 1.1: Lowest order Feynman diagrams for the reaction e*e — γγ • 
Defining θ as the polar angle between the electron and photon, the lowest order 
(a2) differential cross section (also referred to as the Born cross section) can be 
written in the extreme relativistic limit (mt IE « 1) as: 
a
2
 1 + cos2 θ A T _ α ^ Γ ί 
¿Ω = 2s [u 1 - c o s 2 * ' **> 
with s, t and и the so-called Mandelstam variables, which in the centre-of-mass 
system and in the extreme relativistic limit are given by: 
s = 4E2, 
t = - 2 E 2 ( l - c o s e ) , 
и = -2E2(1 + cos θ) , 
where E is the energy of the incoming particle. Note the typical lis dependence of 
the differential cross section and the presence of forward and backward infinities. 
These infinities are caused by the t- and u-channel exchange electrons being almost 
on the mass shell with the electron masses effectively neglected. More realistically, 
in formula 1.8 the denominator (1 - cos2 fl) should be replaced by (1 - 0 2 cos2 Θ), 
with ße=pe/Ee = yj\ - 4m2/s the velocity of the electron. The total lowest order 
cross section then becomes finite: 
σο 
-?(*И (1.9) 
10 1. Theory 
Usually one is only interested in the β-region, θ„ο, < θ < π - ft™, where 0„¡„ 
is the minimum observable polar angle determined by the experiment. With this 
restriction and at LEP energies the electron mass can be neglected and the integrated 
cross section is then, still in lowest order, given by: 
2ra2 i. 1 + COS0™ 1 . 
σο {In cos вы } . (1-10) 
^ s \ I - c o s e « * " " ƒ v 
At LEP energies higher order corrections become important. Unlike the lowest 
order cross section (which scales as 1 / s) the radiative corrections (which scale 
as ln(s / ml)) increase at higher energies [6, 7]. The radiative corrections can be 
calculated order by order; for the present study we take into account the corrections 
up to order o(a3) [6, 8]. 
The corrected differential cross section can then be written as: 
where doo I d£l is the lowest order differential cross section. Quite generally, the 
radiative corrections δ
ΰεο
 can be split into two parts, the virtual corrections Ó*, and 
the photon bremsstrahlung contributions <Wm. Thus: 
6QED = δήτ + obren · (1.12) 
The virtual corrections consist of vertex corrections and box diagrams; the 
corresponding Feynman diagrams are shown in figure 1.2. Note that all these 
diagrams are of order 0(a*); it is their interference with the lowest order diagrams 
which leads to о(а3) corrections on the cross sections. 
The o(a3) bremsstrahlung diagrams are obtained by adding an external photon 
line to the lowest order diagrams; the corresponding Feynman diagrams are shown 
in figure 1.3. 
The virtual QED corrections 6^ are infrared divergent in the limit E -» 0 
(ô„r -» — CD); this is caused by the photon propagator in the soft photon limit E -+ 0. 
Similarly, the bremsstrahlung corrections become infrared divergent in the same 
limit (obrem -» +00); this is due to the fact that an infinite number of photons becomes 
emitted as E — 0. Since it is impossible to distinguish between two and three photon 
events in the limit of lower and lower energy photon emission (distinguishing such 
states would require infinite experimental precision on measuring energies), the 
QED ôbnm correction is split into two contributions: 
àbnm = àsojt + òhard · (1-13) 
The soft photon correction о„{, corresponds to those e
+
e~ -» γγγ events where the 
least energetic photon has an energy £3 below a certain threshold value к = Ej/Еьеат-
13. The Reaction e+e -* γγ(γ) 11 
Figure 1.2: Half of the Feynman diagrams contributing to the virtual corrections. 
The other half is obtained by interchanging the two external photon lines. 
e+ 
Figure 13: Half of the Feynman diagrams contributing to the 0(a3) bremsstrahlung 
corrections. The other half is obtained by interchanging the two rightmost external 
photon lines. 
The hard photon correction ¿Wi corresponds to those e+e" -» γγγ events where all 
the emitted photons have energies above this parameter /t.(2) The value of к is 
chosen such that the corresponding photon energy lies well below the resolution 
and precision of the detector. On the other hand к must be required to lie above the 
(2)In appendix С some kinematical limits applicable to the e*e -» γγγ reaction are derived. 
12 1. Theory 
region where the cross section would become negative (k - 10~5). In practice, a 
value of Jfc = 0.01 is used (see chapter 4). We can then write: 
&QED — â(vir+so/i) + abord > (1-14) 
and exploit the fact that calculating δ*, + 6
mft together as one correction leads to 
a finite result, because the divergences from the virtual corrections exactly cancel 
the divergence from the soft photon bremsstrahlung. Clearly, the δ^ and ό„/( 
corrections will depend on the energy Еьыт, the polar angle 0 and the value for Jfc. 
In the sum ó„r + δ
χ{, the dependence on к should cancel. 
In figure 1.4(a) the QED predicted differential cross section is given for Еыат = 
45.6 GeV. Note the effect of the radiative corrections: the cross section around 
| cos θ | ~ 0 is decreased while the forward/backward cross section is increased. 
A comparison of the predictions with and without hard bremsstrahlung indicates 
that it is the hard bremsstrahlung which causes this cross-over phenomenon. In 
figure 1.4(b) the predicted total cross section is given as a function of the beam 
energy. 
1.4 QED Breakdown Models 
In general the testing of QED breakdown is based on the hypothesis that QED 
is embedded in a more general theory characterised by an as yet inaccessible 
energy region. This region corresponds to a regime in which new phenomena 
would become explicitly visible. In the context of e.g. a possible substructure of 
the quarks and leptons (compositeness) this would be the energy region in which 
the binding interactions of new constituents (the so-called preons) would start to 
manifest itself. At much lower energies the more general theory reduces to a sum of 
QED and smaller residual interactions which act as a perturbation on QED. These 
residual interactions are the effective low-energy translation of the new phenomena; 
they are expressed in and proportional to energy scale parameters Λ, containing 
the remnants of the effect of the more general theory. All residual interactions 
vanish in the limit Λ -» oo. The Λ parameters are not well defined; in principle 
they are supposed to correspond to the energy scale of the forces which bind the 
new substructure constituents. The Λ scales which we effectively observe can 
however be very different from this basic compositeness scale, and also strongly 
differ from one process to the other, depending on the quantum numbers and/or the 
new constituents involved in the interaction (see further). 
In present day QED breakdown testing, the residual effective interactions added 
to the QED predictions are nearly always based on explicit Lagrangians satisfying 
certain conservation principles. Here we will also adopt this approach and therefore 
refrain from testing QED breakdown using some older, and now superseded, ad 
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Figure 1.4: The differential (a) and total (b) QED cross section for the reaction e + e - -» γ γ(γ). 
The dotted lines correspond to the lowest order prediction; the dotted-dashed lines correspond to 
the cross section including the virtual corrections and the soft bremsstrahlung up to order 0(σ 3); 
the solid lines to the cross section including also hard bremsstrahlung up to order 0(a3). 
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hoc modifications of QED.(3) 
The most general residual effective interaction which can be added to the QED 
prediction for the e+e~ -» γ γ reaction studied here, is а (Λ scale dependent) two 
fermion-two boson contact interaction. Of course such a contact term approach is 
nothing but a parametrisation of possible QED deviations; it does not identify the 
various dynamic origins which might have caused the deviation (compositeness, 
anomalous couplings, excited fermion exchange etc.). Establishing these dynamic 
causes will in general require additional analyses and/or additional measurements.*4' 
In the spirit of looking for specific breakdown mechanisms we will examine the 
possibility of QED deviations following from the existence of an excited electron. 
The energy scale for directly detectable compositeness is at least in the TeV 
region [12, 13, 14]. This limit is set by previous searches for compositeness. 
All the compositeness models must explain the large difference in energy scale 
between the already known layer of the leptons, quarks and the W, Ζ panicles (from 
a few MeV to 100 GeV) and this compositeness scale (> 1 TeV). One idea is chiral 
symmetry (i.e. chirality conservation) of the underlying binding interaction [15,16]; 
this is (one of) the reason(s) why one wants to impose chirality invariance on the 
interaction Lagrangian representing the residual interaction. In the limit of very 
high energies the terms in the Hamiltonian (or Lagrangian) which can make the 
known leptons massive are in essence helicity flip transitions. Imposing chirality 
symmetry would forbid the appearance of those mass terms, c.q. would forbid any 
mass acquisition by composite fermions/5) 
Note that even with a compositeness region in the TeV range, there may exist 
various types of composite partners to the already known particles, lying at much 
lower energies; thus there might exist states in between the compositeness region 
and the "low" lying known particles. Amplitudes involving the exchange of such 
"light" particles will simulate a residual interaction with a relatively low effective 
Λ scale. In addition, beside the new particles there may also exist new types of 
couplings. The strength of any such new interaction may again differ strongly from 
one process to the other. 
Contact Terms 
In the contact interaction approach the QED Lagrangian is left unchanged and 
an effective Lagrangian following from a new interaction is added. This new 
interaction is built from already known fields and, as stated above, in the case 
(3
'One such approach is based on the introduction of eey vertex form-factors [3,9,10,11,12] 
(4)Although, all the deviations resulting in an effective two fermion-two boson interaction would be, if 
caused by compositeness, of necessity due to compositeness in the fermionic sector In appendix A we will 
discuss measurements of rare Z-decays reflecting on possible compositeness in the bosonic sector 
(5)The validity of this hypothesis heavily depends on the very strong assumption that this chiral symmetry 
is not spontaneously broken 
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of an e+e~ -* γγ(γ) reaction, of the two photon-two electron contact interaction 
type. The residual interaction is chosen proportional to the lowest possible power 
of 1 / Λ consistent with the dimensions of the fields involved/6* Thus the lowest 
dimensional eey γ contact term leads to an additional interaction Lagrangian of the 
type [12,17,19]: 
He2 
¿ « n = -J¿F"F'a (ib.#¿ft¿vifc + ηκψβΥμά^κ) , (1.15) 
where Λ corresponds to the scale parameter referred to above.(7) The dimensions 
of the fields involved require the interaction to be proportional to 1 / Λ4. The 
Lagrangian x«
r r
 contains two "orthogonal" terms, corresponding to a conserved 
left-hand and right-hand electron chirality amplitude, respectively. The relative 
strength of these two amplitudes is specified by the r\L and щ parameters. The 
interaction Lagrangian is normalised by the constraint: 
тах(|т}і|,|т)Д|) = 1. 
The£er r Lagrangian is electromagnetic gauge invariant, CP-conserving and chirality-
conserving. Note that the simultaneous presence of TJ¿ and η
κ
 does not violate the 
chirality invariance. 
In terms of Feynman diagrams adding L„
rr
 corresponds to adding to the Feyn­
man diagrams of figure 1.1, the contact term diagram shown in figure 1.5. 
Figure 1.5: The additional lowest order Feynman diagram for the reaction e+e -» γγ 
describing the contact interaction. 
(6)In the literature also higher order Lagrangians are considered [17,18]. 
(7>There exists a certain arbitrariness in defining ¿ s r r . The most important variation is the one resulting 
from omitting e2, and replacing it by a coupling of order unity [18]. All the consequences of this replacement 
are then absorbed in the definition of Λ. Values of Λ thus defined are typically 3-4 times larger than the 
ones we derive. 
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The differential cross section of the reaction e+e~ -» yy with the inclusion of the 
contact interaction is then given by [20]: 
-{ )Л^^)'<^^ (1.16) 
In table 1.1 the possible (4 χ 2) extreme contact term types are classified by 
their dependence on the chiral structure of the electron current. The dominant 
Chirality 
L 
R 
(L+R) 
(L-R) 
VR 
0 
±1 
±1 
±1 
VL 
±1 
0 
±1 
Tl 
Table 1.1: Definition ofthe eey y contact model types based on the chiral structure. 
contribution to the differential cross section comes from the interference terms 
which are proportional to Λ- 4. Every chirality type is characterised by two different 
Λ scales except for the (L - R) type where the interference term vanishes. Thus, 
the differential cross section formula is less sensitive to the (L - R) chirality type 
than to the other ones. For all of these chirality types the maximum sensitivity 
in the modified differential cross section occurs at θ - 90°. Finally, note that the 
predictions for the L and R chirality types are identical. 
Excited Electron 
The excited electron model is a specific example of a possible QED breakdown 
mechanism. Again, in this model the QED Lagrangian is left intact but a new 
effective Lagrangian is added corresponding to the possible existence of an excited 
electron vertex e'ey and proportional to the lowest possible power of 1 / Λ. In 
contrast with the contact term interaction, a new field corresponding to the excited 
electron is explicitly introduced. 
Electromagnetic gauge invariance requires the lowest dimensional interaction 
of the excited electron with the electron to be of a magnetic-transition type. The 
gauge invariant form of such an additional e'ey coupling is given by the following 
interaction Lagrangian [21]: 
Cftj — 2K. U-o
1
" [ηΤψ[ + »J« ΨΛ] F„ +h.c. , (1.17) 
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where Ле. corresponds to the effective energy scale and λ is the relative coupling 
strength of e'ey to that of eey; λ of order 1 would imply a standard QED strength. 
The antisymmetric tensor &" is given by &™ = ϊ/2(γμγ* - γνγμ); F„
v
 is the electro­
magnetic field strength tensor. The parameters r£* and η% correspond to the relative 
strength of the left and right chirality currents, respectively. 
This Lagrangian can also be written in the following form: 
¿t-er = ^ ф
е
. < У ( с - а у 5 > ^
м
 + Л.с. , (1.18) 
where the с and d parameters correspond to the relative strength of the vector and 
axial-vector couplings of the electron currents ψ, respectively. A normalisation is 
effectuated by requiring: c2 + d2 = 1. 
The relation between the r¿* ,rf¿ and the c, d parameters is given by: 
r£ = c + d , т)д =c-d. 
Because of its derivative form, this new coupling does not lead to a renormalis-
able theory; it can therefore only be considered as an effective coupling. At most, it 
can be the low energy manifestation of a renormalisable interaction involving other 
particles. 
CP invariance would require с and d (r/2* and η|* ) to be relatively real. Fur­
thermore, to conserve helicity, it is often assumed that c2 = d2 (i.e. that either rfL' or 
η% vanishes), which implies the presence of pure left or pure right couplings only. 
In contrast to the contact term approach, for the interaction Lagrangian 1.17 the 
coexistence of rjf and vfe does violate the chirality invariance. 
In terms of Feynman diagrams this new interaction corresponds to adding to the 
lowest order Feynman diagrams of figure 1.1, the diagrams with an excited electron 
exchange (see figure 1.6). 
Using the assumptions given above for CP- and chirality-invariance (τ£· ,rf¿ ) = 
(1,0) or (r/f ,TjJ* ) = (0,1), one then obtains the following lowest order differential 
cross section for the reaction e+e~ -» y y [20]: 
, 2 da 
dQ 
a2 í ( i + cose)2 [7 xVsin2e V 
3Ϊ I sin2 θ [\ 4Ai(ml-u)) 
(1 - cos ef 
sin2 θ 
Note that the predictions on the differential cross section are the same for both 
chiralities. 
The Lagrangian given by 1.18 is a generalisation of an interaction Lagrangian 
first proposed by F.E. Low [22]: 
ek 
Lt
'
er =
 2ÂZ^-cr^'F^ + hc- ' С1·2 0) 
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e* 
Figure 1.6: The additional lowest order Feynman diagrams for the reaction e+e -» 
γ γ where a virtual excited electron is exchanged 
Formula 1.20 corresponds to putting с = 1 and d = 0 (or r\L = щ = 1) in formula 1.18 (or 1.17) and is therefore not favoured theoretically. However, since many exper­
iments present their results using this Lagrangian we will test its validity as well. 
The Low-Lagrangian leads in the lowest order to a differential cross section for the 
reaction e+e~ -» γ γ given by [23]: 
da
 =
 (do\
 2 [ / λ \ 2 q2 f λ \ 2 q'2 
dQ~[dù)QED + a [\me.J q2-mi+\meJ q'2 -m\. 
+
 (¿)ìsin2fl(^4 + ^ ) 
+
 и¿)4(^ώ2 + ^ K ( 9 2 ^ + ( ^ ^ ) 
1 / λ \* mis2sin26 
+
 4 W (Я2 - ml-Xq'2 -m2·). 
with q2 and q'2 the momentum transfer squared given by: 
(1.21) 
<? = --(!-cose), 
q'2=- ^ ( 1 + COSO). 
Often one only uses the terms up to (λ / mt·)2 and the differential cross section can 
then be written as: 
do _ (da\ 5 2 λ 2 1 + —¡-(1 - cos2 θ) · tf(cos θ) 
¿jn,. (1.22) 
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with: 
tf(cos0) = 1 + s 1 - cos
2
 θ 
Ы)!-Ш'^" (1.23) 2ml l + cos2e 
With the assumption slm\. « 1, the term H{co& Θ) - 1 and the cross section becomes: 
da (da 
dU ~ \dQ /QED 
1 + ß£D44 2(Л?Ш)' 
sin2 θ (1.24) 
with the relation: 
(Λβ£°) 2=« 2./λ. 
This is the historically often used so-called cut-off parametrisation formula to 
modify the pure QED cross section for the reaction e+e~ -*yy [23]. Actually, one 
mostly writes: 
da (da\ 
dQ = \dQ)QED 1± 2(Μ£»γ 
sin2 θ (1.25) 
with Λ?™ introduced for symmetry purposes. Thus two scale parameters, Л££/) are 
defined of which only the positive scale has a direct physical meaning. Again, the 
maximum sensitivity to a possible breakdown in all the modified excited electron 
e*e~ -*γγ differential cross sections occurs at θ = 90°. 
Limit Relations 
We now look at some limit situations for the different QED breakdown expressions 
and the relations between them. The most general excited electron differential 
cross section (equation 1.19) corresponds to the L,R chirality type contact term 
differential cross section (equation 1.16) in the limit of m\. > s and assuming λ = 1. 
As already noted above, in this same limit, the excited electron differential cross 
section derived from the interaction Lagrangian given by F.E. Low (equation 1.22), 
corresponds to the QED cut-off differential cross section with Λ+ (equation 1.25). 
The differential cross section for the (L +R) chirality type contact term corresponds 
to the QED cut-off cross section if all the terms of order η2 are ignored. 
Table 1.2 presents a summary. 
Limits 
ml.^s 
m\.^>s 
rj2 ignored 
excited electron -» contact terms 
(eq. 1.19) (eq. 1.16) 
excited electron -» QED cut-off 
(eq. 1.22) (eq. 1.25) 
contact terms -» QED cut-off 
(eq. 1.16) (eq. 1.25) 
Relations 
( Л ^ = Л >
е
. 
(Л?)2 = Л >
е
. 
(A°EDf = ml.lk 
M£R = A¥° 
Tibie 1.2: Limit relations between the different QED breakdown expressions. 
2 
LEP and L3 
2.1 Introduction 
The LEP storage ring of CERN is located at the French-Swiss border near Geneva 
and operational since August 1989. The 3.8 metre-diameter LEP runnel with a 
circumference of 26.7 kilometres, houses the accelerator and lies some SO to 150 
metres below ground level. It stretches from Geneva airport on one side to the Jura 
mountains on the other. The tunnel is inclined at an angle of 0.8" with respect to 
the horizontal plane for geological reasons. The LEP ring consists of eight circular 
sections of 2840 m length each and eight straight sections. 
Electrons and positrons are concentrated in 4 bunches each and circulating in 
opposite directions inside the LEP ring, resulting in (4 χ 4) bunch crossings per 
cycle. The ring is kept under vacuum, in order to minimise particle losses due to 
collisions with gas molecules. The bunches are accelerated to the final beam energy 
and then brought into collision in the middle of four of the eight straight sections. 
These four areas are equally-spaced around the ring (points 2, 4, 6 and 8) and 
equipped with the four large detectors (L3, Aleph, Opal and Delphi, respectively) 
which observe and measure the interactions (see figure 2.1). 
Since 1989 LEP is running at a beam energy of around 45 GeV, leading to 
centre-of-mass colliding energies around and at the mass of the Ζ boson. Near the 
end of the 1992 running period the collision frequency(1) of LEP was increased by 
doubling the number of bunches from (4 + 4) to (8 + 8). 
(1)More precisely, the so-called luminosity (see page 35). 
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Figure 2.1: The LEP ring. 
2.2 LEP 
Electrons and positrons are injected into the LEP ring, after having been pre-
accelerated. The injection system of LEP consists of the following interconnected 
accelerators: 
LIL 
The LEP Injector Linacs (LIL) consists of two linear accelerators. Positrons 
are generated by the first linac which accelerates electrons up to 200 MeV and 
shoots them onto a tungsten target. The second linac accelerates electrons 
and positrons separately up to 600 MeV. 
EPA 
The Electron Positron Accumulator (EPA) ring accumulates the electrons and 
positrons from the LIL into bunches, in order to obtain high intensity beams 
before injecting them into the synchrotron. The number of particles inside a 
bunch is of the order 1011, which corresponds to a current of 500 μΑ. 
PS 
The Proton Synchrotron (PS) accelerates the electron and positron bunches 
up to 3.5 GeV. 
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• SPS 
The Super Proton Synchrotron (SPS) with a circumference of 7 kilometres 
takes the electron and positron bunches from 3.5 GeV to 20 GeV and injects 
them into the LEP ring. 
After the filling of LEP the particles are accelerated (ramped) to the final beam 
energy by a Radio Frequency (RF) system. This system consists of 128 five-cell 
copper cavities grouped in two pairs of stations and driven by 16 klystrons with 
a total power of 16 MW. These stations are located on either side of collision 
points 2 and 6 of the LEP ring. The RF system also replaces the energy lost by 
the beam because of synchrotron radiation and focuses the particles longitudinally 
into discrete bunches. Electrostatic separators located at each of the eight collision 
points keep the electron and positron beams apart during injection and acceleration. 
To reduce the amount of synchrotron radiation, the electron and positron bunches 
are guided around the ring by 3304 dipole bending magnets using a relatively low 
field (- 0.05 T). In addition, some 1272 focusing magnets limit the lateral spread 
of the bunches. The magnets are grouped in cells; each of the eight arcs contain 31 
cells. 
To increase the luminosity in the experimental areas, the beams are squeezed 
in the transverse direction by superconducting quadrupole magnets. Beam sizes 
of 160 μΐΉ and 20 μΐη in the horizontal and the vertical plane, respectively, are 
obtained. The resulting luminosity delivered to the L3 experiment was around 
3 χ IO30 cm"2s"' for the (4 χ 4) bunch crossing operation mode in 1991. 
The energy calibration of the beams in LEP is of main importance for the 
measurement of the parameters of the Ζ boson, in particular the mass of the Z. 
The momentum of the electron and positron beams in LEP is proportional to the 
magnetic bending field integrated over the path of the particles. Four techniques 
have been used to provide information on the beam energy. A detailed discussion of 
all these techniques and the effects which enter into the calibration has been given 
in reference 25. The final precision obtained in the absolute energy scale for the 
1991 running period is 5.7 χ 10~5. At centre-of-mass energies around the Ζ mass 
this corresponds to a total calibration error of 5.2 MeV; it forms the most important 
contribution to the total error on the measurement of the Ζ mass.(2) 
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The L3 detector is located in the cavern at interaction point 2 of the LEP collider, 
45 m underground; a perspective view is given in the introduction. The L3 detector 
was designed to study the e*e~ interactions in LEP with emphasis on high precision 
energy measurements of photons, electrons and muons. In figure 2.2 a transverse 
p>The total error on the mass determination of the Ζ boson is 7 MeV [24]. 
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cut through the L3 detector is given; figure 2.3 shows a longitudinal cut through 
the L3 detector. 
Figure 2.2: A transverse cut through the L3 detector. 
Moving from the interaction point outward, one meets of the following sub-
detectors: 
• The central tracking detector consisting of a time expansion chamber, a layer 
of plastic scintillating fibres and a wire chamber. 
• Forward-backward tracking chambers. 
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An electromagnetic calorimeter made of Bismuth Germanate crystals. 
A luminosity monitor again consisting of Bismuth Germanate crystals. 
Scintillation counters. 
A hadron calorimeter made of depleted uranium plates interspersed with 
proportional wire chambers. 
A muon filter made of brass plates. 
A muon spectrometer consisting of three layers of drift chambers. 
Muon Filter 
Electromagnetic 
Calorimeter 
Luminosity Monitor Hadron Calorimeter 
Figure 2 J : A longitudinal cut through the L3 detector. 
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The luminosity monitor and the forward-backward tracking chambers consist of 
a forward and backward component only; all other sub-detectors contain at least a 
barrel section. The whole L3 detector is housed in a huge magnet with a diameter of 
12 m and a length of 12 m along the beam direction. The floor of the experimental 
hall serves as a cradle for the magnet. The magnetic field which is parallel to the 
beam line has a strength of 0.5 T. Mechanical support to all sub-detectors is given 
by a 32 metres long and 4.45 metre-diameter steel tube supported at each end (see 
figure 1 on page 2). Except for the muon chambers, all sub-detectors are mounted 
inside this tube. The support tube can be positioned relative to the LEP beam, 
allowing alignment of all L3 detectors. 
The right-handed L3 cartesian coordinate system (see figure 1 on page 2) has 
its origin in the interaction point. The positive z-axis is defined as the direction 
of flight of the electrons; the positive x-axis points to the centre of the LEP ring 
and the positive v-axis points upward. The polar angle θ e [0, π] is the angle with 
respect to the positive z-axis and the azimuthal angle φ e [0,2π] is the angle in the 
χ,ν-plane with respect to the positive x-axis. 
In the following sections all sub-detectors will be briefly described but the em­
phasis will be on the time expansion chamber and the electromagnetic calorimeter, 
because they are the main detector components used in the present study. 
2.3.1 The Central Tracking Detector 
In addition to its role of distinguishing charged from neutral particles, a differenti­
ation which is of prime importance for this thesis, the L3 central tracking detector 
is designed to perform the following tasks on/with charged particles: 
• provide charged track information for a fast trigger. 
• measure polar angles. 
• measure transverse momenta and determine the signs of the particle charges. 
• reconstruct the interaction point and secondary vertices if any. 
• determine the impact point of the charged particles in the electromagnetic 
calorimeter. 
• determine the charge multiplicity of the event. 
The small volume available for tracking together with the design goals, sug­
gested the use of an unconventional drift chamber, a so-called time expansion 
chamber. In order to protect this chamber for out of focus incoming beam particles, 
lead rings were installed around the beam line in the forward and backward direc­
tion during the shut-down period of 1991-1992. These ring layers were interspersed 
with proportional chambers to avoid losing solid angle coverage. 
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In addition to the time expansion chamber, the central tracking detector consists 
of a plastic scintillating fibre system and a Z-chamber. In the following subsections 
these different components are described. 
lime Expansion Chamber 
The main component of the central tracking detector is the Time Expansion Chamber 
(TEC). It consists of two concentric high precision drift chambers mounted around 
the beam line: the inner TEC, extending from 8.5 cm to 14.3 cm radially, and the 
outer TEC, extending up to 46.9 cm radially. The detection volume is formed by 
a 1.5 mm thick beryllium cylinder at the inner diameter, a 4 mm thick aluminium 
cylinder at the outer diameter and two 4.5 cm thick aluminium end-plates. The 
inner TEC is subdivided into 12 sectors, each with a 30° coverage in φ; the outer 
TEC is divided into 24 sectors, each with a 15° coverage. This configuration is 
chosen to achieve the largest possible ratio of drift volume over detection volume, 
a factor which maximises the spatial precision. 
In figure 2.4 the cell geometry of the TEC is shown. The electron drift volume is 
divided into a drift region with a low homogeneous electric field and an amplification 
region with a high electric field. The two regions are separated by a grid of wires 
at zero potential in order to obtain the homogeneous drift field. 
The gas mixture (80% C0 2 and 20% ¿C4H10) is characterised by a low diffusion 
coefficient and a low drift velocity, properties which yield a linear dependence on 
the electric field. This low drift velocity in the drift region (typically 6 μητ/ns, 
about 10 times smaller than in conventional chambers) allows for the determination 
of the drift time by the so-called centre of gravity method. Flash Analog-to-
Digital-Converters (ADCs) sample the anode pulses at 100 MHz to extract the 
characteristics of the electron clusters. The spatial precision thus obtained, σ0 / VÑ (with σ0 the longitudinal diffusion and N the number of drift electrons collected 
by the anode), is better than the one derived from the more conventional leading 
edge method, σο / VlnN. The single wire precision in the drift region is found to 
be of the order 60 μπι. This leads to a track precision in the detection region of 
approximately 250 μΐη. The double track resolution is found to be in the range 
of 600 μίτι to 800 μπι. The precision on transverse momentum, p„ is given by 
4p,/p? = 0.02(GeV)-1· 
All wires in the TEC run along the beam line and are supported by the end-plates. 
Their sensitive length is 982 mm. The wire configuration of each TEC sector is 
shown in figure 2.5. The grid plane has a 0.6 mm wire spacing. The anodes which 
are alternated with focus wires are 4.8 mm apart. There are three types of signal 
wires: 
• The standard anode wires which are read out only at one end and are optimised 
for a high precision r, φ measurement. 
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Figure 2.4: The TEC principle. 
• The so-called Charge Division (CD) anode wires which are read out at both 
ends, and thus allow for a z-coordinate measurement (in addition to the r, φ 
measurement), by comparing the size of both signals. The precision obtained 
is on average 60 mm.(3) 
• The so-called Left-Right (LR) ambiguity wires which perform an г, ф mea­
surement. The left-right ambiguity is resolved by reading out five grid wires 
on both sides of these anodes and by comparing the signals induced by the 
positive gas ions on either side. By this method 90% of the hits are correctly 
resolved. For charged particles passing through the inner and outer TEC, the 
left-right ambiguity can also be resolved by matching the tracks from both 
chambers. 
Two out of 8 anodes in the inner sector and 9 out of 54 anodes in the outer sector 
are CD wires. The inner sector has no LR wires, whereas the outer sector contains 
14 LR wires. 
The design requirements on the high voltage system are different for the posi­
tive and negative high voltage supplies. Therefore two independent high voltage 
<3)Actually, the Z-chambers, described below, provide more accurate information about the track z-
coordinates than the TEC CD-wires. 
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Figure 2.5: The TEC wire configuration. 
systems are used to operate the TEC. The main design requirement for the negative 
high voltage supply is long time stability, because of the lineai dependence of the 
drift velocity on the electric field. The positive high voltage supply on the other 
hand primarily needs a high reliability in order to prevent damage to the read-out 
electronics and to the signal and focus wires. 
Plastic Scintillating Fibre System 
The Plastic Scintillating Fibre (PSF) system is designed to calibrate the drift ve­
locity of the TEC. It consists of 24 plastic scintillating fibre ribbons corresponding 
to the 24 outer sectors of the TEC. Each ribbon is made of 143 optically isolated 
fibres and glued onto a glass fibre holder which is fixed on the outer surface of the 
TEC. The fibres are 1.3 m long and stretched in the longitudinal direction. Photo-
multiplier tubes convert the light output into analog signals which are subsequently 
treated by ADC circuits. 
The drift velocity is derived from the relationship between the measured drift 
time in the TEC and the drift distance obtained from the position of the fibre hit. 
The measured PSF precision, averaged over all ribbons, is 245 μΐη. The average 
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PSF efficiency obtained is approximately 20%. This rather low value is due to some 
tubes having optical coupling problems and to noise-reducing high ADC threshold 
settings. 
It should be noted that the most important method to calibrate the TEC makes 
use of the reconstructed tracks from di-muon events, Le. events for which the 
momenta are known with high precision. 
The Z-chamber 
The Z-chamber is designed to provide additional information about the z-coordinate 
of tracks. The Z-chamber consists of a double layer of cylindrical proportional wire 
chambers with cathode strip readout. Three supporting cylinders, covering the 
outer cylinder of the TEC, carry four cathodes, each consisting of 240 copper strips 
with a 4.4 mm pitch. The effective length of the chamber is 1068 mm and the outer 
diameter is 980 mm; it covers the polar angular range 45° < θ < 135°. 
The strips of the four cathodes form angles with respect to the beam line of 69° 
and 90" (и and ζ layer) for the inner chamber and -69° and 90° (v andz' layers) for 
the outer chamber. The ζ andz strips in the two chambers are axially displaced with 
respect to each other by half of the pitch. A high voltage of 1600 V is supplied at 
one end of the chamber. The signals from the strips are read out at the opposite end. 
These signals are the image charges of the charge avalanche at the anode wires. An 
80% AT and 20% C0 2 mixture is used for operation. 
The efficiency of each chamber is 96%. The single track precision of the 
chambers is 320 μπι for tracks crossing the chamber nearly perpendicular and 
becomes worse for inclined tracks. The double track resolution is estimated to be 
10 mm. 
2.3.2 The Forward-Backward Tracking Chambers 
The Forward-backward Tracking Chambers (FTC) are operational since the be­
ginning of the 1991 running period. The chambers are designed to give a z-
measurement for charged particles in the small angle regions. The FTC also 
provides information about the r, φ coordinates of tracks, which can be used to 
compensate the reduced efficiency of the TEC in these small angle regions. 
The FTC consists of 2 cylindrical multi-wire drift chambers installed around the 
beam line both in the forward and backward region. The chambers, with an inner 
radius of 12 cm and an outer radius of 49 cm, are placed just behind the TEC and in 
front of the BGO endcaps. The angular coverage is symmetric for both chambers 
and corresponds to 12° < θ < 34° in the forward region and 146° < θ < 168° in the 
backward region. Both chambers are made up out of 20 cells, 45 mm wide and 31 
mm thick, each containing 4 wires stretched either in the x-direction (H-chamber) 
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or in the ^ -direction (V-chamber). All wires in a cell are read out by TOC boards 
giving information about the drift time; one wire also provides charge division 
information. The cell structure of the FTC is shown in figure 2.6. 
Figure 2.6: The cell structure of the FTC chamber. 
The single wire efficiency is around 90% and the single wire precision is about 
165 μπι. The double track resolution is approximately 3 mm. The veto efficiency 
on charged particles is rather low, because of the 0.7 radiation lengths of the TEC 
end-flange just in front of the FTC, implying a probability for e+e~ pair production 
from high energetic photons of about 45%.(4) 
2 3 3 The Electromagnetic Calorimeter 
The electromagnetic calorimeter measures the energy and position of electrons and 
photons. It consists of 11360 Bismuth Germanate (BGO) crystals, which form the 
showering as well as the active medium. The two main processes involved in the 
showering are bremsstrahlung and pair production. A detailed description of the 
BGO calorimeter can be found in reference 26. 
(4)Since an accurate knowledge of the conversion probability for high energetic photons is of importance 
for the present study, a detailed derivation of this number is given in chapter 3 
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The crystals, which have the shape of a truncated pyramid, have a size of (2 χ 2) 
cm
2
 at the front and (3 χ 3) cm2 at the back. The length of each crystal is 24 
cm or approximately 22 radiation lengths. All crystals are pointing towards the 
interaction region, with a small angular offset of 10 mrad in φ to suppress energy 
leakage. In order to minimise the dead space between the crystals, the walls of the 
support frame are only around 200 μτα thick. This corresponds to a dead region 
of approximately 1.75% of the solid angle covered. The calorimeter consists of a 
barrel part and two endcaps parts (see figure 2.7). 
Figure 2.7: A longitudinal view of the BGO electromagnetic calorimeter. Aho shown 
are the TEC and the FTC. 
• The Barrel 
The barrel part is subdivided in two symmetrically half barrels, each con­
taining 3840 crystals. A flange in the middle connects the two half barrels 
and gives the structure the necessary rigidity. In each half barrel, the crys­
tals are arranged in 24 rings of 160 crystals each. The angular coverage is 
42° < θ < 138°. 
• The Endcaps 
The two endcaps are operational since the 1991 running period. They are 
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located at each end of the barrel, and arranged in 17 rings of crystals. In 
the azimuthal direction the crystals are divided in 16 sectors, each consisting 
of 96 crystals. The angular coverage is symmetric for both endcaps and 
corresponds to 12° < θ < 38° in the forward region and 142° < θ < 168° in 
the backward region. 
The crystals are read out by two 1.5 cm2 photodiodes glued onto the back of 
each crystal. Since the photodiodes have no internal amplification, pre-amplifiers 
are installed on a board a few centimeters behind the crystals. The resulting analog 
signals (- 50 ц /Ме ) are then digitized by ADC cards mounted inside the L3 
detector. In this way the readout system is kept compact and the losses low. This 
part is called the level-1 of the BGO readout system. It also contains a FIFO 
buffer which can hold a maximum of 41 events to allow for high trigger rates. The 
hierarchy of the readout system consists of four levels. From the level-2 onwards 
the electronics are placed in a counting room located away from the detector. Each 
higher level computer board reads out and controls several lower level boards. In 
the end, the collected data are sent to the L3 main data acquisition system (DAQ). 
Between LEP fills the BGO system is read out in a so-called pedestal run. 
This means that all crystals are read out while there is no signal present. Such a 
measurement give the pedestal value for every crystal, which has to be subtracted 
from any real signal coming from a particle traversing the crystal during LEP data 
runs. 
As the light yield of the BGO crystals depends on the temperature, a low 
and constant temperature is desired for optimal energy precision. To keep a low 
temperature, a cooling system is installed which removes the heat from the readout 
electronics just behind the crystals. Temperature sensors are mounted on the front 
and the back side of every 12th crystal, providing a temperature measurement with 
a precision of 0.1°C. 
To monitor the efficiency of every crystal, in particular the transparency loss 
and recovery rate after radiation damage, a Xenon light flash system is used. With 
this system light pulses of known amplitude are injected into the crystals and 
subsequently read out by the BGO data acquisition system. The changes in the 
crystal response are thus monitored with an accuracy of 0.7%. In addition, this 
system is used to check the status of the read-out channel of each crystal. 
In order to have a reliable conversion from the output voltage of a photodiode to 
the amount of deposited energy by a particle traversing a crystal, all crystals need 
to be calibrated. This calibration depends on the energy deposited in the crystal, the 
light collection efficiency of the crystal and the temperature. Calibration constants 
for the barrel part of the BGO were obtained from test beam data. The conditions 
under which these constants were determined are used as reference points in the 
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crystal energy reconstruction. For the endcaps both Bhabha and cosmic ray events 
were used to calculate the calibration constants. The crystal energy reconstruction 
requires in essence two steps: 
• Going from ADC counts to voltage. The digitized output of every channel 
is a linear function of the input voltage. The pedestal values recorded are 
subtracted from the signal voltage. 
• Going from voltage to energy. In this step we take into account the calibration 
constants obtained from test beam data, the temperature correction, the light 
collection dependence and the Xenon correction. 
An absolute calibration to within 0.7% is obtained. In chapter 3 these calibration 
constants are used to reconstruct the particle energy and to determine the impact 
point. The resulting energy precision is 1.4% for 45 GeV electrons and photons, 
decreasing to 5% at 100 MeV (see figure 2.8). From 2 GeV onwards the impact 
point precision is better than 2 mm. 
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Figure 2.8: The energy precision of the barrel part of the electromagnetic calorimeter 
for electrons as function of their energy. 
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23.4 The Luminosity Monitor 
The luminosity monitor is designed for precise luminosity measurement at LEP by 
measuring the rate of small angle Bhabha events. The luminosity is a measure of 
the intensity of the LEP particle beams and their effective geometrical intersection. 
It is defined as the ratio of the number of incoming particles per second over the 
effective collision surface. The luminosity in the L3 detector is derived from the 
rate of small angle Bhabha events, which is a well known QED process. The 
luminosity, L, is then given by N = L χ a, with N the number of small angle Bhabha 
events and σ the cross section for the corresponding interaction. The luminosity 
monitor consists of a forward and backward unit, both located at small angles, 2.65 
m away from the interaction point (see figure 2.3). In the corresponding angular 
region the Bhabha scattering process is nearly independent of Ζ exchange and can 
be calculated to high precision using QED only. 
Both calorimeters contain 304 BGO crystals, each 26 cm long which corresponds 
to approximately 24 radiation lengths. These crystals, all placed parallel to the beam 
line, are arranged in 8 rings, every ring covering 15 mm radially. In the azimuthal 
direction, the crystals are grouped in 16 sectors. Each φ-sector consists of 19 
crystals and covers an interval Αφ = 22.5°. A photodiode converts the light output 
into an analog signal and a LED monitors any possible radiation damage. The BGO 
unit is split vertically in two halves which can be separated by an hydraulic device 
during each filling of LEP to avoid radiation damage of the crystals by out of focus 
beam particles. For electrons around 45 GeV, the energy precision is about 2% and 
the angular precision 0.4 mrad and 0.5° in θ and φ, respectively. 
23.5 The Scintillation Counters 
The scintillation counters are used to distinguish di-muon events from cosmic 
muons on the basis of the timing information. When a single cosmic muon passes 
near the interaction point, the time of its traversing the scintillators is not correlated 
with the time of the LEP beam crossing. This in contrast to a di-muon event for 
which there is a clear correlation with the time of the bunch crossings. In addition, 
the time-of-flight difference between two opposite counters will be 5.8 ns for a 
cosmic muon and zero for a di-muon event. 
The 2.9 m long scintillation counters are mounted on the inner side of the 
hadron calorimeter barrel in the longitudinal direction (see figure 2.9). The angular 
coverage is 34° < θ < 146e; in φ the coverage is 93% of 2π. Each counter is at 
both ends connected to a photomultiplier. The analog signals produced are fed to a 
TDC as well as to an ADC, because the timing precision improves when the shape 
of the pulse is also taken into account. The timing precision achieved is 0.6 ns. 
36 2. LEP and IJ 
23.6 The Hadron Calorimeter 
The hadron calorimeter is located just behind the electromagnetic calorimeter and 
measures the main component of the hadron energy. Some part of the hadron 
energy is dissipated inside the BGO calorimeter, as the crystals introduce already 
about one nuclear interaction length; this energy is added in. A hadron, that enters 
the dense material of the hadron calorimeter again generates a shower of particles. 
Because the nuclear interaction length is much larger than the electromagnetic 
radiation length, a hadron shower has a much larger longitudinal extent than an 
electron-photon shower. 
The hadron calorimeter is made of 5 mm thick depleted uranium absorber plates 
interspersed with rectangular (5 χ 10) mm2 proportional wire chambers. The gas 
used is a 80% Ar and 20% C0 2 mixture. Uranium was used as absorber material 
because its high density makes optimal use of the (limited) space left between the 
BGO calorimeter and the muon chambers in order to stop all hadrons. The hadron 
calorimeter consists of two parts: the barrel part and the forward-backward parts 
(see figure 2.9). The total solid angle covered is 99.5% of 4я. 
Scintillation Counter 
Figure 2.9: A longitudinal cut through the hadron calorimeter. Also shown is the 
position of the scintillation counters. 
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• The Barrel 
The hadron barrel calorimeter, covering the angular range 35° < θ < 145°, 
has a modular structure consisting of 9 rings of 16 modules each. The 3 
central rings are made up of long modules (910 mm) containing 60 multi-
wire proportional chambers interspersed with 58 uranium plates. The short 
modules (816 mm) contain S3 chambers and 51 uranium plates. 
• TheEndcaps 
The hadron endcaps, covering the polar angle regions 5.5° < θ < 35° and 
145° < θ < IIA. 5°, each consist of 3 rings, an outer ring (HCl) and two inner 
rings (HC2 and HC3). Each ring is split vertically in two half rings, which 
results in a total of 12 modules. This to provide fast access to the inner de­
tectors during a shut-down period. The HCl, HC2 and HC3 modules contain 
77,27 and 23 layers of (5 χ 10) mm2 proportional chambers, respectively, all 
alternated with uranium plates. 
All chamber layers consist of four chambers, each covering an interval Δφ = 
45°. The wires in all layers are spanned in the azimuthal direction. Chambers 
in alternating layers are rotated with respect to each other over an angle 
Αφ = 22.5°, resulting in the so-called и and ν layers. 
A linear energy response is observed and a precision of σ/Ε = (55/y/E[GeV]+5)% 
is obtained. 
In addition to the energy measurement of hadrons, the calorimeter also acts as 
a Alter which allows only non-showering particles to reach the muon detector. It 
also yields a position determination, and thus an additional spatial constraint, for 
any non-hadronic particle able to traverse the hadron calorimeter and to reach the 
muon chambers. This will be the case in particular for the muons, but in general 
for any non-showering long-lived particle. Phenomenologically, both in the BGO 
and hadron calorimeter such particles are referred to as MIPs (Minimum Ionizing 
Particles). 
In table 2.1 the thickness of the main absorption components of the L3 detector 
are given in interaction and radiation lengths. 
2.3.7 The Muon Filter 
The muon filter is used to detect the muons before they enter the muon chambers. It 
also stops the remaining low energy hadrons which managed to traverse the hadron 
calorimeter, because it adds one more nuclear absorption length to the hadron 
calorimeter (see table 2.1). 
The filter consists of eight detection modules, each made of six 1-cm thick brass 
absorber plates, interleaved with five layers of proportional chambers. The space 
left between each rectangular module and the support tube is filled with 1.5 cm thick 
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Detector 
Component 
BGO 
HC Barrel 
Muon Filter 
Support Tube 
Total 
Nuclear 
Interaction lengths 
0.93 
3.52 (3.15) 
1.03 
0.52 
6.00 (5.64) 
Radiation lengths 
21.43 
99.25 (87.71) 
11.54 
5.78 
138.00 (126.48) 
Table 2.1: The nuclear interaction length and the radiation length for the main 
absorbing detector components from the beam axis at an angle of0 = 90". For the 
HC barrel the lengths are given for both the long and the short modules. 
absorber plates. Each module is 4 m long and 1.4 m wide and covers one ψ-octant 
of the muon chambers (see figure 2.2). All wires are mounted in the longitudinal 
direction and connected to an ADC. The measured efficiency is 97%. 
2.3.8 The Muon Chambers 
At present the muon chambers only have a barrel part covering the polar angular 
region 36° < θ < 146°.(5) The muon detector consists of two Ferris wheels, 
each containing 8 octants mounted around the support tube, covering the complete 
azimuthal angle (see figure 2.2). A detailed description of the muon chambers can 
be found in reference 27. 
Each octant consists of a mechanical structure supporting three layers of drift 
chambers, the outer (MO), the middle (MM) and the inner (MI) layer. Every layer 
consists of chambers, which measure points on a muon track in a plane perpendicular 
to the beam direction (P-chambers); they allow for a sagitta measurement with a 
total lever arm of 2.9 m. The inner and outer layers of every octant are sandwiched 
by chambers which measure the z-coordinate of the muon track (Z-chambers). The 
middle layers are closed off by thin aluminium honeycomb panels in order to 
minimise multiple scattering. 
• P-chambers 
Every octant consists of two P-chambers in the outer layer, two P-chambers in 
the middle layer and one inner P-chamber. Each (MO, MM, MI) P-chamber 
contains (21,15,19) drift cells with (16, 24,16) signal wires, alternated with 
field shaping wires. There are approximately 300 signal wires per chamber 
each 5.6 m long and 9 mm apart. The distance to the grid wires is 51 mm. 
О Forward-backward extensions are presently being installed. 
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A gas mixture of 61.5% Ar and 38.5% Ethane is used, which result in a drift 
velocity of about 48 μΐη / ns. The single wire precision achieved is 150 μπι. 
• Z-chambers 
Each Z-chamber consists of two wire planes, both containing 57 isolated drift 
cells of (92 χ 27) mm2. The planes are shifted by half a cell to resolve the 
left-right ambiguities. The single wire precision obtained is 500 μίτι. 
The muon chambers are designed for a precision momentum measurement of 
muons within 2.5% at 45 GeV. The magnet provides a relatively low magnetic field 
in a large volume in order to optimise the muon momentum precision, a quantity 
which improves linearly with field, but quadratically with track length. The sagitta 
for a 45 GeV momentum muon is 3.5 mm. A momentum precision of 2.5% implies 
that this sagitta should be known to an accuracy of better than 88 μπι. 
The main error sources come from multiple scattering (43 μπι), the intrinsic 
chamber precision (43 μπι) and alignment errors of the different layers. A high 
precision alignment is only needed within one and the same octant, because from 
3 GeV onward a muon is confined to a single octant. The different systems used 
consist of LEDs, lenses and quadrant diodes or laser beacon systems. 
The measured precision of the muon detector, obtained from an analysis of 
muon pairs, is 2.5%, this agrees with the design value. 
23.9 The Trigger System 
The trigger system has to decide, after each beam crossing, whether or not to record 
the detector signals. The trigger should be able to recognise the events of interest: 
the e+e~ interactions. These interactions occur at a rate of approximately 1 Hz. 
Not all signals observed by the detector do come from e+e_ interactions. There 
are so-called background events, mainly caused by beam-gas, beam-wall interac­
tions, but occasionally also by cosmic particles penetrating the detector and by noise 
in the electronic channels. The trigger must also be able to recognise and reject 
these background interactions, because reading out the detector signals causes a 
dead-time for the data acquisition system. During this dead-time the detector is 
blocked for new data reading. Recording all background events would result in a 
significant loss of interesting data. 
For studying the different background types and their time dependence, a sample 
of so-called beam-gate events are used. These events are recorded at a certain 
frequency in a time window around a beam crossing, independently of the trigger 
conditions. 
The rate of the beam crossings is approximately 45 kHz and thus the trigger 
speed is of utmost importance in reducing the dead-time of the system. This is 
achieved by using a hierarchical three-level system of increasing complexity. 
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• The Level-1 Trigger 
The level-1 trigger takes decisions within 20 μβ; this means that its readout 
system is available before the next bunch crossing if the decision is negative. 
In the case of a positive decision the detector signals have to be digitized and 
stored in multi-event buffers. This requires 6 ms effectively as a result of the 
BGO readout speed. The level-1 trigger rate on positive decisions is about 8 
Hz; this corresponds to a dead-time of less than 5%. 
Each sub-detector provides trigger data which are less accurate than the main 
data, but allow for a fast decision. Trigger signals are available in digitized 
form within a few μβ. The trigger hardware combines these data by simple 
arithmetic and logical operations and compares the results obtained to preset 
thresholds. The level-1 contains five triggers; they are logically OR'd to 
arrive at a decision. For the present analysis the three relevant ones are: 
- The Calorimeter Triggers. The calorimeter triggers are designed to select 
events with a significant energy deposition in the electromagnetic or 
hadronic calorimeters. These events include the main Ζ decay channels 
but also the QED process under study. Actually, for e+e" -» γγ(γ) this 
is practically the only trigger. The input comes from the analog sums 
of BGO crystals and hadron calorimeter towers. The BGO barrel and 
endcap crystals are grouped into 32 (16) channels in φ (θ). The hadron 
calorimeter is split in two radial layers with the first one corresponding 
to one interaction length; each layer is furthermore grouped into 16 
channels in φ and 11 (13) channels in 0 for the first (second) layers. 
All 896 signals thus defined are digitized and converted into energy 
measurements. The energy trigger compares four quantities to preset 
thresholds. These quantities are the total calorimeter energy, the total 
BGO calorimeter energy, and these same two energies for the barrel 
region alone. Typical thresholds are 25, 25,15 and 8 GeV, respectively. 
The cluster trigger searches for localised energy deposits in θ and φ 
projections. The single photon trigger makes use of these projections to 
search for events with only one single electromagnetic cluster. The main 
source of background for the calorimeter triggers is electronic noise. A 
typical total calorimeter rate for positive decisions is 1 to 2 Hz. 
- The Luminosity Triggers. The luminosity triggers are used to select small 
angle Bhabha and two-photon events. The luminosity monitors are split 
into 16 φ segments and the data are processed as for the calorimeter 
trigger. There are three trigger conditions defined. In the back-to-back 
trigger condition energy depositions in two opposite sectors are required 
of at least 15 GeV. In the asymmetric double-tag trigger condition an energy 
deposition of 25 GeV is required on one side and 5 GeV on the other. 
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Finally, in the single-tag trigged a total energy deposition in either side 
of at least 30 GeV is required. The latter is used to check the efficiency 
of the first two trigger conditions. The main source of background are 
beam particles hitting the luminosity monitor during periods of bad beam 
conditions. The typical luminosity trigger rate is about 1.5 Hz. 
- The TEC trigger. The TEC trigger is used to select events with charged 
tracks. These events include the main Ζ decay channels. Events are 
selected if at least two tracks are found in the TEC, both with a transverse 
momentum of greater than 150 MeV and with an acollinearity of less 
than 60°. The TEC trigger rate varies from 1 to 4 Hz and depends 
strongly on the beam conditions. 
The two remaining triggers (the scintillator trigger and the muon trigger) are 
not used in our analysis. 
• The Level-2 Trigger 
The task of the level-2 trigger is to reject background events selected by 
the level-1 trigger. An improvement on the level-1 results is possible since 
the event can now be analysed more thoroughly without introducing more 
dead-time in the readout system. Thus, the level-2 trigger is able to correlate 
sub-detector signals. In addition, there is more information available at this 
level. In particular, charge and drift time information from the CD-wires of 
the TEC, not ready in time for the level-1 trigger, can now be used. The 
level-2 trigger only serves to improve on events with just one type of level-
1 trigger; events that pass more than one level-1 trigger condition, pass the 
higher trigger levels without further conditions. The rejection over the level-1 
triggers is typically 20% to 30%; this results in a total level-2 rate of less than 
6 Hz. 
• The Level-3 Trigger 
The level-3 trigger is embedded in the main data flow of the data acquisi­
tion, which means that the complete fine digitizations are available. Thus 
more detailed studies can be performed and thresholds can be more precisely 
defined. Different algorithms are used to examine the events, based on the 
level-1 trigger decisions. The additional reduction obtained is 40% to 60%; 
thus the output rate drops to 2 - 3 Hz. 
( 6 )Sin« Ihe uncertainly in Ihe luminosity measurement is not limited by statistics but by the systematic 
error, not all events with a positive luminosity trigger condition need to be recorded. Thus, for some 
luminosity triggers, only a fraction of the events is recorded. 
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2.3.10 The Data Reduction 
In figure 2.10 a schematic view of the data reduction is given. The online computing 
system consists of a VAX cluster controlling and monitoring the sub-detectors. All 
events passing the three levels of the trigger system are written onto tape in the 
form of raw data (e.g. ADC counts). In addition, information about the status of the 
different sub-detectors is written into the databases. 
The offline reconstruction requires significant CPU power and extensive I/O 
(input/output) capabilities. This system consists of a host IBM mainframe with 
slave Apollo DN10000 CPUs. The L3 event reading and reconstruction program 
is called REGEL3; in the reconstruction of the raw data information from the 
databases and the calibrations is used. In chapter 3 the reconstruction is described 
in detail. The reconstructed events are written onto the so-called Master Data 
Reconstruction (MDRE) tapes. 
In parallel with the MDRE tapes, separate data streams are set-up for each of 
the major event types. These streams are subsequently concatenated onto three 
different tapes: the Data Reconstruction (DRE) tapes which contain basically all 
information available about each event, the Data Summary (DSU) tapes which are 
a compressed version of the DRE information, and the DVN tapes which contain 
only a very selected amount of event variables. Information on the tape-location of 
each event is stored in the databases. 
After improved calibration and/or improved software becomes available addi-
tional reconstruction passes are performed starting from the DRE tapes. 
The physics analysis is mainly carried out on Apollo and HP workstations. An 
interactive graphics program is available for viewing and inspecting events, the the 
so-called scan program [28]. 
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Figure 2.10: A schematic view of the data reduction. 

3 
Event Reconstruction and Selection 
3.1 Introduction 
In this chapter we concentrate on the reconstruction and selection of events which 
are of interest for the present study: e+e~ interactions which only leave photonic 
signatures in the detector. In the previous chapter, the different sub-detectors of L3 
were described. For the selection of final state photons in the e+e~ interactions the 
main sub-detectors used are the BGO electromagnetic calorimeter and the TEC. It 
is therefore the BGO calorimeter, and more specifically the angular regions covered 
by the BGO-barrel and the BGO-endcaps, which define the polar angle θ-region 
coverage. In addition, the FTC is used in the forward-backward regions at small 
angles. 
The data used for this analysis were recorded during the 1991 and 1992 LEP 
running periods. During these periods the L3 detector collected an integrated 
luminosity of approximately 13 pb~' and 23 pb_ 1, respectively. During the 1991 
running period this was spread over 7 energy points in a region around the mass of 
the Ζ boson. For the 1992 running period only data with a centre-of-mass energy 
equal to the mass of the Ζ boson mass were collected. The luminosity determination 
will be described in chapter 4. 
Before any selection criteria can be applied to the real data, the raw signals from 
the events in the detector have to be reconstructed on a track-by-track basis to obtain 
the different physical quantities of interest, e.g. energy, momentum and charge of 
the particles resulting from the e+e~ interactions (section 3.3). 
In order to determine the detector respond to the e+e~ interactions we use the 
Monte Carlo (MC) technique. First, various MC programs are used to generate 
events. Subsequently all the tracks resulting from these events are put through 
a detector MC simulation of the real detector properties (its limited resolution, its 
defects, etc.). The MC events thus obtained are reconstructed in the same way as 
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the real events. The different MC programs used are described in section 3.2. 
There exists a systematic discrepancy between the polar angles of the particles 
resulting from the e+e~ interactions as measured with respect to the centre of the 
different sub-detectors and the real polar angles with respect to the primary vertex 
position. This systematic effect arises from the uncertainties in the positioning of 
the different sub-detectors with respect to each other and from the uncertainty in 
the primary vertex position itself. Thus the polar angles of the produced particles 
need to be corrected for the exact position of the e+e~ interaction in the L3 detector 
(section 3.4). Ideally, this should be done on an event-by-event basis; however, 
both the nature of our events and statistics allow only a fill-by-fill correction. 
After these corrections a pass is made over the reconstructed data to select all 
interesting events (section 3.5). 
A precise knowledge of the detector performance is needed if one wants to 
avoid serious background contamination. This is especially true for the TEC 
(section 3.6). In periods of low (or zero) TEC efficiency all Bhabha events will look 
like e+e~ -» yy(y) events. Because of the much larger cross section of the Bhabha 
process compared to the QED process e+e~ — γγ(γ), especially at centre-of-mass 
energies around the Ζ mass, such events are an important source of background. 
Finally, a quality check must be performed on the event sample to detect possible 
biases. The final event sample is presented in section 3.7. 
3.2 Monte Carlo Programs 
In order to optimise the selection criteria, events of all possible e+e~ interaction 
types were generated with specific Monte Carlo (MC) programs. In addition, these 
events are used to determine both the acceptance of the imposed selection criteria 
and the background contamination. In these programs events are generated by 
randomly picking completely specified final states (φ,) in the allowed phase space. 
Any type of cut can be easily imposed. The cross section, σ, is obtained from the 
expectation value of the number X, which is defined as: 
* - £ Σ / ( * ) » <Χ>=σ, 
with S the complete phase space, N the number of events and /(φ,) the differential 
cross section which is based on a theoretical model. Every event has assigned a 
weight to it corresponding to the differential cross section which should be taken 
into account in the analysis of these events. However, it is also possible to obtain 
an unweighted sample by a rejection procedure, which results in a smaller sample, 
but with the advantage that these events are distributed according to the differential 
cross section. A more detailed discussion about the Monte Carlo techniques can be 
found in reference 7. 
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The main MC generator programs used are JETSET [29] for the hadronic events, 
BABAMC [30] for the Bhabhas and KORALZ [31] for the τ*τ~ and μ+μ" events. 
The MC generator program used for the e+e~ -• y y (γ) channel is GGG; it will be 
described in some detail in chapter 4. 
The detector response to all the particles produced in a generated event is simu­
lated with a program called SIGEL3. In this program particles are tracked through 
the detector using the GEANT [32] package, a program which takes into account 
all dominant physical processes including possible particle decays or conversions. 
After the simulation step the MC events are reconstructed by the same program as 
the real LEP data. The event reconstruction method is described in the next section. 
33 Event Reconstruction 
In the event reconstruction, the digitized data acquisition (DAQ) data from the 
detector are converted into physical quantities like energy, momentum and charge 
of the different particles. From these quantities different event parameters are 
derived. The reconstruction is done by a reconstruction program called REGEL3 
and consists of the following steps: 
• Initialisation. The different packages used inside the reconstruction program 
are initialised (e.g. GEANT). In addition, the databases are read, the L3 
geometrical setup is created and different data cards are read. 
• Validation. Different consistency checks are performed on the DAQ data and 
raw data banks are created. 
• Preprocessing. The calibration constants and monitoring parameters are read 
from the database and used to convert the raw data into the so-called prepro-
cessed data; these include the physical quantities of the detector readouts {e.g. 
energy and drift time). 
• Pattern recognition. In this step the actual reconstruction is performed by 
searching for patterns of hits which could be caused by one and the same 
particle. This is done for each sub-detector separately. The resulting recon­
structed objects are stored in a hierarchical data structure. 
• Global reconstruction. In this final step the objects from the different sub-
detectors are combined in order to identify and to calculate physical quantities 
related to particles or groups of particles in the event. The program is called 
AXL3 (Across-L3) and produces in particular the ASRC's (smallest resolv­
able clusters), which play a key role in the current analysis. In the ASRC 
algorithm combinations are made of TEC tracks and BGO bumps in order to 
distinguish photons from electrons and positrons. 
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In the following two subsections the reconstruction of the data from the TEC and 
the BGO calorimeter is described in more detail. In the preprocessing step the drift 
times of the TEC hits and the energies of the BGO crystals are reconstructed from 
the raw data. This step has been described in chapter 2. Here, a description is 
given of the TEC track reconstruction and of the BGO energy and impact point 
determination method. 
3.3.1 Track Reconstruction 
For each charged particle track, there can be up to 62 measurements (hits) of points 
along its trajectory in the TEC. Tracks describe helices with axes parallel to the 
beam line, because the magnetic field is axial (see chapter 2). Two passes are made 
over the hit data: in the first pass, only the high momentum tracks are reconstructed 
while in the second pass all the remaining tracks are searched for. Each pass consists 
of the following steps: 
• Hits on adjacent or nearly adjacent wires are grouped into so-called doublets. 
The selection criteria are pass dependent. In addition, triplets are constructed 
out of a pair of doublets if they have one hit in common. 
• Doublets and triplets are combined into trees. Different paths are extracted 
out of a tree by searching for smooth track segments consisting of at least 5 
hits. This step is performed using the minimum spanning tree method; it uses 
the fact that an estimate of the track parameters can be found from a fit to any 
one of its triplets or to any one of its doublets if combined with the vertex 
point. 
• A circle fit is performed through every segment, with the curvature, the azi-
muthal angle and the distance of closest approach (dea) with respect to a 
provisional chosen vertex point as the parameters. If the fit fails, a kink finder 
algorithm tries to split the original segment into two parts. 
• The fitted segments are combined into longer ones which are then re-fitted. 
• Unused hits are added to existing segments and validated or rejected by a new 
circle fit. Any anode which has contributed a hit to a fit is re-examined for 
hits closer than the matched one. In addition, unused anodes within a segment 
are questioned for the presence of hits, which might have been missed in the 
first step, by using somewhat looser criteria. 
• Old segments are kept when new ones are formed. Thus the best segment can 
be selected at the end of each reconstruction step. The strategy is to keep the 
longest segments and to remove all shorter segments which have more than 
50% of their hits overlapping with longer segments. This ambiguity resolving 
algorithm is called after each update in the segments. 
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The left-right ambiguity of the tracks thus formed are resolved by the LR wires and 
by demanding continuity of tracks between the inner and outer TEC chamber. 
Each track can have up to 11 CD measurements for a z-coordinate. A fit is 
performed to obtain the polar angle and the z-coordinate of each dea point. A 
more accurate z-measurement is provided by the Z-chamber. The Z-chamber hits 
are assigned to a TEC track in the following way. The r, φ parameters of each 
TEC track at the impact point in the Z-chamber are combined with each ζ point 
measurement from the z-layers in the Z-chamber to create an r,z, φ space point. For 
all these combinations the predicted hit positions in the u- and v-layers are then 
compared with the observed hit positions. A space point is accepted if it is within 
5 times the precision of a z-measurement. 
The track parameters thus obtained can be used to determine the primary vertex 
of an event. In section 3.4 the vertex reconstruction and, in particular, the corrections 
needed because of the uncertainty in the vertex position will be discussed. 
3.3.2 Particle Energy and Impact Point Reconstruction 
An electromagnetic particle shower is normally spread out over a number of crystals. 
In the energy and impact point reconstruction all these crystals are taken into 
account. This is done for each event by grouping the crystal energies into so-called 
clusters and bumps. 
In the cluster algorithm a cluster is defined as an array of neighbouring crystals 
having an energy above a preset threshold. To reject noisy crystals the following 
conditions are applied: 
• For a crystal to be part of a cluster it has to contain an energy deposition of at 
least 10 MeV. 
• For an array of crystals to form a cluster they have to contain an energy 
deposition of at least 40 MeV. 
Each cluster is in tum divided into bumps. A bump is an array of crystals as well, 
but defined around any crystal which contains a local energy maximum (the bump 
crystal). This means that the bump crystal is always the most energetic crystal in 
the array of (3 χ 3) crystals surrounding this crystal. The minimum energy for a 
crystal to form a bump is 40 MeV. 
Every crystal in a cluster is assigned to just one bump applying the following 
algorithm: 
1. Every crystal in an (9 χ 9) array around a bump crystal is assigned to this 
bump, provided this crystal belongs to the same cluster as the bump crystal. 
2. Any crystal assigned to a bump in the first step can be re-assigned to another 
bump when the corresponding new bump crystal is closer; this change is 
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however only effectuated when this new bump crystal is more energetic than 
the crystal under consideration. 
3. For extended clusters the above procedure can leave some crystals unassigned; 
these remaining crystals are just assigned to the closest bump. 
4. When there is not enough energy inside a cluster to form a bump the complete 
cluster is nevertheless considered as one bump; in this way every cluster 
contains at least one bump. 
Physically, a cluster represents a group of particles especially when it consists of 
more than one bump. Ideally, a bump corresponds to one particle. 
The impact point position of an incoming particle is determined using the so-
called centre of gravity method. In the crystal coordinate system, with the origin 
defined at the centre of the surface of a bump crystal, the impact position is defined 
as: 
_ ΣίιΕ,χ, . _ ЕІІЕІУІ 
Xœg- „ 9 _ ana уа,
в
 -
 9 , 
where x„ ν, and E, are the position and energy of the f-th crystal in the (3 χ 3) crystal 
matrix centered on the bump crystal. The resulting impact point position still needs 
to be corrected, because of the existence of a systematic shift towards the centre of 
the bump crystal. The corrected coordinates are given by: 
x
m
 = a0 arctan (ayxœg) + azXœg > 
у со, = flo arctan {αγχ^ + az)W » 
where aQ, ai and аг are three parameters derived from a fit to MC events. In figure 3.1 
the corrected as well as the uncorrected impact point positions are shown as function 
of the true impact point. These distributions are derived from a γγ(γ) MC sample. 
One clearly observes the systematic shift in the uncorrected distributions. After the 
correction almost all points fall on the lines xMC - x^ and yMC = Уаг, indicating that 
the corrected centre of gravity points are a good approximation for the real impact 
point. 
An estimate of the precision of the corrected impact point coordinates can be 
obtained from the spread of the difference between the corrected and true impact 
point. The values found are: 
σ
χ
 = 0.9 mm, ay = 0.5 mm. 
The χ distributions are much wider than the y distributions; this is mainly caused 
by the spread of the primary vertex position, a fact also used as input in the MC 
program. The vertex corrections will be described section 3.4. 
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Figure 3.1: The uncorrected (х
СО
рУюі) and corrected (ХеопУсаг) measurements of the 
impact points on the BGO crystal surfaces. The distributions are derived from a 
γ у (γ) MC sample. 
The energy of an incoming particle is determined by adding up the energies 
from all crystals in a (3 χ 3) or (5 χ 5) matrix around the bump crystal.(I) 
The energy of a bump depends on its impact point; it decreases as the point of 
impact approaches the edge of the bump crystal. In addition some energy leakage 
may occur. The correction for these effects is performed by applying the following 
formulas: 
E9 Ecco, — bo · E\ I Eg + b\ 
Ev 
co-Ei/Ex + Ci 
where b0, b\ and c0, c t are again parameters derived from a fit to MC events. 
(''For a bump crystal located in the endcap regions, where a symmetric array of crystals is not available, 
a special (more approximate) array is defined. 
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In figure 3.2 the raw and corrected energy distributions of the most energetic 
BGO bumps are given for γ γ (γ) MC events. These distributions are shown for 
the energy sum of (3 χ 3) as well as for (5 χ 5) crystal matrices. For comparison 
with data these bump energies still have to be smeared with a Gaussian (of relative 
width - 1%) to account for the Xenon calibration procedure applied to the data 
(see chapter 2) and not included in the MC simulation. These Xenon corrected 
distributions are compared to real data in chapter 4 when calculating the acceptance 
and the background resulting from the different selection criteria. 
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Figure 3.2: The raw and corrected energy distributions of the highest energetic BGO 
bump for the γγ(γ) MC events. The distributions are given for β (3 χ 3) (a) as well 
as for β (5 χ 5) (b) crystal matrix around the bump. 
3.4 Vertex Corrections 
The polar angles of the different calorimetrie clusters in the L3 detector, as calculated 
by the REGEL3 reconstruction program, are always given with respect to the 
geometrical centre of the corresponding sub-detector. However, one needs to know 
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the polar angles with respect to the primary vertex. In the correction of these polar 
angles certain problems arise. They are related to the following systematic effects: 
• The geometrical centres of the different sub-detectors do not coincide. 
• The electron and positron beams do not circulate exactly on the LEP-ring 
axis. 
These effects introduce a systematic error in the polar angles of the different clusters, 
which, as we discuss below, can be corrected for. 
In addition, there exists a third systematic effect related to an uncertainty in the 
event interaction point following from the dimensions of the electron and positron 
beams themselves. Typical beam sizes are 160 μπι and 20 μπι in the horizontal and 
the vertical plane, respectively, and 1.0 cm in the z-direction. For the correction 
of this systematic effect the individual event vertices have to be determined. This 
can be done for the hadronic events, but is not possible for the events studied 
here. However, we can take into account the consequence of this effect by giving 
the primary interaction point an additional spread in the MC programs described 
before. 
To correct for the first two systematic effects we proceed as follows. The polar 
angles of the final state photons can, in principle, only be measured in the BGO 
calorimeter. The angle correction procedure consists of two steps. In the first step, 
the polar angles of the electromagnetic bumps as measured in the BGO coordinate 
system, are transformed into the TEC coordinate system, i.e. the system with respect 
to which the vertex is measured. In the second step, a correction for the position of 
the primary vertex position is applied on the transformed coordinates. 
The transformation of the polar angles in the BGO coordinate system to the TEC 
coordinate system requires a set of transformation parameters. These parameters 
can be derived by comparing the signals produced in the two sub-detectors by one 
and the same particle. Very suitable in this respect are the copiously produced 
Bhabha events. As the alignment of the different sub-detectors is stable during 
a complete running period, only one set of transformation parameters is needed 
per running period. All Bhabha events recorded during a running period are used 
to calculate these parameters. Figure 3.3 shows as an example a distribution of 
the difference in the polar angles (Αφ) measured by the TEC (<fac) and the BGO 
calorimeter (4>BGO) as function of fac for the 1991 running period. 
Since the BGO calorimeter consists of a barrel part and two end-cap parts, each 
split into two halves, the translation parameters have to be determined for each half 
separately. The distribution in figure 3.3 is the one for the half barrel of the BGO 
calorimeter covering θ < π/2. The other half barrel shows a similar distribution. 
The sinusoidal curve is typical for two coordinate systems which are rotated and 
translated with respect to each other; il can be fitted by: 
Δφ = pi +рг • sinOn-c + Рэ) (3.1) 
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та 4 1991 Bhabha Sample p1 = (1.70 ± 0.04) mrad 
p2= 1.01 ±0.06 
p3 = (0.90 ± 0.06) rad 
XZ/NDF = 34.3/21 
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Figure 3 J : Distribution of Δψ = ^гес — Фвоо os function of fac for the most 
energetic BGO bump for the 1991 Bhabha sample. The curve represents the fitted 
function explained in the text. 
Figure 3.4: A schematic view of the TEC and the BGO coordinate systems. The 
transformation parameters pi andps are angles, while p2 is dimensionless; r is the 
radius of the BGO calorimeter and d the radial distance between the origins of the 
BGO and the TEC system. Note that the different parameters are not shown to scale, 
in order to give a clearer view of the shifts. 
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with the parameters pi, p2 andp3 as explained in figure 3.4. The values obtained for 
these parameters for the 1991 running period are also given in figure 3.3. Note that 
the fitted parameter p
x
 is given in mrads while рэ is given in rads. Similar results 
are found and used for the 1992 running period. 
The pi-parameters are used to transform the polar angle φ of the BGO bumps as 
measured in the BGO coordinate system into the TEC coordinate system. 
The second step in the correction starts with the determination of the so-called 
fill vertices. A fill corresponds to one filling of the LEP accelerator with electron 
and positron bunches. Typically a fill provides usable e+e~ collisions for a period of 
approximately 10 hours. The fill vertices are the weighted averages of all primary 
event vertices inside one fill as determined in the TEC reference frame. The fact 
that one can correct per fill is based on the observation that the relative beam 
positions are stable within one fill. For the calculation of the χ and у values of the 
fill vertices all primary TEC tracks of hadronic events inside one and the same fill 
are accumulated. The method consists of minimising the weighted sum of the dca's 
of these tracks in the x.y-plane [33]. In figure 3.5 the χ and ν coordinates of the fill 
vertices are plotted for the 1991 and 1992 data, respectively. 
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Figure 3 S: The χ and y coordinates of the fill vertices in the TEC coordinate system 
for the 1991 and 1992 data. 
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To measure the mean shift in the z-direction during a certain running period, 
again the Bhabha sample is used. The method consists of calculating per event the 
shift bz under the assumption that there are in total two final state particles produced 
in a back-to-back configuration. This shift is then given by: 
bz = W b f t + ft) , (3.2) 
ri sin θι + r2 sm 02 
with г
ь
 і and r2, &> the radii and polar angles of the most and the second most 
energetic BGO bump, respectively. As an example the distribution of bz is given 
in figure 3.6 for the 1991 Bhabha sample. This distribution can be fitted by a 
normal distribution, the mean value of which corresponds to the mean shift in the 
z-direction; the result found is: 
<ôz>=(-1.8±0.1)mm. 
The transformed polar angles can now be directly corrected for the x,y position 
of the fill vertices and the mean shift in the z-direction. Figure 3.7 shows, as an 
example, the sin(A</>) and ΔΘ distributions of the 1991 Bhabha sample for the two 
most energetic BGO bumps both before and after the vertex corrections. After 
the vertex corrections the sin(A#) distribution clearly shows two peaks, which are 
not resolved before the correction [see figures 3.7(a) and 3.7(b)]. These peaks 
correspond to the helices described by the charged particles, as a result of the 
axial magnetic field inside the L3 detector. The peak on the positive (negative) 
дс-axis contains those events for which the most energetic particle is the positron 
(electron). From the magnetic field strength and the geometry of the BGO detector, 
the |Δφ| between the two charged particles is expected to be around 2 mrad. This 
corresponds to the positions of the two peaks in figure 3.7(b). Note also that the Δ0 
distribution is much better centered on the origin after the correction than before 
[see figures 3.7(c) and 3.7(d)]. 
3.5 Event Selection 
For the selection of photons, variables measured with the BGO calorimeter are used. 
As an example, the BGO barrel detector response to a photon as reconstructed by 
the scan program [28] is shown in figure 3.8. The bump consists of 48 crystals 
and the reconstructed energy of the incoming particle is around 45 GeV. The main 
part of this energy is concentrated in a few crystals around the centre crystal; this 
is typical for electromagnetic interacting particles. 
An e+e~ -» γ γ event is characterised by two large electromagnetic bumps in the 
BGO calorimeter pointing to the interaction region in a back-to-back configuration. 
In principle, there should be no signals produced in other sub-detectors. 
In general, the selection criteria should be able to separate the above event types 
from background events. Possible types of background are: 
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Figure 3.7: Distributions from the 1991 Bhabha sample showing the results of the 
vertex corrections by comparing the sin(A^) and the ΔΘ distributions for the two most 
energetic BGO bumps before (a and c) and after the corrections (b and d). The fitted 
curve in figure (b) corresponds to the sum of two normal distributions. 
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Figure 3.8: A typical electromagnetic bump in the BGO barrel calorimeter. The 
energy deposited in a crystal is represented by the length of the tower drawn. 
• Events from e+e~ interactions which contain more particles than just photons. 
• Events not originating from e+e" interactions, e.g. beam-gas, beam-wall 
events or cosmic ray events. 
• Beam particles penetrating the detector (especially the TEC) during periods 
of unstable beam conditions. 
• Noise in the electronic channels of the detector. 
The background due to the first source is small since the majority of these 
events either produce signals in the other sub-detectors (especially in the TEC) or 
no signals at all (invisible modes). 
The other background sources can be removed from the sample, because of their 
large imbalances (e.g. in momentum) and again because of the signals produced 
in other sub-detectors. In order to optimise their elimination (through selection 
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criteria) it is however necessary to have a good estimate of their sizes. In addition, 
these background interactions frequently occur during the same beam crossing as 
the genuine e+e~ interactions, in particular the photonic events under study. When 
using very stringent selection criteria, such photonic events would be rejected 
because of the additional signals coming from the background interaction. This 
problem is solved by imposing quality criteria (see below) on the reconstructed 
objects (in particular the electromagnetic bumps and TEC tracks). Note also that 
the probability for two e+e" interactions to occur in one beam crossing is negligible 
(1:88000). 
In the following the different final state photons are numbered in order of 
descending energy. The energy of an electromagnetic or hadronic bump is denoted 
by E, its polar and azimuthal angles by θ and φ, respectively. 
An electromagnetic bump is then defined as follows: 
• The bump must consist of at least 2 crystals. 
• The energy of the bump must satisfy: 
£>0.05GeV. 
• The bump must have a definite electromagnetic signature, Le. must satisfy: 
p->0.9, 
E-a 
a criterion derived from BGO test beam studies for distinguishing between 
electromagnetic interacting and hadronic particles. 
Also the reconstructed TEC tracks must satisfy some quality criteria in order to 
be considered as caused by genuine charged particles resulting from e+e" interactions. 
These criteria are based on the transverse momentum, the distance of closest ap­
proach (dea), the number of hits and the span of the tracks. The span is the range 
between the first and last wire which has produced a hit belonging to the track. In 
detail, these criteria are defined as follows: 
• The ratio between the span of the track and the maximum span expected for 
a track with polar angle в^ипта m u s t ^ e ^ & e T t n a n 0-8. 
• The ratio between the number of hits and the maximum number of hits 
expected for a track with polar angle ^
и т р
 must be larger than 0.8. 
• The transverse momentum PT of the track must satisfy: 
р
т><* ¿bump-s'n^ump)· 
The factor α is a constant (< 1) taking on different values for tracks in the 
central region and for those in the forward-backward regions. 
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• The dea of the track must be smaller than IS mm. 
Note that these criteria depend on the energy (Еьтр) and the polar angle (θ ,^^ ρ) of 
the BGO bump under consideration. The dependence on the polar angle θ enters as 
a result of the TEC efficiency getting worse for smaller polar angles. 
The TEC tracks passing the above criteria are candidates for the BGO-TEC 
matching algorithm. A pass is made over all good BGO bumps. The match 
between the BGO bump under consideration and a candidate TEC track is accepted 
when: 
A
^
3
- | A * b u m p + A*trackl> 
where Δφ^
ϋ ΐ η
_ and Δ φ ^ . ^ are the experimental widths in φ of the BGO bump and 
TEC track under consideration. 
In the selection of photons the TEC is also used at the single wire hit level. A 
cone is defined around every good BGO bump pointing to the interaction region. 
The TEC is then searched for single wire hits satisfying: 
Δ ψ < 3 · | Δ ^
υ ι η ρ
| . 
In addition, the wire number of every hit is subjected to a selection criterion: the 
wire-number of any hit in the specified cone must be smaller than the maximum 
wire-number that could have given a hit. This effectively corresponds to a criterion 
on the polar angle 0. Subsequently, the following ratio R^ is defined: 
Number of TEC hits found inside the cone 
Rhus — Number of TEC hits expected for a charged particle ' 
In addition, for the very forward-backward regions, the FTC hits are used to 
assist the TEC by searching, in the same cone as defined above, for single wire FTC 
hits. 
After having selected associated BGO bumps and TEC tracks (c.q. hits) satisfy­
ing certain quality criteria, we are now ready to define the event selection criteria. 
3.5.1 Selection of e + e ~ -» γγ(γ) events 
The selection criteria used for the reaction e+e~ -» γγ(γ) are as follows: 
1) The highest energetic electromagnetic BGO bump must lie either in the barrel 
region: 
44° < β < 136° , 
or in the endcap regions: 
14° < 0 < 35° and 145" < 0 < 166° . 
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2) There should be at least 2 BGO bumps with an electromagnetic signature, but 
no more than 10 in total. 
3) Either, the energy sum of the two most energetic BGO bumps must be: 
E1+Ez>0.7y/s, 
or the energy of the first and second bump must satisfy: 
Ei>0A5y/s and E2 > 3 GeV . 
4) The acollinearity angle (ψ) between the two most energetic BGO bumps 
should satisfy: 
ψ < 30°. 
5) a) There should be, in principle, no reconstructed TEC track present. How­
ever, to allow for tracks from /-conversions in the beam pipe and/or 
beam particles penetrating the TEC in periods of unstable beam condi­
tions and/or noise in the electronic channels, a total number of charged 
TEC tracks not exceeding four is accepted. If any tracks are found, they 
should be compatible with one of the sources just specified. 
b) For a bump located in the barrel region of the BGO calorimeter, the ratio 
Rhis should satisfy: Ä f e B<0.3. 
For a BGO bump located in the endcap regions, this ratio must satisfy: 
Rh.« < 0.4. 
In addition, for a bump located in the endcap regions at small angles 
the number of found hits must be less or equal to the numbers given in 
table 3.1. 
c) For every endcap BGO bump the FTC is searched for hits inside the 
specified cone. In principle, there should be no hits in the FTC. To allow 
for one y-conversion in the TEC end-flange and/or some noise hits, at 
most one BGO endcap bump with more than 3 FTC hits is accepted. 
The first cut is defined in such a way that the reconstructed impact point of the 
particles is at least one crystal away from the detector edge; this avoids systematic 
effects at the edge of the detector. The forward limits of 14° and 166° results from 
the fact that the veto efficiency on charged tracks starts falling rapidly in the regions 
outside these limits. 
The cut on the number of BGO bumps (cut 2) mainly eliminates hadronic events 
and high multiplicity noise events. 
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0-region 
(mrad) 
244-246 
246-255 
255-264 
264-273 
273-282 
282-336 
336-344 
344-353 
353-361 
361-370 
#hits 
expected 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
cut on #hits 
found 
1 
1 
2 
2 
3 
4 
4 
5 
5 
5 
Ibble 3.1: The cut on the number of single wire TEC hits found in the forward-
backward regions at small angles. The cut values correspond to the maximum 
number of TEC hits allowed in a cone around a BGO bump. 
The BGO energy cut (cut 3) is an important criterion in the selection of e+e" -» 
γγ(γ) events. The cut consists of a logical or between two different requirements. 
In the first requirement the energy sum of the two most energetic bumps is used, 
rather than the total energy in the BGO, to obtain a clearer separation between the 
e
+
e
- _ yy(y) events and background. In an e+e~ -» yy(y) event almost all energy 
is concentrated in the first two BGO bumps, while for an hadronic or τ+τ~ event 
a large total electromagnetic energy deposition is seen, with a relatively smaller 
contribution from the first two bumps. The second requirement is used to accept 
e
+
e~ -» γ γ(γ) events where one of the bumps is located in a detector region with one 
or more non-working readout channels. It also increases the acceptance because 
part of the events with an additional hard photon are selected as well. However, 
to avoid additional background the energy of the first bump is then required to be 
closer to the beam energy. Figure 3.9 shows the effect of the energy cuts on a 
yy(y) MC sample. The increase in the acceptance by using the logical or in the 
energy criterion is clearly seen. 
The cuts based on the BGO information (cuts 2 and 3) eliminate all hadronic 
events but leave 0.94% τ*τ~ background [34]. However, after including the TEC 
and FTC information to veto charged tracks (cut 5) the τ*τ~ background becomes 
negligible. 
The acollinearity cut (4) eliminates mainly cosmic ray background and low 
multiplicity noise events. 
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Figure 3.9: A distribution of the energy of the second versus the first BGO bump. 
The solid line represents the energy cut. 
In principle, cut 5 will exclude Bhabha background, but since this is the only cut 
to reject these events, its efficiency will depend largely on the TEC performance. 
This will be discussed in section 3.6. 
Bhabha and e+e" -» yy(y) Monte Carlo samples, subjected to detector effects 
simulation, are used to optimise the cuts based on the TEC and the FTC information 
(cuts 5a, 5b and 5c). These cuts need to be sufficiently "generous" to allow for 
у-conversions, beam particles penetrating the TEC and/or noise in the electronic 
channels. The procedure followed to optimise the veto efficiency on charged tracks 
is discussed below. 
Cut 5a is based on the reconstructed TEC tracks. Only those events are selected 
which have no good TEC track matched with any electromagnetic bump in the 
BGO or which have two tracks matched with the same bump. The latter situation 
occurs when a photon converts into an e+e~ pair in the material in front of the TEC. 
Cut 5b is based on the single wire hits in the TEC. In figure 3.10 the number 
of hits found is presented as function of the number of hits expected for the most 
energetic BGO bump. The distribution is derived from the Bhabha Monte Carlo 
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sample. The cut values on R^u are shown for the BGO barrel as well as for the BGO 
endcap regions. In the barrel region the ratio R^ is a very efficient cut for removing 
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Figure 3.10: Distribution from the Bhabha Monte Carlo sample of the number of 
single wire TEC hits found in a cone around the highest energetic BGO bump as 
function of the number of expected TEC hits. The cut values on RAllI in the BGO 
barrel as well as the endcap regions are given as well. 
the Bhabha background, because of the relatively large number (62) of single wire 
TEC hits expected for a charged particle passing through the TEC. In the endcap 
regions, however, one clearly notices that the number of expected single wire TEC 
hits rapidly decreases with decreasing polar angle. Thus, the TEC veto efficiency 
on charged tracks also decreases at small polar angles. For the angular regions 
in which 12 or less single wire TEC hits are expected, a separate optimisation is 
performed. In Figure 3.11 a lego® plot is shown of the number of single wire TEC 
hits found around the most energetic BGO bump as function of the number of hits 
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expected for a charged particle. Again, the distribution is derived from the Bhabha 
Monte Carlo sample. It is from this figure that the cuts for up to 12 expected hits, 
presented in table 3.1 were derived. 
Figure 3.11: Distribution from the Bhabha Monte Carlo sample of the number of 
single wire TEC hits found in a cone around the most energetic BGO bump as function 
of the number of expected TEC hits. 
It should be noted that our MC samples do not include a simulation of the 
background sources corresponding to beam particles penetrating the TEC in periods 
of unstable beam conditions. During such periods genuine photonic-only events 
can appear identical to Bhabha events, especially in the forward-backward regions 
at small angles, because in these cases just a few single wire TEC hits are expected 
for a charged particle. However, a study of beam-gate events shows that the number 
of background hits produced in the TEC is normally very low. Therefore, only in 
the very forward regions can one expect to find some e+e~ —· γγ(γ) events looking 
similar to Bhabha events. The R^ cut values are therefore chosen close to the 
Bhabha signal. In this way we allow in the very forward/backward regions of an 
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e
+
e
- _• yy(y) event for the presence of some background TEC hits. The reduced 
veto efficiency on charged TEC tracks is compensated by using the FTC information 
in this region. 
Cut Sc is based on the FTC information. In principle, there should be no 
hits present either in the FTC or in the TEC. However, the e*e_ pair production 
probability by photons is rather high, because of the thickness of the TEC end-plates 
just in front of the FTC. 
A rough estimate of this probability can be made. Primarily, the calculation 
involves the so-called conversion length of the material traversed; this length is 
the distance over which a beam of photons is on average reduced by a factor e. It 
is approximately given by 9 / 7 X0, where X0 is now the (more familiar) radiation 
length of the material considered. The conversion probability for photons traversing 
a material of thickness χ and radiation length X0 is then given by: 
Vir-productionM = 1 - e x p ( - 9 Ύ0) ' ( 3 · 3 ) 
The thickness of the TEC end-plates increases slightly with increasing polar angles 
and lies in the region: 
^-€[0 .65-0 .75] . 
The corresponding conversion probability for photons varies between (40-44)%.(2) 
Additional material in this region (e.g. cables) increases this probability even more. 
Because of this high conversion probability we accept γγ(γ) events with one y-
conversion in the TEC end-plates. We can, of course, not accept events with a 
double conversion, because they would be indistinguishable from a Bhabha event. 
It should be noted that there exists a second effect through which TEC hits will 
be produced in a region around a photonic BGO bump, namely backscattering of 
electrons which are produced inside the BGO endcap crystals. Such events will 
also look similar to yy(y) events with one y-conversion. 
Figure 3.12(a) shows for the yy(y) Monte Carlo events a lego® plot of the 
number of single wire FTC hits found in a cone around the two most energetic 
BGO bumps. The maximum number of FTC hits corresponding to one BGO bump 
is 2 χ 4 = 8 hits. One clearly sees four peaks corresponding to the four conversion 
possibilities for the two most energetic photons: both, one or none. There are 
also signals present in the region between the peaks, because of some inefficiency 
of the FTC. In these intermediate regions we again see four, now smaller peaks 
corresponding to 4 FTC hits for one photon and 0 or 8 FTC hits for the other. This 
corresponds to the situation in which one FTC chamber, consisting of 4 layers, has 
measured 4 hits while the other chamber has found none. From this figure we derive 
<2>For comparison, the thickness of the beam pipe and the inner TEC cylinder corresponds to a conversion 
probability which lies in the range (0.6-1.1)%. 
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that the conversion probability is (49 ± 1)%; this includes a small contribution from 
electron backscattering. 
Figure 3.12: Distributions of the number of single wire FTC hits found in a cone 
around the two highest energetic BGO bumps for y y {γ) MC events in the endcap 
regions (a) and for Bhabha MC events in that same region (b). 
Figure 3.12(b) shows as a comparison the same distribution for the Bhabha 
Monte Carlo sample. In this figure we see only one peak, corresponding to 8 FTC 
hits found around each of the two most energetic BGO bumps. From this figure 
it is clear that we can accept one y-conversion without seriously reducing the veto 
efficiency of charged tracks. 
3.6 TEC Status 
During periods of data taking, the status of the different sub-detectors is continu­
ously monitored and recorded. In this way, a list of so-called bad runs can be made 
from which runs with a poor detector performance are excluded from further anal­
ysis. Since the analysis of the different types of e+e~ interactions places different 
needs on the status of the different sub-detectors, every analysis topic requires its 
own bad-run list. For the events under study here good performance of the BGO 
calorimeter and the TEC is of prime importance. 
As noted in the previous section, our events should, in principle consist of BGO 
bumps only. In addition, the total number of these bumps should be small, because 
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of the low particle multiplicity of our events. Bhabha events satisfy the criterion 
of a small number of BGO bumps; also τ+τ" events sometimes do. Their rejection 
thus depends critically on the recognition of the fact that they are charged, Le. on 
the performance of the TEC sub-detector. 
Bhabha events contaminate the sample when both electron tracks remain un­
detected in the TEC. To reduce the Bhabha background, periods with low TEC 
efficiency should be excluded from the analysis. Low TEC efficiencies are mainly 
due to problems with the high voltage system for certain sectors of the TEC. In 
addition, this high voltage sometimes has to be lowered or even completely turned 
off during running periods with very unstable beam conditions. Thus the TEC per­
formance must be monitored in detail. To monitor its performance during a specific 
run period, the complete hadron sample recorded during this same period is used. 
The (non-)existence of a TEC signal for charged particles produced in hadronic Ζ 
decays can be used as a measure of the TEC (in-)efficiency, because the probability 
that no charged particles are produced at all in a hadronic event is negligible. It 
should be noted that for the selection of hadronic events no TEC information is 
used. In this way we obtain an unbiased sample to check the TEC performance. 
In order to monitor the TEC, the hadron sample is subjected to the following two 
checks: 
1. Check of the TEC performance per run. 
Per run the following ratio ρ is defined: 
_ number of hadron events with TEC tracks 
total number of hadron events 
In figure 3.13(a) and (b) the collected luminosity per ran is plotted versus the 
ratio ρ for the 1991 and 1992 data (note the log-scale), respectively. For both 
years we see two peaks, one at ρ = 0 and one at ρ = 1, indicating runs with 
low and high TEC efficiency, respectively. As a lack of efficiency could be 
present in only part of a run, we apply a loose cut, ρ > 0.05, excluding only 
runs with very low TEC efficiency and relying on a second more stringent 
test - described below - to monitor the remaining sample. The luminosity is 
corrected for runs thus excluded from the data. 
2. Check of the TEC performance per time interval and per TEC sector. 
Every run is divided into time intervals of a certain length as described below. 
Using all hadronic events within a specific interval, a decision is made either 
to keep or to exclude the interval from further analysis. The decision depends 
on the TEC performance in the following way: 
All charged TEC tracks of the hadronic events within the time interval con­
sidered are accumulated in an R, φ histogram. Every outer TEC sector is 
examined for the presence of at least one track. Figure 3.14 shows part of 
3.6. TEC Status 69 
Vo 
l i o 3 
о 
e 
'i io 2 
l i o 
« 
IM 
00 
u -
S 1 
10' 
10 : 
10 : 
10 
1 
a) 
cut 
1 
b) 
cut 
1991 data 
ГЦ Pi 
[\ 
Ш 
1992 data 
_n [ill 
[Цл 
г 
0.2 0.4 0.6 0.8 
Figure 3.13: The integrated luminosity as function of the ratio ρ for the 1991 and 
1992 running periods. 
a transverse section of the TEC as it is used in the search. If a TEC outer 
sector (A) is found with no tracks and if no tracks are found in any of the three 
opposing Λ,ψ-sectors (shaded area), then the time interval at hand is excluded 
from further analysis. Time intervals just before and just after an interval with 
low TEC efficiency are also excluded, but only if these intervals fall inside 
the same run. The luminosity is corrected for time intervals thus excluded 
from the data. 
In choosing the length of a time interval we have to keep the following in 
mind. On the one hand we like to have long intervals, because we need 
sufficient hadron statistics to be able to make decisions per φ sector about the 
performance of the TEC. On the other hand short intervals are preferred, in 
order to keep the frequency of the time intervals higher than the frequency of 
the fluctuations of the TEC performance. 
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Figure 3.14: A transverse view of the TEC sector division used to check the TEC 
performance. 
In figure 3.15(a) and 3.15(b) the number of e+e~ -» γγ(γ) candidates are 
plotted as a function of the correspondingly corrected luminosity for different 
choices of the interval length for the 1991 and 1992 data, respectively (note 
the suppressed zero for the 1992 plot). The 1992 data shows less variation for 
different interval lengths indicating the fact that the TEC became more stable 
in 1992. 
Both figures clearly indicate that for time intervals above 5 minutes Bhabha 
background creeps in. Thus intervals of 5 minutes or less appear short enough 
to monitor the fluctuations of the TEC performance. 
The same figures also indicate that the acceptance of the e+e" -» yy(y) sample 
increases with increasing interval length. A choice of 4 minutes for the 
interval time thus appears a safe and optimal one. It remains to be checked 
however whether this choice yields enough hadron statistics. This is checked 
in the following way: figure 3.6(a) and 3.6(b) show the total number of TEC 
tracks in hadronic events per time interval of 4 minutes for the 1991 and 1992 
data, respectively. These tracks come from on average 22 and 30 hadronic 
events per time interval for the 1991 and 1992 data, respectively. Assuming 
an isotropic distribution in φ for all charged TEC tracks, a simple Poisson 
calculation predicts that for 4 minute intervals the probability to find a TEC 
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Figure 3.15: Determination of the optimum time interval length for the 1991 (a) and 
1992 (b) running periods, respectively. 
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sector without any track due to a statistical fluctuation, is less than 10~6 and 
10"7 for the 1991 and 1992 data, respectively. Therefore, also from this point, 
4 minute intervals appears a safe choice; it corresponds to a loss of 13% of the 
luminosity for the 1991 data and to only 3% for the 1992 data. The difference 
between these numbers is a consequence of the fact that the operation of the 
TEC became more reliable in the 1992 running period. 
To further check the validity of our method we also apply the time interval 
test method to a Bhabha sample and calculate the corresponding Bhabha cross 
section. The results found are in good agreement with a direct measurement 
of the Bhabha cross section [35]. 
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Figure 3.16: The total number of TEC tracks in hadronic events per 4 minute time 
interval for the 1991 (a) and 1992 (b) data, respectively. 
3.7 Event Sample 
After excluding running periods with bad TEC performance and after applying the 
selection criteria on the total event sample, we obtain the samples of e+e~ -» у у (у) 
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candidates and corresponding luminosities presented in table 3.7. 
A time dependence check can be made on the e*e~ -» y γ (y) sample thus obtained. 
We divide the 1991 and 1992 running periods in bins of equal corrected luminosity 
and determine how the event candidates distribute themselves over these bins [see 
figure 3.17(a)]. Choosing 1/6 as many bins as there are event candidates we obtain 
on average an occupancy of 6 events/bin and expect a distribution around this 
average corresponding to a Poisson curve with μ = 6. Figure 3.17(b) shows the 
distribution in question. To check the agreement with the Poisson prediction we 
perform a Pearson's χ2 test [36]; a value oiy?lnD = 0.93 is found, i.e. a satisfactory 
agreement. We conclude that no "unphysical" time dependence is present in our 
collecting of the e+e" — y y (y) candidates. 
1992 
(GeV) 
91.29 
•Сии 
(Pb"1) 
20.69 
N yy(y) 
768 
1991 
Ss 
(GeV) 
88.48 
89.47 
90.23 
91.24 
91.97 
92.97 
93.72 
Total 
Lint 
(Pb"1) 
0.70 
0.80 
0.75 
7.54 
0.69 
0.74 
0.79 
12.01 
N y y ( y ) 
23 
29 
26 
297 
27 
30 
24 
456 
Ibble 3.2: The integrated luminosities and the number of selected e*e~ -» γ γ (γ) 
events as a function of the centre-of-mass energies for the 1991 and 1992 running 
periods. 
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Figure 3.17: Figure (a) shows the number of yyiy) candidates per luminosity bin 
with an average of 6 (solid line) for the 1991 and 1992 running period combined. The 
distribution around this average is shown in (b) together with the expected Pouson 
curve. 
4 
Cross Section Measurements 
4.1 Introduction 
Using the event sample described in the previous chapter we can calculate the cross 
sections and the angular distributions of the corresponding reaction. In general, not 
only events of the desired type satisfy the selection criteria, but some background 
events as well. Therefore, the number of selected events, Nx¡, consists of two parts: 
with: 
М
яри
ц the number of selected events of the desired type, 
Мы** the number of selected background events. 
In addition, not all events of the desired type satisfy the selection requirements. 
The fraction of the total number of produced events of a certain type that pass the 
cut requirements is called the acceptance. Thus, the numbers N
sgnal and N^ can be 
written as: 
^signal — signai ' ^signal ι 
Nback = Νζ£± • Eback » 
with: 
Νζ^, Νζ%1 the number of produced events of the desired and background type, 
respectively, 
е
ЯА
лаь tback the acceptance of the events of the desired and background type, 
respectively. 
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Period 
1991 
1992 
1991 
1992 
Barrel part 
yy(y) MC events 
3,000 
5,000 
γγγ MC events 
270 
660 
Endcap parts 
yy(y) MC events 
4,000 
10,000 
yyy MC events 
590 
1,455 
Table 4.1: The number of y γ(γ) and γγγ Monte Carlo events generated in the barrel 
and the endcap parts of the BGO detector for the two running periods. In the barrel 
part the generated samples lie in the polar angular range 40" < θ < 140°; for the 
endcaps the corresponding range is 12° < θ < 168°. 
All acceptances are the product of a trigger efficiency, a phase space acceptance 
of the selection criteria and a detector efficiency. They are calculated using Monte 
Carlo samples of the event type under consideration. 
The acceptance for selecting MC events of a certain type and its precision is 
then given by: 
£mc — N
m 
Δε
Μ
 = 
e
mc
 (1 - e„c) 
N„ 
(4.1) 
with: 
Nge„ the number of generated MC events in a specific angular region, 
Л г the number of selected MC events in the same region. 
As mentioned in chapter 3 the MC samples used include simulation and reconstruc­
tion of the detector response and its related inefficiencies. In as far as the obtained 
MC samples describe the corresponding real detector events, one can therefore 
assume ε
ί1?ηβ/ = emc. 
Since in the present study events are required to have at least two final state 
particles in the angular regions covered by the BGO calorimeter, the Monte Carlo 
samples were generated subject to a similar angular acceptance. To take into account 
systematic effects at the detector edges, the regions chosen extend somewhat beyond 
the physical edges of the BGO detector. To study the barrel and the endcap parts 
in detail, separate Monte Carlo samples are used. For both samples the highest 
energetic photon is required to lie in its "own" BGO detector part. In table 4.1 the 
number of yy(y) Monte Carlo events generated in both detector parts are given for 
the different running periods. 
The acceptance of the different background sources is determined by subjecting 
the corresponding Monte Carlo samples to the same selection criteria as the events 
under study. Hadronic, τ+τ~ , μ*μ~ and e+e- MC events were generated with the 
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programs mentioned in chapter 3. In particular, a sample of 30,000 e+e~ Monte 
Carlo events was used to study the veto efficiency of the TEC and the FTC detector 
for charged tracks. These e+e~ MC events were generated in the polar angular 
range 13° < θ < 167°. 
The cross section of the reaction type under study is then given by: 
Nprod Νχΐ — Nback Nse¡ „ ^ Sbadì (A - ,
ч 
aPmd = ~r~ = ~c—77" = ~ 77 ~ °ь** ' ; — t 4 · 2 ) 
-Ь ¿signal ^ ¿signal •*' ¿signal 
The statistical error (ΔΝ^ι) forms the main contribution to the total error, because 
of the relatively small event samples under study. 
4.2 Luminosity Measurements 
As described in chapter 2, the luminosity is determined by measuring the rate of 
small angle Bhabha events (luminosity events). The luminosity is then given by: 
L = ^üüLZ.^V*
 t (4.3) 
with: 
^ішт, Nback the number of selected luminosity and background events, 
respectively, 
е/шш the acceptance of luminosity events, 
СІШПІ the cross section of the luminosity events. 
The luminosity events are characterised by two large clusters in the luminosity 
monitor pointing to the interaction region in a back-to-back configuration. In prin­
ciple, there should be no signals produced in the other sub-detectors. In figure 4.1 
a typical luminosity event is shown. 
The luminosity events are collected by the luminosity trigger as described in 
chapter 2. From a study of the single-tag luminosity trigger events, the efficiency 
of this trigger is found to be more than 99.988% at 90% confidence level [37]. 
The luminosity events are selected using following criteria: 
• Fiducial volume cut. 
The impact point coordinates (θ,φ) of one cluster must be more than one 
crystal away from the calorimeter edge. The cuts on the polar angle θ are 
given by: 
29.56 mrad < θ < 61.66 mrad. 
In the azimuthal direction the cuts used are given by: 
\Φ - 90ô| > 11.25° and |ψ - 270°| > 11.25° . 
In figure 4.1 the fiducial volume is shown on the - z side. 
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Figure 4.1: A typical Bhabha event as seen in the luminosity monitor. The sue of the 
dark blots is proportional to the energy deposited in the corresponding crystal The 
fiducial volume cut is drawn for the calorimeter on the —z side. 
• Energy cut. 
The cluster energy must be greater than 0. Еыат for the first cluster and greater 
than 0.4Е
Ыат
 for the second one. 
• Acoplanarity cut. 
The modulus of the acoplanarity angle |Δφ - 180°| (with Δψ defined as the 
angle between the planes formed by the beam direction and the final state 
electron and positron, respectively) must be smaller than 10°. 
Two separate samples are selected. In the first (second) sample, the fiducial volume 
cut is applied only on the cluster located on the +z {—£) side. The luminosity 
is calculated by averaging these two samples. In this way the systematic error in 
the luminosity measurement due to calorimeter misalignment and/or primary vertex 
displacement is reduced. The energy and the coplanarity requirements substantially 
reduce the beam related background events. The number of selected luminosity 
events is given in table 4.2 for both running periods.(1) 
The level of the remaining background in the signal region is estimated from 
the sidebands in the acoplanarity distribution (10° < |Δφ - 180°| < 30°) using 
events showing on both sides an energy deposition of less than 95% оіЕьет· After 
subtracting this background level the residual background is found to be 0.1%; the 
systematic uncertainty resulting from this subtraction is negligible. 
( l )lt should be mentioned that from Ihe 1991 period onwards a pre-scaler has been used which triggered 
only on every other luminosity event. 
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The systematic error on the luminosity due to the event selection criteria is 0.3%. 
Luminosity 
Ows = flu™ ' O/™ (nb) 
Lumi events (ж IO3) 
Luminosity (pb_1) 
1991 
90.26 
633 
13.39 
1992 
90.66 
1039 
22.86 
Tbble 4.2: The measured visible small angle Bhabha cross section and the number 
of selected luminosity events, together with the resulting luminosity for the 1991 and 
1992 running periods. 
The theoretical visible cross section is calculated by generating e+e~ -• e+e~(y) 
events using the so-called BHLUMI [7, 38] Monte Carlo package and simulating 
the detector response by tracking all produced particles through the detector using 
the simulation program referred to in chapter 3. 
In table 4.2 the resulting visible luminosity cross sections are given for both 
running periods. 
The contribution from e+e~ —• γγ(γ) events is found to be about 0.02% and 
added to the visible luminosity cross section. The systematic uncertainty in the 
visible luminosity cross section comes from three sources: 
• The uncertainty in the exact positioning of the detector which, coupled to 
the steep Bhabha cross section dependence on the polar angle Θ, creates a 
systematic егтог of 0.4%. 
• The theoretical uncertainty in the QED description of the Bhabha scattering 
process which introduces an error of 0.3%. 
• The limited Monte Carlo statistics which contribute an uncertainty of 0.1%. 
The main limitation on the error of the measured luminosity comes from sys­
tematic effects; the most important ones are summarised in table 4.3. Adding the 
different contributions in quadrature, a total systematic error of 0.6% is obtained. 
The luminosity is calculated on a run-by-run basis. As noted in chapter 3, for the 
1991 running period the collected integrated luminosity was spread over 7 energy 
points in a region around the mass of the Ζ boson. For the 1992 running period 
only data at the centre-of-mass energy of the Ζ boson mass were collected. At 
each run-energy point the central energy is actually subjected to small fill-by-fill 
fluctuations. A mean energy is calculated using a luminosity weighted average of 
all the runs involved. Table 4.4 shows the collected luminosities as function of the 
(mean) centre-of-mass energies for the two running periods. 
Source of systematic uncertainty 
Bhabha event selection criteria 
Geometry of calorimeters 
Theory 
Monte Carlo statistics 
Total systematic uncertainty 
contribution 
toA¿ 
0.3% 
0.4% 
0.3% 
0.1% 
0.6% 
Thble 4 J: The systematic errors in the luminosity measurements. 
1992 
(GeV) 
91.29 
¿'M 
(Pb"1) 
22.86 
1991 
(GeV) 
88.48 
89.47 
90.23 
91.24 
91.97 
92.97 
93.72 
Total 
•Cim 
(Pb"1) 
0.78 
0.86 
0.79 
8.63 
0.74 
0.76 
0.83 
13.39 
Tbble 4.4: The integrated luminosities as a function of the centre-of-mass energy for 
the 1991 and 1992 data. 
4.3 Measurement of e+e~ -» γγ(γ) Cross Sections 
The selection of e+e~ -» y y(y) events has been described in chapter 3. To calculate 
the cross sections for this reaction we have to determine the trigger efficiency, 
the phase space acceptance of the selection criteria and the remaining background 
contamination in the sample. 
The triggers for e+e~ -• yy(y) events are based on the energy depositions in the 
BGO and hadron calorimeters. To calculate the efficiency of this energy trigger, 
large angle e+e" -» e+e"(y) events are used; such events are selected both by the 
energy trigger and the trigger based on charged TEC tracks. By comparing the 
triggers which selected these events, the energy trigger efficiency is found to be 
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more than 99.9% [39]. 
The e+e~ -» yy(y) event generation program used is called GGG [6]. Radiative 
corrections up to σ(α3) are included consisting of the virtual corrections, soft and 
hard photon bremsstrahlung described in chapter 1. The 2y and 3y events are 
generated with relative probabilities proportional to the 2y and 3y cross sections; 
the dividing line between those two cross sections depends on the cut-off parameter 
к defined in chapter 1. Thus, first a value for к must be chosen. Since к is only a 
"calculational" parameter, the dependence on к of any result should be acceptably 
small. In principle, the best choice is to take к as small as possible, i.e. к < 1. There 
exists however a lower limit on к of around 10~5; from this value onwards the cross 
section becomes negative. Indeed, as mentioned in chapter 1, the cross section 
becomes infinite negative if we let к -» 0. The energy precision and resolution of 
the BGO calorimeter on the other hand corresponds to an upper limit of around 
0.02. A possible and safe choice appears to be Jfc = 0.01.(2) 
In a 2y event generation the differential cross section, including the lowest order 
plus the virtual and soft photon corrections, is used to generate the polar angle θ of 
the event. In a 3y event generation the hard bremsstrahlung cross section is used 
to generate the energy of the third photon and the polar angles of the first and third 
photon. All azimuthal angles are generated isotropically. 
Since the yy(y) Monte Carlo events are used to determine the acceptance, they 
must reproduce the data distributions for all the quantities used in the selection 
criteria. As an example distributions from the 1992 data are used. Figure 4.2a 
shows a comparison for the energy sum of the two most energetic BGO clusters 
normalised to the center-of-mass energy; the agreement is good. Figure 4.2b shows 
a similar comparison for the energy of the second highest energetic BGO cluster 
normalised to the beam energy; again, the agreement is good. Note in particular, that 
the Monte Carlo also reproduces well the radiative tail of the energy distribution. 
It should be stressed that a crucial element in obtaining this agreement, is the 
additional a - 1% Xenon calibration smearing mentioned in chapter 3. 
In figure 4.2c a comparison between Monte Carlo and data is shown for the 
acollinearity angle between the two highest energetic BGO clusters; once more the 
agreement is good. 
Using the у у (у) Monte Carlo samples one determines the acceptances presented 
in table 4.5. Also given are the number of generated MC events used for the 
determination of these acceptances. 
The remaining contamination in the event samples caused by the different 
background sources can be summarised as follows. 
'
2>Nole that in principle, there is also an upper limit on к resulting from the acollinearity cut in the 
selection criteria (see chapter 3). This limit can be calculated using the relation derived in appendix С 
between the cut-off parameter к and the acollinearity angle between the two most energetic photons in a 3y 
event. This limitation is however of no practical significance as it results in a A: value of around 0.5, i.e. a 
value significantly above the upper limit dictated by the precision and resolution of the detector. 
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Figure 4.2: Comparing Monte Carlo and the data for (a) the normalised energy 
sum of cluster 1 and cluster 2 and (b) the normalised energy of cluster 2 and (c) the 
acollinearity angle between cluster 1 and cluster 2. 
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Period 1991 
NMC Ι ε ( % ) 
1992 
NMC е(%) 
Endcap Regions 
14° < θ < 21° 
2Γ < θ < 28° 
28° < θ < 35° 
974 
686 
605 
(59.6±1.6) 
(88.9ІІ.2) 
(81.2±1.6) 
2433 
1651 
1239 
(61.08±1.0) 
(91.7Ü0.7) 
(84.36ІІ.0) 
Ваітеі Region 
44° < θ < 90° 1274 (95.2І0.6) 3094 (94.34±0.4) 
Tbble 4.5: The forward region acceptances for the selection ofe*c -» γγ{γ) events 
for the 1991 and 1992 data; for the backward region the (180 — Θ) values are used. 
The acceptance for hadronic and μ+μ~ events becomes already negligible just 
by applying the cuts on the BGO information; the remaining τ+τ" background in the 
selected event sample is 0.94%. After including the TEC and FTC veto information 
the τ+τ~ becomes negligible as well. 
The Bhabha background depends on the TEC and FTC veto efficiency for 
charged tracks. Three cuts are used all based on TEC and the FTC information. 
The cuts use the reconstructed TEC tracks (TEC track level), the single wire TEC 
hits (TEC hit level) and the single wire FTC hits information (FTC hit level), 
respectively (see cut 5a-5c of the event selection criteria in chapter 3). In order 
to show the importance of all three cuts, the efficiency to veto a Monte Carlo 
Bhabha event is determined in three steps; for the first cut only, for the first 
and second cut together and for all three cuts together. In figure 4.3 the veto 
efficiencies obtained are shown as a function of the polar angle θ of the event. 
Only the BGO endcap regions are presented, because the barrel region shows a flat 
efficiency distribution at approximately 1.0 for all three steps. Using the selection 
based on the reconstructed TEC track information only one clearly sees that the 
veto efficiency rapidly decreases in the very forward and backward regions. Note 
in particular the drop in the veto efficiency around 18° and 162°; these regions 
correspond to the gaps between the inner and outer part of the TEC in the forward 
and backward region, respectively. To obtain a high veto efficiency at small angles 
as well, inclusion of the cuts on the single wire TEC and FTC hits information is 
essential. The fraction of selected Bhabha events remaining in the fiducial volume 
is found to be (0.018±0.001)%. This implies that the 1991 sample should contain 
about 6 and the 1992 sample about 12 Bhabha background events. 
The resulting total cross sections for the 1991 and 1992 data are given numer­
ically in table 4.6 and displayed in figure 4.4 as a function of the centre-of-mass 
energy. The results are compared to the radiatively corrected QED cross section; 
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Figure 4.4: The total e+e~ -» γγ(γ) cross sections measurements for the 1991 and 
1992 data as function of the centre-of-mass energy. The curves correspond to the 
QED prediction with (solid curve) and without (dotted curve) radiative corrections, 
respectively. 
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Figure 4.5: The e+e~ -» γ y(y) differential cross section for the 1991 and 1992 data 
combined. The curves are QED predictions: the solid line is the radiatively corrected 
and the dotted line the lowest order differential cross section. 
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1991 
Ss 
(GeV) 
88.48 
89.47 
90.23 
91.24 
91.97 
92.97 
93.72 
Total 
Lim 
(Pb"1) 
0.70 
0.80 
0.75 
7.54 
0.69 
0.74 
0.79 
12.01 
N
n ( r ) 
23 
29 
26 
297 
27 
30 
24 
456 
a(pb) 
41.4 ± 7.2 
51.9 ± 8.4 
42.6 ± 7.1 
54.5 ± 2.8 
49.9 ± 8.4 
52.1 ± 8.4 
42.7 ± 7.5 
-
OQED 
(Pb) 
56.7 
55.4 
54.5 
53.3 
52.5 
51.3 
50.5 
- j 
1992 
(GeV) 
91.29 
•Luu 
(Pb-) 
20.69 
N y y ( y ) 
768 
o(pb) 
51.84 ±1.64 
OQED 
(Pb) 
53.23 
Ihble 4.6: The total e*e~ -» y γ(γ) cross section measurements for the 1991 and 1992 
data separately. The radiativefy corrected QED predictions are given for comparison. 
1991 + 1992 
|cos(e)| 
0.03 
0.09 
0.15 
0.21 
0.27 
0.33 
0.39 
0.45 
0.51 
0.57 
0.63 
0.69 
0.84 
0.89 
0.95 
N
r r ( r ) 
24 
26 
31 
22 
43 
33 
42 
43 
44 
54 
77 
74 
147 
223 
341 
daldQ. 
(pb/sr) 
2.08 ± 0.41 
2.25 ± 0.43 
2.69 ± 0.47 
1.91 ± 0.39 
3.73 ± 0.55 
2.86 ± 0.48 
3.64 ± 0.54 
3.51 ± 0.55 
3.81 ± 0.56 
4.68 ± 0.62 
6.67 ± 0.74 
6.41 ± 0.72 
17.54 ± 1.30 
24.59 ± 1.54 
50.16 ± 2.20 
àoQED 1 dSi 
(pb/sr) 
2.09 
2.28 
2.48 
2.69 
2.92 
3.19 
3.51 
3.91 
4.41 
5.08 
5.99 
7.30 
15.99 
24.71 
49.93 
Thble 4.7: The e*e~ -» γγ(γ) differential cross section measurements for the 1991 
and 1992 data combined. The radiativefy corrected QED predictions are given for 
comparison. 
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for the 1991 data a χ2 / nD value of 1.27 is found. Note that the errors on the data 
points are statistical only. 
Figure 4.5 shows the differential cross section for the combined samples; numer­
ically the combined differential cross section is presented in table 4.7. Figure 4.6 
shows the same distribution for the 1991 and 1992 data separately; again the QED 
predictions are given for comparison. Good agreement between QED and the data 
is observed for all distributions. The statistical precision of the measurements does 
not enable to distinguish between the QED Bom prediction and the QED radiatively 
corrected prediction; on the basis of the differential cross section one can estimate 
that at least a two times larger sample would be necessary to obtain a 95% CL 
distinction. 
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Figure 4.6: The e+e~ -» γγ(γ) differential cross sections for the (a) 1991 and (b) 
1992 data. The curves are QED predictions: the solid line is the radiatively corrected 
and the dotted line the lowest order differential cross section. 
5 
Results and Conclusions 
5.1 Introduction 
In the previous chapter we presented the measured total and differential cross 
sections of the combined 1991 and 1992 data for the reaction e+e~ —• γγ(γ) • In this 
chapter these cross sections are used to set limits on the parameters of the different 
QED breakdown models discussed in chapter 1. 
First, in section 5.2 we describe the methods used. Also presented are the 
different ways to set a confidence level (CL) limit; this rather detailed discussion is 
given because of the variety of (sometimes incorrect) methods used in the literature. 
Next, in section 5.3, the results for the different QED breakdown parameters are 
given. Finally, in section 5.4, a discussion of the results obtained and a comparison 
with earlier experiments is presented. 
5.2 Statistical Methods 
Lower limits on the QED breakdown parameters are derived by using the e+e~ -» 
γ γ (γ) total cross section and the angular distribution in a maximum likelihood 
parameter estimation. In general two types of likelihood functions can be defined: 
either on binned data or on non-binned data. In principle, by binning the data one 
loses information; thus tests on non-binned data are favoured. With large statistics, 
however, both the number of bins and the number of events per bin can be large 
and the obtained results become independent of whether one uses binning or not. 
In order to have a cross-check we use both methods. 
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For the non-binned data the likelihood function can be written as: 
£ ( Λ ) =
τ έ τ
ε χ ρ 
1 /ΛΑ -
2 ^ σ: 
-N(A)\ Nab, 
•Птл), (5.1) 
ι=1 
where N^ is the observed total number of events, a the statistical error on this 
number and N(S) the theoretically expected total number of events based on one 
of the QED breakdown formulae presented in chapter 1. The function /(Θ,,Λ) is 
the corresponding theoretical differential event probability density given by the 
normalised angular distribution; note that this function is folded with the accep­
tances described in chapter 4. Finally, Λ is the QED breakdown parameter under 
consideration. 
The first term corresponds to the overall normalisation constraint. The second 
product term runs over all events and corresponds to a shape constraint on the 
angular distribution. 
For binned data the likelihood function has the form: 
Nbm 
¿(Λ) = Π p [Nabsicos Θ,),N(A, cos β,)] , (5.2) 
1=1 
with Ρ the Poisson probability to observe N^ events in the i-th cos 0 bin, when - in 
that same bin - N events are theoretically expected. The product now runs over all 
the bins. Again, Λ is the QED breakdown parameter under consideration. 
As already repeatedly mentioned, our data do not detect any significant QED 
deviation. Strict validity of QED would imply Λ = °o. Our goal is therefore limited 
to determining a lower limit for Λ, Atim < oo. This makes our usage of the maximum 
likelihood method a somewhat special case. A second observation to be made is 
that all the QED Λ breakdown parameters are energies i.e. positive quantities. The 
physical region for the Λ parameter thus runs from Λ = 0 to Λ = oo; our goal is 
therefore reduced to determining a Λ;,„ value in the interval [0, +oo].0) In principle, 
using the Bayesian interpretation of probability, A/im can be obtained by integrating 
£(A) normalised over the physical region: 
r 
JAU, 
with β the desired confidence level (eg. 95%) 
0 = / ° ° х ( Л у л , (5.3) 
J Ahm 
(l )Some authors make likelihood estimates including the unphysical region [— °°,0]. Such estimations 
can result in a most likely Л-value which is negative le. unphysical. The only (correct) reason for analysing 
(c.q. summarising) the data in this way is to keep them available for averaging with future experiments 
without loss of information. In terms of quoting the "best" Л-limit estimate following from any single 
experiment only, one must however revert to the method used here Le. derive limits based on a likelihood 
function limited to, and normalised over, the physical region. In the literature these two goals are often 
confused; as a result A¡¡m values are quoted which are overestimated. 
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In practice two methods are followed to derive Λ^ [14,36]. 
The first method is based on the asymptotic properties of the likelihood function. 
In the limit of infinite statistics this function becomes a Gaussian as a consequence 
of the central limit theorem. Further, in this limit, the variance of the estimator of Л 
is just the variance of this Gaussian and the integral 5.3 is valid without the Bayesian 
assumption. If one then assumes that the maximum of л occurs at the boundary of 
the physical region(2) (here for A = ») the integral 5.3 becomes equivalent to: 
lnx(A) = [ l n x ( A ) U - ^ 
2freq(-j) = l - j 3 , (5.4) 
with freq(*) the normal frequency function and s the number of standard deviations 
corresponding to the desired confidence level ß. Note the presence of the factor 2 
in front of the freq(x) function which is a consequence of the fact that we are using 
a one-sided confidence interval and only half of a Gaussian. 
For a 95% CL (/3 = 0.95) one finds s = 1.96. The corresponding limit value A^ 
then follows from 
[ΙηχίΛ)]™, - lnx(A ta) = 1.92, (5.5) 
Le. the lower limit on Λ is found by determining the Λ value which corresponds to a 
ln£ value lying 1.92 units below the physical region "boundary" value of ln¿(«>). 
Of course, for finite statistics ¿(Λ) need not be a Gaussian. However, the 
existence of a variable g(A) in terms of which ¿(g) does become a Gaussian is a 
sufficient condition for the use of equation 5.5 [36]. Note that once the existence 
of such a transformation is proven, one can keep using the Λ variable itself as the 
fit parameter Le. apply equation 5.5 directly. This follows from the fact that for 
any specific Λ value, £(A) is always equal to £[g(A)]; only the shape of L will be 
different if plotted versus g(A) instead of A. Further on we will demonstrate that 
there indeed exists a g(A) variable in terms of which L is approximately Gaussian. 
In the second method we strictly adhere to the Bayesian approach and derive 
the Λ/ύπ value by directly integrating the (normalised) likelihood function up to 
confidence level, Le. by just integrating 5.3 up to the Aum yielding /3=0.95. 
We then encounter several problems however. First of all, the outcome of the 
integration does depend on the variable in which one expresses ¿(A). Replacing A 
by g(A) would replace 5.3 by: 
H /*M)x[íKA)Mg(A)]| , (5.6) 
*
2)As we will show later, to a very good approximation, our likelihood function indeed satisfies this 
condition (see e.g. figure 5.2). Note that as a result our Λ values can be used directly in future averaging 
procedures Le. that our data are presented without the loss of information that could have resulted from not 
allowing our Λ parameter to become unphysical. 
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and yield a different value for Л ;ІЯІ. The different choices which one can make 
actually correspond to different assumptions which one is (implicitly) making about 
our a priori knowledge of the Λ parameter. In this approach the probability function 
for finding a certain value is proportional to the prior probability distribution of this 
parameter. Using 5.3 we are (implicitly) assuming this prior distribution to be flat 
in Λ; using 5.6 we make the different assumption that this same prior distribution 
was flat in g(A). In the absence of any additional prior information, there is no 
fundamental reason to prefer one prior distribution (Le. one variable) over the other; 
the choice would in essence just be a matter of taste. However, from the point of 
view of consistency with the first method it is advisable to choose the variable which 
legitimates this method, i.e. the variable in which L shows a Gaussian behaviour. 
The question then arises: which is this variable? 
One point is immediately evident; using Λ directly as the fit parameter leads to 
insurmountable numerical difficulties. Indeed, in this case the maximum of L is 
expected to occur at extremely large Λ values (actually, at infinity if e+e~ -» γγ(γ) 
is exactly described by QED) and an integration up to 95% of the total area would 
become numerically intractable. Obviously, a parametrisation in (1/Λ") is indicated; 
this places the non-violation of QED at the origin of the distribution and the 
(improbable) maximum violation at infinity. There remains the question: which 
power of 1 / Λ should one use? 
In figure 5.1 we plot the normalised likelihood as a function of various powers 
of 1 / Λ.(3) Also shown on these plots are Gaussian fits normalised to the same 
area. Inspection shows that the 1 / Л4 parametrisation is the first variable yielding 
a L distribution compatible with a Gaussian. Actually it turns out also to be the 
best variable if compared with even higher orders. We a priori also expect a 1 / Л4 
parametrisation to yield such a Gaussian behaviour, because the QED breakdown 
terms are proportional to 1 /Л4; thus dN ос 1/Λ4 and dN is distributed as a Gaussian 
in the limit of sufficient statistics. Apart from having shown that there exists a 
transformation (Λ -» 1 / Λ4) which makes L approximately Gaussian, we should 
now also find that using the 1 /Λ4 variable in the second method (or, in other words, 
using the a priori assumption that all values of 1 /Λ4 are equally probable) will yield 
limits identical to the first method. Figure 5.2 illustrates this fact. 
Generally, both methods will yield the same limits when the following conditions 
are fulfilled: 
• There exists a transformation of Λ, g(S) in function of which χ becomes a 
Gaussian. 
• The variable g(A) is used as the primary integration parameter in the second 
method. 
(3)The plots are made for the specific case of a QED breakdown based on the cut-off parametrisation 1.25. 
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Figure 5.1: The likelihood as function of different powers of\l \ψ° (solid lines); 
the dashed lines correspond to a Gaussian normalised to the same area 
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Figure 5.2: The logarithm of the likelihood function compared to the likelihood 
function itself, illustrating the two different methods which can be used to arrive at 
the 95% CL on a parameter 
53 Search for QED Deviations 
In this section limits on the parameters of different QED breakdown models are 
derived. In order to avoid unknown systematic effects possibly present in the 
relatively small off-peak data sample collected in 1991, only data taken at the 
centre-of-mass energy of the Ζ mass are considered. Both types of likelihood 
functions (binned and non-binned) are used; in all cases no differences were found. 
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Contact Terms 
First, QED breakdown resulting from the existence of contact terms is considered. 
The differential cross section formula 1.16 is used to predict the theoretically 
expected number of events. In figure 5.3 the logarithm of the likelihood functions 
for the different contact term models are shown together with the 95% CL line. The 
different limits can be read off of the x-axis; they are listed in table 5.1. 
Figure 5.4 shows the ratio of the measured differential cross section and the 
radiatively corrected QED prediction; the curves show the modification resulting 
from adding a contact term with а Λ value set equal to one of the 95% CL lower 
limit values given in table 5.1. 
Chirality 
L,R 
(L+R) 
(L-R) 
К 
(GeV) 
114 
135 
83 
Л_ 
(GeV) 
108 
130 
83 
Table 5.1: Limits set on the contact term parameters at 95% CL. 
Figure 5.3 and table 5.1 confirm the statements made in chapter 1 that indeed 
the (L + R) contact term is the most sensitive contact term type. Also seen from 
figure 5.3 and table 5.1 is that the (L - R) contact term, which yields identical 
predictions for Л+ and Л_, is the least sensitive one. 
Excited Electron 
Next, QED breakdown resulting from the existence of a possible excited electron is 
considered. The differential cross section following from the most general form of 
the Lagrangian given in equation 1.17 and 1.18, contains five parameters. With the 
assumptions made in chapter 1 three parameters remain: the energy scale Λ«., the 
mass of the excited electron m
c
· and the relative coupling strength λ; the resulting 
differential cross section is given in equation 1.19. Here we take λ = 1. The 
boundary of the excluded region at 95% CL in the plane of Λ*, versus mt. is plotted 
in figure 5.5. 
We also tested the differential cross section formula 1.21 which follows from 
the Lagrangian as presented by F.E. Low given in 1.20. This formula contains two 
parameters: the relative coupling strength λ and the mass of the excited electron 
m
c
-. Note that the complete differential cross section formula is used; thus, the terms 
of order (λ / m
c
·)4 are not neglected as has often been done in previous analyses. 
The boundary of the excluded region at 95% CL in the plane λ / mt· versus me-
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models. 
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Figure 5.4: Ratio of the measured and the QED predicted differential cross sections. 
The solid curves show the modification resulting from adding contact terms with Λ 
values set equal to the indicated 95% CL limit values. 
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is plotted in figure 5.6 together with the curve for λ = 1. If one assumes λ = 1, Le. a 
e'ey coupling strength equal to the eey coupling, the correspondent 95% CL lower 
limit on m
e
· is: 
m
e
. > 135 GeV. (5.7) 
If we use the differential cross section equation only up to order (λ lmt-f and again 
assume λ = 1 (see equation 1.22), the equivalent lower limit at 95% CL on m
e
-
becomes 124 GeV. 
It should be noted that when the reaction e+e~ -» γ -» ее' is kinematically 
possible, the direct search for e* yields more stringent limits [40,41]. However, the 
γ γ channel is sensitive to values of m
e
· exceeding the centre-of-mass energy. 
Finally, we also derived limits on the QED cut-off parameters using formula 1.25 
in the likelihood functions. At 95% CL we obtain as lower limits: 
AfB > 134 GeV, 
A?£D > 131 GeV. (5.8) 
Note that since the QED cut-off model predictions for the differential cross 
section are very similar to those for the (L + R) contact term, the limits obtained are 
also nearly the same. 
Figure 5.7 shows the ratio of the measured differential cross section and the 
radiatively corrected QED prediction; the solid curves show the modification re­
sulting from adding the QED cut-off term with A values set equal to the 95% CL 
lower limit values given in 5.8. 
5.4 Discussion and Comparisons 
From the measured total and differential cross sections of the reaction e+e" -• γ γ(γ) , 
we see that our data are well described by the pure QED prediction: no significant 
deviations from QED are observed.(4) Thus only lower limits can be set on the 
different QED breakdown parameters as presented in chapter 1. The limit on the 
mass of a possible excited electron can be translated into an upper limit on the size 
of an electron; the value found is 1.5 χ IO- 1 6 cm. 
As mentioned in chapter 1 similar studies have been performed in earlier 
e
+
e~ experiments and by the other LEP experiments. Table 5.2 presents a summary 
of the results obtained for contact term models by experiments at TRISTAN and at 
LEP; table 5.3 gives a summary of the results obtained for the QED cut-off param­
eters. All these experiments confirm that the measured e+e~ -» yyiy) cross sections 
are in good agreement with QED. The limits set on the QED cut-off parameters 
(4)ln addition, the measured total cross section for the reaction e*e~ — YYY , which is presented in 
appendix A, is also found to be in good agreement with the pure QED prediction. 
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Figure 5.7: Ratio of the measured and the QED predicted differential cross sections. 
The solid curves show the modification resulting from adding the QED cut-off term 
with Л values set equal to the indicated 95% CL limit values. 
by the LEP experiments differ among themselves due to variations in the collected 
luminosity and in the solid angle covered by the detector. 
In general, limits improve more rapidly by increasing the centre-of-mass energy 
ν/ΐ than by increasing the luminosity. In particular, the parameters in the contact 
term model obey a scaling law given by [52]: 
Thus running longer is less rewarding than running at higher energies/5' 
(5>With the TOPAZ experiment showing an (¡nexplainable) exception. From the energy scaling law one 
expects, at equal luminosities, the TOPAZ value to be 0.8 times smaller than our LEP value. To explain 
the TOPAZ result one therefore has to invoke a 4 limes higher luminosity. However, the reported TOPAZ 
luminosity is only twice that of our LEP experiment. 
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Experiment 
AMY [50] 
TOPAZ [51] 
VENUS [20] 
L3 (this thesis) 
ALEPH [52] 
(GeV) 
76 
141 
68 
114 
102 
Ai ' 
(GeV) 
77 
81 
69 
108 
109 
(GeV) 
90 
168 
81 
135 
121 
Л£+я 
(GeV) 
92 
97 
82 
130 
130 
л
£
+ -
я 
(GeV) 
57 
68 
52 
83 
79 
Tibie 5Λ: Comparison of lower limits on the contact term model parameters for the reaction 
e
+
e
_
 -» γγ(γ) obtained by different experiments; all limits are at 95% CL. 
Experiment 
PLUTO [11] 
MARK J [44] 
JADE [45] 
TASSO [46] 
CELLO [47] 
HRS [48] 
MAC [49] 
AMY [50] 
TOPAZ [51] 
VENUS [20] 
L3 (this thesis) 
ALEPH [52] 
OPAL [54] 
DELPHI [55] 
(GeV) 
12-47 
12-47 
12-47 
12-47 
12-47 
29 
29 
50-66 
50-66 
50-66 
90 
90 
90 
90 
ABED 
(GeV) 
46 
72 
66 
61 
84 
59 
66 
90 
168 
81 
134 
120 
117 
143 
A?£D 
(GeV) 
36 
75 
56 
44 
59 
67 
92 
97 
82 
131 
129 
110 
120 
Table 5 J : Comparison of lower limits on the QED cut-off parameters for the reaction e+e -» 
γ γ(γ) obtained by different experiments; all limits are at 95% CL. 
Appendix 
Three Photon Final States and 
Rare or Forbidden Ζ Decays 
As mentioned in chapter 1, our study of the QED reaction e+e~ -» γγ(γ) has been 
done at the centre-of-mass energy of the Ζ mass. In the course of selecting a sample 
of e+e~ -* γ γ(γ) candidates we also obtained a sample of e+e~ -» γ γ γ Le. a sample 
with three hard (explicitly detected) photons in the final state. Apart from having 
again a pure photonic signature, the main characteristics of these events is that the 
energy sum of the three (hard) photons is close to the total final state energy. In 
essence these events are e*e~ -» γ γ QED events with an additional photon resulting 
from hard initial bremsstrahlung; as such they can be used for another check of 
QED itself. In principle, the sample could however also contain some very rare 
Ζ -» γγγ decays. The rate observed for these decays could reflect on a possible 
compositeness of the Ζ boson. Assuming strict validity of QED we can search for 
this rare decay or, as will be the case here, derive an upper limit for its branching 
ratio. 
Still in the spirit of using our samples at hand to detect, or set upper limits on, 
rare or forbidden Ζ decays, we also re-analyse our main sample e+e~ -» yy(y) for 
the possible presence of the forbidden decay Ζ -» γ γ and the rare decays Ζ -» π°γ , 
Ζ — ηγ • 
Α.1 Selection of e + e -* γγγ events 
Again, only data from the 1991 and 1992 running periods are used. For the selection 
ofe+e~-» γγγ events we use cuts 1 and 5 described in chapter 3 for the e+e" -» γγ(γ) 
events in addition to the following criteria: 
A 
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a) There should be at least 3 BGO bumps with an electromagnetic signature, but 
no more than 10 in total. 
b) Either, the energy sum of the three most energetic BGO bumps must satisfy: 
3 
i- l 
or the energy of the first and second bump must satisfy: 
£i > 0.35 VS and E2 > 3 GeV . 
c) The energy of the third(¿e. the least energetic) bump must satisfy: 
£3 > 3 GeV . 
d) The opening angle (i/>) between any two of the first three bumps should satisfy: 
cos(^) < 0.95. 
e) The sum of the three opening angles must satisfy: 
Σ 1ft > 350°. 
I = 1 
The criteria а, с and d are used to ensure that there are at least three electro­
magnetic interacting particles produced in the event. Together with the chapter 3 
number 5 cut this implies that we select at least three photons. The energy limit on 
the third bump (cut c) is placed well above the noise level of the detector. 
The cut on the opening angle (cut d) rejects events where the energy deposition 
due to one single particle is put into different bumps; this can occur in a number 
of situations. If a particle enters a crystal of which the readout does not function 
properly, the energy distribution will show a clear hole. In the reconstruction such 
a distribution will often be identified as two different bumps. Another possibility 
is that a particle enters a region in the BGO calorimeter where one or more noisy 
crystals are located. The resulting peak in the energy distribution will again often 
simulate a two bump situation. 
The requirement on the sum of the opening angles (cut e) is to reject cosmics 
and noise events. 
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A.2 Results 
First the cross section of the e+e" -• γγγ reaction is derived and compared with 
the QED prediction. Different distributions οΐγγγ -event topologies are compared 
with their QED predictions. Both comparisons are checks on the possible presence 
of non-QED contributions. Next, and still using the e+e~ — γγγ sample, limits are 
set on the branching ratio of the Ζ -» γ γ γ decay. Finally, the "old" e+e~ -» yy(y) 
sample is re-used to derive upper limits for the forbidden decay Ζ -» γ γ and the 
гаге decays Ζ -* π°γ , Ζ -» ηγ . 
QED checks 
In order to calculate the cross section of the e+e~ — γγγ events we have to calculate 
the efficiency of the selection criteria and the size of the background. To determine 
this efficiency, the e+e~ -» γ γ γ events contained in the 2y /Зу MC sample presented 
in chapter 4 are used. Only MC events already satisfying certain pre-conditions 
(three photons in the barrel or endcap regions, third photon with an energy of at 
least 3 GeV) are considered. 
The resulting sub-efficiency is found to be: 
Eß£D(e+e- -γγγ) = (10.5 ± 0.7)% . 
The contamination of the e+e" -» γγγ data sample by the radiative hadronic, 
μ*μ~ and τ*τ~ background sources is negligible. The expected number of radiative 
Bhabha events is less than one event. 
In total we find 48 e+e~ — γγγ event candidates; 38 of these on the Ζ peak. No 
e
+
e
_
 — γγγγ candidates are found with the fourth photon having an energy above 3 
GeV. The number of e+e" — γγγ events with all three photons in the barrel region 
of the BGO calorimeter are 3 and 5 for the 1991 and 1992 period, respectively. The 
QED prediction for the cross section of the reaction e+e~ — γ γ γ at centre-of-mass 
energy on the Ζ mass is (11.95 ± 0.04) pb; the 38 events on the Ζ peak correspond 
to a cross section of (12.82 ± 2.08) pb. In figure A.l the total cross section is 
shown as function of the centre-of-mass energy together with the QED prediction; 
the agreement is good.(1) 
In table A.l the number of observed and predicted e+e~ — γγγ QED events 
are given; the QED predictions are efficiency corrected. We observe a slight but 
non-significant excess of e+e~ — γγγ events compared to the QED prediction. 
If a non-QED effect would indeed contribute to the e+e~ —γγγ sample, some 
differential distributions are expected to be clearly affected too. In figure A.2 the 
invariant mass distribution of all photon pairs is shown together with the QED 
'''The error bars on the data points corresponding to null events are derived from searching the 68.33% 
CL upper limit in a Poisson process [14]. 
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Figure A.1: The total e*e~ -» yyy cross section asa function of the centre-of-mass 
energy for the 1991 and 1992 data combined. The solid line corresponds to the QED 
prediction. 
expectation; the agreement is good. In figure A.3 the energy distribution of the 
third photon is shown together with the QED expectation; once more the agreement 
is good. 
Rare decay Ζ -» yyy 
The non-significant excess of e+e~ -»yyy events over QED can be used to derive 
an upper limit on the Ζ -» yyy branching ratio. To calculate our selection efficiency 
for the Ζ -» yyy decay a simple phase space Monte Carlo program is used. The 
result found is: 
e z
^
m
= ( 4 7 . 4 ± 0 . 1 ) % . 
Only the number of events found on the Ζ peak are considered in setting a limit on 
the branching ratio of the process Ζ -» yyy . Considering the 38 observed events 
(я0) to be the sum of a possible Ъ-* yyy decay signal (N) and a QED background 
(μ
Β
) of 35.4, we can derive an upper limit for the number of signal events using the 
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Figure A3: Energy distribution of the least energetic photon in the e+e -» γγγ 
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1991 +1992 
v/5 
(GeV) 
88.48 
89.47 
90.23 
91.24 
91.97 
92.97 
93.72 
Total 
Xuu 
(pb-) 
0.70 
0.80 
0.75 
28.23 
0.69 
0.74 
0.79 
32.70 
Nyyy 
observed 
3 
2 
0 
38 
1 
4 
0 
48 
N
m 
QED pred. 
0.9 
1.0 
0.9 
35.4 
0.9 
0.9 
1.0 
41.0 
lable A.l: The number of observed and expected yyy events as function of the 
centre- of-mass energy for the 1991 and 1992 data. 
formula [14]: 
¿ f η! 
(АЛ) 
/ι=0 
with 1 - α the desired confidence level. The 95% CL on the number of signal 
events is 16. Taking into account the selection efficiency for Ζ -+ yyy decays, this 
number can be translated into a cross section, An upper limit at 95% CL for the 
branching ratio is then obtained using: 
™<Z - '"> = a^Sz%) ' °V - Z - ™> № 
yielding: 
BR(Z-»yyy)<2.7xl0 - 5. (A.3) 
The limit found is comparable with those obtained by the other LEP experi­
ments [53,54,55]. 
Forbidden decay Ζ -· γ γ and rare decays Ζ -» л°у and Ζ -» rjy 
Using the "old" e+e~ -» у у (у) sample we searched for the rare Ζ decays Ζ -» яг°у , 
Ζ — ηγ and the forbidden decay Ζ -» γ γ . The first two decay modes display a 
(1+COS2 Θ) angular distribution in lowest order [61]. The third mode is forbidden as 
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already noted in chapter 1, but for the purpose of the present search we will assume 
a (1 -ι- cos2 Θ) dependence as well. We only search for the rare Ζ decay modes with 
the π° and η mesons subsequently decaying into a pair of photons. The opening 
angle (ψ) between the two photons is given by: 
2E,£2 - m
2
 , 
"••--2ËA-"1, 
with Ει and E2 the energies of the two produced photons and m the mass of the 
pseudoscalar. In general these two photons are indiscernible in the detector and the 
corresponding Ζ decay indistinguishable from an e+e~ -» γγ(γ) event. Thus, the 
QED background cannot be subtracted and we must again look for an excess of 
events above the QED prediction. 
We can now exploit the fact that the QED process is strongly peaked forward-
backward and that rare c.q. forbidden decays on the other hand show the (1 + cos2 Θ) 
angular distribution referred to above. 
The following cos θ-binned likelihood function is then defined: 
¿ = Π p [Ndaicas β,·), Ν
Λ
(σ„ cos θ,)] , (A.4) 
1-1 
with Ρ a Poisson probability distribution which is a function of the observed number 
of events N& and the expected number of events Л ц(аД σ, being the cross section 
for the rare decay under consideration. The product runs over all cos θ-bins. Again, 
only data on the Ζ resonant peak are considered. 
The acceptance (A) for the Ζ decay reactions is then given by: 
A = _ ^CDSfl ,» 
/ (1 + cos2 θ)άΩ 
J OS 0—ι
/ 1 ( l + c o s 2 e y Q 
cos Θ,^ Ι - | cos б™! + χ (| cos ^І3 - | cos Θ™!3) (A.5) 
with
 тш
 and θ,ηα, the minimum and maximum polar angle of the fiducial volume 
region, respectively. The total acceptance found is: 
Α(Ζ~γγ,π°
Υ
,ηγ) = 75.9%. 
As efficiencies we use the (θ-dependent) QED e+e~ -» γγ(γ) efficiencies given in 
table 4.5. For the Ζ -· цу decay we only consider the η decay modes into 2γ or 
3π° which account for 71% of the decays. For the Ζ -• я°у decay we consider 
the π° decay mode into yy which accounts for 98.8% of its decays. The resulting 
acceptances times the efficiencies times the branching ratios are summarised in 
table A.2. 
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From the likelihood function we can derive a 95% CL upper limit on σ
τ
. Again 
using the hadronic cross section and the hadronic branching ratio as references (see 
equation A.2) and taking into account the Λ · ε · BR-quantities described above, we 
obtain the upper limits presented in table A.2. All limits found are comparable with 
those obtained by the other LEP experiments [53, 54, 55]. 
Decay 
Z —yy 
z - A 
Z —лу 
A • ε BR 
0.76 
0.75 
0.54 
BR (95% CL) 
6.4 x lO" 5 
6.5 x lO" 5 
9.1 χ 10"5 
Table A.2: Upper limits for the branching ratio of the rare and/or forbidden Ζ decays. 
For each decay, the acceptance times the efficiency times the branching ratio is given. 
A3 Discussion 
In the Standard Model the Ζ decay into three photons can occur at the one-loop 
order [56,57] through a Feynman diagram as shown in figure A.4. In addition to the 
familiar fermion box diagrams, charged W-boson loops are possible. This means 
that e.g. the triple gauge boson vertices (WWZ and WWy) can contribute. However, 
these W contributions are found to be about 35 times smaller than the fermion 
contribution [4]. Essentially based on the latter, the Standard Model branching 
ratio for the Ζ decay into three photons is predicted to be 3 χ IO- 1 0 [12, 57]. 
Obviously, our result (2.7 χ IO-5) is not sensitive enough to test this prediction. 
\/ \/\/Ч/ y 
w w v y 
/N/WV^ У 
Figure A.4: Feynman loop diagram for Ζ decay into three photons. 
If the Ζ boson would be composite, new couplings could generate anomalous 
Ζ decays and considerably enhance the decay branching ratio allowed by the Stan-
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dard Model [12]. In addition, all three photons would be hard and well separated; 
especially the energy distribution of the least energetic photon would be clearly 
affected [4]. The Ζ -* γγγ transitions could also receive contributions from com­
posite partners of the Ζ boson, for example a neutral scalar S-boson [12]; the 
produced Ζ would then decay into a photon and the scalar S, the latter subsequently 
decaying into a pair of photons. The rate for Ζ decay into three photons would be 
strongly enhanced if the scalar S is not too heavy. In some compositeness models 
branching ratios as high as 2 χ IO - 4 are predicted [12, 58]. Our upper limit on the 
branching ratio is approximately an order of magnitude smaller than this prediction, 
thus effectively excluding those models. 
The Ζ has spin 1 and so the decay Ζ -» γ γ is forbidden by the Landau-Yang 
theorem [2]. The Ζ decay into a pseudoscalar and a vector particle is expected 
to occur in the Standard Model, but with a branching ratio of only 10" " [59]. In 
essence this enormous suppression comes from the form factor appearing in the 
Ζ decay rate expression when going from the photon to the Ζ mass; it is of the 
form (m2 /M|)2 with m some typical hadronic scale (- 1 GeV). It has been argued(2) 
that the Ζ -» я°у decay rate could be spectacularly enhanced (up to order 10-3) as 
the result of the PCAC (Partially Conserved Axial Current) mechanism conspiring 
with the Adler-Bell-Jackiw anomaly governing π° -* γγ decay [61, 62]. This 
anomaly yields an effective pointlike interaction and as such eliminates all form 
factor effects. Again our upper limit excludes such models by (now at least) an 
order of magnitude. 
(2)Bul also contested, see reference 60. 

Appendix 
High Mass Photon States 
Again, in the course of selecting e+e_ — y y (y) we also obtained a pure photonic 
final state sample containing at least two hard photons in the final state, but now 
one for which the energy sum of the hard photons is significantly less than the 
total energy and for which there is a significant momentum imbalance. These are 
basically radiative e+e~ -» y y QED events or double radiative Bhabha events. In 
principle, however, they could also be e+e~ -» vvyy events. Such events could 
be used to search for the possible reaction e+e~ -» Ζ -» Z*H, with Z' an offshell 
Ζ, here decaying into 7' -» vv, and with H a neutral Higgs boson, here decaying 
into Η -» yy. This possible Higgs decay mode could show up at LEP energies if 
the Higgs is sufficient light [63]. The QED reaction e+e~ -» yy(y) will simulate 
this process if one photon escapes detection or if one of the detected photons is 
incorrectly reconstructed, both cases resulting in energy and momentum imbalance. 
Also the reaction e+e" — e+e~yy reaction can simulate e+e- -* vvyy if both charged 
particles escape detection, e.g. because they are traveling in the beam direction. Note 
that nearly all of these events will be extreme forward double radiative Bhabhas, 
Le. QED events resulting from photon exchange in the f-channel. 
B.l Selection of imbalanced high mass photon pairs 
Once more we restrict ourselves to the 1991 and 1992 data samples. To select 
e
+
e
_
 -» vvyy candidates we have to use criteria which detect missing energy and 
missing momentum. We use the transverse missing momentum (p£) and the polar 
angle of the total missing momentum (0
m
), quantities defined as follows: 
pT
m
 = \p
m
 sin 0 j , 
т
 = arccosflp^l / \p
m
\) , 
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where p„ is the missing momentum vector: 
( E
u
+E^\ 
\EU + EU ) 
After applying cuts 1, 2 and 5 described in chapter 3 for the e+e~ -» yy[y) events, 
we add the following criteria: 
a) The energy of the most energetic BGO bump must satisfy: 
0.2y/s<Ei< 0.45V5 , 
and the energy of the second bump must satisfy: 
3 GeV < £2 < 0.45-/s. 
b) If there is a third BGO bump its energy must satisfy: 
E3 < 1 GeV . 
c) The polar angle of the missing momentum must lie either in the barrel region: 
44° <
 т
 < 136° , 
or in an endcap region: 
21е < „< 35е or 145° <
 т
< 159°. 
d) The transverse missing momentum should satisfy: 
p £ > 5 G e V . 
e) The acollinearity angle (ψ) between the two most energetic BGO bumps 
should lie in the range: 
8°< v(l,2)<140°. 
f) The energy of a hadron calorimeter cluster matched with a BGO bump should 
satisfy: 
£ w < 5 GeV . 
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The lower limits of cut a ensure that a substantial amount of the total energy is 
deposited in the BGO calorimeter. The higher limits, however, are defined to reject 
e
+
e
-_» γ γ events. 
Criterion b is used to make sure that there are no more than two photons in the 
final state. 
Criterion с is used to reject events where one or more electromagnetic particles 
escaped detection by going through the beam pipe or through the gaps between the 
BGO barrel and endcap regions. 
The transverse missing momentum requirement (cut d) is applied to account for 
the fraction of the total energy taken away by the undetected neutrinos. In addition, 
this cut rejects high energy cosmic or beam-gas events. 
The acollinearity cut e is used to eliminate events in which missing energy is 
simulated as the result of a wrong energy reconstruction for any of the detected par­
ticles. In such events the two particles will still have a back-to-back configuration. 
The cut however ensures a true momentum imbalance in the event (lower limit) 
and rejects cosmics and noise events (upper limit). 
The requirement on the energy of a hadron calorimeter cluster (cut f) is to ensure 
that a real electromagnetic interacting particle is detected. This cut is also effective 
to eliminate electromagnetic particles reaching the hadron calorimeter via a gap or 
a crack in the BGO calorimeter. In this case a substantial amount of the energy 
will be measured by the hadron calorimeter. The poor energy precision of this 
calorimeter for high energetic electromagnetic particles could then easily simulate 
missing energy. 
The consequence of cuts a and e is that the invariant mass of the two most 
energetic photons must be more than 5 GeV. This corresponds to a mass cut-off on 
the Higgs search. 
B.2 Results 
We find 9 e+e~ -» ννγγ candidate events with high mass photon pairs on the Ζ peak; 
one off-peak event candidate is found in the 1991 data. 
The selection efficiency is again estimated with a simple phase space MC 
program and is found to be around: 
e = (54.1 ±0.5)%. 
To arrive at an estimate for the number of background events resulting from the 
e
+
e~ -» γγ(γ) reaction, events generated by the MC program described in chapter 4 
are re-examined. Note that especially for this background process it is important 
that all events are simulated and reconstructed including the detector imperfections. 
The second important background process is the radiative Bhabha i-channel photon 
exchange e+e~ -» e+e~yy with both the electron and positron escaping through 
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the beam pipe. To find an estimate for the number of small angle Bhabha events 
satisfying our selection criteria we used two Bhabha generator programs called 
DOCOMP [64] and BHAGENE [65], respectively. Although the latter program is 
not intended for use on polar angles smaller than 10°, the number of background 
events obtained nevertheless agrees within errors. The background from double 
radiative e+e~ -» ννγγ events is found to be negligible; this is due to the relatively 
small cross section of this process and the strict energy and polar angle cuts used 
on the two detected photons. The background from hadron, muon and tau events 
is found to be negligible as well. 
The number of background events derived as described above are summarised 
in table B. 1. From this table we conclude that no excess of events is observed above 
the QED background prediction. Thus no evidence is found for high mass photon 
states. 
1991+ 1992 
(GeV) 
91.24 
XtjjU 
(pb-1) 
28.23 
observed 
9 
Nyy(r) 
QED pred. 
4.6 
N 
e
+
e~yy 
QED pred. 
5.0 
Tbble B.l: The number of high mass photon state (hmps) candidates together with the 
QED background predictions; other background sources are found to be negligible. 
In figure B.l the invariant photon mass distribution is presented for the high mass 
photon pair candidates; the distribution appears to be rather flat. For comparison 
the QED prediction for e+e" -» yy(y) events is given; the agreement is acceptable. 
In figure B.2 the acollineaiity between the photons versus the missing energy of 
the candidate events is shown together with some e+e~ -» γγ(γ) QED background 
events. From this plot we see that all the high mass photon state candidates lie 
in a kinematical region which is overlapping with the one covered by the QED 
background. 
Searches for decays as described here have also been performed by other LEP 
experiments with negative results as well [66]. 
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Figore B.l: Distribution of the invariant mass of the photons in the high mass photon 
pair events; the QED prediction is shown for comparison. 
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Figure В.1: Distribution of the acollinearity angle between the photons in the high 
mass photon pair events versus the missing energy in the event; some QED background 
events are shown for comparison. 
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Appendix 
Kinematics of e+e~ — yyy 
In this appendix the kinematical limits on the energy of the third photon (£3) in 
the e*e~ -»yyy reactions are derived as function of the beam energy(£(,) and the 
acollinearity (ψ) between the two most energetic photons. From these calculations it 
is trivial to find the corresponding limits for the other produced photons. In addition, 
a relation between ψ and £ 3 will be derived for small values of the acollinearity 
variable. 
The small amount of final state particles in an e+e~ -» yyy reaction allows a 
straightforward calculation of the phase space region available for the produced 
particles. In addition this calculation also gives more insight in the possible kine­
matical configurations. 
For the energies of the three photons we must have: 
£, + £ 2 + £ 3 = 2Eb . 
We can also always assume: 
Еь * E\ a £2 a £3 s 0 . 
There exist two kinematical limits on £3 which are reached either in the configuration 
£1 = £2 (£3 minimal) or £z = £3 (£3 maximal). In figure C.l these configurations 
are drawn in the form of a triangle with the sides corresponding to the 3-momenta 
of the different photons. 
From figure C.la, where E{ = £2, one can derive: 
£3 _ x _ 2£fp— £3 _ £fc — £3 
simp sinß 2sin0 2cos(i/>/2)' 
From this we find the lower limit relation: 
2£bsiny; 
£3 Ä — ^ -, ^c · ( t " l ) 
sinip + 2cos(v/2) ч ' 
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Figure C l : The limiting Idnematical configurations for the energy distributions of 
the three photons. In figure (a) E¡ = Е
г
 and in figure (b) Е
г
= E}. 
In addition, from figure С lb, where £ 2 = £3, one can derive: 
£3 χ _ 2£(, — 2 £ 3 _ 2£¡, — 2£ 3 
sin ψ sin β sin(jr - 2ψ) 
This yields the upper limit relation: 
Eb 
2sinvcosip ' 
Е
ъ
< 1 + cosi/» 
(C.2) 
The kinematical limits given by formulas C.l and C.2 are plotted as boundaries in 
figure C.2 together with a sample of e+e" -»γγγ MC (generator level) events. 
We can now derive a simple relation for e+e~ —γγγ events between the cut-off 
parameter k = Ej/Eb and the acollinearity, valid for small values of k. Indeed from 
equation C.l follows: 
k= — * 
2 sin ψ 2ψ 
and thus: 
Еь sin ψ + 2 cos(i/> /2) x¡> + 2 
Ати-Ψ, 
-Ψ: 
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Figure C.2: The energy of the third photon as function of the acollinearity between 
the two highest energetic photons for e+e_ -» γγγ reactions. The curve shows the 
corresponding fdnematical limits as calculated in the text. 
with ψ in radians. The fact that Jt,™ and φ are equal for small values of the acollinear­
ity is illustrated on figure C.2 by the lower limit curve becoming approximately a 
straight line making an angle of 45° with the axes. 
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Summary 
This thesis describes a test of Quantum Electrodynamics (QED) using the reaction 
e
+
e~-+ γ γ . The theory of QED, which is embedded in the electroweak Standard 
Model, describes the interactions between electrically charged particles through the 
electromagnetic field whose quantum is the photon. 
The data used were collected at LEP, the large CERN electron-positron collider 
using the L3 detector. During the 1991 and 1992 running periods approximately 
1200 e+e~ -» yy(y) events were registered for a total luminosity of 36 pb - 1. The 
L3 detector consists of a series of concentric sub-detectors around the interaction 
point. The most important sub-detectors used in this analysis are the central tracking 
chamber (TEC) with a single wire precision of around 60 μπτ, the forward-backward 
tracking chambers (FTC) with a single wire precision of about 165 μπι and the 
electromagnetic calorimeter (BGO) with an energy and impact point precision for 
high energy photons of around 1.4% and 2 mm, respectively. 
At LEP energies (-/s - Mz) the Ζ boson is copiously produced and the only pure 
QED process remaining (at least in lowest order) is the reaction e+e~ -» γ γ . Higher 
order weak corrections are smaller than 1%. With this reaction different QED 
breakdown models are tested. In general, such breakdown models are based on the 
hypothesis that QED is embedded in a new and more general theory characterised 
by an as yet inaccessible energy regime. At much lower energies this theory 
reduces to a sum of QED and effective residual interactions acting as a perturbation 
on QED. These residual interactions represent the low-energy translation of new 
phenomena (e.g. substructure); they are expressed in, and proportional to, so-called 
effective scale parameters Λ. The most general additional effective interaction is 
a two fermion-two boson contact interaction; it is required to be electromagnetic 
gauge invariant, chirality- and CP-conserving. Various contact term types are 
considered, corresponding to different mixtures of left and right handed couplings. 
In lowest order, all these types of contact models result in residual (extra) cross 
section contributions which are proportional to Λ- 4. In addition, a more specific 
breakdown mechanism is examined based on the existence of an excited electron. 
The additional interaction now depends on three parameters: an energy scale Λ, the 
relative coupling strength λ and the mass of the excited electron m
e
-. The maximum 
sensitivity in the modified differential cross section of all these breakdown models 
occurs at the polar angle θ = 90°. 
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The selection of the e+e~ -* y y (y) candidates is performed using a program that 
is optimised for maximum efficiency and minimum background with the help of 
Monte Carlo techniques; an efficiency of 95% in the barrel BGO region (dropping 
to 60% in the BGO endcaps) and a background of less than 1.5% is obtained. 
To obtain such a high degree of sample purity, and more specifically, to exclude 
contamination from the much more prominent Bhabha events, a precise knowledge 
of the TEC performance is required. A special method was developed, based on 
the hadronic events collected during the same running periods, to monitor the TEC 
performance per run as well as per time interval and per TEC sector. 
From the resulting event samples the total and differential e+e~ -» γ γ (γ) cross 
sections are calculated. A comparison of these distributions with the QED predic­
tions shows a good agreement. We also compare the measured e+e~ -* yy(y) cross 
sections with the predictions from the different QED breakdown models. Using a 
maximum likelihood method, lower limits for the QED breakdown parameters are 
obtained. The values found range from 83 GeV to 135 GeV at 95% CL depending 
on the model considered; they imply that QED remains valid at distances up to the 
order of 10"16 cm. The lower limit for the mass of a possible excited electron is 
found to be 135 GeV, again at 95% CL; this in tum implies that the electron behaves 
pointlike up to distances of the order of Ю - 1 6 cm. 
A sample of e+e~ -» y y y events is selected, again to test QED but also to set an 
upper limit on the rare Ζ decay Ζ -» y y y . The measured e+e~ -* yyy cross section is 
in good agreement with the QED prediction as is the invariant mass distribution of 
all pairs of photons. The upper limit on the Ζ —• γ γ y branching ratio is of the order 
10- 5 at 95% CL, compatible with the Standard Model but an order of magnitude 
smaller than that predicted by some models based on a composite Ζ boson. 
Using the e+e~ -» yy(y) sample at hand, upper limits are set on the branching 
ratio of the forbidden Ζ decay Ζ —• y y and of the rare Ζ decays Ζ -» π°γ and 
Ζ -• η y . We only consider the photonic decay modes of the π° and η particles and 
exploit the fact that this type of Ζ decay has an angular distribution proportional 
to (1 + cos2 Θ), whereas the QED process is strongly peaked forward. Upper limits 
on the forbidden and/or rare Ζ decays are found to be of the order of 10- 5 at 95% 
CL, again compatible with conservative Standard Model calculations but excluding 
some models based on a suppression of all form factor effects. 
Finally, still using all our photonic final state events, we perform a search for 
high mass photon states. Such events could in principle be e+e~ -» vvyy events 
reflecting on the existence of a (light) Higgs boson decaying into two photons. 
A sample of high mass photon pairs is selected, produced in events with a sig­
nificant momentum imbalance. The number of event-candidates found and their 
kinematical distributions all agree with the expected QED background resulting 
from e+e~ -* yy(y) and double radiative Bhabha events; thus no high mass photon 
state is observed. 
Samenvatting 
Een QED test met e+e~ -» y y bij LEP energieën 
Dit proefschrift beschrijft een test van Quantum Electrodynamica (QED) aan de 
hand van de reactie e+e" - · γ γ . QED is een theorie, ingebed in het Elektrozwakke 
Standaard Model, die de interacties tussen elektrisch geladen deeltjes beschrijft via 
een electromagnetisch veld bestaande uit lichtquanta: de fotonen. 
De gebruikte gegevens werden verkregen bij LEP, de grote CERN elektron­
positron botsingsring, met behulp van de L3 detector. Gedurende de operationele 
periodes van 1991 en 1992 werden ongeveer 1200 e+e~ -• γγ(γ) processen gere­
gistreerd voor een totale luminositeit van 36 pb_ 1. De L3 detector bestaat uit een 
aantal sub-detectoren die concentrisch om het interactie punt opgesteld staan. De 
voor deze analyse belangrijkste sub-detectoren zijn de centrale sporenkamer (TEC) 
met een uitlezings precisie van 60 μπι per draad, de voorwaarts en achterwaarts 
geplaatste sporenkamers (FTC) met een uitlezings precisie van 165 μπι per draad en 
de elektromagnetische calorimeter (BGO) met een energie en impact punt precisie 
voor hoog energetische fotonen van 1.4% en 2 mm, respectievelijk. 
Bij LEP energieën (y/s - Mz) wordt het Ζ boson veelvuldig geproduceerd en 
is (in laagste orde) de reactie e+e~ — γ γ het enige pure QED proces dat over­
blijft. De zwakke wisselwerking draagt alleen bij via hogere orde correcties en 
die bedragen minder dan 1%. Met behulp van de e+e~ -» yy(y) interactie worden 
verschillende QED brekings modellen getoetst. In het algemeen zijn deze brekings 
modellen gebaseerd op de hypothese dat QED deel uitmaakt van een nieuwe en meer 
algemene theorie die gekarakteriseerd wordt door een nog niet experimenteel toe­
gankelijk energie gebied. Bij veel lagere energieën zal deze theorie zich reduceren 
tot een som van QED en een effectieve interactie die als een storing op QED gezien 
kan worden. Deze effectieve interactie vertegenwoordigt de lage-energie manifes-
tatie van nieuwe fenomenen (bijv. substructuur); ze wordt uitgedrukt in functie 
van zogenaamde effectieve schaal parameters Λ. De meest algemene effectieve 
interactie is een twee fermion-twee boson contact interactie; electromagnetische 
ijkinvariantie, chiraliteit- en CP-behoud worden hierbij opgelegd. Diverse contact 
term typen worden beschouwd gebaseerd op verschillende mengsels van links- en 
rechtshändige koppelingen. Deze verschillende typen contact termen geven alle 
een bijdrage tot de laagste orde werkzame doorsnede die evenredig is met Λ - 4. Als 
127 
128 Samenvatting 
aanvulling is ook een meer specifiek brekings mechanisme bekeken, gebaseerd op 
het bestaan van een geëxciteerd elektron. In dit geval is de extra interactie afhanke-
lijk van drie parameters: de energie schaal Λ, de relatieve sterkte van de koppeling 
λ en de massa van het geëxciteerde elektron mt·. De maximale gevoeligheid in de 
differentiële werkzame doorsnede voor alle beschouwde brekings modellen ligt in 
het gebied waar de polaire hoek 0 - 90°. 
De selectie van e+e~ -* yy(y) kandidaten is uitgevoerd met behulp van een 
programma, geoptimaliseerd met behulp van Monte Carlo technieken voor maxi-
male efficiëntie en minimale achtergrond; een efficiëntie van 95% in het centraal 
gedeelte van de BGO (afnemend tot 60% in de voorwaarste en achterwaartse BGO 
gebieden) en een onzuiverheid van 1.5% wordt bereikt. Een precíese kennis van de 
TEC prestatie is vereist om achtergrond van het Bhabha proces te vermijden. Voor 
dit doel is een speciale methode ontwikkeld, gebruikmakend van de hadronische 
eindtoestanden geselecteerd tijdens dezelfde operationele periodes, waarmee het 
TEC functioneren kan worden gecontroleerd zowel per periode als per tijdsinterval 
en per TEC sector. Voor de verkregen e+e~ -» y y (y) kandidaten is de totale en diffe-
rentiële werkzame doorsnede berekend. Een vergelijking van deze verdelingen met 
de QED voorspellingen laat een goede overeenstemming zien. We vergelijken deze 
verdelingen eveneens met de voorspellingen van de verschillende QED brekings 
modellen. Gebruikmakend van een maximale waarschijnlijkheids methode (maxi-
mum likelihood) zijn ondergrenzen voor de QED brekings parameters bepaald. De 
gevonden waarden variëren van 83 GeV tot 135 GeV voor 95% CL al naar gelang 
het beschouwde model; hieruit volgt dat QED voldoet voor afstanden tot op de 
orde van 10-16 cm. De ondergrens voor de massa van een geëxciteerd elektron is 
135 GeV, weer voor 95% CL; dit betekent dat het elektron zich als een puntdeeltje 
gedraagt tot op een afstand van de orde van 10-16 cm. 
Kandidaten voor het proces e+e~ -» γ y y zijn geselecteerd om QED te testen, maar 
ook om een bovengrens voor de vertakkings verhouding van het verval Ζ -» y γ γ te 
bepalen. De gemeten e+e~ -» yyy werkzame doorsnede is in goede overeenstem­
ming met de QED voorspelling, evenals de invariante massa verdeling van alle 
foton paren. De gemeten bovengrens voor de Ζ -» y γ y vertakkings verhouding is 
van de orde van IO - 5 voor 95% CL, in overeenstemming met de Standard Model 
voorspelling, maar een orde van grootte kleiner dan voorspeld door modellen die 
gebaseerd zijn op een Ζ boson met substructuur. 
Gebruikmakend van de e+e~ -» yy(y) kandidaten zijn bovengrenzen bepaald 
voor de vertakkings verhouding van het verboden Ζ verval Ζ -» γ γ en voor de 
zeldzame Ζ vervallen Ζ -» л°у en Ζ —• ηγ . We beschouwen alleen de fotonische 
vervals typen van het π° en η deeltje en maken verder gebruik van het feit dat deze 
Ζ vervals-processen een hoek-verdeling evenredig met (1+cos2 Θ) vertonen, terwijl 
het QED proces sterk voorwaarts en achterwaarts gericht is. De berekende boven­
grenzen voor de vertakkings verhoudingen zijn van de orde van 10 - 5 voor 95% CL, 
opnieuw in overeenstemming met conservatieve Standaard Model berekeningen, 
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maar in tegenspraak met de voorspellingen van sommige modellen die gebaseerd 
zijn op een onderdrukking van vorm factor effecten. 
Als laatste, nog steeds gebruikmakend van de e+e~ -» yy(y) kandidaten, is 
gezocht naar foton toestanden met een hoge invariante massa. Deze kandidaten 
zouden in principe e+e~ -» ννγγ processen kunnen zijn die het bestaan aantonen 
van een ("licht") Higgs boson, vervallend in twee fotonen. Kandidaat foton paren 
met een grote invariante massa zijn geselecteerd in processen met een significante 
hoeveelheid missende impuls. Het aantal geselecteerde kandidaten en hun kine­
matische verdelingen zijn in overeenstemming met de verwachte QED achtergrond 
afkomstig van e+e" -* yy(y) en dubbel radiatieve Bhabha processen; binnen de 
significantie van ons experiment worden er derhalve geen foton toestanden met een 
hoge invariante massa gevonden. 
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