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ABSTRACT
Skin cancer is a major public health problem, as is the most
common type of cancer and represents more than half of can-
cer diagnoses worldwide. Early detection influences the out-
come of the disease and motivates our work. We investi-
gate the composition of CNN committees and data augmenta-
tion for the the ISBI 2017 Melanoma Classification Challenge
(named Skin Lesion Analysis towards Melanoma Detection)
facing the peculiarities of dealing with such a small, unbal-
anced, biological database. For that, we explore committees
of Convolutional Neural Networks trained over the ISBI chal-
lenge training dataset artificially augmented by both classical
image processing transforms and image warping guided by
specialist knowledge about the lesion axis and improve the
final classifier invariance to common melanoma variations.
Index Terms— Melanoma Classification, Convolutional
Neural Networks, Data Augmentation, Deep Learning
1. INTRODUCTION
Skin cancer is the most common type of cancer and represents
more than half of cancer diagnoses. There are two basic types
of skin cancer named non-melanoma and melanoma, much
rarer however, a much more serious disease. Its incidence and
overall mortality rates have been rising in recent decades [1],
therefore represents a substantial public health problem. Up
to one fifth of the patients develop metastatic disease, which
even may lead to death. However patients prognosis can be
considered good when the melanoma is detected in the early
stages. Early detection and appropriate excision leads to cure
rate of over 90% in low risk melanoma patients. Innovative
early detection programs, in combination with improved diag-
nostic tolls and new immunologic and molecular target treat-
ments for advanced stages of the disease, may influence the
outcome of the disease in the future [2].
∗Thanks to NVidia for the donation of the Titan X GPU used in this re-
search
Dermatoscopy has proved valuable in visualizing the mor-
phological structures in pigmented lesions for the diagnose of
melanoma. It inspires the development of several Computer
Vision Techniques for the Diagnosis of Skin Cancer based on
dermoscopy images analysis [3, 4]. More recently, a great ef-
fort is being made as part of the “International Skin Imaging
Collaboration: Melanoma Project” (ISIC [5]) to establish an
archive annotated by experts to serve as a public resource of
images for teaching and as a standard for the development of
automated diagnostic systems. Currently, the ISIC Archive
contains around 13,000 images associated with clinical meta-
data and expert annotations.
In 2016, the ISIC project organized the ISBI challenge [6]
in order push the development of dermoscopic image analy-
sis tools for automated diagnosis of melanoma evaluated over
a common standard. The ISBI challenge provides 900 an-
notated images as training data for participants to engage in
all 3 components of lesion image analysis: lesion segmenta-
tion; detection and localization of features; and disease clas-
sification, which is the focus of this research. A separate test
dataset containing 350 images is provided so that results of
different methods can be compared.
Next, in 2017, a new challenge was organized so that
a ternary problem is introduced: the classification between
melanoma, nevus and seborrheic keratosis. A new database
was published containing 2000, where 374 from melanoma
cases, 254 from seborrheic keratosis cases, and the remainder
as benign nevi (1372). Validation and Tests were evaluated in
new databases with respectively 150 and 600 images.
In this article we investigate the use of a Deep Learn-
ing approach, more specifically, based on Convolutional Neu-
ral Networks (CNNs) for the problem of Melanoma Clas-
sification trained on the ISBI challenge dataset. CNNs are
able to learn hierarchies of invariant features and classifiers
from annotated datasets. They currently represent the state
of the art solution for classification problems over natural im-
ages. Since its 2012 edition, this is the case of the Imagenet
Large Scale Visual Recognition annual Challenge (ILSVRC)
[7] for object localization/detection and image/scene classifi-
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cation from images and videos at large scale.
The development of biomedical images classifiers (in our
case, melanoma classification), have their own research pe-
culiarities, being the most critical for the direct application
of Deep Learning techniques, the considerably smaller anno-
tated databases available, as it is well known that CNNs usu-
ally require a large amount of training data in order to avoid
overfitting. While the ISBI database used for training in this
research contains 900 images, the ILSVRC 2012 participants
received 10 million annotated images.
1.1. Hypotheses
We investigate how far a well known CNN topology (GoogLeNet
[8]) can be trained over the ISBI dataset, since it is expected
that such a complex model suffers from severe overfitting
when the amount of training samples received is two small.
The following hypotheses are investigated: (H1) it is pos-
sible to augment a CNN invariance to natural patterns from
capturing conditions augmenting the training dataset with
classical image processing operations, more specifically, ex-
ploring geometric and color transforms; (H2) it is possible to
augment a CNN invariance to biological patterns augmenting
the training dataset with warped images preserving classes
characteristics according to specialists knowledge (dermatol-
ogist); (H3) the CNN performance is affect by unbalanced
training datasets (number of benign and malignant instances).
1.2. Contributions
Our methodology is based on a known CNN topology and in-
vestigates how such a small and unbalanced dataset can be
extended using both classical and based on specialist knowl-
edge image transforms. We believe that the contributions pro-
posed can be applied to other topologies, such as for training
residual neural networs, inproving the obtained result.
2. RELATED
Data augmentation is being used by several classifiers based
on learning processes in order to improve their solutions to
natural invariances of the corresponding task. In biological
problems, CNNs are being used with relevant results. That is
the case of the work of Ciresan et al [9] that obtained the first
place at mitosis detection competition in 2012 Mitosis Detec-
tion in Breast Cancer Histological Images Challenge (ICPR
2012) with a 13-layer architecture. Similar to our work, they
explored the creation of additional training instances by ap-
plying arbitrary rotations and/or mirroring.
Another widely investigated technique is the use of com-
mittees. In 2010, the MNIST handwriting recognition bench-
mark record dropped from 0.40% to 0.27% combinig seven
CNNs [10]. Several other approaches combined the use of
(a) Original (b) Random PCA 1 (c) Random PCA 2
Fig. 1. Artificial samples created using PCA color transform
committees for smoothing the effects of non-optimal solu-
tions with varying data augmentation approaches [8, 11, 12].
We focus on extending those ideas to the melanoma classi-
fication task, assuming the extra challenge of starting with a
small annotated database.
3. DATA AUGMENTATION
3.1. Image Processing Techniques
Three transforms were included in order to augment the net-
work invariance to geometric and color variations.
3.1.1. Geometric Augmentation
The skin lesion scale and position within the image does not
alter its final classification. Thus, input images were cropped
to create new examples with the same label of the original
one. The random cropping is expected to augment translation
and scale invariances, but, different from cropping applying in
training natural images classifiers, we enforce the assumption
that the whole lesion is preserved in the new image produced,
as its a requirement of the ISBI dataset and, more important,
borders are used by specialist decisions criteria. Besides, the
random crops produced maintained the original aspect ratio,
as the lesions spatial proportions are also used by specialists
in their melanoma/non-melanoma analysis. Besides, in order
to augment the invariance to rotation and reflections, we repli-
cated each image using eight unique combinations of rotation
angles {0o, 90o, 180o, 270o} and horizontal and vertical flips.
3.1.2. Color Augmentation
Augmenting the color variety of an image dataset can be
obtained by different techniques. However, in biological
datasets, the colors created should correspond to plausible
instances of the subject presented.
In melanoma analysis we observe that the dermoscopic
images present a systematic bias in their color distribution,
occupying a very specific subset of the overall color spec-
trum. They correspond to skin and lesions biological varia-
tions, and also to the dermoscopic light color variations (the
ISBI melanoma database contains two lighting distributions
corresponding to a whitened and a bluish condition).
(a) Original (b) Segmentation (c) Artificial 1 (d) Artificial 2
Fig. 2. Distortion of the original image by lesion axis analysis
In order to keep the artificial images produced valid, we
initially compute the Principal Component Analysis (PCA)
of the colors from the training dataset recovering its distri-
bution main axes. Artificial images are created adding mul-
tiples of the dataset principal components, with magnitudes
proportional to their corresponding eigenvalues multiplied by
a random factor obtained from a Gaussian distribution with
mean 0.0 and standard deviation σ = 0.2. The adopted value
of σ was found creating samples with increasing magnitude
and validating its appearance with a specialist. This validation
process showed that higher values of delta let to unnatural im-
ages. Samples created are illustrated in Figure 1.
3.2. Data Augmentation based on Specialists Knowledge
While the lack of dependence on prior knowledge and human
effort in designing features is a major advantage for CNNs,
we argue that specialist knowledge can be used in order to ex-
pand the training samples available, while preserving the an-
notation. The melanoma specialist analysis is made over the
observation of the symmetries and patterns around the lesion
main orthogonal axis. Those symmetries (or anti-symmetries)
should be preserved in the new artificial images as they imply
the classification of the lesion.
We proposed a data augmentation scheme based on the
distortion of the lesion main axis size, while maintaining the
patters and symmetries of the lesion. For creating such arti-
ficial image, we approximate the lesion segmentation (Figure
2 (b)) with an ellipse and use its the main axis as controllers
of our distortion. The size of the axis is randomly increased
or reduced, while the axis directions are maintained.
The warped image is created with a thin plate spline map-
ping [13] between five points of the original image into new
positions of the artificial image. They are the center of the
ellipse (controlling central position variations), and the four
axis end points, that are randomly translated in 20% of their
original axis sizes (positive or negative size changes), but
keeping their original directions (Figure 2).
4. CONVOLUTIONAL NEURAL NETWORKS:
GOOGLENET
The goal of this paper is not to develop a new CNN archi-
tecture, but to evaluate how far solutions based on CNN can
Fig. 3. Inception module [8]: mixing filters of different sizes.
be applied to the Melanoma Classification problem, given
the ISBI dataset size restrictions. A well known topology
was chosen for implementing the proposed classifiers, named
GoogLeNet [8], in order to clarify our proposal contributions
in a replicable framework. The GoogLeNet is the ILSVRC
2014 winner from Szegedy et al. from Google [8]. Its main
contribution was the development of the Inception Module
(Figure 3) that dramatically reduced the number of parame-
ters in the network, creating a deeper and wider topology.
The input signal that enters an inception module is pro-
cessed by filters of different sizes, while in previous networks
the convolution kernels were typically uniform. The topology
named GoogLeNet is formed with Inception modules stacked
on top of each other, leading to a 22-layer deep model.
5. EXPERIMENTS
All the experiments presented adopted the same CNN topol-
ogy and hyper-parameters (from GoogLeNet [8]) in order to
focus exclusively on the improvements obtained by the data
augmentations proposed. They are: 10 epochs; a fixed learn-
ing rate of 10−4; andabatchof256images.
The experiments started with a random split of the ISBI
training set (that contains 2000 images) into five folders of
400 images each, maintaining the original distribution of
18.7% melanoma, 12.7% nevus, 68.6% seborrheic keratosis
within each created folder (≈0.24). A 5-fold cross valida-
tion was applied so that images from four folders were used
in each training, while a fifth as a validation set. The data
augmentations were only applied to those folders considered
training folders.
Tests over unseen images were made against the ISBI
2017 test and validation datasets, but final tests results are not
available at the time of writing.
The results obtained where obtained starting the training
procedures with the GoogLeNet [8] ILSVC 2014 [7] public
set of weights pre-calculated over a larger dataset of natural
images. Such a fine-tuning reduced the overfitting and train-
ing time observed in all experiments as expected.
6. CONCLUSIONS
Melanoma early detection programs, in combination with im-
proved diagnostic tolls are crucial for the outcome of the dis-
Table 1. Results of the proposed committees composed with
GoogLeNets and different data augmentation schemes inves-
tigated versus ISBI challenge first and second best results
Team name Score
Kazuhisa Matsunaga 0.958
RECOD Titans 0.951
T D 0.943
Ours 0.932
ease. Besides, deep learning approaches are conquering the
state of the art in several image classification tasks.
We explored how a deep learning solution can be extended
for dealing with a small and unbalanced biomedical dataset.
The data augmentations proposed, together with the bal-
anced of the created artificial datasets and the proposed com-
mittees groping classifiers of CNNs trained over balanced sets
obtained the a result that was only 2.6% bellow the best re-
sult published using the validation dataset, validating the hy-
potheses presented in Section 1.1 investigated by this work.
Such a small difference can be reduced using a stronger CNN
topology, such as a Residual CNN [12], motivating further
investigation of our approach.
Finally, we note that further comparisons with the meth-
ods proposed by participants of the ISBI melanoma challenge
were not made by the lack of public descriptions of their ap-
proaches at the time of writing.
7. REFERENCES
[1] MB Lens and M Dawes, “Global perspectives of con-
temporary epidemiological trends of cutaneous malig-
nant melanoma,” British Journal of Dermatology, vol.
150, no. 2, pp. 179–185, 2004.
[2] Halpern AC. Nestle FO, “Melanoma,” Dermatology,
2nd Edition. Eds. Bolognia JL, Jorizzo JL, Rapini RP.,
vol. 2, pp. 1745–1771, 2008.
[3] Jacob Scharcanski and M. Emre Celebi, Computer
Vision Techniques for the Diagnosis of Skin Cancer,
Springer Publishing Company, Incorporated, 2013.
[4] Adel Ali Al-Jumaily Ammara Masood, “Computer
aided diagnostic support system for skin cancer: A re-
view of techniques and algorithms,” International Jour-
nal of Biomedical Imaging, vol. 2013, pp. 1–22, 2013.
[5] ISIC project, “Public skin lesion image archive,”
http://isdis.net/isic-project/public-image-archive-of-
skin-lesions/, Accessed: 2016-09-01.
[6] David Gutman, Noel C. F. Codella, Emre Celebi, Brian
Helba, Michael Marchetti, Nabin Mishra, and Allan
Halpern, “Skin lesion analysis toward melanoma de-
tection: A challenge at the international symposium on
biomedical imaging (ISBI) 2016, hosted by the interna-
tional skin imaging collaboration (ISIC),” CoRR, vol.
abs/1605.01397, 2016.
[7] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause,
Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej
Karpathy, Aditya Khosla, Michael Bernstein, Alexan-
der C. Berg, and Li Fei-Fei, “ImageNet Large Scale Vi-
sual Recognition Challenge,” International Journal of
Computer Vision (IJCV), vol. 115, no. 3, pp. 211–252,
2015.
[8] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre
Sermanet, Scott E. Reed, Dragomir Anguelov, Du-
mitru Erhan, Vincent Vanhoucke, and Andrew Rabi-
novich, “Going deeper with convolutions,” CoRR, vol.
abs/1409.4842, 2014.
[9] Dan C. Ciresan, Alessandro Giusti, Luca Maria Gam-
bardella, and Ju¨rgen Schmidhuber, “Mitosis detection
in breast cancer histology images with deep neural net-
works,” in Medical Image Computing and Computer-
Assisted Intervention - MICCAI 2013 - 16th Interna-
tional Conference, Nagoya, Japan, September 22-26,
2013, Proceedings, Part II, 2013, pp. 411–418.
[10] Dan Claudiu Ciresan, Ueli Meier, Luca Maria Gam-
bardella, and Jrgen Schmidhuber, “Convolutional neural
network committees for handwritten character classifi-
cation.,” in ICDAR. 2011, pp. 1135–1139, IEEE Com-
puter Society.
[11] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hin-
ton, “Imagenet classification with deep convolutional
neural networks,” In Advances in Neural Information
Processing Systems 25: 26th Annual Conference on
Neural Information Processing Systems 2012. Proceed-
ings of a meeting held December 3-6, 2012, Lake Tahoe,
Nevada, United States. [11], pp. 1106–1114.
[12] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian
Sun, “Deep residual learning for image recognition,” in
arXiv prepring arXiv:1506.01497, 2015.
[13] Robin Sibson and G. Stone, “Computation of thin-plate
splines,” SIAM J. Sci. Stat. Comput., vol. 12, no. 6, pp.
1304–1313, Sept. 1991.
