In the arithmetic of function fields Drinfeld modules play the role that elliptic curves take on in the arithmetic of number fields. As higher dimensional generalizations of Drinfeld modules, and as the appropriate analogues of abelian varieties, G. Anderson introduced pure t-motives. In this article we study the arithmetic of the latter. We investigate which pure t-motives are semisimple, that is, isogenous to direct sums of simple ones. We give examples for pure t-motives which are not semisimple. Over finite fields the semisimplicity is equivalent to the semisimplicity of the endomorphism algebra, but also this fails over infinite fields. Still over finite fields we study the Zeta function and the endomorphism rings of pure t-motives and criteria for the existence of isogenies. We obtain answers which are similar to Tate's famous results for abelian varieties.
Introduction
In the last decades the Arithmetic of Function Fields has acquired great impetus caused by Drinfeld's [Dr1, Dr2] invention of the concepts of elliptic modules (today called Drinfeld modules) and elliptic sheaves in the 1970s. Both are analogues of elliptic curves. The latter live in the Arithmetic of Number Fields, like their higher dimensional generalizations abelian varieties. In [BH1, Ha1] we claimed that pure Anderson motives (a slight generalization of the pure t-motives introduced by Anderson [An1] ) and abelian τ -sheaves should be viewed as the appropriate analogues for abelian varieties and higher dimensional generalizations of elliptic sheaves or modules. We want to further support this claim in the present article by developing the theory of pure Anderson motives over finite fields.
To give the definition of pure Anderson motives let C be a connected smooth projective curve over F q , let ∞ ∈ C(F q ) be a fixed point, and let A = Γ(C {∞}, O C ). For a field L ⊃ F q let σ * be the endomorphism of A L := A ⊗ Fq L sending a ⊗ b to a ⊗ b q for a ∈ A and b ∈ L. Let c * : A → L be an [An1] is recovered by setting C = P 1 Fq and A = F q [t] . In the first two sections we recall the definition of morphisms and isogenies between pure Anderson motives as well as some facts from [BH1] . Also for an isogeny f between pure Anderson motives we define the degree of f as an ideal of A (2.8) which annihilates coker f (2.10). If M is a semisimple (see below) pure Anderson motive over a finite field, the degree of any isogeny f : M → M is a principal ideal and has a canonical generator (7.3) . In particular f has a canonical dual.
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Notation
In this article we denote by F q the finite field with q elements and characteristic p, C a smooth projective geometrically irreducible curve over F q , ∞ ∈ C(F q ) a fixed F q -rational point on C, A = Γ(C {∞}, O C ) the ring of regular functions on C outside ∞, Q = F q (C) = Quot(A) the function field of C, Q v the completion of Q at the place v ∈ C, A v the ring of integers in Q v . For v = ∞ it is the completion of A at v. F v the residue field of A v . In particular
For a field L containing F q we write
Note that this is not a field if
Frob q : L → L for the q-Frobenius endomorphism mapping x to x q , σ = id C × Spec(Frob q ) for the endomorphism of C L which acts as the identity on the points and on O C and as the q-Frobenius on L, σ * for the endomorphisms induced by σ on all the above rings. For instance σ * (a ⊗ b) = a ⊗ b q for a ∈ A and b ∈ L.
for an A L -module M and similarly for the other rings.
For a divisor D on C we denote by O C L (D) the invertible sheaf on C L whose sections ϕ have divisor (ϕ) ≥ −D. For a coherent sheaf F on C L we set F(
. This notation applies in particular to the divisor D = n · ∞ for n ∈ Z.
We will fix the further notation π, F, E, µ π , π v , F v , E v , and χ v in formula (6.1) on page 15.
A morphism f : (M, τ ) → (M ′ , τ ′ ) between Anderson motives of the same characteristic c * is a morphism
f : M → M ′ of A L -modules which satisfies f • τ = τ ′ • σ * (f ).
If f : M → M ′ is surjective, M ′ is called a factor motive of M . 3. A morphism f : M → M ′ is called an isogeny if f is injective with torsion cokernel. 4. An isogeny is called separable (respectively purely inseparable) if the induced morphism
τ : σ * coker f → coker f is an isomorphism (respectively is nilpotent, that is, if for some n the morphism τ • σ * τ • . . .
• (σ * ) n τ is zero).
We denote the set of morphisms between M and M ′ by Hom(M , M ′ ). It is an A-module.
If M and M ′ are pure Anderson motives of different weights then Hom(M , M ′ ) = {0} by [BH1, Corollary 3.5] . This justifies the terminology pure. The following fact is well known. A proof can be found for instance in [BH1, Theorem 9.5] . Next we come to the notion of abelian (τ -)sheaves. It was introduced in [Ha1] in order to construct moduli spaces for pure Anderson motives. We briefly recall the results from [BH1] on the relation between pure Anderson motives and abelian τ -sheaves. Although our primary interest is on pure Anderson motives we present abelian τ -sheaves here because they can have characteristic point ε = ∞ ∈ C in contrast to pure Anderson motives, and many results for the later extend to this more general situation. Moreover, some results are proved most naturally via the use of abelian τ -sheaves (e.g. 9. 1 and 7.3 below) . The fact that ε = ∞ is allowed for abelian τ -sheaves was crucial for the uniformization of the moduli spaces of pure Anderson motives in [Ha1] and the derived consequences on analytic uniformization of pure Anderson motives. Let L ⊃ F q be a field and fix a morphism c : Spec L → C. Let J be the ideal sheaf on C L of the graph of c. Let r and d be non-negative integers. We call ε := c(Spec L) ∈ C the characteristic point and say that F has finite (respectively generic) characteristic if ε is a closed (respectively the generic) point. If r = 0 we call wt(F ) := d r the weight of F.
is an abelian τ -sheaf of the same rank and dimension as F.
2. Let F be an abelian τ -sheaf and let n ∈ Z. We denote by F [ n ] := (F i+n , Π i+n , τ i+n ) the n-shifted abelian τ -sheaf of F whose collection of F's, Π's and τ 's is just shifted by n. 
is a pure Anderson motive of the same rank and dimension and of characteristic c * : A → L. Conversely we have the following result. 
Isogenies and Quasi-Isogenies
We recall the basic facts about isogenies from [BH1] . 
The endomorphism rings of abelian τ -sheaves are finite rings. But if we allow the (endo-)morphisms to have "poles" we get rings which are related to the endomorphism rings of the associated pure Anderson motives. We make the following: Definition 2.3 (Quasi-morphism and quasi-isogeny). Let F and F ′ be abelian τ -sheaves.
). This yields an equivalence relation for quasi-morphisms and quasi-isogenies. We let QHom(F , F ′ ) and QIsog(F , F ′ ) be the set of quasi-morphisms, respectively quasi-isogenies, between F and F ′ modulo this equivalence relation. We write QEnd(F) := QHom(F, F ) and QIsog(F ) := QIsog(F , F ).
The Q-vector spaces QHom(F , F ′ ) and QEnd(F) are finite dimensional, and QIsog(F ) is the group of units in the Q-algebra QEnd(F ), see [BH1, Propositions 6.5 and 9.4] .
Two abelian τ -sheaves F and 
We make the same definition for a pure Anderson motive.
Remark. 1. Let F be an abelian τ -sheaf with characteristic different from ∞. In the following we want to define the degree of an isogeny which should be an ideal of A since in the function field case we have substituted A for Z. Let f : M → M ′ be an isogeny between pure Anderson motives. Then the A L -module coker f is a finite L-vector space equipped with a morphism of A L -modules τ ′ : σ * coker f → coker f . Since coker f is annihilated by an element of A it decomposes by the Chinese remainder theorem
If v = ε the morphism τ ′ on K v is an isomorphism and so Lang's theorem implies that
is an isomorphism; see for instance [An1, Lemma 1.8.2] . In particular
On the other hand if the characteristic is finite and v = ε, the characteristic morphism c * : A → L yields F ε ⊂ L and determines the distinguished prime ideal
If we set n := [F ε :
for i = 0 since τ is an isomorphism on M and M ′ outside the graph of c * . (This argument will be used again in Proposition 3.8.) In particular
Definition 2.8. We assign to the isogeny f the ideal
Remark. The separability degree of f is the Euler-Poincaré characteristic [Gek, 3.9] or Pink and Traulsen [PT, 4.6] . Recall that the Euler-Poincaré characteristic of a finite torsion A-module is the ideal of A defined by requiring that EP is multiplicative in short exact sequences, and that EP (A/v) := v for any maximal ideal v of A.
Lemma 2.9.
Proof. 1 is immediate from the short exact sequence
and 2 is obvious.
Proof. If v = ε and a is a uniformizer at ε, then multiplication with a is nilpotent on the L-vector space
If v = ε and a is a uniformizer at v, we obtain analogously that
Proof. Since deg(f ) annihilates coker f the proposition is immediate.
In Theorem 7.3 we will see that any isogeny f ∈ End(M ) of a semisimple pure Anderson motive over a finite field satisfies the assumption that deg(f ) is principal.
Local Shtuka
There are mainly two local structures which one can attach to pure Anderson motives and abelian τ -sheaves, namely the local (iso-)shtuka and the Tate module. We treat the Tate module in the next section. The local (iso-)shtuka is the analogue of the Dieudonné module of the p-divisible group attached to an abelian variety. Note however one fundamental difference. While the Dieudonné module exists only if p equals the characteristic of the base field, there is no such restriction in our theory here. And in fact this would even allow to dispense with Tate modules at all and only work with local (iso-)shtuka. Local (iso-)shtuka were introduced in [Ha1] under the name Dieudonné F q [[z] ]-modules (respectively Dieudonné F q ((z))-modules). They are studied in [An2, Ha2, Lau] . Over a field their definition takes the following form. 
The rational Tate module ofM is the G-module
It follows from [TW, Proposition 6 .1] that T vM is a free A v -module of the same rank thanM and that the natural morphism
is a G-and φ-equivariant isomorphism of A v,L sep -modules, where on the left module G acts on both factors and φ is id ⊗σ * . Since (L sep ) G = L we obtain:
In If the residue field F v of v is larger than F q one has to be a bit careful with local (iso-)shtuka since Q v,L is then in general not a field. Namely let #F v = q n and let
and σ * transports the i-th factor to the (i + 1)-th factor. (Of course, the indexing of the factors depends on a choice of embeddings
and similarly for Q v . Note that the factors in this decomposition and the ideals a i correspond precisely to the places v i of C F q f lying above v.
Proposition 3.5. Fix an i. The reduction modulo a i induces equivalences of categories
Proof. Since σ * a i = a i+1 the isomorphism φ yields isomorphisms σ * (N /a iN ) →N /a i+1N and similarly forM . These allow to reconstruct the other factors from (N /a iN , φ f ), and likewise forM . The isomorphism between the Tate modules follows from the observation that an element (x j ) j∈Z/f Z is φ-invariant if and only if x j+1 = φ(σ * x j ) for all j and
Remark. The advantage of theétale local σ f -shtuka at v i is that it is a free module over the integral
and similarly for local σ f -isoshtuka. So the results from [An2, Ha1, Ha2, Lau] apply. Now let F be an abelian τ -sheaf and v ∈ C an arbitrary place of Q. We define the local σ-isoshtuka
These local (iso-)shtuka all have rank r. The local shtuka areétale if v = ε. Note that N ∞ (F) does not contain a local σ-shtuka if ε = ∞, since then it is isoclinic of slope − wt(F ) < 0. However, if v = ∞ the periodicity condition allows to define a different local (iso-)shtuka at ∞ which is of slope ≥ 0. Namely, choose a uniformizer z on C at ∞ and setM i :
the integers k, l from Definition 1.5/2 and set Π :
We also define the big local σ-isoshtuka of F at ∞ as
Both have rank rl and depend on the choice of k, l and z. If ε = ∞ then M ∞ (F ) isétale. Note that M ∞ (F ) and N ∞ (F ) were used in [Ha1] to construct the uniformization at ∞ of the moduli spaces of abelian τ -sheaves.
The big local (iso-)shtuka at ∞, M ∞ (F) and N ∞ (F ) are always equipped with the endomorphisms
We let ∆ ∞ be "the" central division algebra over Q ∞ of rank l with Hasse invariant − k l , or explicitly
The following two results were proved in [BH1, Theorems 8.6 and 8.7] .
Theorem 3.6. Let F and F ′ be abelian τ -sheaves of the same weight over a finite field L and let v be an arbitrary place of Q.
Then there is a canonical isomorphism of Q v -vector spaces
2. If v = ∞ choose an l which satisfies 1.5/2 for both F and
Theorem 3.7. Let M and M ′ be pure Anderson motives over a finite field L and let v ∈ Spec A be an arbitrary maximal ideal. Then
Let now the characteristic be finite and v = ε be the characteristic point. Consider a pure Anderson motive M of characteristic c, its local σ-shtuka M ε (M ) = (M , φ) at ε and the decomposition of the later described before Proposition 3.5 Remark. Now the fixed field of σ f on L equals F ε , the residue field of
So again [An2, Ha1, Ha2, Lau] apply to
the same rank. Then there is a pure Anderson motive M ′ and an isogeny
The same is true for abelian τ -sheaves.
The induced morphism φ K : σ * K → K has its kernel and cokernel supported on the graph of c. There is a corresponding result at the places v = ε which is stated in Proposition 4.4.
Tate Modules
If v = ∞ they both depend on the choice of k, l, and z; see page 10.
Also the Tate modules T ∞ F and V ∞ F are always equipped with the endomorphisms Π and Λ(λ) for λ ∈ F q l ∩ L from (3.2). And if F q l ⊂ L we identify the algebra ∆ ∞ from (3.3) with a subalgebra of End Q∞ (V ∞ F ) by mapping λ ∈ F q l to Λ(λ).
Remark. Our functor T v is covariant. In the literature usually the A v -dual of our T v M is called the v-adic Tate module of M . With that convention the Tate module functor is contravariant on Anderson motives but covariant on Drinfeld modules and Anderson's abelian t-modules [An1] (which both give rise to Anderson motives). Similarly the classical Tate module functor on abelian varieties is covariant. We chose our non-standard convention here solely to avoid perpetual dualizations. This agrees also with the remark after Definition 2.6 that abelian τ -sheaves behave dually to abelian varieties.
The following analogues of the Tate conjecture for abelian varieties are due to Taguchi [Tag] and Tamagawa [Tam, §2] . BH1, Theorem 9.9] ) Let F and F ′ be abelian τ -sheaves over a finitely generated field L and let G := Gal(L sep /L). Let v ∈ C be a place different from the characteristic point ε.
2. If v = ∞ choose an integer l which satisfies 1.5/2 for both F and
As expected, there is the following relation between Tate modules and isogenies. 
is also a local σ-shtuka at v. We get an exact sequence of local σ-shtuka which we tensor with A v,L sep yielding
The Tate module functor is left exact, because considering the morphism of A v,L sep -modules
we have by definition T vM = ker(1 − τ ), and the desired left exactness follows from the snake lemma. After tensoring with ⊗ Av Q v we get
Counting the dimensions of these Q v -vector spaces, we finally also get right exactness, as desired.
The Frobenius Endomorphism
Suppose that the characteristic is finite, that is, the characteristic point ε is a closed point of C with finite residue field F ε , and the map c : Spec L → C factors through the finite field ε = Spec F ε .
Definition 5.1 (s-Frobenius on abelian τ -sheaves). Let F be an abelian τ -sheaf with finite characteristic point ε = Spec F ε and let s = q e be a power of the cardinality of F ε . We define the s-Frobenius on F by
Clearly π is an isogeny. Observe that F ε ⊂ F s implies that (σ * ) e F has the same characteristic as F.
Similarly if ε ∈ Spec A is a closed point we define
Definition 5.2 (s-Frobenius on pure Anderson motives). Let M be a pure Anderson motive with finite characteristic point ε = Spec F ε and let s = q e be a power of the cardinality of F ε . We define the s-Frobenius isogeny on M by
Remark 5.3. Classically for (abelian) varieties X over a field K of characteristic p one defines the Frobenius morphism X → φ * X where φ is the p-Frobenius on K. There p equals the cardinality of the "characteristic field" im(Z → K) = F p . In view of the dual behavior of abelian τ -sheaves and pure Anderson motives our definition is a perfect analogue since here we consider the s-Frobenius for s being the cardinality of (a power of) the "characteristic field" im(c * :
6 The Poincaré-Weil Theorem
In this section we study the analogue for pure Anderson motives and abelian τ -sheaves of the Poincaré-Weil theorem. Originally, this theorem states that every abelian variety is semisimple, that is, isogenous to a product of simple abelian varieties, see [Lan, Corollary of Theorem II.1/6] . Unfortunately, we cannot expect a full analogue of this statement for abelian τ -sheaves or pure Anderson motives as our next example illustrates. On the positive side we show that every abelian τ -sheaf or pure Anderson motive over a finite field becomes semisimple after a finite base field extension.
with α, β, γ, δ ∈ F q . To obtain characteristic c we need det ∆ = (1 − ζt) 2 , and thus we require the conditions α + δ = −2ζ and αδ − βγ = ζ 2 . We set 
with ϕ : 1 → 1 0 and ψ :
and τ ′ i = 1−ζt. If F were semisimple, then there would be a quasi-morphism ω : F ′′ → F with ψ •ω = id F ′′ , hence ω : y → e 1 · y for some e ∈ F q (t). Thus, a necessary condition for the semisimplicity of F is
which is equivalent to the condition e − σ * (e) = t 1 − ζt .
But this cannot be true since e − σ * (e) = 0, thus F is not semisimple. However, this last formula is satisfied if e = λ · t 1−ζt for λ ∈ Fwith λ q − λ = −1. That means that after field extension
Note that this phenomenon generally appears, and we will state and prove it in Theorem 6.15.
From now on we fix a place v ∈ Spec A which is different from the characteristic point ε of c.
If F is defined over F s this applies in particular to the s-Frobenius endomorphism π of F (Definition 5.1).
Let F be an abelian τ -sheaf over the finite field L = F s . We set
by Proposition 5.5/3. By [BH1, Proposition 9 .4], we know that dim Q E < ∞. Thus π is algebraic over Q. We denote its minimal polynomial by µ π ∈ Q[x], and the characteristic polynomial of the endomorphism
. The zeroes of π in Spec A[π] all lie above ε because π is an isomorphism locally at all v = ε; compare with [BH1, Remark 5.5] . Due to the Tate conjecture, our situation can be represented by the following diagram where we want to fit the missing bottom right arrow with an isomorphism.
Proof. Consider the isomorphism ψ : E ⊗ Q Q v ∼ = E v ⊂ End Qv (V v F ) and set ϕ := ψ| F ⊗ Q Qv . Then ϕ is injective and maps into F v . Since im ϕ = Q v [ π v ], the surjectivity follows from Proposition 5.5.
To evaluate the dimension of E we need the following notation.
Definition 6.3. Let K be a field. Let f, g ∈ K[ x ] be two polynomials and let
be their respective factorizations in powers of irreducible polynomials. Then we define the integer
Remark. In contrast to characteristic zero, we have for char(K) = 0 in general different values of the integer r K for different ground fields
) with equality if and only if all irreducible µ ∈ K[ x ] which are contained both in f and in g have no multiple factors in L [ x ] . This is satisfied for example if the greatest common divisor of f and g has only separable irreducible factors, or if L is separable over K. See 9.4 below for an example where
Before we discuss semisimplicity criteria in 6.8 -6.16, let us compute the dimension of QHom(F , F ′ ). 
Proof. Clearly 2 and 3 are consequences of 1 which we now prove. Since π v and π ′ v are semisimple, we have the following decomposition of
as multiplication by the scalar x, the lemma follows. 
Proof. This follows from the lemma and the Tate conjecture, Theorem 4.3. 
Proof. Since F is a field, π v is semisimple by 6.8 below. So general facts of linear algebra imply that µ π = µ 1 ·. . .·µ n with pairwise different irreducible monic polynomials
/(µ i ) and use the notation from (6.1). By Lemma 6.4 the semisimple
Théorème 5.3/1 and Proposition 5.4/12], E i = E v · e i where e i are the central idempotents with
Thus there are epimorphisms of K i -vector spaces
Therefore
. We find r = m i h and dim F E = r 2 h 2 , proving 1. For 2 we use that
Next we investigate when π v is semisimple.
Remark 6.7. Notice that the completion Q v is separable over Q. Namely, in terms of [EGA, , we can state that O C,v is an excellent ring. Thus the formal fibers of O C,v −→ O C,v and therefore
This means that Q v ⊗ Q K is regular for every finite field extension K over Q. Since "regular" implies "reduced", we conclude that Q v is separable over Q.
Proposition 6.8. In the notation of (6.1) the following statements are equivalent:
Proof. 1. and 2. are equivalent by definition. So we show the equivalences from 2. to 6.
Let F be semisimple. Since Q v is separable over Q, we conclude that
is semisimple by [Bou, Corollaire 7.6/4] . Hence π v is semisimple by definition, and we showed in Lemma 6.4/2 that then E v ∼ = E ⊗ Q Q v is semisimple. Again by [Bou, Corollaire 7.6/4] this implies that E is semisimple. Since F ⊂ Z(E) is a finite dimensional Q-subalgebra of the center of E, we conclude by [Bou, Corollaire de Proposition 6.4/9] that F is semisimple, and our proof is complete.
Remark. If more generally F is defined over a finitely generated field, then one cannot consider π, π v , nor F . Nevertheless 5 and 6 remain equivalent and are still implied by 3 due to the following well-known lemma. Namely E v is the commutant of F v in End Qv (V v F). We thank O. Gabber for mentioning this fact to us and we include its proof for lack of reference.
Lemma 6.9. Let B be a central simple algebra of finite dimension over a field K and let F be a semisimple K-subalgebra of B. Then the commutant of F in B is semisimple.
Proof. Let F = i F i be the decomposition into simple constituents and let e i be the corresponding central idempotents, that is, F i = F e i . Consider B i = e i Be i which is again central simple over K by [Bou, Corollaire 6.4/4] , since if I ⊂ B i is a non-zero two sided ideal then BIB contains 1 and so I contains the unit e i of B i . By [Bou, Théorème 10.2/2] the commutant E i of F i in B i is simple. Clearly the commutant E of F in B satisfies E i = e i Ee i = Ee i and E = i E i proving the lemma.
Corollary 6.10. Let F be an abelian τ -sheaf over F s of rank r with semisimple Frobenius endomorphism π. Then the algebra F = Q(π) is the center of the semisimple algebra E = QEnd(F).
Proof. Since F v is semisimple, we know by [Bou, Proposition 5 [Bou, Corollaire de Proposition 1.2/3] . Considering the dimensions, we obtain dim Q F = dim Q Z(E). Since F ⊂ Z(E) and the dimensions are finite, we finish by F = Z(E).
Theorem 6.11. Let F be an abelian τ -sheaf over a finite field L.
If QEnd(F) is a division algebra over Q then F is simple. If in addition ε = ∞ then both statements are equivalent. 2. If the characteristic point ε is different from ∞ then F is semisimple if and only if QEnd(F ) is
semisimple.
Proof. 1. Let QEnd(F ) = E be a division algebra and let f ∈ Hom(F , F ′ ) be the morphism onto a non-zero factor sheaf F ′ of F. We show that f is an isomorphism. We know by 4.5 that
is surjective. By the semisimplicity of E and Proposition 6.8, F v is semisimple, and therefore V v F is a finitely generated semisimple F v -module. Thus we get a morphism
Consider the integral Tate modules T v F and T v F ′ . We can find some n ∈ N such that
, and therefore f • g = 0 in QEnd(F ′ ) due to the surjectivity of f . This would imply
which is a contradiction. Thus g • f = 0 is invertible in E, and therefore f is injective. By that, f gives the desired isomorphism between F ′ and F . The second assertion follows from Theorem 2.7. 2. We already saw one direction in Theorem 2.7/2. So let now QEnd(F ) be semisimple and let
be the decomposition into full matrix algebras M λ j (E j ) over division algebras E j over Q (1 ≤ j ≤ m). For each j we find λ j distinct idempotents e j,1 , . . . , e j,λ j ∈ M λ j (E j ) such that e j,α · QEnd(F) · e j,α = E j for all 1 ≤ α ≤ λ j with λ j α=1 e j,α = 1 in M λ j (E j ). Let e 1 , . . . , e n denote all these idempotents, n = m j=1 λ j , and choose a divisor D on C such that e i ∈ Hom(F , F (D)) for all 1 ≤ i ≤ n. Then n i=1 e i = id F in QEnd(F) and therefore
The image F i := im e i is an abelian τ -sheaf by [BH1, Proposition 4.2] because ε = ∞. Since i e i is injective it is an isogeny by 2.1. Since QEnd(F i ) = e i · QEnd(F ) · e i is a division algebra, F i is a simple abelian τ -sheaf by 1. Thus F ≈ F 1 ⊕ · · · ⊕ F n gives the decomposition into a direct sum of simple abelian τ -sheaves F i as desired. Example 6.13. We construct a pure Anderson motive M over a non-finite field L which is not semisimple, but has End(M ) = A. Any associated abelian τ -sheaf F has QEnd(F ) = Q. Let C = P 1 Fq , A = F q [t] with q > 2, and L = F q (α) where α is transcendental over F q . Let M = A ⊕2 L and τ = αt 0 t t . Then M = (M, τ ) is a pure Anderson motive of rank and dimension 2. Clearly M is not simple, since M ′ = (A L , τ ′ = t) is a factor motive by projecting onto the second coordinate. We will see below that M is not even semisimple.
Let
we must have g = 0. Now σ * e = e and σ * h = h yielding e, h ∈ F q [t].
Let γ ∈ F q (α) alg F q (β) with γ q −γ = β and setf := βf −γ·(e−h).
. So we must have e = h and then βf =f ∈ F q [t] implies f = 0. This shows that
The same argument shows that M is not even semisimple. Namely, the projection M → M ′ has no section M ′ → M , 1 → f 1 , since there is no solution f for the equation αtσ * f + t = tf . It is also not hard to compute F v for instance at the place v = (t − 1). Let z = t − 1 and β ∈ L sep with β q−1 = α, and consider the basis They are subject to the equations y = tσ * y = (1 + z)σ * y and x = αtσ * x + tσ * y = α(1 + z)σ * x + y, that is,
There are elements γ and 
Remark. If q = 2 any pure Anderson motive of rank rk M = 2 on A = F q [t], which is not semisimple has End(M ) A. One easily sees this by choosing a basis of M for which τ has the form
is an endomorphism. However, we expect that also for q = 2 there are examples similar to 6.13 (of rk M ≥ 3), although we have not tried to find one.
Let F be an abelian τ -sheaf over F s and let F s ′ /F s be a finite field extension. The base extension
is an abelian τ -sheaf over F s ′ with π ′ = (π ⊗ 1) t for s ′ = s t , and we have a canonical isomorphism between V v F and V v F ′ .
For the next result recall that an endomorphism ϕ of a finite dimensional vector space V over a field K is called absolutely semisimple if for every field extension Lemma 6.14. Let K be a field and let V be a finite dimensional K-vector space. Let ϕ ∈ End K (V ) be an endomorphism. 
ϕ is absolutely semisimple, if and only if there exists a perfect field extension
for B ∈ GL r (Q v alg ) and for some λ j ∈ Q v alg , 1 ≤ j ≤ r. Thus, by a suitable choice of t ∈ N as a power of char F q (as in the remark), we can achieve that π ′ v = (π v ⊗ 1) t is of the form
Since Q v alg is perfect, we conclude by 6.14/1 that π ′ v and thus π ′ is absolutely semisimple.
The following corollary illustrates that, in contrast to endomorphisms of vector spaces, there is no need of the term "absolutely semisimple" for abelian τ -sheaves or pure Anderson motives over finite fields. Proof. Let F be semisimple and let F s ′ /F s be a finite field extension with s ′ = s t . We set F ′ := F ⊗ Fs F s ′ . By 6.11 and 6.8, we know that QEnd(F ) 
Zeta Functions and Reduced Norms
In this section we generalize Gekeler's results [Gek] on Zeta functions for Drinfeld modules to pure Anderson motives. But let us begin by recalling a few facts about reduced norms; see for instance [Rei, §9] . Let M be a semisimple pure Anderson motive over a finite field and let π be its Frobenius endomorphism. Then F = Q(π) is the center of the semisimple algebra E by Corollary 6.10. Write F = i F i and E = i E i where the F i are fields and E i is central simple over F i . Note that by 6.11 the pure Anderson motive M decomposes correspondingly up to isogeny M ≈ i M i with E i = End(M i ) ⊗ A Q. We apply 6.6 to M i and obtain i [E i :
Let f ∈ E and write it as f = i f i with f i ∈ E i . Choose for each i a splitting field K i of E i with α i :
The reduced norm of f is then defined by
where N F i /Q is the usual field norm. The reduced norm is an element of Q which is independent of the choices of K i and α i . It satisfies N (a) = a r for all a ∈ Q, and N (f ) = 0 if and only if f ∈ E × , that is, f is a quasi-isogeny. If f ∈ End(M ) or more generally f is contained in a finite A-algebra then N (f ) ∈ A since A is normal. 
where l comes from Definition 4.1 and satisfies dim
Proof. Clearly, if t is a power of q then N (f t ) = det V v f t implies N (f ) = det V v f since 1 is the only t-th root of unity in Q v for v = ∞, and likewise for v = ∞. Writing V v f in Jordan canonical form over Q alg v we find as in the proof of Theorem 6.15 a power t of q such that V v f t is absolutely semisimple over Q v and hence its minimal polynomial is separable by 6.14. Then F v (f t ) and F (f t ) are semisimple by [Bou, Proposition 9 .1/1 and Corollaire 7.7/4]. We now replace f by f t and thus assume that F (f ) is semisimple.
As is well known there is a semisimple commutative subalgebra H = i H i of E containing F (f ) with dim F i H i = n i and hence dim Q H = r. Then nr E/Q (f ) equals the determinant of the Q-endomorphismf : x → f x of H. The reason for this is that H i ⊗ F i K i is still semisimple and commutative if we choose a splitting field K i which is separable over F i . By Lemma 7.2 below
and this implies that nr
L and a straightforward computation shows that the homomorphism g = (g ij ) i,j=0...l−1 commutes with φ from (3.1) on page 10, that is, g is an element of
Lemma 7.2. Let K be a field and let H ⊂ M n (K) be a semisimple commutative K-algebra with dim K H = n. Then as a (left) module over itself H is isomorphic to K n .
Proof. Decomposing H into a direct sum of fields κ L κ and K n into a direct sum λ V λ of simple H-modules, each V λ is isomorphic to an L κ(λ) . The injectivity of H → M n (K) and dim K H = n imply that H is isomorphic to λ End L κ(λ) (V λ ) and a fortiori isomorphic as left module over itself to K n . Theorem 7.3. Let M be a semisimple pure Anderson motive of rank r over a finite field L and let f ∈ End(M ) be an isogeny. Then A is principal and has a canonical generator. 
There exists a canonical dual isogeny
Remark. 1. This shows that N (1 − π n ) ∈ A is the analogue for pure Anderson motives of the number of rational points X(F q n ) = deg(1 − Frob n q ) ∈ Z on an abelian variety X over the finite field F q ; see also Theorem 7.7 below.
2. The dual isogeny satisfies (f g)
Note however, that we cannot expect that (f + g) ∨ = f ∨ + g ∨ unless r = 2 because for f = a ∈ A we have N (a) = a r and a ∨ = a r−1 .
Proof. 1. Clearly for any a ∈ A we have dim L M /aM = r·dim Fq A/(a) = −r·∞(a) where ∞(a) denotes the ∞-adic valuation of a. Now let F be an abelian τ -sheaf with M = M (F ), and let f : F → F(n · ∞) for some n be the isogeny induced by f . Using Theorem 7.1 we compute the dimension
Here the first equality follows from the identities
The second equality is the definition of M ∞ , and the third follows from the isomorphism
The fourth equality follows from the elementary divisor theorem. From this we obtain 1.
2. Let v = ε be a maximal ideal of A. Using Theorem 7.1 we compute the v-adic valuation of N (f )
Again the second equality follows from the elementary divisor theorem, the third equality comes from the fact that the τ -invariants of the v-primary
and the last equality is the definition of deg f . From 1 and Lemma 2.9 we obtain
From the identity dim
Finally 3 is immediate since N (f ) annihilates coker f by Proposition 2.10.
Remark 7.4. We do not know of a proof of 1 and 2 for arbitrary pure Anderson motives which does not make use of the associated abelian τ -sheaf F. In the special case when M comes from a Drinfeld module, Gekeler [Gek, Lemma 3.1] argued that both sides of the equation in 2 are extensions to E of the ∞-adic valuation on Q. But this argument fails in general, since there may be more than one such extension as one sees from Example 9.5 below. 
Proof. 1 is a direct consequence of Theorems 7.1 and 7.3 and the Lagrange interpolation theorem applied to the fact that χ v (a) = N (a − π) = χ w (a) ∈ A for all a ∈ A. 2 follows from the fact that coker π is supported on ε and from the equation dim L coker π = [L :
Definition 7.6. We define the Zeta function of a pure Anderson motive M over a finite field F s as
where ε = v ∈ Spec A is a maximal ideal and
By 7.5/1 the Zeta function Z M (t) is independent of the place v and lies in Q(t). This also follows from work of Böckle [Boe] and Gardeyn [Gar, §7] . The name "Zeta function" is justified by the following theorem (see also the remark after Theorem 7.3).
Theorem 7.7. If M is semisimple and i a i t i is the power series expansion of t
Proof. By standard arguments a i = det(1 − π i v ); see [Gek, Lemma 5.6 ]. Now our assertion follows from Theorem 7.1 This Zeta function satisfies the Riemann hypothesis:
Proof. This was proved by Goss [Gos, Theorem 5.6 .10] for i = 1 and follows for the remaining i by general arguments of linear algebra.
A Quasi-Isogeny Criterion
Similarly to the theory for abelian varieties, the characteristic polynomials of the Frobenius endomorphisms on the associated Tate modules play an important role for the study of abelian τ -sheaves. For example, we can decide on quasi-isogeny of two abelian τ -sheaves F and F ′ just by considering these characteristic polynomials. 1. Consider the following statements: 
Proof. 1. For the implication 1.1 ⇒ 1.2 without loss of generality, F ′ can itself be considered as abelian factor τ -sheaf of F and the implication follows from Proposition 4.5. The implication 1.2 ⇒ 1.3 is obvious.
For 1.2 ⇒ 1.4 note that µ π is also the minimal polynomial of π v over Q v by Lemma 6.2. By Proposition 5.5 statement 1.2 implies µ π (π ′ v ) = 0, whence 1.4. For 1.3 ⇒ 1.2 let π v and π ′ v be semisimple. Let
′ which gives the desired result. Next if µ π is irreducible, 1.4 implies µ π ′ = µ π and 1.3 follows from Corollary 6.6. It further follows from Proposition 6.8 that π v and π ′ v are semisimple and this implies 1.2 by the above. For 1.2 ⇒ 1.1 we first do not assume that ε = ∞. Let
We may multiply f v by a suitable power of v to get a morphism f v : T v F → T v F ′ of the integral Tate modules which is not necessarily surjective, but satisfies
Either by assumption or by [BH1, Corollary 3.5] if ε = ∞, both F and F ′ have the same weight. So by [BH1, Proposition 6.10/1], f comes from a quasi-morphism f ∈ QHom(F , F ′ ), that is, a morphism f : F → F ′ (D) for a suitable divisor D. Now we finally assume that the characteristic is different from ∞. By [BH1, Proposition 4.2] , the image im f : F → F ′ (D) is an abelian factor τ -sheaf of F and im f → F ′ (D) is an injective morphism between abelian τ -sheaves of the same rank and weight, hence an isogeny by Proposition 2.1.
2. A large part of 2 follows from 1. We prove the rest. To show 2.2 ⇒ 2.1 without the hypothesis on the characteristic, we just replace the last argument of the proof of 1.2 ⇒ 1.1 by the following: Since
is an injective morphism between abelian τ -sheaves of the same rank and weight, hence an isogeny by Proposition 2.1.
For the implication 2.1 ⇒ 2.5 let g ∈ QIsog(F, F ′ ). Then the map QEnd(F) → QEnd(F ′ ) sending f → gf g −1 is an isomorphism with π ′ = gπg −1 . The implication 2.5 ⇒ 2.6 is obvious.
For the implication 2.3 ⇒ 2.7 note that knowledge of χ v yields the knowledge of det(1 − t ∧ i π v ) and thus of Z M (F ) by linear algebra. Conversely we know from Theorem 7.8 that all zeroes of det(1−t∧ i π v ) have absolute value s −i wt(F ) in an algebraic closure of Q ∞ . So we can recover χ v from Z M (F ) by simply looking at this absolute value. This proves 2.3 ⇐ 2.7.
Next if π v and π ′ v are semisimple 2.6 ⇒ 2.3 follows from Lemma 6.4/2, and 2.3 ⇒ 2.2 was already established in 1.
Finally if µ π and µ π ′ are irreducible, 2.4 follows from 2.6 by Corollary 6.6 since µ π is also the minimal polynomial of π v over Q v by Lemma 6.2. Also 2.3 follows from 2.4 by Corollary 6.6 and π v and π ′ v are semisimple, so 2.3 ⇒ 2.2 by the above.
9 The Endomorphism Q-Algebra
In this section we study the structure of QEnd(F) for a semisimple abelian τ -sheaf F over a finite field and calculate the local Hasse invariants of QEnd(F ) as a central simple algebra over Q(π). For a detailed introduction to central simple algebras, Hasse invariants and the Brauer group, we refer to [Rei, Ch. 7, [28] [29] [30] [31] . 1. The algebra F = Q(π) is the center of the semisimple algebra E = QEnd(F ).
We have
3. Consider the following statements:
We have 3.1 ⇔ 3.2 ⇔ 3.3 ⇔ 3.4 ⇔ 3.5 ⇐ 3.6 always, 3.5 ⇒ 3.6 [Gek, Theorem 2.9] has shown that there is exactly one place v of F above ε, and exactly one place w of F above ∞, and that inv w E = [F : Q]·wt(F) and inv v E = −[F : Q]·wt(F ). Note that Gekeler actually computes the Hasse invariants of the endomorphism algebra of the Drinfeld module. So his invariants differ from ours by a minus sign, since passing from Drinfeld modules to abelian τ -sheaves is a contravariant functor, see [BS, Theorem 3.2 .1].
Corollary 9.3. Let F be an abelian τ -sheaf over the smallest possible field L = F q such that QEnd(F ) is a division algebra. Then QEnd(F ) is commutative and equals Q(π).
Proof. QEnd(F ) is a central division algebra over F by Theorem 9.1, which splits at all places of F by 9.1/5, hence equals F .
Proof (of Theorem 9.1 ). 1 was already proved in Corollary 6.10.
Let
and by Theorem 6.5 we have [
The result now follows from the obvious inequalities
(9.1) 3. Since F = Z(E), the equivalence 3.1 ⇔ 3.2 is evident. We have equality in (1) of Equation (9.1) if and only if m i = 1 for all 1 ≤ i ≤ s which establishes the equivalence 3.4 ⇔ 3.5. In order to prove 3.5 ⇒ 3.3 we consider the minimal polynomial µ v of π v over Q v . If χ v has no multiple factor, then µ v = χ v and therefore [
For 3.5 ⇒ 3.6 we use Lemma 6.14/2 as we know that χ v = µ v . 3.6 ⇒ 3.5 is clear.
4. If F = Q, then E is simple with center Q, so E is a central simple algebra over Q. Since F = Z(E), the converse is obvious. This shows 4.1 ⇔ 4.2. We have equality in (2) The statement about the Hasse invariants follows from 5. Nevertheless, we give a separate proof in case (k, l) = 1 using Tate modules, since this is much shorter here and exhibits a different technique than 5. By the Tate conjecture 4.3, E ⊗ Q Q v is isomorphic to End Qv (V v F) ∼ = M r (Q v ) for all places v ∈ C which are different from ε and ∞, so the Hasse invariants of E at these places are 0. Since the sum of all Hasse invariants is 0 (modulo 1), we only need to calculate inv ∞ E.
As a first step, we show that F q l is contained in F s . In our situation, π lies inside Q. Thus, by 7.8 we get
Since q e = s, we conclude that e · k/l = m ∈ Z and hence l | e, since k and l are assumed to be relatively prime. Therefore F q l ⊂ F q e = F s .
Consider the rational Tate module V ∞ (F) at ∞ and the isomorphism of Q ∞ -algebras
from Theorem 4.3. Since dim Q∞ ∆ ∞ = l 2 and dim Q∞ V ∞ F = rl, we conclude that V ∞ F is a left r/l-dimensional ∆ ∞ -vector space and hence isomorphic to ∆ r/l ∞ . Thus we have
Our proof now completes by inv ∞ E = inv ∆ op ∞ = − inv ∆ ∞ = k l = wt(F ) . 5. We prove the general case using local (iso-)shtuka rather than Tate modules which were used in 4. Our method is inspired by Milne's and Waterhouse' computation for abelian varieties [WM, Theorem 8] . However in the function field case this method can be used to calculate the Hasse invariant at all places, whereas in the number field case it applies only to the place which equals the characteristic of the ground field. Let w be a place of Q and let N w := N w (F ) be the local σ-isoshtuka of F at w. Let F w be the residue field of w and F q f = F w ∩ F s the intersection inside an algebraic closure of F q . Let a 0 be the
be the non-commutative polynomial ring with T ·(a⊗b) = (a⊗b q f )·T for a ∈ Q w and b ∈ F s . Since Q w ⊗ F q f F s is a field, R is a non-commutative principal ideal domain as studied by Jacobson [Jac, Chapter 3] . Its center is the commutative polynomial ring
From Theorem 3.6 and Proposition 3.5 we get isomorphisms
where T operates on N w /a 0 N w as φ f .
By [Jac, Theorem 3.19 ] the R-module N w /a 0 N w decomposes into a finite direct sum indexed by
The annihilator of N v is a two sided ideal of R generated by a central element µ v ∈ Q w [T g ] by [Jac, §3.6] , which can be chosen to be monic. In particular (9.2) is an isomorphism of Q w [T g ]-modules and µ v is the minimal polynomial of T g on N v by [Jac, Lemma 3.1] . Therefore the least common multiple µ of the µ v is the minimal polynomial of T g on N w /a 0 N w . Note that T g operates on N w /a 0 N w as the Frobenius π, hence µ = mipo π|F and
, where we write mipo for the minimal polynomial. By the semisimplicity of π (and Proposition 6.8) µ has no multiple factors in Q w [T g ]. Since the µ v are powers of irreducible polynomials by [Jac, Theorem 3.20] we conclude that all µ v are themselves irreducible in Q w [T g ]. Again [Jac, Theorem 3.20] implies that
is the completion of F at v, justifying our notation. Let π v be the image of π in F v . Its minimal polynomial over Q w is µ v . This implies that E ⊗ Q Q w decomposes further
Now fix a place v above w and consider the diagram of field extensions
be the non-commutative polynomial ring with [Rei, p. 266] . We relate ∆ v to E ⊗ F F v . Firstly by [Jac, Theorem 3.20] there exists a positive integer u such that
Secondly we choose integers m and n with m > 0 and mi + ng = 1. We claim that the morphism
is a maximal two sided ideal the morphism is injective. To prove surjectivity we compare the dimensions as Q w -vector spaces. We compute
[Fs:Fq] · v(π v ) as claimed. It remains to convert this formula into the special form asserted for v ∤ ε∞ or v|∞. If v|∞ and ε = ∞, let e v be the ramification index of F v /Q ∞ . Then we get from Theorem 7.8 the formula q e wt(F ) = |π| ∞ = q −v(πv )/ev , since the residue field of Q ∞ is F q . This implies as desired
Finally if w = ε, ∞ is a place of Q, the local σ-shtuka M w (F) at w isétale. So µ = mipo π|F has coefficients in A w with constant term in A × w . Therefore v(π v ) = 0 for all places v of F dividing w. 0 . Then F = (F i , Π i , τ i ) is an abelian τ -sheaf of rank 2, dimension d, and characteristic ε = V (t) ∈ P 1 over F q . Hence the Frobenius endomorphism π equals τ . If d is odd then F is primitive (that means (d, r) = 1) and therefore simple by [BH1, Proposition 7.4 ]. In particular, π is semisimple. We have
which means that π v is not absolutely semisimple in characteristic 2. Moreover, we calculate r Qv (χ v , χ v ) = 1 · 1 · 2 = 2 whereas in the field extension Q v ( √ t) / Q v we have r Qv( √ t) (χ v , χ v ) = 2 · 2 · 1 = 4 in characteristic 2, 1 · 1 · 1 + 1 · 1 · 1 = 2 in characteristic different from 2.
Although the later has no further significance it illustrates the remark after Definition 6.3. By Theorem 9.1/3. we have E = F = Q(π) commutative and [ E : Q ] = 2 = r. Moreover, | π | ∞ = | √ t d | ∞ = q d/2 and χ v is irreducible. But χ v is not separable in characteristic 2.
If d = 2n is even then the minimal polynomial of π is
So π is semisimple if and only if char(F q ) = 2. In this case F is quasi-isogenous to the abelian τ - 2) are not isogenous over F q , since the equation −t n · σ * (g) = g · t n has no solution g ∈ Q for char(F q ) = 2. Therefore
Now we consider the same abelian τ -sheaf over L = F q 2 . This means π = τ 2 = t d ∈ Q and therefore χ v = (x − t d ) 2 . Thus π is semisimple. By Theorem 9.1/4 we have F = Q(π) = Q and E is central If d is odd then F is still primitive, whence simple and E is a division algebra. If d = 2n is even then the abelian τ -sheaves F
(1) and F (2) defined above are isomorphic F
(1) ∼ −→ F (2) , 1 → λ where λ ∈ F q 2 satisfies λ q−1 = −1. Therefore M 2 (Q) = M 2 QEnd(F (1) ) ∼ = E in accordance with the Hasse invariants just computed.
Example 9.5. We compute another example which displays other phenomena. Let C = P 1 Fq and let Then F is an abelian τ -sheaf of rank 4 and dimension 2 with l = 2, k = 1 and characteristic ε = V (t) ∈ P 1 . One checks that the minimal polynomial of the matrix T is x 4 − b 2 x 2 − at 2 which is irreducible over Q if char(F q ) = 2, since it has neither zeroes in F q [t] nor quadratic factors in Q [x] . If char(F q ) = 2 then the minimal polynomial is a square and F is not semisimple. For L = F q and 2 ∤ q we obtain π = τ semisimple and E = F = Q(π) = Q[x]/(x 4 − b 2 x 2 − at 2 ). For L = F q 2 we have π = τ 2 and the minimal polynomial of π over Q is x 2 − b 2 x − at 2 , which is irreducible also in characteristic 2 since it has no zeroes in F q [t] . Hence π is semisimple, F is a field with [F : Q] = 2 and [E : F ] = 4 by Corollary 6.6. This again illustrates Theorem 6.15. We compute the decomposition of ∞ and ε in F . In case (b) E is a division algebra and F is simple. In cases (a) and (c) E ∼ = M 2 (F ) and F is quasi-isogenous to (F ′ ) ⊕2 for an abelian τ -sheaf F ′ of rank 2, dimension 1 and QEnd(F ′ ) = F . This surprising result is due to the fact that F ′ , being of dimension 1, is associated with a Drinfeld module and thus of the form For v = ε note that Q ε,L = Q ε since L = F q . In particular F ε = F q . Since dim Qε N ε (M ) = r = [E : Q], Theorem 3.7 together with Lemma 7.2 show that E ε is isomorphic to N ε (M ) as left E ε -modules. Since R contains π, the image of R ε := R ⊗ A A ε in N ε (M ) is a local σ-subshtukaM ′ of M ε (M ) of the same rank. (If it is not contained in M ε (M ), multiply it with a suitable a ∈ A.) Then Proposition 3.9 yields an isogeny of pure Anderson motives f :
