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Resumen
Resumen
El siguiente Proyecto de Fin de Carrera realiza un estudio de los algoritmos de optimizaciónconvexa más novedosos en la actualidad para la síntesis de diagramas de radiación en arrays deantenas. Este tipo de antenas, al poseer un gran número de grados de libertad con los quepoder trabajar, tales como el número de antenas, sus excitaciones o pesos (módulo y fase de lasalimentaciones de sus elementos) o su geometría, son las más indicadas para conseguir diagramasde radiación que cumplan una amplia gama de requisitos. De este modo, se consigue configurarel array de tal forma que consiga máxima directividad para un determinado punto del espacio ydiferentes niveles de lóbulos secundarios y direcciones de apuntamiento nulas según requiera laaplicación para la cual se está implementando.Para ello, se hace uso de diversos algoritmos que optimizan el módulo y la fase de laalimentación de cada antena que conforma el array. Dichos algoritmos resuelven problemas deoptimización convexa. Este tipo de optimización busca minimizar una función convexa sujeta a unconjunto de restricciones que son también convexas.La resolución de problemas de optimización convexa aplicada a la teoría de antenas y, másespecíficamente, a las agrupaciones de antenas o arrays, es hoy en día una de las líneas deinvestigación más prometedoras debido al gran número de posibilidades que ofrece este tipo deantenas.
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Aplicación de algoritmos de optimización convexa a la síntesis de diagramas de radiación de arrays de antenas
Abstract
The following thesis carries out some research on convex optimization algorithms to obtainradiation patterns of antenna arrays. These kinds of antennas are the most suitable to achieveradiation patterns which must fulfill a wide range of requirements, since they possess a hugevariety of features to work with, such as the number of elements of the antenna, its excitations orweights (module and phase of the supply of each element) or its geometry. Thus, it is possible toset the array to obtain a maximum directivity at a specific point in the space and different side-lobelevels and nulls at the same time, depending on the application implemented.To achieve that, multiple algorithms are used. They optimize the module and phase of thesupply of each element that belongs to the array. Such algorithms solve convex optimizationproblems, which consist of minimizing a convex function subject to a set of convex constraints.Nowadays, convex optimization algorithms applied to antenna theory and, more specifically,to antenna arrays, are being widely studied and researched, due to the great number of possibilitiesof these antennas.
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Capítulo 1
Introducción
1.1. Motivación del proyecto
La Radiocomunicación es una ciencia relativamente moderna, cuyos inicios datan de finalesdel siglo XIX, cuando se asentaron las bases teóricas de la propagación de ondas electromagnéti-cas, a principios del siglo XX, con las primeras emisiones radioeléctricas. A partir de ese momento,el desarrollo de esta rama de la Telecomunicación fue creciendo más y más, impulsada en gran me-dida por las dos Guerras Mundiales y la carrera espacial, hasta la actualidad, donde la aparicióny auge de la telefonía móvil, cada vez más sofisticada, la hace indispensable.
Debido al ingente número de aplicaciones diferentes como radiodifusión, telefonía móvil,aviación, radioastronomía y un sinfín de usos comerciales y militares entre otros, y a su crecientecomplejidad, surge la necesidad de generar diagramas de radiación muy específicos, los cualesno pueden ser producidos por antenas de un solo elemento. Esto se consigue con agrupacionesde antenas, llamadas arrays de antenas, las cuales varían su comportamiento modificando lascaracterísticas de cada elemento que las componen.
Además, con el también gran desarrollo y normalización en paralelo de la ciencia compu-tacional y los lenguajes de programación, se ha empezado a combinar en las últimas décadas laaplicación de algoritmos de optimización con la teoría de antenas, mejorando el rendimiento yescalabilidad de las mismas enormemente.
1.2. Objetivos y enfoque
El objetivo de este Proyecto Final de Carrera es realizar un estudio del estado del arte delos algoritmos de optimización convexos para la síntesis de diagramas de radiación de arrays deantenas para aplicarlos a la teoría de radiación electromagnética, tanto en transmisión como enrecepción.
Los pasos del PFC han sido los siguientes:
1. Estudio previo de la teoría de antenas, focalizando las de tipo array, destacando conceptosclave como los diagramas de radiación, el factor de array, la directividad, las excitaciones o
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pesos, el nivel de lóbulos secundarios, etc.
2. Repaso previo de los conceptos generales del álgebra lineal y de su matemática asociada.
3. Estudio de los procesos de optimización lineales y cuadráticos.
4. Desarrollo en MATLABr de dichos conceptos tanto para un caso general como para casosmás particulares, como arrays con elementos uniformemente distribuidos.
5. Aplicación de algoritmos de formas hermíticas, programación lineal y cuadrática a problemasclásicos como la maximización de la directividad o generación de diagramas de radiacióncon distintos rangos de SLL y nulos en MATLABr.
6. Repaso de Python y las librerías matemáticas numpy y scipy para desarrollar y compararlos conceptos anteriores en dicho lenguaje de programación.
7. Repaso de la librería de optimización de Python CVXOPT, que contiene algoritmos de opti-mización convexa más avanzados, como la programación en cono de segundo orden (SOCP).
8. Aplicación de algoritmos hermíticos, lineales, cuadráticos y SOCP a problemas más comple-jos.
9. Iniciación al compilador de documentos LATEX en el entorno TeXworks y su uso en textosmatemáticos, los paquetes TikZ y PGF para crear figuras y gráficas, y el generador debibliografía JabRef, para el posterior desarrollo de la memoria del proyecto.
1.3. Organización de la memoria
El proyecto se encuentra estructurado en los siguientes capítulos, los cuales se detallan acontinuación:
• Capítulo 1. Motivación, objetivos y estructura del proyecto.
• Capítulo 2. Repaso del estado del arte de la teoría de antenas, su historia, sus conceptosbásicos y sus tipos, haciendo especial hincapié en los arrays de antenas, que son las quese analizan en este proyecto. También se echa un vistazo a la aplicación de algoritmos deoptimización en dichas antenas.
• Capítulo 3. Primera aproximación a la optimización de arrays de antenas expresando ladirectividad como el cociente de dos formas hermíticas para maximizarla. Estudio tanto delcaso general como de casos particulares que simplifican los cálculos y comparación con losarrays sin optimizar. Vistazo a la eficiencia de radiación.
• Capítulo 4. Aplicación de las técnicas de programación cuadrática para la maximización de ladirectividad y comparación con los casos de formas hermíticas y los arrays sin optimizar. Sedistinguen dos tipos de problemas: cuando los diagramas de radiación son simétricos, dondesólo entran en juego variables reales, y asimétricos, caso general con variables complejas.Adición de restricciones de campo nulo y en el nivel de lóbulos secundarios, aunque éstasúltimas solamente válidas para el caso simétrico.
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• Capítulo 5. Aplicación de las técnicas de programación en cono de segundo orden (SOCP) ala maximización de la directividad y comparación con todos los casos anteriores. Se englobanlos dos tipos de problemas anteriores en el caso general, que da diagramas tanto simétricoscomo asimétricos. Restricciones de campo nulo y de nivel de lóbulos secundarios también parael caso asimétrico. Nuevo problema de minimización del máximo nivel de lóbulos secundarios.
• Capítulo 6. Siguiendo donde se terminó el capítulo anterior, se estudia una aproximación alproblema de minimización del nivel máximo de lóbulos secundarios en programación lineal,comparándolo con las técnicas de SOCP.
• Capítulo 7. Repaso y conclusiones de todo lo visto en los capítulos anteriores y predicciónde futuras líneas de investigación posibles.
CAPÍTULO 1. INTRODUCCIÓN 3

Capítulo 2
Estado del arte
2.1. Introducción
En este capítulo se va a realizar un repaso al estado del arte de los diferentes conceptosque constituyen el tema fundamental del proyecto. De este modo, este apartado se centra en lateoría de antenas [1] y la aplicación de algoritmos de optimización a dicha teoría.
Primeramente, es necesario echar la vista atrás en el tiempo para dar al lector un enfoquegeneral de la evolución tan intensa que han sufrido las antenas en su breve período de existencia. Acontinuación se explica el concepto básico de antena y el fenómeno de la radiación, y se muestranlas bandas de frecuencias y usos más comunes así como los tipos de antenas más populares.Seguidamente se procede a explicar los elementos más relevantes de las antenas, centrándose enlos arrays de antenas, el tipo de antenas en los que se basa el proyecto. Por último, se hace unrepaso a la historia y fundamentos de la aplicación de algoritmos de optimización en la teoría deantenas.
2.2. Historia y evolución de las antenas
La historia de las antenas se remonta al físico británico James Clerk Maxwell, quien unificólas teorías de electricidad y magnetismo de anteriores científicos como Coulomb, Gauss, Ampère oFaraday, relacionándolas en las famosas Ecuaciones de Maxwell, publicadas en 1.873. En 1.886,otro físico, el alemán Heinrich Rudolf Hertz, construyó el primer sistema electromagnético sincables. Éste consistía en un dipolo λ/2 que actuaba como generador de ondas electromagnéticasde 4 m de longitud, creando una chispa la cual producía otra chispa en un aro situado a 30 mque hacía las veces de receptor. A finales del siglo XIX el ingeniero eléctrico serbio Nikola Tesla,desarrollador de la corriente alterna, su homólogo italiano Guglielmo Marconi y el físico rusoAlexander Stepanovich Popov pugnaron por la invención de la radio como sistema de transmisiónde señales, cuya patente le está hoy reconocida al primero. En 1.889, el ingeniero español JulioCervera Baviera desarrolló la transmisión de sonido vía radio y es otro pionero de la radiocomu-nicación. Unos años más tarde, en 1.901, recién comenzado el siglo XX, Marconi logró transmitirseñales a largas distancias. En ese mismo año fue capaz de realizar la primera transmisión trans-atlántica desde Inglaterra hasta Canadá, enviando la letra “S” en código Morse. Para ello utilizó
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un transmisor formado por 50 cables verticales conectados a un generador de chispas a una alturade 60 m. La antena receptora era un cable de 200 m de longitud colgada de una cometa.
Coulomb Gauss Ampère Faraday Maxwell
Hertz Tesla Marconi Popov Cervera
Figura 2.1: Padres del electromagnetismo y la radiocomunicación (fuente: Google Imágenes)
Desde los albores de las primeras antenas hasta los años cuarenta, la tecnología predomi-nante en la construcción de éstas eran los cables radiantes que alcanzaban frecuencias de hastaUHF (0.3-3 GHz), pudiendo ser usados como elementos singulares o formar arrays. A partir delestallido de la Segunda Guerra Mundial nace la era moderna de la tecnología de antenas, conla introducción de nuevos tipos como las antenas de apertura, de bocina y reflectoras, y con lainvención del generador de microondas a frecuencias de más de 1 GHz. En los años cincuenta seconsiguió extender el máximo ancho de banda, cuyo ratio hasta entonces era de 2:1, a más de40:1, abarcando regiones en frecuencia tan grandes como 10 - 10.000 MHz, pudiendo recoger enellas todo tipo de aplicaciones. Dichas antenas se denominaron independientes en frecuencia.
Durante el período comprendido de los años sesenta a los noventa, los grandes avances enarquitectura de computadores y el desarrollo del software abrieron una nueva era en la teoría deantenas que dura hasta la fecha, y que se espera que tengan una influencia aún mayor en el futuro.A principios de 1.960 se introdujeron los métodos numéricos para analizar las configuracionescada vez más complejas de los sistemas de antenas. El diseño de la antena pasó de jugar un rolsecundario a adquirir una importancia vital en el diseño global del sistema hoy en día. Además, seha avanzado mucho en las simulaciones por ordenador del rendimiento y eficiencia de los nuevosmodelos de antenas, pudiendo predecir su comportamiento con una gran precisión, evitando enmuchos casos pruebas intermedias de testeo.
Un nuevo elemento radiante, hoy por hoy fundamental, fue introducido en los años setenta:las líneas microstrip o antenas de parche. Este tipo de antenas son simples, ligeras, muy económicasy no ocupan volumen alguno, sino que conforman la propia superficie a la que van impresas, loque las hace por ejemplo indispensables en aplicaciones aeronáuticas y aeroespaciales, ya queno interfieren con la aerodinámica de la nave.
Los requerimientos, cada vez más exigentes, de las nuevas aplicaciones en la actualidad ha-cen necesarios diagramas de radiación cada vez más complejos, con diferentes niveles de gananciay direcciones de apuntamiento. Es debido a esto por lo que las agrupaciones de antenas o arrays
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de antenas son inmensamente utilizadas dada su versatilidad y su bajo coste y operatividad, encomparación con las dimensiones que tendría que tener una antena de un solo elemento para tenerel mismo funcionamiento. Por otro lado, ajustando las fases de sus elementos es posible apuntara distintas direcciones del espacio. Por ello, es también de vital importancia el desarrollo de lasredes de alimentación que nutren este tipo de antenas.
Por último, gracias a la tecnología del Procesamiento Digital de Señales (DSP), se haempezado a diseñar un tipo de antena capaz de interactuar con el entorno que la rodea según lasnecesidades de cada momento. Éstas son conocidas como antenas inteligentes o smart antennas.
2.3. Radiación
Una antena es un dispositivo encargado de radiar o recibir señales radioeléctricas. Unaantena se puede entender también como un elemento intermedio entre el espacio libre y una líneade transmisión. Si actúa como transmisora transportará energía electromagnética desde una fuenteemisora a través de la línea de transmisión y si actúa como receptora entregará dicha energía dela línea de transmisión a un receptor final. El esquema básico de una antena se puede ver en lafigura 2.2.
Figura 2.2: Esquema básico de una antena [1]
La radiación de ondas electromagnéticas en un solo cable se consigue cuando existe unacorriente igual a la carga por unidad de longitud ql (C/m2) multiplicada por su velocidad uniforme
vz (m/s), según
Iz = qlvz (A) (2.1)
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que varía con el tiempo o, equivalentemente, una aceleración (o deceleración) de la carga, la cuales la derivada de la velocidad az = dvz/dt (m/s2), según la ecuación
l
dIz
dt
= lql
dvz
dt
= lqlaz (2.2)
Para crear aceleración en las cargas el cable debe ser curvo, discontinuo, estar doblado o termi-nado. La aceleración de las cargas se consigue por una fuente externa que las pone en marcha yproduce un campo electromagnético. Éstas se deceleran cuando el cable sufre alguna de las condi-ciones previamente nombradas, al ir quedando las cargas concentradas generando fuerzas internasasociadas al campo electromagnético. De este modo, la aceleración de las cargas producida por lafuente externa y su deceleración provocada por alguna discontinuidad o doblez del cable son losresponsables de la radiación electromagnética. La figura 2.3 muestra todo esto.
Figura 2.3: Configuraciones de radiación en un cable [1]
Excepcionalmente, si la carga oscila armónicamente se logra una aceleración de la carga periódica(y por tanto radiación) incluso aunque el cable sea recto y continuo. La radiación será mayor yabarcará más ancho de banda si los pulsos son más cortos, mientras que una oscilación continuaproducirá, idealmente, radiación de una única componente en frecuencia que coincidirá con lafrecuencia de oscilación.
La radiación de ondas electromagnéticas entre dos cables se consigue aplicando un voltajea través de ellos, el cual crea un campo eléctrico entre ambos conductores. El campo eléctricolleva asociados líneas eléctricas de fuerza que son tangentes a él en cada punto y cuya fuerza esproporcional a su intensidad.
Asumiendo que la fuente generadora es sinusoidal, el campo eléctrico generado también lo serácon un período igual al de la fuente. Así, las ondas electromagnéticas entran en la antena despuésde viajar por la línea de transmisión llevando consigo cargas eléctricas y sus correspondientescorrientes. Al llegar al final de la antena, las ondas son liberadas al espacio al juntarse sus
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líneas eléctricas asociadas por sus extremos. Una vez en el espacio libre, las ondas siguen siendoperiódicas y viajan a la velocidad de la luz. Este proceso se puede ver en la figura 2.2.
Cabe destacar que si la fuente deja de generar voltaje, las ondas previamente generadas siguensu curso por la línea de transmisión y la antena y más tarde por el espacio libre, una detrás dela otra. Además, es importante resaltar que mientras las ondas electromagnéticas se encuentrandentro de la línea de transmisión y la antena, su existencia está asociada a la presencia de lascargas dentro de los conductores. Sin embargo, una vez en el espacio libre, éstas forman círculoscerrados dejando de depender de dichas cargas. De este modo, se puede afirmar que las cargaseléctricas son necesarias para excitar y generar los campos eléctricos pero éstos pueden existirsin su presencia.
Un dipolo es un tipo de antena muy común que consiste en dos conductores idénticos ysimétricos con una alimentación entre ambos. A continuación se estudiará cómo las líneas defuerza del campo eléctrico se separan de la antena para formar ondas en el espacio libre. Paraello se seguirán los pasos de la figura 2.4.
Figura 2.4: Proceso de radiación de un dipolo [1]
En (a) se pueden ver las líneas de fuerza creadas entre los brazos del dipolo para el primer cuartodel período, durante el cual la carga obtiene su valor máximo y las líneas han viajado hacia fuerauna distancia radial de λ/4. En el siguiente cuarto de período estas mismas líneas han viajadootros λ/4 (λ/2 desde el origen) y la densidad de carga de los conductores empieza a disminuir. Estoes por la introducción de cargas opuestas al final de la primera mitad del período que neutralizanlas cargas en los conductores. Estas cargas opuestas crean nuevas líneas de fuerza invertidasque viajan λ/4 en el segundo cuarto del período, según (b). Al no haber carga neta en la antena,las líneas de fuerza se ven forzadas a separarse del dipolo y unirse entre sí formando círculoscerrados, como ocurre en (c). En la siguiente mitad del período se producirá el mismo proceso peroen dirección opuesta. Este proceso se repetirá de manera continua indefinidamente.
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2.4. Bandas de frecuencia y aplicaciones
Las bandas de frecuencia son rangos de frecuencias asignados a diferentes tecnologías yaplicaciones de radiocomunicación. Las diferentes bandas de frecuencia constituyen el espectroelectromagnético. Sus límites y usos están regulados por la administración del país1 a nivel na-cional y por la Unión Internacional de Telecomunicaciones (ITU, International TelecommunicationUnion en inglés) a nivel internacional. Las diferentes bandas son:
• Very Low Frequency (VLF). Frecuencias de 3 a 30 KHz y longitudes de onda de 10 a100 km. Escaso ancho de banda, impracticable para la transmisión de audio. Se usa enradionavegación, para señalar la hora y comunicación militar, sobre todo en submarinos, yaque estas ondas son capaces de penetrar a unos 40 metros de profundidad en agua salada.
• Low Frequency (LF). Frecuencias de 30 a 300 KHz y longitudes de onda de 1 a 10 km(onda larga). Baja atenuación, útiles para comunicaciones a larga distancia. Se usa en radioAM, radiobalizas, navegación, información, para señalar la hora y sistemas metereológicos.
• Medium Frequency (MF). Frecuencias de 300 KHz a 3 MHz y longitudes de onda de 100 ma 1 km (onda media). Se usa en radio AM, radiobalizas y comunicaciones marítimo-terrestres.
• High Frequency (HF). Frecuencias de 3 a 30 MHz y longitudes de onda de 10 a 100 m (ondacorta). Las ondas de este tamaño son capaces de reflectarse en la ionosfera, lo que las haceútiles para comunicaciones intercontinentales. Se usa en estaciones de radio, comunicaciónaérea, estaciones meteorológicas, para marcar la hora y para radioaficionados.
• Very High Frequency (VHF). Frecuencias de 30 a 300 MHz y longitudes de onda de 1 a 10m. Se usa en radio FM, televisión analógica, telefonía móvil, radiomodems, radioaficionados,comunicaciones marítimas, control del tráfico aéreo y aeronavegación.
• Ultra High Frequency (UHF). Frecuencias de 300 MHz a 3 GHz y longitudes de onda de 1dm a 1 m. Sirven sólo si existe línea de visión entre el transmisor y el receptor, ya que susondas son bloqueadas por montañas y edificios, aunque son suficientes para la recepción eninteriores. Se usan para televisión analógica y digital, teléfonos inalámbricos, walkie-talkies,telefonía móvil y satelital.
• Super High Frequency (SHF). Frecuencias de 3 a 30 GHz y longitudes de onda de 1 cma 1 dm. Es la banda de las microondas, las cuales son muy directivas. Esta banda a su vezse halla dividida en las subbandas: S, C, X, Ku, K, Ka. Se usan para comunicación punto apunto, radioenlaces, radares, hornos microondas, redes inalámbricas de área local (WLANs),bluetooth, telefonía móvil y comunicación salitales.
• Extremely High Frequency (EHF). Frecuencias de 30 a 300 GHz y longitudes de ondade 1 mm a 1 cm. Gran atenuación atmosférica, sus ondas son absorbidas por los gases dela atmósfera. Son por ello de corto alcance, utilizadas para comunicación terrestre a sólounos pocos kilómetros de distancia e incluso entonces sufren atenuaciones por la lluvia y lahumedad. Se usan en investigación, control de la atmósfera, armamento, seguridad, controlde velocidad policial y aparatos médicos.
1En España las regula el Ministerio de Industria, Energía y Turismo. Toda la información referente se puede consultara través del siguiente enlace: http://www.minetur.gob.es/telecomunicaciones/Espectro/Paginas/CNAF.aspx
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A continuación se muestra la distribución básica de las distintas bandas de frecuencia en elespectro radioeléctrico.
Figura 2.5: Espectro electromagnético con sus diferentes bandas de frecuencia(fuente: Google Imágenes)
Seguidamente se muestra la distribución de las distintas subbandas de frecuencia dentrode la banda de las microondas (SHF).
Figura 2.6: Subbandas de SHF (fuente: Google Imágenes)
2.5. Tipos de antenas
En la presente sección se hace un repaso de los tipos de antenas más comunes que existenen la actualidad.
2.5.1. Antenas de hilo
Las antenas de hilo son las más comunes y se encuentran por todas partes, como automóviles,teléfonos móviles, radios, electrodomésticos, edificios, etc. Se pueden encontrar en diferentes formastales como un simple hilo (dipolo), en bucle o en hélice.
Los dipolos son antenas formadas por un único cable, recto o curvo, alimentado centralmente,formando dos elementos generalmente simétricos. Son de las antenas más antiguas, simples, ba-ratas y versátiles que existen y, debido a todo esto, constituyen la base de estudio de la teoría de
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antenas. También suelen formar parte de antenas más complejas, como por ejemplo la antena Yagio agrupados en arrays. En la sección anterior se explica el proceso de radiación en una antenade dipolo.
Las antenas de hilo en bucle son también simples, económicas y versátiles. Pueden ser asu vez circulares, cuadradas, rectangulares, triangulares, elípticas, etc. Debido a la simpleza deanálisis y construcción, las antenas de bucle circulares son las más comunes. Está demostradoque un bucle suficientemente pequeño circular o cuadrado es equivalente a un dipolo infinitesimalmagnético cuyo eje sea perpendicular al plano del bucle, en cuanto a sus resultados matemáticos.La mayoría de aplicaciones en las que este tipo de antenas son usadas se encuentran en lasbandas HF (3-30 MHz), VHF (30-300 MHz) y UHF (300-3.000 MHz).
Las antenas de hilo en hélice constan de un hilo dispuesto en espiral, reduciendo así lalongitud de la antena si ésta fuera un cable sin más. Suelen ser de tamaño reducido, operandogeneralmente en la banda HF (3-30 MHz).
Figura 2.7: Dipolo, antena en bucle y antena en hélice (fuente: Google Imágenes)
2.5.2. Antenas de apertura
Las antenas de apertura son antenas que utilizan la forma de su superficie para direccionarsu haz de radiación, concentrando así su emisión o recepción. Generalmente están fabricadas demetal y dieléctrico (material que conduce mal la electricidad). Cada vez aumenta más su uso graciasa las nuevas geometrías y a la utilización de más altas frecuencias. Son muy usadas en aeronavesy aplicaciones espaciales debido a que estas antenas pueden ser montadas en la superficie delaparato y cubiertas de aislante para protegerlas de condiciones metereológicas adversas evitandode paso afectar la aerodinámica de la aeronave. Suelen operar a las frecuencias de microondas(SHF, 3-30 GHz). La antena de apertura más popular es la antena de bocina. Aunque la antenaparabólica también puede ser considerada de apertura, se encuentra clasificada en esta seccióncomo antena reflectora.
La antena de bocina no es más que una estructura hueca de secciones de tamaño distinto locual provoca un ensanchamiento o estrechamiento en el camino que sigue la radiación de transmi-sión o recepción. Puede poseer diferentes formas como plana, piramidal o cónica. Es una antenaantigua, de finales del siglo XIX, aunque cobró gran importancia durante el periodo de la SegundaGuerra Mundial. A partir de ahí, su uso y estudio han ido en aumento. Son sencillas de construiry alimentar, versátiles y de gran ganancia (ver sección 2.6.10). Es utilizada en radioastronomía yseguimiento de satélites, además de poder formar parte en antenas de fase y ser aplicada como
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alimentador de otras antenas. También sirve como estándar de calibración y medición de gananciade antenas de alta ganancia.
Figura 2.8: Antena de bocina y algunas de sus formas más comunes (fuente: Google Imágenes)
2.5.3. Antenas microstrip
Las antenas microstrip o de parche consisten en un parche metálico rodeado de un sustratoque hace la función de tierra. La forma y dimensión del parche metálico, que generalmente escircular o rectangular, define las propiedades de la antena. Su popularidad reside en que sonfáciles de estudiar y muy baratas de fabricar mediante tecnología de circuitos impresos, teniendoademás unas buenas propiedades radiantes en términos de frecuencia de resonancia, impedanciay polarización. Sin embargo, las microstrips son de perfil bajo y presentan inconvenientes encuanto a baja potencia y eficiencia, poca capacidad de escaneo y estrecho ancho de banda. Sonrelativamente modernas, adquirieron una gran importancia a partir de los años setenta debido asu uso en aplicaciones aeronáuticas al ser antenas planas adheridas a la superficie del avión queno modifican en absoluto su aerodinámica y que resisten perfectamente las condiciones adversas.Otros usos comunes de estas antenas son en satélites, misiles, coches y teléfonos móviles, operandocomunmente a partir de UHF.
Figura 2.9: Array de doce antenas microstrip y su esquema básico (fuente: Google Imágenes)
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2.5.4. Antenas reflectoras
Las antenas reflectoras son aquellas antenas que se sirven de un reflector que refleja lasondas electromagnéticas. Pueden ser usadas tanto como transmisoras como receptoras. Aunque elorigen de estas antenas data de las primeras antenas, no fue hasta la Segunda Guerra Mundialcuando resurgieron debido a su aplicación en sistemas de radar para detectar aviones enemigos.A partir de ahí siguieron evolucionando y adquirieron un nuevo impulso en los años sesenta comoconsecuencia del éxito en la exploración espacial, donde se necesitaba establecer comunicacionesa grandes distancias de millones de kilómetros. La antena reflectora más famosa y, en general, laantena más famosa de todas es la antena parabólica, que hace uso de las excelentes propiedadesreflectoras de la parábola.
La antena parabólica es una antena que consta de un reflector parabólico que hace rebotarlas señales electromagnéticas dirigiéndolas hacia su foco, donde se encuentra el transmisor o re-ceptor. Este tipo de antenas poseen una gran directividad (ver sección 2.6.11) y muy alta ganancia,lo que se traduce en que son capaces de generar anchos de haz muy estrechos (directivos). Paraesto, las antenas parabólicas utilizan longitudes de onda muy pequeñas en comparación con lasdimensiones de su reflector, operando en UHF y SHF (microondas). Estas antenas pueden llegara ser enormes, como el radiotelescopio de Arecibo, que con sus 305 metros de diámetro y 132metros de distancia focal es la antena reflectora más grande del mundo en la actualidad. Tieneaplicaciones en televisión, comunicaciones con aeronaves y satélites, radiotelescopios, sistemasradar, etc. Por su forma y estructura, también puede ser considerada como una antena de apertura.
Figura 2.10: Radiotelescopio de Arecibo y esquema básico de una antena parabólica(fuente: Google Imágenes)
2.5.5. Antenas de lente
Las antenas de lente son las antenas que utilizan una lente para colimar la energía di-vergente incidente para evitar que se esparza en direcciones no deseadas. Su precisión vienecaracterizada por la forma geométrica y el material de la lente. Sus aplicaciones son las mis-mas que las de las antenas reflectoras, especialmente las de frecuencias más altas, pues no seríarealizables en cuanto a dimensiones y peso para bajas frecuencias.
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Figura 2.11: Antena de lente (fuente: Google Imágenes)
2.5.6. Arrays de antenas
Los arrays de antenas no son un tipo de antenas en sí en cuanto a forma o estructura, sinoque hace referencia a la agrupación de cualquiera de los otros tipos de antenas anteriormentenombradas para constituir una “superantena” que poseerá propiedades radiantes inalcanzablespara las antenas que la forman por sí solas. Esta agrupación se denomina array, pasando a sercada antena dentro de él un elemento. Variando la forma (lineal, circular, triangular, rectangular,hexagonal, etc.) y dimensión del array, el tipo de antena y la posición de sus elementos (a distanciasuniformes o no uniformes) y la amplitud y fase de sus excitaciones (ver sección 2.7.4), se puedenconseguir diagramas de radiación muy específicos (máximos, restricción de lóbulos secundarios,introdución de campos nulos) que no se lograrían variando las propiedades de sus elementosindividualmente. El rango de frecuencias que utiliza viene marcado por el tipo de antena de suselementos. Las estaciones base de telefonía móvil son quizás el ejemplo más común de los sistemasde arrays, aunque sus aplicaciones son muy extensas, tanto para uso personal, comercial, espacialy militar. Existen dos casos especiales de arrays de antenas que, debido a su importancia, semuestran a continuación: las antenas en fase y las antenas inteligentes.
Las antenas en fase o phased/scanning arrays son una disposición concreta de los arrays deantenas donde mediante la variación en las fases relativas de las excitaciones de sus elementos, seconsigue apuntar a una determinada posición y suprimir otras direcciones no deseadas. Estas an-tenas son especialmente interesantes como sistemas de radar, donde se puede realizar un escaneode la zona sin tener que resituar físicamente la antena. No por casualidad este tipo de antenasfueron desarrolladas en la Segunda Guerra Mundial. También son usados para retransmisión deradio AM/FM, asistencia en vuelo de aeronaves, en la marina, predicción del tiempo, aplicacionesespaciales, etc.
Las antenas inteligentes o smart/adaptive antennas son arrays de antenas configuradas ycontroladas por algoritmos de procesamiento digital de señales (DSP, Digital Signal Processing eninglés) que analizan el espacio que las rodea y lo usan para calcular el diagrama de radiación quemejor se adapta a las necesidades del entorno. Son capaces de identificar y seguir objetivos móvileso radiaciones de otras antenas mediante algoritmos de DOA o Direction of Arrival (algoritmoscapaces de detectar la dirección de la que proviene una onda electromagnética). Aunque no sonnuevas, pues también datan, como muchas otras antenas, de la Segunda Guerra Mundial y sunecesidad de detección con radar de amenzas enemigas, su uso ha crecido exponencialmente enlas últimas décadas auspiciado por el rápido desarrollo y normalización de los computadores. Una
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aplicación muy importante hoy en día es como estación base en telefonía móvil e internet.
Este proyecto aplica todos sus algoritmos de optimización en arrays de antenas, sin importaren un principio el tipo de antena de sus elementos ni la frecuencia a la que operen.
Figura 2.12: Array de antenas parabólicas para observación espacial, phased array a bordo deun avión de combate y estación base de telefonía móvil (fuente: Google Imágenes)
2.6. Parámetros y conceptos de las antenas
En esta sección se explican los conceptos básicos que se encuentran presentes en todas lasantenas los cuales son necesarios para la correcta comprensión del proyecto.
2.6.1. Frecuencia y longitud de onda
La frecuencia de una onda es el número de repeticiones por unidad de tiempo de dichaonda. La frecuencia es la inversa del período o duración de un ciclo de la onda T , expresado ensegundos (s), según
f =
1
T
(Hz ≡ s−1) (2.3)
La longitud de onda es el período espacial de una onda o, dicho de otro modo, la distanciaa la cual la onda se repite, como se muestra en la figura 2.13. La longitud de onda está definidaen función del número de onda k, de la forma
λ =
2pi
k
(m) (2.4)
Figura 2.13: Longitud de onda [1]
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La expresión que relaciona la frecuencia de una señal con su longitud de onda es de lasiguiente forma
f =
v
λ
(2.5)
donde v es la velocidad de fase de la onda medida en metros por segundo (m/s). Para el caso deradiación electromagnética, que es el tipo de radiación que emiten las antenas, la velocidad de laonda es igual a la velocidad de la luz, cuyo valor aproximado es c = 2,99× 108 m/s. La expresiónde la frecuencia se reescribe según
f =
c
λ
(2.6)
Esta expresión es la que explica las diferentes bandas en las que opera cada tipo de antenay, por tanto, sus aplicaciones. Según la dimensión de la antena, ésta captará un tamaño u otro delongitud de onda y, por tanto, funcionará a una frecuencia u otra.
2.6.2. Ancho de banda
El ancho de banda de una antena es el rango de frecuencias dentro del cual el rendimientode ésta es conforme según a un determinado estándar. El ancho de banda puede ser consideradocomo el rango de frecuencias, a cada lado de una frecuencia central, donde las característicasde una antena (como impedancia de entrada, ganancia, polarización, eficiencia, SLL, etc.) tienenun valor aceptable comparadas con aquéllas mismas a la frecuencia central. Todas las antenasposeen un cierto ancho de banda mayor o menor en función de su aplicación. Existe un tipo deantenas con anchos de banda muy grandes, creadas en los últimos años. A éstas se las conocecomo antenas independientes en frecuencia. El presente proyecto no está orientado a un uso oaplicación específica, con lo que el ancho de banda no desempeña, en principio, ningún papel ensu desarrollo.
2.6.3. Potencia y densidad de potencia
La cantidad usada para describir la potencia asociada a una onda electromagnética es elvector de Poynting instantáneo, que mide la densidad de potencia instantánea y se define como
W = E ×H (W/m2) (2.7)
donde E es la intensidad instantánea del campo eléctrico y H la intensidad instantánea delcampo magnético. El tipo de fuente cursiva usada en la fórmula anterior se utiliza para denotarcantidades instantáneas (no confundir con <() que es la parte real de una cantidad, usada acontinuación).
Como el vector de Poynting es una densidad de potencia, la potencia total instantánea quecruza una superficie cerrada puede ser obtenida integrando la componente normal del vector dePoynting sobre la superficie entera, según
P =
"
S
W · ds =
"
S
W · nˆda (W) (2.8)
donde nˆ es el vector unitario (ver nota 11 del anexo A) normal a la superficie y da es el áreainfinitesimal de la superficie cerrada medida en m2.
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Para aplicaciones en los que el campo varía con el tiempo, suele ser más usual hallar ladensidad de potencia media, la cual se obtiene integrando el vector de Poynting instantáneo sobreun período y dividiéndolo por él. Para variaciones armónicas en el tiempo de la forma ejwt, sedefinen los campos complejos E yH los cuales están relacionados a sus equivalentes instantáneos
E y H respectivamente de la siguiente manera
E (x, y, z; t) = <(E(x, y, z)ejwt) (2.9)
H (x, y, z; t) = <(H(x, y, z)ejwt) (2.10)
A partir de estas definiciones y de la identidad <(Eejwt) = 12(Eejwt + E∗e−jwt), la expresióndel vector de Poynting instantáneo (2.7) se puede escribir como
W =
1
2
<(E ×H∗)+ 1
2
<(E ×Hej2wt) (2.11)
El primer término de (2.11) no es función del tiempo, y las variaciones en tiempo del segundoson el doble de la frecuencia dada. Con esto, el vector de Poynting medio o, equivalentemente, ladensidad de potencia media, se puede escribir según
Wav(x, y, z) = W (x, y, z; t)cav = 1
2
<(E ×H∗) (W/m2) (2.12)
El factor 12 aparece en (2.9) y (2.11) al ser los campos E y H valores pico, los cuales deben seromitidos para valores RMS2.
Basándose en la expresión del vector de Poynting medio (2.12), la potencia media radiadapor una antena o, sencillamente, la potencia radiada se define como
Prad ≡ Pav =
"
S
Wrad · ds =
"
S
Wav · nˆda = 1
2
"
S
<(E ×H∗) · ds (W) (2.13)
Para una fuente isotrópica, que radia igual en todas las direcciones, la expresión de supotencia radiada no será función de sus coordenadas esféricas θ y φ, sino que sólo tendrá unacomponente radial, según
Prad =
"
S
W0 · ds =
ˆ 2pi
0
ˆ pi
0
[aˆrW0(r)] · [aˆrr2 sin θdθdφ] = 4pir2W0 (2.14)
y la expresión de su densidad de potencia, que estará distribuida uniformemente sobre la superficiede una esfera de radio r, será
W0 = aˆrW0 = aˆr
Prad
4pir2
(2.15)
2El valor cuadrático medio (RMS, Root Mean Square en inglés) es una medida estadística definida como la raízcuadrada de la media de los cuadrados de las muestras de una cantidad variable. Para una función que varía en eltiempo con período T , su valor RMS se define como
fRMS = l´ım
T→∞
√
1
T
ˆ T
0
f2(t)dt
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2.6.4. Intensidad de radiación
La intensidad de radiación en una dirección determinada está definida como la potenciaradiada de una antena por unidad de ángulo sólido. La intensidad de radiación es un parámetrode campo lejano y se obtiene multiplicando la densidad de radiación Wrad (W/m2) por el cuadradode la distancia r (m), según
U = r2Wrad (W/unidad de ángulo) (2.16)
La intensidad de radiación también está relacionada por el campo eléctrico en campo lejanode una antena, con la forma
U(θ, φ) =
r2
2η
|E(r, θ, φ)|2 (2.17)
donde E(r, θ, φ) es la intensidad del campo eléctrico en campo lejano y η la impedancia intrínsecadel medio.
La potencia total se obtiene integrando la intensidad de radiación por toda la región angular
4pi. Así
Prad =
"
Ω
UdΩ =
ˆ 2pi
0
ˆ pi
0
U(θ, φ) sin θdθdφ (2.18)
donde el elemento del ángulo sólido dΩ = sin θdθdφ.
Para una fuente isotrópica, la intensidad de radiación U0 será independiente de los ángulos
θ y φ, como lo era en la expresión (2.16). De este modo, la ecuación (2.18) se transforma en
Prad =
"
Ω
U0dΩ = U0
"
Ω
dΩ = 4piU0 (2.19)
y, despejando, la intensidad de radiación de una fuente isotrópica queda según
U0 =
Prad
4pi
(2.20)
2.6.5. Diagrama de radiación
El diagrama de radiación de una antena es una función matemática, usualmente representadagráficamente en dos o tres dimensiones, de las propiedades de radiación de una antena, comola función de campo o de potencia, en función de las coordenadas espaciales. Los diagramasde radiación pueden representarse tanto en escala natural como logarítmica, especialmente endecibelios (dB), ya que esta escala acentúa mejor los valores más pequeños. Además, los diagramasse suelen normalizar con respecto a su máximo valor.
En este proyecto los diagramas de radiación representan el factor de array de las antenasen decibelios y normalizado a su máximo valor (ver sección 2.7.5), con tres tipos de gráficasdistintas: bidimensional (ver figura 2.14), polar (ver figura 2.15) y tridimensional (ver figura 2.16).Para las gráficas bidimensionales y polares el factor de array se representa en función del ángulo
θ ∈ [−180o, 180o] ≡ [−pi, pi], para un corte de φ determinado (la sección 2.7.3 explica la distribuciónde distintos tipos de arrays y sus ejes de coordenadas). En las gráficas tridimensionales el factorde array se representa en función de los planos θ ∈ [0o, 180o] ≡ [0, pi] y φ ∈ [0o, 360o] ≡ [0, 2pi].
Cuando un array radia con máxima intensidad hacia la normal de su eje, se dice que apunta abroadside. Para este proyecto, dado que el array se configura siguiendo el eje x para arrays lineales
CAPÍTULO 2. ESTADO DEL ARTE 19
Aplicación de algoritmos de optimización convexa a la síntesis de diagramas de radiación de arrays de antenas
y siguiendo los ejes x e y para los arrays planos y circulares, el apuntamiento en broadside seconsigue cuando θ0 = 0o, 180o, dirigiendo su radiación a través del eje z. De la misma forma, cuandoun array dirige su máxima radiación a lo largo del eje del array, éste se dice que apunta a endfire.Siguiendo la configuración anterior, el apuntamiento en endfire se logra cuando θ0 = 90o, 270o,quedando su radiación normal al eje z. Las geometrías y distribuciones de los arrays utilizadosen este proyecto se ven en la sección 2.7.3.
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Figura 2.14: Diagrama de radiación en 2D
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Figura 2.15: Diagrama de radiación polar
Figura 2.16: Diagrama de radiación en 3D
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2.6.6. Antena isotrópica, direccional y omnidireccional
Una antena isotrópica es aquella que radia sin pérdidas con la misma intensidad paracualquier punto del espacio. Este tipo de antenas son imposibles de fabricar en la realidad, sonideales y se usan como estudio y referencia de antenas reales. Todos los arrays que se estudian enel proyecto están compuestos de antenas isotrópicas. Una antena direccional es aquella antena queradia o recibe radiación electromagnética más eficientemente en unas direcciones que en otras.Como medida de referencia, se suele decir que una antena es directiva cuando su directividadmáxima (ver sección 2.6.11) es significantemente mayor que la de un dipolo de media longitud deonda. Una antena omnidireccional es una antena que radia con la misma intensidad en un planodeterminado y direccionalmente en cualquier otro plano ortogonal.
A continuación se muestra la forma de los diagramas de radiación tridimensionales paracada tipo de antena.
Figura 2.17: Antena isotrópica, direccional y omnidireccional [1]
2.6.7. Regiones de campo
El espacio que rodea a una antena se puede subdividir en tres regiones básicas. Dichasregiones sirven para identificar la estructura del campo de cada una, la cual es diferente. Éstasson:
(a) Región de campo cercano reactivo. Es la zona que rodea a la antena donde predominael campo reactivo. Esta zona empieza en la superficie misma de la antena y su radio es
R < 0,62
√
D3/λ, donde λ es la longitud de onda y D es la dimensión de la antena.
(b) Región de campo cercano radiante (Fresnel). Es la zona que se encuentra entre la regiónde campo cercano reactivo y la región de campo lejano, dentro de la cual el campo radiantepredomina y la distribución del campo angular depende de la distancia a la que se encuentrala antena. La corona de acción de esta región es 0,62√D3/λ ≤ R < 2D2/λ, donde, paraser este último límite exterior válido, la dimensión de la antena debe ser grande comparadocon la longitud de onda (D > λ).
(c) Región de campo lejano (Fraunhofer). Es la zona más lejana de la antena donde la distri-bución del campo angular es independiente de la distancia a la que se encuentra la antena.La región queda delimitada según 2D2/λ ≤ R < ∞. Al no ser el campo interferido por la
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cercanía de la antena, ésta es la región ideal para representar los diagramas de radiaciónque se muestran a lo largo del proyecto.
La siguiente figura muestra los efectos que tienen las distintas regiones de campo previamentedescritas en la amplitud de los diagramas de radiación.
Figura 2.18: Variaciones en los diagramas de radiación dependiendo de la región de campodonde se mida [1]
2.6.8. Lóbulos radiantes
Un lóbulo radiante es una porción del diagrama de radiación limitada por regiones deintensidad de radiación relativamente débiles. Según su función, posición y magnitud, los lóbulosradiantes se pueden subclasificar en:
• Lóbulo principal. Es el lóbulo radiante que contiene la dirección de máximo apuntamiento, osea, la de máxima radiación. Como se verá a lo largo del proyecto, cuando el lóbulo principalde una antena apunta principalmente a θ = 0 (para ver los demás casos mirar 2.7.5), eldiagrama de radiación será simétrico. Puede existir más de un lóbulo principal, bien porqueasí se diseña una antena, o bien por máximos indeseados debidos a la separación entreelementos en arrays de antenas, llamados grating lobes, cuyos efectos se analizan tambiénen la sección 2.7.5.
• Lóbulos menores. Son los demás lóbulos que forman parte del diagrama de radiación. Éstossuelen representar radiaciones en direcciones no deseadas y, por tanto, el objetivo en eldiseño de una antena es minimizarlos.
• Lóbulos secundarios. Son los lóbulos menores en cualquier dirección distinta a la del lóbuloprincipal. Usualmente son adyacentes al lóbulo principal y ocupan el hemisferio en la direc-ción de éste. Los lóbulos secundarios son normalmente los mayores de los lóbulos menores.El nivel de lóbulos secundarios es un parámetro muy importante, expresado en forma deratio de la densidad de potencia de un determinado lóbulo y la del principal. Dicho nivelestá denominado por sus siglas en inglés SLL (Side-Lobe Level). Un valor de SLL = −20dB es más que suficiente para la mayoría de aplicaciones y, para valores menores, se ne-cesitan diseños y construcciones muy precisas. El SLL es un parámetro muy importante en
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los sistemas de radar, para evitar falsas detecciones. En los procesos de optimización quese estudian en el proyecto aparecerán con frecuencia como un parámetro a minimizar.
• Lóbulo trasero. Es el lóbulo menor cuyo eje se encuentra a aproximadamente un ángulo de180o con respecto al lóbulo principal.
La siguiente figura muestra los distintos tipos de lóbulos de radiación.
Figura 2.19: Tipos de lóbulos radiantes en (a) 3D (b) 2D [1]
2.6.9. Ancho de haz
El ancho de haz en un diagrama está definido como la separación angular entre dos puntosidénticos en los lados opuestos del punto máximo. En un diagrama de radiación existen múltiplesanchos radiantes. Hay dos anchos de haz importantes de referencia definidos por la IEEE. Elprimero se llama Half-Power BeamWidth (HPBW ) y abarca, en el plano que contiene la direccióndel máximo de un lóbulo radiante, el ángulo entre las dos direcciones en las cuales la intensidadde radiación es la mitad del valor de dicho máximo. Si no se especifica lo contrario, el ancho de hazsin más identificación suele referirse al HPBW. El segundo se conoce como First-Null BeamWidth
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(FNBW ) y comprende la separación angular entre los primeros nulos (puntos del espacio dondeno existe radiación) del diagrama.
El ancho de haz es una característica de la antena muy importante y suele ser usado comocontraposición al nivel de lóbulos. A mayor ancho de haz el nivel de lóbulos desciende y viceversa.Además, el ancho de haz suele ser también utilizado para describir la capacidad de resolución deuna antena en términos de distinguir entre dos fuentes radiantes adyacentes. Convencionalmente,esta resolución se fija a la mitad del FNBW, el cual a su vez es aproximado al HPBW. Estosignifica que dos fuentes separadas por distancias angulares igual o mayores que FNBW/2 ≈HPBW de una antena con una distribución uniforme pueden ser identificadas. Si la separación esmenor, la antena tenderá a suavizar la distancia de separación angular.
La figura 2.19 muestra los dos tipos de anchos de haz en los diagramas de radiación y en la figura2.20 se enseñan sus proporciones.
Figura 2.20: Anchos de haz HPBW y FNBW [1]
2.6.10. Ganancia
La ganancia es una medida que tiene en cuenta tanto la eficiencia de la antena como suscapacidades direccionales. La ganancia de una antena en una dirección determinada está definidacomo el ratio entre la intensidad en dicha dirección y la radiación de intensidad que se obtendríasi la potencia aceptada por la antena fuera radiada isotrópicamente. La radiación de intensidadcorrespondiente a la potencia radiada isotrópicamente es igual a la potencia que acepta la antenadividida por 4pi. La expresión de la ganancia es
G = 4pi
intensidad de radiaciónpotencia aceptada = 4piU(θ, φ)Pin (2.21)
En la mayoría de los casos se utiliza la ganancia relativa, la cual está definida como elratio entre la ganancia de potencia en una dirección determinada y la ganancia de potencia deuna antena de referencia en dicha dirección dada. La potencia de entrada debe ser la mismapara ambas antenas. Cuando no se especifica la dirección, la ganancia de potencia es referida en
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la dirección de máxima radiación. Además, ésta se suele expresar tanto de manera adimensionalcomo en decibelios (dB). La ganancia de una antena se encuentra estrechamente relacionada conla directividad, como se ve a continuación.
2.6.11. Directividad
La directividad de una antena se define como el ratio entre la intensidad de radiaciónen una dirección determinada y la intensidad de radiación media para todas las direcciones delespacio. Dicha intensidad de radiación media es igual a la potencia total radiada por la antenadividida por 4pi. Equivalentemente, la directividad de una antena es el ratio de su intensidad deradiación en una dirección dada sobre aquélla procedente de una fuente isotrópica. La expresiónde la directividad es la siguiente
D =
U
U0
=
U
1
4piPrad
(2.22)
Se suele medir tanto en unidades adimensionales como en decibelios isotrópicos (dBi).Cuando se trabaja con antenas sin pérdidas, como es el caso de este proyecto, la directividad esigual a la ganancia, ya que la potencia radiada es igual a la aceptada por la antena, con lo quelos decibelios isotrópicos son equivalentes a los decibelios estándar (dBi ≡ dB).
La directividad de una antena isotrópica es la unidad en una escala sin dimensiones (ceroen dB), dado que su potencia es radiada igualmente en todas las direcciones. Para las antenasno isotrópicas, la directividad máxima será mayor que uno y proporciona una indicación de laspropiedades direccionales de la antena comparada con las de una fuente isotrópica. La directividadpuede ser menor que uno e incluso igual a cero para el caso de no apuntamiento. Los valores dedirectividad están entonces acotados según 0 ≤ D ≤ Dmax.
Este parámetro es de vital importancia y se encuentra presente durante todo el proyecto,pues la maximización de la directividad va a ser el propósito principal en el desarrollo de losalgoritmos de optimización, con o sin restricciones adicionales.
2.6.12. Polarización
La polarización con la que una antena radia una onda electromagnética está definida comola propiedad de dicha onda electromagnética que describe la dirección variante con el tiempo yla magnitud relativa de un vector de campo eléctrico. La polarización puede ser lineal, circularo elíptica. Si el vector que describe el campo eléctrico en un punto del espacio en función deltiempo está siempre dirigido a través de una línea, se dice que el campo se encuentra linealmentepolarizado. Si, por otro lado, dicho vector en un punto en función del tiempo describe un círculo,se dice que el campo está circularmente polarizado. Usualmente, sin embargo, el campo eléctricotraza elipses, estando el campo elípticamente polarizado. Las polarizaciones lineal y circular soncasos especiales del caso elíptico, y pueden ser obtenidos cuando la elipse se convierte en unalínea o un círculo, respectivamente. La figura descrita por el campo eléctrico puede estar trazada ensentido horario, conocida como polarización de la mano derecha, o en sentido antihorario, conocidacomo polarización de la mano izquierda.
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A continuación se muestran los trazos que describen cada tipo de polarización.
Figura 2.21: Polarización lineal, circular y elíptica (fuente: Google Imágenes)
2.6.13. Impedancia de entrada
La impedancia de entrada está definida como la impedancia que presenta una antena en susterminales o, equivalentemente, el ratio entre el voltaje y la corriente en ese par de terminales. Lafigura 2.22 muestra una antena caracterizada como una impedancia conectada a un generador.
Figura 2.22: Impedancia de una antena conectada a un generador [1]
Si no hay ninguna carga adicional presente en el circuito, la expresión de la impedancia dela antena entre los terminales a− b es
ZA = RA + jXA (Ω) (2.23)dondeRA es la resistencia de la antena yXA la reactancia de la antena, ambos entre los terminales
a − b y ambos medidos en ohmios (Ω); y j = √−1 la unidad compleja. La parte resistiva de laimpedancia viene dada por
RA = Rr +RL (Ω) (2.24)con Rr es la resistencia de radiación de la antena y RL es la resistencia de pérdidas de la antena.El generador de dicha antena también posee una impedancia propia, según
Zg = Rg + jXg (Ω) (2.25)donde Rg es la resistencia del generador y Xg la reactancia del generador, ambos medidos en Ω.La corriente que atraviesa el generador se puede expresar de la siguiente manera
Ig =
Vg
ZA + Zg
=
Vg
(Rr +RL +Rg) + j(XA +Xg)
(A) (2.26)
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y su magnitud
|Ig| = |Vg|√
(Rr +RL +Rg)2 + (XA +Xg)2
(2.27)
siendo Vg el voltaje pico del generador. La parte de potencia entregada por la antena para radiarviene entonces dada por
Pr =
1
2
|Ig|2Rr = |Vg|
2
2
Rr
(Rr +RL +Rg)2 + (XA +Xg)2
(W ) (2.28)
mientras que la parte de potencia de la antena que se disipa en forma de calor es
PL =
1
2
|Ig|2RL = |Vg|
2
2
RL
(Rr +RL +Rg)2 + (XA +Xg)2
(W ) (2.29)
Para finalizar, queda una última parte de potencia que se disipa en forma de calor en la resistenciainterna del generador Rg , la cual se puede expresar como
Pg =
1
2
|Ig|2Rg = |Vg|
2
2
Rg
(Rr +RL +Rg)2 + (XA +Xg)2
(W ) (2.30)
2.7. Arrays de antenas
2.7.1. Introducción
Aunque los arrays de antenas ya se vieron en el apartado 2.5.6 de los tipos de antenas, seha creado una sección aparte donde se profundiza más en sus elementos y propiedades al tratarel presente proyecto sobre esta clase de antenas en exclusividad. De este modo, se recordarábrevemente en qué consiste un array de antenas para luego pasar a describir las topologías máscomunes a las cuales se les va a aplicar los algoritmos de optimización. Además se verán dosconceptos muy importantes propios de los arrays de antenas: las excitaciones de sus elementos yel factor de array, los cuales están presentes durante todo el proyecto.
2.7.2. Fundamentos
Un array de antenas no es más que la agrupación de antenas (llamadas elementos) paraformar una antena más grande con mejores características de radiación. Son vitales cuando unaantena por sí sola no llega a los requisitos establecidos para una correcta comunicación o cuandolas dimensiones de ésta no son realizables (recuérdese la fórmula (2.6) que relaciona frecuencia conlongitud de onda). Son las antenas que más grados de libertad poseen a la hora de configurarlas y,por tanto, su uso es muy elevado y sus aplicaciones infinitas, pasando desde sofisticados sistemasde detección de radar y de radioastronomía a estaciones base de telefonía móvil y automoción.
En un array de antenas de elementos idénticos, se pueden modificar al menos tres de suspropiedades generales para conseguir alguna mejora concreta (directividad, potencia, eficiencia,diagrama de radiación, etc.):
1. La configuración geométrica (lineal, circular, cuadrada, rectangular, hexagonal, esférica, etc.)y posición de los elementos (uniforme, no uniforme) del array.
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2. La amplitud y la fase de cada una de las excitaciones de los elementos que forman el array.3. La naturaleza y los tipos de los elementos que componen el array.
Como ya se vio en 2.5.6, los arrays de antena han dado paso a dos tipos especialmenteinteresantes: los phased arrays y las antenas inteligentes. Las primeras se consiguen variandolas fases relativas de sus excitaciones resultando en un escaneo o barrido en el espacio muy útilpara sistemas de radar. Las segundas constituyen la combinación de los arrays de antenas alprocesamiento digital de señales (DSP), para crear antenas autónomas que evalúen el entornoy generen el mejor diagrama de radiación según las necesidades que existan a tiempo real. Deeste modo, este tipo de antena es capaz, por ejemplo, de detectar a una persona en movimientoque está realizando una llamada y seguirle para darle la mayor cobertura posible, mientras a suvez bloquea una señal interferente de otra persona cercana que realiza otra llamada. La siguientefigura muestra la idea básica de una antena inteligente.
Figura 2.23: Esquema simple de una antena inteligente [1]
2.7.3. Topologías comunes
A continuación se muestran las geometrías de arrays de antenas que se utilizan en el proyec-to, especificando su cálculo y distribución en los ejes de coordenadas. Todos los arrays presentesen los diferentes procesos de optimización presentan una distancia uniforme entre elementos con-tiguos, algo habitual en la práctica.
2.7.3.1. Arrays lineales
Un array lineal es aquél cuyos N elementos se encuentran distribuidos a lo largo de un soloeje en una sola dimensión, el cual será el eje x para este proyecto, separados unos de otros poruna distancia dx, la cual es función de la longitud de onda λ. Esto significa que según la bandade frecuencias en la que opere la antena, ésta tendrá una dimensión u otra, según se desprendede la ecuación (2.6). Para direccionar su apuntamiento se varía el ángulo θ. Cuando θ = 0o, 180oel array apunta a la normal z de su estructura y se denomina broadside, y cuando θ = 90o, 270oapunta a lo largo de su propio eje x denominándose endfire. Estos casos son especiales y ya sevieron en la sección 2.6.5 de este mismo capítulo. La siguiente figura muestra la disposición quese ha tomado para construir los arrays lineales.
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x
z
y
x0 x1 x2 xN−1
dx dx
θ
Figura 2.24: Disposición de un array lineal
2.7.3.2. Arrays circulares
Un array circular es un array donde sus elementos dibujan una circunferencia sobre unplano, el cual será, para este proyecto, el plano x − y. La distancia entre elementos es dr y esfunción de la longitud de onda de la antena λ. Para hallar el radio r de la circunferencia que formael array (el cual también es función de λ) dependiendo del número de elementos N y la distanciaentre ellos dr , se ha despejado la siguiente expresión aplicando identidades trigonométricas
r =
dr√
2
(
1− cos(2piN )
) (2.31)
Al haber dos dimensiones, el array circular tendrá dos grados de libertad θ y φ para di-reccionar su radiación, con los mismos dos casos especiales para cualquier φ que en los arrayslineales. A continuación se muestra la distribución que toman los arrays circulares en el presenteproyecto.
x
y
θ
φ
r
dr
dr
dr
z
Figura 2.25: Disposición de un array circular
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2.7.3.3. Arrays planos
Un array plano es aquel array cuyos N ×M elementos constituyen un rectángulo en dosdimensiones, cuyos ejes serán x e y para este proyecto. Si N = M el array será cuadrado. Loselementos del eje x se encuentran separados unos de otros por una distancia dx y los del eje y poruna distancia dy , siendo ambas función de la longitud de onda λ. Lo más habitual es que dx = dy .Para direccionar su apuntamiento se varían los ángulos θ y φ, igual que en los arrays circulares.La siguiente figura muestra un esquema tipo de un array plano.
x
z
y
x0 x1 x2 xN−1
y0
y1
y2
yM−1
dx dx
dy
dy
θ φ
Figura 2.26: Disposición de un array plano
2.7.4. Excitaciones
Las excitaciones o pesos de un array de antenas hacen referencia a las alimentacionesrelativas aplicadas a cada uno de los elementos de la antena. Las excitaciones tienen módulo oamplitud y fase, por tanto son números complejos y se pueden expresar en forma de fasor. De estemodo, para un array de N elementos, el peso n-ésimo viene dado por la forma
wn = |wn|ejψn (2.32)para n = 0, 1, . . . , N − 1, donde |wn| = |In| es la amplitud de la excitación correspondiente almódulo de la intensidad de radiación y ψn su fase. Los pesos se suelen normalizar respecto alprimer elemento, teniendo
wˆn =
|wn|
|w0| e
jψn (2.33)
quedando el primer peso normalizado a la unidad wˆ0 = 1. Aunque no se especifique, a lo largodel proyecto las excitaciones de los elementos estarán siempre normalizadas.
Como se analizará en la sección 2.7.5, existen varios casos de apuntamiento, principalmenteel de θ0 = 0, donde los pesos solamente contendrán parte real y sus diagramas de radiaciónsaldrán simétricos respecto a θ0. Para otros casos, éstos serán complejos y sus diagramas asociadosresultarán asimétricos.
Variando el módulo y/o la fase de cada excitación se consiguen características determinadasen la antena. La opción más económica es modificar únicamente las fases de las excitacionesutilizando para ello desfasadores, ya que modificar las amplitudes supone añadir amplificadoresal circuito, lo cual es más costoso. Sin embargo, esta opción produce soluciones subóptimas en
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los diagramas de radiación. En el caso de este proyecto, eminentemente teórico y cuyo objetivoes buscar la mejor solución en términos directivos, los procesos de optimización generarán lasexcitaciones óptimas tanto en módulo como en fase que maximizarán la directividad y producirándiagramas de radiación también óptimos, pudiendo llevar a su vez restricciones de campo nulo yen el nivel de lóbulos secundarios. La figura 2.27 muestra el esquema básico de la alimentaciónque genera los pesos de los elementos.
Figura 2.27: Alimentación de un array de antenas (fuente: Google Imágenes)
2.7.5. Factor de array
El factor de array es un factor que multiplica el campo eléctrico de un único elemento enun punto de referencia, usualmente el origen, para dar como resultado el campo eléctrico total delarray de antenas
E(total) = E(elemento en un punto de referencia)× factor de array (2.34)
Esto sólo es válido cuando el array posee elementos idénticos aunque no necesariamente conidénticas magnitudes y fases en sus excitaciones y/o distancia entre elementos.
Cada array tiene su propio factor de array. Éste es función del número de elementos, ladistancia entre ellos, su geometría y las magnitudes y fases de sus excitaciones. Variando estosparámetros se puede controlar el campo eléctrico total de dicho array. La expresión del factor dearray es la siguiente
AF (θ, φ) =
N−1∑
n=0
wne
−jk sin θ(xn cosφ+yn sinφ) (2.35)
donde wn es la excitación n-ésima definida en (2.32), k = 2pi/λ es el número de onda despejadode (2.4), xn e yn son las coordenadas del elemento n-ésimo y θ y φ los ángulos del espacio vistosen cada topología del array en 2.7.3.
En el proyecto, se representa el factor de array en función de los ángulos θ y φ para formarel diagrama de radiación en dos y tres dimensiones, como se vio en 2.6.5. Para los diagramas endos dimensiones, se fija un φ concreto y se varía θ, consiguiendo el factor de array en un plano ocorte determinado. Para los diagramas en tres dimensiones, se varían ambos ángulos produciendoun mallado en todo el espacio. El factor de array en ambos casos se encuentra normalizado, según
A˜F (θ, φ) =
|AF (θ, φ)|
AFmax(θ, φ)
(2.36)
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cuyo máximo valor será uno en unidades naturales o cero en unidades logarítmicas, que es comose expresa a lo largo de este proyecto
A˜F dB(θ, φ) = 20 log
(
A˜F (θ, φ)
)
(dB) (2.37)
A continuación se estudian algunas características importantes del factor de array que sehan observado antes de llevar a cabo ningún proceso de optimización, lo que es importante ala hora de elegir bien las propiedades del array a optimizar como la topología, el número deelementos o la distancia entre ellos.
El número de máximos de radiación o lóbulos principales depende de la separación entre loselementos del array. Los máximos que aparecen en direcciones distintas a la de máximo apunta-miento se denominan grating lobes y, por lo general, no suelen ser deseables. Para evitar gratinglobes en arrays lineales y planos, cuando un array apunta a broadside, la distancia máxima entreelementos debe ser menor a una longitud de onda (dmax < λ); cuando apunta a endfire, la dis-tancia máxima entre elementos debe ser menor a media longitud de onda (dmax < λ/2). De estemodo, se asegura que el diagrama de radiación del array sólo posea un lóbulo principal localizadoen la dirección de máximo apuntamiento.
En la figura 2.28 se puede ver un ejemplo de aparición de grating lobes en un array lineal queapunta a broadside. Se corrobora que para dx < λ no aparecen máximos fuera de la direcciónde apuntamiento θ0 = 0o y su componente inversa de simetría θ0 = 180o. Cuando dx = nλ con
n 6= 0 ∈ N, aparecen n máximos radiantes en θ ∈ (0, 90] (sin contar el de θ0 = 0o) y otros tantospara θ ∈ [−90, 0) al ser el diagrama de radiación simétrico. En la figura 2.29 se ve el mismo arraypero apuntando a endfire. Para dx < λ/2 solamente existe un único máximo en θ0 = 90o, para
dx = λ/2 aparece un segundo máximo en el inverso simétrico θ0 = −90o y para dx = nλ/2 con
n 6= 0 ∈ N aparecen n lóbulos máximos para θ ∈ (−90, 90).
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Figura 2.28: Aparición de grating lobes en un array lineal en broadside (N=5,θ0=0o)
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Figura 2.29: Aparición de grating lobes en un array lineal en endfire (N=5,θ0=90o)
En un array lineal de N elementos separados λ/2 se puede observar que su diagrama deradiación está formado por N lóbulos radiantes en el rango de θ ∈ [−90, 90], correspondientes acada uno de sus elementos. Para arrays cuadrados de N ×N elementos separados también λ/2sus diagramas de radiación para el mismo rango que el anterior contendrán a su vez N lóbulosradiantes. En ambos casos, si por el contrario la distancia entre elementos disminuye de λ/2 eldiagrama tendrá menos lóbulos que N y si es mayor tendrá más. La figura 2.30 muestra un ejemplode este comportamiento.
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Figura 2.30: Comparación de lóbulos radiantes en función de la distancia entre elementospara un array lineal (N=5,θ0=0o)
Es lógico pensar que cuantos más elementos componen un array el factor de array resultanteserá más directivo y sus lóbulos secundarios serán inferiores. En otras palabras, cuantos máselementos componen un array, éste tendrá mejores cualidades pero con el inconveniente de queserá más costoso en cuanto a términos de potencia a suministrar.
A continuación se muestra un ejemplo del factor de array de las distintas topologías dearray que se estudian en este proyecto con todos ellos el mismo número de elementos y la mismaseparación entre sus elementos. Se puede ver que el array lineal es el más directivo, seguido delcircular y el cuadrado el que menos, resultando algo mejor la distribución rectangular para el mismonúmero de elementos. El nivel de los lóbulos secundarios es, con diferencia, más bajo en el arraylineal, seguido del array cuadrado y rectangular, cuyos lóbulos secundarios se van alternando enaltura a lo largo de todo el diagrama de radiación. El peor nivel de lóbulos secundarios lo poseeel array circular.
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Figura 2.31: Factor de array para cada tipo de configuración (θ0=0o,φ0=0o)
También se puede observar que el diagrama de radiación de un array lineal es simétricosólo cuando éste apunta en θ = 0o, 180o para cualquier distancia entre sus elementos o, a su vez,si θ = 90o, 270o siendo la distancia entre sus elementos igual a d = λn/2, con n 6= 0 ∈ N. Losdiagramas de los arrays circulares y planos son también simétricos cuando θ = 0o, 180o, cuando
θ = 90o, 270o y φ = 90o, 270o ó, cuando θ = 90o, 270o, φ = 0o, 180o y dx = dy = λn/2, con
n 6= 0 ∈ N. Esto sucede porque el valor de las excitaciones (ver sección 2.7.4) de sus elementosy del factor de fase (cuya forma se verá en la sección 3.4 del capítulo de formas hermíticas)adquiere valores únicamente reales. Por contra, con cualquier alteración de los valores previamentemencionados los valores de sus excitaciones y su factor de fase pertenecerán al conjunto de losnúmeros complejos y el diagrama de radiación del array saldrá asimétrico. Las gráficas anterioresmuestran casi todas ellas ejemplos simétricos, salvo la figura 2.29 para el caso de dx=0.4λ, el cuales asimétrico. La siguiente gráfica muestra más ejemplos de asimetría.
36 CAPÍTULO 2. ESTADO DEL ARTE
Aplicación de algoritmos de optimización convexa a la síntesis de diagramas de radiación de arrays de antenas
−180 −150 −120 −90 −60 −30 0 30 60 90 120 150 180−50
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
θ (o)
AF(d
B)
Array lineal (N=9,dx=0.5λ)Array circular (N=9,dr=5λ/pi)Array plano (N=3,M=3,dx=dy=0.5λ)
Figura 2.32: Diagramas de radiación asimétricos para cada tipo de array(θ0=-30o,φ0=0o)
2.8. Aplicación de algoritmos de optimización a la síntesis de arrays
2.8.1. Introducción
En esta sección se repasa el estado del arte de la introducción y aplicación de algoritmosde optimización a la síntesis de arrays de antenas, explicando los diferentes tipos que existen yechando un vistazo a su corta pero fructífera historia y mostrando su estado actual y el futuro quese espera de éstos en los próximos años.
Una vez visto el concepto de agrupar antenas con el objetivo de crear una gran antenacuyas características sean una sinergia de todas las que la forman, se encuentra el problemade cómo ajustar sus elementos para radiar con mejores propiedades físicas. En la sección 2.7.2se enumeraron varios parámetros con los que se puede jugar a la hora de construir un arrayde antenas, tales como la topología del array, las distancias entre elementos o los valores desus excitaciones. Así, surge la duda de, por ejemplo, qué forma de antena usar, qué cantidad deelementos la compondrán, cómo distribuir dichos elementos en el array o con qué potencia y fasealimentarlos para que su directividad o ganancia sean máximas, su nivel de lóbulos secundariosse encuentren limitados a un cierto valor o se anule una señal procedente de un cierto punto delespacio. Para ello, a la par que se desarrollaba la teoría de los arrays de antenas se introdujeronlos problemas de optimización aplicados a obtener mejoras en sus características mediante unacorrecta configuración de los mismos. De este modo, los algoritmos que solucionan dichos problemasde optimización persiguen dos objetivos claros: optimizar alguna característica de la antena o, dicho
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de otro modo, maximizar o minimizar alguna de sus propiedades con el menor coste posible y/oimponer restricciones en otras propiedades que cumplan con los requerimientos exigidos por elentorno, la aplicación o la legislación vigente.
2.8.2. Historia
El problema de maximización de la directividad en un array lineal con elementos isotrópicos(que radian con la misma intensidad para cualquier punto del espacio) que poseen la mismadistancia entre ellos fue estudiado por primera vez por Uzkov en 1946 [2]. Bloch, Medhurst yPool, en 1953 [3], examinaron la directividad máxima de un array también lineal compuesto dedipolos de media longitud de onda de distancia entre elementos desde el punto de vista de lasresistencias propias y mutuas que ofrecen sus elementos. Uzsoky y Solymar [4], y Lo, Lee y Lee [5]separadamente investigaron la optimización de la ganancia bajo ciertas restricciones específicas.En 1964, Tai publicó unas gráficas de curvas [6] que mostraban la directividad óptima de variostipos de arrays lineales uniformemente espaciados apuntando a broadside. La generalización delproblema de optimización de un array de antenas fue llevada a cabo por Cheng y Tseng [7], [8], lacual incluía arrays con elementos no isotrópicos arbitrariamente distribuidos cuya máxima radiaciónpodía apuntar a cualquier punto del espacio. Haciendo uso de un teorema de las propiedades delratio de dos formas hermíticas (ver sección A.3 del anexo de conceptos matemáticos), el cualse desarrollará en el capítulo 3, se formalizó el proceso de optimización de una manera clara.Krupitskii [9] usó este mismo teorema para probar la existencia de una única solución para excitarun array cuya directividad sea máxima.
2.8.3. Algoritmos
Existen dos tipos básicos de algoritmos de optimización para arrays de antenas, los al-goritmos clásicos, algunos de los cuales son los que se estudian en el presente proyecto, y losalgoritmos evolutivos, más novedosos pero más costosos en general. A continuación se explicanambos tipos de algoritmos.
Los algoritmos clásicos son los algoritmos de optimización generales que se llevan usandodesde los tiempos de Fermat, Lagrange, Newton y Gauss. Debido a su largo recorrido, existennumerosas clases y tipos. De entre ellos, los que se usan en este proyecto son los algoritmositerativos, los cuales generan una secuencia de aproximación a la solución de un problema deter-minado. Éstos han de poseer un criterio de terminación para finalizar el algoritmo, haya encontradoo no la solución óptima. Entre los diversos tipos que aquí se encuentran se hallan los usados eneste proyecto, que son el del cociente de formas hermíticas, programación lineal, programacióncuadrática y programación en cono de segundo orden, aunque también existen muchos más, comoprogramación bicuadrática o programación entera, por ejemplo. Como ya se verá en cada capítulode cada proceso de optimización, los algoritmos utilizados en el proyecto hacen usos de los mé-todos iterativos del punto interior, del conjunto activo, del gradiente conjugado o extensiones delalgoritmo simplex entre otros.
Los algoritmos evolutivos, por su parte, son aquéllos que se basan en los principios de laevolución biológica de un grupo o población, como la reproducción, mutación, selección o recom-binación, para buscar soluciones óptimas. Éstos generan una serie de posibles soluciones o “solu-ciones candidatas” que juegan el papel de individuos dentro de una población que se combinan, semezclan y compiten entre sí, siendo las más aptas las que prevalecen más tiempo evolucionandocada vez a una solución mejor. Existe una función de idoneidad o adecuación que determina la
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calidad de las soluciones. Los pasos de un algoritmo evolutivo son los siguientes
Population
Initialisation
Termination
Parents
Oﬀspring
Recombination
Mutation
Survivor
selection
Parents
selection
Figura 2.33: Diagrama tipo de los algoritmos evolutivos
Los algoritmos evolutivos son una rama de la Inteligencia Artificial y utilizan herramientas deoptimización combinatoria3, metaheurística4 y estocástica5. Suelen ser problemas de cajas negras,donde sólo se conocen sus parámetros de entrada y salida, que involucran gastos considerables.Los algoritmos evolutivos no sólo se aplican a la teoría de arrays de antenas sino a multitudde ciencias de estudio como la robótica, ingeniería en general, biología y genética, economía,marketing, física, química y hasta ciencias sociales y políticas. Los tipos de algoritmos evolutivosmás famosos son los algoritmos genéticos, optimización por colonia de hormigas y optimizaciónpor enjambre de partículas.
Como se ha dicho, en este proyecto se ha optado por los algoritmos clásicos para optimizarlas características de los diagramas de radiación de los arrays de antenas. Esto atiende a variasrazones. En primer lugar, muchos de sus algoritmos y, al menos, los aquí tratados, son en unprincipio bastante más simples y ligeros, además de suficientes para los problemas de optimizaciónque se quieren plantear. Los algoritmos evolutivos son mucho más costosos y lentos, con factoresde unas cien o más veces comparados con, por ejemplo, el algoritmo Simplex. Además es pocoescalable, cuanto más crece el problema peor se comporta, hasta el punto de saturarse y noencontrar ninguna solución óptima. Dicha solución óptima es por otro lado relativa, ya que enun algoritmo evolutivo, al haber todo un conjunto de soluciones posibles, no existe una soluciónóptima sino una solución mejor que otra. La determinación de una solución óptima se lleva a cabomediante algoritmos heurísticos que deciden cuándo parar la optimización, que dura infinitamente,o siendo incluso el propio usuario quien decide el límite temporal de la misma. A pesar de todoello son algoritmos muy eficientes que se usan para problemas complejos.
3La optimización combinatoria consiste en la búsqueda de un objeto óptimo en un grupo finito de objetos.4La heurística es una técnica que trata de resolver un problema mediante métodos prácticos que no se garantiza quesean óptimos o perfectos, pero que son suficientes para alcanzar un objetivo inmediato. La heurística es usada paraagilizar el proceso de encontrar una solución satisfactoria cuando la solución óptima es imposible o impracticable. Laoptimización metaheurística sigue una serie de procesos heurísticos abstractos y genéricos utilizando unos parámetrosdados por un usuario para resolver eficientemente problemas que no tienen un método específico que los solucionen.5La optimización estocástica utiliza métodos de optimización que generan y aplican variables aleatorias.
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Capítulo 3
Formas hermíticas (HF)
3.1. Introducción
En esta sección se muestra cómo optimizar un array de antenas para conseguir su máximadirectividad. La directividad de una antena es un parámetro muy importante. Está definida comoel ratio de la intensidad de radiación en la dirección del lóbulo principal entre la potencia radiadade una antena dividida entre 4pi, que coincide con la intensidad de radiación media. Dicho de otromodo, es el ratio entre la máxima intensidad de radiación entre aquélla producida por una fuenteisotrópica (omnidireccional) radiando con la misma potencia. Mide la habilidad de una antena deconcentrar la energía radiada en el punto del lóbulo principal. Su expresión general se encuentraen la sección 2.6.11 del estado del arte.
El problema de maximización de la directividad de una antena se puede expresar como elcociente de dos formas hermíticas o hermitianas, definidas en la sección A.3 del anexo matemático,como se verá más adelante en el desarrollo del problema de la maximización de la directividad. Paraun array de N elementos fijos, el proceso de optimización consiste en averiguar 2N parámetros oincógnitas.
El diagrama de radiación de un array de antenas depende de la geometría de éste y de lanaturaleza y las excitaciones de sus elementos (ver sección 2.7.4). En este caso, la optimizaciónse lleva a cabo sobre las amplitudes y fases de las excitaciones de los elementos del array, puesse busca la solución óptima desde el punto de vista tecnológico, siendo la posición de éstos fija.Esto es porque en la práctica es difícil y costoso ajustar la geometría del array.
El capítulo se estructura de la siguiente forma. Seguidamente a la introducción, se destacanlos fundamentos principales de la teoría de las formas hermíticas y, a continuación, se repasanlas herramientas que se han utilizado, para más adelante adentrarse en el objetivo principal delcapítulo, que es la obtención de la máxima directividad. En dicha sección, se enuncian los conceptosbásicos que entran en juego no sólo en este capítulo, sino durante todo el proyecto. Ésta, a su vez, seencuentra dividida en el caso general para cualquier tipo de array y los casos particulares cuandolos elementos del array tienen una determinada geometría y están separados uniformemente.Después de mostrar algunos diagramas de radiación y algunas tablas de directividades de especialinterés, se llega a la sección del estudio de la eficiencia de arrays, mostrando algún ejemplotambién.
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Durante todo el desarrollo se va a suponer que los elementos del array son isotrópicos. Laestructura física de los elementos que conforman el array es irrelevante, pudiendo ser perfectamentedipolos, ranuras, etc. Además es indiferente la banda de frecuencias a la que operan. También seobvian las implicaciones de acoplo mutuo, que son diafonías electromagnéticas entre los elementoscercanos en la antena.
Los cálculos que se describen a continuación se basan en el artículo [10] de David K. Chengde 1.971. Para la obtención de la máxima directividad se han desarrollado primeramente variosscripts en MATLABr usando para el cálculo final la función eig, vista más detalladamente en lasiguiente sección. A continuación, como toma de contacto con los paquetes matemáticos y gráficosde Python, se han repetido esas funciones mediante la función homónima eig, vista también en lasiguiente sección, y comparado los resultados, los cuales no se muestran en los ejemplos de estecapítulo porque son idénticos a los obtenidos con MATLABr.
Es conveniente echar un vistazo al anexo de conceptos matemáticos A, donde se repasan loselementos y operaciones más usuales que entran en juego en el proceso de optimización. Además,es especialmente recomendable el apartado A.1 donde se muestra cómo se denotan los diferentesvectores y matrices a lo largo del proyecto.
3.2. Fundamentos
La optimización mediante el cociente de formas hermíticas se basa en un teorema [11] que sesirve de éstas para hallar el máximo autovalor, que será la directividad máxima, y su correspondienteautovector, que corresponderá al vector de las excitaciones que maximizan dicha directividad.
La intensidad de radiación de una antena se puede escribir como una expresión hermítica,por lo que la directividad, cuya fórmula se ve en (2.22), puede ser expresada como la división dedos formas hermíticas, según
D =
intensidad de radiación en (θ0, φ0)intensidad de radiación media (3.1)
3.3. Herramientas
Como se acaba de decir, se ha utilizado tanto MATLABr como Python para calcular losdiagramas de radiación de las formas hermíticas. En ambos casos, la función que halla los auto-valores y autovectores necesarios para la obtención de la máxima directividad, como se verá enla siguiente sección, se llama eig. Se ha pintado la sintaxis de MATLABr de naranja y la dePython de azul para evitar confusiones entre los parámetros de uno y otro paquete. La forma esla siguiente
[V,D] = eig(A,B) , para MATLABr
V,D = linalg.eig(A,B) , para Python
donde [V ] es la matriz de autovectores y [D] la matriz diagonal con sus correspondientes autova-lores resultantes de las matrices cuadradas [A] y [B], tal que [A][V ] = [B][V ][D].
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Además, en ambos entornos, se ha utilizado un mallado para los ángulos del espacio θ y φde 1.000 muestras, suficientes para la correcta obtención de los diferentes diagramas de radiación.
3.4. Maximización de la directividad
En esta sección se estudia cómo se maximiza la directividad de un array de antenas medianteel cociente de dos formas hermíticas. Primero se va a enunciar la formulación necesaria para obtenerla directividad máxima en cualquier tipo de array. Más adelante, se verán algunos casos de interésconcretos, cuando el array es de alguna determinada geometría y posee sus elementos distribuidosde manera uniforme.
3.4.1. Caso general
Se dispone de un array de N elementos fijos e igualmente orientados en cualquier puntodel plano x − y, localizados por sus coordenadas cartesianas (xn, yn), y caracterizados por susexcitaciones Inexp(jψn) , para su n-ésimo elemento. La longitud de onda se denota como λ, siendoel número de onda k = 2pi/λ. De este modo, se define la intensidad del campo eléctrico como
E(θ, φ) =
N∑
n=1
In exp
[
j
(
ψn + k sin θ(xn cosφ+ yn sinφ)
)] (3.2)
Como se vio en 2.6.5, el ángulo φ, que abarca el plano x− y, comprende los 360o del plano(2pi), y el ángulo θ, perpendicular al array y que comprende el plano x− z, va de 0o a 180o (de 0a pi radianes).
Se define el vector columna {gi} como la función de potencia del elemento en θ = θi y
φ = φi)
{gi} = g(θi, φi) =

exp[−jk sin θi(x0 cosφi + y0 sinφi)]
exp[−jk sin θi(x1 cosφi + y1 sinφi)]
exp[−jk sin θi(x2 cosφi + y2 sinφi)]...
exp[−jk sin θi(xN−1 cosφi + yN−1 sinφi)]

(3.3)
y su particularización {g0}, llamado factor de fase, normalizado a uno en el origen (θ = 0), queapunta a la dirección del lóbulo principal (θ = θ0, φ = φ0)
{g0} = g(θ0, φ0) =

exp[−jk sin θ0(x0 cosφ0 + y0 sinφ0)]
exp[−jk sin θ0(x1 cosφ0 + y1 sinφ0)]
exp[−jk sin θ0(x2 cosφ0 + y2 sinφ0)]...
exp[−jk sin θ0(xN−1 cosφ0 + yN−1 sinφ0)]

(3.4)
Si se tiene la dirección de apuntamiento (θi, φi), donde i = 1, . . . , P , siendo P el número depuntos totales que constituyen la región total espacial, y ∆θ y ∆φ los pasos de los ángulos θ y
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φ respectivamente, la función de potencia para toda la zona del espacio en θ ∈ [0, pi] y φ ∈ [0, 2pi]se definirá como la matriz [G] que discretiza toda la región de apuntamiento
[G] = g(θ, φ) =

〈g†1〉
〈g†2〉
〈g†3〉...
〈g†P 〉

(3.5)
La directividad, partiendo de la expresión (2.22) de la sección 2.6.11 del estado del arte,se puede expresar como el cociente entre la intensidad de radiación en la dirección del lóbuloprincipal y la intensidad de radiación media, que a su vez es la potencia radiada entre 4pi
D =
|E(θ0, φ0)|2
1
4pi
Prad
=
|E(θ0, φ0)|2
1
4pi
ˆ 2pi
0
dφ
ˆ pi
0
|E(θ, φ)|2g(θ, φ) sin θdθ
(3.6)
Se define además el vector columna de N elementos {w}, que corresponde a los pesos delos elementos, vistos en la sección 2.7.4 del estado del arte
{w} =

I0 exp(jψ0)
I1 exp(jψ1)
I2 exp(jψ2)...
IN−1 exp(jψN−1)

(3.7)
De las ecuaciones (3.2), (3.4) y (3.6) está comprobado que la directividad se puede escribircomo el ratio de dos matrices hermíticas [A] y [B]
D =
〈w†〉[A]{w}
〈w†〉[B]{w} (3.8)
Según lo visto en la introducción, [A] y [B], al ser matrices hermíticas, son también matricescuadradas N ×N . [A] es el producto de los factores de fase
[A] = {g0}〈g†0〉 (3.9)y [B]
[B] =
1
4pi
ˆ 2pi
0
ˆ pi
0
g(θ, φ)†g(θ, φ) sin θdθdφ
=
1
4pi
P∑
i=1
g(θi, φi)
†g(θi, φi) sin θ∆θ∆φ
=
1
4pi
g(θ, φ)g(θ, φ)† sin θ∆θ∆φ = g(θ, φ)g(θ, φ)†c ≡ [G][G†]c
(3.10)
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=

〈g(θ1, φ1)〉
√
c
〈g(θ2, φ2)〉
√
c...
〈g(θP , φP )〉
√
c

[
{g(θ1, φ1)}
√
c {g(θ2, φ2)}
√
c · · · {g(θP , φP )}
√
c
]
, c =
1
4pi
sinθ∆θ∆φ
B es además una matriz definida positiva, lo que implica que {wn}†[Bm,n]{wn} > 0 paratodo {wn} 6= 0. Al ser conocidos todos los elementos de las matrices [A] y [B], el problema deoptimización se reduce a determinar los pesos {w} tal que D en (3.8) sea máxima. Para ello, seva a enunciar un teorema [11] que se basa en las propiedades del ratio de dos formas hermíticasútil para este fin.
Teorema
Si una cantidad D se puede expresar como el ratio de dos matrices hermíticas como en (3.8)y [B] es una matriz no singular (matriz cuyo determinante es distinto de cero) y definida positiva,entonces el mayor autovalor λM del conjunto de matrices [A]− λ[B] es el máximo valor obtenible
D cuando {w} es el autovector (ver A.2) que satisface la ecuación homogénea
[A]{w} = λM [B]{w} (3.11)
Corolario:
Si [A] en (3.8) es expresable en la forma de (3.9), entonces:
1. El autovalor mayor y único distinto de cero del conjunto de matrices [A]− λ[B] es
λM = DM = 〈g†0〉[B]−1{g0} (3.12)
2. El autovector correspondiente a λM es
{wM} = [B]−1{g0} (3.13)
Con el anterior corolario y las ecuaciones (3.12) y (3.13), probado en [7], queda resuelto elproblema de optimización por ajustes en las excitaciones para un array arbitrario.
Alternativamente a las fórmulas anteriores, los autovalores y autovectores pueden ser halla-dos mediante la función eig para MATLABr y Python, según se vio en 3.3. Los valores a introducirserían los siguientes
[
[w], [λ]
]
= eig([A], [B]) , para MATLABr
[w], [λ] = linalg.eig([A], [B]) , para Python
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donde el autovalor mayor o directividad máxima y el autovector mayor o excitaciones quegeneran dicha directividad máxima serán los valores máximos de todos los [λ] y [w] respectivamente
DM = λM = max([λ])
{wM} = max([w])
A continuación se muestran los ejemplos para el caso general, consistentes en tres tablas3.1, 3.2 y 3.3 y varios diagramas de radiación de factores de array optimizados para distintos tiposde arrays, en función del número de elementos y de la distancia entre ellos. Dichos factores dearray se comparan con aquéllos obtenidos mediante excitaciones cofasales, que es la forma máscomún de excitar los arrays de antenas. Un array posee una excitación cofasal cuando las fasesrelativas de sus componentes están dispuestas de tal manera que las contribuciones de todos loselementos se sumen en fase en la dirección del lóbulo principal, estando todos ellos alimentadoscon la misma potencia.
Estos factores de arrays que son producto de alimentar el array mediante excitacionescofasales, que se encuentran por tanto sin optimizar, se denotarán como SO, mientras que paralos optimizados mediante formas hermíticas se utilizará HF por sus siglas en inglés.
3.4.1.1. Arrays lineales
Dmax 0.1λ 0.2λ 0.25λ 0.3λ 0.5λ 0.6λ 0.75λ 0.8λ λ2 3.94 3.62 3.39 3.12 1.99 1.78 2.11 2.22 1.993 8.90 8.04 7.39 6.60 2.97 2.57 3.13 3.33 2.994 15.93 14.31 13.07 11.52 3.95 3.42 4.22 4.45 3.985 25.09 22.47 20.46 17.94 4.93 4.29 5.26 5.62 4.976 36.40 32.55 29.58 25.85 5.91 5.12 6.34 6.75 5.967 49.94 44.61 40.48 35.31 6.88 5.93 7.38 7.91 6.958 65.75 58.68 53.21 46.34 7.85 6.76 8.46 9.07 7.939 83.89 74.79 67.78 58.95 8.82 7.61 9.50 10.21 8.9210 104.61 93.04 84.26 73.21 9.79 8.46 10.57 11.39 9.9011 144.82 113.42 102.65 89.13 10.76 9.29 11.62 12.54 10.8812 124.45 136.02 123.04 106.74 11.72 10.12 12.68 13.71 11.8613 164.71 160.87 145.45 126.10 12.69 10.95 13.73 14.88 12.85
Tabla 3.1: Directividades máximas para arrays lineales según su número de elementos N y ladistancia entre ellos dx según 2.7.3.1
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Figura 3.1: Factor de array con y sin optimizar para un array lineal(N=13,dx=0.1λ,θ0=0o)
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Figura 3.2: Factor de array con y sin optimizar para un array lineal(N=13,dx=0.5λ,θ0=0o)
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Figura 3.3: Factor de array con y sin optimizar para un array lineal(N=13,dx=0.9λ,θ0=0o)
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Figura 3.4: Factor de array optimizado para un array lineal en broadside y endfire(N=10,dx=0.5λ)
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3.4.1.2. Arrays circulares
Dmax 0.1λ 0.2λ 0.25λ 0.3λ 0.5λ 0.6λ 0.75λ 0.8λ λ6 12.11 11.29 10.64 9.83 6.97 5.35 4.81 5.36 5.607 12.18 11.56 11.05 10.41 8.13 6.60 6.36 6.44 7.328 17.20 16.39 15.74 14.92 11.53 9.25 7.80 7.15 7.769 17.25 16.57 16.02 15.33 12.61 10.69 9.04 8.28 8.4310 22.80 21.96 21.29 20.45 16.99 14.59 11.81 10.62 8.9711 22.84 22.10 21.51 20.77 17.82 15.72 13.48 12.41 9.9312 28.91 28.06 27.39 26.54 22.89 20.30 17.39 16.09 12.0213 28.94 28.17 27.56 26.78 23.57 21.27 18.78 17.59 13.9614 35.42 34.58 33.89 33.02 29.34 26.74 23.46 21.96 17.3715 35.77 34.67 34.03 33.22 29.89 27.49 24.67 23.34 19.2216 63.75 41.58 40.88 39.99 36.16 33.42 30.16 28.68 23.4217 35.30 41.65 40.99 40.16 36.62 34.09 31.16 29.79 25.15
Tabla 3.2: Directividades máximas para arrays circulares según su número de elementos N y ladistancia entre ellos dr según 2.7.3.2
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Figura 3.5: Factor de array con y sin optimizar para un array circular(N=20,r=0.3196λ,dr=0.1λ,θ0=0o,φ0=0o)
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Figura 3.6: Factor de array con y sin optimizar para un array circular(N=20,r=1.5981λ,dr=0.5λ,θ0=0o,φ0=0o)
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Figura 3.7: Factor de array con y sin optimizar para un array circular(N=20,r=2.8766λ,dr=0.9λ,θ0=0o,φ0=0o)
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Figura 3.8: Factor de array optimizado para un array circular en varias direcciones de φ0(N=10,r=0.4854λ,dr=0.3λ,θ0=90o, eje en φ)
3.4.1.3. Arrays planos
Dmax 0.1λ 0.2λ 0.25λ 0.3λ 0.5λ 0.6λ 0.75λ 0.8λ λ2×2 4.03 3.96 3.90 3.81 3.23 3.79 5.30 5.16 3.723×3 15.60 14.58 13.75 12.69 6.59 8.04 12.61 13.20 7.254×4 25.74 24.52 23.47 21.97 9.94 13.78 21.69 23.81 11.495×5 49.62 46.55 44.02 40.59 14.28 20.42 31.73 36.17 16.286×6 67.12 63.73 60.83 56.76 18.39 27.47 44.36 49.41 21.457×7 97.88 97.66 92.49 85.46 23.19 35.96 58.63 64.52 27.048×8 112.23 122.52 116.80 108.84 27.80 45.14 73.35 82.98 32.919×9 137.18 167.87 160.11 148.09 32.93 55.46 89.77 102.14 39.0710×10 142.18 201.15 192.33 179.03 37.90 65.45 107.86 121.73 45.4311×11 168.27 250.87 249.63 229.35 43.28 76.94 127.21 142.99 52.0412×12 184.85 290.12 288.92 268.25 48.53 88.48 146.63 165.72 58.8513×13 214.51 337.34 349.33 330.19 54.09 101.76 168.16 190.95 65.67
Tabla 3.3: Directividades máximas para arrays cuadrados según su número de elementos N ×Ny la distancia entre ellos dx = dy según 2.7.3.3
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Figura 3.9: Factor de array con y sin optimizar para un array cuadrado(N=M=8,dx=dy=0.1λ,θ0=0o,φ0=0o)
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Figura 3.10: Factor de array con y sin optimizar para un array cuadrado(N=M=8,dx=dy=0.5λ,θ0=0o,φ0=0o)
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Figura 3.11: Factor de array con y sin optimizar para un array cuadrado(N=M=8,dx=dy=0.9λ,θ0=0o,φ0=0o)
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Figura 3.12: Factor de array optimizado para un array cuadrado en broadside y endfire(N=M=8,dx=dy=0.5λ,φ0=0o)
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Figura 3.13: Factor de array con y sin optimizar para un array rectangular(N=10,M=5,dx=dy=0.1λ,θ0=0o,φ0=0o)
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Figura 3.14: Factor de array con y sin optimizar para un array rectangular(N=10,M=5,dx=dy=0.5λ,θ0=0o,φ0=0o)
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Figura 3.15: Factor de array con y sin optimizar para un array rectangular(N=10,M=5,dx=dy=0.9λ,θ0=0o,φ0=0o)
-50-40
-30-20
-100
60
-120
30
-150
0
±180
-30
150
-60
120
-90 90
Broadside (θ0=0o)Endfire (θ0=90o)
Figura 3.16: Factor de array optimizado para un array rectangular en broadside y endfire(N=10,M=5,dx=dy=0.5λ,φ0=0o)
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3.4.2. Casos particulares
Cuando el array cumple una serie de particularidades como poseer la misma distancia entreelementos contiguos para una cierta morfología, los cálculos para hallar la directividad máxima pre-viamente descritos se pueden hallar de manera analítica, como se verá en los dos casos especialessiguientes.
3.4.2.1. Arrays lineales con elementos uniformemente distribuidos
Si en un array lineal todos sus elementos se hallan uniformemente distribuidos, esto es,para dos elementos n y m, a distancias del origen dn y dm respectivamente, la distancia entreellos será dn − dm = (n − m)d, siendo d la distancia entre elementos, las componentes de lasmatrices [A] y [B] se simplifican considerablemente según
am,n = exp[jk(m− n)d sin θ0] (3.14)
y
bm,n =
sin k(m− n)d
(m− n)d (3.15)
donde θ0 denota el ángulo del lóbulo principal desde la normal del array y nótese, que para arrayslineales, no existe componente angular en φ.
La tabla 3.4 muestra el porcentaje de error entre los valores generales de la simulación paraarrays lineales anterior 3.1, y los obtenidos con las aproximaciones de las fórmulas (3.14) y (3.15).Para hallar el porcentaje de error se ha utilizado la siguiente expresión
Error =
|Dmax(analítica)−Dmax(general)|
|Dmax(general)| × 100 % (3.16)
Error 0.1λ 0.2λ 0.25λ 0.3λ 0.5λ 0.6λ 0.75λ 0.8λ λ2 1.04 0.85 0.69 0.48 0.68 0.41 0.93 1.00 0.073 1.97 1.75 1.57 1.30 0.95 0.42 1.03 1.42 0.274 2.73 2.48 2.27 1.96 1.17 0.27 1.29 1.62 0.445 3.55 3.28 3.04 2.69 1.39 0.15 1.37 1.95 0.546 4.31 4.01 3.74 3.37 1.55 0.12 1.51 2.16 0.647 5.09 4.74 4.45 4.04 1.71 0.11 1.54 2.37 0.748 5.85 5.48 5.16 4.72 1.87 0.04 1.59 2.59 0.849 6.60 6.19 5.84 5.36 1.99 0.05 1.60 2.75 0.9110 7.33 6.93 6.55 6.03 2.12 0.12 1.62 2.94 0.9811 7.31 7.64 7.23 6.67 2.24 0.15 1.60 3.09 1.0612 8.20 8.36 7.92 7.32 2.34 0.18 1.59 3.25 1.1313 7.16 9.09 8.61 7.97 2.45 0.24 1.57 3.41 1.19
Tabla 3.4: Error en % entre la formulación general y la aproximación lineal
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3.4.2.2. Arrays circulares con elementos uniformemente distribuidos
En un array circular de radio ρ cuyos elementos se encuentran uniformemente distribuidossegún φn = 2npi/N , el radio del n-ésimo elemento es
ρm,n = 2ρ| sin(m− n)pi/N | (3.17)Los elementos de la matriz [B] se simplifican según
bm,n =
sin(kρm,n)
kρm,n
(3.18)
La siguiente tabla 3.5 muestra el porcentaje de error entre los valores generales de lasimulación de la simulación circular anterior 3.2, y los obtenidos con las aproximaciones de lasfórmulas (3.17) y (3.18). Se ha utilizado la misma expresión (3.16) que para el caso de los arrayslineales.
Error 0.1λ 0.2λ 0.25λ 0.3λ 0.5λ 0.6λ 0.75λ 0.8λ λ6 1.95 1.74 1.55 1.28 0.48 0.34 0.90 1.20 1.757 1.96 1.79 1.65 1.46 0.86 0.25 0.97 0.73 0.348 2.38 2.27 2.19 2.11 1.23 0.27 0.90 0.58 0.819 2.38 2.28 2.21 2.12 1.52 0.78 0.19 0.66 0.3910 2.59 2.49 2.40 2.29 2.09 1.95 0.31 0.72 1.2811 2.59 2.50 2.43 2.34 2.13 1.84 0.89 0.52 0.7912 2.91 2.85 2.80 2.75 2.32 1.82 1.67 1.76 0.5013 2.91 2.85 2.81 2.76 2.40 2.04 1.73 1.61 0.3814 3.15 3.04 2.99 2.93 2.81 2.70 1.91 1.56 1.3615 3.94 3.05 3.00 2.94 2.83 2.68 2.10 1.91 1.3916 4.55 3.33 3.30 3.27 2.99 2.72 2.62 2.64 1.5117 5.81 3.33 3.30 3.27 3.02 2.80 2.63 2.59 1.86
Tabla 3.5: Error en % entre la formulación general y la aproximación circular
3.5. Eficiencia del haz principal
La eficiencia del haz determina la calidad de transmisión o recepción de una antena. Laeficiencia del haz principal específica de un array circular de antenas se puede definir según
η =
|E(θ0, φ0)|2
N
N∑
n=1
I2n
× 100 % (3.19)
En la gráfica 3.17 se compara la directividad máxima DM con la directividad con uniformeamplitud y excitación cofasal1 Du para un array de 12 elementos en función de su diámetro. Es
1En la sección 3.4.1 se ha visto lo que es una excitación cofasal. Para un end-fire array con una distancia entreelementos vecinos n y n+ 1 en función de la longitud de onda d(λ)n,n+1, la diferencia entre sus fases progresivas es
∆ψn,n+1 = d(λ)n,n+1 × 360o.
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fácilmente observable que DM siempre es mayor que Du y que DM asciende muy rápidamentecuando el diámetro del array es menor que 2λ, esto es, cuando se encuentra en superdirectividad2.Como los arrays superdirectivos requieren corrientes muy grandes de signos opuestos en elementoscercanos, resultando en excesivas pérdidas de calor y muy poca intensidad de radiación en ladirección del lóbulo principal, la eficiencia baja considerablemente y es necesario controlarla,siendo por ello un parámetro muy importante en el diseño de antenas. Aplicando la desigualdad deSchwarz3, se puede fácilmente demostrar [7] que la eficiencia es del 100 % únicamente para arrayscofasales uniformemente excitados y se hace muy pequeña bajo situaciones de superdirectividad.
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Figura 3.17: Directividad y eficiencia del haz principal para un array circular(N=12,θ0=90o,φ0=0o)
2Una antena es superdirectiva o se encuentra en superdirectividad cuando su propia directividad es mucho mayorque aquélla que obtiene una antena de referencia de su mismo tamaño y geometría. En un array de antenas, lasuperdirectividad se consigue insertando más elementos sin aumentar sus dimensiones, o lo que es lo mismo, reduciendola distancia entre sus elementos. Estas antenas requieren grandes magnitudes y cambios muy rápidos en la fase de susexcitaciones, necesitando corrientes muy grandes y opuestas y una gran precisión a la hora de calcular estos valores.Por ello, este tipo de antenas sufren muchas pérdidas y su eficiencia cae abruptamente.3La desigualdad de Schwarz o desigualdad de Cauchy-Schwarz [12] establece que el producto escalar (A.6) de dosvectores ~x e ~y de n elementos pertenecientes a un espacio (A.4) prehilbertiano4 es menor o igual que el producto desus normas (A.7)
|〈~x, ~y 〉| ≤ ‖~x‖ · ‖~y‖ , ∀ ~x, ~y ∈ Vn
Además, ambos lados de la expresión serán iguales si y sólo si ~x e ~y son linealmente dependientes (geométricamenteparalelos o alguno de magnitud cero), siendo uno de los vectores el múltiplo escalar del otro
|〈~x, ~y 〉| = ‖~x‖ · ‖~y‖ ⇐⇒ ~x = c~y , c ∈ R
4Un espacio prehilbertiano es un espacio vectorial V provisto de un producto escalar |〈· , · 〉| sobre un cuerpo K (A.5) ,el cual puede ser real R o complejo C. Dicho producto escalar está definido según
|〈· , · 〉| : V × V → K
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3.6. Análisis de los resultados
A lo largo de la maximización de la directividad bajo el cociente de dos formas hermíticas, seaprecia claramente en los diagramas de radiación expuestos la mejoría respecto a las propiedadesdirectivas de los distintos arrays sin optimización alguna, siempre que la distancia entre suselementos sea distinta de λ/2. Después del proceso de maximización, el ancho del lóbulo principales notablemente inferior en torno al ángulo en θ al cual se desea radiar. Además sus lóbulossecundarios son bastante menores en magnitud. Cuando los elementos distan entre sí λ/2 elproceso de optimización no mejora en nada las propiedades del factor del array de los arrays sinoptimizar, pues al ser sus excitaciones cofasales, para el caso de λ/2 éstas son soluciones óptimasde por sí. Todo esto se puede comprobar en los ejemplos de la sección 3.4.
Recordando lo que se dijo en la sección 2.7.5 del estado del arte sobre el número delóbulos que aparecían en el diagrama de radiación en θ ∈ [−90, 90], la conclusión era que influíatanto el número de elementos del array como la distancia entre éstos. Una vez se optimiza elarray, sin embargo, el diagrama de radiación obtenido siempre tendrá N lóbulos radiantes, paraun array de N elementos lineal o uno cuadrado de N × N , sea cual sea la distancia entre suselementos. Ejemplos de este comportamiento son los diagramas cuando la distancia entre elementoses pequeña de la sección 3.4.
Por otro lado, al igual que lo que sucede con el factor de array, cuantos más elementos tieneun array, el diagrama de radiación de un array con sus excitaciones optimizadas será más directivo.En la figura 3.18 se muestra un ejemplo del comportamiento de la máxima directividad para variostipos de arrays en función del número de elementos que los compongan. En este ejemplo se vecómo en un principio no importa la topología del array plano, mientras que para el mismo númerode elementos los arrays lineales y circulares son menos directivos. Esto es porque en los arraysplanos los elementos se encuentran más cerca unos de otros y, como se ha visto, cuanto más juntosestén unos de otros mayor directividad obtienen.
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Figura 3.18: Máximas directividades en función del número de elementos para varios tipos dearrays
CAPÍTULO 3. FORMAS HERMÍTICAS (HF) 59
Aplicación de algoritmos de optimización convexa a la síntesis de diagramas de radiación de arrays de antenas
La simetría de los arrays cuya directividad se encuentra optimizada también es la misma quela del factor de array sin optimizar, al igual que los límites en la distancia de sus elementos paraevitar la aparición de grating lobes, visto todo ello con ejemplos en la sección 2.7.5 del estado delarte.
En las tablas de directividades máximas 3.1, 3.2 y 3.3 se puede ver que cuanto más se reducela distancia entre elementos más directivo se vuelve el array. Esto también es equivalente a decirque un array al que se le reduce el número de elementos y la distancia entre ellos mantendrá elvalor de su directividad. De hecho, para distancias muy pequeñas se observa que la directividadaumenta drásticamente. Este efecto se llama superdirectividad y ya se comentó en la nota 2 deeste capítulo. Esto, sin embargo, tiene la gran desventaja de que los elementos muy cercanos entresí requieren grandes valores de alimentación y alteraciones muy rápidas en su fase provocandomuchas pérdidas y baja eficiencia.
Por otro lado, cuando un array es lineal y se halla compuesto de N elementos isotrópicos yequidistantes a una distancia de λ/2, está demostrado [2] que su máxima directividad es N y quetiende a N2 según la distancia entre elementos se aproxima a cero. Este comportamiento se puedeobservar en la tabla 3.1 de la página 46.
En la sección 3.4.2, que analiza desarrollos alternativos cuando se cumple que un array eslineal o circular y que sus elementos son isotrópicos separados a la misma distancia relativa unosde otros, se han calculado las tablas de errores 3.4 y 3.5. Estas tablas sirven para comparar losresultados de las directividades máximas obtenidas mediante el método general del cociente deformas hermíticas con las expresiones analíticas de los casos especiales posteriormente descritos.Aquí también se comprueban los efectos de la superdirectividad, donde los errores entre amboscálculos son bastante elevados comparados con el resto de valores.
Por último, se ha estudiado la eficiencia del haz principal de un array. Para un array circularuniforme su directividad máxima es siempre mayor a su directividad alimentada con una excitacióncofasal, siendo muy elevada la primera cuando el array se encuentra en superdirectividad. Debidoa la gran demanda de intensidad que requieren los arrays superdirectivos su eficiencia decaedrásticamente. De este modo se enunció que sólo los arrays circulares cofasales uniformementeexcitados alcanzan una eficiencia que tiende al 100 % y que ésta cae a valores muy bajos cuandoel array entra en superdirectividad.
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Capítulo 4
Programación cuadrática (QP)
4.1. Introducción
Siguiendo el esquema del capítulo 3, donde se utilizaban formas hermíticas para optimizarlos pesos y la directividad máxima, se va a proceder ahora a plantear el mismo sistema como unproblema de programación cuadrática, cuyos fundamentos se explican a continuación. Después deresolverlo mediante Programación Cuadrática (QP), se compararán los resultados obtenidos conaquéllos logrados en el capítulo anterior, dibujando algunos diagramas de radiación de relevancia.Además, se van a introducir restricciones de campo nulo y de nivel de lóbulos secundarios.
Después de esta introducción, se procede a enunciar los fundamentos de un problema deprogramación cuadrática general y los elementos que lo componen. Seguidamente se repasan lasherramientas utilizadas para su resolución. Más adelante, se aplica la programación cuadrática ala síntesis de diagramas de radiación, creando para ello cuatro grandes bloques, los cuales son elde maximización de la directividad únicamente, con restricciones de campo nulo, con restriccionesde lóbulos secundarios y con la combinación de las dos anteriores. Todos estos bloques cuentancon numerosos ejemplos y gráficas para su correcta visualización.
A su vez, el planteamiento del problema de programación cuadrática se puede subdividir endos casos. El primero, principalmente cuando el sistema apunta a θ0 = 0 (los demás casos se venen 2.7.5), donde se obtienen diagramas de radiación simétricos y esto hace que se simplifiquenlos cálculos al eliminarse la parte compleja en las operaciones. En el segundo, el caso general,para un apuntamiento en cualquier θ, se obtienen por contra diagramas de radiación asimétricos yel problema sí incluirá variables complejas y necesitará un mayor desarrollo matemático, pues lasherramientas de las que se hace uso sólo aceptan variables reales. Para cada caso, se estudiarátambién cómo afectan las restricciones de campo nulo y de lóbulos secundarios.
Al igual que en el capítulo anterior, se va a suponer que los elementos del array sonisotrópicos, siendo la estructura física de los elementos que conforman el array y la banda a laque operan irrelevante. También se obvian las implicaciones de acoplo mutuo.
Para el desarrollo del problema, se ha hecho uso del paquete de MATLABr quadprog, vistoen profundidad en este capítulo en 4.3, que hace uso del método del punto interior convexo parasolucionar el problema de programación cuadrática.
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4.2. Fundamentos
La programación cuadrática busca la solución óptima minimizando una función cuadráticasujeta a varias restricciones lineales. Si éstas no lo fueran, habría que hacer uso de otras técnicasde optimización como SOCP, la cual se ve en el capítulo 5.
La expresión general de un problema de optimización cuadrática es la siguiente
minimize
x
1
2
xTQx+ cTxsubject to Ax ≤ b
Aeqx = beq
(4.1)
donde, siendo n el número de variables y m el número de restricciones, Q es una matriz realpositiva simétrica n×n que contiene los coeficientes de los elementos cuadráticos y c es un vectorcolumna de dimensión n que contiene los coeficientes de los elementos lineales. Las variables dedecisión están representadas por el vector n-dimensional x, las restricciones de desigualdad eigualdad por las matrices m×n A y Aeq respectivamente, y los coeficientes del lado derecho porlos vectores m-dimensionales b y beq . Además el problema es convexo, esto es, existe una soluciónfactible y la región de restricciones se encuentra acotada.
Se pueden establecer ciertas condiciones necesarias y suficientes para que la solución delproblema sea óptima. Estas condiciones son conocidas como las condiciones de Karush-Kuhn-Tucker, que no son más que una generalización del método de los multiplicadores de Lagrange.Existen numerosos métodos para la resolución de un problema de optimización cuadrática, todosellos iterativos, de los cuales los más importantes son:
• Método del punto interior [13], [14], [15], [16].
• Método del conjunto activo [17], [18], [19], [20].
• Método del lagrangiano aumentado [21], [22], [23], [24].
• Método del gradiente conjugado [25], [26], [27].
• Método del gradiente proyectado [28], [29], [30].
• Extensiones del algoritmo símplex [31], [32], [33].
4.3. Herramientas
Como se ha dicho en la introducción, el cálculo de los problemas de optimización cuadráticase llevará a cabo mediante la función quadprog del programa MATLABr. Esta función, por defectoy aquí utilizado, hace uso del método del punto interior convexo, aunque también puede usar otroscomo el del método del conjunto activo. Se ha pintado la sintaxis de MATLABr de naranjarespetando el negro para las expresiones teóricas que se estudian durante todo el capítulo.
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Partiendo de la expresión general de un problema de optimización cuadrática enunciada en(4.1), la sintaxis de la función quadprog es la siguiente
x = quadprog(H ≡ Q,f ≡ c,A, b,Aeq, beq)
donde x es el vector que optimiza la función 12xTQx+cTx sujeta a la restricción de desigualdad
Ax ≤ b y a la restricción de igualdad Aeqx = beq . Todos estos parámetros de entrada deben serreales, razón por la cual se debe hacer una transformación cuando las variables del problema deoptimización son complejas, como se verá en la siguiente sección.
Se ha utilizado un mallado para los ángulos del espacio θ y φ de 1.000 muestras, mientrasque para la restricción del nivel de lóbulos secundarios se ha usado un paso de θj y φj de 0,1o.
4.4. Maximización de la directividad
En los dos siguientes apartados se procede a realizar los cálculos necesarios para maximizarla directividad para el caso en que el array produce diagramas de radiación simétricos y para elcaso general, dibujando algunos ejemplos de relevancia.
4.4.1. Caso particular de diagramas de radiación simétricos
Cuando el array apunta principalmente a θ0 = 0, los cálculos descritos a continuación sesimplifican, al obtenerse valores reales en el factor de fase (3.4) y en las excitaciones de cada unode los elementos del array 2.7.4. Esto produce diagramas de radiación simétricos respecto a cero.
En el capítulo anterior, se definió la directividad en su forma genérica (3.6) y como el ratiode dos matrices hermíticas (3.8). El proceso aquí es el mismo, y por tanto se vuelve a hacer uso delas dos formas hermíticas [A] y [B], definidas en (3.9) y (3.10) respectivamente. Recordando pueslas fórmulas juntas de la directividad
D =
|E(θ0, φ0)|2
1
4pi
Prad
=
〈w†〉[A]{w}
〈w†〉[B]{w} (4.2)
es claro que para una intensidad de radiación (numerador) constante, la máxima directividad sepuede conseguir minimizando la potencia de radiación (denominador). Según lo visto en 4.2, elproblema de optimización cuadrática se puede plantear como
minimize
w
Prad = 〈w†〉[B]{w}subject to |E(θ0, φ0)|2 = 〈w†〉[A]{w} = k (4.3)
donde k es un número real distinto de cero (no confundir con el número de onda) y siendo losvalores de quadprog que interesan los siguientes
w = quadprog(H, [ ], [ ], [ ],Aeq, beq)
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Como la intensidad de radiación tiene que permanecer constante, y recordando el factor defase definido en (3.4)
|E(θ0, φ0)|2 = 〈w†〉[A]{w} = 〈w†〉{g0}〈g†0〉{w} = k (4.4)tomando la raíz cuadrada
E(θ0, φ0) = 〈g†0〉{w} = k′ , k′ =
√
k ∈ R 6= 0 (4.5)
Dicha constante pertenecerá al conjunto de los números reales, al sólo aceptar el problematipo valores reales. Sin embargo, tanto el factor de fase {g0} como los pesos {w} pueden tomarvalores complejos
<(E(θ0, φ0))+ j=(E(θ0, φ0)) = <(〈g†0〉{w})+ j=(〈g†0〉{w}) = k′ (4.6)
Recordando de nuevo la expresión del factor de fase del capítulo anterior (3.4), si θ=0oentonces éste será siempre igual a la unidad independientemente del valor que tome φ. Análo-gamente ocurre con la función de la potencia (3.3), con lo que la matriz [B] definida en (3.10),también será real y no habrá que hacer cálculos adicionales. Los pesos resultantes también to-marán valores reales, con lo que simplemente se puede reescribir el problema de programacióncuadrática anterior (4.3) como minimize
w
〈w†〉[B]{w}
subject to 〈g†0〉{w} = k′ (4.7)
Equivalentemente, se puede hallar la función de potencia {gi} vista en (3.3), que a su vezconstituye la matriz [B], según su geometría, adaptada de [34]. Como en el caso simétrico susparámetros son reales, las expresiones cambian de contener funciones exponenciales complejas asenos y cosenos reales.
Para un array lineal de elementos equiespaciados, se divide el array en dos partes simétri-cas cuyos pesos también lo serán. Esto significa que las excitaciones se encuentran doblementerepetidas a un lado y al otro del punto medio del array, con lo que basta con hallar sólo las de unlado y luego duplicarlas. Para que se cumpla esta simetría, el número de elementos N que poseeel array ha de ser par. La siguiente figura muestra esta idea, donde cada elemento del mismo colorposeerá la misma excitación en módulo y fase
x0
d
Figura 4.1: Simetría en un array lineal
La fórmula de la función de potencia es
{gi} = 2
N/2∑
p=1
cos[piui(p− 12)] (4.8)
con
ui = 2d sin(θi)/λ (4.9)siendo d la distancia en función de λ entre dos elementos cualquiera del array lineal.
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Para un array plano de elementos equiespaciados, análogamente éste se divide en cuatropartes simétricas y se optimiza sólo para una de ellas, cuadruplicando al final las excitacionesobtenidas. Los números de elementos N y M han de ser ambos pares. La idea es la siguiente,donde cada elemento del mismo color tendrá el mismo valor en su excitación
x
y
dx
dy
Figura 4.2: Simetría en un array plano
La expresión se extiende según
{gi} = 4
N/2∑
p=1
M/2∑
q=1
cos[piui(p− 12)] cos[pivi(q − 12)] (4.10)
con
ui = 2dx sin(θi) cos(φi)/λ
vi = 2dy sin(θi) sin(φi)/λ
(4.11)
siendo dx y dy la distancia en función de λ entre dos elementos cualquiera en los planos x e yrespectivamente del array plano.
Sea cual sea la estrategia llevada a cabo, los valores a introducir en quadprog son lossiguientes
H = 2[B] , Aeq = 〈g†0〉 , beq = k′
A continuación se muestran varios ejemplos de diagramas de radiación donde se ha maximi-zado la directividad mediante la teoría expuesta anteriormente. Se recuerda que para los factoresde array alimentados mediante excitaciones cofasales (sin optimizar) se ha utilizado la notaciónSO, para los optimizados mediante formas hermíticas HF y para los optimizados con programacióncuadrática QP.
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Figura 4.3: Factor de array con y sin optimizar para un array lineal(N=17,dx=0.125λ,θ0=0o)
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Figura 4.4: Factor de array con y sin optimizar para un array circular(N=17,r=0.3401λ,dr=0.125λ,θ0=0o,φ0=0o)
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Figura 4.5: Factor de array con y sin optimizar para un array cuadrado(N=M=8,dx=dy=0.125λ,θ0=0o,φ0=0o)
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Figura 4.6: Factor de array con y sin optimizar para un array rectangular(N=9,M=7,dx=dy=0.125λ,θ0=0o,φ0=0o)
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4.4.2. Caso general de diagramas de radiación asimétricos
Para cualquier dirección de apuntamiento distinta a las enunciadas en 2.7.5, el diagrama deradiación será asimétrico y los valores de {g0} y {w} adquirirán valores complejos, con lo que sedebe dar otro valor real a la parte imaginaria de su producto para terminar de definir el valor delcampo eléctrico, el cual sí puede ser complejo. Así, de la ecuación 4.6 se obtiene el siguiente parde ecuaciones {
<(E(θ0, φ0)) = <(〈g†0〉{w}) = k′ (4.12a)
=(E(θ0, φ0)) = =(〈g†0〉{w}) = k′′ (4.12b)donde k′′ ∈ R es otra constante real, la cual puede valer incluso k′ o cero.
Desarrollando la multiplicación 〈g†0〉{w}, obtenemos que la parte real del producto de dosnúmeros complejos es la diferencia de sus partes reales y sus partes imaginarias, mientras que laparte imaginaria es la suma de los dos productos de la parte real de uno con la imaginaria delotro
〈g†0〉{w} =
(
<(〈g†0〉)+ j=(〈g†0〉))(<({w})+ j=({w}))
= <(〈g†0〉)<({w})−=(〈g†0〉)=({w})+ j[<(〈g†0〉)=({w})+ =(〈g†0〉)<({w})] (4.13)
De este modo, sustituyendo (4.13) en el par de ecuaciones (4.12a) y (4.12b) se obtiene elsistema final de dos ecuaciones{
<(〈g†0〉{w}) = <(〈g†0〉)<({w})−=(〈g†0〉)=({w}) = k′ (4.14a)
=(〈g†0〉{w}) = <(〈g†0〉)=({w})+ =(〈g†0〉)<({w}) = k′′ (4.14b)por lo cual se debe definir la parte real e imaginaria de {g0} que englobe el resultado anteriorsegún 
〈g†0R〉 =
[
<(〈g†0〉) −=(〈g†0〉)] (4.15a)
〈g†0I〉 =
[
=(〈g†0〉) <(〈g†0〉)] (4.15b)
Lo mismo ocurre con la matriz [B], la cual puede tomar valores complejos para cualquierdirección de apuntamiento. Desarrollando la función a minimizar de (4.3)
〈w†〉[B]{w} =
(
<(〈w†〉)+ j=(〈w†〉))(<([B])+ j=([B]))(<({w})+ j=({w}))
= <(〈w†〉)<([B])<({w})−



:0
=(〈w†〉)=([B])<({w})−
−



:0
<(〈w†〉)=([B])=({w})−=(〈w†〉)<([B])=({w})+
+ j
[



:0
<(〈w†〉)<([B])=({w})−=(〈w†〉)=([B])=({w})+
+ <(〈w†〉)=([B])<({w})+



:0
=(〈w†〉)<([B])<({w})] =
= <(〈w†〉)<([B])<({w})−=(〈w†〉)<([B])=({w})+
+ j
[
=(〈w†〉)=([B])=({w})+ <(〈w†〉)=([B])<({w})]
(4.16)
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obteniendo igualmente para [B] el sistema de dos ecuaciones
{
<(〈w†〉[B]{w}) = <(〈w†〉)<([B])<({w})−=(〈w†〉)<([B])=({w}) (4.17a)
=(〈w†〉[B]{w}) = =(〈w†〉)=([B])=({w})+ <(〈w†〉)=([B])<({w}) (4.17b)
y definiendo igualmente la parte real e imaginaria de la matriz [B] según

[BR] =
[
<([B]) −=([B])] (4.18a)
[BI ] =
[
=([B]) <([B])] (4.18b)
Todo esto provoca que la variable a optimizar {w} quede también desdoblada en su partereal <({w}) e imaginaria =({w}). Por esto, se debe realizar el siguiente cambio de variable paraenglobarlas a las dos
{x} =
[
<({w})
=({w})
]
∈ R2N (4.19)
Como se puede ver, el número de variables a resolver se ha doblado con el nuevo cambio devariable. Finalmente se puede reescribir el caso general de la ecuación (4.3)
minimize
x
〈x†〉
[
[BR]
[BI ]
]
{x}
subject to 〈g†0R〉{x} = k′
〈g†0I 〉{x} = k′′
(4.20)
y los valores de quadprog basándose en los pares de ecuaciones (4.14a), (4.14b), (4.17a) y (4.17b)
H = 2
(
[BR]
[BI ]
)
, Aeq =
(〈g†0R〉
〈g†0I〉
)
, beq =
(
k′
k′′
)
Por último recordar que para obtener las excitaciones de los elementos del array se debedeshacer el cambio de variable realizado en (4.19) según
{w} = {x0...N−1}+ j{xN...2N−1} ∈ CN (4.21)
Seguidamente se muestran varios ejemplos para el caso general de maximización de ladirectividad en programación cuadrática para cualquier apuntamiento.
CAPÍTULO 4. PROGRAMACIÓN CUADRÁTICA (QP) 69
Aplicación de algoritmos de optimización convexa a la síntesis de diagramas de radiación de arrays de antenas
−180 −150 −120 −90 −60 −30 0 30 60 90 120 150 180−50
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
θ (o)
AF(d
B)
SOHFQP
Figura 4.7: Factor de array con y sin optimizar para un array lineal(N=17,dx=0.125λ,θ0=90o)
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Figura 4.8: Factor de array con y sin optimizar para un array circular(N=17,r=0.3401λ,dr=0.125λ,θ0=90o,φ0=0o)
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Figura 4.9: Factor de array con y sin optimizar para un array cuadrado(N=M=8,dx=dy=0.125λ,θ0=90o,φ0=0o)
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Figura 4.10: Factor de array con y sin optimizar para un array rectangular(N=9,M=7,dx=dy=0.125λ,θ0=90o,φ0=0o)
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4.5. Restricción de campo nulo
Introducir un nulo no es más que dejar de radiar en un punto concreto del espacio o, lo quees lo mismo, que la intensidad de radiación para un determinado ángulo sea cero
E(θnullsi , φnullsi) = 0 (4.22)siendo U el número de nulos con i = 1, . . . , U y siendo los ángulos correspondientes a cada nulo
θnullsi y φnullsi , donde no se desea radiar.Esto es altamente deseable cuando existen varios sistemas radiantes y no se quiere interferirentre ellos. En la práctica, la obtención de nulos es irreal, pues siempre hay algún nivel de radiaciónpor mínimo que sea, pero gracias a las constantes mejoras tanto en el diseño y construcción deantenas como en las técnicas de optimización de sus excitaciones, dichos niveles de radiación soncada vez menores.
En la presente sección se muestran las modificaciones en el desarrollo matemático previopara la introducción de nulos y algunos ejemplos de cómo éstos afectan a la maximización de ladirectividad para los dos casos previamente estudiados.
4.5.1. Caso particular de diagramas de radiación simétricos
Para generar diagramas simétricos en torno a θ0 simplemente hace falta introducir unarestricción adicional por cada nulo según la ecuación previa (4.22) a la fórmula real analizada en(4.3) minimize
w
〈w†〉[B]{w}
subject to 〈g†0〉{w} = k′
〈g†nullsi〉{w} = 0
(4.23)
donde {gnullsi} es el vector columna que contiene cada uno de los nulos, que tiene la siguienteforma, similar a la del factor de potencia visto en (3.3)
{gnullsi} = g(θnullsi , φnullsi) =

exp[−jk sin θnullsi(x1 cosφnullsi + y1 sinφnullsi)]
exp[−jk sin θnullsi(x2 cosφnullsi + y2 sinφnullsi)]
exp[−jk sin θnullsi(x3 cosφnullsi + y3 sinφnullsi)]...
exp[−jk sin θnullsi(xN cosφnullsi + yN sinφnullsi)]

(4.24)
Del mismo modo que se hizo con la función de potencia en la sección 4.4.1 de maximización dela directividad, también se puede sacar la función de los nulos según su geometría, con expresionesanálogas a (4.8) y (4.10). Para un array lineal de elementos equiespaciados, la fórmula de los nuloses
{gnullsi} = 2
N/2∑
p=1
cos[piui(p− 12)] (4.25)
con
ui = 2d sin(θnullsi)/λ (4.26)
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Para un array plano de elementos equiespaciados, la expresión queda según
{gnullsi} = 4
N/2∑
p=1
M/2∑
q=1
cos[piui(p− 12)] cos[pivi(q − 12)] (4.27)
con
ui = 2dx sin(θnullsi) cos(φnullsi)/λ
vi = 2dy sin(θnullsi) sin(φnullsi)/λ
(4.28)
Los valores en quadprog se pueden sustituir de manera sencilla según
H = 2[B] , Aeq =
( 〈g†0〉
〈g†nullsi〉
)
, beq =
(
k′
0i
)
A continuación se muestra una comparativa entre la maximización de la directividad de unarray lineal con y sin restricción de nulos. Al ser diagramas simétricos, los nulos se reflejan tambiénsimétricamente.
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Figura 4.11: Comparativa con y sin campo nulo en un array lineal(N=18,dx=0.425λ,θ0=0o)
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4.5.2. Caso general de diagramas de radiación asimétricos
Para radiar en cualquier punto del espacio introduciendo además restricciones de camponulo se introduce simplemente la restricción de los nulos enunciada en (4.22) al problema deoptimización cuadrática para todo θ visto en (4.20).
Para ello, primeramente hay que extender la fórmula que contiene los nulos presentada en(4.24) del mismo modo que se hacía en el par de ecuaciones (4.15a) y (4.15b), según

〈g†nullsiR 〉 =
[
<(〈g†nullsi〉) −=(〈g†nullsi〉)] (4.29a)
〈g†nullsiI 〉 =
[
=(〈g†nullsi〉) <(〈g†nullsi〉)] (4.29b)
Seguidamente, este par de ecuaciones se iguala a cero y se añade a la fórmula del casogeneral de programación cuadrática para cualquier apuntamiento vista en (4.20). Esto queda dela siguiente forma
minimize
x
〈x†〉
[
[BR]
[BI ]
]
{x}
subject to 〈g†0R〉{x} = k′
〈g†0I 〉{x} = k′′
〈g†nullsiR 〉{x} = 0
〈g†nullsiI 〉{x} = 0
(4.30)
Los valores que se introducen en quadprog son
H = 2
(
[BR]
[BI ]
)
, Aeq =

〈g†0R〉
〈g†0I〉
〈g†nullsiR 〉
〈g†nullsiI 〉
 , beq =

k′
k′′
0
0...
0
0


length(nulls)× 2
El siguiente ejemplo muestra un caso de restricción de nulos para un apuntamiento en θdistinto de cero.
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Figura 4.12: Array lineal con restricciones de nulos asimétricas(N=18,dx=0.425λ,θ0=-30o)
4.6. Restricción de los lóbulos secundarios
De forma similar a la introducción de nulos, las restricciones en los lóbulos secundarioslimitan el valor de la intensidad de radiación a un máximo establecido respecto al nivel del campoen la zona de máximo apuntamiento para una región del espacio determinada. La expresión será
|E(θj , φj)| ≤ 10
−SLLj
20 |E(θ0, φ0)| (4.31)
donde θj y φj son los ángulos del espacio donde se radiará con un nivel máximo de −SLLj dB(10−SLLj20 en unidades naturales). Recordar que la región de máximo apuntamiento se encuentranormalizada a 0 dB en el origen (uno en unidades naturales).
Las limitaciones en los lóbulos secundarios son también de gran importancia para no inter-ferir con otros sistemas radiantes o para cumplir ciertos requerimientos o normas en los que seespecifique el nivel de potencia radiada según qué zona del espacio apunte una antena.
En esta sección se introducen restricciones en la magnitud de los SLL para ciertos rangosen los ángulos θ y φ, lo cual afectará, de igual modo que la introducción de nulos en el apartadoanterior, al diagrama de máxima directividad para ambos casos.
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4.6.1. Caso particular de diagramas de radiación simétricos
Para este caso, a la fórmula del caso real vista en (4.3) hay que añadir la restricción dedesigualdad limitando los lóbulos secundarios para cada rango de θ y φ vista en (4.31)
minimize
w
〈w†〉[B]{w}
subject to ‖〈g†j〉{w}‖ ≤ 10−SLLj20 ‖〈g†0〉{w}‖
〈g†0〉{w} = k′
(4.32)
Desarrollando la norma y despejando, se obtienen dos restricciones lineales de desigualdad
minimize
w
〈w†〉[B]{w}
subject to (〈g†j〉 − 10−SLLj20 〈g†0〉){w} ≤ 0(
− 〈g†j〉 − 10
−SLLj
20 〈g†0〉
)
{w} ≤ 0
〈g†0〉{w} = k′
(4.33)
Análogamente a lo que se hizo con la función de potencia en la sección 4.4.1 de maximizaciónde la directividad y con la introducción de nulos en la sección 4.5.1, se puede hallar también larestricción del SLL según su geometría, con expresiones similares a (4.8),(4.25) y (4.10),(4.25).Para un array lineal de elementos equiespaciados, la fórmula que limita los lóbulos secundarioses
{gj} = 2
N/2∑
p=1
cos[piuj(p− 12)] (4.34)
con
uj = 2d sin(θj)/λ (4.35)Para un array plano de elementos equiespaciados, la expresión es
{gj} = 4
N/2∑
p=1
M/2∑
q=1
cos[piuj(p− 12)] cos[pivj(q − 12)] (4.36)
con
ui = 2dx sin(θj) cos(φj)/λ
vi = 2dy sin(θj) sin(φj)/λ
(4.37)
Ahora se tienen que añadir los dos nuevos campos A y b en la formulación usada porquadprog (no confundir con los usados para el desarrollo de la teoría de optimización)
w = quadprog(H, [ ],A, b,Aeq, beq)
siendo sus valores los siguientes
H = 2[B] , A =
 〈g†j〉 − 10−SLLj20 〈g†0〉
−〈g†j〉 − 10
−SLLj
20 〈g†0〉
 , b =
0 , 0 , · · · , 0︸ ︷︷ ︸
length(θj)×2
 , Aeq = 〈g†0〉 , beq = k′
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Los siguientes ejemplos muestran una comparativa con y sin restricción de lóbulos secun-darios y varias restricciones distintas para rangos en θ.
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Figura 4.13: Comparativa con y sin restricción en los lóbulos secundarios en un array lineal(N=18,dx=0.5λ,θ0=0o)
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Figura 4.14: Múltiples restricciones en los lóbulos secundarios en un array lineal(N=18,dx=0.425λ,θ0=0o )CAPÍTULO 4. PROGRAMACIÓN CUADRÁTICA (QP) 77
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Figura 4.15: Restricción de SLL=25 dB en un array cuadrado para θ ∈ [20, 90]
∀ φ ∈ [0, 360] (N=M=8,dx=dy=0.5λ,θ0=0o,φ0=0o)
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Figura 4.16: Representación del diagrama anterior para los planos φ = 0o, 45o, 90o
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4.6.2. Caso general de diagramas de radiación asimétricos
La limitación de los lóbulos secundarios para cualquier apuntamiento en θ no se puederesolver mediante programación cuadrática, pues se plantea un problema de optimización sujeto arestricciones no lineales debido a la componente compleja que adquiere. De este modo, se debehacer uso de modelos que permitan operar con restricciones cuadráticas, como la Programaciónen Cono de Segundo Orden (SOCP), la cual se estudia en la sección 5.6 del capítulo siguientecomo un problema general que engloba tanto el caso simétrico como el asimétrico.
4.7. Restricciones simultáneas de campo nulo y lóbulos secundarios
Por último, se procede a juntar las restricciones de campo nulo y de lóbulos secundariosen el mismo problema de optimización de maximización de la directividad, aunando todas lasrestricciones que se han estudiado a lo largo del capítulo. Al igual que en las secciones previas,después de plantear el problema de optimización completo e introducir los datos en quadprog, sedibujará algún ejemplo de sus diagramas de radiación.
Al no poderse limitar los lóbulos secundarios en el caso asimétrico, la suma de ambasrestricciones solamente será posible para diagramas de radiación simétricos, como se muestra acontinuación.
4.7.1. Caso particular de diagramas de radiación simétricos
Para este caso, como ya se ha visto, hay que añadir al planteamiento general del problema(4.3) las restricciones de campo nulo (4.22) y las de los lóbulos secundarios (4.31), llegando a laexpresión global
minimize
w
〈w†〉[B]{w}
subject to ‖〈g†j〉{w}‖ ≤ 10−SLLj20 ‖〈g†0〉{w}‖
〈g†0〉{w} = k′
〈g†nullsi〉{w} = 0
(4.38)
Los campos activos de quadprog son los siguientes
w = quadprog(H, [ ],A, b,Aeq, beq)
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y sus valores son
H = 2[B]
A =
 〈g†j〉 − 10−SLLj20 〈g†0〉
−〈g†j〉 − 10
−SLLj
20 〈g†0〉
 , b =
0 , 0 , · · · , 0︸ ︷︷ ︸
length(θj)×2

Aeq =

〈g†0R〉
〈g†0I〉
〈g†nullsiR 〉
〈g†nullsiI 〉
 , beq =

k′
0
0
0...
0
0


length(nulls)× 2
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Figura 4.17: Restricciones de nulos en θ = 28o, 62o, 90o y restricciones de SLL en un array lineal(N=18,dx=0.425λ,θ0=0o)
4.7.2. Caso general de diagramas de radiación asimétricos
Como ya se ha mencionado anteriormente, hay que hacer uso de técnicas más sofisticadaspara obtener diagramas de radiación con las restricciones propuestas para cualquier apuntamientoen θ y φ. En el capítulo siguiente se estudiará una de las más importantes, SOCP.
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4.8. Análisis de los resultados
Con programación cuadrática se obtienen resultados muy similares a los obtenidos con elcociente de formas hermíticas cuando se trata de hallar la máxima directividad de un array deantenas. Los diagramas de radiación varían de una optimización a otra en ligeros cambios enmagnitudes, anchos y fases de los lóbulos radiantes que apenas modifican el valor absoluto de ladirectividad máxima. Los ejemplos de diagramas se pueden ver en los ejemplos de la sección 4.4.A continuación, en la tabla 4.1, se muestra la diferencia entre la directividad máxima cuadráticay hermítica según la fórmula (4.39) obtenida gracias a los desarrollos de los capítulos 3 y 4, paravarios arrays de cada tipo. Cabe destacar que d = dx = dy = dr .
Difherm−QP = |Dmax(cuadrática)−Dmax(hermítica)| (dB) (4.39)
Dif d=0.1λ d=0.3λ d=0.5λ d=0.7λ d=0.9λArray linealN=25 1.1463 0.51448 0.026255 0.037598 0.045222N=64 0.24524 0.53606 0.074187 0.10939 0.14476N=100 1.1675 0.78083 0.12537 0.19042 6.3057Array circularN=25 0.00014518 0.00080325 0.0023129 0.0036211 0.0023743N=64 0.0008243 0.0048686 0.010938 0.020041 0.0243N=100 0.0015111 0.011035 0.032464 0.049163 0.08817Array cuadradoN=5 0.0066516 0.0012565 0.0011262 0.012624 0.17081N=8 1.0074 0.011752 0.019769 0.025018 0.60874N=10 16.1262 0.017767 0.020657 0.0031472 0.41555Array rectangularN=6,M=4 0.0036647 0.0028991 0.0048715 0.0131 0.064913N=9,M=7 7.3853 0.02666 0.0057165 0.0047749 0.20776N=11,M=9 23.5931 0.11943 0.015304 0.075906 0.092854
Tabla 4.1: Diferencia en dB entre la optimización cuadrática y la hermítica
Se puede apreciar cómo las diferencias más grandes (algunas de ellas inaceptables, como lasmarcadas en rojo) aparecen en los casos extremos, tanto cuando el array se encuentra en su-perdirectividad (distancias entre elementos muy bajas como d=0.1λ, ver nota 2 del capítulo 3),como cuando la distancia entre elementos se aproxima a λ, lo cual, como se vio en la sección2.7.5 del estado del arte, produce la aparición de lóbulos radiantes máximos no deseados llamadosgrating lobes. Estos casos provocan que el algoritmo de programación cuadrática no encuentre aveces la solución óptima alcanzando el número máximo de iteraciones posibles. En torno a λ/2 lasdiferencias son tan bajas que ambas directividades máximas se pueden considerar iguales.
A lo largo del capítulo se ha distinguido entre dos grandes casos para plantear el desarrollode la optimización cuadrática. El primero, cuando el array apunta principalmente a θ0 = 0 (aunqueno es el único caso, ver 2.7.5), en el cual la expresión del factor fase, definida en (3.4), es siempre
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igual a uno y las excitaciones que minimizan la directividad máxima con o sin restricciones adicio-nales son reales. El planteamiento y los cálculos son entonces más sencillos, teniendo, en un arrayde N elementos, N variables (pesos) a resolver. Este caso arroja diagramas de radiación simétri-cos en torno a θ = 0. Paralelamente, cuando el array apunta a cualquier otro punto del espacio,el factor de fase adquiere parte compleja, así como los pesos hallados mediante la optimizacióncuadrática. Los desarrollos son más largos debido a que las herramientas utilizadas sólo admitenparámetros reales, teniendo el problema de optimización ahora que resolver 2N variables (que sonla parte real e imaginaria de cada peso), desdoblándose además en dos la función a minimizar ycada una de las restricciones del problema y conteniendo el doble de valores. Este caso general,que abarca también el caso particular de θ0 = 0, produce diagramas de radiación simétricos en
θ = 0 y asimétricos para cualquier otro θ.
También se ha visto en el apartado 4.6.2 que con las técnicas de programación cuadrática esimposible limitar el nivel de lóbulos secundarios para cualquier apuntamiento en θ. Esto es porque,al adquirir su restricción de desigualdad valores complejos, ésta dejaría de ser lineal y el problemadejaría a su vez de ser un problema de optimización cuadrático, según las bases establecidas en lasección de fundamentos 4.2. Para resolver este nuevo planteamiento se deben recurrir a técnicasmás sofisticadas como la Programación en Cono de Segundo Orden (SOCP).
La introducción de nulos en el problema de maximización de la directividad provoca ligeroscambios en la forma del diagrama de radiación de un array, causada por la necesidad de evitarcualquier nivel de radiación sobre un punto preciso del espacio. Alrededor del nulo, se puedever que los lóbulos secundarios ganan altura con respecto a los generados sin dicho nulo. Estecomportamiento se puede comprobar en el ejemplo 4.11 de la página 73.
Echando un vistazo a los diagramas de maximización de la directividad para un array deantenas sin ninguna restricción adicional, se puede comprobar cómo varía la magnitud de suslóbulos secundarios a lo largo del espacio en θ (ver ejemplos de la sección 4.4). Sin embargo,al imponerles la restricción de un cierto nivel por debajo del lóbulo principal, éstos permanecenconstantes en altura durante todo el rango para el cual dicha restricción es válida (ver ejemplos dela sección 4.6). Esto es señal de que se ha alcanzado la solución óptima y esto es una característicatípica de los arrays de Dolph-Chebyshev.
El array de Dolph-Chebyshev es óptimo si para un cierto nivel de lóbulos secundarios éstos tienenla misma magnitud (o altura en su diagrama de radiación). Con lo cual, esto significa que restringircierto rango de θ para un SLL dado implica una elevación de aquéllos que se encuentren por debajode esta limitación. Otra propiedad de este tipo de arrays es que para un cierto nivel de lóbulossecundarios el ancho del lóbulo principal en su diagrama de radiación es mínimo o, lo que es lomismo, para un ancho dado del lóbulo principal sus lóbulos secundarios serán mínimos y ademástendrán la misma altura. Esto último se ve como un caso especial en las secciones 5.8 y 6.4.
En la tabla 4.2 se muestra la diferencia entre las excitaciones resultantes de la optimizacióncuadrática con restricción del nivel de lóbulos secundarios del ejemplo 4.13 de la página 77 conlas calculadas para un array tipo de Dolph-Chebyshev de las mismas características y restricción,según la siguiente fórmula
DifQP−DC = |{w}QP − {w}DC | (4.40)
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w0 w1 w2 w3 w4 w50.2292 0.1934 0.1275 0.1428 0.0940 0.1724
w6 w7 w8 w9 w10 w110.1824 0.0162 0 0 0.0162 0.1824
w12 w13 w14 w15 w16 w170.1724 0.0940 0.1428 0.1275 0.1934 0.2292
Tabla 4.2: Diferencia (×10−4) entre las excitaciones del ejemplo con restricción de SLL 4.13 y suequivalente Dolph-Chebyshev
Como se ve, la diferencia entre el array calculado mediante programación cuadrática con restriccio-nes en sus lóbulos secundarios y el array tipo equivalente de Dolph-Chebyshev es prácticamenteinexistente, con lo que se confirma este comportamiento y que, por tanto, la solución encontradaes óptima.
Por último, la figura 4.15 de la página 78 muestra la representación tridimensional para todoángulo φ de la maximización de la directividad con la restricción homogénea del nivel de lóbulossecundarios para un array cuadrado. La figura 4.16 representa los planos en φ=0o,45o,90o que noson más que los cortes de la gráfica tridimensional en esos ángulos. Se ve cómo los planos φ=0oy φ=90o son iguales. Esto es porque el array es cuadrado y su geometría por tanto es la mismatanto horizontal como verticalmente, generando idénticos diagramas de radiación a lo largo deambos ejes. Esto no sucederá con arrays rectangulares, como se verá en el siguiente capítulo. Elplano φ=45o representa la diagonal del array y, por tanto, su diagrama de radiación es distinto ybastante inferior en módulo que los otros dos, ya que la separación relativa entre los elementoses mayor en dicha dirección.
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Capítulo 5
Programación en Cono de SegundoOrden (SOCP)
5.1. Introducción
En este capítulo se procede a aplicar la técnica de Programación en Cono de Segundo Orden(SOCP), la cual permite resolver problemas convexos lineales bajo restricciones cuadráticas. Deeste modo, este capítulo supone una continuación del anterior, donde se llegaba a un punto, el dela introducción de un valor límite para los lóbulos secundarios según ciertos rangos de θ, el cualera irresoluble para apuntamientos a cualquier región del espacio con las técnicas del cocientehermítico y programación cuadrática previamente estudiadas.
La programación en cono de segundo orden es, de largo, la técnica de optimización más com-pleja que se estudia en el presente proyecto, al ser todas sus restricciones funciones cuadráticas.Precisamente gracias a ello es posible resolver problemas que anteriormente no se podían, aun-que sujeto a un mayor consumo de recursos de procesamiento y tiempo de ejecución. Sin embargo,para los problemas ya vistos y solucionados supone un gasto muchas veces innecesario, pues sepuede echar mano de las técnicas previamente descritas las cuales son bastante más ligeras. Noobstante, es bueno partir desde la base para una mejor comprensión del método de optimización.
De este modo, primeramente se enunciará la forma de este nuevo problema de optimizaciónsegún [35], el cual siempre será convexo. Seguidamente, se hablará de las herramientas que sehan utilizado para resolver los problemas de SOCP. Después de desarrollarlo teóricamente, sepodrán obtener finalmente diagramas de radiación con restricciones de campo nulo y en los lóbulossecundarios para cualquier tipo de apuntamiento y forma del array, siempre que exista una soluciónfactible. Además, se planteará el problema inverso de, dadas las características y la topología delarray, hallar el mínimo máximo SLL para toda la región en θ. En otras palabras, en vez de imponermanualmente un límite en los lóbulos secundarios del array, la resolución del problema buscarála minimización de éstos respetando el nivel y el ancho del lóbulo principal.
Al igual que en los capítulos anteriores, se supone que los elementos del array son isotró-picos, siendo la estructura física de los elementos que conforman el array y la banda a la queoperan irrelevante. También se obvian las implicaciones de acoplo mutuo.
Para el cálculo de los problemas de SOCP y la obtención de sus correspondientes diagramasde array se ha utilizado el módulo de Python CVXOPT, visto a continuación en la sección 5.3.Para dibujar los diagramas se ha hecho uso del módulo matplotlib.
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5.2. Fundamentos
Como se ha visto en el capítulo anterior, las técnicas directas de programación cuadráticacuando se quiere minimizar una función cuadrática sujeta a restricciones no lineales no son sufi-cientes para resolver dicho problema. Para ello, se utiliza la Programación en Cono de SegundoOrden (SOCP), la cual reduce el problema a minimizar una función lineal sujeta a restriccionescuadráticas. Seguidamente, gracias a métodos iterativos como el del punto-interior primal-dual[13], [15], [16] para optimización no lineal se llega a la solución final.
La expresión de un problema de SOCP es de la forma,minimize
x
fTxsubject to ‖Aix+ bi‖ ≤ cTi x+ di , i = 1, . . . , N
Fx = g
(5.1)
donde x ∈ Rn es el vector de las variables a optimizar, f ∈ Rn la función del problema y elconjunto de parámetros Ai ∈ R(ni−1)×n, bi ∈ Rni−1, ci ∈ Rn, di ∈ R, F ∈ Rp×n y g ∈ Rp son loselementos que constituyen las restricciones de desigualdad e igualdad. La norma de la restricciónde desigualdad es la norma Euclídea, vista en A.7. Dicha restricción
‖Aix+ bi‖ ≤ cTi x+ di (5.2)se llama restricción de cono de segundo orden de dimensión ni, debido a lo siguiente. El cono desegundo orden (convexo) estándar o unidad de dimensión k (también llamado cono cuadrático, dehelado o de Lorentz) está definido según
Ck =
{[
u
t
]∣∣∣∣∣u ∈ Rk−1 , t ∈ R , ‖u‖ ≤ t
} (5.3)
Para k = 1 se define el cono de segundo orden unidad como
C1 =
{
t | t ∈ R , 0 ≤ t} (5.4)El conjunto de puntos que satisfacen una restricción de cono de segundo orden es la imageninversa del cono de segundo orden unidad bajo un mapeo afín
‖Aix+ bi‖ ≤ cTi x+ di ⇐⇒
[
Ai
cTi
]
x+
[
bi
di
]
∈ Cni (5.5)
y de este modo es convexa. Así, el SOCP [13] es un problema de programación convexo ya que elobjetivo es una función convexa y las restricciones definen un conjunto convexo.
Las restricciones de cono de segundo orden pueden ser utilizadas para representar muchasrestricciones convexas comunes. Por ejemplo, cuando ni = 1 para i = 1, . . . , N , el SOCP se reducea un problema de programación linealminimize
x
fTxsubject to 0 ≤ cTi x+ di , i = 1, . . . , N (5.6)el cual se estudiará en el capítulo siguiente.
Otro caso especial es cuando ci = 0, con lo que la i-ésima restricción de cono de segundoorden se reduce a ‖Aix + bi‖ ≤ di, lo cual es equivalente (asumiendo di ≥ 0) a la restriccióncuadrática (y convexa) ‖Aix+bi‖2 ≤ d2i . De este modo, cuando todas las ci desaparecen, el SOCPse simplifica a un problema de programación lineal con restricciones cuadráticas.
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5.3. Herramientas
Para llevar a cabo la optimización en cono de segundo orden se ha utilizado el módulo dePython CVXOPT. Dicho módulo hace uso, al igual que en programación cuadrática, del métododel punto interior, para resolver el problema de optimización. Se ha pintado la sintaxis de Pythonde azul respetando el negro para las expresiones teóricas que se estudian durante todo el capítulo.
Partiendo de la expresión general de SOCP (5.1), la sintaxis de la función SOCP del móduloCVXOPT es la siguiente
x = cvxopt.solvers.socp(c ≡ f,Gq, hq,A, b)
donde c es, en Python, una matriz densa1 real de una sola columna de la función f que minimizala variable x; Gq es una lista de N matrices densas o dispersas2 A1, . . . ,AN y hq es otra listade N matrices densas de una sola columna d1, . . . ,dN , las cuales constituyen la restricción dedesigualdad ‖Aix + bi‖ ≤ cTi x + di , i = 1, . . . , N ; y donde A es una matriz densa o dispersade F y b es una matriz densa de una sola columna de g, las cuales constituyen la restricción deigualdad Fx = g.
Se ha utilizado un mallado para los ángulos del espacio θ y φ de 1.000 muestras y para larestricción del nivel de lóbulos secundarios se ha usado un paso de θj y φj de 0,1o.
5.4. Maximización de la directividad
Análogamente a lo visto en el capítulo 4, se van a desarrollar los mismos conceptos expuestosen la programación cuadrática para luego aplicarlos a SOCP. Con ello se pretende maximizar ladirectividad de un array cualquiera y comparar sus diagramas con los obtenidos en el capítuloanterior. Cabe destacar que para los siguientes desarrollos no se va a diferenciar más entre loscasos de diagramas de radiación simétricos y asimétricos, sino que se estudiará este último caso,el cual engloba al anterior también. Por lo tanto, se asumen valores complejos en el factor de fase(3.4) y en las excitaciones del array 2.7.4.
Como se vio en la fórmula general de la directividad (4.2) del capítulo anterior, el objetivoes minimizar el valor de la potencia radiada manteniendo constante la intensidad de radiación,según (4.3). Realizando de nuevo todo el desarrollo para el caso general de la sección 4.4.2, sellega a la fórmula (4.20), de la cual se partirá en esta sección. Descomponiendo la matriz [B] comoel producto de sus submatrices [G] y aplicando la norma vista en A.7, queda
minimize
w
〈w†〉[B]{w} = 〈w†〉[G†][G]{w} = ‖[G]{w}‖2
subject to <(〈g†0〉{w}) = k′
=(〈g†0〉{w}) = k′′
(5.7)
1Una matriz densa es una matriz en la cual la mayoría de sus elementos son distintos de cero.2Una matriz dispersa es una matriz en la cual la mayoría de sus elementos son cero.
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siendo equivalente minimizar el cuadrado de la norma a simplemente minimizar la norma
minimize
w
‖[G]{w}‖
subject to <(〈g†0〉{w}) = k′
=(〈g†0〉{w}) = k′′
(5.8)
Tanto las submatrices [G] como las excitaciones {w} están compuestas por números com-plejos, por lo que se debe realizar el mismo cambio de variable que se hizo para el caso generalde cualquier apuntamiento en θ en programación cuadrática, enunciado en la fórmula (4.19), paraasí trabajar solamente con números reales.
Además, igual que también se hiciera en el capítulo anterior, hay que redefinir las matricesque entran en juego en el problema de optimización separando sus partes real e imaginaria. Deeste modo, para el vector {g0} se vuelve a utilizar el par de ecuaciones (4.15a) y (4.15b), y sedefine un par nuevo para la matriz [G], el cual es análogo al que se enunciaba para la matriz [B]en (4.18a) y (4.18b). Éste quedaría según
[GR] =
[
<([G]) −=([G])] (5.9a)
[GI ] =
[
=([G]) <([G])] (5.9b)
El nuevo problema de optimización debe ahora hallar 2N variables y está constituido sólopor parámetros con valores reales, teniendo la siguiente forma
minimize
x
∣∣∣∣∣∣∣∣ [[GR][GI ]
]
{x}
∣∣∣∣∣∣∣∣subject to 〈g†0R〉{x} = k′
〈g†0I 〉{x} = k′′
(5.10)
El paso que sigue es realizar una transformación en dicha función previamente simplificada,según minimize
x
δ
subject to ∣∣∣∣∣∣∣∣ [[GR][GI ]
]
{x}
∣∣∣∣∣∣∣∣ ≤ δ
〈g†0R〉{x} = k′
〈g†0I 〉{x} = k′′
(5.11)
Este planteamiento es equivalente. En vez de directamente buscar minimizar la norma delproducto de la matriz [G] por las excitaciones, se pretende minimizar una variable δ, la cual seráel valor máximo que pueda tomar dicha norma. Esto se hace porque, como se vio en 5.2, la funcióna minimizar en SOCP debe ser lineal. De este modo, se consigue linealizar dicha función a costade crear una nueva restricción de orden cuadrático.
Finalmente, para adecuarse a las dimensiones del problema tipo de SOCP planteado en(5.1), hay que realizar otro cambio de variable
δ = 〈fT 〉{y} (5.12)
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con
{f} =

0
0...
0
1
 ∈ R2N+1 (5.13)
e
{y} =
[{x}
δ
]
∈ R2N+1 (5.14)
Como se puede ver, se ha pasado de optimizar la variable {x}, que contiene las partes real eimaginarias de las excitaciones {w}, a optimizar la variable {y}, que contiene además la variable
δ, teniendo pues un tamaño de 2N + 1 elementos. Dado que {f} es un vector de 2N ceros yun uno, el producto con el vector {y} encaja perfectamente dando como resultado δ, con lo queel planteamiento de optimización no ha cambiado. Sin embargo, hay que volver a redimensionartodas las matrices como se hizo en el anterior cambio de variable, para que los productos entrematrices sean correctos. Para ello, simplemente basta con añadir una columna de ceros extra acada matriz y un cero adicional a cada vector planteado, quedando sus versiones extendidas como

[G˜R] =
[
[GR] {0}
] (5.15a)
[G˜I ] =
[
[GI ] {0}
] (5.15b)

〈g˜†0R〉 =
[
〈g†0R〉 0
] (5.16a)
〈g˜†0I 〉 =
[
〈g†0I 〉 0
] (5.16b)
De este modo, el problema de optimización de la máxima directividad en un array de cualquiergeometría en SOCP tiene la siguiente forma
minimize
y
〈fT 〉{y}
subject to ∣∣∣∣∣
∣∣∣∣∣
[
[G˜R]
[G˜I ]
]
{y}
∣∣∣∣∣
∣∣∣∣∣ ≤ 〈fT 〉{y}
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
(5.17)
Para hallar la solución convexa a este problema, se deben introducir los datos en el paquetede Python CVXOPT convenientemente adaptados. A continuación se recuerdan los parámetrosrequeridos por la función de SOCP
y = cvxopt.solvers.socp(c,Gq, hq,A, b)
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cuyos valores son
c = {f}
Gq =
[
−
(〈fT 〉
[Bq]
)]
, [Bq] =
(
[G˜R]
[G˜I ]
)
hq =


0
0...
0

 length(θ)× 2 + 1

A =
(〈g˜†0R〉
〈g˜†0I〉
)
b =
(
k′
k′′
)
Esto dará como solución el vector columna {y}, el cual no es exactamente la solucióndeseada, debido al cambio de variable realizado en (5.12). De este modo, se recuerda que parafinalizar, los pesos se deben extraer de las fórmulas (4.19) y (5.14) llevando a cabo el procesoinverso
{x} = {y0...2N−1} ∈ R2N (5.18)
quedando los pesos otra vez despejados según la fórmula (4.21), vista en el capítulo anterior.
Nótese que después de haber operado con números reales durante todo el proceso, lasexcitaciones adquieren finalmente valores complejos. Además, se ha pasado de un vector de 2N+1elementos a uno de N .
A continuación se muestran algunas comparativas de la técnica SOCP con los demás algo-ritmos previamente estudiados para cada topología de array. Se recuerda que para los factores dearray excitados cofasalmente (sin optimizar) se ha utilizado la notación SO, para los optimizadosmediante formas hermíticas HF y para los optimizados con programación cuadrática QP.
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Figura 5.1: Factor de array con y sin optimizar para un array lineal(N=15,dx=0.15λ,θ0=0o)
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Figura 5.2: Factor de array con y sin optimizar para un array circular(N=24,r=1.1492λ,dr=0.3λ,θ0=-30o,φ0=0o)
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Figura 5.3: Factor de array con y sin optimizar para un array cuadrado(N=7,dx=0.4λ,dy=0.2λ,θ0=50o,φ0=0o)
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Figura 5.4: Factor de array con y sin optimizar para un array rectangular(N=10,M=50,dx=0.4λ,dy=0.2λ,θ0=50o,φ0=0o)
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5.5. Restricción de campo nulo
Como ya se dijo en el capítulo anterior, introducir un nulo es equivalente a dejar de radiaren un determinado punto del espacio, según la fórmula (4.22) de la sección 4.5. El vector de nulosquedó definido en (4.24). De este modo, a la expresión general (5.17), se le añaden las restriccionesde los nulos del mismo modo que se hacía en (4.23), tomando las expresiones reales e imaginariasde los nulos enunciadas en (4.29a) y (4.29b), extendiéndolas para adaptarlas a la variable y de lamisma forma que en los pares de ecuaciones (5.16a) y (5.16b), quedando
〈g˜†nullsiR 〉 =
[
〈g†nullsiR 〉 0
] (5.19a)
〈g˜†nullsiI 〉 =
[
〈g†nullsiI 〉 0
] (5.19b)
El problema de optimización de la directividad con restricciones de campo nulo se planteaentonces como minimize
y
〈fT 〉{y}
subject to ∣∣∣∣∣
∣∣∣∣∣
[
[G˜R]
[G˜I ]
]
{y}
∣∣∣∣∣
∣∣∣∣∣ ≤ 〈fT 〉{y}
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
〈g˜†nullsiR 〉{y} = 0
〈g˜†nullsiI 〉{y} = 0
(5.20)
Para traducir la ecuación previa a CVXOPT se deberán introducir pares de restriccionesadicionales en A y b por la parte real e imaginaria de cada nulo
c = {f}
Gq =
[
−
(〈fT 〉
[Bq]
)]
, [Bq] =
(
[G˜R]
[G˜I ]
)
; hq =


0
0...
0

 length(θ)× 2 + 1

A =

〈g˜†0R〉
〈g˜†0I〉
〈g˜†nullsiR 〉
〈g˜†nullsiI 〉
 ; b =

k′
k′′
0
0...
0
0


length(nulls)× 2
Seguidamente se dibujan algunos diagramas de radiación sujetos a estas restricciones decampo nulo.
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Figura 5.5: Comparativa con y sin campo nulo en un array lineal(N=17,dx=0.5λ,θ0=0o)
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Figura 5.6: Array lineal con restricciones de nulos asimétricas(N=11,dx=0.3λ,θ0=30o)
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5.6. Restricción de los lóbulos secundarios
Análogamente a la sección 4.6 de programación cuadrática, la restricción de los lóbulossecundarios para una cierta zona del espacio en θ y φ consiste en limitar a un máximo el valor dela intensidad de radiación generada por una antena. La expresión matemática de esta idea ya sevio en (4.31). Así, en la fórmula general del problema de optimización de SOCP (5.17) hay quesumar las restricciones en los lóbulos secundarios como ya se hiciera en (4.32) para el caso deprogramación cuadrática, redimensionándolas como en el problema anterior
minimize
y
〈fT 〉{y}
subject to ∣∣∣∣∣
∣∣∣∣∣
[
[G˜R]
[G˜I ]
]
{y}
∣∣∣∣∣
∣∣∣∣∣ ≤ 〈fT 〉{y}∣∣∣∣∣
∣∣∣∣∣
[
〈g˜†jR〉
〈g˜†jI 〉
]
{y}
∣∣∣∣∣
∣∣∣∣∣ ≤ 10−SLLj20 k′
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
(5.21)
con

〈g˜†jR〉 =
[
〈g†jR〉 0
] (5.22a)
〈g˜†jI 〉 =
[
〈g†jR〉 0
] (5.22b)
donde

〈g†jR〉 =
[
<(〈g†j〉) −=(〈g†j〉)] (5.23a)
〈g†jR〉 =
[
=(〈g†j〉) <(〈g†j〉)] (5.23b)
En este caso, para tratar con el paquete CVXOPT, hay que modificar las variables Gq y hq ,introduciendo una matriz con su correspondiente nivel de lóbulos secundarios por cada punto delespacio donde se quiera restringir dicha radiación
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c = {f}
Gq =
−
(〈fT 〉
[Bq]
)
, −
2N+1︷ ︸︸ ︷(
0 0 · · · 0
[Aqj]
) ,
[Aqj ] =
(〈g˜†jR〉
〈g˜†jI 〉
)
, [Bq] =
(
[G˜R]
[G˜I ]
)
hq =

10
−SLLj
20 k′
0
0
 ,

0
0...
0

 length(θ)× 2 + 1

A =
(〈g˜†0R〉
〈g˜†0I〉
)
b =
(
k′
k′′
)
Algunos ejemplos de restricciones en los lóbulos secundarios son mostrados a continuación.
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Figura 5.7: Restricciones simétricas de SLL=50 dB en un array lineal para θ ∈ [15, 90](N=17,dx=0.5λ,θ0=0o)
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Figura 5.8: Restricciones simétricas de SLL=30 dB en un array rectangular para θ ∈ [15, 90]
∀ φ ∈ [0, 360] (N=8,M=10,dx=dy=0.8λ,θ0=0o,φ0=0o)
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Figura 5.9: Representación del diagrama anterior para los planos φ = 0o, 45o, 90o
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Figura 5.10: Restricciones asimétricas en el SLL de un array lineal(N=17,dx=0.5λ,θ0=0o)
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Figura 5.11: Restricciones asimétricas en los lóbulos secundarios en un array linealorientado a θ0=15o (N=17,dx=0.5λ,θ0=15o)98 CAPÍTULO 5. PROGRAMACIÓN EN CONO DE SEGUNDO ORDEN (SOCP)
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5.7. Restricciones simultáneas de campo nulo y lóbulos secundarios
Finalmente, en esta sección se unen ambas restricciones al igual que se hiciera en 4.7. Paraello, se toman las fórmulas (5.17), (5.20) y (5.21) para fusionarlas en la siguiente expresión generalque abarca todo lo estudiado anteriormente
minimize
y
〈fT 〉{y}
subject to ∣∣∣∣∣
∣∣∣∣∣
[
[G˜R]
[G˜I ]
]
{y}
∣∣∣∣∣
∣∣∣∣∣ ≤ 〈fT 〉{y}∣∣∣∣∣
∣∣∣∣∣
[
〈g˜†jR〉
〈g˜†jI 〉
]
{y}
∣∣∣∣∣
∣∣∣∣∣ ≤ 10−SLLj20 k′
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
〈g˜†nullsiR 〉{y} = 0
〈g˜†nullsiI 〉{y} = 0
(5.24)
Para introducir correctamente los datos en el paquete CVXOPT, simplemente basta concombinar aquéllos ya detallados en las dos secciones anteriores, quedando
c = {f}
Gq =
−
(〈fT 〉
[Bq]
)
, −
2N+1︷ ︸︸ ︷(
0 0 · · · 0
[Aqj]
) ,
[Aqj ] =
(〈g˜†jR〉
〈g˜†jI 〉
)
, [Bq] =
(
[G˜R]
[G˜I ]
)
hq =

10
−SLLj
20 k′
0
0
 ,

0
0...
0

 length(θ)× 2 + 1

A =

〈g˜†0R〉
〈g˜†0I〉
〈g˜†nullsiR 〉
〈g˜†nullsiI 〉
 , b =

k′
k′′
0
0...
0
0


length(nulls)× 2
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A continuación se muestra un ejemplo de un array lineal que engloba ambas restriccionesmientas se maximiza su directividad.
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SLL=60 dB , θ ∈ [−90,−30)SLL=30 dB , θ ∈ [−30, 5]SLL=50 dB , θ ∈ [30, 60)SLL=40 dB , θ ∈ [60, 90]
Figura 5.12: Restricciones de nulos en θ = −90o,−70o,−45o, 60o, 90o y restricciones de SLLen un array lineal (N=17,dx=0.5λ,θ0=15o)
5.8. Minimización del nivel máximo de los lóbulos secundarios
Por último, mediante SOCP, se va a averiguar el nivel máximo que pueden tomar los lóbulossecundarios para unos rangos de θ determinados, siendo éstos lo más bajo posible en el diagramade radiación. Se trata pues de minimizar el máximo nivel de lóbulos secundarios. Se pueden generartanto diagramas simétricos como asimétricos.
Ahora se pretende hallar el mínimo valor en la región de θ deseada, con lo que el problemapasará a minimizar solamente dicha región en busca de un máximo global. Desde el punto de vistateórico queda según minimize δsubject to |E(θ, φ)| ≤ δ
<(E(θ0, φ0)) = k′
=(E(θ0, φ0)) = k′′
(5.25)
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Partiendo de la formulación de (5.21), la forma del problema es la siguiente
minimize
y
〈fT 〉{y}
subject to ∣∣∣∣∣
∣∣∣∣∣
[
〈g˜†jR〉
〈g˜†jI 〉
]
{y}
∣∣∣∣∣
∣∣∣∣∣ ≤ 〈fT 〉{y}
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
(5.26)
En CVXOPT hay que modificar, como en la sección de la restricción en los lóbulos secunda-rios 5.6, las variables Gq y hq , pero de una forma ligeramente distinta según se ve a continuación
c = {f}
Gq =
[
−
(〈fT 〉
[Aqj]
)]
, [Aqj ] =
(〈g˜†jR〉
〈g˜†jI 〉
)
hq =

00
0
 ,
00
0
 , · · · ,
00
0

︸ ︷︷ ︸
length(θj)

A =
(〈g˜†0R〉
〈g˜†0I〉
)
b =
(
k′
k′′
)
Para despejar las excitaciones se sigue echando mano de las fórmulas inversas (5.18) y(4.21). Para extraer el mínimo máximo nivel de lóbulos secundarios se utiliza
SLLmin−max = 20 log10
(
y2N
) (5.27)
A continuación se muestran ejemplos simétricos y asimétricos de minimización del máximoSLL.
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Figura 5.13: Minimización del máximo SLL en un array lineal para θ ∈ [30, 90] simétrico(N=13,dx=0.5λ,θ0=0o)
Figura 5.14: Restricciones simétricas de SLL=26,6 dB en un array cuadrado para θ ∈ [10, 90]
∀ φ ∈ [0, 360] (N=M=10,dx=dy=0.75λ,θ0=0o,φ0=0o)
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Figura 5.15: Representación del diagrama anterior para los planos φ = 0o, 45o, 90o
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Figura 5.16: Minimización del máximo SLL en un array lineal para θ1 ∈ [−90, 0]y θ2 ∈ [40, 90] asimétrico (N=13,dx=0.425λ,θ0=20o)
Este mismo problema de minimizar el máximo nivel de lóbulos secundarios en el diagramade radiación de un array, cuando es simétrico, se puede reducir a un problema de optimizaciónlineal, el cual es mucho más sencillo de resolver. En el siguiente capítulo, se estudia este casoespecial haciendo uso de técnicas de programación lineal.
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5.9. Análisis de los resultados
Los diagramas de radiación relativos al problema de maximización de la directividad me-diante SOCP son bastante parecidos a los generados mediante el cociente de formas hermíticasy asemejándose algo menos a los generados mediante programación cuadrática, aunque a nivelgeneral son similares. Poseen simplemente diferencias menores en los niveles de los lóbulos secun-darios, quedando el principal igual en todas las optimizaciones. Se pueden encontrar ejemplos delo mencionado en la sección 5.4. Lo mismo sucede en la comparación entre programación cuadráticay SOCP cuando se introducen restricciones de campo nulo o en el nivel de lóbulos secundarios,o ambas a la vez. Se pueden ver ejemplos en las secciones 5.5, 5.6 y 5.7. A continuación, en lastablas 5.1 y 5.2, se muestra la diferencia entre la directividad máxima hermítica y cuadrática res-pectivamente y la directividad calculada mediante SOCP, completando así el análisis comparativode máximas directividades iniciado en las conclusiones del capítulo anterior con la tabla 4.1. Sehan utilizado las fórmulas (5.28) y (5.29) para hallar la diferencia de directividades. Se recuerdaque d = dx = dy = dr .
Difherm−SOCP = |Dmax(SOCP)−Dmax(hermítica)| (dB) (5.28)
Dif d=0.1λ d=0.3λ d=0.5λ d=0.7λ d=0.9λArray linealN=25 - 0.010181 0.02311 0.031531 0.035624N=64 - - 0.053621 0.069035 0.078459N=100 - - 0.074639 0.089227 6.6383Array circularN=25 0.00011417 0.00014223 0.00010009 0.0002643 0.0021284N=64 - 0.00040129 0.00051916 0.0008344 0.0065351N=100 - 0.0069721 0.028047 0.042068 0.083483Array cuadradoN=5 0.0031685 0.0035329 0.0075555 0.033002 0.18447N=8 0.10661 0.02318 0.065646 0.1833 0.84776N=10 - 0.046957 0.1345 0.411 1.2249Array rectangularN=6,M=4 0.0030561 0.0016158 0.0012004 0.033338 0.074796N=9,M=7 - 0.024866 0.049369 0.16157 0.40968N=11,M=9 - 0.049444 0.12546 0.31863 0.84305
Tabla 5.1: Diferencia en dB entre la optimización hermítica y SOCP
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DifQP−SOCP = |Dmax(SOCP)−Dmax(QP)| (dB) (5.29)
Dif d=0.1λ d=0.3λ d=0.5λ d=0.7λ d=0.9λArray linealN=25 - 0.5043 0.049365 0.069129 0.080846N=64 - - 0.12781 0.17843 0.22322N=100 - - 0.20001 0.27965 0.33255Array circularN=25 0.000031004 0.00094548 0.002413 0.0038854 0.00024582N=64 - 0.0052699 0.011458 0.020875 0.017765N=100 - 0.0040631 0.0044168 0.0070957 0.0046871Array cuadradoN=5 0.00982 0.0047893 0.0086817 0.045627 0.35528N=8 1.114 0.034931 0.085415 0.20831 1.4565N=10 - 0.064724 0.15516 0.40785 1.6404Array rectangularN=6,M=4 0.0067208 0.0045149 0.0036711 0.046438 0.13971N=9,M=7 - 0.051526 0.055086 0.16634 0.61743N=11,M=9 - 0.16888 0.14076 0.24273 0.9359
Tabla 5.2: Diferencia en dB entre la optimización cuadrática y SOCP
Para muchos casos en los que el array se encuentra en superdirectividad (ver nota 2 del capítulo3) y posee un gran número de elementos, el algoritmo de SOCP es incapaz de calcular de maneracorrecta la directividad máxima (celdas en rojo), o bien llegando al máximo de iteraciones posiblesdando valores del todo incongruentes o bien, en los casos más extremos, desbordándose. Algosimilar ocurría en la tabla 4.1 de las conclusiones del capítulo 4, donde los algoritmos cuadráticostambién presentaban algunos problemas en dichos casos. Para el resto de configuraciones, sepuede ver que los algoritmos convergen con bastante precisión. Según lo visto en las tres tablas,por lo general, existe una menor diferencia (mayor convergencia) entre las soluciones calculadaspor los algoritmos hermíticos y de SOCP, quedando algo más distanciadas las de programacióncuadrática. Sin embargo, cabe destacar que el algoritmo de SOCP es bastante más pesado y lentoen términos de ejecución que los otros dos algoritmos, más que el de programación cuadrática ymucho más que el del cociente de formas hermíticas, siendo el más ligero de todos, con lo que seríaéste último la mejor herramienta para hallar problemas del cálculo de simplemente directividadesmáximas.
Por otro lado, a diferencia del capítulo de programación cuadrática, en SOCP se ha desa-rrollado solamente el caso general para cualquier apuntamiento en θ, después de haber mostradosu desarrollo. Este caso, como ya se dijo, engloba diagramas de radiación tanto simétricos comoasimétricos. Ahora, para un array de N elementos, el proceso de optimización lleva a cabo laresolución de 2N + 1 variables. A las 2N variables por cada parte real e imaginaria de los pesoshay que añadir una variable más (llamada aquí δ e introducida en (5.11)) necesaria para linealizarla función a minimizar y convertirla en una restricción cuadrátrica, casando con lo dicho en susfundamentos en 5.2. Además, todos los elementos que forman parte del problema de optimiza-ción contendrán, a la vez que su parte real e imaginaria, un cero extra para que las dimensionescuadren.
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Adicionalmente, gracias a las técnicas de SOCP se ha conseguido reproducir diagramasde radiación asimétricos con restricciones en los niveles de los lóbulos secundarios, algo que sevio que era imposible mediante programación cuadrática, con lo que este tipo de problemas sonexclusivos de SOCP. El desarrollo y ejemplos de este tipo de problemas se encuentran en lasección 5.6.
En la figura 5.8 de dicha sección se ha dibujado un diagrama tridimensional de un arrayrectangular, similar a lo que se hizo en el capítulo 4 con un array cuadrado, dibujando a conti-nuación en la figura 5.9 los cortes en φ=0o,45o,90o. En este caso los diagramas de radiación delos cortes en φ=0o y φ=90o son distintos, al poseer el array diferentes dimensiones en x e y, enoposición a lo que sucedía con el array cuadrado. El plano para φ=45o sigue tomando valoresínfimos al ser la distancia entre elementos mayor en la diagonal.
En la sección previa se ha visto el problema inverso de minimizar el máximo nivel de lóbulossecundarios. Los diagramas de radiación resultantes cumplen la propiedad del array de Dolph-Chebyshev, mencionado en las conclusiones de programación cuadrática, la cual viene a decirque un array está correctamente optimizado si para una determinada restricción en sus lóbulossecundarios éstos son constantes en altura o, lo que es lo mismo, tienen la misma magnitud. Deeste modo, el diagrama de radiación de este problema producirá, para un ancho del lóbulo principaldeterminado, unos lóbulos secundarios mínimos cuyos máximos serán todos de la misma altura.Se pueden ver ejemplos tanto simétricos como asimétricos en la sección 5.8. Sin embargo, generardiagramas simétricos de este tipo de problemas con SOCP supone gastar recursos de manerainnecesaria, pues como ya se ha dicho multitud de veces, en los diagramas simétricos todos loselementos que intervienen son números reales, reduciéndose en este caso sustancialmente lasmatemáticas y quedando el problema de optimización como una función lineal sujeta a restriccionestambién lineales. Por esto, en el capítulo 6 se estudia cómo realizar este mismo problema medianteprogramación lineal, mucho más económica en cuanto a cálculo y recursos.
Cuando se definen distintos rangos en θ que minimicen el máximo nivel de lóbulos secundarios,dicho mínimo es global a todos los rangos en vez de haber un mínimo por cada rango. Este fenómenose puede observar en el ejemplo 5.16 de la página 103.
A continuación se muestra una serie de ejemplos de diagramas de radiación en la cual se ha idoaumentando el ancho del lóbulo principal o, equivalentemente, se ha ido estrechando el rango aminimizar el nivel de lóbulos secundarios. Se puede comprobar cómo a medida que se estrechael rango en θ (o se ensancha el lóbulo radiante principal) el nivel mínimo máximo de los lóbulossecundarios se hace más profundo.
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Figura 5.17: Minimización del máximo SLL en un array plano para θ ∈ [10, 90](N=M=8,dx=dy=0.5λ,θ0=0o,φ0=0o)
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Figura 5.18: Minimización del máximo SLL en un array plano para θ ∈ [15, 90](N=M=8,dx=dy=0.5λ,θ0=0o,φ0=0o)
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Figura 5.19: Minimización del máximo SLL en un array plano para θ ∈ [20, 90](N=M=8,dx=dy=0.5λ,θ0=0o,φ0=0o)
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Figura 5.20: Minimización del máximo SLL en un array plano para θ ∈ [25, 90](N=M=8,dx=dy=0.5λ,θ0=0o,φ0=0o)
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Figura 5.21: Minimización del máximo SLL en un array plano para θ ∈ [30, 90](N=M=8,dx=dy=0.5λ,θ0=0o,φ0=0o)
Por último, en la figura tridimensional 5.14 y sus correspondientes planos 5.15 se estudiael problema de minimización del máximo nivel de lóbulos secundarios para un array cuadrado. Sepuede observar cómo la minimización se cumple en los tres planos φ=0o,45o,90o.
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Capítulo 6
Programación lineal (LP)
6.1. Introducción
Este último capítulo de algoritmos de optimización trata el problema concreto de minimi-zación del máximo nivel de lóbulos secundarios en cualquier tipo de array. De este modo, estecapítulo es una continuación del último apartado 5.8 visto en el capítulo anterior de SOCP. Estenuevo estudio es de interés porque, a pesar de que la forma del problema es similar a la ya vista,en Programación Lineal (LP) el procesado del problema y los algoritmos utilizados para la reso-lución del mismo son bastante más sencillos y, por lo tanto, consumen menos tiempo y recursosde CPU.
Así, el capítulo de programación lineal es algo más breve que los anteriores. Como en losanteriores capítulos de optimización, se procede al principio a enunciar las bases de un problematipo de optimización lineal. También se dedica un apartado a analizar las herramientas usadas paradesarrollar estos problemas de programación lineales. Más adelante, se estudia el único caso deminimización del máximo nivel de lóbulos secundarios, dando ejemplos de diagramas de radiación.
Del mismo modo que en los capítulos anteriores, se supone que los elementos del array sonisotrópicos, siendo la estructura física de los elementos que conforman el array y la banda a laque operan irrelevante. También se obvian las implicaciones de acoplo mutuo.
El problema se ha desarrollado tanto en MATLABr como en Python. Para el primer pro-grama se ha echado mano del paquete linprog y para el segundo se ha continuado con el móduloCVXOPT, los cuales se repasan a continuación en la sección 6.3. Ambos hacen uso del métododel punto interior convexo.
Los desarrollos expuestos a continuación, igual que ya se hiciera en el capítulo anterior, sehan generalizado para cualquier apuntamiento en el ángulo θ, o dicho de otra forma, los desarrollosaúnan diagramas de radiación simétricos y asimétricos, con lo que se asumen valores complejosen el factor de fase y las excitaciones.
A pesar de ello, y como se verá a continuación, el problema teórico de minimización del má-ximo nivel de SLL es solamente válido para el caso en el que todas las variables estén compuestasúnicamente de parte real, resultando en diagramas de radiación simétricos. Sin embargo, comose va a plantear el problema de modo que se abarque también una posible componente compleja
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para así generar diagramas asimétricos mediante una suposición geométrica que se enunciarámás adelante, la solución no será óptima del todo. Aún así, como ya se verá, los diagramas deradiación resultarán similares a los obtenidos mediante SOCP, sobre todo los del caso simétrico,con el beneficio adicional de haber utilizado sensiblemente menos recursos para su optención.
6.2. Fundamentos
La programación lineal implica la minimización de una función objetivo lineal sujeta arestricciones lineales. Estas restricciones pueden ser de igualdad, desigualdad y/o de límites,pues siempre será convexa. Es el planteamiento más sencillo de entre todas las técnicas que sehan estudiado para optimizar los diagramas de radiación de arrays.
La expresión general de un problema de optimización lineal es la que sigue
minimize
x
cTxsubject to Ax ≤ b
Aeqx = beq
(6.1)
donde c es un vector columna de dimensión n que contiene los coeficientes de los elementoslineales y x es el vector columna de las n variables de decisión. Las restricciones de desigualdade igualdad vienen dadas por las matrices de dimensiones m× n A y Aeq respectivamente, y loscoeficientes del lado derecho por los vectores m-dimensionales b y beq . Además el problema esconvexo, o lo que es lo mismo, existe una solución factible.
La siguiente figura muestra su equivalente gráfico
Figura 6.1: Representación gráfica de un problema de programación lineal (fuente: GoogleImágenes)
Existen varios algoritmos iterativos comunes a la hora de solucionar problemas de optimiza-ción lineal, algunos de los cuales ya se vieron como método para resolver problemas de optimizacióncuadrática. Los más importantes son:
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• Método del punto interior [13], [14], [15], [16].
• Método del conjunto activo [17], [18], [19], [20].
• Método del algoritmo símplex [21], [22], [23], [24].
6.3. Herramientas
Se ha utilizado para la obtención del caso concreto de minimización del máximo nivel delóbulos secundarios tanto MATLABr como Python, para de este modo comparar los resultadosobtenidos. Para el primer caso se ha usado la función linprog y para el segundo la función LPdel módulo CVXOPT, el cual es el mismo módulo que se utilizó para calcular los problemas deoptimización de SOCP. Ambos utilizan el método del punto interior. Se ha pintado la sintaxis deMATLABr de naranja y la de Python de azul para evitar confusiones entre los campos de unoy otro paquete y las expresiones teóricas, las cuales están enunciadas en negro durante todo elcapítulo.
Partiendo de la expresión general del problema de optimización lineal vista anteriormenteen (6.1), ambas funciones tendrán las siguientes sintaxis
x = linprog(f ≡ c,A, b,Aeq, beq) , para MATLABr
x = cvxopt.solvers.lp(c,G ≡ A,h ≡ b,A ≡ Aeq, b ≡ beq) , para Python
donde, tomando como referencia la función linprog de MATLABr, f (c en Python) es el vectorcolumna c que minimiza el vector de variables x; A y b (G y h) son las matrices que satisfacenla restricción de desigualdad Ax ≤ b; y donde Aeq y beq (A y b) son a su vez las matrices quesatisfacen la restricción de igualdad Aeqx = beq .
Como en los capítulos anteriores, se ha utilizado un mallado para los ángulos del espacio θy φ de 1.000 muestras y para la restricción del nivel de lóbulos secundarios se ha usado un pasode θj y φj de 0,1o.
6.4. Minimización del nivel máximo de los lóbulos secundarios
Aunque se persigue el mismo objetivo, el planteamiento del problema teórico de la mini-mización del nivel máximo de los lóbulos secundarios es conceptualmente distinto al visto en elcapítulo anterior de SOCP en 5.8. Se vuelve a hacer uso de la variable δ, definida en (5.12), queimplica una doble transformación de variable para hallar los pesos según las fórmulas (5.18) y(4.21).
Según el teorema de geometría euclidiana de la desigualdad triangular, en todo espacionormado V , ∀u, v ∈ V : ‖u+ v‖ ≤ ‖u‖+ ‖v‖. Con lo cual, la norma del campo eléctrico se puedeexpresar de la siguiente forma∥∥E(θ, φ)∥∥ = ∥∥<(E(θ, φ))+ j=(E(θ, φ))∥∥ ≤ ∥∥<(E(θ, φ))∥∥+ ∥∥=(E(θ, φ))∥∥ (6.2)
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Si en el capítulo anterior se imponía que el campo eléctrico total fuera menor o igual a unavariable δ a minimizar, según ∥∥E(θ, φ)∥∥ ≤ δ (6.3)
se propone ahora restringir cada una de sus dos componentes real e imaginaria por separadoasumiendo el teorema de desigualdad triangular, del modo{ ∥∥<(E(θ, φ))∥∥ ≤ δ (6.4a)∥∥=(E(θ, φ))∥∥ ≤ δ (6.4b)
Nótese que este procedimiento no es del todo riguroso, pues minimizar sendas componentesdel lado derecho de la desigualdad triangular por debajo de un valor no asegura en todos loscasos minimizar la componente de la izquierda a dicho valor. Es por esto por lo que las solucionesal problema no serán siempre óptimas, aunque sí muy parecidas.
Por otro lado, si se planteara el problema para el caso en el que el campo sólo pudieratomar variables reales, el lado derecho de la desigualdad sólo poseería una componente y laminimización, por tanto, sí que sería rigurosa al cien por cien, ya que minimizar la parte real delcampo supondría minimizar todo el campo eléctrico total∥∥E(θ, φ)∥∥ = ∥∥<(E(θ, φ))∥∥ ≤ δ (6.5)
El problema teórico con componente compleja queda entonces de la siguiente formaminimize δsubject to ∥∥<(E(θ, φ))∥∥ ≤ δ∥∥=(E(θ, φ))∥∥ ≤ δ
<(E(θ0, φ0)) = k′
=(E(θ0, φ0)) = k′′
(6.6)
Utilizando la expresión (5.12) que define δ y la expresión de la función de potencia (3.3) y delfactor de fase (3.4), queda minimize
y
〈fT 〉{y}
subject to ‖〈g˜†jR〉{y}‖ ≤ 〈fT 〉{y}
‖〈g˜†jI 〉{y}‖ ≤ 〈fT 〉{y}
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
(6.7)
Despejando las normas de las inecuaciones, se obtiene el doble de restricciones de desigualdadminimize
y
〈fT 〉{y}
subject to 〈g˜†jR〉{y} ≤ 〈fT 〉{y}
−〈g˜†jR〉{y} ≤ 〈fT 〉{y}
〈g˜†jI 〉{y} ≤ 〈fT 〉{y}
−〈g˜†jI 〉{y} ≤ 〈fT 〉{y}
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
(6.8)
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y agrupando finalmente los términos, el planteamiento último es
minimize
y
〈fT 〉{y}
subject to (〈g˜†jR〉 − 〈fT 〉){y} ≤ 0(
− 〈g˜†jR〉 − 〈fT 〉
)
{y} ≤ 0(
〈g˜†jI 〉 − 〈fT 〉
)
{y} ≤ 0(
− 〈g˜†jI 〉 − 〈fT 〉
)
{y} ≤ 0
〈g˜†0R〉{y} = k′
〈g˜†0I 〉{y} = k′′
(6.9)
Como se vio en la sección anterior 6.3, la forma de las matrices que hay que introducir tantoen linprog de MATLABr como en la función LP del módulo CVXOPT de Python es análoga ysólo cambia el nombre que da cada una a los distintos campos que aceptan. De este modo, losvalores de las matrices que entran en juego son los siguientes
f ≡ c = {f}
A ≡ G =

〈g˜†jR〉 − 〈fT 〉
−〈g˜†jR〉 − 〈fT 〉
〈g˜†jI〉 − 〈fT 〉
−〈g˜†jI〉 − 〈fT 〉

b ≡ h =

0
0...
0

 length(θj)× 4
Aeq ≡ A =
(〈g˜†0R〉
〈g˜†0I〉
)
beq ≡ b =
(
k′
k′′
)
A continuación se muestran unos ejemplos de minimización del máximo nivel de lóbulos se-cundarios para varios tipos de arrays comparando la técnica previamente descrita de programaciónlineal con la de SOCP vista en la sección 5.8 del capítulo anterior. Los arrays hallados medianteoptimización lineal se abrevian como LP.
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Figura 6.2: Comparativa de minimización del máximo SLL en un array lineal para
θ ∈ [10, 90] simétrico (N=15,dx=0.5λ,θ0=0o,φ0=0o)
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Figura 6.3: Comparativa de minimización del máximo SLL en un array circular para
θ ∈ [10, 90] simétrico (N=28,r=2.2329λ,dr=0.5λ,θ0=0o,φ0=0o)116 CAPÍTULO 6. PROGRAMACIÓN LINEAL (LP)
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Figura 6.4: Comparativa de minimización del máximo SLL en un array plano para
θ ∈ [20, 90] simétrico (N=M=6,dx=dy=0.2λ,θ0=0o,φ0=0o)
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Figura 6.5: Comparativa de minimización del máximo SLL en un array lineal para
θ1 ∈ [−90,−20] y θ2 ∈ [50, 90] asimétrico (N=12,dx=0.3λ,θ0=12o)CAPÍTULO 6. PROGRAMACIÓN LINEAL (LP) 117
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Figura 6.6: Comparativa de minimización del máximo SLL en un array lineal para
θ1 ∈ [−90,−30] y θ2 ∈ [10, 90] asimétrico (N=16,dx=0.5λ,θ0=-20o)
6.5. Análisis de los resultados
Los diagramas de radiación expuestos anteriormente muestran la convergencia de los re-sultados obtenidos con programación lineal con los obtenidos en la sección 5.8 de SOCP parael problema de minimización del máximo nivel de lóbulos secundarios para arrays con cualquiertipo de apuntamiento en θ, pudiendo por tanto tomar las excitaciones tanto valores reales comocomplejos, siendo sus diagramas de radiación correspondientes simétricos o asimétricos respecti-vamente.
Como se vio en las conclusiones de programación cuadrática, para un diagrama de radiacióncuyos lóbulos secundarios están restringidos a un cierto nivel y éstos tienen su máximo constante (odicho de otra forma, todos se encuentran acotados a la misma altura o magnitud), está demostradoque la solución es óptima. A este tipo de arrays se les denomina arrays de Dolph-Chebyshev. En losejemplos de la sección anterior, los diagramas obtenidos mediante programación lineal muestranligeras variaciones en el módulo de sus lóbulos secundarios, por lo que se puede concluir que nose ha alcanzado la solución óptima. Sin embargo, los resultados que se consiguen son bastanteaproximados a los que se obtienen mediante SOCP, los cuales ya se ha demostrado que sonóptimos. Además, éstos adquieren más valor si se tiene en cuenta que el tiempo de procesamientoy recursos del sistema son mucho menores usando programación lineal.
Los resultados son especialmente buenos para el caso de diagramas de radiación simétricos,
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donde el ejemplo del array circular 6.3 de la página 116 llega a converger perfectamente. Estoes porque para los casos de solamente componente real, el problema es teóricamente realizablemediante programación lineal, algo que no sucede cuando entra en juego la componente compleja.Esta es otra ventaja de utilizar este planteamiento no tan riguroso, que se puede implementar, aun-que de modo subóptimo, problemas con componente compleja que generen diagramas de radiaciónpara todo θ.
En la figura 6.4 de la página 117, al aplicar programación lineal se puede ver cómo losnulos del diagrama de radiación obtenido se encuentran suavizados y se quedan en valores altoscomparados con los obtenidos por SOCP. Esto que en un principio puede parecer falta de precisióndel algoritmo resulta en un caso de especial interés puesto a debate por la comunidad científica.Existe una técnica llamada relleno de nulos o null-filling [36] cuyo objetivo es “rellenar” o suavizarlos campos nulos de una antena para evitar diferencias muy grandes en las diferentes magnitudesde las excitaciones de sus elementos, lo que supondría un esfuerzo y consumo muy grande en laalimentación de la antena, a cambio de perder resolución en los nulos que puede llevar en noanular del todo la señal en la dirección de éstos. Por ejemplo, para dicha figura se puede ver queen la optimización llevada a cabo mediante SOCP el máximo nivel en sus lóbulos secundarios esde -8 dB mientras que los mínimos bajan de -40 dB, unos 30 dB menos, que en unidades naturalessupone unas 1.000 veces menos. Sin embargo, mediante programación lineal el máximo nivel delos SLL es de también aproximadamente -8 dB y el mínimo de unos -18, unos 10 dB de diferenciaque a cambio sólo supone un factor entre uno y otro de 10 unidades naturales. La diferencia entreel nivel de potencia del elemento con mayor radiación y del elemento con la menor viene dada porla siguiente expresión
Difpot−elem = 20 log
(
max(|{w}|)
min(|{w}|)
) dB (6.10)
La diferencia de potencia entre el elemento que más radia con el que menos del array optimizadomediante SOCP es de unos 46 dB, mientras que mediante programación lineal se obtiene unadiferencia entre elementos de aproximadamente 34 dB, lo que supone un ahorro de unos 12 dBo, equivalentemente, radiar con una diferencia de potencia unas 16 veces menor. Esto, a nivelesdel circuito de alimentación de la antena se traduce en, o bien introducir un amplificador quemultiplique por 16 la potencia de radiación del elemento más baja, con el gran coste que elloconlleva, o bien insertar un atenuador que reduzca por 16 la potencia de radiación del elementomás alta y, por tanto, la desperdicie.
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Capítulo 7
Conclusiones y trabajo futuro
7.1. Introducción
Para terminar, este capítulo resume todos los resultados llevados a cabo mediante los distin-tos métodos y problemas de optimización, destacando las conclusiones más importantes. Además,se especulan las posibles vías de estudio a seguir a la finalización del presente proyecto.
7.2. Conclusiones
Durante el proyecto se han seguido una serie de pasos y su orden no es arbitrario sino queresponde a un proceso específico. Se comenzó con el único propósito de maximizar la directividad,empleando para ello un teorema que optimiza el cociente de dos formas hermíticas, gracias a quela directividad se puede expresar como tal. Este método es muy ligero, pero se ha visto que salvopara los casos de superdirectividad, los cuales no son tampoco muy prácticos debido a su altogasto y poca eficiencia, la maximización de la directividad no supone una mejora considerablerespecto a alimentar los arrays de antenas con excitaciones cofasales.
Por ello, y debido al gran número de aplicaciones que existen en la actualidad que requierenmáxima precisión con mínimas interferencias, es deseable introducir restricciones a la vez que semaximiza la directividad. Esto se logra mediante problemas de optimización lineales y cuadráticosque parten del planteamiento del cociente de dos formas hermíticas. El primero que se ha visto hasido la Programación Cuadrática, que minimiza funciones cuadráticas sujetas a restricciones linea-les. Las restricciones implementadas han sido de campo nulo y del nivel de lóbulos secundarios.Sin embargo, cuando se apunta a una región concreta del espacio donde el diagrama de radiacióndel array es asimétrico, las restricciones de los lóbulos secundarios pasan a ser cuadráticas debidoa su componente compleja y, por lo tanto, se debe utilizar otra técnica que sea capaz de operarcon restricciones cuadráticas.
La siguiente técnica elegida se llama Programación en Cono de Segundo Orden (SOCP), lacual, por contra, minimiza funciones lineales sujetas a restricciones cuadráticas. Es posible convertirla función cuadrática que minimiza el denominador de la directividad en una función lineal másuna restricción cuadrática. Además se pueden introducir las restricciones de campo nulo y del nivel
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de lóbulos secundarios para cualquier región de apuntamiento generando cualquier diagrama deradiación óptimo posible. Aún así, es preferible utilizar, si se puede, programación cuadrática, pueses un algoritmo que consume menos recursos y es por tanto más rápido. Para los demás casos, sóloSOCP será capaz de resolverlos. Además, se ha planteado un nuevo problema de optimización:minimizar el máximo nivel de lóbulos secundarios dado un ancho de haz principal determinado.
Finalmente, para este último planteamiento de minimizar el máximo nivel de SLL, se puedeaplicar también la técnica de Programación Lineal, la cual también es más ligera y por tanto pre-ferible que SOCP. Sin embargo, esta técnica no cubre el caso en el que los diagramas de radiaciónson asimétricos. Mediante una interpretación no del todo rigurosa de un teorema geométrico, sepuede generalizar el problema para cualquier tipo de diagrama, obteniendo, por contra, solucionessubóptimas. Aún así, dichas soluciones convergen con bastante exactitud, sobre todo en el casosimétrico, con lo que si la resolución que se desea del problema no es muy estricta se puede optarpor sacrificar algo de precisión que da SOCP por tiempo y recursos que otorga la programaciónlineal.
7.3. Trabajo futuro
Existen multitud de posibles líneas de estudio para este proyecto de optimización de arraysde anteas. A continuación se nombran las principales.
El más inmediato sería analizar nuevas topologías de arrays, tanto planos, como triangulares,hexagonales (el cual se llegó a simular pero no se incluyó en la memoria por falta de relevancia)y demás; como tridimensionales, por ejemplo arrays cúbicos o esféricos. También sería interesanteexaminar arrays con distancia entre elementos no uniforme e incluso arbitraria. Hay que decir quetodas las funciones de optimización presentes en el proyecto aceptarían cualquiera de estas nuevasformas de arrays, ya que se basan en las coordenadas de sus elementos en vez de en la distanciarelativa entre ellos. Además, se podría plantear un nuevo tipo de problema de optimización quetrate de hallar la posición óptima de cada uno de los elementos de un array para especificacionesdeterminadas en la dirección de apuntamiento, potencia y fase de sus excitaciones y restriccionesde campo nulo y nivel de lóbulos secundarios.
Una opción interesante desde el punto de vista económico es limitar la optimización de lasexcitaciones a únicamente sus fases relativas, ya que variar los módulos conlleva a introducir am-plificadores en el circuito de alimentación de la antena siendo mucho más costoso de implementar.Sin embargo, las soluciones que se alcanzarían serían subóptimas con respecto a las halladas eneste trabajo.
Durante todo el proyecto se ha supuesto que los elementos de los arrays de antenas eranisotrópicos. Esto, según la sección 2.6.6 del estado del arte, significa que los elementos radiancon la misma intensidad para cualquier dirección del espacio. Las antenas isotrópicas suelen serusadas como caso de estudio pero en la práctica son irrealizables, por lo que si se quiere simularcon el máximo realismo posible, se debería cambiar este tipo de antenas por direccionales, lascuales radian mejor para ciertos puntos del espacio que para otros, lo cual además ayudaría adireccionar la antena.
El siguiente paso sería introducir el efecto de acoplos mutuos entre los elementos de lasantenas, que a lo largo del proyecto han sido ideales. Como ya se dijo en la introducción delcapítulo 3, los acoplos mutuos son interferencias electromagnéticas entre los elementos próximos
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en un array de antenas. Existen métodos en el diseño de los arrays para paliar sus efectos a lapar que los obvios, como separar más los elementos o evitar que radien en la dirección del resto,pero aún así éstos no desaparecen del todo.
Aparte del estudio y comparación de nuevos tipos de algoritmos clásicos convexos aplicadosa los arrays de antenas no analizados en este proyecto, como programación bicuadrática o losmétodos óptimos H∞ y L∞, sería interesante dar el salto a los algoritmos evolutivos y heurísticos,vistos en la sección 2.8 del estado del arte, los cuales ofrecen, mediante una visión radicalmentediferente del problema de optimización basada en la Teoría de la Evolución, nuevas soluciones degran eficiencia.
Por último, se puede desarrollar la técnica de Binary Integer Programming, la cual restringetodas las variables de optimización a números binarios, esto es, a valer 0 ó 1. De este modo, sepuede optimizar el array desde el punto de vista del estado de sus elementos, estando cada unoo bien encendido o bien apagado.
CAPÍTULO 7. CONCLUSIONES Y TRABAJO FUTURO 123

Glosario de acrónimos
AF: Array FactorAM: Amplitude ModulationCPU: Central Processing UnitDOA: Direction Of ArrivalDSP: Digital Signal ProcessingEHF: Extremely High FrequencyFM: Frequency ModulationFNBW: First-Null BeamWidthHF: Hermitian Forms / High FrequencyHPBW: Half-Power BeamWidthIEEE: Institute of Electrical and Electronics EngineersITU: International Telecommunication UnionLF: Low FrequencyLP: Linear ProgrammingMF: Medium FrequencyQP: Quadratic ProgrammingRMS: Root Mean SquareSHF: Super High FrequencySLL: Side-Lobe LevelSO: Sin OptimizarSOCP: Second-Order Cone ProgrammingUHF: Ultra High FrequencyVHF: Very High FrequencyVLF: Very Low FrequencyWLAN: Wireless Local Area Network
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Apéndice A
Conceptos matemáticos
A continuación se realiza un pequeño repaso a los conceptos matemáticos principales queaparecen durante el desarrollo del proyecto. Éstos tienen que ver con vectores y matrices, y susoperaciones asociadas, englobándose en la rama del álgebra.
A.1. Vectores y matrices
Durante todo el desarrollo del proyecto, se sigue la notación 〈a〉 para referirse a vectoresfila, {b} para vectores columnas y [C] para denotar matrices. Además, los vectores y matrices estánindexadas empezando por cero y finalizando en su dimensión menos uno, según
〈a〉 ≡ a0...N−1 = [a0 a1 a2 · · · aN−1]
{b} ≡ b0...M−1 =

b0
b1
b2...
bM−1

[C] ≡ C0...N−1,0...M−1 =

c0,0 c0,1 c0,2 · · · c0,N−1
c1,0 c1,1 c1,2 · · · c1,N−1
c2,0 c2,1 c2,2 · · · c2,N−1... ... ... . . . ...
cM−1,0 cM−1,1 cM−1,2 · · · cM−1,N−1

En algunos casos teóricos, para denotar un vector cualquiera sin especificar si es un vectorfila o columna, se utiliza cualquiera de las dos notaciones formales matemáticas u ó ~u, siendo
u ≡ ~u ≡ u0...N−1 = (u0, u1, u2, . . . , uN−1)
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A.2. Autovectores y autovalores
Un autovector, también llamado vector propio o característico o eigenvector, de una matrizcuadrada1 N ×N [A], es un vector v de dimensión N real distinto de cero que, multiplicado por
[A], da como resultado un escalar λ múltiplo de sí mismo, el cual es llamado autovalor, valor propioo característico o eigenvalor. Todo esto se puede formular como
[A]v = λv , v 6= 0 ∈ RN , λ ∈ R
Despejando, se obtiene la ecuación equivalente
([A]− λ[I])v = 0
donde [I] es la matriz identidad2 de dimensiones N ×N . De este modo, se puede decir que λ esun autovalor ⇔ det([A]− λ[I]) = 0.
A.3. Matriz hermítica
Una matriz hermítica o hermitiana es una matriz cuadrada3 y compleja que es igual a sutranspuesta4 conjugada5. Así, cada elemento en la i-ésima fila y j-ésima columna es igual alconjugado del elemento en la j-ésima fila e i-ésima columna
[A] = [AT ] , ai,j = aj,i
Una matriz hermítica suele denotarse como [AH ], [A∗] ó [A†].
1Una matriz cuadrada es una matriz con el mismo número de filas que de columnas, con lo que, si es de dimensión N ,tiene N filas y N columnas, tal que
[C] ≡ C0...N−1,0...N−1 =

c0,0 c0,1 · · · c0,N−1
c1,0 c1,1 · · · c1,N−1... ... . . . ...
cN−1,0 cN−1,1 · · · cN−1,N−1

2Una matriz identidad es una matriz cuadrada (ver nota 1) de ceros salvo su diagonal principal a uno, según
[I] =

1 0 · · · 0
0 1 · · · 0... ... . . . ...
0 0 · · · 1

3Ver nota 1.4La matriz transpuesta de la matriz [A], representada como [AT ], reposiciona cada elemento de la fila i y columna jen la fila j y la columna i, según
[ATij ] = [Aji]
5La matriz conjugada de la matriz [A], representada como [A], conjuga sus elementos, es decir, cambia de signo la parteimaginaria de sus elementos.
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A.4. Espacios vectoriales
Un espacio vectorial es una estructura matemática formada por una colección de elementosbásicos llamados vectores, con los cuales se pueden realizar dos operaciones básicas: la adicióny la multiplicación por escalares. Ambas operaciones deben satisfacer ocho axiomas, cuatro cadauna, listados a continuación.
Sea un espacio vectorial sobre un cuerpo (ver siguiente sección) K un conjunto6 V no vacíoy sean los vectores u,v ∈ V , se define la operación de adición o suma como
+ : V × V → V
(u,v) 7→ u+ v
Sea además w ∈ V , los cuatro axiomas de la operación adición o suma son:
1. Propiedad conmutativa: u+ v = v + u.2. Propiedad asociativa: u+ (v +w) = (u+ v) +w.3. Elemento neutro o identidad: ∃o ∈ V tal que u+ o = u, ∀u ∈ V .4. Elemento opuesto: ∀u ∈ V , ∃ − u ∈ V , tal que u+ (−u) = 0.
Sea el mismo espacio vectorial V con el vector u ∈ V y el escalar λ ∈ K, se define laoperación de multiplicación o producto por escalar como
· : K× V → V
(λ,u) 7→ λ · u
Sea además µ ∈ K, los cuatro axiomas de la operación multiplicación o producto por escalar son:
5. Propiedad asociativa: λ · (µ · u) = (λ · µ) · u.6. Elemento neutro o identidad: sea 1 ∈ K, entonces 1 · u = u.7. Propiedad distributiva del producto respecto a la suma de vectores: λ · (u+v) = λ ·u+λv.8. Propiedad distributiva del producto respecto a la suma de escalares: (λ+µ) ·u = λ ·u+µ ·u.
A.5. Cuerpos y campos vectoriales
Un cuerpo o campo matemático (no confundir con campo vectorial visto a continuación en estamisma sección) es una estructura algebraica en la cual las operaciones de adición y multiplicaciónse pueden realizar y además cumplen una serie de propiedades.
6Un conjunto es una colección de elementos considerada en sí misma como un objeto.
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Un cuerpo es un anillo de división conmutativo7, es decir, un anillo conmutativo y unitario enel que todo elemento distinto de cero es invertible respecto del producto. Por tanto un cuerpo esun conjunto K en el que se han definido dos operaciones + y ·, llamadas adición y multiplicaciónrespectivamente, que cumplen las siguientes propiedades:
• K es cerrado para la adición y la multiplicación: ∀a, b ∈ K, a + b y a · b son operacionesmatemáticas ∈ K.
• Conmutatividad de la adición y la multiplicación: ∀a, b ∈ K, a+ b = b+ a y a · b = b · a.
• Asociatividad de la adición y la multiplicación: ∀a, b, c ∈ K, a + (b + c) = (a + b) + c y
a · (b · c) = (a · b) · c.
• Existencia de un elemento neutro para la adición y la multiplicación: ∃0 ∈ K, tal que ∀a ∈ K,
a+ 0 = a; ∃1 6= 0 ∈ K, tal que ∀a ∈ K, a · 1 = a.
• Existencia del elemento opuesto y de inversos: para cada a ∈ K,∃−a ∈ K, tal que a+(−a) =
0; para cada a 6= 0 ∈ K, ∃a−1 ∈ K, tal que a · a−1 = 1.
• Distributividad de la multiplicación respecto de la adición: ∀a, b, c ∈ K, a · (b+ c) = (a · b) +
(a · c).
Son ejemplos de cuerpos matemáticos los conjuntos de los números enteros Z, racionales Q,reales R o complejos C.
Un campo vectorial representa la distribución espacial de una magnitud vectorial. Asociaun vector a cada punto en el espacio euclídeo8, de la forma ϕ : Rn → Rn. Su definición es lasiguiente.
7Un anillo es una estructura algebraica formada por un conjunto R no vacío y dos operaciones, que son la adición (+)y la multiplicación (·). Se denota por la terna (R,+, ·).Un anillo de división es un anillo unitario R (ver nota 11) en el que todo elemento distinto de cero es invertible y portanto una unidad. Si U(R) es su grupo de unidades, entonces
U(R) = R\{0}
Un anillo de división conmutativo es un anillo (R,+, ·) en el que la operación de multiplicación (·) es conmutativa,esto es, ∀a, b ∈ R, a · b = b · a. Todo cuerpo es un anillo de división conmutativo.8Un espacio euclídeo o euclidiano es un espacio vectorial (visto en A.4) normado (visto más adelante en A.7) sobre losnúmeros reales de dimensión finita, en que la norma es la asociada al producto escalar ordinario. Para cada númeroentero no negativo n, el espacio euclídeo n-dimensional se representa por el símbolo Rn y es el conjunto de todaslas tuplas ordenadas
(x0, x1, . . . , xn−1)
en donde cada xi es un número real, junto con la función distancia entre dos puntos (x0, x1, . . . , xn−1) e
(y0, y1, . . . , yn−1) llamada distancia euclidiana, definida por la fórmula
d(x,y) = ‖x− y‖ =
√√√√n−1∑
i=0
(xi − yi)2
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Un campo vectorial sobre un subconjunto9 del espacio euclídeo X ⊂ Rn es una función convalores vectoriales:
V : X → Rn
Se dice que V es un campo vectorial Ck si como función es k veces diferenciable con continuidaden X . Un campo vectorial se puede visualizar como un espacio X con un vector n-dimensionalunido a cada punto en X .
Dados dos campos vectoriales Ck V y W , definidos sobre X , y una función real Ck fdefinida también sobre X , las operaciones producto por escalar
(fV )(x) = f(x)V (x)
y adición
(V +W )(x) = V (x) +W (x)
definen el módulo de los campos vectoriales Ck sobre el anillo10 de las funciones Ck .
A.6. Producto escalar y vectorial
El producto escalar o producto punto es una operación algebraica entre dos vectores de lamisma longitud u,v ∈ Rn que da como resultado un número o escalar. Queda definido como
u · v = u0v0 + u1v1 + . . .+ uN−1vN−1
El producto escalar presenta las siguientes propiedades:
• Propiedad conmutativa: u · v = v · u.
• Propiedad distributiva: u · (v +w) = u · v + u ·w.
• Propiedad asociativa: (λu) · v = u · (λv) = λ(u · v), siendo λ ∈ R un número real.
• Si u = o = (0, 0, . . . , 0) es el vector nulo, entonces u · u = 0; si u 6= o es cualquier otrovector, entonces u · u = |u|2.
• Ortogonalidad: si u,v 6= o entonces u ⊥ v ⇔ u · v = 0.
9Un conjunto (ver nota 6) B es subconjunto de un conjunto A si B está contenido dentro de A. Se representa de lasiguiente forma
B ⊂ A
10Ver nota 7.
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El producto vectorial o producto cruz es una operación entre dos vectores en un espaciotridimensional. Sean dos vectores u,v ∈ R3 que forman un ángulo θ, se define el producto vectorialcomo
u× v = |u||v| sin θ nˆ
cuya representación gráfica es
v
u
u× v
nˆ
θ
Figura A.1: Producto vectorial
donde nˆ es el vector unitario11 y ortogonal12 a los vectores u y v con un sentido igual al delavance de un tornillo.
El producto vectorial se puede definir de una manera más desarrollada. Sea la base canó-nica13 de dimensión tres
i = (1, 0, 0)
j = (0, 1, 0)
k = (0, 0, 1)
cuya representación gráfica en los ejes de coordenadas es
11Un vector unitario es un vector de módulo igual a uno, tal que
u ≡ uˆ⇔ |u| = 1
Se puede hallar mediante
uˆ =
u
|u|
12Dos vectores son ortogonales o perpendiculares si su producto escalar es cero
u · v = 0⇔ u ⊥ v
13Una base canónica es una colección de vectores linealmente independientes cuyo número coincide con la dimensióndel propio espacio vectorial. Ésta se encuentra normalizada, esto es, está compuesta de vectores unitarios (ver nota11). A continuación se muestran brevemente algunas de sus propiedades.
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x y
z
i j
k
Figura A.2: Base canónica
y que posee las siguientes propiedades

i = j × k = −(k × j)
j = k × i = −(i× k)
k = i× j = −(j × i)
i · j = j · k = k · i = 0
|i| = |j| = |k| = 1
Se definen los vectores u y v como
u = uxi+ uyj + uzk
v = vxi+ vyj + vzk
El producto vectorial se define según
u× v = (uyvz − uzvy)i+ (uzvx − uxvz)j + (uxvy − uyvx)k
Equivalentemente, usando notación matricial, el producto vectorial también se puede obtener apartir del siguiente determinante
u× v =
∣∣∣∣∣∣
i j k
ux uy uz
vx vy vz
∣∣∣∣∣∣ =
∣∣∣∣uy uzvy vz
∣∣∣∣ i− ∣∣∣∣ux uzvx vz
∣∣∣∣ j + ∣∣∣∣ux uyvx vy
∣∣∣∣k
El producto vectorial presenta las siguientes propiedades:
• Propiedad anticonmutativa: u× v = −(v × u).
• Propiedad distributiva: u× (v +w) = u× v + u×w.
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• Multiplicación de un escalar: (λu) × v = u × (λv) = λ(u × v), siendo λ ∈ R un númeroreal.
• Cancelación por ortogonalidad: u · (u× v) = 0.
• Condición de paralelismo: si u× v = 0 con u 6= 0 y v 6= 0 ⇒ u ‖ v.
• Doble producto vectorial: u× (v ×w) = v(u ·w)−w(u · v).
• Identidad de Jacobi: u× (v ×w) + v × (w × u) +w × (u× v) = 0.
• Módulo del producto vectorial: |u× v| = |u||v| sin θ.
• Dirección del producto vectorial: nˆ = u× v|u× v| , el cual se ve que es unitario y es normal alplano que contiene los vectores u y v.
A.7. Norma euclídea
La norma euclídea de un vector fila 〈u〉 = (u0, u1, . . . , uN−1) ∈ RN se encuentra definidacomo la raíz cuadrada del producto escalar, visto en el apartado anterior, teniendo la forma
‖u‖ :=
√
〈u〉{u∗}
donde {u∗} es el vector columna transpuesto conjugado o hermítico (visto en A.3) del vector 〈u〉.
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Apéndice B
Presupuesto
1) Ejecución MaterialCompra de ordenador personal (versión de Windows incluida) 800 ¤
MATLABr R2014b (versión estándar) 2.000 ¤
Monitor adicional 200 ¤
Cable VGA 6 ¤
Alquiler de impresora láser durante 9 meses 50 ¤
Material de oficina 50 ¤
Total de ejecución material 3.106 ¤
2) Gastos generales16% sobre Ejecución Material 496,96 ¤
3) Beneficio Industrial6% sobre Ejecución Material 186,36 ¤
4) Honorarios Proyecto1.800 horas a 16 ¤/hora 28.800 ¤
5) Material fungibleGastos de impresión 250 ¤
Encuadernación 20 ¤
6) Subtotal del presupuestoSubtotal Presupuesto 32.859,32 ¤
7) I.V.A. aplicable21% Subtotal Presupuesto 6900,46 ¤
8) Total presupuestoTotal Presupuesto 39.759,78 ¤
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Madrid, Abril 2015
El Ingeniero Jefe de Proyecto
Fdo.: Pablo Asenjo García
Ingeniero de Telecomunicación
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Apéndice C
Pliego de condiciones
Pliego de condiciones
Este documento contiene las condiciones legales que guiarán la realización, en este proyecto,de la Aplicación de algoritmos de optimización convexa a la síntesis de diagramas de radiaciónde arrays de antenas. En lo que sigue, se supondrá que el proyecto ha sido encargado por unaempresa cliente a una empresa consultora con la finalidad de realizar dicho sistema. Dicha empresaha debido desarrollar una línea de investigación con objeto de elaborar el proyecto. Esta línea deinvestigación, junto con el posterior desarrollo de los programas está amparada por las condicionesparticulares del siguiente pliego.
Supuesto que la utilización industrial de los métodos recogidos en el presente proyecto hasido decidida por parte de la empresa cliente o de otras, la obra a realizar se regulará por lassiguientes:
Condiciones generales.
1. La modalidad de contratación será el concurso. La adjudicación se hará, por tanto, a laproposición más favorable sin atender exclusivamente al valor económico, dependiendo delas mayores garantías ofrecidas. La empresa que somete el proyecto a concurso se reservael derecho a declararlo desierto.
2. El montaje y mecanización completa de los equipos que intervengan será realizado totalmentepor la empresa licitadora.
3. En la oferta, se hará constar el precio total por el que se compromete a realizar la obra y eltanto por ciento de baja que supone este precio en relación con un importe límite si este sehubiera fijado.
4. La obra se realizará bajo la dirección técnica de un Ingeniero Superior de Telecomunicación,auxiliado por el número de Ingenieros Técnicos y Programadores que se estime preciso parael desarrollo de la misma.
5. Aparte del Ingeniero Director, el contratista tendrá derecho a contratar al resto del personal,pudiendo ceder esta prerrogativa a favor del Ingeniero Director, quien no estará obligado aaceptarla.
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6. El contratista tiene derecho a sacar copias a su costa de los planos, pliego de condiciones ypresupuestos. El Ingeniero autor del proyecto autorizará con su firma las copias solicitadaspor el contratista después de confrontarlas.
7. Se abonará al contratista la obra que realmente ejecute con sujeción al proyecto que sirvióde base para la contratación, a las modificaciones autorizadas por la superioridad o a lasórdenes que con arreglo a sus facultades le hayan comunicado por escrito al IngenieroDirector de obras siempre que dicha obra se haya ajustado a los preceptos de los pliegosde condiciones, con arreglo a los cuales, se harán las modificaciones y la valoración de lasdiversas unidades sin que el importe total pueda exceder de los presupuestos aprobados. Porconsiguiente, el número de unidades que se consignan en el proyecto o en el presupuesto,no podrá servirle de fundamento para entablar reclamaciones de ninguna clase, salvo en loscasos de rescisión.
8. Tanto en las certificaciones de obras como en la liquidación final, se abonarán los trabajosrealizados por el contratista a los precios de ejecución material que figuran en el presupuestopara cada unidad de la obra.
9. Si excepcionalmente se hubiera ejecutado algún trabajo que no se ajustase a las condicionesde la contrata pero que sin embargo es admisible a juicio del Ingeniero Director de obras, sedará conocimiento a la Dirección, proponiendo a la vez la rebaja de precios que el Ingenieroestime justa y si la Dirección resolviera aceptar la obra, quedará el contratista obligado aconformarse con la rebaja acordada.
10. Cuando se juzgue necesario emplear materiales o ejecutar obras que no figuren en el pre-supuesto de la contrata, se evaluará su importe a los precios asignados a otras obras omateriales análogos si los hubiere y cuando no, se discutirán entre el Ingeniero Director yel contratista, sometiéndolos a la aprobación de la Dirección. Los nuevos precios convenidospor uno u otro procedimiento, se sujetarán siempre al establecido en el punto anterior.
11. Cuando el contratista, con autorización del Ingeniero Director de obras, emplee materiales decalidad más elevada o de mayores dimensiones de lo estipulado en el proyecto, o sustituyauna clase de fabricación por otra que tenga asignado mayor precio o ejecute con mayoresdimensiones cualquier otra parte de las obras, o en general, introduzca en ellas cualquiermodificación que sea beneficiosa a juicio del Ingeniero Director de obras, no tendrá derechosin embargo, sino a lo que le correspondería si hubiera realizado la obra con estricta sujecióna lo proyectado y contratado.
12. Las cantidades calculadas para obras accesorias, aunque figuren por partida alzada en elpresupuesto final (general), no serán abonadas sino a los precios de la contrata, según lascondiciones de la misma y los proyectos particulares que para ellas se formen, o en sudefecto, por lo que resulte de su medición final.
13. El contratista queda obligado a abonar al Ingeniero autor del proyecto y director de obrasasí como a los Ingenieros Técnicos, el importe de sus respectivos honorarios facultativospor formación del proyecto, dirección técnica y administración en su caso, con arreglo a lastarifas y honorarios vigentes.
14. Concluida la ejecución de la obra, será reconocida por el Ingeniero Director que a tal efectodesigne la empresa.
15. La garantía definitiva será del 4 % del presupuesto y la provisional del 2 %.
16. La forma de pago será por certificaciones mensuales de la obra ejecutada, de acuerdo conlos precios del presupuesto, deducida la baja si la hubiera.
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17. La fecha de comienzo de las obras será a partir de los 15 días naturales del replanteo oficialde las mismas y la definitiva, al año de haber ejecutado la provisional, procediéndose si noexiste reclamación alguna, a la reclamación de la fianza.
18. Si el contratista al efectuar el replanteo, observase algún error en el proyecto, deberá co-municarlo en el plazo de quince días al Ingeniero Director de obras, pues transcurrido eseplazo será responsable de la exactitud del proyecto.
19. El contratista está obligado a designar una persona responsable que se entenderá con elIngeniero Director de obras, o con el delegado que éste designe, para todo relacionado conella. Al ser el Ingeniero Director de obras el que interpreta el proyecto, el contratista deberáconsultarle cualquier duda que surja en su realización.
20. Durante la realización de la obra, se girarán visitas de inspección por personal facultativo dela empresa cliente, para hacer las comprobaciones que se crean oportunas. Es obligación delcontratista, la conservación de la obra ya ejecutada hasta la recepción de la misma, por loque el deterioro parcial o total de ella, aunque sea por agentes atmosféricos u otras causas,deberá ser reparado o reconstruido por su cuenta.
21. El contratista, deberá realizar la obra en el plazo mencionado a partir de la fecha delcontrato, incurriendo en multa, por retraso de la ejecución siempre que éste no sea debido acausas de fuerza mayor. A la terminación de la obra, se hará una recepción provisional previoreconocimiento y examen por la dirección técnica, el depositario de efectos, el interventor yel jefe de servicio o un representante, estampando su conformidad el contratista.
22. Hecha la recepción provisional, se certificará al contratista el resto de la obra, reservándosela administración el importe de los gastos de conservación de la misma hasta su recep-ción definitiva y la fianza durante el tiempo señalado como plazo de garantía. La recepcióndefinitiva se hará en las mismas condiciones que la provisional, extendiéndose el acta co-rrespondiente. El Director Técnico propondrá a la Junta Económica la devolución de la fianzaal contratista de acuerdo con las condiciones económicas legales establecidas.
23. Las tarifas para la determinación de honorarios, reguladas por orden de la Presidencia delGobierno el 19 de Octubre de 1961, se aplicarán sobre el denominado en la actualidad“Presupuesto de Ejecución de Contrata” y anteriormente llamado “Presupuesto de EjecuciónMaterial” que hoy designa otro concepto.
Condiciones particulares.
La empresa consultora, que ha desarrollado el presente proyecto, lo entregará a la empresacliente bajo las condiciones generales ya formuladas, debiendo añadirse las siguientes condicionesparticulares:
1. La propiedad intelectual de los procesos descritos y analizados en el presente trabajo,pertenece por entero a la empresa consultora representada por el Ingeniero Director delProyecto.
2. La empresa consultora se reserva el derecho a la utilización total o parcial de los resultadosde la investigación realizada para desarrollar el siguiente proyecto, bien para su publicacióno bien para su uso en trabajos o proyectos posteriores, para la misma empresa cliente o paraotra.
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3. Cualquier tipo de reproducción aparte de las reseñadas en las condiciones generales, biensea para uso particular de la empresa cliente, o para cualquier otra aplicación, contarácon autorización expresa y por escrito del Ingeniero Director del Proyecto, que actuará enrepresentación de la empresa consultora.
4. En la autorización se ha de hacer constar la aplicación a que se destinan sus reproduccionesasí como su cantidad.
5. En todas las reproducciones se indicará su procedencia, explicitando el nombre del proyecto,nombre del Ingeniero Director y de la empresa consultora.
6. Si el proyecto pasa la etapa de desarrollo, cualquier modificación que se realice sobre él,deberá ser notificada al Ingeniero Director del Proyecto y a criterio de éste, la empresaconsultora decidirá aceptar o no la modificación propuesta.
7. Si la modificación se acepta, la empresa consultora se hará responsable al mismo nivel queel proyecto inicial del que resulta el añadirla.
8. Si la modificación no es aceptada, por el contrario, la empresa consultora declinará todaresponsabilidad que se derive de la aplicación o influencia de la misma.
9. Si la empresa cliente decide desarrollar industrialmente uno o varios productos en los queresulte parcial o totalmente aplicable el estudio de este proyecto, deberá comunicarlo a laempresa consultora.
10. La empresa consultora no se responsabiliza de los efectos laterales que se puedan producir enel momento en que se utilice la herramienta objeto del presente proyecto para la realizaciónde otras aplicaciones.
11. La empresa consultora tendrá prioridad respecto a otras en la elaboración de los proyec-tos auxiliares que fuese necesario desarrollar para dicha aplicación industrial, siempre queno haga explícita renuncia a este hecho. En este caso, deberá autorizar expresamente losproyectos presentados por otros.
12. El Ingeniero Director del presente proyecto, será el responsable de la dirección de la apli-cación industrial siempre que la empresa consultora lo estime oportuno. En caso contrario,la persona designada deberá contar con la autorización del mismo, quien delegará en él lasresponsabilidades que ostente.
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