Abstract
Introduction
Optical diffusion imaging in highly scattering media such as tissue, as an alternative to x-ray tomography, presents significantly lower health risk, and also has successfully demonstrated its potential in biomedical applications. Since the optical inverse problem is nonlinear and ill-posed, iterative inversion algorithms for nonlinear inverse problems have been employed as solution techniques. However, current reconstruction algorithms for optical diffusion imaging have various properties that limit their convergence. This results from the approximation of integral form Fr6chet derivative operator for the diffusion equation, and that two independent spatially varying parameters, the absorption and scattering coefficient, need to be reconstructed simultaneously. We will derive here the optimal FrCchet derivative operator with respect to the spatially varying absorption and scattering coefficients in integral form without any approximation. Numerical results are presented to illustrate the advantages of this approach.
Previous Methods
Consider a common form of the nonlinear ill-posed inverse problem : R. P. Millane, T. J. Downar
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Purdue University W. Lafayette, IN 47907 where F : X + Y is a nonlinear operator between Hilbert spaces and y6 is noisy data. Due to the illposedness of the nonlinear operator F ( . ) , a regularized approximation to the solution is needed to make it depend continuously on the measurements yb. The most famous approach is the Tikhonov regularization technique [l] , which is formulated as where 5 is an initial estimate of the unknown parameter x and a is the Lagrangian parameter. We can consider the following iterative technique for solution of (2):
which guarantees a solution that is a local minimum of (2 Since we cannot find a nonlinear operator F ( . ) explicitly from the PDE expression (4), it is quite difficult to apply the general form of the iterative inversion technique (3). However, in the conventional where the unknown equivalent wavenumber-squared and modified source i are defined as k 2 = 3 (~u + ~s ) ( -~u + i U/.) 0 = 3(pa + ps)s. (6) We can then identify the nonlinear operator F ( . ) F ( k 2 ) = q5(r;kb2) dr'g(r,r';kb2)d(r';kb2)Ak2(r') (7) and data y = d ( r ; k 2 ) where k2 = k 2 ( p u , p s ) is the unknown equivalent wave number-squared, and kb2 = k2 (p:,pt) is the initial estimate. Note that Ak2(r') = k2(r') -kb2(r'), and the Green's function, g ( r , r'; k b 2 ) , is that of the PDE in (5). Therefore, we can use the iteration (3) to obtain Ak2 and convert it to the Apu and Apu, as
where Re [.] and Irn[.] denote the real and imaginary parts, respectively. This kind of procedure is known as the distorted Born iterative method (DBIM).
The Optimal F'r6chet Derivative in Integral Form
The approach using (5) and (7) is not optimal for the following reasons. Firstly, the assumption that Suppose that pa and ps can be approximated as weighted sums of {$k}f=l, such that We have shown [7] that for any k , the derivative of the generalized solution U of (4) where the Green function g(., .) is that of (4). If I< + 00, it is not difficult to prove that (11) is finite and converges uniformly to the following integral equation: d(r; P u , P 5 ) = 4 ( r ; P:, P 3 + s, dr'dr, r'; Pb, , P:)q5(r1; Pb, , P : ) 
where a(.) = (-pUb,(r) + 9 ~/c)/(pUb,(r) + p t ( r ) ) .
Parameter Transform
Note the similarity between (7) and (12). However, the Green's function of (12) is derived from (4) without any approximation, while that of (7) comes from the approximate PDE (5). The definition of O(r') in (12) is also different from that of Ak2(r') in (7). Unlike the nonlinear rellationship between Ak2 and ( A p u , A p s ) , 0 lies in the linear span of ( A p u , Ap,).
Therefore, we can guarantee that the proposed algorithm converges to a solution, and the convergence is faster than for the conventional DBIM approach. Since (12) and (7) are of identical form except for the definition of the unknown A~'((T') and O(T'), we can use the same optimization techniques (3) as the conventional DBIM with the same order of complexity.
The only difference is the conversion from 0 to A p a and ApS. From (12), the parameter transform can be explicitly represented using the previous estimate (/I:, /I3 as
Simulation Results
To examine the performance of our algorithm compared to the conventional DBIM, numerical simulations have been performed. All the simulations used "data" generated by solving (4). The optical modu- Figs. 3(a) -(b) after 6 iterations. After 6 iterations, no significant changes were not observed for both of the simulation results. In this case, the conventional DBIM failed to locate the inhomogeneities even qualitatively. However, use of the new algorithm described here, the quantitative value of the reconstruction is greatly improved, as shown in Figs. 3(c) -(d). The elapsed time taken for 6 iterations by the new algorithm is 30 seconds on an Ultra Sparc workstation.
Conclusion
Even though the standard DBIM approach for the optical diffusion imaging problem has shown some success, the algorithm shows slow convergence especially when the spatial variation of pa and ,us are large, since the FrCchet derivative they derived is not optimal for the unknown absorption and scattering parameters. In this paper, the optimal FrCchet derivative has been derived from the PDE and converted into a iter at ions ~
