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We introduce a model for the emergence of innovations, in which cognitive processes are described
as random walks on the network of links among ideas or concepts, and an innovation corresponds to
the first visit of a node. The transition matrix of the random walk depends on the network weights,
while in turn the weight of an edge is reinforced by the passage of a walker. The presence of the
network naturally accounts for the mechanism of the “adjacent possible,” and the model reproduces
both the rate at which novelties emerge and the correlations among them observed empirically. We
show this by using synthetic networks and by studying real data sets on the growth of knowledge
in different scientific disciplines. Edge-reinforced random walks on complex topologies offer a new
modeling framework for the dynamics of correlated novelties and are another example of coevolution
of processes and networks.
Creativity and innovation are the underlying forces
driving the growth of our society and economy. Study-
ing creative processes and understanding how new ideas
emerge and how novelties can trigger further discover-
ies is therefore fundamental if we want to devise effec-
tive interventions to nurture the success and sustainable
growth of our society. Recent empirical studies have in-
vestigated the emergence of novelties in a wide variety
of different contexts, including science [1, 2], knowledge
and information [3, 4], goods and products [5], language
[6], and also gastronomy [7] and cinema [8]. In particu-
lar, the authors of Refs. [9–12] have looked at different
types of temporally ordered sequences of data, such as
sequences of words, songs, Wikipages and tags to study
how the number S(t) of novelties grows with the length
of the sequence t. They have found that the Heaps’ law,
i.e. a power-law behaviour S(t) ∼ tβ originally intro-
duced to describe the number of distinct words in a text
document [13], applies to different contexts, producing
different values of β < 1. In parallel to the empiri-
cal analyses, various models have been proposed to re-
produce the innovation dynamics in different domains,
such as linguistics [14, 15], social systems [16], or self-
organized criticality (SOC) [17]. Other approaches have
modeled the emergence of innovation as an evolutionary
process, such as the Schumpeterian economic dynamics
proposed by Thurner et al. [18] and the evolutionary
game among innovators and developers proposed by Ar-
mano and Javarone [19]. Urn models are another useful
framework to study innovation processes in evolutionary
biology, chemistry, sociology, economy and text analysis
[20, 21]. In the classic Polya urn model [22, 23], a tempo-
ral sequence of discoveries can be generated by drawing
balls from an urn that contains all possible inventions.
Several variations have been proposed, such as the urn
model with memory, to reproduce the dynamics of col-
laborative tagging [11], or the more recent model by Tria
and co-workers [9, 24], which adds the concept of the ad-
jacent possible [25, 26] to the reinforcement mechanism
of the Polya’s urn framework.
In this letter, we propose to model the dynamical
mechanisms leading to discoveries and innovations as an
edge-reinforced random walk (ERRW) on an underlying
network of relations among concepts and ideas. Random
walks on complex networks [27–31] have been studied at
length [32]. In the context of innovation, they have been
used to build exploration models for social annotation
[33], music album popularity [34], knowledge acquisition
[35], human language complexity [36] and evolution in
research interests [37]. A special class of random walks
are those with reinforcement [38–40], which have been
successfully applied to biology [41] and mobility [42, 43].
In particular, the concept of edge reinforcement [44–46]
was introduced in the mathematical literature by Cop-
persmith and Diaconis [47]. Here, we will use ERWWs to
mimic how different concepts are explored moving from
a concept to an adjacent one in the network, with in-
novations being represented, in this framework, by the
first discovery of nodes. As supported by empirical ob-
servations, we expect indeed the walkers to move more
frequently among already known concepts and, from time
to time, to discover new nodes. For this reason, we in-
troduce and study a model in which the network is co-
evolving with the dynamical process taking place over it.
In our model, (i) random walkers move over a network
with assigned topology and whose edge weights repre-
sent the strength of concept associations, and (ii) the
network evolves in time through a reinforcement mech-
anism in which the weight of an edge is increased every
time the edge is traversed by a walker, making traversed
edges more likely to be traversed again. As we will show,
this model is able to reproduce the statistical proper-
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2FIG. 1. Edge-reinforced random walks (ERRWs) produce a
coevolution of the network with the dynamics of the walkers.
At time t the walker is on the red node and has already visited
the gray nodes, while the shaded nodes are still unexplored.
The widths of edges are proportional to their weights. At
time t + 1 the walker has moved to a neighbor (red) with
probability as in Eq. (1), and the weight of the used edge
has been reinforced by δw. At this point, the walker will
preferentially go back, although it can also access the set of
“adjacent possible” (green).
ties observed in real data of innovation processes, i. e.,
the Heaps’ law [13], and by tuning the amount of rein-
forcement it can give rise to different scaling exponents.
Furthermore, correlations in the temporal sequences of
visited concepts and innovations will appear as a natural
consequence of the interplay between the network topol-
ogy and the reinforcement mechanism that controls the
exploration dynamics.
Model. Let us consider a random walker over a
weighted connected graph G(V, E), where V and E are,
respectively, a set of N = |V| nodes and a set of K = |E|
links. Each node of the graph represents a concept or
an idea, and the presence of a link (i, j) denotes the ex-
istence of a direct relation between two concepts i and
j. The values of N and K and the topology of the net-
work are assumed to be fixed, while the weights of the
edges can change in time according to the dynamics of
the walker, which, as we will see below, is in turn influ-
enced by the underlying network. The graph at time t,
with t = 0, 1, 2, . . ., is fully described by the non-negative
time-dependent adjacency matrix W t ≡ {wtij}, where the
value wtij is different from 0 if the two concepts i and j
are related, and quantifies the strength of the relation-
ship at time t. We initialize the network assuming that
at time t = 0 all the edges have the same weight, namely
w0ij = 1 ∀(i, j) ∈ E . The dynamics of the walkers is de-
fined as follows: at each time step t, a walker at node i
jumps to a randomly chosen neighboring node j with a
probability proportional to the weight of the connecting
edge. Formally, the probability of going from node i to
node j at time t is:
Probt(i→ j) = pitji =
wtij∑
l w
t
il
(1)
where the time-dependent transition probability matrix
Πt ≡ {pitij} depends on the weights of all links at time t
[48]. The transition probabilities satisfy the normaliza-
tion
∑
j pi
t
ji = 1 ∀i, t, and we assume that G has no self-
loops, so that the walker changes position at each time
step. On the other hand, the network coevolves with the
random walk process, since every time a walker traverses
a link, it increases its weight by a quantity δw > 0, as
illustrated in Fig. 1. This mechanism mimics the fact
that the relation between two concepts is reinforced ev-
ery time the two concepts are associated by a cognitive
process. Formally, the dynamics of the network is the
following. Every time an edge (i, j) ∈ E is traversed at
time t, the associated weight is reinforced as
wt+1ij = w
t
ij + δw (2)
The quantity δw, called reinforcement, is the only tun-
able parameter of the model. The idea of a walker pref-
erentially returning on its steps is in line with the classi-
cal rich-get-richer paradigm, which has been extensively
used in the network literature to grow scale-free graphs
[49], and is here implemented in terms of reinforcement
of the edges, instead of using a random walk biased on
some properties of the nodes [38, 50, 51].
The coevolution of network and walker motion induces a
long-term memory in the trajectories which reproduces,
as we will show below, the empirically observed cor-
relations in the dynamics of innovations [9]. In fact,
if it is a realization of the random variable Xt denot-
ing the position of the walker at time t, the condi-
tional probability Prob [Xt+1 = i|i0, i1, . . . , it] that, at
time step t+ 1, the walker is at node i, after a trajectory
S = (i0, i1, i2, . . . , it), depends on the whole history of
the visited nodes, namely on the frequency but also on
the precise order in which they have been visited [43].
The strongly non-Markovian [52] nature of the random
walks comes indeed from the fact that the transition ma-
trix Πt coevolves with the rearrangement of the weights.
This makes our approach fundamentally different from
the other models based on Polya-like processes. For in-
stance, in the Tria et al. urn model [9], where an inno-
vation corresponds to the extraction of a ball of a new
color, the probability of extracting a given color (colors
correspond to node labels in our model) at time t + 1
only depends on the number of times each color has been
extracted up to time t, and not on the precise sequence
of colors. Moreover, the use of an underlying network
(see Fig. 1) is a natural way to include the concept of
the adjacent possible in our model, without the need of a
triggering mechanism and further parameters, which are
instead necessary in the UM (balls of new colors added
into the urn whenever a color is drawn out for the first
time) and in its mapping in terms of growing graphs con-
sidered in SI of Refs. [9, 10].
Results. We first test our model on synthetic networks,
and then consider a real case where the underlying net-
work of relations among concepts can be directly accessed
and used. As a first experiment, based on the idea that
concepts are organized in dense clusters connected by
few long-range links, we model the relations among con-
cepts as a small-world network (SW) [53]. Our choice
3FIG. 2. ERRW on SW networks with N = 105 and m =
1. (a) Heaps’ law and associated exponents β obtained for
different values of reinforcement δw on a network with p =
0.02. (b) Exponent β as a function of the reinforcement δw
for networks with different rewiring probabilities p.
is supported by recent results on small-world properties
of word associations [54], language networks [55] and se-
mantic networks of creative people [56]. To construct
SW networks we use the procedure proposed in Ref. [57].
Namely, we start with a ring of N nodes, each connected
to its 2m nearest neighbors, and then we add, with a
tunable probability p, a new random edge for each of
the edges of the ring. The first thing we want to inves-
tigate is the Heaps’ law for the rate at which novelties
happen [9, 13]. We therefore looked at how the number
of distinct nodes S(t) in a sequence S generated by a
walker grows as a function of length of the sequence t.
Figure 2(a) shows the curves S(t) obtained by averag-
ing over different realizations of a ERRW process with
reinforcement δw on a SW network with rewiring prob-
ability p = 0.02. All the curves can be well fitted by a
power law S(t) ∼ tβ , with an exponent β which decreases
when the reinforcement δw increases. Finding the aver-
age number of distinct sites visited by a random walker is
a well-known problem in the case of graphs without rein-
forcement. In particular, it has been proven that, in the
absence of reinforcement, the average number of distinct
sites S(t) visited in t steps scales as Sring(t) ∼ (8t/pi)1/2
[58] in one-dimensional lattices and as SER(t) ∼ t [59] in
Erdo˝s-Re´nyi random graphs [60]. The transition between
these two regimes has been investigated in Refs. [61–63]
for SW networks with different values of p. Figure 2(b)
reports the fitted values of the exponent β obtained in the
case of ERRW with different strength of reinforcement.
The four curves refer to SW networks with rewiring prob-
abilities p = 0, 0.02, 0.1, and 1. Notice that the previously
known results, βring = 1/2 and βER = 1, are recovered as
limits of the two curves relative to p = 0 and p = 1 when
δw → 0. Furthermore, for values of p in the small-world
regime [64], it is possible to get values of β spanning the
entire range [0, 1] by tuning the amount of reinforcement
δw. This means that the reinforcement mechanism we
propose is able to reproduce all the Heaps’ exponents
empirically observed [9].
Cognitive growth of science. To show how the model
works in a real case, we have extracted the empirical
curves S(t) associated with a discovery process on an
underlying network whose topology can be directly ac-
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FIG. 3. Growth of knowledge in science. (a) For each sci-
entific field, an empirical sequence of scientific concepts S is
extracted from the abstracts of the temporally ordered se-
quence of papers. (b) The network of relations among con-
cepts is constructed by linking two concepts if they appear in
the same abstract. The network is then used as the underly-
ing structure for the ERRW model. (c) The model is tuned to
the empirical data by choosing the value of the reinforcement
δw that reproduces the Heaps’ exponent β associated to S.
cessed. Specifically, we studied the growth of knowledge
in modern science by analyzing 20 years (1991-2010) of
scientific articles in four different disciplines, namely, as-
tronomy, ecology, economy and mathematics. Articles
were taken from core journals in these four fields, and bib-
liographic records were downloaded from the Web of Sci-
ence database (details in Ref. [65]). From a text analysis
of each abstract, we have extracted relevant concepts as
multiword phrases [66] and constructed, as in Fig. 3(a),
the real temporal sequence S in each field from the pub-
lication date of the papers. Figure 3(c) shows that the
number S(t) of novel concepts in astronomy grows with
the length t of S as a power law with a fitted exponent
β = 0.82. Together with the real exploration sequences
we have also extracted, as illustrated in Fig. 3(b), the un-
derlying networks of relations among concepts [67] from
their co-occurrences in the abstracts, so that we do not
need to rely on synthetic small-world topologies, or on
the graph version of the UM (see SI of Refs. [9, 10]). Ta-
ble I reports basic properties, such as number of nodes
N , average node degree 〈k〉, characteristic path length L
and clustering coefficient C, for the largest components
of the four networks we have constructed. Notice that
different disciplines exhibit values of 〈k〉 ranging from 19
for mathematics to 172 for astronomy, but all of them
have high values of C and low L. We have then run the
ERRW on each of the four networks, tuning the strength
of the reinforcement δw, the only parameter of the model,
so that the obtained curves for the growth of the num-
ber of distinct nodes visited by the walkers reproduce
the empirical values of the exponent β. Fig. 3(c) shows
that, for the case of astronomy, the curve S(t) of our
model with δw = 330 has a power-law growth with ex-
ponent β = 0.82, equal to the one extracted from the
real sequence of concepts. The values of reinforcement
4Research field Papers N 〈k〉 C L β δw
Astronomy 97,255 103,069 172 0.41 2.48 0.82 330
Ecology 18,272 289,061 52 0.89 2.98 0.85 105
Economy 7,100 60,327 20 0.91 3.69 0.91 6
Mathematics 7,874 48,593 19 0.89 3.69 0.87 20
TABLE I. Statistics of the network of concepts in four re-
search fields, together with the empirical Heaps’ exponent β
and the value of δw that reproduces it.
obtained for the other scientific disciplines are reported
in Table I. Notice that stronger reinforcement is required
to get the same β in networks with higher values of 〈k〉
(see [68]).
Correlations. In addition to the Heaps’ law, our model
naturally captures also the correlations among novelties,
which are a hallmark of real exploration sequences [9, 10].
The results for sequences generated by the ERRW model
on SW networks with p = 0.02 and δw = 0.01 are plotted
in Figure 4 (different values of p and δw in Supp. Mat.
[68]). In particular, Fig. 4(a) shows that the frequency
distribution f(∆t) of interevent times ∆t between pairs
of consecutive occurrences of the same concept is a power
law, like the ones found for novelties in Wikipedia and in
other data sets in Refs. [9, 10]. Furthermore, the shape
of f(∆t) in our model significantly differs from that ob-
tained by reshuffling the sequences locally and globally
(see [68]). Notice that f(∆t) is the distribution of first re-
turn times (FRT), and it remains an interesting research
question to investigate how FRT are linked to first pas-
sage times (FPT) in the case of correlated random walks.
We have also looked at how Ml, the number of distinct
subsequences of S of length l, grows with l [69]. In
Fig. 4(b) the curve Ml generated by the ERRW model
with δw = 0.01 is compared to those obtained by reshuf-
fling the sequences. The value of Ml grows with l, until
it reaches a plateau (equal to T − l, where T = 5 × 104
is the number of steps of the walker in the simulation)
as a consequence of the finite length of S. Interestingly,
the analogous curves for the null models immediately ap-
proach the saturation value, meaning that a process with-
out reinforcement would generate all the possible subse-
quences in a sequence of length T , while with the rein-
forcement this number drops down because of the corre-
lations. In our model, the correlated sequences naturally
emerge from the co-evolution of network and walker dy-
namics, while the UM [9] requires the introduction of an
additional semantic triggering mechanism to reproduce
the correlations found in the data (see Supp. Mat. [68] for
a detailed discussion of the differences between the two
models). To better characterize the correlations, we stud-
ied how homogeneously concepts occur in the sequence
S, after their first appearance. Following Tria et al. [9],
we have divided the sequence S in n(A) subsequences of
the same length, with n(A) being the total number of
FIG. 4. Correlations among concepts produced by an ERRW
(δw = 0.01) on a SW network (p = 0.02). (a) Frequency dis-
tribution of interevent times ∆t between consecutive occur-
rences of the same concept (node in our model). (b) Number
Ml of different subsequences of length l as a function of l.
(c) Normalized entropy of the sequence of visited nodes as
a function of n, the number of times the nodes have been
visited. In each panel, blue circles show average values over
20 different realizations, while triangles and crosses refer to
those of (globally and locally) reshuffled sequences.
occurrence of A in S, and we have evaluated the Shan-
non entropy [70] H(A) = −∑n(A)s=1 p(A)s log p(A)s for every
concept A, where p
(A)
s = n
(A)
s /n(A) denotes the proba-
bility of finding concept A in subsequence s. Figure 4(c)
shows the normalized average entropy H(n) of concepts
appearing n times. Again, the large differences with re-
spect to the null models reveal the correlated dynamics of
our model. Similar results are obtained for the network
of relationships among scientific concepts [68], confirming
the validity of the choice of SW networks as underlying
structures.
In summary, the mechanism of coevolution of network
and random walks introduced in this work naturally re-
produces all the properties observed in real innovation
processes, including the correlated nature of exploration
trajectories. With the topology of the network being a
key ingredient of the model, we hope our framework will
be found useful in all cases where the network can be
directly reconstructed from data, as in the study of sci-
entific innovations reported here.
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6Supplemental material: Network dynamics of innovation processes
NULL MODELS: RESHUFFLING THE SEQUENCES
In the main text, in order to check whether the sequences produced by our ERRW model are correlated, we have
compare them to reshuffled versions of the sequences. More precisely, given a trajectory S of visited nodes (concepts),
it is possible to define two null models based on the following two reshuffling procedures [9]. The simplest procedure
consists in the global reshuffling of all the elements of S (indicated as glob in Figure 4 of the main text). This method
destroys indeed the correlations (if there are any) in the sequence, but it also modifies the rate at which the new
concepts appear, ultimately changing the exponent of the Heaps’ law. Contrarily, the rate can be preserved by defining
a second version of the null model, based on a local reshuffling (indicated as loc in Figure 4 of the main text). In this
second procedure we reshuffle all the elements in S only after their first appearance, such that a concept cannot be
randomly replaced in the sequence before the actual time it has been discovered.
CORRELATIONS PRODUCED BY ERRWS ON REAL NETWORKS
In the main text, we have shown how the ERRW model on small-world (SW) networks is able to produce correlated
sequences of concepts. We have also proposed a study case of the ERRW model on real topologies extracted from
empirical data. In particular, we have explored the cognitive growth of science by extracting empirical sequences of
relevant concepts in different scientific fields. For each of the fields considered, we have then tuned the reinforcement
parameter of our model in order to produce sequences with the same Heaps’ exponents as the empirical ones (see
Figure 3 and Table 1 of the main text). Here, we investigate correlations in the sequences produced by ERRWs on
real networks. Figure S1 reports the same quantities we used to study correlations in sequences produced by ERRW
on synthetic small-world networks (see Figure 4 of the main text), namely the average entropy of the sequence (Figure
S1(a)), number Ml of different subsequences of length l as a function of l (Figure S1(b)), and frequency distribution
f(∆t) of inter-event times ∆t between couples of consecutive concepts (Figure S1(c)). In each plot, results are
compared to the two null models defined in Section of this Supplemental Material, confirming the correlated nature
of the sequences. Furthermore, the comparison with the same statistics obtained for ERRWs on SW networks (see
Figure 4 of the main text) confirms again that small-world topologies represent a good choice for modeling the relations
among concepts.
CORRELATIONS PRODUCED BY ERRWS ON SYNTHETIC NETWORKS
In the main text we have implemented the ERRW model on small-world networks, which proved to be good
topologies for modeling the structure of relations among concepts (see Section of this text and Refs [54–56]). In
addition to the plots in Figure 4 of the main text, where we studied the correlations produced by an edge-reinforced
random walk over a SW network with fixed link probability p for a fixed amount of reinforcement at δw = 0.01, here
we show the curves of average entropy of sequence (Figure S2) and frequency distribution f(∆t) of inter-event times
∆t between couples of consecutive concepts (Figure S3) for different values of reinforcement, ranging from δw = 0.001
to δw = 1. Three different cases of SW networks with N = 106 nodes and respectively with link rewiring probability
p = 0.001 (Fig. S2(a-d) and Fig. S3(a-d)), p = 0.01 (Fig. S2(e-h) and Fig. S3(e-h)) and p = 0.1 (Fig. S2(i-l) and
Fig. S3(i-l)), are considered. All the curves are compared to the corresponding null models as defined in Section of
this Supplemental Material.
THE EFFECT OF THE AVERAGE DEGREE ON THE REINFORCEMENT
To better understand the wide range of values obtained for the reinforcement parameter from the analysis of the
growth of knowledge in different scientific fields (see Table 1 of the main text), we looked at the relation between the
exponent β extracted from the Heaps’ law and the reinforcement δw in networks with different average node degree.
Figure S4 shows δw versus β. Each curve corresponds to Erdo˝s-Re´nyi random graphs with N = 105 nodes and
average degrees 〈k〉 ranging from 6 to 80. As expected, the average degree significantly impacts the reinforcement.
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FIG. S1. Correlations among concepts for the growth of knowledge in science (Astronomy shown) produced by an ERRW
model. The ERRW is tuned to the empirical data by selecting the reinforcement δw that reproduces the Heaps’ exponent
β obtained by fitting the associated Heaps’ curve as a power law (for the Astronomy case shown δw = 330). (a) Frequency
distribution of inter-event times ∆t between consecutive occurrences of the same concept (node in our model). (b) Number Ml
of different subsequences of length l as a function of l. (c) Normalized entropy of the sequence of visited nodes as a function
of n, the number of times the nodes have been visited (see the main text for details). In each panel, blue circles show average
values over 20 different realizations, while triangles and crosses refer to those of (globally and locally) reshuffled sequences.
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FIG. S2. Correlations among concepts produced by an edge-reinforced random walk on a SW network for different values of
link probability p and reinforcement δw (see the main text for details). Normalized entropy of the sequence of visited nodes
as a function of n, the number of times the nodes have been visited. In each panel, blue circles show average values over 20
different realizations, while triangles and crosses refer to those of (globally and locally) reshuffled sequences.
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FIG. S3. Correlations among concepts produced by an edge-reinforced random walk on a SW network for different values of
link probability p and reinforcement δw (see the main text for details). Frequency distribution of inter-event times ∆t between
consecutive occurrences of the same concept (node in our model). In each panel, blue circles show average values over 20
different realizations, while triangles and crosses refer to those of (globally and locally) reshuffled sequences.
In particular, the higher the value of 〈k〉, the stronger the reinforcement δw has to be in order to produce the same
Heaps’ exponent. This is easily understandable if one considers the possible choices of a walker reaching a node
connected to a link that has been reinforced. If the node has a high degree, the probability of selecting that specific
link among all the others will be smaller, and the walker will more easily select a new link, leading to a previously
undiscovered node, and therefore to a higher β. If one wants to keep a certain discovery rate in networks with higher
〈k〉, higher values of reinforcement will then need to be considered.
COMPARING ERRWS TO THE NETWORK VERSION OF THE URN MODELS
Here we clarify some aspects regarding similarities and differences between our ERRW model and the urn models
proposed by Tria et al. [9], together with their network versions.
In the main text, we state that for the edge-reinforced random walk (ERRW) model, the conditional probability
Prob [Xt+1 = i|i0, i1, . . . , it] that, at time step t + 1, the walker is at node i, after a trajectory S = (i0, i1, i2, . . . , it),
depends on the whole history of the visited nodes, namely on the frequency but also on the precise order in which
they have been visited. This is different from what happens in the basic version of the urn model. Using the notation
introduced by Tria et al. [9], in the main text, by urn model (UM) we referred to the basic urn model, i.e. the urn
model without semantic. In this case, each ball in the urn has the same probability of being extracted. Since there
might be multiple balls of the same color, the probability to extract a given color will depend on the number of balls
of that color, and also on the total number of balls in the urn. The number of balls of a given color at time t depends
on how many times balls of that color have been extracted up to time t (i.e. on how many times the color has
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FIG. S4. ERRW on ER networks with N = 105 and average degree 〈k〉. Heaps’ exponent β as a function of reinforcement δw.
been reinforced), but it does not depend on the specific order of appearance in the sequence of extracted balls. The
number of balls in the urn at time t depends on the number of balls initially present in the urn, plus the ones added
by mean of the reinforcement mechanism (ρ additional balls for every t), plus the balls representing the “adjacent
possible” (ν + 1 additional balls, every time a color is extracted for the first time).
For example, let us consider the UM with parameters ρ = 1 and ν = 0, and let us indicate as R, B, G balls
respectively of color Red, Blue and Green. By Ut we indicate the urn at time t, while St represents the sequence of
extracted colors from the urn at time t, which will trigger a reinforcement at t + 1 of ρ = 1 new balls of color X
every time a ball of color X is extracted, and a further addition of ν + 1 = 1 balls of new colors every time a color is
extracted for the first time (novelty).
A possible evolution, starting from an initial condition with one red ball in the urn at time t = 1, is the following:
At t = 1, U1 = {R}. A R ball is drawn: S1 = (R). R is reinforced and B is added to the urn.
At t = 2, U2 = {R,R,B}. A B ball is drawn: S2 = (R,B). B is reinforced and G is added;
At t = 3, U3 = {R,R,B,B,G}. A R ball is drawn: S3 = (R,B,R). R is reinforced;
At t = 4, U4 = {R,R,R,B,B,G}. A R ball is drawn: S4 = (R,B,R,R). R is reinforced;
At t = 5, U5 = {R,R,R,R,B,B,G}. A B ball is drawn: S5 = (R,B,R,R,B). B is reinforced;
At t = 6, U6 = {R,R,R,R,B,B,B,G}.
Now, the probabilities of extracting balls of different colors at time t = 6 are respectively: pR = 1/2, pB = 3/8 and
pG = 1/8.
Notice that another possible evolution, starting from the same initial condition, is the following:
At t = 1, Uˆ1 = {R}. A R ball is drawn: Sˆ1 = (R). R is reinforced and B is added to the urn.
At t = 2, Uˆ2 = {R,R,B}. A R ball is drawn: Sˆ2 = (R,R). R is reinforced;
At t = 3, Uˆ3 = {R,R,R,B}. A B ball is drawn: Sˆ3 = (R,R,B). B is reinforced and G is added;
At t = 4, Uˆ4 = {R,R,R,B,B,G}. A B ball is drawn: Sˆ4 = (R,R,B,B). B is reinforced;
At t = 5, Uˆ5 = {R,R,R,B,B,B,G}. A R ball is drawn: Sˆ5 = (R,R,B,B,R). R is reinforced;
At t = 6, Uˆ6 = {R,R,R,R,B,B,B,G}.
Although the two sequences generated at time t = 5 are different, namely Sˆ5 6= S5, they contain the same number
of entries for each color, and the two urns at time t = 6 will be equal, namely Uˆ6 = U6, so that the probabilities of
extracting balls of different colors at time t = 6 will be pR = 1/2, pB = 3/8 and pG = 1/8 also for the second urn
evolution.
With this simple example we have been able to show that the probability of extracting a color at a given time
depends on the number of balls of each color, but not on the precise order of the extracted balls.
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Our focus until now has been on the basic UM proposed by Tria et al. There is however a more refined version of
the model proposed in Ref. [9], called urn model with semantic triggering, from now on UMS. In this second version,
the authors propose an urn model that is also able to reproduce the correlations of empirical sequences. The model
is based on the introduction of semantic labels attached to the balls (different balls and colors might share the same
label), together with a mechanism named semantic triggering. The semantic triggering mechanism is able to produce
correlated sequences, but it also requires the addition of a third parameter, namely η, to the model. Notice, instead,
that the model we propose in this paper does not need labels or additional mechanisms. In our model correlations
emerge naturally from the co-evolution of the walker dynamics and the network.
Finally, in the Supplementary Information of Ref. [9] the authors discuss how to map urn models into a growing
network framework. Such a mapping is exact only in the case when η = 1, which actually corresponds to the simple
UM without semantic and thus without correlations. Contrarily, when η ≤ 1, i.e. in the case of the UMS in which the
model is able to produce correlated sequences, the mapping is not one-to-one. The key difference is in fact that in a
network the connections are always well defined (a link exists or not). In fact, the possibility of going from a node nA
to any other node is restricted to the neighbors of nA, while for the case of the urn model the possibility of drawing
any ball X after the extraction of a given ball A is always probabilistic. As a consequence, the network framework of
the urn model presented in S.I. of Ref. [9] works exactly only for the very specific case η = 1 corresponding to a fully
connected network (where a walker can move from each node to every other node, in the same way as any ball can
be drawn from an urn after the extraction of any other ball).
