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Resumen 
En este trabajo se propone una metodología general para la identificación de relaciones 
entre genes a partir de datos de expresión obtenidos mediante dos técnicas diferentes: 
microarreglos de ADN y secuenciación directa del ARN mensajero (RNA_Seq), e 
integrando datos de categorías biológicas con las que están asociados los genes. La 
metodología propuesta contempla diversas fases como selección de genes, agrupamiento, 
análisis de los grupos, construcción de redes de interacción entre genes y comparación 
biológica de los resultados. En cada una de las fases de la metodología  se aplican 
técnicas de inteligencia computacional conformadas por teorías y algoritmos de minería 
de datos y aprendizaje de máquina. Para llevar a cabo cada una de estas fases se 
emplearon datos de expresión y categóricos de la planta Arabidopsis thaliana. Los 
resultados obtenidos reflejaron que la metodología propuesta permite la integración de 
datos de diferente naturaleza aportando más información al caso de estudio y 
adicionalmente obtener relaciones entre genes. 
 
Palabras clave: Gen, biología de sistemas, expresión de genes, redes biológicas. 
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Abstract 
In this work, a general methodology for the identification of relationships between genes 
from expression data using two different techniques (DNA microarrays and RNA_Seq) is 
proposed. This technique is based on integrating data from biological categories 
associated to the genes. The proposed methodology comprises several stages such as 
gene selection, gene clustering, group analysis, building of interaction networks between 
genes, and biological comparison of the results. In each phase of the methodology, some 
computer intelligence techniques, based on data mining and machine learning theories and 
algorithms, were applied. To carry out each phase, expression and category data from the 
plant Arabidopsis thaliana were used. The results showed that the proposed methodology 
allows the integration of different kinds of data contributing more information to the case 
study and obtaining gene-gene relationships. 
Keywords: Gene, systems biology, gene expression, biology networks.
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 Introducción 
En el último siglo, ha aumentado continuamente la cantidad de información biológica, 
debido al incremento en el número de experimentos y proyectos en este campo, haciendo 
que se dificulten los procesos de manejo y análisis de la misma [1]. Por lo tanto, han surgido 
diversas áreas de investigación que permiten el procesamiento y análisis de la información, 
como la Bioinformática, la Biología Computacional y la Biología de Sistemas. La 
Bioinformática consiste en la aplicación y desarrollo de métodos computacionales para 
comprender y organizar la información biológica [2]. Por su parte, la Biología 
Computacional permite descubrir y comprender conocimiento a partir del análisis de 
información acerca de sistemas biológicos mediante el uso de la computación [3]. Por otro 
lado, la Biología de Sistemas es un campo de investigación que trata de analizar sistemas 
biológicos a gran escala [4]. Teniendo presente lo expuesto, estas áreas ahora son 
consideradas un elemento importante de la investigación biológica contemporánea [3]. 
 
Dentro de estas áreas, se estudian diversos problemas biológicos que buscan ser 
solucionados a través del uso de diversas herramientas o modelos computacionales. Entre 
estos se halla el problema de la identificación de interacciones y/o relaciones entre genes, 
el cual es el fundamento del presente trabajo de investigación. Las relaciones entre genes 
tienen que ver con el control de los procesos celulares, debido a que en el proceso de 
control celular están involucradas la regulación de los genes y las interacciones entre ADN, 
ARN, proteínas y pequeñas moléculas. La regulación de la actividad de los genes 
contempla la activación o la inhibición de los mismos en un momento determinado. Por 
medio de esta regulación se puede adquirir un mejor entendimiento acerca de los procesos 
llevados a cabo a nivel molecular [5].  
 
Además, la identificación de las interacciones entre genes se considera importante en la 
medida en que permite deducir las propiedades reflejadas en un sistema vivo y las 
propiedades de las proteínas que codifican los genes, puesto que son especificadas por 
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los mismos genes [3]. En este sentido, una vía para observar las propiedades de un 
sistema vivo a partir de sus genes y proteínas es estudiando la regulación de la expresión 
de dichos genes. Para ello, es relevante tener en cuenta el dogma central de la biología, 
en donde se puede apreciar la relación entre el ADN y las proteínas y la descripción de 
cómo el ADN se transcribe a ARN mensajero y éste se traduce a proteína [6].  
 
El proceso de transcripción es crucial en la regulación de los genes, debido a que 
finalmente puede indicar muchas otras cascadas de eventos biológicos y relaciones entre 
ellos. El estudio de los niveles de ARN en una célula puede brindar información útil para la 
comprensión de una amplia variedad de sistemas biológicos [7]. Además, en el proceso de 
transcripción algunos genes pueden expresarse o no de acuerdo a diversos factores 
internos y externos al organismo, dando lugar a diversos perfiles de expresión, los cuales 
proporcionan una imagen general de la función celular.  
 
El análisis de perfiles de expresión de genes posibilita el hallazgo de la similitud de 
expresión entre los mismos genes, los cuales pueden reflejar diferentes relaciones entre 
ellos: metabólicas, de señalización, de regulación, etc. Los genes fuertemente 
correlacionados tienen una mayor probabilidad de expresarse de manera similar y de 
compartir las mismas funciones o mecanismos de regulación [8]. Los perfiles de expresión 
génica permiten la comparación de perfiles de genes en tejidos y células (normales y 
patológicos). Por otra parte, permiten establecer relaciones entre genes (por ejemplo, 
agrupamiento de genes, patrones de expresión de coincidencia temporal), comprender los 
mecanismos de la enfermedad a nivel molecular, y definir y validar nuevas drogas [9].  
 
Para el análisis de datos de expresión es necesario tener en cuenta la forma en la que se 
va a cuantificar el nivel de expresión de los genes y la forma en la que van a ser analizados. 
De este modo, para la cuantificación del nivel de expresión en los genes bajo ciertas 
condiciones particulares, existen técnicas que pueden basarse en visualización, 
hibridación o en secuenciación [10]. Todas ofrecen información acerca del perfil de 
expresión de múltiples genes a la vez, mientras que, en técnicas anteriores —por ejemplo 
Northern blot analysis [11], Serial analysis of gene expression (SAGE) [12] y Differential 
display [13]—, no era posible tener una medida de varios genes al mismo tiempo. En el 
caso del análisis de datos de expresión, existen diversas formas; por ejemplo, el análisis 
de la expresión diferencial, la construcción y análisis de grupos de genes a partir de su 
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expresión, y la construcción de redes de interacción entre genes para visualizar de forma 
gráfica las relaciones entre estos. 
 
Por lo tanto, para el empleo y análisis de datos de expresión en este trabajo se han 
escogido los dos tipos de técnicas mencionadas: hibridación utilizando microarreglos y 
secuenciación utilizando RNA_Seq. Por otra parte, este trabajo se enfoca en dos tipos de 
análisis de datos de expresión: construcción de grupos de genes y redes de interacción 
entre genes. Se emplean métodos computacionales enmarcados dentro de las áreas de 
minería de datos y del aprendizaje maquinal para procesar, analizar, interpretar e integrar 
expresión génica con categorías funcionales atribuidas a los genes como funciones 
biológicas, rutas biológicas y factores de transcripción. Esto con el fin de aportar 
conocimiento biológico previo para fortalecer la identificación de relaciones entre genes y 
brindar un marco de análisis completo, descartando análisis de únicamente datos de 
expresión y obteniendo datos compuestos de naturaleza heterogénea. 
 
De esta forma, se integró la información de expresión con las categorías de funciones y 
rutas biológicas empleando técnicas de aprendizaje de máquina. Con esto se aplicaron 
posteriormente algunos métodos de minería de datos para crear grupos de genes, los 
cuales fueron analizados y relacionados con los factores de transcripción. Se identificaron 
así los factores de transcripción más representativos en cada grupo, que a la vez estaban 
relacionados entre sí. Además, se emplearon otros métodos computacionales para la 
identificación de las relaciones entre genes y la construcción de redes de interacción entre 
los mismos, seleccionando aquellas relaciones que fueran más significativas y que 
representaran un grafo no aleatorio. 
 
Este documento se encuentra organizado como se describe a continuación. En el capítulo 
uno, se presentan los conceptos fundamentales relacionados con la investigación 
realizada. En el capítulo dos, se presentan las técnicas y recursos computacionales 
previamente publicados que fueron aplicados para resolver el problema planteado. 
Posteriormente, en el capítulo tres, se describen los datos de expresión y categóricos 
utilizados; también se presenta la metodología que se propone como base para la 
identificación de relaciones entre genes. En el capítulo cuatro, se presentan los resultados 
obtenidos y el análisis de los mismos después de aplicar la metodología propuesta. Por 
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último, se encuentran las conclusiones y trabajo futuro que puede permitir complementar 
la investigación realizada.  
  
1. Conceptos fundamentales 
Con el fin de tener una mayor comprensión acerca del contenido de este documento, en 
este capítulo se describen de forma breve algunos de los conceptos biológicos 
fundamentales y los métodos computacionales empleados en esta investigación. 
1.1 Conceptos biológicos 
En esta sección, se presentan los conceptos  biológicos que servirán como base para el 
entendimiento del problema biológico de la identificación de relaciones entre genes, el cual 
se pretende resolver en este trabajo. 
1.1.1 Gen 
Según [14] un gen es una unidad de información genética: “es una secuencia de ADN 
cromosómico necesaria para la elaboración de un producto funcional, sea un polipéptido o 
una molécula de ARN funcional”.  
1.1.2 Genoma 
El genoma es la suma total de la información genética correspondiente a cada especie. Es 
posible estudiar todo el genoma de forma completa y no solamente cada gen por separado. 
De esta forma, es posible analizar la expresión génica, las variaciones de los genes y las 
interacciones entre ellos y el ambiente [14]. 
1.1.3 Transcriptoma 
El transcriptoma de un organismo es el conjunto completo de transcripciones en una célula. 
El entendimiento del transcriptoma es esencial para la interpretación de los elementos 
funcionales del genoma y para revelar los componentes moleculares de células y tejidos. 
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También es útil para comprender el desarrollo del organismo y las enfermedades con las 
que se encuentra asociado [15]. 
Existen diversos métodos para realizar mediciones cuantitativas sobre un transcriptoma; 
entre los más representativos se encuentran los métodos basados en hibridación y los 
basados en secuenciación. 
Entre los métodos basados en hibridación se encuentran los microarreglos, los cuales 
representan el genoma de alta densidad y permiten el mapeo de las regiones transcritas a 
una resolución muy alta, a partir de varios pares de bases, aproximadamente 100 bp [16] 
[17]. Los enfoques basados en hibridación son de alto rendimiento y relativamente 
económicos, pero presentan algunas limitaciones relacionadas con la confianza en la 
información presente acerca de la secuencia del genoma, los altos niveles de fondo debido 
a la hibridación cruzada [18] y un rango dinámico limitado de detección debido al fondo y 
la saturación de las señales. Además, el proceso de análisis y comparación de los niveles 
de expresión a través de diversos experimentos puede ser difícil y necesitar métodos de 
normalización complicados. 
Por otro lado, entre los métodos basados en secuenciación se halla el RNA_Seq (RNA 
sequencing), el cual utiliza tecnologías de secuenciación profunda. En general, una 
población de ARN (total o fraccionada) es convertida en una biblioteca de fragmentos de 
ADNc con adaptadores adjuntos a uno o ambos extremos. Cada molécula, con o sin 
amplificación, es luego secuenciada con alto rendimiento para obtener secuencias cortas 
de uno solo o de ambos extremos. Las secuencias suelen ser de 30 a 400 bp, dependiendo 
de la tecnología de secuenciación usada [15]. 
1.1.4 Red biológica 
Las redes biológicas se describen como representaciones de sistemas biológicos en forma 
de grafos, en las que los nodos simbolizan entes biológicos (por ejemplo, moléculas); y las 
aristas, las interacciones entre ellas [19]. Estas redes relacionan genes, productos de 
genes, proteínas, familias de proteínas, etc., que interactúan de forma coordinada en un 
proceso biológico específico [20].  
Existen tres tipos principales de redes biológicas que se encuentran relacionadas con el 
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presente estudio: redes de regulación genética, de transducción de señales y metabólicas. 
 Redes de regulación genética 
Están conformadas por ARN, proteínas, ADN, entre otras moléculas que se regulan entre 
sí a través de diversos mecanismos. Al regularse, se establecen cuáles genes se expresan 
y cuáles no, en respuesta a factores ambientales de la célula [20]. La regulación de genes 
tiene lugar gracias a la participación de factores de transcripción. Éstos son proteínas que 
se unen a los sitios de regulación de los genes y pueden activarlos o inhibirlos. Dentro de 
este tipo de red, se encuentran: red de regulación de genes, red de co-expresión y red de 
regulación transcripcional. 
 
Una red de regulación de genes se puede representar como un grafo mixto compuesto por 
conexiones dirigidas y no dirigidas como se muestra en la ecuación (1.1). Las conexiones 
dirigidas representan relaciones causales entre las actividades de los genes y las 
conexiones no dirigidas representan asociaciones dinámicas entre las actividades de los 
genes debido a variables ocultas (metabolitos, proteínas, etc.). Una red de regulación de 
genes describe la comunicación entre los genes y la regulación celular completa 
presentando las relaciones entre las actividades de los genes. Entre algunos ejemplos de 
relaciones de genes pueden estar los casos cuando un gen A codifica un factor de 
transcripción que regula a un gen B y cuando una proteína A podría modificar la tasa de 
degradación de ARN del gen A [21]. 
 
𝐺 ≔ (𝑉, 𝑈, 𝐷)                                                                                                                  (1.1) 
 
donde 𝐺 corresponde a un grafo, 𝑉 a los nodos (genes), 𝑈 a las conexiones no dirigidas y 
𝐷 a las conexiones dirigidas. 
 
La red de co-expresión se infiere a partir de datos de expresión, al igual que la red de 
regulación de genes, basada en perfiles de expresión similares. Esta red contiene flechas 
no dirigidas, las cuales representan las asociaciones significativas de las actividades de 
los genes determinadas por su medida de expresión. Además, las actividades de los genes 
pueden estar correlacionadas por efectos directos y efectos indirectos, teniendo en cuenta 
que la correlación no implica causalidad y sí transitividad [21]. 
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La red de regulación transcripcional presenta un enfoque mecanicista contemplado dentro 
de la biología molecular, relacionado con la regulación de los genes a través de 
transcripción. Las redes de regulación transcripcional son inferidas directamente a partir 
de resultados experimentales y predominantemente de datos de chip de ADN. Las 
conexiones entre los genes son únicamente dirigidas y corresponden a la unión física del 
producto proteínico del gen origen en la región promotora del gen destino, teniendo en 
cuenta que todos los genes origen codifican factores de transcripción [21]. 
 Redes de transducción de señales 
Las redes de transducción de señales representan un conjunto de pasos encadenados 
para permitir que una célula pase una señal o estímulo en otro. Están conformadas por 
biomoléculas que tienen diferentes tipos de interacciones. Además, incluyen procesos 
relacionados con la bioquímica de una célula [6] y exploran la actividad de los genes y 
relaciones causa-efecto entre genes y proteínas bajo diferentes condiciones ambientales. 
 Redes metabólicas 
Estas redes establecen la base para la acumulación de biomoléculas en organismos vivos 
e integran la transferencia de información, producción de energía, especificación célula-
destino, generación de masa y reacciones celulares [22]. 
1.2 Métodos computacionales 
En esta sección, se presentan los conceptos y métodos computacionales fundamentales 
relacionados con la presente investigación. 
1.2.1 Medida de distancia 
Las medidas de distancia determinan qué tan cercanos son dos objetos. Son definidas en 
[23] como funciones que toman dos puntos en el espacio y calculan un número real que 
satisface los siguientes axiomas: 
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1. No existen distancias negativas entre dos puntos. 
2. Las distancias entre dos puntos son positivas, excepto para la distancia desde un 
punto hacia sí mismo.  
3. La distancia es simétrica. 
4. Desigualdad triangular. 
 
Existen diversas medidas de distancia para determinar la similitud entre objetos; por 
ejemplo, se encuentran la distancia euclidiana y la Minkowski. 
La distancia euclidiana es la distancia más conocida y se encuentra dentro de un espacio 
euclidiano n-dimensional, donde los puntos son vectores de n números reales. Es 
referenciada como distancia de norma-L2 [23] y representada de acuerdo a la ecuación 
(1.2), en donde se ve que esta distancia es la raíz cuadrada de la suma de los cuadrados 
de las distancias entre los puntos en cada dimensión. 
𝑑([𝑥1, 𝑥2, … , 𝑥𝑛], [𝑦1, 𝑦2, … , 𝑦𝑛]) =  √∑  
𝑛
𝑖=1 (𝑥𝑖− 𝑦𝑖)
2                     (1.2) 
La distancia Minkowski es la generalización de la distancia euclidiana. Aquí se define el 
parámetro con el cual se representa el denominado orden, por lo que la distancia euclidiana 
es un caso particular de la distancia de Minkowski en el cual el grado es 2 [REF14]. Es 
referenciada como distancia de norma-Lr [23]. En la ecuación (1.3) se representa esta 
distancia. 
𝑑([𝑥1, 𝑥2, … , 𝑥𝑛], [𝑦1, 𝑦2, … , 𝑦𝑛]) = (∑  
𝑛
𝑖=1 |𝑥𝑖− 𝑦𝑖|
𝑟)
1
𝑟⁄             (1.3) 
donde 𝑟 es una constante. 
1.2.2 Agrupamiento 
El término agrupamiento es definido en [24] como el proceso de examinar una colección 
de datos y agruparlos de acuerdo a alguna forma de comparación entre los elementos (por 
ejemplo, una medida de distancia). En este proceso se busca que los datos en el mismo 
grupo tengan características similares. 
Los algoritmos de agrupamiento pertenecen al grupo de técnicas de clasificación no 
supervisada y están diseñados para agrupar datos en un conjunto de categorías o grupos 
10 
Identificación de relaciones entre genes utilizando técnicas de inteligencia 
computacional 
 
en donde se encuentran juntos los datos que tengan características o patrones 
similares[23]. 
Existe una gran cantidad de algoritmos de agrupamiento, por lo que a continuación se 
presentan solo algunos que posteriormente serán empleados en el desarrollo de esta 
investigación. 
 K-means 
Algoritmo no jerárquico, es el más conocido con base en una medida de distancia. Este 
algoritmo divide los datos de observación en k grupos (con k definido previamente), 
ubicando cada objeto en un grupo con base en la distancia al centroide de dicho grupo. A 
continuación se describen los pasos que sigue [23]. 
1. Selecciona k objetos de forma aleatoria o con base en conocimiento a priori. 
2. Asigna los k objetos seleccionados como centroides de los grupos. 
3. Ubica cada objeto del conjunto de datos al grupo con el que tenga el centroide 
más cercano. 
4. Recalcula los centroides de cada grupo. 
5. Distribuye todos los objetos según el centroide más cercano. 
6. Repite los pasos 4 y 5 hasta que no haya cambios en los grupos. 
 Fuzzy k-means 
Fuzzy k-means es la versión difusa del algoritmo k-means que no emplea actualizaciones 
incrementales de los centroides de los grupos. También es conocido como c-means [25]. 
Este algoritmo lleva a cabo en los siguientes pasos: 
1. Seleccionar una seudopartición (partición no excluyente de los genes) difusa 
inicial. 
2. Calcular el centroide de cada grupo empleando la seudopartición difusa. 
3. Recalcular la seudopartición difusa. 
4. Repetir los pasos 2 al 3 hasta que los centroides en cada grupo no cambien. 
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Con este algoritmo se construyen grupos difusos, cuyos componentes pueden pertenecer 
a más de un grupo, en donde en cada uno tiene un grado de membresía en el rango de 0 
a 1. 
1.3 Métodos de kernel 
Los métodos de kernel son considerados herramientas para obtener relaciones no lineales 
en los datos, a través de un mapeo no lineal embebido en un espacio vectorial llamado 
espacio de características. Este mapeo se realiza por medio de una función denominada 
función kernel. Esta función estará relacionada directamente con el tipo de dato analizado 
y el dominio de conocimiento involucrado [4]. Los métodos de kernel son cada día más 
utilizados para resolver diversos problemas en múltiples áreas del conocimiento. Además, 
proporcionan las herramientas necesarias para procesar, analizar y comparar muchos 
tipos de datos de diferente naturaleza [4].  
 
Estos métodos tienen como base los kernels, los cuales inducen una medida de similitud 
que surge a partir de una representación de los patrones inmersos en los datos analizados 
[26]. A la vez, son considerados productos punto en un espacio de características.  
 
Para establecer la medida de similitud, se emplea una función kernel, la cual es simétrica 
y se representa en la ecuación (1.4). 
 
 𝐾:   𝜒 ×  𝜒  →  ℝ  
        (𝑥, 𝑥′)  ↦   𝑘 (𝑥, 𝑥′)                (1.4) 
 
Existe una variedad de funciones kernel previamente establecidas. A continuación, se 
describen algunas de estas funciones y, entre ellas, las que se usaron en este trabajo. 
 Kernel gaussiano 
El kernel gaussiano es una función decreciente de la distancia euclidiana. Es representado 
en la ecuación (1.5)  [4]. 
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𝑘𝐺(𝑥, 𝑥
′) = 𝑒𝑥𝑝 (−
𝛿(𝑥,𝑥′)2
2𝜎2
)                (1.5) 
 
donde σ es un parámetro y δ es la distancia euclidiana. 
 Kernel polinomial 
El kernel polinomial es un kernel vectorial de grado 𝑑 mayor a cero. Es representado en la 
ecuación (1.6).  
𝑘𝑃𝑜𝑙𝑦(𝑥, 𝑥
′) = (𝑥𝑇 𝑥′ +  𝑐)𝑑                (1.6)  
donde 𝑐 es una constante.  
Este kernel corresponde al espacio de características conformado por todos los productos 
internos de más de 𝑑 variables. Cuando el valor de la constante 𝑐 es cero, el kernel 
representará el espacio de características conformado por todos los productos internos de 
exactamente 𝑑 variables [4]. 
 Kernel coseno 
El kernel coseno normaliza el kernel lineal a través de la norma de dos vectores factoriales 
totales. Su poder radica en que la normalización que realiza no se puede obtener con 
métodos lineales clásicos [27]. Es representado en la ecuación (1.7). 
𝑘(𝑤1, 𝑤2) =  
<𝑤1,𝑤2>
||𝑤1||  ||𝑤2||
                (1.7)  
donde 𝑤1 y 𝑤2 son vectores. 
1.4 Bases de datos biológicas 
Las bases de datos biológicas son colecciones de datos biológicos organizados y 
actualizados, los cuales pueden ser consultados fácilmente por los usuarios. Estas bases 
se clasifican en primarias, secundarias y compuestas.  
Las bases de datos biológicas primarias contienen la información de estructuras o 
secuencias. Las secundarias contienen información relacionada con las bases de datos 
primarias; por ejemplo, secuencias conservadas y residuos de sitios activos. Las bases 
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compuestas contienen información de las bases de datos primarias, la cual puede ser 
consultada a través de diferentes criterios de búsqueda; es decir, se puede buscar 
específicamente por un gen, proteína, función, etc. [28]. 
A continuación, se presentan algunos ejemplos de bases de datos biológicas empleadas 
en el desarrollo de este trabajo. 
1.4.1 NCBI 
El NCBI (National Center for Biotechnology Information, Centro Nacional de Información 
Biotecnológica de Estados Unidos) tiene una metabase de datos biológica que proporciona 
información biomédica y genómica, y almacena otras bases de datos de nucleótidos y 
proteínas [28]. Se puede consultar gratuitamente en la dirección web 
http://www.ncbi.nlm.nih.gov. 
1.4.2 KEGG 
KEGG (Kyoto Encyclopedia of Genes and Genomes, Enciclopedia de Genes y Genomas 
de Kioto) es una metabase de datos. Fue iniciada por el proyecto japonés del genoma 
humano. Es considerada una red de bases de datos y servicios computacionales. Permite 
realizar investigaciones en genómica y áreas relacionadas. En KEGG se puede encontrar 
información acerca de genes, proteínas, funciones de los genes, redes biológicas, 
diagramas de las redes, entre otras [29]. Se puede acceder a través de la dirección web 
http://www.genome.jp/kegg. 
1.4.3 GO 
GO (Gene Ontology) es una base de datos que ha buscado estandarizar la representación 
de los genes y los productos de los mismos. Para ello, ha creado un vocabulario controlado 
y dinámico que puede ser aplicado a todos los organismos eucariotas [30]. A la vez, 
contiene la anotación de los productos de los genes y herramientas para la búsqueda y 
procesamiento de los datos. Además, contiene tres ontologías independientes: procesos 
biológicos, funciones moleculares y componentes celulares, las cuales presentan 
conexiones entre cada una [31]. Se puede acceder a esta herramienta en la dirección web 
http://www.geneontology.org. 
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1.4.4 STRING 
STRING es una base de datos y recurso web que contiene información acerca de 
interacciones directas e indirectas entre proteínas. Al 16 de enero de 2014 contenía 
5.214.234 proteínas de 1133 organismos. La información de las interacciones es derivada 
de diversas fuentes como análisis de información genómica, co-expresión, información 
reportada en la literatura y en otras bases de datos. Por otro lado, ofrece un visualizador 
gráfico de cada una de las redes de interacción entre los genes/proteínas construidas [32]. 
Este recurso se puede consultar en la dirección web http://string-db.org. 
  
2. Trabajo previo 
Con el fin de resolver el problema del análisis de datos de expresión y la identificación de 
relaciones entre genes a partir de este tipo de datos, se han empleado y desarrollado 
diversas técnicas y/o métodos. Desde el punto de vista computacional, a continuación se 
presentará una revisión de algunos de estos métodos y se describirá la forma en la que 
han sido aplicados sobre datos de expresión, tanto para el análisis como para la 
identificación de relaciones y validación de las mismas. 
2.1 Métodos empleados para encontrar relaciones entre 
genes 
2.1.1 Biología molecular 
La biología molecular es “el estudio de la estructura, función y composición de las 
moléculas biológicamente importantes” [1]. Está caracterizada por generar, gracias a sus 
técnicas de alto rendimiento, un gran conjunto de volúmenes de datos con diferentes tipos 
como secuencias, estructuras, interacciones, localización, expresión, etc. Estos datos se 
han obtenido a través de diversas tecnologías como secuenciación e hibridación. 
Un ejemplo de aplicación de esta área se encuentra en la obtención de datos de expresión 
de genes (cantidad de ARN mensajero). Este tipo de datos se representan como una matriz 
que permite visualizar en cada fila a los genes y su nivel de expresión para cada una de 
las condiciones experimentales analizadas. De este modo, existen tecnologías con base 
en hibridación y secuenciación que permiten obtener este tipo de datos. Con base en 
hibridación se encuentran los microarreglos, los cuales son placas que contienen 
pequeños pozos en donde se pueden evaluar grandes cantidades de genes en corto 
tiempo [33]. Esta es una tecnología que ha tenido gran auge, debido a que permite obtener 
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expresión de miles de genes al mismo tiempo. Además, ha generado el interés en el 
estudio y desarrollo de herramientas para el análisis de perfiles de transcripción de gran 
escala. Se han diseñado, con base en lo anterior, nuevas formas de realizar el diagnóstico 
y el tratamiento de pacientes con alguna enfermedad [24]. Otra tecnología empleada para 
obtener datos de expresión con mayor precisión y con base en secuenciación es conocida 
como RNA_Seq. Esta técnica se ha desarrollado y utilizado para la generación de perfiles 
de transcripción y estudio de expresión de los genes, la cual “utiliza tecnologías de 
secuenciación profunda y proporciona una medición mucho más precisa de los niveles de 
las transcripciones y sus isoformas” [15]. 
2.1.2 Minería de datos 
La minería de datos es definida como el proceso de descubrir modelos a partir de datos 
[23] y utiliza métodos de inteligencia computacional para extraer conocimiento. En el 
proceso de minería de datos, se encuentran diferentes métodos para analizar la 
información contenida en datos provenientes de técnicas mencionadas en la sección 
anterior, como los microarreglos y RNA_Seq. En particular, se pueden emplear para el 
descubrimiento de patrones y para técnicas de reducción de dimensión, como análisis de 
componentes principales (ACP) y agrupamiento. 
 Agrupamiento 
Los algoritmos de agrupamiento incluyen métodos no supervisados para la organización 
de datos multivariados en grupos con patrones similares. Es decir, identifican diferencias 
o características similares entre los elementos de un mismo conjunto de datos, para luego 
dividirlo en grupos de acuerdo a las diferencias o relaciones encontradas [24] [34]. 
La aplicación de algoritmos de agrupamiento sobre datos de expresión de genes se han 
aplicado en diversos tipos de análisis, tales como asociación e identificación de funciones 
de genes anteriormente desconocidas e identificación de nuevos genes asociados a 
enfermedades [24]. 
A partir de la identificación de patrones, es decir, después del proceso de encontrar y 
caracterizar relaciones generales en un conjunto de datos de expresión y clases 
relacionadas con éstos, se pueden inferir redes de regulación génica. Según Donna K. 
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Slonim [24], si se busca específicamente información sobre las interacciones de genes 
indicados por expresión de datos se pueden sugerir nuevas redes y asociaciones. 
Higgs B. W., Elashoff M., Richman S. y Barci B. [35] utilizaron microarreglos y 
agrupamiento enfocados hacia el estudio de enfermedades cerebrales humanas. Para 
esto, realizaron la comparación de diferentes plataformas de microarreglos e identificaron 
en éstas diferencias en sensibilidad y escalabilidad. Además, identificaron en cada 
enfermedad (esquizofrenia, desorden bipolar y depresión) los mecanismos biológicos 
asociados a cada una. 
Entre otros estudios relacionados se encuentran [36] [37] [38] [39], en los que se realizó 
agrupamiento con base en datos de expresión de genes de organismos como la levadura 
(ampliamente estudiado) y se usó diversas medidas de distancia y algoritmos para este 
fin. Además, al emplear técnicas de agrupamiento sobre estos datos, han podido descubrir 
patrones interesantes en los genes estudiados como, por ejemplo, porcentajes 
significativos de motivos comunes en las secuencias de los genes. 
 Análisis de componentes principales (ACP) 
El análisis de componentes principales (ACP) es una forma de identificar patrones en los 
datos y, con ello, las semejanzas o diferencias entre los elementos de cada conjunto de 
datos. Para esto realiza una transformación lineal de los datos a través de la reducción de 
dimensiones sin perder demasiada información. Igualmente, realiza diversos pasos 
aritméticos como calcular la media de los datos, la matriz de covarianza y los vectores y 
valores propios de esa matriz; a partir de estos pasos, llega a la construcción de los datos 
finales conformados por un vector de características representativas de la información 
original [40]. 
El ACP ha sido empleado sobre datos de expresión de genes como una herramienta para 
extraer la información representativa de los conjuntos de datos, reduciendo las 
dimensiones que pueden no aportar información útil al estudio. También ha sido aplicado 
antes de emplear algún algoritmo de agrupamiento sobre los datos, como en el caso 
presentado en [41]. Allí se encuentra un ejemplo de este tipo de aplicaciones de ACP en 
el que fue utilizado para encontrar patrones correlacionados e interdependientes en la 
expresión de los genes que conforman rutas metabólicas humanas y que, al ser combinado 
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con algoritmos de agrupamiento, permitió identificar los genes que están relacionados con 
algunos tipos de tumores. 
2.1.3 Aprendizaje de máquina 
El aprendizaje de máquina se basa en conceptos y métodos de muchas áreas como 
estadística, inteligencia artificial, filosofía, teoría de la información, biología y la teoría de 
control. Su objetivo es desarrollar algoritmos o técnicas para extraer conocimiento a partir 
de datos [42]. 
Dentro de las técnicas enmarcadas dentro del aprendizaje de máquina se encuentran los 
métodos de kernel [4] [26], los cuales han sido empleados sobre datos biológicos en 
diversos problemas como identificación de la estructura de las proteínas, predicción de la 
función de los genes, rol de los genes en enfermedades, etc. [43] [26]  
 
Adicionalmente, han sido empleados para la integración de datos biológicos heterogéneos 
[44] [45] para realizar el análisis de los datos. Por ejemplo en [44], emplean métodos de 
kernel para realizar la integración de información química y genómica relacionada con las 
proteínas humanas; allí, identifican las redes de interacción entre las proteínas que 
específicamente estaban relacionadas con receptores nucleares, canales iónicos, GPCR 
(G-protein-coupled receptors) y enzimas, y construyen la red de interacción entre dichas 
proteínas. 
 
 
 
 
 
 
 
 
 
 3. Materiales y metodología 
En este capítulo se describen los conjuntos de datos utilizados en esta investigación y la 
metodología propuesta para la identificación y análisis de relaciones entre genes. 
3.1 Materiales 
En esta sección se detallan cada uno de los conjuntos de datos empleados, tanto datos de 
expresión como categóricos, que fueron utilizados durante el desarrollo del presente 
trabajo. 
3.1.1 Conjuntos de datos 
Los datos de expresión de genes se obtienen con técnicas de biología molecular como 
microarreglos o RNA_Seq, entre otras, a través del estudio de los genes del organismo de 
interés en diversas condiciones ambientales o estados de desarrollo, y pueden ser tomados 
sobre diversos tejidos del organismo. Los datos de expresión génica se representan como 
una matriz, en donde cada fila indica el nombre del gen y cuyos valores de expresión para 
cada uno de los experimentos o condiciones están representados en cada una de las 
columnas. La cantidad de expresión es una variable continua que indica la cantidad de ARN 
mensajero producido por cada gen en una condición dada. 
 
Para la experimentación de este trabajo se utilizaron datos de expresión génica obtenidos 
con experimentos sobre la planta Arabidopsis thaliana empleando dos técnicas diferentes: 
microarreglos y RNA_Seq. Además, se trabajó con conjuntos de datos categóricos que 
también describían a cada uno de los genes contemplando factores de transcripción, rutas 
biológicas y funciones de los genes.  
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 Microarreglos 
Los datos de microarreglos se encontraron en la base de datos GEO-datasets del NCBI 
(National Center for Biotechnology Information). Los datos están relacionados con 
experimentos de patogenicidad (resistencia de la planta a patógenos). 
Estos datos están conformados a su vez por dos conjuntos de datos diferentes. El primer 
conjunto es denominado microarreglos_1, consiste de 278 experimentos y 22.171 genes, 
en donde los 278 experimentos contienen experimentos originales y réplicas de los mismos. 
En el anexo A se encuentran los identificadores de acceso de NCBI. 
A continuación, se describen algunos de estos experimentos:  
o Estudio de los cambios de la transcripción en Arabidopsis thaliana hacia la resistencia a 
la penetración del hongo biotrópico Blumeriagraminis (BGH); se compararon muestras 
de Arabidopsis thaliana de tipo silvestre sin inocular e inoculadas con un alelo mutante 
ATAF1, comprometido en la resistencia a la penetración. El experimento incluyó el 
muestreo de 8 rosetas para cada muestra replicada en plantas de 6 semanas de edad, 
12 horas después de la inoculación.  
o Estudio de la resistencia de la planta a la sequía a través de la expresión de los genes 
NFYA5, los cuales son regulados con estrés hídrico, no sólo a nivel transcripcional sino 
también a nivel postranscripcional. 
o Estudio de la quinasa LysM como receptor, mediando la percepción de quitina y 
resistencia a los hongos en la planta.  
o Estudio del impacto de los efectores de tipo III en las respuestas de defensa de la planta, 
centrándose en cómo las plantas responden a los patógenos bacterianos, cambios de la 
planta con los fitopatógenos en terobacterias P. Syringae. 
o Estudio de la respuesta sistémica a la infección bacteriana observando la respuesta local 
de la planta a cambios bióticos en redes de defensa basal a través del reconocimiento y 
respuesta a patógenos conservados asociados a patrones moleculares (PAMPs, por sus 
iniciales en inglés). 
 
El segundo conjunto de datos es denominado microarreglos_2 y consiste de 24 
experimentos y 22.810 genes, en donde los 24 experimentos contienen experimentos 
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originales y réplicas de los mismos. Este conjunto de datos está relacionado 
específicamente con la respuesta del mutante pen3 a la invasión del hongo hordei. En el 
anexo A se encuentran los identificadores de acceso de NCBI. 
 RNA_Seq 
Los datos de RNA_Seq están relacionados con experimentos de patogenicidad realizados 
en la planta Arabidopsis thaliana y consisten de 12 experimentos y 23.517 genes.Estos 
datos fueron obtenidos a partir de secuenciación de librerías de ADNc con la tecnología 
Illumina del Departamento de Genética Molecular de la Universidad Estatal de Ohio. Para 
construir las librerías se extrajeron y secuenciaron muestras de ARN de dos tipos de 
plantas, con igual número de tratamientos, cada uno a tres tiempos. Se tenían plantas 
silvestres de Arabidopsis thaliana Col-0 y plantas mutantes que carecen del gen de 
resistencia RPS4. Las plantas fueron infectadas con la bacteria Pph o inyectadas con búfer 
salino como control negativo. Se recolectó tejido a 6 h, 12 h y 24 h postinoculación. 
 
Las lecturas resultantes de la secuenciación fueron mapeadas sobre 33.518 genes de 
Arabidopsis thaliana y los valores fueron normalizados utilizando la medida RPKM (reads 
per kilobase per million reads) [46] utilizando los programas de software R-seq y seq-
map [47]. 
 Factores de transcripción (FT) 
La información proporcionada por los factores de transcripción asociados al organismo de 
estudio se utilizan en el análisis de datos de expresión teniendo en cuenta que el proceso 
de regulación de la expresión génica está relacionado con los factores de transcripción, 
debido a que estos se unen a la región regulatoria de los genes produciendo su activación 
o inhibición [48]. Además, es de interés estudiar los genes que compartan el mismo o los 
mismos factores de transcripción porque pueden estar asociados a los mismos procesos 
biológicos. 
 
Los datos de factores de transcripción se obtuvieron en la base de datos pública AtTFDB 
del Arabidopsis Gene Regulatory Information Server (AGRIS), de la Universidad Estatal de 
Ohio [49]. Estos datos corresponden a los factores de transcripción de los genes de la planta 
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Arabidopsis thaliana. Para la identificación de estos factores, realizaron la combinación de 
BLAST y búsqueda de motivos con base en información disponible en la literatura entre 
factores de transcripción conocidos o motivos conservados entre factores de transcripción 
de una familia [3].  
 Rutas biológicas (KOF) 
La información de rutas biológicas se considera importante en el análisis de datos de 
expresión debido a la relación que existe entre gen, ruta biológica y expresión génica. Esta 
relación existe en la medida en que los genes que están presentes en diversas rutas 
biológicas pueden presentar patrones de co-expresión y estar influenciados por diferentes 
mecanismos de regulación [50]. En consecuencia, se espera que los genes que pertenecen 
a las mismas rutas biológicas se expresen de forma similar y que los genes que no 
compartan las mismas rutas tengan perfiles de expresión diferente. 
En la base de datos KEGG (Kyoto Encyclopedia of Genes and Genomes) [51] [52] se 
obtuvo información acerca de las rutas biológicas en las que están involucrados los genes 
de la planta Arabidopsis thaliana y con esta información se construyeron los datos 
denominados KOF, los cuales consisten en la asociación de cada gen a las rutas de KEGG. 
Con esto, se obtuvo la asociación de los genes a una o varias de las 953 rutas encontradas. 
 Funciones biológicas (GOF) 
Los productos de los genes pueden estar involucrados en diferentes categorías biológicas 
como procesos biológicos, funciones moleculares o tener asociado un componente celular 
específico; cada una de estas categorías están consolidadas en la base de datos de GO 
(Gene Ontology) y se denominan ontologías [31] [30]. Estas ontologías son relevantes al 
momento de analizar datos de expresión génica, porque representan información 
complementaria al ser atributos de los genes o de los productos de los genes, lo cual 
permite realizar un mejor análisis integrando y/o comparando los datos tanto de la expresión 
como de la(s) categoría(s) de un gen. 
 
De esta forma, en este estudio se obtuvo información acerca de las ontologías en las que 
están involucrados los genes de la planta Arabidopsis thaliana. Con esta información se 
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construyeron los datos denominados GOF (Gene Ontology Functions), los cuales 
consisten en la asociación de cada gen a algunas de las 741 categorías de GO 
encontradas. 
3.2 Metodología 
La metodología propuesta y seguida en esta investigación se presenta en la Figura 3-1. 
Figura 3-1: Metodología propuesta 
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3.2.1 Selección de genes 
Para comenzar a trabajar con los conjuntos de datos de expresión de microarreglos y 
RNA_Seq se analizó el número de genes en cada uno y la expresión de los mismos. En 
caso de que se desee realizar un proceso de selección de información, es importante filtrar 
aquellos genes cuyo comportamiento sea más significativo para el análisis que se quiera 
hacero de acuerdo a las limitaciones de recursos computacionales que se tengan. Por lo 
tanto, se propone emplear un filtro que consiste en seleccionar genes con base en el 
umbral de expresión. De esta forma, se seleccionan los genes que tengan la mayor (o 
menor) expresión en cada conjunto de datos de acuerdo al criterio de selección. En este 
estudio, se seleccionaron aquellos genes cuyo promedio de valor de expresión estuviera 
por encima del valor del tercer cuartil de expresión media de todos los genes en cada uno 
de los datos de microarreglos y de RNA_Seq. 
3.2.2 Normalización de datos 
Un tema importante en el análisis de datos de expresión es la normalización de los mismos. 
Este proceso es útil para poder ajustar el valor de expresión de los genes, debido a que 
existe la posibilidad de un desequilibrio en la intensidad de las muestras de ARN, lo cual 
no hace comparables los datos. Este desequilibrio es producido por diversos motivos 
técnicos, como diferencias en el ajuste de la tensión de desequilibrio PMT, cantidad total 
de ARN disponible en cada muestra, etc. [53] 
Por consiguiente, para llevar a cabo el proceso de normalización sobre los datos de 
microarreglos y de RNA_Seq, en este estudio se emplea el método propuesto por 
Wolfgang Huber, el cual consiste en una variación del método del estimador de máxima 
probabilidad, realizando una transformación sobre la medida de los niveles de expresión y 
una diferencia estadística, en donde la varianza es aproximadamente constante a lo largo 
de todo el rango de los valores de expresión [7] [8].   
Específicamente, para la experimentación de este paso, se trabajó con la librería vsn de R 
Project, la cual implementa el método de Huber, siguiendo los comandos:  
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library(Biobase) 
library(vsn) 
matExp<-as.matrix(exp) #matExp=matriz de expresión 
expNorm<- justvsn(matExp) #normalización 
meanSdPlot(expNorm) #graficar la normalización 
 
3.2.3 Construcción de la matriz de similitud 
 Selección de medida de similitud 
Existen diversas medidas de similitud que, aplicadas sobre datos de expresión génica, 
sirven para determinar la relación de semejanza entre dos o más perfiles de expresión de 
los genes. Esta similitud puede implicar correlaciones positivas, positivas y negativas e 
información mutua. Cada una de estas medidas ofrece información acerca de la regulación 
de los genes, por lo que no es una medida fácil de seleccionar y es por esto que no existe 
en la actualidad una única y mejor medida de similitud para datos de expresión génica [54]. 
Debido a esto, se deja libre la selección siempre y cuando se tenga en cuenta el proceso 
de normalización de los datos que sea necesario para aplicar la medida seleccionada. Por 
ejemplo, en [55] emplean la distancia euclidiana como medida de comparación entre los 
perfiles de expresión de los genes, planteando que se debe realizar la normalización con 
respecto al máximo nivel de expresión de cada gen teniendo en cuenta también el valor 
mínimo; otra forma es con respecto al valor de la media o la desviación estándar de cada 
perfil. A la vez, también indican que si los perfiles de expresión tienen datos relativos se 
deben normalizar con base en el logaritmo de los valores de expresión relativos. 
En este trabajo se propone el empleo de métodos de kernel para la construcción de la 
matriz de similitud. De este modo, se selecciona una función de kernel como medida de 
similitud entre los genes. Los métodos de kernel son técnicas enmarcadas dentro del área 
de aprendizaje de máquina, “están basados en diferentes representaciones del conjunto 
de datos estudiado como una matriz de similitud entre sus elementos” [4] y son útiles para 
procesar, analizar y comparar diversos tipos de datos [9]. De esta forma, a través de la 
selección de una función kernel se mapean los genes en un espacio vectorial 𝑅𝑛 (espacio 
de Hilbert) denominado espacio de características [9] [56], en donde se miden distancias 
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entre ellos, calculando la similitud entre cada par de genes a través del cálculo del producto 
punto entre cada vector proyectado.  
 Construcción matriz de similitud 
Los métodos de kernel son empleados en este trabajo para la construcción de la matriz de 
similitud a partir de los conjuntos de datos de expresión. De esta forma, se seleccionó una 
función kernel para cada conjunto y a partir de esta función se construyó la matriz kernel 
de tamaño 𝑛 × 𝑛, con 𝑛 como el número de genes, la cual representa la similitud entre 
cada gen de los datos de expresión. 
 
De este modo, se empleó un kernel gaussiano representado en la ecuación (1.5) sobre los 
datos de microarreglos y de RNA_Seq. Para la selección del parámetro sigma (𝜎) se 
generaron diferentes valores aleatorios entre 0 y 1 y se se siguió un procedimiento 
heurístico, el cuál consistió en: 
a. Definir los parámetros para el kernel 
b. Construir la matriz kernel 
c. Emplear un kernel PCA sobre la matriz construida 
d. Graficar la proyección de los dos primeros componentes principales 
e. Analizar la dispersión de los datos en la gráfica 
f. Incrementar el parámetro y repetir el procedimiento (en caso de querer mejorar la 
dispersión de los datos)  
 
Específicamente, para la construcción de las matrices kernel empleando el kernel 
gaussiano, se trabajó con la librería kernlab de R Project, ejecutando los siguientes 
comandos con cada uno de los conjuntos de microarreglos y de RNA_Seq: 
 
library(kernlab) 
matExp<-as.matrix(expDataSet) #matriz con los datos de expresión 
# kernel gaussiano. Sig= parámetro sigma 
rbfkernel <- rbfdot(sigma = sig) 
matKernel<-kernelMatrix(rbfkernel, matExp) #matriz kernel 
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Adicionalmente, se construyeron matrices kernel de los datos de expresión empleando el 
kernel coseno representado en la ecuación (1.7), con el objetivo de tener dos medidas 
basadas en métodos de kernel aplicadas a datos biológicos y que serían aplicables como 
medidas de similitud entre dos genes.  
 
Para poder emplear el kernel coseno sobre los datos de expresión, se desarrolló un 
algoritmo en R que implementa la ecuación (1.7), el cual puede ser ejecutado con cualquier 
conjunto de datos de expresión.  
 Análisis de componentes principales 
Al construir matrices kernel, si el número de dimensiones de la matriz original aumenta, es 
decir, si el número de genes con el que se esté trabajando se incrementa, el costo de su 
procesamiento también lo hará. Por ello, es necesario utilizar técnicas que permitan reducir 
el número de dimensiones de estas matrices antes de realizar los análisis. 
Una técnica para realizar esta reducción es conocida como el análisis de componentes 
principales (ACP), el cual realiza una transformación lineal para diagonalizar y estimar la 
matriz de covarianza de los datos y proporciona un conjunto de ejes ortogonales llamados 
componentes principales, permitiendo describir la mayor parte de los datos con sólo los 
primeros ejes, aquellos que poseen la varianza más alta en el nuevo espacio [57]. 
Una extensión del ACP es denominada Kernel ACP (KACP), la cual se empleó en este 
trabajo para obtener los componentes principales de cada matriz y reducir el número de 
dimensiones de las matrices kernel construidas. El KACP transforma los datos realizando 
un mapeo no lineal en un espacio de mayor número de dimensiones (espacio de Hilbert) 
que no está relacionado linealmente con el espacio de entrada [57]. El KACP es empleado 
en vez del ACP clásico con el objetivo de obtener los componentes principales de una 
forma no lineal, encontrando información que con el ACP clásico podría no hallarse.  
En particular, se empleó en este trabajo la librería kernlab de R Project para la extracción 
de los componentes principales con el método KACP. Se ejecutaron los siguientes 
comandos con cada una de las matrices kernel de los datos de expresión (microarreglos y 
RNA_seq): 
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library(kernlab) 
kpc<-kpca(matKernel, features=2) #KPCA sobre la matriz kernel  
3.2.4 Datos categóricos 
Con el fin de obtener mayor información acerca de los genes estudiados y aumentar los 
criterios de selección de similitud entre ellos, se considera importante la inclusión de otros 
datos relacionados con los genes. En este estudio se utilizaron, además de los datos de 
expresión con datos de categorías de los genes, datos de rutas biológicas obtenidas de la 
base de datos KEGG (datos KOF), funciones biológicas obtenidas de la base de datos GO 
(datos GOF) y factores de transcripción obtenidas de la base de datos AtTFDB (datos FT). 
Para emplear los datos categóricos como información adicional a los datos de expresión 
es necesario realizar una selección de los genes y transformación de la información 
contenida en ellos. 
 Selección de genes comunes a todos los tipos de datos 
Con el objetivo de realizar la asociación de la información proporcionada por los datos de 
expresión y categóricos, los genes en cada conjunto categórico —datos KOF, datos GOF 
y datos FT— deben corresponder a los genes de los datos de expresión. De esta forma, 
se identificaron los genes presentes en los datos de expresión luego, se buscaron estos 
genes en los datos categóricos, seleccionándolos y descartando los demás genes 
contenidos en los datos categóricos. 
 Transformación de datos 
Los datos categóricos KOF y GOF están compuestos por una lista de genes y una 
categoría asociada a cada uno de estos genes. Es decir, se tiene una relación uno a uno, 
por lo que se busca obtener mayor información a partir de estos datos realizando una 
transformación a los mismos, en la que se aumenta el espacio de categorías relacionadas 
con los genes, ampliándose las variables del conjunto del datos.   
De este modo, se desarrolló un programa que realiza el proceso de la transformación de 
los datos, el cual consiste en identificar todas las categorías inmersas en los datos y crear 
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una columna por cada una. Posteriormente, se analiza cada fila y se le asigna el valor de 
uno (1) a la categoría que esté relacionada con el gen y cero (0) en caso contrario.  
3.2.5 Construcción matriz de similitud datos categóricos 
 Selección de la medida de similitud 
Para encontrar la similitud entre los genes de los conjuntos de datos categóricos, se 
emplea, de la misma forma que para los datos de expresión, métodos de kernel para la 
construcción de la matriz de similitud.  
 Construcción matriz de similitud  
Para la construcción de la matriz kernel (matriz de similitud) en los conjuntos de datos 
categóricos, se seleccionó y empleó una función kernel: kernel polinomial definido en la 
ecuación (1.6) sobre los datos KOF, GOF y FT, y se seleccionó el valor del parámetro 
grado del polinomio de forma similar al valor sigma en el kernel gaussiano sobre los datos 
de expresión, generando valores aleatorios mayores a 1 y escogiendo aquel valor que 
otorgara la mejor distribución en los datos en el diagrama 2D. 
De forma específica, para la construcción de las matrices kernel de los datos categóricos, 
se trabajó con la librería kernlab de R Project, ejecutando los siguientes comandos con 
cada uno de los conjuntos de datos KOF, GOF y FT: 
library(kernlab) 
matCateg<-as.matrix(categDataSet)#matriz de datos categóricos 
#kernel polinomial. d=parámetro grado del polinomio: 
polyKernel<-polydot(degree = d, scale = 1, offset = 0) 
matKernel<-kernelMatrix(polyKernel,matCateg) #matriz kernel 
 
 Análisis de componentes principales 
Al igual que con las matrices kernel de datos de expresión se emplea el Kernel ACP  
(KACP) para obtener la información más representativa de cada matriz de datos 
categóricos y reducir el número de dimensiones de las matrices para realizar los análisis 
respectivos. Específicamente, se empleó la librería kernlab de R Project, ejecutando los 
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siguientes comandos, con cada una de las matrices kernel de los datos categóricos (KOF, 
GOF y FT): 
library(kernlab) 
datosKpca<-kpca(matKernel, features=2) #KACP sobre la matriz kernel  
3.2.6 Integración de información – datos de expresión y 
categóricos 
En algunas ocasiones el conocimiento proporcionado por los datos de expresión génica no 
aporta en su totalidad información significativa al estudio. Es decir, no ofrece la información 
necesaria para elucidar los patrones y características propias de los genes estudiados. Por 
consiguiente, se hace ineludible incluir en el análisis información de categorías a las que 
pertenecen o están relacionados los genes, teniendo en cuenta que el conocimiento a priori 
acerca de los genes puede proporcionar un peso mayor a la similitud proporcionada por 
solamente los datos de expresión [9]. Para ello, se creó una matriz kernel que incorporara 
información de expresión y de las categorías de los genes.  
 
Por consiguiente, se desarrolló un algoritmo que realiza la combinación de kernels creando 
matrices kernel múltiples, las cuales permiten integrar datos heterogéneos. Una matriz 
kernel múltiple (𝑘) es construida a partir de la suma de matrices kernel básicas (𝑘1, 𝑘2. . . , 𝑘𝑖) 
de acuerdo a la ecuación (3.1). Esta matriz resultante es una matriz kernel definida por el 
producto interno de los espacios de características de los kernels básicos [9]. 
𝑘 =  ∑ 𝑘𝑖
𝑐
𝑖=1                   (3.1) 
con 𝑘𝑖 como cada una de las matrices kernel.                                      
En consecuencia, para la construcción de las matrices kernel múltiples en este trabajo, se 
toman como punto de partida las matrices kernel construidas para los datos de expresión 
y categóricos. Luego, se aplica el algoritmo desarrollado en donde la información de estas 
matrices se usa para llevar los espacios de cada una al mismo sistema de coordenadas y 
son combinadas asignándoles diferentes pesos (valores entre 0.1 y 0.9) a cada una al 
momento de la fusión de acuerdo a la ecuación (3.2), generando diversas matrices kernel 
con la información tanto de datos categóricos como de expresión. 
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𝑘 =  ∑ 𝜇𝑖𝑘𝑖
𝑐
𝑖=1                       (3.2) 
con 𝜇𝑖 siendo el peso de cada kernel y 𝑘𝑖 es cada kernel.       
Para la asignación de los pesos cuando se integran las matrices kernel, estos se fueron 
variando dentro del algoritmo, construyendo la matriz kernel y analizando esta matriz 
resultante de acuerdo con: 
a. La diagonal, la cual debe ser 1 o muy cercana a 1, y 
b. La proyección de los dos primeros componentes principales calculados con el kernel 
PCA. 
 
De esta forma, se escogen las mejores matrices para realizar los siguientes pasos de la 
metodología. Así mismo, se aprecia que el criterio de selección de los pesos es heurístico 
y se emplean métodos de kernel descriptivos, debido a que no se tiene un estándar pre-
establecido lo suficientemente confiable con el cual contrastar.  
3.2.7 Selección del algoritmo de agrupamiento 
Los métodos de agrupamiento permiten encontrar relaciones entre las muestras de un 
conjunto de datos, realizando clasificación automática de las mismas en un número de 
grupos de acuerdo a una medida de similitud [54].  
Estos métodos son aplicados a los conjuntos de datos estudiados en este trabajo con el 
objetivo de encontrar genes similares o con perfiles de expresión similar, a través de la 
formación de grupos. De esta forma, se pueden identificar genes con características 
similares dentro del mismo grupo y que tengan diferencias con genes de otros grupos. 
 Selección del algoritmo de agrupamiento 
Existen numerosos algoritmos de agrupamiento cuyo resultado en algunos casos estará 
relacionado con la medida de similitud seleccionada [54]. Se debe seleccionar una medida 
de similitud y luego ser utilizada en algún algoritmo de agrupamiento que la requiera, 
mientras que, para construir grupos de genes, es recomendable emplear más de un 
algoritmo de agrupamiento para obtener variedad en los grupos de genes y poder 
comparar y validar los patrones encontrados por cada algoritmo. 
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De esta forma, es útil emplear algoritmos que busquen relaciones lineales y no lineales en 
los datos de expresión génica. Además, es importante tener en cuenta para la construcción 
de grupos de genes, que un gen puede pertenecer a más de un grupo y no sólo a uno, 
influenciando la forma general de varios grupos [58].  
En consecuencia, en este trabajo se seleccionaron los algoritmos k-means y fuzzy k-means 
para construir los grupos. Se seleccionó el algoritmo k-means por ser muy conocido, 
sencillo y de fácil implementación [33]. Además, ha sido ampliamente utilizado sobre datos 
de expresión. El algoritmo fuzzy k-means fue escogido dada su propiedad de asignación 
de un gen a varios grupos, lo que permite obtener grupos más diversos y no limitar la 
participación de un gen a un único grupo, generando pérdida de características o 
comportamientos particulares de los grupos a los que podría pertenecer y que podrían ser 
de interés para el caso de estudio. 
3.2.8 Construcción de grupos de genes 
Para la construcción de los grupos de genes se utilizaron los algoritmos seleccionados en 
el paso anterior: k-means y fuzzy k-means sobre el kernel ACP de cada una de las matrices 
kernel construidas de los datos de expresión y de los datos categóricos. 
 
Cada algoritmo se ejecutó para diferentes valores de k según la heurística definida en la 
ecuación (3.3) para obtener un valor aproximado al número adecuado de grupos que se 
deberían formar para cada tipo de dato. 
𝑘 ≈  √𝑛 2⁄                     (3.3) 
donde 𝑛 es el número de elementos del conjunto de datos.     
 
Para construir los grupos, se trabajó con R Project ejecutando los siguientes comandos: 
matrizDatos<- as.matrix(rotated(datosKpca)) 
#k-means: 
classKM<-kmeans(matrizDatos,n_g,n_iter)  
 
#fuzzy k-means: 
classKM<-cmeans(matrizDatos, n_g,n_iter) 
#n_g=número de grupos, n_iter= número de iteraciones 
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Adicionalmente, luego de ejecutar el algoritmo fuzzy k-means es recomendable seleccionar 
la participación de los genes en los grupos formados utilizando una métrica que consta en 
la determinación de un umbral.  Para este umbral se propone calcular la mediana de los 
valores de membresía de un gen en cada uno de los grupos y, a partir de este valor, 
seleccionar aquellos grupos en donde el valor de membresía se encuentre por encima o 
sea igual al valor de la mediana. De esta forma, se asociarán a los grupos los genes con 
los valores de membresía más altos. 
3.2.9 Asociación intra-grupos de factores de transcripción 
Con el objetivo de buscar patrones en los grupos resultantes del paso anterior, es 
importante relacionarlos con otros datos biológicos para poder realizar un análisis más 
detallado de los mismos. Se propone utilizar datos de los factores de transcripción (FT) de 
los genes del organismo bajo estudio para buscar relaciones de regulación e identificar 
aquellos genes que se comportan de forma similar y, además, respondan al mismo factor 
de transcripción. En este paso, no es necesario que en los datos FT cada gen tenga 
asociado un factor de transcripción debido a que surgirán algunos genes con factores de 
transcripción desconocidos que estarán asociados a un grupo de genes con 
comportamiento de expresión similar y que podrían estar relacionados con los mismos sitios 
de regulación. En este sentido, en cada grupo formado se identifican los genes que lo 
integran, se busca y adiciona la información de los factores de transcripción a los que se 
encuentra asociado cada gen. Así, en cada grupo no sólo se va a tener información de los 
genes que lo componen sino también de los factores de transcripción de cada gen o de 
algunos de estos genes que se encuentren en el mismo grupo. 
3.2.10 Categorización y análisis de grupos 
Después de asociar los factores de transcripción a los genes de los grupos formados, se 
busca caracterizar o categorizar cada uno de los grupos. Específicamente, un grupo será 
definido por el número de genes, los genes, los factores de transcripción de dichos genes 
y los factores de transcripción más representativos en aquellos grupos. Un factor de 
transcripción es representativo si tiene el valor de frecuencia más alto en el grupo, es decir, 
que presenta el número mayor de genes asociados a él en el grupo.  
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Al realizar la asociación de los datos FT a los grupos, se identifican los factores de 
transcripción relevantes en cada grupo y se podrán elucidar aquellos que se encuentren 
relacionados con el caso de estudio. Además, se contará con la categorización de los 
grupos en la medida en la que cada uno estará asociado a unos factores de transcripción 
característicos y se establecerá cuál es el factor más significativo para el grupo y se 
identificará cuáles son los factores representativos con mayor frecuencia en todos los 
grupos. 
3.2.11 Comparación datos biológicos 
Al obtener diferentes grupos de genes y de factores de transcripción asociados a estos con 
cada uno de los tipos de datos, es necesario realizar una etapa de comparación con 
información biológica para determinar la precisión de la formación de los grupos, de los 
factores de transcripción que resultaron ser los más representativos en los grupos y 
encontrar procesos de regulación involucrados con los genes estudiados. 
De este modo, se analizaron los factores de transcripción que tenían el mayor número de 
genes  asociados en cada grupo y aquellos que presentaban la mayor frecuencia en todos 
los grupos, es decir, que surgieron como representativos en la mayoría de los grupos. En 
el análisis realizado se buscaron las características biológicas de cada uno de los factores 
representativos y se comprobó su relación con la respuesta de los genes a las condiciones 
experimentales de los datos de microarreglos y de RNA_Seq. En otras palabras, se 
hallaron las asociaciones de regulación entre los genes y sus correspondientes factores 
de transcripción. 
En este sentido, teniendo en cuenta que la regulación de los genes no necesariamente 
está influenciada por un único factor de transcripción, se investigaron en las bases de datos 
biológicas y en la literatura las relaciones entre los factores de transcripción seleccionados 
en el paso anterior. 
3.2.12 Selección de genes con mayor similitud entre sí 
A partir de la construcción de las matrices kernel para cada tipo de dato, se encontraron 
relaciones entre la mayoría de los genes, motivo por el cual se buscó seleccionar las 
relaciones más fuertes entre los genes.  
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Para realizar esta selección se propone emplear diferentes métodos que permitan 
establecer las conexiones más fuertes entre los genes y eliminar aquellas conexiones que 
por su valor tan pequeño puedan ser descartadas y no ser relevantes en el estudio. De 
esta forma, en este trabajo se seleccionaron dos métodos: algoritmo de los k vecinos más 
y la determinación de un umbral a partir de la ley de transitividad empleando el coeficiente 
de agrupamiento. 
 
El algoritmo de los k vecinos más cercanos es un clasificador basado en aprendizaje por 
analogía, comparando una tupla desconocida con tuplas de entrenamiento similares a esta 
[59]. En el presente trabajo se empleó este algoritmo no como clasificador sino como 
medida de selección de los k genes más similares a un gen particular. Así, se escogieron 
para cada gen aquellos genes (vecinos) cuya similitud tuviera los valores más altos. Para 
ello, se ordenaron los valores de cada fila de las matrices kernel de mayor a menor y 
posteriormente se seleccionaron los primeros k elementos de cada una. De este modo, se 
filtraron las relaciones entre genes, resultando cada gen relacionado con los k genes más 
similares. Posteriormente, se volvieron a construir las matrices manteniendo el valor 
original si corresponde a una relación de un par de genes con mayor similitud y asignando 
el valor de cero en caso contrario. 
 
El método de la selección del umbral con base en la teoría de la transitividad hace 
referencia a la medida de la transitividad de un grafo conocida como coeficiente de 
agrupamiento [60] [61] [62]. De esta forma, el coeficiente de agrupamiento es calculado 
para cada gen de forma separada y para todos los genes que pertenezcan al conjunto de 
datos y estén relacionados con otros genes. Este coeficiente se representa en la ecuación 
(3.4). 
 
 
 
𝐶𝑖 =  
𝐸𝑖
𝑘𝑖(𝑘𝑖−1)/2
          (3.4) 
 
donde 𝑘𝑖 es el número de vecinos del gen 𝑖 y 𝐸𝑖 es el número de conexiones presentes 
entre los genes conectados a este. 
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De esta forma, se calcula el coeficiente de agrupamiento para toda la matriz de similitud y 
se relaciona el promedio de los valores del coeficiente de agrupamiento versus el umbral 
de similitud. Con esto, se puede encontrar cuál es el valor de umbral que debe ser 
seleccionado. Este umbral debe tener las siguientes características [60]: 
 
a) Ser tan bajo que permita conservar un número suficiente de conexiones. 
b) Ser consistente con la propiedad de transitividad de relaciones lineales. 
c) Ser tan alto como para que la probabilidad de que las relaciones lineales implícitas 
que ocurren por azar sea baja. 
 
En consecuencia, para la selección del umbral se implementó computacionalmente y siguió 
el siguiente algoritmo para cada valor del umbral definido en el rango de 0 a 1 y para cada 
una de las redes construidas: 
a) Calcular el coeficiente de agrupamiento de cada gen de la red 
b) Calcular el coeficiente de agrupamiento de toda la red 
c) Generar una red aleatoria con el mismo número de genes 
d) Calcular el coeficiente de agrupamiento de cada gen de la red aleatoria 
e) Calcular el coeficiente de agrupamiento de la red aleatoria 
f) Calcular la diferencia entre los coeficientes de agrupamiento de la red construida y 
la red aleatoria 
g) Graficar la diferencia calculada en (f) e identificar el máximo local entre los vecinos 
más cercanos. Este valor será el umbral que se debe seleccionar.  
 
De este modo, se empleó este algoritmo sobre las matrices de kernel construidas, se 
determinó el umbral para cada matriz y se eliminaron todas las conexiones que se 
encontraron por debajo del umbral establecido.  
3.2.13 Construcción de red de interacción entre genes 
Las redes de interacción entre genes permiten visualizar las relaciones entre genes de una 
forma gráfica y comprender las interacciones de un gen con los demás.  
Para la construcción de las redes de interacción entre los genes estudiados, se emplearon 
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las matrices kernel construidas en los pasos anteriores y previamente aplicado el filtro de 
las conexiones sobre estas. Después de esto, se verificó la simetría de las matrices. En 
caso de no ser así, es necesario realizar algún procedimiento para volver simétricas las 
matrices. Además, se requiere verificar y anular el valor de las relaciones de un gen 
consigo mismo; es decir, si el valor de la relación entre un gen con el mismo es mayor a 
cero, se cambia por cero. De este modo, no se tendrán bucles dentro de la red que se 
genere y se graficarán únicamente las relaciones de un gen con los demás genes 
presentes. 
Por último, se debe trabajar con alguna herramienta de software que permita construir 
grafos. En este trabajo, se emplea la librería igraph contenida en R Project, la cual crea las 
redes de genes a partir de las matrices simétricas. En estas redes, cada nodo identifica a 
un gen y cada interacción refleja las relaciones entre los genes. 
En R Project se ejecutaron los siguientes comandos para la creación y visualización de la 
red: 
library(igraph) 
grafoGenes<-graph.adjacency(matKernel,mode="undirected",weighted=TRUE) 
plot(grafoGenes) 
 
 
 
 
 
 
 
 
 
 4. Aplicación de la metodología propuesta a 
datos reales 
En esta sección se presentarán los resultados de aplicar la metodología propuesta en el 
capítulo anterior a un conjunto de datos reales. 
4.1 Datos de expresión 
Los datos de expresión empleados en este trabajo fueron datos de microarreglos y de 
RNA_Seq para el mismo ente biológico, la planta Arabidopsis thaliana.  
Después de realizar el proceso de selección de genes y escoger aquellos genes con mayor 
expresión, se reestructuró la conformación de cada conjunto de datos en el número de 
genes y el número de experimentos final (ver Tabla 4-1).  
Tabla 4-1: Datos de expresión 
 
Conjunto de datos Número de genes Número de experimentos 
Microarreglos_1 5529 278 
RNA_Seq 2095 12 
Microarreglos _2 5590 24 
 
Luego de tener los nuevos conjuntos de datos, se construyeron las matrices de similitud 
(matrices kernel), empleando el kernel coseno y el kernel gaussiano con el valor para el 
parámetro sigma de 0.000001 para microarreglos y de 0.0001 para RNA_Seq, de acuerdo 
a la mejor separación y distribución de los datos en el plano 2D (ver sección 3.2.3). 
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4.2 Datos categóricos 
Para la experimentación con datos categóricos asociados a la planta Arabidopsis thaliana, 
se emplearon los datos relacionados con factores de transcripción, rutas KEGG y 
categorías GO asociados a los genes de la planta. Con el objetivo de vincular esta 
información con los datos de expresión se filtraron los genes y se construyeron conjuntos 
de datos categóricos asociados con los genes incluidos en los datos de microarreglos y en 
los datos de RNA_Seq. De esta forma, se conformaron los conjuntos de datos categóricos 
(ver Tabla 4-2).  
Tabla 4-2: Datos categóricos 
Tipo de dato Número de categorías 
Factores de transcripción 85 
Rutas KEGG 953 
Funciones GO 741 
 
Posteriormente, se construyeron las matrices de similitud (matrices kernel) de los datos de 
rutas de KEGG y GO, empleando un kernel polinomial con el valor para el grado del 
polinomio de 4 para datos KEGG y de 3 para datos GO, de acuerdo a la mejor distribución 
de los datos en el diagrama 2D. 
4.3 Datos fusionados 
A partir de las matrices kernel construidas para los datos de expresión y para los datos 
categóricos, se construyeron las matrices kernel fusionadas, las cuales consistieron en la 
integración de cada matriz kernel expresión con cada matriz kernel categórica. De esta 
forma, se obtuvieron las matrices kernel de los datos fusionados (ver Tabla 4-3). 
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Tabla 4-3: Datos fusionados 
Matriz Datos fusionados Dimensiones 
MicroKOF 
Microarreglos, 
rutas KEGG 
5529 x 5529 
MicroGOF 
Microarreglos, 
categorías GO 
5529 x 5529 
RNAKOF 
RNA_Seq, rutas 
KEGG 
2095 x 2095 
RNAGOF 
RNA_Seq, 
categorías GO 
2095 x 2095 
 
4.4 Construcción grupos de genes 
Para construir grupos de genes, se emplearon los algoritmos de agrupamiento k-means y 
fuzzy k-means aplicados sobre el kernel ACP de las matrices kernel de los datos de 
expresión, categóricos y fusionados. Además, se realizó la visualización de la proyección 
de los grupos construidos sobre los datos obtenidos después de aplicar el KACP sobre las 
matrices de similitud de cada uno de estos conjuntos de datos (ver Figura 4-1). 
Figura 4-1: Representación visual de k-means sobre el KACP de las matrices de 
similitud 
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En la Tabla 4-4 se muestra el número de grupos obtenido con cada conjunto de datos, el 
grupo con el mayor número de genes y el grupo con el menor número de genes. El número 
de grupos se obtuvo teniendo en cuenta una regla heurística representada en la Ecuación 
3.3. En los grupos con un número alto de genes se observa que estos últimos presentan 
una mayor relación entre sí, reflejándose muchos patrones compartidos por varios genes 
y no diversos grupos pequeños compartiendo propiedades muy particulares. Es decir, los 
genes agrupados reflejan patrones de similitud a nivel de expresión teniendo en cuenta 
que son los genes con mayor expresión los que se han empleado para el análisis de los 
datos de microarreglos y de RNA_Seq. Además, los genes pertenecientes a un mismo 
grupo también reflejan comportamientos de regulación similares visualizados más adelante 
con la asociación de factores de transcripción sobre cada uno de los grupos formados. 
4.5 Categorización de los grupos 
En el proceso de análisis de los grupos obtenidos se busca encontrar las características 
propias de cada uno. Para ello, de acuerdo a la metodología propuesta, se relacionaron 
los genes pertenecientes a cada grupo con los datos de factores de transcripción buscando 
obtener patrones de regulación significativos y factores representativos en cada grupo. 
En consecuencia, se presentan los factores de transcripción más representativos 
encontrados en los grupos resultantes y la cantidad de asociaciones a estos (ver Tablas 
4-5 y 4-6). 
Como se puede apreciar en las Tablas 4-5 y 4-6, los promotores más representativos que 
se encontraron con los algoritmos k-means y fuzzy k-means son similares, pero existe una 
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pequeña variación en el orden en el que se encuentran y la cantidad de asociaciones a 
cada uno. Sin embargo, con el algoritmo fuzzy k-means fue posible encontrar un mayor 
número de asociaciones en cada grupo y en cada uno de los tipos de datos.  
El número de genes que conforma cada grupo y el número de asociaciones a los factores 
de transcripción en los grupos construidos con el algoritmo fuzzy k-means es mayor que 
los resultados obtenidos con los grupos construidos con el algoritmo k-means, debido a la 
propiedad que presentan los grupos difusos y que se encuentra relacionada con que un 
gen puede pertenecer a más de un grupo a la vez y no se limita su participación a un solo 
grupo como ocurre con el algoritmo k-means. Por lo tanto, al momento de calcular el 
número total de asociaciones a los factores de transcripción (ver Tabla 4-7), este valor 
aumenta considerablemente en este tipo de grupos difusos. Esto se debe a que, si un gen 
está asociado con un factor y este gen pertenece a diferentes grupos, en cada grupo en el 
que se encuentre va a ser tenido en cuenta para incrementar el número de asociaciones a 
dicho factor. 
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Tabla 4-4: Grupos construidos con cada algoritmo de agrupamiento sobre cada 
tipo de dato 
 
Método 
Número de 
grupos 
Grupo 
mayor 
Grupo 
menor 
K-means microarreglos 11 3017 160 
K-means RNA_Seq 2 1597 498 
K-means KOF 21 4684 6 
K-means GOF 19 1646 52 
K-means MicroKOF 24 1493 64 
K-means MicroGOF 22 875 20 
Fuzzy K-means 
microarreglos 
11 5149 828 
Fuzzy  K-means 
RNA_Seq 
2 1605 490 
Fuzzy K-means KOF 21 5071 19 
Fuzzy K-means GOF 19 3406 246 
Fuzzy K-means 
MicroKOF 
24 5119 456 
Fuzzy K-means 
MicroGOF 
22 5510 246 
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Tabla 4-5: Factores de transcripción más representativos encontrados con el 
algoritmo k-means     
 
FACTOR DE 
TRANSCRIPCIÓN 
CANTIDAD DE 
ASOCIACIONES  
GATA [LRE 44779 
RAV1-A 42374 
MYB4 37972 
W-box 35392 
LFY 35265 
DPBF1&2 34570 
Tbox 31548 
Ibox 27496 
ATB2 27187 
BoxII 26771 
ARF 25187 
AtMYC2 BS in RD22 25360 
ARF1 25194 
SORLIP2 24903 
Bellringer 23409 
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Tabla 4-6:  Factores de transcripción más representativos encontrados con el 
algoritmo fuzzy k-means 
 
FACTOR DE 
TRANSCRIPCIÓN 
CANTIDAD DE 
ASOCIACIONES  
GATA [LRE 362208 
RAV1-A 352224 
MYB4 315786 
W-box 293417 
DPBF1&2 286973 
LFY 285676 
Tbox 262511 
ATB2 223066 
Ibox 222749 
BoxII 222708 
ARF 209750 
ARF1 209164 
SORLIP2 206270 
AtMYC2 BS in RD22 205485 
Bellringer 188959 
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4.6 Análisis de los grupos construidos 
El número de grupos que se formó para cada tipo de dato se obtuvo usando el criterio 
heurístico descrito en la Ecuación 3.3 y los métodos de agrupación empleados fueron no 
supervisados, debido a que no se tiene un estándar previamente establecido y que sea 
completamente confiable con el cual comparar los grupos construidos. Además, se hubiera 
podido hacer un análisis supervisado para un subgrupo de genes bien conocido, pero es 
difícil clasificar un número tan grande de genes como los trabajados en cada conjunto de 
datos cuando se tiene información reportada sobre tan pocos. 
De esta forma, se realizó el análisis funcional de los grupos a través de la asociación con 
información de factores de transcripción de los genes que conformaban cada grupo. 
Después de obtener las relaciones intra-grupos de factores de transcripción y encontrar 
los factores más representativos en los grupos, se realizó un proceso de comparación de 
los resultados obtenidos con información biológica reportada en las bases de datos 
biológicas y en la literatura.  
De esta forma, de los factores de transcripción representativos se pueden resaltar MYB4 
y DPBF1&2, por encontrarse dentro de las cinco promotores con más genes asociados 
tanto con el algoritmo k-means como con el algoritmo fuzzy k-means; además, por sus 
características biológicas, estando relacionados con la respuesta a las condiciones 
experimentales de los datos de microarreglos y de RNA_Seq. 
Adicionalmente, se encontró la relación biológica entre los factores de transcripción 
representativos en los grupos, es decir, se pudo ver cómo están relacionados entre sí, no 
sólo con los genes sino la relación que existe entre ellos mismos. De este modo, surgieron 
la importancia y la validez de los factores de transcripción encontrados y su función directa 
en la regulación de los genes de la planta estudiada, las condiciones ambientales a las 
cuales esta se encontraba y, por último, las condiciones experimentales registradas en los 
datos de expresión. Para enfatizar este punto, se citan las siguientes relaciones:  
Partiendo de los dos factores más representativos, MYB4 y DPBF1&2, se puede decir que 
el factor de transcripción DPBF1&2 también es conocido como DC3, y es un factor de 
respuesta al ácido abscísico y al estrés. Se encuentra involucrado en rutas de señalización 
reguladas por este ácido, regulación positiva de transcripción y respuesta a carencia de 
agua [63] [64]. 
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El factor de transcripción MYB4 está presente como respuesta al estrés ambiental en la 
planta. Este promotor pertenece a la familia de proteínas MYB, la cual es la familia putativa 
de factores de transcripción para el promotor I-Box; dado esto, el promotor IBox presenta 
la mejor asociación con las proteínas pertenecientes a esta familia; además, también está 
relacionado con respuesta a estrés y está involucrado en la fotosíntesis [65]. El factor de 
transcripción ATMYC2 en cooperación con la proteína MYB2 participa en la regulación de 
los genes mediados por ácido abscísico en condiciones de estrés hídrico [66]. 
El factor de transcripción W-Box también presenta una función putativa en respuesta a 
estrés ambiental. El factor de transcripción W-Box fue reconocido específicamente por el 
ácido salicílico (SA) inducido por proteínas de unión a ADN WRKY, un grupo de sitios de 
unión WRKY actúa como elementos reguladores negativos para la expresión inducible de 
resistencia a las enfermedades, ya que tienen la propiedad de ser reguladores de la 
inmunidad transcripcional [67]. 
También se encuentran los factores de transcripción GATA y T-Box, los cuales están 
relacionados con la luz; el factor GATA se encuentra involucrado con la regulación de 
genes que responden a la luz y las mutaciones en el factor de transcripción T-box han 
resultado en reducciones de luz activadas por la transcripción de los genes [68]. 
De forma general, se pueden apreciar todas las relaciones dilucidadas entre los factores 
de transcripción de la planta Arabidopsis thaliana encontrados como significativos (Figura 
4-2). 
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Figura 4-2:  Relaciones encontradas entre los factores de transcripción más 
representativos 
 
 
4.7 Construcción de redes de genes  
Para la construcción de las redes de interacción entre genes e identificar otras relaciones 
asociadas a los genes, se emplearon las matrices kernel construidas previamente y, en el 
caso de los datos de expresión, se escogió y empleó el kernel coseno como medida de 
similitud. Además, sobre estas matrices se aplicaron los algoritmos escogidos para realizar 
el filtro de las conexiones más fuertes entre cada par de genes.  
Sin embargo, entre los algoritmos k vecinos más cercanos y el umbral basado en el 
coeficiente de agrupamiento, se escogió como principal algoritmo de poda de conexiones 
el método de selección del umbral con base en el coeficiente de agrupamiento, debido a 
su soporte matemático-estadístico y a sus bases teóricas relacionadas con la validación 
de que las redes obtenidas sean realmente redes biológicas y no redes aleatorias [60] [61] 
[62]. Con este filtro realizado, se construyeron las redes de genes, empleando (como se 
mencionó en el capítulo anterior) la librería igraph del programa R. 
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Para el cálculo de este umbral en cada red construida se empleó el algoritmo 
implementado previamente para este caso (ver sección 3.2.12) y se aplicó sobre cada una 
las redes. En la Figura 4-3, se presenta el resultado de la selección del umbral. 
Específicamente, allí se visualiza la diferencia entre los valores del coeficiente de 
agrupamiento de la red construida con los datos de microarreglos y los valores del 
coeficiente de agrupamiento de la red construida de forma aleatoria, para este caso, el 
valor del umbral fue de 0.6. 
Un ejemplo de las redes construidas se presenta de forma muy general con la visualización 
de la red de genes construida a partir de los datos de microarreglos en la Figura 4-4. 
Con las redes construidas se realizó el análisis de cada una a través del cálculo de 
determinadas métricas topológicas como el diámetro, el cual representa el camino mínimo 
entre los dos genes más alejados, y el componente conexo, que indica todas las subredes 
que tienen todos los genes conectados entre sí [69]. Además, se calculó una propiedad 
representativa de las redes biológicas como la transitividad, que nos permite identificar si 
todos los genes adyacentes a cada gen de la red están conectados entre sí [60] (ver Tabla 
4-7). 
Para verificar las relaciones encontradas entre los genes en las redes, se realizó la 
búsqueda de conexiones reportadas en la base de datos String. Esta base de datos 
contiene información previamente reportada en bases de datos biológicas y en la 
Literatura, contemplando información de experimentos de alto rendimiento, co-expresión, 
conocimiento previo y contexto genómico [32]. Las relaciones encontradas fueron 
entonces comparadas con las conexiones obtenidas. A partir de esta comparación, se 
determinó cuales conexiones entre genes formadas con la metodología propuesta estaban 
también reportadas; estas conexiones se visualizan en el Anexo B. 
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Figura 4-3: Selección del umbral con base en el coeficiente de agrupamiento 
para los datos de microarreglos 
 
 
Figura 4-4: Esquema representativo de la red de interacción entre genes a partir 
de los datos de microarreglos 
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Tabla 4-7: Descripción de las características de las redes construidas 
Tipo de dato 
Algoritmo de 
poda 
Umbral del 
algoritmo 
Número 
de 
genes 
Número de 
conexiones 
Componente 
conexo 
Diámetro Transitividad 
Microarreglos_2 
Coef. de 
agrupamiento 
0.99 5590 5712613 10 11.253 0.9345 
RNA_Seq 
Coef. de 
agrupamiento 
0.99 2095 317 187 8.9355 0.5945 
Microarreglos_2-
KOF 
Coef. de 
agrupamiento 
0.92 2858 3359457 2 1.9449 0.9430 
 
Por otro lado, como proceso de verificación de las redes de interacción entre genes 
construidas, se desarrolló en el programa R el procedimiento para construir redes teniendo 
como medida de similitud entre los genes la correlación de Pearson, la cual ha sido 
empleada en varios casos de estudio y análisis de datos de expresión.  
En la Tabla 4-8 se visualizan las características que posee la red construida con los datos 
de microarreglos y esta medida de similitud. De este modo, se puede apreciar que, 
partiendo del mismo conjunto de datos (microarreglos_2) pero aplicando dos medidas de 
similitud diferentes —el kernel coseno y la correlación de Pearson—, se obtuvieron a su 
vez dos redes diferentes. La red construida con el kernel coseno será denominada 
redCoseno (sus características se visualizan en la primera fila de la tabla 4-7) y la 
construida con la correlación de Pearson será denominada redPearson (ver Tabla 4-8). A 
partir de lo explicado, se analiza en primer lugar el número de conexiones: este número es 
mayor en la redCoseno, lo que indica que por medio del kernel coseno se encuentran más 
genes conectados unos a otros. En segundo lugar, se analiza el componente conexo, el 
cual es más grande en la redPearson, por lo que se infiere que con la correlación de 
Pearson se formaron diversos grupos con poca cantidad de genes y conexiones, mientras 
que con el kernel coseno se obtuvieron pocos grupos con un número mayor de genes 
interconectados entre sí. Esto también se puede relacionar con el diámetro de las redes, 
el cual refleja que los genes en la redPearson están más alejados entre sí, a diferencia de 
la redCoseno, donde las distancias entre los genes son menores. Por último, el valor de 
transitividad resume lo expuesto anteriormente al ser mayor en la redCoseno, indicando 
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que a diferencia de la redPearson los genes tienen un número mayor de conexiones entre 
ellos y entre los genes conectados a cada uno de los genes de la red. 
Tabla 4-8:  Descripción de las características de la red construida empleando la 
correlación de Pearson 
 
Tipo de dato 
Algoritmo de 
poda 
Umbral del 
algoritmo 
Número 
de 
genes 
Número de 
conexiones 
Componente 
conexo 
Diámetro Transitividad 
Microarreglos_2 
Coef. de 
agrupamiento 
0.95 5590 1738276 1885 17.842 0.7437 
 
4.8 Verificación de las redes construidas con información 
biológica reportada previamente 
A partir de las redes construidas empleando el kernel coseno, se realizó un proceso de 
verificación biológica de las redes con base en información reportada en la literatura y en 
bases de datos. Este proceso consiste en la caracterización de los genes presentes y 
conectados en las redes por medio de la asociación con atributos biológicos que han sido 
reportados experimentalmente para cada gen como, por ejemplo, funciones biológicas, 
rutas metabólicas y procesos biológicos [70].   
En este sentido, se seleccionó un grupo de genes específico para realizar el proceso de 
asociación de categorías biológicas. Para la construcción de este grupo, se identificaron 
los genes con mayor expresión en cada conjunto de datos, que estuvieran conectados con 
otros en las redes formadas y cuyo nivel de conexión estuviera por encima del umbral 
predefinido. Con base en esto, se realizó la búsqueda de las categorías biológicas de cada 
uno de estos genes en la base de datos Gene Ontology. Específicamente se buscó por 
procesos biológicos involucrados con este grupo de genes y se establecieron los procesos 
que eran comunes entre ellos y que estaban sobrerrepresentados en las redes (ver Tabla 
4-9). Para la identificación de estos procesos se empleó el plug-in Bingo del programa 
Cytoscape [71]. 
De este mismo modo, se realizó la búsqueda de información en la misma Gene Ontology 
para identificar las funciones moleculares sobrerrepresentadas en las redes, teniendo 
como base el grupo de genes previamente establecido (ver Tabla 4-10). 
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Adicionalmente, se pudieron establecer y visualizar las relaciones existentes entre los 
procesos biológicos representativos resultantes y, a la vez, cómo están relacionados con 
otros procesos en la planta (ver Figura 4-4), es decir, cada uno de estos procesos está 
relacionado funcionalmente en la medida que a nivel de cada organismo se llevan a cabo 
procesos que pueden afectar o depender de otro proceso particular [72].  
De igual forma, se encontraron las relaciones entre las funciones moleculares atribuidas a 
los genes y que se establecieron como representativas en las redes. Se aprecia la relación 
tanto entre las funciones sobrerrepresentadas como la relación con otras funciones 
biológicas de la planta, las cuales también interactúan a nivel molecular para el 
funcionamiento del organismo (ver Figura 4-5). Para visualizar gráficamente las relaciones 
entre los procesos biológicos y entre las funciones moleculares se empleó el programa 
Cytoscape [71]. 
 
Tabla 4-9:  Procesos biológicos sobrerrepresentados en las redes 
 
Proceso biológico GO 
Respuesta a estímulos 
Respuesta a estímulos químicos 
Respuesta estímulo abiótico 
Respuesta a estrés 
Respuesta a hongo 
Respuesta estímulo biótico 
Respuesta a otro organismo 
Proceso biosintético celular 
Fotosíntesis 
Respuesta a estímulos de temperatura 
Respuesta a bacteria 
Respuesta a estrés osmótico 
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Figura 4-5:  Interconectividad entre los procesos biológicos sobrerrepresentados 
en las redes construidas 
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Tabla 4-10:  Funciones moleculares sobrerrepresentadas en las redes 
 
Función molecular GO 
Actividad del factor de traducción, unión del ácido nucleico 
Actividad de la oxidoreductasa, actuando en el aldehído o 
grupo oxo de donantes, disulfuro como aceptador 
Actividad ATPasa transportadora de protones, mecanismo 
giratorio 
Actividad de la NADH deshidrogenasa (ubiquinona) 
Actividad de la NADH deshidrogenasa (quinona) 
Actividad de la transferasa oligosacarina 
Actividad de la hidrolasa, actuando en uniones de carbón-
nitrógeno (pero no péptidos), en amidas cíclicas 
Actividad de citrato sintasa de ATP 
Actividad de óxidoreductasa, actuando en el grupo de 
donantes CH-CH 
Actividad del fosfogluconato deshidrogenasa 
(descarboxilante) 
Actividad de transferasa intramolecular, fosfotransferasas 
Actividad de transportador de [proteínas] transmembranas 
secundarias activas 
Actividad del canal de agua [celular] 
Actividad del transportador de [proteína] transmembrana 
de agua 
Actividad de transferasa, transfiriendo grupos acilos, 
grupos acilos convertidos en alquilo(s) en la transferencia 
Actividad de la uridiltransferasa 
Actividad de fosfoglicerado kinasa 
Actividad reguladora de ATPasa 
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Figura 4-6: Interconectividad entre las funciones moleculares 
sobrerrepresentadas en las redes construidas 
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4.9 Análisis de las redes de genes construidas 
Con base en los datos de expresión y categóricos se construyeron las redes de interacción 
entre genes empleando la metodología propuesta en el presente trabajo, tanto para los 
datos de expresión de forma separada como para los datos fusionados (expresión y 
categóricos).   
Se pudo establecer que las redes de genes construidas presentan cualidades básicas de 
una red biológica, enmarcadas dentro de la teoría de la transitividad [73] en donde se 
resaltan parámetros como el coeficiente de agrupamiento y el diámetro de la red. El 
coeficiente de agrupamiento es una propiedad de las redes biológicas y representa la 
probabilidad de que los genes adyacentes a un gen particular estén conectados a la vez 
entre ellos. De esta forma, se precisa que si este valor es “uno” para un gen significa que 
todos los genes conectados a este gen también están conectados entre sí, y si este valor 
es “cero” significa que no hay conexión entre los genes que se conectan a este.  En las 
redes construidas, el valor del coeficiente de agrupamiento dio muy cercano a 1, lo que 
indica que los genes en la red sí se encuentran conectados unos a otros y que entre los 
vecinos de cada gen también hay conexión. De acuerdo con lo anterior, y revisando los 
resultados obtenidos en la Tabla 4-7, se puede decir que las redes obtenidas con la 
metodología seguida si corresponden a redes biológicas y no a redes aleatorias dadas las 
propiedades que presenta. En especial, teniendo en cuenta la conexión existente entre los 
genes vecinos a cada uno de los genes que conforman las redes y a la no formación de 
islas de genes (pequeños subgrupos de genes), lo que no se esperaría que se obtuviera 
en una red aleatoria, en la cual los genes vecinos a un gen no necesariamente están 
conectados entre sí.  
Con relación al valor del diámetro en las redes, se encontró que este valor es mayor cuando 
hay un número más grande de genes, pero también disminuye directamente al momento 
de construir las redes con datos fusionados (ver Tabla 4-7), lo que significa que al fusionar 
los datos se forma una mayor conexión entre los genes. 
A partir de las redes de interacción entre genes construidas, se pudo ver cómo los genes 
que resultaron conectados en las redes también están conectados de alguna forma en 
actividades biológicas reales de la planta, como es el caso de los procesos biológicos y 
funciones moleculares encontradas como sobrerrepresentadas en las redes. De esta 
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forma, se puede apreciar que los genes conectados en las redes están relacionados 
funcionalmente y hacen parte de los mismos procesos o funciones biológicas. 
Los procesos biológicos sobrerrepresentados están relacionados a su vez con el tipo de 
condiciones biológico-experimentales de los conjuntos de datos de microarreglos y de 
RNA_Seq, es decir, se ve reflejado cómo ante condiciones de resistencia a patógenos se 
activan diversos procesos de forma representativa: por ejemplo, respuesta a estrés, 
respuesta a otro organismo, respuesta a bacteria, etc. 
Con relación a las funciones moleculares encontradas como sobrerrepresentadas en las 
redes, se visualiza que algunas corresponden al metabolismo basal como la fotosíntesis y 
otros a procesos específicos de inmunidad que se activan cuando la planta está sometida 
a algún patógeno (respuesta a una bacteria o a estrés).  
Cabe resaltar que el análisis de verificación de las conexiones en las redes, realizado con 
el procedimiento de contraste con información biológica reportada tanto en Gene Ontology 
como en la base de datos String, fue útil para dar soporte a la metodología seguida y a las 
conexiones encontradas, verificando que tuvieran un sentido biológico. Pero, vale anotar, 
que no se validaron en un sentido estricto, debido a que no se confirmaron a través de 
experimentos biológicos. 
 
 
 
 5. Conclusiones y recomendaciones 
En esta sección se presentan las conclusiones del trabajo de investigación realizado y las 
recomendaciones para futuras investigaciones relacionadas con la identificación de las 
relaciones entre genes. 
5.1 Conclusiones 
El objetivo del presente trabajo fue plantear una metodología para identificar las relaciones 
entre genes, problema que se ha venido trabajando desde hace varios años pero que aún 
sigue siendo de gran envergadura para la comunidad científica de la actualidad. El interés 
en este problema radica en la importancia que presenta al considerar las relaciones entre 
genes como un mecanismo para el entendimiento de procesos biológicos en los seres 
vivos. Sin embargo, aún no existe una solución definitiva a este problema, dada la 
complejidad que tiene la recolección de información necesaria de datos biológicos, su 
procesamiento y respectivo análisis.  
Con la metodología propuesta se busca la identificación de relaciones entre genes y que 
pueda ser aplicada sobre diferentes tipos de datos de expresión, como es el caso de 
microarreglos de ADN y RNA_Seq. Aunque los microarreglos están basados en hibridación 
y RNA_Seq en secuenciación, permiten obtener medidas de los niveles de transcripción 
de miles de genes simultáneamente, se puede aplicar la metodología sobre datos de estos 
tipos y realizar un análisis de los genes en unas condiciones particulares. Se escogieron 
datos de microarreglos y de RNA_Seq del mismo ente biológico y que estuvieran 
relacionados con experimentos de resistencia a infección de patógenos. De esta forma, se 
pudieron encontrar relaciones entre genes, patrones de regulación y funcionalidades 
comunes entre ellos, a partir de los dos tipos de datos. 
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Además, la metodología presenta la funcionalidad para combinar datos heterogéneos que 
incluyen datos categóricos y datos de expresión, permitiendo descubrir patrones no 
lineales que podrían no ser descubiertos con el uso de métodos lineales. 
También la metodología propuesta permite obtener grupos de genes independientemente 
del tipo de dato con el que construyan (datos de expresión, datos combinados entre 
expresión y categóricos). En particular, permite identificar relaciones entre genes a nivel 
de co-expresión y regulación de los mismos. Además, por medio de la asociación y 
categorización de los grupos con datos de factores de transcripción reportados en la base 
de datos AtTFDB, fue posible determinar que los genes dentro de un mismo grupo 
compartían patrones de regulación similares. Para el caso de los datos de estudio fue 
posible encontrar, a partir de la comparación con información biológica previamente 
reportada en la literatura acerca de los factores de transcripción más representativos en 
los grupos la evidencia que dichos factores estaban relacionados con estrés, respuesta al 
ácido abscísico y respuesta a la luz, lo que a su vez está relacionado directamente con las 
condiciones experimentales de los datos de expresión, los cuales contemplaban la 
infección por patógenos en Arabidopsis thaliana. De este modo, los grupos obtenidos 
pueden ser usados para predecir factores de transcripción relacionados con los genes o, 
al menos, para predecir los patrones de regulación comunes y, por lo tanto, predecir 
indirectamente las funciones de los genes. 
De manera similar, a partir de las redes construidas es posible identificar los genes que 
están relacionados, comparten alguna propiedad biológica o participan al tiempo en algún 
mecanismo funcional, tales como procesos biológicos y funciones moleculares. Esto fue 
evidenciado al  realizar el proceso de verificación de las relaciones con información 
biológica reportada previamente en base de datos como Gene Ontology. Al mismo tiempo, 
al identificar las funciones y procesos biológicos sobrerrepresentados en las redes, se 
encontraron asociaciones con los datos de expresión y las condiciones de patogenicidad 
y ambientales; por ejemplo, los procesos de respuesta a estrés, de respuesta a hongos y 
las funciones moleculares de regulación y transporte de proteínas. 
Al comparar los resultados obtenidos con los métodos de kernel y los obtenidos con una 
técnica tradicional como la correlación de Pearson, los primeros brindaron mejores 
resultados al formar redes de interacción con un número mayor de conexiones entre los 
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genes y con un grado mayor de conexiones entre los genes adyacentes a cada gen de la 
red. 
Vale destacar que la construcción global de una red de interacción entre genes de un ser 
vivo es una tarea difícil, debido a que los datos obtenidos de manera experimental solo 
aportan cierta información acerca del mismo y no sobre todos los mecanismos biológicos 
llevados a cabo en su interior. 
5.2 Recomendaciones 
Como trabajo de investigación futuro, se plantea la exploración y experimentación con 
otros datos de expresión tanto de microarreglos como de RNA_Seq para realizar una 
validación adicional de la metodología propuesta.  
Por otro lado, se sugiere realizar experimentación con otras funciones kernel para 
comparar las relaciones encontradas y las redes formadas, y determinar posibles nuevas 
relaciones. 
Adicionalmente, se sugiere aplicar otros métodos para realizar el filtro de las conexiones 
encontradas entre los genes en el proceso de construcción de las redes de interacción 
entre genes. También se recomienda usar otras herramientas para la visualización de las 
redes construidas. 
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 A. Anexo: Experimentos conjuntos 
de datos de microarreglos (NCBI) 
Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM322545 
GSM322546 
GSM322547 
GSM322548 
GSM322549 
GSM322550 
GSM322551 
GSM322552 
GSM322553 
GSM322554 
GSM322555 
GSM322556 
GSM304028 
GSM304029 
GSM304031 
GSM304032 
GSM206274 
GSM206275 
GSM206276 
GSM206277 
GSM206278 
GSM206279 
GSM206280 
GSM206281 
GSM206282 
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Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM206283 
GSM206284 
GSM206285 
GSM260880 
GSM260881 
GSM260882 
GSM260883 
GSM189096 
GSM189097 
GSM189099 
GSM189100 
GSM189101 
GSM189102 
GSM189103 
GSM189104 
GSM189105 
GSM189106 
GSM189107 
GSM189108 
GSM189109 
GSM189110 
GSM189111 
GSM189112 
GSM189114 
GSM189116 
GSM189117 
GSM189118 
GSM189119 
GSM189120 
GSM189121 
GSM189122 
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Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM189123 
GSM189124 
GSM189163 
GSM189164 
GSM189165 
GSM189170 
GSM189171 
GSM189172 
GSM189173 
GSM189174 
GSM189175 
GSM189176 
GSM189177 
GSM189178 
GSM142829 
GSM142830 
GSM142831 
GSM142832 
GSM142833 
GSM142834 
GSM142835 
GSM142836 
GSM142837 
GSM142838 
GSM142839 
GSM142840 
GSM142841 
GSM142842 
GSM142843 
GSM142844 
GSM142845 
GSM142846 
GSM142847 
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Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM142848 
GSM142849 
GSM142850 
GSM142851 
GSM142852 
GSM142853 
GSM142854 
GSM142855 
GSM157373 
GSM157374 
GSM157375 
GSM157376 
GSM157377 
GSM157378 
GSM157379 
GSM157380 
GSM157381 
GSM134430 
GSM134431 
GSM134432 
GSM134433 
GSM134434 
GSM134435 
GSM134436 
GSM134437 
GSM134438 
GSM134439 
GSM134440 
GSM134441 
GSM134442 
GSM134443 
GSM134444 
GSM134445 
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Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM134446 
GSM134447 
GSM134394 
GSM134395 
GSM134396 
GSM134397 
GSM134398 
GSM134399 
GSM134400 
GSM134401 
GSM134402 
GSM134403 
GSM134404 
GSM134405 
GSM134406 
GSM134407 
GSM134408 
GSM134409 
GSM134410 
GSM134411 
GSM134376 
GSM134377 
GSM134378 
GSM134379 
GSM134380 
GSM134381 
GSM134382 
GSM134383 
GSM134384 
GSM134385 
GSM134386 
GSM134387 
 
70 Identificación de relaciones entre genes utilizando técnicas de inteligencia 
computacional 
 
Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM134388 
GSM134389 
GSM134390 
GSM134391 
GSM134392 
GSM134393 
GSM134448 
GSM134449 
GSM134450 
GSM134451 
GSM134452 
GSM134453 
GSM134454 
GSM134455 
GSM134456 
GSM134457 
GSM134458 
GSM134459 
GSM134460 
GSM134461 
GSM134462 
GSM134463 
GSM134464 
GSM134465 
GSM134358 
GSM134359 
GSM134360 
GSM134361 
GSM134362 
GSM134363 
GSM134364 
GSM134365 
GSM134366 
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Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM134367 
GSM134368 
GSM134369 
GSM134370 
GSM134371 
GSM134372 
GSM134373 
GSM134374 
GSM134375 
GSM134340 
GSM134341 
GSM134342 
GSM134343 
GSM134344 
GSM134345 
GSM134346 
GSM134347 
GSM134348 
GSM134349 
GSM134350 
GSM134351 
GSM134352 
GSM134353 
GSM134354 
GSM134355 
GSM134356 
GSM134357 
GSM133896 
GSM133897 
GSM133898 
GSM133899 
GSM133900 
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Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM133901 
GSM133902 
GSM133903 
GSM133904 
GSM133905 
GSM133906 
GSM133907 
GSM133782 
GSM133783 
GSM133784 
GSM133785 
GSM133786 
GSM133787 
GSM90867 
GSM90868 
GSM90869 
GSM90870 
GSM90871 
GSM90872 
GSM70995 
GSM70996 
GSM70997 
GSM70998 
GSM70999 
GSM71000 
GSM71001 
GSM71002 
GSM71003 
GSM71004 
GSM71005 
GSM71006 
GSM71007 
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Experimentos Microarreglos_1 
(Geo DataSets - NCBI) 
GSM71008 
GSM71009 
GSM71010 
GSM71011 
GSM71012 
GSM71013 
GSM71014 
GSM71015 
GSM71016 
GSM71017 
GSM71018 
GSM6227 
GSM6544 
GSM6571 
GSM6572 
GSM6573 
GSM6574 
GSM6575 
GSM6576 
GSM6577 
GSM6578 
GSM6579 
GSM6580 
GSM6581 
GSM6582 
GSM6583 
GSM6584 
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Experimentos Microarreglos_2 
(Geo DataSets - NCBI) 
GSM71002 
GSM71003 
GSM71004 
GSM71005 
GSM70998 
GSM70999 
GSM71000 
GSM71001 
GSM70995 
GSM70996 
GSM70997 
GSM71017 
GSM71013 
GSM71014 
GSM71015 
GSM71016 
GSM71010 
GSM71011 
GSM71012 
GSM71018 
GSM71006 
GSM71007 
GSM71008 
GSM71009 
 
 
 
 
 
 
 
 B. Anexo: Conexiones reportadas en 
la base de datos String 
Conexiones reportadas 
STRING_DB 
Q8VZ23 Q9FJC6 
Q9FJC6 Q9LU69 
Q9FJC6 Q9FJM2 
Q9FJC6 Q9FGF0 
Q9FJC6 Q9FN15 
O82234 Q9FJC6 
Q8VY52 Q9FJC6 
Q9S720 Q9FJC6 
Q9SJ89 Q9FJC6 
Q9LT18 Q9FJC6 
Q9SR41 Q9FJC6 
Q9SMV8 Q9FJC6 
Q9SFB3 Q9FJC6 
Q9XIA4 Q9FJC6 
Q9SGU7 Q9FJC6 
Q9ZVZ9 Q9FJC6 
Q9LM71 Q9FJC6 
Q94F10 Q9FJC6 
Q9FWS4 Q9FJC6 
Q9S9K3 Q9FJC6 
Q9M9H4 Q9FJC6 
Q9LYI9 Q9FJC6 
Q94K68 Q9FJC6 
Q9LKU2 Q9FJC6 
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Conexiones reportadas 
STRING_DB 
Q9FI13 Q9FJC6 
Q9FKB7 Q9FJC6 
Q9LU63 Q9FJC6 
Q9LK47 Q9FJC6 
Q9LK00 Q9FJC6 
Q9LSE4 Q9FJC6 
Q9T016 Q9FJC6 
Q9SUL0 Q9FJC6 
Q9SEL7 Q9FJC6 
Q9LZ14 Q9FJC6 
Q9FNM5 Q9FJC6 
O64750 Q9FJC6 
Q9C5M1 Q9FJC6 
Q9LUB2 Q9FJC6 
Q94JY0 Q9FJC6 
Q9FFW9 Q9FJC6 
Q9LVV6 Q9FJC6 
Q9LVV5 Q9FJC6 
Q94AU3 Q9FJC6 
Q94K51 Q9FJC6 
Q9SXP7 Q9FJC6 
Q9C7I0 Q9FJC6 
Q9LW20 Q9FJC6 
Q9SYX1 Q9FJC6 
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