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We study the domain walls which form when Bose condensates acquire a double-well dispersion.
Experiments have observed such domain walls in condensates driven across a Z2 symmetry-breaking
phase transition in a shaken optical lattice. We derive a generic model to describe the dispersion
and to compute the wavefunctions and energies of the domain walls. We find two distinct regimes
which demand different physical pictures. In the weak coupling regime, where interactions are weak
compared to the kinetic energy barrier, “density wave domain walls” form that support an extended
density wave and a series of phase steps. These features can be understood as the quantum inter-
ference between domains with distinct momenta. In the strong coupling regime where interaction
dominates, the system forms “phase domain walls” which have the minimum width allowed by
the uncertainty principle and suppressed density modulation. Analytic results for the domain wall
wavefunctions are obtained in the two regimes. The energy of domain walls behaves similarly to
that of topological defects in paradigmatic field theories.
I. INTRODUCTION
Topological defects arise in many-body systems in
fields as diverse as cosmology, particle physics, super-
fluidity, quantum field theory, liquid crystals and met-
allurgy [1, 2]; examples include cosmic strings, spin do-
main walls, magnetic monopoles, superfluid vortices, and
dislocations. In all of these forms, topological defects are
supported by boundary conditions homotopically distinct
from the vacuum, and are thus robust against any local
operation. Aside from being fascinating objects in their
own right, topological defects may hold the key to enig-
mas in observational cosmology [2], the quantum origin
of objects which behave macroscopically [3], and even the
presence of gapless modes in topological matter [4].
Topological defects often form in the symmetry-
breaking process across a phase transition. In field the-
ory the φ4 and sine-Gordon equations are paradigmatic
models that support such defects and offer insight into
their universal behavior [5]. In condensed matter physics
the quantum Ising-model [6] describes a Z2 symmetry-
breaking quantum phase transition which generates do-
main walls separating ferromagnetic domains [7–9]. The
formation of topological defects has been widely stud-
ied in the framework of the “Kibble-Zurek” mechanism
[10–12] in systems including the early universe [10], su-
perfluid helium [11], liquid crystals [13], and recently in
cold atomic gases [14–22].
Recent experiments revealed a novel topological de-
fect in a Bose-Einstein condensate with double-well dis-
persion [22, 23]. The experiments show that shak-
ing a condensate with an optical lattice induces a Z2
symmetry-breaking phase transition when the dispersion
E(k) evolves from a single-well at wavenumber k = 0
to a double-well with two minima at k = ±k∗, see
Fig. 1(a). After the phase transition bosons condense
at one of the two minima, breaking the inversion sym-
metry (k → −k) of the Hamiltonian. The locations of
domain walls formed during the phase transition follow a
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FIG. 1. (Color online) Emergence of double-well disper-
sion for atoms in a shaken optical lattice. (a) Ground band
structures for atoms in a shaken lattice of spacing a calcu-
lated by diagonalizing Eq. (1) have a single-well structure for
small shaking amplitudes (black curve), become quartic at
k = 0 at the critical shaking amplitude (green curve), and
develop a double-well structure for large shaking amplitudes
(blue curves). The double-well dispersion is characterized by
the kinetic energy barrier ε and the wavenumbers at the min-
ima k = ±k∗. (b) An averaged image of Bose condensates
with a single domain wall. The color represents atoms con-
densed to wavenumber k = k∗ (red) and k = −k∗ (cyan).
universal space-time scaling symmetry [22]. An example
image of a Bose condensate with a domain wall is shown
in Fig. 1(b).
In this paper we study the domain wall wavefunction
and energy in a Bose condensate with double-well disper-
sion. First, in Sec. II we derive a model for condensates
with domain walls based on the Gross-Pitaevskii equa-
tion (GPE). Using that model, in Sec. III we present the
wavefunctions over a wide range of coupling strengths
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2and find that the domain walls develop universal struc-
tures for weak and strong coupling which demand distinct
physical pictures. In Sec. IV we compute the excitation
gap of domain walls, including its contributions from ki-
netic energy, interactions, and mass. Finally, in Sec. V
we conclude and discuss the relevance of these results to
experiments.
II. THEORETICAL MODEL
The development of double-well dispersion in the ex-
periments can be best understood in terms of the hy-
bridization between single atom Bloch bands [23, 24].
We consider an optical lattice of spacing a which is pe-
riodically displaced at the frequency ω tuned near the
band gap G = E1(0) − E0(0) between the ground band
energy E0(k) and the first excited band energy E1(k)
at wavenumber k = 0. The modulation couples these
two bands, whereas the couplings to other bands are off-
resonant and therefore negligible. Under the rotating-
wave approximation, the hybridization of the two bands
can be modelled by the single particle Hamiltonian
Hs(k) =
[
E1(k) 0
0 E0(k)
]
− ~ω
2
σz +
Ω
2
σx, (1)
where σz and σx are the Pauli matrices, and Ω charac-
terizes the mixing of the two bands. For a small positive
detuning ∆ = ~ω − G > 0, the ground band dispersion
develops a double-well structure when the mixing Ω ex-
ceeds a critical value Ωc, see Fig. 1(a). The dispersion is
then characterized by two minima at k = ±k∗ and a ki-
netic energy barrier of height ε at k = 0, such that pi/k∗
and ε serve as natural length and kinetic energy scales,
respectively.
Our calculations to determine the wavefunctions and
energies of domain walls are based on the GPE, which
provides a mean-field description of an atomic conden-
sate [25]. In a weak lattice the GPE is applicable because
the condensate remains a superfluid, and the shaken lat-
tice modifies the kinetic energy term. Near the criti-
cal point where the double-well dispersion emerges, the
three-dimensional (3D) GPE for a homogeneous conden-
sate with a one-dimensional (1D) lattice along the x-axis
can be written as
(α∂2x + β∂
4
x +
~2kˆ2⊥
2m
+ g3|Ψ|2)Ψ = µΨ, (2)
where kˆ⊥ = kˆyey + kˆzez is the wavenumber operator
perpendicular to the lattice, m is the atomic mass, g3 is
the coupling strength in 3D, and h ≡ 2pi~ is the Planck
constant. As shown below, the parameters α and β can
be extracted from the hybridized ground band energy of
the two-band model in Eq. (1) near the critical point
Ω = Ωc.
Assuming that the domain wall is perpendicular to
the lattice (x-axis) and that the wavefunction has no
excitation along the y- or z-directions, we can simplify
Eq. (2) to a 1D GPE along the lattice by substituting
Ψ(x, y, z) ≡ ψ(x)/√A to obtain
(α∂2x + β∂
4
x + g|ψ|2)ψ = µψ, (3)
where g ≡ g3/A is the coupling strength in one dimension
and A is the area of the system transverse to the lattice.
While experiments have focused on 3D condensates, this
equation can be considered to represent systems of any
dimension for which the mean-field assumption is valid
and there are no excitations transverse to the lattice.
Using E0(k) = 2t0[1−cos(ka)] and E1(k) = G−2t1[1−
cos(ka)] in the tight binding regime, where t0 and t1 are
the ground and first excited band tunnelling energies,
respectively, we obtain in the critical regime |Ω− Ωc| 
Ωc:
α =
√
t0t1(t1 − t0)2
(t0 + t1)2
a2
∆
(Ω− Ωc), (4)
β =
t0t1(t1 − t0)
t0 + t1
a4
∆
, (5)
Ωc =
2
√
t0t1
t1 − t0 ∆. (6)
We can further derive the characteristic wavenumber
k∗ and the kinetic energy barrier ε for Ω > Ωc, which are
given by
k∗ =
√
α
2β
=
1
a
√
∆
t1 + t0
(
Ω− Ωc
Ωc
)1/2, (7)
ε =
α2
4β
= ∆
t1t0(t1 − t0)
(t1 + t0)3
(
Ω− Ωc
Ωc
)2. (8)
Here the exponent 1/2 in Eq. (7) characterizes the diver-
gence of the length scale pi/k∗ near the critical point.
We numerically solve Eq. (3) in the dimensionless form:
(1 + 2∂2u + ∂
4
u + |ϕ(u)|2)ϕ(u) =
µ
ε
ϕ(u), (9)
where we have introduced the dimensionless length u ≡
k∗x and wavefunction ϕ(u) ≡ (g/ε)1/2ψ(x). An offset
of 1 is added to the kinetic energy in order to conform
with the convention that the chemical potential of a non-
interacting condensate is zero. Here the dimensionless
ratio µ/ is the only parameter and characterizes the
coupling strength of the system. The ground state wave-
function is thus given by ϕ0(u) = (µ/ε)
1/2 exp(±iu).
We determine the stationary state wavefunction that
supports a domain wall by solving Eq. (9) with the imag-
inary time evolution method. We introduce an initial
ansatz with a single domain wall at u = 0 while sat-
isfying the boundary conditions ∂uϕ(u → ±∞) = ±iϕ
3far from the domain wall. We choose a grid spacing of
∆u = 0.01 and a range of up to −500 ≤ u ≤ 500 in
order to resolve and contain the full spatial structure
of the wavefunction with negligible errors. We evolve
the time-dependent GPE, which corresponds to Eq. (9)
with µ replaced by i~∂t ≡ ∂τ , using the split-step Crank-
Nicolson method [26] in imaginary time τ = −it/~ [27].
Derivatives at the edge of the wavefunction are given by
the boundary conditions, which enforce the presence of a
single domain wall. The wavefunction is normalized af-
ter each interval to keep the asymptotic density constant.
Eventually, the solution settles to a stationary wavefunc-
tion that supports a single domain wall. We have checked
that our results are insensitive to the choice of the initial
trial functions. For clarity, all results in the remainder of
this work are presented in dimensional units.
III. DOMAIN WALL WAVEFUNCTIONS
The calculated wavefunctions across a domain wall for
different coupling strengths µ/ are shown in Fig. 2. We
extract three key quantities from the wavefunctions: the
density ρ(x), the phase φ(x), and the width L. The width
of the domain wall L ≡ 2pi/∆k is defined based on the
full width at half maximum ∆k of the peak near k = 2k∗
in the Fourier transform F (k) = Fˆρ(x) of the density.
Striking features of the domain wall wavefunctions dis-
tinguish two important regimes. In the weak coupling
regime µ/ε  1 the domain wall supports an extended
density wave, whereas in the opposite strong coupling
regime µ/ε 1 the width L and the density variation of
the domain wall are strongly suppressed, see Fig. 2. In
both regimes, the density at the domain wall does not
reach zero and thus the two domains are phase coherent.
We note that, since the kinetic energy scale ε vanishes at
the critical point, the strong coupling regime also corre-
sponds to the quantum critical regime for a condensate
with a finite chemical potential. In the following, we in-
vestigate the properties of domain walls in each regime
in more detail.
The weak coupling regime is distinguished by the large
width over which the condensate exhibits oscillations in
density. At the same time, the phase of the wavefunc-
tion supports intriguing quantized steps of pi. Both the
density oscillations and phase steps have a characteristic
length scale of pi/k∗ and become increasingly prominent
as µ/ε reduces toward zero.
We use a two-component picture to capture the key
features of the wavefunctions in the weak coupling
regime,
ψ(x) ≈
√
ρ+(x)e
ik∗x +
√
ρ−(x)e−ik
∗x, (10)
where ρ± are the density envelopes of the posi-
tive/negative momentum components (k = ±k∗) shown
in Fig. 3(c). The density envelopes can be approximated
by (see Appendix A)
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FIG. 2. (Color online) Wavefunctions for domain walls at
different coupling strengths. The (a) density ρ and (b) phase
φ of the condensate wavefunctions ψ =
√
ρeiφ with a domain
wall at x = 0 vary dramatically with the coupling strength
µ/ε. Away from the domain wall, the asymptotic density and
phase are ρ∞ = µ/g and φ = ±k∗x, respectively. In the weak
coulping regime µ/ε 1, the period of the density oscillations
and the step size of the phase jumps are pi/k∗ and pi, respec-
tively. Red dashed curves show the analytic wavefunctions
given in Eq. (10) in the weak coupling regime and Eq. (12)
in the strong coupling regime. (c) The width of the domain
wall L. The solid curves indicate the asymptotic behaviors
L ∝ (µ/)−1/2/k∗ for weak coupling and L ≈ 0.81pi/k∗ for
strong coupling.
ρ±(x) ≈ µ
4g
[1 + tanh(±x
ξ
+ d)]2, (11)
where d = 0.134 is a constant and ξ = 3.39(ε/µ)1/2k∗−1
relates to the width of the domain wall L. The values of
4d and ξ are chosen to minimize the error of this approxi-
mation near x = 0. The wavefunction given by Eqs. (10)
and (11) reproduces the calculations for µ/ε ≤ 0.01 with
an agreement of > 96% over the entire domain, see bot-
tom row of Fig. 2(a) and (b). Remarkably, in this limit
the density envelope is universal in the scaled coordi-
nate w ≡ (µ/ε)1/2k∗x and resembles an immiscible two-
component condensate [28–32], see Appendix A.
We name the domain walls in the weak coupling regime
“density wave domain walls”. The key features of the
wavefunction result from interference where the two do-
mains overlap. In particular, this explains the evenly
spaced density modulation with wavenumber 2k∗, see the
lower panels of Fig. 2(a). Exactly at x = 0, constructive
interference leads to a density enhancement above the
background density ρ(0) ≈ 1.24ρ∞. Moreover, interfer-
ence leads to the steps of the phase function φ(x), see the
lower panels of Fig. 2(b). To better visualize how inter-
ference leads to these two features, we illustrate the two-
component wavefunction in the complex plane in Fig. 3.
The wavefunction forms a positive spiral (∂xφ = k
∗) in
one domain and a negative spiral (∂xφ = −k∗) in the
other domain. Near the domain wall, the superposition
of the spirals leads to a highly elliptic trajectory; see
Fig. 3(d). This trajectory corresponds to the oscillating
density ρ(x) as well as the quantized jumps in the phase
φ(x).
The domain wall supports a density wave in the weak
coupling regime due to the high kinetic energy cost of de-
viating from k = ±k∗. The density envelopes ρ± must de-
cay gently to minimize the spread of uncertainty around
the minima. The competition between the residual ki-
netic energy from the envelope and interaction energy of
the density waves determines the width of the domain
wall in this regime. The interaction energy per parti-
cle at the domain wall Ei is proportional to the chemical
potential as Ei ∝ µ while the kinetic energy per par-
ticle Ek scales with the domain wall width L as Ek ∝
ε(k∗L)−2 + ε(k∗L)−4. In the limit of L  pi/k∗, a bal-
ance of the two energies Ek ∼ Ei gives L ∝ (µ/ε)−1/2/k∗.
The widths of the domain walls follow the expected scal-
ing in the weak coupling regime, see Fig. 2(c).
Contrary to the weak coupling regime, in the strong
coupling regime µ/ε  1 the density ρ(x) is nearly uni-
form and the phase function φ(x) varies smoothly across
the domain wall. Since the presence of a domain wall is
primarily visible only in the phase of the wavefunction,
we call them “phase domain walls” in this regime. The
form in Eq. (10) is no longer adequate to describe the
system in this case. Instead, we obtain an analytic so-
lution to the GPE (Eq. (9)) in the strong coupling limit
(see Appendix B):
ψ(x) =
√
ρ∞ + δρ(x)eiφ(x), (12)
where the density variation δρ(x) is
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FIG. 3. Illustrations of the domain wall in the strong and
weak coupling regimes. Strong coupling regime: (a) the cal-
culated density profile at µ/ε = 100 shows a smooth transition
from k∗ (gray) to −k∗ (white) across the domain wall; (b) the
wavefunction plotted in the complex plane stays near the sur-
face of a cylinder and merely switches helicity at the domain
wall. Weak coupling regime: (c) the wavefunction calculated
with µ/ε = 0.01 is well described by two domains with dis-
tinct wavenumbers k = k∗ (gray) and k = −k∗ (white) which
overlap near x = 0; (d) the wavefunction in the complex plane
takes on a highly elliptical trajectory near the domain wall at
x = 0.
δρ(x) =
ε
g
(6− 4 cosh 2k∗x)sech4k∗x, (13)
and the wavefunction phase φ(x) is
φ(x) = ln(ek
∗x + e−k
∗x). (14)
The above analytic form excellently matches the calcu-
lated wavefunctions in the strong coupling regime, see
Figs. 2(a) and (b) for µ/ε = 1000. The “phase domain
walls” are illustrated in the complex plane in Figs. 3(a)
and 3(b). In this regime the wavefunction remains con-
fined on the surface of a cylinder across the domain wall
with minimal density variation.
The “phase domain walls” take this form because of the
large interaction energy cost of density variations in this
regime. Interactions are minimized by keeping the den-
sity near its background value and shrinking the domain
wall. The width eventually reaches a minimum value be-
yond which the growth of kinetic energy with µ would
overwhelm the decrease of interactions. Indeed, the min-
imum width L ≈ 0.81pi/k∗ requires the phase function
φ(x) to smoothly evolve from ∂xφ = −k∗ to +k∗ across
the domain wall due to the uncertainty principle, incur-
ring a fixed kinetic energy cost per particle Ek ∝ ε at the
domain wall.
IV. DOMAIN WALL EXCITATION GAP
Beyond determining the shape of the wavefunction, the
finite excitation energy gap is a key property character-
5izing a topological defect. For example, it plays an im-
portant role in predicting the force on defects in inhomo-
geneous potentials [33, 34]. Here we study the excitation
energy of a domain wall quantitatively and identify its
physical origins across all coupling strengths.
We define the excitation energy gap of a domain wall
Eg based on a grand canonical ensemble as the difference
of free energy F = E − µN between systems with and
without a domain wall [25],
Eg = F − F0 = ∆Ek + ∆Ei − µ∆N, (15)
where F and F0 are the free energies for states with
and without a domain wall, respectively. Their differ-
ences in kinetic energy ∆Ek, interaction energy ∆Ei and
particle number ∆N can be calculated from the wave-
functions with a domain wall ψ and the ground state
ψ0 =
√
µ/ge±ik
∗x:
∆Ek =
∫
(ψ∗Eˆkψ − ψ∗0Eˆkψ0)dx, (16)
∆Ei =
g
2
∫
(|ψ|4 − |ψ0|4)dx, (17)
∆N =
∫
(|ψ|2 − |ψ0|2)dx, (18)
where the kinetic energy operator is Eˆk = ε+α∂
2
x+β∂
4
x.
Note that a relationship between the energies is obtained
by integrating Eq. (9) for the wavefunctions ψ and ψ0,
which yields
∆Ek + 2∆Ei = µ∆N. (19)
Together with Eq. (15), we find that the excitation gap
can be expressed as Eg = −∆Ei.
Figure 4 shows the calculated energies over a wide
range of coupling strengths. In the weak coupling regime
our calculation shows that Eg, ∆Ek, ∆Ei, and µ∆N all
follow the same scaling law:
all energies E ∝
√
µ3ε
gk∗
. (20)
A fit to the three lowest chemical potentials yields the
gap Eg = cw
√
µ3ε/(gk∗) with cw ≈ 1.4.
Intriguingly, in the strong coupling regime the ener-
gies all converge to a universal value independent of the
coupling strength (Fig. 4). Indeed, adopting the analytic
wavefunction Eqs. (12-14) we obtain from Eqs. (15-18)
all energies E = cs
µε
gk∗
, (21)
where cs = 8/3 is a constant. Excellent agreement with
the numerical calculation is shown in Fig. 4.
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FIG. 4. Energy of a domain wall. Energies evaluated based on
numerical calculations (symbols) are compared with asymp-
totic curves (gray lines) based on Eq. (20) in the weak cou-
pling regime and Eq. (21) in the strong coupling regime. In
dimensionless units the excitation energy Eg (open square),
kinetic energy ∆Ek (solid square), interaction energy ∆Ei
(solid circle) and µ∆N (open circles) all depend on the ratio
µ/ε. The gray shaded region indicates the regime that has
been explored by previous experiments [22, 23]. Note that
∆Ei and ∆N are negative.
The equal magnitude of all terms in the strong coupling
limit can be understood from the physical picture of the
“phase domain wall”. Given a nearly uniform density
ρ(x), the interaction energy is given by
∆Ei =
g
2
∫
(|ψ|2 + |ψ0|2)(|ψ|2 − |ψ0|2)dx
≈ gρ∞
∫
(|ψ|2 − |ψ0|2)dx
= µ∆N,
(22)
which becomes exact as µ/ε → ∞. Together with
Eqs. (15) and (19), it can be easily shown that all en-
ergies share the same magnitude.
Even though our calculation is based on the 1D GPE,
we can apply our results to a 3D condensate with a two-
dimensional domain wall that is perpendicular to the
shaking lattice direction. In this case, we return to the
original 3D formulation in Sec. II and define the surface
tension of a domain wall σ ≡ Eg/A, which gives, from
Eqs. (20) and (21),
σ = cw
√
µ3ε
g3k∗
(Weak coupling regime) (23)
= cs
µε
g3k∗
(Strong coupling regime). (24)
The energy of domain walls in this system is closely re-
lated to the energy of topological defects in paradigmatic
6field theory models, particularly the φ4 and sine-Gordon
models. In those models a classical field θ close to the
vacuum expectation value satisfies a differential equation
of the form (ignoring numerical constants) [5]
− ∂2xθ + η2θ3 = M2θ, (25)
where M is related to the mass of the “mesons” and η
is the coupling constant. By comparing to Eq. (3) we
can identify the corresponding coefficients M ∝ √µ and
η ∝ √g. The energy of the topological defects in the field
theories takes the form
E ∝M3/η2. (26)
Remarkably, in the weak coupling regime our result
Eq. (20) for the excitation energy gap matches the form of
Eq. (26). Moreover, in both regimes, the domain wall en-
ergy shares the inverse dependence on the coupling con-
stant as E ∝ η−2 of the field theory defects.
V. CONCLUSION
The domain walls we study represent a new type of
topological defect which can appear when a Bose con-
densate acquires a double-well dispersion. Depending
on the coupling strength, we identify two kinds of do-
main walls: “density wave domain walls” in the weak
coupling regime and “phase domain walls” in the strong
coupling regime. We present two physical pictures to de-
scribe the key features of domain walls in both regimes.
Both pictures provide excellent descriptions of the cal-
culated wavefunctions and their excitation energies. We
obtain analytic expressions for the wavefunctions in both
regimes.
The universal behavior of the domain wall in the strong
coupling regime is particularly interesting because of its
connection to quantum criticality. We find that both
the wavefunction and energy associated with the domain
wall take on a universal form near the critical point.
Moreover, the excitation gap of a domain wall closes as
Eg ∼ ε/k∗ ∼ (Ω − Ωc)3/2 when the system approaches
the quantum critical point with constant density.
Our results are experimentally relevant as domain
walls have been generated and studied both away from
and close to the quantum critical regime [22, 23]. This
work reveals exotic density structure at domain walls
which should be accessible to future experiments. The
length scale of the density wave is pi/k∗, which is exper-
imentally tunable from one to a few µm [22] and should
be visible to in situ imaging. For “density wave domain
walls”, the contrast of the density modulation is nearly
unity and the full width of the domain wall can be much
larger than pi/k∗. Even in experiments which cannot re-
solve the scale of pi/k∗, the density averaged over many
oscillations should still drop by about 40% near the cen-
ter of the domain wall. All of these factors present favor-
able conditions to resolve the spatial structure of domain
walls. On the contrary, for “phase domain walls” the ob-
servation of the density structure is more difficult because
of both the narrow width and the small magnitude of the
density variation. The existence of a phase domain wall
is evident in the phase function φ(x) with little variation
in the density profile.
This work makes an important step toward deeper in-
vestigations of these new topological objects in a quan-
tum gas system. It enables future studies of other phys-
ical properties of domain walls, for instance the effective
mass, dispersion or possible interactions between two or
more domain walls. One could speculate that many do-
main walls supported by a Bose condensate can be mod-
elled as quasi-particles with novel forms of dispersion and
interactions. Future works could also investigate domain
walls which are not perpendicular to the lattice direc-
tion, as observed experimentally in Ref. [23], as well as
in condensates with shaken lattices along multiple axes.
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Appendix A: Wavefunction in the weak coupling
limit
In the weak coupling limit µ/  1, we solve Eq. (9)
perturbatively up to the lowest order which constrains
the wavefunction. Here, we expect that each domain
should decay slowly across the domain wall with enve-
lope functions Ai and Bi of width L ∼ (µ/ε)−1/2 and an
asymptotic density ρ∞ = µ/g. We further expect that
the interference in the nonlinear term where the domains
overlap is balanced by the kinetic energy from a small ad-
mixture of oscillation as e±3iu(µ/ε) to the wavefunction.
These observations motivate the ansatz
ϕ(u) = [A1(w)e
iu +B1(w)e
−iu]
(µ
ε
)1/2
+ [A3(w)e
3iu +B3(w)e
−3iu]
(µ
ε
)3/2
, (A1)
where w ≡ (µ/ε)1/2u.
Substituting this ansatz into Eq. (9), we indeed find
that terms of order O(√µ/) cancel each other exactly
without constraining the envelope functions. Therefore
we keep terms up to order O((µ/)3/2) and obtain
7A1 = −4∂2wA1 +A31 + 2A1B21 , (A2)
B1 = −4∂2wB1 +B31 + 2B1A21, (A3)
A3 =
1
64
A21B1, (A4)
B3 =
1
64
A1B
2
1 , (A5)
where the four equations come from terms with different
wavenumbers that are independent as the width of the
domain wall diverges in this limit.
The solution of these equations represents the domain
wall wavefunction to the lowest non-trivial order in µ/.
Therefore, we see that in this limit the dependence of the
wavefunction on the coupling strength is fully captured
by the ansatz Eq. (A1).
The domain wall with weak coupling, less the inter-
ference of the two domains, is closely analogous to the
boundary between different components in an immisci-
ble two-component BEC [28, 29]. Indeed, Eqs. (A2) and
(A3) are essentially identical to the GPE for two com-
ponent wavefunctions A1 and B1 with interspecies inter-
actions twice as strong as the intraspecies interactions
[30–32].
Since we are unable to find a full analytical solution
for Eqs. (A2-A5), we use an analytical approximation for
comparison to our numerical calculations. In particular,
we drop A3 and B3 which make a negligible contribu-
tion to the wavefunction (though they are significant to
the GPE), and use the form given in Eqs. (10) and (11).
There, the constants d and ξ are chosen to minimize er-
ror near the center of the domain wall w → 0. The cho-
sen wavefunction cancels terms in the GPE up to order
O(w(µ/)3/2).
Appendix B: Wavefunction in the strong coupling
limit
In the strong coupling limit µ/  1 we can solve
Eq. (9) perturbatively. We start with the ansatz given
in Eq. (12). To lowest order in the expansion parameter
/µ  1 we find the trivial solution ρ∞ = µ/g. At this
order φ(u) is unconstrained.
Continuing to the next lowest order, we obtain the
differential equation
[1 + 2∂2u + ∂
4
u +
g
ε
δρ(u)]ϕ(u) = 0. (B1)
Since derivatives of the amplitude function
√
ρ∞ + δρ(u)
are small compared to derivatives of the phase function
by factors of order O(√µ/), Eq. (B1) is dominated by
the phase derivatives. Dropping the higher order terms,
we obtain:
0 = ∂4uφ− 6∂2uφ(∂uφ)2 + 2∂2uφ, (B2)
g
ε
δρ(u) = −4∂3uφ∂uφ− 3(∂2uφ)2 + [(∂uφ)2 − 1]2. (B3)
These equations have the solution given in Eqs. (13) and
(14), which satisfies our boundary conditions and corre-
sponds to a condensate with a single domain wall. In-
triguingly, the phase derivative ∂uφ = tanh(u) has the
form of a dark soliton in an ordinary condensate.
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