The efficient quantum state reconstruction algorithm described in [P. Six et al., Phys. Rev. A 93, 012109 (2016)] is experimentally implemented on the non-local state of two microwave cavities entangled by a circular Rydberg atom. We use information provided by long sequences of measurements performed by resonant and dispersive probe atoms over time scales involving the system decoherence. Moreover, we benefit from the consolidation, in the same reconstruction, of different measurement protocols providing complementary information. Finally, we obtain realistic error bars for the matrix elements of the reconstructed density operator. These results demonstrate the pertinence and precision of the method, directly applicable to any complex quantum system. Quantum state reconstruction or tomography is an essential operation in quantum science. It has a key role in parameter estimation, quantum metrology and studies of decoherence. It is instrumental for quantum process tomography, central in the benchmarking of quantum technologies. Many reconstruction methods have been proposed [1-6] and implemented [7] [8] [9] [10] [11] [12] [13] [14] .
Quantum state reconstruction or tomography is an essential operation in quantum science. It has a key role in parameter estimation, quantum metrology and studies of decoherence. It is instrumental for quantum process tomography, central in the benchmarking of quantum technologies. Many reconstruction methods have been proposed [1] [2] [3] [4] [5] [6] and implemented [7] [8] [9] [10] [11] [12] [13] [14] .
The maximum likelihood (ML) estimation is widely used. It requires a large number of realizations of the state (density operator ρ). Generally, one performs a single instantaneous measurement described by a positive operator-valued measure on each of them. An iterative algorithm determines the ML estimate, ρ ML , of ρ maximizing the likelihood of observed experimental results [1, 15] . In principle, more information could be obtained through a composite sequence of measurements (intertwined with system evolution and decoherence), with a possibly different set of measurements for each realization. At each step of the standard ML iteration, and for each realization one then must compute the evolution through the sequence to get the updated likelihood, making this procedure numerically heavy.
A recently proposed ML implementation method [16] , inspired by the 'past quantum state' formalism [17] , overcomes efficiently this difficulty. The complete sequence for each realization, including information on experimental imperfections, is encapsulated in an 'effect matrix', computed only once for all ML iterations. Moreover, a unique feature of this method is that it provides a direct estimate of the precision of the reconstructed density operator matrix elements. This result leads to a simple practical approach to the important problem of estimating the reconstruction precision [18] [19] [20] [21] .
In this Letter, we experimentally benchmark the power, pertinence and precision of this new method applied to the non-local state of two fields stored in two superconducting microwave cavities. The entangled state is prepared and probed by individual circular Rydberg atoms interacting sequentially with these two fields. We efficiently reconstruct the two-cavity state in a large Hilbert space by combining the results of different types of atom-cavity interactions, by taking into account imperfections and decoherence and by using all information from long sequences of probe atoms, a unique capability of the method.
Before turning to the experiment, let us recall briefly the main results of [16] . The probability p r (ρ) for observing the measurement outcomes of realization r in the unknown state ρ reads p r (ρ) = Tr K where {K (r) j } is a sequence of N r time-ordered quantum maps representing all steps in the measurement sequence: generalized measurements, unitary evolutions, relaxation, etc. The probability of all results in R independent realizations is the likelihood function P( ) = R r=1 p r ( ), which is maximized by ρ ML . The key ingredient in [16] is to write p r (ρ) = c r Tr[ρE (r) ], where the effect matrix E (r) reads
The constant c r is a function of the measurement outcomes in realization r. It does not depend on ρ and is thus irrelevant for the ML optimization. The 'adjoint' maps, {K (r) j } [22] , are applied in time-reversed order to a normalized identity operator I (N H is a Hilbert space dimension). The effect matrix is, in the past quantum state picture [17] , the best estimate of the initial density matrix in realization r [26] . Since the E (r) s do not depend on ρ, they can be computed once before ML optimization, making the latter efficient even for complex sequences. Notably, the method can efficiently consolidate the results of different arbitrary measurement types and sequences. All measurements contribute to the reconstruction, even if they are performed only in a small number of realizations.
The method [16] also provides the confidence interval σ( A ) for any observable mean value A = Tr[Aρ ML ] [22] . With A = (|p q| + |q p|)/2 or A = i(|p q|−|q p|)/2 ({|p } is a Hilbert space basis), we get directly the error bars of the real and imaginary parts of (ρ ML ) pq . This direct estimation of the reconstruction quality, much simpler than other proposals [18] [19] [20] [21] , makes this method particularly appealing.
The experimental set-up is depicted in Fig. 1(a) . The two cavities, C 1 and C 2 , have resonance frequencies ω c,1 /2π ≈ ω c,2 /2π ≈ 51 GHz. Their lifetimes are T c,1 = 10 ms and T c,2 = 25 ms at a 1.5 K temperature, with an average thermal photon number n th = 0.25. At 0.8 K, we have T c,1 = 20 ms, T c,2 = 50 ms and n th = 0.06. Sources S 1 and S 2 can inject coherent fields with controllable complex amplitudes in C 1 and C 2 . The cavities states are manipulated by a sequence of individual circular rubidium Rydberg atoms (atomic states |g and |e with principal quantum numbers 50 and 51, atomic resonance frequency ω a /2π = 51 GHz, atomic lifetime T a ≈ 30 ms) [27, 28] . Samples with 0.1 to 0.2 atoms on the average are excited into |g in B out of a velocityselected thermal atomic beam (flight time between the cavities 0.36 ms). The common vacuum Rabi frequency measuring the atom-cavity coupling is Ω 0 /2π = 49 kHz. Applying an electric field across the mirrors of C i with voltages sources V i , we can tune through the Stark effect ω a relative to ω c,i and thus switch between resonant (δ ac = ω a − ω c = 0) and dispersive (|δ ac | > Ω 0 ) interactions. The Ramsey zones R 1 and R 2 , fed by source S R , are used to manipulate the atomic state with classical microwave pulses resonant on the |g → |e transition. The atoms are finally measured in the detector D by stateselective field-ionisation (detection efficiency ≈ 0.5).
We apply the reconstruction to the non-local entangled state |Ψ = (|1, 0 + |0, 1 )/ √ 2, where one photon is coherently shared by C 1 and C 2 . Its preparation is reminiscent of that of an entangled state of two modes of the same cavity [29] . An 'entangling' atom, A 1 , is prepared in |e in R 1 and tuned to resonance with the initially empty cavities. It experiences a π/2-Rabi rotation in C 1 and a state-swap with C 2 (π-Rabi rotation). Due to the δ = ω c,2 − ω c,1 = 2π × 8.9 kHz detuning between C 1 and C 2 , the state evolves as |Ψ(t) = (|1, 0 + e iδt |0, 1 )/ √ 2 within a proper phase reference and with the time origin t = 0 set at the end of the π-Rabi pulse in C 2 . Because of the probabilistic Poisson distribution of atoms in a sample and their non-ideal detection, the state |Ψ is considered to be prepared if we detect only one atom in |g . The probability to have another non-detected atom during the entanglement preparation is about 3%.
For an elementary check of the state preparation, we use a probe atom, A 2 , undoing the action of A 1 [29] . Ini- tially in |g , A 2 performs a π-Rabi rotation in C 1 and a π/2-Rabi rotation in C 2 . The probability P g for detecting A 2 in |g at a delay time t after A 1 is ideally P g = [1 − cos(δt + ϕ)]/2 (ϕ is a constant phase determined by the timing details). The oscillations of P g for short times t around 1.3 ms are presented in Fig. 1 (b) . They have a finite contrast C = C 0 = 0.4, due to experimental imperfections. For larger times, C decays with t, as shown in Fig. 1(c) , due to photon loss at a rate depending on the cavities temperature, 1.5 K (0.8 K) for the red (blue) dots. The solid curves are numerical predictions with C 0 as the only adjustable parameter.
We now proceed to a ML reconstruction of the twocavity state. Atoms can perform resonant or dispersive measurements. We choose resonant atoms to undergo the same temporal sequence as A 2 . In addition to the unitary evolutions and relaxation in C 1 and C 2 , the quantum map includes the detection imperfections as well as the small probability that a second, spurious atom present in the probe sample has escaped detection [22] . Dispersive atoms are set to implement a quantum non-demolition (QND) measurement of the joint photon-number par- The exact values of all reconstructed density matrices in the full 5×5 Hilbert space, together with their real and complex error bars, are given in [22] .
ity of the two cavities by setting δ ac /2π ≈ 60 kHz [27] . An atomic coherence, prepared by a π/2 pulse in R 1 , is shifted by π for each photon present in either cavity. This shift is probed by a π/2 pulse in R 2 , set to maximize the probability for detecting the atom in |g when both cavities are in the vacuum state. These dispersive probes do not change the photon numbers in C 1 and C 2 . The measurements are intertwined with maps representing the free evolution of the two-cavity state at δ and the cavities relaxation. Optional field displacements are performed by S 1 and S 2 before the measurement. All quantum maps, including measurement imperfections, are given in [22] .
We first analyse all data obtained with a single resonant probe that led to the results of Fig. 1 (b) at 0.8 K. The sequence involves a free evolution and relaxation during time t followed by a single resonant probe. The reconstruction is based on 3913 realizations and performed in a tensor Hilbert space of dimension 5×5 (photon numbers n from 0 to 4 in each cavity). The ML estimate, ρ ML , is presented in Fig. 2 (a) . For the sake of visibility, we plot only the absolute values of the ρ ML elements for n from 0 to 2 (the full ρ ML is shown in [22] ).
Note that all two-cavity states of the form |Ξ = (|n 1 , n 2 + |n 1 −1, n 2 +1 )/ √ 2 lead, for a resonant probe, to oscillations of P g (t) with the same frequency as those produced by |Ψ(t) . The reconstructed ρ ML is thus a mixture of entangled states |Ξ . They appear with different weights, since the dependence of the Rabi oscillation frequency on the photon number brings ambiguous information on it. Due to this photon-number indetermination, the reconstruction error bars [not shown in Fig. 2 It is also important to note that the ML reconstruction may be blind to some elements of ρ.
pq in a generic basis {|p }, we see that p r (ρ)
does not depend on ρ pq if E pq | = 0, the likelihood is independent of ρ pq and we get no more information on this specific matrix element than that provided by the positivity and unit trace of ρ. The blank elements in Fig. 2 (a) correspond to those, on which the set of effect matrices provides no information.
An alternative measurement strategy providing better photon-number discrimination is based on QND joint parity measurements following adjustable coherent field injections (amplitudes α 1 and α 2 ) in the cavities [30] . This procedure amounts to a direct determination of the two-cavity Wigner function, (π 2 /4)W (α 1 , α 2 ), at one point in the four-dimensional phase-space [11] . Here, for simplicity, we choose to inject in only one cavity at a time with 20 values of the injection amplitude ranging from 0 to 2.
Figure 2 (b) shows the reconstructed state using 12200 realizations, each with 40 dispersive atom samples sent over a 4-ms time period. We now fully benefit from the efficiency of the method [16] for a long sequence of successive measurements in a single realization. The reconstruction is sensitive to the photon number (diagonal elements) and to local, single-mode coherences between states |n and |n of the same cavity. Hence, the reconstructed state mainly includes |1, 0 1, 0| and |0, 1 0, 1|. The significant contribution of |0, 0 0, 0| is due to atom and cavity relaxation during the state preparation. All other elements of ρ ML on which we get information are zero within their error bars. Note that this measurement does not provide any information on non-local coherences between the two cavities (blank elements in the figure).
The resonant and dispersive measurements provide complementary information on ρ ML : the former is sensitive to non-local coherences, while the latter accurately reconstructs the photon-number probabilities. The re-constructed state consolidating the resonant and QND measurements data described above is shown in Fig. 2(c) . Now, the dominant elements are the populations and coherences expected for |Ψ , showing that the data consolidation significantly improves the reconstruction.
As a reference to this reconstruction, Fig. 2 (e) presents a numerical prediction, ρ TH , of the prepared state. The model includes cavity and atomic relaxations, leading to the vacuum state population of 0.09. It also includes a reduction of the coherences by 30% estimating the effect of stray electric fields inhomogeneity inside the atomic sample over the flight between C 1 and C 2 . These stray fields perturb the phase of A 1 and, thus, the phase between the |1, 0 and |0, 1 components of ρ TH . They contribute to the contrast reduction observed in Fig. 1(b) .
The method does not require that the successive measurements bring the minimal state perturbation, characteristic of the QND probes. We illustrate this unique feature by reconstructing the state with a long sequence of resonant probe samples. Each of them considerably changes the following measurement outcomes through its possible photon emission or absorption. We can nevertheless get useful information out of long sequences of non-ideally detected samples with a precise knowledge of the associated maps. The corresponding experiment involves 40 resonant atomic samples separated by 0.2 ms with, on the average 0.15 atoms per sample. The reconstruction result based on 18000 realizations is presented in Fig. 2(d) . The possibility of detecting more than one atom per realization indeed considerably improves the photon number determination with respect to Fig. 2(a) . In addition, the long measurement duration improves the discrimination of small and large n's, which have different lifetimes. Finally, using many samples significantly increases the information acquisition rate per realization.
In order to compare the results in Fig. 2 , we compute the fideliy F ( , |Ψ ) = Ψ| |Ψ of the reconstructed or calculated states with respect to the ideal entangled state |Ψ . The values corresponding to plots (a) The method provides error bars for the density operator elements. In order to check that they faithfully describe the reconstruction precision, we apply the method to the estimation of a simple parameter and compare its predicted uncertainty to its experimental dispersion observed in many reconstructions. We have chosen to estimate the phase φ a of the initial state |Ψ φ = (|1, 0 + e iφa |0, 1 )/ √ 2, which is an essential characteristic of the prepared entangled state. This phase is tuned by applying an electric field across the electrodes E, sandwiched between C 1 and C 2 [ Fig. 1(a) ]. This field changes the phase of the coherence of A 1 , which is finally imprinted into the phase of the two-cavity state. In the following, we prepare |Ψ φ with φ a = 1.50 ± 0.03 rad, independently calibrated with Ramsey spectroscopy.
We perform 18000 realizations with 40 resonant atomic samples, similar to those used for Fig. 2(d) . The set of computed effect matrices {E (r) } is randomly split into independent groups of size R (100 ≤ R ≤ 9000). Using each group separately, we reconstruct ρ ML , determine the estimate φ of φ a and compute its error bar σ(φ) [22] . With all groups of the same size R, we calculate the standard deviationσ φ,R of the reconstructed values of φ and the mean value σ(φ) R of the computed error bar σ(φ). This procedure is repeated 4 times with different group samplings and the results are finally averaged. Figure 3 showsσ φ,R (blue diamonds) and σ(φ) R (red circles) versus R. The values of σ(φ) R andσ φ,R are nearly equal, exhibiting the accuracy of the error bar prediction. The solid line is a fit ofσ φ,R to a function y(x) = A/ √ x confirming that the measured deviations have a purely statistical origin. The slight systematic excess of σ(φ) R with respect toσ φ,R is potentially due to higher order correcting terms in the asymptotic expansion versus R of Bayesian variances underlying σ(φ) R that corresponds only to the dominant term of order 1/ √ R [25] . The inset in Fig. 3 shows the histogram of the individual φ values for R = 2000. The green band gives the calibration of φ a and its uncertainty. The blue (red) line is a Gaussian with widthσ φ,R ( σ(φ) R ). These results confirm that the method provides realistic error bars on ρ ML .
In summary, we have experimentally demonstrated on a two-cavity entangled state the pertinence and precision of the ML state reconstruction method proposed in [16] . We have shown that it efficiently takes into account data provided by different measurement strategies as well as the system evolution during the measurement sequence. It integrates easily the description of measurement imperfections. We have shown that it provides realistic error bars for the reconstructed density matrix elements. The method is quite general and can be applied to nearly any quantum system and any measurement protocol, well beyond demonstrations in cavity or circuit QED [16] . Finally, the analysis of the structure of the effect matrices provides a guide for designing adaptive reconstruction procedures [32] [33] [34] by selecting optimal measurements.
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I. STATE TRANSFORMATION MAPS
Any action on a system state ρ can be described by a quantum map. In this Section we present all maps corresponding to realistic, non-ideal measurements in our experiment, to cavity relaxations and to unitary transformations.
Generalized measurement
An unknown quantum state can be estimated by performing measurements on its many identical copies. Each copy can be exposed to a single measurement or to a series of measurements, successively projecting the initial state according to the measurement outcomes. In addition, the system can be subjected, in each realization, to state modifications due to unitary and non-unitary evolutions before and in between the measurements.
The state transformation produced on the state ρ by a specific measurement with outcome µ can be described in terms of a Kraus operator M µ as
The product M † µ M µ defines a positive operator-valued measure (POVM) for outcome µ. The sum of all possible POVMs for a given measurement equals to unity:
The transformation due to an unread measurement is given by
Resonant atom measurement
Any measurement on the cavity field in our experiment is realized by a controlled atom-cavity interaction followed by atom detection. The resonant interaction with one of the cavities is described by Rabi oscillations between the atom-cavity states |g, n and |e, n−1 with n photons in the cavity.
One-atom coupling. For each initial atomic state, |g and |e , there are two Kraus operators describing the cavity state transformation after the atom-cavity interaction and the atomic detection in |g or |e :
W g,e (t) = −i sin(χ n−1 t) |n − 1 n| , W e,g (t) = −i sin(χ n t) |n + 1 n| , W e,e (t) = cos(χ n t) |n n| , where χ n = Ω 0 √ n + 1/2 and Ω 0 is the vacuum Rabi frequency of the atom-cavity interaction. The two indices of W correspond to the initial and detected atomic states, respectively.
Here, we implement two successive resonant interactions of a single atom, initially in |g , with C 1 and C 2 during times t 1 and t 2 , respectively. The Kraus operators M , corresponding to an atomic detection in states |g or |e after these successive resonant interactions (hence the superscript [res] standing for resonant), read
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where the sum is taken over two intermediate (ie. between two cavities) atomic states: k ∈ {g, e}. The Kraus operators are defined in the product Hilbert space of the two cavities {|n 1 ⊗ |n 2 }. For the resonant probe atom A 2 used in the main paper, we choose t 1 = π/Ω 0 and t 2 = π/2Ω 0 , corresponding to a π-Rabi rotation in C 1 and to a π/2-Rabi rotation in C 2 .
Two-atom coupling. The number of atoms n a per sample obeys a Poisson distribution, P a (n a ). Atomic samples may thus contain more than one atom. For instance, for a mean atom number equal to 0.1, the probability of having one and two atoms in a sample is P a (1) = 9.05% and P a (2) = 0.45%, respectively (three-atom events can be ignored). Two-atom events have a non-negligible contribution and must be taken into account in the Kraus map construction. In general, two atoms can be prepared and detected in one of the four possible states: |ee , |eg , |ge , and |gg . Their coupling to one cavity during the interaction time t is described by the Kraus operators Wee,ee(t) = 1 + n + 1 2n + 3 cos ξn+1t −1 |n n| ,
Wee,eg(t) = −i n + 1 2(2n + 3) sin ξn+1t |n+1 n| , Wee,ge(t) = Wee,eg(t), Wee,gg(t) = (n + 1) (n+2) 2n+3 cos ξn+1t − 1 |n+2 n| , Weg,ee(t) = −i n + 1 2(2n + 3) sin ξn+1t |n n+1| , Weg,eg(t) = 1 2 1 + cos ξnt |n n| , Weg,ge(t) = 1 2 −1 + cos ξnt |n n| , Weg,gg(t) = −i n + 1 2(2n + 1) sin ξnt |n+1 n| , Wge,ee(t) = Weg,ee(t), Wge,eg(t) = Weg,ge(t), Wge,ge(t) = Weg,eg(t), Wge,gg(t) = Weg,gg(t), Wgg,ee(t) = (n+1) (n+2) 2n + 3 cos ξn+1t − 1 |n n+2| , Wgg,eg(t) = −i n + 1 2(2n + 1) sin ξnt |n n+1| , Wgg,ge(t) = Wgg,eg(t),
Here, all sums start from n = 0, ξ n = Ω 0 n + 1/2 and ξ −1 is defined to be zero for the sake of notational convenience. The derivation of these transformations can be found, for instance, in Chapter II.3 of [3] . The successive interaction of two atoms, initially in state |gg , with the two cavities is described by the twocavity Kraus operators:
where the sum is taken over the four intermediate twoatom states: k ∈ {ee, eg, ge, gg}.
Dispersive (QND) atom measurement
We use the dispersive interaction in order to perform a quantum non-demolition (QND) measurement of the joint photon-number parity of the two cavities. It is implemented by the R 1 -R 2 Ramsey interferometer. For an atom-cavity detuning δ ac /2π ≈ 60 kHz, we achieve a π-phase shift per photon for the atomic |g −|e coherence [4, 5] . The interferometer phase is set to maximize the probability for finally detecting the atom in |g when both cavities are empty. The detection of a dispersive probe atom in |g or |e corresponds to the Kraus operators (the superscript [dis] stands for dispersive):
where N = N 1 ⊗ I 2 + I 1 ⊗ N 2 is the sum of the photonnumber operators N i of the two cavities (I i are identity operators). To a good approximation the simultaneous interactions of two atoms of the same sample with the cavities can be treated separately. The state transformation after detecting two atoms in states s 1 and s 2 is given by the product of the corresponding one-atom operations:
s2 .
Non-ideal atom detection
Any measurement on the cavity field in our experiment is based on atom detection. The number of atoms n a in each sample follows the Poisson distribution law, P a (n a ), with the mean atom number of up to 0.2. If we ignore the probability of having more than 2 atoms in a sample, there are six possible detection results:
TABLE S1. Stochastic matrix showing the probability P (µ |µ) to measure outcome µ for each ideal measurement outcome µ.
µ ∈ {∅, g, e, gg, ee, ge}, where ∅ denotes no detected atom. The superoperators L
[ν]
µ describing the field evolution produced by the interaction ν ∈ {res, dis} with a sample finally measured in state µ are thus given by
where I is the unity superoperator.
If the imperfect measurement apparatus is not able to completely distinguish different µ's, the real transformation is a mixture of projections of all ideal outcomes µ compatible with the measured result µ :
Here, P (µ |µ) is the probability to obtain µ for each µ and the sum is taken over all possible measurement results µ [2] . Our non-ideal atom detector has a reduced detection efficiency of ε ≈ 0.5, i.e. only one atom out of two is detected on the average. In addition, with the probability of η g = 0.05 (η e = 0.07), the atomic state |g (|e ) can be erroneously detected as the opposite state |e (|g ). The conditional probabilities P (µ |µ) are given as a stochastic matrix in Table I and explained in detail in [2] .
Cavity field relaxation
The cavities have limited lifetimes T c and a non-zero thermal photon number n th . Therefore, the relaxation of state ρ i in cavity C i during a short time interval τ = ξT c , with ξ 1, can be approximated by the action of the superoperator T:
where the jump operators are defined as
with I the identity operator and a the photon-number annihilation operator (we omit the indices i when they are not essential). They describe events in which the photon number changes by 0, −1 and +1, respectively (see, eg., [2] ). The evolution of the joint two-cavity state is given by the map
Unitary transformation maps Besides the non-unitary measurementand environment-induced evolutions, the system state ρ undergoes unitary evolutions U corresponding to the generic map
We use coherent amplitude injections in C i , by means of the microwave source S i , to provide phase sensitivity to a QND measurement [5] (this is equivalent to a homodyne measurement in quantum optics, giving access to the optical field quadratures). The field injection of a complex amplitude α realizes a unitary displacement
More generally, the simultaneous injection of coherent fields α 1 and α 2 into two cavities is described by the Kraus map
In the experiment, we detune the frequencies of the two cavities by δ. Their joint state is thus always subject to a unitary evolution, given by the operator R(τ ) = exp(iδτ (N 2 − N 1 )/2) for an evolution time τ . The corresponding Kraus map reads
Adjoint maps
The definition (2) of an effect matrix E (r) in the main paper involves adjoint maps, {K
for any Hermitian operators A and B [7] . Therefore, for a map in the general form
This gives us a simple way for calculating all adjoint maps used in our maximum likelihood reconstruction (S [res] , S
[dis] ,T,D andR) via the definition of the corresponding standard maps.
Effect matrices for three experimental sequences
In the main paper we present three types of experimental sequences measuring the two-cavity entangled state. The simplest sequence used for the data shown in Fig. 2(a) consists of a fixed waiting time t (typically, about 1 ms) and a single-resonant-atom interaction. Since decoherence (field relaxation) T and phase shift R do not commute, we compute their action over the waiting time t by concatenating small time intervals τ = 0.1 ms, much smaller than T c,1 and T c,2 , in the Trotter approximation spirit. In each time interval, we approximate the evolution by sequential actions of decoherence and phase shift. As a result, the complete effect matrix reads
where N H is the Hilbert space dimension and µ is the atom detection outcome in realization r. The measurement sequence used for Fig. 2(b) consists of a field displacement after time t, followed by a sequence of N s dispersive (QND) atomic samples, separated by time t a . The corresponding effect matrix reads
with µ (j) being the detection result of the sample number j in the realization r. Finally, the last experimental sequence used for Fig. 2(d) involves N s resonant atomic samples, separated by t a , send at time t after the state preparation:
µ (Ns) (I/N H ).
II. ALGORITHM FOR THE MAXIMUM LIKELIHOOD OPTIMISATION
The maximization of the likelihood function P( ) is typically realized via the maximization of the concave log-likelihood function
over the convex closed set of density operators ρ (R is the total number of measurement sequences). This maximization is based on the iterative gradient algorithm with orthogonal projection starting from the initial guess ρ 1 . After the step number k, the state estimate ρ k+1 is calculated by
with
where Π stands for the orthogonal projection onto the set of density operators. It is defined as follows. For any Hermitian operator X = U ∆U † with U unitary and ∆ diagonal (∆ = diag(λ)), Π(X) = U Π(∆)U † with Π(∆) also diagonal and corresponding to the orthogonal projection of the vector (λ 1 , λ 2 , . . .) onto the simplex
The positive parameter g k in (25) is chosen such that g k ∇ 2 f k is not too large. We set
where Hessian is given by
Our typical initial guess is ρ 1 = I/N H . Iterations are stopped at step k when the optimality conditions, given by Eq. (8) in [7] , are satisfied up to a numerical tolerance = 10 −7 : ρ ML is set to ρ k when
∇f k − λ k P k ≤ P k ∇f k P k + ρ k , (30)
where X = Tr[X 2 ] stands for the Frobenius norm of the Hermitian operator X, λ min (X) for its smallest eigenvalue, P k for the orthogonal projection on the range of ρ k and λ k = Tr[P k ∇f k ]/Tr[P k ] (the eigenvalues of ρ k less than are set to zero).
III. PRECISION OF THE QUANTUM STATE RECONSTRUCTION
For any Hermitian operator A, the ML estimate of its average value, A = Tr[Aρ ML ], admits a standard deviation σ( A ) that can be approximated by
where
Tr[P ML ] P ML −(I −P ML )A(I −P ML ) (33) with P ML the orthogonal projector on the range of ρ ML , see [6] and Eqs. (10)-(11) in [7] . The linear superoperator R is given by Eq. (11) in [7] . It is self-adjoint and non-negative for the Frobenius scalar product between Hermitian operators. When R is not positive definite, R −1 corresponds to its Moore-Penrose pseudoinverse. Numerically, R −1 (A) is obtained via usual linear algebra routines just by considering A as a complex vector of length N Here, we use σ 2 ( A ) to calculate the error bars of the reconstructed density matrix ρ ML . The density matrix element ρ pq is, in general, complex and we use the following standard notations:
y pq = im(ρ pq ), φ pq = arg(ρ pq ), r pq = abs(ρ pq ) = |ρ pq |.
We denote σ(x pq ) and σ(y pq ) the precision (ie. error bars) of the real (x pq ) and imaginary (y pq ) parts of a reconstructed density matrix element ρ pq , respectively. These precisions are equal to σ(x pq ) = σ( X (pq) ) and σ(y pq ) = σ( Y (pq) ), calculated for the following operators: 
IV. RECONSTRUCTED DENSITY MATRICES
All reconstructions presented in the paper have been realized in the Hilbert space dimension N H = 5×5. However, for the sake of clarity, in the main text of the paper we plot the reconstructed density matrices limited to 2 photons (see Fig. 2 of the main paper). Here, in Fig. S1 , we show full reconstructed density matrices of size 5 2 × 5 2 . Numerical values of all presented density matrices, as well as their error bars, are given in additional files, compressed in an attached zip archive.
