Computation of diffraction patterns, and thus holograms, of scenes with photorealistic properties is a highly complicated and demanding process. An algorithm, based primarily on computer graphics methods, for computing full-parallax diffraction patterns of complicated surfaces with realistic texture and reflectivity properties is proposed and tested. The algorithm is implemented on single-CPU, multiple-CPU and GPU platforms. An alternative algorithm, which implements reduced occlusion diffraction patterns for much faster but somewhat lower quality results, is also developed and tested. The algorithms allow GPU-aided calculations and easy parallelization. Both numerical and optical reconstructions are conducted. The results indicate that the presented algorithms compute diffraction patterns that provide successful photorealistic reconstructions; the computation times are acceptable especially on the GPU implementations.
INTRODUCTION
Holography is a method to capture the physical nature of light, usually on a planar surface (a hologram), so that when the plate is later illuminated in a proper manner, the originally recorded light is created in a volume [1, 2] . If the reconstructed volume filling light is exactly the same as the originally recorded light, an observer will see the original environment, with all of its features including the three-dimensional (3D) nature of the scene, when looking into the reconstructed light. The fidelity of the reconstructed light is directly related to the 3D reconstruction quality. The major difference between holography and photography is the inability of the latter to record properties of light other than its intensity.
Computation of the hologram pattern due to a given object is the primary goal of computer-generated holography, which has a long history [3] [4] [5] [6] . Various methods for different situations are reported [3, [7] [8] [9] . Naturally, there are two major concerns in computer-generated holography: the quality of the eventual optical reconstruction from these holograms and the speed of computations; the latter is especially important in holographic television applications, where a real-time computation at the frame rate is targeted. Fast computation methods to generate the desired holograms are investigated and reported [10] [11] [12] , and hardware solutions are employed to increase the speed of computations [13, 14] .
There are numerous methods that are quite fast for computing holograms of planar objects, including a parallel object and image planes as well as slanted planes [15] [16] [17] [18] [19] . However, the benefits of holography show themselves best when the original is a 3D object. Therefore, the fast computation of holograms of not only planar [twodimensional (2D)] objects but especially 3D objects is of prime interest.
Digital simulation of optical diffraction and holography invariably starts with discretization of the problem. That necessitates understanding the effects of sampling and quantization. Such effects are much more complicated and interesting for diffraction and holographic patterns than for more common applications, as analyzed in [20] [21] [22] .
In this paper, we present a complete discrete computational procedure that yields a planar discrete hologram of a given 3D object (or a 3D environment). The object is described in an abstract manner, as usual in computer graphics, in the form of a 3D geometric structure whose surfaces possess realistic texture and optical reflection properties. Naturally, the problem is similar, in many aspects, to the classical rendering problem in computer graphics [23] [24] [25] ; however, the holography case involves coherent light and does not possess classical camera with a lens. The simulation of coherent light requires the incorporation of the phase into the calculations. Rendering without a classical camera model requires accumulation of light incident from different directions at the points on the hologram plane.
Our computational approach is fundamentally different from the approaches outlined above since it can handle complicated realistic surface structures with occlusions and realistic light reflectivity properties. Furthermore, the proposed discretization scheme allows easier implementations in different computational environments such as graphics processing units (GPUs) or parallel computers in addition to implementations in classical central processing unit-(CPU-) based architectures. Our macrogeometric-structure model is a classical triangular mesh; however, we are able to accommodate a very large number of triangles to achieve realistic shapes. Furthermore, we employ a quite complicated surface reflectivity model to render holograms that then provide realistic 3D image reconstructions. A complete mathematical model adopted for diffraction and subsequent holographic recording is presented in Section 2. As commonly utilized in the literature, we also employ the so-called source model in the computations; this is an approximation, much more efficient than the accurate field model, and it provides quite good results for most 3D object shapes [11, [26] [27] [28] [29] . The discretization of the continuous model is given in Section 3. We employ a photorealistic surface complexity that consists of dense triangular meshes; furthermore, we impose additional restrictions on the surface geometry, as described in Section 4. The details of the algorithm to achieve an efficient computation is presented in Section 5. Implementations on distributed architectures and on GPUs for improved speed are given in Sections 6 and 9, respectively. Fresnel approximation together with its justification is given in Section 7, followed by an associated acceleration method based on a stored and properly zoomed Fresnel kernel given in Section 8.
In addition to numerical reconstructions, we tested our generated holograms also by optical reconstructions using state-of-the-art spatial light modulators (SLMs) [30] . Both numerical and optical results are presented in Section 10. Finally, conclusions are drawn in Section 11.
BASIC MODEL FOR HOLOGRAPHIC SETUP
The basic mathematical formulation that we adopt for diffraction and hologram formation due to a 3D object or a scene is presented in this section.
We consider the geometry shown in Fig. 1 . Here we have a surface S that radiates light with a directional amplitude distribution A͑s , r ͒, where s represents the coordinates of a point on S, and r is the unit vector indicating the reverse direction of radiation from s; A͑s , r ͒ is a complex-valued function. The intensity ͉A͑s , r ͉͒ 2 is the light power emanating from the surface per unit area per unit solid angle at the point s on S. We have the hologram plane H, where we want to compute the optical field due to the monochromatic coherent illumination from the surface S. We chose the hologram plane H as the z = 0 plane.
When we consider monochromatic coherent light propagation from the surface S, the field u͑x͒ at an arbitrary point x H is modeled as
where n H is the unit normal vector to the hologram plane H, k =2 / , and is the wavelength. The range of integration S x represents the segments of S that are not occluded when looking from the point x. For convenience, we will drop the complex constant c for the rest of the analysis. The model adopted above is rather different from conventional hologram representations; however, it is more appropriate for our purposes since it associates the hologram formation process with computer graphics concepts very conveniently. The directional amplitude distribution A͑s , r ͒ is directly related to local 2D Fourier transform of the local complex texture (amplitude) on S at s, and therefore, the integral gives a 2D space-frequency representation for u͑x͒. Local frequencies at the location s are directly associated with propagation directions of local plane waves propagating away from s, and the associated complex amplitudes corresponding to those frequencies determine the amplitudes and phase variations of these waves. Therefore, the model violates rigorous mathematical foundations since we need a surface patch, and not a surface point, to describe the local frequency content. We can also state that a point source should have a uniform directional radiation pattern; that violates the nonuniform possibilities implied by the adopted model. Finally, the amplitude decay by 1 / r is associated with a point source, and other directional radiation patterns as adopted may violate that, as well. A rigorous analysis based on local directional radiation pattern variations, and therefore local frequency content of the surface pattern, inevitably brings the associated uncertainity principle into the model. Such a rigorous analysis is beyond the scope and the purpose of this paper. Instead, in accordance with our goal of bringing widely used computer graphics methods to optical field and hologram computation, we adopt a diffraction model as given by Eq. (1), which is an approximation. However, this model is a quite good approximation that can be successfully used to model frequently encountered real-life situations, and thus it is fully adequate for our purposes.
We convert the surface integral above in Eq. (1) via a change of variables to an integration over the solid angle by observing that
where n s is the unit normal to the surface S at the point s. Therefore, the complex valued optical field values u͑x͒ over the hologram plane H become
where the integration is over the hemisphere ⍀.
For convenience, we define a new function AЈ͑s , r ͒ as
In order to evaluate the integral over the solid angle, we further parameterize it in terms of two angles and depicted in Fig. 2 . Accordingly, the differential solid angle d becomes d = cos dd, ͑5͒
and therefore the optical field over H takes the form
where both s and r are functions of ͑x , , ͒. Equation (6) above states the optical field at a point x on H as a superposition of field contributions received from infinitesimal solid angles associated with different directions r by considering the change in phase and amplitude as a consequence of the distance between the surface element and the optical field point as well as the attenuation due to obliqueness of the incident ray on the hologram plane H from those directions. Note that forming a hologram is straightforward once the optical field on H due to S is found; e.g., a reference beam can be added, and the intensity of the subsequent field is recorded as the hologram [15] .
We will discretize the result given by Eq. (6) in the next section to obtain a form that is suitable for digital processing.
DISCRETIZATION
Discretization of Eq. (6) is essential for subsequent digital processing. We start by discretizing the angles and as 
where k x and k y are the frequency variables along the x and y directions with units in radians per unit length. This bandwidth restriction imposes a limitation on the incidence angles of light rays arriving at the hologram plane H from the source surface S, because a plane wave propagating along direction k is a 3D Fourier basis function exp͑ik · x͒, whose spatial frequencies along the x, y, and z directions are given by k x , k y , and k z , where
where is the wavelength of light. Once k x and k y are fixed for a given wavelength , k z = ͑k 2 − k x 2 − k y 2 ͒ 1/2 is also fixed and therefore the direction of propagation is also fixed as k = ͑k x , k y , k z ͒. As a result, for a given D x and D y and the bandwidth as in Eq. (10) to avoid aliasing, we can get the maximum incidence angles as
where k x max = / D x and k y max = / D y [see Eq. (10)]. This observation further limits the range of l and m indices in Eq. (7) and therefore improves the computational efficiency. Note that since the propagation direction of a wave does not change (free-space propagation) as it propagates away (or toward) H, the frequency content, and therefore the bandwidth, will be the same over any hypothetical surface parallel to H. However, in the case of a slanted plane, the same 3D propagation direction will impose other 2D frequency components on the complex field on the plane; the same angle limitations will then impose band-limited patterns with different center frequencies over slanted planes [18] . Therefore, for arbitrary S, the corresponding restriction on the surface texture owing to limitations imposed on the pattern over H can be summarized as locally band-limited functions whose local center frequencies are related to the local slope of S. (See Fig. 3 .) If the slope is zero (parallel to H) the center frequency is zero (low-pass signal), and as the slope increases, the center frequency also increases. All these statements should be interpreted in the sense of space-frequency representations, in line with the model adopted in the previous section, and therefore the associated uncertainity principle is in effect.
It is possible to impose further restrictions on the range of l and m in Eq. (7) based on the spatial extent of a finite S x pq . Considering the bounding box around S x pq , we see that the range of angles is restricted to ͓⌿ b , ⌿ B ͔ and
Therefore, combining all restrictions above, we fix the range of l and m as
RESTRICTIONS ON THE SURFACE GEOMETRY
In this section we will describe the restrictions we choose to impose on the surface geometry S for both analytical and computational convenience.
As we stated in Section 1, our goal is to compute holograms for subsequent photorealistic reconstructions. The formulation presented in Section 2 is readily applicable to represent realistic texture reflectance properties since we adopted a space-frequency based description that allows spreading of radiated light within a solid angle. In addition, we target a realistic geometry that would allow the level of detail we expect in a realistic case. To this end, we may choose a triangular mesh that is commonly used in computer graphics, with a large number of triangles. However, as described in Section 3, the adopted aliasingfree sampling strategy imposes restrictions on the complex-valued texture A pqlm over S. Even though it is possible to satisfy these restrictions, the management of such restrictions will be cumbersome and thus a computational burden. Therefore, we choose to restrict the geometry of S further, in such a way that the management of the complex-valued-texture restrictions becomes easier.
To this end, we restrict S to consist only of planar segments that are always parallel to H. However, the segments are discontinuous, since each one may have a different distance from H. Such a geometry will ensure that the texture on S will be a slowly varying (low-frequency content) signal as described in Section 3. It is not difficult to implement such restrictions on the texture. However, the discontinuities between the segments could be problematic since they result in phase discontinuities, and that in turn would generate high-frequency components on the texture; this would then violate the restrictions described in Section 3. Therefore, we restrict the discontinuities to be integer multiples of the monochromatic light wavelength . Actually, for convenience, we restrict the distance z from H to a point s on S to be always an integer multiple of . Such a restriction does not create any visual degradation since the introduced step size is 0.4-0.6 m for visible light, whereas the practical distances between the hologram and the object surface is of the order of tens of centimeters in most applications.
The restriction outlined above eases the overall computational burden while conveniently ensuring the conditions associated with discretization. However, in order to keep the benefits of working with triangular meshes and still impose the outlined stepwise-discontinuous surface, we adopt a two-step approach. First, we start with a triangular mesh SЈ to represent S. Then, to get the actual S from SЈ we quantize the distance from H to be an integer multiple of so that the deviation from the triangular mesh is minimum. (See Fig. 5 .)
EFFICIENT COMPUTATION
The basic model for the continuous case and the subsequent discretization issues, as well as the restrictions on the surface geometry, have already been discussed in previous sections. Therefore, we assume that now the problem is the actual implementation of the relation given by Eq. (9). One of the issues during the computation is the accuracy of the distances r pqlm in Eq. (9) since the distance affects the phase and the hologram computations are sensitive to phase errors. The texture on S that is represented by A pqlm in Eq. (9) and the geometry S are input data. We assume they both comply with the restrictions imposed on them as described in Sections 3 and 4. As a consequence of the already discussed restrictions on the signal u͑x͒ and the surface S, it is possible to further restrict A pqlm to be a real-valued function. This in turn restricts the angular propagation pattern to be symmetric around its center. (See Fig. 3. ) Effects of such an additional restriction on the variety of surface textures is not important for our purposes. Computation of other factors in Eq. (9) is rather straightforward. Therefore, we emphasize only the accurate computation of the distances, which also includes the accurate computation of the intersection points of rays with S.
Another primary issue is the efficiency of the computations and their suitability for specific implementations, such as an implementation using a commercially available GPU. The actual order of the summations in Eq. (9) and the exploitation of the associated parallelism in computation are important in that regard. In this section we describe computational procedures that address both of the issues outlined above.
An important variable of Eq. (9) is the distance to the intersection of a ray and a surface that is nearest to the starting point of the ray on H. This is known as the ray casting method [24, 31] . The evaluation of the distance r pqlm between the point x pq on H and the intersection s pqlm on S is repeated many times, and therefore it is computationally demanding. We describe an efficient way to find the nearest intersection and then compute the distance r pqlm for the surface S that complies with the restrictions imposed on it as described in Section 4.
The ray from x pq toward S is
As a consequence, the intersection point s pqlm = R pqlm പ S x pq corresponds to the point of R pqlm with a parameter r = r pqlm . As we outlined in Section 4, it is convenient to describe the surface S in two steps: first as a triangular mesh SЈ and then conversion of mesh structure to a discontinuous surface S whose segments are parallel to H. (See Fig. 5 .) Therefore, we start with a triangular mesh G = ͑V , T͒ as our surface SЈ, which consists of a set of vertices V and a set of triangles T. A triangle t ABC T specifies a triangular section of a plane between vertices v A , v B , and v C . Normal of the plane is n ABC = ͑v B − v A ͒ ϫ ͑v C − v A ͒. Our definition of the mesh G reflects a data structure that is commonly used in computer graphics [25] .
In the case of multiple intersections of a ray with the mesh, we need to find the one nearest to x pq . If the set of intersection points is empty, then we assume that r pqlm = ϱ.
As the number of triangles is expected to be high, testing each triangle for an intersection might significantly reduce the overall performance. However, we can detect triangles that are completely invisible and omit them. For us a triangle t ABC is completely invisible from a point x pq if ͑x pq · n ABC − v A · n ABC ͒ ഛ 0. We denote such triangles as back facing for x pq .
Furthermore, we observe that in Eq. (9) for l = l c , all rays R pql c m are coplanar with a plane ql c . Considering the left-handed coordinate system, the plane ql c is
This observation leads to efficient evaluation of the intersection points by adopting a two-step algorithm that is based on slicing the surface. We start by intersecting the mesh G with the plane ql c , and we obtain a slice W ql c = ͑V ql c , E ql c ͒, where V ql c is a set of vertices and
where the vertex v A is the beginning of the edge and the vertex v B is the end of the edge. Considering only the slice W ql c reduces the complexity of intersection search significantly. Let us consider the simplest case where l c = 0 and therefore q0 is parallel with the plane : y = 0. This special case is of great significance because each case where l 0 can be converted by a geometric transformation to a case where l = 0. The transformation is described later in this section. Now that we have a set of edges E q0 and a ray R pq0m , the goal is to find E q0 പ R pq0m . According to Eqs. (13) and (15) the ray parameter r and the edge parameter e, corresponding to the intersection point are calculated from
When reorganized and assuming r 0m = ͑x r 0m , y r 0m , z r 0m ͒, Eq. (16) becomes a set of two linear equations that can be easily solved for r and e. Since edges are finite line segments, the solution is valid only if e ͓0,1͔. Otherwise the edge is not considered to be intersected. When searching for the intersections, it is not necessary to test all edges E q0 for each m. Since m is ascending, the angle m is also ascending due to Eq. (7). We use an easy framework to quickly select for each m only those edges that are intersected by the ray R pq0m . For each vertex v i V q0 and for a fixed q we define an angle 
͑17͒
and we sort edges E AB E q0 ascendantly by ␣ Bp . All edges are oriented so that ␣ Ap Ͼ ␣ Bp . Then, as long as m ͓␣ Bp , ␣ Ap ͔, the edge E AB is intersected by the ray R pq0m . Further, let Q = ͕E AB i ͖, Q ʚ E q0 be a set of active edges, i.e., edges that are known to intersect with the specific ray R pq0m . Every time m is increased, edges E AB , ␣ Bp Ͻ m are added to Q while edges E AB , ␣ Ap Ͻ m are removed from Q. Since edges E AB E q0 are sorted by ␣ Bp the evaluation of the condition ␣ Bp Ͻ m is usually performed only once per edge. We can further improve the algorithm efficiency by employing proper sorting algorithms at different stages. Observing that for each edge E AB the angles ␣ Ap and ␣ Bp corresponding to samples u pq and u p+1q differ only a little and therefore the order of edges do not change much, we use the Bubble Sort algorithm [32] for reordering the edges according to the new values of ␣ Bp+1 since it is known that this algorithm is efficient for sorting partially sorted data. Nevertheless, for the first sample in a row, the edges are considered irregular and therefore the Quick Sort algorithm [32] is used in this case.
Up to now, we have described the evaluation of a single row for a fixed q and fixed l. The rest of the rows for different q are processed in the same fashion. When we move from the row q to the row q − 1, we can exploit the fact that l is kept constant and rows are spaced uniformly. Because of this an efficient triangle scan-line conversion algorithm [33] can be employed to obtain a slice W q−1,l from a slice W ql . Thus we complete the computation of all intersection points for fixed l.
To find all intersection points, we repeat the above procedure for all l ͓L min , L max ͔. Since computing the slice W q0 is more convenient than computing arbitrary slice W ql , we proceed with a transformed mesh G M l = M l ͕G͖ such that the slice W ql = G പ ql equals the slice W q0 = G M l പ q0 ; see Fig. 6 .
The transformation operator M l skews the geometry G = ͑V , T͒ by modifying vertices v V in the direction of the y axis accordingly, i.e.
Finally, we modify each intersection point and the corresponding distance by moving the already computed intersection with the triangular mesh SЈ to the nearest intersection with the stepwise-discontinuous S. We move the intersection along the ray R pqlm . As a consequence, r pqlm becomes an integer multiple of lm Ј , where
and n H = ͑0,0,1͒ is the normal to the plane H. When r pqlm is rounded to the nearest integer multiple of lm Ј , it is ensured that the corresponding distance to s pqlm on SЈ is rounded to the nearest integer multiple of to imply an S as we described in Section 4.
Having the geometry of S, the intersection points of our rays with S together with the associated distances, and the texture A pqlm on S, we are ready to complete the evaluation of Eq. (9). The algorithm actually follows the steps for the computation of the intersection points we have outlined above: as we evaluate the intersection points and the corresponding distances in the presented order, we immediately compute the associated partial field. First, we compute the partial result u pq l for all p and q but for fixed l and then get u pq of Eq. (9) as u pq = ͚ l u pq l . Not that each u pq l can be interpreted as a "horizontal parallax only" component of u pq [34] . Thus we achieve an efficient and suitable algorithm, which we call Alg. 1, for evaluating the complete discrete optical field value u pq ; naturally, the discrete variables p and q run over a specified finite range. However, there are opportunities for further acceleration, as presented in the following section. Algorithm 1. Skeleton of the algorithm for diffraction pattern computation. See the referred sections in the text for details. 1 :
Transform mesh G to mesh G M l ᭟ Sec. 5 3:
for q =−Q to Q do 4:
Compute slice
for p =−P to P do 6:
Compute ␣ Ap and ␣ Bp for each edge E AB E q0 ᭟ Eq. (17) 7:
Sort edges in E q0 according to corresponding ␣ Bp 8:
Let Q =0 
DISTRIBUTED COMPUTING
One strategy to accelerate digital optical field computation is distributing the task on a cluster of computers. A linear speedup is desirable; however, it is practically impossible to reach such a speedup owing to the sequential parts of the algorithm and the communication necessary to coordinate the computation [35] . In this section we present a distribution scheme that utilizes the algorithm described in the previous section. We aim on minimizing the communication load through an efficient task decomposition.
We assume a homogeneous cluster of nodes connected via a network; i.e., each node is a stand-alone computer with identical configuration. In order to maintain a minimal communication load, we exploit the homogeneous cluster environment and we employ a static workload balancing. We algorithmically assign subtasks to nodes prior to the evaluation, and after assigning the subtasks no other communication is necessary until all nodes process their assigned subtasks.
The key feature of the proposed distribution is a decomposition of the algorithm into subtasks. Since we evaluate each sample u pq independently of other samples, we can partition the desired optical field into arbitrary segments, i.e., tiles on H. There are two factors that control the tile selection.
First, the algorithm Alg. 1, which is used for computing the diffraction pattern, exploits preprocessing to speed up the synthesis. It preprocesses the mesh G to speed up the calculation of slices W q0 , and it preprocesses each slice W q0 to speed up intersection evaluations. In order to limit the communication load and to avoid synchronization, each node needs to repeat the preprocessing procedure for each subtask. This has a negative effect on the efficiency. In order to minimize the number of repetitions of the preprocessing step for each slice W q0 the tiles are chosen to be composed of the optical field rows.
Second, the static load balancing requires tasks to finish at the same time to be efficient. Therefore we assign each N n th row to one tile, where N n is the number of nodes. This is based on the assumption that a sequence of N n slices (W q0 's) will have a similar number of edges and vertices. This is justified by the small sampling step D y , which is much smaller than the minimal details in commonly used meshes. Hence, the processing times of all subtasks are similar. To be efficient, the entire subtask has to fit into physical memory of a node. If the subtask does not fit into node physical memory, we have to use a lower number of rows so that we can generate n s N n subtasks where n s N. In the following text, we keep n s = 1 for the sake of simplicity.
Once the subtasks are established, they are transferred to the corresponding computation nodes for processing. The total number of processed rows in each subtask is equal to the number of rows processed by sequential computation. As a consequence, the total time spent on distributed evaluation of the rows is reduced by almost 1 / N n compared with the sequential computation.
The distribution described scheme can also be used in conjunction with the GPU-based algorithm by replacing the algorithm used with the one given in Section 9.
FRESNEL APPROXIMATION
As already discussed in Section 3 and as summarized by Eq. (12), the propagation angles can be quite small. This is true, in particular, for implementations targeted for optical reconstructions using currently available SLMs. Under these conditions, the Fresnel approximation is a valid choice, and the term exp͑ikr pqlm ͒ / r pqlm in Eq. (9) is approximated as [14, 36] 
where ͑s pqlm − x pq ͒ = ͑x pqlm , y pqlm , z pqlm ͒. The benefits of the Fresnel approximation are even more significant in our case due to restrictions imposed on S as described in Section 4. First of all, since the distance from H to S is always restricted to be an integer multiple of , the phase factor exp͑ikz pqlm ͒ in Eq. (20) is always equal to 1. Therefore, we define a generic kernel
where z is a parameter. Observing that h z pqlm ͑x,y͒ = 2 h z ͑x,y͒, ͑22͒ where = ͑z / z pqlm ͒ 1/2 , we can easily compute the needed kernel for any z pqlm from the precomputed and stored ge-neric kernel by properly zooming the kernel and by modifying the gain factor. Please note that usually is close to 1, and therefore the associated effect on the amplitude of the kernel is negligible. However, the effect on phase due to scaling of the variables ͑x , y͒ is important. We exploit this property in the implementation given in Section 8 by computing the generic kernel once and then by zooming it using noninteger interpolation techniques.
ACCELERATION BY REDUCED OCCLUSION
Synthesis of a diffraction pattern, as described in previous sections, is a computationally demanding task. Therefore, it is worthwhile to investigate alternative methods that sacrifice quality somewhat in return for a gain in computational performance. We expect that the loss in quality will be minimal, whereas the gain is significant.
As described in Section 5, our method computes many intermediate horizontal parallax only (HPO) optical fields and then combines those to get the full parallax photorealistic reconstructions. There is an alternative procedure that needs a fewer number of HPO optical fields and still yields full-parallax but reduced-occlusion reconstructions.
The approach is based on computing a full-parallax partial optical field U q over H formed by a slice W q0 defined in Section 5. However, each slice W q0 is processed independently of the others without taking into consideration the occlusions among the slices. The final diffraction pattern is the sum of the optical fields generated by slices, i.e., U = ͚ q U q . In other words, the proposed approach solves the occlusion and solid-surface problems along the x axis, but the occlusions along the y axis are omitted. However, the result is still a full-parallax hologram.
The computational approach shares a part of the algorithm presented in Section 5 that calculates the optical field for l = 0. The slicing, point-source generation, and occlusion evaluation are the same. The difference in the algorithm takes place when a sample u pq is processed and the distance r pqlm to the nearest intersection s pqlm is calculated. In the original algorithm, the point source created at the intersection s pqlm contributes only to a single sample u pq following Eq. (9); that, after all samples are evaluated, results in an HPO optical field for a slice. However, when we do not care about the occlusions along the y direction, each u pq , for a fixed p and variable q, receives a field contribution from the source at the already computed intersection point. We denote the field u pq for fixed p as the column p and take advantage of this observation as described in the next paragraph.
We start by using the result obtained in Section 7 by precomputing and storing a discrete generic kernel. This gives us an optical field on H that would be obtained by a point source located at ͑0,0,z͒. Using the coordinates of the computed nearest intersection s pqlm and the point x pq at p , we find the appropriate zoom in Eq. (22) and the spatial shift to be applied to the precomputed optical field. Note that the needed zoom and shift might necessitate subpixel accuracy. We handle this by interpolating the precomputed field linearly along the q direction. Since we compute one column p at a time, only a column of the precomputed field is scaled and shifted. This results in an efficient calculation. Also, due to the symmetry of the generic kernel, it is sufficient to store only its one quadrant to reduce memory requirements.
GPU
The GPU is a central element of a graphics card. It is a specialized processor based on highly parallel architectures devoted to speeding up conventional computer graphics tasks such as processing triangular meshes, solving occlusion problems, and rendering final 2D images to be displayed on computer monitors. The current generation of GPUs is programmable, and therefore it is possible to transfer appropriate CPU tasks to the GPU. One such application is digital hologram synthesis [13, 14, 37, 38] . In this section we describe a version of our method that exploits the GPU to decrease computation time.
The GPU is designed to transform triangular meshes and sample them. The sampling task is performed by a hard-wired unit called the rasterizer. The output of the rasterizer is a rectangular grid of the samples to be displayed on the monitor. We use the GPU to output our optical field on H, which is also discretized in a regular rectangular fashion. To show the relationship between the rasterizer and our approach, let us assume an orthographic projection of the meshes. Then the task of the rasterizer is equivalent to casting a ray R pq00 from each sample point x pq on the grid. The directional vector of each ray is constant: r 00 = ͑0,0,1͒. The rasterizer finds intersections of the rays with the meshes. In further processing of intersections, the GPU selects the nearest intersection by using the depth buffer technique [25] . The diffraction computation described in this paper requires similar computational steps.
In order for the rasterizer to be used to evaluate the intersection discussed in Section 5, the vertices of a triangular mesh G = ͑V , T͒ have to be transformed by a transformation P lm . The transformation P lm is an extension of the transformation M l used in Section 5. The extension into the x axis, however, leads to a hemisphere parameterization different from Eq. (5). Let us define two angles just for the sake of defining the transformation: m and l . The transformation exploits the fact that r 00 · r lm =1/ lm , where lm is proportional to the distance r pqlm used in Eqs. (9) and (13) . For the left-handed coordinate system, P lm is
A relation that maps hemisphere parameterization of Eq. 
͑24͒
After transforming, the z-axis coordinate of the transformed vertex v P lm ͕V͖ equals the distance r pqlm . The whole GPU synthesis is summarized in Alg. 2. Nevertheless, there is still the issue of the numerical accuracy of the GPU, which is discussed in the following paragraphs.
Algorithm 2.
A skeleton of an algorithm that evaluates the diffraction pattern on the GPU as described in Section 9. For details on computation, consult the referred portion of the text.
for all m = M min to M max do ᭟ Sec. 3 3:
Build transformation metrix P lm ᭟ Eq. (23), Eq. (24) 4: :Let u pq Ј = u pq , ∀ p , q
5:
for all G i ʕ G do 6:
Compute fractional part of ⌽ ilm with higher precision ᭟ Eq. (25) 7:
Render G i to calculate relevant samples u pq Ј
8:
end for 9:
Replace samples u pq with u pq Ј
10:
end for 11:
end for
For performance reasons, the numerical accuracy nowadays of the GPU is limited to 32-bit floating point numbers. This accuracy is insufficient for some parts of Alg. 2. One accuracy problem occurs in Eq. (24) for angles m Ϸ 0 and l Ϸ 0. Regardless of the angles m and l , lm is rounded to 1 when stored as a 32-bit floating-point number. This issue is resolved by using lm − 1 instead of lm . A more serious accuracy problem occurs during the phaseshift calculation in Eq. (9) .
In Eq. (9) the phase of a point source is shifted by pqlm = exp͑i2 pqlm ͒, where pqlm = r pqlm / . The shift pqlm is stored as pqlm = cos͑2 pqlm ͒ + i sin͑2 pqlm ͒. Since both the sine and the cosine functions are periodic, only a fractional part of pqlm is needed. For the usual scenario, Ϸ 10 −7 and r pqlm Ϸ 10 −1 , and thus the phase shift is pqlm Ϸ 10 6 ϳ 2
20
. This leaves only 4 bits of the fractional part in the mantissa and causes disturbing artifacts in the reconstruction.
To address the insufficient accuracy we define planes i : z = iD z . The distance r is the length of a ray R pqlm between two successive planes i and i+1 as depicted in Fig.  7(a) . The distance r is finite because ͉ l ͉ Ͻ / 2 and ͉ m ͉ Ͻ / 2. We choose D z so that the fractional part of r / has at least 10 bits. The maximum error of omitted bits is 2 ϫ 2 −10 ϳ 10 −3 Ӷ 1 rad. This also matches the condition for the validity of the Fresnel approximation [15, 36] .
In general cases, planes i are used to split the triangular mesh G into many triangular meshes G i . As a consequence, pqlm = pqlm Ј + ⌽ ilm , where
and z v Ј = z v − iD z for each vertex v G i ; see Fig. 7(b) . If the mesh G fits between planes i and i+1 , it is not divided. Since ⌽ ilm is constant for mesh G i and the given direction r lm , it is calculated with higher accuracy outside the GPU with minimal effect on performance.
RESULTS
Results obtained by the various computational procedures outlined in previous sections are presented in this section together with comparisons. Numerical reconstruction results from the computed optical fields are obtained by propagating the fields to planes parallel to H. This is accomplished by taking the discrete Fourier transform (DFT) of the computed optical field, multiplying it by the transfer function corresponding to an angular spectrum, and then taking the inverse DFT [15, 19] . We pad the optical field with zeros so that the resolution becomes 8192ϫ 8192 samples. This pad- ding reduces the unwanted features associated with the periodicity implied by the DFT. Figures 8-13 show the intensity of the propagated optical fields.
Five different scenes with different levels of complexity and properties are used. The magnitudes of A pqlm over the object surfaces are obtained according to Phong's illumination model [39] . The "Photo" is the simplest scene, which is a textured rectangular 2D pattern having a resolution equal to the resolution of the computed optical field. The texture contains small details and smooth intensity variations. The second scene, "Primitives", consists of four different simple 3D objects placed along the z axis at different depths. This scene has the longest distance between the nearest and the farthest object points of all the scenes ͑0.2 m͒. The third scene, "Lancaster", contains a model of the Avro Lancaster airplane. This model consists of over 80,000 triangles, and the magnitude of the texture is slowly varying. The fourth scene, "Chess," has several subsurfaces that occlude each other. The last scene, "Bunny", also has textured sub-surfaces. This scene demonstrates well the ability of our method to handle photorealistic content. The complete parameters of all scenes are provided in Table 1 . Figure 8 presents a numerical reconstruction of 2D "Photo" from its optical field computed as described in Section 9. A closeup [ Fig. 8(b) ] is provided together with the original photo [ Fig. 8(c) ] for visual comparison. A loss of detail is visible in the closeup of the reconstruction. The fur of the creature is blurred, but the details of the hairs around its head are still visible. The magnitude of the entire computed optical field, which is then used to get the reconstruction, is presented in Fig. 8(d) .
The numerical reconstructions from the optical fields computed by our full-parallax method using "Chess" and "Lancaster" are depicted in Fig. 9 . Both scenes are suc- cessfully reconstructed. Note that the wood texture present in the scene "Chess" is recognizable in Fig. 9(b) .
The numerical reconstructions of the scene "Primitives" at different depths are given in Fig. 10 . The objects at the focused depths are sharp, as expected. Even the farthest object (torus) is successfully reconstructed; see Fig. 10(e) . Out-of-focus objects yield fringes around them, as expected.
We present the reconstruction of the scene "Bunny" in Fig. 11 . This reconstruction demonstrates the visual quality that we can achieve with our full-parallax method. Unlike the previous results, the resolution of this optical field is 4096ϫ 4096 samples. Actually, we computed three different optical fields for three different wavelengths: 650 nm (red), 510 nm (green), and 475 nm (blue). From those three optical fields we reconstructed three separate images and digitally combined them into one color (online) image.
In addition to the numerical reconstructions, optical reconstructions were also carried out. Computed optical fields are converted to off-axis holograms by adding a reference beam and then computing the intensity pattern. An SLM that operates in the amplitude-only mode is used for the optical reconstruction. The SLM has a resolution of 1280ϫ 720 pixels, and the size of each pixel is 12 m. The reconstructed optical fields were recorded by a CCD camera stripped of all additional optics. The acquired image for the "Lancaster" is shown in Fig. 12 . The optical reconstruction reveals some degradation compared with the numerical reconstruction, but this is expected because of the much smaller SLM resolution and the noise inherent in the physical setup including the camera.
For a comparison, the numerical reconstructions from optical fields obtained by the full-parallax CPU implementation and the reduced-occlusion implementation are shown in Figs. 13(a) and 13(b) , respectively.
We compared the results obtained from the single-CPU, multiple-CPU and GPU implementations of the fullparallax and reduced-occlusion methods. The reconstructions obtained by these methods are almost indistinguishable visually. The numerical comparison, however, reveals differences that are presented in Table 2 . We compared intensity images reconstructed numerically from optical fields computed from the scene "Photo".
For that purpose we used the maximum difference
and the mean square error (MSE)
where u pq is a value of the optical field reconstructed from a result calculated by the CPU full-parallax version (reference optical field); u pq Ј is the value of the compared optical field; and P and Q are the number of samples along the x and y directions, respectively. From the numbers in Table 2 it is apparent that the differences for the distrib- uted CPU full-parallax method are negligible. The more pronounced difference measured for the GPU implementation is caused by the reduced numerical accuracy of the GPU and rounding operations of the rasterizer unit. As expected, the reduced-occlusion case gives the highest difference. This is the result of the different evaluation of the vertical parallax. We also measured the processing times associated with the described computational procedures. We tested implementations on a single CPU (Intel Xeon 3.2 GHz, 1 GB RAM), on a cluster of CPU's (10ϫ Intel Xeon 3.2 GHz, 1 GB RAM, 1 Gbps Ethernet), and on a computer equipped with NVidia GeForce 8800 GTX GPU. Taking into account the time requirements of the CPU implementations, we reduced the resolution to 1024ϫ 1024 samples. The only exception is the scene "Bunny," which was computed just on a GPU and had a resolution of 4096ϫ 4096 samples. This resolution demonstrates the ability of the GPU implementation to calculate large optical fields in acceptable times. The computation times are summarized in Table 3 . Considering the rapid development of the CPU and especially the GPU performance, the measured values should be interpreted only for comparison purposes. Table 4 lists the speedup factors achieved by different implementations with respect to the single-CPU implementation. It is apparent that the speedup achieved by distributing the computation is approximately linear. What is also apparent is the expected superior computational performance of the GPU imple- mentation. This is due to the massive parallelism in the GPU architecture. Thus, we expect that by increasing the number of computation nodes of the cluster sufficiently, we can achieve similar results in the distributed environment, as well. Finally, the acceleration by reducing the parallax provides significantly shorter computation time by sacrificing the quality. This approach is therefore quite suitable for a fast preview mode.
SUMMARY AND CONCLUSIONS
We have presented detailed computational algorithms for computing optical fields of objects; our primary goal was to achieve photorealistic reconstructions. Therefore, our 3D objects had a large number of triangles in their mesh representations. Furthermore, we adopted realistic surface illumination as commonly employed in computer graphics applications. A diffraction model suitable for this goal was adopted and discretization effects were discussed. The model is based on the local angular reflectivity distribution of a textured surface. We developed two algorithms for the full-parallax and reduced-occlusion cases; the former algorithm is implemented on a single CPU, multiple CPU, and a GPU, and the latter algorithm is implemented only on a single CPU. We conclude that the optical fields obtained from the adopted diffraction model and various implementations of its discrete version provide successful photorealistic reconstructions. The presented algorithms perform well both for simple (planar) objects and quite complicated 3D scenes with large depth. Our conclusions are based both on numerical reconstructions and on optical reconstructions.
In addition to full-parallax implementations, we investigated a reduced-occlusion alternative for faster computation. It is observed that a significant speedup with rather small degradation is possible; this approach is therefore quite suitable for generating fast previews. Optical reconstruction quality is lower than numerical reconstruction quality. This is due to the SLM resolution used as well as the noise inherent in the physical reconstruction environment.
On the basis of comparisons of different hardware (single-CPU, multiple-CPU, and GPU) implementations, we conclude that all provide almost the same visual quality but that the needed computation times vary significantly. As expected, GPU implementation is considerably faster.
The proposed solution emphasizes the ability to exploit parallel and distributed computing. We are convinced that the computational complexity of the diffractionpattern computation cannot be significantly reduced without sacrificing the quality of the reconstructed image. As a consequence of the particular sampling scheme over the object surface, our method allows a straightforward exploitation of acceleration techniques such as computational cluster or GPU. The presented algorithms achieve a speedup factor that is almost a linear function of the number of processors. We showed that holograms with one mega-pixel in size can be computed in tens of minutes using commonly available computational resources.
We conclude that the presented algorithms and their indicated implementations are able to generate holograms of arbitrary scenes that have a format common in modern 3D authoring tools used in the multimedia industry. This feature is crucial for easy integration into wellestablished computation pipelines. Furthermore, there a Bunny was used for computing a large ͑4096ϫ 4096͒ optical field. The computation time applies for a GPU implementation that simultaneously computes three color channels.
are no drawbacks that would prevent processing of more complicated scenes and computation of larger holograms. Therefore, the presented procedures can be easily used in applications that require larger holograms of larger and more complicated scenes.
