Abstract. In [12] we developed a new method to obtain symmetrization inequalities of Sobolev type for functions in W 1,1 0 (Ω). In this paper we extend our method to Sobolev functions that do not vanish at the boundary.
Introduction
In our recent paper [12] we developed a new principle of "symmetrization by truncation" to obtain symmetrization inequalities of Sobolev type via truncation. In this note we consider the corresponding results for Sobolev spaces on domains, without assuming that the Sobolev functions vanish at the boundary.
The explicit connection between Sobolev-Poincaré inequalities and isoperimetric inequalities appears in the work of Maz'ya. In [13] it is shown that if Ω ⊂ R n is an arbitrary open set with finite volume, 1 ≤ p ≤ n/(n − 1), then the Sobolev-Poincaré where the sup is taken over all S open bounded subsets of Ω such that Ω ∩ ∂S is a manifold of class C ∞ and |S| ≤ M, and s denotes the (n − 1)−dimensional area. If (1.2) is satisfied we shall say that Ω belongs to the Maz'ya class J 1/p . For example, if Ω is a bounded domain, starshaped with respect to a ball, or having the cone property, or Ω is a Lipschitz domain, then Ω belongs to the class J 1−1/n ; if Ω is a s−John domain then Ω ∈ J (n−1)s/n ; if Ω is a domain with one β−cusp then it belong to the Mazy'a class J β(n−1) β(n−1)+1 (cf. [13] , [3] ). , where q < p/(p − 1) and s = pq/(p + q − pq). In particular, in some sense, "all" L p Sobolev-Poincaré inequalities follow from the Sobolev-Poincaré inequality (1.1) or, equivalently, from a suitable version of an isoperimetric inequality.
As is well known, the sharp versions of these L p inequalities fall outside the L p scale and need to be formulated using L(p, q) spaces. Recently (cf. [1] , [14] , [10] ), we have shown that using a simple modification of the definition of the L(p, q) spaces we also obtain the "best" results including the problematic borderline inequalities. Moreover, these sharper limiting results cannot be obtained using, for example, the usual extrapolations from the L p inequalities but require new sharp symmetrization inequalities.
More generally, symmetrization inequalities play a fundamental role in the study of Sobolev-Poincaré inequalities in the general setting of rearrangement invariant spaces. In our program we formulate self improving properties of Sobolev-Poincaré inequalities in terms of symmetrization inequalities. In this fashion instead of showing that a particular inequality implies other inequalities one case at a time, we aim to prove a symmetrization inequality that implies "all" other Sobolev-Poincaré inequalities. One difficulty in dealing with rearrangement inequalities on domains is that the usual inequalities are only valid for certain range of the values of the variable. For example, suppose that for some 1 < p ≤ n/(n − 1), the Sobolev-Poincaré inequality (1.1) holds, then (cf. [10] ),
where f * * (t) = 1 t t 0 f * (s)ds. However in [10] we show that if we work with symmetrization inequalities of "Sobolev-Poincaré" type (i.e. inequalities where f is replaced by f − f Ω ) then we can eliminate the restriction t ∈ (0, |Ω| /2) in (1.4). Indeed, under the assumption that (1.1) holds for some 1 < p ≤ n/(n − 1), we showed in [10] that, for all f ∈ W 1,1 (Ω), we have
Notice that (1.5) implies that for any r.i. space X(0, |Ω|), with upper Boyd
, for s > q, this last inequality is the well known (optimal) improvement of (1.3). Moreover, in the limiting case q = p p−1 , then s = ∞ and we 1 The restriction on the Boyd indices is only required to guarantee that the inequality g * * X ≤ c X g X , holds for all g ∈ X.
where
(Ω) (see [1] ) we see that (1.6) is a sharpening of the classical limiting inequalities of Brezis-Wainger-Hansson-Maz'yaTrudinger. It follows that if we redefine the L(p, q) spaces, 1
then we have an attractive unified way to formulate the sharp form of the SobolevPoincaré inequalities, namely
One possible objection to (1.7) is that the important case q = 1 is excluded. The cause for this imperfection is the presence of the "double star" operation on right hand side of (1.5). On the other hand, (1.5), for q = 1, readily implies
and therefore, by the truncation principle of Maz'ya (cf. [5] ), we can see that (1.8) self-improves to (1.1) and even to the sharper form of the Gagliardo-Nirenberg inequality (cf. [9] 
The ad-hoc argument that we needed to cope with the limiting case suggested to us that one should be able to find a sharpening of the symmetrization inequality (1.5) that would imply "all" the Sobolev-Poincaré inequalities directly. In the case of functions vanishing at the boundary of Ω we have shown that this is indeed the case in [12] . One of the objectives of this paper is to formulate the correspoding inequalities without assuming that the Sobolev functions vanish at the boundary. Our first result is the following Theorem 1. Let Ω be a domain of finite measure (for simplicity we assume from now on that |Ω| = 1), and let 1 ≤ p ≤ n/(n − 1). Then the following statements are equivalent (i)
(ii) For each f ∈ W 1,1 (Ω) there exists r f ∈ R such that
and
As usual, the symbol f ≃ g will indicate the existence of a universal constant C > 0 (independent of all parameters involved) so that (1/C)f ≤ g ≤ C f , while the symbol f g means that for a suitable constant C, f ≤ C g, and likewise f g means that f ≥ Cg.
We note that Theorem 1 improves on Theorem 1 of [12] in three respects: (i) we do not assume that the Sobolev functions vanish at the boundary, (ii) in (1.12) we have eliminated the restriction on the Boyd index of X we had in [12] (this is due to our use of Lemma 2 below), and finally (iii) in [12] we only considered the limiting case p = n n−1 . In our second main result we show that for p = n n−1 , Theorem 1 is sharp in the setting of r.i. spaces, and moreover that the verification of Sobolev-Poincaré inequalities is reduced to establish the boundedness of a certain one-dimensional Hardy type operator acting on functions defined on (0, 1). Interestingly this reduction is not possible for p = 
Then the following statements are equivalent (i)
(ii)
Finally, we also consider suitable variants of the Polya-Szëgo symmetrization principle in a formulation that does not require the functions to vanish at the boundary
where f
• is the symmetric spherical decreasing rearrangement of f andX(B) is the version of X(Ω) on a ball B centered at zero with measure 1 (see Section 4 below).
Using Theorem 3, and the characterization of the X−modulus of continuity as a K−functional (cf. [7] ), it follows as in [11] that Theorem 4. Let Ω be an open domain in R n with Lipschitz boundary with |Ω| = 1, and let X (Ω) be a r.i. space. Then for all f ∈ X (Ω) ,
where ω X(Ω) (f, t) is the X-modulus of continuity of f (see (4.1) 
below).
The paper is organized as follows: in Section 2 we deal with the modifications necessary to make the "symmetrization by truncation principle" method of [12] available in our setting, in particular this section contains a proof that (1.9) implies theorem 1 (ii), we then complete the proofs of Theorems 1 and 2 in Section 3 while we prove Theorems 3 and 4 in section 4.
Rearrangement Inequalities on Domains by Truncation
Let Ω ⊂ R n be a domain which, for simplicity, we suppose is such that |Ω| = 1. In this section we prove (cf. Theorem 5 below) that (1.9) implies by symmetrization by truncation the rearrangement inequalities (1.10) and (1.11) of Theorem 1. These results are variants of symmetrization inequalities, which for functions vanishing at the boundary, have appeared in articles by Bastero-Milman-Ruiz [1] , MartinMilman [10] , Mazy'a [13] , Talenti [16] , Martin-Milman-Pustylnik [12] , etc. Our method of proof is by "symmetrization by truncation" developed recently in [12] , therefore we shall only indicate briefly the necessary changes and refer the reader to [12] for complete details.
Throughout this section we shall assume that the following Sobolev-Poincaré inequality holds
We now formally introduce the truncations we use
The next useful result is a simple elementary fact that we state without proof.
We now state and prove the main result of this section (cf. also [12] )
c.
Proof. Let r f be such that |{f ≥ r f }| ≥ 1/2 and |{f ≤ r f }| ≥ 1/2.
The last inequality combined with
Similarly,
Note that |f − r f | = u + v, then from the definition of u and v, it is plain that for 0 < α < β,
Thus,
Apply the previous inequality using
where s, h > 0. Then dividing the resulting inequality by h and letting h → 0 (following the corresponding argument in [16] and [12] ) we arrive at
follows. To prove (b) we use the definitions and integration by parts to get
and we conclude by (2.3).
For the proof of (c) we integrate
and integrate by parts (cf. [12] ).
Proof of Theorems 1 and 2
In order to avoid putting conditions on the indices of the r.i. spaces we shall need the following technical result, which is implicit in [4] , and whose proof we provide in an appendix.
Lemma 2. Let g, h be two positive measurable functions on
and therefore for any r.i. space X g X h X .
The proof of Theorem 1.
Proof. In Section 2 we proved that (i) → (ii).
(ii) → (iii). Applying Lemma 2 with
We then note that
and conclude with
The proof of Theorem 2.
Proof.
Also note that
Consequently by (i)
where in the last inequality we used the fact that f L 1 ≤ f X , and that for any
(ii) → (iii). Pick r f ∈ R, such that (3.3)
By the fundamental theorem of calculus
(by (3.3) and (1.12)).
To estimate the second term to the right we observe that
Inserting this estimate back into (3.4) we find that
which combined with the elementary inequality
gives us (iii).
(iii) → (ii). We assume, without loss of generality, that 0 ∈ Ω. Let σ > 0 so that the ball centered at 0 and having measure σ is contained in Ω. Given a positive function g ∈X, with supp g ⊂ [0, σ], define
where γ n = measure of the unit ball in R n . Observe that for h ∈X we have that |{x ∈ B : h(γ n |x| n ) > λ}| = |{t ∈ (0, 1) : h(t) > λ}| .
Moreover, and easy computation shows that |∇u| (x) = ng(γ n |x| n ). It follows from (iii) that
We conclude observing that
Now, let g ≥ 0 be an arbitrary function fromX. Then
The last term on the right hand side can be readily estimated using Minkowski's inequality
and (ii) follows. (ii) → (i). By the fundamental theorem of calculus
Theorem 2 raises the question of whether it is possible to prove similar results for p = 
(ii) If p = n n−1 , then it is not necessarily true, in general, that (3.6) implies (3.5) . Proof. (i) The proof given in Theorem 2 for p = n n−1 works without any changes in the general case.
(ii) Let 1 < s < n n−1 , and let Ω be an s−John domain. Then Ω ∈ J (n−1)s/n (cf. [6] ) therefore the following Sobolev-Poincaré inequality holds
Let t > 1 be such that s > t−1 n−1 , and let r = nt (n−1)s+(1−t) . Note that 1 < t < r. We will show that the validity of the Sobolev-Poincaré inequality for s−John domains (cf. [8] )
The boundedness of H can be reformulated as a weighted norm inequality for the operator g →
It is well known that (3.7) holds iff (cf. 
Consequently, since
(n−1)(1−t)(s−1) nt < 0, (3.8) cannot hold.
Remark 1. Let h and g be continuous, positive functions on an open
set Ω ⊂ R n , and furthermore suppose that Ω h(x)dx < ∞ (for simplicity we assume that Ω h(x)dx = 1). Let 1 < p < ∞, and assume that for every 3 f ∈ C ∞ (Ω), we have
If the weights are are sufficiently nice the standard proof of density applies in order to extend this inequality to Sobolev spaces. 4 Several inequalities of the type (3.9) where Ω is a s−John domain (s ≥ 1), h(x) = ̺(x) a and g(x) = ̺(x) b with ̺(x) = dist(x, ∂Ω) can be found in [8] and [6] . * AND MARIO MILMAN
(here f Ω,h = Ω f (x)h(x)dx). Let dµ(x) = h(x)dx, then we can rewrite (3.9) as
If we denote by f * µ the decreasing rearrangement of f with respect to the measure µ and f * * µ (t) = 1 t t 0 f * µ (s)ds, then with the same proof of Theorem 1, we see that (3.10) and the following statements are equivalent:
Symmetrization and Moduli of continuity
In this brief section we formulate versions of the Pólya-Szegö principle for functions on domains.
Let Ω ∈ J 1−1/n be a domain of finite measure (for simplicity we assume that |Ω| = 1), and let X(Ω) be a r.i. space. Given f ∈ X(Ω) the symmetric spherical decreasing rearrangement f
• of f is defined by
where γ n = measure of the unit ball in R n and B is the ball centered at the origin with |B| = 1. Since f
• is equimeasurable with f, (f • ) * = f * , X(Ω) has also a representation as a function space onX(B) such that
Let us also recall that 5 (see [11] ).
The first result of this section is an extension of the classical Pólya-Szegö inequality for domains of class J 1−1/n .
Theorem 6.
Let Ω ∈ J 1−1/n and X(Ω) a r.i. space. Then for any f ∈ W 1,1 (Ω) we get that inf
∇f X(Ω) . 5 We refer the reader to [15] for further information about symmetric spherical rearrangement.
Proof. We argue as in [12] . Let f ∈ W 1,1 (Ω), then a slight modification to the proof of (2.2) above yields that there is r f ∈ R such that for any Young function Φ we have
Summarizing, we get
Given f ∈ X (Ω) , the X(Ω)−modulus of continuity of f is defined by
with Ω(h) = {x ∈ Ω :
Then, using the previous result, the fact that (cf. [7] )
together with the proof of Theorem 1 in [11] , we obtain Theorem 7. Let Ω be an open domain in R n with Lipschitz boundary and such that |Ω| = 1. Let X (Ω) a r.i. space, and let f ∈ X (Ω) . Then
Corollary 1.
Let Ω be an open domain in R n with Lipschitz boundary and such that |Ω| = 1. Let X (Ω) a r.i. space, and f ∈ X (Ω) . Then
where φ X (s) is the fundamental function of X(Ω) : φ X (s) = χ E X , with E any measurable subset of Ω with |E| = s.
Proof. By the previous theorem and since (f − c) • * = (f − c) * it is enough to check that for any c ∈ R
and this follows easily from Theorem 2 of [11] .
Appendix
In this section for completeness sake we provide a proof of Lemma 2. In fact, the proof given below is implicitly contained in the proof of Theorem 1.2 of [4] .
Proof. The main step is to show that for every finite family of intervals (a i , b i ) , i = 1, . . . , m, with 0 < a 1 < b 1 ≤ a 2 < b 2 ≤ · · · ≤ a m < b m < ∞, there is a constant c such that
If (5.1) holds then by a routine limiting process we can show that for any measurable set E ⊂ (0, ∞), we have 
