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Abstract. We consider a family of positive solutions to the system of k com-
ponents
−∆ui,β = f(x, ui,β)− βui,β
∑
j 6=i
aiju
2
j,β in Ω,
where Ω ⊂ RN with N ≥ 2. It is known that uniform bounds in L∞ of
{uβ} imply convergence of the densities to a segregated configuration, as the
competition parameter β diverges to +∞. In this paper we establish sharp
quantitative point-wise estimates for the densities around the interface between
different components, and we characterize the asymptotic profile of uβ in terms
of entire solutions to the limit system
∆Ui = Ui
∑
j 6=i
aijU
2
j .
Moreover, we develop a uniform-in-β regularity theory for the interfaces.
1. Introduction
The aim of this paper is to prove qualitative properties of positive solutions
to competing systems with variational interaction, whose prototype is the coupled
Gross-Pitaevskii equation{
−∆ui,β + λi,βui,β = µiu3i,β − βui,β
∑
j 6=i aiju
2
j,β in Ω
ui > 0 in Ω,
i = 1, . . . , k,
in the limit of strong competition β → +∞. This problem naturally arises in
different contexts: from the physics world, it is of interest in nonlinear optics and
in the Hartree-Fock approximation for Bose-Einstein condensates with multiple
hyperfine states, see e.g. [1, 25]. From a mathematical point of view, it is useful in
the approximation of optimal partition problems for Laplacian eigenvalues, and in
the theory of harmonic maps into singular manifolds, see [4, 7, 8, 17, 24]. Several
papers are devoted to the development of a common regularity theory for families
of solutions associated to families of parameters β → +∞, to the analysis of the
convergence of such families to some limit profile, and to the regularity issues for
the emerging free-boundary problem, see [4, 5, 6, 7, 8, 16, 17, 18, 21, 28]. On the
other hand, not much is known about finer qualitative properties, such as:
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2 NICOLA SOAVE AND ALESSANDRO ZILIO
• the decay rate of convergence of the solutions,
• the geometric structure of the solutions in a neighbourhood of the “inter-
face” between different components (a concept which will be conveniently
defined),
• the geometric structure of the interface itself.
To our knowledge, the only contribution dealing with this kind of problem is [2],
where Berestycki et al. considered the 1-dimensional system
(1.1)

−w′′1,β + λ1,βw1,β = µ1w31,β − βw1,βw22,β in (0, 1)
−w′′2,β + λ2,βw2,β = µ2w32,β − βw21,βw2,β in (0, 1)
wi,β , > 0 in (0, 1), wi ∈ H10 (0, 1) i = 1, 2∫ 1
0
w21,β =
∫ 1
0
w22,β = 1.
Under the assumption that (λ1,β) and (λ2,β) are bounded sequences, they proved
that if xβ ∈ {w1,β = w2,β} (the interface between w1,β and w2,β), then there exists
C > 1 such that
(1.2)
1
C
≤ βw21,β(xβ)w22,β(xβ) ≤ C ∀β > 0;
that is, any family of solutions decays, along sequences of points where w1,β = w2,β ,
like β−1/4, see [2, Theorem 1.1]. Furthermore, they showed that suitable scalings
of (w1,β , w2,β) in a neighbourhood of the interface converge, in C2loc(R), to an entire
solution of
(1.3)

W ′′1 = W1W
2
2
W ′′2 = W
2
1W2 in R
W1,W2 > 0,
see [2, Theorem 1.2]. This means that the geometry of the solutions to (1.3) is
related to the geometry of the solutions to (1.1) near the interface; and in this
perspective it is remarkable that, up to scaling, translations and exchange of the
components, (1.3) has only one solution, see [3, Theorem 1.1].
The purpose of this paper is to generalize the analysis in [2] in higher dimension
and to k ≥ 2 components systems with general form. In order to present and
motivate our study, we introduce some notation and review some known results.
For simplicity, in the rest of the paper the expression “up to a subsequence” will
be understood without always being mentioned.
We consider weak solutions to
(Pβ)
{
−∆ui,β = fi,β(x, ui,β)− βui,β
∑
j 6=i aiju
2
j,β in Ω
ui,β > 0 in Ω,
i = 1, . . . , k,
where aij = aji > 0, β > 0, and Ω is a domain of RN neither necessarily bounded,
nor necessarily smooth, with N ≤ 4. Since any coupling parameter βaij is positive,
with the considered sign convention the relation between any pair of densities ui,β
and uj,β is of competitive type. Concerning the nonlinearities fi,β , we always
assume that fi,β ∈ C1(Ω× R) are such that:
(F1) fi,β(x, s) = O(s) as s → 0, uniformly in x ∈ Ω, that is there exists C > 0
such that
max
s∈[0,1]
sup
x∈Ω
∣∣∣∣fi,β(x, s)s
∣∣∣∣ ≤ C i = 1, . . . , k;
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(F2) for any sequence β → +∞ there exist a subsequence (still denoted β) and
functions fi ∈ C1(Ω× R) such that fi,β → fi in Cloc(Ω× R).
We explicitly remark that for the nonlinearity appearing in the classical Gross-
Pitaevskii equation, i.e.
fi,β(x, s) = µis
3 − λi,βs
with µi, λi,β ∈ R, both (F1) and (F2) are satisfied provided {λi,β} is bounded. This
is exactly the assumption in [2].
Let us suppose that
(U1) {uβ : β > 0} is a family of solutions to (Pβ), uniformly bounded in L∞(Ω),
where we used the vector notation uβ = (u1,β , . . . , uk,β). Then, as we showed in
[21], for any compact K b Ω we have that {uβ} is uniformly bounded in Lip(K). As
a consequence, it is possible to infer that there exists a locally Lipschitz continuous
limit u such that uβ → u as β → +∞ in C0,αloc (Ω) (for every 0 < α < 1) and in
H1loc(Ω), and
(1.4)
{
−∆ui = fi(x, ui) in {ui > 0}
ui · uj ≡ 0 in Ω, for every i 6= j,
where fi is the limit of the considered sequence {fi,β} (see [16, 18, 26]).
In the present paper we always assume that (F1), (F2) and (U1) are satisfied,
and therefore we will not explicitly recall them in all our statements. Moreover,
from now on we shall always focus on a particular converging subsequence, and
on the corresponding limit profile, without changing the notation for the sake of
simplicity.
Since the limit u is segregated, it is natural to define the nodal set, or free-
boundary, as Γ := {ui = 0 for every i}. The properties of the free-boundary were
studied in [23] (see also [4]). As limit of strongly competing system, [23, Theorem
8.1] establishes that u belongs to a class of segregated vector valued functions,
called G(Ω) (see Definition 1.2 in [23]), and hence the nodal set Γ has the following
properties: it has Hausdorff dimension N − 1, and it is decomposed into two parts
R and Σ. The set R, called regular part, is relatively open in Γ and is the union of
hyper-surfaces of class C1,α for every 0 < α < 1. The set Σ = Γ \ R, the singular
part, is relatively closed in Γ and has Hausdorff dimension at most N−2. By means
of the Almgren’s frequency function
(1.5) N(u, x0, r) :=
r
∫
Br(x0)
∑k
i=1
(|∇ui|2 − fi(x, ui)ui)∫
∂Br(x0)
∑k
i=1 u
2
i
,
regular and singular part are defined by
R := {x ∈ Γ : N(u, x0, 0+) = 1} , Σ := {x ∈ Γ : N(u, x0, 0+) > 1} .
Combining the results in [23] with those in Section 10 of [10], it is possible to deduce
also that every point x0 ∈ R has multiplicity exactly equal to 2, that is
# {i = 1, . . . , k : for every r > 0 it results Br(x0) ∩ {ui > 0} 6= ∅} = 2.
This prevents in particular the occurrence of self-segregation.
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1.1. Main results: asymptotic estimates. For a large part of the paper we will
be interested in studying the decay rate of the sequence {uβ} as β → +∞ in a
neighbourhood of points of the free-boundary Γ = {u = 0}. As already recalled,
the only results available in this context are those contained in [2, Theorem 1.1].
We mention that decay estimates are not only relevant for themselves, but are
useful since they suggest the correct asymptotic behaviour in some approximated
optimal partition problems, finally leading to powerful monotonicity formulae for
competing systems, see [2, Theorem 1.6], [3, Theorem 5.6] and [26, Lemma 4.2].
In what follows we discuss the generalization of the analysis in [2] in higher
dimension. Already in the plane, the situation is much more involved with respect
to the 1-dimensional problem: first, due to the richer structure of the free-boundary
Γ. Second, due to the fact that we deal with more than 2 components, so that, as
we shall see, we have to distinguish the dominating functions (which will have a
suitable decay) from the other ones (which will decay much faster). Finally due to
fact that the Hamiltonian structure of the problem, one of the key tools used in [2]
for the proof of (1.2) in dimension N = 1, is lost for general nonlinearities fi,β , and
in any case is much less powerful in subsets of RN with N ≥ 2 than in R (we point
out that for general fi,β the forthcoming results are new results also in dimension
N = 1).
In order to overcome these difficulties, we develop a new approach based upon
monotonicity formulae and tools from geometric measure theory.
The first of our results is a consequence of the uniform Lipschitz boundedness
of {uβ} in compacts of Ω, see [21], and extends the upper estimate in (1.2) to the
present setting.
Theorem 1.1. For every compact set K b Ω there exists C > 0 such that
βu2i,βu
2
j,β ≤ C in K, for every i 6= j.
Notice that, by the lower estimate in (1.2), the result is optimal in general.
In order to derive finer properties, we introduce the concept of interface of uβ .
Definition 1.2. We define the interface of uβ as
Γβ :=
{
x ∈ Ω
∣∣∣∣ ui,β(x) = uj,β(x) for some i 6= jand ui,β(x) ≥ ul,β(x) for all the other indices l
}
Roughly speaking, a point x is on the interface of uβ if at least two components
coincide in x, and the remaining ones are smaller. Notice that, if the number of
components is k = 2, then the interface is naturally defined as
Γβ := {u1,β = u2,β}.
As we shall see, the interface plays the role of the free boundary Γ = {u = 0}
for the β-problem (Pβ). A simple intuitive reason for this is that any converging
sequence of points in Γβ necessarily converges to a limit in Γ. Moreover, if x ∈ Γ,
then there exists a sequence of points in Γβ approaching x.
Proposition 1.3. If xβ ∈ Γβ and xβ → x0 ∈ Ω as β → +∞, then x0 ∈ Γ.
Moreover, if u 6≡ 0, then for any x0 ∈ Γ there exists xβ ∈ Γβ such that xβ → x0.
In what follows we consider the problem of estimating the rate of convergence of
uβ in sequences of points on the interfaces Γβ . By Theorem 1.1, if xβ ∈ Γβ , then
(1.6) ui,β(xβ) ≤ C
β1/4
for every i = 1, . . . , k.
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This estimate holds for all the components ui,β . On the other hand, since on
the interface we have two (or more) components dominating over the others, it is
natural to expect that for the remaining ones the rate of convergence to 0 is faster.
We can prove this assuming that xβ → x0 ∈ R, the regular part of Γ; recall that
in this case x0 has multiplicity 2.
Theorem 1.4. Let x0 ∈ R. Let i1 and i2 be the only two indices such that ui1 , ui2 6≡
0 in a neighbourhood of x0. There exist a radius R > 0 and a constant C > 0
independent of β  1 such that:
• BR(x0) ∩ Γβ = {ui1,β = ui2,β} ∩ BR(x0), and moreover BR(x0) \ Γβ is
constituted exactly by two connected components which are {ui1,β > ui2,β}∩
BR(x0) and {ui1,β < ui2,β} ∩BR(x0);
• for any j 6= i1, i2, the density uj,β decays exponentially, in the sense that
there exists C1, C2 > 0 independent of β such that
sup
BR(x0)
uj,β ≤ C1e−C1βC2 .
• in BR(x0) the system reduces to{
−∆ui1,β = fi1,β(x, ui1,β)− βui1,βu2i2,β − ui1,βoβ(1)
−∆ui2,β = fi2,β(x, ui2,β)− βui2,βu2i1,β − ui2,βoβ(1)
where oβ(1) is a exponentially small perturbation in the L
∞-norm.
The theorem establishes that the components that converge to zero in a neigh-
bourhood of x0 decay much faster (indeed exponentially in β) than those who
survive in the limit. This, although naturally expected, is far from being trivial,
and is new also in dimension N = 1. Moreover, an important consequence of the
first point is that in a neighbourhood of any point x0 ∈ R the interfaces Γβ do not
self-intersect, and separates BR(x0) in exactly two connected components.
We now turn to the problem of extending the lower bound in (1.2) to higher
dimension. It is interesting that such estimate does not always hold; this is related
to the fact that, while in R the free-boundary is made of single points and is purely
regular, in RN with N ≥ 2 the singular part Σ appears, and it turns out that
therein the decay of the solutions is faster. In order to prove this, we suppose that:
(U2) the limit profile of the sequence {uβ} is u 6≡ 0.
When compared with the setting considered in [2], equation (1.1), (U2) reduces to
the normalization condition on the L2-mass of the components (our assumption is
in fact weaker).
Theorem 1.5. Under (U2), if xβ ∈ Γβ and xβ → x0 ∈ Σ as β → +∞, then
lim sup
β→+∞
β1/4
(
k∑
i=1
ui,β(xβ)
)
= 0.
The previous result leaves open the possibility that the lower estimate (1.2) still
holds for sequences in Γβ converging to the regular part of the free-boundary. We
believe that this is the case, but for the moment we can only prove a sub-optimal
result.
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Theorem 1.6. Under (U2), let xβ ∈ Γβ, and suppose that xβ → x0 ∈ R ⊂ Γ
as β → +∞. Let i1 and i2 be the only two indices such that ui1 , ui2 6≡ 0 in a
neighbourhood of x0. Then, for every ε > 0 there exists Cε > 0 such that
β1/4+εui1,β(xβ) = β
1/4+εui2,β(xβ) ≥ Cε.
We conjecture that the previous estimate holds replacing the exponent 1/4 + ε
with 1/4. Theorem 1.6 is actually a corollary of a more general statement. We
recall the definition of the Almgren quotient, equation (1.5).
Theorem 1.7. Under assumption (U2), let xβ ∈ Γβ such that xβ → x0 ∈ Γ. Let
N(u, x0, 0
+) = D. Then for any ε > 0 there exists Cε > 0 such that
lim inf
β→+∞
β(D+ε)/(2+2D)
(
k∑
i=1
ui,β(x)
)
≥ Cε.
The last asymptotic estimate we present regards the quantification of the im-
provement of the decay arround the singular part of the free-boundary, under ad-
ditional assumptions. We suppose that
(A) aij = 1 for every i 6= j,
and introduce the following notion:
Definition 1.8. We define the singular part of the interface Γβ as
Σβ := Γβ \
x ∈ Γβ
∣∣∣∣∣∣
there exist exactly two indices i1 6= i2 such that
ui1,β(x) = ui2,β(x) > uj,β(x) for all j 6= i1, i2,
and ∇(ui1,β − ui2,β)(x) 6= 0
 .
The definition is inspired by classical contributions regarding the singular set
of solutions of elliptic equations, see for instance [14] and the references therein.
Actually, thanks to (F1) the main results in [14] are applicable for any β fixed,
and hence the closed set Γβ can be decomposed in (Γβ \ Σβ) ∪ Σβ , where Γβ \ Σβ
is relatively open in Γβ and is the collection of C1,α hyper-surfaces, while Σβ is
relatively closed and has Hausdorff dimension at most N − 2. In other words, the
same decomposition holding for Γ holds also for Γβ .
Theorem 1.9. Under assumptions (U2) and (A), let xβ ∈ Σβ for every β, xβ → x0
as β → +∞. Then x0 ∈ Σ, and for every ε > 0 there exists Cε > 0 such that
lim sup
β→+∞
β3/10−ε
(
k∑
i=1
ui,β(xβ)
)
≤ Cε.
Condition xβ ∈ Σβ means that we can reach the singular part of the free-
boundary through a sequence of points on the singular part of Γβ (in general the
existence is not guaranteed).
Remark 1.10. In the previous discussion we believe that assumption (A) is not
really necessary, and that the last result hold also for general symmetric matrices
(aij)i,j . Nevertheless, in the proof of Theorem 1.9 we shall make use of several
intermediate results proved in [3, 19], where a system with aij = 1 is considered.
For this reason, we prefer to assume (A).
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In what follows we briefly describe the strategy of the proofs of the previous
results. While Theorem 1.1 rests essentially only on the Lipschitz boundedness of
{uβ} in compacts of Ω, the other decay estimates are much more involved and
require several intermediate propositions of independent interest.
1.2. Main results: normalization and blow-up. The following is a crucial
intermediate step in the proofs of Theorems 1.5-1.9:
Theorem 1.11. Under assumption (U2), let xβ ∈ Γβ, and suppose that xβ →
x0 ∈ Γ as β → +∞. There exists a sequence of radii rβ > 0, rβ → 0 as β → +∞,
such that the scaled sequence
vβ(x) :=
uβ(xβ + rβx)
H(uβ , xβ , rβ)1/2
, where H(uβ , xβ , rβ) :=
1
rN−1β
∫
∂Brβ
k∑
i=1
u2i,β ,
is convergent in C2loc(RN ) to a limit V, solution to
(1.7)
{
∆Vi =
∑
i6=j aijViV
2
j
Vi ≥ 0
in RN .
The profile V has at least two non-trivial components and at most polynomial
growth, in the sense that
V1(x) + · · ·+ Vk(x) ≤ C(1 + |x|d) ∀x ∈ RN
for some C, d ≥ 1.
Hence, for any dimension N ≥ 1, the geometry of the solutions with polynomial
growth of (1.7) is responsible for the geometry of uβ near the interface Γβ , at least
for β sufficiently large (cf. [2, Theorem 1.2]).
In this perspective, we can completely characterize the solution V, and hence
the geometry of {uβ}, around the regular part of the free boundary.
Corollary 1.12. Under the assumptions of Theorem 1.11, let x0 ∈ R. Then V
has only two non-trivial components, say V1 and V2; (V1, V2) has linear growth, and
is the unique 1-dimensional solution of
(1.8)

∆V1 = a12V1V
2
2
∆V2 = a12V
2
1 V2
V1, V2 > 0
in RN .
Here and in what follows we write that a function is 1-dimensional if, up to a
rotation, it depends only on one variable. We postpone a detailed review of the
known results about (1.7) to Section 2. For the moment, we anticipate that solu-
tions of (1.7) having linear growth are classified: up to rigid motions and suitable
scaling, there exists a unique 1-dimensional solution [19, 26, 27]. Therefore, the
theorem establishes that, along sequences of points converging to the regular part
of Γ, suitable scaling of the original solutions approaches a uniquely determined
archetype profile in C2-sense.
If x0 ∈ Σ, the singular part of the free-boundary, then the picture is more
involved and a complete classification of the admissible limits solving (1.7) seems
out of reach. Indeed, in such case the emerging profile V has not linear growth,
and (1.7) has infinitely many distinct solutions superlinear solutions [3, 20, 22]. In
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any case, under additional assumptions we can still say something on the emerging
limit profile. Recall that Σβ has been defined in Definition 1.8.
Corollary 1.13. Under assumptions (U2) and (A), let xβ ∈ Σβ for every β. Then
x0 ∈ Σ, and the limit profile V obtained in Theorem 1.11 is not 1-dimensional.
The relation between Theorem 1.11 and the proofs of Theorems 1.5-1.9 can be
summarized by the following simple idea:
• firstly, we can deduce properties of the emerging limit V, imposing different
assumptions on xβ ;
• secondly, we can use the properties of V in order to prove the desired decay
estimates.
For instance Corollary 1.13 will be the base point in the derivation of Theorem 1.9.
1.3. Main results: uniform regularity of the interfaces and its conse-
quences. We now present our analysis concerning uniform regularity properties
for the interfaces Γβ away from its singular set Σβ . Notice that, by definition and
by the regularity of uβ for β fixed, the sets Γβ are closed subsets. Moreover, Σβ is
a relatively closed subset of Γβ . It is now the time to introduce a convenient notion
of “regular part” of Γβ .
Definition 1.14. For ρ > 0 fixed, we let
Rβ(ρ) =
{
x ∈ Γβ : Nβ(uβ , x, ρ) < 1 + 1
4
}
.
ui,β > uj,β
ui,β = uj,β
Σβ
Rβ(ρ)
Figure 1. A sketch of the interface Γβ for β fixed: the dashed line
represents the regular part of the free boundary Rβ(ρ), while the
corner points belong to the singular part Σβ . As it will be proved,
the singular part Σβ is detached from Rβ(ρ).
As we shall see in Lemma 5.1, by taking the parameter ρ sufficiently small, the
sets Rβ(ρ) is a subset of Γβ \Σβ and is detached, uniformly in β, from the singular
part Σ of the limit free-boundary Γ = {u = 0} (and thus is also uniformly detached
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from Σβ). Our main result states that for any fixed ρ > 0, the sets Rβ(ρ) enjoy a
uniform vanishing Reifenberg flatness condition. Specifically, we have:
Theorem 1.15. Let K b Ω be a compact set, let ρ > 0, and let us assume that
(U2) holds. For any δ > 0 there exists R > 0 such that for any xβ ∈ Rβ(ρ) ∩K
and 0 < r < R there exists a hyper-plane Hxβ ,r ⊂ RN containing xβ such that
distH(Rβ(ρ) ∩Br(xβ), Hxβ ,r ∩Br(xβ)) ≤ δr.
Here and in what follows distH denotes the Hausdorff distance, defined by
distH(A,B) := sup
{
sup
a∈A
dist(a,B), sup
b∈B
dist(b, A)
}
.
We emphasize that in the previous theorem, the radius R depends on ρ and δ, but
not on β: this is what we mean writing that the condition holds uniformly.
The uniform vanishing Reifenberg flatness condition has several consequences:
first, it implies a uniform-in-β local separation property of Γβ in a neighbourhood
of any point of Rβ(ρ). In turn, recalling also Proposition 1.3, is the key in the proof
of Theorem 1.4.
At the moment we do not know if the vanishing Reifenberg flatness condition is
the optimal property which holds, uniformly in β, for a subset of Γβ \Σβ . In order
to understand if Theorem 1.15 is really satisfying or not, let us focus for simplicity
on a 2 components system, so that Γβ = {u1,β − u2,β = 0}, and let x0 be a regular
point of the limit free boundary Γ = {u = 0}. Recalling the decompositions of Γ
and Γβ in regular and singular part, and also the first point in Theorem 1.4, we
know that for R > 0 small enough {Γβ ∩ BR(x0) : β} ∪ Γ ∩ BR(x0) is a family of
C1,α-hypersurfaces. It is natural to wonder if this family is uniformly of class C1,α,
that is, if any Γβ is locally the graph of a function φβ , with {φβ} bounded in C1,α.
This would imply the uniform Reifenberg flatness, being a much stronger results.
A natural attempt in order to prove uniform C1,α regularity consists in trying to
show that {u1,β−u2,β} is uniformly bounded in C1,α(BR(x0)) (we recall that by the
reflection law in [23], even though the limit function u is not regular, the difference
u1 − u2 is of class C1 in a neighbourhood of any point in the regular part of Γ).
With the C1,α-boundedness of {u1,β − u2,β} and other considerations, one could
prove the uniform C1,α regularity of Γβ ∩ BR(x0), thus a natural question is now:
is it true that {u1,β − u2,β} is uniformly bounded in C1,α in BR(x0)?
Proposition 1.16. If xβ ∈ Γβ is such that xβ → x0 ∈ R, then in general
lim
β→+∞
∇(u1,β − u2,β)(xβ) 6= ∇(u1 − u2)(x0).
In particular, in this case {u1,β − u2,β} cannot be bounded in C1,α.
For this reason, we think that the uniform Reifenberg flatness can be already
considered as a relevant result.
Remark 1.17. Thanks to [23, Section 8], it is known that limits of the strongly
competing system (Pβ) share a number of properties with limits of the Lotka-
Volterra system
(1.9) −∆ui,β = fi,β(x, ui,β)− βui,β
∑
j 6=i
aijuj,β in Ω.
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It is then remarkable to observe that, while by the nature of the interaction {u1,β−
u2,β} is uniformly bounded in C1,α if {uβ} is a family of solutions to (1.9), this is
not the case for (Pβ).
Remark 1.18. At a first glance the reader could think that Γβ \ Σβ would have
been a more natural notion of regular part of Γβ . But we point out that we cannot
expect any uniform-in-β regularity property for Γβ \ Σβ , since this relatively open
subset of Γβ naturally approaches the singular part Σβ (and thus Σ). This is why
we introduced Rβ(ρ).
Structure of the paper and some notation. The second section is devoted to
some preliminaries on monotonicity formulae for solutions to (Pβ) and their limits,
most of which are already known, and to the collection of some useful results
regarding entire solutions of system (1.7). Theorem 1.1 and Proposition 1.3 are
proved in Section 3. Theorems 1.5-1.9 are the object of Section 4, where we also
prove Theorem 1.11 and its corollaries. The uniform Reifeberg flatness condition
and its consequences, among which Theorem 1.4, are addressed in Section 5.
With the exception of the proof of Theorem 1.1, we will consider for the sake of
simplicity the system with fi,β ≡ 0, that is
(1.10)
{
∆ui = βui
∑
j 6=i aiju
2
j in Ω
ui > 0 in Ω,
with aij = aji > 0 and β > 0. All the results that we present hold for the complete
system (Pβ), as stated in the introduction. The proofs differ mainly for technical
details, related to the fact that we shall use several monotonicity formulae, which
in presence of fi,β 6≡ 0 become almost-monotonicity formulae, and hence in most
of the forthcoming estimates exponential remainder terms appear. The point is
that, thanks to (F1) and (U1), such terms can be conveniently controlled. The
interested reader can fill the details combining the approach here with that in [21],
where all the results are proved in full generality, and where we had to deal with the
same technical complications, see also the remarks in the next sections for further
details. We chose to focus on system (1.10) with the aim of making our ideas more
transparent, and the proofs technically simpler.
In this paper we adopt a notation which is mainly standard. We mention that we
denote by Br(x) the ball of center x and radius r, writing simply Br in the frequent
case x = 0. We recall that we often omit the expression “up to a subsequence”.
Finally, C will always denote a positive constant independent of β, whose exact
value can be different from line to line.
2. Preliminaries
2.1. Monotonicity formulae for solutions to competing systems. We collect
some known and new results concerning monotonicity formulae for solutions of
(1.10), for which we refer to [21, Section 3.1] (see also [3, 4, 16] for similar results).
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For x0 ∈ Ω and r > 0 such that Br(x0) b Ω, we define
• H(u, x0, r) := 1
rN−1
∫
∂Br(x0)
k∑
i=1
u2i
• E(u, x0, r) := 1
rN−2
∫
Br(x0)
k∑
i=1
|∇ui|2 + 2β
∑
1≤i<j≤k
aiju
2
iu
2
j
• N(u, x0, r) := E(u, x0, r)
H(u, x0, r)
(Almgren frequency function).
(2.1)
Proposition 2.1. In the previous setting, for N ≤ 4 the function r 7→ N(u, x0, r)
is monotone non-decreasing. Moreover,
(2.2)
d
dr
logH(u, x0, r) =
2
r
N(u, x0, r) ≥ 0.
As a consequence of the monotonicity of the Almgren frequency function, we
have the following.
Proposition 2.2. Let u be a solution of (1.10), and for some x0 ∈ Ω and r˜ > 0,
let γ := N(u, x0, r˜). Then
r 7→ E(u, x0, r) +H(u, x0, r)
r2γ
is non-decreasing for r > r˜.
Proof. At first, integrating (2.2) in (r˜, r), we deduce that
r 7→ H(u, x0, r)
r2γ
is non-decreasing for r > r˜.
Therefore, using also the monotonicity of N(u, x0, ·), it results
d
dr
log
(
E(u, x0, r) +H(u, x0, r)
r2γ
)
=
d
dr
log (N(u, x0, r) + 1)
+
d
dr
log
(
H(u, x0, r)
r2γ
)
≥ 0. 
Finally, we recall a version of the Alt-Caffarelli-Friedman monotonicity formula
suited to deal with solutions of (1.10), see Theorem 3.14 in [21] and also Theorem
4.3 in [26]. To this aim, we introduce the functionals
J1(r) :=
∫
Br
|∇u1|2 + βa12u21u22
|x|N−2
J2(r) :=
∫
Br
|∇u2|2 + βa12u21u22
|x|N−2 ,
and we define J(r) := J1(r)J2(r)/r
4.
Proposition 2.3. Let u be a solution of (1.10), with Ω c BR(0) for some R > 1,
and let us assume that there exist λ, µ > 0 such that
1
λ
≤
∫
∂Br
u21∫
∂Br
u22
≤ λ and 1
rN−1
∫
∂Br
u21 ≥ µ
for every r ∈ [1, R]. Then there exists C > 0 depending only on λ, µ, and on the
dimension N , such that
r 7→ J(r) exp{−C(βr2)−1/4} is non-decreasing for r ∈ [1, R].
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2.2. Almgren monotonicity formulae for segregated configurations. In [23,
Definition 1.2], the authors introduced the sets G(Ω) and Gloc(Ω), classes of segre-
gated vector valued functions sharing several properties with solutions of compet-
itive systems, including a version of the Almgren monotonicity formula. What is
important for us is that, as already recalled in the introduction, if {uβ} is a se-
quence of solutions of (Pβ) (or of the simplified system (1.10)) and uβ → u locally
uniformly and in H1loc, then u ∈ G(Ω).
For elements of G(Ω), with a slight abuse of notation, let
• E(v, x0, r) := 1
rN−2
∫
Br(x0)
k∑
i=1
|∇vi|2
• N(v, x0, r) := E(v, x0, r)
H(v, x0, r)
(Almgren frequency function),
(2.3)
where H is defined as in (2.1).
We recall some known facts. The following are a monotonicity formula for func-
tions of G(Ω), and a lower estimate of N(v, x0, 0+) for points x0 on the free bound-
ary {v = 0}, for which we refer to [23, Theorem 2.2 and Corollary 2.7] and [19,
Lemma 4.2].
Proposition 2.4. Let v ∈ G(Ω). For every x0 ∈ Ω and r > 0 such that Br(x0) b
Ω, we have H(v, x0, r) 6= 0, and the function N(v, x0, r) is absolutely continuous
and non-decreasing in r. Moreover
d
dr
logH(v, x0, r) =
2N(v, x0, r)
r
,
and N(v, x0, r) ≡ α is constant for r ∈ (r1, r2) if and only if v = rαg(θ) is
homogeneous of degree α in {r1 < |x| < r2} (here (r, θ) is a system of polar coor-
dinates centred in x0). Finally, if x0 ∈ {v = 0}, then either N(v, x0, 0+) = 1, or
N(v, x0, 0
+) ≥ 3/2.
Remark 2.5. In [19, Lemma 4.2] it is shown that the alternative N(v, x0, 0
+) =
1, or N(v, x0, 0
+) ≥ 3/2, holds for the subclass of Gloc(RN ) containing all the
homogeneous functions. This is sufficient to have the result in G(Ω) for any Ω,
and to prove this we argue in the following way: let v ∈ G(Ω), not necessarily
homogeneous, and let x0 ∈ {v = 0}. Let us consider a normalized blow-up
wi,ρ(x) :=
vi(x0 + ρx)
H(v, x0, ρ)1/2
.
Up to a subsequence, the family {wρ} is convergent in C0,αloc (RN ) and H1loc(RN ),
for ρ→ 0+, to a limit homoegenous function w ∈ Gloc(RN ) (see Section 3 in [23]).
Thus, for every r > 0
N(w, 0, 0+) = (by homogeneity) = N(w, 0, r) = lim
ρ→0+
N(wρ, 0, r)
= lim
ρ→0+
N(v, x0, ρr) = N(v, x0, 0
+),
and Lemma 2.7 in [19] applies.
Remark 2.6. It is worth to observe that the characterization “N(v, x0, r) ≡ α
is constant for r ∈ (r1, r2) if and only if v = rαg(θ) is homogeneous of degree α
in {r1 < |x| < r2}” remains true also if v is a solution of (1.10). But, since such
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problem does not admit homogeneous solutions (but constant ones), this means
that for any non-constant solution of (1.10) the Almgren frequency function is
strictly monotone.
2.3. On entire solutions of system 1.7. Theorem 1.11 establishes a relationship
between the behaviour of solutions to (Pβ) near the interface and the geometry of
the solutions to (1.7): {
∆Vi = Vi
∑
j 6=i aijV
2
j
Vi ≥ 0
in RN ,
with k ≥ 2, N ≥ 1, and aij = aji. As stated in the introduction, this relationship
will be exploited many times in the rest of the paper, and to this aim we recall
some known results concerning existence and classification of solutions to (1.7).
The first trivial observation is that, by the strong maximum principle, the di-
chotomy Vi > 0 or Vi ≡ 0 in RN holds.
Let us consider now the k = 2 components system; in such a situation, with-
out loss of generality we can suppose a12 = a21 = 1. The 1-dimensional prob-
lem N = 1 is classified: up to rigid motions and suitable scaling, there exists a
unique 1-dimensional solution satisfying the symmetry property V2(x) = V1(−x),
the monotonicity condition V ′1 > 0 and V
′
2 < 0 in R, and having at most linear
growth, see [2, Lemma 4.1 and Theorem 1.3] and [3, Theorem 1.1].
The linear growth is the minimal admissible growth for non-constant solutions
of (1.7), in the sense that in any dimension N ≥ 1, if (V1, V2) is a nonnegative
solution and satisfies the sublinear growth condition
V1(x) + V2(x) ≤ C(1 + |x|α) in RN
for some α ∈ (0, 1) and C > 0, then one between V1 and V2 is 0, and the other has
to be constant. This Liouville-type theorem has been proved by B. Noris et al. in
[16, Propositions 2.6].
In contrast to the 1-dimensional case, already for N = 2 the 2 components system
(1.7) has infinitely many positive solutions with algebraic growth, see [3], and also
solutions with exponential growth, see [22]. These existence results was extended
also to systems with k > 2 arbitrary, but only under assumption (A). Notice that
by Theorem 1.11 solutions with exponential growth cannot be obtained as blow-
up limits of sequences {uβ} satisfying (U1) and (U2). We also observe that the
existence of solutions in RN with N ≥ 3 which are not obtained by solutions in R2
has been recently proved in [20].
In parallel to the study of the existence, great efforts have been devoted to the
research of reasonable conditions which, if satisfied by a solution of (1.7), imply the
1-dimensional symmetry of such solution; this, as explained in [2], is inspired by
some analogy in the derivation of (1.7) and of the Allen-Chan equation, for which
symmetry results in the spirit of the celebrated De Giorgi’s conjecture have been
widely investigated. For systems of k = 2 components, we refer to [12], dealing with
monotone solutions in dimension N = 2; to [13], where a Gibbons-type conjecture
for (1.7) is proved for any N ≥ 2; and to [26, 27], where it is showed that in
any dimension N ≥ 2, any solution of (1.7) having linear growth is 1-dimensional.
Writing that (V1, V2) has linear growth, we mean that there exists C > 0 such that
V1(x) + V2(x) ≤ C(1 + |x|) ∀x ∈ RN .
14 NICOLA SOAVE AND ALESSANDRO ZILIO
It is worth to point out that the linear growth condition can be rephrased requiring
that N(V, 0,+∞) ≤ 1, where N(V, 0,+∞) = limr→+∞N(V, 0, r) (which exists by
monotonicity of the frequency function). Other symmetry results for k = 2 are [2,
Theorem 1.8] and [3, Theorem 1.12], which are now particular cases of the Wang’s
results, and the theorems in [11], where stable or monotone solutions with linear
growth of more general systems are considered.
Regarding 1-dimensional symmetry for systems with several components, we
refer to [19, Theorem 1.3], where for any k ≥ 2 the authors generalized the main
results in [13] and [26, 27] under assumption (A). Another important result, which
we shall use in the following, is [19, Corollary 1.9], where it is proved that if (A)
holds and V is a non-constant solution to (1.7), then
• either N(V, 0,+∞) = 1, and in such case V has linear growth, has exactly
2 nontrivial components, and is 1-dimensional,
• or N(V, 0,+∞) ≥ 3/2, and hence V has not linear growth. In this latter
case, adapting Lemma 4.2 in [2] to systems with several components, it is
not difficult to deduce that V cannot be 1-dimensional.
To conclude this session, we remark that when k > 2 but (A) does not hold, it is
still possible to recover the classification results in [26, 27]. Indeed, independently of
aij , by [19, Corollary 1.12] any non-constant solution to (1.7) having linear growth
has exactly 2-nontrivial components, and hence the results in [26, 27] are applicable.
3. Decay estimates I
This section is devoted to the proof of Theorem 1.1 and Proposition 1.3. Thus,
(F1), (F2) and (U1) are in force. We start recalling an important decay estimate
which will be frequently used in this paper.
Lemma 3.1 (Lemma 4.4 in [9]). Let x0 ∈ RN and r > 0. Let v ∈ H1(B2r(x0))
satisfy 
−∆v ≤ −Kv in B2r(x0)
v ≥ 0 in B2r(x0)
v ≤ A on ∂B2r(x0),
where K and A are two positive constants. Then for every α ∈ (0, 1) there exists
Cα > 0, not depending on A, K, R and x0, such that
sup
x∈Br(x0)
v(x) ≤ αAe−CαK1/2r.
This result, together with the uniform boundedness in the Lipschitz norm of
{uβ} (proved in [21]), is the main ingredient in the proof of Theorem 1.1.
Proof of Theorem 1.1. For an arbitrary compact K b Ω, let K ′ be such that K b
K ′ b Ω. By contradiction, we assume that there exist sequences βn → +∞ and
xn ∈ K such that
β1/2n ui,n(xn)uj,n(xn)→ +∞ as n→∞ for some i, j = 1, . . . , k,
where un = uβn . By compactness, up to a subsequence xn → x0 ∈ K. Moreover,
without loss of generality, we can suppose that i = 1, j = 2, and
(3.1) u1,n(xn), u2,n(xn) ≥ uh,n(xn) ∀h 6= 1, 2.
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Step 1) For every i, the sequence (ui,n(xn)) converges to 0 as n→∞.
As already observed in the introduction, by (F1), (F2) and (U1) we know that
un → u in C0(K ′) and H1(K ′). If for instance u1,n(xn) ≥ 3δ > 0 for every n, then
u1(x0) ≥ 2δ, and in turn, by the uniform Lipschitz boundedness [21], u1,n ≥ δ in a
neighbourhood B2ρ(x0). In particular, this implies by (F2) that for any j 6= 1
(3.2) −∆uj,n = −βnaiju2i,nuj,n + fj,βn(x, uj,n) ≤ (C − Cβn)uj,n ≤ −Cβnuj,n
in B2ρ(x0). Since uj,n is also positive and bounded in L
∞(B2ρ(x0)), uniformly in
n, we deduce by Lemma 3.1 that
sup
Bρ(x0)
uj,n ≤ Ce−Cβ1/2n ρ ∀j = 2, . . . , k, ∀n.
It follows that
β1/2n u1,n(xn)u2,n(xn) ≤ Cβ1/2n e−Cβ
1/2
n ρ
for every n sufficiently large, in contradiction with the unboundedness of the left-
hand side.
Step 2) Conclusion of the proof.
Let εn :=
∑k
i=1 ui,n(xn). By Step 1, εn → 0 as n→∞. Let
u˜i,n(x) :=
1
εn
ui,n(xn + εnx) i = 1, . . . , k,
well defined on scaled domains K ′n := (K
′−xn)/εn exhausting RN as n→∞ (here
we used the fact that K b K ′). Note that the normalization has been chosen in such
a way that
∑
i u˜i,n(0) = 1, and the sequence {u˜n} inherits by {un} the uniform
boundedness of the Lipschitz semi-norm. As a consequence, {u˜n} is uniformly
bounded on compact sets. Now,
−∆u˜i,n = −ε4nβnu˜i,nu˜2j,n − εnfi,βn(xn + εnx, εnu˜i,n(x)) in K ′n,
and the new competition parameter diverges: indeed by assumption
ε4nβn =
(∑
i
ui,n(xn)
)4
βn ≥ 6βnu21,n(xn)u22,n(xn)→ +∞.
Therefore, by [18] (see also [16, 26]) we infer that up to a subsequence u˜n → u˜ locally
uniformly, in H1loc(RN ), and u˜iu˜j ≡ 0 in RN for every j 6= i. Together with the
considered normalization, this implies that for instance u˜1(0) = 1, while u˜j(0) = 0
for all the other indices j. Recalling again the uniform Lipschitz boundedness
of {u˜n} on compact sets, for every n sufficiently large we have u˜1,n ≥ 1/2 in a
neighbourhood B2ρ. By (F1), we finally conclude
−∆u˜j,n ≤ −Cε4nβnu˜j,n + Cε2nu˜j,n ≤ −Cε4nβnu˜j,n ∀j 6= 1, ∀n
in the ball B2ρ. Thanks to Lemma 3.1, this implies that
βnu
2
1,n(xn)u
2
2,n(xn) = βnε
4
nu˜
2
1,n(0)u˜
2
2,n(0) ≤ Cβnε4ne−Cβ
1/2
n ε
2
nρ → 0
as n→∞, a contradiction. 
Remark 3.2. We wish to observe that the uniform Lipschitz boundedness of the
sequence {un} is essential in our proof in order to deduce that {u˜n} is locally
L∞-bounded on compact sets of RN . Notice that the uniform Ho¨lder boundedness
would not be sufficient.
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Now we proceed with the:
Proof of Proposition 1.3. If xβ ∈ Γβ and xβ → x0, then clearly x0 ∈ Γ by local
uniform convergence uβ → u ∈ G(Ω). Let now x0 ∈ Σ with u 6≡ 0, and let us
show that there exists xβ ∈ Γβ such that xβ → x0. If this is not the case, then
dist(x0,Γβ) ≥ δ > 0 independently on β. But then there exists an index i such
that (up to a subsequence)
x0 ∈ {ui,β > uj,β for every j 6= i} ∀β =⇒ Bδ/2(x0) ⊂ {ui > 0} ∪ Γ.
It cannot be Bδ/2(x0) ∩ R 6= ∅, otherwise we would have self-segregation around
the regular part of the free-boundary, in contradiction with [10, Section 10]. This
means that Bδ/2(x0)∩Γ = Bδ/2(x0)∩Σ, being the Hausdorff dimension of Σ at most
N −2 (see [23] and the previous section). In turn, we deduce that −∆ui = fi(x, ui)
and ui > 0 in Bδ/2(x0) \ Σ, which implies −∆ui = fi(x, ui) in Bδ/2(x0) since Σ
has 0 capacity, and in turn gives ui(x0) > 0 by the strong maximum principle, a
contradiction. 
4. Blow-up and decay estimates II
In the first part of this section we prove Theorem 1.11. This, together with
Corollaries 1.12 and 1.13, will be the base point to obtain Theorems-1.9. Theorem
1.5 will be the object of the last part of the section.
As announced at the end of the introduction, for the sake of simplicity we deal
with a sequence of solutions to (1.10),{
∆ui,β = βui,β
∑
j 6=i aiju
2
j,β in Ω
ui,β > 0 in Ω,
satisfying (U1) and (U2): {uβ} is uniformly bounded in L∞(Ω), and is convergent
to a nontrivial limit profile u ∈ G(Ω). Let K b Ω be a compact set; then there
exists r¯ > 0 such that B2r¯(x) b Ω for every x ∈ K. Firstly, we derive a simple
consequence of assumption (U2).
Lemma 4.1. There exists C¯ > 0 such that
E(uβ , x0, r), N(uβ , x0, r) ≤ C¯
for every x0 ∈ K, r ∈ (0, r¯], and for every β.
Proof. Since E is monotone non-decreasing as function of r, for the first part of the
thesis it is sufficient to bound E(uβ , x0, r¯) uniformly in x0 and β. This can be done
as in point (6) of Lemma 2.1 in [21] (in the present setting it is actually easier),
and we only sketch the proof for the sake of completeness. Let ϕ ∈ C∞c (B2r¯), with
ϕ ≡ 1 in Br¯ and 0 ≤ ϕ ≤ 1. Let ϕx0(y) := ϕ(x − x0). By testing the equation in
(1.10) with ϕx0 , we can show that∫
Br¯(x0)
βui,β
∑
j 6=i
aiju
2
j,β ≤ C
for some C > 0 independent of x0 and β. This, together with assumption (U1),
gives the boundedness of ∫
Br¯(x0)
∑
j 6=i
aiju
2
i,βu
2
j,β .
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To control the integrals of the square of the gradient, we test the equation in (1.10)
with ui,βϕ
2
x0 , and obtain the desired estimate after some integration by parts.
Concerning the boundedness of the Almgren quotient, by monotonicity again
(Proposition 2.1) it is sufficient to check that N(uβ , x0, r¯) is bounded uniformly in
x0 and β. Thanks to the first part, it is equivalent to prove that H(uβ , x0, r¯) ≥ C >
0 independently of x0 and β. If this is not true, then there exist sequences β → +∞
and xβ ∈ K such that H(uβ , xβ , r¯) → 0. On the other hand, observing that
xβ → x0 ∈ K since K is compact, by uniform convergence we have H(uβ , xβ , r¯)→
H(u, x0, r¯). This is a strictly positive quantity, as ensured by Proposition 2.4 and
assumption (U2), and hence we reached the desired contradiction. 
The following statement suggests the proper choice of rβ in Theorem 1.11.
Lemma 4.2. For any x0 ∈ K and β > 0 sufficiently large, there exists a unique
rβ(x0) > 0 such that
βH(uβ , x0, rβ(x0))rβ(x0)
2 = 1.
Moreover, let {xβ} ⊂ K. Then rβ(xβ)→ 0, and consequently
Ω− xβ
rβ(xβ)
→ RN as β → +∞,
in the sense that for any R > 0 there exists β¯ sufficiently large such that BR ⊂
(Ω− xβ)/rβ(xβ) provided β > β¯.
Proof. First of all, by Proposition 2.1
r 7→ βH(uβ , x0, r)r2
is increasing for any x0 ∈ K and β fixed. Since H(uβ , x0, r¯) → H(u, x0, r¯) and
assumption (U2) is in force, we have
βH(uβ , x0, r¯)r¯
2 > 1 ∀β > β¯.
Moreover, since uβ is a vector valued smooth function with positive components,
it results
lim
r→0+
βH(uβ , x0, r)r
2 = 0,
and hence the thesis follows by the mean value theorem. For the second part of the
lemma we argue by contradiction, assuming that for a sequence xβ ∈ K it results
rβ(xβ) ≥ r˜ > 0. By compactness xβ → x0 ∈ K, and thanks to (U2) and uniform
convergence
1 = βH(uβ , xβ , rβ(xβ))rβ(xβ)
2 ≥ β
2
H(u, x0, r˜)r˜
2 → +∞
as β → +∞, a contradiction. 
With the previous lemmas in hand we can proceed with the proof of Theorem
1.11. Before, we observe that by definition
H(vβ , 0, r) =
H(uβ , xβ , rβr)
H(uβ , xβ , rβ)
E(vβ , 0, r) =
E(uβ , xβ , rβr)
H(uβ , xβ , rβ)
N(vβ , 0, r) = N(uβ , xβ , rβ , r).
(4.1)
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Proof of Theorem 1.11. Let us consider the scaled sequence vβ :
vi,β(x) :=
ui,β(xβ + rβx)
H(uβ , xβ , rβ)1/2
where rβ = rβ(xβ) is given by Lemma 4.2, and we recall that xβ is a sequence of
points on the interfaces Γβ . Thanks to the choice of rβ
(4.2) ∆vi,β(x) = vi,β
∑
j 6=i
aijv
2
j,β in
Ω− xβ
rβ
,
and moreover by (4.1) and Lemma 4.1
N(vβ , 0, r) ≤ C¯ ∀r ≤ r¯
rβ
,
where we recall that r¯ > 0 has been chosen so that B2r¯(x) b Ω for every x ∈ K.
The previous estimate, together with Proposition 2.1, implies that
d
dr
logH(vβ , 0, r) =
2N(vβ , 0, r)
r
≤ 2C¯
r
∀r ≤ r¯
rβ
;
by integrating
H(vβ , 0, r) ≤ H(vβ , 0, 1)r2C¯ ∀r ∈
[
1,
r¯
rβ
]
.
Consequentlym for any fixed r > 1, the sequence {H(vβ , 0, r)}β is bounded, and
since {N(vβ , 0, r)}β is also bounded by Lemma 4.1, we infer that {E(vβ , 0, r)}β
is in turn bounded. Using a Poincare´ inequality, it is not difficult to deduce that
this gives boundedness of {vβ} in H1(Br), and hence also in L2(∂Br). By subhar-
monicity, {vβ} is then L∞-bounded in any compact set of Br, and, by regularity
theory for elliptic equations, this provides C2loc(Br) convergence to a limit V(r),
solution to (1.7) in Br. Since in the previous argument r > 1 has been arbitrar-
ily chosen, we can take a sequence of radii diverging to +∞, and with a diagonal
selection we obtain C2loc convergence to an entire limit profile V. Notice that V
has at least two nontrivial components. Indeed, by definition of Γβ , we known that
ui1,β(xβ) = ui2,β(xβ) ≥ uj,β(xβ) for at least two indices i1 6= i2, for all j. This im-
plies that vi1,β(0) = vi2,β(0) ≥ vj,β(0). Now, it is easy to check that vi1(0) ≥ C > 0:
if not, then Vj(0) = 0 for all j, and since Vj is nonnegative and solves
∆Vj = Vj
∑
i 6=j
aijV
2
i in RN
by the strong maximum principle Vj ≡ 0 in RN for all j, in contradiction with the
fact that ∫
∂B1
k∑
i=1
v2i,β = 1. 
Remark 4.3. If xβ is not necessarily a sequence in Γβ , the previous proof estab-
lishes that the scaled sequence vβ is convergent to a limit V 6≡ 0. It is worth to
point out that in case xβ 6∈ Γβ for β large, such convergence is not really infor-
mative, since the limit function will have only 1 nontrivial components, being a
constant, and all the others will be 0.
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Remark 4.4. It is worth to observe explicitly that the limit system does not
change in presence of nontrivial fi,β(x, ui,β). Indeed, the transformed nonlinearities
appearing in (4.2) takes the form
r2β
H(uβ , xβ , rβ)
fi,β (xβ + rβx, ui,β(xβ + rβx)) ,
and by (F1) can be easily controlled by
r2βui,β(xβ + rβx)
H(uβ , xβ , rβ)
= r2βvi,β(x).
Therefore, once the local L∞ boundedness of {vβ} is proved (instead of the sub-
harmonicity, one can use a Brezis-Kato argument), the transformed nonlinearities
converge to 0 locally uniformly since rβ → 0.
In the same spirit, we observe that if fi,β 6≡ 0 and (F1) holds, then both
H(uβ , xβ , ·) and N(uβ , xβ , ·) are not necessarily monotone, but satisfy some al-
most monotonicity formulae, see Proposition 3.5 in [21]. Using such a result and
refining a little bit the previous computations, it is not difficult to check that what
we proved in this subsection hold also in that context, as stated in the introduction.
4.1. Lower estimates on the decay. We aim at proving Theorem 1.7. As a first
step, we relate the value of uβ on the interface with H(uβ , xβ , rβ).
Lemma 4.5. Let {xβ} ⊂ K, and let rβ = rβ(xβ) be defined by Lemma 4.2. There
exists C > 1 such that
1
C
(
k∑
i=1
ui,β(x)
)2
≤ H(uβ , xβ , rβ) ≤ C
(
k∑
i=1
ui,β(x)
)2
.
Proof. By Theorem 1.11 (see also Remark 4.3) we know that vβ → V 6≡ 0. Thus
there exists C > 0 such that
1
C
≤
k∑
i=1
v2i,β(0) ≤ C.
Recalling the definition of vβ and using the triangular inequality, we obtain the
desired result. 
We are ready to proceed with the:
Proof of Theorem 1.7. Let xβ ∈ Γβ , and let rβ = rβ(xβ) be defined by Lemma 4.2.
Let ε > 0 be fixed. By the continuity of the Almgren frequency function there
exists r¯ > 0 such that N(u, x0, r¯) ≤ D + 2ε. By convergence N(uβ , xβ , r¯) ≤ D + ε
at least for β sufficiently large, and as a consequence of Proposition 2.1 we deduce
that
N(uβ , xβ , r) ≤ D + ε ∀r ≤ r¯.
Therefore
d
dr
logH(uβ , xβ , r) =
2N(uβ , xβ , r)
r
≤ 2(D + ε)
r
∀r ∈ (0, r¯],
which by integration implies that
Cε ≤ H(uβ , xβ , r¯)
r¯2(D+ε)
≤ H(uβ , xβ , r)
r2(D+ε)
∀r ∈ (0, r¯],
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with Cε > 0 by (U2). In particular, recalling that rβ → 0, this estimate holds for
r = rβ , at least for β sufficiently large. But then, thanks to Lemma 4.5 and the
choice of rβ , we obtain(
k∑
i=1
ui,β(xβ)
)2
≥ Cεr2(D+ε)β ≥
Cε
β(D+ε)H(uβ , xβ , rβ)(D+ε)
≥ Cε
β(D+ε)
(∑k
i=1 ui,β(xβ)
)2(D+ε) ,
that is
βD+ε
(
k∑
i=1
ui,β(xβ)
)2(1+D+ε)
≥ Cε,
whence the thesis follows. 
As a corollary:
Proof of Theorem 1.6. If x0 ∈ R, then Theorem 1.7 holds with D = 1, or equiva-
lently
lim inf
β→+∞
β1/4+ε
k∑
i=1
ui,β(xβ) ≥ Cε
The thesis is then a consequence of this estimate and Theorem 1.4, which will be
proved in the next section with an independent argument. 
Remark 4.6. If fi,β 6≡ 0, then we know that N(uβ , xβ , r) is not necessarily mono-
tone in r. But, using Proposition 3.5 in [21], we have however that there exists
C > 0 independent of β (for this we use (F1) and (U1)) such that (N(uβ , xβ , r) +
1) exp{Cr} is non-decreasing in r. This allows to prove Theorem 1.7 in the following
way: for ε > 0, we firstly fix ρ > 0 such that
(N(u, x0, ρ) + 1)e
Cρ ≤ (D + 2ε+ 1).
Since N(u, x0, 0
+) = D + ε, this is possible. At least for β sufficiently large, this
choice implies that N(uβ , xβ , r) ≤ D+ε for any 0 < r < ρ and β. As a consequence,
we can proceed with the proof of Theorem 1.7 without further changes.
4.2. Further consequences of the existence of non-segregated blow-up. In
the rest of the section we keep the notation introduced in the proof of Theorem 1.11:
{uβ} denotes the original sequence with limit u 6≡ 0 in Gloc(Ω), {vβ} denotes the
scaled sequence defined in the quoted statement, which is converging in C2loc(RN ) to
a limit V, solution to (1.7) with at least two non-trivial components. As reviewed
in Section 2, a relevant quantity to understand the properties of V is the limit at
infinity of the Almgren frequency. Let
d := lim
r→+∞N(V, 0, r), and D := limr→0+
N(u, x0, 0
+).
Lemma 4.7. In the previous notation, d ≤ D.
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Proof. By the convergence of {uβ} and {vβ}, together with the monotonicity of
the Almgren frequency function (see Proposition 2.1), we have that for any r, ρ > 0
N(V, 0, r) = lim
β→+∞
N(vβ , 0, r) = lim
β→+∞
N(uβ , xβ , rβr)
≤ lim
β→+∞
N(uβ , xβ , ρ) = N(u, x0, ρ)
(notice that, for any r, ρ > 0 it results that rβr ≤ ρ for β sufficiently large). Passing
to the limit as r → +∞ and ρ→ 0+, we obtain the desired result. 
Let us point out that the previous result is somehow sharp: without further
technical assumptions, it is not possible to show that d = D for a generic point
x0. Actually, it is possible to construct counterexamples with d < D: this can be
done considering suitable translations of the original functions {uβ}, so that the
macroscopic scale and the blow-up scale behave in a different way.
In any case, the previous lemma has two direct consequences:
Proof of Corollary 1.12. If x0 ∈ R, then by definition D = 1. Therefore, the thesis
is a simple consequence of the uniqueness of solutions of (1.7) withN(V, 0,+∞) ≤ 1
and having at least two non-trivial components (see the main results in [26, 27] for
k = 2, and Theorem 1.3 in [19] for an arbitrary k ≥ 2). 
Proof of Corollary 1.13. If xβ ∈ Σβ , then we can show that 0 is a singular point
for the function V, in the following sense: denoting the interface of V by ΓV, and
its singular part by ΣV (see Definitions 1.2 and 1.8), we prove that since xβ ∈ Σβ ,
then 0 ∈ ΣV. Notice that by definition of Σβ there are two possibilities: either (up
to a subsequence) there exist at least 3 distinct indices such that
(4.3) ui1,β(xβ) = ui2,β(xβ) = ui3,β(xβ) ≥ uj,β(xβ) ∀β, ∀j,
or (up to a subsequence) there exist two indices i1 and i2 such that
(4.4)
{
ui1,β(xβ) = ui2,β(xβ) > uj,β(xβ) ∀j 6= i1, i2,
∇(ui1,β − ui2,β)(xβ) = 0
∀β.
If (4.3) is in force, then
vi1,β(0) = vi2,β(0) = vi3,β(0) ≥ vj,β(0) ∀β,∀j,
while if (4.4) holds, then{
vi1,β(0) = vi2,β(0) > vj,β(0) ∀j 6= i1, i2,
∇(vi1,β − vi2,β)(0) = 0
∀β.
Recalling that vβ → V in C2loc(RN ), we infer that in any case 0 ∈ ΣV. Now, if V
is 1-dimensional, then ΓV is a hyperplane and ΣV = ∅. Therefore, V cannot be
1-dimensional. Since V is not 1-dimensional, by [19, Theorem 1.3 and Corollary
1.9] we have 3/2 ≤ d, and since d ≤ D we conclude that x0 ∈ Σ. 
We now proceed with proof of Theorem 1.9.
Proposition 4.8. Under assumption (U2), let V be the limit profile given by The-
orem 1.11, and let d = N(V, 0,+∞). For any ε > 0 there exists Cε > 0 such
that
lim sup
β→+∞
β(d−ε)/(2+2d)
(
k∑
i=1
ui,β(xβ)
)
≤ Cε.
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Proof. We study the monotonicity of the function
r 7→ H(uβ , xβ , r)
r2N(uβ ,xβ ,r)
r ∈ (0, r¯],
where we recall that r¯ > 0 has been chosen so that B2r¯(x) b Ω for every x ∈ K.
Recalling Proposition 2.1, we have
d
dr
log
H(uβ , xβ , r)
r2N(uβ ,xβ ,r)
=
d
dr
logH(uβ , xβ , r)− d
dr
(2N(uβ , xβ , r) log r)
=
2N(uβ , xβ , r)
r
− 2N(uβ , xβ , r)
r
− 2(log r) d
dr
N(uβ , xβ , r)
≥ 0 ∀r ∈ (0, r¯].
Therefore, using also the boundedness of {uβ}, we infer that
H(uβ , xβ , r) ≤ H(uβ , xβ , r¯)r2N(uβ ,xβ ,r) ≤ Cr2N(uβ ,xβ ,r) ∀r ∈ (0, r¯],
Now, since d = N(V, 0,+∞), for any ε > 0 there exists ρ = ρ(ε) > 1 sufficiently
large such that N(V, 0, ρ) = d−ε/2, and hence by convergence d−ε ≤ N(vβ , 0, ρ) ≤
d for β sufficiently large. With this choice of ρ, we observe that always for β large
(4.5) H(uβ , xβ , ρrβ) ≤ C(ρrβ)2N(uβ ,xβ ,ρrβ),
as rβ → 0 as β → +∞. The left hand side can be controlled from below as follows:
(4.6)
(
k∑
i=1
ui,β(xβ)
)2
≤ CH(uβ , xβ , rβ) ≤ CH(uβ , xβ , rβρ),
where we used Lemma 4.5 and the monotonicity of H (recall that ρ > 1). To
control the right hand side in (4.5), we recall (4.1) and that N(vβ , 0, ρ) ≤ d for
every β large, so that
C(ρrβ)
2N(uβ ,xβ ,ρrβ) ≤ Cρ2dr2N(vβ ,0,ρ)β ≤ Cεr2N(vβ ,0,ρ)β ,
where the dependence of C on ε comes from the dependence ρ = ρ(ε). By definition
of rβ (see Lemma 4.2), the previous estimate implies that
C(ρrβ)
2N(uβ ,xβ ,ρrβ) ≤ Cε
βN(vβ ,0,ρ)H(uβ , xβ , rβ)N(vβ ,0,ρ)
≤ Cε
βN(vβ ,0,ρ)
(∑k
i=1 ui,β(xβ)
)2N(vβ ,0,ρ) ,(4.7)
where in the last step we used Lemma 4.5. Collecting (4.6) and (4.7), and coming
back to (4.5), we conclude that
βd−ε
(
k∑
i=1
ui,β(xβ)
)2+2d
≤ βN(vβ ,0,ρ)
(
k∑
i=1
ui,β(xβ)
)2+2N(vβ ,0,ρ)
≤ Cε
for some Cε > 0 independent of β. 
As a consequence:
Proof of Theorem 1.9. Let V be the limit profile defined in Theorem 1.11. By
Corollary 1.13 it is not 1-dimensional, and hence by [19, Theorem 1.3 and Corollary
1.9] it results 3/2 ≤ d. Since the function d 7→ (d− ε)/(2 + 2d) is strictly increasing
for d ≥ 1, this together with Proposition 4.8 gives the desired result. 
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Remark 4.9. As in the previous subsections, we point out that replacing Proposi-
tion 2.1 with Proposition 3.5 in [21] and refining the computations, it is not difficult
to extend the above proofs in case fi,β 6≡ 0.
4.3. General decay estimate around singular points. In this subsection we
prove Theorem 1.5. Let us fix x0 ∈ Σ, so that by definition D := N(u, x0, 0+) > 1,
and let 0 < ε < D − 1 be arbitrarily chosen. Using the notation introduced in
Theorem 1.11, let d := N(V, 0,+∞). If d > 1, then we can proceed as in Corollary
1.9, whose thesis is in fact stronger than the one considered here. Thus, we have
only to examine the case d = 1: we recall that this means that V is the only
1-dimensional solution of (1.7), having linear growth. Let us introduce
Rβ := inf {r > 0 : N(uβ , xβ , r) > D − ε}
ρβ := inf {r > 0 : N(uβ , xβ , r) > 1} .
Let r¯ > 0 be such that B2r¯(x) b Ω for any x ∈ K. Recall now that N(uβ , xβ , ·)
is non-decreasing. Thus, observing that for any r ∈ (0, r¯] one has N(uβ , xβ , r) →
N(u, x0, r) ≥ D as β → +∞, while N(uβ , xβ , 0+) = 0 for any β fixed, we deduce
that ρβ and Rβ are positive real numbers, and 0 < ρβ < Rβ → 0+.
With the notation of Theorem 1.11, let
R¯β := inf {r > 0 : N(vβ , 0, r) > D − ε}
ρ¯β := inf {r > 0 : N(vβ , 0, r) > 1} .
Notice that, by definition and (4.1), one has
(4.8) R¯β =
Rβ
rβ
and ρ¯β =
ρβ
rβ
.
Moreover, recall that vβ is defined in a domain containing the ball Br¯/rβ .
Having introduced ρ¯β and Rβ , we can now borrow some ideas from the proof of
Theorem 1.3 in [21], see Section 4 therein. We shall carry some information through
the different scales 1 < ρβ < Rβ < r¯/rβ . In doing so, we shall use three different
monotonicity formulae, one from each interval (1, ρβ), (ρβ , Rβ), (Rβ , r¯/rβ), whose
validity rests essentially on the corresponding estimate on N(vβ , 0, ·).
Lemma 4.10. It results that ρ¯β , R¯β → +∞ as β → +∞.
Proof. Since by definition ρ¯β ≤ R¯β , it is sufficient to check that ρ¯β → +∞. This is
a simple consequence of the convergence vβ → V, and of the fac that N(V, 0, r) ≤ 1
for every r > 0. As observed in Remark 2.6, since V solves (1.7) this implies that
N(V, 0, r) < 1 for every r > 0. Therefore, if by contradiction we suppose that {ρ¯β}
is bounded, we obtain up to a subsequence ρ¯β → ρ¯, and hence
N(V, 0, ρ¯) = lim
β→+∞
N(vβ , 0, ρ¯β) = 1,
a contradiction. 
By definition and by Proposition 2.2, in the intervals (ρ¯β , R¯β) and (R¯β , r¯/rβ) we
have two powerful monotonicity formulae. In (1, ρ¯β) we do not have any estimate
from below on the Almgren’s frequency, and hence we shall use a perturbed Alt-
Caffarelli-Friedman monotonicity formula. To this end, we recall again that vβ →
V in C2loc(RN ), and V the unique 1-dimensional solution of (1.7), which have exactly
two non-trivial components. Up to a relabelling, it is not restrictive to suppose that
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V1, V2 6≡ 0, so that we are naturally led to consider Jβ(r) := r−4J1,β(r) · J2,β(r),
where
J1,β(r) :=
∫
Br
(
|∇v1,β |2 + a12v21,βv22,β
)
|x|2−N
J2,β(r) :=
∫
Br
(
|∇v2,β |2 + a12v21,βv22,β
)
|x|2−N .
The validity of the following monotonicity formula will be the key in our concluding
argument.
Lemma 4.11. There exists C > 0 independent of β such that J1,β(r) ≥ C and
J2,β(r) ≥ C for every r ∈ [1, ρ¯β/3], and
r 7→ Jβ(r)e−Cr−1/2 is non-decreasing for r ∈ [1, ρ¯β/3].
The proof consists in checking that the assumptions of Proposition 2.3 are satis-
fied by (v1,β , v2,β) uniformly in β: that is, one has to show that there exist λ, µ > 0
such that
1
λ
≤
∫
∂Br
v21,β∫
∂Br
v22,β
≤ λ and 1
rN−1
∫
∂Br
v21,β ≥ µ
for every r ∈ [1, ρ¯β/3], for every β. This can be done arguing exactly as in the
proof of Lemma 4.9 in [21] (actually the proof is easier in the present setting,
since we neglected the nonlinearities fi,β), see Section 4.1 in the quoted paper, and
thus we omit the details. We emphasize that there we only used the fact that
(v1,β , v2,β)→ (V1, V2) locally uniformly and in H1loc(RN ), with V1, V2 6≡ 0, and the
control N(vβ , 0, r) ≤ 1 for r ≤ ρ¯β/3. Both these properties are satisfied in the
present setting.
With Lemma 4.11 in hands, we can proceed with the:
Conclusion of the proof of Theorem 1.5. By Lemma 4.11, and since (V1, V2) are
two positive non-constant functions, for some C > 0 we have
(4.9) C ≤ Jβ(1)e−C ≤ Jβ
( ρ¯β
3
)
e−Cρ¯
−1/2
β ≤ CJβ (ρ¯β) .
We claim that
Jβ (ρ¯β) ≤
(
E(vβ , 0, ρ¯β) +
N−2
2 H(vβ , 0, ρ¯β)
ρ¯2β
)2
.
To prove it, we firstly test the equation for v1,β with v1,β |x|2−N in Br; integrating
by parts twice we obtain
J1,β(r) = −1
2
∫
Br
∇(v21,β) · ∇(|x|2−N ) +
1
rN−2
∫
∂Br
v1,β∂νv1,β
≤ 1
rN−2
∫
∂Br
v1,β∂νv1,β +
N − 2
2rN−1
∫
∂Br
v21,β .
Now the divergence theorem yields
J1,β(r) ≤ 1
rN−2
∫
Br
|∇v1,β |2 + a12v21,β
∑
j 6=1
v2j,β +
N − 2
2rN−1
∫
∂Br
v21,β
≤ E(vβ , 0, r) + N − 2
2
H(vβ , 0, r).
(4.10)
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If we choose r = ρ¯β and we use the same argument on J2,β , the claim follows.
Thus, coming back to (4.9) we have
C ≤ Jβ(ρ¯β) ≤ C
(
E(vβ , 0, ρ¯β) +H(vβ , 0, ρ¯β)
ρ¯2β
)2
,
and on the last term we can apply the monotoncity formula of Proposition 2.2,
available firstly in the interval (ρ¯β , R¯β) with γ = 1, and secondly in (R¯β , r¯/rβ) with
γ = D − ε: recalling (4.1) and Lemma 4.1 this gives
C ≤
(
E(vβ , 0, ρ¯β) +H(vβ , 0, ρ¯β)
ρ¯2β
)2
≤
(
E(vβ , 0, R¯β) +H(vβ , 0, R¯β)
R¯2β
·
(
R¯β
R¯β
)2(D−ε−1))2
≤
(
E(vβ , 0, r¯/rβ) +H(vβ , 0, r¯/rβ)
r¯2(D−ε)
r
2(D−ε)
β
)2
· R¯4(D−ε−1)β
=
(
E(uβ , 0, r¯) +H(uβ , 0, r¯)
r¯2(D−ε)
)2 r4(D−ε)β
H(uβ , xβ , rβ)2
·
(
Rβ
rβ
)4(D−ε−1)
≤ C r
4
βR
4(D−ε−1)
β
H(uβ , xβ , rβ)2
,
whence H(uβ , xβ , rβ)
2 ≤ Cr4βR4(D−ε−1)β . Finally, using also Lemmas 4.2 and 4.5,
we deduce that
β2
(
k∑
i=1
ui,β(xβ)
)8
≤ C (βH(uβ , xβ , r))2H(uβ , xβ , r)2 ≤ C · 1
r4β
· r4βR4(D−ε−1)β
and since D > 1 and Rβ → 0 the last term vanishes as β → +∞, which is the
desired result. 
Remark 4.12. As already pointed out, in order to proof Theorem 1.1 in presence
of fi,β 6≡ 0 it is possible to combine the techniques used here with the almost mono-
tonicity formulae introduced in [21] (see Theorem 3.14 and Lemma 4.7 therein).
5. Uniform regularity of the interfaces and decay estimates III
The aim of this section is to study the uniform regularity of the interfaces Γβ ,
and in a second time to prove as a corollary Theorem 1.4.
Before proceeding, we make some remarks about Definition 1.14, where we in-
troduced Rβ(ρ). First, since for β finite the functions uβ are smooth, the function
(x, ρ) 7→ Nβ(uβ , x, ρ) is continuous; in particular, for any ρ > 0, Rβ(ρ) is a relative
open subset of Γβ . In Definition 1.14, in light of the dichotomy N(u, x, 0
+) = 1
or N(u, x, 0+) ≥ 3/2 (see Proposition 2.4), we could replace 1/4 with any positive
number strictly less than 1/2, without affecting the rest of the section. We observe
also that, thanks to the monotonicity of the Almgren quotient, for a fixed uβ we
can show the following monotonicity property of the proposed decomposition
∀ρ1, ρ2, 0 < ρ1 < ρ2 =⇒ Rβ(ρ1) ⊃ Rβ(ρ2).
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The stratification induced by the previous construction on the free boundary Γβ
may seem to be useless: indeed we have
Γβ = ∪ρ>0Rβ(ρ).
This is due to the fact that the maximum principle implies that all the functions
uβ are strictly positive in Ω, and thus for any x ∈ Ω we can easily prove that
Nβ(uβ , x, 0
+) = 0. Nonetheless, the following result can be used to acquire the
geometrical intuition behind the definition.
Lemma 5.1. Let us assume that xβ ∈ Γβ, for every β.
• If there exists x0 ∈ R such that xβ → x0, then there exist ρ > 0 and β¯ > 0
such that
xβ ∈ Rβ(ρ) ∀β > β¯.
• If there exists x0 ∈ Σ such that xβ → x0, then for every ρ > 0 there exists
β¯ > 0 such that
xβ 6∈ Rβ(ρ) ∀β > β¯.
In particular, for any compact K b Ω and ρ > 0 there exists s > 0 inde-
pendent of β such that
Bs(x) ∩ Σ = ∅ for every x ∈ Rβ(ρ), for every β.
Proof. We show only the first conclusion, since the second one is similar. Let
x0 ∈ R; then
N(u, x0, 0
+) = 1 =⇒ N(u, x0, ρ) < 1 + 1
2 · 4 for some small ρ
=⇒ N(uβ , xβ , ρ) < 1 + 1
4
for sufficiently large β, by the C0loc(Ω) and the strong H1loc(Ω) convergence of uβ to
u. 
We now investigate the uniform regularity of the regular part of the subsets
Rβ(ρ) ∩ K, proving Theorem 1.15. Recall that K is an arbitrary compact set in
Ω. In order to establish that Rβ(ρ) ∩ K enjoy what we defined as the uniform
vanishing Reifenberg flatness condition, we proceed in two steps. First of all, we
show it under a smallness assumption.
Lemma 5.2. Let K b Ω be a compact set, ρ > 0 and C > 0. For β sufficiently
large, for any δ > 0, xβ ∈ Rβ(ρ) ∩K and 0 < r < Crβ(xβ) there exists a hyper-
plane Hxβ ,r ⊂ RN containing xβ such that
distH(Rβ(ρ) ∩Br(xβ), Hxβ ,r ∩Br(xβ)) ≤ δr.
In the thesis of Theorem 1.15 we required R to be independent of β, thus the uni-
formity of the vanishing Reifenberg flatness of the “regular part” of the interfaces.
Here instead we prove a preliminary result in the case R = Crβ .
For future convenience, we recall that the notation Br is used for balls with
center in 0.
Proof. By contradiction, we suppose that there exist δ¯ > 0, xβ ∈ Rβ(ρ) ∩K and
0 < r′β < Crβ such that
inf
H
distH(Rβ(ρ) ∩Br′β (xβ), H ∩Br′β (xβ)) ≥ δ¯r′β ∀β,
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where the infimum is taken over all the hyperplanes passing through xβ . Since the
notion of Reifenberg flatness commutes with translations and scalings, the previous
condition is equivalent to
(5.1) inf
H
distH
(
R(S)β (ρ) ∩Br′β/rβ(xβ), H ∩Br′β/rβ(xβ)
)
≥ δ¯ r
′
β
rβ(xβ)
for every β, where R(S)β (ρ) is obtained by Rβ(ρ) after the change of variable x =
xβ + rβy, and now the infimum is taken over the hyperplanes through the origin.
The contradiction will be achieved proving thatR(S)β (ρ) are uniformly Reifenberg
flat arround 0 up to the scale C, in the sense that for any δ > 0 and 0 < r < C it
results
(5.2) inf
H
distH(R(S)β (ρ) ∩Br, H ∩Br) ≤ δr ∀β.
Since r′β/rβ(xβ) ≤ C, this contradicts (5.1) and completes the proof. To prove
(5.2), we introduce as usual the sequence
vβ(x) :=
uβ(xβ + rβx)
H(uβ , xβ , rβ)1/2
.
Since xβ ∈ Rβ(ρ) ∩K, up to a subsequence xβ → x0. By Proposition 1.3 we have
x0 ∈ Γ = {u = 0}, and by Lemma 5.1 it follows that x0 ∈ R, the regular part of
Γ. As a consequence, Corollary 1.12 establishes that vβ → V in C2loc(RN ), where
V is a 1-dimensional solution of (1.7). Up to a rotation and a relabelling, we can
suppose that {V1 = V2} = {xN = 0} and V1, V2 are the only nontrivial components
of V. By C2loc convergence, this implies that:
• R(S)β (ρ) ∩BC = {v1,β − v2,β = 0} ∩BC ;
• there exists C1 > 0 such that |∂xN (v1,β − v2,β)| > C1 > 0 in BC , for every
β;
• for every δ > 0 there exists β¯ > 0 such that |∂xi(v1,β−v2,β)| < δ/(C1(N−1))
in BC provided β > β.
Therefore, for β > β¯ we can apply the implicit function theorem: there exists a C1
function fβ , defined on the projection Uβ of R(S)β (ρ) ∩ BC into RN−1, such that
R(S)β (ρ)∩BC = {xN = fβ(x′)}. Moreover, fβ(0) = 0 (since 0 ∈ R(S)β (ρ)∩BC) and
|∇′fβ | ≤ δ in Uβ . As a result, choosing H¯ = {xN = 0}, and denoting by Urβ the set
Uβ ∩ {|x′| < r}, we have
distH(R(S)β (ρ) ∩Br, H¯ ∩Br) = sup
R(S)β (ρ)∩Br
|xN | ≤ sup
Urβ
|fβ |
≤ sup
Urβ
|∇′fβ ||x′| ≤ δr,
which gives the desired contradiction. 
Proof of Theorem 1.15. We now conclude the proof of the uniform vanishing Reifen-
berg flatness of the sets Rβ(ρ). By contradiction again, let us assume that there
exist δ¯ > 0 and sequences βn → +∞, xn ∈ Rβn(ρ) ∩K, rn → 0+ such that
(5.3) distH(Rβn(ρ) ∩Brn(xn), H ∩Brn(xn)) ≥ δ¯rn
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for every H hyperplane passing through xn. We start by the simple observation
that, thanks to Lemma 5.2, a constant C > 0 such that rn < Crβn(xn) cannot
exist: in other words, it must be
(5.4) lim inf
n→∞
rn
rβn(xn)
= +∞.
Now we introduce the scaled functions
wn(x) =
1√
H(uβn , xn, rn)
uβn(xn + rnx).
The equation for wn is
∆wi,n = r
2
nH(uβn , xn, rn)βnwi,n
∑
j 6=i
aijw
2
j,n,
and by (5.4) and the choice of rβn(xn), Lemma 4.2, the interaction parameter is
r2nH(uβn , xn, rn)βn = r
2
βnH(uβn , xn, rn)βn ·
(
rn
rβn(xn)
)2
→ +∞.
Moreover, for any R > 1 and 0 < r < R
N(wn, 0, r) ≤ N(wn, 0, R) = N(uβn , xn, rnR) ≤ N(uβn , xn, ρ) ≤
5
4
provided n is sufficiently large, which implies
d
dr
logH(wn, 0, r) ≤ 5
2r
=⇒ H(wn, 0, R) = H(wn, 0, R)
H(wn, 0, 1)
≤ R5/2.
In turn, by subharmonicity, and since R has been arbitrarily chosen, this ensures
that {wn} is locally bounded in L∞, and applying as usual [18] (see also [16, 23, 26])
we finally infer that wn →W ∈ Gloc(RN ), locally uniformly and in H1loc(RN ). We
recall that the main properties of the class G have been reviewed in Section 2, and
we point out that W 6≡ 0 since the L2-norm of W on the unit sphere is normalized
to 1. Directly from the convergence we deduce that N(W, 0, r) ≤ 5/4 for every
r > 0. Actually a stronger estimate holds, since for any r, r˜ > 0 we have
N(W, 0, r) = lim
n→∞N(wn, 0, r) = limn→∞N(uβn , xn, rnr)
≤ lim
n→∞N(uβn , xn, r˜) = N(u, x0, r˜),
where we used the compactness of K to infer that xn → x0. Notice that, by Lemma
5.1, x0 ∈ R. Therefore, since r and r˜ in the previous estimate are arbitrarily chosen,
we can pass to the limit as r → +∞ and r˜ → 0+, deducing that N(W, 0,+∞) ≤
1. Using also the monotonicity of the Almgren quotient and the lower bound on
N(W, 0, 0+) (see Proposition 2.4), we conclude that
1 ≤ N(W, 0, 0+) ≤ N(W, 0,+∞) ≤ 1 =⇒ N(W, 0, r) = 1 ∀r.
As a consequence, up to a rotation and a relabelling W = α(x+N , x
−
N , 0, . . . , 0) for
some positive α, and in particular {W = 0} = {xN = 0}.
To complete the proof, we observe that scaling (5.3) we have
distH(R(S)βn (ρ) ∩B1, H ∩B1) ≥ δ¯ for every hyperplane H passing in 0,
for every β. On the other hand, by the uniform convergence wn → W it is not
difficult to check that
(5.5) distH(R(S)βn (ρ) ∩B1, {xN = 0} ∩B1)→ 0 as n→ +∞,
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which gives the sought contradiction (concerning the detailed verification of (5.5),
we refer the interested reader to the proof of Lemma 5.3 in [23], where the authors
deal with a similar context). 
An important consequence of the Reifenberg flatness of the free boundary is
given by a local separation property. We write that a set ω ⊂ Ω separates Ω in a
neighbourhood of x ∈ ω if there exists r > 0 such that Br(x) ⊂ Ω and Br(x) \ ω
consists of two connected components. As we shall see, the interface Γβ enjoys this
important property in a neighbourhood of any point x ∈ Rβ(ρ), with separation
radius uniform in x. Consequently, we have that:
• in a R-neighbourhood ofRβ(ρ)∩K (with R independent of β), the interface
Γβ never self-intersects;
• in a R-neighbourhood ofRβ(ρ)∩K (with R independent of β), two densities
dominate on the other ones.
Proposition 5.3. Let K b Ω be a compact set and let ρ > 0. There exists R > 0
such that BR(xβ)∩Γβ has exactly two connected components for every xβ ∈ Rβ(ρ).
The proof of this result is very similar to the one given in the limit setting by
Tavares and Terracini in [23], which was in turn based on the [15, Theorem 4.1].
Thus, we only sketch it.
Proof. The fundamental observation here is that the family Rβ(ρ) consists of sets
which enjoy the uniform vanishing Reifenberg flatness property: as a consequence,
if one proves that the local separation property holds for one of them, and the proof
is based only on uniform-in-β assumptions, the general case follows immediately.
Let ρ > 0 be fixed, we consider a small δ-flatness parameter (δ < 1/6 for in-
stance is sufficient), and let R′ = R′(δ) the uniform-in-β radius for which the
(δ,R′)-Reifenberg flatness condition holds for each set Rβ(ρ). Let also s > 0 be
defined by Lemma 5.1. We define R := min{s/2, R/2}, and we show that this
is a local separation radius for every x ∈ Rβ(ρ), for every β. To this aim, we
can replicate almost word by word the proof of [23, Proposition 5.4] In particu-
lar, since BR(x) ∩ Rβ(ρ) is (δ,R)-Reifenberg flat and is detached from Σ, the set
BR(x) ∩ Rβ(ρ) is trapped between to parallel hyperplanes at distance 2δ, and the
complementary region is given by two open and disjoint subsets of BR(x). We now
consider inductively the radius R/2k, k ≥ 1 and balls BR/2k(y) centered at points
y ∈ BR(x)∩Rβ(ρ) and the new connected components generated by the respective
trapping hyperplanes. Thanks to the fact that δ is small, it is possible to show that
each of these pairs of new components intersect one and only one of the connected
components of the previous step. Joining all the corresponding sets we find two new
connected components of BR(x) that are at distance δ/2
k−1, and set BR(x)∩Rβ(ρ)
is again trapped between the two. Iterating this process we conclude the proof. 
Using the properties so far shown forRβ(ρ), we can better describe the behaviour
of the functions near the interface set.
Proposition 5.4. Let K b Ω be a compact set, ρ > 0, and let R > 0 be the
separation radius of Proposition 5.3, independent of β. For any x ∈ Rβ(ρ) ∩ K,
there exist two indices i1 6= i2 such that:
• Rβ(ρ) ∩BR(x) = {ui1,β = ui2,β} ∩BR(x) and moreover the two connected
components of BR(x) \ Rβ(ρ) are given by {ui1,β > ui2,β} ∩ BR(x) and
{ui1,β < ui2,β} ∩BR(x);
30 NICOLA SOAVE AND ALESSANDRO ZILIO
• for any j 6= i1, i2, the density uj,β is exponentially small with respect to
ui1,β and ui2,β, in the sense that there exist C1, C2 > 0 such that
sup
BR/2(x)
uj,β ≤ C1e−C1βC2 ;
• in BR/2(x) the system reduces to{
−∆ui1,β = −βui1,βu2i2,β − ui1,βoβ(1)
−∆ui2,β = −βui2,βu2i1,β − ui2,βoβ(1)
where oβ(1) is a (exponentially) small perturbation in the L
∞-norm.
As we shall see, Theorem 1.4 is a simple consequence of this proposition together
with the compactness of K and the definition of Rβ(ρ).
Proof. For x ∈ Rβ(ρ)∩K, the set BR(x)\Γβ is given by two connected components.
By Lemma 5.1 and by the choice of the local separation radius R ≤ s/2, it follows
also that BR(x)∩Σβ = ∅, where we recall that the singular part of the interface was
introduced in Definition 1.8. Indeed, if this is not the case we can find a sequence
xβ ∈ K ∩ Rβ(ρ) and, correspondingly, yβ ∈ BR(xβ) ∩ Σβ . By compactness and
Corollary 1.9, we deduce that yβ → y ∈ Σ, in contradiction with the second point
in Lemma 5.1 and the fact that R ≤ s/2. Therefore, in each of the connected
components of BR(x) \ Γβ , one function dominates the others k − 1, and by [10,
Section 10] the two dominating functions must be different. We explicitly remark
that, if necessary replacing R with a smaller quantity, it is possible to assume that
the closure of
⋃
β
⋃
x∈Rβ(ρ)∩K
BR(x)
 is a compact subset of Ω.
Therefore, by Lemma 4.1, there exists C¯ > 0 independent of β such that
(5.6) sup
β
sup
x∈Rβ(ρ)∩K
sup
y∈BR(x)
N(uβ , y, R/4) ≤ C¯.
Let C˜ := 1/(2 + 2C¯). We claim that there exists C > 0 such that
(5.7) inf
x∈Rβ(ρ)∩K
inf
y∈B3R/4(x)
k∑
i=1
ui,β(y) ≥ Cβ− 12 +C˜ .
To prove the previous claim, we argue as in Theorem 1.6. Suppose by contradiction
that the claim is not true: then there exist sequences β → +∞, xβ ∈ Rβ(ρ) and
yβ ∈ B3R/4(xβ) such that
(5.8) lim
β→+∞
β
1
2−C˜
k∑
i=1
ui,β(yβ) = 0.
Thus yβ → y¯ ∈ Ω, and since (U2) is in force, we find a sequence rβ = rβ(yβ)→ 0
as in Lemma 4.2. Moreover, recalling (5.6) and (2.1), we have also
d
dr
logH(uβ , yβ , r) ≤ 2C¯
r
∀0 < r < R
4
,
whence by (U2) we infer
H(uβ , yβ , rβ)
r2C¯β
≥ H(uβ , yβ , R/4)
R2C¯
≥ C.
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This estimate can be used as in Theorem 1.6: thanks to Lemmas 4.2 and 4.5,(
k∑
i=1
ui,β(yβ)
)2
≥ CH(uβ , yβ , rβ) ≥ Cr2C¯β ≥
C
H(uβ , yβ , rβ)C¯βC¯
≥ C
βC¯
(
k∑
i=1
ui,β(yβ)
)−2C¯
.
It is not difficult to obtain a contradiction with (5.8), thus proving claim (5.7).
By the local separation property we know that for any x ∈ Rβ(ρ) there are two
indices i1, i2 such that the functions ui1,β and ui2,β are dominating the remaining
k − 2 components in B3R/4(x). Combining this with (5.7), we obtain
inf
y∈B3R/4(x)
(ui1,β(y) + ui2,β(y)) ≥ Cβ−
1
2 +C˜
(here x depends on β, and i1, i2 could depend both on x and on β, but we do not
stress this to keep the notation simple; what it is important is that R is independent
of β). To complete the proof, we shall use the previous estimate in the equation
satisfied by the function uj,β , j 6= i1, i2 in the ball B3R/4(x): this gives
−∆uj,β = −βuj,β
∑
i 6=j
u2i,β ≤ −Cβuj,β (ui1,β + ui2,β)2 ≤ −Cβ2C˜uj,β ,
and thus, invoking Lemma 3.1 and assumption (U1), we finally infer
sup
BR/2(x)
uj,β ≤ Ce−Cβ2C˜ ,
proving the second point in the thesis. The third point follows easily. 
Theorem 1.4 is a simple corollary of the previous statement.
Proof of Theorem 1.4. Under the assumptions of the corollary, there exists xβ ∈
Γβ such that xβ → x0, see Proposition 1.3. Moreover, xβ 6∈ Σβ , otherwise we
would have a contradiction with Corollary 1.13. We claim that there exists ρ > 0
(independent of β) such that xβ ∈ Rβ(ρ)∩K for every β. Once that this is proved,
the thesis follows by Proposition 5.4. Suppose by contradiction that a value ρ as
before does not exist. Then there exists ρβ → 0+ such that
N(uβ , xβ , ρβ) ≥ 1 + 1
4
.
On the other hand, since x0 ∈ R there exists r¯ > 0 such that N(u, x0, r¯) ≤ 1 + 1/8,
and by monotonicity of the Almgren quotient and the usual convergence we easily
reach a contradiction:
1 +
1
8
> N(u, x0, r¯) = lim
β→+∞
N(uβ , xβ , r¯) ≥ lim
β→+∞
N(uβ , xβ , ρβ) ≥ 1 + 1
4
.
This proves the existence of ρ, and in turn the desired result. 
We conclude this section with the:
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Proof of Proposition 1.16. We can provide a counterexample to the convergence of
the gradients. As reviewed in the preliminaries, there exists a unique solution to
the system of ordinary differential equations
u′′ = uv2
v′′ = u2v
u, v > 0
in R, with u′(+∞) = 1 and v(x) = u(−x).
Notice that, consequently, for the (constant) Hamiltonian function we have
(u′)2(x) + (v′)2(x)− u2(x)v2(x) = 1 ∀x ∈ R.
Let us consider
(uR(x), vR(x)) :=
1
R
(u(Rx), v(Rx)).
This is a sequence of solutions to (1.10) with β(R) = R4 → +∞, and it is not
difficult to deduce by usual arguments that it is locally uniformly bounded in L∞.
Thus, by [18] (see also [16, 26]), it is convergent in C0loc(R) and in H1loc(R), up to a
subsequence, to a limit profile (U, V ), such that U −V is harmonic, and thus affine,
in R. Since u′R(1)→ 1 as R→ +∞, and since uR → U in C1loc(R \ {0}), we deduce
that (U, V ) = (x+, x−). Let us suppose now by contradiction that uR−vR → U−V
in C1([−ε, ε]) for some ε > 0; then, recalling the symmetry of the solution, we infer
that
1 = U ′(0)− V ′(0) = lim
R→∞
u′R(0)− v′R(0) = u′(0)− v′(0) = 2u′(0),
so that u′(0) = −v′(0) = 1/2. Coming back to the definition of the energy, we
finally obtain
1 =
1
2
− u2(0)v2(0) < 1,
a contradiction. 
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