We prove nonlinear stability of compactly supported expanding star-solutions of the mass-critical gravitational Euler-Poisson system. These special solutions were discovered by Goldreich and Weber in 1980. The expanding rate of such solutions can be either self-similar or non-self-similar (linear), and we treat both types. An important outcome of our stability results is the existence of a new class of global-in-time radially symmetric solutions, which are not homogeneous and therefore not encompassed by the existing works. Using Lagrangian coordinates we reformulate the associated free-boundary problem as a degenerate quasilinear wave equation on a compact spatial domain. The problem is mass-critical with respect to an invariant rescaling and the analysis is carried out in similarity variables.
Introduction
One of the most fundamental models of a Newtonian star is given by the compressible Euler-Poisson system. Here the star is idealized as a self-gravitating fluid/gas, kept together by the self-consistent gravitational forcefield. We assume that the fluid density function ρ : R 3 → R is initially supported on a compact domain Ω 0 ⊂ R 3 . As the system evolves the fluid support Ω(t) changes in time and we are naturally led to a moving (free) boundary problem. The remaining unknowns in the problem are the fluid pressure p : R 3 → R, the fluid velocity u : R 3 → R 3 , the gravitational potential Φ : R 3 → R, and the fluid support Ω(t). Coupling the fluid evolution to the Newton's gravitational theory we arrive at the Euler-Poisson system given by
in Ω(t) ; (1.1a) ρ (∂ t u + (u · ∇)u) + ∇p = −ρ∇Φ in Ω(t) ;
(1.1b)
(1.1c) p = 0 on ∂Ω(t) ; (1.1d) V ∂Ω(t) = u · n(t) on ∂Ω(t) ;
(1.1e) (ρ(0, ·), u(0, ·)) = (ρ 0 , u 0 ) , Ω(0) = Ω 0 .
(1.1f)
Here ∂Ω(t) denotes the boundary of the moving domain, V ∂Ω(t) denotes the normal velocity of ∂Ω(t), and n(t) denotes the outward unit normal vector to ∂Ω(t). We refer to the system of equation (1.1) as the EP-system. Equation (1.1a) is the well-known continuity equation, while (1.1b) expresses the conservation of momentum. Equation (1.1c) is the Poisson equation equipped with a suitable asymptotic boundary condition. Boundary condition (1.1d) is the vacuum boundary condition, while (1.1e) is the kinematic boundary condition stating that the boundary movement is tangential to the fluid particles.
In this article we shall only consider ideal barotropic fluids where the pressure is a function of the fluid density, expressed through the following equation of state p = ρ γ , 1 < γ < 2.
(1.
2)
The EP-system (1.1) with the polytropic equation of state (1.2) will be referred to as the EP γ -system. The most famous class of special solutions of the EP γ -system are the Lane-Emden steady states. They are spherically symmetric steady states of the form (ρ, u) ≡ (ρ * , 0). It is well-known [5, 39, 2, 17] that for any γ ∈ ( 6 5 , 2) there exits a compactly supported steady solution to (1.3) with the boundary conditions w ′ (0) = w(1) = 0. The associated steady state density ρ * has finite mass and compact support and therefore represents a steady star. Moreover, classical linear stability arguments [24] give the following dichotomy in the stability behavior of the above family of steady stars: if 6 5 < γ < 4 3 , steady state (ρ * , 0) is linearly unstable; if 4 3 ≤ γ < 2, steady state (ρ * , 0) is linearly stable.
The case of γ = 4 3 admits 0 as the first eigenvalue and it is often referred to as neutrally stable. Under the assumption that a global-in-time solution exists, nonlinear stability of Lane-Emden steady stars in the range 4 3 < γ < 2 has been shown by variation arguments in an energy-based topology, see [33, 25] . Since the result is conditional upon the existence of a solution, it remains an important open problem to prove or disprove the full nonlinear stability. Nonlinear instability in the range 6 5 ≤ γ < 4 3 has been rigorously established by the second author [16, 17] . In this case, the instability is induced by the existence of a growing mode in the linearized operator, while there are no such modes when The self-similar rescaling (1.4)-(1.5) is at the heart of our analysis. Two fundamental conserved quantities associated with the EP γ -system are the total mass M (ρ) :=ˆR as the mass-critical and the energy-critical case respectively. As all the new results in this work pertain to the case of spherical symmetry, we next formulate the EP γ -system in radial symmetry. Let r = |x|, u(t, x) = v(t, r) ρ(t, λ(t)) = 0, (1.9d) λ(t) = v(t, λ(t)), (1.9e) λ(0) = λ 0 , ρ(0, r) = ρ 0 (r), v(0, r) = v 0 (r).
(1.9f)
We note that under the assumption (1.2), conditions (1.9d) and (1.1d) are equivalent.
The mass-critical regime γ = 4 3 will be the focus of this article. Exponent γ = 4 3 in the polytropic gas pressure law (1.2) is also referred to as the radiation case [5] . Combining the ideal gas law and the StefanBoltzmann radiation law the effective formula for the pressure takes the form p ∼ ρΘ + Θ 4 , where Θ is the temperature of the gas. The two terms on the right-hand side are in balance when Θ is approximated by ρ 1 3 and this precisely leads to the radiative case γ = 4 3 . The case γ = 4 3 is particularly appealing in the astrophysics community as it lends itself to a simple scenario of stellar collapse/expansion: a compact fluid body can shrink or expand in a self-similar manner by cascading between different scales t → λ(t) thereby preserving the total mass. When γ = 4 3 we have 1 2−γ = 3 2 and therefore the self-similar expansion/collapse would heuristically correspond to the rates λ expansion (t) ∼ t→∞ k 1 t 2/3 ,λ collapse (t) ∼ t→T k 2 (T − t) 2/3 , (1.10)
for some positive constant k 1 , k 2 > 0 and a collapse time T > 0. Hereλ expansion (t) andλ collapse (t) represent the radii of an expanding and collapsing star respectively. A remarkable feature of the EP 4 3 -system is that special solutions exhibiting the self-similar behavior (1.10) can be explicitly constructed! They were first discovered in the work of Goldreich and Weber [14] in 1980 and their energy is exactly zero. A wider class of Type I collapsing and expanding solutions, although implicitly contained in [14] , was discovered independently by Makino [28] in 1992 and Fu & Lin [13] in 1998. Solutions from [28] and [13] either expand or collapse at a linear ratẽ λ expansion (t) ∼ t→∞k1 t,λ collapse (t) ∼ t→Tk 2 (T − t), (1.11) for some positive constantk 1 ,k 2 > 0 and a collapse timeT > 0. Rates (1.11) are not self-similar as opposed to (1.10) and as is shown in Section 2.2 their energy is always different from zero. A synthetic treatment of the two types of special homogeneous solutions using the Lagrangian coordinates is given in Section 2.2.
Special expanding solutions
To describe the special homogeneous 1 expanding solutions in Eulerian coordinates, we need to specify three parameters:
where δ * < 0 is a real number defined in Section 2.2. The expanding radius satisfies the ordinary differential equation:λ 12) with the initial conditions
The associated density and velocity field are given by: 14) where w : [0, 1] → R + is a non-negative function called enthalpy solving the generalized Lane-Emden equation:
The conserved energy E associated with these solutions takes the form (see Lemma 2.8):
Here we have written E(λ,λ) = E(ρ, v) where ρ and v are given in (1.14). Throughout the article, E will represent the physical energy but we will abuse the notation for the arguments in order to emphasize the dependence of the corresponding dynamical quantities for different formulations.
Self-similar solutions
It can be checked (see Section 2.2) that for any δ ∈ [δ * , 0) and any (λ 0 , λ 1 ) satisfying
there exists a self-similar solutionλ(t) given explicitly by:
(1.18) with the density ρ, velocity v, and the enthalpy w given by (1.14)-(1.15). Note that the cases λ 1 > 0 and λ 1 < 0 correspond to expansion and collapse respectively. Definition 1.1 (Self-similar expanding homogeneous solutions). The family of solutions given by (1.18) with ρ =λ(t)
r and (1.14)-(1.15) is denoted by
We refer to such solutions as self-similar expanding solutions of the EP 4
3
-system.
Linearly expanding solutions
If we assume that either
then a solutionλ to (1.12)-(1.13) exists globally-in-time and expands indefinitely at a linear rate, i.e. there exists a constant c > 0 such that lim
The density ρ, velocity v, and the enthalpy w are given by (1.14)-(1.15). We remark that all of the solutions above have strictly positive energy, i.e. E(λ,λ) > 0 (see (1.16) ).
Definition 1.2 (Linearly expanding homogeneous solutions).
The family of solutions satisfying (1.22) for some
r is denoted by
with parameters (λ 0 , λ 1 , δ) satisfying either (1.19), or (1.20), or (1.21). We refer to such solutions as linearly expanding solutions of the EP 4 3 -system.
Main results
The main motivation for this article is the question of nonlinear stability of the above described family of homogeneous expanding solutions of the EP 4 3 -system, given by Definitions 1.1 and 1.2. The problem of asymptotic stability of this family is a first necessary step in justifying the qualitative behavior (1.10), (1.11) as a credible scenario of stellar expansion.
Since the family of self-similar solutions (λ,ρ,v) λ0,λ1,δ (subject to the constraint (1.17)) embeds in the family of linearly expanding ones, it is obvious that the self-similar behavior is not stable. Nevertheless, our first result is to show that if we limit our perturbations to a surface of zero-energy perturbations, then the self-similar behavior is indeed nonlinearly stable. A rigorous version of Theorem 1.3 is stated in Theorem 2.10 using the Lagrangian coordinates. Remark 1.4. The asymptotic attractor (λ,ρ,v) λ0,λ1,δ is characterized by the requirements
(1.23)
In particular, our stability result is a codimension-one stability result, as we must restrict our perturbations to the zero-energy surface of admissible stellar configurations. It shows that only the directions transversal to the zero-energy surface are responsible for the loss of a self-similar behavior.
Our second main result concerns the stability of linearly expanding homogeneous solutions. Unlike selfsimilar solutions, we do not limit our perturbations to the same energy level as the background solution. A rigorous version of Theorem 1.5 is stated in Theorem 2.14 using the Lagrangian coordinates. -system. In particular, we show that the expansion of the background homogeneous solution counteracts the possibility of shock formation and produces a certain damping effect. This effect is visible only in suitably rescaled similarity variables, and the role of the critical scaling invariance is a fundamental ingredient of our proof.
An important feature of expanding solutions is that the boundary of the domain (fluid support) is moving with the fluid. A simple comparison between perturbed solutions and the asymptotic attractor in Eulerian coordinates is not feasible. The problem is better understood in material coordinates by following the fluid trajectories. We will therefore formulate the problem in suitably rescaled Lagrangian coordinates, which will allow us to pull the problem back onto a fixed domain.
Lagrangian formulation

Physical vacuum and local-in-time well-posedness
One of the fundamental difficulties associated with the well-posedness theory for (1.1) is tied to the concept of a physical vacuum boundary condition. It is clear that the homogeneous solutions described above satisfẏ λ(t) = 0 and therefore the support of the fluid is moving. On the other hand, the background enthalpy profile w satisfying (1.15) vanishes at the boundary z = 1 while it is strictly positive on [0, 1). A simple calculation based on (1.15) reveals that the strict inequality w ′ (1) < 0 has to hold. This in turn implies that ρ(t, λ(t)) = 0 and ∂ r ρ 1/3 (t, λ(t)) < 0. Such a boundary behavior is a typical feature of compactly supported stellar configurations:
Definition 2.1 (Physical vacuum condition). We say that the system (1.1) satisfies the physical vacuum boundary condition if
where c 2 = dp dρ = γρ γ−1 (c is known as the speed of sound) and ∂ ∂n denotes the outward normal derivative. We note that the physical vacuum condition is analogous to Rayleigh-Taylor sign condition arising in the free boundary problems of the incompressible fluid dynamics (see [6] for a detailed discussion and references therein). The problem of moving vacuum boundaries characterized by (2.24) has for a long time created various analytical and conceptual difficulties in addressing the question of well-posedness due to the degeneracy caused by the physical vacuum requirement. Note that by Definition 2.1, an enthalpy profile c 2 ∼ ρ γ−1 satisfying the physical vacuum condition is not smooth across the moving boundary and it is a priori not even clear what is the suitable functional analytic framework to address the question of local-in-time well-posedness.
In 2010 the basic advance was achieved by Coutand & Shkoller [7, 8] (see [9] for the a priori estimates) and independently by Jang & Masmoudi [19, 22] where the authors developed a well-posedness theory in high-order weighted Sobolev spaces for the compressible Euler equations satisfying the physical vacuum condition. By a straightforward extension, the same framework can be applied to the free boundary Euler-Poisson system, as the effects of the added gravitational field are of lower order from the point-of-view of well-posedness theory [17, 18, 26] . We refer to [20, 21] for more detailed discussion on the physical vacuum and other vacuum states.
The crux of the approach in [8, 22, 17] is the use of Lagrangian coordinates. They allow us to pull-back the EP 4
3
-system onto a fixed compact domain. More importantly, in spherical symmetry the Lagrangian formulation of the EP 4
-system reduces to a degenerate quasilinear wave equation for the Lagrangian flow-map, wherein the initial density profile ρ 0 features as a coefficient inside the nonlinear wave operator. To see this we introduce a Lagrangian flow map η : Ω 0 → Ω(t) as a solution of:
where η 0 : Ω 0 → Ω(0) is a diffeomorphism with positive Jacobian determinant. Since the problem is radially symmetric, we make the ansatz:
which leads to the following evolution equation for χ [17] :
with the initial conditions:
Here, the nonlinear operator F w is given by
where 
We will set · w,0 := · w . We also define the following Hilbert space
The function space for initial data is defined by
where
We also introduce the following weighted space-time norm:
We are now ready to state the following local-in-time well-posedness theorem [8, 17, 22, 26] 
is continuous, and the solution (χ, χ t ) satisfies the energy bound
Hw .
If T = sup{0 ≤ t ≤ ∞ : solution exists on [0, t) and E(t) < ∞} is the maximal time of existence, then The conservation of mass (1.6) is embedded in the new formulation of the problem, as the continuity equation (1.1a) is used fundamentally in the derivation of (2.28), see [17] . The only surviving non-trivial conservation law is the energy conservation law. In the new variable χ, the energy (1.7) takes the form:
It can be checked by a direct computation that along the smooth solutions of (2.28) the energy E(χ, ∂ t χ)(t) remains constant. In particular, the solutions obtained by Theorem 2.3 satisfy
Homogeneous solutions of the EP 4 3
-system
In this section, we unify the treatment of the existence of self-similar expanding/collapsing solutions and show that the special solutions discovered by Goldreich and Weber [14] , Makino [28] , Fu and Lin [13] naturally correspond to homogeneous solutions expressed in the Lagrangian coordinates introduced above. For the more general non-isentropic flows in arbitrary dimensions the existence of such solutions was shown by Deng, Xiang, and Yang in [12] . A homogeneous solution of the EP 4
Equivalently, we look for the solutions to (2.60) of the form χ(t, z) = λ(t), thus justifying the use of the word "homogeneous". In the physics literature [14, 35, 38] Since l is a function of t only and w depends only on z, both terms must be constant:
for some δ ∈ R. The existence of the steady state solutions of (2.60) amounts to the existence of λ(t) (the radius of the star), w(z) (the star configuration) satisfying (2.38)-(2.39). In fact, the above two equations are essentially the ones obtained by Goldreich and Weber [14] , Makino [28] , Fu and Lin [13] starting with the ansatz r = λ(t)z, ρ(t, r) = λ −3 (t)w 3 (z) and v(t, r) =λ(t)z in Eulerian coordinates. Note that a true self-similar ansatz would have the relationship v(t, r) =λ(t)z replaced by v(t, r) = λ 3 . The solvability of (2.38) and (2.39) with suitable initial, boundary conditions and the behavior of the solutions are discussed in detail in [28, 13] . In what follows, we shall summarize some of these results, and state the corresponding regularity properties necessary for the nonlinear analysis.
To describe the solutions to (2.39) it is convenient to work with the second order formulation 
Proposition 2.5 ([13]
). There exists a negative constant δ * < 0 such that for any δ ≥ δ * there exists w = w(z) satisfying (2.40) such that 0 < w < ∞ in [0, 1) and w satisfies the boundary conditions
Proposition 2.5 is essentially contained in [13] . We point out only one difference. Equation (2.40) is customarily solved with the boundary conditions w(0) = 1, w ′ (0) = 0 by a shooting method. The first zero denoted byz =z(δ) is then the radius of a star configuration. This solution is transformed to our desired solution w in Proposition 2.5 through a similarity transformation. Namely, for any β > 0 we note that w β (z) := βw(βz) solves (2.40) with δ replaced by δβ 3 and it satisfies w β (0) = β, w
The following lemma concerns the regularity of w.
Lemma 2.6. Let w be a solution obtained in Proposition 2.5. Then w ∈ C
∞ (0, 1) and w is analytic near z = 0 as well as z = 1. Moreover
, z ∼ 0 for some constants A 1 and A 2 and w (2k+1) (0) = 0 for any nonnegative integer k ≥ 0;
(ii) w satisfies the physical vacuum condition, i.e. strict inequalities −∞ < w
Proof. It follows from a minor modification of Lemma 3.3 in [17] . We omit the details.
Self-similar solutions of (2.38) are by definition the ones satisfying
2 . This translates in the assumptionλ(t)λ 1 2 (t) = const. Upon specifying the initial conditions
it is straightforward to check that for any δ ∈ (δ * , 0) there exists a self-similar solution λ(t) of the form:
satisfying (2.38) and (2.42) with the additional initial data constraint
Of course there exist other non-self-similar solutions of (2.38) with more general initial data. The following result discusses the behavior of the solutions of (2.38) and (2.43).
Proposition 2.7 ([28, 13])
. Let λ(t) be the solution of (2.38) and (2.43).
(1) If δ > 0, then λ(t) > 0 for all t > 0, lim t→∞ λ(t) = ∞ and moreover, there exist c 1 , c 2 > 0 such that
(2.46)
, then λ(t) > 0 for all t > 0 and it is explicitly given by the formula:
(2.49)
Proof. The only statements not discussed in [28, 13] are the precise rates of expansion stated above. Rate (2.48) is easily obtained by explicitly solving (2.38) with the initial condition (2.47), whereas rates (2.46) and (2.49) require a little more work, but follow from classical ODE arguments.
Propositions 2.5 and 2.7 in particular imply that for any given (δ,
is a solution of (2.28) with l given by (2.48) and w a solution of (2.39) and (2.41). In Eulerian coordinates, these solutions are given by
We next examine the physical energy and total mass for the homogeneous solutions given by (2.50).
Lemma 2.8. The energy E of the homogeneous solutions is given by
Proof. Recall the total energy:
We first compute the mass in the ball of radius r:
and hence the potential energy can be written aŝ
Therefore, the total energy is written as
Now we use the equation for l to obtain the total energy
Lemma 2.8 and Proposition 2.7 reveal an interesting relationship between the energy of self-similar expansions and the energy of non self-similar expansions. The self-similar stellar expansion is associated with zeroenergy stellar configurations, i.e.
For all other linearly expanding homogeneous solutions, the associated physical energy is strictly positive. On the other hand, the energy of the collapsing solutions can be positive, negative, or zero. 
which obviously depends only on δ. Since δ ∈ [δ * , ∞) and −∞ < w ′ (1) < 0, M (δ) cannot assume arbitrary positive values. Theorem 3.3 in [13] asserts that for any δ ∈ (δ * , ∞)
which implies that the admissible total mass lies in (0, M (δ * )]. This fact supports the following rather appealing interpretation of Propositions 2.7 and 2.5: if M < M (0), then the star will expand and the density will eventually go to zero. If M ≥ M (0) and if the initial velocity is below the escape velocity, the star will collapse toward the center in finite time. We note that M (0) is the mass of the steady Lane-Emden configuration. The notion of critical mass separating homogeneous collapse from expansion is discussed for the non-isentropic Euler-Poisson in general dimensions in [12] . Figure 1 that the Lane-Emden steady state (γ =   4 3 ) at the origin of the graph is dynamically unstable. This is clear from [14, 28, 13, 12] and was specifically pointed out by Rein [33] , who remarked that positive energy configuration can lead to an indefinite expansion of the fluid support [11] . Note that Figure 1 
Remark 2.9. It is obvious from
Nonlinear stability in similarity variables
Our goal is to study the nonlinear stability of the expanding star families (λ,ρ,v) and (λ,ρ,ṽ) given by Definitions 1.1 and 1.2 respectively. The general strategy will be to pass to suitable similarity coordinates, where the time-dependent expanding homogeneous solution transforms into a steady state of the new system of equations. Because of different rates of expansion, our stability results are presented in two separate subsections. We start with self-similar expansion.
Nonlinear stability for self-similarly expanding homogeneous solutions
Let (λ * ,ρ * ,v * ) λ * 0 ,λ * 1 ,δ * be a given self-similar expanding homogeneous solution of the EP 4 3 -system given by Definition 1.2. We consider a perturbation of
Without loss of generality we shall assume that ρ 0 :
We further assume that
The second condition means that we will restrict our stability analysis to a surface of zero-energy initial data. In order to describe the asymptotic behavior of the solutions generated by (ρ 0 , v 0 ) we will use the conservation-of-mass law to identify the background expanding homogeneous self-similar solution that we expect the perturbed solution to converge to. We accomplish this by finding a δ such that
(2.57)
In particular, this uniquely fixes a background solution (λ,ρ,v) λ0,λ1,δ with
where e is the coefficient appearing in E (1.16) and we call it the effective energy.
We now recall the Lagrangian formulation of the problem (2.25)-(2.27) and assume that there exists a χ 0 :
For initial density ρ 0 exhibiting the same boundary behavior asρ so that ρ 0 /ρ is a smooth positive function, the existence of such a function χ 0 follows from the Dacorogna-Moser theorem [10] . Since the energy is a dynamically conserved quantity, as long as smooth solutions to (2.28)-(2.29) exist, we have the identity
By the second assumption in (2.56) we note that
To understand the nonlinear asymptotics, we introduce a new unknown ξ by setting
As a consequence of (2.28) we obtain an evolution equation for ξ :
equipped with the initial conditions
where ξ 1 = χ 1 − χ 0λ1 and the nonlinear operator F w δ is given by (2.30) . With respect to the new variable ξ the energy E takes the form:
Motivated by the self-similar rescaling (1.4)-(1.5) we introduce a self-similar time coordinate s by setting
and the unknown ψ in new coordinates (s, z):
Using (2.60), (2.63), and (2.64) a straightforward calculation gives a quasilinear wave equation for ψ
We supply (2.65) with initial conditions: and thus grows exponentially in s (recall that b < 0 corresponds to the expansion case). The energy (2.62) in the new variables takes the form
To stress the dependence of the background profile w δ on the parameter δ we shall from now on use the notation
where the inner product (·, ·) δ,k and the norms · w,k have been defined in (2.32) and the high-order weighted space H w is defined by (2.35). For any perturbation φ = ψ − 1 from the steady state we define a high-order energy norm
Theorem 2.10 (Nonlinear stability of selfsimilar expanding stars). There exist ε, ǫ > 0 such that for any −ε < δ < 0 and any initial datum (ψ(0), ψ s (0)) = (ψ 0 , ψ 1 ) with vanishing initial energy
satisfying the smallness condition 
).
Nonlinear stability of linearly expanding homogeneous solutions
Let (λ * ,ρ * ,ṽ * ) λ * 0 ,λ * 1 ,δ * be a given linearly expanding homogeneous solution of the EP 4
3
-system given by Definition 1.2. We consider a perturbation of
Without loss of generality we shall assume thatλ * 0 = 1 and that ρ 0 : [0, 1] → R satisfies (2.55). We further assume that
We may also assume that E(ρ 0 , v 0 ) > 0 since by definition E(ρ * ,ṽ * ) > 0. In order to describe the asymptotic behavior of the solutions generated by (ρ 0 , v 0 ), just like in previous section, we will use the conservation-ofmass and conservation-of-energy laws to uniquely fix a linearly expanding background solution (λ,ρ,ṽ) λ0,λ1,δ satisfying
Recalling the Lagrangian formulation of the problem (2.25)-(2.27) we assume that there exists a χ 0 : [0, 1] → [0, 1] such that (2.58) holds withρ instead ofρ. To understand the nonlinear asymptotics, we introduce a new unknown ζ by setting
The unknown ζ solves (2.60) with ζ instead of ξ andλ instead ofλ, while the associated initial conditions read
To reflect the expected linear growth rate of the perturbed solution we introduce a new time variable τ = τ (t):
Analogously to (2.64) we introduce an unknown θ in new coordinates (τ, z):
Using (2.60) and (2.75) we derive an equation for the unknown θ(s, z) = ζ(t, z)
with the initial data:
In the τ -coordinate,λ satisfies the following ODE:
λ0 is the effective energy of the linearly expanding homogeneous solution (ρ,ũ,l). It follows that for large values of τ the asymptotic behavior ofλ is given bỹ
79)
Similarly,
which corresponds to the background expanding solution (λ,ρ,ṽ) λ0,λ1,δ encompassed by Definition 1.2 (i.e. belonging to the light-blue region in Figure 1 .) The total energy in the new variable takes the form
A key differential operator in our analysis is given by
It enters crucially in the definition of our high-order energy space. 
For any perturbation φ = θ − 1 from the steady state we define a high-order energy norm
(2.85) Theorem 2.14 (Nonlinear stability of linearly expanding stars). There exists ǫ, ε 0 > 0 such that for any −ǫ < δ < ∞, any 0 < ε ≤ ε 0 and any initial data (θ 0 , θ 1 ) satisfying
there exists a unique global-in-time solution to the initial value problem (4.138)-(4.139). Moreover, there exists a constant C > 0 such that sup 
Comments and methodology
Questions of singularity formation in various critical problems have received a lot of attention in the past decades, especially in the context of nonlinear wave, Yang-Mills, nonlinear Schrödinger equations, generalized KortewegdeVries equation, corotational wave maps and various other hyperbolic problems. An exhaustive overview with many references can be found in [31] . The possible blow-up phenomenology is rich, with rates often deviating from the predicted self-similar rates, and such non self-similar regimes can be both stable and unstable. In the context of the gravitational Euler-Poisson problem, the catalogue of potential dynamical scenarios appears to be very rich and far from being understood.
The free-boundary gravitational Euler-Poisson system is a classical example of a system of hyperbolic balance laws where we may expect shock singularities to occur in finite time. A global-in-time existence and uniqueness theory is not available even in the context of small initial data. The manifestly hyperbolic nature of the equations is clearly seen in Lagrangian coordinates where the EP γ -system takes a form of a degenerate quasilinear wave equation on a compact spatial domain. There are however two well-known classes of exact solutions: the LaneEmden steady states when 6 5 < γ < 2 and a special class of homogeneous (also known as homologous) solutions in the case γ = 4 3 discovered and analyzed in [14, 28, 13] (see Section 2.2). Both classes of solutions share one important common feature -they satisfy the so-called physical vacuum boundary condition at the star-vacuum interface.
In the mass-critical case γ = 4 3 Theorems 2.10 and 2.14 confirm that the two modes of expansion (marked by light-blue and dark-blue in Figure 1 ) are nonlinearly dynamically stable. It remains open to understand the asymptotic behavior in the vicinity of collapsing solutions (marked light-and dark-red in Figure 1 ). Moreover, in the supercritical regime [33, 25] in the subcritical regime When γ ≥ 4 3 it was shown in [29, 11] that if there exists a global-in-time strictly positive energy solution to the spherically-symmetric EP γ -system, then the star support grows at least linearly-in-time. Theorem 2.14 shows that in the vicinity of a linearly expanding homogeneous solutions this result is optimal, i.e. the star support grows at most linearly-in-time. Notice that the sub linear growth of the fluid support stated in Theorem 2.10 is associated only with the zero-energy configurations and therefore does not contradict [29] .
Besides the work of Goldreich & Weber [14] , there exist numerous other physics works devoted to various notions of self-similar collapsing/expanding star solutions of the Euler-Poisson system, see [23, 32, 38, 3, 4, 35] and references therein. The polytropic index γ is often allowed to vary in the full range 1 ≤ γ < 2. All of these other solutions (some of which lead to physically very interesting scenarios of stellar collapse [38] ) have an infinite support of the star density and therefore do not possess a star-vacuum free boundary.
As an important consequence of our results, we show the existence of global-in-time large data solutions to the EP γ -system. To the best of our knowledge, this is the first work proving existence and uniqueness of global-intime classical solutions of the free-boundary EP γ -system that are neither homogeneous nor stationary. Our results provide a set of initial data and an energy space that lead to global-in-time solutions in a functional framework that allows us to track the regularity and behavior of the free boundary. A key mechanism that precludes finite time singularity formation is the expansion of the background star solution. The fluid density decreases sufficiently rapidly to counteract a possible shock formation. A related phenomenon, albeit in the absence of free boundaries, appears in the context of the Euler-Einstein system with positive cosmological constant [36, 37, 15, 27] , wherein the role of the expanding homogeneous solutions is replaced by the well-known Friedman-Lemaître-RobertsonWalker expanding spacetimes.
The presence of the physical vacuum condition, while natural from the physics point of view, causes fundamental difficulties in the analysis, as the first derivative of the fluid enthalpy is in general discontinuous across the fluid-vacuum interface. The first step in handling both the free boundary and isolating the difficulties coming from the above mentioned degeneracy is to use the Lagrangian coordinates. In these coordinates, a natural functional-analytic framework of weighted Sobolev spaces emerges as the right setting for the well-posedness analysis. The initial fluid density is a natural weight in the problem. These tools have been first designed and successfully used to overcome the above mentioned difficulties in the context of compressible Euler equations in vacuum [8, 22] and in the context of the Euler-Poisson system in [17, 18] . A similar methodology was used to prove local-in-time existence for the Euler-Poisson system [26] . In [30] , Nash-Moser theory was used to establish the existence of smooth local solutions of the Euler-Poisson system approximating time periodic (linearized) profiles.
The fluid densities associated with the expanding homogeneous stars also satisfy the physical vacuum condition, as they solve the generalized Lane-Emden equation. To prove nonlinear stability of such solutions, we adapt the Lagrangian flow map to the expanding background, and control the deviation by suitably rescaling the time variable. In our approach, the initial density of the perturbation enters in the choice of the initial flow map.
To prove Theorem 1.3 we introduce the self-similar time coordinate s defined by
(2.87)
The self-similar expanding homogeneous solutions transform into steady states of the newly rescaled equation given by
where L δ is a suitable second order self-adjoint differential operator, N δ a nonlinearity and b < 0 is a constant. Due to the scaling invariance of the problem, coefficients in front of the ∂ s -derivatives in (2.88) are constant. A key mechanism for our stability result is a new damping effect induced by the term − 1 2 bφ s (recall that b < 0) in (2.88). It exists as a consequence of the expansion of the background self-similar homogeneous solution. However, due to a stretch effect coming from 3δφ (note that δ < 0), the linear part admits a growing mode φ = e −bs , which makes the stability nontrivial and interesting. It is not a priori clear that this growing mode will not persist at the nonlinear level. However, the unstable mode is in fact a reflection of the conservation-of-energy law and the associated eigenvector is tangential to the manifold of constant energy solutions. Therefore to deal with such an instability we crucially use a nonlinear constraint inherited from the conservation of the physical energy, thereby reducing our stability result to a codimension-one set of initial data.
The stability of the homogeneous self-similar expanding solutions relies on proving an exponential decayin-s of small amplitude perturbations with zero energy. Such a decay result follows from the energy-dissipation inequalities for suitably defined high-order energy functionals E, D taking the form
where we have the full coercivity of the dissipation D E.
Our nonlinear estimates naturally split into two parts. First we prove the energy-dissipation inequalities for pure ∂ s -derivatives of φ using the standard Hardy inequalities and embeddings between weighted Sobolev spaces. In our second step we provide the bounds for the full energy (involving purely spatial and mixed space-time derivatives) and this is accomplished by using (2.88) and a bootstrap procedure allowing us to express higher spatial derivatives in terms of ∂ s -derivatives. We refer to this part of the analysis as the elliptic estimates. A crucial tool in the proof of the energy-dissipation bounds is the spectral gap of the linearized operator L δ . Specifically L δ is a strictly positive operator as long as it acts on a space orthogonal to its null-space, i.e. as long as (φ, 1) δ = 0. We therefore need to control |(φ, 1) δ | separately. This is accomplished by exploiting the nonlinear constraint E(φ, φ s ) = 0 which restricts the dynamics to the surface of zero-energy solutions. Specifically we show that the linearization of this condition yields a relationship of the schematic form (φ, 1) δ = const. × (φ s , 1) δ + quadratic nonlinearity which will allow us to show |(φ, 1) δ | E.
To prove Theorem 1.5 we also rescale time. Note however that the linearly expanding homogeneous solutions (λ,ρ,ṽ) do not expand at a self-similar rate. Therefore, we introduce a new time coordinate τ by setting
Like above, the homogeneous background solution (λ,ρ,ṽ) transforms into a steady state, but unlike the selfsimilar case, the new equation for a perturbation φ in Lagrangian coordinates has τ -dependent coefficients in front of ∂ τ φ and ∂ τ τ φ:
In the new coordinatesλ ∼ e βτ for large values of τ where β > 0 is some constant. Although (2.90) and (2.88) look structurally similar as they appear to be damped wave equations, they are fundamentally different. By contrast to (2.88), the exponentially growing coefficientsλ andλ τ in (2.90) are inevitable since the linearin-time expansion does not honor the invariance of the system and it creates severe analytical difficulties. As a consequence the high-order energy method developed for the self-similar case does not work since the operator ∂ τ does not commute well with (2.90) any longer. Namely, some of the commutators contain τ -dependent weights that grow faster than the natural energy and we cannot close the energy estimates. Instead we design a different high-order energy approach, based on differential operators containing only spatial derivatives. This idea goes back to the work by Jang & Masmoudi [22] on free-boundary compressible Euler equations where the number of spatial derivatives changes the weight in the energy space. In our problem a key elliptic operator
captures precisely the degeneracy caused by the physical vacuum. In addition to this we have to deal with the coordinate singularity at z = 0 because naive successive applications of the ∂ z -operators may result in unfavorable negative powers of z in our energy terms. To avoid this problem we commute the equation with high-order powers of the elliptic operator
to derive the energy estimates. It turns out that S commutes well with (2.90) at both boundaries. Together with L δ,k ψ it enables us to construct energy spaces without commuting the equation with ∂ τ derivatives and close the energy estimates. The elliptic operators L δ,k and S have not explicitly appeared in the previous works and a careful and detailed analysis is carried out in Section 4. The paper proceeds as follows. Section 3 is devoted to the proof of Theorem 2.10: the nonlinear stability of self-similar expanding homogeneous solutions. A crucial coercivity of the energy, leading to the exponential decay of perturbations, is shown in Lemma 3.4. Nonlinear energy estimates (Theorem 3.2) will be presented in detail. In Section 4, we prove Theorem 2.14: the nonlinear stability of linearly expanding homogeneous solutions. The S-energy method (Theorem 4.4) will be developed based on various commutator estimates between S on one side and linear operator and nonlinear terms (Lemmas 4.6, 4.9, 4.13) on the other. We shall also prove comparison estimate between the S energy and the norm (Lemma 4.8). In the Appendix, we present the spectral theory of our key linearized operators, Hardy inequalities and weighted Sobolev spaces embedding results.
Nonlinear stability of self-similar expanding homogeneous solutions
To understand the stability properties ofψ ≡ 1, we linearize around this steady state. Letting ψ =ψ + φ = 1 + φ, using (2.40) we obtain
, by rearranging terms, we obtain the expansion
dθ . 
Therefore, the perturbation φ satisfies the following equation:
equipped with the following initial conditions:
Here N δ [φ] is the nonlinear remainder defined by the relationship
The explicit form of N δ is obtained from the second through sixth lines of the expansion (3.91). For the nonlinear estimates however, it will only be important that N δ has the following structure: It is easy to see that the operator L δ defined in (3.92) is non-negative and symmetric with respect to (·, ·) δ :
. Moreover, following the same argument in [1, 30] , we deduce that L δ has the Friedrichs extension, which is a self-adjoint operator in the weighted space L 2 δ,0 whose spectrum is purely discrete. See Appendix A for more detail on the analysis of the linearized operator. The following coercivity properties result from the spectral theory of L δ , which will be crucial for the energy estimates in Section 3.1.
Lemma 3.1 (Spectral gap for the linearized operator).
There exists a sufficiently small ε > 0 such that for any −ε < δ < 0 the following statements hold:
1. There exists a constant µ 1 > 0 such that for any ϕ ∈ H 1 δ satisfying (ϕ, 1) δ = 0 the following bound holds:
2. There exists µ 2 > 0 such that for any ϕ ∈ H 1 δ satisfying (ϕ, 1) δ = 0 the following bound holds:
Here µ 1 and µ 2 can be chosen uniformly in δ.
The proof of Lemma 3.1 will be given in Appendix A. The conserved energy expressed in terms of the perturbation φ takes the form
Linearizing the relation
we conclude that
where J [φ] is a quadratic nonlinear expression given by
In addition to the total energy E defined in (2.70) we also introduce an auxiliary energy E (s) : There exists a constant ε such that for any initial data (φ(0), φ s (0)) = (φ 0 , φ 1 ) satisfying the initial bound: 106) and satisfying the vanishing energy assumption
there exist constants C 1 , C 2 , C 3 > 0 such that the following energy bound holds:
Before we prove Theorem 3.2 we collect the following key estimates.
Nonlinear energy estimates Proposition 3.3 (Energy equivalence). Assume the same as in Theorem 3.2. Then the total energy E(s) is bounded by the instant energy E (s).
Proof. The equivalence relation (3.108) is a non-trivial consequence of the fact that φ solves the equation (3.93):
By exploiting the elliptic structure of L δ , we will establish the following estimates:
Then the claim follows from (3.110) for sufficiently small E(s). The proof of (3.110) is analogous to the proof of Proposition 4.1 from [17] and it proceeds by induction. Here we briefly discuss how to obtain (3.110). We start with ∂ 2 z φ 2 δ,2 . In order to see that ∂ 2 z φ 2 δ,2 is bounded by the right-hand side of (3.110), square (3.109) and take the inner product with 1:
By using the L ∞ estimates and Hardy inequalities, one can deduce that
The left-hand-side of (3.111) can be rewritten as
where we have integrated by parts. Since w To illustrate the induction procedure, we now discuss the case of ∂ 3 z φ 2 δ,3 . To this end, we multiply (3.109) by z and differentiate with respect to z:
Dividing this equation by z, squaring it, and then taking (, ) δ,1 inner product, we obtain the inequality similar to (3.111) . Notice that the right-hand side consists of quartic terms and quadratic terms involving the instant energy E and E containing two spatial derivatives only, which have been estimated at the previous step. The quartic terms can be estimated by the embedding inequalities and Hardy inequalities. The left-hand side gives rise to ∂ We next state a technical coercivity lemma, that will be needed in the derivation of our high-order energy identity.
Lemma 3.4. Let (φ, φ s ) be a solution to the nonlinear degenerate wave equation (3.93) . Then there exists c 0 = c 0 (|b|), |δ| sufficiently small and constants C 1 , C 2 > 0 so that the following coercivity bounds hold:
where E and J are defined by (3.104) and (3.103) respectively. Here b = − 2|δ| and C 1 depends on |δ|.
Proof. Letting g j = ∂ j s φ, j = 0, 1, . . . , 7, we now want to prove the coercivity of the energy functional
where (φ, φ s ) is a local-in-time solution to (3.93) and c 0 is to be determined. We first decompose
and L δ is a self-adjoint operator with respect to (·, ·) δ , it is easy to check that
Therefore from (3.115) it follows that
On the other hand, applying ∂ j s to (3.102) we obtain the identity
from which we infer that
where we have used δ = − 1 2 b 2 . By the spectral gap property (3.99), the previous two equalities, and the fact that
We can choose c 0 , k 1 , k 2 , k 3 > 0 such that the following inequality holds
where c 1 = c 1 (µ 2 ), c 2 = c 2 (|δ|). For instance, k 1 = k 2 = 1/2, k 3 = 1/18, c 0 = |b|/6 will work. Summing the above bound over all j ∈ {0, . . . , 7}, we obtain the estimate
where C 1 = C 1 (|δ|). This concludes the proof of estimate (3.113). Bound (3.114) follows in an analogous way.
Proof of Theorem 3.2
Evaluating the inner product of (3.93) and φ s we obtain the fundamental energy dissipation law:
We can also evaluate the inner product of (3.93) and φ to obtain
Now we rewrite the first term as
By adding a small constant multiple of this identity to (3.120) and integrating with respect to s we obtain the following key energy identity:
Using the same calculation for the time differentiated problem we obtain
Summing over j ∈ {0, . . . , 7} and using Lemma 3.4 we conclude that there exists some positive numbers κ
Estimates for the right-hand side of (3.123). We first recall the expression (3.96):
where p i , i = 0, . . . , 6 are rational polynomials such that p i : [−c, c] → R is a C ∞ function for some c > 0 and i = 0, . . . , 7. Furthermore, polynomials p 0 , p 1 , p 4 are at least quadratic in φ, and polynomials p 2 , p 6 are at least linear in φ when expanded about zero. In other words
Fix j ∈ {0, . . . , 7}. From (3.124) it is clear that
where we used the L ∞ -bounds of Lemma B.3, Cuchy-Schwarz inequality, Hardy inequality, the quadratic structure of p 0 and p 1 , and the a priori assumption (4.154). The third, fourth, and the fifth term on the right-hand side of (3.124) contain two ∂ z -derivatives and are therefore rather subtle to estimate. We focus first on the third term and rewrite
where R j is a lower order remainder arising due to the application of the Leibniz rule and it satisfies the energy bound
Note that
where we integrated by parts. Note that
where we used the Hardy inequality in the last estimate to conclude that´1 0 w
Therefore from (3.128) we conclude that
The estimate for the fourth term on the right-hand side of (3.124) is entirely analogous to the previous bound and we conclude that
The last term on the right-hand side of (3.124) appears slightly different in structure, but the top order estimate relies on the same integration-by-parts idea as in (3.128)-(3.129). Namely, introducing a shorthand notation
3 dθ, the term we need to estimate takes the form
Commuting the operator ∂ j s all the way through in the above expression and recalling the definition of (·, ·) δ , we see that the highest order term takes the form
Integrating-by-parts with respect to z we can rewrite the above term in the form
The key property of the nonlinearity q(φ, φ z ) is that at the top order
The top order factor ∂ j s φ z enters linearly in the above expression and we may integrate-by-parts with respect to s by the same reasoning as in (3.126)-(3.130). We thereby use Hardy inequalities and weighted Sobolev space embeddings to bound (3.131) by CE(0) + C´s 0 E(σ)
Analogously to (3.132) we obtain (an easier estimate)
Recalling the definition (3.103) of J and using the Hardy inequalities and weighted Sobolev space embeddings of Appendix B, due to the quadratic structure of J it is straightforward to check the bound
Therefore, from (3.123) and bounds (3.132)-(3.134) it follows that
By the a priori assumption (4.154), we can absorb the first term on the right-hand side into the left-hand side for sufficiently small M to finally obtain Repeating the same argument we deduce that for any 0 ≤ s ′ ≤ s < ∞ the following energy bound holds: 
Proof of Theorem 2.10
Let ǫ < From the local well-posedness theorem 2.3 it follows that S > 0. It follows from (3.135) that for a sufficiently small E(0) the solution to (3.93) has to exist globally-in-time, i.e. S = ∞. Since ψ = 1 + φ this implies that the solution to (2.65)-(2.67) also exists globally-in-time. Letting s → ∞ in (3.136) we conclude that
By an elementary integration we obtain the decay
′ , for all s ′ ≥ 0. 
which in turn gives
Together with Proposition 3.3 the last bound completes the proof of Theorem 2.10.
Nonlinear stability of linearly expanding homogeneous solutions
Linearizing (2.77) about the steady stateθ = 1 and writing θ = 1 + φ we obtain the equation satisfied by φ
Operators L δ and N δ are defined by (3.92) and (3.96) respectively. With respect to the unknown φ the energy E takes the form
Expanding E(1 + φ, φ τ ) around the steady state, we obtain
λ0 and the nonlinear remainderJ [φ] is given bỹ
Since the energy is conserved i.e. E(1 + φ, φ τ ) = E(1 + φ 0 , φ 1 ), we obtain the identity
where κ is the physical energy deviation of the perturbation from the background state,
As mentioned in Section 2.4 the exponentially growing coefficientsλ andλ τ in (4.138) force us to avoid commuting (4.138) with higher ∂ τ -derivatives as we did previously in Section 3. Instead we develop a high-order energy method based on spatial derivatives solely. Inspired by [22] we know that the more degenerate weights are needed for higher-order spatial derivatives in order to capture the physical vacuum singularity. In addition to that, we need to handle coordinate singularities at z = 0 that arise with repeated application of spatial derivatives. To handle these difficulties we already introduced the operator S in (2.84) and we additionally define another carefully chosen elliptic operator. 
Note that the operator L δ,k defined in Definition 4.1 can be also written in the form
We first state the result for L δ,k analogous to Lemma 3.1 for L δ .
Lemma 4.2 (Spectral gap for the linearized operator).
There exists a sufficiently small ε > 0 such that for any −ε < δ ≤ 0 the following statements hold:
1. There exists a constant µ 1,k > 0 such that for any ϕ ∈ H 1 δ,k satisfying (ϕ, 1) δ,k = 0 the following bound holds:
2. There exists µ 2,k > 0 such that for any ϕ ∈ H 1 δ,k satisfying (ϕ, 1) δ,k = 0 the following bound holds:
We remark that µ 1,k and µ 2,k can be chosen uniformly in δ. For the spectral theoretic properties of L δ,k and the proof Lemma 4.2 see Appendix A.
Recall the definition (2.85) of the high-order energyẼ. If δ > 0, it is clear that
However, if δ ≤ 0, L δ,k + 3δ is not positive definite any longer. Nevertheless, we will show that if φ solves (4.138)-(4.139) and if |δ| sufficiently small, we have a desired coercivity for nonpositive δ-s with a sufficiently small |δ| ≪ 1. 
(4.149)
Proof. To prove (4.149), we first take advantage of (4.142). Sinceẽ > 0 andλ ∼ e 
where we have used |κ| Ẽ (0).
For any j ≥ 1 it is easy to check that
The Cauchy-Schwarz inequality and the physical vacuum condition −∞ < w
for some k j > 0, j ∈ N. For any j ∈ N we have
The first two terms can be rewritten as
. Since (ϕ j , 1) δ,2j = 0, for |δ| sufficiently small, by Lemma 4.2, there existμ > 0 such that
Using (4.151) it then follows that
Since the last negative term is indexed at j − 1, we can select constants c j > 0 so that it can be absorbed into the linear combination of the left-hand side successively. Hence we deduce that
(4.152)
By using (4.150), we obtain the desired inequality (4.149).
In addition to the high-order energyẼ we also define a high-order dissipation functional bỹ 
There exists a constant ε > 0 such that for any initial data (φ(0), φ s (0)) = (φ 0 , φ 1 ) satisfying the initial bound:
there exist constantsC 1 ,C 2 ,C 3 > 0 such that the following energy bound holds:
where β 2 is defined in Section 2.3.2. 
Proof. The proof of the lemma is a straightforward application of the product and the chain rule. 
The energy norm and weighted Sobolev norms
The next lemma allows us to estimate the higher ∂ z -derivatives of ϕ in terms of the high-order S-derivatives of ϕ in the weighted spaces H Then from the boundedness of ∂
In the estimates below we shall be freely using (2.80)-(2.82). We commute the equation (4.138) with the operator S j , j = 0, 1, 2, 3, 4. As a result we obtain the following equation satisfied by S j φ :λ
In the derivation of (4.183) we successively used Lemma 4.6. Taking the (·, ·) δ,2j inner product with S j φ τ we obtain the following identity:
(4.185) and
for any j = 0, 1, 2, 3, 4. We recall that the functions a k (·), b k (·), k ∈ N, are defined by (4.161)-(4.162). For any j ∈ {0, 1, 2, 3, 4} the quantities Q j represent the quadratic error terms and they are therefore very dangerous as they are a priori of the same order of magnitude as the energy itself. The (at least) cubic error terms C j are better behaved from the point of view of the order of magnitude, but they possess an intricate quasilinear structure and different ideas are needed to control them.
Energy estimates for Q j
We recall that for any given δ ≥ 0 or δ * < δ < 0 withẽ = λ Proof. Applying the product rule (4.158) it is easy to see that the top order error term appearing in the first sum on the right-hand side of (4.185) is of the form ≤ νD + C ν e −β2τ S j φ 2 δ,2j .
The remaining terms appearing in the first sum on the right-hand side of (4.185) are all below-top order. To illustrate this, consider the case ℓ = 1 in the first sum on the right-hand side of (4.185):
S(a j−1 S j−1 φ) , S j φ τ δ,2j = Sa j−1 S j−1 φ , S j φ τ δ,2j
+ 2 ∂ z a j−1 ∂ z S j−1 φ , S j φ τ δ,2j + a j−1 S j φ , S j φ τ δ,2j . (4.189)
Observe that we used the product rule (4.158) on the right-hand side above. The last term on the right-hand side of (4.189) has already been bounded above. The first term on the right-hand side of (4.189) is bounded using the Hölder ineqaulity
Sa j−1 w δ ∞ S j−1 φ δ,2j−2 S j φ τ δ,2j
≤ νD + C ν e −β2τẼ , where we used Lemma 4.7 to infer that Sa j−1 w δ ∞ 1 and the definition ofẼ andD. To bound the second term on right-hand side of (4.189), we use (4.168) with ϕ = S j−1 φ. We thus obtain ∂ z a j−1 ∂ z S j−1 φ , S j φ τ δ,2j ∂ z a j−1 zw δ 1/2 ∞ ∂ z S j−1 φ z δ,2j−1 S j φ τ δ,2j
≤ νD + C ν e −β2τẼ , just like in the previous estimate. Combining the last three bounds we conclude that S(a j−1 S j−1 φ) , S j φ τ δ,2j ≤ νD + C ν e −β2τẼ . ≤ νD + C ν e −β2τẼ .
Analogously, for any ℓ ∈ {1, . . . , j} we first estimate the top-order term ≤ νD + C ν e −β2τẼ .
Using the Young inequality and Lemmas 4.7, 4.8, it is straightforward to check that the remaining below-toporder terms in the first sum on the right-hand side of (4.185) are also bounded by νD + C ν e −β2τẼ . Therefore, using the above bounds and integrating with respect to τ , we obtain the bound (4.187). + S j (p 2 (φ)M δ,0 φ) , S j φ τ δ,2j + S j (p 3 (φ)M δ,0 (p 4 (φ))) , S j φ τ δ,2j + S j Q[φ, φ] , S j φ τ δ,2j (4.198)
Energy estimates for
Step 1: Estimates for the first and second term on the right-hand side of (4.198) . Using (4.159) and (4.158) for any j ≥ 1 we may rewrite Step 2: Estimates for the third, fourth, and the fifth term on the right-hand side of (4.198) . Applying the product rule (4.158) and the chain rule (4.159) we obtain
where A j [φ] consists of remaining nonlinear terms after applying the product rule (4.158) and each factor in A j [φ] contains at least one ∂ z derivative. We focus on the first summation. We can rewrite it as δ,2j , for 0 ≤ j ≤ 4} (low-regularity space), we observe that for any 0 < τ 2 < τ 1 , dτ (e −β2τ2 − e −β2τ1 ) ε.
Therefore, given a strictly increasing sequence τ n → ∞, the sequence {S j φ(τ n )} ∞ n=1 is Cauchy in H 4 δ,0 . This completes the proof.
Proof. The case of L 0 directly follows from Proposition 1 of [30] and other cases can be treated similarly. For completeness, we will describe the argument in [30] for other cases.
In order to apply the classical theory, we first perform the so-called Liouville transformation: 
