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ABSTRACT. We study the Abels-Garcke-Gru¨n (AGG) model for a mixture of two viscous incompressible
fluids with different densities. The AGG model consists of a Navier-Stokes-Cahn-Hilliard system charac-
terized by a (non-constant) concentration-dependent density and an additional flux term due to interface
diffusion. In this paper we address the well-posedness problem in the two-dimensional case. We first prove
the existence of local strong solutions in general bounded domains. In the space periodic setting we show
that the strong solutions exist globally in time. In both cases we prove the uniqueness and the continuous
dependence on the initial data of the strong solutions.
1. INTRODUCTION
In this article we consider the Abels-Garcke-Gru¨n (AGG) model
∂t(ρ(φ)u) + div
(
u⊗ (ρ(φ)u + J˜))− div (ν(φ)Du) +∇P = −div (∇φ⊗∇φ)
div u = 0
∂tφ+ u · ∇φ = ∆µ
µ = −∆φ +Ψ′(φ).
(1.1)
The AGG system is studied in Ω × (0, T ), where Ω is either a bounded domain in R2 or the two-
dimensional torus T2. The state variables are the volume averaged velocity u = u(x, t), the pressure
of the mixture P = P (x, t), and the difference of the fluids concentrations φ = φ(x, t). The symmetric
gradient isD = 1
2
(∇+∇T ). The flux term J˜, the mean density ρ and the mean viscosity ν of the mixture
are given by
J˜ = −ρ1 − ρ2
2
∇µ, ρ(φ) = ρ1 1 + φ
2
+ ρ2
1− φ
2
, ν(φ) = ν1
1 + φ
2
+ ν2
1− φ
2
, (1.2)
where ρ1, ρ2 and ν1, ν2 are the homogeneous densities and viscosities of the two fluids. The nonlinear
function Ψ is the Flory-Huggins potential
Ψ(s) =
θ
2
[
(1 + s) log(1 + s) + (1− s) log(1− s)
]
− θ0
2
s2, s ∈ [−1, 1], (1.3)
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where the constant parameters θ and θ0 fulfill the conditions 0 < θ < θ0. Notice that (1.1)1 can be
rewritten in the non-conservative form as
ρ(φ)∂tu + ρ(φ)(u · ∇)u − ρ′(φ)(∇µ · ∇)u − div (ν(φ)Du) +∇P = −div (∇φ⊗∇φ). (1.4)
In a bounded domain Ω, the system is subject to the classical boundary conditions
u = 0, ∂nφ = ∂nµ = 0 on ∂Ω × (0, T ), (1.5)
where n is the unit outward normal vector on ∂Ω, and ∂n denotes the outer normal derivative on ∂Ω. In
the case Ω = T2, the state variables satisfy periodic boundary conditions. In both cases, the system (1.1)
is supplemented with the initial conditions
u(·, 0) = u0, φ(·, 0) = φ0 in Ω. (1.6)
The total energy associated to system (1.1) is defined as
E(u, φ) = Ekin(u, φ) + Efree(φ) =
∫
Ω
1
2
ρ(φ)|u|2 dx+
∫
Ω
1
2
|∇φ|2 +Ψ(φ) dx,
and the corresponding energy equation reads as
d
dt
E(u, φ) +
∫
Ω
ν(φ)|Du|2 dx+
∫
Ω
|∇µ|2 dx = 0. (1.7)
The Abels-Garcke-Gru¨n system is a fundamental diffuse interface model which describes the motion
of two viscous incompressible Newtonian fluids with unmatched densities (i.e. ρ1 6= ρ2). The model was
derived in the seminal paper [7]. The AGG model is a thermodynamically consistent generalization of
the well-known Model H (see [23] for the derivation and [1, 21] for the mathematical analysis). In fact,
the classical Navier-Stokes-Cahn-Hilliard system is recovered in the matched density case (i.e. ρ1 = ρ2)
since the flux J˜ = 0 and the density ρ(φ) is constant. As for the Model H, the fluid mixture in the
AGG system is driven by the capillarity forces −div (∇φ ⊗ ∇φ) due to the surface tension effect. In
addition, a partial diffusive mixing is assumed in the interfacial region, which is modeled by ∆µ, being
the chemical potential µ = δEfree(φ)
δφ
. The specificity of the AGGmodel lies in the presence of the flux term
J˜. In contrast to the one-phase flow, the (average) density ρ(φ) in (1.1) does not satisfy the continuity
equation with respect to the flux associated with the velocity u. Instead, the density ρ(φ) satisfies the
continuity equation with a flux given by the sum of the transport term ρ(φ)u and the term J˜. The latter
is due to the diffusion of the concentration in the unmatched densities case. For the connection of the
AGG model with the classical sharp interface two-phase problem and the so-called sharp interface limit,
we refer the reader to the review in [8]. It is important to mention that the theory of diffuse interface
models for mixtures of fluids has been widely developed in the past decades. Several systems have been
proposed to model binary mixtures with non-constant density in view of their applications in engineering
and physics. We mention the models derived in [11,14,18,24,26,27] and the theoretical analysis achieved
in [2, 3, 10, 22, 25].
The mathematical analysis of the AGG system has been focused so far on the existence of weak
solutions in two and three dimensional bounded domains. More precisely, global solutions with finite
energy for the system (1.1) with boundary and initial conditions (1.5)-(1.6) were proven in [5] and [6]. In
the former the mobility coefficientm(φ) is non-constant and strictly positive, whereas in the latterm(φ)
WELL-POSEDNESS OF THE AGG MODEL 3
is degenerate1. More recently, the existence of global weak solutions have been generalized in [4] for
viscous non-Newtonian binary fluids and in [17] for the case of dynamic boundary conditions describing
moving contact lines. Furthermore, non-local variants of the AGG system have been investigated in [9]
and in [15], where the gradient term 1
2
|∇φ|2 in the local free energyEfree(φ) has been replaced by different
non-local operators.
The aim of this contribution is to present the first well-posedness result for the AGG model. In our
analysis we show existence, uniqueness and continuous dependence on the initial data of the strong so-
lutions in the two-dimensional case. In comparison with the notion of weak solutions studied in all the
previous works on the AGG model, such strong solutions are more regular and solve the system (1.1)
pointwise almost everywhere. These solutions depart from initial data u0 ∈ H1(Ω) with div u0 = 0,
and φ0 ∈ H2(Ω) such that −1 ≤ φ0(x) ≤ 1 in Ω and −∆φ0 + Ψ′(φ0) ∈ H1(Ω), which satisfy suit-
able boundary or periodic conditions. We first prove the existence of local-in-time strong solutions in a
general bounded domain (see Theorem 3.1). Our proof relies on the existence of suitable (global) approx-
imate solutions to system (1.1) constructed through a semi-Galerkin formulation. In this framework the
modified Navier-Stokes equations (1.1)1-(1.1)2 are solved in finite-dimensional (spacial) spaces, whereas
the convective Cahn-Hilliard system (1.1)3-(1.1)4 is fully solved (i.e. not approximated). The advan-
tage of this approach is that the approximate velocity fields um is regular in the space variable, and the
approximate concentrations φm take values in the physical interval [−1, 1] which, in turn, ensures that
ρ′(φ) = ρ1−ρ2
2
2. It is worth pointing out that our strategy entirely exploit the regularity properties of
the Cahn-Hilliard equation with logarithmic potential in two dimensions. More precisely, the control of
Ψ′′(φ) in Lp spaces (available in the two dimensional setting) allows us to recover the time continuity
of the chemical potential µ, which is needed to solve the approximated problem. Once the existence of
the approximate solutions is shown, we employ the energy method to deduce uniform estimates and the
necessary compactness to obtain the existence of a local solution to (1.1). Next, in the periodic boundary
setting we demonstrate that the strong solutions exist globally in time (see Theorem 3.2). The key obser-
vation to obtain the propagation of regularity for all times is that global-in-time higher-order estimates
for the full system as in [21, 22] are out of reach due to the presence of the nonlinear term (∇µ · ∇)u
(cf. the term I3 in (4.48)). Notice that, since∇µ belongs to L2(0, T ;L2(T2)) (cf. (1.7)), ∇µ has a lower
regularity than u. Therefore, the idea is to split the argument by first improving the regularity of the
concentration φ relying on the energy estimates obtained from (1.7), and then showing more regularity
properties for the velocity field. A similar idea was used in [1] for the Model H. However, the argument
in [1, Lemma 3] is based on the integrability properties of ∂tu or the fractional in time regularity of u,
which are not known for the weak solutions to (1.1). Nevertheless, it is possible to overcome this issue
by exploiting the fine structure of the incompressible Navier-Stokes equations in the periodic setting.
The crucial term involving the time derivative of the velocity is rewritten in (5.19) in such a way that
the highest space derivative acting on the velocity is of order one, and boundary terms do not appear
when integrating by parts. Such technique requires an estimate of the pressure P in L2, which is deduced
from the incompressibility condition (1.1)2 and the crucial estimate (5.8) for the Cahn-Hilliard equation.
Lastly, in both cases (bounded domains and the periodic setting) we show the uniqueness of the strong
solutions and their continuous dependence on the initial data.
1In comparison with [5, 6], we have set the mobilitym(φ) and the energy coefficient a(φ) equal to one in (1.1).
2A different approximation leading to a concentration φm with values outside the interval [−1, 1] may need a suitable
extension of ρ(·) outside the interval [−1, 1], and, in general, it may happen that ρ′(φ) 6= ρ1−ρ2
2
.
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Plan of the paper. We report in Section 2 the function spaces and the notation used in this paper. In
Section 3 we state the main results. Section 4 is devoted to the local existence of strong solutions in
bounded domains. In Section 5 we prove the global existence of strong solutions in the space periodic
setting. In Section 6 we address the uniqueness and the continuous dependence on the initial data of the
strong solutions.
2. PRELIMINARIES
For a real Banach space X , its norm is denoted by ‖ · ‖X . The symbol 〈·, ·〉X′,X stands for the duality
pairing between X and its dual space X ′. The boldface letter X denotes the vectorial space endowed
with the product structure. We assume that Ω is a bounded domain in R2 with boundary ∂Ω of class C3
or the flat torus T2 = (R/2πZ)2. We denote the Lebesgue spaces by Lp(Ω) (p ≥ 1) with norms ‖·‖Lp(Ω).
The inner product in the Hilbert space L2(Ω) is denoted by (·, ·). For s ∈ N, p ≥ 1, W s,p(Ω) is the
Sobolev space with norm ‖ · ‖W s,p(Ω). If p = 2, we use the notation W s,p(Ω) = Hs(Ω). For s = 1 we
denote the duality between H1(Ω) and the dual space (H1(Ω))′ by 〈·, ·〉. In the case Ω = T2, we recall
that the functions are characterized by their Fourier expansion
f =
∑
k∈Z2
f̂ke
ik·x, where f̂−k = f̂k
c
, f̂k =
1
(2π)2
∫
T2
f(x)e−ik·x dx,
where zc is the complex conjugate of z ∈ C. We report that (∑k∈Z2(1 + |k|2s)|f̂k|2) 12 is a norm on
Hs(T2), s ∈ N, which is equivalent to the standard norm. For every f ∈ (H1(Ω))′, we denote by f the
generalized mean value over Ω defined by f = |Ω|−1〈f, 1〉. If f ∈ L1(Ω), then f = |Ω|−1 ∫
Ω
f dx. By
the generalized Poincare´ inequality, there exists a positive constant C such that
‖f‖H1(Ω) ≤ C
(‖∇f‖2L2(Ω) + |f |2) 12 , ∀ f ∈ H1(Ω). (2.1)
We recall the Ladyzhenskaya, Agmon and Gagliardo-Nirenberg interpolation inequalities in two dimen-
sions
‖f‖L4(Ω) ≤ C‖f‖
1
2
L2(Ω)‖f‖
1
2
H1(Ω), ∀ f ∈ H1(Ω), (2.2)
‖f‖L∞(Ω) ≤ C‖f‖
1
2
L2(Ω)‖f‖
1
2
H2(Ω), ∀ f ∈ H2(Ω), (2.3)
‖∇f‖L4(Ω) ≤ C‖f‖
1
2
L∞(Ω)‖f‖
1
2
H2(Ω), ∀ f ∈ H2(Ω), (2.4)
‖∇f‖L∞(Ω) ≤ Cs‖f‖
s−2
2(s−1)
L∞(Ω)‖f‖
s
2(s−1)
W 2,s(Ω), ∀ f ∈ W 2,s(Ω), s > 2. (2.5)
Next, we introduce the Hilbert spaces of solenoidal vector-valued functions. In the case of a bounded
domain Ω ⊂ R2, we define
Hσ = {u ∈ L2(Ω) : div u = 0 in Ω, u · n = 0 on ∂Ω},
Vσ = {u ∈ H1(Ω) : div u = 0 in Ω, u = 0 on ∂Ω}.
We also use (·, ·) and ‖ · ‖L2(Ω) for the inner product and the norm inHσ. The spaceVσ is endowed with
the inner product and norm (u, v)Vσ = (∇u,∇v) and ‖u‖Vσ = ‖∇u‖L2(Ω), respectively. We report the
Korn inequality
‖∇u‖L2(Ω) ≤
√
2‖Du‖L2(Ω), ∀ u ∈ Vσ, (2.6)
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which implies that ‖Du‖L2(Ω) is a norm on Vσ equivalent to ‖u‖Vσ . We introduce the space Wσ =
H
2(Ω)∩Vσ with inner product and norm (u, v)Wσ = (Au,Av) and ‖u‖Wσ = ‖Au‖, whereA = P(−∆)
is the Stokes operator and P is the Leray projection from L2(Ω) onto Hσ. We recall that there exists a
positive constant C > 0 such that
‖u‖H2(Ω) ≤ C‖u‖Wσ , ∀ u ∈Wσ. (2.7)
In the space periodic case Ω = T2, we define3
Hσ = {u ∈ L2(T2) : ûk · k = 0 ∀ k ∈ Z2}, Vσ = H1(T2) ∩Hσ, Wσ = H2(T2) ∩Hσ,
which are endowed with the norms ‖u‖Hσ = ‖u‖L2(T2), ‖u‖Vσ = ‖u‖H1(T2), and ‖u‖Wσ = ‖u‖H2(T2).
Since
‖∇u‖L2(T2) ≤
√
2‖Du‖L2(T2), ∀ u ∈ Vσ, (2.8)
it follows that (‖u‖2
L2(T2) + ‖Du‖2L2(T2))
1
2 is a norm on Vσ, which is equivalent to ‖u‖Vσ . We recall that
‖u‖H2(T2) ≤ C(‖u‖L2(T2) + ‖∆u‖L2(Ω)), ∀ u ∈Wσ. (2.9)
Throughout this paper we make use of the following notation:
•We define the positive constants
ρ∗ = min{ρ1, ρ2}, ρ∗ = max{ρ1, ρ2}, ν∗ = min{ν1, ν2}, ν∗ = max{ν1, ν2}.
•We denote the convex part of the Flory-Higgins potential by F , namely
F (s) =
θ
2
[
(1 + s) log(1 + s) + (1− s) log(1− s)], s ∈ [−1, 1].
• The symbol C denotes a generic positive constant whose value may change from line to line. The
specific value depends on the domain Ω and the parameters of the system, such as ρ∗, ρ
∗, ν∗, ν
∗, θ and
θ0. Further dependencies will be specified when necessary.
3. MAIN RESULTS
In this section we formulate the main results of this paper. We state the local well-posedness of the
strong solutions to system (1.1) in a bounded domain Ω ⊂ R2 subject to the boundary conditions (1.5).
Theorem 3.1. Let Ω be a bounded domain of class C3 in R2. Assume that u0 ∈ Vσ and φ0 ∈ H2(Ω)
such that ‖φ0‖L∞(Ω) ≤ 1, |φ0| < 1, µ0 = −∆φ0 + Ψ′(φ0) ∈ H1(Ω), and ∂nφ0 = 0 on ∂Ω. Then, there
exist T0 > 0, depending on the norms of the initial data, and a unique strong solution (u, P, φ) to system
(1.1) subject to (1.5)-(1.6) on (0, T0) in the following sense:
3In contrast to the classical periodic setting for the incompressible Navier-Stokes (cf. [28]), we do not require that û0 = 0
in the definition of Hσ and Vσ. This is due to the fact that u =
1
|Ω|
∫
Ω
u dx is not conserved by the flow of (1.1).
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(i) The solution (u, P, φ) satisfies the properties
u ∈ C([0, T0];Vσ) ∩ L2(0, T0;Wσ) ∩W 1,2(0, T0;Hσ),
P ∈ L2(0, T0;H1(Ω)),
φ ∈ L∞(0, T0;H3(Ω)), ∂tφ ∈ L∞(0, T0; (H1(Ω))′) ∩ L2(0, T0;H1(Ω)),
φ ∈ L∞(Ω× (0, T0)) : |φ(x, t)| < 1 a.e. in Ω× (0, T0),
µ ∈ C([0, T0];H1(Ω)) ∩ L2(0, T0;H3(Ω)) ∩W 1,2(0, T0; (H1(Ω))′),
F ′(φ), F ′′(φ), F ′′′(φ) ∈ L∞(0, T0;Lp(Ω)), ∀ p ∈ [2,∞).
(3.1)
(ii) The solution (u, P, φ) fulfills the system (1.1) almost everywhere in Ω× (0, T0) and the boundary
conditions ∂nφ = ∂nµ = 0 almost everywhere in ∂Ω × (0, T0).
(iii) The solution (u, P, φ) is such that u(·, 0) = u0 and φ(·, 0) = φ0 in Ω. Moreover, (u, φ) depends
continuously on the initial data inHσ ×H1(Ω) on [0, T0].
In the space periodic setting we establish the global well-posedness of the strong solutions.
Theorem 3.2. Let Ω = T2. Assume that u0 ∈ Vσ and φ0 ∈ H2(T2) such that ‖φ0‖L∞(T2) ≤ 1, |φ0| < 1,
µ0 = −∆φ0 + Ψ′(φ0) ∈ H1(T2). Then, there exists a unique global strong solution (u, P, φ) to system
(1.1) with periodic boundary conditions and initial conditions (1.6) in the following sense:
(i) For all T > 0, the solution (u, P, φ) is such that
u ∈ C([0, T ];Vσ) ∩ L2(0, T ;Wσ) ∩W 1,2(0, T ;Hσ),
P ∈ L2(0, T ;H1(T2)),
φ ∈ L∞(0, T ;H3(T2)), ∂tφ ∈ L∞(0, T ; (H1(T2))′) ∩ L2(0, T ;H1(T2)),
φ ∈ L∞(T2 × (0, T )) : |φ(x, t)| < 1 a.e. in T2 × (0, T ),
µ ∈ C([0, T ];H1(T2)) ∩ L2(0, T ;H3(T2)) ∩W 1,2(0, T ; (H1(T2))′),
F ′(φ), F ′′(φ), F ′′′(φ) ∈ L∞(0, T ;Lp(T2)), ∀ p ∈ [2,∞).
(3.2)
(ii) The solution (u, P, φ) satisfies the system (1.1) almost everywhere in T2 × (0, T ).
(iii) The solution (u, P, φ) fulfills u(·, 0) = u0 and φ(·, 0) = φ0 in T2. In addition, for all T > 0,
(u, φ) depends continuously on the initial data in Hσ ×H1(T2) on [0, T ].
4. PROOF OF THEOREM 3.1: LOCAL EXISTENCE IN BOUNDED DOMAINS
In this section, we prove the existence of local strong solutions to system (1.1) with boundary and initial
conditions (1.5)-(1.6) in a bounded domain Ω in R2. We first present the semi-Galerkin approximation
scheme, then prove the solvability of the approximated system through a fixed point argument, and finally
carry out the uniform estimates of the approximate solutions which allow the passage to the limit in the
approximate formulation.
4.1. Definition of the Approximate Problem. We consider the family of eigenfunctions {wj}∞j=1 and
eigenvalues {λj}∞j=1 of the Stokes operator A. For any integer m ≥ 1, we define the finite-dimensional
subspaces of Vσ by Vm = span{w1, ...,wm}. We denote by Pm the orthogonal projection on Vm with
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respect to the inner product inHσ. Since Ω is of class C
3, it follows that wj ∈ H3(Ω)∩Vσ for all j ∈ N.
Moreover, we report the inverse Sobolev embedding inequalities inVm
‖v‖H1(Ω) ≤ Cm‖v‖L2(Ω), ‖v‖H2(Ω) ≤ Cm‖v‖L2(Ω), ‖v‖H3(Ω) ≤ Cm‖v‖L2(Ω), ∀ v ∈ Vm. (4.1)
Let us fix T > 0. For anym ∈ N, we determine the approximate solution (um, φm) to the system (1.1)
with boundary and initial conditions (1.5)-(1.6) as follows:
um ∈ C1([0, T ];Vm),
φm ∈ L∞(0, T ;W 2,p(Ω)), ∂tφm ∈ L∞(0, T ; (H1(Ω))′) ∩ L2(0, T ;H1(Ω)),
φm ∈ L∞(Ω× (0, T )) : |φm(x, t)| < 1 a.e. in Ω× (0, T ),
µm ∈ C(0, T ;H1(Ω)) ∩ L2(0, T ;H3(Ω)) ∩W 1,2(0, T ; (H1(Ω))′),
F ′′(φm) ∈ L∞(0, T ;Lp(Ω)),
(4.2)
for all p ∈ [2,∞), such that
(ρ(φm)∂tum,w) + (ρ(φm)(um · ∇)um,w) + (ν(φm)Dum,∇w)
− ρ1 − ρ2
2
((∇µm · ∇)um,w) = (∇φm ⊗∇φm,∇w),
(4.3)
for all w ∈ Vm and t ∈ [0, T ], and{
∂tφm + um · ∇φm = ∆µm
µm = −∆φm +Ψ′(φm)
a.e. in Ω× (0, T ). (4.4)
The approximate solution (um, φm) satisfies the boundary and initial conditions{
um = 0, ∂nφm = ∂nµm = 0 on ∂Ω× (0, T ),
um(·, 0) = Pmu0, φ(·, 0) = φ0 in Ω.
(4.5)
4.2. Existence of Approximate Solutions. We perform a fixed point argument to show the existence of
the approximate solutions satisfying (4.2)-(4.5). To this aim, we take v ∈ W 1,2(0, T ;Vm). We consider
the convective Cahn-Hilliard system{
∂tφm + v · ∇φm = ∆µm
µm = −∆φm + F ′(φm)− θ0φm
in Ω× (0, T ), (4.6)
which is equipped with the boundary and initial conditions
∂nφm = ∂nµm = 0 on ∂Ω× (0, T ), φm(·, 0) = φ0 in Ω. (4.7)
It is proven in [1, Theorem 6 and Lemma 3] that there exists a unique solution to (4.6)-(4.7) such that
φm ∈ L∞(0, T ;W 2,p(Ω)), ∂tφm ∈ L∞(0, T ; (H1(Ω))′) ∩ L2(0, T ;H1(Ω)),
φm ∈ L∞(Ω× (0, T )) : |φm(x, t)| < 1 a.e. in Ω× (0, T ),
µm ∈ L∞(0, T ;H1(Ω)),
(4.8)
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for any p ∈ [2,∞). Thanks to [13, Lemma A.6], it follows that F ′′(φ) ∈ L∞(0, T ;Lp(Ω)) for any
p ∈ [2,∞). In addition, by comparison in (4.6)1 and (4.6)2, we infer that µ ∈ L2(0, T ;H3(Ω)) and
∂tµm ∈ L2(0, T ; (H1(Ω))′) (see, e.g., [19, Proof of Theorem 5.1]). Therefore, we have
µm ∈ C(0, T ;H1(Ω)) ∩ L2(0, T ;H3(Ω)) ∩W 1,2(0, T ; (H1(Ω))′). (4.9)
We report the following estimates for the system (4.6)-(4.7) (see [1], cf. also [13, 20]):
1. L2 estimate:
sup
t∈[0,T ]
‖φm(t)‖2L2(Ω) +
∫ T
0
‖∆φm(τ)‖2L2(Ω) dτ ≤ ‖φ0‖2L2(Ω) +
θ20
2
T. (4.10)
2. Energy estimate:
sup
t∈[0,T ]
∫
Ω
1
2
|∇φm(t)|2 + F (φm(t)) dx+ 1
2
∫ T
0
‖∇µ(τ)‖2L2(Ω) dτ
≤ Efree(φ0) + 1
2
∫ T
0
‖v(τ)‖2L2(Ω) dτ +
θ0
2
‖φ0‖2L2(Ω) +
θ30
4
T.
(4.11)
3. Time derivative estimate:
‖∂tφm‖2L∞(0,T ;(H1(Ω))′) +
∫ T
0
‖∇∂tφm(τ)‖2L2(Ω) dτ
≤ C
(
1 + ‖∇µ0‖2L2(Ω) + ‖v‖2L∞(0,T ;L2(Ω)) +
∫ T
0
‖∂tv(τ)‖2L2(Ω) dτ
)
e
C
∫ T
0 1+‖v(τ)‖
2
L2(Ω)
dτ
,
(4.12)
where the constant C only depends on Ω and θ0.
Next, we look for the approximated velocity field
um(x, t) =
m∑
j=1
amj (t)wj(x)
that solves the Galerkin approximation of (1.1)1 as follows
(ρ(φm)∂tum,wl) + (ρ(φm)(v · ∇)um,wl) + (ν(φm)Dum,∇wl)
− ρ1 − ρ2
2
((∇µm · ∇)um,wl) = (∇φm ⊗∇φm,∇wl), ∀ l = 1, . . . , m,
(4.13)
which is completed with the initial condition um(·, 0) = Pmu0. Setting Am(t) = (am1 (t), . . . , amm(t))T ,
(4.13) is equivalent to the system of differential equations
M
m(t)
d
dt
A
m = Lm(t)Am +Gm(t), (4.14)
where the matricesMm(t), Lm(t) and the vectorGm(t) are given by
(Mm(t))l,j =
∫
Ω
ρ(φm)wl · wj dx,
(Lm(t))l,j =
∫
Ω
(
ρ(φm)(v · ∇)wj · wl + ν(φm)Dwj : ∇wl −
(ρ1 − ρ2
2
)
(∇µm · ∇)wj · wl
)
dx,
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(Gm(t))l =
∫
Ω
∇φm ⊗∇φm : ∇wl dx,
and the initial condition is
A
m(0) = ((Pmu0,w1), . . . , (Pmu0,wm))
T .
Thanks to (4.8), it follows that φm ∈ C([0, T ];W 1,4(Ω)). This, in turn, implies that ρ(φm), ν(φ) ∈
C(Ω× [0, T ]). In addition, we recall that v ∈ C([0, T ];Hσ) and ∇µm ∈ C([0, T ];L2(Ω)). As a conse-
quence, it follows that Mm and Lm belong to C([0, T ];Rm×m), and Gm ∈ C([0, T ];Rm). Furthermore,
the matrix Mm(·) is definite positive on [0, T ], and so the inverse (Mm)−1 ∈ C([0, T ];Rm×m). There-
fore, the classical existence and uniqueness theorem for system of linear ODEs entails that there exists a
unique vectorAm ∈ C1([0, T ];Rm) that solves (4.14) on [0, T ]. This implies that the problem (4.13) has
a unique solution um ∈ C1([0, T ];Vm).
Next, multiplying (4.13) by aml and summing over l, we find∫
Ω
ρ(φm)∂t
( |um|2
2
)
dx+
∫
Ω
ρ(φm)v · ∇
( |um|2
2
)
dx+
∫
Ω
ν(φm)|Dum|2 dx
− ρ1 − ρ2
2
∫
Ω
∇µm · ∇
( |um|2
2
)
dx =
∫
Ω
∇φm ⊗∇φm : ∇um dx.
By integration by parts, we have
d
dt
∫
Ω
ρ(φm)
|um|2
2
dx−
∫
Ω
(
∂tρ(φm) + div
(
ρ(φm)v
)) |um|2
2
dx+
∫
Ω
ν(φm)|Dum|2 dx
+
ρ1 − ρ2
2
∫
Ω
∆µm
|um|2
2
dx =
∫
Ω
∇φm ⊗∇φm : ∇um dx.
Since ρ′(φm) =
ρ1−ρ2
2
and div v = 0, by using (4.6)1, we observe that
−
∫
Ω
(
∂tρ(φm) + div
(
ρ(φm)v
)) |um|2
2
dx+
ρ1 − ρ2
2
∫
Ω
∆µm
|um|2
2
dx
=
∫
Ω
ρ′(φm)
(
∂tφm + v · ∇φm −∆µm
) |um|2
2
dx = 0.
Thus, we deduce that
d
dt
∫
Ω
ρ(φm)
|um|2
2
dx+
∫
Ω
ν(φm)|Dum|2 dx =
∫
Ω
∇φm ⊗∇φm : ∇um dx. (4.15)
By using (2.4), (2.6) and (4.8), we have
−
∫
Ω
∇φm ⊗∇φm : ∇um dx ≤ ‖∇φm‖2L4(Ω)‖∇um‖L2(Ω) ≤
ν∗
2
‖Dum‖2L2(Ω) + C‖φm‖2H2(Ω),
for some constant C depending only on Ω and ν∗. Since ‖φm‖H2(Ω) ≤ C(1 + ‖∆φm‖L2(Ω)), we arrive at
d
dt
∫
Ω
ρ(φm)
|um|2
2
dx+
ν∗
2
∫
Ω
|Dum|2 dx ≤ C
(
1 + ‖∆φm‖2L2(Ω)
)
. (4.16)
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In light of (4.10), we infer that
sup
t∈[0,T ]
∫
Ω
ρ(φm(t))
|um(t)|2
2
dx ≤
∫
Ω
ρ(φ0)
|Pmu0|2
2
dx+ C
(
T + ‖φ0‖2L2(Ω) +
θ20
2
T
)
.
This, in turn, implies that
‖um‖C([0,T ];Hσ) ≤ R0, (4.17)
where the constant R0 depends on ρ∗, ρ
∗, ν∗, θ0, ‖u0‖L2(Ω), T , Ω. As an immediate consequence, we
deduce that
‖um‖L2(0,T ;Hσ) ≤ R0
√
T =: R1. (4.18)
Next, we proceed in estimating the time derivative of um. To this aim, multiplying (4.13) by
d
dt
aml and
summing over l, we obtain
ρ∗‖∂tum‖2L2(Ω) ≤ −(ρ(φm)(v · ∇)um, ∂tum)− (ν(φm)Dum,∇∂tum)
+
ρ1 − ρ2
2
((∇µm · ∇)um, ∂tum) + (∇φm ⊗∇φm,∇∂tum).
By exploiting (2.4) and (4.1), we find
ρ∗‖∂tum‖2L2(Ω) ≤ ρ∗‖v‖L2(Ω)‖∇um‖L∞(Ω)‖∂tum‖L2(Ω) + ν∗‖Dum‖L2(Ω)‖∇∂tum‖L2(Ω)
+
∣∣∣ρ1 − ρ2
2
∣∣∣‖∇um‖L∞(Ω)‖∇µm‖L2(Ω)‖∂tum‖L2(Ω) + ‖∇φm‖2L4(Ω)‖∇∂tum‖L2(Ω)
≤ ρ∗C‖v‖L2(Ω)‖um‖H3(Ω)‖∂tum‖L2(Ω) + ν∗C2m‖um‖L2(Ω)‖∂tum‖L2(Ω)
+ C
∣∣∣ρ1 − ρ2
2
∣∣∣‖um‖H3(Ω)‖∇µm‖L2(Ω)‖∂tum‖L2(Ω) + Cm‖φm‖H2(Ω)‖∂tum‖L2(Ω)
≤ ρ∗Cm‖v‖L2(Ω)‖um‖L2(Ω)‖∂tum‖L2(Ω) + ν∗C2m‖um‖L2(Ω)‖∂tum‖L2(Ω)
+ Cm
∣∣∣ρ1 − ρ2
2
∣∣∣‖um‖L2(Ω))‖∇µm‖L2(Ω)‖∂tum‖L2(Ω) + Cm‖φm‖H2(Ω)‖∂tum‖L2(Ω).
Then, by (4.10), (4.11), (4.17) we eventually infer that∫ T
0
‖∂tum(τ)‖2L2(Ω) dτ
≤
(ρ∗
ρ∗
CmR0
)2 ∫ T
0
‖v(τ)‖2L2(Ω) dτ +
(ν∗
ρ∗
C2mR0
)2
T
+
(
Cm
∣∣∣ρ1 − ρ2
2
∣∣∣R0)2 ∫ T
0
‖∇µ(τ)‖2L2(Ω) dτ +
(Cm
ρ∗
)2 ∫ T
0
(1 + ‖∆φm(τ)‖2L2(Ω)) dτ
≤
[(ρ∗
ρ∗
CmR0
)2
+
(
Cm
∣∣∣ρ1 − ρ2
2
∣∣∣R0)2] ∫ T
0
‖v(τ)‖2L2(Ω) dτ +
(ν∗
ρ∗
C2mR0
)2
T
+
(
Cm
∣∣∣ρ1 − ρ2
2
∣∣∣R0)2(2Efree(φ0) + θ0|Ω|+ θ30
2
T
)
+ C
(Cm
ρ∗
)2(
1 + |Ω|+ θ
2
0
2
T
)
.
Thus, there exist two positive constantsR2 andR3, depending only on ρ∗, ρ
∗, ν∗, θ0, ‖u0‖L2(Ω), Efree(φ0),
T , Ω,m, such that ∫ T
0
‖∂tum(τ)‖2L2(Ω) dτ ≤ R2
∫ T
0
‖v(τ)‖2L2(Ω) dτ +R3. (4.19)
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We are now in a position to state the setting of the fixed point argument. Let us define R4 =√
R2R21 +R3. We introduce the set
S =
{
u ∈ W 1,2(0, T ;Vm) : ‖u‖L2(0,T ;Vm) ≤ R1, ‖∂tu‖L2(0,T ;Vm) ≤ R4
}
⊂ L2(0, T ;Vm),
and the map
Λ : S → L2(0, T ;Vm), Λ(v) = um,
where um is the solution to the system (4.13).Thanks to (4.17) and (4.19), we deduce that
Λ : S → S.
We notice that S is a convex and compact set in L2(0, T ;Vm).
We are left to prove that the map Λ is continuous. Let us consider a sequence {vn} ⊂ S such that
vn → v˜ in L2(0, T ;Vm). By arguing as above, there exists a sequence {(ψn, µn)} and (ψ˜, µ˜) that solve
the convective Cahn-Hilliard equation (4.6)-(4.7), where v is replaced by vn and v˜, respectively. Since
{vn} and v˜ belong to S, and Efree(φ0) <∞, we infer from [1, Theorem 6] that
‖ψn − ψ˜‖L∞(0,T ;(H1(Ω))′) → 0, as n→∞. (4.20)
On the other hand, using again that {vn} and v˜ belong to S, together with the continuous embedding
W 1,2(0, T ;Vm) →֒ C([0, T ];Vm), it follows from (4.12) that
‖∂tψn‖L∞(0,T ;(H1(Ω))′) + ‖∂tψn‖L2(0,T ;H1(Ω) ≤ C,
‖∂tψ˜‖L∞(0,T ;(H1(Ω))′) + ‖∂tψ˜‖L2(0,T ;H1(Ω) ≤ C,
(4.21)
for some constant C which depends on φ0, T , R1, R4, θ0, Ω, but is independent of n. By comparison in
(4.6)1, it is easily seen that
‖µn‖L∞(0,T ;H1(Ω)) ≤ C, ‖µ˜‖L∞(0,T ;H1(Ω)) ≤ C.
By exploiting [13, Lemma A.4 and Lemma A.6], we obtain
‖ψn‖L∞(0,T ;W 2,p(Ω)) + ‖F ′(ψn)‖L∞(0,T ;Lp(Ω)) + ‖F ′′(ψn)‖L∞(0,T ;Lp(Ω)) ≤ Cp,
‖ψ˜‖L∞(0,T ;W 2,p(Ω)) + ‖F ′(ψ˜)‖L∞(0,T ;Lp(Ω)) + ‖F ′′(ψ˜)‖L∞(0,T ;Lp(Ω)) ≤ Cp,
for all p ∈ [2,∞), where the constant Cp depends on p, φ0, T , R1, R4, θ0, Ω, but is independent of n.
Thanks to the above estimates, we infer that
‖F ′(ψn)‖L∞(0,T ;H1(Ω)) ≤ C, ‖F ′(ψ˜)‖L∞(0,T ;H1(Ω)) ≤ C,
which, in turn, gives us
‖ψn‖L∞(0,T ;H3(Ω)) ≤ C, ‖ψ˜‖L∞(0,T ;H3(Ω)) ≤ C, (4.22)
for some constant C independent of n. By standard interpolation, we deduce from (4.20) and (4.22) that
‖ψn − ψ˜‖L∞(0,T ;H2(Ω)) → 0, as n→∞. (4.23)
As a consequence, by using the definition of µn − µ˜ and the above estimates, we eventually obtain
‖µn − µ˜‖L∞(0,T ;L2(Ω)) → 0, as n→∞. (4.24)
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Next, we introduce un = Λ(vn) ∈ S, for any n ∈ N, and u˜ = Λ(˜v) ∈ S. We define u = un − u˜,
ψ = ψn − ψ˜, v = vn − v˜, and µ = µn − µ˜. We have the system
(ρ(ψn)∂tu,w) + ((ρ(ψn)− ρ(ψ˜))∂tu˜,w) + (ρ(ψn)(vn · ∇)un − ρ(ψ˜)(˜v · ∇)u˜,w)
+ (ν(ψn)Du,∇w) + ((ν(ψn)− ν(ψ˜))Du˜,∇w)
− ρ1 − ρ2
2
((∇µn · ∇)un − (∇µ˜ · ∇)u˜,w) = (∇ψn ⊗∇ψn −∇ψ˜ ⊗∇ψ˜,∇w),
(4.25)
for all w ∈ Vm, for all t ∈ [0, T ]. Taking w = u, we obtain
1
2
d
dt
∫
Ω
ρ(ψn)|u|2 dx+
∫
Ω
ν(ψn)|Du|2 dx
=
ρ1 − ρ2
4
∫
Ω
∂tψn|u|2 dx− ρ1 − ρ2
2
∫
Ω
ψ(∂tu˜ · u) dx
−
∫
Ω
(
ρ(ψn)(vn · ∇)un − ρ(ψ˜)(˜v · ∇)u˜
) · u dx− ν1 − ν2
2
∫
Ω
ψ(Du˜ : Du) dx
+
ρ1 − ρ2
2
∫
Ω
(
(∇µn · ∇)un − (∇µ˜ · ∇)u˜
) · u dx+ ∫
Ω
(∇ψn ⊗∇ψ +∇ψ ⊗∇ψ˜) : ∇u dx.
By using (2.6) and the Sobolev embedding, we have
ρ1 − ρ2
4
∫
Ω
∂tψn|u|2 dx ≤ C‖∂tψn‖L6(Ω)‖u‖L2(Ω)‖u‖L3(Ω)
≤ ν∗
10
‖Du‖2L2(Ω) + C‖∂tψn‖2H1(Ω)‖u‖2L2,
and
−ρ1 − ρ2
2
∫
Ω
ψ(∂tu˜ · u) dx ≤ C‖ψ‖L∞(Ω)‖∂tu˜‖L2(Ω)‖u‖L2(Ω)
≤ C‖u‖2L2(Ω) + C‖ψ‖2H2(Ω).
Since vn, v˜ and un belong to S, by (2.6) and (4.1) we get
−
∫
Ω
(
ρ(ψn)(vn · ∇)un − ρ(ψ˜)(˜v · ∇)u˜
) · u dx
= −ρ1 − ρ2
2
∫
Ω
ψ((vn · ∇)un) · u dx−
∫
Ω
ρ(ψ˜)((v · ∇)un) · u dx−
∫
Ω
ρ(ψ˜)((˜v · ∇)u) · u dx
≤ C‖ψ‖L∞(Ω)‖vn‖L∞(Ω)‖∇un‖L2(Ω)‖u‖L2(Ω) + C‖v‖L2(Ω)‖∇un‖L∞(Ω)‖u‖L2(Ω)
+ C‖v˜‖L∞(Ω)‖∇u‖L2(Ω)‖u‖L2(Ω)
≤ Cm‖ψ‖H2(Ω)‖u‖L2(Ω) + Cm‖v‖L2(Ω)‖u‖L2(Ω) + C‖∇u‖L2(Ω)‖u‖L2(Ω)
≤ ν∗
10
‖Du‖2L2(Ω) + Cm‖u‖2L2(Ω) ++Cm‖ψ‖2H2(Ω) + Cm‖v‖2L2(Ω).
In a similar way, we find
−ν1 − ν2
2
∫
Ω
ψ(Du˜ : Du) dx ≤ C‖ψ‖L∞(Ω)‖Du˜‖L2(Ω)‖Du‖L2(Ω)
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≤ ν∗
10
‖Du‖2L2(Ω) + Cm‖ψ‖2H2(Ω),
and
ρ1 − ρ2
2
∫
Ω
(
(∇µn · ∇)un − (∇µ˜ · ∇)u˜
) · u dx
= −ρ1 − ρ2
2
∫
Ω
(µn∆un − µ˜∆u˜) · u dx− ρ1 − ρ2
2
∫
Ω
(µn∇un − µ˜∇u˜) : ∇u dx
= −ρ1 − ρ2
2
∫
Ω
(µ∆un + µ˜∆u) · u dx− ρ1 − ρ2
2
∫
Ω
(µ∇un − µ˜∇u) : ∇u dx
≤ C‖µ‖L2(Ω)‖∆un‖L2(Ω)‖u‖L∞(Ω) + C‖µ˜‖L6(Ω)‖∆u‖L2(Ω)‖u‖L3(Ω)
+ C‖µ‖L2(Ω)‖∇un‖L6(Ω)‖∇u‖L3(Ω) + C‖µ˜‖L6(Ω)‖∇u‖L6(Ω)‖∇u‖L3(Ω)
≤ Cm‖µ‖L2(Ω)‖∇u‖L2(Ω) + Cm‖∇u‖L2(Ω)‖u‖L2(Ω)
≤ ν∗
10
‖Du‖2L2(Ω) + Cm‖µ‖2L2(Ω) + Cm‖u‖2L2(Ω).
By Sobolev embedding and (4.22), we have∫
Ω
(∇ψn ⊗∇ψ +∇ψ ⊗∇ψ˜) : ∇u dx ≤ C(‖ψn‖H2(Ω) + ‖ψ˜‖H2(Ω))‖ψ‖H2(Ω)‖∇u‖L2(Ω)
≤ ν∗
10
‖Du‖2L2(Ω) + C‖ψ‖2H2(Ω).
Combining the above inequalities, we arrive at the differential inequality
d
dt
∫
Ω
ρ(ψn)|u|2 dx ≤ h1(t)
∫
Ω
ρ(ψn)|u|2 dx+ h2(t),
where
h1(t) = Cm
(
1 + ‖∂tψn(t)‖2H1(Ω)
)
, h2(t) = Cm
(‖ψ(t)‖2H2(Ω) + ‖v(t)‖2L2(Ω) + ‖µ(t)‖2L2(Ω)).
Therefore, an application of the Gronwall lemma yields
sup
t∈[0,T ]
‖u(t)‖2L2(Ω) ≤
1
ρ∗
e
∫ T
0 h1(τ)dτ
∫ T
0
h2(τ) dτ.
Owing to (4.21), (4.23), (4.24), and the convergence vn → v˜ in L2(0, T ;Vm), we deduce that un → u˜
in L∞(0, T ;Vm), which entails that the map Λ is continuous. Finally, we conclude from the Schauder
fixed point theorem that the map Λ has a fixed point in S. This implies the existence of the approximate
solution (um, φm) on [0, T ] satisfying (4.2)-(4.5) for anym ∈ N.
4.3. A priori Estimates for the Approximate Solutions. First, we observe that∫
Ω
φ(t) dx =
∫
Ω
φ0 dx, ∀ t ∈ [0, T ]. (4.26)
Taking w = um in (4.3) and integrating by parts, we obtain
d
dt
∫
Ω
1
2
ρ(φm)|um|2 dx+
∫
Ω
ν(φm)|Dum|2 dx
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=
∫
Ω
ρ′(φm)
(
∂tφm + um · ∇φm −∆µm
) |um|2
2
dx−
∫
Ω
div (∇φm ⊗∇φm) · um dx
Thanks to (4.4)1, the first term in the right-hand side in the above equality is zero. We recall that
−div (∇φm ⊗∇φm) = −∇
(1
2
|∇φm|2
)
−∆φm∇φm
= µm∇φm −∇
(1
2
|∇φm|2
)
−∇Ψ(φm).
Then, we have
d
dt
∫
Ω
1
2
ρ(φm)|um|2 dx+
∫
Ω
ν(φm)|Dum|2 dx =
∫
Ω
µm∇φm · um dx. (4.27)
Multiplying (4.6) by µm, integrating over Ω and using the definition of µm, we get
d
dt
∫
Ω
1
2
|∇φm|2 +Ψ(φm) dx+
∫
Ω
|∇µm|2 dx+
∫
Ω
um · ∇φmµm dx = 0. (4.28)
By summing (4.27) and (4.28), we obtain
d
dt
E(um, φm) +
∫
Ω
ν(φm)|Dum|2 dx+
∫
Ω
|∇µm|2 dx = 0. (4.29)
Integrating in time, we find
E(um(t), φm(t)) +
∫ t
0
∫
Ω
ν(φm)|Dum|2 dx+
∫ t
0
∫
Ω
|∇µm|2 dx = E(Pmu0, φ0), ∀ t ∈ [0, T ].
Since
E(Pmu0, φ0) ≤ ρ
∗
2
‖u0‖2L2(Ω) + Efree(φ0),
and recalling that φm ∈ L∞(Ω × (0, T )) such that |φm(x, t)| < 1 almost everywhere in Ω × (0, T ), we
deduce that
‖um‖L∞(0,T ;Hσ) + ‖um‖L2(0,T ;Vσ) ≤ C, (4.30)
‖φm‖L∞(0,T ;H1(Ω)) ≤ C, (4.31)
‖∇µm‖L2(0,T ;L2(Ω)) ≤ C, (4.32)
where the positive constant C depends on ‖u0‖L2(Ω) and Efree(φ0), but is independent ofm. Multiplying
(4.6) by −∆φm and integrating over Ω, we have
‖∆φm‖2L2(Ω) +
∫
Ω
F ′′(φm)|∇φm|2 dx =
∫
Ω
∇µm · ∇φm dx+ θ0‖∇φm‖2L2(Ω).
Since F ′′(s) > 0 for s ∈ (−1, 1), by using (4.31), we get
‖∆φm‖2L2(Ω) ≤ C(1 + ‖∇µm‖L2(Ω)), (4.33)
for some C independent ofm. Then, it follows from (4.32) that
‖φm‖L4(0,T ;H2(Ω)) ≤ C. (4.34)
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We recall the well-known inequality∫
Ω
|F ′(φm)| dx ≤ C
∫
Ω
F ′(φm)(φm − φ0) dx+ C, (4.35)
where the constant C depends on φ0. Then, multiplying (4.6)2 by φm − φ0 (cf. (4.26)), we obtain∫
Ω
|∇φm|2 dx+
∫
Ω
F ′(φm)(φm − φ0) dx =
∫
Ω
(µ− µ)φm dx+ θ0
∫
Ω
φm(φm − φ0) dx.
By the Poincare´ inequality and (4.31), we find∫
Ω
F ′(φm)(φm − φ0) dx ≤ C(1 + ‖∇µm‖L2(Ω)). (4.36)
Since µm = F ′(φm)− θ0φ0, by combining (4.35) and (4.36), we have
|µm| ≤ C(1 + ‖∇µm‖L2(Ω)).
Thanks to (2.1), we are led to
‖µm‖H1(Ω) ≤ C(1 + ‖∇µm‖L2(Ω)), (4.37)
which, in turn, implies
‖µm‖L2(0,T ;H1(Ω)) ≤ C, (4.38)
for some constant C independent of m. In addition, using the boundary conditions (4.5) and (4.30), we
deduce that
‖∂tφm‖(H1(Ω))′ ≤ C(1 + ‖∇µm‖L2(Ω)), (4.39)
which entails that
‖∂tφm‖L2(0,T ;(H1(Ω))′) ≤ C.
Furthermore, by using [1, Lemma 2] or [13, Lemma A.4], we infer that, for all p ∈ (2,∞),
‖φm‖W 2,p(Ω) + ‖F ′(φm)‖Lp(Ω) ≤ Cp(1 + ‖∇µm‖L2(Ω)). (4.40)
As a consequence, it holds
‖φm‖L2(0,T ;W 2,p(Ω)) + ‖F ′(φm)‖L2(0,T ;Lp(Ω)) ≤ Cp. (4.41)
Next, taking w = ∂tum in (4.3) we get
1
2
d
dt
∫
Ω
ν(φm)|Dum|2 dx+
∫
Ω
ρ(φm)|∂tum|2 dx
= −
∫
Ω
ρ(φm)((um · ∇)um) · ∂tum dx+ ν1 − ν2
2
∫
Ω
∂tφm|Dum|2 dx
+
ρ1 − ρ2
2
∫
Ω
((∇µm · ∇)um) · ∂tum −
∫
Ω
∆φm∇φm · ∂tum dx.
(4.42)
Computing the duality between ∂tµm and (4.6), we find
1
2
d
dt
∫
Ω
|∇µm|2 dx+ 〈∂tµm, ∂tφm〉+ 〈∂tµm, um · ∇φm〉 = 0.
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Notice that
〈∂tµm, ∂tφm〉 = ‖∇∂tφm‖2L2(Ω) +
∫
Ω
F ′′(φm)|∂tφm|2 dx− θ0‖∂tφm‖2L2(Ω)
and
〈∂tµm, um · ∇φm〉 = d
dt
∫
Ω
µmum · ∇φm dx−
∫
Ω
µm∂tum · ∇φm dx−
∫
Ω
µmum · ∇∂tφm dx.
Then, we obtain
d
dt
[ ∫
Ω
1
2
|∇µm|2 dx+
∫
Ω
µmum · ∇φm dx
]
+ ‖∇∂tφm‖2L2(Ω)
≤ θ0‖∂tφm‖2L2(Ω) +
∫
Ω
µm∂tum · ∇φm dx+
∫
Ω
µmum · ∇∂tφm dx.
(4.43)
By summing (4.42) and (4.43), we have
d
dt
Hm + ρ∗‖∂tum‖2L2(Ω) + ‖∇∂tφm‖2L2(Ω)
≤ −
∫
Ω
ρ(φm)((um · ∇)um) · ∂tum dx+ ν1 − ν2
2
∫
Ω
∂tφm|Dum|2 dx
+
ρ1 − ρ2
2
∫
Ω
((∇µm · ∇)um) · ∂tum −
∫
Ω
∆φm∇φm · ∂tum dx
+ θ0‖∂tφm‖2L2(Ω) +
∫
Ω
µm∂tum · ∇φm dx+
∫
Ω
µmum · ∇∂tφm dx
=
7∑
k=1
Ik,
(4.44)
where
Hm(t) =
1
2
∫
Ω
ν(φm)|Dum|2 dx+ 1
2
∫
Ω
|∇µm|2 dx+
∫
Ω
µmum · ∇φm dx.
By (2.2), (2.6), (4.30), (4.31), and (4.37),∫
Ω
µmum · ∇φm dx ≤ ‖µm‖L4(Ω)‖um‖L4(Ω)‖∇φm‖L2(Ω)
≤ C(1 + ‖∇µm‖L2(Ω))‖∇um‖
1
2
L2(Ω)
≤ 1
4
‖∇µm‖2L2(Ω) +
1
4
∫
Ω
ν(φm)|Dum|2 dx+ C0,
for some C0 independent ofm. Then, we infer that
Hm ≥ 1
4
‖∇µm‖2L2(Ω) +
1
4
∫
Ω
ν(φm)|Dum|2 dx− C0. (4.45)
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We now proceed in estimating the terms Ii, i = 1, . . . , 7. Let ̟1 and ̟2 be two positive constant
whose values will be determined later. Exploiting (2.2), (2.6) and (4.45), we have
|I1| ≤ ρ∗‖um‖L4(Ω)‖∇um‖L4(Ω)‖∂tum‖L2(Ω)
≤ ρ∗
8
‖∂tum‖2L2(Ω) + C‖∇um‖2L2(Ω)‖Aum‖L2(Ω)
≤ ρ∗
8
‖∂tum‖2L2(Ω) +
̟1
3
‖Aum‖2L2(Ω) + C‖∇um‖4L2(Ω).
(4.46)
By interpolation of Sobolev spaces and (2.1), (2.2), (4.39), we obtain
|I2| ≤ C‖∂tφm‖L2(Ω)‖Dum‖2L4(Ω)
≤ C‖∂tφm‖
1
2
(H1(Ω))′‖∇∂tφm‖
1
2
L2(Ω)‖Dum‖L2‖Aum‖L2(Ω)
≤ 1
4
‖∇∂tφm‖2L2(Ω) + C(1 + ‖∇µm‖
2
3
L2(Ω))‖Dum‖
4
3
L2(Ω)‖Aum‖
4
3
L2(Ω)
≤ 1
6
‖∇∂tφm‖2L2(Ω) +
̟1
3
‖Aum‖2L2(Ω) + C(1 + ‖∇µm‖2L2(Ω))‖Dum‖4L2(Ω).
(4.47)
By using (2.2) and (4.37), we get
|I3| ≤ C‖∇um‖L4(Ω)‖∇µm‖L4(Ω)‖∂tum‖L2(Ω)
≤ C‖∇um‖
1
2
L2(Ω)‖Aum‖
1
2
L2(Ω)‖∇µm‖
1
2
L2(Ω)‖µm‖
1
2
H2(Ω)‖∂tum‖L2(Ω)
≤ C‖∇um‖
1
2
L2(Ω)‖Aum‖
1
2
L2(Ω)(1 + ‖∇µm‖
3
4
L2(Ω))‖µm‖
1
4
H3(Ω)‖∂tum‖L2(Ω)
≤ ρ∗
4
‖∂tum‖2L2(Ω) +
̟1
3
‖Aum‖2L2(Ω) +̟2‖µm‖2H3(Ω)
+ C‖∇um‖4L2(Ω)(1 + ‖∇µm‖6L2(Ω)).
(4.48)
Exploiting (4.33), (4.39) and (4.40), we find
|I4| ≤ ‖∆φm‖L6(Ω)‖∇φm‖L3(Ω)‖∂tum‖L2(Ω)
≤ ρ∗
4
‖∂tum‖2L2(Ω) + C(1 + ‖∇µm‖3L2(Ω)),
(4.49)
and
|I5| ≤ C‖∂tφm‖(H1(Ω))′‖∇∂tφm‖L2(Ω)
≤ 1
6
‖∇∂tφm‖2L2(Ω) + C(1 + ‖∇µm‖2L2(Ω)).
(4.50)
Thanks to (4.33) and (4.37), we deduce that
|I6| ≤ ‖µm‖L6(Ω)‖∂tum‖L2(Ω)‖∇φm‖L3(Ω)
≤ ρ∗
4
‖∂tum‖2L2(Ω) + C(1 + ‖∇µm‖3L2(Ω)),
(4.51)
and
|I7| ≤ ‖µm‖L6(Ω)‖um‖L3(Ω)‖∇∂tφm‖L2(Ω)
≤ 1
6
‖∇∂tφm‖2L2(Ω) + C‖∇um‖2L2(Ω)(1 + ‖∇µm‖2L2(Ω)).
(4.52)
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Combining (4.44) with (4.45) and the above estimates of Ii, we arrive at
d
dt
Hm +
ρ∗
2
‖∂tum‖2L2(Ω) +
1
2
‖∇∂tφm‖2L2(Ω)
≤ ̟1‖Aum‖2L2(Ω) +̟2‖µm‖2H3(Ω) + C(1 + (C0 +Hm)5),
(4.53)
where the positive constant C depends on the values of ̟1 and ̟2 but is independent of m. We are left
to control the norms ‖Aum‖L2(Ω) and ‖µm‖H3(Ω). To this end, taking w = Aum in (4.13), we have
−1
2
(ν(φm)∆um,Aum) = −(ρ(φm)∂tum,Aum)− (ρ(φm)(um · ∇)um,Aum)
+
ρ1 − ρ2
2
((∇µm · ∇)um,Aum)− (∆φm∇φm,Aum)
+
ν1 − ν2
2
(Dum∇φm,Aum).
(4.54)
By arguing as in [21], there exists πm ∈ C([0, T ];H1(Ω)) such that −∆um + ∇πm = Aum almost
everywhere in Ω× (0, T ) and such that
‖πm‖L2(Ω) ≤ C‖∇um‖
1
2
L2(Ω)‖Aum‖
1
2
L2(Ω), ‖πm‖H1(Ω) ≤ C‖Aum‖L2(Ω), (4.55)
where C is independent ofm. Thus, we deduce that
1
2
(ν(φm)Aum,Aum) = −(ρ(φm)∂tum,Aum)− (ρ(φm)(um · ∇)um,Aum)
+
ρ1 − ρ2
2
((∇µm · ∇)um,Aum)− (∆φm∇φm,Aum)
+
ν1 − ν2
2
(Dum∇φm,Aum)− ν1 − ν2
4
(πm∇φm,Aum)
=
13∑
i=8
Ii.
By Young’s inequality, we have
|I8| ≤ ρ∗‖∂tum‖L2(Ω)‖Aum‖L2(Ω)
≤ ν∗
24
‖Aum‖2L2(Ω) +
6(ρ∗)2
ν∗
‖∂tum‖2L2(Ω).
By using (2.2), (2.6) and (4.30), we find
|I9| ≤ ρ∗‖um‖L4(Ω)‖∇um‖L4(Ω)‖Aum‖L2(Ω)
≤ C‖∇um‖L2(Ω)‖Aum‖
3
2
L2(Ω)
≤ ν∗
24
‖Aum‖2L2(Ω) + C‖Dum‖4L2(Ω),
and
|I10| ≤ C‖∇um‖L4(Ω)‖∇µm‖L4(Ω)‖Aum‖L2(Ω)
≤ C‖∇um‖
1
2
L2(Ω)‖Aum‖
3
2
L2(Ω)‖∇µm‖
1
2
L2(Ω)‖µm‖
1
2
H2(Ω)
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≤ ν∗
24
‖Aum‖2L2(Ω) + C‖∇um‖2L2(Ω)(1 + ‖∇µm‖3L2(Ω))‖µm‖H3(Ω)
≤ ν∗
24
‖Aum‖2L2(Ω) +̟2‖µm‖2H3(Ω) + C‖∇um‖4L2(Ω)(1 + ‖∇µm‖6L2(Ω)).
In light of (4.33) and (4.37), we have
|I11| ≤ C‖∆φm‖L6(Ω)‖∇φm‖L3(Ω)‖Aum‖L2(Ω)
≤ ν∗
24
‖Aum‖2L2(Ω) + C(1 + ‖∇µm‖3L2(Ω)),
and
|I12| ≤ C‖Dum‖L2(Ω)‖∇φm‖L∞(Ω)‖Aum‖L2(Ω)
≤ ν∗
24
‖Aum‖2L2(Ω) + C(1 + ‖∇µm‖2L2(Ω))‖Dum‖2L2(Ω).
Owing to (4.40) and (4.55), we obtain
|I13| ≤ C‖πm‖L2(Ω)‖∇φm‖L∞(Ω)‖Aum‖L2(Ω)
≤ C‖Dum‖
1
2
L2(Ω)‖Aum‖
3
2
L2(Ω)(1 + ‖∇µm‖L2(Ω))
≤ ν∗
24
‖Aum‖2L2(Ω) + C‖Dum‖2L2(Ω)(1 + ‖∇µm‖4L2(Ω)).
Thus, we are led to
ν∗
4
‖Aum‖2L2(Ω) ≤
6(ρ∗)2
ν∗
‖∂tum‖2L2(Ω) +̟2‖µm‖2H3(Ω) + C(1 + (C0 +Hm)5). (4.56)
Next, taking the gradient of (4.4)1, and using (4.40), we find
‖∇∆µm‖L2(Ω) ≤ ‖∇∂tφm‖L2(Ω) + ‖∇um∇φm‖L2(Ω) + ‖∇2φmum‖L2(Ω)
≤ ‖∇∂tφm‖L2(Ω) + C‖Dum‖L2(Ω)‖∇φm‖L∞(Ω) + C‖∇2φm‖L3(Ω)‖um‖L6(Ω)
≤ ‖∇∂tφm‖L2(Ω) + C‖Dum‖L2(Ω)(1 + ‖∇µm‖L2(Ω)).
(4.57)
Since
‖µm‖2H3(Ω) ≤ CS(1 + ‖∇µm‖2L2(Ω) + ‖∇∆µm‖2L2(Ω)),
for some positive constant CS independent ofm, we infer from (4.57) that
‖µm‖2H3(Ω) ≤ 2CS‖∇∂tφm‖2L2(Ω) + C(1 + (C0 +Hm)). (4.58)
Let us now set
ε1 =
ν∗ρ∗
24(ρ∗)2
, ε2 =
1
8CS
, ̟1 =
1
2
( ν2∗ρ∗
96(ρ∗)2
)
, ̟2 =
1
16CS
(
1 + ν∗ρ∗
24(ρ∗)2
) , C1 = 1 + C0.
Multiplying (4.56) and (4.58) by ε1 and ε2, respectively, and summing the resulting inequalities to (4.53),
we deduce the differential inequality
d
dt
Hm + Fm ≤ C(C1 +Hm)5 (4.59)
where
Fm(t) =
ρ∗
2
‖∂tum(t)‖2L2(Ω) +
1
2
‖∇∂tφm(t)‖2L2(Ω) +̟1‖Aum(t)‖2L2(Ω) +̟2‖µm(t)‖2H3(Ω).
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Hence, whenever T˜ > 0 satisfies
1− 4CT˜ (C1 +Hm(0))4 > 0,
we have
Hm(t) ≤ 1 +Hm(0)(
1− 4Ct(C1 +Hm(0))4
) 1
4
, ∀ t ∈ [0, T˜ ]. (4.60)
We observe that
Hm(0) ≤ C2(‖u0‖Vσ + ‖µ0‖H1(Ω)),
for a positive constant C2 independent ofm. Therefore, setting
T0 =
1
8C(C1 + C2(‖u0‖Vσ + ‖µ0‖H1(Ω)))4
,
it yields that
Hm(t) ≤ 1 +Hm(0)
2
1
4
, ∀ t ∈ [0, T0].
Notice that T0 is independent ofm. Thanks to (4.45), we infer that
sup
t∈[0,T0]
‖∇um(t)‖L2(Ω) + sup
t∈[0,T0]
‖∇µm(t)‖L2(Ω) ≤ K1, (4.61)
where K1 is a positive constant that depends on E(u0, φ0), ‖u0‖Vσ , ‖µ0‖H1(Ω) and the parameters of the
system, but is independent of m. Recalling (4.40), and using [13, Lemma A.6], we immediately obtain
for all p ∈ [2,∞)
sup
t∈[0,T0]
‖φm(t)‖W 2,p(Ω) + sup
t∈[0,T0]
‖F ′(φm(t))‖Lp(Ω) + sup
t∈[0,T0]
‖F ′′(φm(t))‖Lp(Ω) ≤ K2,p. (4.62)
As a consequence, we have
sup
t∈[0,T0]
‖φm(t)‖H3(Ω) + sup
t∈[0,T0]
‖F ′′′(φm(t))‖Lp(Ω) ≤ K3. (4.63)
Integrating (4.59) we deduce that∫ T0
0
‖∂tum(τ)‖2L2(Ω) + ‖∇∂tφm(τ)‖2L2(Ω) + ‖Aum(τ)‖2L2(Ω) + ‖µm(τ)‖2H3(Ω) dτ ≤ K4. (4.64)
Finally, it follows from (4.62) and (4.64) that∫ T0
0
‖∂tµm(τ)‖2(H1(Ω))′ dτ ≤ K5. (4.65)
Here, the constantsK2, . . . , K5 depend on the same factors asK1.
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4.4. Passage to the Limit and Existence of Strong Solutions. We are in a position to pass to the limit
as m → ∞. More precisely, thanks to the above estimates (4.61)-(4.65), we deduce the following
convergences (up to a subsequence)
um ⇀ u weak-star in L
∞(0, T0;Vσ),
um ⇀ u weakly in L
2(0, T0;H
2) ∩W 1,2(0, T0;Hσ),
φm ⇀ φ weak-star in L
∞(0, T0;H
3(Ω)),
φm ⇀ φ weakly inW
1,2(0, T0;H
1(Ω)),
µm ⇀ µ weak-star in L
∞(0, T0;H
1(Ω)),
µm ⇀ µ weakly in L
2(0, T0;H
3(Ω)) ∩W 1,2(0, T0; (H1(Ω))′).
(4.66)
The strong convergences of um, φm and µm are recovered through the Aubin-Lions lemma. We have
um → u strongly in L2(0, T0;Vσ),
φm → φ strongly in C([0, T0];W 2,p(Ω)), ∀ p ∈ [2,∞),
µm → µ strongly in L2(0, T0;H2(Ω)).
(4.67)
As a consequence, we infer that
ρ(φm)→ ρ(φ) strongly in C([0, T0];H2(Ω)),
ν(φm)→ ν(φ) strongly in C([0, T0];H2(Ω)),
F ′(φm) ⇀ F
′(φ) weak-star in L∞(0, T0;L
p(Ω)), ∀ p ∈ [2,∞),
F ′′(φm) ⇀ F
′′(φ) weak-star in L∞(0, T0;L
p(Ω)), ∀ p ∈ [2,∞),
F ′′′(φm) ⇀ F
′′′(φ) weak-star in L∞(0, T0;L
p(Ω)), ∀ p ∈ [2,∞).
(4.68)
The above properties entail the convergence of the nonlinear terms in (4.3). Then, in a standard manner,
we pass to the limit asm→∞ in (4.3)-(4.4). Lastly, since(− ρ(φ)∂tu − ρ(φ)(u · ∇)u + div (ν(φ)Du) + ρ′(φ)(∇µ · ∇)u− div (∇φ⊗∇φ),w) = 0,
for all w ∈ Hσ, there exists P ∈ L2(0, T0;H1(Ω)), P (t) = 0 (see, e.g., [16]) such that
∇P = −ρ(φ)∂tu − ρ(φ)(u · ∇)u + div (ν(φ)Du) + ρ′(φ)∇u∇µ− div (∇φ⊗∇φ).
Remark 4.1. The proof of Theorem 3.1 holds true in the boundary periodic setting. In particular, the
orthogonal dense set in Hσ can be chosen as the eigenfunctions of the Stokes operator (see [28]) aug-
mented by the constant function. Moreover, in order to recover the norm of um in H
2(T2) (cf. (4.54)),
it is sufficient to take −∆um in (4.13) (instead of Aum). In turn, the term I13 involving the pressure πm
does not appear. The rest of the proof remains valid with few minor changes.
5. PROOF OF THEOREM 3.2: GLOBAL EXISTENCE IN THE SPACE PERIODIC SETTING
In this section we address the global existence of the strong solutions to the AGG system (1.1) in T2.
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We consider a strong solution (u, P, φ) to system (1.1) defined on the maximal interval of existence
(0, T∗).This satisfies for all 0 < T < T∗
u ∈ C([0, T ];Vσ) ∩ L2(0, T ;Wσ) ∩W 1,2(0, T ;Hσ),
P ∈ L2(0, T ;H1(T2)),
φ ∈ L∞(0, T ;H3(T2)), ∂tφ ∈ L∞(0, T ; (H1(T2))′) ∩ L2(0, T ;H1(T2)),
φ ∈ L∞(Ω× (0, T )) : |φ(x, t)| < 1 a.e. in T2 × (0, T ),
µ ∈ C([0, T );H1(T2)) ∩ L2(0, T ;H3(T2)) ∩W 1,2(0, T ; (H1(T2))′),
F ′(φ), F ′′(φ), F ′′′(φ) ∈ L∞(0, T ;Lp(T2)),
(5.1)
for all p ∈ [2,∞), and
ρ(φ)∂tu + ρ(φ)(u · ∇)u− ρ′(φ)(∇µ · ∇)u− div (ν(φ)Du) +∇P = −div (∇φ⊗∇φ)
div u = 0
∂tφ+ u · ∇φ = ∆µ
µ = −∆φ+ Ψ′(φ)
(5.2)
almost everywhere in T2 × (0, T ∗).
The aim is to show that T∗ =∞. We assume by contradiction that T∗ <∞. In the rest of this section,
we prove that the norms related to the functional spaces in (5.1) are uniformly bounded on (0, T∗). In
turn, this entails that u(T∗) ∈ Vσ, φ(T∗) ∈ H2(T2) such that ‖φ(T∗)‖L∞(T2) ≤ 1, |φ(T∗)| < 1 and
µ(T∗) = −∆φ(T∗) + Ψ′(φ(T∗)) ∈ H1(T2). Thus, by the local existence result in Theorem 3.1, it is
possible to extend the solution beyond the time T∗. As a consequence, the solution exists globally in
time.
5.1. Energy Estimates. We report some basic energy estimates similar to those obtained in Section 4
(cf. (4.26)-(4.41)).
First, combining (5.2)1 and (5.2)3, the solution satisfies (1.1)1 almost everywhere in T
2 × (0, T ∗).
Integrating over T2 × (0, t) with t < T∗, we obtain∫
T2
ρ(φ(t))u(t) dx =
∫
T2
ρ(φ0)u0 dx, ∀ t ∈ [0, T∗). (5.3)
Similarly, integrating (5.2)3 over T
2 × (0, t) with t < T∗, we get∫
T2
φ(t) dx =
∫
T2
φ0 dx, ∀ t ∈ [0, T∗). (5.4)
Thanks to the energy identity (1.7), we have
E(u(T ), φ(T )) +
∫ T
0
∫
T2
ν(φ)|Du|2 dx+
∫ T
0
∫
T2
|∇µ|2 dx = E(u0, φ0), ∀ 0 ≤ T < T∗.
Since E(u0, φ0) <∞, we find for all 0 < T < T∗
‖u‖L∞(0,T ;L2(T2)) + ‖u‖L2(0,T ;H1(T2)) ≤ C, (5.5)
‖φ‖L∞(0,T ;H1(T2)) ≤ C, (5.6)
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‖∇µ‖L2(0,T ;L2(T2)) ≤ C. (5.7)
Here the constant Cdepends on E(u0, φ0), but it is independent of T∗. Arguing as in Section 4, we have
‖φ‖H2(T2) ≤ C(1 + ‖∇µ‖
1
2
L2(T2)), (5.8)
and
|µ| ≤ C(1 + ‖∇µ‖L2(T2)). (5.9)
The latter implies
‖µ‖H1(T2) ≤ C(1 + ‖∇µ‖L2(T2)). (5.10)
In addition, we recall that
‖∂tφ‖(H1(T2))′ ≤ C(1 + ‖∇µ‖L2(T2)), (5.11)
and
‖φ‖W 2,p(T2) + ‖F ′(φ)‖Lp(T2) ≤ Cp(1 + ‖∇µ‖L2(T2)), ∀ p ∈ (2,∞). (5.12)
As a consequence, it follows that, for all T < T∗,
‖φ‖L4(0,T ;H2(T2)) ≤ C(1 + T ), ‖φ‖L2(0,T ;W 2,p(T2)) + ‖F ′(φ)‖L2(0,T ;Lp(T2)) ≤ Cp(1 + T ), (5.13)
‖µ‖L2(0,T ;H1(T2)) ≤ C(1 + T ), ‖∂tφ‖L2(0,T ;(H1(T2))′) ≤ C(1 + T ). (5.14)
5.2. High-Order Estimates for the Concentration. Taking the duality between ∂tµ and (5.2)3, we
obtain (cf. (4.43))
d
dt
[ ∫
T2
1
2
|∇µ|2 dx+
∫
T2
µu · ∇φ dx
]
+ ‖∇∂tφ‖2L2(T2)
≤ θ0‖∂tφ‖2L2(T2) +
∫
T2
µ∂tu · ∇φ dx+
∫
T2
µu · ∇∂tφ dx.
(5.15)
Since
‖µ‖2H3(T2) ≤ CS(1 + ‖∇µ‖2L2(T2) + ‖∇∆µ‖2L2(T2)),
arguing as in (4.57), we infer that
‖µ‖2H3(T2) ≤ 2CS‖∇∂tφ‖2L2(T2) + C(1 + ‖u‖2H1(T2))(1 + ‖∇µ‖2L2(T2)). (5.16)
Let us set ε = 1
4CS
. Multiplying (5.16) by ε and adding the resulting inequality to (5.15), we get
d
dt
[ ∫
T2
1
2
|∇µ|2 dx+
∫
T2
µ(u · ∇φ) dx
]
+
1
2
‖∇∂tφ‖2L2(T2) + ε‖µ‖2H3(T2)
≤ θ0‖∂tφ‖2L2(T2) +
∫
T2
µ∂tu · ∇φ dx+
∫
T2
µu · ∇∂tφ dx
+ εC(1 + ‖u‖2H1(T2))(1 + ‖∇µ‖2L2(T2)).
(5.17)
By interpolation of Sobolev spaces and (5.11)
θ0‖∂tφ‖2L2(T2) ≤
1
8
‖∇∂tφ‖2L2(T2) + C(1 + ‖∇µ‖2L2(T2)).
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By using (5.10), we have∫
T2
µu · ∇∂tφ dx ≤ ‖µ‖L6(T2)‖u‖L3(T2)‖∇∂tφ‖L2(T2)
≤ 1
8
‖∇∂tφ‖2L2(T2) + C‖u‖2H1(T2)(1 + ‖∇µ‖2L2(T2)).
Thus, we preliminary obtain
d
dt
[ ∫
T2
1
2
|∇µ|2 dx+
∫
T2
µ(u · ∇φ) dx
]
+
1
4
‖∇∂tφ‖2L2(T2) + ε‖µ‖2H3(T2)
≤
∫
T2
µ∂tu · ∇φ dx+ C(1 + ‖u‖2H1(T2))(1 + ‖∇µ‖2L2(T2)).
(5.18)
We observe that∫
T2
µ∂tu · ∇φ dx =
∫
T2
∂tu · (φ∇µ) dx
=
∫
T2
ρ(φ)∂tu · φ∇µ
ρ(φ)
dx
= −
∫
T2
((u · ∇)u) · φ∇µ dx+
∫
T2
ρ′(φ)((∇µ · ∇)u) · φ∇µ
ρ(φ)
dx
+
∫
T2
div (ν(φ)Du) · φ∇µ
ρ(φ)
dx−
∫
T2
∇P · φ∇µ
ρ(φ)
dx
−
∫
T2
div (∇φ⊗∇φ) · φ∇µ
ρ(φ)
dx
=
∫
T2
u ⊗ u : ∇(φ∇µ) dx+
∫
T2
ρ′(φ)((∇µ · ∇)u) · φ∇µ
ρ(φ)
dx
−
∫
T2
ν(φ)Du : ∇
(φ∇µ
ρ(φ)
)
dx+
∫
T2
P div
(φ∇µ
ρ(φ)
)
dx
−
∫
T2
div (∇φ⊗∇φ) · φ∇µ
ρ(φ)
dx
=
5∑
i=1
Wi.
(5.19)
Here the periodic boundary conditions played a crucial role to avoid any boundary term. We now proceed
in estimating the termsWi, i = 1, . . . , 5. By using (2.2), (5.5) and (5.10), we have
|W1| ≤ C‖u‖2L4(T2)
(‖∇φ‖L∞(T2)‖∇µ‖L2(T2) + ‖φ‖L∞(T2)‖µ‖H2(T2))
≤ C‖u‖L2(T2)‖u‖H1(T2)
(‖∇φ‖L∞(T2)‖∇µ‖L2(T2) + (1 + ‖∇µ‖ 12L2(T2))‖µ‖ 12H3(T2))
≤ ε
8
‖µ‖2H3(T2) + C(1 + ‖u‖2H1(T2) + ‖∇φ‖2L∞(T2))(1 + ‖∇µ‖2L2(T2))
(5.20)
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and
|W2| ≤
∥∥∥φρ′(φ)
ρ(φ)
∥∥∥
L∞(T2)
‖∇u‖L2(T2)‖∇µ‖2L4(T2)
≤ C‖∇u‖L2(T2)‖∇µ‖L2(T2)‖µ‖H2(T2)
≤ C‖∇u‖L2(T2)(1 + ‖∇µ‖
3
2
L2(T2))‖µm‖
1
2
H3(T2)
≤ ε
8
‖µ‖2H3(T2) + C‖u‖
4
3
H1(T2)(1 + ‖∇µ‖2L2(T2)).
(5.21)
We observe that ρ(φ)− φρ′(φ) = ρ1+ρ2
2
. By interpolation of Sobolev spaces and (5.10), we find
|W3| ≤ ν∗‖Du‖L2(T2)
(∥∥∥ρ(φ)− φρ′(φ)
ρ(φ)2
∇µ⊗∇φ
∥∥∥
L2(T2)
+
∥∥∥ φ
ρ(φ)
∇2µ
∥∥∥
L2(T2)
)
≤ C‖Du‖L2(T2)‖∇µ‖L2(T2)‖∇φ‖L∞(T2) + C‖Du‖L2(T2)‖µ‖H2(T2)
≤ C‖Du‖L2(T2)‖∇µ‖L2(T2)‖∇φ‖L∞(T2) + C‖Du‖L2(T2)(1 + ‖∇µ‖
1
2
L2(T2))‖µ‖
1
2
H3(T2)
≤ ε
8
‖µ‖2H3(T2) + C(1 + ‖u‖2H1(T2) + ‖∇φ‖2L∞(T2))(1 + ‖∇µ‖2L2(T2)).
(5.22)
By (5.8) we obtain
|W5| ≤ C‖φ‖H2(T2)‖∇φ‖L∞(T2)
∥∥∥ φ
ρ(φ)
∥∥∥
L∞(T2)
‖∇µ‖L2(T2)
≤ C‖∇φ‖L∞(T2)(1 + ‖∇µ‖
3
2
L2(T2))
≤ C‖∇φ‖L∞(T2)(1 + ‖∇µ‖2L2(T2)).
(5.23)
Similarly, by (2.2) and (5.10), we find
|W4| ≤ ‖P‖L2(T2)
(∥∥∥ρ(φ)− φρ′(φ)
ρ(φ)2
∇φ · ∇µ
∥∥∥
L2(T2)
+
∥∥∥ φ
ρ(φ)
∆µ
∥∥∥
L2(T2)
)
≤ C‖P‖L2(T2)
(‖∇φ‖L4(T2)‖∇µ‖L4(T2) + ‖µ‖H2(T2))
≤ C‖P‖L2(T2)
(‖∇φ‖ 12
L2(T2)‖φ‖
1
2
H2(T2)‖∇µ‖
1
2
L2(T2)‖µ‖
1
2
H2(T2) + ‖µ‖H2(T2)
)
≤ C‖P‖L2(T2)
(‖φ‖ 12
H2(T2)(1 + ‖∇µ‖
3
4
L2(T2))‖µ‖
1
4
H3(T2) + (1 + ‖∇µ‖
1
2
L2(T2))‖µ‖
1
2
H3(T2)
)
.
(5.24)
We are now left to find an estimate of the pressure P . We introduce the function q as the solution to
− div
( ∇q
ρ(φ)
)
= P in T2 × (0, T∗). (5.25)
Since P ∈ L2(0, T ;H1(T2)), for all 0 < T < T∗, such that P (t) = 0 for all t ∈ (0, T∗), and ρ(φ) ≥ ρ∗,
the existence of q follows from the Lax-Milgram theorem. In particular, we have q ∈ L2(0, T∗;H1(T2))∩
L1(0, T∗;H
2(T2)), and q(t) = 0 for all t ∈ (0, T∗). In addition, we have the following estimates (cf. [19,
Theorem 2.1])
‖q‖H1(T2) ≤ C‖P‖L2(T2), ‖q‖H2(T2) ≤ C(1 + ‖∇φ‖L∞(T2))‖P‖L2(T2). (5.26)
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Multiplying (5.2) by ∇q
ρ(φ)
, we find∫
T2
div (u⊗ u) · ∇q dx−
∫
T2
ρ′(φ)
ρ(φ)
((∇µ · ∇)u) · ∇q dx−
∫
T2
div (ν(φ)Du) · ∇q
ρ(φ)
dx
+
∫
T2
∇P · ∇q
ρ(φ)
dx = −
∫
T2
div (∇φ⊗∇φ) · ∇q
ρ(φ)
dx.
Integrating by parts and using the periodic boundary conditions, and then exploiting (5.25), we deduce
that
‖P‖2L2(T2) =
∫
T2
u⊗ u : ∇2q dx+
∫
T2
ρ′(φ)
ρ(φ)
((∇µ · ∇)u) · ∇q dx−
∫
T2
ν(φ)
ρ(φ)
Du : ∇2q dx
+
∫
T2
ν(φ)Du :
( ρ′(φ)
ρ(φ)2
∇q ⊗∇φ
)
dx−
∫
T2
div (∇φ⊗∇φ) · ∇q
ρ(φ)
dx.
(5.27)
Exploiting (2.2), (2.3), (5.5) and (5.10), we find∣∣∣ ∫
T2
u ⊗ u : ∇2q dx
∣∣∣ ≤ ‖u‖2L4(T2)‖q‖H2(Ω)
≤ C‖u‖H1(T2)(1 + ‖∇φ‖L∞(T2))‖P‖L2(T2),∣∣∣ ∫
T2
ρ′(φ)
ρ(φ)
((∇µ · ∇)u) · ∇q dx
∣∣∣ ≤ ∥∥∥ρ′(φ)
ρ(φ)
∥∥∥
L∞(T2)
‖∇u‖L2(T2)‖∇µ‖L∞(T2)‖∇q‖L2(T2)
≤ C‖∇u‖L2(T2)‖∇µ‖
1
2
L2(T2)‖µ‖
1
2
H3(T2)‖P‖L2(T2),∣∣∣− ∫
T2
ν(φ)
ρ(φ)
Du : ∇2q dx
∣∣∣ ≤ ∥∥∥ν(φ)
ρ(φ)
∥∥∥
L∞(T2)
‖Du‖L2(T2)‖q‖H2(T2)
≤ C‖Du‖L2(T2)(1 + ‖∇φ‖L∞(T2))‖P‖L2(T2),∣∣∣ ∫
T2
ν(φ)Du :
( ρ′(φ)
ρ(φ)2
∇q ⊗∇φ
)
dx
∣∣∣ ≤ ν∗‖Du‖L2(T2)∥∥∥ ρ′(φ)
ρ(φ)2
∥∥∥
L∞(T2)
‖∇q‖L2(T2)‖∇φ‖L∞(T2)
≤ C‖Du‖L2(T2)‖∇φ‖L∞(T2)‖P‖L2(T2),∣∣∣− ∫
T2
div (∇φ⊗∇φ) · ∇q
ρ(φ)
dx
∣∣∣ ≤ C‖φ‖H2(T2)‖∇φ‖L∞(T2)‖∇q‖L2(T2)
≤ C‖φ‖H2(T2)‖∇φ‖L∞(T2)‖P‖L2(T2).
Thus, we are led to
‖P‖L2(T2) ≤ C‖u‖H1(T2)(1 + ‖∇φ‖L∞(T2)) + C‖∇u‖L2(T2)‖∇µ‖
1
2
L2(T2)‖µ‖
1
2
H3(T2)
+ C‖φ‖H2(T2)‖∇φ‖L∞(T2).
(5.28)
Inserting (5.28) in (5.24), we obtain
|W4| ≤
6∑
i=1
Yi, (5.29)
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where
Y1 = C‖u‖H1(T2)(1 + ‖∇φ‖L∞(T2))‖φ‖
1
2
H2(T2)(1 + ‖∇µ‖
3
4
L2(T2))‖µ‖
1
4
H3(T2),
Y2 = C‖u‖H1(T2)(1 + ‖∇φ‖L∞(T2))(1 + ‖∇µ‖
1
2
L2(T2))‖µ‖
1
2
H3(T2),
Y3 = C‖∇u‖L2(T2)‖φ‖
1
2
H2(T2)(1 + ‖∇µ‖
5
4
L2(T2))‖µ‖
3
4
H3(T2),
Y4 = C‖∇u‖L2(T2)(1 + ‖∇µ‖L2(T2))‖µ‖H3(T2),
Y5 = C‖φ‖
3
2
H2(T2)‖∇φ‖L∞(T2)(1 + ‖∇µ‖
3
4
L2(T2))‖µ‖
1
4
H3(T2),
Y6 = C‖φ‖H2(T2)‖∇φ‖L∞(T2)(1 + ‖∇µ‖
1
2
L2(T2))‖µ‖
1
2
H3(T2).
By (5.8), (5.12) and the Young inequality, we have
Y1 ≤ ε
48
‖µ‖2H3(T2) + C‖u‖
8
7
H1(T2)(1 + ‖∇φ‖
8
7
L∞(T2))‖φ‖
4
7
H2(T2)(1 + ‖∇µ‖
6
7
L2(T2))
≤ ε
48
‖µ‖2H3(T2) + C‖u‖
8
7
H1(T2)(1 + ‖∇φ‖
8
7
L∞(T2))(1 + ‖∇µ‖
8
7
L2(T2))
≤ ε
48
‖µ‖2H3(T2) + C
(
1 + ‖u‖2H1(T2) + ‖∇φ‖
8
3
L∞(T2)
)
(1 + ‖∇µ‖
8
7
L2(T2)),
(5.30)
Y2 ≤ ε
48
‖µ‖2H3(T2) + C‖u‖
4
3
H1(T2)(1 + ‖∇φ‖
4
3
L∞(T2))(1 + ‖∇µ‖
2
3
L2(T2))
≤ ε
48
‖µ‖2H3(T2) + C‖u‖
4
3
H1(T2)(1 + ‖φ‖
4
3
W 2,3(T2))(1 + ‖∇µ‖
2
3
L2(T2))
≤ ε
48
‖µ‖2H3(T2) + C‖u‖
4
3
H1(T2)(1 + ‖∇µ‖2L2(T2)),
(5.31)
Y3 ≤ ε
48
‖µ‖2H3(T2) + C‖∇u‖
8
5
L2(T2)‖φ‖
4
5
H2(T2)(1 + ‖∇µ‖2L2(T2))
≤ ε
48
‖µ‖2H3(T2) + C
(‖∇u‖2L2(T2) + ‖φ‖4H2(T2))(1 + ‖∇µ‖2L2(T2)), (5.32)
Y4 ≤ ε
48
‖µ‖2H3(T2) + C‖∇u‖2L2(T2)(1 + ‖∇µ‖2L2(T2)), (5.33)
Y5 ≤ ε
48
‖µ‖2H3(T2) + C‖φ‖
12
7
H2(T2)‖∇φ‖
8
7
L∞(T2)(1 + ‖∇µ‖
6
7
L2(T2))
≤ ε
48
‖µ‖2H3(T2) + C‖∇φ‖
8
7
L∞(T2)(1 + ‖∇µ‖
12
7
L2(T2)),
(5.34)
Y6 ≤ ε
48
‖µ‖2H3(T2) + C‖φ‖
4
3
H2(T2)‖∇φ‖
4
3
L∞(T2)(1 + ‖∇µ‖
2
3
L2(T2))
≤ ε
48
‖µ‖2H3(T2) + C‖∇φ‖
4
3
L∞(T2)(1 + ‖∇µ‖
4
3
L2(T2)).
(5.35)
Combining (5.29) with (5.30)-(5.35), we infer that
|W4| ≤ ε
8
‖µ‖2H3(T2) + C
(
1 + ‖u‖2H1(T2) + ‖φ‖4H2(T2) + ‖∇φ‖
8
3
L∞(T2)
)
(1 + ‖∇µ‖2L2(T2)). (5.36)
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Collecting (5.20)-(5.22) and (5.36) together, we find∣∣∣ ∫
T2
µ∂tu · ∇φ dx
∣∣∣ ≤ ε
2
‖µ‖2H3(T2) + C
(
1 + ‖u‖2H1(T2) + ‖φ‖4H2(T2) + ‖∇φ‖
8
3
L∞(T2)
)
(1 + ‖∇µ‖2L2(T2)).
Hence, it follows from (5.18) and the above inequality that
d
dt
[ ∫
T2
1
2
|∇µ|2 dx+
∫
T2
µ(u · ∇φ) dx
]
+
1
4
‖∇∂tφ‖2L2(T2) +
ε
2
‖µ‖2H3(T2)
≤ C(1 + ‖u‖2H1(T2) + ‖φ‖4H2(T2) + ‖∇φ‖ 83L∞(T2))(1 + ‖∇µ‖2L2(T2)). (5.37)
We now set
X(t) =
∫
T2
1
2
|∇µ(t)|2 dx+
∫
T2
µ(t)(u(t) · ∇φ(t)) dx.
Thanks to (5.5), we observe that∫
T2
µ(u · ∇φ) =
∫
T2
φ(u · ∇µ) dx ≤ ‖φ‖L∞(T2)‖u‖L2(T2)‖∇µ‖L2(T2) ≤ C‖∇µ‖L2(T2).
Then, there exists a positive constant C depending on E(u0, φ0) such that
X(t) ≥ 1
4
‖∇µ(t)‖2L2(T2) − C.
Therefore, we deduce the differential inequality
d
dt
X(t) +
1
4
‖∇∂tφ‖2L2(T2) +
ε
2
‖µ‖2H3(T2) ≤ Y (t)(1 + C +X(t)), (5.38)
where
Y (t) = C
(
1 + ‖u(t)‖2H1(T2) + ‖φ(t)‖4H2(T2) + ‖∇φ(t)‖
8
3
L∞(T2)
)
.
In light of (5.1) and (5.13), we infer from the Gagliardo-Nirenberg inequality (2.5) with s = 3 that
‖φ‖
L
8
3 (0,T ;W 1,∞(T2))
≤ C(1 + T ), for all T < T∗. In turn, it gives ‖Y ‖L1(0,T ) ≤ C(1 + T ) for all T < T∗
(cf. (5.5) and (5.13)). Thus, the Gronwall lemma yields
sup
t∈[0,T ]
X(t) ≤
(
X(0) + (1 + C)
∫ T
0
Y (τ) dτ
)
e
∫ T
0
Y (τ) dτ , ∀T < T∗, (5.39)
which entails that
sup
t∈[0,T ]
‖µ(t)‖H1(T2) ≤ KT , ∀T < T∗, (5.40)
where KT stands for a generic constant depending on the parameters of the system, the initial energy
E(u0, φ0), the norms of the initial data ‖u0‖H1(T2) and ‖µ0‖H1(T2), and the time T . In particular, KT is
finite for any T <∞. Integrating in time (5.38), we infer that∫ T
0
‖∂tφ(τ)‖2H1(T2) + ‖µ(τ)‖2H3(T2) dτ ≤ KT , ∀T < T∗. (5.41)
As a consequence, we obtain from (5.12) that
sup
t∈[0,T ]
‖φ(t)‖W 2,p(T2) + sup
t∈[0,T ]
‖F ′(φ(t))‖Lp(T2) ≤ Kp,T , ∀T < T∗, ∀ p ∈ [2,∞). (5.42)
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Finally, as in Section 4, by exploiting [13, Lemma A.6], we immediately deduce that
sup
t∈[0,T ]
‖F ′′(φ(t))‖Lp(T2) + sup
t∈[0,T ]
‖F ′′′(φ(t))‖Lp(T2) ≤ Kp,T , ∀T < T∗, ∀ p ∈ [2,∞), (5.43)
which implies that
sup
t∈[0,T ]
‖φ(t)‖H3(T2) +
∫ T
0
‖∂tµ(τ)‖2(H1(T2))′ dτ ≤ KT , ∀T < T∗.
5.3. High-Order Estimates for the Velocity Field. Multiplying (5.2) by ∂tu and integrating over T
2,
we obtain (cf. (4.42))
1
2
d
dt
∫
T2
ν(φ)|Du|2 dx+
∫
T2
ρ(φ)|∂tu|2 dx
= −
∫
T2
ρ(φ)((u · ∇)u) · ∂tu dx+ ν1 − ν2
2
∫
T2
∂tφ|Du|2 dx
+
ρ1 − ρ2
2
∫
T2
((∇µ · ∇)u) · ∂tu−
∫
T2
∆φ∇φ · ∂tu dx.
(5.44)
On the other hand, multiplying (5.2) by −∆u, we find
ν∗
2
‖∆u‖2L2(T2) ≤
∫
T2
ρ(φ)∂tu ·∆u dx+
∫
T2
ρ(φ)((u · ∇)u) ·∆u dx
−
∫
T2
ρ′(φ)((∇µ · ∇)u) ·∆u dx+
∫
T2
∆φ∇φ ·∆u dx
−
∫
T2
ν ′(φ)(Du∇φ) ·∆u dx.
(5.45)
By the Young inequality, we simply have
ν∗
4
‖∆u‖2L2(T2) ≤
(ρ∗)2
ν∗
‖∂tu‖2L2(T2) +
∫
T2
ρ(φ)((u · ∇)u) ·∆u dx
−
∫
T2
ρ′(φ)((∇µ · ∇)u) ·∆u dx+
∫
T2
∆φ∇φ ·∆u dx
−
∫
T2
ν ′(φ)(Du∇φ) ·∆u dx.
(5.46)
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Multiplying (5.46) by ν∗
2ρ∗
and adding the resulting inequality to (5.44), we reach
1
2
d
dt
∫
T2
ν(φ)|Du|2 dx+ ρ∗
2
‖∂tu‖2L2(T2) +
ν2∗
8ρ∗
‖∆u‖2L2(T2)
≤ −
∫
T2
ρ(φ)
(
(u · ∇)u) · ∂tu dx+ ν1 − ν2
2
∫
T2
∂tφ|Du|2 dx
+
ρ1 − ρ2
2
∫
T2
((∇µ · ∇)u) · ∂tu dx−
∫
T2
∆φ∇φ · ∂tu dx
+
ν∗
2ρ∗
∫
T2
ρ(φ)((u · ∇)u) ·∆u dx− ν∗
2ρ∗
∫
T2
ρ′(φ)((∇µ · ∇)u) ·∆u dx
+
ν∗
2ρ∗
∫
T2
∆φ∇φ ·∆u dx− ν∗
2ρ∗
∫
T2
ν ′(φ)(Du∇φ) ·∆u dx
=
8∑
i
Li.
(5.47)
Notice that
‖u‖H1(T2) ≤ C(1 + ‖Du‖L2(T2)), ‖u‖H2(T2) ≤ C(1 + ‖∆u‖L2(T2))
due to (2.8), (2.9) and (5.5). By (2.2), (5.5), (5.42), we can estimate the terms Li as follows
L1 ≤ C‖u‖L4(T2)‖∇u‖L4(T2)‖∂tu‖L2(T2)
≤ C‖u‖H1(T2)(1 + ‖∆u‖
1
2
L2(T2))‖∂tu‖L2(T2)
≤ ρ∗
12
‖∂tu‖2L2(T2) +
ν2∗
96ρ∗
‖∆u‖2L2(T2) + C‖Du‖2L2(T2)(1 + ‖Du‖2L2(T2)),
(5.48)
L2 ≤ C‖∂tφ‖L6(T2)‖Du‖L2(T2)‖Du‖L3(T2)
≤ C‖∂tφ‖H1(T2)‖Du‖L2(T2)(1 + ‖∆u‖L2(T2))
≤ ν
2
∗
96ρ∗
‖∆u‖2L2(T2) + C(1 + ‖∂tφ‖2H1(T2))(1 + ‖Du‖2L2(T2)),
(5.49)
L3 ≤ C‖∇u‖L2(T2)‖∇µ‖L∞(T2)‖∂tu‖L2(T2)
≤ ρ∗
12
‖∂tu‖2L2(T2) + C‖µ‖2H3(T2)‖Du‖2L2(T2),
(5.50)
L4 ≤ ‖∆φ‖L2(T2)‖∇φ‖L∞(T2)‖∂tu‖L2(T2)
≤ ρ∗
12
‖∂tu‖2L2(T2) +KT ,
(5.51)
L5 ≤ C‖u‖L4(T2)‖∇u‖L4(T2)‖∆u‖L2(T2)
≤ C(1 + ‖Du‖
1
2
L2(T2))‖Du‖
1
2
L2(T2)(1 + ‖∆u‖
1
2
L2(T2))‖∆u‖L2(T2)
≤ ν
2
∗
96ρ∗
‖∆u‖2L2(T2) + C(1 + ‖Du‖2L2(T2))2,
(5.52)
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L6 ≤ C‖∇u‖L2(T2)‖∇µ‖L∞(T2)‖∆u‖L2(T2)
≤ ν
2
∗
96ρ∗
‖∆u‖2L2(T2) + C‖µ‖2H3(T2)‖Du‖2L2(T2),
(5.53)
L7 ≤ C‖∆φ‖L2(T2)‖∇φ‖L∞(T2)‖∆u‖L2(T2)
≤ ν
2
∗
96ρ∗
‖∆u‖2L2(T2) +KT ,
(5.54)
L8 ≤ C‖Du‖L2(T2)‖∇φ‖L∞(T2)‖∆u‖L2(T2)
≤ ν
2
∗
96ρ∗
‖∆u‖2L2(T2) +KT‖Du‖2L2(T2).
(5.55)
Hence, it follows that on [0, T ], for all T < T∗,
1
2
d
dt
∫
T2
ν(φ)|Du|2 dx+ ρ∗
4
‖∂tu‖2L2(T2) +
ν2∗
16ρ∗
‖∆u‖2L2(T2) ≤ Y˜ (t)(1 + ‖Du‖2L2(T2)),
where
Y˜ (t) = KT
(
1 + ‖Du(t)‖2L2(T2) + ‖∂tφ(t)‖2H1(T2) + ‖µ(t)‖2H3(T2)
)
.
In light of (5.5) and (5.41), an application of the Gronwall lemma yields
sup
t∈[0,T ]
‖u(t)‖2H1(T2) +
∫ T
0
‖∂tu(τ)‖2L2(T2) + ‖∆u(τ)‖2L2(T2) dτ ≤ K˜T , ∀T < T∗, (5.56)
where
K˜T = C
(
‖u0‖2H1(T2) +
(∫ T
0
Y˜ (τ) dτ
)2)
e
∫ T
0 Y˜ (τ) dτ
for some positive constant C depending on ν∗, ρ∗ and ρ
∗.
5.4. Global Existence of Strong Solutions. The uniform-in-time estimates (5.40)-(5.42) and (5.56) en-
tails that the solution does not blowup as T approaches T∗. By a classical argument, it is possible to show
that (u(T ), µ(T )) is a Cauchy sequence in Vσ ×H1(T2) as T → T∗. This implies that u(T∗) and µ(T∗)
are well-defined. Then, the solution can be continued beyond T∗ into a solution which satisfies (5.1) and
(5.2) on an interval (0, T ) for some T > T∗. This contradicts the maximality of T∗. Hence, T∗ =∞.
6. UNIQUENESS
In this section we show the continuous dependence on the initial data and the uniqueness of the strong
solutions proved in Theorem 3.1 and Theorem 3.2. We demonstrate hereafter the case of a general
bounded domain Ω ⊂ R2. The proof in the case Ω = T2 can be adapted with minor changes.
Let (u1, P1, φ1) and (u2, P2, φ2) be two strong solutions to system (1.1) with boundary conditions (1.5)
defined on a common interval [0, T0] given by Theorem 3.1. We consider u = u1− u2, P = P1−P2 and
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φ = φ1 − φ2. It is clear that
ρ(φ1)∂tu + (ρ(φ1)− ρ(φ2))∂tu2 +
(
ρ(φ1)(u1 · ∇)u1 − ρ(φ2)(u2 · ∇)u2
)
− ρ1 − ρ2
2
(
(∇µ1 · ∇)u1 − (∇µ2 · ∇)u2
)− div (ν(φ1)Du)− div ((ν(φ1)− ν(φ2))Du2)
+∇P = −div (∇φ1 ⊗∇φ1 +∇φ2 ⊗∇φ2),
(6.1)
∂tφ+ u1 · ∇φ+ u · ∇φ2 = ∆µ,
µ = −∆φ+Ψ′(φ1)−Ψ′(φ2), (6.2)
almost everywhere in Ω× (0, T0). Multiplying (6.1) by u and integrating over Ω, we find
1
2
d
dt
∫
Ω
ρ(φ1)|u|2 dx+
∫
Ω
ν(φ1)|Du|2 dx
= −
∫
Ω
(ρ(φ1)− ρ(φ2))∂tu2 · u dx−
∫
Ω
ρ(φ1)(u · ∇)u2 · u dx
−
∫
Ω
(ρ(φ1)− ρ(φ2))(u2 · ∇)u2 · u dx+ ρ1 − ρ2
2
∫
Ω
((∇µ · ∇)u2) · u dx
−
∫
Ω
(ν(φ1)− ν(φ2))Du2 : ∇u dx+
∫
Ω
(∇φ1 ⊗∇φ+∇φ⊗∇φ2) : ∇u dx
=
6∑
i=1
Zi.
(6.3)
Here we have used that
−
∫
Ω
∂tρ(φ1)
|u|2
2
dx+
∫
Ω
ρ(φ1)(u1 · ∇)u · u dx− ρ1 − ρ2
2
∫
Ω
(∇µ1 · ∇)u · u dx = 0.
Taking the gradient of (6.2), multiplying the resulting equation by∇φ and integrating over Ω, then using
the boundary conditions (1.5), we obtain
1
2
d
dt
‖∇φ‖2L2(Ω) + ‖∇∆φ‖2L2(Ω)
= −
∫
Ω
∇(u1 · ∇φ) · ∇φ dx−
∫
Ω
∇(u · ∇φ2) · ∇φ dx
+
∫
Ω
∇(Ψ′(φ1)−Ψ′(φ2)) · ∇∆φ dx
=
9∑
i=7
Zi.
(6.4)
Since
d
dt
φ = 0,
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by (6.3) and (6.4), we reach
1
2
d
dt
[ ∫
Ω
ρ(φ1)|u|2 dx+ ‖∇φ‖2L2(Ω) + |φ|2
]
+
∫
Ω
ν(φ1)|Du|2 dx+ ‖∇∆φ‖2L2(Ω) =
9∑
i=1
Zi.
We recall that ‖φ‖H3(Ω) ≤ C
(‖φ‖H1(Ω) + ‖∇∆φ‖L2(Ω)). By exploiting (2.2), (2.6) and the regularity of
the strong solutions, we infer that
|Z1| ≤ C‖φ‖L6(Ω)‖∂tu2‖L2(Ω)‖u‖L3(Ω)
≤ ν∗
8
‖Du‖2L2(Ω) + C‖∂tu2‖2L2(Ω)
(‖u‖2L2(Ω) + ‖φ‖2H1(Ω)), (6.5)
|Z2| ≤ C‖u‖L3(Ω)‖∇u2‖L6(Ω)‖u‖L2(Ω)
≤ ν∗
8
‖Du‖2L2(Ω) + C‖u2‖2H2(Ω)‖u‖2L2(Ω),
(6.6)
|Z3| ≤ C‖φ‖L6(Ω)‖u2‖L6(Ω)‖∇u2‖L6(Ω)‖u‖L2(Ω)
≤ C‖∇u2‖L6(Ω)
(‖u‖2L2(Ω) + ‖φ‖2H1(Ω)), (6.7)
|Z4| ≤ ‖∇u2‖L4(Ω)‖∇µ‖L2‖u‖L4(Ω)
≤ C‖u2‖
1
2
H2(Ω)
(‖∇∆φ‖L2(Ω) + ‖Ψ′′(φ1)∇φ‖L2(Ω) + ‖(Ψ′′(φ1)−Ψ′′(φ2))∇φ2‖L2(Ω))
× ‖u‖
1
2
L2(Ω)‖Du‖
1
2
L2(Ω)
≤ C‖u2‖
1
2
H2(Ω)
(‖∇∆φ‖L2(Ω) + ‖Ψ′′(φ1)‖L2(Ω)‖∇φ‖L∞(Ω)
+ (‖Ψ′′′(φ1)‖L2(Ω) + ‖Ψ′′′(φ2)‖L2(Ω))‖φ‖L∞(Ω)‖∇φ2‖L∞(Ω)
)‖u‖ 12
L2(Ω)‖Du‖
1
2
L2(Ω)
≤ C‖u2‖
1
2
H2(Ω)
(‖φ‖H1(Ω) + ‖∇∆φ‖L2(Ω))‖u‖ 12L2(Ω)‖Du‖ 12L2(Ω)
≤ 1
6
‖∇∆φ‖2L2(Ω) +
ν∗
8
‖Du‖2L2(Ω) + C‖u2‖2H2(Ω)
(‖u‖2L2(Ω) + ‖φ‖2H1(Ω)),
(6.8)
|Z5| ≤ C‖φ‖L3(Ω)‖Du2‖L6(Ω)‖∇u‖L2(Ω)
≤ ν∗
8
‖Du‖2L2(Ω) + C‖Du2‖2L6(Ω)‖φ‖2H1(Ω),
(6.9)
|Z6| ≤ C(‖∇φ1‖L∞(Ω) + ‖∇φ2‖L∞(Ω))‖∇φ‖L2(Ω)‖∇u‖L2(Ω)
≤ ν∗
8
‖Du‖2L2(Ω) + C‖φ‖2H1(Ω),
(6.10)
|Z7| ≤
(‖∇u1‖L2(Ω)‖∇φ‖L∞(Ω) + ‖u1‖L6(Ω)‖φ‖W 2,3(Ω))‖∇φ‖L2(Ω)
≤ C(‖φ‖H1(Ω) + ‖∇∆φ‖L2(Ω))‖∇φ‖L2(Ω)
≤ 1
6
‖∇∆φ‖2L2(Ω) + C‖φ‖2H1(Ω),
(6.11)
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|Z8| ≤
(‖∇u‖L2(Ω)‖∇φ2‖L∞(Ω) + ‖u‖L4(Ω)‖φ2‖W 2,4(Ω))‖∇φ‖L2(Ω)
≤ ν∗
8
‖Du‖2L2(Ω) + C‖∇φ‖2L2(Ω),
(6.12)
|Z9| ≤ ‖Ψ′′(φ1)∇φ‖L2(Ω)‖∇∆φ‖L2(Ω) + ‖(Ψ′′(φ1)−Ψ′′(φ2))∇φ2‖L2(Ω)‖∇∆φ‖L2(Ω)
≤ C‖Ψ′′(φ1)‖L6(Ω)‖∇φ‖L3(Ω)‖∇∆φ‖L2(Ω)
+
(‖Ψ′′′(φ1)‖L6(Ω) + ‖Ψ′′′(φ2)‖L6(Ω))‖φ‖L3(Ω)‖∇φ2‖L∞(Ω)‖∇∆φ‖L2(Ω)
≤ C‖φ‖H2(Ω)‖∇∆φ‖L2(Ω)
≤ C‖φ‖
1
2
H1(Ω)
(‖φ‖H1(Ω) + ‖∇∆φ‖L2(Ω)) 12‖∇∆φ‖L2(Ω)
≤ 1
6
‖∇∆φ‖2L2(Ω) + C‖φ‖2H1(Ω).
(6.13)
Therefore, by (6.5)-(6.13), we find the differential inequality
1
2
d
dt
[ ∫
Ω
ρ(φ1)|u|2 dx+ ‖∇φ‖2L2(Ω) + |φ|2
]
+
ν∗
4
‖Du‖2L2(Ω) +
1
2
‖∇∆φ‖2L2(Ω)
≤ C(1 + ‖∂tu2‖2L2(Ω) + ‖u2‖2H2(Ω))(‖u‖2L2(Ω) + ‖φ‖2H1(Ω)),
where the constant C depends on the norm of the initial data and T0. Thanks to the Gronwall lemma,
together with (2.1), we deduce for all t ∈ [0, T0] that
‖u(t)‖2L2(Ω) + ‖φ(t)‖2H1(Ω) ≤ C
(‖u(0)‖2L2(Ω) + ‖φ(0)‖2H1(Ω))eC ∫ T00 (1+‖∂tu2(τ)‖2L2(Ω)+‖u2(τ)‖2H2(Ω)) dτ .
The above inequality proves the continuous dependence of the solutions on the initial data. In particular,
when u(0) = 0 and φ(0) = 0, it follows that u(t) = 0 and φ(t) = 0 for all t ∈ [0, T0]. Thus, the strong
solution is unique.
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