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Abstract
No-Free-Lunch Theorems state, roughly speaking, that the performance of all search
algorithms is the same when averaged over all possible objective functions. This fact was
precisely formulated for the first time in a now famous paper by Wolpert and Macready,
and then subsequently refined and extended by several authors, always in the context of
a set of functions with discrete domain and codomain. Recently, Auger and Teytaud have
shown that for continuum domains there is typically no No-Free-Lunch theorems. In this
paper we provide another approach, which is simpler, requires less assumptions, relates the
discrete and continuum cases, and that we believe that clarifies the role of the cardinality
and structure of the domain.
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1 Introduction
In [7], Wolpert and Macready formulated rigorously a principle which was already intuitively
known to the operations research practitioners: All search or optimization algorithms perform
equally well when their performance is averaged against all possible objective functions. This
principle has been known since then as the No-Free-Lunch Theorem (NFL for short).
The precise formulation of the Wolpert-Macready NFL Theorem will be stated in Section 2
(Theorem 2.1), but the basic assumptions are that we are dealing with the set of all functions
f : X → Y between two finite sets X and Y, and that the “averaging” is uniform over all these
functions. The measure of performance can be any function of the images f(x1), . . . , f(xm) of
the points x1, . . . , xm sampled by the algorithm.
In [5], Schumacher, Vose and Whitley extended the result to some subsets of all functions
(those called “closed under permutation”), whereas Igel and Toussaint [4] stated it for some
non-uniform measures. The language of probability theory allows to formulate these statements
in a unified and easier way and, as we will see, it is absolutely necessary to switch from the
discrete (finite) setting to the continuum. In [2], Auger and Teytaud considered for the first
time this case, and their result is essentially negative: No NFL theorems exist in the continuum.
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Our goal in this paper is to improve and clarify the results of Auger and Teytaud, particularly
Theorem 4.1, [2]. First of all, we show situations where NFL theorem do exist. This apparent
paradox is resolved by noticing that the hypotheses imposed in [2] invalidate our examples.
In fact, the authors seem to specifically look for conditions under which no NFL theorem can
hold true. The theorem is indeed correct, although there is a gap in the proof, as explained in
Section 3. We must also point out, however, that their paper contains much more material of
interest on this and other matters.
The point of view adopted here is different: We establish a simple and natural definition of the
NFL property and look for the necessary conditions implied by this definition. In this sense,
our main result is Theorem 3.9. The conclusion we reach is that there are no No-Free-Lunch
theorems for functions whose domain is the real number system, except for a few extreme
cases. Admittedly, the theorem contains an additional mild technical condition (the existence
of second-order moments) that we have not yet been able to remove.
The relevance of this theoretical discussion for the field of global black-box optimisation comes
from the so-called probabilistic models: In many practical optimisation problems there is little
information about the objective function, with no access to derivatives or to any explicit formula;
we are only allowed to ask the function for its value at a point of our choice and, after observing
the value returned, we may decide on the next point to sample the function; and so on. Moreover,
function evaluations can be expensive, and we are constrained to make only a small number of
them. In these cases, it may be useful to think that the function has been drawn at random
from some set of functions, according to some probability law (perhaps with some unknown
parameters) that one specifies using prior information. Technically, we are then in the presence
of a stochastic process, from which our function is a particular path. Different algorithms will
choose different points for the successive evaluations, and some may perform better than others
by exploiting better the model, unless there is a No-Free-Lunch theorem for that model. If this
is the case, all algorithms perform the same and, in particular, pure blind search is as good as
any other proposal. In the present paper we will see that the presence of the No-Free-Lunch
property reduces to a few probabilistic models, which are not really important in practice.
The paper is organised as follows: In Section 2 we state the definitions and preliminaries both
from algorithmics and from probability theory that are strictly needed in the rest of the paper.
In Section 3 we state the main results: We show that No-Free-Lunch cases do exist in the
continuum; we impose then a hypothesis of measurability of the stochastic process involved,
and we see that NFL can only appear if we are essentially in a discrete setting (Theorem 3.5),
or the model consists of a trivial constant process (Theorem 3.9). In Section 4 we justify the
investigation of the existence (or not) of NFL properties in the continuum and propose some
open questions.
2 Preliminaries
We follow approximately the notations of [4] and [2], with some convenient modifications.
2.1 Algorithmic concepts
Let X and Y be any two sets. The set of all functions f : X → Y can be identified with the
Cartesian product YX . Denote
E0 := {∅}, E1 := X × Y, . . . , Em = Xm × Ym (1)
and E := ∪
m≥0
Em.
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A (random) algorithm A is a mapping A : YX × E × Θ → E , where (Θ,G, Q) is a probability
space and, if e = ((x1, y1), . . . , (xm, ym)) ∈ Em, then A(f, e, θ) ∈ Em+1 and
A(f, e, θ) = ((x1, y1), . . . , (xm, ym), (xm+1, ym+1)) (2)
with ym+1 = f(xm+1). Therefore, we can think of A(f, e) := (X1, Y1), . . . , (Xm, Ym)) as a
random vector Θ → E . This definition formalises the fact that the algorithm chooses the next
point based on the previous points and an (optional) random mechanism represented by the
probability space (Θ,G, Q). One may assume that f is never evaluated more than once at the
same point.
Ameasure of performance of the algorithm is any function C of the values obtained by evaluating
f during the algorithm. Formally,
C : ∪
m≥1
Ym → R . (3)
A typical measure of performance for optimization problems is the function C(y1, . . . , ym) =
min{y1, . . . , ym}, the best observed value after m evaluations. (Notice that the measures of
performance we are talking about are not related to algorithmic complexity, e.g. to the number
of evaluations needed to reach the end of a procedure.)
To state the basic Wolpert-Macready Theorem, rephrased in our probability-theoretic language,
consider another probability space (Ω,F , P ), and a random variable f : Ω → YX . Now f is
random and f(ω), for each ω, is a specific function X → Y. Denote by Am : YX × Θ → Em
the successive application, m times, of algorithm A to the initial empty sequence ∅, and by
AmY : YX ×Θ→ Ym its second component. Finally, let us abbreviate y := (y1, . . . , ym) ∈ Ym.
The conditional probability Q
{
AmY (h, θ) = y / f(ω) = h
}
is the probability that the algorithm
A produce the particular sequence of function values y := (y1, . . . , ym) when applied to the
function h. This probability is either 0 or 1 for deterministic algorithms.
Theorem 2.1. (Wolpert-Macready [7], Theorem 1).
Assume that X and Y are finite sets. Let f : Ω → YX be a random variable that chooses
functions f(ω) ∈ YX with the uniform discrete probability law. That means, for every h ∈ YX ,
P{ω ∈ Ω : f(ω) = h} = |Y|−|X | ,
where | · | denotes cardinality.
Then, the law of AmY is the same for all algorithms. Precisely stated: let A and B be two
algorithms; then, for all m ∈ N and all y ∈ Ym,
[P ×Q]{(ω, θ) : AmY (f(ω), θ) = y} = [P ×Q]{(ω, θ) : BmY (f(ω), θ) = y} . (4)
Since the law of f is uniform,
[P ×Q]{(ω, θ) : AmY (f(ω), θ) = y}
=
∑
h∈YX
Q
{
θ : AmY (h, θ) = y / f(ω) = h
} · P{ω : f(ω) = h}
= |Y|−|X |
∑
h∈YX
Q
{
θ : AmY (h, θ) = y / f(ω) = h
}
.
Therefore, under the hypotheses of the theorem, (4) can be written
∑
h∈YX
Q
{
θ : AmY (h, θ) = y / f(ω) = h
}
=
∑
h∈YX
Q
{
θ : BmY (h, θ) = y / f(ω) = h
}
(5)
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for any two algorithms A and B, and for all y ∈ Ym, m ∈ N.
And still another, informal, way to formulate the result of Wolpert and Macready is that if an
algorithm performs better than pure blind random search in a particular set of functions, then
it must perform worse than random search in the mean on the complementary set.
For simplicity, we will assume that we deal with deterministic algorithms from now on, although
everything can be easily extended to accommodate random algorithms. For deterministic algo-
rithms, equality (5) can be written
∣∣∣{h ∈ YX : AmY (h) = y}∣∣∣ = ∣∣∣{h ∈ YX : BmY (h) = y}∣∣∣ .
2.2 Probability concepts
For the sake of completeness and the reader’s convenience, we summarise here, albeit in a very
compact way, all concepts from measure and probability theory that are used in the sequel.
Let (Ω,F , P ) be a probability space and (S,S) any measurable space. An S-valued random
variable f is a measurable mapping f : Ω→ S. A random function is simply a random variable
with values in the space of all functions between two sets X and Y, the second one equipped
with some σ-field; that is, we take S = YX , and the natural choice for S is the product σ-
field, i.e. the smallest σ-field that turns every projection YX → Y into a measurable mapping.
Random functions are also called stochastic processes, especially when X is an interval I of the
real line and Y is the set of real numbers R endowed with the Borel σ-field. We assume in the
rest of the paper that X = [0, 1] and Y = R, so that we are dealing with random functions
f(ω) : [0, 1]→ R.
The law of a stochastic process is the image measure of P through the mapping f . That means,
it is the probability µ on (S,S) such that
µ(B) = P (f−1(B)) , ∀B ∈ S .
Given a stochastic process f , the composition f(t) := δt◦f of f with the Dirac delta at t ∈ [0, 1]
is automatically a real random variable f(t) : Ω→ R, with respect to the Borel σ-field on R. The
random vectors of the form (f(t1), . . . , f(tm)), with t1, . . . , tm ∈ [0, 1], are the finite-dimensional
projections of f . Their laws, the finite-dimensional distributions, determine the law of the whole
process.
A stochastic process can be represented in different ways: As a function-valued random variable,
as above, or as a family of real-valued random variables, {f(t), t ∈ [0, 1]}, or as a mapping from
the product Ω×[0, 1] into R, defined in the obvious way: (ω, t) 7→ f(t, ω). A process is said to be
measurable if, in the last representation, it is a measurable mapping Ω×[0, 1]→ R when Ω×[0, 1]
is endowed with the product σ-field F × B([0, 1]), where B([0, 1]) denotes the Borel σ-field of
[0, 1]. Stochastic processes mentioned in Auger–Teytaud [2] are always considered measurable.
This is an important hypothesis in their results, and its role will be made clear in the present
paper. A process is said to be of second-order if all its variables are square-integrable, implying
that they have finite expectation and variance.
With some abuse of notation, we use the same symbol f to denote several different related
objects: f is a function Ω → R[0,1], or Ω × [0, 1] → R; for every ω ∈ Ω, f(ω) is a function
[0, 1] → R; for all t ∈ [0, 1], f(t) is a random variable Ω → R; and finally, for all t and ω, the
value f(t, ω) is a real number.
We will also use occasionally the customary abbreviations a.s. for almost surely (i.e. true with
probability 1), and a.e. for almost everywhere (i.e. true except a set of measure zero with
respect to Lebesgue measure).
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3 Main results
Recall, from the notations in Section 2, that AmY (f(ω)) is the random vector consisting of the
images (f(t1), . . . , f(tm))(ω) ∈ Rm produced by applying m iterations of algorithm A on the
function f(ω) ∈ R[0,1].
Definition 3.1. Let C be a performance measure, measurable on Rm, for all m. We say that
a stochastic process f = {f(t), t ∈ [0, 1]} satisfies the No-Free-Lunch property with respect to
C if for any two algorithms A and B, and for all m ∈ N, the random variables
ω 7→ C(AmY (f(ω))) and ω 7→ C(BmY (f(ω)))
have the same law.
Intuitively, the NFL property states that the information about C that we get after having
sampled m points is the same no matter which algorithm we use. In particular, blind search
performs as well as any other algorithm.
Definition 3.2. We say that a stochastic process f = {f(t), t ∈ [0, 1]} satisfies the No-Free-
Lunch property if it does so with respect to all possible performance measures C.
Remark 3.3. It is easily seen (see e.g. Auger and Teytaud [2], Lemma 2.3), that if f satisfies
the No-Free-Lunch property then the random variables
ω 7→ AmY (f(ω)) and ω 7→ BmY (f(ω))
have the same law. Conversely, if the above random variables have the same law, then f
satisfies the No-Free-Lunch property for all performance measures C. One may say that NFL is a
extremely strong form of stationarity. A stationary process has invariant laws under translations:
The law of (f(t1), . . . , f(tn)) and (f(t1 + h), . . . , f(tm + h)) are the same, for every h and any
dimension m, provided all indices belong to the set where the process is defined, the interval
[0, 1] in our case. It is clear that the NFL property is much stronger.
Examples 3.4. We can readily show two examples of random functions enjoying the No-Free-
Lunch property:
1. Consider a set of indices I of arbitrary cardinality, and a family of random variables
fi : Ω → R, i ∈ I, mutually independent and identically distributed, with any non-
degenerate probability law. (As a specific case, consider for instance Bernoulli or Gaussian
variables, and I = R+ as the set of indices).
Such a stochastic process exists by the classical Kolmogorov Extension Theorem (see e.g.
[1]). All n-dimensional joint distributions are the direct product measure of the individual
laws, and are therefore the same. The NFL property is then trivially satisfied.
2. Consider any random variable X and define a constant process f(t) ≡ X, for all t ∈ [0, 1].
The NFL property is also immediate to check.
These examples show that there exist NFL situations also in the continuum case, and that the
cardinality of I alone cannot be the responsible of the lack of No-Free-Lunch.
It is certainly true that a continuous-time stochastic process with all variables mutually in-
dependent can hardly be of any interest in modelling a real phenomenon (in sharp contrast
with the discrete case). Notice for example, that in the common case of Gaussian variables,
almost all sample paths (i.e., all functions in the set we are considering, with probability 1) are
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unbounded from below and from above, which makes pointless to search for or to approximate
the minimum value. As another example, if the variables have the uniform law in an interval
[α, β], then almost all sample paths are bounded, with infimum equal to α and supremum equal
to β, although the probability that these values are attained is zero. A very different problem
is the case when α or β are unknown and we try to estimate them by sampling m points from
independent variables distributed uniformly in [α, β]; this is indeed a statistical problem of a
real practical interest.
Such trivial NFL situations do not appear if we impose on f the condition of being a measurable
process. This is the main result of Auger and Teytaud [2]. We reformulate it as the problem
of finding a necessary condition for having NFL in a measurable process, and show that in this
case we are dealing essentially with a constant process. This possibility does not appear in [2],
because of the hypothesis of existence of a so-called “proper median”, that the authors introduce
in the definition of NFL, and that it looks somewhat artificial. We will not use this concept.
We also point out that the argument in [2] is in our opinion not complete, since at some point
in the proof of their Theorem 4.1 there is a confusion between the underlying randomness of
the process and the eventual randomness of the algorithm applied.
We start by showing that measurability and independence together collapses the process to an
essentially discrete-time stochastic process.
Theorem 3.5. Let f = {f(t), t ∈ [0, 1]} be a measurable stochastic process with mutually
independent random variables f(t). Then, for almost all t with respect to Lebesgue measure, the
random variable f(t) is constant with probability 1.
Proof. We treat first the particular case in which the process is bounded and centred. Then the
result will be easily extended to the general case.
First case: Assume E[f(t)] = 0 and that there is a constantm ∈ N such that for all t, |f(t)| < m.
If f : Ω × [0, 1] → R is a measurable mapping, then the partial mappings f(ω) : [0, 1] → R are
also measurable, for ω ∈ Ω almost surely. Since, moreover, all the sample paths are bounded,
it makes sense to consider their Lebesgue integrals
g(t) =
∫ t
0
f(s) ds , t ∈ [0, 1] .
From the properties of the integral, g(t) is a process with continuous paths almost surely. We
may leave it undefined for the exceptional set of probability zero, because this is not relevant.
The random variables g(t) are also clearly bounded (e.g. by m itself), and therefore the second
moment E[g(t)2] is finite. But we see that it is in fact equal to zero:
E[g(t)2] = E
[ ∫ t
0
f(s) ds ·
∫ t
0
f(r) dr
]
= E
[ ∫ t
0
∫ t
0
f(s)f(r) dsdr
]
=
∫ t
0
∫ t
0
E[f(s)f(r)] dsdr =
=
∫ t
0
∫ t
0
E[f(s)2] · 1{s=r} dsdr +
∫ t
0
∫ t
0
E[f(s)] E[f(r)] · 1{s 6=r} dsdr ,
where the interchange of integral and expectation is justified by the boundedness of all functions
involved, which allows to apply the Fubini theorem, and we have used the hypothesis E[f(s) ·
f(r)] = E[f(s)] ·E[f(r)]. Now, the first integral is equal to zero because we are integrating over
the line {s = r}, which has zero Lebesgue measure, and the second one is also zero because the
variables are centred.
The equality E[g(t)2] = 0 implies that for all ω ∈ Ω except maybe in a subset Nt ⊂ Ω of
probability zero, one has g(t, ω) = 0. In particular, this is true for all t ∈ Q and, since Q is a
countable set, we have that N = ∪
t∈Q
Nt has probability zero. By the continuity of the paths,
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we obtain that for ω ∈ Ω−N , g(t, ω) = 0 for all t ∈ [0, 1]. The integral being zero for all t, the
integrand is also zero except maybe on a set of Lebesgue measure equal to zero. We conclude
that a.s., and for almost all t ∈ [0, 1], f(t, ω) = 0.
General case:
Let m ∈ N, and define:
f¯m(t) := f(t) · 1{|f(t)|<m}
and
fˆm(t) = f¯m(t)− E[f¯m(t)] .
The random variables fˆ(t) are also mutually independent. Applying the particular case above
we have that for all m, the law of fˆm(t) is a Dirac delta at zero, for t ∈ [0, 1] a.e., and therefore
f¯m(t) is constant ω-a.s, t-a.e.
Now, let Nt,m ⊂ Ω be the set where f¯m(t) 6= f(t). The random variable f(t) is almost surely
equal to a constant a(t,m) on the set Ω −Nt,m, which tends, as m→ ∞, to a set Ω −N∞(t),
whose probability is 1, given that limm→∞ P{|f(t)| ≤ m} = 1. We obtain that the constant
a(t,m) cannot depend onm, and conclude that for almost all t ∈ [0, 1], with respect to Lebesgue
measure, the random variables f(t) are degenerated.
In other words, Theorem 3.5 states that, under the hypotheses of measurability and indepen-
dence, randomness can only appear on a time set of zero Lebesgue measure. Hence, the process
can be considered, in a measure-theoretic sense, as a discrete time stochastic process.
For the remaining of the section, we assume that we deal with second-order processes. We
will show, in Theorem 3.9 below, that a measurable, second-order process satisfying the NFL
property is trivial: All their random variables are almost surely equal.
First, we state some preliminary results in the form of lemmas:
Lemma 3.6. Let (Ω,F , P ) be a probability space and f : Ω × [0, 1] → R a measurable second-
order stochastic process. Then the NFL property can be satisfied only if the random variables
f(t) are identically distributed and the covariance Cov(f(t), f(s)) is constant for all t, s ∈ [0, 1],
t 6= s.
Proof. If the NFL property is satisfied, then by Remark 3.3 the vectors AmY (f) and B
m
Y (f) are
identically distributed for any m ∈ N and any pair of algorithms A and B.
Take m = 1. Given two values t and s in [0, 1], let A be a deterministic algorithm that chooses
t as initial point and B another deterministic algorithm that chooses s as initial point. Then
f(t) and f(s) are identically distributed.
Take now m = 2. Given two couples of different points (t1, t2) and (s1, s2), let A be a determin-
istic algorithm that choses (t1, t2) as the first two points and B be a deterministic algorithm
that chooses (s1, s2). Then the random vectors (f(t1), f(t2)) and (f(s1), f(s2)) are identically
distributed. This fact implies in particular that
Cov(f(t1), f(t2)) = Cov(f(s1), f(s2)) .
Lemma 3.7. Let X1, . . . ,Xn (n ≥ 2) be real square-integrable random variables with a common
covariance ρ = Cov[Xi,Xj ] when i 6= j, and define V := maxiVar[Xi], the maximum of their
variances. Then
ρ ≥ − V
n− 1
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Proof. We have
0 ≤ Var
[ n∑
i=1
Xi
]
=
n∑
i=1
Var[Xi] +
n∑
i,j=1
i6=j
Cov[Xi,Xj ] ≤ V n+ n(n− 1)ρ
and the result follows at once.
The proof of the next result is immediate:
Lemma 3.8. Let f : Ω× [0, 1]→ R be a second-order stochastic process such that the variables
f(t) are identically distributed, with finite common mean µ and positive common variance σ2.
Then f satisfies the NFL property if and only if the same holds for (f − µ)/σ.
By Lemmas 3.6, 3.7 and 3.8, we can restrict the search of a second-order measurable stochastic
process satisfying the NFL property to the case when the variables f(t) are identically dis-
tributed, with zero mean, unit variance and such that for some ρ ≥ 0, Cov[f(t), f(s)] = ρ for
any pair t 6= s.
In the next theorem we use Fourier analysis, following quite closely some arguments that can
be found in Crum [3], to prove our main result:
Theorem 3.9. Let {f(t, ω) : t ∈ [0, 1], ω ∈ Ω} be a measurable, second-order stochastic
process, with E[f(t)] = 0 and E[f(t)2] = 1 for all t ∈ [0, 1], satisfying the NFL property, and
defined in some probability space (Ω,F , P ).
Then, the process is constant, in the sense that there exists a random variable X : Ω→ R such
that P{ω ∈ Ω : f(t, ω) = X(ω)} = 1, ∀t ∈ [0, 1].
Proof. We are going first to extend the process from [0, 1] to the whole real line, in order to
apply Fourier transform techniques comfortably. Define:
f(k + t) :=
{
f(t), if t ∈ (0, 1], k = 1, 2, . . .
f(t), if t ∈ [0, 1), k = −1,−2, . . .
From the previous lemmas, we know that the covariance function K(t) := E[f(t + s)f(s)] of
the extended process is equal to some ρ (0 ≤ ρ ≤ 1) for t in an interval (−ε, ε), and all s ∈ R,
except for t = 0, in which is equal to 1. Our purpose is to see that in fact ρ must be equal to
1, from which the conclusion will be easily drawn.
It can be readily seen that the extended process is also measurable, using that a set A ∈ B(I)⊗F ,
where I is any interval in R, is also B(R)⊗F-measurable when considered as a subset of R×Ω.
This implies that, for almost all ω, t 7→ f(t, ω) is a Borel measurable function, that it makes
sense to consider the integrals ∫
R
e−2s
2
f(s)2 ds ,
and that they are measurable functions Ω → R. Taking expectation and applying Fubini’s
theorem,
E
[ ∫
R
e−2s
2
f(s)2 ds
]
=
∫
R
e−2s
2
E[f(s)2] ds =
∫
R
e−2s
2
ds <∞ .
This means that, ω-a.s., s 7→ e−s2f(s) belongs to L2(R). It also belongs to L1(R), ω-a.s:
E
[ ∫
R
e−s
2 |f(s)| ds
]
=
∫
R
e−s
2
E[|f(s)|] ds ≤
∫
R
e−s
2
E[f(s)2]1/2 ds =
∫
R
e−s
2
ds <∞ .
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For such ω, consider the function
g(s) := e−s
2
f(s)− e−(s+t)2f(s+ t) .
Since g ∈ L1(R), we may take its Fourier transform
gˆ(ξ) =
∫
R
g(s) · e−2piisξ ds
which can be written as∫
R
e−s
2
f(s) · e−2piisξ ds −
∫
R
e−s
2
f(s) · e−2pii(s−t)ξ ds ,
or
(1− e−2piitξ) · Fˆ (ξ) ,
where Fˆ is the Fourier transform of s 7→ e−s2f(s).
Since g ∈ L2(R) also, by Plancherel’s Theorem,
G(t, ω) :=
∫
R
g(s)2 ds =
∫
R
|gˆ(ξ)|2 dξ =
∫
R
|1− e−2piitξ |2 · |Fˆ (ξ)|2 dξ .
The integrand tends to zero as t → 0, and it is dominated by 4 · |Fˆ (ξ)|2 ∈ L1(R). Therefore,
limt→0 G(t, ω) = 0, a.s.
Moreover,
G(t, ω) =
∫
R
∣∣e−s2f(s)− e−(s+t)2f(s+ t)∣∣2 ds
≤ 2
[ ∫
R
e−2s
2
f(s)2 ds +
∫
R
e−2(s+t)
2
f(s+ t)2 ds
]
= 4
∫
R
e−2s
2
f(s)2 ds ,
that belongs to L1(Ω), as we have seen before. By the Dominated Convergence Theorem again,
lim
t→0
E[G(t, ω)] = 0 .
On the other hand,
G(t, ω) =
∫
R
e−2s
2
f(s)2 ds+
∫
R
e−2(s+t)
2
f(s+ t)2 ds− 2
∫
R
e−s
2−(s+t)2f(s)f(s+ t) ds
= 2
∫
R
e−2s
2
f(s)2 ds − 2
∫
R
e−s
2−(s+t)2f(s)f(s+ t) ds .
The expectation of the first term is equal to
2
∫
R
e−2s
2
ds =
√
2pi .
For the second, it yields
2
∫
R
e−s
2−(s+t)2K(t) ds =
√
2pie−t
2/2K(t)
(the interchange of integral and expectation is justified here by checking first the integrability).
We get
E[G(t, ω)] =
√
2pi
(
1− e−t2/2K(t)) .
Hence
0 = lim
t→0
E[G(t, ω)] = lim
t→0
√
2pi
(
1− e−t2/2K(t)) ,
which implies that limt→0 K(t) = 1, and we conclude that ρ = 1, as we wanted to see.
Finally, since Cov[f(t), f(s)] = 1, we have f(t) = αf(s)+β, for some α, β. But the variables are
centred, and this implies β = 0, whereas the unit variances yield |α| = 1. The negative value of
α is impossible because the covariance is nonnegative. Hence f(t) = f(s), almost surely, for all
t and s, and the proof is complete.
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Corollary 3.10. In view of Lemma 3.8, the conclusion of Theorem 3.9 is true without the
hypotheses of null expectation and unit variance.
Notice that the conclusion of the previous theorem and corollary does not mean that almost all
sample paths are constant, because the null set Nt where the equality f(t) = X fails depends
on t. However, in an optimisation setting it is natural to specify a regularity assumption on the
functions, besides the probabilistic model. For example, the continuity of the paths (or simply
the right or left continuity) automatically yields that the union ∪t∈[0,1]Nt has probability zero,
and in that case one may say that the process is constant in the sense that, except on a set
N ⊂ Ω of probability zero, all paths f(t) are constant.
Summarizing the present section:
• Without measurability assumptions, we showed two examples of NFL property in the
continuum: The case in which all variables are independent, identically distributed, and
the case where the process is constant: f(t) = X a.s, ∀t, for some random variable X.
Both are unimportant from the optimisation practitioner’s point of view, and both are
ruled out in the mentioned paper by Auger and Teytaud, by imposing the measurability
and the “proper median” hypotheses, respectively.
• We have shown that measurability and independence together lead to a “discrete time”
process, and that measurability and NFL (for second-order processes) imply that the
process is constant. With the three conditions together, or simply measurability, indepen-
dence and stationarity, one gets easily that each variable of the process must be almost
surely equal to some constant k, the same for all of them: P{f(t) = k} = 1, ∀t.
4 Conclusion and open questions
It is frequently argued that in realistic scenarios the hypotheses of the NFL theorems are always
violated, already in the genuinely discrete cases. We have shown that in the continuum the
necessary conditions for NFL are even stronger and far too restrictive to be found in practice.
This means that in every practical situation there must be some information on the objective
function that permits, in principle, to choose algorithms that perform better than pure blind
search. We believe that the usefulness of the (no)-NFL statements is precisely on the theoretical
side, to highlight that any proposal of a search algorithm, supported by a benchmark of functions
in which it behaves well, should be accompanied by a study of the benchmark common features
that help that algorithm beat the others. In other words, as has been emphatically pointed out
in a recent expository article [6]: «It is clear now that for the practitioner the correct question is
not which algorithm I have to use but first of all what is the geometry of the objective function».
Before paper [2], there was, to our knowledge, no special interest in investigating the existence
of NFL theorems in the continuum. The typical argument was that only the discrete case is
important in practice, since the computations are always made in finite precision. This is no
longer true, since arbitrary precision computations are commonplace today, meaning that the
underlying computational model is at least the rational number system Q.
There are still two questions that deserve further study concerning NFL theorems, both in the
discrete and in the continuum settings:
• The first one is the consideration of noisy functions, that means, black-box functions that
may answer differently when asked twice for the value at the same point t. This is not
uncommon in practice, since the computation of the objective value at a feasible point may
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involve itself some randomness or the heuristic solution of another optimisation problem.
In that case, the algorithms to consider should be allowed to sample more than once the
same point.
• More importantly, the second question refers to the concept of No-Free-Lunch itself. As we
have seen, the NFL property is so strong that constant processes are the only measurable
processes that qualify. But if we are just concerned with minimizing a function, the
relevant performance measure is C(y1, . . . , yn) = min{y1, . . . , yn}, or perhaps some related
function. Recalling Definition 3.1 applied to this measure, it is easy to see that NFL
with respect to C is not sufficient to conclude that the laws of ω 7→ AmY (f(ω)) and
ω 7→ BmY (f(ω)) have to be the same, and then our Theorem 3.9 need not be true. We
believe that this point deserves further investigation.
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