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DISCRETE ANALOGUES IN HARMONIC ANALYSIS:
DIRECTIONAL MAXIMAL FUNCTIONS IN Z2
LAURA CLADEK AND BEN KRAUSE
Abstract. Let V = {v1, . . . , vN} ⊂ Z
2 be a collection of N vectors that live near
a discrete sphere. We consider discrete directional maximal functions on Z2 where
the set of directions lies in V , given by
sup
v∈V,k≥C logN
∣∣∣∣∣∑
n∈Z
f(x− nv)φk(n)
∣∣∣∣∣ , f : Z2 → C,
where φk(t) := 2
−kφ(2−kt) for some bump function φ. Interestingly, the study
of these operators leads one to consider an “arithmetic version” of a Kakeya-type
problem in the plane, which we approach using a combination of geometric and
number-theoretic methods. Motivated by the Furstenberg problem from geometric
measure theory, we also consider a discrete directional maximal operator along
polynomial orbits,
sup
v∈V
∣∣∣∣∣∑
n∈Z
f(x− v · P (n)) · φ(n)
∣∣∣∣∣ , P ∈ Z[−].
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1. Introduction
Discrete analogues of (continuous) operators in harmonic analysis has been an ac-
tive area of research since Bourgain initiated their study in the course of his work on
pointwise ergodic theorems in the late 80s and early 90s, [2–4]. In particular, moti-
vated by pointwise ergodic theoretic concerns (cf. Caldero´n’s transference principle
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[5]), the initial focus of discrete harmonic analysis was in understanding maximal
averaging operators along polynomial orbits, say
(1.1) sup
k
∣∣∣∣∣∣ 12k
∑
n≤2k
f(x− n2)
∣∣∣∣∣∣ , f : Z→ C.
Although the analogous Euclidean operator,
sup
k
∣∣∣∣∣ 12k
∫ 2k
0
f(x− t2)
∣∣∣∣∣ , f : R→ C
is governed by the (continuous) Hardy-Littlewood maximal operator by a change of
variables, there is no such connection between (1.1) and the discrete Hardy-Littlewood
maximal function: averaging over the set of the squares
{n2 : n ≥ 1}
is more akin – from a density perspective – to a continuous averaging operator over
a set of lower dimension. Although developing an appropriate ℓp theory for these
averages, or for the related singular integral formulation, required delicate analysis,
necessitated by arithmetic complications unique to the discrete setting, the theory
of polynomial Radon transforms is essentially complete: aside from Bourgain’s work,
major contributions to the field were made by Magyar, Stein, and Wainger [19], by
Ionescu and Wainger [10], and more recently by Mirek, Stein, and Trojan [21, 22],
and by Mirek, Stein, and Zorin-Kranich [23].
In light of the efforts of the above authors and others, the field has developed
sufficiently robust tools that discrete analogues of more complicated questions can be
meaningfully posed: in [18] and [17], the second author, partially in collaboration with
Lacey, initiated a study into discrete analogues of maximally modulated oscillatory
singular integrals, of the type considered by Stein [25] and Stein-Wainger [26]; in [15],
[14], and [16], Kesler-Lacey, Kesler, and Kesler-Lacey-Menas establish ℓp-improving
(and sparse) estimates for spherical averages and maximal functions are established,
in analogy with the work of Schlag [24].
The purpose of this paper is to begin an investigation into discrete analogues of
directional maximal functions in the plane; we provide a brief summary of the (L2-)
planar theory, and refer the reader to the recent preprint of Di Plinio and Parissis [8]
for a more comprehensive discussion.
The initial interest interest in the directional maximal function in the plane,
MV f(x) := sup
v∈V ⊂S1
∣∣∣∣∫ 1
0
f(x− t · v) dt
∣∣∣∣ , f : R2 → C,
is due to its connection with the Kakeya maximal function over 1/N × 1 tubes when
|V | = N ; in particular, when V is uniformly distributed, the two maximal functions
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both have operator norm on L2 given by a universal constant times log1/2N , due to
[6] (sharpness follows from the existence of Kakeya sets in the plane). For general
sets of directions, V ⊂ S1, the bound of log1/2N was proven by Katz in [11], and
re-proven by Demeter in [7]; we begin our study of the discrete directional maximal
functions with the aim of understanding the (single-scale) maximal average in the
plane,
(1.2) AV,φkf(x) := sup
v∈V
∣∣∣∣∣∑
n∈Z
f(x− nv)φk(n)
∣∣∣∣∣
where φ is some bump function (say) on the real line, φk(x) := 2
−kφ(2−kx) are the
usual L1-normalized dilations, and for some fixed A,
V ⊂ {|x| ≈ A, x ∈ Z2},
is a collection of |V | = N vectors.1 (Because our estimates will be uniform over
appropriately normalized bump functions, φ, for notational ease we will often suppress
the dependence of our maximal operators on these functions, writing, for instance,
AV,k = AV,φk .) In particular, we are after the ℓ
2 operator norm of (1.2). Upon first
consideration, this question is not very interesting: by considering bumps adapted to
unit scales, we see that a sharp estimate for k close to 1 is given by N1/2. However,
unlike the Euclidean setting, this problem is not scale-invariant, which leads to the
natural question:
Problem 1.3. For collections of vectors V of cardinality N , can one find a scale
k = k(N) beyond which
‖AV,k‖ℓ2(Z2)→ℓ2(Z2)
is essentially independent of |V | = N?
Although the continuous analogue of this problem could be (essentially) answered
via a TT ∗ argument, see [1], neither this approach, nor the more delicate of analysis
of Katz, is appropriate in the discrete setting, where the geometry of the problem
becomes radically different; for instance, in general, non-parallel lines
{m+ nv : n ∈ Z}, {m′ + nv′ : n ∈ Z} ⊂ Z2, v 6= v′
will not intersect. Passing to Fourier space connects these geometric issues with
arithmetic ones, and our answer to Problem 1.3 requires an interplay between these
two perspectives: although a universal answer to Problem 1.3 seems out of reach of
current techniques, we are able to construct sets of vectors for which we can answer
this question quite thoroughly. In particular, we will show that for each ǫ > 0 and
N ≥ 1, there exist collections of vectors V = VN,ǫ so that V lives near a discrete
1In stricter analogy with the Euclidean case, one might expect to be able to select vectors on a (dis-
crete) circle; the irregular distribution of lattice points introduces significant technical complications.
4 LAURA CLADEK AND BEN KRAUSE
sphere, has |V | = N , and so that AV,k has ℓ
2(Z2) operator norm bounded by a
constant multiple of |V |ǫ = N ǫ:
Theorem 1.4. Let ǫ > 0 and N > 0. Then there exists absolute constants Cǫ and
C0 = C0(ǫ) so that the following holds:
There exists a collection V = VN,ǫ ⊂ Z
2 of vectors satisfying |V | = N , V ⊂ {z ∈
Z2 : |z| ≈ A} for any A satisfying A ≥ NC0 , and we have the estimate
(1.5) ‖AV,k‖ℓ2(Z2)→ℓ2(Z2) ≤ Cǫ ·N
ǫ
provided that 2k ≥ NC1 for some C1 = C1(A) sufficiently large.
In fact, this construction is sufficiently robust to allow for a supremum over scales
to be introduced. To this end, define
A∗V f(x) := sup
2k≥NC1 ,v∈V
∣∣∣∣∣∑
n
f(x− nv)φk(n)
∣∣∣∣∣
Corollary 1.6. In the setting of Theorem 1.4, (1.5) is satisfied by A∗V as well.
1.1. Discrete Maximal Functions along Sparse Sequences. We will also study
discrete analogues where the geometry of the corresponding Euclidean problem in
the plane is much less understood. While the Kakeya conjecture in the plane is
fully resolved, very little progress has been made toward understanding the related
Furstenberg conjecture in the plane.
Recall that a Furstenberg set with parameter β in the plane is a compact set K ⊂ R2
such that for every direction w ∈ S1, there exists a line segment, lw, pointed in
direction w, so that
(1.7) dimH(K ∩ lw) ≥ β
for all w ∈ S1; here dimH refers to Hausdorff dimension. More generally, one may
consider two-parameter (α, β) Furstenberg sets to be subsets K of the plane so that
(1.7) holds for w ∈ V ⊂ S1, for some subset V ⊂ S1 of Hausdorff dimension ≥ α.
Thus, in analogy to the relationship between the Kakeya-Nikodym maximal operator
and Kakeya sets, one would be motivated to introduce a Furstenberg-type maximal
operator
MβV (f)(x) = sup
v∈V
|µv ∗ f(x)| ,
where V is a subset of S1 of Hausdorff measure α and µv is the Hausdorff measure
of a compact β-dimensional subset of the real line, embedded into the plane and
rotated to be parallel with v. The study of Furstenberg sets has a rich history in
geometric measure theory, and is deeply connected to the Falconer and sum-product
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conjectures, as explored, for instance, in [13].
In the discrete setting, we consider the maximal function,
A2V,kf(x) := sup
v∈V
∣∣∣∣∣∑
n
f(x− n2v)φk(n)
∣∣∣∣∣ .
By density considerations, restricting integer sequences to squares may be viewed as
the introduction of Radon-type behavior. Here, the counterpart to∑
n
e−2πin(v·β) · φk(n)“ = ”1‖v·β‖≤2−k ,
where ‖x‖ denotes the distance from x to the nearest integer, is∑
n
e−2πin
2(v·β) · φk(n)“ = ”
∑
q≤Cǫ·2ǫk, (a,q)=1
1‖v·β−a/q‖≤2−2k ,
(see §4.1 below for a precise statement); in particular, multi-frequency considerations
are paramount.
Nevertheless, provided our sets of directions are given by V = VN,ǫ as in the state-
ment of Theorem 1.4, we are again able to bound this maximal function with weak
dependence on |V |.
Theorem 1.8. Let ǫ > 0 and N > 0. There exists absolute constants Cǫ, C0 =
C0(ǫ) > 0, so that the following holds:
There exists a set of vectors V = VN,ǫ (the same collection as in Theorem 1.4) with
|V | = N and V ⊂ {x ∈ Z2 : |x| ≈ A} for any A ≥ NC0 so that, if k ≥ C2 logN for
C2 = C2(A) sufficiently large, then
‖A2V,k‖ℓ2(Z2)→ℓ2(Z2) ≤ Cǫ ·N
ǫ.
In fact, one may replace the monomial sequence {n2 : n ≥ 1} with the image of
any polynomial with integer coefficients: with
APV,kf(x) := sup
v∈V
∣∣∣∣∣∑
n
f(x− P (n)v)φk(n)
∣∣∣∣∣
we have the following theorem.
Theorem 1.9. Let ǫ > 0 and N > 0. There exists absolute constants Cǫ, Cd =
Cd(ǫ) > 0 so that the following holds:
For any N , there exists a set of vectors V = VN,ǫ (the same collection as in Theorem
1.4) satisfying |V | = N and V ⊂ {x ∈ Z2 : |x| ≈ A} for any A ≥ NCd , so that,
if k ≥ C ′d logN for some C
′
d = C
′
d(A) sufficiently large and P is any polynomial of
degree d, then
‖APV,kf‖ℓ2(Z2)→ℓ2(Z2) ≤ Cǫ ·N
ǫ.
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The key issue is the distribution of the sequence
{P (n) mod q : n}
for each integer q ≥ 1; by a classical result of Hua, this uniform distribution can be
quite precisely quantified in terms of decay of various exponential sums, cf. [9, §7,
Theorem 10.1], and we are able to conclude our result. With this heuristic in mind,
that we are able to conclude analogous results for (polynomial images, or even “thin”
images [20], of) the primes, or for randomly generated sequences of prescribed density
of the type introduced by Bourgain in [2, §8], should be somewhat expected.
Finally, we remark that in the foregoing discussion, all results are remain valid
upon replacing our bump functions, φ, with appropriately dilated (one-dimensional)
Caldero´n-Zygmund kernels, K, see [7] for the continuous theory. As motivation for
this perspective, we note that the discrete analogue of Carleson’s theorem (d = 1),
and the main result of [17] (d ≥ 2) exhibit the ℓ2 boundedness of∑
m
f(x−m, y − v(x) ·md)
m
for any v : Z → Z; this can be seen by taking a partial Fourier transform in the y
variable. The content of our current theorem is the following.
Theorem 1.10. For any ǫ > 0 and any polynomial of degree d, there exists an
absolute constant Cǫ,d so that one may find v = (v1, v2) : Z
2 → V with |V | = N
arbitrary large, so that∥∥∥∥∥∥
∑
|m|≥N
Cǫ,d
f(x− v1(x, y) ·m, y − v2(x, y) · P (m))
m
∥∥∥∥∥∥
ℓ2(Z2)
≤ Cǫ,d ·N
ǫ · ‖f‖ℓ2(Z2).
The structure of the paper is as follows:
In §2 we prove our multi-frequency incidence estimates;
In §3, we apply these incidence estimates to quickly prove Theorem 1.4 (and Corol-
lary 1.6);
In §4 we combine the above analysis with further number-theoretic techniques from
discrete harmonic analysis to prove Theorem 1.8 (and Theorem 1.9).
1.2. Acknowledgements. The authors would like to thank Francesco di Plinio for
sparking their interest in directional maximal functions. They would also like to
thank Michael Lacey for his continued support and help in the editing process, and
to Polona Durcik and Jose´ Madrid for help in the editing process and many useful
comments that significantly improved the clarity of the final draft.
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1.3. Notation. Here and throughout, e(t) := e2πit; x ≡ y will denote equivalence
mod 1. Throughout, C will be a large number which may change from line to line.
For finitely supported functions on Zd, d = 1, 2, we define the Fourier transform
FZf(β) := fˆ(β) :=
∑
n
f(n) e(−βn),
with inverse
F−1
Z
g(n) := g∨(n) :=
∫
g(β) e(βn) dβ,
where integration occurs over T or T2 depending on dimension.
We will let χ be an even non-negative compactly supported Schwartz functions
which approximates the indicator function of an interval centered at the origin.
1|ξ|≤c ≤ χ ≤ 1|ξ|≤2c.
We will use
‖f‖ℓp :=
(∑
x∈Z2
|f(x)|p
)1/p
with the obvious modification at p = ∞. When we sum over Z we will specify the
domain explicitly.
We will make use of the modified Vinogradov notation. We use X . Y , or Y & X ,
to denote the estimate X ≤ CY for an absolute constant C. We use X ≈ Y as
shorthand for Y . X . Y . We also make use of big-O notation: we let O(Y ) denote
a quantity that is . Y . If we need C to depend on a parameter, we shall indicate
this by subscripts, thus for instance X .p Y denotes the estimate X ≤ CpY for some
Cp depending on p. We analogously define Op(Y ).
2. A Multi-Frequency Incidence Problem
Before turning to the main result of this section, we briefly pause to explain the
nature of our multi-frequency incidence problem.
The departure point is that an upper bound for the “arithmetic” directional max-
imal function
‖AV,k‖ℓ2(Z2)→ℓ2(Z2)
is – up to standard transference arguments – essentially given by
(2.1) sup
|β|&A−2
(∑
v∈V
∑
m∈Z
1|v·β−m|≪2−k(β)
)1/2
;
here V ⊂ {|x| ≈ A, x ∈ Z2}, and 2k ≥ NC1 is sufficiently large.
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Note that the quantity (2.1) is the L∞ norm outside of a ball of radius A−2 of a sum
of characteristic functions of tubes of thickness ≪ 2−kA−1 that are perpendicular to
v for some v ∈ V , where the tubes pointing in a given direction are spaced apart in
an arithmetic progression with spacing ≈ A−1. (Note that it is necessary to remove a
ball at the origin since for any collection of vectors V , the quantity inside the supre-
mum in (2.1) is ≈ N1/2 near the origin.) Interestingly, a heuristic that emerges both
in this linear setting, and then again later in the polynomial setting, where multi-
frequency complications arise, is that those collections of vectors that are amenable
to obtaining ℓ2(Z2) bounds are those whose (normalized) coordinates exhibit an in-
termediate amount of arithmetic independence in terms of prime factorization. With
these remarks in mind, we turn to our incidence problem.
Recall that we have fixed ǫ, N > 0. For a given collection of vectors V and for each
v ∈ V , consider the union of tubes
KAk,v := {β ∈ T
2, |β| & A−2 : |v · β −m| . 2−kA−1 for some m ∈ Z}.
To bound (2.1), we would thus like to estimate∥∥∥∥∑
v∈V
1KA
k,v
∥∥∥∥
L∞(T2\B
A−2 (0))
.
However, we instead choose to estimate the following more general quantity, which
we will see arises in our study of the directional maximal function along the squares
(and more generally polynomial orbits) in a manner analogous to (2.1), and which in
fact dominates (2) for an appropriate choice of parameters. Fix an integer s ≥ 1 with
N ǫ < 2s < N1/ǫ and C0 > 0 an absolute constant assumed to be sufficiently large.
For 2s−1 ≤ r < 2s, and v ∈ V , consider the union of tubes,
(2.2) KAr,s,v := {β ∈ T
2, |β| & A−2 : |v ·β−m−b/r| . 2−C1s for some b ≤ r,m ∈ Z}.
Note that for the choice of s such that 2s = N and for 2k ≥ NC1 ≥ NC0 (which we
recall is a hypothesis from Theorem 1.4) if we take C1 = C1(A) ≥ C0), we have that
KAk,v ⊂ K
A
r,s,v
for any r. We will be interested in estimating
C(s, V ) :=
∥∥∥∥∥∥
∑
2s−1≤r<2s, v∈V
1KAr,s,v
∥∥∥∥∥∥
L∞(T2\B
A−2 (0))
.
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If we let AT2 denote the dilation of the torus by a factor of A, then by scaling
considerations, with
KA,∗r,s,v :=
{
β ∈ AT2 : |β| & A−1, |v · β −
b
r
| . 2−C1s for some b ≤ Ar, b ∈ Z
}
,
it suffices to estimate
C(s, V ) ≈
∥∥∥∥∥∥
∑
2s−1≤r<2s, v∈A−1V
1KA,∗r,s,v
∥∥∥∥∥∥
L∞(AT2\B
A−1 (0))
.
So now we may work with vectors v ∈ A−1V that have modulus ≈ 1, so long as they
can be rescaled so that each AV is a lattice point. If each v has modulus ≈ 1, we
may view the set KA,∗r,s,v as a union of parallel, equally spaced tubes in AT
2 with long
axes perpendicular to v, of thickness ≈ 2−C0s and spacing ≈ 1/r. Our main result in
this section is the following proposition.
Proposition 2.3 (Incidence estimate). Let ǫ > 0, N > 0. Then there is C0 =
C0(ǫ) > 0 so that for any A ≥ N
C0 there exist a collection of vectors V = VN,ǫ ⊂
{x ∈ Z2 : 1
100
A ≤ |x| ≤ 100A} with |V | = N so that for each N ǫ ≤ 2s ≤ N
1
ǫ , one
may take
C(s, V ) .ǫ N
ǫ
whenever the implicit constant C1 = C1(A) in the definition of C(s, V ) is taken
sufficiently large.
Wemay relate the quantity C(s, V ) to mixed norm estimates for theX-ray estimate
in the plane. Such estimates are equivalent to certain Lp norm estimates for sums
of characteristic functions of tubes, and the endpoint L2 X-ray estimate in the plane
may be stated as follows.
Proposition 2.4 (EndpointX-ray estimate in the plane). Let 1≫ δ > 0 be arbitrary,
and let T := {T} be a set of δ–tubes in R2 so that no tube is contained in the two-fold
dilate of any other tube. Suppose furthermore that for each direction v ∈ S1, at most
m tubes point in a direction that is δ–close to v. Then for every ǫ > 0,∥∥∥∑
T∈T
1T
∥∥∥
2
.ǫ δ
−ǫ ·m1/2 · (δ|T|)1/2 .
This is similar to a dualized Kakeya maximal estimate, except the X-ray estimate
involves multiple tubes in the same direction.
An estimate for C(s, V ) may thus be viewed as an L∞ arithmetic X-ray estimate in
prescribed directions, since it involves sums of characteristic functions of tubes lying
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in a restricted set of directions such that centers of parallel tubes lie in arithmetic
progression.
We now turn to the proof.
2.1. The Proof of Proposition 2.3. Recall our set-up: for some fixed A, we have
V ⊂ {x ∈ Z2 : |x| ≈ A};
we will work with VA :=
1
A
· V . It suffices to choose a collection of vectors VA =
{v1, v2, . . . , vN} living in the unit annulus in R
2, so that
V = AVA ⊂ {x ∈ Z
2 : |x| ≈ A}
with |VA| = N so that for any subcollection S ⊂ V with |S| = N
ǫ and any choice of
integers {rv : 2
s−1 ≤ rv < 2
s, v ∈ S}, no point of R2 is contained in⋂
rv:v∈S
KA,∗rv,s,v.
Here we have defined
KA,∗r,s,v :=
{
β ∈ AT2 : |β| & A−1, |v · β −
b
r
| . 2−C1s for some b ≤ Ar, b ∈ Z
}
,
to be a union of parallel tubes in AT2 with long axes perpendicular to v and with
thickness ≈ 2−C1s and spacing r−1. Recall that C1 = C1(A, ǫ) is a (sufficiently large)
constant, and so the thickness of the tubes is very small comparable to their spacing.
The Construction. Choose a large integer M ≫ 1, to be determined later, and set PN
to be the set of primes which do not divide N , and collect the smallest N ǫ/2 primes
in
PN ∩ [N
M/ǫ, 10NM/ǫ];
call this set PM . By Stirling’s approximation it is possible to define an integer
κ ≈ǫ ǫ
−1
so that (
N ǫ/2
κ
)
≈ N.
We would like to construct our collection of vectors so that when we rescale by A the
coordinates of the vectors are integers. Now if A is sufficiently large, say A ≥ N2Mκ/ǫ,
and is moreover an integer multiple of NMκ/ǫ (by adjusting our choice of κ we may
assume that NMκ/ǫ is an integer), then this is indeed satisfied when we choose our
set VA = {v1, . . . , vN} so that
(vi)x = mi ·Qi ·N
−mκ/ǫ · pi1pi2 · · · piκ
(vy)x = ni ·Qi ·N
−mκ/ǫ · pi1pi2 · · · piκ
DISCRETE DIRECTIONAL MAXIMAL FUNCTIONS 11
and VA satisfies the following constraints.
• For each i, we have 1/4 ≤ ni/mi ≤ 1/2 with ni, mi > 0,
• For each i, (mi, ni) ∈ Z
2 ∩ {x : |x| ≈ 100N2},
• For all i 6= j, we have (mi, ni)
⊥ · (mj , nj) 6= 0.
• {pij : 1 ≤ j ≤ κ} ⊂ PM are distinct,
• No two vi have the exact same collection of corresponding primes {pi1, pi2 , . . . , piκ}.
• Each Qi is a dyadic number with N
−2 · 2−100κ ≤ Qi ≤ N
−2 · 2100κ chosen so
that |vi| ≈ 1 (note that there are . 100κ many possible choices of Qi).
The first constraint ensures (for simplicity) that all vectors live in a single quadrant.
The second constraint ensures there is a sufficiently high (≫ N) multiplicity of di-
rections given by (mi, ni)/|(mi, ni)| available. The third constraint ensures that the
vectors all have distinct directions. The last constraint ensures that |vi| ≈ 1. We note
that our previous assumption A ≥ N2Mκ/ǫ shows that we may rescale the collection
of vectors VA by some integer L0 ∈ {x : 1/50A ≤ |x| ≤ 50A} so that L0VA lives in
the integer lattice Z2. Indeed, if we set L1 to be the product of all the distinct Qi
that satisfy Qi ≤ 1, we may take L0 to be anything of the form
L0 = jN
mκ/ǫL1, j ∈ N
chosen so that L0 ∈ {x : 1/50A ≤ |x| ≤ 50A}, and this is possible if A ≥ N
2Mκ/ǫ ≫
Nmκ/ǫ
∏
i:Qi≤1
Q−1i .
A Geometric Reduction. Note that by our construction, the difference in angle be-
tween any two distinct vi’s is at least & 1/N
2, so, taking C1 sufficiently large (≫ 1),
the intersection of any two combs Kr1,v1 ∩ Kr2,v2 belongs to a small (say, N
−C1/2)
neighborhood of a grid, where the x-coordinates of all points in the grid belong to a
lattice with generators parallel to v⊥1 and v
⊥
2 . One can then compute that this lattice
is given by
‖v1‖‖v2‖
|
〈
v⊥1 , v2
〉
|
·
{
a
r1
(v⊥1 ) +
b
r2
(v⊥2 )| a, b ∈ Z, 0 . a, b . A
2
}
.
Projecting onto the x-axis, we see that the x-coordinates of all points in this grid
belong to an O(N−C1/2)-nieghborhood of the rank 2 arithmetic progression
‖v1‖‖v2‖
|
〈
v⊥1 , v2
〉
|
·
{
a
r1
(v⊥1 )x +
b
r2
(v⊥2 )x| a, b ∈ Z, 0 . a, b . A
2
}
.(2.5)
We thus obtain that (Kr1,v1 ∩Kr2,v2)x is contained in an O(N
−C1/2) neighborhood of
(2.5), and we may apply a similar argument for (Kr1,v1 ∩Kr2,v2)y.
N ǫ-subcollections of V have subsets that exhibit a certain degree of arithmetic in-
dependence. Suppose now that S ⊂ V has |S| = N ǫ, and choose an integer K so
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that (
K
κ
)
≈ N ǫ/2.
Then by Stirling’s approximation,
K ≈ǫ N
ǫ2
2 .
The following claim then follows from a counting argument.
Claim 2.6. For any choice of S ⊂ VA with |S| = N
ǫ, one may choose at least K
different primes {pl1 , pl2 , . . . , plK} ⊂ PM so that we can choose disjoint sub-collections
{S1, . . . , SK} of S, each of cardinality 2, so that if Sj = {vij , vi′j}, both
(vij )y ·N
Mκ/ǫ ·Q−1ij and (vi′j )y ·N
Mκ/ǫ ·Q−1i′j
are divisible by plj .
The proof of this claim is essentially a counting argument. In particular, we
inductively choose Sj as follows. If j ≤ k, take Sj to be any two elements not
contained in
⊔
j′<j Sj′ such that the two elements are divisible by some common
plj /∈ {pl1 , . . . , plj−1}. If j ≤ k, it is easy to see that this is possible, since the number
of elements v of VA (and hence S) satisfying that (v)y is divisible only by pl1, . . . , plj−1
is ≪ N ǫ. Thus & N ǫ elements of S remain that are divisible by some prime pl with
l 6= l1, . . . , lj−1, and since there are N
ǫ/2 many primes to choose from and ≈ N ǫ dif-
ferent elements of S that have not yet been chosen, by pigeonholing there must be
some pl =: plj for which at least two remaining elements of S are divisible by pl. This
completes the proof of the claim.
Now suppose we are given some S ⊂ VA with |S| = N
ǫ. Then by the above claim, if
C1 ≫ 100Mκ/ǫ
3, we have
|
〈
v⊥ij , vi′j
〉
|
‖vij‖‖wij‖
·NMκ/ǫ · rijri′j ·
(
Krij ,vij ∩Kri′j ,vi′j
)
x
⊂ pljZ+O(N
−C1/4).
Note that the scaling factor on the left hand side is chosen to make the rescaled
x-projection of the lattice corresponding to to Krij ,vij ∩ Kri′j ,vi′j
be an integer. Now
taking NC1 ≫ A100, we may square both sides and obtain
|
〈
v⊥ij , vi′j
〉
|2
‖vij‖
2‖wij‖
2
·N2Mκ/ǫ · r2ijr
2
i′
j
·
(
Krij ,vij ∩Kri′j ,vi′j
)2
x
⊂ pljZ+O(N
−C1/5).
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Note that
|
〈
v⊥ij , vi′j
〉
|2
‖vij‖
2‖wij‖
2
=
|mijni′j − nijmi′j |
(m2ij + n
2
ij
)(m2i′j
+ n2i′j
)
with mij , nij , mi′j , ni′j . N
2, we have
|mijni′j − nijmi′j | ·N
2Mκ/ǫ · r2ijr
2
i′j
·
(
Krij ,vij ∩Kri′j ,vi′j
)2
x
⊂ pljZ+O(N
−C1/6).
But this implies that K ′ ≤ C1/1000, then we have
K ′⋂
j=1
(
Krij ,vij ∩Kri′j ,vi′j
)2
x
⊂
[
N2Mκ/ǫ
K ′∏
j=1
(
|mijni′j − nijmi′j | · r
2
ij
r2i′j
)]−1
·
( K ′∏
j=1
plj
)
Z+O(N−C1/7).
(Here the notation (S)2 on the left hand side of the previous inequality where S =
Krij ,vij ∩Kri′j ,vi′j
indicates the pointwise squared elements of the set S, that is the set
{x2 : x ∈ S}.) For K ′ = C1/1000, we estimate[
N2Mκ/ǫ
K ′∏
j=1
(
|mijni′j − nijmi′j | · r
2
ij
r2i′j
)]
. N (2M/ǫ
3+C1/100)/ǫ.
But
K∏
j=1
plj & N
C1M/(1000ǫ).
For M sufficiently large (i.e.M ≫ 1000ǫ) we thus have∣∣∣∣[N2Mκ/ǫ K ′∏
j=1
(
|mijni′j − nijmi′j | · r
2
ij
r2i′j
)]−1
·
( K ′∏
j=1
plj
)
(Z \ {0}
∣∣∣∣≫ NC1/100.
But NC1/100 ≫ A2 ≈ N20M/ǫ
3
if C1 is sufficiently large (C1 ≫ 2000M/ǫ
3). Since
K ′⋂
j=1
(
Krij ,vij ∩Kri′j ,vi′j
)2
x
⊂ [−1000A2, 1000A2],
it follows that
K ′⋂
j=1
(
Krij ,vij ∩Kri′j ,vi′j
)2
x
⊂ [−N−C1/7, N−C1/7].
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By a symmetric argument, we may also show that
K ′⋂
j=1
(
Krij ,vij ∩Kri′j ,vi′j
)2
y
⊂ [−N−C1/7, N−C1/7],
and hence
K ′⋂
j=1
(
Krij ,vij ∩Kri′j ,vi′j
)
⊂ B0(N
−C1/14).
But for C1 sufficiently large, we have B0(N
−C1/14) ⊂ BA−1(0), and by definition any
comb Krij ,vij has empty intersection with BA−1(0), and so this completes the proof.
3. The Proof of Theorem 1.4 and Corollary 1.6
We now note that Theorem 1.4 follows by the previous estimate for C(s,N). Indeed,
as previously alluded to, we show that an upper bound for
‖AV,k‖ℓ2(Z2)→ℓ2(Z2)
is given by the sum of the following two terms:
(3.1) ‖ sup
v∈V
|AV,k(ϕ ∗ f)(x)|‖ℓ2→ℓ2
and
(3.2) sup
|β|&A−2
∑
v∈V
∑
0<m.A
1|v·β−m|≪2−k(β)
1/2 .
In (3.1), ϕ is an appropriate Schwartz function with Fourier transform supported in
{|ξ| . A−12−k}. Clearly, we have
‖AV,k‖ℓ2(Z2)→ℓ2(Z2)
. ‖ sup
v∈V
|AV,k(ϕ ∗ f)(x)|‖ℓ2→ℓ2 + ‖ sup
v∈V
|AV,k(ϕ ∗ f − f)(x)|‖ℓ2→ℓ2
So it suffices to show that
‖ sup
v∈V
|AV,k(ϕ ∗ f − f)(x)|‖
2
ℓ2→ℓ2 . sup
|β|&A−2
∑
v∈V
∑
0≤m.A
1|v·β−m|≪2−k(β).
Dominating the sup in v by a square sum, we have
‖ sup
v∈V
|AV,k(ϕ ∗ f − f)(x)|‖
2
ℓ2 .
∑
v∈V
∥∥∥∥Av,k(ϕ ∗ f − f)∥∥∥∥2
ℓ2
,
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where Av,kf =
∑
n∈Z2 f(x−nv)φk(n). Now note that the operator Av,k is a multiplier
operator given by
AV,kf =
∑
n∈Z
f(x− nv)φk(n) =
∫
T2
∑
n∈Z
φk(n)f̂(β)e((x− nv) · β)
=
∫
T2
f̂(β)e(x · β)
(∑
n∈Z
φk(n)e(−nv · β)
)
dβ =
∫
T2
f̂(β)e(x · β)φ̂k(−v · β) dβ,
and hence AV,k is a Fourier multiplier operator with multiplier φ̂k(−v ·β). Composing
AV,k with the operator with multiplier (1 − φ) is hence dominated pointwise by the
restriction to T2 by 1KA
k,v
, where here KAk,v (off of the ball centered at the origin of
radius ≈ A−2) is the characteristic function of a union of parallel tubes of thickness
≈ 2−kA−1 spaced apart by ≈ A−1, with long axes perpendicular to v. That is, we
recall that we have defined
KAk,v := {β ∈ T
2, |β| & A−2 : |v · β −m| . 2−kA−1 for some m ∈ Z}.
Clearly, Av,k is bounded on ℓ
2(Z2), and hence by Plancherel the right hand side of
(3) is bounded by∑
v∈V
‖1KA,k,v f̂‖
2
ℓ2 .
∥∥∥∥(∑
v∈V
|1KA,k,v f̂ |
2
)1/2∥∥∥∥2
ℓ2
.
∥∥∥∥(∑
v∈V
1KA,k,v |
2
)1/2∥∥∥∥
ℓ∞
‖f‖ℓ2,
and hence the ℓ2(Zd) → ℓ2(Zd) operator norm is given by (3.2). Note that for the
choice of s such that 2s = N and for 2k ≥ NC0 (which we recall is a hypothesis from
Theorem 1.4), we have that
KAk,v ⊂ K
A
r,s,v
for any r. Thus by our incidence estimate with 2s = N , this term is .ǫ N
ǫ when
V = VN,ǫ and 2
k ≥ NC0 . We begin with (3.1):
Consider the following decomposition:
AV,k(ϕ ∗ f) = A
R
V,kf + Evf,
where ARV,k is a convolution operator with multiplier given by
mv(β) := mv,k(β) := ϕˆ(β) ·
∑
m∈Z
φ̂k(v · β −m),
and {Ev : v} are error terms, with uniformly small Fourier coefficients:
sup
v,β
|Êv(β)| . 2
−k.
(Here, we are conflating the convolution operator and its multiplier.) In particular,
we may estimate
‖ sup
v
|Evf |‖ℓ2 . N
1/2 · 2−k · ‖f‖ℓ2.
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To handle the contribution of ARV,k we will need the following special case of a
beautiful transference argument of Magyar, Stein, and Wainger [19, Lemma 2.1].
Lemma 3.3. Let B1, B2 be finite-dimensional Banach spaces, and
m : R2 → L(B1, B2)
be a bounded function supported on a cube with side length one containing the origin
that acts as a Fourier multiplier from
Lp(R2, B1)→ L
p(R2, B2),
for some 1 ≤ p ≤ ∞. Here, Lp(R2, B) := {f : R2 → B : ‖‖f‖B‖Lp(R2) <∞}. Define
mper(β) :=
∑
l∈Z2
m(β − l) for β ∈ T2.
Then the multiplier operator
‖mper‖ℓp(Z2,B1)→ℓp(Z2,B2) . ‖m‖Lp(R2,B1)→Lp(R2,B2).
The implied constant is independent of p, B1, and B2.
In particular, we will apply Lemma 3.3 for
m(β) := {mv(β) : v ∈ V }
which takes values in
ℓ2(Z2; ℓ∞(V )) := {f = {fv : v ∈ V } : ‖ sup
v∈V
|fv|‖ℓ2(Z2) <∞};
this accrues a norm loss of .ǫ N
ǫ by the continuous theory.
As for (3.2), we may bound this above by N ǫ using the above construction (the
argument slightly simplifies as no rational shifts are needed); note the necessity of
the condition that k ≫ logN (this has the effect of ensure that the quantity C0 used
in §2 above is sufficiently large).
To extend this result to Corollary 1.6, we simply observe that∑
v
sup
j≥k
∣∣∣∣∣∑
n
f(x− n · v) · φj(n)
∣∣∣∣∣
2
1/2
has ℓ2 norm dominated by∑
v
∣∣∣∣∣∑
n
f(x− n · v) · φ˜k(n)
∣∣∣∣∣
2
1/2
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for an appropriate choice of φ, φ˜; this follows from the uniform-in-v ∈ Z2 ℓ2 bound-
edness of the maximal function
sup
N
∣∣∣∣∣ 1N ∑
n≤N
f(x− n · v)
∣∣∣∣∣ .
This boundedness may be seen by first establishing the weak-type 1− 1 estimate via
the Hopf-Dunford-Schwartz maximal inequality from ergodic theory; the method of
TT ∗ also suffices.
4. The Proof of Theorems 1.8 and 1.9
The goal of this section is to prove Theorem 1.8, reproduced below for the reader’s
convenience; Theorem 1.9 will follow by only minor modifications to the method.
Theorem 4.1. Let ǫ > 0 be arbitrary. Then, for any N , there exists a set of vectors
|V | = |VN,ǫ| = N so that, if k ≫ǫ logN ,
‖A2V,kf‖ℓ2 .ǫ N
ǫ · ‖f‖ℓ2.
Our analysis combines discrete-harmonic analytic techniques, the incidence esti-
mates from §2, and the estimate for the linear (non-Radon) maximal function, (1.2).
We turn to the details. The initial reductions we make are number-theoretic.
4.1. Approximations. In what follows, we will assume that k ≫ǫ logN .
Set
Kk :=
∑
n∈Z
φk(n) · δn2,
where δm is the point-mass at the point m; with this in mind, we may view
A2V,kf
as a maximal multiplier operator, where the multipliers are given by
{K̂k(v · β) : v}.
In particular, it is the (one-dimensional) Fourier transform of Kk that we need to
consider.
We will construct our analytic family of approximating multipliers by analyzing
the behavior of K̂k on the major arcs, which we now proceed to define. A reference
for the material appearing below is [2, §5-6].
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4.1.1. Major Arcs. Throughout this section, ǫ0, ǫ1 ≪ǫ 1 are sufficiently small con-
stants (as one sends ǫ0, ǫ1 down to zero, the size of k relative to logN will increase.)
We begin by collecting the rationals in the torus according to the size of their de-
nominators; roughly speaking, these sets form approximate level sets for appropriate
complete exponential sums (below).
For each s ≥ 1, set
Rs := {a/q ∈ T reduced : 2
s−1 ≤ q < 2s}.
Definition 4.2. For a/q ∈ Rs, where s ≤ ǫ0k, define the kth major arc at a/q to be
given by
(4.3) Mk(a/q) :=
{
β ∈ T : |α− a/q| ≤ 2(ǫ1−2)k
}
.
On each Mk(a/q), we may extremely accurately approximate the multiplier K̂k(α).
To do so, we introduce the complete exponential sums,
S(a/q) :=
1
q
∑
r≤q
e(−a/q · r2), (a, q) = 1.
By “completing the square” (and using periodicity of the phases r 7→ e(−a/q · r2), it
is straightforward to check that
|S(a/q)| . q−1/2.
If one wishes to replace the monomial r 7→ r2 with a more general integer-valued
polynomial P of degree d, the estimate we use is due to Hua, [9, §7, Theorem 10.1],
where the savings are on the order of qǫ−1/d. For our purposes here, the key point is
that, for each d, there exists some δd > 0 so that |S(a/q)| . q
−δd .
We will also need the continuous analogue of our discrete Fourier transform,
Vk(ξ) :=
∫
e(−22kt2ξ)φ(t) dt.
Our main “local” characterization of K̂k(α) is contained in the following proposi-
tion.
Proposition 4.4. On Mk(a/q), we may express
K̂k(α) = S(a/q)Vk(α− a/q) +O(2
(2ǫ1−1)k).
The proof of this proposition is entirely elementary.
Proof. By a summation by parts argument, taking into account the smoothness of
the function φ, it suffices to assume that
φk :=
1
2k
1[1,2k].
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Now, set α = a/q + η, where |η| . 2(ǫ1−2)k. Working mod 1, and expressing
r = lq + p, we have
α · r2 = (a/q + η) · (lq + p)2 ≡ a/q · p2 + η · (lq)2 +O(2(2ǫ1−1)k).
Consequently, we may express
K̂k(α) =
1
2k
∑
n≤2k
e(−αn2)
=
∑
p≤q
e(−a/q · p2)
∑
l≤2k/q
e(−η · (lq)2) +O(2(2ǫ1−1)k),
where we have inserted and removed some terms, all absorbed into the big-O notation.
Since the phase l 7→ ηq2 · l2 has a tiny derivative (on the order of 2(2ǫ1−1)k), we may
use a Riemann-sum approximation to replace
q
2k
∑
l≤2k/q
e(−η · (lq)2) = Vk(η) +O(2
(2ǫ1−1)k),
from which the result follows. 
In light of this proposition, we know how to locally approximate K̂k. To approxi-
mate it globally, we need to “patch together” our local approximates. Doing so takes
a little more notation.
First, we collect the major boxes
Mk :=
⋃
s≤ǫ0k
⋃
a/q∈Rs
Mk(a/q).
For s ≤ ǫ0k, we define the multipliers
(4.5) Lk,s(α) :=
∑
a/q∈Rs
S(a/q)Vk(α− a/q)χk(α− a/q)
where χk(α) := χ(2
(2−ǫ1)kα), where ǫ1 is as in the definition of the major arcs, (4.3).
Note that the sum over a/q ∈ Rs in the definition of (4.5) is over disjointly supported
terms.
We define
Lk :=
∑
s≤ǫ0k
Lk,s.
Then, we have the following important proposition.
Proposition 4.6. There exists some κ > 0 so that
‖K̂k − Lk‖L∞(T) . 2
−κk.
Before turning to the proof of this theorem we first recall Weyl’s Lemma.
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Lemma 4.7. [Weyl’s Lemma] Suppose |ad − a/q| ≤
1
q2
. Then∣∣∣∣∣∑
n≤N
e(ad · n
d + . . . a1n)
∣∣∣∣∣ .ǫ N1+ǫ
(
1
N
+
1
q
+
q
Nd
) 1
2d−1
.
Remark 4.8. The power 1
2d−1
is classical, but not sharp; see [27] for an improvement.
With this in mind, we turn to the proof of Theorem 4.6.
Proof of Theorem 4.6. We will establish this in cases. First we assume that a/q ∈ Rs0
for some s0 ≤ ǫ0k, and consider the behavior of K̂k − Lk on Mk(a/q).
First observe that
K̂k − Lk,s0
vanishes on Mk(a/q). Suppose now that s 6= s0 ≤ ǫk. Then
(4.9) sup
α∈Mk(a/q)
|Lk,s(β)| . 2
−s/2 min
b/r∈Rs
|Vk(α− b/r)| . 2
−s/2 · 2(ǫ0−1)k,
which sums nicely over s; note our use of the lower bound
|α− b/r| ≥ |a/q − b/r| − 2(ǫ1−2)k
≥
1
qr
− 2(ǫ1−2)k & 2−2ǫ0k,
for α ∈Mk(a/q).
On the minor arcs, α /∈ Mk, a similar calculation to (4.9) shows that Lk has a
power savings; as for K̂k, by Dirichlet’s principle one may choose a reduced rational,
b/r, with r . 2(2−ǫ1)k, so that
|α− b/r| .
1
r2(2−ǫ1)k
≤
1
r2
.
We are done unless r . 2ǫ0k by Weyl’s Lemma 4.7. But in this case, we have shown
that α ∈Mk(b/r), which is a contradiction. 
The upshot from this discussion is that we may pass from the maximal function
sup
v
|
(
K̂k(v·)fˆ
)∨
|
to the analytic approximate
(4.10) sup
v
|
(
L̂k(v·)fˆ
)∨
|,
via a square function argument, since(∑
v
|
((
Lk − K̂k
)
(v·)fˆ
)∨
|2
)1/2
DISCRETE DIRECTIONAL MAXIMAL FUNCTIONS 21
is bounded on ℓ2 for k ≫ logN sufficiently large.
In the next subsection, we will turn our attention to the maximal function, (4.10).
4.2. Estimating The Maximal function. In light of the previous section, hence-
forth we need only consider the sum in 1 ≤ s ≤ ǫ0k of the following operators,
LV,k,sf := sup
v
∣∣∣∣(Lk,s(v · β)fˆ(β))∨∣∣∣∣
With this in mind, we are ready for the proof of Theorem 1.8.
4.2.1. The Proof of Theorem 1.8. It suffices to prove the following proposition.
Proposition 4.11. Let ǫ > 0 be arbitrary. Then there exists a set |V | = N so that
for each 1 ≤ s ≤ ǫ0k, with 2
ǫs ≤ N ≤ 2s/ǫ, we may bound
‖LV,k,sf‖2 . N
ǫ · ‖f‖2.
Indeed, with this proposition in hand, we can quickly deduce Theorem 1.8.
Proof of Theorem 1.8 Assuming Proposition 4.11. For s≪ logN , we use the triangle
inequality to simply bound,
|Lk,sf | . 2
−s/2 ·
∑
a/q∈Rs
sup
v
∣∣∣∣∣∑
m
(
Vk(v · β − a/q −m)χk(v · β − a/q −m)fˆ(β)
)∨∣∣∣∣∣
and apply the linear theory, Theorem 1.4, to control
‖ sup
v
∣∣∣∣∣∑
m
(
Vk(v · β − a/q −m)χk(v · β − a/q −m)fˆ(β)
)∨∣∣∣∣∣ ‖ℓ2 . N ǫ‖f‖ℓ2
by convexity. In particular, an upper bound for the contribution of s≪ logN is
NC·ǫ · ‖f‖2.
For s≫ logN , we replace the supremum in v ∈ V with a square-sum,
|Lk,sf |
2 ≤
∑
v
∣∣∣∣∣∣
∑
m
∑
a/q∈Rs
S(a/q)
(
Vk(v · β − a/q −m)χs(v · β − a/q −m)fˆ(β)
)∨∣∣∣∣∣∣
2
,
and then take into account the geometric decay of the Weyl sums,
max
a/q∈Rs
|S(a/q)| . 2−s/2.

It remains to prove Proposition 4.11
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The Proof of Proposition 4.11. For each 2s−1 ≤ q < 2s, let
f̂q := fˆ · 1⋃
v(K
A
q,s,v)
′ ,
where KAq,s,v is defined in (2.2), and (K
A
q,s,v)
′ is defined similarly, but only reduced
rationals a/q, (a, q) = 1 are considered; this is done so that for each v ∈ V ,
2s−1∑
q=2s−1
1(KAq,s,v)′
is bounded by 1 on T2.
We now have
sup
v
∣∣∣∣(Lk,s(v · β)fˆ(β))∨∣∣∣∣
= sup
v
∣∣∣∣∣∣
∑
m
∑
2s−1≤q<2s
∑
a≤q,(a,q)=1
S(a/q)Vk(v · β − a/q −m)χk(v · β − a/q −m)f̂q(β)
∨∣∣∣∣∣∣ .
We now simply replace the supremum in v with a square sum; by the same re-
ductions that we used in the proof of Theorem 1.4, it suffices to turn our attention
to
sup
β&A−2
2−s/2 ·
(∑
v
∑
q
1(KAq,s,v)′
)1/2
(β);
but this final expression is bounded by
2−s/2 ·N ǫ
using the incidence estimate from Proposition 2.3; replacing the sequence n 7→ n2 sees
minor changes in the number theoretic approximation, see [4, §5-6], and replacing the
gain of 2−s/2 from the Gauss sums by the corresponding more modest gain, of (say)
2−
s
2·deg(P ) .
The proof is complete. 
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