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Abstract Feature extraction transforms high dimensional
data into a new subspace of lower dimensionality while keep-
ing the classification accuracy. Traditional algorithms do not
consider the multi-objective nature of this task. Data trans-
formations should improve the classification performance
on the new subspace, as well as to facilitate data visualiza-
tion, which has attracted increasing attention in recent years.
Moreover, new challenges arising in data mining, such as
the need to deal with imbalanced data sets call for new al-
gorithms capable of handling this type of data. This paper
presents a Pareto-based multi-objective genetic programming
algorithm for feature extraction and data visualization. The
algorithm is designed to obtain data transformations that op-
timize the classification and visualization performance both
on balanced and imbalanced data. Six classification and vi-
sualization measures are identified as objectives to be op-
timized by the multi-objective algorithm. The algorithm is
evaluated and compared to 11 well-known feature extrac-
tion methods, and to the performance on the original high
dimensional data. Experimental results on 22 balanced and
20 imbalanced data sets show that it performs very well on
both types of data, which is its significant advantage over
existing feature extraction algorithms.
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1 Introduction
High-dimensional data presents many challenges to machine
learning algorithms. Their performance is deteriorated due
to well-known problems such as the curse of dimensional-
ity and high computational costs. These problems degrade
rapidly the accuracy and efficiency of algorithms as the di-
mensionality increases [54].
Dimensionality reduction techniques [52], and specifi-
cally, feature extraction [34], refers to the mapping of the
high-dimensional data into a lower-dimensional space. These
techniques aim to transform the data allowing for data com-
pression in fewer dimensions, and removal of noisy, irrele-
vant, or redundant features. Therefore, it is intended to im-
prove the subsequent machine learning process on the lower-
dimensional space, avoiding the problems from the original
high-dimensional space. Moreover, transformation of high-
dimensional data onto 2D or 3D allows for human visual-
ization of data. Data visualization [22] has an enormous po-
tential for extracting previously unknown knowledge, and
identifying useful data structures and patterns.
Dimensionality reduction algorithms may pursue differ-
ent objectives in regards to their scope and purpose [32].
On the one hand, unsupervised methods [41], usually aim to
minimize the information loss and preserve variance [48],
preserve data similarity [8,49], capture the lower dimen-
sional geometric structure underlying the patterns [23], or
find self-organizing structures [39]. On the other hand, su-
pervised methods [43], usually focus on maximizing the class
discrimination to improve the classification accuracy in the
new subspace [27].
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Achieving both good classification and data visualiza-
tion in the lower-dimensional space is not simple [25]. These
objectives are conflicting and frequently it is necessary to
achieve a trade-off among them. Multi-objective optimiza-
tion is concerned with the simultaneous optimization of more
than one objective. Evolutionary algorithms have been suc-
cessfully used to resolve multi-objective optimization prob-
lems. Genetic programming (GP) is an evolutionary algo-
rithm based methodology which has been already applied to
multi-objective optimization and feature extraction achiev-
ing good results [24,38,58,60]. However, these studies are
limited to a low number of algorithms and data sets. Specifi-
cally, most of the data sets are binary class (two data classes),
and comprise low-dimensional data with very low number of
instances. Moreover, the size ratio of the classes is balanced,
i.e., the number of instances belonging to each data class is
similar. In recent years, the problem of learning from im-
balanced data has attracted attention of both academia and
industry [35,44]. This problem concerns the performance of
algorithms in the presence of classes with many times more
examples than other classes. However, classic feature ex-
traction had not heeded this problem which often happens in
real-world data. Therefore, it is a necessary to design new al-
gorithms capable of handling both balanced and imbalanced
of data.
This paper presents a Pareto-based multi-objective ge-
netic programming algorithm for feature extraction and data
visualization, named MOGPFEV. Its aim is to simultane-
ously optimize the classification performance and visualiza-
tion of the data using genetic programming-based transfor-
mations. The algorithm evolves problem transformations us-
ing a multi-objective evolutionary-based NSGA-II [18] ap-
proach. MOGPFEV takes into account the data class distri-
bution, aiming for obtaining good classification and visual-
ization results both on balanced and imbalanced data. The
algorithm is evaluated and compared to 11 other dimension-
ality reduction techniques, and to the performance over the
original high-dimensional data. Experimental results on 22
balanced and 20 imbalanced data sets show the good per-
formance of MOGPFEV using three classification and three
visualization measures. Results show the significantly better
performance of the algorithm, especially on imbalanced data
sets, outperforming the other methods in regards to the clas-
sification and visualization measures evaluated. A statistical
analysis is carried out to evaluate whether there are statis-
tically significant differences between the algorithms. This
analysis supports statistically the better overall performance
of our algorithm.
This paper is organized as follows. Section 2 introduces
related works. Section 3 presents the MOGPFEV algorithm.
Section 4 presents the experimental study, and results are
discussed in Section 5. Finally, Section 6 presents the con-
cluding remarks.
2 Background
This section reviews related works on feature extraction and
data visualization, as well as multi-objective genetic pro-
gramming approaches to solve this problem.
2.1 Feature extraction
Feature extraction algorithms can be grouped into two cate-
gories based on whether they focus on maintaining represen-
tation capability while reducing dimensionality or whether
they seek to enhance discrimination capability.
In the former category, the objective is to maintain the
representation fidelity between the original data structure
and the projected data. The major concern of these methods
is to maintain the discriminatory information of the original
input space. Van der Maaten [52] presented a comparative
review of these methods. The principal component analysis
(PCA) [48] is a well-known variance preservation method
that uses orthogonal transformations. Kernel principal com-
ponent analysis (KPCA) [51] is a PCA extension using ker-
nel methods. The originally linear operations of PCA are
done in a kernel Hilbert space with a non-linear mapping.
There are also similarity preservation methods, known as
multidimensional scaling (MDS) [8]. MDS methods are fo-
cused on improving visualization of the data projected into
2D or 3D, while preserving distances between objects as
possible. Sammon projection [49] is a MDS algorithm that
preserves the structure of inter-point distances in high di-
mensional space in the lower-dimension projection. More-
over, self-organization methods are also of high interest and
produce discretized representation of the input space, such
as Kohonen’s self-organizing feature maps (SOMs) [39]. In
random projection (RP) [28], the high-dimensional data is
projected onto a lower-dimensional subspace using a ran-
dom matrix whose columns have unit lengths. RP was found
to be computationally efficient, yet sufficiently accurate.
In the latter category, the objective is to enhance the
discriminability between classes in the new features space
and to improve classification performance [20]. This cate-
gory comprises methods such as linear discriminant analy-
sis LDA [27], which finds a linear combination of features
which separates two or more classes. The projection vec-
tor is obtained by maximizing the between class covariance
and simultaneously minimizing the within class covariance.
LDA can be also extended with a kernel method for non-
linear mapping (KDA). However, computing the projections
in KDA involves eigen-decomposition of the kernel matrix,
which is very expensive when there are a large number of
instances. To solve this problem, spectral regression kernel
discriminant analysis (KSR) simplifies KDA computation
by using spectral graph analysis. LDA also fails to discover
local geometrical structure of the data. Locality sensitive
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discriminant analysis (LSDA) [11] was proposed to solve
this problem and it introduces a local manifold structure to
maximize margin between classes at each local area. Liu et
al. [42] proposed a orientation distance-based discrimina-
tive feature extraction based on the Fisher discriminant idea
to determine a kernel function to map the input data.
2.2 Genetic programming and multi-objective optimization
Genetic programming has been widely used for feature ex-
traction and classification tasks [33,40,47]. Its capability to
dynamically build programs and expressions is especially
useful in problems characterized by a high dimensionality
of the space of the features. Guo et al. [33] applied genetic
programming to generate features for bearing fault classifi-
cation in machine condition monitoring. Krawiec [40] pre-
sented a genetic programming framework for feature con-
struction to improve symbolic classifiers while maintaining
their readability. Neshatian et al. [47] also employed genetic
programming for building new features based on class dis-
persion and entropy. These studies propose the use of GP
for feature construction in classification problems and the
experimental results clearly show that this approach is ef-
fective for improving the classification accuracy. However,
they focus on the optimization of a single objective, which
is the classification performance.
On the other hand, multi-objective optimization has been
widely employed in data mining [46]. Specifically, as for
feature extraction, several methods have been proposed to
optimize both the accuracy of the classifier along with the
tree size as the complexity measure [38]. Considering the
tree size as an objective of the algorithm aims to minimize
the complexity of the data transformation, i.e., to produce
simpler expressions to be more comprehensible by humans.
However, the simplicity of expressions for data transforma-
tion is a very conflicting objective, especially when trading-
off with the accuracy, and it is difficult to optimize both si-
multaneously [1].
Icke and Rosenberg [38] proposed a Pareto-based ge-
netic programming multi-objective approach for feature ex-
traction and data visualization. They identified the clasifi-
cation and visualization as equally important objectives of
the data transformation problem for dimensionality reduc-
tion. However, their study is very limited to only four data
sets and data projection to 2D. Moreover, even though they
identify several visualization measures, they are not consid-
ered altogether.
Zhang and Rockett [57–59] proposed a framework to
produce optimal feature extractors independent of domain
knowledge and class distributions using multi-objective ge-
netic programming named MMGP. Through a multi-objective
optimization process, their mappings comprised a series of
mathematical transformations projecting input data into a
one-dimensional decision space. Their review [57] identifies
two distinct research strands: either GP is used to evolve the
whole classifier or tree expressions that produce a mapping
to a real-valued features space which forms the input of a
conventional classifier. Specifically, in [59] they presented
a multi-objective approach that not only evolved the set of
mappings to a multi-dimensional decision space, but also si-
multaneously optimized the dimensionality of that decision
space.
These related works show the benefits and flexibility of
multi-objective genetic programming for feature extraction.
It allows efficient reduction of the data dimensionality while
preserving the classification performance. The evolutionary
process is capable of learning the combination of best orig-
inal features to build new ones, and to overcome the pres-
ence of noisy features which may spoil the classification
performance. However, the experimental studies from these
related works were limited to accuracy maximization on a
small number of data sets with low number of instances
and balanced classes. Specifically, Zhang and Rockett ex-
periments were limited to 8 data sets up to 30 features and
1,000 instances [58], and 7 data sets, up to 21 features, and
10,996 instances [60], van der Maaten experimented with 5
data sets up to 10 features, and 5,000 instances [52], Icke and
Rosenberg experimented with 4 data sets up to 30 features
and 786 instances [38], and Liu et al. [42] experimented with
10 data sets with up to 10,992 instances.
These methods showed good performance on balanced
data as they focused on accuracy maximization. However,
under the presence of imbalanced data, accuracy is a mis-
leading metric since a default-hypothesis classifier can still
achieve a very good accuracy [44]. Moreover, we have shown
the importance of data visualization when projecting data
into lower dimensionality, usually 2D and 3D. Therefore,
our goal is to propose a new algorithm capable of reducing
features dimension, improving data visualization and keep-
ing classification performance simultaneously both on bal-
anced and imbalanced data. This is the main motivation to
propose a multi-objective genetic programming algorithm.
3 MOGPFEV Algorithm
This section presents the multi-objective genetic program-
ming algorithm for feature extraction and data visualization,
and details the individual representation, the genetic opera-
tors, the fitness function and the evolutionary process.
3.1 Individual Representation
An individual represents a set of expressions as a complete
solution to the data transformation problem. Given a labelled
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〈S〉 → + 〈S〉 〈S〉
〈S〉 → − 〈S〉 〈S〉
〈S〉 → ∗ 〈S〉 〈S〉
〈S〉 → / 〈S〉 〈S〉
〈S〉 → pow 〈S〉 〈S〉













+ pow feature1 value1 * log feature2 value2
Fig. 1 Context-free grammar to generate derivation trees and a sample.
Genotype = [derivationTree1, derivationTree2, derivationTree3]
  derivationTree1 = <S>     + <S> <S>     + pow <S> <S> <S> ...
  derivationTree2 = <S>     / <S> <S>     / feature1 value1
  derivationTree3 = <S>     log <S>     log feature2
Phenotype = Z = [transFunction1, transFunction2, transFunction3]
  transFunction1 = (+ pow feature1 value * log feature2 value2)
  transFunction2 = (/ feature1 value1)
  transFunction3 = (log feature2)
Fig. 2 Example of genotype-phenotype mapping of an individual.
data set in Xn the transformation problem consists in find-
ing a mapping Z from Xn to Xm such that m < n. The
genotype of an individual is an array of syntax trees (also
known as derivation trees), whose length is the number of
dimensions m of the desired subspace. The phenotype is
an array of expression trees (functions), generated from the
syntax trees, representing the data transformation function
Z . Each data transformation function is made up of a num-
ber of mathematical operations over the original features and
represents a constructed feature on the low-dimensional sub-
space. This encoding provides high flexibility to the algo-
rithm to generate data transformations with any number of
dimensions.
Derivation trees are created by means of a context-free
grammar [45], which establishes a formal definition of the
syntactical restrictions of the problem to be solved and its
possible solutions, so that only grammatically correct trees
are generated. The use of a context-free grammar provides
high flexibility to generate linear, non-linear, or user-defined
data transformations. Figure 1 shows the grammar used to
generate the derivation trees (left) and the structure of a sam-
ple derivation tree (right), where feature is any feature from
the data set and value is a random continuous value.
The use of grammars to generate GP individuals is known
as grammar-guided genetic programming, and it has been
widely applied to data mining [21,45]. The grammar gen-
erates expressions for feature extraction using the symbols
and production rules in Figure 1. The evolutionary process is
responsible of finding the most appropriate data transforma-
tion function. Figure 2 shows the mapping of the derivation
trees from the genotype into functions to build the new sub-
space such that Xm = Z(Xn).
3.2 Initialization
The initialization process generates the initial population.
Our algorithm employs a simple and commonly used ap-
proach to generate the individuals by means of the context-
free grammar. This approach employs the production rules
of the language defined by the grammar, generating only
valid individuals and guaranteeing that the syntax tree is be-
tween a minimum and maximum number of derivations.
The creation of a new individual selects a number of
derivations and derives the production rules to generate the
syntax tree within the selected number of derivations. The
derivations of the production rules start with the initial sym-
bol of the grammar, and then choose one of the available
productions. The process continues deriving the non-terminal
symbols until all the non-terminal symbols have been de-
rived to terminal ones. The process of the creation of indi-
viduals was also shown in Figure 1, following a top-down
derivation scheme by means of the grammar’s production
rules. A parameter controls the maximum derivation depth,
both when initializing the individuals and when performing
genetic operators, so that bloat is controlled. Details about
parameter settings are shown in Section 4.3.
3.3 Genetic Operators
MOGPFEV uses two genetic operators to generate new in-
dividuals. These operators are based on selective crossover
and selective mutation, and their basic principles and func-
tioning are described in this section.
3.3.1 Crossover Operator
The crossover operator creates new syntax tress by mixing
the contents of two parent syntax trees. To do so, a non-
terminal symbol is chosen at random with uniform probabil-
ity. Two subtrees (one from each parent) are selected, whose
roots coincide with the symbol adopted or with a compatible
symbol, and are swapped.
All non-terminal symbols (excepting the root symbol)
have the same probability of being selected as the symbol
from which swap the sub-trees. On the other hand, in order
to reduce bloating, if one of the new offspring surpasses the
maximum size allowed, one of the two parents is randomly
selected to pass to the next generation without modification.
If both offspring surpass this size or at least one of them does
not contain a compatible symbol, the crossover is aborted
and both parents are reproduced. Figure 3 shows a sample
crossover of two parents to produce two offspring.
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Fig. 4 Mutation operator.
3.3.2 Mutation Operator
The mutation operator is responsible for preventing the loss
of genetic diversity in the population, which is highly sig-
nificant in the genetic convergence process. It produces ran-
dom changes in an individual to engender a new offspring.
This operator randomly selects the node in the tree where the
mutation is to take place. If the node is a terminal symbol,
it will be replaced by another compatible terminal symbol.
If the node is a non-terminal symbol, the subtree underneath
this node will be substituted with any other derivation sub-
tree. The procedure used to generate this subtree is the same
as the one used to create new individuals and guarantees that
the individual does not exceed the maximum size allowed.
Figure 4 shows a sample mutation of a parent to produce a
offspring.
3.4 Fitness Function
The fitness function evaluates the quality of data transfor-
mation solutions provided by individuals. There exist many
classification and visualization measures to evaluate the qual-
ity of the subspaces generated [5,26]. Different measures
allow to observe complementary aspects of the data trans-
formation, which together increase the strength of the fit-
ness evaluation. Two sets of measures are evaluated, namely,
classification measures (accuracy, area under the curve, Co-
hen’s kappa) and visualization measures (C–Index, Davies–
Bouldin index, Dunn’s).
3.4.1 Classification measures
– Accuracy is the number of successful predictions rela-
tive to the total number of classifications. Unfortunately,
it may be misleading when classes are strongly imbal-
anced, since a default-hypothesis classifier can achieve
a very good accuracy. Therefore, it is not employed for
imbalanced data.
– Area under the curve (AUC) [36] shows the trade-off be-
tween the true positive rate (TPR) and the false positive
rate (FPR) as demonstrated in [44]. The way to build
the ROC space is to plot on a two-dimensional chart
the true positive rate (Y-axis) against the false positive
rate (X-axis) as shown in Figure 5. The points (0,0) and
(1,1) are trivial classifiers in which the class is always
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predicted as negative and positive, respectively, and the
point (0,1) represents perfect classification. AUC is cal-

































Fig. 5 Example of ROC plot. The solid line is a good performing clas-
sifier whereas the dashed line represents a random classifier.
– Cohen’s kappa rate [4] evaluates the merit of the clas-
sifier, i.e., the actual hits (coverage of true positives)
that can be attributed to the classifier and not to mere
chance. Kappa statistic ranges from -1 (total disagree-
ment) through 0 (random classification) to 1 (total agree-

















where xii is the count of cases in the main diagonal
of the confusion matrix, N is the number of examples,
and x.i, xi. are the column and row total counts. Kappa
penalizes all-positive or all-negative predictions (default
hypothesis), which is especially important for imbalanced
data. Kappa is very useful for multi-class data, measur-
ing a classifier’s accuracy while compensating for ran-
dom successes.
3.4.2 Visualization measures
Visualization metrics aim to measure the clustering and sep-
arability of the data examples belonging to same/different
classes. Therefore, they are based on a distance measure def-
inition. In accordance with previous data visualization stud-
ies [38], we employ the Euclidean distance, although any
other distance definition is also valid.
– C–Index [37] is a validation index defined as follows:




where S is the sum of distances over all pairs of in-
stances from the same class. Let l be the number of those
pairs. Then Smin is the sum of the l smallest distances
if all pairs of instances are considered (regardless data
class). Similarly Smax is the sum of the l largest dis-
tances out of all pairs. Hence a small value of C−Index
indicates a good clustering of the data classes.
– Davies–Bouldin index [17] is a function of the ratio of
sum of within class distance to between class separation













for 1 ≤ i, k ≤ c (4)
The Davies–Bouldin index minimizes the within class
distance S(vi) and maximizes the between class sepa-
ration d(vi, vk), where vi is the sample mean (centroid)
of class i, and c is the numer of classes. Therefore, the
higher the similarity values within the class and the be-
tween class separation, the lower would be the Davies–
Bouldin index value. A good feature set should have the
value of Davies–Bouldin index as low as possible.
– Dunn’s index [6] is also designed to identify sets of clus-











for 1 ≤ i, k, l ≤ c (5)
A good feature subset should have the value of Dunn
index as high as possible.
These six measures are defined as objectives of the multi-
objective fitness function. The evolutionary process is re-
sponsible for optimizing them altogether. However, it is im-
portant to note that even there are six objectives, there are
actually two groups objectives (classification metrics, visu-
alization metrics) and each of the objectives within a group
are not conflicting but complementary, i.e., they evaluate dif-
ferent and complementary aspects of the classification/visu-
alization performance. Therefore, we do not face a multi-
objective optimization in which all the six objectives are
conflicting with each other but their are grouped into two
main conflictive groups.
The outcome of the multi-objective algorithm is a set
of non-dominated solutions known as Pareto optimal front.
Eventually, to select a single solution from the Pareto front
we rank the individuals according to how many times they
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obtain the best result for the objective functions. This rank-
ing is inspired by the Friedman’s M statistic procedure [29].
Thus, we obtain a subset of the Pareto front in which all the
individuals obtained the best results for a given number of
metrics and then we compare pairwise solutions based on
the rest of the metrics. Eventually, in case of equality we
choose the one with the highest accuracy.
The evolutionary process is lead by the multi-objective
NSGA-II algorithm [18]. NSGA-II uses dominance ranking
to sort the population and determines the solutions belong-
ing to the Pareto optimal front, achieving good spread, con-
vergence and diversity of solutions with relatively low com-
putational requirements.
3.5 Implementation on GPUs
Run-time of evolutionary-based algorithms, and more specif-
ically genetic programming, is a primary concern for re-
searchers. Over the last few years, increasing attention has
focused on graphic processing units (GPUs). GPUs are de-
vices with multi-core architectures and massive parallel pro-
cessor units, which provide fast parallel hardware for a frac-
tion of the cost of a traditional parallel system. Since the
introduction of the Computer Unified Device Architecture
(CUDA) in 2007, researchers have harnessed the GPU for
general purpose computing, and specifically, genetic pro-
gramming [14,15], and dimensionality reduction [56].
Most of the time of the genetic programming algorithm’s
execution on data mining problems is devoted to the fitness
evaluation [14], whose complexity is typically O(P × N),
where P is the population size and N is the number of data
instances. Fortunately, the evaluation of the individuals of
the population can be parallelized as well as their execution
on each of the data instances. These approaches are known
as population and data parallel, and they are able to speed up
the fitness function significantly and obtain high speedups
even in small data sets while also scaling efficiently to big
data sets [13], which justifies the use of GPUs.
The implementation of the fitness function on GPUs con-
sists of three steps. First, for each individual the Genetic Pro-
gramming interpreter runs the data transformation function
in parallel. Second, for each data instance their projection
are mapped in parallel into the new feature space. Third,
the six classification and visualization measures are com-
puted simultaneously. This process involves thousands or
even millions of threads that collaborate for fast and effi-
cient fitness computation, solving the run-time problem of
the evolutionary algorithm. More specific details about the
parallel implementation are out of the scope of this paper,
and the reader is referred to the articles in [14,15] for GPU
implementation details.
4 Experimental Study
This section presents the experimental study: hardware setup,
data sets, and algorithms. Details about the data sets, ex-
periments, and user–interactive online 3D browsing of data
sets projections is provided as additional material at the web
http://www.uco.es/grupos/kdis/wiki/MOGPFEV
4.1 Hardware Setup
The experiments were run on a machine equipped with an
Intel Core i7-3820 and 12 GB DDR3. The video cards were
two dual-GPU NVIDIA GTX 690 with 4 GB GDDR5. Each
GTX 690 had two GPUs with 1,536 CUDA cores, adding up
4 GPUs and 6,144 CUDA cores. The host was GNU/Linux
Ubuntu 12.04 with CUDA 5.0.
4.2 Data Sets
Table 1 summarizes the information of the data sets used in
the experimental study. These numeric data sets were col-
lected from the KEEL [2] and UCI repositories. Balanced
data sets comprise binary and multi-class data, low and high
number of dimensions and instances. Imbalanced data sets
comprise two classes and they are depicted by means of the
imbalance ratio (I. Ratio), which represents the ratio of size
of the majority class (negative) to minority class (positive).
These data sets outnumber studies in similar works as re-
viewed in Section 2, increasing the number of data sets and
their dimensionality as measured by the number of features
and instances. Specifically, the largest data set addressed
in the literature contains only 11k instances whereas our
largest data set contains up to 58k instances. It is very impor-
tant to note that it is difficult to address big data due to the
computational complexity of algorithms, e.g. Kernel PCA
is O(n3) time complex and requires O(n2) memory, which
limits their application to high-dimensional data. Therefore,
it is not feasible to address even larger data comprising mil-
lions of instances because the algorithms in the comparison
will not run.
4.3 Algorithms
The algorithms used in the experimental study were col-
lected from the WEKA and RapidMiner software tools, D.
Cai’s [9] and L. van der Maaten’s [52] online repositories of
algorithms for dimensionality reduction.
Algorithms are applied to the original data to obtain the
new subspace of features in R3, so that it is visualizable us-
ing 3D rotations. Classification results are obtained from the
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Table 1 Data Sets Information.
Balanced Data Sets Attributes Instances Classes
appendicitis 7 106 2
bands 19 539 2
bupa 6 345 2
cleveland 13 303 5
ecoli 7 336 8
glass 9 214 7
ionosphere 33 351 2
iris 4 150 3
madelon 500 2600 2
magic 10 19020
movement 90 360 15
pima 8 768 2
segment 19 2310 7
shuttle 9 58000
sonar 60 208 2
spectfheart 44 267 2
vehicle 18 846 4
vowel 13 990 11
wdbc 30 569 2
wine 13 178 3
winequality-white 11 4898 11
yeast 8 1484 10
Unbalanced Data Sets Attributes Instances I. Ratio
abalone19 8 4174 129.4
abalone9-18 8 731 16.4
ecoli2 7 336 5.5
ecoli4 7 336 15.8
glass0 9 214 2.1
glass2 9 214 11.6
glass4 9 214 15.5
glass5 9 214 22.8
glass6 9 214 6.4
led7 7 443 11.0
page-blocks-1-3 vs 4 10 472 15.9
shuttle-c0-vs-c4 9 1829 13.9
vowel0 13 988 10.0
wisconsin 9 683 1.9
yeast-1 vs 7 7 459 14.3
yeast-2 vs 4 8 514 9.1
yeast3 8 1484 8.6
yeast4 8 1484 28.1
yeast5 8 1484 32.7
yeast-vs 7 8 693 22.1
KNN classifier in the R3 subspace using the stratified 10-
fold cross-validation procedure. The KNN has been com-
monly employed in data visualization research [3,53]. The
motivation is due to its distance-based classification behav-
ior that fits the formulas from visualization measures in a
natural way, which are also based on distance-based cluster-
ing properties. Specifically, a value of k = 3 was employed
because it obtained the best results in the majority of data
sets with low deviation. The algorithms run for the compar-
ison are the following:
1. KSR: Kernel spectral regression [10].
Parameters: regulation parameter 0.01, Tikhonov regu-
larization, Gaussian kernel.
2. LDA: Linear discriminant analysis [27].
Parameters: number of components 3.
3. LSDA: Locality sensitive discriminant analysis [11].
Parameters: Gaussian kernel, beta 0.1.
4. MDA: Multidimensional analysis [7].
Parameters: number of components 3.
5. GHA: Generalized hebbian algorithm [50].
Parameters: number of components 3, learning rate 0.01.
6. ICA: Independent component analysis [16].
Parameters: number of components 3 , alpha 1.0, toler-
ance 1.0E-4.
7. PCA: Principal component analysis [48].
Parameters: number of components 3.
8. KPCA: Kernel principal component analysis [51].
Parameters: Radial kernel, kernel gamma 1.0.
9. RP: Random projection [28].
Parameters: number of attributes 3
10. SOM: Self-organizing map [39].
Parameters: number of dimensions 3, net size 30, train
rounds 30,
learning rate 0.8-0.01, adaption radius 10.0-1.0.
11. MMGP: Multi-dimensional Feature Extraction using
Multi-objective Genetic Programming [59].
Parameters: number of dimensions 3, population size 200,
max depth 50, subtree preservation prob 0.2.
Finally, MOGPFEV has been implemented in the JCLEC
software [12] and its main parameters are shown in Table 2.
The parameter values were obtained through a sensitivity
analysis on a subset of data sets. The maximum tree depth
was set to 50 to allow generating complex feature extraction
transformations for those more difficult data sets with higher
number of features. Moreover, MOGPFEV was run 10 times
for each fold and the average results for 100 executions are
shown.




Number of generations 250
Maximum tree depth 50
Crossover operator One-point subtree crossover
Crossover probability 0.9
Mutation operator Subtree mutation
Mutation probability 0.1
Functions { + , - , * , / , power , log }
Cross-validation 10 times 10-fold CV (total 100 runs)
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5 Results
This section presents and discusses the experimental results.
First, the classification and visualization results for balanced
data sets are compared. Second, the results for imbalanced
data sets are compared. Third, an overall comparison to de-
termine the optimal trade-offs for all the measures and al-
gorithms is performed. Fourth, the convergence of the evo-
lutionary algorithm is analyzed. Finally, the visualization of
the data transformations in the 3D subspace is discussed and
examples are provided.
In order to evaluate whether there are statistically sig-
nificant differences in the performance of the algorithms,
the Wilcoxon rank-sum non-parametric statistical test [55]
is used to validate pairwise comparisons among the algo-
rithms [29,31].
5.1 Balanced Data Sets
Table 3 shows the classification performance in terms of
the accuracy, AUC and kappa results for balanced data sets,
which are to be maximized. Results reported are the mean
values from the 10 runs of the 10-fold cross-validation test
for the data sets (rows) and methods (columns). The first col-
umn represents the results over the original high-dimensional
data, whereas the rest of the columns show the results for the
different methods. The two bottom rows show the average
values and ranks of the algorithms. Ranks are based on the
Friedman’s M statistic [29]. The rank rij of an algorithm i
on a data set j is the sorted index of the results of the algo-
rithm i as compared with the rest of the algorithms for the
data set j. Finally, the rank ri of the algorithm is calculated
as the mean of the ranks for all data sets.
Table 3 results indicate that MOGPFEV obtains the best
accuracy on 13 data sets, the best AUC on 11, and the best
Kappa on 12 data sets. KSR obtains the second best results,
followed by MMGP, but their ranks are significantly dis-
tanced from MOGPFEV. On the other hand, Kernel PCA
achieves the worst results among all the algorithms, with
average and rank values significantly worse.
Table 4 shows the results for the visualization measures
in terms of the C-Index, Davies-Boulding, and Dunn’s index
for balanced data sets. KSR obtains the best mean and rank
results for visualization but they are very close to MOGPFEV.
Ranks differences between these algorithms on visualization
measures are not significant. This is very important because
it means that metrics evaluating visualization report simi-
lar results, whereas rank differences in classification per-
formance are much more significant. In other words, pair-
wise differences between MOGPFEV and KSR are small
in terms of visualization performance but are significantly
larger when referring classification. Therefore, when consid-
ering a trade-off among the metrics for the two algorithms,
MOGPFEV is preferred, as also later discussed. On the other
hand, Kernel PCA and Self Organizing Maps are shown to
achieve the worst results.
5.2 Imbalanced Data Sets
Previous section evaluated classification and visualization
performance on balanced data sets. However, the true chal-
lenge and difficulty happen on imbalanced data, where data
distribution skews significantly affect the performance of al-
gorithms.
Table 5 shows the AUC and kappa results for imbal-
anced data sets. Accuracy is not considered since it is an
unreliable metric for imbalanced data. The number of data
sets in which MOGPFEV achieves best results (14 of 20)
is increased when compared to balanced data sets. Morever,
the ranks are improved, obtaining larger differences when
compared to the other algorithms. Therefore, MOGPFEV
also achieves good performance on imbalanced data sets,
whereas other methods such as KSR are shown to decrease
performance on such type of data. On the other hand, and
similarly to balanced data, Kernel PCA obtains the worst re-
sults.
Table 6 shows the C-Index, Davies-Boulding, and Dunn’s
results for imbalanced data sets. In this scenario, it is shown
that visualization measures are significantly better for the
proposal MOGPFEV, outperforming the results of KSR and
MMGP. In comparison with the balanced data experiment,
where MOGPFEV and KSR obtained similar results but in
favor of KSR, results on imbalanced data are clearly in favour
for MOGPFEV.
5.3 Statistical Analysis and Overall Comparison
To evaluate whether there are significant differences in the
results of the algorithms, the Friedman test is performed.
This non-parametric test is applied to rank the algorithms
over the data sets according to the χ2 distribution. The re-
sults of the test when applied to the performance results,
indicate significant differences in the performance of algo-
rithms with p-values lower than 0.05, i.e., having a statis-
tical confidence higher than 95%. Thereby, we apply the
Wilcoxon test to evaluate where there exists such differ-
ences. The Wilcoxon test is a pairwise non-parametric test
that detects significant differences between the performance
of two algorithms. It computes two sums of ranks, R+ and
R− depending on the difference between two algorithms. If
the results of the minimal of both rankings is below a cer-
tain critical value for a level of significance α, then the algo-
rithms are significantly different. The use of the Wilcoxon
test is recommended for pairwise comparisons in classifica-
tion and evolutionary computation [19,29–31].
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Table 3 Accuracy, AUC, and Kappa Results for Balanced Data Sets.
Algorithm Original MOGPFEV KSR LDA LSDA MDA GHA ICA PCA KPCA RP SOM MMGP
Accuracy (Higher is better)
appendicitis 0.8500 0.8609 0.8509 0.8500 0.8500 0.8218 0.8509 0.8600 0.8509 0.8491 0.8591 0.7836 0.8513
bands 0.7041 0.7869 0.7235 0.6358 0.6821 0.6525 0.5731 0.5754 0.5727 0.5231 0.5345 0.7037 0.7597
bupa 0.6343 0.7187 0.6318 0.6292 0.6495 0.6381 0.5505 0.5592 0.5563 0.4986 0.5455 0.6349 0.6566
cleveland 0.5587 0.6162 0.5825 0.5461 0.5793 0.5625 0.5053 0.5392 0.5359 0.4683 0.4715 0.5220 0.6035
ecoli 0.7919 0.8102 0.7559 0.6906 0.6332 0.6846 0.6611 0.6547 0.6901 0.5091 0.7594 0.7354 0.7379
glass 0.6823 0.7167 0.4994 0.6483 0.5890 0.6019 0.6019 0.6450 0.6543 0.5690 0.5091 0.5890 0.6140
ionosphere 0.8604 0.9658 0.9602 0.8804 0.9310 0.8917 0.7976 0.8602 0.8660 0.7663 0.8318 0.8434 0.9503
iris 0.9533 0.9867 0.9467 0.9467 0.9600 0.9667 0.9533 0.9133 0.9400 0.8600 0.9667 0.8533 0.9464
madelon 0.5685 0.6685 1.0000 0.5019 0.6638 0.6815 0.5231 0.6704 0.6677 0.5000 0.4854 0.5558 0.6640
magic 0.8272 0.8376 0.8176 0.7852 0.8024 0.7556 0.7590 0.7757 0.7721 1.0000 0.6699 0.8087 0.8055
movement 0.8056 0.6972 0.7306 0.5722 0.5722 0.5722 0.4778 0.5167 0.5250 0.1528 0.5250 0.6861 0.6879
pima 0.7436 0.7487 0.7397 0.7111 0.7228 0.7149 0.7007 0.6797 0.6914 0.6433 0.6849 0.7163 0.7320
segment 0.9576 0.9762 0.9294 0.5978 0.9377 0.1429 0.8424 0.8424 0.8364 0.6017 0.8212 0.9372 0.9034
shuttle 0.9981 0.9978 0.9958 0.9937 0.9953 0.9901 0.9974 0.9978 0.9974 0.7900 0.9974 0.9921 0.9953
sonar 0.8362 0.8893 1.0000 0.8793 0.9524 0.8840 0.6731 0.7633 0.7588 0.5338 0.5874 0.8079 0.9355
spectfheart 0.7006 0.8650 0.8278 0.7873 0.8323 0.8205 0.7607 0.7605 0.7234 0.7412 0.7379 0.7226 0.8408
vehicle 0.7210 0.7032 0.7790 0.7127 0.7577 0.7647 0.5472 0.5673 0.5815 0.2777 0.4752 0.6678 0.7099
vowel 0.9788 0.9040 0.6152 0.2384 0.7030 0.4212 0.5949 0.7768 0.7859 0.3798 0.7869 0.8879 0.7854
wdbc 0.9701 0.9737 0.9719 0.9613 0.9718 0.9718 0.9051 0.9402 0.9384 0.6204 0.8506 0.9156 0.9655
wine 0.9660 1.0000 1.0000 1.0000 1.0000 1.0000 0.9163 0.9556 0.9552 0.5350 0.7876 0.8546 1.0000
winequality 0.5615 0.5506 0.5394 0.5163 0.5316 0.5163 0.4798 0.4980 0.4929 0.4708 0.4853 0.5500 0.5227
yeast 0.5357 0.5034 0.4979 0.4332 0.4670 0.4805 0.4609 0.4454 0.4441 0.3349 0.4272 0.5060 0.5056
Avg. Values 0.7821 0.8081 0.7907 0.7053 0.7629 0.7062 0.6878 0.7180 0.7198 0.5739 0.6727 0.7397 0.7806
Avg. Ranks 4.4773 2.0909 4.4091 7.7955 5.6364 6.7500 9.4318 8.0455 8.4318 11.8636 9.7273 7.6591 4.6818
AUC (Higher is better)
appendicitis 0.7514 0.7194 0.7431 0.7215 0.7215 0.6854 0.7632 0.7576 0.7410 0.7618 0.7382 0.6611 0.7190
bands 0.6815 0.7626 0.6863 0.5828 0.6342 0.6095 0.5166 0.5274 0.5252 0.4696 0.4859 0.6703 0.7188
bupa 0.6299 0.7074 0.6214 0.6206 0.6357 0.6224 0.5401 0.5369 0.5401 0.4829 0.5321 0.6237 0.6612
cleveland 0.6842 0.7382 0.7327 0.6728 0.7261 0.7395 0.6595 0.7116 0.6987 0.7346 0.7126 0.7265 0.7267
ecoli 0.9612 0.9657 0.9422 0.9314 0.9169 0.9341 0.9290 0.9247 0.9325 0.8931 0.9538 0.9450 0.9372
glass 0.9487 0.9417 0.8886 0.9290 0.9214 0.9218 0.9218 0.9275 0.9305 0.9174 0.8912 0.9121 0.9385
ionosphere 0.8131 0.9569 0.9554 0.8629 0.9144 0.8770 0.7550 0.8347 0.8407 0.7562 0.8032 0.8108 0.9216
iris 0.9767 0.9933 0.9733 0.9733 0.9800 0.9833 0.9750 0.9567 0.9700 0.9300 0.9833 0.9194 0.9799
madelon 0.5685 0.6685 1.0000 0.5019 0.6638 0.6815 0.5231 0.6704 0.6677 0.5000 0.4854 0.5558 0.6641
magic 0.7904 0.8103 0.7795 0.7515 0.7683 0.7226 0.7207 0.7407 0.7374 1.0000 0.6171 0.7748 0.7619
movement 0.9851 0.9706 0.9764 0.9542 0.9542 0.9542 0.9441 0.9529 0.9538 0.9389 0.9463 0.9698 0.9352
pima 0.7037 0.7116 0.6969 0.6803 0.6903 0.6729 0.6620 0.6414 0.6513 0.5879 0.6387 0.6713 0.7089
segment 0.9925 0.9959 0.9874 0.8856 0.9888 0.8571 0.9693 0.9681 0.9669 0.8971 0.9648 0.9883 0.9717
shuttle 0.9742 0.9836 0.9562 0.9624 0.9598 0.9487 0.9694 0.9710 0.9663 0.9430 0.9615 0.9506 0.9596
sonar 0.8318 0.8884 1.0000 0.8775 0.9508 0.8838 0.6678 0.7616 0.7566 0.5000 0.5872 0.8056 0.8631
spectfheart 0.5405 0.7549 0.7333 0.6391 0.6827 0.6921 0.5996 0.6543 0.5780 0.5511 0.5302 0.5259 0.7279
vehicle 0.8804 0.8715 0.9192 0.8855 0.9079 0.9126 0.7763 0.7924 0.7986 0.5424 0.7332 0.8586 0.9255
vowel 0.9978 0.9892 0.9353 0.7618 0.9556 0.8675 0.9303 0.9705 0.9726 0.8454 0.9736 0.9876 0.9405
wdbc 0.9644 0.9721 0.9668 0.9575 0.9669 0.9658 0.8995 0.9303 0.9290 0.5866 0.8318 0.9031 0.9237
wine 0.9852 1.0000 1.0000 1.0000 1.0000 1.0000 0.9595 0.9792 0.9795 0.6575 0.8777 0.9235 1.0000
winequality 0.9383 0.9377 0.9362 0.9299 0.9342 0.9299 0.9214 0.9305 0.9278 0.9191 0.9249 0.9381 0.9317
yeast 0.9079 0.8789 0.8887 0.8807 0.8931 0.8900 0.8731 0.8869 0.8886 0.8223 0.8643 0.8974 0.8711
Avg. Values 0.8412 0.8736 0.8781 0.8165 0.8530 0.8342 0.7944 0.8194 0.8160 0.7380 0.7744 0.8191 0.8540
Avg. Ranks 4.5000 2.7500 4.6818 7.7273 5.4545 6.4091 9.4545 7.8182 8.0227 10.9091 9.9773 7.5000 5.7955
Kappa (Higher is better)
appendicitis 0.4957 0.4667 0.4714 0.4522 0.4621 0.3868 0.5148 0.5148 0.4727 0.5177 0.5018 0.3107 0.4662
bands 0.3633 0.5280 0.3826 0.1738 0.2814 0.2296 0.0337 0.0567 0.0525 -0.0638 -0.0306 0.3513 0.4702
bupa 0.2544 0.4178 0.2434 0.2416 0.2758 0.2470 0.0808 0.0749 0.0791 -0.0339 0.0651 0.2480 0.3169
cleveland 0.2523 0.3230 0.3143 0.2204 0.2901 0.2699 0.1674 0.2272 0.2259 0.0178 0.0518 0.1784 0.3003
ecoli 0.7082 0.7354 0.6547 0.5592 0.4687 0.5510 0.5209 0.5134 0.5614 0.2843 0.6641 0.6218 0.6668
glass 0.5605 0.6135 0.3032 0.5124 0.4341 0.4419 0.4419 0.5057 0.5197 0.4039 0.3016 0.4223 0.4470
ionosphere 0.6675 0.9230 0.9128 0.7353 0.8466 0.7626 0.5363 0.6869 0.7003 0.5044 0.6220 0.6450 0.9117
iris 0.9300 0.9800 0.9200 0.9200 0.9400 0.9500 0.9300 0.8700 0.9100 0.7900 0.9500 0.7800 0.9500
madelon 0.1369 0.3369 1.0000 0.0038 0.3277 0.3631 0.0462 0.3408 0.3354 0.0000 -0.0292 0.1115 0.1494
magic 0.6049 0.6351 0.5826 0.5161 0.5530 0.4533 0.4549 0.4943 0.4868 1.0000 0.2443 0.5669 0.5072
movement 0.7912 0.6749 0.7107 0.5410 0.5410 0.5410 0.4397 0.4810 0.4900 0.1019 0.4905 0.6628 0.6708
pima 0.4192 0.4332 0.4083 0.3613 0.3835 0.3539 0.3307 0.2865 0.3082 0.1823 0.2850 0.3543 0.4061
segment 0.9505 0.9722 0.9177 0.5308 0.9273 0.0000 0.8162 0.8162 0.8091 0.5354 0.7914 0.9268 0.9618
shuttle 0.9945 0.9937 0.9879 0.9819 0.9865 0.9716 0.9925 0.9937 0.9925 0.0081 0.9925 0.9772 0.9863
sonar 0.6673 0.7770 1.0000 0.7564 0.9041 0.7668 0.3373 0.5235 0.5138 0.0000 0.1733 0.6129 0.7471
spectfheart 0.0770 0.5524 0.4678 0.2986 0.4137 0.4072 0.2098 0.3090 0.1410 0.1178 0.0536 0.0595 0.5061
vehicle 0.6281 0.6042 0.7052 0.6170 0.6769 0.6863 0.3972 0.4241 0.4430 0.0405 0.3015 0.5573 0.6299
vowel 0.9767 0.8944 0.5767 0.1622 0.6733 0.3633 0.5544 0.7544 0.7644 0.3178 0.7656 0.8767 0.7492
wdbc 0.9351 0.9435 0.9393 0.9172 0.9392 0.9389 0.7973 0.8701 0.8667 0.1757 0.6744 0.8165 0.8946
wine 0.9487 1.0000 1.0000 1.0000 1.0000 1.0000 0.8740 0.9328 0.9321 0.2882 0.6797 0.7806 1.0000
winequality 0.3429 0.3261 0.3116 0.2764 0.2991 0.2764 0.2185 0.2540 0.2432 0.2126 0.2294 0.3250 0.2854
yeast 0.3987 0.3550 0.3492 0.2679 0.3124 0.3277 0.2970 0.2805 0.2793 0.1230 0.2526 0.3627 0.3374
Avg. Values 0.5956 0.6585 0.6436 0.5021 0.5880 0.5131 0.4542 0.5096 0.5058 0.2511 0.4105 0.5249 0.6073
Avg. Ranks 4.2955 2.3182 4.4091 7.9318 5.6591 6.8864 9.3182 7.8864 8.2273 11.4545 10.0455 7.7727 4.7955
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Table 4 C-Index, Davies-Bouldin, and Dunn’s Index Results for Balanced Data Sets.
Algorithm Original MOGPFEV KSR LDA LSDA MDA GHA ICA PCA KPCA RP SOM MMGP
C-Index (Lower is better)
appendicitis 0.3364 0.4812 0.2561 0.3598 0.2470 0.3853 0.3013 0.4131 0.3424 0.5380 0.3230 0.5429 0.3548
bands 0.4908 0.3672 0.3939 0.4766 0.4008 0.4811 0.4730 0.4985 0.5002 0.5030 0.4957 0.4898 0.3940
bupa 0.5089 0.4014 0.4480 0.4840 0.4787 0.5097 0.5092 0.5062 0.5085 0.5092 0.5201 0.4895 0.4201
cleveland 0.4209 0.1354 0.2061 0.2312 0.1823 0.2149 0.2598 0.3847 0.3261 0.4036 0.4798 0.4315 0.1700
ecoli 0.1868 0.1137 0.1505 0.1263 0.1707 0.1446 0.1821 0.1651 0.1644 0.4373 0.1857 0.4594 0.1799
glass 0.2689 0.1782 0.1811 0.1591 0.1439 0.2515 0.2515 0.2420 0.2507 0.4510 0.3110 0.4719 0.1857
ionosphere 0.3272 0.1567 0.0417 0.2877 0.1967 0.1840 0.4159 0.3792 0.4139 0.5668 0.3446 0.4210 0.1976
iris 0.0468 0.0000 0.0356 0.0181 0.0410 0.0428 0.1986 0.2316 0.1000 0.1676 0.0224 0.4396 0.0347
madelon 0.4869 0.4837 0.0000 0.4995 0.3795 0.4431 0.4988 0.4851 0.4837 0.4997 0.4997 0.4992 0.4899
magic 0.3759 0.2684 0.2289 0.3277 0.2992 0.2955 0.3544 0.3712 0.3848 0.0000 0.4685 0.4790 0.2805
movement 0.2866 0.1364 0.1069 0.0937 0.0920 0.0920 0.1980 0.2835 0.2826 0.0620 0.2350 0.3691 0.1484
pima 0.4496 0.3761 0.3359 0.3667 0.3510 0.3956 0.3892 0.4210 0.4156 0.5183 0.4492 0.4309 0.3840
segment 0.1749 0.0384 0.0604 0.0516 0.0464 0.0000 0.1073 0.1188 0.1013 0.3225 0.1313 0.3875 0.1518
shuttle 0.1632 0.0294 0.0349 0.0580 0.0467 0.0412 0.2464 0.2295 0.1629 0.6032 0.3462 0.4724 0.1329
sonar 0.4633 0.3267 0.0241 0.2340 0.2639 0.4274 0.4581 0.4278 0.4484 0.5096 0.4759 0.4881 0.3770
spectfheart 0.6669 0.5750 0.3107 0.4893 0.3602 0.5339 0.6229 0.6460 0.6465 0.6309 0.6340 0.5024 0.6461
vehicle 0.3400 0.2527 0.1179 0.1821 0.1766 0.1783 0.3783 0.3858 0.3852 0.4158 0.4072 0.4532 0.3818
vowel 0.3636 0.3067 0.1640 0.5449 0.1513 0.5781 0.3802 0.3471 0.3581 0.1474 0.3954 0.4533 0.3225
wdbc 0.1745 0.0545 0.0406 0.1286 0.0890 0.1544 0.1540 0.2663 0.1891 0.5252 0.2205 0.4948 0.1486
wine 0.1763 0.0114 0.0131 0.0198 0.0267 0.0218 0.1653 0.1465 0.0951 0.4210 0.2643 0.4751 0.0219
winequality 0.4293 0.3372 0.3355 0.3822 0.3690 0.3822 0.4344 0.4309 0.4277 0.4372 0.4408 0.5050 0.3936
yeast 0.2900 0.1968 0.2686 0.2040 0.2230 0.2126 0.2839 0.2703 0.2726 0.4564 0.3142 0.4768 0.2377
Avg. Values 0.3376 0.2376 0.1707 0.2602 0.2153 0.2714 0.3301 0.3477 0.3300 0.4148 0.3620 0.4651 0.2752
Avg. Ranks 9.2273 3.0227 2.5909 4.7955 3.3864 5.5227 8.1364 8.6364 8.1136 10.3182 10.0682 11.4545 5.7273
Davies-Bouldin Index (Lower is better)
appendicitis 1.5412 2.1611 0.9365 1.5527 1.3122 1.9133 1.0506 2.0747 1.5076 4.1853 1.2393 3.6241 2.4718
bands 2.8568 1.8544 1.5624 8.3976 2.2768 4.2983 11.5808 8.5783 8.8031 6.9873 10.2282 9.0085 1.7315
bupa 5.8088 2.2112 1.7238 7.9703 6.9979 5.9849 24.7047 9.4407 10.1881 19.8766 14.3660 12.0100 3.9159
cleveland 9.7509 2.9771 3.2328 4.7953 4.9802 3.7704 4.9112 7.9820 7.1330 6.1188 10.8975 8.9140 3.0070
ecoli 2.6671 1.7006 5.2657 2.4068 3.4898 3.1622 2.4513 2.9094 2.9047 3.5694 3.2481 7.1969 4.5003
glass 3.2828 1.8074 2.2780 1.5294 3.2530 3.3421 3.3421 5.0037 4.9004 3.8123 6.3051 5.4339 1.9745
ionosphere 4.0864 0.9064 0.3723 2.7314 1.1714 1.1283 1.9559 1.9599 2.4564 2.1360 2.3452 4.0683 1.6169
iris 0.7517 0.1625 0.6571 0.6506 0.8709 0.8770 1.1986 1.7488 1.0527 2.5993 0.4334 5.1770 0.6420
madelon 15.6150 3.6206 0.0566 26.8700 1.5226 3.5264 20.0013 8.3150 7.9072 2.7284 37.4453 35.1325 6.8540
magic 2.9098 1.1238 0.8727 2.1685 1.4213 1.4384 1.7664 2.7692 2.6960 0.0000 12.8663 9.8239 1.2006
movement 3.8585 2.5307 1.6741 3.3429 3.2823 3.2823 7.9126 7.1679 7.1191 Infinity 4.4297 21.4245 3.2061
pima 4.4275 2.1032 1.1372 2.3448 2.2855 2.6306 1.7173 3.0699 2.8567 4.1393 3.5720 4.9474 2.6606
segment 2.3385 1.1565 1.0371 2.7426 1.3418 Infinity 2.6068 4.2513 4.6796 3.7534 3.8992 5.7274 2.1096
shuttle 2.3892 0.6780 2.6253 1.8132 3.8219 2.3846 2.6153 2.5394 2.5642 12.4835 2.4188 4.6580 2.5524
sonar 5.6858 1.5329 0.3687 1.2257 1.4037 3.1727 2.2007 2.6753 3.1245 3.0972 4.3962 13.5245 2.9893
spectfheart 2.5476 1.5943 0.7465 2.0192 2.0579 1.7368 1.2464 2.4774 1.8378 4.2397 5.0140 7.1312 3.1157
vehicle 12.6298 2.4260 2.0243 4.0087 1.7651 1.7595 69.0200 10.5237 13.8463 19.5255 8.0510 21.7123 4.2044
vowel 11.0796 4.0385 3.8141 414.126 2.2120 325.224 30.6485 10.2767 10.6462 13.3098 13.1484 15.2452 14.0366
wdbc 0.7206 0.5007 0.4036 0.9174 0.5714 1.0427 0.6289 1.5869 1.0793 8.0061 1.0059 4.0094 0.7164
wine 1.5155 0.4074 0.4265 0.5880 0.5519 0.5804 1.6086 1.0213 0.8681 5.8600 1.2457 9.8819 0.4237
winequality 6.5613 2.6972 3.1796 3.9485 3.8511 3.9485 5.0556 8.2355 8.9029 15.8717 13.4326 8.5409 3.1003
yeast 2.9282 2.9720 3.0856 3.5222 3.4591 3.1428 4.1633 2.8400 2.9075 8.8862 3.7752 7.4070 3.0711
Avg. Values 4.8160 1.8710 1.7037 22.7124 2.4500 17.1976 9.1994 4.8840 4.9992 6.8721 7.4438 10.2090 3.1864
Avg. Ranks 7.5909 2.7273 2.9091 6.2500 4.8864 6.2955 7.7045 8.1364 8.0909 9.8636 9.3182 11.9091 5.3182
Dunn’s Index (Higher is better)
appendicitis 0.2783 0.0522 0.3293 0.2308 0.2732 0.1650 0.2741 0.2255 0.2738 0.1022 0.2501 0.1497 0.1999
bands 0.0734 0.0835 0.1765 0.0351 0.1325 0.0977 0.0262 0.0572 0.0581 0.0062 0.0395 0.0684 0.1358
bupa 0.0433 0.0896 0.0947 0.0371 0.0482 0.0424 0.0109 0.0350 0.0324 0.0189 0.0140 0.0507 0.0803
cleveland 0.0225 0.0304 0.1041 0.0684 0.0740 0.0919 0.0437 0.0406 0.0484 0.0014 0.0249 0.0497 0.0646
ecoli 0.0873 0.1597 0.0139 0.0292 0.0253 0.0319 0.0400 0.0321 0.0341 0.0667 0.0400 0.0566 0.0870
glass 0.0282 0.0567 0.0400 0.0913 0.0159 0.0312 0.0312 0.0131 0.0155 Infinity 0.0164 0.0769 0.0504
ionosphere 0.1430 0.5219 0.7054 0.0599 0.2400 0.3057 0.1883 0.2225 0.1925 0.0664 0.1498 0.1404 0.5886
iris 0.4238 0.8685 0.4305 0.6123 0.4474 0.4324 0.2340 0.2122 0.2947 0.1240 0.7192 0.0993 0.6316
madelon 0.0542 0.0107 4.4856 0.0119 0.1737 0.1038 0.0068 0.0550 0.0555 0.0009 0.0111 0.0171 0.3176
magic 0.1438 0.2276 0.2688 0.0721 0.1506 0.1608 0.1140 0.1336 0.1566 Infinity 0.0212 0.0557 0.2159
movement 0.0690 0.0777 0.1115 0.0284 0.0292 0.0292 0.0153 0.0208 0.0219 0.0000 0.0354 0.0047 0.0530
pima 0.0522 0.1206 0.2056 0.1762 0.1175 0.1190 0.1522 0.1103 0.1191 0.0548 0.0934 0.1169 0.1132
segment 0.0301 0.0880 0.1470 0.0059 0.0668 Infinity 0.0140 0.0061 0.0068 0.0422 0.0356 0.0776 0.0827
shuttle 0.0672 0.0719 0.0593 0.0121 0.0128 0.0139 0.0393 0.0561 0.0718 0.0054 0.0506 0.0672 0.0650
sonar 0.1261 0.1889 0.9504 0.3664 0.2132 0.1197 0.1353 0.1840 0.1684 0.0117 0.1158 0.0447 0.1424
spectfheart 0.1630 0.2636 0.3897 0.1914 0.1357 0.1412 0.1599 0.0946 0.1427 0.0163 0.0536 0.0835 0.2413
vehicle 0.0208 0.0305 0.1128 0.0636 0.1622 0.1727 0.0034 0.0117 0.0142 0.0052 0.0313 0.0155 0.0706
vowel 0.0424 0.1025 0.0510 0.0009 0.1280 0.0007 0.0038 0.0161 0.0174 0.0025 0.0357 0.0224 0.0777
wdbc 0.2320 0.6475 0.6241 0.2433 0.1959 0.1867 0.3556 0.1554 0.2637 0.0060 0.2600 0.1346 0.6389
wine 0.1106 1.0577 0.8033 0.6930 0.5685 0.7963 0.1125 0.2329 0.3285 0.0282 0.2055 0.0494 0.8922
winequality Infinity Infinity Infinity Infinity Infinity Infinity Infinity Infinity Infinity Infinity Infinity Infinity Infinity
yeast 0.0657 0.0864 0.0482 0.0138 0.0212 0.0233 0.0231 0.0374 0.0369 0.0260 0.0551 0.0332 0.0496
Avg. Values 0.1035 0.2198 0.4614 0.1383 0.1469 0.1393 0.0902 0.0887 0.1070 0.0266 0.1026 0.0643 0.2181
Avg. Ranks 6.9773 4.0000 3.2273 7.7273 6.2955 6.6364 8.7273 8.8636 7.2727 10.3636 8.2500 8.4773 4.1818
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Table 5 AUC and Kappa Results for Imbalanced Data Sets.
Algorithm Original MOGPFEV KSR LDA LSDA MDA GHA ICA PCA KPCA RP SOM MMGP
AUC (Higher is better)
abalone19 0.5000 0.5143 0.4999 0.4998 0.4996 0.4999 0.5000 0.4999 0.4998 0.4998 0.4998 0.4995 0.4665
abalone9-18 0.5950 0.8047 0.7066 0.7435 0.6844 0.7102 0.5325 0.5268 0.5149 0.5822 0.5621 0.6086 0.7190
ecoli2 0.9331 0.9531 0.8683 0.8697 0.8632 0.9167 0.8935 0.8092 0.8318 0.5876 0.8347 0.8436 0.8443
ecoli4 0.8984 0.9500 0.9484 0.9250 0.8734 0.8968 0.7437 0.6655 0.7155 0.6389 0.6623 0.7702 0.9172
glass0 0.7820 0.9047 0.6924 0.6890 0.7069 0.7315 0.6959 0.7671 0.7562 0.7091 0.6252 0.7059 0.7763
glass2 0.5816 0.7450 0.6006 0.5824 0.6258 0.6382 0.5533 0.5156 0.5206 0.5822 0.5124 0.6174 0.6224
glass4 0.8185 0.9975 0.7326 0.7876 0.7493 0.8401 0.4927 0.6400 0.5992 0.7159 0.5659 0.7617 0.8616
glass5 0.7902 0.7427 0.5951 0.6927 0.7476 0.6951 0.6378 0.7378 0.6378 0.4780 0.6951 0.7451 0.6374
glass6 0.8413 0.9667 0.9032 0.9086 0.9086 0.9086 0.8805 0.9086 0.9113 0.7042 0.7111 0.8771 0.8673
led7 0.9092 0.8788 0.9092 0.8795 0.8372 0.8937 0.8446 0.8460 0.8460 0.8259 0.8814 0.8383 0.8327
page-blocks-4 0.9633 0.9777 0.8977 0.9088 0.9955 0.9566 0.8965 0.9033 0.9411 0.7732 0.7577 0.7777 0.8638
shuttle-0-4 0.9958 1.0000 0.9958 1.0000 0.9958 1.0000 0.9958 0.9958 1.0000 0.9721 0.9958 0.9872 0.9966
vowel0 1.0000 0.9833 0.9822 0.8811 1.0000 0.9372 0.8655 0.9350 0.9350 0.6855 0.8233 0.9817 0.9566
wisconsin 0.9720 0.9827 0.9674 0.9629 0.9708 0.9664 0.9643 0.9594 0.9613 0.9270 0.9600 0.9462 0.9373
yeast-1 vs 7 0.6275 0.7775 0.6039 0.6252 0.6608 0.6252 0.5550 0.5620 0.5442 0.4953 0.6620 0.5729 0.6499
yeast-2 vs 4 0.7915 0.8563 0.8330 0.8363 0.8273 0.8173 0.7247 0.8129 0.8241 0.5454 0.7161 0.8118 0.8280
yeast3 0.8309 0.8578 0.8378 0.8223 0.7992 0.8457 0.6628 0.6762 0.6739 0.5552 0.7435 0.8146 0.8065
yeast4 0.6133 0.6222 0.6040 0.6615 0.5633 0.5946 0.5048 0.5644 0.5648 0.5165 0.5165 0.6220 0.5913
yeast5 0.8378 0.8319 0.7052 0.7424 0.6844 0.8455 0.7208 0.7128 0.7115 0.4976 0.5938 0.7802 0.7148
yeast-vs 7 0.5273 0.6644 0.5121 0.4947 0.4985 0.4985 0.5152 0.5121 0.5106 0.4970 0.5129 0.4955 0.5416
Avg. Values 0.7904 0.8506 0.7698 0.7756 0.7746 0.7909 0.7090 0.7275 0.7250 0.6394 0.6916 0.7529 0.7716
Avg. Ranks 4.4500 1.7750 6.1750 5.9000 6.3500 4.6750 8.8750 8.4250 8.3250 11.6000 9.7500 8.0000 6.7000
Kappa (Higher is better)
abalone19 0.0000 0.0497 -0.0004 -0.0008 -0.0012 -0.0004 0.0000 -0.0004 -0.0007 -0.0008 -0.0007 -0.0016 0.0246
abalone9-18 0.2661 0.6915 0.4798 0.5489 0.4312 0.5168 0.1049 0.0776 0.0427 0.2097 0.1672 0.2746 0.5420
ecoli2 0.8626 0.8889 0.6914 0.7455 0.7497 0.8486 0.7704 0.6137 0.6711 0.1983 0.6487 0.6856 0.7706
ecoli4 0.8473 0.9398 0.9167 0.9005 0.8172 0.8291 0.5606 0.3674 0.4768 0.3336 0.3662 0.6202 0.9048
glass0 0.5377 0.8092 0.3899 0.3778 0.4101 0.4621 0.3928 0.5208 0.5117 0.4260 0.2512 0.4249 0.5747
glass2 0.2088 0.5499 0.1545 0.1350 0.2352 0.2282 0.1599 0.0150 0.0647 0.1820 0.0452 0.2530 0.3400
glass4 0.5875 0.9576 0.4099 0.4962 0.4499 0.6533 -0.0118 0.3634 0.2472 0.4492 0.1212 0.6018 0.4742
glass5 0.6154 0.4526 0.2199 0.3353 0.5575 0.4526 0.2113 0.4568 0.2778 -0.0397 0.3871 0.4887 0.3226
glass6 0.7559 0.9550 0.8057 0.8377 0.8357 0.8357 0.7540 0.8358 0.8538 0.4229 0.4606 0.7566 0.8164
led7 0.8097 0.7371 0.8097 0.7534 0.6905 0.7783 0.6407 0.6789 0.6789 0.6829 0.6742 0.6724 0.7076
page-blocks-4 0.9574 0.9412 0.7936 0.8278 0.9334 0.8556 0.7453 0.8313 0.9012 0.6210 0.5872 0.6467 0.8269
shuttle-0-4 0.9955 1.0000 0.9955 1.0000 0.9955 1.0000 0.9955 0.9955 1.0000 0.9276 0.9955 0.9783 0.9464
vowel0 1.0000 0.9812 0.9693 0.7863 1.0000 0.8614 0.7758 0.8872 0.8872 0.3795 0.7306 0.9630 0.9396
wisconsin 0.9422 0.9615 0.9267 0.9172 0.9360 0.9265 0.9233 0.9194 0.9198 0.8368 0.9138 0.8882 0.9027
yeast-1 vs 7 0.3348 0.6272 0.2623 0.3234 0.4110 0.3020 0.1451 0.1751 0.1253 -0.0143 0.4281 0.1768 0.4210
yeast-2 vs 4 0.6984 0.7526 0.7011 0.7343 0.7291 0.7145 0.5274 0.6728 0.7019 0.1151 0.5177 0.6624 0.7158
yeast3 0.7096 0.7312 0.6916 0.6675 0.6400 0.7124 0.3813 0.3908 0.3888 0.1386 0.5486 0.6839 0.6552
yeast4 0.2978 0.2969 0.2795 0.3984 0.1794 0.2531 0.0084 0.1740 0.1761 0.0545 0.0521 0.3070 0.2756
yeast5 0.7302 0.6261 0.4136 0.4989 0.4048 0.6379 0.4414 0.4925 0.5004 -0.0081 0.2313 0.5983 0.4875
yeast-vs 7 0.0823 0.4438 0.0304 -0.0154 -0.0050 -0.0050 0.0503 0.0432 0.0326 -0.0094 0.0382 -0.0128 0.1333
Avg. Values 0.6120 0.7196 0.5470 0.5634 0.5700 0.5931 0.4288 0.4755 0.4729 0.2953 0.4082 0.5334 0.5891
Avg. Ranks 3.9500 1.9000 6.8500 6.4000 6.2000 5.0000 9.5000 8.2750 8.0500 11.3250 10.2000 7.8000 5.5500
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Table 6 C-Index, Davies-Bouldin, and Dunn’s Results for Imbalanced Data Sets.
Algorithm Original MOGPFEV KSR LDA LSDA MDA GHA ICA PCA KPCA RP SOM MMGP
C-Index (Lower is better)
abalone19 0.7053 0.0000 0.6521 0.6643 0.6510 0.7062 0.7055 0.7439 0.7148 0.6327 0.6988 0.5735 0.6277
abalone9-18 0.5408 0.0000 0.2055 0.2716 0.2719 0.6034 0.5657 0.4846 0.5478 0.6083 0.5452 0.4262 0.3070
ecoli2 0.4511 0.2223 0.1724 0.3465 0.2666 0.3806 0.5805 0.4233 0.4522 0.5238 0.6036 0.4208 0.2335
ecoli4 0.3974 0.0000 0.0776 0.1958 0.2557 0.3039 0.5161 0.4995 0.5014 0.6809 0.6528 0.3567 0.1404
glass0 0.5625 0.5145 0.4585 0.5046 0.5058 0.5668 0.5628 0.5662 0.5594 0.4218 0.5944 0.4610 0.5510
glass2 0.7050 0.5549 0.5522 0.5171 0.5165 0.7298 0.7005 0.7168 0.7133 0.5822 0.7134 0.5272 0.5725
glass4 0.3313 0.1133 0.1771 0.4215 0.2747 0.3320 0.5333 0.4024 0.4192 0.6611 0.3958 0.5252 0.1459
glass5 0.5453 0.0000 0.2893 0.5162 0.4557 0.5881 0.7054 0.5892 0.5962 0.6171 0.5576 0.5078 0.3443
glass6 0.2981 0.0472 0.0745 0.1232 0.0726 0.3687 0.2915 0.2924 0.2761 0.5448 0.5828 0.4548 0.0620
led7 0.2528 0.0000 0.1502 0.2354 0.2200 0.2149 0.3537 0.3481 0.2916 0.5095 0.3578 0.4497 0.1784
page-blocks-4 0.5239 0.0000 0.1280 0.2932 0.2498 0.2895 0.3870 0.3789 0.3701 0.6734 0.4380 0.4506 0.1660
shuttle-0-4 0.1972 0.0000 0.0002 0.0000 0.0074 0.0162 0.1447 0.0196 0.0115 0.3797 0.3787 0.4427 0.0153
vowel0 0.5180 0.1145 0.0334 0.3355 0.1230 0.4260 0.5365 0.2819 0.2966 0.8443 0.5306 0.5269 0.1741
wisconsin 0.0553 0.0363 0.0261 0.0648 0.0433 0.0382 0.0473 0.1591 0.0622 0.3510 0.0798 0.3392 0.0371
yeast-1 vs 7 0.5388 0.3229 0.4011 0.4634 0.3855 0.4324 0.5476 0.5998 0.5794 0.5305 0.4844 0.4688 0.3891
yeast-2 vs 4 0.3303 0.1125 0.1566 0.2968 0.2572 0.2922 0.3931 0.4348 0.3990 0.6220 0.4208 0.4435 0.1414
yeast3 0.5728 0.2214 0.2063 0.3424 0.3508 0.4096 0.6128 0.6382 0.6344 0.6272 0.5186 0.3792 0.2386
yeast4 0.5175 0.0000 0.3709 0.5603 0.4993 0.4175 0.5972 0.6455 0.6005 0.7149 0.5601 0.4973 0.3966
yeast5 0.4186 0.0000 0.1772 0.3314 0.2749 0.2760 0.5025 0.5644 0.4921 0.7303 0.5438 0.4364 0.1907
yeast-vs 7 0.6483 0.5815 0.5723 0.6814 0.5321 0.6120 0.6508 0.6384 0.6228 0.5493 0.6568 0.4937 0.6788
Avg. Values 0.4555 0.1421 0.2441 0.3583 0.3107 0.4002 0.4967 0.4714 0.4570 0.5902 0.5157 0.4591 0.2795
Avg. Ranks 8.3500 1.8750 2.5500 5.9750 3.9500 7.2500 9.9500 9.8000 9.0000 10.6000 10.1500 7.6000 3.9500
Davies-Bouldin Index (Lower is better)
abalone19 2.2554 0.0000 0.9876 2.0267 2.3029 2.7478 2.0107 3.2488 2.1697 3.1487 1.9298 9.9434 1.5077
abalone9-18 1.9954 0.0000 0.7882 1.3556 1.3111 3.2307 1.8963 2.1371 1.9551 2.7316 1.6432 4.2405 1.3941
ecoli2 1.7762 0.7190 0.6404 0.9888 1.0652 1.3913 2.3411 1.1973 1.3825 2.7122 2.0222 5.7737 1.6878
ecoli4 1.3693 0.0000 0.4163 0.7450 0.8075 0.9148 1.1758 1.1937 1.3014 2.0276 1.5986 3.9057 1.2200
glass0 2.4441 1.5323 1.0674 2.0904 4.5022 3.5115 3.1744 2.4819 2.4357 6.1717 5.5887 7.6177 1.2865
glass2 2.8576 1.4813 0.8783 2.6832 2.4748 4.1056 4.6206 3.7516 3.6904 6.1128 4.8903 10.5380 1.2256
glass4 1.8035 0.6585 0.6790 1.4228 1.8854 1.5128 2.9367 1.9902 2.1864 1.6467 3.1736 2.0009 0.6681
glass5 1.9111 0.0000 0.6752 1.2092 1.7171 1.7182 1.8954 1.6765 1.9118 1.8412 1.5212 2.9780 1.3517
glass6 1.1281 0.2901 0.3635 0.7018 0.7421 0.9898 1.1807 0.9026 0.8518 2.7800 8.9340 4.3092 0.3294
led7 1.3833 0.0000 0.3843 1.0082 0.9563 0.9626 0.8071 1.2643 1.0586 1.6273 1.5327 3.4907 0.8978
page-blocks-4 1.2765 0.0000 0.7594 1.2261 1.4965 1.5592 1.4123 1.5953 1.3800 2.4154 2.8841 8.3396 1.3892
shuttle-0-4 1.5583 0.0000 0.1101 0.2924 0.2473 0.8714 0.7079 0.8679 0.8185 0.9721 0.9821 3.1724 0.5561
vowel0 3.6861 0.6761 0.3080 3.4815 1.6791 3.8440 4.3285 1.9665 2.1306 3.7444 6.7071 4.7433 0.9508
wisconsin 0.7960 0.3950 0.2301 0.7211 0.4795 0.4997 0.3854 1.3888 0.6073 0.8744 0.5679 2.2923 0.7219
yeast-1 vs 7 2.8310 1.6015 1.0153 1.9958 2.1960 2.0019 6.7876 2.4553 2.2917 26.1674 3.0078 4.6312 1.6225
yeast-2 vs 4 1.4523 1.1284 0.6194 1.1483 1.0285 1.1075 1.2856 1.2061 1.1026 1.5927 1.5694 2.2489 1.9154
yeast3 2.4775 0.6474 0.5862 1.1163 1.3544 1.5419 2.5990 2.1148 2.2710 4.9763 1.5478 3.3219 1.6375
yeast4 1.8334 0.0000 0.8081 1.4722 1.4233 1.4448 1.9297 1.6374 1.4712 2.3581 1.7932 2.6704 1.3960
yeast5 1.0145 0.0000 0.4216 0.9488 0.7621 0.6701 0.8622 0.8831 0.7794 5.4913 1.2872 3.0523 0.4146
yeast-vs 7 4.1877 2.6958 1.5888 2.8877 3.7910 2.3963 9.1324 3.9959 3.7353 4.5288 3.6757 8.5801 2.7258
Avg. Values 2.0019 0.5913 0.6664 1.4761 1.6111 1.8511 2.5735 1.8978 1.7765 4.1960 2.8428 4.8925 1.2449
Avg. Ranks 8.8500 1.8000 1.7000 4.9500 5.3500 6.8500 8.5000 8.1500 7.1000 11.1000 9.4500 12.5000 4.7000
Dunn’s Index (Higher is better)
abalone19 0.1166 Infinity 0.1189 0.0666 0.0739 0.0742 0.1063 0.0159 0.0651 0.1483 0.1201 0.0513 0.0900
abalone9-18 0.1459 Infinity 0.2437 0.1783 0.1963 0.0729 0.1467 0.1102 0.1544 0.1368 0.1730 0.1545 0.2038
ecoli2 0.2503 0.2601 0.4372 0.1753 0.2788 0.3197 0.1098 0.1121 0.1108 0.1501 0.0833 0.1134 0.2303
ecoli4 0.3202 Infinity 0.6802 0.5260 0.4266 0.3761 0.2514 0.1166 0.1205 0.1400 0.1132 0.1822 0.5790
glass0 0.1178 0.2479 0.2746 0.1340 0.0508 0.0436 0.0774 0.0788 0.0977 0.0891 0.0356 0.0853 0.1881
glass2 0.0868 0.2762 0.1838 0.1029 0.1325 0.0410 0.0491 0.0508 0.0594 0.0744 0.0391 0.0571 0.2403
glass4 0.2294 0.7554 0.4584 0.2901 0.2197 0.2765 0.1123 0.1807 0.1726 0.1672 0.1094 0.2391 0.3507
glass5 0.1803 Infinity 0.3384 0.2355 0.2105 0.1289 0.1142 0.1646 0.1440 0.1887 0.1567 0.1895 0.2641
glass6 0.2585 0.9014 0.6229 0.4541 0.4323 0.1553 0.2399 0.2077 0.2588 0.1605 0.0253 0.1483 0.5030
led7 0.5042 Infinity 0.7089 0.4191 0.4238 0.4221 0.4190 0.3795 0.4824 0.2679 0.3161 0.1674 0.5199
page-blocks-4 0.1653 Infinity 0.4503 0.2627 0.2486 0.2689 0.2589 0.2545 0.2639 0.1280 0.1462 0.0733 0.3510
shuttle-0-4 0.0180 Infinity 0.9107 1.2340 0.2001 0.2037 0.1698 0.1239 0.1138 0.4501 0.2472 0.1795 0.9115
vowel0 0.1706 0.6940 0.8696 0.2373 0.2858 0.2138 0.0939 0.2684 0.2541 0.0123 0.0843 0.1196 0.5206
wisconsin 0.5734 0.7553 0.8761 0.4395 0.6459 0.7059 0.5192 0.2186 0.4984 0.4074 0.4506 0.2405 0.6235
yeast-1 vs 7 0.1525 0.2618 0.3192 0.1385 0.1658 0.1743 0.0320 0.0830 0.0969 0.0165 0.1293 0.1293 0.2259
yeast-2 vs 4 0.2480 0.3105 0.4262 0.3055 0.2887 0.2359 0.1678 0.0897 0.1210 0.1019 0.1931 0.2446 0.3090
yeast3 0.1312 0.2687 0.2720 0.2066 0.2071 0.1577 0.0710 0.0735 0.0772 0.0659 0.1600 0.1873 0.2297
yeast4 0.1971 Infinity 0.2716 0.1578 0.1960 0.2108 0.1042 0.1091 0.1366 0.1237 0.1603 0.1937 0.2994
yeast5 0.3065 Infinity 0.5074 0.2818 0.3606 0.3262 0.1919 0.1765 0.2210 0.0436 0.1968 0.1910 0.3744
yeast-vs 7 0.0973 0.0574 0.1398 0.0880 0.0854 0.0974 0.0240 0.0605 0.0714 0.0896 0.0842 0.0717 0.0373
Avg. Values 0.2135 Infinity 0.4555 0.2967 0.2565 0.2252 0.1629 0.1437 0.1760 0.1481 0.1512 0.1509 0.3526
Avg. Ranks 6.8500 1.9500 1.9000 5.8500 5.7500 7.0500 10.1500 10.4500 8.8000 9.6000 9.7250 9.1250 3.8000
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Table 7 shows the results of the Wilcoxon rank-sum test
to compute pairwise comparisons between MOGPFEV and
the other methods. Results indicate the p-values of the sta-
tistical test. Bolded results show significant differences in
the results of the algorithms with p-values lower than 0.05,
i.e., significance levels higher than 95%. MOGPFEV ob-
tains statistically significant better results than the major-
ity of algorithms, both on balanced and imbalanced data.
KSR results on balanced data sets are statistically similar
than those from MOGPFEV. However, their performance on
imbalanced data is significantly different and MOGPFEV
achieves best statistical confidences.
These results show the intrinsic multi-objective conflict-
ing behavior of classification and visualization measures.
Therefore, it is necessary to compute some overall results
which show an overview and trade-off of the results from
the six measures evaluated. Table 8 collects the ranks the
algorithms for the different measures and data types consid-
ered. Therefore, the average rank and the meta-rank of the
algorithms (the rank of the ranks) are computed and shown
in the two bottom rows. MOGPFEV is shown to achieve
the best average rank and the best meta-rank, followed dis-
tantly by KSR, which achieves the second best results, and
MMGP, third best. This proves the best overall performance
of MOGPFEV. On the other hand, Kernel PCA and Random
Projection obtain the worst results.
5.4 Convergence analysis and Pareto front distribution
MOGPFEV is a multi-objective genetic programming algo-
rithm. Therefore, it is also necessary to analyze the fitness
evolution of the solutions along generations in order to ob-
serve improvements in the multiple quality measures. Ta-
ble 9 shows the results of MOGPFEV on the segment data
set, as a sample of the 42 data sets, along generations of
the experiment run. Results at generation 0 show the clas-
sification and visualization measures using the initial popu-
lation. Results quickly improve in early generations as the
algorithm iterates to find better solutions using the genetic
programming operators. The process converge to a stable
solution which attempts to optimize and achieve a trade-off
among all the objectives.
It is also interesting to analyze the distribution of the
individuals in the Pareto front to see whether classification
and visualization are conflicting objectives. Figure 6 shows
the Pareto distribution on the segment data set by comparing
the accuracy with each of the three visualization metrics. As
observed, most of the individuals achieve high accuracy and
they are distributed along the domain of the visualization
metrics. There are also few individuals which obtain very
good visualization values but their accuracy are significantly
worse and unacceptable for classification.
Similarly, Table 10 shows the six best solutions for each
objective on the segment data set, in order to analyze and
compare how different are best solutions for individual ob-
jectives. It is observed that solutions #2 and #4 score best in
3 objectives. Comparing these two solutions, it is observed
that #4 achieves better C-Index and Dunn values than #2,
then this solution is preferred and selected.
5.5 Visualization results
3D transformations are difficult to represent in this docu-
ment. Therefore, user interactive 3D browsing of data sets
transformations and projections is available at the website
http://www.uco.es/grupos/kdis/wiki/MOGPFEV
The reader is referred to this link to visualize data transfor-
mations for all the algorithms and data sets. Figure 7 shows
a sample of the visualization of the segment data set (14
attributes) transformed into 3 dimensions, using 2D projec-
tions partial views. Figure 8 shows the 3D representation as
available in the website, the user can interactively rotate the
data visualization to see the accurate discrimination on the
subspace of features.
MOGPFEV and KSR demonstrated best performance on
the experimental study and both show an insteresting behav-
ior when visualizing the data sets projections. For some data
sets, these methods find more optimum transformations on
1D and 2D instead of the allowed 3D subspace. Specifically,
MOGPFEV identifies four data sets in which the 2D pro-
jection is preferred rather than the 3D (abalone19, glass4,
shuttle-0-4, and wisconsin). On the other hand, KSR makes
3D projections for 9 data sets, 2D projections for 2 data sets,
and 1D projections for 29 data sets. According to equations
for visualization measures in Section 3.4, inter-class dis-
tances are to be maximized and intra-class distances are to
be minimized. In other words, distances between instances
from the same class are desired to minimize in the new sub-
space, whereas distances between instances from different
classes are desired to be maximized. This improves the dis-
criminability between classes in the new features space. How-
ever, distances on 2D spaces are a priori shorter than on
3D spaces. Thus, given equally accurate classifications, 2D
spaces may gather instances closer, and therefore visualiza-
tion measures are valued better.
This behavior is feasible for MOGPFEV since the context-
free grammar used for individual representation allows that
a dimension can be a constant value, or indirectly, the result
of the mathematical expression can be also a constant value.
In such scenarios, the algorithm selected the solutions with
2D projections rather than the 3D projections because their
fitness values (measures of the six objectives to evaluate)
were strictly better. Nevertheless, the grammar can be easily
edited by the user to change or remove this behavior, de-
pending on the desired projections. This provides high flexi-
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Table 7 Wilcoxon Test Results.
MOGPFEV vs Original KSR LDA LSDA MDA GHA ICA PCA KPCA RP SOM MMGP
Balanced Data Sets
Accuracy 0.0301 0.0707 7.40E-5 0.0025 5.09E-4 3.50E-5 7.42E-5 3.70E-5 1.05E-4 3.70E-5 4.91E-5 0.0011
AUC 0.0276 ≥ 0.2 2.05E-4 0.0091 0.0022 1.46E-4 3.14E-4 1.66E-4 5.13E-4 8.61E-5 1.12E-4 0.0011
Kappa 0.0321 0.0763 7.43E-5 0.0015 4.47E-4 4.91E-5 8.63E-5 5.72E-5 1.46-4 5.72E-5 4.91E-5 1.99E-4
C-Index 4.02E-4 ≥ 0.2 ≥ 0.2 ≥ 0.2 0.0691 4.54E-4 8.61E-5 6.69E-4 0.0013 3.14E-4 6.53E-5 2.13E-4
Davies-Bouldin 7.50E-5 ≥ 0.2 3.14E-4 0.0441 3.55E-4 2.44E-4 5.70E-5 8.61E-5 5.70E-5 7.50E-5 3.70E-5 4.76E-6
Dunn 0.0015 ≥ 0.2 0.0238 0.1098 0.1098 0.0013 0.0019 0.0024 0.0123 7.48E-4 0.0031 1.86E-4
Imbalanced Data Sets
AUC 0.0036 6.29E-5 9.53E-5 1.67E-4 5.34E-5 1.90E-6 1.90E-6 3.81E-6 1.90E-6 3.81E-6 9.53E-6 1.90E-6
Kappa 0.0192 6.29E-5 9.53E-5 1.33E-4 1.50E-4 1.90E-6 3.81E-6 3.81E-6 1.90E-6 1.90E-6 2.67E-5 1.90E-6
C-Index 1.90E-6 0.0214 2.67E-5 4.82E-4 1.90E-6 1.90E-6 1.90E-6 1.90E-6 1.90E-5 1.90E-6 2.67E-5 1.90E-6
Davies-Bouldin 1.90E-4 ≥ 0.2 1.90E-6 5.72E-6 1.33E-5 3.81E-6 1.90E-6 3.81E-6 1.90E-6 1.90E-6 1.90E-6 1.04E-4
Dunn 5.72E-6 0.0136 5.72E-6 1.33E-5 1.33E-5 1.90E-6 3.81E-6 3.81E-6 3.81E-6 3.81E-6 3.81E-6 8.05E-5
Table 8 Meta-Rank Results (Rank of the Ranks).
Measure Original MOGPFEV KSR LDA LSDA MDA GHA ICA PCA KPCA RP SOM MMGP
Balanced Data Sets
Accuracy 4.4773 2.0909 4.4091 7.7955 5.6364 6.7500 9.4318 8.0455 8.4318 11.8636 9.7273 7.6591 4.6818
AUC 4.5000 2.7500 4.6818 7.7273 5.4545 6.4091 9.4545 7.8182 8.0227 10.9091 9.9773 7.5000 5.7955
Kappa 4.2955 2.3182 4.4091 7.9318 5.6591 6.8864 9.3182 7.8864 8.2273 11.4545 10.0455 7.7727 4.7955
C-Index 9.2273 3.0227 2.5909 4.7955 3.3864 5.5227 8.1364 8.6364 8.1136 10.3182 10.0682 11.4545 5.7273
Davies-Bouldin 7.5909 2.7273 2.9091 6.2500 4.8864 6.2955 7.7045 8.1364 8.0909 9.8636 9.3182 11.9091 5.3182
Dunn 6.9773 4.0000 3.2273 7.7273 6.2955 6.6364 8.7273 8.8636 7.2727 10.3636 8.2500 8.4773 4.1818
Imbalanced Data Sets
AUC 4.4500 1.7750 6.1750 5.9000 6.3500 4.6750 8.8750 8.4250 8.3250 11.6000 9.7500 8.0000 6.7000
Kappa 3.9500 1.9000 6.8500 6.4000 6.2000 5.0000 9.5000 8.2750 8.0500 11.3250 10.2000 7.8000 5.5500
C-Index 8.3500 1.8750 2.5500 5.9750 3.9500 7.2500 9.9500 9.8000 9.0000 10.6000 10.1500 7.6000 3.9500
Davies-Bouldin 8.8500 1.8000 1.7000 4.9500 5.3500 6.8500 8.5000 8.1500 7.1000 11.1000 9.4500 12.5000 4.7000
Dunn 6.8500 1.9500 1.9000 5.8500 5.7500 7.0500 10.1500 10.4500 8.8000 9.6000 9.7250 9.1250 3.8000
Avg. Ranks 6.3198 2.3826 3.7638 6.4820 5.3562 6.3023 9.0680 8.5897 8.1304 10.8180 9.6965 9.0725 5.0182
Meta Rank 5.2727 1.3636 2.5455 6.0000 4.3182 5.3636 10.3636 9.8182 8.6364 12.4545 11.3636 9.2727 4.4273















































Fig. 6 Distribution of individuals in the Pareto Front for the segment data set.
Fig. 7 Sample 2D visualization of segment data set.
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Table 9 Convergence results for the segment data set.
Gen. Acc. AUC Kappa C-Index D-B. Dunn T(s)
0 0.9091 0.9835 0.8939 0.1679 3.3816 0.0266 0.0
25 0.9771 0.9961 0.9732 0.0894 1.1720 0.0078 24.7
50 0.9779 0.9963 0.9742 0.0514 1.4154 0.0717 49.6
75 0.9784 0.9963 0.9747 0.0395 1.1555 0.0769 74.5
100 0.9810 0.9968 0.9778 0.0366 1.0747 0.0734 99.5
125 0.9810 0.9968 0.9778 0.0373 1.1316 0.0768 124.5
150 0.9857 0.9976 0.9833 0.0387 1.1599 0.0871 149.4
175 0.9840 0.9973 0.9813 0.0235 0.9150 0.0443 174.3
200 0.9853 0.9975 0.9828 0.0362 1.0759 0.0782 199.2
225 0.9853 0.9975 0.9828 0.0339 1.0553 0.0661 224.2
250 0.9857 0.9976 0.9833 0.0338 1.0640 0.0664 249.2
Table 10 Comparison of best solutions for the segment data set.
Solution Accuracy AUC Kappa C-Index D-B. Dunn
1 0.1429 0.8571 0.0000 0.0000 0.0000 0.4000
2 0.9771 0.9961 0.9732 0.0483 1.0832 0.1435
3 0.9411 0.9896 0.9313 0.1000 0.0000 0.4000
4 0.9771 0.9961 0.9732 0.0482 1.1158 0.1586
5 0.9649 0.9941 0.9591 0.1000 0.2892 0.4384
6 0.9597 0.9931 0.9530 0.0000 0.1064 0.1659
Fig. 8 Sample 3D visualization of segment data set.
bility to the algorithm to generate data transformations with
any number of dimensions and any type of mathematical ex-
pressions, attending to user requirements and limitations.
6 Conclusion
In this paper we introduced a Pareto-based multi-objective
genetic programming algorithm for feature extraction and
data visualization. The algorithm considered the intrinsic
multi-objective nature of this task to provide good transfor-
mations from high-dimensional data to lower-dimensional
subspaces of features. The multi-objective fitness function
was designed to consider six different classification and vi-
sualization measures as objectives of the evolutionary al-
gorithm. The NSGA-II evolutionary process conducted the
evolution of the population to obtain solutions which achieve
good Pareto front and trade-off among the quality of the
multiple conflicting objectives. Experiments carried out over
22 balanced and 20 imbalanced data sets demonstrated the
good performance of the algorithm in terms of obtaining
accurate classification and good visualization measures on
the projected subspace of new features. Experimental re-
sults show the flexible representation of the data transforma-
tion and the good performance achieved. The results were
validated using non-parametric statistical tests, which sup-
port better performance of the algorithm than other ten algo-
rithms used in comparisons. The convergence and the Pareto
front distribution among the objectives were also analyzed.
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