This paper introduces two methods of developing fuzzy rules, using decision trees, from data with continuous valued inputs and outputs. A key problem is how to deal with continuous outputs. Here output classes are created. A crisp decision tree may then be created using a set of fuzzy output classes allowing each training example to partially belong to the classes. Alternatively, a discrete set of fuzzy outputs classes can be created which include a selected group of overlaps, such as classA.75/classB.25. The training examples can then be provided to a standard decision tree learning program, such as C4.5. In both cases fuzzy rules will be extracted from the resultant decision tree. Output classes will have to be created for the case in which examples belong to discrete, but overlapping multiple classes. We discuss the tradeoffs of the two approaches to output class creation. An example of the systems performance using a discrete set of overlapping classes on the the Box-Jenkins gas furnace prediction problem and a function approximation problem are given. The learned rules are able to provide effective control and function approximation.
Introduction
Decision tree theory [20, 19, 15, 14] provides a well-understood mechanism for inducing classification rules from data. The attributes may be continuous or nominal valued, but the examples belong to discrete classes. This paper explores the use of decision trees to generate fuzzy rules that might be used in a control setting. In this case both the input attributes and the output decision are continuous [10, 11, 3] . Given a data set that describes a system state and an associated set of effective control actions, our system can be used to generate a set of fuzzy rules. These fuzzy rules will form the basis of a fuzzy controller. The rules may be further tuned or used directly.
In building a decision tree for continuous input and continuous output data there are several decisions that must be made. The first is the criteria upon which the examples will be split into subgroups at each node in the tree. There are different approaches and we use the information theoretic approach adopted by Quinlan [19] . The second issue is how to deal with continuous outputs. One possibility is to cluster them into a set of overlapping classes and use a decision tree in the usual way (i.e. assign examples to classes), which is the approach taken here.
Our initial system, called FCG (for fuzzy controller generator) [13, 8] can generate multiple input/single output process controllers from a continuous-valued data set. It extracts fuzzy rules from a decision tree created by the well known C4.5 learning system [20, 2] . FCG generates fuzzy CLIPS rules [17] . The generated rules can then be used as a fuzzy controller or a fuzzy function model and applied to real data.
There are several difficulties with FCG. One of our goals for the generation of fuzzy rules is to have a relatively small and understandable set of rules. FCG can, when applied to some domains, generate more rules than are easy to understand. Also, it would be ideal to use the decision tree generated rules without any tuning and the smoothness of the control or a fuzzy model provided by the initial rules can be improved for some domains.
In this paper a discussion of the problems and some potential remedies [9] is given. A small artificial example will be used to illustrate an improved approach. In Section 2, we describe creating decision trees when all data, including the outputs, is continuous. In Section 3, FCG is described and Section 4 discusses the areas in which the system might be improved and suggests improvements. Results from a commonly used data set, the Box-Jenkins gas furnace [5] , and a function approximation problem are used for illustration. Section 5 is a summary of the work.
Decision trees
Consider the problem of determining whether to play tennis based on the weather: (Sunny, Cloudy), Wind: (Windy, Quiet) and Temperature (0,100 o F). There are two outcomes (play, Don't Play). Since we are only interested in continuous inputs, assume the level of windiness and cloudiness are from 0 (no wind or clouds) to 10 (windy or cloudy). Given the training examples shown in Table 1 to C4.5, the decision tree in Figure 1 would be produced. The decision tree allows the classification of examples into n classes (n=2 here) by choosing an attribute whose values may split the examples up into more homogeneous groups. For continuous valued attributes a value in the data set is chosen as the "split point". When a continuous valued attribute is chosen as the attribute to partition a set of examples at a given node in the tree, the examples will be split into 2 subsets, i.e. a binary split is done. Weather Wind Temperature  Class  0  0  95  no play  0  0  80  play  10  10  75  no play  10  4  65  play  10  10  100  no play  10  10  80  play The attribute values of a continuous valued attribute are each examined as a possible attribute for splitting the example set at a node in a decision tree into subsets. The selection of a specific value is based upon the information gain ratio associated with choosing that attribute [20] . The attribute, which has the highest information gain associated with it is chosen as the attribute for splitting the examples at a node. The attribute's information gain will be that of its value in the set of examples at the node for which the information gain is highest.
In our example tree at the top level the attribute weather has only 1 possibility for a split and the information gain is 0. The temperature attribute has 4 possible choices (65, 75, 80 and 95; note every example is <= 100) with the maximum information gain of 0.459 using 80 as the split point. The temperature values 65 and 95 tie for the second best choice with information gain of .191. Table 1 .
Creating class labels
The examples from which fuzzy rules will be created have continuous valued outputs. The C4.5 decision tree algorithm requires crisp class assignments for all objects. It is necessary to partition the continuous output values into an effective set of discrete output classes. We use a modification of the approach given in [21] to create output fuzzy sets. Fuzzy c-means (FCM) clustering [6] (with m=2) is done on just the set of output values with variable numbers of clusters, denoted c in this paper. The partition validity metric [1] 
is used to determine the number of clusters c to use. The number of clusters, c, will correspond directly to the number of classes in the FCG. In (1), u ik denotes the membership of the k th feature vector in the i th class or cluster, x k is the k th feature vector, v i is the i th cluster center and x is the average vector created from the full set of feature vectors. The u ik 's and v i 's are obtained from first applying FCM (searching for c clusters) to the x k 's. Clustering begins with c 0 = I with c 1 = c 0 + 1, c 2 = c 1 + 1, . . . and ends when S(c n ) > S(c n−1 ) with c n−1 ≥ c 0 . The usual case is I = 2, but to force finer grained partitions it is possible to set I > 2 and this was done in some experiments.
From our set of one dimensional feature vectors, c n fuzzy clusters are created within FCM. They consist of cluster centers v i , 1 ≤ i ≤ c n and membership values for each x k in the clusters represented by the v i 's, which are contained in u ik . It is possible to create c n triangular fuzzy sets with each set centered at one of the cluster centers v i . The spread of each symmetric fuzzy set is equal to twice the smallest distance between any 2 cluster centers. Since the clustering is one dimensional, we limit, each feature vector to membership in at most 2 classes or clusters. C4.5 requires that each training example presented to it belong to only 1 class. Therefore, our initial approach is to create 5 possible classes to which a feature vector with some membership in class A and class B may belong. If the membership of a feature vector is greater than 0.875 in A, it is assigned to class A. It belongs to class-A-B-25-75 if its membership in A is in [.125, .375), to class-A-B-50-50 if its membership in A is in [.375, .625), and to class-A-B-75-25 if its membership in A is in [.625, .875). In each of our example instances the remaining membership would be in class B. These joint classes can be directly implemented in terms of their component fuzzy sets representing class A and class B by using fuzzy truth values in fuzzy CLIPS [17] . Joint classes will be further discussed in the next section. To provide effective control at the extreme points in a domain, two boundary output sets are created [13, 8] . These sets allow defuzzification to occur to a value larger/smaller than the largest/smallest cluster center during rule firing. The boundary sets are centered at the known extremes of each attribute (the largest and smallest value the attribute can take on). A training set example, x i , that is closer to a boundary set center than a cluster center created by the FCM clustering is assigned (µ boundary (x i ) = 1) the output class of the boundary set.
An alternative approach
The same clusters created by the output of FCM can be used to create a group of output fuzzy sets. These sets can be approximated by trapezoidal fuzzy sets [21] . If the sets are created so that each output value belongs to at most 2 of them, each training example will belong to 1 or 2 output classes (the fuzzy sets). Since each training example may partially belong to one or more classes, the method of choosing an attribute value to split the examples at each node must be modified to account for the fuzzy nature of the training examples. In the next section, a discussion of how to incorporate fuzzy examples is given.
Creating fuzzy rules

FCG
After a discrete class has been created for each example, as discussed in Section 2.1, C4.5 or another decision tree creation program may be used to create a decision tree. The C4.5 program can create compact rules from its decision tree after pruning the tree, but we found them too compact for our purposes. Our system operates on the un-pruned tree obtained from C4.5.
The process of creating rules is quite simple. A complete depth first search is performed on the decision tree and every time a path reaches a leaf, a rule is created with the antecedent being the and of each of the set of tests required to reach the leaf. The class of the rule is the class of the leaf. For example there would be four rules created from the decision tree shown in Figure 1 . The first (assuming the leftmost child is expanded first in the depth first search) is:
R1: IF temperature <= 80 and wind <= 4 then Play. Creating antecedent fuzzy sets appears straightforward when the semantics of C4.5 split points are considered. For example, temperature <= 80 means that all train examples with a temperature value lower than or equal to 80 pass this test completely. All train examples with a temperature greater than or equal to the next highest value in the training set (95 in our Table 1 example) are considered to fail the test. Cases with temperature ∈ (80, 95) are not specifically addressed, but will default in C4.5 to failing the test. This suggests an open ended trapezoidal fuzzy set as shown in Figure 3a . However, experimentation showed that creating the antecedent fuzzy sets in this way gave control rules that were not sensitive to small changes. There was not enough fuzziness.
Our experiments showed that significantly smoother rule outputs could be achieved across domains if the trapezoids were modified in two ways. The point at which the closed end of the trapezoid becomes normal (height = 1) was modified from the baseline of the split value to be after an additional 28.5% of the ordered attribute values were covered. Ordered means that the attribute values were sorted from low to high. The point at which the closed end of the trapezoid reaches 0 was modified from the baseline of the first attribute value greater than the split point so that an additional 7% of the attribute values (or training cases) would be covered. In our example tree, 7% of 6 examples is .42, less than a full example. The fractional part can be used to adjust the zero point (or normal point) .42, in this case, of the distance to the next attribute value in the training set. These overlap percentages were chosen empirically. Applying these adjustments to the temperature attribute in our rule, R1, results in the trapezoidal fuzzy set shown in Figure 3b . Figure 3b also shows the fuzzy set for the > 80 side of the root temperature split from Figure 1 . The fuzzy set for > 80 is the mirror image of the fuzzy set for ≤ 80 and created analogously. The same continuous attribute can occur at multiple nodes in one path to a leaf, as temperature does in Figure 1 . In the case of the path to the leftmost no play leaf, temperature ≤ 80 and temperature ≤ 75 occur. Since temperature ≤ 75 is the more restrictive of the two conditions, it will be kept in the generated rule antecedent. This results in the rule: IF temperature ≤ 75 and wind > 4 then No Play In general where the relational test for an attribute is ≤, the most restrictive condition will be kept.
The final type of antecedent fuzzy sets that may be created are those that result from paths such as the one with thick lines in Figure 1 . Along the highlighted path, the temperature attribute appears twice. To reach the leaf, temperature ∈ (75, 80] must hold. We call the fuzzy sets created from opposite splits of the same attribute along a given path to a leaf "between" sets. Figure 4 shows the between fuzzy set (the dashed triangle) created for temperature ∈ (75, 80]. It is created by first creating the trapezoidal fuzzy sets for the component split values as shown in Figure 4 . Then the triangular "between" fuzzy set is created with a normal value at the midpoint between the zero points of its component sets or The FCG system is written in C and produces rules in a format suitable for fuzzy CLIPS. In the next section, results obtained by running test cases through sets of learned fuzzy CLIPS rules are discussed.
Problems with FCG
We first present some results and then analyze how the results might be improved. The first problem to which FCG is applied is to approximate the non-linear function f (x) = x 2 + x + 168. FCG is provided 4 attributes: x 2 , x, and two random numbers one large (on the order of 10 4 ) and one small (on the order of 10). The random numbers were included to illustrate that a decision tree will provide effective feature or attribute selection. The training data ranged from f (−50) to f (50) at increments of 1. Leave one out cross validation training was done and 101 trees/rule sets were generated.
The number of output classes ranged from 5-9 after clustering with FCM with 5 the most typical value. Only the two meaningful inputs were ever chosen as attributes, as expected, with only x 2 chosen for some trees. There were between 38 and 68 antecedent fuzzy sets created per rule set, resulting in between 17 and 28 rules. The number of rules was typically 18 or 22. Testing was done on unseen values from 50 to 111 in increments of 0.5. The results are given in terms of the MAPE, mean average percentage error:
where y i is the target output, y i is the controller output and n is the number of test cases. The most typical (median) MAPE was M AP E = 2.71%. In general the approximation is acceptable, but the number of rules required is clearly high. In order to compare FCG to other fuzzy rule learning systems, it was also applied to the problem of predicting the CO 2 emission rate of a gas furnace, which burns a mixture of methane gas and air. This is often called the Box-Jenkins [5] gas furnace problem. Only the methane gas flow can be adjusted, call it x(t) at some time t. The system output is the current CO 2 emission rate, call it y(t) at some time t.
We used 11 inputs the last 7 values of methane gas flow x(t-6), through x(t) and the last 4 values of the CO 2 emission rate or y(t-4) through y(t-1). The output of this predictive controller is y(t). The data set consists of 290 examples. We did 29-way cross validation. The decision trees had between 6 and 13 output fuzzy sets, 9-11 input variables, 139-200 fuzzy sets describing the input variables, and 66-86 rules were created. A typical rule set had 7 output fuzzy sets, 10 input variables defined by 175 fuzzy sets and consisted of 76 rules. The average performance of the learned controllers was a M AP E = 0.958%. The average mean squared error (MSE) was 0.458. From [21] some comparisons can be made to other fuzzy control models created for this problem.
The lowest MSE from hand tuned fuzzy rules resulted in an MSE=0.068 for a Takagi-Sugeno model system. A learned (and tuned) model from [21] provided a MSE=.190. The average MSE of 4 hand tuned systems was MSE=.293. Also, only one other system used as many rules and none used as many inputs (the Takagi-Sugeno model used six inputs and others 2 or 3). Clearly, our system could have benefited from some tuning.
The reduction of the number of rules is one goal. Between 60-80 rules is hard to understand. Only 1 (of 6) other systems created 81 rules for a MSE of .320. The next largest number of rules was 25, so it is clearly possible to create less rules. The other goal is to increase the system's performance. The major factors that affect the system's performance.
1. The rules are encoded in the fuzzy CLIPS paradigm and a different paradigm such as the TakagiSugeno-Kang implementation found in MATLAB might be more flexible and effective [21, 11] . Also, different defuzzification approaches might be used [7] .
2. There are too many rules which make the resultant controller hard to understand. Recent work in decision tree learning has focussed on ways to create smaller trees when the attributes are primarily continuous [19, 15] . These approaches may help create less rules.
3. The granularity of the choice of output sets may not fine enough. However, the number of output sets that get created with our current granularity is too large, which contributes to the large size of the decision tree. For example, consider just 5 classes after clustering which will result in 17 output classes (meaning at least 17 rules are likely).
In the following, we focus on how the number of fuzzy rules produced from a learned decision tree can be reduced. There are two ways that present themselves. The first is to use less output classes (just c for the final c clusters) and allow examples to belong to multiple classes. The second (which can be easily combined with the first) is to use one of the improved continuous value splitting approaches to minimize the number of tests/splits in a decision tree. The improvements proposed in [19] for selecting splits for continuous attributes reduced the size of the tree produced by C4.5 when given the Box-Jenkins data set from 165 nodes to 163 nodes (after pruning), a negligible reduction.
The fuzzification of the typical information theoretic measures used to determine how much information is contained in the examples at a given node in a decision tree is straightforward. If there are N examples at a node and C classes then
where p(N,j) is the proportion of examples in N that belong to class j. The usual case is that for N=5, and 3 examples in Class 1, p(N, 1) = 3/5. The fuzzy case just requires that the denominator be created by summing the memberships of all the examples in all classes and the numerator is the sum of the memberships of all the examples that (partially) belong to Class 1. That is, fuzzy cardinalities are used to determine all class counts [4] . The numerator and denominator are no longer necessarily integers. In Figure 5 two trees created from an artificial 32 element data set 1 are shown. Clustering was applied and produced 4 output classes. The tree in Figure 5 (a) resulted from the application of FCG, while the tree in Figure 5 (b) resulted from allowing examples to belong to two classes. The train examples were allowed to belong to the two classes in which they had the most fuzzy membership after clustering. As it is likely that most leaves will consist of mixed classes, a stopping criterion other than all examples belonging to one class was needed. The stopping criterion used for this example was that the information in the leaves was required to be less than 1 C−1 or 1 3 of the total information of the entire training set, where C is the number of classes obtained from clustering. It is clear that the decision tree produced with the use of fuzzy entropy is smaller (7 nodes vs. 13 nodes) and will result in less rules.
There is a third approach (which we have not applied) to reducing the number of rules. After rules are generated from the decision tree, classic approaches [20] can be adapted to prune conditions from the rules and rules that are ineffective. Genetic search can be applied to the initial set of rules to find a more compact set of fuzzy rules with equivalent accuracy [16, 18] . Size reduction of the rule base through interpolation [12] may be attempted. In each approach it is important that the final set of rules have maximum interpretability.
Summary
A method for creating fuzzy rules from decision trees has been presented and analyzed. The method tends to produce too many rules. The rules are generated directly from data. The control resulting from the rules suggests they can benefit from post generation tuning. An example using fuzzy entropy was shown which can reduce the size of the generated decision tree and hence reduce the number of fuzzy rules created from the decision tree. This paper did not address how to create the actual rules from the decision tree that was obtained with the use of the fuzzy entropy measure. It is possible to create proportionally weighted classes based on the mixture of examples at the node or to create a new modified set of outputs sets based upon the final tree, for example. Both of these approaches are being pursued.
