This paper develops three components contributing to the overall framework of multiscale modeling of ductile fracture in aluminum alloys. The first module is morphologybased domain partitioning (MDP) as a pre-processor to the multiscale modeling. This module delineates regions of statistical homogeneity and inhomogeneity with a systematic three-step process that is based on geometric features of morphology. The second module is detailed micromechanical analysis of particle fragmentation and matrix cracking of heterogeneous microstructures. A locally enriched VCFEM or LE-VCFEM is developed to incorporate ductile failure through matrix cracking in the form of void growth and coalescence using nonlocal Gurson-Tvergaard-Needleman (GTN) model. The third module develops a homogenized anisotropic plasticity-damage model in the form of GTN model for macroscopic analysis. Parameters in this GTN model are calibrated from results of homogenization of microstructural variables obtained from microstructural RVE. Numerical examples elucidate the strength of components of the overall framework.
Introduction
Metals and alloys like cast aluminum alloys used in automotive systems contain microstructural heterogeneities in the form of silicon particulates, intermetallics, precipitates and voids in the microstructure. Experimental studies on ductile failure in Refs. 1-5 have shown that morphological variations strongly affect microstructural damage nucleation due to particulate cracking and interfacial decohesion, as well as ductile damage growth by matrix rupture due to void growth and coalescence. Caceres et al. 4, 5 have demonstrated that larger and longer particles are more prone to cracking and damage accumulation with higher dendrite arm spacing. It is important to incorporate features of the actual microstructural morphology for developing robust predictive capability of failure properties, such as strain to failure, ductility and fracture toughness. The predictive capability of computational models using simplified representation of microstructural morphology, e.g., unit cell models, 6, 7 are limited due to simplification of the local features that are critical to failure. Ghosh and coworkers have attempted to model realistic representation of microstructures with nonuniform dispersion of heterogeneities [8] [9] [10] by combining digital image processing with microstructure modeling. Their microstructure-based Voronoi cell finite element model or VCFEM has been shown to offer significant promise in analyzing failure propagation in heterogeneous microstructural regions.
Modeling structure-material interaction in damage and failure analysis requires consideration of large domains. Multiscale modeling using adaptive two-way (bottom-up and top-down) coupling 11, 12 provides the necessary framework for selective microscale analysis in a limited region of an otherwise macroscopic computational domain. The multiscale models undergo domain partitioning based on the evolution of stresses, strains, and/or damage in the microstructure. An optimal domain partitioning can significantly enhance the efficiency of multiscale computational models by keeping the "zoomed-in" regions of intense micromechanical analysis to a minimum. However, in many heterogeneous materials containing nonuniform microstructural dispersions, the local morphology may warrant embedding pockets of microstructural regions in a homogenized domain, even prior to starting the analysis. This necessitates a multiscale characterization module as a pre-processor to a concurrent multiscale model, where it is prudent to partition the initial computational domain based on information of the underlying microstructure. This paper introduces three important ingredients of multiscale modeling of ductile failure in heterogeneous cast aluminum alloys. These include: (i) a multiscale characterization-based preprocessor for multiscale models; (ii) microstructural analysis module for ductile fracture; and (iii) a homogenization-based continuum damage model for ductile materials that can be used in macroscopic analysis modules. The effective coupling of these individual modules will be addressed in a future publication. The morphology-based domain partitioning (MDP) preprocessor to multiscale modeling is intended for two reasons: (1) to determine microstructural RVE's that can be used in the "bottom-up" homogenization for different regions in the computational domain; and (2) to identify those regions, where the morphology alone (e.g., regions of dense clustering) can cause a breakdown in the homogenization assumption. Embedded regions requiring microstructural analysis should then be coupled with complementary regions of homogenized macroscopic analysis. The MDP process developed in Refs. 13 and 14 is discussed in Sec. 2. The complex interaction between competing damage modes in the presence of nonuniformities at the microstructural scale makes failure analysis rather challenging. Various computational studies have been conducted for understanding the elastic-plastic deformation and damage behavior of discretely reinforced MMC's and other materials.
15,16
Many of these studies focus on the initial stages of ductile failure and do not consider the effect of microstructural morphology on the evolution of ductile failure by void growth in the matrix and coalescence. Ghosh et al. have developed the Voronoi cell finite element model (VCFEM) to simulate particle cracking and interfacial debonding-induced damage 9,10 in particle and fiber-reinforced composites with complex nonuniform microstructural morphology. In the present work, the VCFEM with particle fragmentation is extended to incorporate ductile failure through matrix cracking in the form of void growth and coalescence. A nonlocal Gurson-Tvergaard-Needleman (GTN) model 17, 18 is implemented in a locally enriched VCFEM framework or LE-VCFEM for simulating ductile fracture. In LE-VCFEM, the stress-based hybrid VCFEM formulation is adaptively enriched in bands of localized plastic flow and void growth with displacement-based elements to accommodate strain softening behavior.
In the final part, a homogenization-based anisotropic continuum damage model for porous plastic materials is developed for macroscopic analysis of heterogeneous ductile materials. The macroscopic constitutive laws are obtained by the homogenization of variables obtained from micromechanics simulations. Various continuum constitutive models have been developed based on unit cell analyses of composite and porous microstructures. [19] [20] [21] Most of these models do not consider the complexity of real microstructures and damage interaction. In this paper, an anisotropic GTN type constitutive model is developed for macroscopic ductile damage analysis in nonuniform microstructures with dispersed particles. The model is based on homogenization of microstructural variables obtained by LE-VCFEM analysis of microstructural representative volume element (RVE). The three modules are discussed next.
Morphology-Based Domain Partitioning
The morphology-based domain partitioning (MDP) process in this study consists of three steps, executed in sequence. They are: (a) simulation of necessary high resolution microstructural information at all points of a computational domain from continuous low resolution images of the entire domain and few sample high resolution images; (b) quantitative characterization of the microstructure to create effective metrics that can relate microstructural features to critical material behavior of the heterogeneous materials; and (c) domain partitioning based on functions of microstructural descriptors. The MDP process delineates regions corresponding to different length scales.
Microstructure reconstruction
A necessary requirement of the MDP process 13, 14 is that accurate information of the microstructural morphology, at least with respect to certain characterization functions, be available at all points of the computational domain. This can be a very challenging and time-consuming task, if the entire image has to be acquired by optical or scanning electron microscopy. A method of preparing a montage of a large number of high magnification microstructural images followed by image compression has been proposed in Ref. Since it is almost impossible to experimentally obtain contiguous high resolution microscopic images at all points, it is desirable to simulate the local microstructure from micrographs extracted at a few selected locations in the domain. A typical low resolution image of a cast aluminum alloy A319 is shown in Fig. 1 . The low resolution micrograph does not provide adequate information required for microstructural characterization and modeling. The microstructure reconstruction process generates corresponding high resolution images with delineation of the multiphase morphology.
The digital micrograph of Fig. 1 can be resolved into a grid of pixels, with each pixel belonging to a certain level in the grayscale hierarchy. For a region Ω mic in the micrograph, the grayscale level of each pixel at (x, y) is represented by an integer valued indicator function I g (x, y) which can assume any integer value between 0 and 255 at each point of the micrograph. A magnified image of a small region of this micrograph is shown in Fig. 2(a) . Magnification refers to the pixel size and hence a magnified image will have larger size of pixels with the same number of grayscale pixels as the original image. Resolution, on the other hand, corresponds to the number of pixels or pixel density in an image. The high resolution microstructure reconstruction incorporates a wavelet interpolation with a gradientbased enhancement or WIGE method.
Wavelet-based interpolation in WIGE technique
In the WIGE image reconstruction technique, the integer indicator function
is first interpolated in real space using a basis of wavelet functions. Let a window Ω lrsm w of the low resolution image encompass a p × q pixel grid. For a higher resolution image Ω hrsm w , the same window may contain a p × q pixel grid, where p > p and q > q. The grayscale level of each pixel in the p × q pixel grid corresponds to the value of the indicator function I g (x, y) at its centroid, which is thus represented by known discrete values at a set of equi-spaced points in the low resolution image window. This is shown in Fig. 2(b) . Wavelet-based interpolation is used for estimating the indicator functions I g wvlt (x, y) in the high resolution pixel grid. Gaussian functions with continuous derivatives are popular wavelets bases 25 and can effectively represent sharp variations in image features. In encoding a p × q pixel sub-region of a low resolution image, the indicator function may be expressed in terms of a level (m, k) Gaussian wavelet function as:
Here (m, k) refer to the wavelet level in a multi-resolution wavelet representation and (n, l) correspond to the discrete translation of the bases in x and y directions, respectively. The interpolation method is tested on the low resolution window marked A, in the A319 micrograph of Fig. 1 . A high resolution SEM micrograph at the same location is shown in Fig. 3(a) . The wavelet interpolated image on the 480 × 480 pixel grid is depicted in Fig. 3(b) . A pixel by pixel subtraction of I g wvlt (x, y) for image 3(b) from image 3(a) is depicted in Fig. 3(c) . It is clear that interpolation alone is not sufficient for accurate high resolution microstructure, and subsequent image enhancement is essential.
Gradient-based post-interpolation enhancement
The enhancement method is developed to augment the wavelet interpolated micrographs with the aid of pixel data from high resolution calibrating images at a few different locations in the domain. The difference indicator function obtained above is expressed as:
The augmentation methodology requires the creation of a correlation function between I g diff (x, y) and I g wvlt (x, y) that will predict the high resolution image in Ω image, the pixel-wise grayscale level or indicator function and its gradients are considered to be characteristic variables that adequately define the local phase distribution. A discrete correlation function is created between these characteristic variables of the interpolated image Ω 
Here P diff corresponds to the most probable or expected value of the difference indicator function. The functional form of P diff is not known a priori. Hence a discrete probability table is constructed from the calibration micrographs Ω diff entries in each bin will decrease and many of the bins may be empty for the calibration micrographs considered. Sparsity in the correlation bins renders the reliability of this probability table to be low. A moderate number of divisions (∼ 10-15) is numerically found to be sufficient, as corroborated by convergence studies discussed later. The range of divisions for the gradients is selected such that they are able to distinguish between regions that belong to the interior and exterior of a given phase.
The location of high resolution calibrating micrographs in relation to the image being simulated is of considerable importance to the image augmentation process. A major assumption made is that if the calibrating micrographs contain the same constituent phases as the ones being simulated and if they are all produced by the same manufacturing process, the probability functions (P ) of local microstructural distributions will have a continuous variation from one micrograph to the next. The effect of the proximity between calibrating and simulated images can be addressed by assigning distance-based weights to the expected values in the probability table. Micrographs closer to the simulated image will have a stronger influence than those that are farther away. This dependence of a microstructure's correlation map on its spatial distance from each of the calibrating micrographs is represented by a "shape function" type interpolation relation, represented for two calibrating micrographs as:
Here ξ = ((R A − R B )/R AB ) and R A and R B are the distances of a pixel in the simulated image from the corresponding pixels in calibrating micrographs A and B, respectively, and R AB is the distance between them. For microstructures containing a single predominant second-phase in the matrix, e.g., silicon for cast aluminum alloys, the different locations, e.g., A and B may have statistically equivalent expected values of the probability. In this case, the effect of multiple locations in Eq. (4) will be minimal.
Validation test for WIGE algorithm
The effectiveness and convergence characteristics of the WIGE algorithm are tested by comparing characteristic metrics of the simulated microstructure with those for a real micrograph at the same location. The one-point, two-point and three-point statistics 26 are effective metrics for multiphase microstructure characterization and are used as validation tools. For the low resolution microstructural region of Fig. 1 , windows at locations A and B are the high resolution calibration micrographs. The WIGE algorithm is used to simulate the image at a window C, for which a high resolution SEM micrograph is available for validation. The one-point probability function corresponds to the area fraction of the second phase particles. Its variation is plotted in Fig. 4 (a) as a function of increasing number of divisions in the range of I g wvlt , or bins in the probability table. The value at 0 bins corresponds to the micrograph with no enhancement. The simulated area fraction converges to the SEM image area fraction with about 10 discrete divisions or bins. The two-point probability function is defined as the probability of finding two points at the end of a line, separated by a distance r = (r 1 −r 2 ), in the same phase of the microstructure. The % error in the two-point probability function between the actual and simulated images is defined as:
This error is evaluated along two orthogonal directions and is plotted in Fig. 4 
(b).
Once again, a fast convergence is noted and the error stabilizes to a near zero value for around 10 bins. Similar convergence behavior is observed for the three-point probability function for three points at the vertices of an isosceles right triangle. Convergence characteristics of the WIGE algorithm are quite satisfactory with respect to one-point, two-point and three-point correlation functions. Excellent agreement can be seen in the WIGE simulated microstructural image and the corresponding actual micrograph shown in Figs. 5(a) and 5(b). Thus, this method can be applied sequentially to all windows in the computational domain for obtaining high resolution images. 
Microstructure characterization
Damage in cast aluminum occurs by a combination of particle cracking, microcrack formation and growth in the matrix and coalescence of microcracks. Particle cracking depends on size, aspect ratio and the extent of clustering. Bigger particles inside a cluster show a higher propensity towards cracking. Numerous parameters have been used in the literature to quantify such features. 1 The following parameters are introduced in this work to quantify the size and distribution of particles:
(a) Area fraction: A f is measured as the ratio of total number of pixels belonging to heterogeneity to that of the entire microstructure. (b) Contour Index: Contour plots of parameters that represent local clustering are very helpful in identifying clusters. Such a contour plot can be generated for a microstructure with N inclusions using the characteristic radius R ch = A image /πN as the field of influence for each heterogeneity. The total area of heterogeneities inside each characteristic circle is measured as contour intensity (COIN) at a point. The cluster contour index ι is then defined in terms of the contour intensity as:
The mean and maximum values of COIN are evaluated from all points of the micrograph. A contour index ι = 1.0 denotes a cluster, while values closer to zero indicate uniform distribution. The contour index accounts for the area fraction of particles within a prescribed region.
Multiscale domain partitioning
Many heterogeneous materials have multiple length scales from morphological considerations. Local geometric features render some regions statistically inhomogenizable, i.e., statistical representative volume elements cannot be identified for these regions. Hence, in a true concurrent multiscale computational model, these regions of geometric nonhomogeneity should be identified prior to analysis and concurrently modeled at the microstructural length scales. Once the high resolution microstructural features have been generated for all locations in the computational domain by the WIGE algorithm, the microstructural characterization functions and tools described above can be used for delineating regions with different scales. This section develops criteria that enables the pre-analysis partitioning of the computational domain into regions of homogeneity and inhomogeneity.
Statistical homogeneity and homogeneous length scale (L H )
The n-point probability function S n has been introduced in Ref. 26 , which for a statistically homogeneous media satisfies the condition
where x 1 , x 2 , . . . , x n are position vectors of n points in the medium, x corresponds to a fixed translation and x ij = (x j −x i ). The one-point probability function S 1 (the volume or area fraction) is a constant everywhere, i.e., homogeneity can be assumed at regions where S 1 does not vary significantly. A homogeneous length scale L H in the material microstructure is established in Ref.
27 from this consideration. L H is the length scale above which the local variability in area fraction is smaller than a specified tolerance. It is evaluated in the following steps: 
The Below this threshold L H , it is necessary to change from a homogeneous to a heterogeneous domain representation with explicit delineation of heterogeneities. 
Domain partitioning criteria
The MDP process begins with a coarse discretization of Ω comp into N 0 p subdomains or partitions, as shown in Fig. 7(a) . A microstructural unit is defined as a high resolution subhomogenization length scale microstructural region Ω mic of dimension χ * L H where χ < 1. The factor is chosen as χ = 0.5 in this work. Any given subdomain i is assumed to be made up of M i underlying microstructural units. Statistical functions representing the variation of a descriptor in the M i microstructural units are evaluated for successive partitioning of a subdomain i. The area fraction A f and contour index ι are used to construct a refinement criterion function. It is constructed in terms of the mean parameters µ(A f ) and µ(ι) for the M i microstructural units within each subdomain i, and is expressed as
The refinement function is evaluated in each subdomain, together with those in each of its four divisions
for any of the four subregions. The prescribed tolerance is C f 2 = 0.10 corresponding to 10% variation. governed by the criterion
where the first term corresponds to the local area fraction of subdomain i with respect to that of the entire domain and the second term corresponds to the difference in local area fraction and its four subdivisions. Any subdomain below the L H threshold is characterized by significant variation in the local area fraction. Consequently those partitions for which the variation is really large are classified as inhomogeneous and opened up for explicit microstructural representation in the multilevel model. The factor C f 2 is taken as 0.75, corresponding to a 75% difference in the critical regions of the microstructure. The combined microstructure simulation-characterization-partitioning method delineates the hierarchy of scales in the computational model as demonstrated in the following example.
Numerical example
The morphology-based domain partitioning (MDP) methodology is applied to the microstructures of cast aluminum alloy A319 with secondary dendrite arm spacing of 23 µm. The low resolution computational micrograph Ω comp of dimensions 2304 µm × 1536 µm is shown in Fig. 7(a) . The WIGE algorithm generates high resolution images of all points in Ω comp by constructing a correlation table, from two 110 µm × 110 µm high resolution SEM image windows. The locations of these two windows are shown as A and B in Fig. 1 . The homogenization length scale is evaluated using a tolerance of 0.2 on coefficient of variation of area fraction as L H = 96 µm as shown in Fig. 6 . The MDP process begins by dividing the computational domain Ω comp into six subdomains. This initial partition is shown in Fig. 7(a) . Successive partitioning progresses according to the refinement criteria in Sec. 2.3, till the subdomain size reaches L H . After three cycles of successive refinement, the partition size reaches L H = 96 µm. The final partitioned computational domain is shown in Fig. 7(b) . The size of the inhomogeneous domain is ∼ 48 µm. The inhomogeneous regions identified by the MDP process should be modeled at the micromechanical level in the concurrent multiscale analyses. One of two such regions marked with dark box in Fig. 7(b) is shown in Fig. 8(a) .
Locally Enriched VCFEM (LE-VCFEM) for Micromechanical Modeling of Ductile Fracture in Heterogeneous Microstructures
The Voronoi cell finite element model naturally evolves by tessellation of the microstructure into a network of multisided Voronoi cells. Each Voronoi cell represents the neighborhood of particles or inclusions in the microstructure. The particles may be represented as ellipses or as multisided polygons. The particles are assumed to be brittle elastic materials while the matrix is assumed to be ductile and represented by a pressure dependent elasto-plastic model for porous material. The VCFEM formulation is based on the assumed stress hybrid formulation, [8] [9] [10] in which equilibrated stress fields are assumed in the interior of each element and compatible displacements are assumed on the element boundary and on the particle-matrix interface. After particle cracking, the topology of each element changes from two constituent phases to three constituents with the inclusion of the crack, as shown in Fig. 9 . In the subsequent ductile fracture phase, localized regions of softening in each Voronoi cell is enriched adaptively with finite deformation, displacement-based finite elements. The enriched Voronoi cell consists of the matrix phase Ω m , the particle phase Ω c , and a softening region of ductile damage Ω s is shown in Fig. 10 . Particle cracking in the microstructure naturally gives rise to stress concentrations or singularities, which in turn cause local matrix failure. With continued deformation beyond particle cracking, material points in the matrix lose their load carrying capacity due to local void growth and strain softening. These regions are identified and adaptively converted to softened regions Ω s , for which a displacementbased finite element mesh is automatically generated. The region Ω s is modeled using finite deformation kinematics in which the rotated Cauchy stress rate 28 is used as an objective stress measure. Stresses σ s ij are evaluated using a backward Euler integration rule. 29 Mesh refinement using a h-type of refinement strategy is used to reduce error in the localization zone. A summary of the LE-VCFEM formulation is presented next.
VCFEM formulation with particle cracking
For particle cracking in an elastic-plastic matrix, an incremental element energy functional Π
P C e
is defined for each Voronoi cell element in terms of stress increments in the matrix and particle phases Ω m ∪ Ω c , and displacement increments on the element boundary ∂Ω e , particle-matrix interface ∂Ω c as well as on the crack boundary ∂Ω cr . The first variation of Π P C e is expressed as: Heret is the external traction on the traction boundary Γ tm and n is the outward normal on respective boundary segments. The corresponding total energy functional for the entire computational domain is expressed as
e . The equilibrated stress field ∆σ ij is interpolated independently in the matrix and particle phases of the Voronoi cell. Conveniently, the Airy's stress function Φ(x, y) may be used to derive the equilibrated stress increments in the VCFEM formulation for rate-independent elasto-plasticity. [8] [9] [10] Compatible displacement fields ∆ū i are independently interpolated on the element/particle/crack boundaries using standard shape functions. Complete particle cracking is assumed to occur at the onset of damage, thereby avoiding crack propagation within each particle. A high aspect ratio ellipse (a/b = 10) is used to represent the crack in the particle. The particle crack initiation criterion is expressed in the form of a Weibull probability function that depends on the local principal stresses and the volume fraction of the
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particles in the microstructure. 8,9 For the ith particle, the fracture probability P i is expressed as:
where m and σ w are the Weibull modulus and the characteristic strength, respectively. v is the volume of the ith particle. v 0 is reference volume which is taken as the average volume of all particles and σ I i is the maximum principal stress in the ith particle.
Particle and matrix cracking causing ductile fracture
Ductile failure occurs by the combined phenomena of crack nucleation, microvoid growth and eventual void coalescence. Voids nucleate in the form of particle fragmentation, subsequently grow in the matrix with large plastic deformation, and finally coalesce with each other to advance the local fracture zone. A nonlocal form of the Gurson-Tvergaard-Needleman (GTN) model proposed in Refs. 17 and 18 is used to model the post-nucleation ductile fracture in the matrix material. In this model, a pressure-dependent yield surface Φ is written in terms of the evolving void volume fraction f * as:
where q and p are respectively the Von-Mises stress and hydrostatic pressure in the matrix, and q 1 , q 2 , q 3 are constants calibrated from numerical analyses of a periodic array of voids. σ 0 (ε p ) is the strength of the matrix material in the absence of voids.
To avoid mesh sensitivity of numerical failure predictions, a nonlocal evolution equation for the void volume fraction is implemented. The nonlocal void volume fraction growth rate at a material point x is written as:
The weighting function w(z) has a value close to 1 within a region of characteristic length scale radius L (z ≤ L) and diminishes rapidly outside this region. The local void growth rate is governed by the relation:
where the evolution of effective plastic strain is written as:
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The second term in Eq. (13) is for strain-controlled void nucleation, 30 where
For void coalescence, an acceleration function proposed in Ref. 31 is used,
Here f c is the critical void volume fraction at which void coalescence first occurs and f f is the value at final failure. The material loses all load capacity as f nl → f f , i.e., f * → f * u = 1/q 1 . A problem with the stress-based VCFEM is that nonuniqueness in the displacement solutions in the softening phase of stress-strain relation results in numerical instabilities. To avert this shortcoming, the softening region Ω s within each Voronoi cell element is adaptively augmented with displacement-based finite elements as shown in Fig. 10 . Finite deformation, pressure-dependent elasto-plasticity formulation is used for the displacement-based elements in Ω s .
Superscript 
With the addition of Ω s , the VCFEM formulation is modified with an augmentation of the energy functional of Eq. (9). The corresponding incremental potential energy for the displacement elements is added to the incremental element energy functional Π 
where ∆u s i is the displacement increment. The displacement interpolation in terms of the nodal displacements are expressed as:
The adapted LE-VCFEM couples small deformation hybrid stress-based region Ω m and a finite deformation displacement-based softening region Ω s . This necessitates different integration algorithms for elements in different regions. In the hybrid stress-based region, a strain update algorithm implementing the Regula Falsi scheme is used to calculate plastic strains, stresses, and state variables for given stress increments ∆σ. 8, 9 For the displacement elements, a backward Euler method proposed in Ref. 29 is used for stress and plastic strain update in an updated Lagrangian formulation introduced in Ref. 28 . The constitutive equations are written in terms of the objective rate of the rotated Cauchy stress σ s R = R T σ s R, in which R is a proper orthogonal tensor obtained from the polar decomposition of F. The rotated Cauchy stress is updated to the (n + 1)th increment using the equation
where C e−p is the elasto-plastic tangent stiffness in the rotated configuration:
An iterative solution procedure is used in the backward Euler integration method. Once displacement elements are identified and superposed in the softening regions in LE-VCFEM, it is important to map all the parameters, e.g., stress, strain, and other internal variables from the assumed stress model with stress interpolations to the assumed displacement elements. The super-convergent patch recovery or SPR method developed in Ref. 32 is used to map values from the VCFE mesh to nine-noded Lagrange polynomial displacement elements. In this process, a complete 4th order polynomial expansion is used for all parameters. (15) for nucleation. The microstructure is subjected to a macroscopic tension strainε xx = 1.57%, applied on the left side of the model. The results of the simulationare shown in Fig. 11 . Figure 11(a) shows the macroscopic strain-stress response, with the explicit effect of particle cracking followed by ductile matrix fracture. The cracked particle numbers are shown in Fig. 11(b) . The first nine particles crack in isolation and do not show any softening in the stress-strain behavior. Softening, manifested by a drop in the stress-strain curve, starts after the tenth particle has cracked followed by significant plastic deformation and void growth in the matrix. From Fig. 11(b) , it is evident that the subsequent sequence of particle and matrix cracking occur in a very narrow band of the microstructure and hence a dominant crack path is observed. The sequence of particle cracking is shown in the stress-strain plot of Fig. 11(a) .
The figure shows that particles 6, 7, 8, 9, and 10 crack after the dominant ductile crack has developed in the microstructure. Contour plots of the void volume fraction and the stress in the loading direction forε xx = 1.57% are shown in Figs. 11(b) and 11(c). Near the dominant fracture path, the stress σ xx decreases to near zero.
Homogenization-Based Continuum Damage Mechanics Model for Plasticity with Void Evolution
In this section, a homogenization-based anisotropic plasticity-damage (HAPD) model is developed for ductile materials containing nonuniform dispersion of brittle particles. Underlying damage mechanisms are particle cracking and void growth and coalescence in the microstructure. The HAPD model is chosen to follow the general framework of the Gurson-Tvergaard-Needleman model. 30, 31 To accommodate nonproportional loading, the HAPD models are expressed in the principal material coordinate system. The model is developed for plane strain problems in this paper. The anisotropic yield criterion for porous ductile materials containing a dispersion of particles depend on hydrostatic stress measures and void volume fraction is written as:
where Σ ij is the homogenized stress in the composite medium, W p is plastic work, f is void volume fraction and Y f is the matrix flow stress in shear. The increment of macroscopic plastic strain is obtained from the yield criterion by using an associated flow rule for hardening materials, i.e.,ė p ij =λ∂φ/∂Σ ij . This yield criterion is defined in the principal axes of material anisotropy to accommodate nonproportional loading. Material anisotropy is determined not only by the morphology of microstructures, such as size, shape and distribution of particles, but also the evolution of plastic deformation and damage in the microstructure during loading process. The material is assumed to be orthotropic with respect to the principal coordinate system. It is assumed that at every load step, material remains orthotropic with respect to the evolving material axis. At every step, the angle β in Fig. 12 corresponding to principal axes of anisotropy for plane strain is determined from the conditions required to keep the tangent modulus E tan ijkl orthotropic. Consequently, terms coupling the normal and shear components in the transformed tangent modulus are set to zero, i.e., (E Parameters in the HAPD model are calibrated by comparing macroscopic analysis data with those obtained from homogenizing results of micromechanical RVE analysis. The asymptotic expansion-based homogenization of microscopic variables in the microstructural RVEs using periodicity assumptions on the boundary has been discussed in Refs. 11 and 12. The micromechanical analysis is done using LE-VCFEM discussed in Sec. 3. For plane strain, the equivalent stress in the equivalent material without voids (matrix and particles only) is represented using Hill's 33 anisotropic yield function as:
The matrix anisotropy parameters F, G, H, C are calibrated from homogenization studies with material without voids. Likewise, parameters Q 1 , Q a , Q b , and Q c corresponding to an effective hydrostatic stress are calibrated from homogenization studies on materials containing voids. Most anisotropic plastic models in the literature, e.g., Refs. 21 and 34, assume constant anisotropy parameters that do not evolve with deformation. However, anisotropy parameters calibrated in Sec. 4.1, for different RVEs shows significant evolution with deformation. To test if the constant parameters in the HAPD model can produce good agreement with homogenized micromechanics analysis, tension tests are conducted for an RVE with a circular particle of 20% volume fraction in a square matrix. Homogenized results of micromechanical analyses are compared with macroscopic analysis using the yield criterion (24) . First, isotropic parameters: analysis with the HAPD model and micromechanics RVE analysis in Fig. 13 . Figure 13(a) shows that because of the existence of second-phase particle, isotropic parameters are not suitable for macroscopic analysis even for a simple RVE. Figure  13 (b) clearly demonstrates that constant anisotropy parameters are not able to produce good match with micromechanics analysis results, and evolution of anisotropy parameters must be considered in the calibration process. The anisotropy parameters are found to be functions of the plastic work (W p ) in this work. 
For pure shear loading condition, Σ xx = Σ yy = Σ zz = 0 and Σ xy = 0. The parameter C in Eq. (24) is first set to 3, such that Y f (W p ) = √ 3Σ xy . Finally, the flow stress is plotted as a function of W p as shown in Fig. 14(a) . of W p , where the averaged rate of plastic work iṡ 
Parameters F , G, and H
(ii) The same set of numerical experiments used in Sec. 
Void nucleation equations
Particle cracking in the microstructure is a source of void nucleation in the macroscopic HAPD model. Figure 15 shows the averaged stress-strain behavior for a microstructure containing 20 particles that incurs particle cracking. Every time a particle cracks, there is a drop in the stress-strain curve resulting in discontinuities. However, the homogenized stress-strain behavior with the HAPD model will exhibit a continuous behavior due to the introduction of continuous functions in the void nucleation model. The void nucleation model is based on a modified form of the second term of Eq. (13) 
where v is a parameter that relates the microscopic volume fraction of cracked particles to the evolution of homogenized porosity due to void nucleation in the HAPD model. Micromechanical simulations with five different loading conditions are conducted for calibration of parameters in Eq. (28) . These include two tension tests (tension loading in a direction while constraining the other direction), two simple tension tests (tension loading in a direction keeping the other direction constraint free) and one bi-axial tension test. The tension test in the x direction is used as a reference loading conditions. The fraction of cracked particles for tension test on x direction is plotted as a function of strain e 11 is shown in Fig. 16 .
In Fig. 16 , parameters e o , m are calibrated to fit the test data. The least square method is used with this reference curve to calibrate parameters A, B, C, D, E, and F . Finally, v is determined iteratively by matching results from micromechanics and macroscopic analysis.
Numerical implementation of the HAPD model
In an incremental form of the constitutive model, the macroscopic stress increments ∆Σ ij are related to elastic increments of strains as: 
Simulations for microstructure with voids
The same simulations of Sec. 4. Σ (GPa) 
Simulations for microstructure with particle and matrix cracking
For microstructure, shown in Fig. 15(b) , several tests are conducted using both the macroscopic and micromechanics models. Parameters related to void nucleation in the macroscopic model are listed in Table 1 . Equivalent stresses by macroscopic analyses are compared with that of micromechanics analyses in Fig. 21 . The results of the HAPD model-based macroscopic analysis follow the softening trend closely and gives very good prediction of loss of loading capacity due to particle cracking. It also shows the difference of nucleation in different directions. These results indicate that the morphology plays a significant role in microstructural damage.
Because of the existence of cluster on the right side of microstructure, it starts to lose its loading capacity for loadings in the x direction much earlier than in the y direction.
Conclusions
This paper develops three modules contributing to the overall framework of multiscale modeling of ductile fracture of metallic materials with nonuniformly dispersed particles, e.g., cast aluminum alloys. The first module introduces a morphologybased domain partitioning (MDP) algorithm as a preprocessor to multiscale modeling. MDP is instrumental in identifying regions of strong inhomogeneity in the microstructural domain. The three-step simulation-characterization-partitioning technique provides a delineation of various length scales in the microstructure. The second module is for detailed micromechanical analysis of particle fragmentation and matrix cracking of heterogeneous microstructures leading to ductile fracture. This module is necessary for RVE level analysis with periodicity as well as pure micromechanical analysis in regions where periodicity ceases to hold in the multilevel analysis discussed in Refs. 11 and 12. A locally enriched Voronoi cell FEM or LE-VCFEM is developed for particle fragmentation followed by ductile failure through matrix cracking in the form of void growth and coalescence. A nonlocal Gurson-Tvergaard-Needleman (GTN) model is used to model ductile failure in the matrix. The assumed stress-based hybrid VCFEM formulation is adaptively overlaid with narrow bands of displacement-based elements to accommodate localized strain softening. Numerical examples show the potential of LE-VCFEM in accurate microstructural modeling of ductile fracture. The third module develops a homogenization-based anisotropic plasticitydamage (HAPD) model for macroscopic analysis in the multiscale modeling framework. The HAPD model is taken to be in the form of the GTN model. Parameters in this model are calibrated from results of homogenization of microstructural variables obtained by LE-VCFEM analysis of microstructural RVE containing particles, matrix and voids. Numerical examples are simulated with this model for different RVEs undergoing a wide variety of load paths. Comparison between the HAPD model and homogenized micromechanic results shows excellent agreement. Thus the model is suitable for being implementing in macroscopic finite element codes to represent ductile failure in composites as long as the basic RVE assumptions remain valid. The authors are currently working on integrating these modules in a comprehensive multiscale framework, which will be reported in subsequent papers.
