Abstract-Nowadays, multi-processor systems are being used extensively in parallel computing. The effective scheduling system for implementing parallel programs to achieve high performance is crucial. The timing should be done in such a way that the total execution time of the program with according to time and tasks to be minimize communication between processors. This is a NP-Hard problem which tasks graph scheduling approaches based on deterministic methods are not effective in this context while the use of evolutionary computing and genetic algorithms to solve this problem effectively are mainly. In this paper, a new genetic algorithm is proposed for the problem of scheduling tasks graph which is able to spend less time to get. This algorithm is based on a new approach to minimize the length of the critical path and the cost of communication between processors. In this paper, we calculate the number of descendants for each node in which tries to minimize the total execution time of the program.
I. INTRODUCTION
Nowadays, multi-processor systems are used extensively in parallel computing. The effective scheduling system for implementing parallel programs to achieve high performance is crucial. The timing should be done in such a way that the total execution time of a program with regarding to minimize time of tasks and communication between processors. The task graph scheduling problem is a NP Hard problem [1] , [2] . Therefore approaches based on deterministic methods will not work in this field. Previous approaches to solve this problem in scheduling tasks graph are based on a multiprocessor architecture is presented by some non-genetic algorithms. The six non-genetic algorithm in the context are as follows: ETF [3] ; DLS [4] LAST [5] ; HLFET [6] ; DSH [7] ; and MCP [8] . Among these algorithms, MCP is the best non-genetic algorithm to solve this problem and according to that, it is used for evaluation and comparison with other algorithms [9] . Old algorithms try simplifying their assumptions about tasks graph. For example, some algorithms assume the duties or tasks are the same computational costs and certain other costs are considered discretionary. A number of algorithms, weighted edges, cost of communication between processors is assumed to be zero [9] . Number of processors is limited and in the come cases, it is considered unlimited. Also, new algorithms are designed to accept any arbitrary graph [9] . It is also applicable as parallel [10] .
However, the numbers of presented genetic algorithms to solve the issue are very little and each of them has advantages and disadvantages. The main difference between the solutions is how chromosomes and genetic operators are displayed. Constraints on the displaying structure of chromosome have a major effect on the genetic operations complexity. Compare and evaluate the performance of these algorithms is difficult for two reasons [9] . First, most algorithms are based on assumptions of proposers, so it is difficult to compare. Secondly, it is the lack of a standardized instrument to test these algorithms. Also, many algorithms have been evaluated on problems with small size and performance for various sizes of problems is unclear [9] . Most heuristic methods for scheduling methods are based on the use of lists and queues with main idea to prioritize for graph nodes and put them in a sorted list by the priorities as down [9] .
In this paper in the Section II, are presented scheduling tasks graph, view of the chromosomes and how produce initial population and selection operators, and crossover and mutation which are based on the number of mutations that have been expressed. In the Section III, the proposed algorithms are presented and finally in the Section IV and Section V, the proposed algorithm comparison and the results by means of tables and figure are indicated. 
II. SCHEDULING TASKS GRAPH
Before scheduling algorithm should be expressed, in terms of the input algorithm as graph is described in this section. The input to the directional weighted graph called tasks graph is shown as G = (V, E) in [11] . Each node is a member of the V set and represents a work unit of program so that the weight of the nodes determines the execution time of work unit. This graph contain set of edges shown with E, which implies that the prerequisite relationships between work units are to be having an edge (t i, t j ), until the execution time of t i not finished, t j cannot begin to implement. These edges are weighted and the weight of each edge denotes the communication and message transforming costs between the two work units. The relevant work units run on different processors and if the processors are same, therefore the communication costs to be zero. Fig. 1 shows an example of a tasks graph [1] . The target is finding an optimal schedule for tasks graph execution on a multi-processor architecture where the total time of execution as the time of the last work unit to be minimized.
A. Showing Chromosomes
In order to displaying chromosomes, we use the new string representation for chromosomes. If we consider a separate string for each processor, only we will have order of running work units on the processors and the order of overall work units are unknown in which case should create other vector namely, location order vector. Therefore, we select different representation and use a one-dimensional array in which the order of overall running of work units to be specified. Each member of the structure has two fields: work unit number and processor number. Thus, the length of all chromosomes is equal and the overall structure of a chromosome will be as follow 
B. How to Generate Initial Population
To generate the initial population, we create a arranged queue firstly that contains a number of work units. This queue is arranged based on the earliest possible start time as non-down for arranged work units. The algorithm calculates the earliest possible start time for each node (n i ) is as follows in which the critical path and the length of them is easily to be calculated [1] . Table II shows a sample chromosome  structure.   TABLE II: A SAMPLE CHROMOSOME STRUCTURE.  T5 T4 T3 T2 T1  P1 P2 P0 P1 P0 The algorithm for calculating earliest possible start time:  Tt_level (n i ) = 0 (Running time for root node)  For each node, insert number of references as equal with the number of parent nodes and give it to the available list with all the nodes which the number of references is initialized as zero.  Until available list is not empty, remove the node n k from list and perform the follows works for each child node of it with the name n j :  Reduce the number of references only one unit and if the number of j to the available list.
We will assume a reference number for each work unit, originally is equal to the number of its immediate parent for it work unit. Then, we start from the beginning of queue and from among of available work units which all of their parents were running, we select one of them randomly and specify it to the processor. Then, we decrease the reference number of all children's work units to one unit less. So, the available work units for running will have the reference number, 0. This is done until all work units to be scheduled. It is mention that the selection of processor will not be randomly in order to assign work units. In this algorithm, if the current work units are members of critical paths, so it is allocated to the processor so that the previous work unit is running on that processor in the critical path. But, if the current work unit is not member of critical path, it is assigned to the processor which the work unit of them has the maximum communication cost with current work unit which has been run on it. If there were multiple communication costs, one of them will be chosen randomly. As this regard, algorithm tries to minimize amount of communication and will produce better solutions. If all members of the initial population will be generating with this algorithm, then it is will be faced to the risk of premature convergence and replicating solutions. Therefore, it is better to adding some number of members randomly to the population in order to maintain the diversity of population [1] .
C. Operator Selection
The selection of the parent population is placing them in a middle population. Middle populations combine with together and produce children. Selection of proper couples from parent is performed by selection operator and a tournament. Thus, new population which generated is equal to the population. In this section, the purpose of the tournament is to select a random element chosen at random among the elements of the selected element is selection of some elements randomly which between the random selected elements of smallest fitness is chosen as a selected element. In this regard, selection chance of all elements is equal, but the selection chance of better elements is more than other elements. TABLE III: A SAMPLE CROSSOVER OPERATION.  T5  T4  T3  T2  T1  T0  Parent  1  P2  P0  P1  P2  P0  P1  T5  T4  T3  T2  T1  T0  Parent  2  P2  P1  P2  P0  P1  P0  T5  T4  T3  T2  T1  T0  Child1  P2  P1  P2  P2  P0  P1  T5  T4  T3  T2  T1  T0  Child2  P2  P0  P1  P0  P1  P0 This operation was performed according to itself selected parameters and it uses a point method to combine the two chromosomes. After choosing a crossover-point randomly, we copy the first child from the first parent and also we copy the second child from second parent, but we copy from crossover-point to the end for first child of second parent and for second child of the first parent is copying. During the crossover operation, we only replace the parts of relative processors, and keep as constant the work units order. The distance of the crossover-point of chromosomes should be references to be zero, then add n equal, so the mutation operator can be able to produce valid children. Table III shows a sample crossover operation.
D. Crossover Operator

E. Mutation Operator
This operator is based on a parameterized probability and caused to diversity and escape of convergence. To accomplish this task, two work units were randomly selected and their corresponding processors are replaced. Another type of it, a work unit is randomly selected and randomly will be changed the related processor of it. On the other type of mutation, which used in this article, it is selected a work unit randomly and we will change the related processor of it randomly [1] . Table IV shows a sample mutation operation. 
1) Mutation based on the number of descendants
In this type, the mutation firstly navigates the desired tasks graph and calculates the number of children and descendents of each node and then we counted them. Then, based on the number of descendants of each node, if the node has a number of descendants more than other tasks graph nodes, since it has been assigned higher priority to implementing and running on that node in the queue. Thus, applying a mutation operation among the nodes with high priority will be minimal execution time in the graph. Table V shows number of descendant tasks  and processors.   TABLE V: NUMBER OF DESCENDANT TASKS AND PROCESSORS.  T5  T4  T3  T2  T1  T0  Tasks   0  3  5  9  10  12  Number of  Descendants  P0  P1  P2  P0  P1  P0  Processors III. PROPOSED ALGORITHM In the follow, overall structure of this algorithm is presented as pseudo-code which the main idea of it is increase rapidly to reach a solution based on reducing communication costs and length of the critical path. 
IV. PROPOSED ALGORITHM COMPARISON WITH OTHER ALGORITHMS
According to the parameters in Table VI , the program runs for 20 times on the tasks graph and the results of them are presented in the Table VII and Fig. 2 , show the results of this proposed algorithm are two unit less than previous algorithms. V. CONCLUSION Due to the scheduling of tasks graph is NP-Hard task, approaches based on uncertain techniques in this regard such as evolutionary computing mainly genetic algorithms will be effective. Therefore, in this paper a specific algorithm (attention to the DNA), a genetic algorithm is proposed for scheduling the tasks graph that can be obtained an appropriate scheduling with spending less time. A new approach in this algorithm is reducing the descendants of the parent node and based on the decreasing the length of critical path and reducing of communication costs between the processors. Finally, the experimental results show that the proposed method can be implemented timely in comparison with other similar algorithms. The practical results indicated that this algorithm dealing with graphs without communication costs is similar to other algorithms such as MCP algorithm which acts quickly. As the future work, it is better to using the proposed idea in this algorithm into the other genetic algorithm to find a fast and efficient algorithm for this problem.
