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Abstract
Service, in general term is a type of economic activity where the consumers utilize
labour and/or expertise of others to perform a specific task. The birth and continued
growth of the Internet provide a new medium for services to be delivered, and enable
services to become widely and readily available. In recent years, the Internet has
become an important platform to provide services to the end users. Service provisioning,
in the context of computing, is the process of providing users with access to data
and technology resources. In a perfect operating environment, the entities involved
can expect the system will perform as intended or up to an accepted level of quality.
Unfortunately, disruptions or failures can occur which can affect the operation of the
service. Thus, the entities involved, in particular the service requester faces a situation
whereby the service requester’s belief towards certain process in the service provisioning
lifecycle is affected, i.e. deviates from the actual truth. This situation whereby the
service requester’s belief is affected is referred as an uncertainty.
In this thesis, we discuss and explore the issue of uncertainty throughout the service
provisioning lifecycle and provide a measure to tolerate uncertainty in service provi-
sioning offer through the application of subjective probability framework. This thesis
provides several key contributions to address the uncertainty issues in service provision-
ing system in particular, for a service requester to overcome the negative consequence of
uncertainty. The key contributions are: (1) introduction to the issue of uncertainty in
service provisioning system, (2) a new classification scheme for uncertainties in service
provisioning system, (3) a unified view of uncertainty in service provisioning system
based on temporal classification, which is linked to service requester’s view, (4) a con-
cept of uncertainty tolerance for service provisioning, (5) an approach and framework
for automated uncertainty tolerance in service provisioning offer.
The approach and framework for uncertainty tolerance in service provisioning offer
presented in this thesis is evaluated through an empirical study. The result from the
study shows the viability of the approach and framework of the uncertainty tolerance
mechanism through the application of subjective probability theory. The result also
shows the positive outcome of the mechanism in term of higher cumulative utility, and
better acceptance rate for the service requester.
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Chapter 1
Introduction
This thesis contributes to the area of Services Computing by proposing an automated
solution for addressing the problem of uncertainty in a service provisioning system.
Uncertainty and service are two important concepts that we encounter in our daily
life. We experience uncertainty in multitude of situations and aspects of life. For
example, uncertainty in simple routines like choosing attire to work (What to wear this
morning?), weather condition (Is it going to rain in the afternoon?), traffic condition
(whether the route that I always take in the morning is going to be busy with traffic)
and in much more important situation such as economic and political uncertainty. All
these situations involve uncertainty, which is due to various factors such as variability,
imprecision, and in most cases is due to the lack of information.
Service, in general term is a type of economic activity where the consumers consume
or utilize labour and/or expertise of others to perform a specific task. For example,
when a person use a postal delivery service to send a letter, that person is using an
organized system of labour and materials to accomplish that task. If someone visit
a doctor for a consultation, that person is utilizing a service in the form of expertise.
Similar to uncertainty, we utilizes (or provide) service throughout our daily life. Services
are two key components of economics, the other being goods. Several researches have
shown the shift from economy based on goods towards economy based in services in
many countries [3, 4].
The birth and continued growth of the Internet provide a new medium for services
to be delivered. The Internet, which eliminate physical and geographical boundaries
and limitation enable services to become widely and readily available to the general
1
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public and also organization and businesses. In recent years, the Internet has become an
important platform to provide services to the end users. Services Computing[5], Service-
oriented Computing[6], Cloud Computing[7], Web Services[8] and Utility Computing[9]
are all different paradigm of implementation for distributed systems[10]. They all share
similar objective, which is to provision services in electronic form. Provisioning, in
the context of computing, is the process of providing users with access to data and
technology resources.
1.1 Motivation
Service-oriented computing (SOC) is defined as a computing concept that employs
services as the building block for developing applications [11]. SOC (in the form of grid
computing) has evolved from an economic perspective, where it shifted from merely
being the tools for academics and research (lack notion of services for profit) [12, 13], to
the latest paradigm in the form of cloud computing which is geared towards corporate,
enterprise and general public [14]. Latest statistics from Netmetix [15] indicates that
the global cloud computing market is predicted to rise from $40.7 billion to $241 billion
in 2020 and Amazon, one of the key service provider in cloud computing market is
expected to make $750 million profit in 2011 from its Amazon Web Services (AWS)
offering. These two statistics indicate the growing economics importance of service-
oriented computing.
Service provisioning consists of several steps or activities between several entities,
mainly the service requester and service provider. In a perfect operating environment,
the entities involved can expect that the system will perform as intended or up to an
accepted level of quality. Unfortunately, disruptions or failures can occur which can
affect the operation of the service. Thus, the entities involved, in particular the service
requester faces a situation whereby the service requester’s belief towards certain process
in the service provisioning lifecycle is affected, i.e. deviates from the actual truth. In
the above example, this situation whereby the service requester’s belief is affected is
referred as an uncertainty. In this thesis, we discuss and explore the issue of uncertainty
throughout a service provisioning lifecycle, and we are interested to address the issues
related to uncertainty in term of the service requester’s belief.
2
1.1 Motivation
One of the challenges in service-oriented system is to provide and guarantee an
agreed level of service to the end users. Since services have no notion of tangibility
(physical cue such as colour, smell, etc) which can be used by customers to evaluate
the quality of service, service providers need a mechanism to indicate to potential
customers their commitment (to service quality).
The term Quality of Service (QoS), is generally defined as “The degree to which a
provided activity promotes customer satisfaction” [16]. From the point of view from
the field of networking and telephony, as defined by ITU-T [17], QoS refers to a set
or collection of performance metrics that determines the degree of satisfaction of the
user. The goal of QoS is to provide preferential service to the end users based on the
needs of specific application such as voice over IP (VoIP), multimedia streaming, etc.
QoS is a way for the service provider to establish the level of quality provided and
usually dictates the cost of the service based on the QoS provided. Unfortunately, QoS
is just a guideline and is not bound by any contractual agreement between a service
provider and the end users, as compared to Service Level Agreement which is a form
of contractual agreement. Therefore, within the context of this research, in theory,
uncertainty issue can also be applied to the QoS. However, this research focuses on
the issue of uncertainty within the scope of Service Level Agreement in the form of
contractual agreement between the service provider and the end user.
One way to convey the confidence (in service quality) to the customers is by employ-
ing a form of contractual agreement such as Service Level Agreement (SLA) between
the service providers and the customers. An SLA is a part of a service contract where
the level of service is formally defined between the consumer (end user) and the service
provider [18]. The idea of having a contract between two parties to guarantee service
quality has been proposed and used for IP-based network [19] and also Next Genera-
tion Network [20]. The same concept of quality guarantee is applied to the different
paradigm of service-oriented system such as grid computing, cloud computing, and web
services.
In a commercial provisioning environment, SLA can be a key factor in attracting
potential consumers [21]. For example, service providers that can provide a guaranteed
quality of service will more likely be chosen by a customer. Furthermore, if the service
being provisioned is used by consumers to operate their own business operation, the
quality and guarantee of the service offer becomes important[22].
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1.2 Research Problems
The general research problem is stated as follows:
How can we provide an automated solution to overcome or reduce the prob-
lem of uncertainty in a service provisioning environment?
The above general research problem can be subdivided into four specific research
questions:
RQ1: What is the definition and argument about uncertainty, specific to
the area of service provisioning?
To date, there has been no attempt to formally discuss, and define the issue of
uncertainty in service provisioning. The lack of consistent definition and discussion
resulted in multitude of different interpretation of uncertainty, and also lack of focus
for researchers whom might be investigating the same problem.
RQ2: Given that there are uncertainties in service provisioning, are they all
the same? How to classify these uncertainties according to specific criteria?
A service provisioning lifecycle contains several processes that might have associated
uncertainty. These uncertainties can be of different types, therefore need to be classified
accordingly. The lack of consistent classification scheme can cause two problems: (1)
since the type of uncertainty can be linked to different treatment or solution, the lack
of proper classification can lead to unsuitable treatment (less efficient or accurate),
(2) lack of consistent classification can lead to poor understanding of the underlying
problem. Furthermore, there is no comprehensive view on the issue of uncertainty in
service provisioning. There are different types of uncertainty and uncertainty can exists
in different phases of the service provisioning lifecycle. The lack of a consistent view of
uncertainty in service provisioning can leads to confusion among interested parties.
RQ3: Which technique or approach is suitable to provide uncertainty tol-
erance for uncertainty in service provisioning?
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Given the subjective nature of uncertainty in service provisioning system, and mul-
tiple potential solution, there is a need to select the most suitable approach which can
involve multiple domains such as subjective probability, economics, and decision the-
ory. Such technique or approach should be able to reduce the negative effect of the
uncertainty, and facilitates customer’s belief adjustment.
RQ4: Can we devise a framework to support automated uncertainty toler-
ance mechanism in a service provisioning system?
Given a service provisioning system with associated uncertainty problem, there is a
need for a framework that can facilitates the design and development of the uncertainty
tolerance mechanism that can be part of a service provisioning system. The compo-
nents within the framework, especially the uncertainty tolerance mechanism should be
automated as much as possible in order to minimize customers intervention and enable
efficient process.
RQ5: Given the above approach and framework, how do we evaluate the
viability and effectiveness of the proposed solution?
Finally, after designing and implementing the proposed solution (based on the ap-
proach and the framework), there is a need for an empirical study to validate and eval-
uate the solution. The result from this study will help us to understand the strength
and probable limitation of our solution.
1.3 Summary of Contributions
This thesis addresses the issue of uncertainty in a service provisioning environment in
general and focuses on the issue of uncertainty in selected phase of a service provisioning
lifecycle. The key area of concern is the phase when a customer is presented with the
service guarantee offer and subsequently has to make decision whether to accept or
reject the service based on the offer.
This thesis provides the following four key contributions to address the issue of
uncertainty in service provisioning.
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• An introduction to the issue of uncertainty in service provisioning, which includes
(i) a definition of uncertainty in service provisioning, (ii) a new hybrid classifi-
cation scheme, and (iii) a consistent view of uncertainty. The resulting hybrid
classification scheme is based on several dimensions and is useful to interested
parties such as researchers, system designer, and system developer as a tool to
classify uncertainty in a service provisioning system. The view of uncertainty is
based on the temporal classification scheme and service requester’s perspective.
This view is important and useful since it provides a consistent and clear under-
standing of the problem of uncertainty in service provisioning. Having such a
view enables various interested parties (such as researchers, system designer, and
system developer) to work from the same reference point that is as unambiguous
as possible.
• A generic concept of uncertainty tolerance for uncertainty in service provisioning.
This includes the definition of uncertainty tolerance, a discussion on the needs
for uncertainty tolerance, and the means on how to achieve uncertainty tolerance.
The proposed concept is based on the temporal view of service provisioning life-
cycle and service requester’s belief. This concept outlines the requirements to
tolerate the uncertainty in service provisioning but does not enforce any specific
approach, thus enabling interested parties to find the best suitable approach for
tolerating uncertainty.
• An approach to uncertainty tolerance for service provisioning offer. The proposed
approach utilizes subjective probability framework to tolerate the uncertainty.
One key element which differentiates our approach to existing works is that our
approach allows a service requester to express or assigns initial belief towards a
service offer from a service provider. This approach also includes the application
of expected utility theory, which facilitates the decision making process of the
service requester.
• A framework for an automated uncertainty tolerance in service provisioning. The
proposed framework is designed based on the underlying principles of subjective
probability theory in tolerating the uncertainty and provides the operationaliza-
tion details of the underlying theory. The framework provides the processing logic
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and semantic of the uncertainty tolerance engine. The framework will be useful
to system designer and service provider in designing a service provisioning system
that takes into account the problem of uncertainty and tolerates the uncertainty
accordingly.
1.4 Publication
This thesis includes work that has been published in peer-reviewed workshop, confer-
ence, and journal as follows:
• Johari Abdullah and Aad van Moorsel. Uncertainty and Uncertainty Toler-
ance in Service Provisioning. Journal of Internet Services and Information
Security (JISIS), 1(4):89109, 11 2011. [23]
• Johari Abdullah and Aad van Moorsel. Uncertainty and Uncertainty Tol-
erance in Service Provisioning. INTRUSO2011 (1st INternational Workshop
on TRUstworthy Service-Oriented Computing. Copenhagen, June 27-28, 2011,
Technical University of Denmark.
1.5 Structure of Thesis
The remainder of the thesis is structured as follows:
Chapter 2 presents the closely related works that addresses the problem of uncer-
tainty in computing related areas.
Chapter 3 discusses the background of two important concepts in this thesis; (1)
services, and (2) uncertainty. For services, we discuss and define the term service
and service provisioning and look at service concept from economics point of view,
comparing to the concept of goods. As for the issue of uncertainty, we look at a wide
variety of other research areas to get an insight on two matters, in which how different
fields: (1) define the term uncertainty, and (2) classify uncertainty.
Chapter 4 contains three important sections. Firstly, the chapter presents a unique
classification scheme for uncertainty in service provisioning using different dimensions.
Secondly, it presents a new view of uncertainty using the temporal classification scheme
and the service requester’s perspective. Finally, the chapter introduces the generic
concept of uncertainty tolerance in service provisioning.
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Chapter 5 presents an approach to tolerate uncertainty for a specific case of uncer-
tainty in the service offer from a service provider. This approach utilizes the generic
concepts of uncertainty tolerance presented in Chapter 4, and employs subjective proba-
bility framework, which includes evidence gathering approach, and also expected utility
theory to assist service requester in decision making.
Chapter 6 focuses on the development of an automated framework for tolerating
uncertainty in service provisioning, specifically for the service provisioning offer. The
aims of the framework is to provide an application level blueprint for interested parties
to implement the uncertainty tolerance mechanism in their service-based system.
Chapter 7 provides an empirical study to validate the viability of the uncertainty
tolerance concept discussed in Chapter 4, the approach for uncertainty tolerance pre-
sented in Chapter 5, and the framework presented in Chapter 6. Subsequently, the
results and findings of the study is also discussed.
Chapter 8 provides a summary of the research, and restates the major contributions
and findings. This chapter also discusses issues that require further research.
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Chapter 2
Literature Review
2.1 Introduction
This chapter presents a summary of related work forming a background for the research
work presented in this thesis. The relevant literature pertaining to the importance of
the research question and available solutions is explored and reviewed.
2.2 Uncertainty in Services Computing
The issue of uncertainty is not something new in many research fields but surprisingly,
there is minimal research conducted on uncertainty issues related to the area of service
computing. To date, there has been no specific research works done to address in general
the issue of uncertainty in the area of service provisioning. The lack of research leads
to no proper definition of what uncertainty is (with respect to service provisioning),
and no classification scheme to classify uncertainty into a specific classes or categories.
Perhaps this is not surprising due to the fact that there exists different definition and
interpretation of uncertainty in other research areas.
The lack of specific definition and classification of uncertainty in service provisioning
resulting in the lack of focused and concerted effort within services computing research
area. Hence, there might be other research working on solving the problem of uncer-
tainty without specifically acknowledging that the crux of the problem they trying to
solve is related to uncertainty (in service provisioning). Therefore, Chapter 3 will pro-
vide in-depth review of the issues of uncertainty in other fields, including the definition
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and classification of uncertainty, which leads to a specific definition and classification
of uncertainty in service provisioning.
Based on our literature survey, there has been no effort in the past to specifically
consider uncertainty as the main focus of research problem within service provisioning
system. Existing research works in the past, in general, focused on two main issues
which we believe has the root of the problem linked to uncertainty. These two issues
are (1) quality uncertainty, and (2) trust and uncertainty.
2.2.1 Quality Uncertainty
The issue of uncertainty is a common problem in IT related services such as multi-
media streaming, VOIP (voice over IP), online trading systems and customer service
call centres [24]. This uncertainty can negatively affect either the service provider or
service requester [25]. One of our contribution of this research is to address the issue of
compliance of Service Level Agreement, when the customer has imperfect belief (due
to gap in knowledge), which falls under the quality uncertainty scope of research. A re-
cent paper by Smith in 2010 [26] looks into the issue of uncertainty in service provision
contracts. The main objective of Smith’s research is to look into the issue of service
provider ability to fulfil the service quality guarantees due to non-deterministic uncer-
tainty such as fluctuation in network/server loads and hardware failures and provide
a mechanism to optimize service provision contract under this uncertainty. Smith’s
approach to solve the uncertainty issue is to use utility model. There are several dif-
ferences between Smith’s work and what is presented in this thesis. Firstly, there is no
attempt or reference to the issue of uncertainty in general within the context of ser-
vice provisioning since Smith’s paper focuses specifically on the uncertainty issue from
the service provider point of view. Our research provides, firstly, the different type
of uncertainty in a complete lifecycle of a service provisioning process, and secondly
provide a classification scheme that enable the grouping of uncertainty based on several
specific dimensions or characteristics. Secondly, instead of focusing on the uncertainty
issue from the perspective of service provider, we have taken the initiative to look into
the issue of uncertainty from customer point of view, and provide a mechanism that
tolerate the uncertainty, and assist customer in decision making. In a way, this research
work is complementary to the work conducted by Smith. Finally, similar to Smith’s
approach in mitigating uncertainty, utility function is also utilized in our uncertainty
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tolerance engine, but we also include additional tools such as Bayesian probability (in
the form of Bayes Net) and also Decision Networks in our solution.
2.2.1.1 Contingent pricing
Another mechanism to mitigate the issue of quality uncertainty is through the applica-
tion of contingency pricing. Contingent pricing has its root in marketing and economics
research area and is a common practice to reduce buyers’ risk when dealing with future
uncertainties related to purchase of goods and services such as travel related (air ticket,
hotels, etc.), and entertainment (concert tickets, theme park admission) [27, 28]. Baz-
erman et. al. [25] discussed the benefits of contingent contracts in business negotiation
to mitigate the issue of uncertainty in services.
A related paper is by Bhargava and Sundaresan [29] concerns on how to manage
quality uncertainty through contingency pricing for IT related services. The issue in
question has been long debated in economics, which is the difficulty to ascertain quality
of services as compared to quality of goods. Bhargava and Sundaresan suggested the
use of different pricing mechanism, termed as contingent pricing for different level of
service quality offered to the customer. As noted by the authors, contingent pricing
mechanism has been widely used in IT services. The authors contributions from the pa-
per are the formal study of contingency pricing and the design of an optimal contingent
contracts. Similar to Smith’s paper above, Bhargava and Sundaresan put emphasize on
solving the issue of quality uncertainty from the service provider perspective, whereby
in our research, we look into the issue of uncertainty from the customer perspective.
Secondly, their contingency pricing framework does not tolerate uncertainty prior to
the service invocation, but mitigate the negative consequence of uncertainty after the
uncertain event has occurred. Our approach of uncertainty tolerance in the service
provisioning offer phase (in Chapter 5 addresses the issue of uncertainty prior to the
service invocation.
2.2.1.2 Information Asymmetry
As mention earlier, the issue of uncertainty is not something new in other fields, and
as for quality uncertainty, this has been discussed extensively for the past few decades
in the field of economics. The economist, George Akerloff, in 1970 published a paper
titled “The Market for Lemons: Quality Uncertainty and the Market Mechanism [30]
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which highlighted the issue of information asymmetry, which occurs when the seller
knows more about a product being sold compared to the buyer. Although the core
discussion about information asymmetry given in the paper relates to physical goods
(automobiles), the same principle should applies to services as well (an example on
health insurance, which is a form of service, is given as an applied example). In short,
the information asymmetry is associated as quality uncertainty, whereby the seller has
more information about the goods being sold, leading to two situations: (1) seller who
knows that the goods has some negative quality, then try to sell the goods as a higher
quality goods, or (2) seller who knows that their goods are of good quality but do not
have the means to disclose this information to potential buyers. Akerlof’s theory of
“market lemons” has lead to “lemon law” (i.e. Magnuson-Moss Warranty Act [31])
which is a form of warranty law to tackle the issue of market lemons. Why this is
important is that warranty [32] is also one type of solution against the issue of quality
uncertainty. Apart from warranty, other mechanisms to combat quality uncertainty are
moneyback guarantee [33, 34], and demonstrations [35].
On the issue of information asymmetry in Internet market, Pavlou et. al. in 2007
published a paper [36] that put the perspective of Akerlof “market lemons” theory into
the online exchange (purchase/selling) relationship. The mechanism that they used to
mitigate the issue of quality uncertainty resulting from information asymmetry is to
use the principle-agent perspective [37, 38] based on a set of four uncertainty mitigating
factors: (1) trust, (2) website informativeness, (3) product diagnoscity, and (4) social
presence. Although the sources of uncertainty are identified in the paper, there is no
proper classification scheme used to differentiate the type of uncertainty. Furthermore,
although the scope of the problem has migrated from traditional physical market to
the Internet or online market, the example given in the paper is still on the purchase of
goods (books and drugs prescription) instead of pure services. Other related research
on “cyber lemons” are by Huston and Spencer (coin auction through eBay) [39], and
Pan (China’s e-commerce market) [40, 41]. The issue of information asymmetry in grid
computing is discussed in [42].
2.2.2 Trust and Uncertainty
The subject of trust is often related to uncertainty. Although the specific term trust
uncertainty is not directly used in academic papers, there are several papers that discuss
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both the aspect of trust and uncertainty. For example, Viljanen [43] discusses thirteen
different trust models for trust decision and one of the model, confidence-aware model
has uncertainty associated with trust or the input factors. As for trust management,
Ruohomaa and Kutnoven [44] publish a survey that discusses the general overview
of the state of art in trust management. One of the statement in that paper which is
related to this discussion is that trust plays and important role in virtual organization to
counter the element of uncertainty due to business requirement for openness. Another
key statement from Ruohomaa and Kutnoven is that trust is a way for people to
deal with uncertainty when presented with decision making (future events) and when
interacting with another party. Another paper related to trust management published
by English et. al. [45], relates the uncertainty in trust values for decision making and
trust evaluation. He suggested three alternatives for comparison of uncertainty of trust
values: (1) ignore the uncertainty of trust values in both decision making and trust
evaluation, (2) consider uncertainty of trust values only in decision making process,
and (3) introduce the notion of uncertainty to the risk model, which caters for both
the decision making and trust evaluation processes.
One specific paper which includes the keyword “uncertainty” and trust in the title is
a paper by Brainov and Sandholm in 2000 [46] titled “Contracting with uncertain level
of trust”. Although the area of research does not directly include the area of service
computing, the scope of the problem is still applicable to our discussion since the paper
addresses the problem of trust between two agents (in a multiagent system), a buyer
and a seller, which is parallel to the concept of customer and service provider in service
provisioning system. Unfortunately, although the keyword “uncertain” being used in
the title, there is no definition of this keyword, nor there is indication or discussion of
what is the relationship between uncertainty and trust. We assume that the authors
refer to the inability to determine the trust level (trustworthiness) of their counterpart
as the situation of uncertainty. Again, this paper exemplifies the needs for a definitive
definition of uncertainty with respect to service provisioning.
2.3 Dempster-Shafer Analytical Hierarchy Process
Apart from Bayesian approach for solving subjective probability related problems, an-
other approach which is usually discussed and compared to Bayesian approach is the
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Dempster-Shafer Theory (DST). Additionally, and extension of the normal DST using
Analytical Hierarchy process is also discussed in this section.
2.3.1 Dempster-Shafer Theory
The Dempster-Shafer Theory (DST) is a mathematical theory which falls under the
subjective probability theory. The theory was developed by Arthur P. Dempster[47]
in 1960s and extended and refined 10 years later by Glenn Shafer[48]. DST started to
be used and popularized within the Artificial Intelligence (AI)[49] and Expert System
fields as a technique for modelling reasoning under uncertainty. According to Beynon
[50], real world practical applications of DST has been applied with success in areas
such as face recognition [51, 52], target identification [53], intrusion detection [54, 55],
and medical diagnosis [56].
DST allows the combination of evidence from different sources and generate a degree
of belief (represented by a belief function) that takes into consideration all available
evidence. DST framework allows the belief about a proposition to be represented be-
tween two values, belief (lower bound) and plausibility (upper bound). Under DST,
beliefs from different sources can be combined using different fusion operators based
on specific situations. There are several key differences between DST approach com-
pared to Bayesian theory. First, evidence is represented as belief function rather than
probability density function. Secondly, Bayesian Theory requires a more explicit for-
mulation of conditioning and the prior probabilities of event. In DST, the conditioning
information is embedded into the belief function and does not rely on prior knowledge.
Third, the computation of evidence for a proposition does not required prior probability
(i.e. assumes ignorance). According to Hoffman [57], there is no differences in term of
performance between DST and Bayesian approach in managing uncertainty in sensing.
Therefore, with regards to this project, there is no added advantage in using DST as
compared to Bayes’ Theory.
2.3.2 Analytical Hierarchy Process
Analytical Hierarchy Process (AHP) is a structured decision making framework for
organizing and analyzing complex decisions. It was developed by Thomas L. Saaty
[58, 59] in the 1970s and is based on the fields of mathematics and psychology. The AHP
framework takes into consideration both the subjective and objective measurements in
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solving complex, multi-party criteria problems through the assessment of alternatives
against an array of diverse objectives. According to Saaty [60], in a decision making
process, the most creative part is in choosing the factors that are important for that
decision. The main strength of AHP is that it allows a group of people (whom are
involved in decision making process), to use their perception and judgment in the
decision making process. The AHP framework is a popular tool in decision making
problem especially in operations research [61, 62] and management science [63, 64].
2.3.3 Dempster-Shafer Analytical Hierarchy Process
Beynon et. al. in 2000 [50], introduced a method which combines both the aspects
of the DST and AHP to solve multi criteria decision making problems. DST/AHP
differs from AHP since it allows comparisons between group of decision alternatives
instead of single alternatives, and includes DST’s rule of combination. In essence,
the DST/AHP approach allows measures of uncertainty and ignorance to be included
as part of the decision making process of AHP. The DST/AHP approach has been
applied in various situation such as sustainable transport solution [65], security risk
assessment [66, 67], and urban power planning [68]. Although DST/AHP is useful in
multi criteria decision making process, this approach is not relevant to this research
since the evidence collected is of the same categories, and has only one parameter for
decision making consideration.
2.4 Probabilistic Modeling of Networked Systems
Konnoy et. al. [69] defined a networked systems as a large and complex systems which
require exhaustive work by the network administrators to maintain the quality and
functions of the network system. Probabilistic modeling has been used to model, visu-
alize, and understand the requirement, functions, and performance of network systems.
For example, Guan et. al. [70] uses Bayesian Predictors (probabilistic model) on data
collected by health monitoring tools when cloud servers perform normally, for proactive
failure management of the cloud servers. Another research work that utilizes proba-
bilistic modeling for performance evaluation is by Ghaffarkhah and Yasim [71], whereby
a probabilistic model is used to determine channel characterization in mobile networks
to ensure robust cooperative operation of the mobile network. Other related works are
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by Chemouil et. al. [72] (traffic routing in telephone network), Mao et. al [73] (link loss
monitoring in wireless sensor networks ), and Ni et. al. [74] (online risk-based security
assessment).
Although our research works involve a network systems, in the form of service
provisioning system, and utilizes a form of probabilistic modeling in the form of Bayes
Theorem, we are more interested in addressing the uncertainty exhibited by the network
systems rather than the aspect of performance of the network systems.
2.5 Summary
This chapter has reviewed several key research works which are directly related to the
research work presented in this thesis. Two key findings that can be concluded from
this chapter are: (1) there are very few researches that directly tackle the issue of
uncertainty in service provisioning, and (2) there are researches that tackle uncertainty
but in different form or perspective such as quality and trust. These findings provide
sufficient motivation for the research works conducted in this thesis.
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Background
This chapter introduces two important concepts, (1) service and (2) uncertainty, which
are the major focus of this thesis and provides the context for the problem of uncer-
tainty in service provisioning. The concept of service provides the scope and context of
the research problem whereby the uncertainty problem lies within the area of service,
in particular service provisioning. One of the challenges is to distinguish between the
concept of services and goods, which in turn affect the quality perspective of these two
areas. One of the contributions of this chapter is the application of the Rathmell’s
Goods-Services Continuum test on a set of different type of electronic/web based ser-
vices. As for uncertainty, this chapter explores the concept from the perspective of
other research areas in which the issue of uncertainty is common. The insight from
other research areas, especially on existing classification scheme will provide the foun-
dation to design a unique classification scheme for the area of service provisioning. This
hybrid classification scheme will be presented in the next chapter.
The remainder of this chapter is organized as follows: Section 3.2 will cover dis-
cussion on service and service provisioning concepts, including the definition of service
and service provisioning, and the issue of service quality and Service Level Agreement.
Section 3.7 discusses the concept of uncertainty in general and provides a thorough
review of existing classification schemes in various research fields such as management,
health care and so on.
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3.1 The Area of Services Computing
The area of Services Computing has been established in November 2003 [75] and has
become a cross-discipline research area that covers both science and technology in order
to link the area of Business Services and IT services with the goal to perform services
more efficiently and effectively. The area of services computing covers service-based
computing such as web services, service-oriented architecture (SOA), cloud computing
and also business aspect of such technologies such as business process modelling, trans-
formation and integration. The 1st International Conference on Services Computing in
2004 with three major tracks: SOA and Web Services, Grid/Utility Computing, and
e-Business Computing [76]. In the 1st Volume of the IEEE Transactions on Services
Computing, Zhang [5] establishes 14 key body of knowledge in the area of services
computing categorized into four categories: (C1) Services and services system, (C2)
Services Technologies (C3) Services Consulting and Delivery, and (C4) Services Solu-
tioning and Management. In general, we believe there is a gap within the body of
knowledge of services computing that neglect the issue of uncertainty especially within
a service lifecycle which is one of the knowledge area under the first category (C1).
3.2 What is a service?
Service has existed as an economic concept since time immemorial. Existing definitions
of the term service can be viewed from two perspective, (1) economics and (2) tech-
nology. From an economic point of view Rathmell in 1966 [2] defined a service as the
intangible equivalent of an economic product. In that paper, Rathmell distinguished
between goods (owned or rented) and non-goods services using two tests. One dis-
tinction is to consider good as a noun and service as a verb, followed by several other
distinctions as shown in Table 3.1.
The second test proposed by Rathmell is based on the nature of the product’s utility.
As for goods, the utility of the product (such as a book) is based solely on the good
itself (no act is involved). On the other hand, the utility of a service (such as legal
service) is solely based on the service rendered (no good is involved). One important
observation by Rathmell is that in reality, both goods and services lies in a continuum,
termed as Goods-Services Continuum, i.e. it is seldom that we can find pure goods or
pure services. To add to this observation, Rathmell added that in reality, apart from
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Table 3.1: Distinction between Goods and Services
Goods Services
noun (good is a thing) verb (service is an act)
an object, a device, an article, or
a material
a deed, a performance, or an ef-
fort
when a good is purchased, a
buyer acquire an asset
when a service is purchased, the
buyer incurs an expense
these two extremes, both goods and services require each other in order to be useful.
For example, most goods (food, books, etc.) require services (delivery, accounting,
advertisement, etc.) to be able to be useful (i.e. goods being sold), and the same
dependency applies to services as well.
As an exercise, we would like to apply Rathmell’s Goods-Services Continuum test
on a selection of electronic or web-based services. The objective of this exercise is to
see whether the Goods-Services Continuum theory still applies to these type of services.
The selected services have the following properties: (1) web-based: services delivered
solely through the Internet or electronic medium, and (2) paid services: the services
selected incur cost to the user/customer. Table 3.3 shows the compilation of type of
service, example of service, operational objective, and the associated Goods-Services
Continuum placement. The placement field refers to the possible placement of the
type of service on the Goods-Services Continuum. Although there has been various
service classification schemes proposed in the past [77], we classify the placement based
on the operational objective of the service. Furthermore, we need to be clear what is
defined as a good. The differentiation between goods and services has also been well
researched by various researchers in early service marketing literature [2, 78, 79] and
generally summarized as four characteristics (as shown in Table 3.2): (1) Tangibility:
whether the product has physical presence, (2) Perishability: degree of durability
beyond the time of purchase, (3) Separability: whether the product can be stored
for later use, and (4) Standardization: whether quality can be controlled through
standardization in the production process.
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Figure 3.1: Placement of Selected Web-based Services on the Rathmell’s Goods-Services
Continuum
Firstly, cloud computing services such as Amazon Web Services (AWS)1 and Rackspace2
are defined as services which require goods support in order to be operational (leasing
model), but no goods actually being sold. As for online retailer such as Amazon UK3
and Play.com4, they are considered as services with high dependability on goods sup-
port, whereby the service rendered by the retailers is to provide a virtual marketplace
for the users and goods are actually being sold. For streaming (media) services like
Hulu5 and Netflix6, these type of services can be considered as services without goods
support, since no goods being sold. The other two types of services, online marketplace
and crowdsourcing marketplace can be classified as services without need for goods sup-
port. For Amazon Mechanical Turk7 service (crowdsourcing marketplace), this is a clear
case of services without the needs of goods support since no actual goods being sold.
If we look closely at online marketplace such as eBay UK8, the service offered is for
users to advertise and sell goods (there is an exchange of goods, i.e. goods being sold),
but the question is, without goods, is it possible to offer the service (i.e. service cannot
exists without goods support)? The placement of the selected web-based services is
1http://aws.amazon.com/what-is-aws/
2http://www.rackspace.co.uk/
3http://www.amazon.co.uk/
4http://www.play.com/
5http://www.hulu.com/
6https://signup.netflix.com/
7https://www.mturk.com/mturk/welcome
8http://www.ebay.co.uk/
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Table 3.2: Differentiation between Goods and Services
Goods Services
Tangibility are tangible (has shape
and can be touched)
are non-tangible
Perishability all goods have some de-
gree of perishability
services in principle do
not perish, only can be
considered perished as
they are consumed
Separability goods can be stored
for later use (produc-
tion and consumption
are separate)
in services, production
and consumption occur
at the same time
Standardization quality of goods can be
controlled during pro-
duction
quality of services can
vary each time they are
delivered
Sources [2, 78, 79].
shown in Figure 3.1 (Note: location of placement does not indicates the quantitative
strength of one placement to another).
The conclusion of this exercise is that we are able to differentiate between different
type of web-based services using the Rathmell’s Goods-Services Continuum test and
also the four characteristics to make distinction between goods and services. Further-
more, based on the above discussion, another important aspect in the goods vs services
discussion is the decision making process of selecting or accepting services as compared
to to goods. This issue will be one of our focus in discussing uncertainty in service
provisioning.
3.2.1 Definition of a Service
From technology perspective, there are several definitions such as “electronic services”
(or e-services), and “web services”. As for the term e-service, several definition exists:
9https://www.mturk.com/
10http://www.smartsheet.com/ and http://en.wikipedia.org/wiki/Smartsheet
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Table 3.3: Rathmell’s [2] Goods-Services Continuum test on selected web-based services
Type of
service
Example Operational
Objective
Placement
cloud
computing
Amazon
Web
Services
(AWS),
Rackspace
provide users access to
resources, software, and
information over the
Internet
service which
require goods
support (leasing
model)
online
retailer
Amazon,
Play.com
to provide users access
to goods (purchase)
over the Internet
service with high
dependability on
goods support
streaming
(media)
Hulu,
Netflix
provide users with
subscription service of
movies, TV, and other
type of media through
the Internet.
service without
goods support
online mar-
ketplace
eBay,
Amazon
Market-
place
provide a virtual
environment
(marketplace) for users
to auction/sell goods
service without
goods support
crowdsourcing
market-
place
Amazon
Mechanical
Turk9,
Smartsheet10
to provide users access
to human intelligence
to perform tasks that a
computer are unable to
do yet.
service without
goods support
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Boyer et. al. [80] define e-service as interactive services delivered through the Internet
using telecommunications, information, and multimedia technologies, while Rowley [81]
classify e-service as any deeds, efforts, or performances conducted through the usage
of information technology. A web service has been described as a software system
that support interoperable machine-to-machine interaction over a network [82, 83]. In
another definition by Kuebler [84], a web service aggregates one or more functionality
for use. Zhang et. al. [85] define the term services as follow:
Definition 1 “Services” represent a type of relationship-based interactions (activities)
between at least one service provider and one service consumer to achieve a certain
business goal or solution objective.
We can see from the above discussion, there are multiple definition of the term ser-
vice, either from different perspective or technology. Table 3.4 summarizes the various
definitions of the term service.
3.3 Services Provisioning
In general, provisioning means providing or making something available. Historically,
provisioning in information technology originates from telecommunication industry,
whereby it is the process of preparing and equipping a network to allow new services
to its users. In computing, provisioning appears in the context of utility computing,
grid computing, service-oriented computing, and cloud computing.
3.3.1 Definition of Service Provisioning
Zhang’s definition [85] views a service as a relationship between two entities but does
not give any insight on the provisioning of the service itself. Therefore, we extend the
view by providing the definition for “service provisioning”. In the context of the service
provisioning through the Internet, we define service provisioning in general as follows:
Definition 2 “Service provisioning” is the process of providing customers access to
resources to complete tasks required by the customer. Resources can be in the form of
hardware, software, or computation.
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Table 3.4: Summary of Definition of Service
Perspective Term Definition Citation
economics the intangible equivalent of an
economic product
Rathmell, 1966
[2]
technology
e-service
(1) interactive services deliv-
ered through the Internet us-
ing telecommunications, in-
formation, and multimedia
technologies
Boyer, 2002 [80]
(2) any deeds, efforts, or per-
formances conducted through
the usage of information tech-
nology
Rowley, 2006 [81]
web service a software system that sup-
port interoperable machine-
to-machine interaction over a
network
Dustdar 2005
[82], Booth 2004
[83]
service represent a type of
relationships-based inter-
actions (activities) between
at least one service provider
and one service consumer to
achieve a certain business
goal or solution objective
Zhang, 2007 [85]
3.3.2 Motivation for service provisioning
There are different type of service provisioning such as hardware, application, and con-
nectivity. For example, Software as a Service (SaaS) is a type of service provisioning
that offer software or application to customer as a service on demand. On the other
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hand, utility computing provides end user with access to computation service to run
computational intensive task such as financial modelling. The recent evolution of util-
ity computing and the Internet is the emergence of cloud computing whereby shared
resources, information, and software are provided to customer on demand. Examples
of popular cloud computing implementation are Amazon Web Services (AWS) [86] and
SalesForce [87].
Many organizations choose service provisioning because of the following benefits:
• Reduced cost: There is no need expensive investment to purchase hardware,
software, and manpower for a one off task.
• Ease of management: Since the service provider provides management and
technical support, the customer can concentrate on the business activity.
• Rapid deployment: Services is available instantly thus enabling of immediate
deployment of the task.
• Reliable services: Since the service provider will provide a contractual agree-
ment to guarantee the service provided.
3.3.3 Generic Service Provisioning Architecture
In this thesis, in order to simplify the scope of the research, a generic web service provi-
sioning scenario as shown in Figure 3.2 is chosen as the basis for a service provisioning
system. In a typical service provisioning architecture, there are three main entities
[88, 89]: (1) service requester (client), (2) service provider (server), and (3) registry
service.
In addition to these three entities, a fourth entity known as service broker (also
known as facilitator and matchmaker) is sometimes present in certain system [90, 91].
The service broker acts as a middle agent which offers service from multiple service
providers to a service requester. The added values of a service broker are as negotiation
mediator [92] and synchronization [93]. Additionally, from the context of this research,
the service broker entity can act as the neutral party that host the uncertainty tolerance
engine and also can act as the evidence collection point for the uncertainty tolerance
mechanism. This is assuming that the service broker is trusted and neutral (not bias)
to both the service provider and service requester (consumer).
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The three main entities function as follows:
• Service Requester: A service requester (generally known as customer or user)
is an entity (which can be a human or software agent) which sought after a service
to complete a task(s).
• Service Provider: A service provider is an entity that hosts and offers services
to the end users (customer).
• Service Directory: A service directory or registry is essentially a service meta-
data portal for service registration and discovery.
service
directory
4. consume
1. publish2. search
3. discover
servicerequester serviceprovider
Figure 3.2: General Service Provisioning Architecture and Lifecycle
3.3.4 Service Provisioning Lifecycle
Figure 3.2 shows the basic architecture and life cycle of a service provisioning between
the service provider and the end user. The first step (1) is for the service provider
to publish the service into a registry. The registry acts like yellow pages that store
information about services from various service providers. If a service is required, a
customer can search (2) the registry for potential service. If a suitable service is dis-
covered (3), the customer can then use (consume) the service. The life cycle completes
when the service has been consumed (4), i.e. the required task is done.
3.3.4.1 Service Registration and Discovery
One of the challenges in the above service provisioning lifecycle is to discover services
a customer wants among a collection of services and providers. The solution in the
above lifecycle is to provide a registry service whereby a service provider can publish a
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service and this service can be discovered by an interested customer. One of the exist-
ing technology that provides service registry for web services is Universal Description
Discovery and Integration (UDDI) standard. UDDI is a platform-independent registry
standard that supports the publishing and discovery of web services. The UDDI stan-
dard is based on the Extensible Markup Language (XML). One of the elements of
UDDI is the UDDI data structures for representation the provider and service descrip-
tion information. The UDDI XML Schema defines four types of information, which
are:
1. businessEntity: a description of the organization that provides the service.
2. businessService: a list of all the Web services offered by the business entity.
3. bindingTemplate: describes the technical aspects of the service being offered.
4. tModel (technical model): is a generic element that can be used to store
technical information on how to use the service, conditions for use, guarantees,
etc.
The relationship between the different type of data structures is shown in Figure 3.3.
Figure 3.3: UDDI Data Structures (source [1])
The UDDI standard was first written in 2000 but unfortunately in 2006, due to
poor adoption by the market, several important supporters of the standard such as
Microsoft, SAP, and IBM decided to shut down their public UDDI nodes. The last
surviving UDDI standard which is the UDDI v3 [1], was published in 2002 by OASIS
(Organization for the Advancement of Structured Information Standards), the group
that define, maintain, and sponsor the UDDI standard.
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3.4 Service Quality and Service Level Agreement
One of the main challenges of service provisioning through the Internet is to ensure
that the service offered meets the quality criteria specified by both parties. This a
common issue in services as compared to defining and assessing quality of goods. Since
goods has tangible properties, assessing goods quality is simply by judging the quality
of the tangible properties (colour, label, feel, packaging, etc.). On the other hand, the
unique characteristics of services contribute to the complexities involved in assessing
and managing service quality. As a consequence, this issue complicate the consumers’
assessment of quality and service provider’s ability control and guarantee it. The issue
of service quality has been discussed by various marketing researchers such as Groon-
roos [94, 95], Lewis and Booms [96], Parasuraman et. al. [97], and Mersha [98] which
leads to two common agreements: (1) quality of service is much more complex and
harder to determine compared to quality of goods, and (2) perception of service quality
is the difference between customers’ expectations and the actual service performance.
Subsequently, another challenge is to measure the service quality itself. One of the
well known methods for evaluating service quality has been developed by Parasura-
man, Zeithaml, and Berry [99] known as SERVQUAL based on five quality dimensions
(tangibles, reliability, responsiveness, assurance, empathy). The SERVQUAL method
has also been tested on Information System (IS) service quality [100] and e-commerce
businesses in tourism sector [101].
As for service guarantee for services-based computing system, one approach em-
ployed by service provider is to use a form of contractual agreement termed as Service
Level Agreement (SLA). SLA is a common approach to provide service guarantee in
various services-based system such as SLA for grid computing [102, 103], for cloud com-
puting [104], for utility computing [105], and for web services [106]. Various researchers
such as Kotsokalis [107], Ward et. al. [108], and Rana et. al. [109] have defined the
term Service Level Agreement (SLA) and in general, their definitions consist of three
important components: (1) it is a form of contract or agreement, (2) party involved:
between a service requester (customer) and a service provider, and (3) agreement con-
tains level of quality based on specific parameters. This leads to a generic definition of
SLA as follows:
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Table 3.5: List of Measurable Qualities
Quality Brief Description
Accuracy error rate of a service (average number of errors over a given spec-
ified time)
Availability the mean time to failure for a given service (typically measured
by the probability that the service is available when required)
Capacity number of concurrent requests that can be handle by the service
at any given time
Cost the cost associated with each service request
Latency the maximum amount of time between arrival of a request and the
completion of a request.
Scalability the ability of the service to increase the number of successful op-
erations completed over a given time period.
Definition 3 Service Level Agreement (SLA) is a contract (agreement) between the
service provider and the consumer (end user) and define the service level required based
on specific parameters.
The quality specified in an SLA can be of any metric, provided it can be measured
and verified by the parties involve in a service transaction. Bianco [110] categorizes
quality into two groups: (1) Measurable qualities: can be measured automatically using
a given metric (such as accuracy, availability, latency, etc), and (2) Unmeasurable
qualities which cannot be measured from a given viewpoint in a service transaction
(interoperability, security, etc). A non-exhaustive list of measurable qualities is shown
in Table 3.5. In our research work, we are interested in the measurable qualities of an
SLA.
In a competitive provisioning business environment, SLA can be a key commercial
tool in attracting potential customer [111]. One of the key benefits of having an SLA
is that it is an indication of the service provider confidence in its ability to deliver the
service as promised. However, there must be a certain level of certainty that the SLA
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itself can be guaranteed and there is no uncertainties hidden from the SLA itself.
3.4.1 Elements and Structure of Service Level Agreement
The SLA document consists of several typical elements (as shown in Figure 3.4):
• parties (which include signatory and supporting parties).
• service description (service operations, SLA Parameters, metrics, measurement
directives).
• obligations
PARTIES:
Signatory Parties
Supporting Parties
SERVICE DESCRIPTION:
Service Operations
- Bindings
- SLA Parameters
- Metrics
- Measurement Directives
- Functions- Schedule
OBLIGATIONS:
Validity PeriodPredicateAction
Figure 3.4: Typical SLA Structure and Elements
The parties section, which includes the signatory and supporting parties function
as an identifier for all parties involved in the contract. The Signatory party description
consists of the identification and the technical properties of the party (interface defini-
tion and addresses). The Supporting party description consists of the Signatory party
description plus an attribute that represents the sponsor(s) of the party.
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The service description section defines the characteristics of the service and its
observable parameters. Each service operation contains one or more bindings (transport
encoding for exchanged messages). Additionally, one or more SLA Parameters of the
service can be specified here.
Definition 4 An SLA Parameter is a defined property of a service object.
Examples of SLA Parameters are “service response time”, “service throughput”,
and “service availability”. SLA Parameters are comprised of composite Metrics (which
is made of one or more other composite or resource metric).
• Examples of Composite Metrics: “maximum response time”, “average availabil-
ity”, or ”minimum throughput”.
• Examples of Resource Metrics: “system uptime”, service outage period”, “number
of service invocations”.
The last section, obligation, define various guarantees and constraints that can be
enforced on the SLA Parameters. There are three main components in this section - (1)
Validity period, (2) Predicate, and (3) Action. The first component (Validity period)
specifies the time limit (duration) of which a given SLA Parameter is valid. The
Predicate component indicates the threshold and the comparison operator (greater,
equal, less, etc.) to be used to compare a computed SLA Parameter. The outcome of
the Predicate can either be true or false. The final component, Action, will be triggered
depending on the outcome of the Predicate. For example, if a violation of guarantee has
occurred, (Predicate of the parameter is TRUE), then an action (for example opening
a trouble ticket) will be triggered.
3.4.2 SLA Lifecycle
The life cycle of an SLA can be generally categorized into four phases - (1) creation,
(2) deployment and provisioning, (3) enforcement, and monitoring of service invocation
under an SLA, and finally (4) termination of SLA. However, depending on the business
scenario, there may be many sub phases within each phase. Figure 3.5 below shows a
more detailed lifecycle of an SLA lifecycle with sub-phases.
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SLA Contract Definition Phase
SLA
Creation
SLA
Publication
SLA
Discovery
SLA
Negotiation
SLA
Optimization
SLA
Deployment
SLA
Monitoring
SLA
Evaluation
SLA
Accounting
SLA
Re-negotiation
1
2
3
4
5
6
7
8
9
10
SLA Negotiation Phase
SLA Enforcement PhaseSLA Termination Phase
Figure 3.5: SLA lifecycle with sub-phases
3.5 SLA Frameworks and Languages
Organizations refer to Service Level Agreement Frameworks or SLA Frameworks as
a phrase that refers both to the scope of services to be covered by the SLA plus the
monitoring and governance process that are put in place to ensure the compliance of the
SLA. There are two main existing frameworks for SLA specification and monitoring:
(1) Web Service Level Agreement (WSLA) developed by IBM, and (2) Web Service
Agreement (WS-Agreement) developed by a working group of the Open Grid Forum
(OGF).
3.5.1 Web Service Level Agreement (WSLA)
Web Service Level Agreement (WSLA) is a standard for service level agreement com-
pliance monitoring of web services and version 1.0 was published by IBM on January
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2001 [18, 112, 113]. It allows the service provider to specify performance metrics as-
sociated with a web service application and also how the metrics are measured. The
framework is capable of measuring and monitoring the QoS parameters of a web ser-
vice, and reports any violations to the entities or parties specified in the SLA. The
SLAs are expressed using a formal language which is based on an XML Schema, and is
interpreted by a runtime architecture in the framework. This runtime time architecture
consists of several monitoring modules, which can be located in an external party such
as a trusted third party.
The are several projects, and researches that utilizes WSLA as SLA framework or
as the basis for improvement to cater for specific domain or needs. For example, the
GEMSS [114] project embedded the WSLA framework in its grid service that supports
the provision of medical simulation services by service providers to clients such as
hospitals. Another research projects that utilizes the WSLA framework for commercial
grid environment is proposed by Leff and Rayfield [115].
WSLA works well to cater for scenario that involves two parties with distinct role
as service provider and consumer, but does not provides support for dynamic collab-
oration environment whereby there are multiple parties with similar/different roles,
and multiple services. Therefore, Nepal et. al. [116] proposed WSLA+ which is an
extension to WSLA to support SLA requirements in multi-party collaborations.
3.5.2 Web Service Agreement (WS-Agreement)
The WS-Agreement (Web Service Agreement) specification [117] published by the Open
Grid Forum (OGF) focuses on grid computing environment. The main objective of WS-
Agreement specification is to provide a contract or agreement between two parties, such
as service provider and consumer, using an extensible XML language for specifying the
nature of the agreement. An agreement between the service provider and the consumer
defines the relationship between the two parties that is dynamically established and
managed. In the agreement, each party agrees on the roles, rights, and obligations.
From the provider point of view, a provider in an agreement provisions the service
following the conditions described in the agreement, while the consumer enters into
the agreement with the aim of obtaining guarantees on the availability of the service
provided by the service provider.
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The specification also provides templates to enable the discovery of compatible
agreement parties. There are three main parts of the specification: (1) a schema for
specifying an agreement, (2) a schema for specifying an agreement template, and (3)a
set of port types and operations for managing agreement life-cycle, and monitoring of
agreement states. The WS-Agreement specification has been successfully implemented
in the Globus Toolkit 4.0 environment [118]. Additionally, WS-Agreement provides
negotiation capability which can be used by either the service provider or the consumer,
or by another third party on behalf of service provider and/or consumer.
3.5.3 Other Frameworks
Other SLA Frameworks and languages exist but are limited as research project, or
as an extension from either WSLA and WS-Agreement frameworks. Furthermore,
many service providers have started to offer services or migrate existing services to
cloud environment from traditional IT infrastructure. Due to the dynamic nature of
cloud environment, and other factors such as trust, the existing SLA frameworks is
not sufficient to provide SLA specification and monitoring. Thus, there are several
researches that look into the needs for an SLA Framework which is specific to cloud
computing environment. Patel et. al. [119] proposed a mechanism for managing SLAs
in a cloud computing environment utilizing the existing WSLA framework. To solve
the issue of trust in a cloud environment, the monitoring and enforcement of the SLA is
delegated to a trusted third party using the existing feature in the WSLA framework.
Web Service Offerings Language (WSOL) [120] is another SLA framework that pro-
vides formal specification for different classes of services and constraints for web ser-
vices. The author claims that the specification is compatible with existing web services
standards and adds support for management of web services, their compositions, and
selection of web services with different classes of service. WSOL is geared towards mo-
bile and embedded web services [120] which have specific requirements such as limited
run-time memory, limited power supply, and slow wireless links. Additionally, WSOL
can handle context-sensitive situations (geographic location, time zone differences, etc.)
and frequent disconnections.
Lamanna et. al. [121] from UCL has proposed and developed SLang which is
a language to define Service Level Agreement that accommodate end-to-end quality
of service. Similar to WSLA and WS-Agreement, SLang uses XML to define SLAs.
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According to Wu and Buyya [105], there are three main differences between SLang
and WSLA. Firstly, SLang contains an SLA vocabulary for defining Internet services.
Secondly, SLang complements existing e-business industry standards such as ebXML
[122] and BPEL [123]. Finally it is modelled using Unified Markup Language (UML)
and definition is based on behaviour of services and consumers. Additionally, SLang
provides the notion of vertical and horizontal SLAs which is a classification of interac-
tion between the entities involved in the services. Vertical SLAs govern the interaction
between subordinated pairs while horizontal SLAs govern the interaction between co-
ordinated peers.
From the above discussion, the it is clear that the issue of uncertainty is not catered
within any of the existing SLA frameworks and languages. Therefore, this project will
provide a valuable insight into the issue of uncertainty in service provisioning and the
possibility of adding uncertainty tolerance mechanism in the existing SLA framework.
3.6 Service SLA Monitoring and Violation
Both monitoring and violation activities are important to ensure the compliance of SLA
which is agreed between service provider and service requester. For service SLA moni-
toring, understanding the challenges related to monitoring is important since some of
the challenges are linked to the uncertainty tolerance approach which will be discussed
in details in Chapter 5. As for service SLA violation, the activity itself does not give
rise to the issue of uncertainty, but understanding the process is important since it is
part of validating service compliance.
3.6.1 Service SLA Monitoring
Given an SLA for a service, there is a need to monitor the service to ensure that
the agreed SLA between service requester and service provider is met or complied.
There are various challenges in SLA monitoring such as: (C1) suitable location for
monitoring module, (C2) accurate measurement of SLA, (C3) efficient monitoring and
measurement of SLA, (C4) truthful reporting of the SLA monitoring. For the purpose
of this thesis, we are only concerned about challenges C1 and C4.
The first challenge, the suitability of the location for the monitoring module con-
cerns the issue of trust and also related to challenges C2 and C3. The issue of trust
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arises since the placement of the monitoring module within either service provider or
service requester does not provide mutual trust to both parties. The different possible
locations for the monitoring module is distinguished by Rana et. al. [109] as follows:
• Trusted Third Party: the TTP is an independent entity that can monitor and
log activities between the service requester and service provider location. The key
requirement is that the TTP has to be trusted by both SR and SP. To provide
non-repudiation and reputation for both SR and SP, a signed ticket is generated
after the service has been completed and send to both parties. One drawback
of TTP location is that it is not possible to monitor activities internal to either
the SP or SR. Keller et. al. [113] discussed the issue of delegating the role of
service monitoring to third party entity. This is required when neither the service
provider nor the service requester can be trusted to perform the monitoring role
or wants to perform the role.
The actual location of the service monitoring is not specified in the generic archi-
tecture discussed in Figure 3.2, Section 3.3.3. One potential solution is to combine
the service directory entity with the monitoring service in a single physical loca-
tion. One drawback is that the monitoring service can create a bottleneck if the
monitoring service is physically colocated with the registry service. In real world
scenario, the UDDI (Universal Description Discovery and Integration) standard
(discussed in Section 3.3.4.1) provides the registry service and the monitoring
service can be implemented separately using other technology/approach such as
using WSLA framework [113] or SALMon [124] framework, but within the same
physical location.
• Service Provider: The second option is to implement the monitoring module
at service provider location which has equivalent functionality as TTP, i.e. able
to monitor and log activities between itself and service requester, but with the
advantage of monitoring the internal activities or state of the service provider.
However, there are two drawbacks: (1) SP might not revealed or report the full
information about its internal state and selectively choose information which is
beneficial to itself, and (2) SP might falsely report the actual outcome of the
monitoring (i.e. whether violation occurs for SLOs).
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• Service Requester: The third option is to implement the monitoring module
at the service requester location. In term of functionality, it is equivalent to the
TTP, in which the service requester needs to determine if a SLO1 violates the
agreement. Unfortunately, to prove such violation to the TTP and SP is diffi-
cult. For example, in monitoring delay SLO, the service requester is unable to
distinguish between network delay (which is not under SP controls) and process-
ing delay in SP location. Therefore, the value for implementation of monitoring
module at service requester location is to provide a means to establish a measure
of trust towards the service provider.
The above discussion on the suitability of location will be used to justify the place-
ment of the uncertainty tolerance mechanism which will be discussed in Chapter 6.
The consensus is that the TTP is the most suitable location for the monitoring mod-
ule if trust is the key characteristic [106]. There is also an attempt to combine both
the advantages of both the client (service requester) and server side (service provider)
monitoring as suggested by Michalmayr et. al. [125].
3.6.2 Service SLA Violation
An SLA contains one or more quality of service metric, termed as Service Level Objec-
tive that must be fulfilled by a service provider. In order for these SLOs to be fulfilled,
they need to be measurable and monitored (discussed in previous section) during the
provision of the service. In short, the term violation refers to the failure to fulfil or
achieve the agreed level for SLO which in turn affect the overall SLA compliance. Rana
et. al. [109] distinguished three type of provisioning in relation to SLA violation: (1)
‘All-or-nothing‘ Provisioning: where all SLOs in an SLA must be fulfilled in order for
the SLA to be compliant with, (2) Partial Provisioning: where some SLOs are manda-
tory and must be fulfilled in order for the SLA to be compliant with, and (3) Weighted
Partial Provisioning: where an SLO is met if it exceeds the threshold defined by the
client. In relation to this thesis, the ‘All-or-nothing‘ approach is employed in Chapter
5 and Chapter 6 to detect violation and validate SLA compliance.
Another aspect of SLA violation is the inclusion of penalty which is a form of
financial compensation from the service provider to a customer in the event of violation.
1Service Level Objective
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Various aspects of penalty such as type of penalty, how to include penalty clause in the
SLA, the amount of penalty in term of monetary or other form of financial compensation
(credit, etc.) in relation to the violation, and impact to negotiation/renegotiation of
SLA is addressed by Rana et. al in [109]. In the context of this thesis, we do not take
into account the affect of penalty towards the issue of uncertainty.
3.7 Uncertainty
In our daily life, we always face situations that are not completely predictable. If I
want to drive to the city centre tomorrow and I do not want to be late, I cannot be
certain that there will be congestion or traffic problem that will delay my journey. I
can contact relevant authority and get forecast of the traffic, which might be based
on data collected over a period of time, or maybe any specific event (for example a
football match) that can occur tomorrow. Based on the forecast (which indicate all is
well), I might decide to get out from the house as usual. Despite the forecast, traffic
delay can still occurs and I will be late for my appointment. Therefore, there is always
uncertainty, but the question is can we tolerate them?
This section will provide a general discussion on three general aspect of uncertainty,
which are: (1) definition of uncertainty, (2) sources of uncertainty, and (3) classification
of uncertainty. One of the main challenge is that the three aspects varied greatly
across different and similar research areas. Our objective is to gain an insight on how
each research area defines these three aspects in order to provide our own version (of
definition, sources, and classification) with respect to service provisioning.
3.7.1 Definition of Uncertainty
The term uncertainty , in general refers to the condition of being unsure about some-
one or something [126]. Although this term is widely used by the general public, there
are different definitions in different specialized fields such as physics, economics, soci-
ology, engineering, and information science. Definition from other fields is as follow:
• Decision Making: Situation where the current state of knowledge is such that
(1) the order or nature of things is unknown, (2) the consequence, extent, or mag-
nitude of circumstances, conditions, or events is unpredictable, and (3) credible
probabilities to possible outcomes cannot be assigned [127].
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• Information theory: Degree to which available choices or the outcomes of
possible alternatives are free from constraints [128].
• Statistics: Situation where neither the probability distribution of a variable nor
its mode of occurrence is known.
• Hard sciences (physics, chemistry, etc) and Engineering: the interval of
confidence around the measured value such that the measured value is certain
not to lie outside this stated interval [129].
• Economics: uncertainty refers to the risk that is immeasurable, not possible to
calculate [130].
From the above various definitions, it seems that there is no consensus on the precise
definition of uncertainty. This is no surprising, due to the nature of uncertainty which
can be subjective in nature. We will reserve our definition of uncertainty for service
provisioning in the next chapter, since it is important to provide an abstraction of the
service provisioning system beforehand.
3.7.2 Sources of Uncertainty
Uncertainty may arises from different sources. Knowing and understanding the sources
of uncertainty is important since it would help to select the best method to treat or
tolerate the uncertainty. In general, there are five sources of uncertainty (as shown in
Figure 3.6): (1) Incomplete information, (2) Statistical variation, (3)Randomness and
variability, (4) Linguistic imprecision, and (5) Frame of reference. Some of the following
sources are discussed in details in [131].
Sources of
Uncertainty
Incomplete Information
Statistical Variation
Randomness and Variabiltiy
Linguistic Imprecision
Frame of Reference
Figure 3.6: Sources of Uncertainty
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Incomplete information: Incomplete information or knowledge can give rise to
uncertainty when a factor in a decision or model is simply not known at that point
of time. In certain cases of incomplete information, these can be resolved by research,
inquiry, etc. For example, if the number of population of UK is a factor in a certain
model, this information can be obtained. On the other hand, some factors are inde-
terminate (future events or developments, eg. number of death due to lung cancer in
2045) or practically immeasurable (eg. number of people smoking at the moment).
Statistical variation: This source of uncertainty comes from the direct mea-
surements of a quantity, due to the physical, and technical limitation of measuring
instruments, techniques, tools, and software. For example, when recording a delay in a
service response, smaller temporal offset can be introduced by system processing (data
packet has to travel through network interface card and probe application before being
recorded) [132].
Randomness or variability: There are factors or quantities which have inherent
randomness that give rise to uncertainty. For example, in Heisenberg Principle of
Uncertainty [133], the position and velocity of an electron cannot be known in advance.
Other quantities, although not naturally random, has to be treated as such due to
our inability to compute or measure them accurately enough. For example, weather
prediction is affected by multiple initial conditions [134].
Linguistic imprecision: Human language (written or spoken) can be a source of
uncertainty if imprecise terms and expressions is used. Furthermore, language is also
affected by various factors such as contextual, and cultural. For example, if phrases
like “highly likely” or “high probability” are used without specific values, can lead to
uncertainty.
Frame of reference: given a situation or choice, two different persons can have
different belief due to the fact that they have different “frame of reference”. For each
person, the “frame of reference” is based on multiple factors such as facts (information
and knowledge), interests, norms, and values that are gathered through previous expe-
riences and perceptions. Koppenjan [135] discusses this further in relation to analysis
of uncertainties in dealing with complex problems.
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3.7.3 Classification of Uncertainty
There have been many attempts at classifying different types of uncertainty by re-
searchers for various purposes, unfortunately there seem to be no agreed classification
that can be used by all. This is expected since there are various definitions of uncer-
tainty as discussed previously. Hence, we notice that existing classification schemes are
very much dependent on the area or field of research. Some classification schemes (as
discussed below) cover broad area of research, and others are very specific, for example
for water resources research [136]. We also notice that there are some overlaps in the
classification scheme being used in different fields. Our aim for this section is to get an
insight on the classification scheme of uncertainty from various fields, to enable us to
device our own classification with respect to uncertainty in service provisioning. The
ability to classify uncertainty into different type is important since this will lead into
probable methods of solving the specific uncertainty being investigated. Furthermore,
a singular classification scheme (for uncertainty in service provisioning) will enable re-
searchers to have the same understanding on the problem. We will discuss some of the
more widely used classification scheme as follows.
3.7.3.1 In engineering, design process, and risk assessment
In engineering related fields(risk assessment[137], reliability engineering [138, 139]) clas-
sification is divided into two broad extremes, which are (1) epistemic, and (2) aleatory
uncertainty. Aleatory uncertainty (AU) is an inherent variation associated with the
physical system or the environment. It is also can be referred as variability, irre-
ducible uncertainty, stochastic uncertainty, or random uncertainty. On the other hand,
Epistemic Uncertainty (EU) is an uncertainty that is due to the lack of knowledge of
quantities or processes of the system or environment. It is also known as subjective
uncertainty, reducible uncertainty, or model form uncertainty. Examples of epistemic
uncertainty are lack of experimental data and poor understanding of initiating events.
As we will see in subsequent sections, every field seems to have a variation or totally
different classification scheme. For example, in risk assessment (of radioactive waste
repositories), Zio and Apostolakis [140] proposed a classification for model uncertainty
that can be classified into three types: (1) conceptual model, (2) mathematical model,
and (3) computer code (computer model). Although the classification scheme seems
41
3.7 Uncertainty
different (from epistemic/aleatory classification), it is actually a subset of epistemic
uncertainty as clarified by Zio and Apostolakis. In essence, the model being classified
is an “epistemic probability model” that represents knowledge about parameter values
and model assumptions.
Clarkson [141] groups uncertainty into two basic types in relation to (engineering)
design process research area: (1) known uncertainty, and (2) unknown uncertainty. He
describes known uncertainty as the variability in past cases which can be character-
ized by probability distributions and unknown probability is related to “unmeasurable”
differences in measurement. Furthermore, these two types of uncertainty are present
in two areas: (1) description, and (2) data. Uncertainty in description encompasses
selection of element, naming, ambiguity of description, and uncertainty in data lies in
accuracy, completeness, and consistency in the design process. Clarkson’s classification
scheme is illustrated in Figure 3.7.
Uncertainty
Description
Data
selection of element
naming
ambiguity of description
scope
completeness
accuracy
consistency
measurement
KNOWN
UNKNOWN
Figure 3.7: Clarkson’s classification of uncertainty in engineering design process
There is also an attempt within the (engineering) design process research fields to
create a somewhat generic (or holistic) classification scheme as proposed by Kreye et.
al. [142]. The aim of the paper is to provide a classification scheme for the manifes-
tation of uncertainty in design process, whereby the authors define manifestation as
“the point of the process where the uncertainty occurs”. The manifestation uncertainty
is one (out of five layers, the other four are nature, cause, level, and expression) of the
layer in a holistic classification scheme, introduced by the Kreye et. al. and briefly
discussed in the same paper. Furthermore, the term manifestation is similar to the
term location in Walker et. al. [143] classification scheme (in Section 3.7.3.3). The au-
thors created the holistic classification scheme by reviewing various other classification
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schemes across different domains (design, metrology, economics, and management).
As for the manifestation uncertainty, the classification has four points of occurrence
with sub-classification of each category. The four points of occurrence are: (1) context
uncertainty, (2) data uncertainty, (3) model uncertainty, and (4) phenomenological
uncertainty. Please refer to Figure 3.8 for overall view and subcategories of the classi-
fication. To illustrate the application of the (manifestation uncertainty) classification
scheme, the authors applied the classification to thirty four papers in ICED1 proceed-
ings from 2003 to 2009. For further discussion on the classification and subcategories,
please refer to Kreye et. al. paper.
Kreye et. al. (2011)
Classification of Uncertainty
layer Cause Level Manifestation ExpressionNature
Context
Uncertainty
Data
Uncertainty
Model
Uncertainty
Phenomenological
Uncertainty
endogenous
exogenous
data incompleteness
data inaccuracy
data variation
conceptual
mathematical
computational
points of 
occurence
sub-classification
Figure 3.8: Kreye et. al.’s classification of uncertainty in design process
3.7.3.2 In cognitive science and psychology
Another classification scheme is based on (1) internal, and (2) external types, which is
used in the field of cognitive science and psychology. For example, Howell and Burnett
[144] describe internal uncertainty as an event whereby a subject has some control,
and external uncertainty where a subject has no control. Kahneman and Tversky [145]
also uses the internal and external classification, but describe internal uncertainty as
a subject’s state of knowledge and external uncertainty which is attributed to the real
(external) world. They further classify internal uncertainty into two modes, (1) distri-
butional mode (instance of a class of similar cases), and (2) singular mode (probabilities
1International Conference on Engineering Design
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assessed by propensities of a particular case). Similarly, the internal uncertainty is clas-
sified into two modes, (1) Introspective, and (2) Reasoned. Kahneman and Tversky’s
classification is illustrated in Figure 3.9.
Uncertainty
External
(dispositions)
Internal
(ignorance)
Distributional
(frequencies)
Singular
(Propensities)
Reasoned
(arguments)
Introspective
(confidence)
Figure 3.9: Kahneman and Tversky’s Classification of Uncertainty
Several researchers [146, 147, 148] use the term exogenous and endogenous, which
respectively refer to external and internal uncertainty. Weck [146] discussed exogenous
and endogenous uncertainty from the product and system design perspective and add
an important distinction to the classification in term of system boundary. Howell &
Burnett, and Kahneman & Tversky implicitly define the boundary for the internal and
external classification as the subject itself, while Weck defines the boundary as system
boundary or sphere of influence. This definition enable the researcher to define a system
or a sphere of influence as a group of different factors or components.
3.7.3.3 In decision support system
Another interesting classification scheme has been proposed by Walker et. al. [143] for
classifying uncertainties in models used for decision support system. The classification
scheme is based on three dimensions: (1) location (where the uncertainty exists in the
model complex), (2) nature (where uncertainty classified as epistemic or variability),
and (3) level (where uncertainty exists as as a range between determinism and inde-
terminacy). Furthermore, each of these dimensions is further divided into classes and
sub-classes. Walker et. al.’s classification scheme is illustrated in Figure 3.10. From
Figure 3.10, we can see that the nature dimension which is divided into two classes,
(1) epistemic, and (2) variability is similar to classification from engineering related
field as discussed above. We conclude that Walker et. al. classification scheme is very
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comprehensive but some of the sub-classification is probably too specific, catered for
policy making and decision support system. for example, the sub-class scenario uncer-
tainty in the level dimension is specific for policy making process. Further details and
discussion of this scheme (discussion on the classes and sub-classes) is available from
[143] and further discussion from [149]. Walker et. al. also suggest that uncertainty
is a three dimensional concept based on the three dimensions discussed above, which
results in the creation of an uncertainty matrix which can be used as a tool to get a
graphical overview of decision support activities.
3.7.3.4 In health care related fields
In health care related fields there are several different classification scheme. For exam-
ple, in nursing, Mishel [150, 151] has developed a classification for perceived uncertainty
in illness, based on four dimensions (refer to Figure 3.11): (1) ambiguity - as patient’s
self-evaluation of uncertainty in illness as vague or unclear, (2) complexity - different
information that patients receive about treatment and care system, (3) deficient in-
formation - inadequate information about patients’ diagnosis, and (4) unpredictability
- variability in patients’ illness and outcomes. These four dimensions closely linked
to an individual’s (patient) state of mind. Although Mishel’s classification is useful
in identifying factors that contribute to uncertainty in health care, the classification
lacks detail definition of the factors. Another classification proposed by Babrow et.
al. [152], based on five dimensions of meaning of uncertainty (refer to Figure 3.11):
(1) complexity - due to multicausality, contingency, reciprocity, and unpredictability,
(2) qualities of information - due to clarity, accuracy, completeness, volume, ambigu-
ity, consistency, applicability, confidence in sources, (3) probability - due to belief in
specific or range of probabilities, (4) structure of information - due to order, integra-
tion, and (5) lay epistemology (individual’s belief about a phenomenon). Babrow’s
classification is more expansive compared to Mishel (though the dimensions used are
different) since each dimension has a defined contributing factors. In another example
of uncertainty classification, Kasper et. al. [153] developed a conceptual classification
to address decision-related uncertainty related to cancer patients. The study conducted
by Kasper et. al. yield a classification of uncertainty with eight categories (refer to
Figure 3.11): (1) social integration, (2) diagnosis & prognosis, (3) deciphering informa-
tion, (4) mastering of requirements, (5) causal attribution, (6) own preferred degree of
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Uncertainty
Level
context
Nature
Location
model
input
parameter
model outcome
 model structure
model technical
external driving force
system data
exact parameters
fixed parameters
priori chosen parameters
calibrated patameters
dimension class sub-class
epistemic
variabiltity
statistical uncertainty
scenario uncertainty
recognized ignorance
total ignorance
determinism
indeterminacy
Figure 3.10: Walker et. al.’s classification of uncertainty in decision support system
involvement, (7) physician’s trustability, and (8) treatment. Please refer to respective
paper by Mishel [150, 151], Babrow et. al. [152], and Kasper et. al. [153] for detail dis-
cussion, and examples for the classification schemes. These classification schemes very
much rely on cognitive state and also include specific dimension (or factors) related to
clinical problem (such as diagnosis, prognosis, treatment, etc.).
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completeness
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Figure 3.11: Classification of uncertainty in health care related fields.
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3.7.3.5 In management related fields
Another research area that does have a variety of classification is management. Priem
et. al. [154] provide a brief review on previous efforts to classify uncertainties related to
organizational environment. Rather than repeating the review, one classification from
the paper is taken to give an insight on the classification scheme. Two things to note
from Priem et. al.’s paper: (1) the paper main aim is to develop “numerical” taxonomy
of uncertainty sources from empirical data on executive perceptions, and (2) the term
environment is used to refer to class or dimension for the purpose of grouping.
3.7.3.6 Hybrid/generic Classification scheme
There is also an attempt to create a classification of uncertainty that can be applied
to all field of research, as proposed by Lo and Mueller [155]. Although their aim
is to provide a taxonomy to cater for economics and finance, Lo and Mueller claim
that their taxonomy covers uncertainty across different academic fields such as physics,
biology, economics, philosophy, and religion. This taxonomy has five levels: (1) Level
1: complete certainty, (2) Level 2: risk without uncertainty, (3) Level 3: fully reducible
uncertainty, (4) Level 4: partially reducible uncertainty, and (5) Level 5: irreducible
uncertainty.
For Level 1, Lo and Mueller suggest that the field of classical physics fit the picture
of complete certainty. For example, using Newton’s laws of motion, if the initial condi-
tions are fixed and known, then all past and future states can be exactly determined,
i.e. complete certainty. Next, in Level 2, the randomness of uncertainty is perceived as
similar to Knightian Uncertainty (Frank Knight, 1921)[130] where the randomness is
dictated by a known probability distribution for a complete known set of sample space
(outcomes). Furthermore, Lo and Mueller argue that since the probability distribution,
rules, and odds are all known, there is no need for statistical inference. This classifica-
tion level is useful for analysing risk. Level 3 is associated with risk that has a degree
of uncertainty, due to unknown probabilities in completely known outcomes. Unlike
Level 2, in order to conduct analysis, classical (frequentist) statistical inference need
to be used together with probability theory. As for Level 4, Lo and Mueller claim that
there is a limit to which uncertainty can be deduce for certain situations (for example
data-generating process) that exhibit certain characteristics (refer to Figure 3.12 for list
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ch
ara
cte
ris
tics
stochastic or time-varying parameters that
vary too frequently to be estimated accurately
nonstationaries and non-ergodicities to which
any statisical inference and approximation is useless
the dependence on relevant but unknown 
conditioning variable
nonlinearities too complex to be captured
by existing models, techniques, or datasets
Lo & Mueller (2010)
Taxonomy of Uncertainty
Level 1: Level 2: Level 3: Level 4: Level 5:
complete 
certainty
risk without 
uncertainty
fully reducible 
uncertainty
partially reducible 
uncertainty
irreducible 
uncertainty
Figure 3.12: Lo & Mueller taxonomy of uncertainty
of characteristics). Finally in Level 5, irreducible uncertainty is liken to total ignorance
whereby it cannot be solved by collecting more data nor using sophisticated methods
of statistical inference (or any any other means). Lo and Mueller claim that this type
of uncertainty is suited to philosophy and religious domain. One important aspect of
this classification is that, a given situation or phenomenon can contain several level
of uncertainty at the same time. Therefore, this classification exists as a continuum
or range of uncertainties rather than confined to a specific boundary. For further de-
tail, please refer to Lo and Mueller’s paper [155] which include two case study (one
case study related to physics and the other to finance), where the taxonomy is being
applied. Lo and Mueller’s taxonomy is shown in Figure 3.12.
3.7.3.7 Conclusion to Classification of Uncertainty: Insights from other
fields
These classification schemes offer useful categorization of uncertainty which enable
researchers in each field to have a clear picture of the uncertainties to the scenario
or phenomenon being encountered. Another useful application of classification is to
enable the right treatment or solution to be used to reduce or tolerate uncertainty. On
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the other hand, there are issues that can be highlighted from the above discussion.
Firstly, as mentioned at the beginning of Section 4.4, there are multitude of varying
classification scheme being employed by researchers, either in the same or different fields
of research. The drawback is the variation create confusion. From a positive point of
view, different schemes might be agreeable since the differences are due to the fact that
(1) there are different definition of uncertainty in the first place, and (2) different fields
require different scheme due to different phenomenon being encountered. Secondly,
different terms being used either in the classification or elements of the classes. For
example, the term dimension, form, view, class, environment, etc. is being used to
refer to classification. Subsequently, different terms such as aleatory vs variability or
endogenous vs external, respectively carry the same meaning. Please refer to Table 3.6
for the summary of all the above classifications schemes.
For our purpose, these classification schemes offer a guideline to enable us to choose
either to apply existing scheme (if suitable), make minor modification to suit our field of
research (uncertainty in service provisioning), or create a new classification all together.
The exercise for formulating the classification for uncertainty in service provisioning will
be conducted in Section 4.4.
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Table 3.6: Summary of Different Classification of Uncertainty
Term Classification Description Field
generic
1. exogenous external uncertainty Product & System
Design [146]2. endogenous internal uncertainty
generic
1. external subject has no control Cognitive science &
psychology (Howell &
Burnett [144],
Kahneman & Tversky
[145])
2. internal subject has some control
category
1. epistemic gap in knowledge
Risk assessment[137],
Reliability engineering
[138, 139]
2. aleatory inherent uncertainty
generic
1. known variability in past cases Engineering design
process (Clarkson [141]
)2. unknown unmeasurable differences in measurement
dimension
1. level range between determinism and indeterminacy Decision support
system (Walker et. al.
[143])
2. nature epistemic & variability
3. location exists in the model complex
Continued on next page . . .
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Table 3.6 – continued from previous page
Term Classification Description Field
type
1. conceptual model qualitative description of the system with re-
gards to occurring process. Risk assessment (Zio &
Apostolakis [140])
2. mathematical model the additional approximations & simplifications
introduced to transform qualitative model into
tractable mathematical expression
3. computer code
model
dimension
1. ambiguity patient’s self-evaluation of uncertainty in illness
as vague or unclear.
Health care (illness),
(Mishel [150, 151])2. complexity different information that patients receive about
treatment & care system
3. deficient information inadequate information about patients’ diagno-
sis
4. unpredictability variability in patient’s illness and outcomes
dimension
1. complexity due to multicausality, contingency, reciprocity,
and unpredictability
Health care (Babrow
et. al. [152])
2. qualities of
information
due to clarity, accuracy, completeness, volume,
ambiguity, consistency, applicability, confidence
in sources
3. probability due to belief in specific or range of probabilities
Continued on next page . . .
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Table 3.6 – continued from previous page
Term Classification Description Field
4. structure of
information
due to order, and integration
5. lay epistemology individual’s belief about a phenomenon
category
1. social integration the reliability of social relationships related to
disease’s dynamics.
Health care (cancer
related) (Kasper et. al.
[153] )
2. diagnosis &
prognosis
the current state of the disease and its future
course
3. deciphering
information
the interpretation of the behaviour of medical
staff and other information receive by patients
4. mastering of
requirements
the ability to cope with disease related life
changes.
5. causal attribution cognitive integration of being affected by a
chronic disease
6. own preferred degree
of involvement
the degree of active role (by patient) in patient-
doctor relationship
7. physician’s
trustability
both professional and personal competencies of
medical staff.
8. treatment the efficacy of a treatment.
Continued on next page . . .
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Table 3.6 – continued from previous page
Term Classification Description Field
points of occurrence
1. context uncertainty consists of endogenous & exogenous
Design process (Kreye
et. al. [142])
2. data uncertainty consists of data incompleteness, inaccuracy, and
variation
3. model uncertainty consists of conceptual, mathematical, and com-
putational
4. phenomenological
uncertainty
level
1. complete certainty initial conditions are fixed & known, then all
past & future states can be exactly determined.
Economics & finance
(Lo & Mueller [155])
2. risk without
uncertainty
randomness is dictated by known probability
distribution
3. fully reducible
uncertainty
risk that has degree of uncertainty due to un-
known probability
4. partially reducible
uncertainty
a limit of uncertainty reducibility based on cer-
tain characteristics
5. irreducible
uncertainty
total ignorance, cannot be solved by collecting
more data or statistical inference
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3.7.4 Methods of Dealing with Uncertainty
There are several approaches in solving uncertainty based on the classification of un-
certainty described above. Frequentist approach with traditional probability theory is
used to analyse systems that are subject to aleatory uncertainty. Techniques such as
Neyman-Pearson [156, 157] and Monte Carlo [158] are frequently used. On the other
hand, epistemic uncertainty can be handled by several methods such as (1) possibility
theory [159], (2) evidence theory [160], (3) Bayesian probability theory [161], (4) in-
terval analysis [162], and so on. Bayesian methods are appropriate in situations where
there are gaps in information (i.e. where there is epistemic uncertainty).
3.7.5 Relationship between Uncertainty, Risk, and Trust
There is a need to clarify the issue on the differences and relationship between uncer-
tainty and risk since in common usage, both terms refer to a similar situation, in which
some aspect of the future cannot be foreseen. In economics, the definitions of these
two terms are different as established by Frank Knight in his book, Risk, Uncertainty
and Profit in 1921 [130]. According to Knight, risk is present when future events with
probability that is measurable whereby uncertainty is present when the likelihood of
future events is indefinite or incalculable. Mathematically, the risk defined above can
be expressed as follows:
R = P (E) ∗ C (3.1)
whereby,
R = is the calculated risk
P (E) = is the probability of the event occurs
C = is the impact associated with the event
Another way to look at the relationship between uncertainty and risk was presented
by Doug Hubbard [163] as shown in Table 3.7.
From the point of view of service provisioning, we have already defined uncertainty
as the gap in knowledge towards the service offering, and we can view risk similarly to
Knight’s view on risk, whereby risk is just a state of uncertainty where some possible
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Table 3.7: Relationship Between Risk and Uncertainty
Description Example
Uncertainty The lack of certainty, a state
of having limited knowledge
where it is impossible to
exactly describe existing state
or future outcome, more than
one possible outcome.
If the outcome of SLA is not
known (in advance), then you
have state of uncertainty.
Measurement of
Uncertainty
A set of possible states or
outcomes where probabilities
are assigned to each possible
state or outcome - this also
includes the application of a
probability density function to
continuous variables
You can associate the
probability of the possible
outcomes using some measures
of forecasting or a calibrated
probability assessment.
Suppose that you quantify the
uncertainty as a 90% of chance
for the SLA to comply.
Risk A state of uncertainty where
some possible outcomes have
an undesired effect or
significant loss.
If the service required (with
the attached SLA) important
to complete a task, then there
is risk since there is a 10%
chance of SLA failure to
comply and this would be
undesirable.
Measurement of
Risk
A set of measured
uncertainties where some
possible outcomes are losses,
and the magnitudes of those
losses - this also includes loss
functions over continuous
variables.
If there is an associated loss of
$1000 in the event of SLA not
complied, then you have
quantified/measure the risk
where there is a: 10% chance
of losing $1000
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outcomes have an undesired effect or significant loss. More importantly, is there a
direct relationship between uncertainty and risk?
customer1
SLA
serviceprovider
customer serviceprovider
customer
2
3
request
service
offer
outcomes
SLA comply (YES)
SLA not comply (NO)
uncertainty? risk?
Figure 3.13: View on Risk and Uncertainty
Figure 3.13 illustrate the existence of uncertainty and risk within service provi-
sioning offer. If the outcomes of the offer is not known in advance (which we view as
uncertainty), and one of the outcomes has an undesired effect or loss (which we view
as the risk), then it is possible to say that if we reduce uncertainty then we directly
reduce risk.
How does trust comes into this picture in relation to uncertainty and risk? First,
lets begin with a definition of trust. There are various definition in literature with
regards to the definition of trust [43, 164, 165, 166], one of which we prefer is from
Jøsang [167] which defines two type of trust: (1) reliability trust, and (2) decision
trust. Reliability trust refers to the probability estimate of success of a transaction,
whereby decision trust refers to the extent an entity disposition about entering into a
transaction with another entity. We can use both definitions for our service provisioning
offer scenario since the customer need to trust the service provider regarding the success
of the transaction and also whether to accept the SLA offer from the service provider. If
there is risk in the transaction, then we can say that risk affects the customer disposition
or willingness to enter into a contract (through SLA).
Therefore, qualitatively, we deduce that the notion of trust is also linked with un-
certainty and risk, whereby if uncertainty is reduced, then risk is also reduced thus
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increases trust. We will not pursue any quantitative relationship between uncertainty,
risk, and trust since the objective of this discussion is to establish a qualitative rela-
tionship between these concepts.
3.7.5.1 Relationship between Trust and Risk
Trust is a relationship between two entities: (1) trustor (the trusting party), and (2)
trustee (the trusted party). According to Jøsang et. al. [167], trust is the subjective
probability of which the trustor expects that the trustee performs a given action on
which its welfare depends. When the trustee performs as expected, then there is a
positive outcome on the trustor, and vice versa. Therefore, the positive and negative
outcomes corresponds to opportunity and risk. Thus, we can conclude that there is a
relationship between trust and risk. It is often suggested that trust is inverse to risk,
i.e. high trust means low risk. However, Kini and Choobineh [165] suggested that the
relationship between trust and risk is not directly inverse proportional, and dependent
on the stake of the outcome. Similarly, Solhaug et. al. [168] suggested that trust is
generally neither proportional or inverse proportional to risk. Trust is inverse to the
probability of risk and proportional to the value the trustee is willing to stake. His
conclusion is that high trust only means low probability of a harmful incident.
The level of trust reflects the state of uncertainty about future behaviour of the
trustee. According to Solhaug and Ketil [169], the uncertainty associated with trust can
be both aleatory and epistemic. The aleatory uncertainty is associated with the inherent
possibility of the trustee to be trustworthy and/or to deceive, while the epistemic
uncertainty corresponds to the whether the trustor has access or means to get the
evidence about the trustee.
3.8 Summary
This chapter provides the background for two important concepts which is services
and uncertainty in general. Services are the foundation for service oriented computing
paradigm and the nature of services (as compared to physical goods) presents an in-
teresting challenge in term of quality guarantee. Furthermore, this chapter examines
the issue of uncertainty from various other research areas in order to understand the
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diversity of this issue which leads to the current multitude of definition and classifica-
tion approach. The background information in this chapter will be the basis for the
discussion of the specific uncertainty issue in the area of service provisioning which is
discussed in the next chapter.
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Chapter 4
The Problem of Uncertainty and
the Concept of Uncertainty
Tolerance in Service Provisioning
4.1 Introduction
The issue of uncertainty in other research areas has been clearly defined and addressed
in Chapter 3. Unfortunately, at present, there is no clear definition and classification
of uncertainty from the context of service provisioning. The lack of clear definition
and classification can cause misunderstanding among interested parties (researchers,
system designer, system developer, etc.), misconception, and lack of focused effort on
addressing the issue of uncertainty. In a way, to sum up the above problem, there
is no existing abstraction on the issue of uncertainty within the context of service
provisioning. Without this abstraction, it is difficult to derive a generic design for
the uncertainty tolerance mechanism. This abstraction should contains the discussion
and definition of various concepts that come into play when addressing the issue of
uncertainty in service provisioning. Clarifying these concepts is a challenge, primarily
due to the subjective nature of uncertainty.
This chapter presents the overall issue of uncertainty and introduces the overall con-
cept of uncertainty tolerance in service provisioning with respect to service requester’s
perspective. There are three contributions in this chapter. Firstly, a classification
scheme of uncertainty in service provisioning is presented. Secondly, a single view of
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uncertainty is presented based on the temporal classification scheme and the service
requester’s perspective. The third contribution of this chapter is the conceptual repre-
sentation of uncertainty tolerance approach in service provisioning. To our knowledge,
there is no existing work that conceptualizes the issue of uncertainty and uncertainty
tolerance from the perspective of service provisioning. This conceptual model is useful
to system designer and developer in taking account the issue of uncertainty and also
potentially include aspect of uncertainty tolerance in the design. This chapter will also
form the basis for the Uncertainty Tolerance Framework which will be presented in the
next Chapter 6.
The remainder of this chapter is organized as follows: Section 4.4 presents the
classification scheme of uncertainty in service provisioning based on several different
dimensions. Section 4.5.2 presents a unique view of uncertainty in service provisioning
based on the temporal classification scheme and also the service requester’s perspective.
The discussion in this section includes the justification for the view, justification for the
chosen perspective, and the service requester’s belief system. Section 4.6 introduces the
concept of uncertainty tolerance which includes the discussion on the needs, degrees,
and definition, plus a comparison with the concept of fault tolerance. Section 4.7
presents the generic concept of uncertainty tolerance, and finally Section 4.8 summarizes
this chapter.
4.2 The Conceptual Model of A Service Provisioning Sys-
tem
This section presents a set of definitions that will be used throughout the discussion on
uncertainty and uncertainty tolerance in this chapter and the remainder of the thesis.
The scope of these definitions is limited to a generic service provisioning system. The
aim is to provide a generic definitions that is able to cover the entire lifecycle of a
service provisioning process and also applicable to different paradigm of service-oriented
computing such as grid computing, cloud computing, and web services. Some of the
definitions concerning services and uncertainty have been presented in general term in
Chapter 3, but we will present those definitions in this section as part of the abstraction
of the system model.
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4.2.1 The Basic Concepts of A Service Provisioning System
A service provisioning system (hereafter is referred simply as system) is defined
as a set of entities that interact and dependent on each other to achieve a specific
goals, which are the provision and consumption of a service. A system is bounded by
a system boundary, which provides the scope of the system. The system boundary
can be in the form of (1) organizational boundary, whereby the system is limited within
one or more organizations, (2) network boundary, such as internet (i.e. internetwork)
or intranet, and (3) geographical boundary, limiting the system to certain country or
locality (for example media streaming service such iPlayer1 for BBC which is limited to
UK users only). Other types of boundary can be defined base on the needs and goals
of the system.
service
directory
4. consume
1. publish2. search
3. discover
servicerequester serviceprovider
system boundary
entity
entity
entity
interaction
system
Figure 4.1: An Illustration of the System Model
An entity in a system can be a human or a software agent, and each entity has its
own specific functions, and goals. In a generic service provisioning system, there are
three entities as shown in Figure 4.1: (1) service requester, (2) service provider, and
(3) service directory. The function of each entity in term what its intended to do is
1http://www.bbc.co.uk/iplayer/tv
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determined by a specific functional specification. Each entity can have an interaction
with one or more entities in a system. This interaction reflects an entity’s action,
whether to request or provide a certain task. Figure 4.1 illustrates the system, its
boundary, the entities involved, and interactions between entities.
In the context of the system model, service is the central focus of the whole system.
Each entity has a role or function related to service. A service provider functions to
provision the service, the service requester functions as the consumer of the service,
and the service directory functions as a metadata repository for service registration and
discovery. As defined in Chapter 3, a service, from the context of service provisioning
represents a relationship between at least one service provider and one service requester
to achieve a specific business goal.
An extended model of the above system could include an additional entity, known as
a service broker or service mediator. The function of the service broker is to negotiate
on behalf of the service requester, when there are more than one service providers
providing the same type of service. Other functions of service broker in the context of
service provisioning are as advertiser (for the service providers), auctioneer, translator,
and negotiator, as discussed in [170]. In theory, from the context of this research, it is
possible to apply the proposed uncertainty tolerance mechanism (in Chapter 6) to cater
for the situation whereby there are more than one service providers and mediated by
a service broker. As an example, the service broker can use the uncertainty tolerance
mechanism to select a service provider (from a set of service providers) on behalf of the
service requester. The extended model of the system is shown in Figure 4.2. Due to
limitation in term of scope and time, we propose that the implementation of proposed
uncertainty mechanism for the extended system model is done as future work, following
the completion of this research.
4.2.2 The Lifecycle of A System
A system consists of a lifecycle with distinct phases. A phase is defined as a distinct
period or stage in the lifecycle. Each phase within the lifecycle contains activities.
An activity in a phase is defined as a specific action taken by one or more entities
to accomplish a specific task. To simplify the lifecycle and to make it as generic as
possible to cover the different paradigms of service-oriented computing, only important
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Figure 4.2: An Illustration of the Extended System Model
activities are discussed in this lifecycle. The lifecycle of a service provisioning system
consists of three phases (as shown in Figure 4.3): (1) pre-sp1, (2) intra-sp, (3) post-sp.
lifecycle
starts
customer
initiates
search in SD
customer
discovers 
service
customer
accepts
SLA offer
service
starts
service
terminates
customer
receives
billing
payment
made
lifecycle
ends
pre-sp post-spintra-sp
- offer - monitoring- data collection
- evaluation
- accounting
- billing
* sp = service provisioning, SD = Service Directory
service provider
registers service
in SD
customer
receives
reportcustomer
evaluates
SLA offer
Figure 4.3: An Illustration of a System’s Lifecycle
pre-sp: The pre-sp phase takes place prior to the actual service provisioning pro-
1service provisioning
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cess. In this phase, there are several distinct activities between the entities. The first
activity is the register activity which involves two entities, a service provider and a
service directory. A service is first registered in a service directory by a service provider.
The registration activity enables the information about the service (metadata) to be
stored in the service directory, for the purpose of service discovery by service requesters.
The quality of the service is guaranteed by the service provider through a Service Level
Agreement (SLA), which is part of the metadata registered by the service provider. A
customer (we use the term customer interchangeably with service requester) initiates
a search activity in the service directory to find a suitable service to achieve a spe-
cific business goal. When a suitable service is found (by the customer), this activity is
termed as discover. At this point, the customer has to undertake an important activ-
ity which is to evaluate the SLA offer linked to the service. In real world scenario, a
potential implementation on linking the SLA and service description is through UDDI
(Universal Description Discovery and Integration) standard (as discussed in Chapter 3
, Section 3.3.4.1). For example, Rajendran and Balasubramanie [171] proposed the
usage of tmodel in UDDI resgitry for a service to provide the SLA information or to
point to the actual SLA document at the service provider location. Therefore, it is
possible to link between service discovery with relevant SLA for that particular service
using tmodel approach.
We use the term offer to indicates that the service provider is actually extending
an invitation to the service requester to accept the service guarantee. The evaluation
process of the offer by the customer is subjective in nature since it depends on many
factors such as customer’s previous experience, customer’s knowledge (about the ser-
vice, and service provider), etc. The customer then makes a decision to accept or reject
the offer. The pre-sp phase ends when the service consumption starts.
intra-sp: The intra-sp phase refers to the period to when the service provisioning
process starts and ends. The main activity that interest us in this phase is the moni-
toring activity. Monitoring refers to the act of observing the specified metrics over a
period of time. It involves the service provider to collect specific data at certain interval
or during a specific process.
post-sp: The post-sp phase refers to the period after the service has been termi-
nated or completed. There are two main activities of interest: (1) Evaluation, and
(2) Accounting. Evaluation refers to the process of analysing the previously collected
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data while accounting refers to the process of generating an invoice by looking at the
resource consumption and calculate how much is the associated cost.
4.2.3 Service and Service Quality
The quality of service (QoS) plays an important role in a service provisioning system.
From a business perspective, a service bounded by a QoS provides a measure of guaran-
tee and a sense of confidence for a service requester. Additionally, QoS can be a criteria
to choose service offers from a set of a service providers that offer similar service.
lifecycle
starts
lifecycle
ends
pre-sp* post-spintra-sp
- offer - monitoring
- data collection
- evaluation
* sp = service provisioning
Figure 4.4: An Illustration of a System’s Service Quality Activities
Based on Figure 4.4, there are four main activities within a service provisioning
lifecycle related to the quality of service: (1) SLA offer, (2) monitoring of service, (3)
data collection (related to service metric(s), and (4) evaluation of service. We can see
that (1) is in the pre-sp phase, (2) and (3) are in the intra-sp phase, and (4) in the
post-sp phase.
4.3 The Threat to Service Provisioning: Uncertainty
From the perspective of a service requester and service provider, a service needs to
fulfil its objective and comply with the agreed service guarantee (SLA). Uncertainty
throughout a service provisioning lifecyle can affect both the service requester and
service provider. This section will provide a discussion on the
4.3.1 Definition of Uncertainty
To the best of our knowledge, there is no existing definition of uncertainty within the
context of service provisioning. We have compiled a list of definition of uncertainty from
different fields in Chapter 3 before we come up with our own definition of uncertainty
from service provisioning point of view. The definition of uncertainty from the context
of service provisioning is as follows:
66
4.4 Classification of Uncertainty in Service Provisioning
Definition 5 (Uncertainty): The gap in knowledge or lack of information in the ser-
vice provisioning which affect customer’s degree of belief and cause difficulty in decision
making (from the customer point of view).
The gap in knowledge can be caused by i) absence or lack of data, ii) unknowns
about the source of data, and iii) inherent uncertainty (as in physics and statistics).
4.4 Classification of Uncertainty in Service Provisioning
To our knowledge, there has been no attempt to provide a classification scheme for the
problem of uncertainty within the context of uncertainty tolerance. From the context
of our work (uncertainty tolerance), a classification scheme is defined as a system of
organizing or arranging different uncertainties within a service provisioning system
into groups or types, based on one or more criteria. The lack of consistent classification
scheme can cause two problems: (1) since the type of uncertainty can be linked to
different treatment or solution, the lack of proper classification scheme can lead to
unsuitable treatment (less efficient or accurate), (2) lack of consistent classification can
lead to poor understanding of the underlying problem. Previous classification schemes
for other research fields, which have been discussed in Chapter 3 will serve as a guideline
for our classification scheme.
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Figure 4.5: Classification of uncertainty in service provisioning
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The generic architecture of service provisioning provides information on the en-
tities involved, and the relationship between them. We can also view entities from
spatial aspect referring to the location of the uncertainty. Furthermore, the generic
lifecycle provides information on the temporal aspect of the uncertainty (in term of
phases within the lifecycle) and processes or actions that occur during the lifecycle. Ad-
ditionally, two other classification dimensions are considered, the nature and the level
of the sources. The nature dimension consists of empirical and aleatory categories
used by various engineering fields classification and also in Walker et. al. classification
will be adopted as well. The level category consists of primary and secondary level of
uncertainty. To conclude, for uncertainty in service provisioning, there are four main
categories (entity, temporal, nature, and level), each with further sub-classes (as shown
in Figure 4.5). Each of these classifications category and sub-classes will be discussed
in detail in the following sections.
4.4.1 Temporal Classification of Uncertainty
It is possible to classify uncertainty from different temporal view within the lifecycle
of service provisioning. Having these different views enable us to understand how and
which aspect of service provisioning is affected. In this classification scheme, the service
provisioning process is divided based on temporal constraint. There are three distinct
temporal-phase within a single service provisioning transaction (as illustrated in Figure
4.6): (1) pre-sp1, (2) intra-sp, and (3) post-sp. This classification scheme will be the
basis for presenting uncertainty in service provisioning.
4.4.2 Entity Classification of Uncertainty
The temporal-phase view above does not specifically include the entities involve in a
service transaction and the relationship between the entities. Knowing the entities
involve and the relationship between them can be useful, for example, if there is uncer-
tainty in a particular activity (within the service provisioning), it is possible to identify
the entity that should resolve the problem. In a generic and simplified example of a
web-based service provisioning, we assume that there are three main entities involved
in a service transaction as shown in the following figure.
1sp: service provisioning
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Service Provisioning
SLA Offer
Monitoring - Evaluation- Accounting
postduringpre
phases
Figure 4.6: Phase View of Uncertainty
service
directory
U U
UU U
U = uncertainty
servicerequester serviceprovider
Figure 4.7: Entity View of Uncertainty
The three entities are (1) service requester, (2) service provider, and (3) service
directory. In each of these entities, uncertainty can arises as a matter of subjective
belief towards another entity or to itself. For example, a service provider might have
uncertainty towards its capability to deliver or fulfil the quality promise within the SLA
and a service requester can have uncertainty towards the service provider capability.
As for the service directory, if it also functions as a trusted third party to monitor and
collect data, both the service requester and service provider might have uncertainty in
term of the trustworthiness of the third party.
4.4.3 Nature Classification of Uncertainty
Similar to the classification scheme used in engineering related fields (Section 3.7.3.1),
uncertainty in service provisioning can also be classified based on the nature of the
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uncertainty, either epistemic or aleatory. To recap, epistemic uncertainty refers to the
gap in knowledge or lack of information of a certain situation, and aleatory uncertainty
is due to the inherent variability in a system or process. As an example, uncertainty
in customers’s degree of belief is considered epistemic since the uncertainty is caused
by lack of information about the service offer probability to be complied to. On the
other hand, uncertainty in measurement of the metrics (such as latency, uptime, etc.)
is aleatory in nature since there is randomness or inherent variability due to physical
limitation (law of physics) of the system and accuracy of measuring device.
4.4.4 Level Classification of Uncertainty
The level classification of uncertainty in service provisioning refers to the degree of
relationship between the uncertainty and the system itself, whereby the term system
refers to the service provisioning environment. This level classification contains two
type: (1) primary uncertainty: uncertainty which is directly originated or located within
the system, and (2) secondary uncertainty: uncertainty which is not directly related or
located within the system. In a way, this classification types are similar to exogenous
(external) and endogenous (internal) classification scheme discussed in Section 3.7.3.2.
As an example, the service requester’s degree of belief towards an SLA offer from the
service provider is considered primary uncertainty since it is directly originated within
the system while trustworthiness of evidence used to update service requester’s initial
belief is considered secondary uncertainty since it is not directly related to the system
(uncertainty of the evidence).
4.4.5 Multidimensional Classification of Uncertainty
Although we have defined four separate types of uncertainty in service provisioning, in
reality (with respect to service provisioning), uncertainty can be classified into more
than one type. This is similar to the approach suggested by Walker et. al. [143]
(Section 3.7.3.3) which states that uncertainty is a three dimensional concept. For
example, service requester’s degree of belief towards an SLA offer can be considered
epistemic, primary, service requester entity, and within the pre-sp phase.
The illustration for multidimensional classification for SLA offer is shown in Figure
4.8. This hybrid classification scheme provides a much more wider scope of classifica-
tion to interested parties such as researchers, system designer, and system developer.
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entity dimension
temporal dimension
level dimension
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Figure 4.8: An Illustration of Hybrid Classification for SLA Offer
A (non-exhaustive) list of uncertainty in service provisioning and its related hybrid
classification is provided in Table 4.1.
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Table 4.1: List of Uncertainty in Service Provisioning and its Hybrid Classification
Classification
Uncertainty Description temporal entity nature level Action
service requester’s
belief towards SLA
offer from service
provider
uncertainty due to the fact
that the state of the event
(SLA compliance) in the
future cannot be determined
in advanced
pre-sp service requester epistemic primary need to be
tolerated
data collection and
monitoring for metrics
(1) limits in the accuracy and
precision of the tools
(apparatus and/or software)
intra-sp service provider aleatory primary can be ignored
(2) service requester’s belief
towards the trustworthiness
of the monitoring and data
collection process.
intra-sp service requester epistemic primary need to be
tolerated
validation and accounting service requester’s belief
towards the trustworthiness
of the validation and
accounting process.
post-sp service requester epistemic primary need to be
tolerated
evidence uncertainty in the evidence
used to update the initial
service’s belief
pre-sp service requester epistemic secondary assumed trusted
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4.5 Using Temporal View to Describe Uncertainty in Ser-
vice Provisioning
The classification scheme provided in the previous section is useful in justifying the
different type of uncertainties that can exist in a service provisioning system. The
challenge is, depending on the situation and the view taken by a person trying to
describe the uncertainty from the context of service provisioning system, any approach
to represent uncertainty using the classification schemes described in previous section
can be used. Hence, it is possible to have different types of view depending on the
person who is describing it. Unfortunately, this could potentially leads to confusion
among interested parties.
Therefore, this section aims to provide one possible approach to represent the un-
certainty in the context of service provisioning from temporal classification scheme.
Furthermore, the proposed representation will enable us to develop a suitable uncer-
tainty tolerance mechanism in line with the representation.
4.5.1 Justification
The choice of using temporal classification scheme as the basis for representing uncer-
tainty in service provisioning context is based on the following justifications:
• completeness: using temporal view and inclusion of the complete lifecycle of
a service provisioning process enable the complete representation of uncertainty.
Other classification schemes such as the nature based or entity based does not
provide a complete coverage of the uncertainties.
• process based: the temporal view of uncertainties consider processes within the
lifecycle of a service provisioning as the basis to justify the point of origin for the
uncertainty issue. Using process as the point of origin is a logical step since it
provides context to the uncertainty issue being discussed.
• logical flow: the temporal view using the lifecycle provides a logical flow from
a starting point to an end point. As such, this approach is easier to explain and
understood by interested parties.
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4.5.2 Uncertainty in Service Provisioning: A Temporal View
The basis for temporal view approach of presenting uncertainty in service provisioning
is by using the lifecycle of a service provisioning process. This lifecycle should be as
generic as possible to cover different paradigm of service-oriented computing such as
web services, utility computing, grid computing, and cloud computing. As such, the
generic lifecycle does not fully covers all possible processes within a service lifecycle.
For example, negotiation, which refers to the process by which the parties involved (in
this case the service requester and provider) come to a mutual agreement [172, 173], is
not considered in this generic lifecycle. A generic lifecycle with associated processes is
shown in Figure 4.9.
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Figure 4.9: Temporal View of Uncertainty
pre-sp: The pre-sp phase takes place prior to the actual service provisioning pro-
cess. In this phase, there are several distinct activities based on the service provisioning
lifecycle and possible associated uncertainty. One activity of interest to us within this
phase is the SLA offer from the service provider to the customer (assuming the service
provider has registered the service with associated SLA and the customer has conducted
the search and discovery of required service). We define this scenario as the subjective
uncertainty from the viewpoint of the customer to the probability of the SLA being
complied to. The cause of the this uncertainty can due to the lack of information or
gap in knowledge from the customer point of view about mainly the service provider,
possibly in term of its past performance record, and other factors. Thus, this scenario
can be clearly placed under the epistemic uncertainty classification.
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intra-sp: The intra-sp phase refers to the period to when the service provisioning
process starts and ends. The main activity that interest us in this phase is the moni-
toring activity. Monitoring refers to the act of monitoring the specified metrics within
the SLA to check with compliance and violation. It involves the service provider to
collect specific data at certain interval. We view the monitoring and data collection
as another sources of uncertainty. Furthermore, it is possible to classify two type un-
certainty for the same source, i.e. from the monitoring and data collection activities.
The first source of uncertainty is related to the limit of accuracy and precision of the
equipment or apparatus being used to measure and collect the data. This source of
uncertainty can be classified under the aleatory group. Often, the uncertainty of a
measurement is found by repeating the measurement sufficient number of times to get
an estimate of the standard deviation of the values. One possible measure that can be
taken to tolerate this type of uncertainty is to have a better accuracy and precision of
the measuring instruments. The second source of uncertainty is the subjective belief
of the customer towards the trustworthiness of the service provider or the party that
conduct the monitoring and data collection activity. Furthermore, this state of belief
(or disbelief) is caused by the lack of information or gap in knowledge towards the
party that conduct the monitoring and data collection activity. This particular source
of uncertainty is of interest to us for this research and due to the nature of insufficient
information of the uncertainty, we can classify it under the epistemic uncertainty group.
post-sp: The post-sp phase refers to the period after the service has been termi-
nated or completed. There are two main activities of interest: (1) Evaluation, and
(2) Accounting. Evaluation refers to the process of analysing the previously collected
data while accounting refers to the process of generating an invoice by looking at the
resource consumption and calculate how much is the associated cost. The nature of
uncertainty of both processes is epistemic since we can view this similarly to previous
phases whereby the customer has subjective belief towards the trustworthiness of the
service provider to use the correct accounting model and also proper evaluation crite-
ria and method. Additionally, there is also an issue of trust uncertainty whereby the
customer assumes that the service provider always report the truth about the outcome
of the validation [174].
Based on the above discussion, the uncertainty in service provisioning can be clearly
explained using temporal approach through the lifecycle of a service provisioning pro-
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cess. The list of processes in the lifecycle is not exhaustive to cover all possible processes
as discussed in Chapter 3, since the objective of this section is to provide a starting
point or groundwork for describing uncertainty in a generic service provisioning envi-
ronment. Furthermore, we only consider uncertainties which are critical to the service
provisioning process and can cause negative consequence to the service requester.
4.5.3 Who’s Perspective?
In order to provide a focused description of the uncertainty, the temporal view of
uncertainty in service provisioning discussed in the previous section is based on the
service requester’s (i.e. customer) perspective, as shown in Figure 4.10. This distinction
is needed since there are different types of entity in a service provisioning environment
as discussed in Section 4.4.2, and the uncertainty can affect each entity in a different
way. Furthermore, the perspective of the uncertainty will be an important factor in
defining the concept of the uncertainty tolerance which will be discussed in coming
section.
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Figure 4.10: Service Requester’s Perspective of the Uncertainty
Based on the temporal view approach, combined with the service requester’s per-
spective, the uncertainty in service provisioning can be linked to the belief system of
the service requester. For example, when presented with a service offer from the service
provider, the initial degree of belief of the service requester towards the probability of
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compliance of the offer is viewed as uncertainty. Essentially, this belief is the underlying
foundation of the uncertainty issue in the service provisioning system that this thesis is
addressing. Table 4.2 summarizes the uncertainty in the service provisioning lifecycle
based on the temporal view and service requester perspective plus the belief statement
that constitute the uncertainty.
Table 4.2: Summary of Critical Uncertainty in Service Provisioning with Belief Statement
Phase Process Belief
Pre-sp offer belief towards the compliance
of the offer.
Intra-sp monitor belief that the monitoring is
correct and accurate.
Post-sp report belief that the report is truth-
ful.
The following section provides justification on how a service requester can arrive at
an initial degree of belief.
4.5.4 Justification for Service Requester’s Initial Degree of Belief
In the scope of this thesis, we are not investigating or including the steps or concrete
process of how a service requester arrives at their individual’s degree of belief towards an
SLA offer. Instead, we will provide justification on possible ways how service requesters’
belief is formed. The justification of how a service requester (i.e. customer) arrives to
an initial degree of belief should be applicable to different processes and belief statement
presented in Table 4.2. The following discussion however uses the “offer” uncertainty
as a case study for the justification of the initial degree of belief.
Customers’ perception towards service quality, as discussed in Chapter 3, has been a
long debated issues in economics. To recap, the challenge in building the perception of
quality for consumption of service as compared to the consumption of goods lies in the
fact that there is lack of tangible physical cues with regards to a service. In relation
to our work in uncertainty tolerance, the same challenge applies when a customer
is presented with a service quality proposition (in the form of SLA), how does the
customer’s perceive the compliance of the service? Again, it is important to restate
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that this perception is absolutely subjective and differs between two or more customers.
However, there must be a valid justification for the formation of individual belief.
Lets define the process of forming a customer’s belief as a belief bootstrapping
process. The term bootstrap has been chosen to represent the cognitive process of
a service requester that receives input, processes the input, and produces the initial
belief. The bootstrapping process involves two streams, (1) input stream, and (2)
output stream, and a bootstrapping process node in the middle as shown in Figure
4.11. The input stream represents a channel or pathway of which various information
from potentially various sources regarding the subject in question being streamed into
the bootstrap processing component. The initial belief is the outcome of the bootstrap
processing module. The bootstrapping processing module receives the input and go
through certain procedure to process the input and produce the output. We assume
that the actual mechanism of bootstrapping process is based on human cognitive mental
process. The specific of such process is not of interest to this thesis. More information
about related work on bootstrapping is available from [175].
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belief
Figure 4.11: Initial Belief (prior) Bootstrapping Process
There are several possible sources of input, and can be categorized as internal and
external inputs. Internal input is a type of input whereby the source is from within
the customer itself, for example, customer’s own experience of using the same service
in the past. External input is the opposite of the internal input, whereby the source is
external to the customer itself. As for external input, one such example is information
pertaining to the service or service provider itself which might be included in the SLA or
part of customer knowledge. For example, one such information is probably the name or
branding of the service provider. Given two service provider, one is from a well known
company such as Amazon and another is “unknown” company XYZ, a customer might
perceive a service offer by Amazon have a higher chance to comply as compared to
XYZ. Again, this belief is individualistic and subjective (consistent with our earlier
discussion on subjectivity of the prior) in nature since two different customers might
have different prior knowledge about these companies in the first place. Another useful
information is the cost of the service. Although price usually indicates cost, it can
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also infers the level of quality [176, 177, 178]. For example, if a service has a very low
price, which is not proportionate to the cost of the service, this might indicate a low
probability of compliance for the SLA. The belief bootstrap process with different type
of inputs is illustrated in Figure 4.12.
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Figure 4.12: Initial Belief (prior) Bootstrapping Process with Different Type of Inputs
To summarize, the objective of the above discussion is to justify how a service
requester can form an initial belief towards service provisioning activities which are
linked to uncertainty such as an SLA offer from a service provider. Although under
the subjective probability theory, an individual can assign any arbitrary value for the
degree of belief (the prior), we have provided a justification on how this belief is formed
based on a systematic process.
4.6 The Concept of Uncertainty Tolerance
This section introduces the concept of uncertainty tolerance with respect to the uncer-
tainty issue in service provisioning environment.
4.6.1 The Needs for Uncertainty Tolerance
Previously, in Section 4.5.2, we have clearly identified the various types of uncertainty
that can occur within the lifecycle of a service provisioning. We have identified that the
uncertainty faced by a customer when presented with an contractual offer (in the form
of an SLA) from a service provider is the customer’s subjective belief of the uncertain
state of the outcome of the offer. This is due to the fact that the customer does not
have sufficient information or any information to confirm its own believe.
In order to justify the needs for uncertainty tolerance, we will present two possible
scenarios in relation with service provisioning environment.
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4.6.1.1 1st Scenario: Uncertain Customer’s Initial Degree of Belief
Even though an individual is allowed to assign an arbitrary value for the initial belief,
that value does not necessarily reflects the actual probability of the event occurring.
Although this is understandable (the inaccuracy is simply due to the fact that the
individual does not have enough information to make accurate judgement), such un-
certainty can cause negative consequence if the decision making process includes the
individual’s initial subjective probability (i.e. the prior). Therefore, if a customer as-
sign a belief to an offer, and if the belief deviates from the actual value, then the action
of the customer (whether accepting or rejecting the offer) can cause negative conse-
quence. Negative consequences can include loss of utility and loss of potential financial
gain if the service succeeds (when the offer is rejected based on initial belief).
4.6.1.2 2nd Scenario: Uncertain Customer’s Initial Degree of Belief with
Multiple Offers
The second scenario involve a single customer receiving similar offer for a similar service,
but from different service provider. Assuming that the customer does not have any
additional information whatsoever regarding both service providers, it is likely that the
customer’s initial degree of belief (the uncertainty, i.e. the prior) would be the same
for both offers. If the actual probability of success of the offer is the same, then there
is no adverse affect if the customer accepts any of the offer. On the other hand, if the
actual probability of success of one of the offer is greater than the other, then selecting
the wrong one would bring adverse consequence to the customer (for example loss of
utility).
The above two scenarios provide sufficient motivation to provide some form of tol-
erance towards uncertainty in service provisioning offer. Furthermore, apart from the
above negative consequences, the existence of a mechanism to tolerate uncertainty
would certainly affect customer’s confidence, i.e. increasing the customer’s confidence.
4.6.2 Degree of Uncertainty Tolerance
The degree of (service provisioning) uncertainty is not absolute. As such, this indicates
that the degree of uncertainty tolerance is also not absolute. First of all, there are two
main reasons why the degree of uncertainty is not absolute:
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1. subjectivity: as stated before, the nature of the uncertainty is subjective, two
different customers can have totally different belief towards the same service offer.
As such, the deviation of their belief and the actual truth can be considered as
different degree of uncertainty. Since the uncertainty tolerance mechanism in-
cludes the subjective initial belief in the uncertainty tolerance process, the degree
of uncertainty tolerance is also dependent on the subjectivity of the initial belief.
2. context: contextual reason can be divided into two different type. First, a
situation where two different customers using the same service, from the same
service provider, but try to achieve a different goal. For example, for a data
storage service, customer A might be using the service to store information which
is not critical to the customer, and for customer B, it is the opposite situation
(data is important). In this case, the degree of uncertainty is affected by the
context of the goal or the objective of the customers. Secondly, the context of
the importance of the service itself. For example, services, intended for financial
sectors has higher stake as compared to services for leisure sectors. Therefore,
the degree of uncertainty can also be different, taking into consideration the
importance of the targeted sectors.
Therefore, since the degree of uncertainty is not absolute, then logically the degree
of uncertainty tolerance cannot be absolute. Based on the above two reasons, we can
conclude, for different customers, the degree of uncertainty tolerance is affected by
individual subjectivity, and the context of the service.
4.6.3 The Definition of Uncertainty Tolerance
Our approach to tolerate uncertainty in service provisioning lifecycle is directly related
to the underlying fact that the uncertainty is caused by the lack of information or gap
in knowledge.
As discussed in Chapter 3, uncertainty is a complex subjective term. Our work
on uncertainty focuses on the subjective uncertainty faced by a customer in the pre-
sp phase, in particular when the customer is presented with service offer. Thus, our
definition of uncertainty tolerance reflects the scope of uncertainty that we address. We
choose the term “tolerance” since the term reflect the nature of uncertainty which is
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usually not possible to be removed entirely. Therefore, with respect to the customer’s
subjective uncertainty, the definition of uncertainty tolerance is as follows:
Definition 6 Uncertainty Tolerance refers to the process that is able to reduce or mini-
mize the gap between initial belief and the actual belief of an individual service requester,
so that the effect of negative consequence of uncertainty can be minimized.
The above definition is written to be as generic as possible in order to be applicable
to the uncertainties that exist across a service provisioning lifecycle. Where necessary, a
much more detailed definition can be defined for specific uncertainty within the service
provisioning lifecycle.
4.6.4 Uncertainty Tolerance vs Fault Tolerance
The usage of the term “tolerance” in “uncertainty tolerance” inadvertently bring com-
parison to the area of fault tolerance. Is there any similarity between uncertainty
tolerance and fault tolerance? To answer that question, first we will briefly discuss
fault tolerance in computing system. In general, fault-tolerant system is defined as the
ability of the system to function normally under the presence of errors or faults, with
the objective to achieve dependable computing [179]. General approaches in achieving a
fault-tolerant system is by employing redundancy. In one of his paper related to fault-
tolerant computing, Avizienis [180] defined two types of redundancy: (1) hardware
redundancy (consists of components introduced to provide fault tolerance), and (2)
software redundancy (all additional programs/instructions which would not be needed
in a fault-free computer). In hardware redundancy, we can differentiate between re-
dundancy and replication. Using replication, several identical instances or components
operate concurrently and a voting (quorum) system to select the correct outcome. On
the other hand, using redundancy, there are several identical units or components but
only one is operating at any one time, while the other unit(s) are standing by to take
over in the event of failure.
Based on the above information about fault tolerance, and the definition of un-
certainty tolerance in previous section, the term tolerance in both area loosely refer
to the same objective, i.e. the system can function normally under the presence of
unwanted factors (fault or uncertainty). On the other hand, the approach taken in
uncertainty tolerance (which will be discussed in details in following sections) differs
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from the approach taken in fault tolerance. In essence, no notion of redundancy or
replication is being used in uncertainty tolerance, rather the approach is to reduce the
gap in knowledge through evidence gathering.
4.7 A Generic Concept of Uncertainty Tolerance in Ser-
vice Provisioning
4.7.1 Requirements
• belief system: the concept must acknowledges that the service requester has a
belief system that leads to the initial degree of belief towards the service provi-
sioning offer. The belief of a service requester (i.e. a customer) can be a strong
factor that affect the choice of action whether to accept or reject the offer from
a service provider. Allowing a service requester to be able to assert its belief in
the process is a powerful indicator that the service requester is involved in the
process not just a bystander and agrees on what is offered by the service provider.
• increased confidence: although confidence is not measured quantitatively, the
outcome of the uncertainty tolerance should increases the confidence of the service
requester towards the service offer from the service provider. The term confidence
can be interpreted as the the state of feeling about the truth of something. In
the context of this thesis, confidence refers to the state of feeling of the service
requester about the compliance of the service offer from the service provider. In
a sense, it is the opposite of the term uncertainty. Figure 4.13 illustrates the
relationship between uncertainty and confidence. Qualitatively, the relationship
between uncertainty and confidence can be stated as follows: reducing uncertainty
will increase the confidence of the entity in concern which is the service requester
towards the compliance of the service offer, and vice versa. Wesson [181] and
Peterson et. al. [182] have shown that there is a correlation between uncertainty
and confidence level.
uncertainty confidence
Figure 4.13: An Illustration of The Relationship Between Uncertainty and Confidence
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• positive outcome: the uncertainty tolerance concept should produces a posi-
tive outcome for the service requester in term of the updated belief and other
quantitative measure such as utility value. For example, the updated belief (i.e.
tolerated uncertainty) should be closer to the actual truth if the original belief
value deviates from the actual value. As for the utility value, a positive outcome
should be a positive increment of cumulative utility value to the service requester.
As for uncertainty in service provisioning offer, the positive outcome can also be
in the form of the the service requester ability to make decision whether to accept
or reject the offer, based upon the combination of the tolerated uncertainty and
utility theory. Without the uncertainty tolerance mechanism, service requester
might have to relies on gut instinct, incomplete information, or simply randomly
accept the offer.
4.7.2 The Means to Attain Uncertainty Tolerance
This section will discuss in general the means to attain uncertainty tolerance in a generic
service provisioning process from the perspective of a service requester.
uncertainty detection: in the context of the uncertainty in service provisioning
from the perspective of a service requester, there is no need for a detection mechanism.
This due to the fact that, uncertainty, in the form of service requester’s belief is always
present. For example, given a service offer from a service provider, a service requester,
through the bootstrapping process discussed in Section 4.5.4, can assign a subjective
initial degree of belief. Since this belief, in principle, cannot accurately predict the
actual state of the future, therefore uncertainty will always be present in such situation.
uncertainty tolerance technique: Essentially, the means to attain uncertainty tol-
erance in service provisioning is linked to the characteristics of the uncertainty being
discussed in previous section, which are: (1) based on service requester’s perspective,
(2) linked to service requester’s belief system, and (3) epistemic (i.e. gap in knowledge).
Therefore, any mechanism or approach that can fulfil the above characteristics can be
considered as a potential solution.
Figure 4.14 illustrates the overall concept of uncertainty tolerance. The uncertainty
tolerance concept consist of several components as shown in the figure. The initial
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service requester
UncertaintyToleranceMechanism
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service requester
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Figure 4.14: An Illustration of Overall Concept of Uncertainty Tolerance Mechanism
belief component refers to the service requester’s belief towards the service provider
regarding a specific situation or process in the service lifecycle. For example, upon
receiving a service offer (in the pre-sp1 phase) from a service provider, a service requester
assigns an initial belief through the bootstrapping mechanism (as discussed in Section
4.5.4) towards the offer. Similarly, for the reporting of compliance from the service
provider in the post-sp phase, the service requester can also assigns an initial belief
towards the report. This initial belief is the uncertainty and classified as epistemic
whereby the cause of it is due to the lack of information or knowledge about the
situation.
The updated belief component refers to the service requester’s initial belief that
has undergone through the uncertainty tolerance mechanism and has an updated value.
The updated value can either be the same, higher or lower that the initial value,
depending on the input to the mechanism. The input component refers to a generic
term given to any input that can assist the uncertainty mechanism in tolerating the
uncertainty. Considering the epistemic nature of the uncertainty, in most cases the
input refers to any information that can be used in the mechanism.
The uncertainty tolerance mechanism is the core component in the uncertainty
tolerance concept whereby it refers to the process of utilizing the input in order to ma-
nipulate the initial belief and produces the updated belief. The exact implementation
of this mechanism depends on the type of approach taken which will be presented in
the next chapter.
1service provisioning
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4.8 Summary
This chapter has presented three important contributions of the thesis which are (1) a
unique classification scheme for uncertainty in service provisioning, (2) a unique view
of uncertainty based on the temporal classification scheme and the service requester’s
perspective, and (3) the generic concept of uncertainty tolerance for service provisioning
environment. Based on this concept, we will present a generic architectural framework
for implementing uncertainty tolerance in a service-based system in the next chapter.
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Chapter 5
An Approach to Uncertainty
Tolerance in Service Provisioning
Offer
5.1 Introduction
This chapter presents an approach to uncertainty tolerance. As a proof of concept, a
specific uncertainty issue within the service provisioning lifecycle is chosen, which is
the uncertainty towards the SLA offer in the pre-sp1 phase. This particular issue is
chosen since we believe it is a critical juncture for the service requester before actually
committing to the intended service. The main contribution of this chapter is a unique
approach towards uncertainty tolerance in service provisioning offer. To our knowledge,
there is no existing work that attempts to provide an approach to tolerate uncertainty in
service provisioning offer. The strength of this approach is that it includes well founded
theory such as the subjective probability framework and decision making framework.
This approach is of value to interested parties such as researchers, system designer,
and system developer since it provides specific steps utilizing several theory in order to
tolerate uncertainty in service provisioning offer. This chapter will also form the basis
for the Uncertainty Tolerance Framework which will be presented in the next chapter.
The remainder of this chapter is organized as follows: Section 5.2 presents the
underlying theory being utilized for uncertainty tolerance which includes discussion on
1service provisioning
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probability framework, and evidence gathering. Section 5.3 continues with discussion
on decision making under uncertainty which includes discussion on utility and expected
utility theory. Section 5.5 summarizes the uncertainty tolerance concept.
5.2 The Underlying Concepts and Theory
The basic concept of our approach to uncertainty tolerance in service provisioning offer
is to be able to represent service requester’s subjective initial belief using a probabilistic
framework (i.e. subjective probability) towards a proposition and then apply probabil-
ity theory in the form of Bayesian Probability to manipulate this degree of belief. This
section reviews the underlying concepts and theory that form our uncertainty toler-
ance approach which includes probabilistic framework, evidence gathering, and utility
theory.
5.2.1 Probability Theory
To address the issue of uncertainty in service provisioning, we need to find a formal way
of expressing the subjective customer’s uncertainty towards the service offer (which is
an uncertain event). Given an event, there are several ways to view the probability of
the event occurrences:
1. Classical view: applies to equal probable event (for example, tossing a fair coin),
whereby the probability of the event is the ratio between the number of outcome
of favourable event and total number of outcomes. This view is conceptually
simple for many situations but does not apply if the outcomes are not equally
likely or when there are infinitely many outcomes.
2. Frequentist view: under this view, an event’s probability is the proportion of
times that the event will occur under large number of repeated trials. This view
cover more cases compared to the classical view, but cannot be applied to event
that hard or impossible to be repeated many times (for example, the number of
success in launching rocket to the moon). Another challenge is to determine the
number of trials to give good estimate of the limit.
3. Subjectivist view: a measure of an individual’s belief in the occurrence of an
event. Advantages of this view are: (1) it is applicable where the other views
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cannot be applied (i.e. situations which require the inclusion of individual’s be-
lief), and (2) can vary between different individuals. On the other hand, this view
requires coherence (consistency) condition in order to be workable. For example,
is someone believe that there is a 70% chance of probability that its going to rain
tommorrow, then to be coherent (i.e. consistent), the person cannot believe that
the probability that its not going to rain tommorrow is 60%.
Out of the above three views, the subjectivist view is the right choice in addressing
customer’s uncertainty in service provisioning. One probability theory that fits well
with subjective probability is Bayesian probability. In Bayesian Probability theory, a
person’s subjective belief (or formally termed as degree of belief) towards the possibility
of an event or proposition, can be represented by a number between zero and one. The
key to Bayesian Probability is Bayes’ Theorem. In essence, Bayes’ Theorem, which
is a probability theory, shows the relationship between a conditional probability and
its inverse[183]. The theorem is named after Reverand Thomas Bayes, who suggested
the usage of the theorem to update beliefs. The theorem was published posthumously
which was communicated to the to the Royal Society by Richard Price [184, 185].
The basis for Bayes’ Theorem is conditional probability. Conditional probabilities
are probabilities that rely on the value of another probability. The conditionality is
represented by using a vertical slash “|”, which can be read as ‘ ‘given”. The conditional
probability of an event A, given an event B with P (B) > 0, is defined by
P (A|B) = P (A ∩B)
P (B)
(5.1)
The simple form of Bayes’ Theorem can be expressed as follows:
P (A|B) = P (B|A)P (A)
P (B)
(5.2)
whereby,
P (A|B) = is the prior probability or marginal probability of A.
It is ”prior” in the sense that it does not take into
account any information about B.
P (B|A) = is the conditional probability of the B given A. It is
also called the likelihood.
P (A) = is the prior probability of A. It is termed ”prior”
in the sense that it does not take into account any
information about B.
P (B) = is the prior or marginal probability of B.
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The numerator, P (B) of the above Bayes’ Theorem can be expanded using Total
Probability Theorem which states,
P (B) = P (A1 ∩ B) + . . . + P (An ∩ B)
= P (A1)P (B | A1) + . . . + P (An)P (B | An) (5.3)
where A1 . . . An are disjoint events that form a partition of a sample space and
assume P (Ai) > 0, for all i. Another way to represent Bayes’ Theorem is using the
conventional name of each term.
posterior =
likelihood × prior
prob.ofevidence
5.2.1.1 How do we relate uncertainty tolerance with Bayesian Theory?
Once we have identified that Bayes’ Theorem can be used to represent subjective prob-
ability, how do we relate this to the problem of uncertainty and uncertainty tolerance in
service provisioning offer? Based on previous discussion, we have defined the customer’s
initial degree of belief towards an offer from a service provider as a state of uncertainty.
This state of uncertainty is caused by lack of information or gap in knowledge about
the future state of the event. For example, given an offer, the customer does not know
how the event will turn out, i.e. in this case the SLA can either complies or fails.
To model the uncertainty in service provisioning offer, first we start with a set of
possible worlds or states. These are the worlds or outcomes that the customer considered
possible. For example, when receiving the SLA offer, it is reasonable to consider two
possible worlds: (1) the SLA complies or (2) the SLA fails.
We can then define customer’s degree of belief (i.e. uncertainty) as the prior prob-
ability based on Bayes’ Theorem, given that this state of uncertainty is due to the lack
(insufficient) of information. Through Bayes’ Theorem, the prior (uncertainty) can be
tolerated by obtaining evidence which eventually produced the posterior probability.
Therefore, we consider the posterior probability as the “tolerated uncertainty”. An
illustration of how Bayes’ Theorem functions is illustrated in Figure 5.1.
We can now represent uncertainty tolerance using Bayes’ Theorem through the fol-
lowings steps. Firstly, we need to represent customer’s uncertainty, i.e customer’s initial
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Figure 5.1: Representation of Bayes’ Process
belief towards an SLA proposition. Lets define event S which represents whether an
“SLA comply” and event ¬S when “SLA fail”. The assumption is that the uncertainty
is due to the lack of information about the future state of the event. Lets define this
uncertainty as a degree of belief, represented by a probability function P (S). This is
also known as the prior.
Secondly, we need a way to present the tolerated uncertainty. The tolerated uncer-
tainty is based on the conditional probability that the event S takes place given the
evidence, e. Lets define tolerated uncertainty, which is the updated belief, as P (S | e).
Finally, the collected evidence, given event S, which is also known as the likelihood,
is given as P (e | SLA) and the prior or marginal probability of the evidence as P (e).
Based on this information, the tolerated uncertainty can be presented as follows:
P (S | e) = P (e | S)P (S)
P (e)
(5.4)
Furthermore, using equation 5.3 to substitute P (e), the above equation can be
expanded into:
P (S | e) = P (e | S)P (S)
P (e | S)P (S) + P (e | ¬S)P (¬S) (5.5)
The next task is to justify the probability values for each of the probabilities in the
above list. Firstly, how do we obtain the prior? Since the probability of prior is subjec-
tive, Bayes’ theorem proponent allows an individual to place any arbitrary probability
value (between zero and one) to indicate the individual belief towards the proposition.
Furthermore, two different individuals can have different prior value towards the same
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proposition to indicate each individual’s belief. The next section will provide a discus-
sion on the justification of the value of prior, and Section 5.2.3 will provide discussion
on the value of evidence.
5.2.2 Quantitative Value Assignment for Belief Bootstrapping
Previously, in Chapter 4, we have indicated that the service requester’s initial degree
of belief can be presented as a probability value between zero and one. This indicates
that a service requester has to assign this value his/herself.
stronglyagreestronglydisagree disagree neutral agree
Q: Based on your belief, the SLA offered will COMPLY.
0.10 0.30 0.50 0.70 0.90
Figure 5.2: Likert-based Scale and Mapping to Assign Customer’s Initial Belief
To simplify this process, we propose a qualitative Likert five point based scale
between one to five, to indicate customer belief towards an SLA offer. Likert scale has
been developed to measure attitude directly based on the response of a person towards
a series of statements [186, 187]. This Likert-based scale is termed as “Qualitative Belief
Assignment” (QBA) scale. In order to assign a quantitative value for the customer’s
initial degree of belief, the QBA is then mapped to a quantitative scale between 0.1
to 0.9 with a 0.2 increment to correlate with the five point QBA scale, as shown in
Figure 5.2. The increment value of 0.2 is chosen to match the number of options (five)
available in the Likert scale. This mapping is termed as Quantitative Mapping (QM).
The finalized belief bootstrapping process is shown in Figure 5.3.
To summarize, the objective of the above discussion is to show how a customer can
form a quantitative belief assignment towards service provisioning activities which are
linked to uncertainty such as SLA offer from a service provider. Although under the
subjective probability theory, an individual can assign any arbitrary value for the degree
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Figure 5.3: Initial Belief (prior) Bootstrapping Process with Different Type of Inputs,
and QBA/QM modules
of belief (prior), we have provide justification on how to do so based on a systematic
process.
5.2.3 Evidence
Evidence plays an important role in our uncertainty tolerance concept. Since the basic
premise of the cause of uncertainty is the lack of information (epistemic), therefore,
to tolerate uncertainty involves in getting additional information that can update cus-
tomer’s initial belief. The approach that we choose in tolerating uncertainty through
Bayes’ Theorem enables the inclusion of evidence in the process of uncertainty toler-
ance.
The next step is to determine suitable evidence source that is available within
the context of service provisioning. One possible source of evidence is the interaction
of other customers with the same service provider using similar service. The basic
statement is “If a number of customers consume similar service from the same service
provider, what is the observation that when other customers Accept the offer and the
service Comply?”. This statement forms the basis of the evidence in our uncertainty
tolerance mechanism.
5.2.3.1 Evidence Gathering
In other to gather this evidence, an evidence gathering mechanism framework is re-
quired, which will be discussed in the next chapter, under the overall Uncertainty Tol-
erance Framework. In essence, evidence gathering involves monitoring the activities of
a set of other customers, recording some parameters to form a statistical evidence which
will be used in the Bayes’ Theorem. The evidence gathering is conducted in periodic
mode whereby the activity is triggered when a customer receive an offer and initiate
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the uncertainty tolerance mechanism. One assumption for the evidence gathering ac-
tivity is that at any period, there are several other customers within the ecosystem, i.e.
interacting and consuming the service from the service provider.
There are two steps in evidence gathering: (1) collect multiple individual customer’s
interaction, recording specific parameters, and (2) fuse the multiple evidence sources
into a single evidence value.
For the first step, we assume that each (other) customer interact with same service
provider and consume similar service. We record the number of time each customer
request a service and the outcome of each service invocation (comply or fail). Therefore,
the individual interaction evidence, which is the probability for each customer can be
expressed as follows:
ei = p(ei) =
no. of Scomply
NS
(5.6)
where ei is the individual customer evidence, which is equivalent to the probability
of p(ei). Scomply refers to the number of service invocation which complies to the SLA,
and NS refers to the total number of service consumption. In order to collect the
most recent evidence for each customer, NS can be implemented using sliding window
mechanism whereby the value represents the most recent activities. Smaller value of
NS indicates the evidence collected is the most recent and should represents the most
accurate information about the service compliance.
Secondly, once the individual evidence is collected, the next step is to fuse the
different individual evidence by taking the average of the individual evidence, which
can be expressed as follows.
E =
∑
ei
Ne
(5.7)
where E is the resulting fused evidence,
∑
ei is the sum of the individual probability
and Ne is the total number of individual customer involves in the evidence gathering
activity.
5.3 Uncertainty Tolerance and Decision Making
In previous section, we have shown that it is possible to tolerate uncertainty (customer’s
initial belief) in service provisioning offer (by obtaining evidence). Unfortunately, the
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updated belief, in the form of probability value does not help the customer in decision
making. Therefore, there is a need to provide a way for making decision based on the
updated belief. One such mechanism is Expected Utility theory which is based on the
concept of utility theory, and is widely used in economic fields.
5.3.1 Utility Theory
In order to apply the concept of Expected Utility Theory, we first need to understand
the basic concept of utility theory. Utility theory has been used in economics to repre-
sent the measurement of satisfaction experiences by a customer when consuming goods
or services. The principle of utility was first introduced by Jeremy Bentham in the
beginning of 19th century [188] who suggested the measurement of quantities of pain
and pleasure. The principle and theory of utility then become the topic of research
by various economists such as Walras (demand function), Menger (marginal utility),
Edgeworth, and Pareto (theory of indifference curve) [188].
There are two additional important facts about utility theory. Firstly, utility cannot
be measured or observed directly, instead a relative utility is obtained by observing
customer preference over a choice [189]. Secondly, there are two types of utility: (1)
ordinal (ranking significant) and (2) cardinal (strength and ranking significant) utility
[190, 191]. For the purpose of our research, we are employing ordinal utility since we
are only interested on the ranking of decisions that a customer can take when deciding
whether to accept or reject a service offer from a service provider.
In relation to uncertainty tolerance concept, we assume that the consumer has
reasonable preferences about consumption in different circumstances. Lets recall the
situation of uncertainty in which a customer has to decide about an offer (SLA) from
a service provider. We have decided that there are two possible states that can occur,
whether the SLA will comply or fail. We can denote the case where “SLA comply” as
state-1 and “SLA fail” as state-2 with respective probabilities pi1 and pi2. Prior to the
event, the customer does not know which states the event turn out to be, and after the
event (post event), only one of the states will occur.
Next, we denote the customer’s consumption if state-1 occurs as c1 and if state-2
occurs as c2. The customer, prior to the event occurring must select between the various
bundles (c1, c2). Post-event, the customer will get either one of the c1 or c2 depending
on which state has occurred. Since the two states are mutually exclusive (i.e. only one
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of them can occur), then pi2 = 1 − pi1. Given this notation, the utility function for
consumption in state-1 and state-2 is as follows:
u(c1, c2, pi1, pi2) (5.8)
5.3.2 Constructing a Service Requester’s Utility Function
There are several approach in eliciting or constructing utility of outcomes of choice in
a probabilistic situation for an individual service requester. Existing approaches are
(1) direct elicitation of utility (using von-Neumann approach, modified von-Neumann,
or Ramsey method) [192] (2) risk interval approach [193], (3) experimental methods
(using real financial rewards through gaming method) [194], and (4) observed behaviour
(relationship between actual behaviour and empirically specified models are compared)
[195].
In our uncertainty tolerance approach we does not include the utility eliciting mech-
anism since we assume that a service requester has already obtain those utility values
using one of the possible approaches.
5.3.3 Expected Utility Model
“Expected Utility” (EU) model is a well known concept which is widely used in eco-
nomics to solve the issue of choice under uncertainty. Expected utility, can also be
referred as “probability-weighted utility theory”, due to the fact that the EU for each
alternative is the weighted average of its utility values under different states, whereby
the probability is used as the weight.
We are considering a situation of uncertainty in which a service requester does
not know before the event which states of the event will occur. However, the service
requester can list the various possibilities and can assign probabilities to them. For
simplicity, here we assume two possible states of the world, state 1 (refers to SLA
comply), and state 2 (SLA fail), with respective probability pi1 and pi2. The term world
refers to the system or environment where the event take place (for example service
provisioning). Prior to the event, the service requester does not know which of these
states will occur. After the event, one and only one of the states will occur.
We represent c1 to the individual service requester’s consumption if state 1 occurs
and c2 the individual service requester’s consumption if state 2 occurs. The service
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requester must choose prior to the event between the various uncertain (risky) bundles
(c1, c2). After the event the service requester will get one of c1 or c2 depending upon
which state of the world has occurred. Based on the utility function in 5.8, the expected
utility function can be expressed as follows:
U(c1, c2, pi1, pi2) = pi1u(c1) + pi2u(c2) (5.9)
whereby,
u(c1) = utility from individual service requester’s consumption if state 1 oc-
curs.
u(c1) = utility from individual service requester’s consumption if state 2 oc-
curs.
pi1 = probability for state 1 to occur.
pi2 = probability for state 2 to occur.
In the above equation 5.9, the probabilities are given by the problem so the only
element that needs to be specified is the function u(.). This function is known as the von
Neumann-Morgenstern (vNM) utility function and was introduced by mathematician
John von Neumann and economist Oskar Morgenstern in a book titled, “The Theory of
Games and Economic Behavior” [196]. Given the function u(.), which tells how much
utility is obtained from some amount of consumption, the explanation for equation 5.9
is as follows: with probability pi1 state 1 happens and the service requester consumes
c1 from which he or she gets utility u(c1); with probability pi2 state 2 happens and the
service requester consumes c2 from which he or she gets u(c2). The right hand side of
equation 5.9 is the utility that the service requester expects to get from the “before the
event” uncertain (risky) bundle (c1, c2).
Expected utility theory is the foundation in decision making under uncertainty
[197, 198, 199] and also an important aspect in modern game theory [196]. In general,
the vNM Expected Utility function can be mathematically expressed as:
EU(d) =
∑
s⊂S
P (s)U(s) (5.10)
where EU(d) is the expected utility of decision d, which a subset of possible actions
{Accept, Reject}. P (s) is the probability of outcome s, and U(s) is the utility of
outcome s, whereby s is a subset of possible outcomes {comply, fail}. Therefore, given
a proposition, SLA-status and possible actions, d = {Accept, Reject} with respective
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utilities, we can calculate the Expected Utility for each of the actions as EU(Accept)
and EU(Reject). The maxim of “Maximizing Expected Utility” (MEU) is to select
the higher value EU out of the possible outcomes [200]. Therefore, by comparing
EU(Accept) and EU(Reject), and selecting the higher value of the two, we have helped
customer’s in decision making under uncertainty.
5.4 Cost Consideration for Uncertainty Tolerance
In addition to the cost associated with executing a service [201, 202], the approach
towards uncertainty tolerance presented in this chapter does incurs additional cost. To
simplify our approach and subsequent framework and empirical study, the cost factor
is not considered in this thesis but will be briefly discussed in this section to highlight
this issue to the reader. In general, the term cost refers to any factor related to the
uncertainty tolerance approach that poses negative consequence to the entities involved,
in particular to the service requester (i.e. customer). Possible cost associated with the
approach can be divided into several types as follows:
• Time Cost: “time cost” is referred to the additional time taken in order to gather
evidence from N number of other service requester. In the above approach, the
evidence gathering process is triggered when the service requester initiate the
uncertainty tolerance mechanism upon receiving the service offer from the service
provider and terminates when sufficient evidence has been collected (in this case,
for N number of service requesters). Therefore, depending on the amount of time
taken, this waiting period (if its too long) can be of negative consequence to both
the service requester and provider.
• Resources Cost: “resources cost” is the overhead incurred mainly to the service
provider in term of additional resources that needs to be deployed to implement
the uncertainty tolerance mechanism especially the evidence gathering process.
This resources can be in the form of additional hardware, software, and/or man-
power.
• Complexity Cost: the introduction of uncertainty tolerance mechanism into
the service provisioning system inadvertently resulting in added complexity to
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the overall process of service provisioning. The relationship and interaction be-
tween multitude of different modules and processes in the uncertainty tolerance
mechanism give rise to the complexity. The added complexity does not directly
correlate to an increase of cost, but can result in an increase in time taken (i.e.
time cost) and/or resources (i.e. resources cost).
For the entities involved in a service provisioning transaction, in particular the ser-
vice requester, the benefit of the uncertainty tolerance mechanism need to be balanced
with the cost incurred in implementing such mechanism. We acknowledge the existence
of the above cost and the potential counter effect to the benefit gained, but to limit the
scope of the thesis, the quantitative relationship or impact of cost is not investigated in
this thesis. This issue will be highlighted as a potential thread of future research work
in Chapter 8.
5.5 An Approach to Uncertainty Tolerance: The Overall
Picture
In this section, we will summarize the overall picture of the Uncertainty Tolerance con-
cept, compiling the various theory and concept discussed in previous sections. Figure
5.4 illustrates the overall concept of uncertainty tolerance with respect to the uncer-
tainty problem in service provisioning offer. There are three components: (1) Bayes
Inference, (2) Evidence Gathering, (3) Expected Utility Model.
• Bayes Inference (BI): This component is the key component in uncertainty
tolerance concept. Its main objective is to update customer’s initial belief (which
we classify as epistemic uncertainty) by reducing the gap in knowledge.
• Evidence Gathering (EG): This component functions as a support compo-
nent to the Bayes Inference component. The main objective of EG is to gather
evidence, and perform calculation.
• Expected Utility (EU): This component enable a customer’s to make decision
based on the updated belief.
The above three components form the basis of the uncertainty tolerance approach
towards service provisioning offer uncertainty.
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Figure 5.4: An Approach to Uncertainty Tolerance in Service Provisioning Offer
5.6 Summary
This chapter presented the approach taken to tolerate the uncertainty in the service
provisioning offer, through the application of several theory and concept such as the
subjective probability, utility, and evidence. To our knowledge, such approach is unique
within the context of service provisioning and has not been attempted by other re-
searchers. Based on this approach, we will present an architectural framework for
implementing uncertainty tolerance in a service-based system in the next chapter.
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Chapter 6
A Framework for Uncertainty
Tolerance in Service Provisioning
Offer
6.1 Introduction
This chapter addresses the problem of uncertainty in service provisioning offer from
the context of the service requester (i.e. customer), utilizing the general concept of
uncertainty tolerance presented in Chapter 4 and the approach presented in Chapter
5. The main contribution of this chapter is a concrete framework which provides a
generic implementation of uncertainty tolerance mechanism. To our knowledge, no such
attempt has been made to design and develop such framework to address uncertainty in
service provisioning offer. The value of such framework is to provide an implementation
blueprint for system designer and system developer as a guideline to design and develop
a service-based system with uncertainty tolerance capability.
The remainder of this chapter is organized as follows: Section 6.2 lays down the
requirements and assumptions of the framework. Section 6.3 introduces important
terms used throughout this chapter with regards to the framework, and introduces
the generic architecture for the framework. The next section, Section 6.5 presents the
overall picture of the framework. Section 6.5 presents the key contribution in which the
different sub-components of the uncertainty tolerance engine are described in details.
Section 6.6 provides the overall sequence diagram of interactions between the entities.
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Finally, Section 6.7 summarizes the chapter highlighting key finding and contributions.
6.2 Framework Requirements and Assumptions
The uncertainty tolerance framework presented in this chapter is based on the following
key assumptions:
1. Rational agent: The service requester (i.e. customer) is considered as a rational
agent and is risk neutral. Under Bayesianism, a rational agent chooses the option
with the highest expected utility.
2. Trusted Service Provider and Evidence source: The framework operates under
two trust assumptions: First, the SLA compliance status reported by the service
provider after each service consumption is trusted, i.e. the service provider does
not lie about the status of the SLA compliance. Secondly, the evidence collected
from multiple sources is also trusted, i.e. the sources do not lie or untruthfully
submit the evidence.
6.3 Framework Fundamentals
The term framework used in this chapter and the thesis refers to an application level
development blueprint which provides two important information. Firstly, the frame-
work shows components required for the uncertainty tolerance mechanism to function,
plus the logic behind each of the sub-components. Secondly, it provides the logical flow
of the uncertainty tolerance process based on the service provisioning lifecycle.
Beside the term framework, there are several other terms used throughout this
chapter that need explanation and definition. An entity in the framework refers to the
parties involve in a service provisioning lifecycle, namely the service requester, service
provider, and trusted third party. Each entity contains an agent and each entity’s action
is conducted through the agent. In the context of the framework, an agent is defined
as a computer program that acts on behalf of an entity. This definition is inline with
the definition given by the Web Services Architecture Working Group Note [83]. An
engine in the framework is a conceptual term that implies a set of processes to achieve
an outcome. An engine consists of one or more building blocks which is termed as
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component. A component is a logical grouping of one or more associated functions.
A function , is defined as a discrete block of computational logic to perform a task
and/or achieve a certain result. This is similar to the notion of procedure, or method
used in programming language [203, 204]. A function is the basic building block in the
framework.
There are three types of function: (1) framework functions, which is simply
referred as function, are functions that implement key functionality of the uncertainty
tolerance concept, (2) auxiliary functions are functions that are functioning in a sup-
porting capacity role. In essence, we are only interested in the value that the function
returns or the logical process that the function implements to arrive at a certain state,
thus we do not implement the auxiliary functions, and (3) system function refers
to the functions that implement the underlying processes within a service provisioning
lifecycle.
6.3.1 Generic Architecture of the System
A system is defined as a group of entities that interact with each other. In the
context of service provisioning, we have defined three type of entities that make up the
system, which are service requester, service provider, and service directory. In following
section, the service directory entity will be known as the Trusted Third Party (TTP),
that combine both the service directory functionality plus the uncertainty tolerance
mechanism. Figure 6.1 illustrates the system with the aforementioned entities.
serviceprovider4. consume
1. publish2. search
3. discover
servicerequester
servicedirectory
system
Figure 6.1: Generic Structure of a System
A relationship in the system is defined as a connection between two entities in
the system which is represented by an arc connected between those two entities, as
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shown in Figure 6.1. The connection represents the action or process between the
entities. Depending on the required interaction, a relationship can be a single or two
way interaction between entities.
6.3.2 Placement Consideration for Uncertainty Tolerance Engine
Another important consideration is for the placement of the uncertainty tolerance en-
gine. In general, there are three possible locations for the engine, based on the entity
in the system, which are: (1) at Trusted Third Party (TTP), (2) at Service Requester
(SR), and (3) at Service Provider (SP). Rana et. al. [109] discusses three possible
locations with respect to monitoring as follows:
• Trusted Third Party: the TTP is an independent entity that can monitor and
log activities between the service requester and service provider location. The key
requirement is that the TTP has to be trusted by both SR and SP. To provide
non-repudiation and reputation for both SR and SP, a signed ticket is generated
after the service has been completed and send to both parties. One drawback of
TTP location is that it is not possible to monitor activities internal to either the
SP or SR.
• Service Provider: The second option is to implement the monitoring module
at service provider location which has equivalent functionality as TTP, i.e. able
to monitor and log activities between itself and service requester, but with the
advantage of monitoring the internal activities or state of the service provider.
However, there are two drawbacks: (1) SP might not revealed or report the full
information about its internal state and selectively choose information which is
beneficial to itself, and (2) SP might falsely report the actual outcome of the
monitoring (i.e. whether violation occurs for SLOs).
• Service Requester: The third option is to implement the monitoring module
at the service requester location. In term of functionality, it is equivalent to the
TTP, in which the service requester needs to determine if a SLO1 violates the
agreement. Unfortunately, to prove such violation to the TTP and SP is diffi-
cult. For example, in monitoring delay SLO, the service requester is unable to
1Service Level Objective
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distinguish between network delay (which is not under SP controls) and process-
ing delay in SP location. Therefore, the value for implementation of monitoring
module at service requester location is to provide a means to establish a measure
of trust towards the service provider.
Based the above discussion, in order to achieve highest trust confidence for both
the service requester and service provider, the most logical placement of the uncertain
tolerance engine is an entity that does not have malicious intent or can benefits from
cheating or abnormal behaviour. Thus, the Trusted Third Party, which is deemed
trusted by the other two entities in a service provisioning system is chosen as the
location for implementing the uncertainty tolerance engine. Trusted Third Party (TTP)
is a common approach to facilitates interaction between two or more parties in many
areas such as privacy in multi parties transaction [205], online retailing [206], electronic
commerce [207], and telemedicine [208].
6.4 General View of the Framework
Figure 6.2 shows the general view of the framework for uncertainty tolerance. The
framework consists of various components located in different entities. The key com-
ponent is the uncertainty tolerance engine located in the Trusted Third Party entity,
which perform the underlying belief updating essential in our choice of implementation
for the uncertainty tolerance mechanism. Each of the components will be discussed in
detail in the following sections.
One property of the framework is that it should be as generic as possible so that it is
possible to implement the framework in any service provisioning system. For example,
the validation logic module discussed in Section 6.5.3 uses the execution time as the
metric being validated by the module, but the validation logic module can also cater
for other metrics such as delay, and uptime. One limitation is that, in its current
implementation, the module (and subsequently the framework) is unable to cater for
composite metric (combination of several metrics), and can be addressed in future
works.
Several processes such as the register, search, consume, and offer are not discussed
from the implementation point of view since those processes are part of the underlying
specific service provisioning system implementation, such as web services [83].
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Figure 6.2: General View of the Uncertainty Tolerance Framework
6.5 Framework Components
This section provides detail discussion on each of the components and functions within
the framework, focusing on the logic of each of the components. The breakdown of the
following discussion is based on entities in the framework.
6.5.1 Trusted Third Party (TTP) Entity
TTP is one of the entity in the system and contains the key element of the uncer-
tainty tolerance framework, which is the Uncertainty Tolerance Engine (UTE). The
TTP entity serves two main functions: (1) as a service directory, and (2) host for the
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Uncertainty Tolerance Engine (UTE). Data required for the UTE operation is stored
in a chosen storage system such as a simple flat text file (etc. CSV1) or a full fledge
relational database such as MySQL2 or a self-contained, serverless database such as
SQLite3. Any interaction with other entities in the system is conducted through the
agent.
The UTE consists of three main components: (1) Evidence Gathering (EG) compo-
nent, (2) Bayes Inference (BI) component, and (3) Decision Engine (DE) component.
6.5.1.1 Evidence Gathering Component
Evidence, in the context of uncertainty tolerance is defined as any information from the
service provisioning process that can reduce the gap in knowledge of a customer when
presented with an SLA offer. Evidence can be in the form of statistical data collection or
opinion of an expert about a particular issue. Figure 6.3 shows the Evidence Gathering
component (EG-Comp) with sub-components. The main functionalities of EG-Comp
are to collect service record for a set of customer and perform calculation to generate
the evidence value.
Evidence Gathering Component
report
collect process
calcEvcalcProb
gatherEv
A B ... N
evidencetrigger
Figure 6.3: Evidence Gathering Module
The EG-Comp consists of two main sub-components: (1) collect component (coll-
Comp) , and (2) process (procComp). The collect component acts as a record gatherer
for a set of customers who are using the same service from the same service provider.
When the EG module is triggered, the collComp will query the service provider to get
1Comma Separated Value
2http://www.mysql.com
3http://www.sqlite.org
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a list of customers who are either in the process or about to start service interaction.
For each customer in the list, the following GatEv function 1 will be executed:
Function 1 Gather Evidence
1: function GatEv(runNum) . runNum is set to an integer value
2: countService← 0 . no. of service consumed
3: countComply ← 0 . no. of service comply
4: for i← 1, runNum do
5: countService := countService+ 1
6: trigger ConsumeService()
7: receive Report(comply)
8: if comply == TRUE then
9: countComply := countComply + 1
10: end if
11: end for
12: end function
In essence, the GatEv function maintains a record of how many services have been
consumed and how many of those services complied with the SLA.
The process component is triggered once the collComp components has stopped.
The main objective of procComp is to (1) calculate the probability of each customer
interaction, and (2) combine probabilities of all customers involve in the evidence gath-
ering process.
Function 2 Calculate Probability
1: function calcProb(servComp, servTotal)
2: e← 0 . evidence value (i.e. probability of each customer)
3: if servComp ! = 0 AND servTotal ! = 0 then
4: e = servComp/servTotal
5: end if
6: return e . return calculated evidence
7: end function
The calcProb function as shown in function 2, calculates the probability of compli-
ance for a set of service consumption by a customer. This function is called after the
evidence gathering process for each customer has stopped. The return value, e is the
probability value which will be utilized in the evidence fusion process.
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Function 3 Calculate Combined Evidence
1: function calcCombEv(listOfEv,NoOfCust)
2: sumEv ← 0 . sum of evidence
3: evComb← 0 . combined evidence
4: for i← 0, NoOfCust do
5: sumEv := sumEv + listOfEv[i]
6: end for
7: evComb := sumEv/NoOfCust
8: return evComb . return combined evidence
9: end function
Once the evidence gathering process for each customer has stopped, and the prob-
ability value has been calculated using function 2, the Calculate Combined Evidence
function as shown in function 3 will be executed. This function combine the individual
evidence value for each customer in a given set of customers who are using the same
service from the same service provider into a single value, termed evidence, noted as
evComb. The evComb value will be used in the Bayes’ Inference Component.
6.5.1.2 Bayes’ Inference Component
The Bayes’ Inference Component (BI-Comp) is a key component in the UTF. Its main
function is to update customer’s initial belief (the prior) based on gathered evidence,
as shown in Figure 6.4. The inference component relies on Bayes’ Theorem as its
operational foundation.
Bayes' Inference Component
evidence
calcEU posterior
prior
Figure 6.4: Bayes’ Inference Module
The calcPost function, as shown in function 4 is the only function in the BI-Comp,
and calculate the updated belief (i.e. posterior value) for a customer based on Bayes’
Thoerem. The function requires two inputs, the prior value and combined evidence
value calculated in function 3, and return the calculated posterior value, post.
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Function 4 Calculate Posterior
1: function calcPost(evComb, prior)
2: post← 0 . tolerated uncertainty, i.e. posterior
3: num← 0 . numerator portion of Bayes’ Thorem
4: denom← 0 . denominator portion of Bayes’ Thorem
5: num := evComb ∗ prior
6: denom := num+ (1− evComb) ∗ (1− prior)
7: post := num/denom
8: return post . return calculated posterior
9: end function
6.5.1.3 Decision Engine Component
The Decision Component (DE-Comp) functions as a decision making tool for a customer
under uncertain situation by calculating the expected utility value of each of possible
action taken by a customer. the DE-Comp consists of two main functions: (1) calcEU
function, and (2) evalDec function, as shown in Figure 6.5.
Decision Engine Component
utilitySet[][]
calcEU EUset[]
decision evalDec
posterior
Figure 6.5: Decision Engine Module
The caclEU function, as shown in function 5 calculates the expected utility value
for each possible decision in the decision set by a customer. The function requires
two input: (1) a set of utility values for the decision set, and (2) the posterior value
calculated in function 4. The function returns a set of expected utility values which
will be used in the evalDec function.
The evalDec function, as shown in function 6, evaluate the expected utility values
calculated by function 5. The return value of the function indicates which action should
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Function 5 Calculate Expected Utility Value
1: function calcEU(utility[ ][ ], post) . utility[ ][ ] set of utility values
2: EUSet[ ]← 0 . Expected Utility array for {Accept,Reject}
3: EUSet[Accept] :=post*utility[0][0] + ((1-post)*utility[0][1])
4: EUSet[Reject] :=post*utility[1][0] + ((1-post)*utility[1][1])
5: return EUSet[ ] . return set of expected utility value
6: end function
be taken by a customer. For example, when the expected utility value for the decision
Accept is greater or equal to the decision Reject, the function will return boolean value
true, or otherwise.
Function 6 Evaluate Decision
1: function evalDec(EUSet[ ]) . EUSet[ ] set of expected utility values
2: if EUSet[Accept] ≥ EUSet[Reject] then
3: return true
4: else
5: return false
6: end if
7: end function
6.5.2 Service Requester Entity
Service requester is a generic term for an entity that require a service to complete a
certain task or achieve a specific objective. In other word, the term is synonym with
the terms “customer”, “end user”, or just “user”, which will be used interchangeably
throughout this chapter. As shown in Figure 6.6, there is one system function, search,
used by the service requester to search for required service from the service directory
in the TTP, and there are two auxiliary functions, (1) utility elicitation, and (2) belief
bootstrap. The utility elicitation function provides the utility value for the service
requester with regards to the possible actions that can be taken on the (SLA) offer
provided by the service provider. Implementation of this function is not provided and
we assume that for any given service offer, the utility value has already been elicited to
be used in other function or component. The utility elicitation function can employ any
of the following utility elicitation method such as (1) direct scaling method [209], (2)
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certainty-equivalent method [210], and (3) probability-equivalent method [210]. The
utility value is passed to the TTP and stored until retrieved for usage.
service requester
search agent
beliefbootstrap
utilityelicitation
entity
Figure 6.6: Service Requester Entity
The belief bootstrap function facilitates the process of initializing the qualitative
value of the service requester’s initial degree of belief, i.e. the prior. The justification
for the process has been discussed in Chapter 4. The resulting prior is passed to the
TTP for storage until retrieved for usage. All communication from these two functions
is conducted through the agent.
6.5.3 Service Provider Entity
A Service provider is an entity that provides communications service, storage service,
or processing service or any combination of these services to other entities. As shown
in Figure 6.7, there is one system service, register which is used by the service provider
entity to publish its services into the service directory in the TTP, one auxiliary func-
tion, service, and three functions: (1) monitor function, (2) validate function, and (3)
report function.
service provider
registeragent
monitor
service validate
report
entity
Figure 6.7: Service Provider Entity
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The service function represents the core process that accomplish the required com-
putation and processing that define the service offered to the service requester. The
monitor function does the monitoring and collecting of specific metrics related to the
service such as processing time. Once the service has completed, the monitor function
returns the collected metric data to the service function represents the core process
that accomplish the required computation and processing that define the service of-
fered to the service requester. The monitor function does the monitoring and collecting
of specific metrics related to the service such as processing time. Once the service has
completed, the monitor function returns the collected metric data to the validate func-
tion. The validate function evaluates the collected metric and determine whether the
SLA has been fulfilled. The validate function then return the status of the validation
process (a boolean value).
The validate function contains a simple violation validation logic which compares
the collected/monitored metric against the agreed threshold of the metric stipulated
in the SLA. For example, execution time is defined as the time taken to complete the
required task (measured on service provider side). Lets define execution time as TET
and set the threshold requirement for this Service Level Objective using a LogicalOper-
ator and PropertyValue. For example, an SLO statement such as ‘the execution time of
the service must be less than 500ms for each service execution” can be represented as
TET < 500ms. Therefore, the validation function includes validation logic that com-
pares the monitored value of TET against the threshold and returns a boolean status.
Figure 6.8 illustrates the SLO validation logic process.
validationTET < 500ms
success
failure
TETprocess
monitor
false
trueif(TET < 500ms)
if(TET > 500ms)
Figure 6.8: SLO Violation Validation Logic
The report function collate the status of the validation from the validate function
and the metric collected from the monitor function into a report. A report is simply
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a textual representation of the collated values which can be stored to local storage or
send to the service requester after the service has terminated.
6.6 General Sequence of Interactions
Figure 6.9 shows the overall sequence diagram for interactions between the three entities
in-line with the lifecycle of the service provisioning discussed in previous chapters. The
three entities shown in Figure 6.9 are (1) service requester (i.e. the customer), (2)
service provider, and (3) Trusted Third Party (TTP) (which also includes the service
directory).
This sequence diagram will be useful to interested parties to understand the steps
taken by various entities in the service provisioning lifecycle in order to achieve uncer-
tainty tolerance for the uncertainty in service provisioning offer. Steps 1 to 3 shown in
Figure 6.9 refer to the basic interactions between the three entities which include the
register, search, and discover service. These steps are part of the original interactions
in a service lifecycle, thus will not be discussed in detail. Once a service requester has
discovered the required service, the service requester will send a request offer to the
service provider in step 4. The service provider will respond to the request by replying
with an offer back to the service provider in step 5.
After receiving the offer, service requester will initiate step 6 (utility elicitation) and
step 7 (belief bootstrapping). Step 6 will generate utility values for the service requester
and step 7 will generate the initial degree of belief (i.e. the uncertainty) for the service
requester. These data which will be stored and retrieved at later stages. Once steps
6 and 7 have completed and the values/data have been stored, service requester will
initiate the uncertainty tolerance mechanism by sending a request to the TTP in step
8. At TTP, step 9 (gather evidence) will be executed, followed by step 10 (Bayes’
inference), and step 11 (decision engine). Step 11 involves the calculation of expected
utility value and decision logic that evaluates the expected utility values. The status
of the evaluation (boolean) is then returned back to the service requester in step 12.
Th service requester then can use the returned status status to make decision, i.e.
if the status returned us true, then the service requester will accept the offer as shown
in step 13. The service requester then consumes the service in step 14 while the service
requester monitors the service invocation in step 15. Once the service operation is
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Figure 6.9: Overall Sequence Diagram for Entities Interactions
completed, the result (if any) is returned to the service requester as shown in step 16.
In step 17, the service requester validates the collected data in step 15 and send a
service report to the service requester in step 17. The lifecycle and interaction among
the entities terminate in step 19.
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6.7 Summary
This chapter presents a generic framework on how the uncertainty tolerance approach
discussed in Chapter 5 can be implemented. The framework presented in this chapter
includes details explanation of the main functions involved in the uncertainty tolerance
process. This framework will be useful to system designer and developer who are
involved the design and development of service provisioning system and would like
to include aspect of uncertainty tolerance in the system. This framework is unique
due to the fact that this is the first attempt to provide such framework that deals
with the problem of uncertainty tolerance in service provisioning offer, which functions
as a blueprint to implement uncertainty tolerance measure. The following chapter
presents an empirical study based on simulation design using the uncertainty tolerance
framework presented in this chapter.
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Chapter 7
An Empirical Study of
Uncertainty Tolerance in Service
Provisioning Offer
7.1 Introduction
This chapter presents an empirical study to validate the viability of the uncertainty
tolerance concept presented in Chapter 4, the approach towards uncertainty tolerance
presented in Chapter 5, and to evaluate the uncertainty framework presented in Chap-
ter 6. The outcome of the study would be valuable to interested parties, in order to
understand how the uncertainty tolerance mechanism affect service requester’s belief
and also demonstrates the positive outcome of the mechanism in dealing with uncer-
tainty in service provisioning offer.
The remainder of the chapter is organized as follows: Section 7.2 provides a sce-
nario as the motivating example for the empirical study. Section 7.3 discusses the
requirements that the empirical study should fulfill. In short, the requirements reflect
the outcome of the uncertainty tolerance concept discussed in Chapter 4 and the spe-
cific approach presented in Chapter 5. Section 7.4 lists assumptions being made for
the study. Section 7.5 describes the simulation test bed and Section 7.7 presents the
methodology of the empirical study. Section 7.8 presents the experimental procedure
of the experiments and Section 7.9 presents and discusses the result of the experiments.
Section 7.10 summarizes the chapter.
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7.2 Motivating Example
The following scenario serves as the motivating example for the empirical case study:
A customer (i.e. service requester) receives an SLA offer after discovering a
suitable service from the service directory. Assuming that the customer has
no or very little prior information about the service or the service provider,
the customer assigns an initial belief about the probability of compliance of
the SLA offer. The customer needs to find a way based on his/her belief
plus some other mechanism in order to make decision whether to accept or
reject the offer. The customer also need to assign utility value for each of the
possible action, which will be used in the uncertainty tolerance mechanism.
7.3 Study Requirements
The empirical study should demonstrate the following requirements:
1. Uncertainty tolerance: the study should demonstrate the ability of the un-
certainty tolerance mechanism to tolerate the uncertainty in service provisioning
offer (i.e. the service requester’s initial degree of belief).
2. Negative Consequence: the study should demonstrate the potential negative
consequence of the uncertainty in service provisioning offer.
3. Positive Outcome: the study should demonstrate that the uncertainty tolerance
mechanism can overcome the uncertainty problem resulting in some measurable
positive outcome to the service requester.
4. Decision Making: the study should demonstrate that the uncertainty toler-
ance mechanism must be able to assist the service requester in decision making,
whether to accept or reject the SLA offer.
5. Framework compliance: the study should follow and implement the generic
framework for uncertainty tolerance presented in Chapter 6.
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7.4 Study Assumptions
There are several assumptions for the empirical study conducted in this chapter. These
assumptions include assumptions made in previous chapters:
From Chapter 6:
• rational agent: the service requester entity is considered as a rational agent and
is risk neutral. Under Bayesianism, a rational agent chooses the option with the
highest expected utility.
• trust assumption: Trusted Service Provider and Evidence source: The frame-
work operates under two trust assumptions: First, the SLA compliance status
reported by the service provider after each service consumption is trusted, i.e.
the service provider does not lie about the status of the SLA compliance. Sec-
ondly, the evidence collected from multiple sources is also trusted, i.e. the sources
do not lie or untruthfully submit the evidence.
7.5 Testbed
The term testbed used in this study refers to a software-based platform which is used
to run a simulation or experiment of a theory or research hypothesis. The testbed
allows for running and replicating experiments within a close environment, protected
from external factors such as network congestion and security issues. The term testbed
has been used in many scientific areas and computer science as a reference to an envi-
ronment to run experiments in a simulated manner whereby the actual execution of the
experiments in real world can be costly, dangerous, or physically (hardware, etc.) not
possible. Although the data and results collected from the testbed does not represent
the real world, the information gathered through the analysis of the data will be useful
in providing foundation for future works, and to validate the research question.
Since there us no existing simulation platform in the market that can provide the
required functionalities (mainly generating the uncertainty, simulating customers re-
quest, and the uncertainty tolerance mechanism), the testbed used in this study has
been design and developed from scratch. The testbed is developed using Java program-
ming language (JDK 1.6) according to the uncertainty tolerance framework presented
in Chapter 6. The main purpose of the testbed is to enable the simulation of a service
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provisioning environment (which involves service invocation) and to simulate the un-
certainty in service provisioning offer. Subsequently, the testbed is also used to validate
the uncertainty tolerance mechanism based on different parameters.
The testbed consists of several Java classes as follows:
• Customer class: this class represents the service requester entity.
• Service class: this class represents the service provider entity.
• TrustedThirdParty class: this class represents the trusted third party entity.
• GatherEvidence class: this class functions to collect evidence for the uncer-
tainty tolerance mechanism in TrustedThirdParty class.
• Simulation class: this class acts as the driver class which run the entire simu-
lation.
Apart from the above main classes, there are various other supporting classes for
example for file input/output for data retrieval and data storage, graphing class, report
class, and so on.
7.6 Experiment Parameters
There are several parameters of interest to the experiment:
• service requester’s initial degree of belief: the value of this parameter is
assigned based on the bootstrapping process as described in Chapter 4 and Chap-
ter 5. The experiment will be conducted with different initial belief value to see
the effect of the uncertainty tolerance mechanism on those values. Furthermore,
different service requesters can assign different initial belief value for the same
offer due to the subjective nature of the belief. Therefore, an experiment with
two service requesters and different belief value will be conducted.
• utility value: the utility value assigned by a service requester will affect the
outcome of the decision making process and also the cumulative utility parameter.
Therefore, different experiments will be conducted to investigate the effect of
different set utility value for a single service requester.
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• service failure level: to simulate unstable service condition, different level of
service failure is injected throughout the experiments.
• number of Accept decision: the number of Accept and Reject decisions can
be compared between different sets of experiment execution with uncertainty and
with uncertainty tolerance mechanism applied. In theory, the experiment with
uncertainty tolerance should perform better, i.e. higher correct Accept decision.
7.7 Experiment Methodology
As part of the empirical study, a number of experiments are conducted to assess the via-
bility of the uncertainty tolerance approach discussed in Chapter 5 and the uncertainty
tolerance framework discussed in Chapter 6. This section describes the methodology
which forms the basis of the empirical study.
The methodology for the empirical study is as follows:
• the initial state of the simulation is when the service requester (i.e. customer) has
already found the required service from the service directory after going through
the search and discovery process.
• the utility values and the initial degree of belief (i.e. prior) for the service re-
quester are stored in a separate text file in CSV format.
• the service requester then initiates the uncertainty tolerance procedure which
includes the evidence gathering, Bayes’ inference, and decision making activities
as described in Chapter 6. The decision making function will return a boolean
value indicating whether the service requester should accept or reject the decision.
This boolean value is stored for evaluation.
• to investigate the negative and positive consequence of the uncertainty tolerance
mechanism, a base case is set with a condition that the service requester will
always accept the offer, regardless of the outcome of the decision making process
in previous step. The base case can then be compared to the situation whereby
the service requester will evaluate the choice of action based on the expected
utility value of each of the actions.
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• to simulate service failure, random processing delays are injected during the ex-
periment. The term random is used to reflect that the level of service failure is not
constant over a period of time. The random numbers used to simulate the delays
are generated using the Java random number generator class, java.util.Random.
However, the Java random number generators are not truly random, they are
algorithms that generate a fixed but random-looking sequence of numbers. There
are several level of service failure based on how many failure is injected within a
number of service invocations. The levels available are 10%, 20%, 40%, and 80%.
For example, 10% service failure level indicates that during a period of N number
of service invocations, 10% of N number of service invocations will fail.
• in order to show the negative consequence of uncertainty and the positive outcome
of the uncertainty tolerance mechanism, a utility value termed as cumulative
utility is introduced for the empirical study. The cumulative utility is the sum of
utility after a number of independent service consumptions.
• once the service has completed and validated, the service requester receives a
report for that particular service invocation from the service provider.
7.8 Experimental Procedure
Several sets of experiment are conducted to investigate the requirements described in
Section 7.3. These experiments follows the methodology described in Section 7.7.
7.8.1 Experiment 1: Pessimistic Customer with 0.1 Degree of Belief
Based on earlier discussion in Chapter 4, pessimistic customer is a customer who has
gone through the belief bootstrapping process and assigned a low belief value towards
the service offer from the service provider. For this particular experiment, the following
parameters are used:
• pessimistic belief : the prior is set to the value of 0.1 for each service offer.
• utility value: the utility values are set as shown in Table 7.1.
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Table 7.1: Utility Values for Experiment 1
Comply Failure
Accept 10 -20
Reject -5 -5
• number of service invocations: in order to show the consequence over a period
of time, the number of service offer and subsequent service consumption is set to
1000 services. Each services is independent of each other.
• service failure level: the service level failure level is randomly varied over the
whole experiment, over a set of service invocations.
• evidence gathering parameters: the number of other customers where the
evidence is based upon and gathered is set to 4 customers and each customer is set
to invoke the same number of services which is set to 10 services. These numbers
(number of customers and number of services) are choosen as a representative of
a possible scenario. These numbers are fixed throughout the experiment in order
to simplify the experiment parameters and the execution of the simulation.
• action taken: for each service offer, the action taken by the customer is based
upon the expected utility values of the set of possible actions (to accept or re-
ject) as discussed in Chapter 5. This procedure applies to both untolerated and
tolerated uncertainty scenario.
• service metric: for the purpose of this study, a single metric, “execution time”
(as discussed in Section 6.5.3) is used as the quality indicator whihc is included in
the SLA offer from the service provider. A value of 20ms is set in the simulation
testbed for the process in a service execution (assuming each service execution
only require a single process). This value is changed to a higher value during a
service failure in order to simulate execution delay.
Various values such as the prior, posterior, expected utilities value, cumulative
utility value are stored in text file using CSV format to be used in generating graph,
as experiment’s record, and for debugging purpose.
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7.8.2 Experiment 2: Pessimistic Customer with 0.3 Degree of Belief
The objective of Experiment 2 is to investigate the different value of the prior which is
set to 0.3 but still under the pessimistic view category. Other parameters are the same
as in Experiment 1.
7.8.3 Experiment 3: Different Utility Sets for the Same Customer
The objective of Experiment 3 is to investigate the effect of different set of utility value
for the same customer. In previous chapter, we have discussed and acknowledged that
different set of utility value for the different action that can be taken by the customer
can affect the outcome of the decision making process and in theory should affect the
cumulative utility parameter.
The experiment is conducted with two different set of utility values for the same
customer (as shown in Table 7.2 and Table 7.3), all other parameters are the same as
in Experiment 1.
Table 7.2: Utility Set 1 for Exp. 3
Comply Failure
Accept 10 -20
Reject -5 -5
Table 7.3: Utility Set 2 for Exp. 3
Comply Failure
Accept 5 -40
Reject -10 -10
7.8.4 Experiment 4: Positive Outcome Based on Decision Making
Process
The objective of Experiment 4 is to investigate the positive effect of the uncertainty
tolerance mechanism through the decision taken by the service requester. The decision
making process is determined by evaluating the expected utility value of the possible
actions that can be taken by the service requester, i.e. whether to Accept or Reject the
service provisioning offer. Since the calculation of the expected utility value is directly
linked to the service requester’s belief (in the form of probability value), therefore it is
possible to investigate the positive outcome of the uncertainty tolerance mechanism by
comparing one of the decision state of the service requester between the situation with
uncertainty and with uncertainty tolerance mechanism applied.
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The experiment is conducted with two different sets of utility value for the same
customer (as shown in Table 7.4 and Table 7.5). Furthermore, different experiment will
be conducted for each of the prior (uncertainty) values starting from 0.1 to 0.9 with a
0.2 increment. All other parameters are the same as in Experiment 1.
Table 7.4: Utility Set 1 for Exp. 4
Comply Failure
Accept 10 -20
Reject -5 -5
Table 7.5: Utility Set 2 for Exp. 4
Comply Failure
Accept 5 -20
Reject -20 -20
7.9 Empirical Results and Discussion
This section presents the experimental results and discussion for experiments conducted
in Section 7.8.
7.9.1 Experiment 1 Result: Pessimistic Customer with 0.1 Degree of
Belief
Figure 7.1 shows the result of Experiment 1. The top graph shows the plot of cumulative
utility against number of service invocations. There are three trend lines on the top
graph. The top trend line is the control case where it is the maximum cumulative
utility if all services offer are accepted and comply (i.e. no service failure). The middle
trend line shows the cumulative utility over a number of service invocations for the case
of tolerated uncertainty (i.e. using posterior value), and the bottom trend line shows
the cumulative utility over a number of service invocations for the case of untolerated
uncertainty. The right hand side y-axis of the top graph represents the service failure
level over a set of service invocations throughout the experiment. The value on the
axis indicates the percentage of failure, for example, value of 4 represents 40% service
failure level. The service failure level throughout the experiment is indicated using a
box-like trend line on the graph.
The bottom graphs shows the three main values involve in the uncertainty tolerance
mechanism, which are: (1) prior (uncertainty, i.e. customer’s initial degree of belief),
(2) evidence (gathered during the course of the experiment), and (3) posterior (tolerated
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Figure 7.1: Pessimistic Customer with 0.1 Degree of Belief
uncertainty, i.e. updated customer’s degree of belief). A snapshot of the experiment’s
parameters and results is shown in Figure 7.2.
Discussion: Experiment 1 result shows the requirements mentioned in Section 7.3
have been fulfilled. Firstly, for each service offer, the uncertainty tolerance mechanism
is able to update customer’s initial belief based on evidence gathering mechanism. This
is shown in the snapshot of the statistic shown in Figure 7.2 and also the lower graph in
Figure 7.1. For example, for service invocation number 86, the initial belief is 0.10 and
is updated to 0.58 (posterior value, i.e. updated belief) based on evidence strength of
0.92. The bottom graph of Figure 7.1 shows that the service requester’s initial belief is
tolerated for each of the service invocation. In order to clearly view the different belief
values, a snapshot of the experiment is shown in Figure 7.3, which shows the values
of prior, posterior, and evidence from run number 400 to 450 (50 service invocation).
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Figure 7.2: Snapshot of Experiment 1 recorded parameters and results
The snapshot shows that service requester assigns the same initial belief value (since
each service offer is independent of each other), and based on the evidence collected,
the uncertainty tolerance mechanism updates the initial belief value to produce the
posterior value (i.e. tolerated uncertainty).
Secondly, Experiment 1 result also demonstrates both the negative consequence of
the uncertainty and positive outcome of the uncertainty tolerance mechanism. For
example, for the negative consequence, the cumulative utility value for the case of
untolerated uncertainty after 1000 service invocation is -5000 while the cumulative
utility value for the tolerated uncertainty is -2420. The cumulative utility value for the
tolerated uncertainty is better (lower negative value, i.e. lower loss) compared to the
untolerated case.
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Figure 7.3: Snapshot of Experiment 1 Belief Values
7.9.2 Experiment 2 Result: Pessimistic Customer with 0.3 Degree of
Belief
Figure 7.4 shows the graphs for the result of Experiment 2. The format of graphs is as
discussed in Experiment 1 result.
Discussion: The result for Experiment 2 is consistent with the requirements dis-
cussed in Section 7.3 and also consistent with the result of Experiment 1. The cumula-
tive utility value of the tolerated uncertainty is 745 which is comparatively better than
the cumulative utility value for the untolerated uncertainty which is -5000.
The conclusion for Experiment 1 and 2 is that the uncertainty tolerance mechanism
is able to tolerate customer’s belief uncertainty, when the customer inadvertently assign
inaccurate initial degree of belief.
7.9.3 Experiment 3 Result: Different Utility Sets for the Same Cus-
tomer
Figure 7.5a shows the graph for the result for a customer with utility set 1 and Figure
7.5b shows the graph for customer with utility set 2. The format of graphs is as
discussed in Experiment 1 result.
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Experiment 2
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Figure 7.4: Pessimistic Customer with 0.3 Degree of Belief
Discussion: The graph for utility set 1 (Figure 7.5a) shows that the final value of
total cumulative utility for the tolerated uncertainty is -2795 and the untolerated case is
-5000. On the other hand, the graph for utility set 2 (Figure 7.5b) shows that the final
value for the final value of the total cumulative utility for the tolerated uncertainty is
-9505 and the untolerated case is -10000. The results clearly show that different set of
utility value for the same customer under the same operating parameters (service level
fault, initial belief value, and evidence gathering parameters) affect the outcome of the
uncertainty tolerance mechanism in the form of the total cumulative value. The same
conclusion can also be inferred for the case of different customers (i.e. two customer)
with different utility set under the same operating environment.
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Experiment 3: Utility Set 1
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(a) Customer A with Utility Set 1
Experiment 3: Utility Set 2
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(b) Customer A with Utility Set 2
Figure 7.5: Experiment 4: Positive Outcome Based on Decision Making Process
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7.9.4 Experiment 4: Positive Outcome Based on Decision Making
Process
Figure 7.6a shows the graph for the result for a customer with utility set 1 and Figure
7.6b shows the graph for customer with utility set 2. The format of the graphs is as
follows: the y-axis represents the number of service execution in the experiment and the
x-axis represents the category of the uncertainty using prior value as the quantitative
representative. There are 5 categories, each is mapped to specific prior value, starting
from 0.1 up to 0.9 with 0.2 increment. These categories represent the possible belief
assignment for the service requester through the bootstrapping mechanism as discussed
in Section 4.5.4. For each category, there are 4 indicators: (1) the first indicator is
the total number of service executions for the experiment which is set to 1000 for all
categories, this serves as the base number for comparison for the other indicators, (2)
the second indicator is the “comply” status of each service execution. The next two are
the key indicators for this experiment, (3) the third indicator is the “Accept” rate for
the service offer with uncertainty (prior), and the (4) fourth indicator is the “Accept”
rate for the service offer with uncertainty tolerance mechanism applied (posterior).
Discussion: In theory, the service offers with uncertainty tolerance mechanism ap-
plied should produce better acceptance rate as compared to the service offers with
uncertainty. For example, referring to Figure 7.6a, category Prior 0.1, the total num-
ber of service execution is 1000, and out of that 716 service executions comply with the
metric stated in the SLA (metric similar to Experiment 1). As for the case of service
offer with uncertainty, using the prior value in the expected utility calculation resulted
in none of the service is “Accept”-ed by the service requester. On the other hand, the
service offer with the uncertainty tolerance mechanism applied yielded 271 “Accept”
which corresponds to 38.3% of the total number of service executions that comply with
the service SLA compliance.
This positive outcome is also reflected for category Prior 0.3, whereby the number of
service compliance is 721, number of “Accept” for uncertainty case is none, and number
of “Accept” for uncertainty tolerance case is 495. Due to the nature of the expected
utility calculation which is linked to the utility value, the value of number of “Accept”
for uncertainty case in category Prior 0.5 is slightly lower than the uncertainty case.
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Figure 7.6: Experiment 4: Positive Outcome Based on Decision Making Process
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As for category Prior 0.7 and category Prior 0.9, the difference is minimal or the same
between the two cases.
Furthermore, Figure 7.6b shows the graph for customer with utility set 2. We can see
that a similar trend of positive outcome as in experiment with utility set 1, whereby
in category Prior 0.1, Prior 0.3, and Prior 0.5, the number of “Accept” cases for
uncertainty tolerance is higher than the service offer with uncertainty. As for category
Prior 0.7 and category Prior 0.9, the difference is minimal or the same between the
two cases.
7.10 Summary
This chapter presents an empirical study of uncertainty in service provisioning offer
that affect a service requester. The empirical study is carried out based on a simula-
tion testbed that has been implemented following the uncertainty tolerance framework
presented in Chapter 6 and based on the approach to uncertainty tolerance presented
in Chapter 5. The contribution of this chapter is the validation of the viability of the
uncertainty mechanism and its subsequent positive outcome to the service requester.
The result from various experiments does indicate that the the uncertainty tolerance
mechanism is a viable solution to solve the uncertainty issue in service provisioning of-
fer, and in general validate the uncertainty tolerance approach presented in Chapter 5.
In the next chapter, we will summarize the research, the contributions of the research
and potential future work.
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Conclusion and Future Work
This thesis has presented the overall issue of uncertainty in service provisioning envi-
ronment from the service requester perspective and proposed the concept of uncertainty
tolerance. The main focus of this research is to address the issue of uncertainty faced by
a service requester (consumer or end user ) when presented with an offer of Service Level
Agreement (SLA) from a service provider. An approach to tolerate uncertainty in ser-
vice provisioning offer plus a generic framework to implement the approach have also
been proposed. The proposed uncertainty tolerance approach utilizes the subjective
probability framework in the form of Bayes’ Theorem, evidence gathering mechanism
and followed by decision making through expected utility value. The empirical study
conducted has shown the viability of the proposed approach and framework, and also
have shown the positive outcome of such approach.
Although the focus of this research is to address the issue of uncertainty from the
service requester point of view, the idea of addressing uncertainty in service provisioning
lifecycle can also benefits the service providers as well. For example, when a service
requester discovered a service registered in a service directory, the service requester
will request the service provider to provide or offers the Service Level Agreement to the
service requester. At this point service providers can utilize the uncertainty tolerance
framework as follows.
Using the uncertainty tolerance framework, the service provider can determine a
suitable SLA based on the current performance based on the value provided by the
framework. In essence, the framework can be used by the service provider as a self
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assessment tool to provide suitable SLA, and also can be a tool to negotiate the proposed
SLA with the service requester.
The remainder of this chapter is organized as follows: Section 8.1 highlights the
contributions made by this thesis. Section 8.2 provides discussion on potential future
works which can be derived from the research works conducted in this thesis.
8.1 Summary of Contributions
The thesis has made several contributions as follows:
• Classification scheme of uncertainty in service provisioning (Chapter 4:
Based on the insight to the issue of uncertainty in other areas such as health care
and management, a classification scheme consists of different dimensions such as
temporal, entity, nature, and level has been proposed for uncertainty in the area
of service provisioning. Furthermore, a multidimensional classification scheme
based on the four dimensions is introduced, since for most uncertainty in ser-
vice provisioning, a single dimension does not provides accurate classification of
the uncertainty. To our knowledge, the proposed classification scheme is unique
and has not been introduced by other researchers. The value of such classifica-
tion scheme is to provide interested parties such as researchers, system designer,
and system developer with a tool to accurately classify uncertainty in a service
provisioning system.
• A view of uncertainty in service provisioning: One of the major challenges
concerning the issue of uncertainty in service provisioning is the inconsistency
in representing the uncertainty from a single unified perspective. This is due to
the subjective nature of the problem (uncertainty) that leads to possible differ-
ent representation from the perspective of different interested parties. Therefore,
a view on uncertainty based on temporal classification scheme, linked with the
service requester’s perspective has been proposed in Chapter 4. The view pro-
vides a logical and easy to understand representation of uncertainty in service
provisioning. This approach differs from previous work since it provides a com-
plete view of uncertainty in a service provisioning process whereby previous works
only addresses specific uncertainty problem. Additionally, in contrast to previous
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work, the proposed view is tightly coupled with service requester’s perspective
as compared to the previous work which concentrates more on service provider’s
view of uncertainty. The value of the proposed view is a clear understanding of
the problem of uncertainty in service provisioning which provides a groundwork
for selecting appropriate measure to overcome the uncertainty issue.
• A generic concept of uncertainty tolerance in service provisioning:
Based on the temporal view representation of uncertainty, linked with the service
requester’s perspective, a generic concept for uncertainty tolerance has been pro-
posed (Chapter 4. This concept relies on the fact that the uncertainty issue across
a service provisioning lifecycle is due to the possible inaccurate initial belief of
the service requester. This is caused by lack of information or gap in knowledge
of the service requester. Therefore, the uncertainty tolerance concept relies on
approaches that is able to reduce this gap of knowledge by gathering information
from external sources.
• An approach to uncertainty tolerance in service provisioning offer: Se-
lecting the problem of uncertainty in service provisioning offer (in the pre service
provisioning phase) as a proof of concept, an approach to tolerate uncertainty
based on the combination of subjective probability framework, evidence gather-
ing and expected utility values has been proposed. This approach, in contrast to
previous work, allows a service requester to initially express or assign an initial
degree of belief to the service offer from a service provider. The value of this
approach is to minimize the negative consequence of the uncertainty, and enable
decision making process of the service requester. Furthermore, such approach
will provide confidence to the service requester towards the service offer from the
service provider.
• A generic framework for uncertainty tolerance in service provisioning
offer: The proposed framework represents a generic application level blueprint
for implementing the uncertainty tolerance concept. This approach is unique and
important since there has been no such attempt to provide a framework that
addresses the issue of uncertainty in service provisioning offer. The framework
can be a valuable tool to interested parties such as system designer and developer
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of service-based system. The framework will enable a service-based system to
be designed to be able to tolerate the problem of uncertainty faced by a service
requester.
8.2 Future Work
The research work presented in this thesis provides a basis for a number of potential
related future works as follows:
• End-to-end coverage of uncertainty tolerance: The approach towards un-
certainty tolerance presented in Chapter 5, the generic framework presented in
Chapter 6 and the empirical study conducted in Chapter 7 addresses the issue
of uncertainty in the pre-sp phase which concerns with the service offer from
the service provider. Future work should consider an end-to-end coverage of the
uncertainty tolerance mechanism, i.e. from the start to the end of the service pro-
visioning lifecycle. The challenge is that different types of uncertainty in different
phases of the lifecycle might require different approach of uncertainty tolerance.
The main challenge for implementing start-to-end uncertainty tolerance for a ser-
vice provisioning system is that it could lead to significant level of complexity to
the solution.
• Cost of uncertainty tolerance: The proposed uncertainty tolerance mecha-
nism has associated cost (time, financial, resources, etc.) which has been discussed
but not quantitatively investigated. Future work should include cost considera-
tion in the implementation of the uncertainty tolerance mechanism so that the
benefit of the uncertainty tolerance mechanism can be balanced with the associ-
ated cost of the measure taken.
• Multiple metrics: The empirical study conducted in Chapter 7 only considers
a single metric for SLA violation. This does not reflect real world requirement of
a service provisioning system whereby more than one metric is in consideration
by the service requester. The challenge is that additional metrics will increase the
complexity of the uncertainty problem significantly, resulting in added complexity
to the uncertainty tolerance mechanism.
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• Prototype implementation: A potential thread for future work is to imple-
ment the proposed uncertainty tolerance mechanism and the generic framework
in a real world service provisioning system such as web services based service pro-
visioning system. Such implementation will provide an insight on the effectiveness
of the solution in term of the viability (cost related) and performance.
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