Abstract. Recent work shows that Support vector machines (SVMs) can be solved efficiently in the primal. This paper follows this line of research and shows how to build sparse support vector regression (SVR) in the primal, thus providing for us scalable, sparse support vector regression algorithm, named SSVR-SRS. Empirical comparisons show that the number of basis functions required by the proposed algorithm to achieve the accuracy close to that of SVR is far less than the number of support vectors of SVR.
Introduction
Support vector machines (SVMs) [1] are powerful tools for classification and regression. Though very successful, SVMs are not preferred in application requiring high test speed since the number of support vectors typically grows linearly with the size of the training set [2] . For example in on-line classification and regression, in addition to good generalization performance, high test speed is also desirable. Reduced set (RS) methods [3] [4] have been proposed for reducing the number of support vectors. Since these methods operate as a post-processing step, they do not directly approximate the quantity we are interested in. Another alternative is the reduced support vector machines (RSVM) [5] , where the decision function is expressed as a weighted sum of kernel functions centered on a random subset of the training set. Though simple and efficient, RSVM may result in a lower accuracy than the reduced set methods when their number of support vectors is kept in the same level.
Traditionally, SVMs are trained by using decomposition techniques such as SVMlight [6] and SMO [7] , which solve the dual problem by optimizing a small subset of the variables each iteration. Recently, some researchers show that both linear and non-linear SVMs can be solved efficiently in the primal. As for linear SVMs, finite Newton algorithm [8] [9] has proven to be more efficient than SMO. As for non-linear SVM, recursive finite Newton algorithm [10] [11] is as efficient as the dual domain method. Intuitively, when our purpose is to compute an approximate solution, the primal optimization is preferable to the dual optimization because it directly minimizes the quantity we are interested in. On the contrary, introducing approximation in the dual may not be wise since there is indeed no guarantee that an approximate dual solution yields a good approximate primal solution. Chapelle [10] compares the approximation efficiency in the primal and dual domain and validates this intuition.
In this paper, we develop a novel algorithm, named SSVR-SRS for building the reduced support vector regression. Unlike our previous work [11] where recursive finite Newton algorithm is suggested to solve SVR accurately, SSVR-SRS aims to find a sparse approximation solution, which is closely related to SpSVM-2 [12] and kernel matching pursuit (KMP) [13] , and can be regarded as extension of the key idea of matching pursuit to SVR. SSVR-SRS iteratively builds a set of basis functions to decrease the primal objective function by adding one basis function at one time. This process is repeated until the number of basis functions has reached some specified value. SSVR-SRS can find the approximate solution at a rather low cost, i.e.
(
) O nm where n is the number of training samples and m the number of all picked basis functions. Our experimental results demonstrate the efficiency and effectiveness of the proposed algorithms.
The paper is organized as follows. In Section 2, support vector regression in the primal is introduced. SSVR-SRS is discussed in Section 3. Comparisons with RSVM, LIBSVM 2.82 [14] and the reduced set method are reported in Section 4. Some conclusions and remarks are given in Section 5. 
Support Vector Regression in the Primal
where we have dropped b for the sake of simplicity. Our experience shows that the generalization performance of SVR is not affected by this drop. According to the representer theory [15] , the weight vector w can be expressed in terms of training samples,
Substituting (4) into (3), we have
Introducing the kernel matrix K with ( )
can be rewritten as
A gradient descent algorithm is straightforward for IQLF; however, it is not applicable to ILLF since it is not differentiable. Inspired by the Huber loss function [16] , we propose an insensitive Huber loss function (IHLF)
to approximate ILLF. We emphasize that Δ is strictly greater than ε , ensuring that IHLF is differentiable. The properties of IHLF are controlled by two parameters: ε and Δ . With certain ε and Δ values, we can obtain some familiar loss functions: (1) Introducing IHLF into the optimization problem (6), we have the following primal objective function:
Selecting a Reduced Set in the Primal
In a reduced SVR, it is desirable to decrease the primal objective function as much as possible with as few basis functions as possible. The canonical form of this problem is given by
where 0 i is the 0 l norm, counting the nonzero entries of a vector and m is the specified maximum size of basis functions. However, there are several difficulties in solving (9) . First, the constraint is not differentiable, so gradient descent algorithms can not be used. Second, the optimization algorithms can become trapped in a shallow local minimum because there are many minima to (9) . In this paper, we will compute an approximate solution using a matching pursuitlike method, named SSVR-SRS, to avoid optimizing (9) directly. SSVR-SRS starts with an empty set of basis functions and selects one basis function at one time to decrease the primal objective function until the number of basis functions has reached a specified value. Flowchart of SSVR-SRS is shown in Table 1 . The final decision function takes the form ( ) ( )
The set of the samples associated with the non-zero weights is called reduced set.
Because here the reduced set is restricted to be a subset of training set, we consider this method as "selecting a reduced set".
Selecting Basis Function
Let P K the sub-matrix of K made of the columns indexed by P , XY K the submatrix of K made of the rows indexed by X and the columns indexed by Y and P β the sub-vector indexed by P . How do we select a new basis function from Q ? A natural idea is to optimize the primal objective function with respect to the variables P β and j β for each j Q ∈ and select the basis function giving the least objective function value. The selection process can be described as a two-layer optimization problem,
arg min min
This basis function selection method, called pre-fitting, has appeared in kernel matching pursuit for least squares problem. Unfortunately, pre-fitting needs to solve the 1 P + dimensional optimization problem Q times, the cost of which is obviously higher than that of optimizing the sub-problem.
A cheaper method is to select the basis function that best fits the current residual vector in terms of a specified loss function. This method originated from matching pursuit [17] for least squares problem and was extended to an arbitrary differentiable loss function in gradient boosting [18] . However, our case is more complicated due to the occurrence of the regularization term, and thus we would like to select the basis function that fits the current residual vector and the regularization term as well as possible. Let the current residual vector be ( ) ( )
where opt P β is the optimal solution obtained by solving the sub-problem, and the index of basis function can be obtained by solving the following two-layer optimization problem,
Note that unlike pre-fitting, here
is one dimensional, piecewise quadratic function and can be minimized exactly. However, in practice, it is not necessary to solve it precisely. A simpler method is to compare the square of the gradient of ( )
, 0 2 arg min
In the paper, we set 100 O = .
Optimizing the Sub-problem
After a new basis function is included, the weights of basis functions, P β are no longer optimal in terms of the primal objective function. This can be corrected by the so-called back-fitting method, which solves the sub-problem containing a new basis function and all previously picked basis functions. Thus, the sub-problem is a P dimensional minimization problem expressed as
L ε Δ β is a piecewise quadratic convex function and continuously differentiable with respect to P β . Although
( )
, P L ε Δ β is not twice differentiable, we still can use the finite Newton algorithm by defining the generalized Hessian matrix [11] .
Define the sign vector ( ) ( ) ( ) 1 , ,
the sign vector ( ) ( ) ( ) 1 , ,
and the active matrix
by ( ) ( )
The generalized Hessian is
The Newton step at the k-th iteration is given by
The step size t can be found by a line search procedure that minimizes the one dimensional piecewise-smooth, convex quadratic function. Since the Newton step is much more expensive, the line search does not add to the complexity of the algorithm.
Computational Complexity
In SSVR-SRS, the most time-consuming operation is computing the Newton step (24 
Experiments
In this section, we evaluate the performance of SSVR-SRS on five benchmark data sets and compare them with SVM, the reduced set method and reduced SVM.
Experimental Details
SVR is constructed based on LIBSVM 2.82 where the second order information is used to select the working set. RSVM is implemented by our own Matlab code. The reduced set method determines the reduced vectors { } 1
and the corresponding expansion coefficients by minimizing arg min , ,
Five benchmark data sets: Abalone, Bank8fh, Bank32fh, House8l and Friedman3 are used in our empirical study. Information on these benchmark data sets is summarized in Table 2 . These data sets have been extensively used in testing the performance of diversified kinds of learning algorithms. The first four data sets are available from Torgo's homepage: http://www.liacc.up.pt/~ltorgo/Regression/DataSets.html. Friedman3 is from [19] . The noise is adjusted for a 3:1 signal-to-noise ratio.
All the experiments were run on a personal computer with 2.4 GHz P4 processors, 2 GB memory and Windows XP operation system. Gaussian kernel
, exp
is used to construct non-linear SVR. The free parameters in the algorithms are determined by 10-fold cross validation except that Δ in the 
Comparisons with LIBSVM 2.82
Table 3-4 reports the generalization performance and the number of basis functions of SVR and SSVR-SRS. As we can see, compared with SVR, SSVR-SRS achieves the impressive reduction in the number of basis functions almost without sacrificing the generalization performance. four of the five data sets and comparable on the remaining data set. Another observation from Figure 1 -5 is that SSVR-SRS with small regularization parameter starts over-fitting earlier than that with large regularization parameter, e.g. Abalone data set. One phenomenon to note is that the reduced set selection has a large fluctuation in the generalization performance in the early stage. This is because the fact that, the different components of the weight vector W usually have a different impact on the generalization performance and therefore the better approximation to W does not necessarily leads to the better generalization performance. The fluctuation is alleviated with the increasing number of basis functions because the large number of basis functions can guarantee that each component of W is approximated well.
Training Time of SSVR-SRS
We do not claim that SSVR-SRS is more efficient than some state-of-the-art training decomposition algorithms such as SMO. Our main motivation is to point out that there is a way that can efficiently build a highly sparse SVR with the guaranteed generalization performance. In practice, depending on the number of basis functions, SSVR-SRS can be faster or slower than the decomposition algorithms. It is not fair to directly compare the training time of our algorithm with that of LIBSVM 2.82 since our algorithm is implemented by Matlab and however LIBSVM 2.82 by C++. But, we still list the training time in Table 5 as a rough reference. 
Concluding Remarks
We have presented SSVR-SRS for building sparse support vector regression. Our method has three key advantages: (1) it directly approximates the primal objective function and is more reasonable than the post-processing methods; (2) it scales well with the number of training samples and can be applied to large scale problems; (3) it simultaneously considers the sparseness and generalization performance of the resulting learner. This work was supported by the Graduate Innovation Fund of Xidian University (No. 05004).
