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[1] We analyze the records of Jupiter’s decameter radio emissions obtained during an Io-A
S-burst storm on 15 March 2005. The observations were performed at the world’s largest
decameter array, UTR-2, which is equipped with a digital receiver capable of
catching waveforms of duration 3 s with temporal resolution defined by the sampling
rate of 66 MHz. A Hilbert transform based algorithm has been applied to study narrow-
band spectral patterns demonstrating quasi-linear drift over time-frequency plane. The
instantaneous amplitude and phase information has been extracted from the recorded
waveforms with the purpose of analyzing microsecond-scale coherent events in the S-burst
emission. A statistical model of narrow band random process is proposed for
describing such features in the observed waveforms as coherent segments, phase jumps,
nonlinear frequency drift, etc. It is shown that the study of coherence properties in terms of
instantaneous phase is equivalent to Fourier analysis of a narrowband signal. This
implies that no particular mechanism (such as superimposed modulation or oscillation) is
required for generating the observed coherent phase structures of S-burst emission: those,
as well as the pulse-like envelope structures, emerge naturally at the output of a
narrow band filter applied to a random noise. It is further suggested that probability
distribution function of instantaneous amplitude gives an important insight into the
underlying physical mechanism of S-burst generation. In particular, it is demonstrated that
models based on the concept of ‘‘generator,’’ i.e., a nonlinear system with feedback, are
less suitable for reproducing the observational characteristics of S-bursts at
microsecond time scale resolution. On the other hand, the concept of ‘‘amplifier,’’ i.e., a
linear system (without feedback) that enhances the fluctuations within a narrow band, fits
the observational data well. This conclusion is consistent with S-burst generation
mechanism via cyclotron-maser instability, which is indeed a resonant wave amplification
process.
Citation: Ryabov, V. B., B. P. Ryabov, D. M. Vavriv, P. Zarka, R. Kozhin, V. V. Vinogradov, and V. A. Shevchenko (2007), Jupiter
S-bursts: Narrow-band origin of microsecond subpulses, J. Geophys. Res., 112, A09206, doi:10.1029/2007JA012607.
1. Introduction
[2] The details of how decameter radio bursts are gener-
ated in the magnetosphere of Jupiter are still a matter of
debate. From a macroscopic viewpoint, the bursts are
mainly produced in the electric current system caused by
the electromagnetic interaction of Jupiter with its closest
Galilean moon Io (Io flux tube (IFT)). The motion of the
moon through the Jovian magnetic field results in a400 KV
potential drop across Io [Goldreich and Lynden-Bell, 1969;
Saur et al., 2004] and hence the conditions for accelerating
electrons are created in Io’s vicinity. On a microscopic scale,
when the motion of a test particle is analyzed to predict the
observed properties of radio emissions, one possible scenario
[Ellis, 1965; Zarka et al., 1996] considers non relativistic
(<10 KeV) electrons, which accelerate near Io and move
adiabatically towards the planet along Jovian magnetic field
lines. They are then reflected back from mirror points
located at different altitudes defined by both the strength
of the magnetic field and the electron initial pitch angles
[Galopeau et al., 1999]. The electrons able to penetrate
deeply into the atmosphere are lost due to collisions with
ambient atmospheric atoms and molecules (producing a UV
aurora), whereas those reflected at high enough altitudes
start the backward motion toward Io. As a result of such
‘‘selective mirroring,’’ initially Maxwellian distribution of
electron velocities in the downstream current is transformed
to an empty-loss-cone distribution in the upward stream
slightly above the mirror points. Such distributions can
amplify electromagnetic waves via the cyclotron maser
mechanism [Wu and Lee, 1979], if the frequencies of the
propagating waves are in resonance with gyrating electrons.
[3] Theories based on the qualitative picture given above
can successfully interpret many observational features of
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Jupiter’s decameter radio emissions, such as, e.g., a hollow
cone geometry of radio waves beaming [see, e.g., Zarka,
1998], high brightness temperature of the radio source,
upper cutoff frequency at about 40 MHz as well as the
lower one at about 1.5 MHz [Zarka et al., 2001], prevailing
negative frequency drift on the time-frequency plane,
polarization properties of radiation, etc. However, the
mechanism responsible for pulse-type emissions during
the so-called S-burst storms, when the most powerful spikes
characterized by fast frequency drift are generated, remains
unclear. The ‘‘S’’ in ‘‘S-bursts’’ stands for ‘‘short’’ to
account for typical pulse durations of several tens of milli-
seconds and to be distinguished from L-type emissions
(‘‘L’’ means ‘‘long’’) characterized by timescales of the
order of several seconds [Carr et al., 1983]. Various
approaches aimed at explaining the generation mechanism
of complex time frequency patterns observed during S-burst
storms have been proposed. Several, such as chain reaction
of elementary ruptures of current filaments [Ryabov, 1994]
or coherent emission produced by the phase bunching
mechanism [Willes, 2002], look promising for elucidating
the observed complexity, but no theory can explain all the
observational facts as a whole. Example spectrograms of
Jupiter radio emission during a typical S-burst storm are
given in Figure 1. Figure 1b presents comparatively simple
time-frequency patterns, when almost linear frequency drifts
of individual S-bursts are produced, whereas Figure 1a
provides an example of more complex structures that
contain spectral patterns with highly variable frequency
drift rates. It should be also noted that complex S-burst
spectrograms, like those shown in Figure 1a or likewise,
typically occur more often than those exemplified in
Figure 1b [Boudjada et al., 1995; Ryabov et al., 1997]. As
a rule, they are observed in themiddle part of a typical S-burst
storm lasting about 1 to 1.5 hours [Ryabov et al., 1997],
whereas simple ones appear at its initial (first 5–10 min.)
and final (last 10–15 min) stages.
[4] In order to elucidate the physical mechanism respon-
sible for generation of ‘‘simple’’ S-bursts it seems necessary
to increase the temporal resolution and look at the S-burst
signal on a microsecond timescale. Using a baseband re-
ceiver with a half-voltage bandwidth of the order of 280 kHz
combined with a tape recorder and data rate slow down
technique, Carr and Reyes [1999] achieved a sampling rate
equivalent to about 0.3 ms. The most important findings
from earlier works can be roughly summarized as follows
[Carr and Reyes, 1999; Carr, 2001; Litvinenko et al., 2004].
[5] 1. The envelope (or time-dependent amplitude) of
simple S-bursts reveals fluctuations with characteristic time
scales within the range of 50–190 ms. Hereinafter, those
fluctuations will be referred to as ‘‘subpulses.’’
[6] 2. Some (actually, few ones in any separate S-burst)
of the subpulses are coherent, i.e., can be well approximated
by sinusoidal functions of fixed frequency and initial phase.
[7] 3. The detectability of coherent subpulses in an S-burst
depends on the signal-to-noise ratio, i.e., on the instanta-
neous value of the signal amplitude (if we assume approx-
imate stationarity of the experimental noise coming from
cosmic background + technical fluctuations in the registering
equipment).
[8] 4. The instantaneous phase (measured over the inter-
val of length 3 ms) demonstrates characteristic phase
jumps, i.e. sudden changes in the phase value, at moments
when the signal-to-noise ratio is close to zero. The value of
the phase change is sometimes close to 180, thus being
interpreted as ‘‘phase reversals.’’
[9] 5. It has been concluded that the mechanism of S-burst
generation may consist in successive subbursts from coher-
ent structures located at different altitudes in the Io-Jupiter
electric current system. The observed frequency drift is
therefore defined by the speed of propagation of the
emission triggering process through the electron stream
(see also similar scenario discussed in detail in the work
of Ryabov [1994]).
[10] Currently, a number of fundamental questions
concerning the analysis of S-burst signals with microsecond
time resolution remain open. In particular, the main assump-
tion on the possibility of detecting qualitatively new infor-
mation by drastic increase in temporal resolution seems to
contradict the fundamentals of Fourier analysis. Indeed, the
relation of Df  Dt  1 establishes a restriction on the
instantaneous frequency band Df of any time-frequency
pattern defined by the temporal resolution Dt used in the
analysis. Therefore any significant increase in time resolu-
tion controlled byDtmay bring uncertainty in the frequency
domain and result in overall loss of information and
increased noise level.
[11] The purpose of this paper is to develop a quantitative
framework for the analysis of coherence properties of S-burst
emission and propose a prototype mathematical model that
can reproduce the S-burst waveforms. Contrary to the ideas
reported by Carr and Reyes [1999], who focused on
modeling subpulses as segments of sinusoidal functions
(e.g., generated by coherent bunches of electrons moving
along Jovian magnetic field lines), we consider the basic
model of Gaussian noise enhanced by a narrow-band
resonance amplifier (maser).
[12] The proposed mathematical description is applied to
the analysis of Jupiter S-bursts recorded at the world’s
largest decameter radio telescope, UTR-2, equipped with a
digital waveform recorder. First, we analyze the instanta-
neous amplitude and phase of S-bursts by applying the
concept of analytic signal based on Hilbert transform
[Tikhonov, 1986] directly to the recorded baseband time
series. This enabled us, on one hand, to confirm the
presence of amplitude fluctuations (subpulses) on a micro-
second timescale, and, on the other hand, to develop new
methods of detecting the coherent segments in the data as
phase invariant intervals in instantaneous phase temporal
profiles. Second, we utilize a statistical theory of narrow-
band Gaussian random processes for obtaining estimates of
expected values of phase, amplitude, and their variances.
Such an approach provides an explanation for rapid changes
in the phase time behavior known as ‘‘phase jumps’’ [Carr,
2001]. We show that they appear as a result of enhanced
phase fluctuations caused by the geometric property of the
polar coordinate system near the origin. Finally, we discuss
test models for distinguishing two physically relevant cases
of narrow band amplitude fluctuations in S-burst wave-
forms: (1) fluctuations in a weakly nonlinear van der Pol-
type oscillator (generator) and (2) noise passed through a
narrow-band linear filter (resonance amplifier). The analysis
of the distribution function of amplitude fluctuations leads
to the conclusion of more probable amplifier mechanism
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responsible for producing the S-burst emission rather than a
self-sustained generator-type instability.
2. Observations and Equipment
[13] Since 2004, a new digital receiver system DRATFA
(Decameter Radio Astronomy Time-Frequency Analyzer)
has been developed, tested, and installed at the UTR-2
decameter array [Braude et al., 1978] located near Kharkov
city, Ukraine. In addition to real-time Fourier-analysis, the
system allows direct baseband recording with a sampling
frequency of 66 MHz at 16 bits precision, which provides
an opportunity for analyzing signals within the band of 0!
33 MHz without frequency down-conversion.
[14] It should be noted, however, that in order to avoid
signal pollution by powerful in-band man-made interference
signals from terrestrial broadcasting stations, communica-
tion transmitters, etc., we had to restrict the observational
band and utilize analog pass-band filtering with cut-off
frequencies of 15 and 30 MHz at the input of our receiver
system. The lower cut-off frequency was selected above the
frequency of the most powerful interference, around the
local minimum of S-burst occurrence probability [see
Ryabov, 1994, Figure 6b]. This did not encroach upon
individual S-bursts in the nearest occurrence subband located
around the frequency of 16.5 MHz. The upper cutoff
frequency was defined by the decline of frequency response
function of the UTR-2 array above 30 MHz.
[15] Note that such combination of characteristics in the
utilized equipment as high sensitivity of the antenna array
(world’s largest decameter telescope), with the working
bandwidth of 8–32 MHz and source tracking time of
8 hours, waveform analyzer for baseband direct recording
of 3 s continuous data segments to the hard disk of
computer, and high-capacity digital storage system capable
of efficient manipulation, display, and processing of several
hundreds of Gigabytes of experimental data, represents a
unique observational system that, up to our knowledge, has
not been reported elsewhere.
Figure 1. Fragment of the Io-A S-burst storm of 14 March 2005. (a) Dynamic spectra for complex
S-bursts and (b) comparatively simple linearly drifting S-burst patterns recorded about 22 min earlier. The
spectrograms were calculated by applying a windowed Fourier transform to observational data sampled at
66 MHz. Owing to high pass filtering applied for enhancing the contrast of S-burst patterns, the L-burst
storm below 23.5 MHz that accompanies the S-bursts seen in the spectrogram (Figure 1b) is not clearly
visible.
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Figure 2. (a) A fragment of the S-burst spectrogram presenting the selected for the analysis linearly
drifting pulse of emission. The white arrow indicates the position of the inflection point, where the
linearity of the frequency drift is broken (see also Figure 11). (b) An enlargement of the fragment
presented in Figure 2a. The intermittent bright line at about 24.7 MHz demonstrates amplitude
fluctuations. (c) The instantaneous amplitude of the signal shown in Figure 2b is calculated by applying a
Hilbert transform to the time series and constructing the analytic signal. The beginning of Figure 2c
coincides with that of Figure 2b and Figure 1b.
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[16] The observations were performed on 14 March 2005,
between about 0130 and 0230 UT, during a powerful Io-A
S-burst storm. After passing through the analog bandpass
filter, the signal from the UTR-2 array was digitized at a
66 MHz rate and then transferred to the RAM of the host
PC. After filling up the RAM memory buffer, the data
acquisition process was interrupted to save the data to the
disk. This procedure resulted in about 3 s continuous data
segments (defined by the size of 1 GB RAM memory of
utilized host PC) separated by approximately 12 s pauses
required to save the data to the hard disk. Despite the
fragmentary character of the recordings, the amount of data
containing S-burst signals clean from interference was
sufficient for further analysis. The total duration of the
recorded S-bursts was about 900 s, i.e., the number of
individual pulses can be estimated as 104 in the continu-
ous band of 15 MHz.
[17] As a starting point of our data processing, we select
the data segment shown in the bottom panel of Figure 1
where the S-bursts demonstrate a comparatively simple
pattern of quasi-linear frequency drift. All individual simple
S-bursts look similar at the microsecond time resolution;
therefore we can take a single frequency drifting pulse as an
object for our study and analyze its instantaneous phase and
amplitude by applying a Hilbert transformation and building
the analytic signal (described in Appendix A). Successive
enlargements of the selected burst down to the scale where
microsecond subpulses become evident are shown in
Figures 2a and 2b. The subpulses with characteristic period
100 ms can be easily identified in Figure 2b as maxima of
color intensity in the intermittent bright line clearly visible
at about 24.7 MHz. We also show in Figure 2c the time
profile of the subpulses amplitude corresponding to Figure 2b.
It is, in fact, the profile of instantaneous amplitude of the
analytic signal reconstructed by using the Hilbert transform
procedure.
3. Signal Preprocessing and Hilbert Transform
[18] The idea of coherence, originally introduced in the
field of optics [e.g., Goodman, 1968], refers to the property
of a wave to preserve its sinusoidal shape with time and/or
in space. Such an approach implicitly assumes a harmonic
oscillation as an adequate mathematical model that has to be
fitted to the measured time series. Carr and Reyes [1999]
proposed a short segment of harmonic signal
S tð Þ ¼ sin
cos
2pft þ d0ð Þ;
called a ‘‘local oscillator voltage’’, to be used as a basic
model, correlated with the recorded S-burst voltage v(t) in a
short time interval (50–200 ms). They calculated a
correlation coefficient between the two signals, S(t) and
v(t), applied a fitting procedure for finding parameter values
of frequency f and phase d0 for the harmonic signal, and,
finally, extracted the phase information from simple
trigonometric arguments. We, however, found certain
limitations in this approach, namely, (1) it does not take
into account the background noise fluctuations, which play
an important role in the temporal phase dynamics (see
below) and (2) several implicit parameters (e.g., a time
constant of smoothing filters) used in the best-fitting
procedure are not clearly defined and require further
justification.
[19] In order to avoid the technical difficulties men-
tioned above, and considering the instantaneous narrow
band of S-bursts, we accept a generalized concept of
‘‘narrow band random process’’ (hereinafter, NBRP) widely
used in statistical signal processing literature [Rice, 1945;
Levin, 1969; Tikhonov, 1986] as our working model. In
addition to the advantage of using the many theoretical
results available for this class of signals, it allows efficient
algorithms based on the Hilbert transform to be used for a
direct evaluation of instantaneous values of amplitude,
phase, and frequency (see Appendix A).
[20] It should be noted that NBRP was initially intro-
duced as a mathematical model of signals having narrow
bandwidth Df around some ‘‘central’’ frequency f0 located
far from zero, so that the condition f0  Df had to be
satisfied. In particular, this model allowed efficient analysis
of the effect of passing the signal through the input filters of
recording equipment (e.g., through the intermediate fre-
quency filter of a typical receiver), as well as to study
various transformations the signal further undergoes in
typical receiver circuits, e.g., a frequency mixer, square
detector, and low-pass filter. In addition, noise character-
istics of the signal at every stage of such a transformation
can be studied in detail.
[21] Although in our observations the recorded signal was
wideband (Df = 15 MHz, f0 = 22.5 MHz), we had to
transform it to a NBRP type at the initial stage of our
analysis. This was stipulated by the necessity of separating a
single S-burst from man-made terrestrial interference sig-
nals and other emissions from Jupiter present in the working
band simultaneously with the analyzed pulse. The digital
narrow-band filter that we introduce at the input of our
signal processing procedure has a much larger bandwidth
than the instantaneous frequency range occupied by the
analyzed S-burst, but is much smaller than its central
frequency. Throughout almost all the calculations reported
in this paper we used the filter of bandwidth Df = 0.5 MHz
located at some (varied) central frequency within the
interval of 23–27 MHz.
4. Signal Plus Noise at the Output of a
Narrow-Band Filter
[22] Before starting our analysis, we note that the signal
we obtain at the input of the Hilbert transform actually
consists of two parts: (1) NBRP(1) with a typical bandwidth
of 0.5 MHz defined by input (digital) filter and (2) another
NBRP(2) of considerably smaller bandwidth that corre-
sponds to a frequency drifting S-burst signal. The input
filter efficiently cuts out the components not related to the
chosen S-burst emission pattern from the dynamic spec-
trum. The time-frequency components that occur simulta-
neously with the S-burst pulse of emission selected for our
analysis are clearly seen on the spectrogram in the bottom
panel of Figure 1. In our data time window that approxi-
mately corresponds to the first 8 ms of the spectrogram
shown in Figure 1b, another S-burst spectral pattern (at about
25.8 MHz) and a wide-band L-burst emission (at about
23 MHz) characterized by a slowly varying amplitude
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envelope are observed together with the analyzed S-burst
(located at about 24.7 MHz). A typical average power
spectrum of the data segment we analyze that contains all
the components mentioned above is depicted in Figure 3a,
whereas in Figure 3b and 3c, we show the spectrum of
a NBRP obtained from the original signal passed through a
0.5 MHz band-pass input filter. The S-burst signal forms a
150 kHz peak in the spectrum seen in Figure 3c. Note that
the bandwidth of the depicted S-burst component is much
wider than the instantaneous S-burst band that constitutes
10–30 kHz (as follows from numerical analysis of spec-
trograms shown in Figures 1 and 2). This is a direct
consequence of the frequency drift of the S-burst within
the analysis window of 8 ms duration. A rough value of
the frequency drift rate can be obtained from the estimates
above as 150 kHz/8 ms 	 18 MHz/s. It is also important to
take into account that the instantaneous frequency of S-burst
emissions typically does not coincide with the central
frequency of the filter, i.e., there is a time-dependent
frequency mismatch Df between the center of a drifting
S-burst and the maximum of the frequency response func-
tion of the filter.
[23] Clearly, in the NBRP shown in Figures 3b and 3c we
can refer to the signal of the first part as ‘‘noise’’ and second
one as ‘‘signal.’’ Although the signal-to-noise ratio is rather
high for the recorded S-burst, the background part cannot be
neglected, since it plays a crucial role in the overall pattern
of temporal phase evolution. In order to demonstrate the
importance of the interplay between the two components of
the signal, we have to consider two fundamental types of
NBRP described in detail in Appendix B, noise only and
signal plus noise. Heretofore, we shall refer to those types as
NBRP of type 1 and 2, correspondingly.
[24] In Figure 4 we show examples of the time profile
of NBRP of the first type (Figure 4a) and its amplitude
(Figure 4b) for a process of effective bandwidth 0.5 MHz.
The signal has been obtained by passing sky background
fluctuations through the input filter centered at a frequency
located far enough from any present S-burst pattern. The
characteristic period of envelope variation is defined in this
case by the inverse of its effective bandwidth and constitutes
Tc ¼ 1Df 	 2 ms:
Note also that any attempt of ‘‘smoothing’’ the variation of
amplitude with, say, a low pass filter with a bandwidth of
10 kHz results in the appearance of an amplitude profile
(Figure 4d), which is qualitatively similar to that shown in
Figure 3. (a) Power spectrum of the analyzed signal
calculated at the output of the 15 MHz band pass filter
installed after the UTR-2 array. The Fourier transform has
been performed in a8 ms time window. L- and S- emission
peaks are clearly visible. Note also the presence of 5 dB
drop in the frequency response function of the UTR-2
antenna system at about 18 MHz. (b) Signal at the output of
0.5 MHz filter, a single S-burst emission component is
separated from other signals. (c) Zoomed version of the plot
shown in Figure 3b. Central frequency of the filter, not
coinciding with the central frequency of the S-burst
component, is indicated by dashed line.
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Figure 2c. The resemblance consists in the presence of
‘‘subpulses’’ of approximately same characteristic time
scale of 100 ms. Therefore special care is needed to
distinguish these fluctuations (caused by the sky back-
ground noise) from S-burst subpulses.
[25] The NBRP of type 2 discussed in Appendix B is the
sum of two narrow-band noise signals. Although both
components also belong to the class of NBRP, their char-
acteristic timescales are significantly different. The typical
instantaneous bandwidth of the S-burst signal is 10–
30 kHz, whereas the utilized pass band of the input filter
is 500 kHz. This property enables us to consider the
former as being approximately sinusoidal at the timescale
much larger than the characteristic period of the latter.
Therefore we assume that the following model can be used
for NBRP of type 2
h tð Þ ¼ x tð Þ þ S tð Þ; ð1Þ
where S(t) =A0(t1)cos(wt +Dwt + f0(t1)) is a quasi-harmonic
signal of amplitude A0(t1), angular frequency w + Dw, and
initial phase f0(t1); t1 = e1t is ‘‘slow’’ time, and e1
 1 is a
small dimensionless parameter defined by the ratio of the
quasi-harmonic signal bandwidth to the bandwidth of the
wider-band background component. If the instantaneous
frequency of the signal S(t) coincides with the central
frequency of the noise component x(t), the parameter Dw
of frequency mismatch vanishes. This condition, however,
does not hold in a typical situation encountered in the
analysis of S-bursts, due to the presence of frequency drift.
As we show below, the non-stationary frequency detuning
of the S-burst with respect to the central frequency of the
filter is one of the causes for ‘‘phase jumps’’ reported earlier
by Carr [2001] as a typical feature in the temporal profiles
of S-burst phase evolution.
5. Temporal Variation of Phase
[26] When the signal to noise ratio is high, subpulses are
clearly visible in amplitude time profiles, as shown, e.g., in
Figure 2c. The question of their degree of coherence
remains uncertain, however, and demands further clarifica-
tion. It is natural to demand that the property of coherence
should be associated with phase invariance during coherent
events. In order to make this idea precise and perform a
quantitative analysis, an algorithm for extracting phase from
the available experimental time series is needed. The
method we selected for this purpose is based on the concept
of analytic signal that is described in detail in Appendix A.
The computation procedure includes performing a Hilbert
Figure 4. Narrow-band Gaussian process (noise) at the
output of input filter of 0.5 MHz bandwidth: (a) the original
signal; (b) instantaneous amplitude of analytic signal
(envelope) demonstrate fluctuations with characteristic
period of 2 ms; (c) same as Figure 4b but in a longer
time interval; (d) spurious low-frequency envelope fluctua-
tions caused by the low-pass filtering of the signal shown in
Figure 4c with cut-off frequency 10 kHz. The fluctuation
amplitude in Figure 4d is reduced compared to Figures 4b
and 4c due to the effect of filtering.
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transform on the signal obtained after the input filtering
with 0.5 MHz bandwidth, making an analytic signal by
combining the original time series with the transformed one
in accordance with equation (A2), and calculating the full
phase Y(t) = wt + c(t) by formulas (A4).
[27] At the next step of analysis, we calculate the time
dependent function c(t) that describes temporal dynamics of
phase in the reference frame rotating at some predefined
angular frequency wr. Owing to the presence of frequency
drift in S-burst signal, the choice of the value of wr is
somewhat arbitrary and can be made based on the criterion
of approximate stationarity of frequency within the analysis
time window (see below). An example of phase temporal
profile for an S-burst segment is shown in Figure 5a. In this
plot, the value of wr has been chosen to be equal to the
central frequency of the input filter. Apparently, linearly
growing intervals corresponding to subpulses can be easily
identified by visual inspection of this plot, and the growth
rate is defined by the frequency mismatch between wr and
the instantaneous frequency of the S-burst segment.
[28] Although the algorithm for extracting the full phase
Y(t) from the experimental time series is straightforward, the
next step of identifying stationary segments corresponding to
subpulses can be a nontrivial task. Finding phase coherent
intervals requires the detection of approximately constant-
phase-segments in the ‘‘slow’’ phase profiles c(t) = Y(t) 
wrt at a suitably chosen value of the ‘‘fast’’ frequency wr.
However, owing to the presence of frequency drift, the
value of wr changes with time; therefore the condition of
phase constancy can be satisfied only within comparatively
short time intervals. Therefore for each of the detected
subpulses, we have to define a time interval of duration
T0, in which approximate invariance of frequency can be
assumed. A condition for selecting the length T0 of such a
time window can be suggested, e.g., from the requirement
that phase deviation induced by the frequency drift would
be not greater than 2p. In our example S-burst shown in
Figure 2, the average linear frequency drift measured by linear
fit to the positions of maxima in spectral power profiles
constitutes about 17 MHz/s. This corresponds to a phase
Figure 5. Instantaneous phase c(t) = Y(t)  wrt of the
S-burst signal corresponding to (part of) the fragment shown
in Figures 2b and 2c. The central frequency of the input
filter (0.5 MHz bandwidth) has been chosen the same as
that of wr = 2pfr; fr = 24.65 MHz. Linearly growing phase
intervals that exist due to a non-zero frequency mismatch
Df between the instantaneous frequency of the S-burst and
fr are interrupted by irregular phase variation intervals
corresponding to phase jumps. (b) Instantaneous phase after
subtracting the linearly growing term from the fragment shown
in Figure 5a, i.e. changing the value of fr to 24.71 MHz.
Subpulses are now clearly identified as intervals of quasi-
stationary phase between apparent phase jumps. (c) Low-
pass filtered (filter time constant is 30 ms) fragment of the
time profile of instantaneous amplitude corresponding to
Figure 5b. Position of subpulses coincides with the intervals
of high amplitude. (d) Same as Figure 5c but calculated with
higher cut-off frequency of the low-pass filter (time constant
4 ms). Shorter subpulse at about t = 2.17 ms can now be
seen in the amplitude profile.
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deviation of 2p within a time interval of 500 ms. In
Figures 5b–5d we plot a stationary segment of duration
500 ms located around one of the subpulses shown in
Figure 2c. One can associate the subpulses with apparent
plateaus in Figure 5b that occur simultaneously with high
amplitude values shown in Figure 5c. The third (from the
left) phase-invariant segment does not correspond to an
amplitude pulse in Figure 5c due to smoothing that we
applied to the amplitude curve. In Figure 5d we plot the
same amplitude profile as that shown in Figure 5c, but with a
much smaller time constant of the smoothing filter. Small
pulse of instantaneous amplitude becomes evident at about
t = 2.17 ms.
[29] The value of the ‘‘reference’’ frequency wr in the
segment shown in Figure 5b has been set at 24.71 MHz,
whereas the input filter (0.5 MHz bandwidth) has been
tuned to the same central frequency as in Figure 5a, i.e., fc =
24.65 MHz. As discussed in Appendix B, such settings
induce phase jumps caused by switching between the two
frequency components which are separated by about Df 	
0.06 MHz, as can be clearly seen in Figure 5b. In other
words, the stationary phase segments are interrupted by the
intervals of fast phase drift where the phase changes at a
rate of 0.4 rad/ms (a close estimate can be also obtained
from the average slope of the drifting phase segments in
Figure 5b).
[30] We therefore conclude that (at least some of) the
‘‘phase jumps’’ (initially discussed by Carr [2001]) could
be interpreted as a manifestation of an existing frequency
differenceDf between the instantaneous frequency of S-burst
and central frequency of the input filter. As soon as the
power of an S-burst becomes low, the measured phase of the
recorded signal starts rotating at the rate of Dw = 2pDf that
looks like a ‘‘phase jump’’ in the temporal profile of the
‘‘slow’’ phase. If Df = 0, the task of identifying separate
subpulses in the phase temporal profiles becomes compli-
cated, because the only feature that distinguishes coherent
segments from noncoherent ones becomes the variance of
the instantaneous phase. The segments corresponding to
high amplitudes are thus characterized by low variance
oscillations, whereas those at small amplitudes look more
‘‘noisy.’’
[31] It should be noted, however, that nonzero frequency
mismatch is not the only mechanism that can produce the
‘‘phase jumps’’ observed in the phase temporal profiles.
Even at vanishing frequency mismatch, i.e., if Df 	 0, the
calculated value of phase can demonstrate the phase jumps
by 2pn rad, where n is an integer number. This phenom-
enon can be explained by the extreme sensitivity of phase to
fluctuations, when the value of instantaneous amplitude
approaches zero [Moe and McArtor, 1965]. The noise-
induced wandering of the tip of the vector r(t) (see
Figure 6) may cause random phase slips of magnitude
2p every time the tip approaches the origin close enough.
The fact that such jumps always appear as 2p -multiples
occurring if (and only if) the corresponding instantaneous
amplitude value is low means that such jumps are merely
defined by the noise component x(t) and are not related to
the physical processes responsible for the S-burst signal
S(t). A demonstration supporting the hypothesis on two
different mechanisms leading to phase jumps is depicted in
Figure 7, where we plot the same data segment as shown in
Figure 5, but calculated with the input filter centered at
24.71 MHz and a bandwidth of 0.1 MHz. The four curves
shown in Figure 7 are, in fact, one profile (the heavy line in
Figure 7), but shifted by a value of 2p. A comparison with
Figure 5b reveals that the first two phase jumps located at
about t 	 1.96 ms and t 	 2.15 ms disappear in Figure 7;
therefore their presence in Figure 5b can be attributed to the
filtering effect with the nonzero frequency mismatch. The
subsequent phase jump located at t 	 2.2 ms in Figure 5b
remains in Figure 7, although its magnitude is reduced.
Therefore the latter can be interpreted as the combined
effect of both the frequency mismatch and noise. Note that
the remaining jump amplitude in Figure 7 is a 2p -multiple
as illustrated by plotting several phase temporal profiles
shifted by 2p. The phase calculated by modulus 2p appears
constrained between the two dashed lines thus demonstrat-
ing the absence of S-burst signal phase jumps between the
subpulses. Taking into account the low value of instanta-
neous amplitude corresponding to the jump location (see
Figure 6. (a) Vector diagram – geometric interpretation of
narrow-band Gaussian process x(t) of amplitude A(t) and
phase y(t). (b) Same diagram for the sum of narrow-band
Gaussian process x(t) of amplitude A(t) and a quasi-
harmonic signal S(t) with amplitude A0(t). The resulting
signal h(t) is also narrow-band Gaussian process with
amplitude r(t) and phase c(t).
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Figure 5c), as well as close to zero frequency mismatch, one
can conclude that random wandering of the signal in the
vicinity of the origin is the main cause of this jump event.
[32] Although the phenomenon of phase jumps does
not seem to provide physical information on the process
of S-burst generation, it still can be utilized in a constructive
way for developing a computer algorithm for the automatic
detection of subpulses. The algorithm we realized consists
in building a histogram of instantaneous phase values in
every window of approximate frequency stationarity of
length T0, at a nonvanishing value of the frequency mis-
match (Dw 6¼ 0). In Figure 8, we show a histogram
corresponding to the phase plot shown in Figure 5b. The
subpulses correspond to peaks in such histograms due to the
comparatively small phase variance when the instantaneous
amplitude is high, and rapid phase rotation accompanying
the low amplitude values. The procedure for choosing a
suitable threshold value in the histogram, as well as the
search for the optimal frequency wr and identification of
time-continuous segments of stationary phase corres-
ponding to peaks in histograms have been developed.
[33] After compiling a sufficiently long list of subpulses
from the S-burst selected for our analysis, we performed
several tests aimed at quantifying their coherence properties.
At first, we tried to clarify whether the phase is preserved
between two successive subpulses, i.e., we searched for the
presence of a long time memory in S-bursts. Our study of
several S-burst records revealed no significant correlation
between the average phase of successive subpulses. In
Figure 9 we plot a scatter diagram illustrating this fact,
i.e., for a set of numerically detected subpulses, the average
phase of each subpulse is plotted against that of the
subsequent subpulse. In terms of Figure 5b, this graph
corresponds to plotting the phase averages calculated over
two successive plateaus separated by a phase jump. Figure 9
demonstrates the absence of correlated values between
abscissa and ordinate, as evidenced by the appearance of
no point clustering. This means that although each subpulse
can be well approximated by a pure harmonic signal
somewhat corrupted by noise, its initial (or average) phase
is random.
[34] The scattering of phases between subpulses in a
narrow band process can be interpreted in various ways.
For example, the subpulses can be produced by a maser
amplifying the background fluctuations, and the observed
narrow bandwidth is defined by the resonance character of
the amplification process. Another interpretation could be
the fluctuations in an oscillatory system controlled by a
random process. In such a case, the system can generate
pulses, each of which is coherent, but initial phase is
random. One more possibility is that randomness is imposed
due to the complex spatial shape of a coherent source in the
Io flux tube, resulting in random phases of received radia-
tion caused by the propagation effect.
[35] Another characteristic that could be suggested as a
test for the presence of coherence in subpulses is the
amplitude of fluctuations in the instantaneous phase around
the mean value within a single subpulse. It should be noted
that the variance of phase in a NBRP consisting of a mixture
of purely harmonic signal with narrow-band Gaussian noise
is defined by equation (B7). As follows from (B7), its phase
variance is merely defined by the amplitude of harmonic
component. The variance is maximal (=p2/3) if the harmon-
ic component is absent and decreases as the instantaneous
amplitude of the signal grows. The behavior of phase
variance calculated for the ensemble of numerically found
S-burst subpulses corresponds well with the above scenario.
We superimpose on Figure 10 the open circles corresponding
to the calculated standard deviation of instantaneous phase
Figure 7. Same as Figure 5b, but at zero frequency
mismatch Df between the instantaneous frequency of the
S-burst and the central frequency of the input filter. The
bandwidth of the input filter has been also changed to
0.1 MHz. Phase fluctuations during time intervals corre-
sponding to low values of instantaneous amplitude make the
identification of subpulses problematic. Four curves corre-
spond to the same phase temporal profile (heavy) shifted up
by 2p. Two horizontal dashed lines mark the interval where
the phase (mod 2p) can be considered unchanged.
Figure 8. Histogram of instantaneous phase for the plot
shown in Figure 5b. Peaks correspond to the segments of
approximate phase stationarity. The horizontal line shows
an empirically chosen threshold separating the peak values
from the rest of the histogram.
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for a set of subpulses detected numerically. The line in the
same plot shows the ‘‘theoretical’’ value calculated by
equation (B7). One can observe a good fit between the
experimental data and the values predicted by the statistical
model. This means that the phase variance is fully con-
trolled by the amplitude of the signal present in the analyzed
fragment, and no abnormally ‘‘ultracoherent’’ subpulse of
extraordinarily small dispersion can be found.
6. Time Dependence of Frequency
[36] The nonstationarity of phase leading to phase jumps
discussed in the previous section can also be illustrated by
the analysis of the instantaneous frequency wi of the S-burst
signal. It is usually assumed [Ellis, 1965; Zarka et al., 1996;
Hess et al., 2007] that adiabatic motion of electrons along
IFT approximately corresponds to linearly drifting S-burst
patterns across the time-frequency plane. The drift rate may
experience slow changes but can be considered approxi-
mately constant within a frequency band of, say,Df = 1MHz.
Nonmonotonous deviations from linearity can be associated
with perturbation of the magnetic field [Dessler and Hill,
1979; Ryabov, 1994], particle acceleration or deceleration
processes, and thus provide important clues to understand-
ing the fine structures of plasma in the IFT as well as the
physics of potential drops, parallel electric fields, and other
nonlinear effects [Galopeau et al., 1999; Hess et al., 2007].
Therefore it appears important to consider the frequency
variation in addition to the study of the phase dynamics
performed in the previous section.
[37] Similar to the ‘‘phase approach’’ to the analysis
of subpulses described above, the coherent segments
corresponding to quasi-stationary phase intervals can be
identified in terms of frequency as approximately constant-
value intervals. Each subpulse is characterized by its mean
frequency, which varies due to both the presence of fre-
quency drift and natural fluctuations. In Figure 11a, we plot
the time evolution of average frequencies of subpulses,
calculated by a linear fitting procedure to the full phase
temporal variation curve (like that shown in Figure 5a)
within each subpulse taken separately. Every point on this
diagram corresponds to a segment of quasi-stationary phase
between two adjacent phase jumps found by the histogram
analysis described above. Fluctuations lead to scattering of
points around an approximately linearly drifting pattern with
an average slope of about 15.5 MHz/s. In Figure 11b we
plot the residuals of the plot shown in Figure 11a obtained
after subtracting the average linear trend. It is interesting to
note that the frequency drift rate can be considered approx-
imately constant within the first half of the analyzed
Figure 9. Average phases (mod 2p) of 664 successive
subpulses for a segment of S-burst of about 30 ms duration
before the inflection point (see Figures 2 and 11). Absence
of apparent clustering demonstrates an absence of long-time
phase correlations.
Figure 10. (a) Mathematical expectation for the instanta-
neous amplitude r of the sum of harmonic signal with
amplitude A0 and narrow-band Gaussian process with
standard deviation s calculated by formula (B6).
(b) Standard deviation for the instantaneous phase c,
depending on the amplitude A0 of harmonic component,
according to equation (B7). The open circles correspond to
s -values obtained by numerical analysis of subpulses in the
analyzed S-burst fragment.
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fragment, but experiences significant deviations from linear
behavior starting at about t = 30 ms. The change in the drift
rate can be also noticed in Figure 2a, where one can observe
a deflection point marked with a white arrow. Those
fluctuations with characteristic time scale of several tens
of milliseconds may correspond to local perturbations in the
magnetic field.
[38] On the other hand, it is possible to estimate the
instantaneous frequency value from the definition of fre-
quency as a time derivative of the full phase
wi ¼ 2pfi ¼ dY tð Þ
dt
ð2Þ
In order to get further insight to its variation within a
subpulse, we performed the frequency analysis with a much
finer time resolution by differentiating the time series of the
full phase found from analytic signal in accordance with
equation (2). It should be noted, however, that the direct
calculation of frequency by applying formula (2) leads to
significant fluctuations due to the noise amplification
property of any differentiation operator, as well as to an
unlimited value of variance that can be expected for the
instantaneous frequency [Moe and McArtor, 1965]. For the
purpose of making evident the quasi-constant frequency
segments, we applied a low-pass filtering with a character-
istic time constant of 30 ms after the differentiation
procedure. The result is shown in Figure 12, where we plot
a segment of analyzed S-burst (Figures 12a and 12b), and its
zoomed fragment (Figure 12c) demonstrating an approx-
imate frequency invariance during each of the subpulses.
For the matter of comparison with the results of the phase
study given above, we selected an analysis window
overlapping with that depicted in Figure 5. Note that the
subpulse locations that appear as plateaus on both pictures
(Figures 5b and 12c) almost coincide, but fluctuations are
more pronounced on the latter due to infinite variance of the
instantaneous frequency estimate.
[39] In Figures 12b and 12c, we also draw the line of the
best fit corresponding to the average negative frequency
drift rate of about 17.4 MHz/s for the given fragment of
the S-burst, as well as the horizontal line corresponding to
the central frequency of the input filter at 24.65 MHz.
Coherent subpulses produce plateaus at approximately con-
stant values of frequency located along the line of the
average frequency drift. As soon as the amplitude of the
coherent component becomes low, the expectation value
of the instantaneous frequency ‘‘jumps’’ to the line
corresponding to the central frequency of noise component,
i.e., to 24.65 MHz defined by the input filter. Note that on
the left side of the plot in Figure 12b, the instantaneous
frequency of coherent subpulses is higher than the central
frequency of noise, producing numerous downward fre-
quency jumps. As time progresses, the negative frequency
drift of the S-burst drives its instantaneous frequency down,
which leads to upward frequency jumps in the right hand
side of the plot, i.e., to the right of the intersection of the
two straight lines shown in Figure 12b.
7. Model of Radiation Source: Generator or
Amplifier
[40] In this section, we demonstrate that further develop-
ment of the ideas based on the concept of NBRP and
analytic signal allows two types of models for S-bursts to
be distinguished. According to Rytov [1966], for any
narrow-band Gaussian process, two classes of physical
models can be considered as candidates for describing
underlying oscillatory processes. Heretofore, we shall refer
to those cases as ‘‘generator’’ and ‘‘amplifier’’ models.
[41] The former can be introduced as that of a nonlinear
system with feedback, where periodic oscillations appear as
a result of intrinsic instability arising at some combination
of the control parameters. The instability manifests itself as
oscillations with exponentially growing amplitude, saturat-
ing at a certain level defined by corresponding nonlinear
terms in the model equations. In the language of dynamical
systems theory [Guckenheimer and Holmes, 1983] such
systems are usually called self-sustained oscillators, to
account for independence of the existence of oscillations
on the presence of external periodic perturbations. The
oscillations that develop at the power level of saturated
instability can be depicted as a circle of radius r, known as
the ‘‘limit cycle,’’ in the corresponding coordinate-velocity
phase space. The amplitude of such oscillations is solely
defined by the nonlinear properties of the system. The
oscillations can be narrow-band, with characteristic band-
width defined by the amplitude of external and internal
Figure 11. (a) Instantaneous frequency versus time for an
S-burst fragment calculated from the analysis of subpulses.
Every dot corresponds to a quasi-stationary phase segment
(see plateaus in Figure 5b). (b) Same as Figure 11a, but with
the linear trend removed. Complex frequency drift pattern
becomes evident even in the apparently simple, linearly
drifting S-burst after the inflexion point at about t = 30 ms.
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fluctuations. An example of such a system is given in
Appendix C.
[42] The systems of the second class are unable to
produce quasi-harmonic oscillations by themselves. How-
ever, they are capable of linearly amplifying noise that can
be considered as an input signal or external perturbation,
and, depending on control parameters, the signal amplifica-
tion can occur in a narrow frequency band. As a result, if a
noise-like signal is supplied at the input, the system pro-
duces quasi-harmonic oscillations at its output that look
very similar to those generated by an equivalent ‘‘genera-
tor’’ of the identical line bandwidth (see an example in
Appendix D).
[43] In order to further illustrate the difference between
the ‘‘generator’’ and ‘‘amplifier’’ cases represented by the
model equations (C1) and (D1), respectively, we performed
direct numerical integration of both systems, taking the
noise uniformly distributed in the interval [g
2
; g
2
] for input
signal z(t). The parameter g controls the noise intensity, and
can be used for tuning the line width in the case of the
‘‘generator’’ system and the signal-to-noise ratio in both
cases. It turned out that both models (C1) and (D1) can
reproduce the spectral properties of the observed S-burst
signal well. For example, the simulated power spectra
obtained from the artificial signal of both mathematical
models can be made identical to the spectrum shown in
Figure 3c by careful tuning of the control parameters in the
differential equations. Therefore neither of these models can
be preferred from the viewpoint of spectral or linear two-
point correlation analysis. The frequency drift is also well-
reproduced by making the parameter w0 slow-time dependent.
[44] For choosing the model that best describes the
properties of the observed signals, more detailed statistical
analysis is necessary. Rytov [1966] argues that, due to
similarity of probability distribution functions, the statistics
of phase cannot help in distinguishing between ‘‘generator’’
and ‘‘amplifier’’ type systems of the same or close band-
width. However, the probability density functions for the
instantaneous amplitude, A(t), are substantially different for
the two cases and can be successfully utilized for this
purpose. In the ‘‘generator’’ case the amplitude distribution
is well approximated by a Gaussian centered on the value
defined by the radius of the corresponding limit cycle,
whereas the amplitude of the amplified narrow-band noise
Figure 12. (a) Instantaneous amplitude of the analyzed fragment of S-burst (after low-pass filter with
time constant 30 ms). (b) Instantaneous frequency of the same fragment (also low-pass filtered with
time constant of 30 ms). The lines of the best linear fit over the intervals of high amplitude values and
central frequency of the input filter at 24.65 MHz are shown. (c) Zoomed fragment of the plot shown in
Figure 12b. Subpulses correspond to approximately constant frequency plateaus.
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is described by a generalized Rayleigh-type distribution,
also known as Rice distribution [Rice, 1945]. Examples of
amplitude probability distribution functions for both cases
are given in Figures 13b and 13c, where Figure 13b
corresponds to the generator described by equation (C1)
and Figure 13c corresponds to an amplifier given by
equation (D1). We also plot in Figure 13a the distribution
function calculated for the analyzed fragment of an S-burst
record shown in Figure 12. By comparison of plots in
Figures 13a and 13c, one can clearly identify the S-burst
signal as the one belonging to the ‘‘amplifier’’ case.
[45] At the final stage of our analysis we provide an
additional illustration of the similarity between S-bursts and
narrow-band amplified Gaussian noise. We performed a
numerical simulation with equation (D1), aimed at gener-
ating a time series, which is statistically identical to the
observed S-burst signal. The procedure we developed for
this purpose can be briefly described as follows.
[46] 1. Select the values for the parameters w0, d, g, b so
that a corresponding solution of narrow-band noise oscilla-
tion approximately reproduces the analyzed (frequency
drifting) S-burst. By using equation (D2), the parameters
controlling the starting frequency, drift rate, and instanta-
neous bandwidth at 1/2 the maximum power level, after
suitable time scaling, can be made equivalent to 24.7 MHz,
17 MHz/s, and 10 kHz, respectively.
[47] 2. Integrate the equation (D1) numerically by using a
fourth-order Runge-Kutta integration scheme.
[48] 3. Add normally distributed white Gaussian noise to
the time series generated at the previous step, to correctly
define the signal-to-noise ratio. The criterion for selecting
the amplitude of additive noise can be established from the
requirement that the signal should be 5–7 dB above the
noise floor (as corresponds to the S-burst signal spectrum
shown in Figure 3a).
[49] Any time series obtained by the above procedure
appears statistically identical to a segment of data in the
selected for our analysis S-burst. All the features discussed
in sections 5 and 6, in the context of S-burst signal analysis,
e.g., phase-coherent segments, phase and frequency jumps,
typical duration of phase-coherent segments, etc., calculated
from the artificial time series look very similar to
corresponding characteristics of S-bursts. An example of
applying the instantaneous frequency analysis described in
section 6 to such a signal is depicted in Figure 14, where we
plot several time profiles similar to those shown in Figure 12.
A comparison of the plots corresponding to an S-burst
analysis to those calculated for simulated data reveals full
qualitative similarity. We do not show other numerical
results of analyzing the artificial data corresponding, e.g.,
to Figures 5–9, since their characteristics appear statistically
identical to those obtained from the S-burst signal.
8. Conclusions and Discussion
[50] In this paper, we report the results of a Jupiter S-burst
signal analysis based on data from our recent observations
at the world’s largest decameter array, UTR-2, (Kharkov,
Ukraine) equipped with a waveform analyzer of equivalent
bandwidth of33 MHz. The newly installed digital receiver
allowed us to obtain a large volume of high-quality base-
Figure 13. Histograms for instantaneous amplitude of
narrow-band signals: (a) S-burst signal; (b) fluctuations
around the limit cycle in equation (C1), i.e., ‘‘generator’’
case; (c) artificial signal obtained from numerical integra-
tion of equation (D1), i.e., noise passed trough a band-bass
filter with the bandwidth equivalent to that of S-burst.
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band digital recordings of Jovian radio bursts at an unprec-
edented level of time and frequency resolution.
[51] We further present a study of subpulses in Jovian
S-burst emissions, which appear as 4–150 ms timescale
fluctuations of the narrowband oscillations envelope. The
observed characteristic timescales imply the narrow band-
width of the studied processes that can be estimated from
the inverse of the corresponding temporal period as 250–
7 kHz. Such a bandwidth value has been repeatedly reported
for typical S-burst dynamic spectral patterns [Ellis, 1965;
Carr et al., 1983; Ryabov and Gerasimova, 1990]. A
conjecture therefore can be put forward that there should
be an approach that can successfully explain both experi-
mentally deduced characteristics from a unified viewpoint.
A concept of NBRP, i.e., a random Gaussian process with
slowly changing envelope and phase, has been proposed as a
mathematical model of S-burst radiation capable of repro-
ducing the above properties of the recorded waveforms.
[52] As follows from our analysis, the S-burst signal fits
well the statistical framework based on the combination of
two NBRP-s with significantly different timescales. The
degree of coherence in the component corresponding to the
S-burst emission is determined by its amplitude or, in other
words, by signal-to-noise ratio in the analyzed time series,
and by its narrow instantaneous bandwidth. There are no
long-time phase memory effects that can be identified by
excessively high correlation between successive subpulses
Figure 14. Same as Figure 12, but calculated for an artificial time series obtained by numerical
integration of the differential equation (D1), i.e., the ‘‘amplifier’’ case of a narrow-band random signal.
The control parameter values used in the computer simulation are as follows: d = 0.0003; g = 1; w0 = 1 
bt, where parameter b of the linear frequency drift is defined by applying a simple time scaling
transformation to the frequency drift rate of 17 MHz/s and starting frequency of 24.68 MHz.
Figure 15. A simple RLC circuit – linear narrowband
filter.
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or abnormally low fluctuations in the phase temporal
profiles that could be used as an indication of ultra-coher-
ence. The observed coherence of S-bursts can therefore be
explained either in terms of its narrow instantaneous band-
width or characteristic timescale of envelope fluctuations.
Both interpretations are equivalent from either experimental
or theoretical viewpoint, and can be equally used for data
processing, depending on the purpose and circumstances. In
processing of the available records of S-bursts, we have not
found any feature that would need additional concepts
related to phase coherence to be invoked for a consistent
interpretation of the results of signal processing.
[53] In particular, the envelope fluctuations that are seen
in S-bursts temporal profiles do not require any special
physical mechanism in addition to a narrow-band amplifier
(maser). And nothing in this maser needs to oscillate in
order to produce the observed waveforms. A good illustra-
tion can be given by the very simple circuit depicted in
Figure 15. The differential equation describing the time
evolution of the voltage u(t)  x is given in Appendix D
(equation (D1)). A random (white or Gaussian) noise, e(t),
at the input of this circuit causes the output voltage, u(t), to
display exactly the same envelope oscillations as S-burst
signal. The envelope of the oscillation with carrier frequency
w0 ¼
ﬃﬃﬃﬃﬃﬃ
1
LC
r
would be modulated with seemingly ‘‘coherent segments’’
of typical duration
t / R
2
ﬃﬃﬃﬃ
C
L
r
;
in spite of the fact that no ‘‘physical’’ parameter is changing
in time in order to produce such oscillations. Neither is there
anything in the input signal that can cause the envelope
fluctuations. Therefore the only observed characteristic that
requires a physical model is the one responsible for a
narrow instantaneous bandwidth of the S-burst.
[54] Let us also note that even from a very general
viewpoint it is difficult to expect the existence of abnor-
mally strong phase correlations, since, even if the S-burst
source was an absolutely coherent sinusoidal signal, due to
spatial extension of radiating plasma volume within the
generation area, the phase of waves arriving at the Earth’s
surface should be changing randomly. A simple estimate
shows that a random perturbation in the source location by
several meters would completely destroy phase coherence at
the point of ground-based observation. Therefore the very
notion of phase is not well-suited for the analysis of
coherence properties of recorded waves. This fact has been
also noticed by other authors [Rytov, 1966; Rytov et al.,
1989].
[55] This, however, does not imply that the S-burst signal
at a timescale of tens of microseconds contains no important
information on the underlying physical properties of plasma
at the place of generation. To obtain deeper insight into the
physics of the underlying processes, it appears necessary to
study the statistical properties of instantaneous amplitude of
the recorded waveform. This analysis allows us to conclude
that, if we assume an approximate stationarity of generation
process on the time scale of T0 	 0.5 ms (defined by the
observed frequency drift of 17 MHz/s) the most probable
mechanism responsible for producing subpulses is narrow-
band amplification. This follows from the observation that
the probability distribution function of the instantaneous
amplitude is closer to a Rayleigh-type function than to a
Gaussian one. Such a distribution function for the envelope
is not typical, e.g., of the case of a classical van der Pol-type
oscillator working far from the excitation threshold in a
quasi-stationary and weakly nonlinear mode [Hayashi,
1964; Rytov et al., 1987; Landa, 2001]. (The condition of
quasi-stationarity implies that its parameters, for example,
oscillation frequency, experience only very slow deviations
within the interval of stationarity, and the fluctuations are
smaller that the characteristic amplitude of self-oscillations.)
The process of S-burst generation therefore could be asso-
ciated with a self-oscillating system, only if it was tuned to
the state close to the excitation threshold. Then, if one of the
parameters that control the process of triggering the oscil-
lations would be randomly modulated, the system would be
capable of producing waveforms similar to S-bursts. How-
ever, a much more realistic model appears to be that of a
narrowband amplifier, when the observed fluctuations of the
envelope is the manifestation of the narrowband (resonant)
character of the amplification process. Our processing of the
available records of S-bursts, as well as calculations based
on numerical simulation of two prototype mathematical
models, indicate that the latter case fits the observational
data better.
[56] Although the results of this work are based on the
consideration of quite simple mathematical models, they
may be used for distinguishing between several types of
plasma instabilities that underlie the processes of generating
narrow-band S-burst radiation. According to Melrose
[2005] two classes of plasma wave instabilities can give
rise to coherent radiation-reactive instability or maser am-
plification. The first is due to the intrinsic plasma wave
generation process caused by particles bunching in the
velocity space. This type of instability, of ‘‘generator’’ type,
results in the waves with increasing amplitude and long
phase memory, i.e. initial phase is preserved. On the other
hand, the maser effect can be interpreted as an amplification
process of ambient radiation that preserves the initial phase,
only if the input (ambient) waves are phase-coherent. In
other words, the processes in the cyclotron maser just
amplify radiation, keeping its coherence property intact. If
only noise is present at the input of the maser, it remains
noncoherent at the output but of enhanced amplitude.
[57] It is generally thought that S bursts are the result of
the electron-cyclotron maser mechanism as otherwise the
observed high intensities can hardly be explained. It is also
well known that the maser radiation is convectively ampli-
fied along the ray path, a purely linear process. Nonlinear
reactions do not take place simply because the radiation
propagates far to fast away from the amplification region
and is unable to react on the distribution or to efficiently
interact with other waves in a nonlinear way. Our analysis
of S-burst waveforms brings an independent confirmation
of this point of view.
[58] Our conclusion concerning the amplifier-type nature
of S-burst generation mechanism may be also extended to
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the case of more complex S-bursts, similar to those shown
in Figure 1a. These S-bursts (i.e., not demonstrating quasi-
linear negatively drifting patterns over the time-frequency
plane) can be described by the theory of narrow-band
random processes as well. Of course, since the instanta-
neous bandwidth of complex S-bursts is wider, the typical
duration of subpulses becomes shorter (as also noticed by
Carr and Reyes [1999]). Since time-frequency patterns in a
typical S-burst storm demonstrate high variability in shape,
the effective bandwidth of the amplifier responsible for
generation of S-bursts should be strongly variable. We,
however, postpone this discussion for a future work.
Appendix A: Hilbert Transform and Analytic
Signal
[59] Following Tikhonov [1986], we assume that narrow
band random process (NBRP) can be represented in the
following form:
v tð Þ ¼ a t0ð Þ cos 2pft þ y t0ð Þð Þ  a t0ð Þ cos F tð Þ½  ðA1Þ
where a(t0) and y(t0) are slowly changing (with respect to
the fast oscillation frequency f ) functions of time. To
account for the slowness of these functions, we denote them
as depending on ‘‘slow time’’ t0 = e0t, where e0 
 1 is a
small dimensionless parameter defined by the ratio of the
NBRP bandwidth to its central frequency.
[60] An efficient approach to numerical evaluation of the
functions a(t0) and F(t) consists in introducing the concept
of a complex time dependent function z(t) also known as an
analytic signal
z tð Þ ¼ v tð Þ þ iw tð Þ ðA2Þ
where v(t) is the analyzed signal and w(t) - its Hilbert
transform defined by the formula
w tð Þ ¼ 1
p
Z1
0
c wð Þ sin wxð Þ  d wð Þ cos wxð Þ½ dx ðA3Þ
where c(w) =
R1
1
v(t)cos(wt)dt, d(w) =
R1
1
v(t)sin(wt)dt.
[61] The transformation (A3) in the frequency domain is
equivalent to shifting by p/2 all Fourier components of the
signal v(t), thus producing an artificial signal shifted by p/2
from the original one. In the time domain, the Hilbert
transform is equivalent to a linear filter with impulse
response function h(t) = 1/pt. For example, the Hilbert
transform of cos(wt) function yields sin(wt).
[62] Real-valued time-dependent functions of amplitude
A(t) and phase Y(t) of analytic signal z(t) are introduced as
z tð Þ ¼ A tð Þ exp iY tð Þ½ ;
A tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v tð Þ2þw tð Þ2
q
;Y tð Þ ¼ Arctg w tð Þ=v tð Þ½ ;
ðA4Þ
Although the values of the functions F(t) and Y(t), as well
as those of A(t) and a(t0), can be different, one can take A(t)
and Y(t) as definitions of the amplitude and the phase of the
original signal v(t) without loss of generality [Tikhonov,
1986]. Note also that the approximation of a slowly
changing phase variable defined by the function y(t0) can
be obtained by simple subtraction of the linear term of 2pft
from the full phase Y(t).
Appendix B: Two Types of NBRP
B1. Type 1: Narrow-Band Noise
[63] A signal of this type is produced at the output of a
narrow-band filter if wide-band noise is applied at its input.
Both of the two parts of the signal we discussed in section 4
can be well approximated by NBRP with appropriately
selected central frequency and bandwidth.
[64] As follows from the theory of random processes, any
stationary random process x(t) with a zero mean can be
represented in the form
x tð Þ ¼ P tð Þ cos wtð Þ þ Q tð Þ sin wtð Þ
where P(t) and Q(t) are stationary ‘‘slow’’ Gaussian
processes of zero mean value, and w is a central frequency.
The amplitude and phase of such a signal can be found from
the equation x(t) = A(t)cos[wt + y(t)], and are given by
A tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
P2 tð Þ þ Q2 tð Þ
p
; y tð Þ ¼ tan1 Q tð Þ=P tð Þ½ 
Its statistical properties are well documented [Tikhonov,
1986] and can be derived, e.g., from the analysis of a
geometrical interpretation of NBRP as a vector rotating with
average angular frequency w (see Figure 6a). The random
‘‘slow’’ components are expressed as the wandering of the
tip of the vector of slowly changing length A(t) and phase
y(t) around a position defined by its ‘‘fast’’ uniform rotation
at angular speed w.
[65] Probability distribution functions of amplitude and
phase of NBRP can be found in the work of Tikhonov
[1986]; therefore the moments, in particular, mean value
and dispersion can be readily obtained. For the raw
moments of amplitude, we have
m Að Þk ¼ s
ﬃﬃﬃ
2
p k
G 1þ k
2
	 

; ðB1Þ
where s is the standard deviation of the process x(t) and
G(.) is a Gamma-function. It follows from (B1), for
example, that the ratio of mean value of amplitude m1
(A) =
s
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=2
p
to its standard deviation s(A) = s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 pð Þ=2p is a
universal constant of (p/(4  p))1/2 	 1.9. A direct
calculation of the ratio m1
(A)/s(A) for a data segment not
containing an S-burst signal confirms this observation. For
example, for the amplitude profile shown in Figure 2c the
mean value and standard deviation are m1
(A) 	 8.7; s(A) 	
4.6, thus giving the ratio value close to the theoretical
prediction of 1.9.
[66] The phase is uniformly distributed in the interval [0;
2p]; therefore its odd moments are equal to zero, whereas
the even ones are given by
m yð Þ2k ¼
p2k
2k þ 1 ðB2Þ
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Noise of the first type corresponds to those segments of data
where S-burst signal vanishes. Therefore the statistical
properties of x(t) constitute important ‘‘reference character-
istics’’ for the data containing background noise only. Note,
for example, that the moments of phase defined by equation
(B2) do not depend on the parameter s, which is
proportional to the bandwidth of the analyzed signal,
whereas moments of amplitude (equation (B1)) are solely
defined by this parameter. Therefore whatever the noise
power is, the standard deviation of phase always equals to
p/
ﬃﬃﬃ
3
p 	 1.81. This property establishes a strict upper limit
on the expected value of phase variance within a separate
subpulse. As shown in section 5 (Figure 10b), any ‘‘phase
coherent’’ signal present in the data should be characterized
by a reduced value of the phase variance.
B2. Type 2: Narrow-Band Noise Plus
Quasi-Harmonic Signal
[67] It can be shown that a signal of type defined by
equation (1), i.e. a sum of two NBRP signals, also belongs
to the class of NBRP, and, therefore, can be represented in
the same form as (1)
h tð Þ ¼ r tð Þ cos wt þ c tð Þð Þ: ðB3Þ
The analytic signal then can be introduced, and its
amplitude and phase are given by formulas (A4).
[68] The expressions for the moments of probability
distribution functions become more complicated in this
case, and in addition they depend on time explicitly.
Nevertheless, the moments still can be put in the closed
functional form as
m rð Þk t1ð Þ ¼ s
ﬃﬃﬃ
2
p k
G 1þ k
2
	 

1F1  k
2
; 1;A
2
0 t1ð Þ
2s2
 
ðB4Þ
m cð Þ2k t1ð Þ ¼
p2k
2k þ 1
X1
n¼1
un
Zp
p
q2k cos nqð Þdq; ðB5Þ
where
un ¼
G 1þ n
2
 
An0 t1ð Þ
pn! s
ﬃﬃﬃ
2
p n 1F1 n
2
; nþ 1;A
2
0 t1ð Þ
2s2
 
;
1F1[.] - is the confluent hypergeometric function of the first
kind [Abramowitz and Stegun, 1972]. It is important to note
that all odd moments of phase are equal to zero, but only if
the condition Dw = 0 holds. If the parameter of frequency
mismatch becomes non-zero, the mean value of phase
produces periodic oscillations (phase jumps), corresponding
to additional rotation of the vector r(t) shown in Figure 6b
with angular frequency of Dw.
[69] The expressions for the moments of low order can be
somewhat simplified, e.g., the mean value of the amplitude
is given by
m rð Þ1 ¼ s
ﬃﬃﬃ
p
2
r
1þ 2xð ÞI0 xð Þ þ 2xI1 xð Þ½  exp xð Þ; ðB6Þ
where
x ¼ A
2
0 t1ð Þ
4s2
;
and the expression for the variance of phase reads as
s cð Þ
 2
 m cð Þ2 t1ð Þ ¼
p2
3
þ 4p
X1
n¼1
1ð Þn un
n2
: ðB7Þ
[70] The plot of the NBRP signal amplitude versus
amplitude of the harmonic component calculated from
equation (B6) is given in Figure 10a. At small values of
the signal to noise ratio, the mean of amplitude is almost
independent from the harmonic signal and mainly defined
by the variance s of the noise component x(t). For a strong
signal, the expected value of the amplitude r(t1) approxi-
mately follows that of the signal, i.e., A0(t1).
[71] As for the temporal dynamics of phase, it turns out to
contain additional fast variations that lead to a much
stronger noise component. At any point in time, it can be
represented as a sum of its mean value and random part
c tð Þ ¼ c t1ð Þ þ cS tð Þ ðB8Þ
where c t1ð Þ is the mean value defined by the signal to noise
ratio
A0 t1ð Þ
s , and cS(t) is the random process of zero mean and
variance defined by equation (B7). When the signal-to- noise
ratio is small, i.e., the analyzed signal contains only the
noise component, the mean value of the phase vanishes, i.e.,
c t1ð Þ = 0, whereas if the signal is strong, it can be
approximated by c t1ð Þ 	 Dwt. Therefore the time variation
of A0(t1) makes the temporal behavior of the full phase c(t)
switching between two qualitatively different regimes,
defined by either the angular frequency w, or w + Dw.
In the former, the vector r(t) experiences ‘‘fast’’ rotation
with angular frequency w, accompanied by random
fluctuations with standard deviation of p/
ﬃﬃﬃ
3
p 	 1.81 defined
by equation (B7) at A0 = 0 (see also Figure 10b). In the latter
case, the vector r(t) in Figure 10b rotates at angular speed
w + Dw, and fluctuations around this motion have a
smaller variance, since, according to equation (B7), the
variance decreases with A0(t1).
Appendix C: Example of ‘‘Generator’’
[72] A typical example of the ‘‘generator’’-type system is
the classical van der Pol equation [Hayashi, 1964]
d2x
dt2
þ w20x ¼ m
dx
dt
1 x2 þ z tð Þ ðC1Þ
where x is a generalized coordinate of the oscillator, m,
small parameter of nonlinearity, z(t) is a noise term. In the
absence of fluctuations, i.e., if z(t)  0, the oscillator (C1)
produces quasi-harmonic strictly periodic oscillations of
amplitude r0 = 2 + O(m) and frequency w = w0 + O(m), i.e.,
x tð Þ ¼ 2 cos wtð Þ þ O mð Þ; ðC2Þ
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By suitable time and amplitude scaling, the function x(t) can
be transformed to fit the observed waveform variation of an
S-burst. Fluctuations appear as smearing of the limit cycle
amplitude around the value r0 = 2 + O(m) and produce phase
diffusion and spreading of the power spectrum around the
central frequency w = w0 + O(m). The slow fluctuations that
define the shape of the power spectrum can be well
described by introducing the concept of NRBP with slowly
changing amplitude A(mt) and phase 8(mt). The bandwidth
of such a signal is determined by the phase diffusion
coefficient D defined via the formula
8 80ð Þ2 ¼ 2mDt; ðC3Þ
where the overbar means averaging. In particular, the
bandwidth Df
1=2
at half of maximum level is
Df1=2 ¼ 2mDþ O m2
  ðC4Þ
Note also that the diffusion coefficient depends on the level
of external fluctuations z(t), that under certain approxima-
tion can be expressed by the simple direct proportionality
relation, i.e. D  sz2, where sz is standard deviation of the
process z(t).
Appendix D: Example of ‘‘Amplifier’’
[73] A simple mathematical model that can describe an
amplification process in a narrow-band resonant system is a
passive linear oscillator with external noise at its input
d2x
dt2
þ d dx
dt
þ w20x ¼ z tð Þ ðD1Þ
where d is a parameter of damping defining the bandwidth
of the system or, equivalently, the spectral bandwidth of
output oscillations caused by the input noise, z(t). The
bandwidth of the oscillator (D1) can be calculated in the
closed form from the frequency response function
S wð Þ ¼ Abs 1w2 þ iwd þ w20
	 

:
where i =
ﬃﬃﬃﬃﬃﬃ1p .
The normalized bandwidth (w0 = 1) at half-of-maximum
level reads as
Df1=2 ¼ 2 1 2dð Þ  2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2dð Þ212d 1 dð Þ
q	 
1=2
; ðD2Þ
where d = d
2
=4,
At small d corresponding to the case of weak dissipation,
i.e. if d  0.5, the expression (D2) is simplified and can be
approximated by Df1=2 	 2d.
[74] Acknowledgments. Wolfgang Baumjohann thanks Rudolf
Treumann and another reviewer for their assistance in evaluating this paper.
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