Abstract. The discrete logarithm problem with auxiliary input (DLPwAI) is a problem to find α from G, αG, α d G in an additive cyclic group generated by G of prime order r and a positive integer d dividing r − 1. The infeasibility of DLPwAI assures the security of some cryptographic schemes. In 2006, Cheon proposed a novel algorithm for solving DLPwAI. This paper shows our experimental results of Cheon's algorithm by implementing it with some speeding-up techniques. In fact, we succeeded to solve DLPwAI in a group with 128-bit order in 45 hours with a single PC on an elliptic curve defined over a prime finite field with 256-bit elements which is used in the TinyTate library.
Introduction
Let G be an additive cyclic group generated by G of prime order r. The discrete logarithm problem with auxiliary input (DLPwAI) is a problem to find α from G, αG, α d G ∈ G and a positive integer d dividing r − 1. The infeasibility of DLPwAI assures the security of some cryptographic schemes including BonehBoyen's ID-based encryption scheme [2] and Boneh-Gentry-Waters' broadcast encryption scheme [5] . In 2006, Cheon proposed a novel algorithm for solving DLPwAI [7, 8] This paper implements Cheon's algorithm combined with the baby-step giantstep algorithm [16] as a sub-algorithm and some speeding-up techniques. Then, this paper reports experimental results of our implementation. In fact, we have successfully solved a DLPwAI in 45 hours with a single PC in a group with 128-bit order defined on an elliptic curve over a prime finite field with 256-bit elements, which is used in the TinyTate library [14] for implementing pairing cryptosystem in the embedded devices (see also Table 1 . Note that Jao-Yoshida's result was not dedicated to an efficient implementation. Also note that Izu et al.'s result was implemented over a finite field with characteristics 3). Here, solving Size of r Required Time Jao, Yoshida [11] 60 bit 3 hours Izu et al. [10] 83 bit 14 hours This paper 128 bit 45 hours DLP on the elliptic curve is regarded to be infeasible (since the order is 128-bit).
As a feedback of our experimental results, it is better to avoid such elliptic curve when some cryptographic schemes are implemented. We also estimated the required time and memory for solving DLPwAI with larger r. According to our estimations, it would be difficult to solve DLPwAI with larger r by the same approach, namely, Cheon's algorithm combined with the baby-step giant-step algorithm.
Preliminaries
This section introduces the discrete logarithm problem with auxiliary input (DLPwAI) and Cheon's algorithm for solving DLPwAI [7, 8] . Implications of DLPwAI and Cheon's algorithm on cryptographic schemes are also explained.
Discrete Logarithm Problem with Auxiliary Input (DLPwAI)
Let G = G be an additive group generated by G of prime order r. The discrete logarithm problem (DLP) in G is to find α ∈ Z/rZ on input G, αG ∈ G. In the general setting, the most efficient algorithms for solving DLP require O( √ r) in time. In fact, Shanks' baby-step giant-step (BSGS) algorithm [16] requires O( √ r) group operations in time and O( √ r) group elements in space. On the other hand, Pollard's λ-algorithm also requires O( √ r) in time, but much smaller elements in space. In 2006, Cheon defined the discrete logarithm problem with auxiliary input (DLPwAI) as a variant of DLP [7, 8] , where DLPwAI is a problem to find α on input G, αG, α d G and an integer d dividing r − 1 3 . At the same time, Cheon proposed a novel algorithm for solving DLPwAI [7, 8] . Cheon's algorithm (together with Kozaki-Kutsuma-Matsuo's improvement [12] ) requires
only requires O( 4 √ r) operations, which is much smaller than that required in the baby-step giant-step algorithm or in the λ-algorithm for solving DLP.
Algorithm 1 Cheon's Algorithm
Find 0 ≤ u1, v1 < d1 such that ζ
Find 0 ≤ u2, v2 < d2 such that ζ
k2 ← u2 + v2d2 10: Output ζ
Cheon's Algorithm
A goal of Cheon's algorithm is to find an integer k ∈ Z/rZ such that α = ζ k for a generator of the multiplicative group ζ ∈ (Z/rZ) * (Note that finding the generator ζ is easy). Here, such k is uniquely determined. To do so, Cheon's algorithm searches two integers Step 1 searches an integer
in the similar way, or equivalently, searches integers u 2 , v 2 such that
Here, such u 2 , v 2 are uniquely determined. In practice, Step 2 searches u 2 , v 2 such that ζ
In Cheon's algorithm, searching u 1 , v 1 in Step 1 and searching u 2 , v 2 in Step 2 require another sub-algorithm. Since these problems are very similar to DLP in the general setting, the baby-step giant-step algorithm or the λ-algorithm can be used as a subroutine. Since this paper is interested in Cheon's algorithm combined with the baby-step giant-step algorithm only, the next section briefly describes its outline.
Baby-step Giant-step Algorithm The baby-step giant-step (BSGS) algorithm was introduced by Shanks in 1971 for solving DLP [16] . Instead of finding α directly, on input G and G 1 = αG, BSGS searches two integers i, j such that α = i + jm and 0 ≤ i, j < m = ⌈ √ r⌉. Here, such i, j are uniquely de-
′ . BSGS consists of two steps: in the 1st step (the baby-step), we compute
successively and store them in a database. In the 2nd step (the giant-step), we compute
successively and store them in another database. Then, we search a collision G 1 − iG = jG ′ among these databases and thus a solution α = i + jm is obtained. Since O(m) group operations and O(m) group elements are required in both steps, the time and space complexity of BSGS are O( √ r) group operations and O( √ r) group elements, respectively.
When BSGS algorithm is used in Step 1 of Cheon's algorithm, we establish two databases ζ
d G, and searches a collision satisfying ζ 
Let us describe KKM improvement for a scalar multiplication γP (γ ∈ Z/rZ, P ∈ G) in the followings. For a fixed integer c (which will be optimized later) and n = ⌈ c √ r⌉, obtain the n-array expansion of the scalar γ = c−1
For all 0 ≤ i < c and 0 ≤ j < n, compute S(i, j) = jn i P and store them in a table in advance to the scalar multiplication. Then, the scalar multiplication γP is computed by the following way:
Since the precomputation table can be computed by at most c scalar multiplications and cn additions, KKM improvement reduces the time complexity of Cheon's algorithm by a factor of log r.
Complexity of Cheon's Algorithm As a summary of this section, when Cheon's algorithm is combined with the baby-step giant-step algorithm and KKM improvement, the time complexity T and the space complexity S are evaluated by the followings:
DLPwAI in Cryptographic Schemes
In recently proposed cryptographic schemes, new mathematical problems have been proposed and the infeasibility of such problems assure the security of the schemes. For example, ℓ-BDHE problem was introduced in Boneh-GentryWaters' broadcast encryption system [5] . Here, ℓ-BDHE problem is a problem to find e(G,Ĝ)
where G = G ,Ĝ = Ĝ , and G T is a multiplicative group with order r. When ℓ > d, Cheon's algorithm can be applied to the scheme: by finding α as DLPwAI, an answer of ℓ-BDHE problem is obtained. Thus, Cheon's algorithm is an attacking algorithm for such cryptographic schemes. Note that there are many other recently proposed problems to which Cheon's algorithm can be allied such as ℓ-SDH problem [3] , ℓ-sSDH problem [4] , ℓ-BDHI problem [2] .
Implementation
This section describes our strategy for implementing Cheon's algorithm. We adopted the baby-step giant-step (BSGS) algorithm as a subroutine, and KKM improvement for the speeding-up.
BSGS Algorithm
Databases In step 1 of Cheon's algorithm, when BSGS algorithm is used, two databases
d G} should be established. In our implementation, an element ζ 
where i is assumed to be 4-byte, LSB 64 (·) represents the least 64-bit (8-byte) of the data, MD5 is the hash function, and x(G), y(G) represent x-and ycoordinate values of a point G on an elliptic curve. In the following, i is identified as the index part and the rest is as the data part. Similarly, in the database DB 1,G , an element ζ 1. Divide each database into 64 sub-databases depending on the most significant 6-bit of the index part. When the most significant 6-bit of data ζ
, it is stored in the sub-database DB If a collision is found in step 3 for a certain ℓ, then, their indexes are what we required: set u 1 ← i and v 1 ← j.
KKM Improvement
In our implementation, KKM improvement is also used for speeding-up Cheon's algorithm. Since our target group G is on an elliptic curve defined over a prime finite field with a mediate size, the affine coordinate system is used rather than the projective coordinate system. In the affine coordinate, every elliptic curve addition requires an inversion computation in the finite field. In order to avoid heavy operations, we used the Montgomery trick [13] , which converts N inversion computations into 1 inversion and 3(N − 1) multiplication computations. When the Montgomery trick is used in KKM improvement, only O(log 2 c) inversions are required.
Experimental Results
This section describes our experimental results of Cheon's algorithm for an elliptic curve used in the TinyTate library [14] . We successfully solved DLPwAI by our implementation in a group G with 128-bit order. Strongly note that DLP has been believed to be secure in the same group.
Parameters
We used an addition cyclic group G = G with order r on an elliptic curve y 2 = x 3 + x defined over a prime finite field F p used in the TinyTate library [14] where #E denotes the number of points in E(F p ). In our implementation of Cheon's algorithm, we used the following parameters:
Here, d is chosen to minimize the time complexity of Cheon's algorithm, and it is estimated that our implementation requires about O(2 32.75 ) group operations and elements for solving DLPwAI. The generator ζ is chosen as the minimum generator of the multiplicative group (Z/rZ) * . A base point G is randomly chosen from points in E(F p ) with order r. Then, coordinate values of G, 
Results
In the experiment, our implementation of Cheon's algorithm successfully found the solution α = 3 in about 45 hours and 246 GByte by using a single PC (other environmental information are summarized in Table 2 ).
KKM Improvement In our implementation, the Montgomery trick is used for KKM improvement part. By experimental optimizations, we used parameters n = 2 16 and c = 8. The precomputation requires about 4 seconds, and each scalar multiplication requires about 27 µseconds. About 1.03 mseconds is required for a multiplication without KKM improvement, about 38 times speedup was established. Also, about 54 µseconds is required with KKM improvement but without the Montgomery trick, about 2 times speed-up was established.
Step 1 Two databases DB 1,B and DB 1,G are generated in about 14.5 hours and 82 GByte memory with 4 parallel computations. Then, 1 hour is required to divide these databases into 64 sub-databases DB 1,G required about 2 minutes. In our experiment, we found a collision when ℓ = 39 and obtained u 1 = 2170110422 and v 1 = 846301393. Thus, we found a partial solution
in about 22.1 hours.
Step 2 Similarly to Step 1, the database generation required about 14.2 hours and 80 GByte. Dividing databases required about 1 hour and 80 × 3 = 240 GByte. Sorting a sub-database required about 7 minutes and searching a collision among sub-databases required about 2 minutes. We found a collision when ℓ = 52 and obtained u 2 = 1609744154 and v 2 = 718704617. Thus, we found a partial solution
in about 23.2 hours.
Consequently, we successfully obtained
and the solution α = ζ k mod r = 3 in about 45.3 hours and 246 GByte memory.
Estimations
Based on our experimental results described in the previous section, we estimate required time (in the worst case) and memory for solving DLPwAI with larger r. Here, we do not consider the parallel processing. We assume that the parameter d can be chosen as large as √ r, namely, required time in Step 1 and Step 2 are almost same.
Let T C be the required time for generating databases. Since a scalar multiplication is computed in 27 µseconds, T C can be evaluated by Then, let us evaluate the required time T S for the database search. Since the sorting are dominant procedures, we neglect time for other parts. In our implementation, the comb-sort algorithm requires O(log N ) for sorting N elements, and a sort in a sub-database requires 8 minutes for 128-bit r, T S can be evaluated by
On the other hand, the required memory S C can be evaluated by
By using these evaluations, estimated required time and memory for various sizes of r are summarized in Table 3 . According to Table 3 , solving DLPwAI seems to be feasible even if r is 140-bit since the required time is about 50 days. However, the required memory is beyond 2 TByte in this case. In the computational environment we used, and in most environments, dealing with such huge memory is too difficult to proceed. Thus, it is concluded that solving DLPwAI with 140-bit r is infeasible by Cheon's algorithm combined with BSGS algorithm. In order to solve such larger problems, Cheon's algorithm combined with the λ-algorithm or the kangaroo algorithm would be employed.
Next, let us compare our results to the previous experiments (summarized in Table 1 ) when r is 128-bit by the extrapolation. According to the time complexity of Cheon's algorithm, Jao and Yoshida's implementation 4 would require 3 × 2 64 /2 30 = 393216 hours (16384 days) and Izu et al.'s implementation would require 14 × 2 64 /2 42 = 28672 hours (1195 days) ( Table 4) . Even if the parallel computation is applied, solving DLPwAI is infeasible with 128-bit r by these implementations.
Concluding Remarks
This paper succeeded to solve a discrete logarithm problem with auxiliary input (DLPwAI) in 45 hours with a single PC in a group with 128-bit order defined on Table 4 . Estimated Time for 128-bit r Estimated Time Jao, Yoshida [11] 16384 Days Izu et al. [10] 1195 Days This paper 7 Days
an elliptic curve over a prime finite field with 256-bit elements, which are used in TinyTate library for implementing pairing cryptosystem in the embedded devices. If cryptographic schemes based on problems such as ℓ-BDE problem, ℓ-SDH problem, ℓ-sSDH problem or ℓ-BDHI problem are implemented, TinyTate library should avoid using such weak parameters. However, there are pairingbased cryptographic schemes which are not effected by Cheon's algorithm such as Boneh-Franklin's ID-based encryption scheme.
