In DS CDMA systems the probability of error for each user depends on the crosscorrelation between the spreading sequences and on the received energies of all users. Thus even Maximum Likelihood joint detection might in general have a large loss compared to one user transmission. Choosing the individual error correcting codes of all users in a suitable way reduces this loss for given crosscorrelation values. This may be achieved by interleaving the convolutional codes used. It is theoretically shown for a certain kind of interleaving and a moderate codelength that almost the complete in uence of the interuser interference can be eliminated for large signal to noise ratios. Hence the performance of a coded DS CDMA system comes close to transmission without interuser interference. Simulations con rm the analysis.
Introduction
In the last years research on Code Division Multiple Access (CDMA) has steadily increased. Compared to Time Division Multiple Access (TDMA) and Frequency Division Multiple Access (FDMA) all the users are allowed to transmit at all time and in the same frequency bands. So in general, the users interfere with each other. In order to achieve optimal uncoded performance in terms of error probability joint detection has to be used. This Maximum Likelihood Sequence detector for minimizing the sequence error probability was found by Verd u 1]. He showed that this detector can be realized using a trellis. In the following years a lot of work was done on suboptimal multiuser detectors. Up to now almost always uncoded systems were considered. Recently, the Maximum Likelihood (ML) Sequence detector for a convolutionally encoded DS CDMA system was presented 2]. This joint detector and decoder can again be realized by a trellis. However, the number of states increases exponentially with the product of the number of users and the constraint length of the convolutional codes.
Verd u introduced the de nition of asymptotic e ciency and near-far resistance for uncoded transmission to describe the in uence of the interuser interference on the error probability 3]. It turned out that the performance of the ML detector does not achieve the same performance as a system without interuser interference (one user transmission) for all received energies of the users if the signal to noise ratio tends to in nity.
The concept of asymptotic e ciency and near-far resistance was extended to coded systems in 2, 4, 5] . For synchronous coded and uncoded transmission the asymptotic loss in signal to noise ratio due to interuser interference is the same compared to the equivalent one user system if all users share the same code. However, if the codes of the users are di erent, this loss can be reduced and the error probability approaches the one user bound 4, 5] . In 4] some rules for constructing block codes for synchronous transmission have been given.
Another method to get appropriate codes for each user is to interleave convolutional codes. Random interleaving was used by Moher 6] . He also showed that a joint ML detector and decoder achieves the one user bound for large signal to noise ratios and equal received energies for all users if the size of the interleaver and the codelength goes to in nity and if it is averaged over all randomly chosen interleavers 7] . Interleaved convolutional codes are not decodeable with the product trellis in 2] because the memory is greatly enlarged and, thus, the product trellis would even become more complex. Instead, an iteration between detection and decoding can be used 7, 8] .
In this paper the construction of a certain interleaving for convolutional codes is considered. It is proposed how to choose the interleaving for a nite codelength such that a joint ML detector and decoder can asymptotically almost achieve the one user bound. Section 2 starts with an introduction of the channel model and with a repetition of the de nition of minimal asymptotic distance 4] and of extended row and column distances for convolutional codes 9, 10]. In section 3 an interleaving is proposed and a lower bound for the minimal asymptotic distance is proved. It is shown that the lower bound for the minimal asymptotic distance is close to the free distance d f of the convolutional code, if d f is su ciently large. Thus, interuser interference does not severely reduce the probability of error for large signal to noise ratios and the one user bound can almost be achieved. For simulations in section 4 a receiver which iterates between detector and independent decoders is used 8]. It turns out that this suboptimal receiver performs close to the one user bound if a suitable interleaving is chosen. It is further shown that such a suboptimal receiver with properly interleaved convolutional codes performs better than a joint ML detector and decoder if all users share the same code, although its complexity is much smaller than the one of the optimal detector and decoder.
System Model and Maximum Likelihood Receiver
We assume BPSK modulation and synchronous transmission. Each user 1 k K is assigned a signature waveform s k (t); t 2 0; T ] with energy ! k and a binary linear terminated convolutional code C k with codewords c k . The codes shall have nite length n, free distance d f and constraint length W . We assume for simplicity, that the code parameters are the same for all codes. The mapping from binary to real symbols is done in the usual way: 0 ! 1; 1 ! ?1. Modulated codewords are denoted by c m k for user k and the corresponding modulated code by C m k . If all users transmit over a gaussian multiple access channel, the received signal can be written as
where c m k (i) is the ith modulated code symbol for user k and n(t) is additive white gaussian noise with variance N 0 =2. A su cient statistic for a Maximum Likelihood decision are the outputs of a bank of matched lters:
These outputs for all users can be written in a more convenient form: . For interleaved convolutional codes depending bits are distributed over a wide range. Thus, the constraint length of the new code is increased and the number of states in the product trellis is even larger.
We denote the transmitted codeword for user k as c m k , the decided codeword asĉ m k and de ne the error set E k as E k = e k 2 f?1; 0; 1g n j e For the proof see the appendix. For low signal to noise ratios this upper bound for the probability of error is loose, whereas for large signal to noise ratios the bound is rather tight, as it is usually the case if the union bound is applied. So far the upper bound is valid for xed energies of all users. In mobile applications the received energies are not always the same, but they may vary due to nonperfect power control. The capability of the receiver to cope with the worst energy constellation of the interfering users is known as near-far resistance in the uncoded case 3]. Since for high signal to noise ratios the term with smallest argument dominates, we focus on that one. This leads us to the following de nition:
De nition 2.1 Let ! 1 be the energy per bit of user 1 and let w = (! 2 ; ; ! K ) be the energies of the interfering users. Then min w 1
is called minimal asymptotic distance of the code C 1 within the set of codes (C 1 ; ; C K ). If minimization is done only over E for xed energies, the term is called asymptotic distance d A (C 1 jC 2 ; ; C K ).
This de nition for coded transmission is equivalent to the de nition of asymptotic eciency and near-far resistance, respectively, for uncoded transmission 3]. Note, that the asymptotic distance is not upper bounded by 1 as the asymptotic e ciency in the uncoded case 3]. We call this term a distance, because it will turn out in the following that d A (C 1 jC 2 ; ; C K ) depends on the properties of the codes C k .
With this de nition follows for DS CDMA systems that the probability of decoding error for user 1 is asymptotically of the same order as 
Choice of Interleaving
In the last section it was shown that the asymptotic distance is minimal if all codes are equal. However, if the codes are chosen in a proper way, then the asymptotic distance is enlarged: From gure 1 it is seen that the tuples (1; ?1) and (?1; 1) have smallest squared euclidian distance for the two user case with equal energies and for a positive crosscorrelation value > 1=2. For arbitrary energies the squared euclidian distance between these tuples remains minimal as long as the crosscorrelation value is positive. In order to increase the asymptotic distance the following case must be avoided: There exist codewords c 1 The deinterleaving is given by g ?1 with g g ?1 mod n = 1. Moreover, we de ne the interleaver g to be this operation.
The K interleavers g 1 ; ; g K have to be chosen such that the minimal asymptotic distance becomes larger. To nd these interleavers we need one more de nition.
De nition 3.2 The length L of an interleaver g is given by the largest index L < n such that L g < n. Any L adjacent noninterleaved indices are at least g indices apart each other after interleaving with g.
Example Hence the given interleaving is optimal for many crosscorrelation values in this case. For K > 2 and large crosscorrelation values the bound is rather pessimistic, the true minimal asymptotic distance is much closer to d f than the bound states. However, for su ciently large d f the asymptotic distance is close to the free distance of the convolutional code and, thus, the loss in signal to noise ratio compared to one user transmission can be made arbitrarily low. It further follows from the corollary for a K user system that the minimal asymptotic distance d A (C 1 jC 2 ; ; C K ) can not achieve the free distance d f , independent on the codelength n. But for xed energies d A (C 1 jC 2 ; ; C K ) = d f , and thus the one user bound, is achievable.
Simulation Results
As an example we use for all users the same convolutional code with rate R = Q=N = 1=2, constraint length W = 3 and free distance d f = 5. Its generator polynomials are g 1 (x) = 1+x 2 = 288. In table 2 di erent interleavers for K = 2; 3; 4 users and codelengths n, found by computer search, are given for which the two conditions can be ful lled. We consider a two user Hence the asymptotical gain in signal to noise ratio is 2.6 dB and and 2.3 dB, respectively, due to interleaving. Figure 2 shows simulation results for user 1 in the two user system with parameters according to table 2 for equal received energies. A ML joint detector and decoder without interleaving is compared to a suboptimal receiver with di erent interleaving for each user, which iterates between detection and decoding 8]. Both the detector and the K independent decoders are optimal soft-in/soft-out algorithms. As reference the error probability of one user transmission is given as a lower bound. It is seen that the rst iteration is very close to the lower bound and much better than the error probability of the ML receiver without interleaving. For the three user system with equal From the theory follows that the minimal asymptotic distance is not increased if the interleavers for all users are the same or if no interleaving is used at all. Then the Maximum Likelihood curve is a lower bound for the iterative receiver. This is not depicted here. All simulations con rm the theoretical result that proper interleaving improves the performance drastically. Although the theory is based on the optimal receiver, the iterative algorithm in 8] is also able to bene t from the interleaving. Further simulations show that the error probabilities of the other users are as good as for user 1, although the lower bound for the minimal asymptotic distance may not be valid for them. Many other interleavers, such as block interleavers, lead to similar results if they are chosen in a proper way. But nevertheless, there are interleavers which do not improve the error rates, namely, if there are codewords with minimal weight which appear in the codebooks of all users after interleaving.
Conclusions
In recent publications it has been observed that using di erent codes can decrease the error probability in synchronous DS CDMA 4, 5] . Instead of constructing codes, interleaving of convolutional codes was considered in this paper. It was shown that interleaving can increase the asymptotic distance and thus improve the performance. A lower bound for the minimal asymptotic distance was given for a certain interleaving. For a su ciently large free distance of the original convolutional code the ratio of the minimal asymptotic distance and the free distance approaches one. Thus, the interuser interference does not reduce the error probability for large signal to noise ratios compared to one user transmission. For simulations a suboptimal approach proposed in 8] has been used. The simulation results showed that this receiver performs close to one user transmission for moderate signal to noise ratios if the interleavers were chosen as proposed. Many other interleavers are also able to reduce the in uence of interuser interference if each user applies a di erent one. Without or with equal interleaving for all users the loss caused by interuser interference can not be reduced. A still open problem is to prove whether the iterative receiver or any other suboptimal receiver really achieves the given lower bound for the minimal asymptotic distance for nite code length. In this context also suboptimal and less complex soft-in/soft-out detectors should be investigated. The di erence between the two functions at (x ; x N+1 ) is: where min is the smallest eigenvalue of R K?1 . All vectors x(i); 1 i n must be equal in order to achieve the minimum of the quadratic form. Moreover, according to Lemma For the minimum the derivative of F (x) with respect to x must be zero, i.e. 
