In this paper, we develop an approach to modeling high-dimensional networks with a large number of nodes arranged in a hierarchical and modular structure. We propose a novel multi-scale factor analysis (MSFA) model which partitions the massive spatiotemporal data defined over the complex networks into a finite set of regional clusters. To achieve further dimension reduction, we represent the signals in each cluster by a small number of latent factors. The correlation matrix for all nodes in the network are approximated by lower-dimensional sub-structures derived from the cluster-specific factors. To estimate regional connectivity between numerous nodes (within each cluster), we apply principal components analysis (PCA) to produce factors which are derived as the optimal reconstruction of the observed signals under the squared loss. Then, we estimate global connectivity (between clusters or sub-networks) based on the factors across regions using the RV-coefficient as the cross-dependence measure. This gives a reliable and computationally efficient multi-scale analysis of both regional and global dependencies of the large networks. The proposed novel approach is applied to estimate brain connectivity networks using functional magnetic resonance imaging (fMRI) data. Results on resting-state fMRI reveal interesting modular and hierarchical organization of human brain networks during rest.
Introduction
Analysis of complex networks involves characterization and modeling of the coordinated interactions between different entities. A network can be represented as a graph, where nodes correspond to individual units and weights of edges connecting the nodes to the strength of connections. One popular measure for quantifying the connectivity in weighted networks is through statistical dependencies, such as cross-correlations between signals or data measured at each node. Correlation-based network analysis has found applications in many domains, e.g. brain functional networks (Marrelec et al., 2005 (Marrelec et al., , 2006 Worsley et al., 2005) , gene coexpression networks (Zhang et al., 2005) and financial networks (Onnela et al., 2003) . The key challenges involved in characterizing and estimating the network covariance matrix are (a.) the high-dimensionality of network data and hence a large number of connectivity parameters due to the large number of nodes in a network; and (b.) the inherent complexity of the connectivity structure between nodes in most real-world networks. The dimension of the data N (refer to the number of nodes in a network) is usually comparable or even larger than the sample size T (the total number of observed time points). In this high-dimensional setting, the traditional sample covariance matrix is no longer a reliable and accurate estimate of the population covariance, due to massive number of correlation coefficients (i.e. N (N − 1)/2) that have to be estimated relative to sample size. It will lead to low statistical power in detecting the true network connections. For example, in estimating a full-brain network from fMRI data, the number of voxels N can be in order of 10 4 but the number of scans T is often of order 10 2 . For gene expression data, N can be up to 10 6 but with T is of order 10 2 .
Another issue is how to quantify the network's community structure or modularity which is an important property of real-world networks (Girvan and Newman, 2002; Newman, 2012) .
Communities (or modules) refer to sub-networks (clusters of nodes that share common properties or/and roles) where nodes within the same module are densely intra-connected but relatively sparsely inter-connected with nodes at different modules. In brain networks, modules may correspond to groups of regions of interest with the same function (Bullmore and Sporns, 2009 ), i.e., they respond similarly to a stimulus or are highly synchronized during resting state. It has been observed that spatially distant nodes (e.g., on different sites of the brain) may belong to the same module. Moreover, the modular structure are hierarchical, observed over multiple topological scales ranging from individual nodes as a cluster all the way to having all the nodes (or the entire network) as one cluster (Betzel and Bassett, 2016; Shen et al., 2010; Song and Zhang, 2015) . At any particular scale, each of the modules can be divided into smaller sub-modules (further into sub-sub modules) (Meunier et al., 2010) . In this paper, we address the problem of modeling and inferring correlation between nodes and modules in high-dimensional networks with a multi-scale community structure, by deriving both local and global connectivity measures based on the proposed spatio-temporal model for network data.
Various approaches have been proposed to estimate high-dimensional covariance matrix for large-scale networks. The simplest approach computes pairwise correlation matrix constructing edges between pairs of nodes, however, it ignores potential influence of other nodes in the entire network. More advanced approach is based on regularized estimation, which includes variety of methods such as thresholding (Rothman et al., 2009 ), shrinkage estimation (Beltrachini et al., 2013; Fiecas and Ombao, 2011; Schneider-Luftman and Walden, 2016) and sparse estimation (Chen et al., 2016; Ryali et al., 2012) as previously applied to analyze large-dimensional covariance in neuroimaging and genetic data. However, thresholding and imposing sparsity directly on the covariance matrix might not accurately capture the true underlying connectivity structure.
We follow the dimension-reduction approach which characterizes the connectivity structure in high-dimensional data through a small number of latent components. Two common dimension reduction methods via subspace projection are principal components analysis (PCA) and independent component analysis (ICA). These methods aim to find a projection of high-dimensional data to a low-dimensional subspace that contains independent information (thus removing data redundancy) and then extract a reduced set of latent components (or sources) for connectivity analysis. As shown in brain connectivity studies using fMRI data, ICA is capable of decomposing a network into spatial sub-networks with similar functions which are temporally correlated (Allen et al., 2011; Calhoun et al., 2008; Li et al., 2011; Smith et al., 2009 ). PCA has also been shown to be as effective in connectivity analyses.
Signal summaries derived from PCA are more sensitive than using the mean signals in detecting Granger-causality in an ROI-based fMRI analysis (Zhou et al., 2009) . It was able to reveal connectivity across different functional networks during rest (Carbonell et al., 2011; Leonardi et al., 2013) .
In this paper, we employ the factor analysis (FA) model (Bai and Li, 2012) and PCA for estimation of the low-dimensional projection, to produce a consistent estimator for the high-dimensional covariance structure of large networks. We now summarize the rationale for our approach. First, it is directly linked to analysis of large covariance matrix. The FA model is more general than the conventional PCA and ICA, in the sense that it includes a noise component to the common component driven by few latent factors. This model explicitly provides decomposition of a high-dimensional covariance matrix into a low-rank structure (low-dimensional subspace spanned by the factor loadings) plus a sparse noise covariance matrix. Instead of computing connectivity between reduced components obtained by the PCA or ICA, this approach allows analysis of large-dimensional connectivity matrix in the observation space based on lower-dimensional factor space. Secondly, it enables consistent and efficient estimation of high-dimensional covariance. PCA can be used to extract factors by solving the constrained linear least-squares, a well-defined criteria for the factor model structure, which minimizes the squared error between the original and projected signals based on the lower-dimensional factors. The PCA can consistently estimate the linear factor subspace, as shown in the extensive literature on estimating high-dimensional FA models (Bai, 2003; Stock and Watson, 2002) . The large covariance estimate is only a simple construction based on these low-dimensional PC estimates. The asymptotic theory of the PCA-based FA model and covariance matrix estimators have been well established for large Fan et al., 2011 Fan et al., , 2013 , which can provide insights to our proposed estimator. However, these theoretical results are still unclear for other projection methods such as ICA.
Moreover, most of the previous approaches to large network analysis produce only a single-block covariance matrix for the entire graph. The single-block covariance is ineffective for networks with ultra high dimensions mainly due to the difficulty in interpreting the results, and is unable to describe the multi-scale modularity of real networks. Motivated by the nature of dense connectivity within each network community, with high multi-collinearity (or redundant information) of activities in the same cluster of nodes, our approach applies FA to each cluster where analysis of the whole network correlation matrix is decomposed to analyzes of smaller module-specific matrices. More precisely, we propose a multi-scale factor analysis (MSFA) model for network data which allows hierarchical partition of the model cross-sectional structure to capture modular dependency at different scales in a large network. At the lowest level, the nodes (fundamental units) of the entire network domain are partitioned into a finite set of regional clusters, according to spatial proximity or functional relevance. The high-dimensional dependence between nodes is then characterized by a partitioned correlation matrix with low-dimensional sub-structures derived from the clusterspecific factors. The global dependence between clusters or collections of clusters (networks) can be measured via the correlations between cluster-specific factors. We further use the RV-coefficient (Escoufier, 1973) as a single-valued measure to summarize these factor correlation blocks across clusters and networks. The proposed factor-based decomposable network (a.) enables more reliable and efficient estimation (lower estimation error and less computational effort) of large-scale dependency via dimension-reduction; and (b.) can capture the hierarchical, modular dependency through a factor-structured covariance matrix. We develop a two-step estimation procedure. We first apply PCA to estimate model parameters for each cluster, and then use these local estimates to construct the estimators for various global dependence measures. We apply the approach to analyze resting-state brain networks using fMRI data. It permits a multi-scale analysis of regional (within-ROI) and global (between ROIs and between networks) connectivity. While this paper covers applications only to fMRI, our proposed model and estimation procedure is broadly applicable to is broadly applicable to high-dimensional signals over other types of networks. The performance of our method was assessed via simulations and real data.
2 Multi-Scale Factor Model for Correlation Network
Analysis
In this section, we propose a novel model and related correlation-based measures to characterize the hierarchical, modular dependency structure of a network at multiple topological scales, from the node-level (between fundamental units in a network) to global-level (between clusters of nodes and between larger sub-networks of clusters). The correlation networks are inferred from signals measured from nodes across the entire network.
Definitions and Notations
We consider a hierarchical network structure, as illustrated in Fig. 1 . Suppose the entire network space G = {V 1 , . . . , V N } consisting of N nodes are partitioned into R disjoint clusters C 1 , . . . , C R , which are then grouped (possibly with overlapping nodes) to form S larger subnetworks W 1 , . . . , W S , such that V i ∈ C r ⊂ W s ⊂ G. We define C r = {V i : i = I r1 , . . . , I rnr } a set of n r nodes with indexes I r1 , . . . , I rnr assigned to the cluster r, for r = 1, . . . , R, and 
The cross-sectional dimension of the entire network N = R r=1 n r (total number of nodes) is assumed to be comparable or larger than the sample size T . We denote by Σ YrYr (with dimension n r × n r ), Σ YsYs
and Y(t), which describe the functional (undirected) dependence between nodes within a cluster, within a sub-network and in the whole network respectively. We assume all these covariance matrices to be time-invariant.
Modeling Local (Regional) Dependency

1) Factor model:
To capture dependence between nodes within a cluster, we first specify the cluster-specific factor model. At each cluster, we assume activity across all nodes can be summarized by a finite number of latent common components, much less than the number The global connectivity is characterized in a lower-dimensional factor space and summarized by single-measure RV coefficients. Red edges: between-cluster connections. Blue edges:
between-network connections.
of nodes n r . Specifically, the local FA model for signals of each cluster r is
where f r (t) = [f r1 (t), . . . , f rmr (t)] is a m r ×1 vector of latent common factors with number of factors m r << n r . The m r × m r covariance matrix of f r (t) is assumed as
, . . . , σ 2 frn r ), i.e. the factors within cluster r are uncorrelated for any pairs of different
defines the dependence between nodes through the mixing of f r (t). It satisfies the condition Q r Q r = I mr , where I mr denotes a m r × m r identity matrix. E r (t) = [e r1 (t), . . . , e rnr (t)] is a n r ×1 vector of white noise with E[E r (t)] = 0 and
, . . . , σ 2 ern r ).
Our approach enables dimension reduction via (1.) piece-wise partitioning of the entire highdimensional observation space Y(t) into a finite number of smaller components Y C r (t) at each cluster, and (2.) the serial and cross-dependence within each cluster are further summarized by a much lower dimensional factor process f r (t) and mixing matrix Q r .
The components Q r and f r (t) are not separately identifiable. For any m r × m r invertible matrix U rr , Q r f r (t) = Q r U rr U −1 rr f r (t) = Q * r f * r (t) with Q * r = Q r U rr and f * r (t) = U −1 rr f r (t). The model (1) is observationally equivalent to Y r (t) = Q * r f * r (t) + E r (t). The orthonormality of Q r restricts U rr to be orthonormal (imposing m r (m r + 1)/2 restrictions), together with the diagonality of Σ frfr = E(f r (t)f r (t)) (with m r (m r − 1)/2 restrictions) restricts U rr to be a diagonal matrix with diagonal entries of ±1 (total m 2 r restrictions on U rr ). This identifies Q r and f r (t) up to a sign change.
2) Determination of clusters: In this paper, the following are assumed to be fixed and known: hierarchical partitioning of the clusters {C 1 , . . . , C R } and sub-networks {W 1 , . . . , W S }; the number of clusters R; and the number of sub-networks S. For fMRI analysis, clustering of brain nodes into ROIs can be defined by prior information on the anatomical parcellation (e.g. according to Anatomical Automatic Labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002) ), and the brain sub-networks by the functional similarity of the ROIs. When unknown, many algorithms for community detection in networks can be used to automatically identify the modules and their hierarchical (multi-scale) organization. See (Fortunato, 2010) for an extensive review. Among these algorithms, we are particularly interested in spectral clustering which partitions a graph into clusters through the eigenvectors of the connectivity matrix (e.g., a simple adjacency or Laplacian matrix (Von Luxburg, 2007) or the recently proposed correlation matrix (Shen et al., 2010) ). These algorithms will be incorporated in the preliminary step in our future work to further refine and generalize the proposed framework.
Modeling Global (Inter-Region) Dependency
To capture dependence between the different clusters and between larger networks of these clusters, we develop the global factor model for the entire network, by concatenating the local factor models in (1) from all clusters r = 1, . . . , R. The global FA model has a structured form by partitioning the cross-sectional dimension, as defined by
where E(t) = [E 1 (t), . . . , E R (t)] is a N × 1 global white noise process with E[E(t)] = 0
factor time series from all clusters in the entire network, we have a M × 1 global factor
Both processes E(t) and f (t) are assumed to be uncorrelated. The global mixing matrix Q is a N × M block-diagonal matrix
where the diagonal blocks Q r explains the mixing between uncorrelated factors in cluster r, and the zero off-diagonals indicate that Q does not capture the dependence between factors of different clusters.
Measures of Dependence
Our aim of assuming factor models is to approximate large covariance matrix with a simpler, lower dimensional structure for efficient network analysis. We now describe the model parameters in (1) and (2) which quantify the network dependency at the local and global level.
1) Local (within-cluster) dependency:
The between-node dependency within cluster r is captured by the covariance matrix Σ YrYr . The model (1) implies a decomposition of Σ YrYr into a matrix of lower-rank m r and a diagonal matrix.
assuming f r (t) to be uncorrelated with E r (t).
2) Global (whole-network) dependency: The global model (2) also implies a low-rank decomposition of the whole-network covariance matrix Σ YY , and a block structure
with
where the diagonal blocks Σ YrYr are defined by (3) for r = 1, . . . , R, and the off-diagonal
is n j × n k cross-covariance matrix between the node time series Y C j (t) and Y C k (t) of cluster j and cluster k. The factor decomposition of the high-dimensional node-wise covariance matrices of Y C r (t) and Y(t) in (3) and (4) allows for massive dimension-reduction. It provides an efficient way to compute the large whole-network dependency matrix Σ YY in (5), by reconstruction from smaller pair-wise between-cluster dependence blocks Σ Y j Y k , which can be further approximated by lower-dimensional matrix Σ f j f k . Moreover, the approximation using a low-rank matrix plus a diagonal matrix can produce better-conditioned estimates for the large covariance structure at the both levels. In the following, we make use of the low-dimensional factor covariance Σ ff together with the RV coefficient to derive a single-valued measure to summarize the node-wise connectivity blocks across clusters and networks at the global level.
3) Global (between-cluster) dependency. The factor covariance matrix Σ ff is a block matrix that model instantaneous (lag zero) dependency structure between clusters
Each diagonal block Σ frfr is a m r ×m r diagonal covariance matrix that captures the total variance of factors within each cluster. While the factors within a cluster are uncorrelated, factors between different clusters may be correlated. The off-diagonal blocks
for j = k are m j × m k cross-covariance matrices between factors f j (t) and f k (t), satisfying
can summarize cross-dependence between clusters j and k.
4) Global (between-network) dependency:
The measure of dependency between the subnetworks of clusters can be conveniently derived based on the covariances between the factor time series from the clusters in different networks. Let
collectively the corresponding factors of all the clusters in sub-network s, with a total di-
The dependence between network p and network q is captured by the L p × L q cross-covariance matrix between F p (t) and F q (t), denoted as Σ FpFq = Cov[F p (t), F q (t)].
5) RV coefficients:
The between-cluster and between-network connectivity above are represented by block covariance matrices between multiple factor time series (possibly of different dimensions) across clusters and networks. We propose to use the RV coefficient (Escoufier, 1973) as a single-valued measure for the linear dependence between factors of different clusters and networks. It is a multivariate generalization of the squared correlation coefficient which measures normalized dependence between two univariate time series. The RV coefficient between factors in clusters j and k is defined by
and between the networks p and q by 
Model Identifiability
We now discuss the identifiability issue of the covariance of the common component, Qf (t) in the global model (2). One key feature is that the mixing matrix Q is block diagonal.
This guarantees that the cross-dependence between clusters will be captured only by the covariance matrix Σ ff and not by Q. The dependence between the pair of clusters j and k is directly contained in the cross-covariance matrix Σ f j f k . Similar to the local FA model, Q and f (t) are not separately identifiable, since Qf (t) = QUU −1 f (t) = Q * f * (t) for any invertible matrix U such that UU −1 = I, where Q * = QU and f * (t) = U −1 f (t). However, the covariance matrix of the common component Qf (t) is identifiable as follows
where Q * = QU and Σ * ff = U Σ ff (U ) −1 admit a non-unique factorization. The key question now is whether the new mixing matrix Q * is also block diagonal as required by (2). To address this important question, we use an example of only two clusters for ease of exposition. Let
By expanding on Q * , we have
For Q * to be block diagonal, it is sufficient to set U 12 = 0 and U 21 = 0. However, since UU = I, it follows that U 11 U 11 = I and U 22 U 22 = I. Thus, the factor loading matrix will be identifiable up to orthonormal transformations only within each cluster.
Estimation and Inference
Inferring dependence in a network between a large number of nodes involves estimating the high-dimensional covariance matrix Σ YY . The traditional sample covariance matrix is no longer consistent when N is large and is not invertible when N > T . Our primary objectives are to estimate the dependence quantities: (1.) Σ YY which models the dependence across all nodes in the entire network; (2.) Σ YrYr the dependence across nodes within each cluster; (3.) Σ f j f k and Σ FpFq the dependence between any pairs of clusters and sub-networks of clusters.
PCA Estimation
In this section, we develop a two-step procedure to estimate the high-dimensional dependence based on the proposed MSFA model. The estimation of the whole-network covariance matrix is reduced to the estimation of sub-matrices of much smaller dimensions. The estimation procedure is summarized in Algorithm 1. In
Step 1, we apply the method of PCA to estimate the parameters Q r and f r (t) in the local-level model (1) to construct the covariance estimates within each cluster. In
Step 2, we integrate these local estimators to derive the estimators of the global-level dependence quantities in (2), i.e. the between-cluster and between-network factor covariance (Σ f j f k and Σ FpFq ) and RV coefficients (RV C jk and RV S pq ). In the local estimation, the PC estimates of f r (t) and Q r can be computed conveniently via eigenvalue-eigenvector analysis of the sample covariance matrix, for the n r × n r cross-
The estimator of the factor loading matrix Q r are eigenvectors corresponding to the m r principal eigenvalues of the sample covariance, the factors are then estimated as f r (t) = Q r Y C r (t). The noise covariance Σ ErEr can be estimated based on the residuals [Step 1.2]. We then have a simple substitution estimator for the within-cluster dependence matrix in (3) using estimates from
Step 1 The PCA extracts latent factors f r (t) that best represent the region-specific dynamics.
It estimates an ordered sequence of factor series that account for most variability of signals across all nodes within a cluster, which might not sufficiently captured by a single mean signal. One of the dominant factors would possibly be the mean. However, instead of making this imposition as in most analyses, our procedure is data-driven where these factors are learned from data according to their significance. Besides, the PC estimators of factors f r (t) and factor loadings Q r are consistent under general framework of large N and large T , and in the presence of correlated noise in the signals (Bai, 2003; Stock and Watson, 2002 ). The FA model-based estimator of large covariance matrix and its inverse are shown to produce lower estimation errors and attain improved convergence rates under various norms, compared to the sample covariance (Fan et al., 2011) . This can provide reliable estimation of large dependency networks.
The number of factors m r for a cluster can be objectively selected based on some threshold of the amount of variance of the signals within each cluster. The criterion is computed using the eigenvalues of the sample covariance matrix Σ YrYr or Σ YrYr , which measure the estimated variances of the individual factors. Precisely, m r can be estimated by
where κ = min(n r , T ), ∈ {1, 2, . . . , L r } is an evaluated candidate value of m r , with L r a bounded integer such that m r ≤ L r ≤ κ and τ = [0, 1] is a global threshold for all clusters.
The proportion of variance explained by the first components is equal to the ratio of the sum of largest sample eigenvalues to the sum of all eigenvalues. Naturally, the proportion is subjectively selected by the users via the threshold. However, once it is specified, PCA can objectively extract a number of optimal latent components.
Algorithm 1 PCA for MSFA Model Estimation 1:
Step 1: Local Estimation: Input:
at cluster r, and number of clusters R 1.1 for r = 1 to R, apply PCA to sample covariance matrix to compute f r and Q r .
(a) if T ≥ n r then
• Compute orthonormal eigenvectors V r1 , . . ., V rnr and associated eigenvalues λ r1 ≥ . . . ≥ λ rnr > 0 of cross-sectional sample covariance matrix Y r Y r /T
• Compute m r according to (6) or (7) • Define Q r = [V r1 , . . . , V rmr ] ∈ R nr×mr eigenvectors corresponding to the m r largest eigenvalues λ r1 , . . . , λ rmr , and Σ frfr = diag( λ r1 , . . . , λ rmr )
• Compute m r according to (6) or (7) • Define V = [V r1 , . . . , V rmr ] ∈ R T ×mr eigenvectors corresponding to the m r largest eigenvalues, and D = diag( λ r1 , . . . , λ rmr )
Step 2: Global Estimation:
2.1 Estimate between-cluster and between-network dependency,
. . , f qdq (t)] are estimated cluster-and network-specific factor signals.
2.2 Estimate RV-based between-cluster and between-network dependency RV C jk and RV S pq by substitution using
2.3 Estimate global mixing matrix by Q = diag( Q 1 , . . . , Q R ), noise covariance by Σ EE = diag( Σ E1E1 , . . . , Σ E R E R ) and global factor covariance matrix Σ ff by substituting estimated blocks Σ frfr on the diagonal elements and Σ fj f k , j = k for the off-diagonals.
2.4 Estimate whole-network dependency Σ YY = Q Σ ff Q + Σ EE or by substituting into (5) the estimated elementary blocks Σ YrYr , r = 1, . . . , R and
Alternative method is via model selection using BIC (Bai, 2003) 
where x 2 denotes the Euclidean norm of a vector x
Asymptotic Properties of the Estimator
We first specify some regularity conditions (Assumptions 1-4 in Appendix 7.1). In following Proposition, we present the limiting distributions for the PCA estimates f r (t) and Q r for each cluster r, as defined in Step 1.1 (a) of Algorithm 1. It follows from results derived in (Bai, 2003) (Theorem 1 and 2) and (Bai and Ng, 2013 ) (Theorem 1). The consistency of f r (t) and Q r can also be established based on results in (Stock and Watson, 2002) .
Proposition 1 (Asymptotic normality of f r (t) and Q r ): Suppose that Assumptions 1-4 and additional Assumptions E-G in (Bai, 2003) hold. Let q ri be the i-th row vector of
Our proposed local (within-cluster) factor-based covariance estimator is a special case of the principal orthogonal complement thresholding (POET) estimator of Fan (Fan et al., 2013) .
The POET estimates a sparse error covariance matrix for the approximate factor model (correlated noise) by adaptive thresholding of principal orthogonal complements (i.e. remaining components of the sample covariance after taking out the first m r PCs), as computed by
The diagonal matrix computed in Step 1.2 is an extreme case of this sparse covariance estimate by choosing a threshold of correlation elements equal to one. Thus, we can derive the rates of convergence for our estimator Σ YrYr for a strict factor model (uncorrelated noise) based on results in (Fan et al., 2013) for the POET large covariance estimator under various norms. We consider, for example, the weighted quadratic
, as in following Proposition.
Proposition 2 (Rate of convergence for Σ YrYr ): Under Assumptions 1-4, the withincluster covariance estimator as defined in Step 1.3 of Algorithm 1 satisfies
where
for some δ ∈ [0, 1] is the measure of sparsity condition on Σ ErEr .
The consistency of the constructed global covariance estimator (defined in Step 2.5)
for high dimensions can be implied by the consistency of estimator for each of individual component blocks at the local level. In this paper, the improved consistency is shown by simulation in Table IV (Section IV.C), as indicated by the lower estimation standard errors compared to other high-dimensional covariance estimators. The complete proof of the consistency and convergence rates for our novel estimator will be developed in future work.
Statistical Inference
To test for the statistical significance of the between-cluster and between-network dependence, as measured by the RV coefficient, we propose a formal inferential procedure for testing the null versus alternative hypotheses
which denotes the absence or presence of a significant connectivity between the clusters (or networks) j and k.
A large value of the sample RV coefficient may not necessarily imply statistical significance in connectivity because it needs to be compared to some reference null distribution.
One way of approximating null distribution of RV coefficients is by random permutation of the temporal order of factor series f r (1), . . . , f r (T ) and computes the RVs. However, this is computationally expensive as there are T ! possible permutations to repeat. We follow (Josse et al., 2008) to approximate the exact null distribution. Standardized RV (or z-score) is used as the test statistics
where E H 0 RV and V ar H 0 RV are the estimates of first and second moments of null distribution of the permuted RVs (Kazi-Aoual et al., 1995)
[H] ii denotes the i-th diagonal element of matrix H. The test statistics t RV has an asymptotic standard normal distribution N (0, 1) under the null hypothesis where the true RV coefficient is zero. In practice, β j and β k are not known and hence are estimated by replacing Σ f j and Σ f k by their corresponding estimators Σ f j and Σ f k respectively. A connection is considered statistically significant if the absolute value of t RV for the estimated RV coefficient is greater than a threshold at the p-th percentile of N (0, 1), which is set here as p = 100
with α the significance level and D the number of coefficients to be tested. The significance level from testing multiple connectivity entries are adjusted using the Bonferroni method.
Note that in (11), the sampling distribution of sample RV coefficients even under null, depends on the sample size T and the complexity of the covariance matrix for each pair of clusters, as encoded by β i . The RVs take high values when T is small and Σ f i f i is very high-dimensional. Modified versions of RV coefficients (?) can be used in future works to solve this limitation.
Simulations
We evaluate the proposed MSFA model for estimating large-scale, community structure of connectivity networks at the node-cluster level, using simulated network data. We focus on comparing the performance of (1.) the MSFA model-based estimator with the sample covariance matrix and other large-dimensional covariance estimators for the whole-network (between-node) connectivity and (2.) the RV-based coefficients using the cluster-specific factor time-series with that using mean time-series for the between-cluster connectivity. The connectivity between time series from distinct network nodes typically exhibits high level of correlations (both auto-and cross-) and modularity. To emulate both these dependence structure, we used a covariance-stationary structured vector autoregressive (VAR) model of order one, to generate the node wise time-series for R clusters
where Φ is a N × N global VAR coefficient matrix that measures effective (directed) connectivity of the whole network, and with a block structure to represent the network modules.
The diagonal block Φ rr is the n r × n r coefficient matrix which quantifies the dependence of
and measures the directed connectivity between nodes within the cluster r. A non-zero (i, j)−element of Φ rr indicates the presence of directed influence in a Grangercausality sense from node j to node i within cluster r. The off-diagonal block Φ jk , j = k measures the directed influence from cluster k to cluster j. 
All absolute eigenvalues of Φ are assumed to be less than one to ensure stationarity of the process and invertibility of A.
We construct a synthetic network of 5 clusters C 1 , . . . , C 5 each with 25 nodes. We assume following structure for the ground-truth connectivity matrix for generating process (13)
The synthetic network is modular, allowing strong connections between nodes within each cluster but weak connections across different clusters. The nodes within clusters are allowed to be highly inter-connected but scarcely connected to nodes in other clusters, i.e. all For the node-wise connectivity ( Fig. 2 (a) ), when T is small relative to dimension N , the MSFA estimator of C YY clearly outperforms the sample correlation matrix, with substantially lower estimation errors especially when T < N . This suggests the robustness of the MSFA estimator in small-sample settings, probably due to construction of the large covariance matrix from lower-dimensional factor-based sub-matrices, which are reliably estimated by the PCA based on larger amount of data as T > n r . As expected, the sample covariance with small samples produces poor estimate, which is ill-conditioned when T ≈ N and be-comes singular when T < N . Using smaller number of factors m r tends to perform better than large m r when T is small. This may be because the number of reliably estimated principal components is limited by the sample size T and inclusion of more components when T is small will probably induce noisy estimates. Another reason is that the factor-based covariance estimator using more components will converge to the sample covariance matrix as a limit.
As expected, estimation errors of both methods drop as T increases. When T is large, T > N where more data is available for estimation, the sample covariance, however, performs better than factor-based estimator which basically relies on subspace approximation of the full covariance matrix. In contrast to small T , factor-based estimates perform better with increase of m r under large T , because additional components can better explain connectivity structure in the data.
For between-cluster connectivity ( Fig. 2(b) ), estimator RV YY based on the factors generally gives lower errors than the mean time series, especially for m r = 5, suggesting that the factors can better characterize the correlations within the clusters. The first factor m r = 1 behaves similarly to the mean, as evident from the same errors across T . Fig.3 shows the true and estimated RV-based connectivity matrices computed from the averaged correlation matrix of the mean and factor time series (with m r = 5) over 100 replications. We can see that the factor-based estimates more closely resemble the true connectivity pattern, e.g.
accurately identifying the connections between clusters (C 1 -C 2 ) and (C 4 and C 5 ) which are mis-detected by estimates based on average time series.
Results for Adaptive m r
We also evaluated the performance of MSFA estimator with m r adaptively selected for each cluster according to criteria in (6) and (7). Table 1 shows the values of m r selected using BIC and thresholds τ = 1%, 25%, 50% and 75% of variance. The results are averages over 100 realizations. As expected, more factors are selected to explain greater variability of the data. Use of τ = 1% and BIC select the first principal component. BIC tends to suggest low number of factors. To cover 25% of the total variance, the first two principal components are sufficient consistently for all clusters. These most likely capture the dominant information that is shared across all the clusters. The number of additional components selected by Cluster, C r BIC Percentage of variance explained τ = 1% τ = 25% τ = 50% τ = 75%  1  1  1  2  4  9  2  1  1  2  5  11  3  1  1  2  6  12  4  1  1  2  5  10  5  1  1  2  5  11  Average  1  1  2  5  11 shown in Fig. 3(a) , compared to clusters with few and weak connections e.g. C 3 . This is because highly correlated time series contains many redundant information and thus can be explained by only few common factors. Therefore, the optimal number of factors, which varies according to dependency structure of each cluster, should be selected adaptively rather than held fixed for the entire brain as in most PCA analyses of fMRI. Fig.2(top) , the MSFA estimators with adaptive m r show improved performance over the sample correlation matrix for between-node connectivity (in Fig. 2(c) ) and RV coefficient based on average time series for between-cluster connectivity (in Fig. 2(d) ). To compare performance of the adaptive and the fixed m r fairly, we contrast the results for τ = 50% and 75% (with respective average number of selected factors over all clusters m r = 5 and 11 as in Table 1 ) with that for m r = 5 and 10 in Fig. 2(top) . The adaptive-m r approach generally outperforms the fixed-m r approach for both scales of connectivity, particularly when T is small compared to N . This suggests that use of adaptive m r which is able to capture the cluster-specific dependency structure, can improve the connectivity estimates. Based on these simulation results, we will use the MSFA estimator with adaptive m r to analyze real fMRI data.
Comparison with Other Covariance Estimators
In addition to the factor-based estimators, various regularization methods have been proposed in recent years for estimating a large covariance matrix and its inverse (or precision matrix). The first class of estimators are based on the shrinkage of sample covariance eigenvalues (Ledoit and Wolf, 2004) . The second includes regularizing the covariance matrix by banding, tapering and thresholding (Bickel and Levina, 2008; Cai and Yuan, 2012) . The third imposes sparsity on the precision matrix in graphical models with 1 penalization (Cai et al., 2011; Yuan and Lin, 2007) , extended to a low-rank plus sparse estimation by combining latent variable and graphical modeling (Chandrasekaran et al., 2012) . However, the main aim of this paper is to develop a covariance modeling approach for the purpose of analyzing large dependence in networks with multi-scale structure, but not to compete with other advanced large covariance estimators. Therefore, for evaluation purposes, we compare the performance of our proposed MSFA model-based estimator only with two well-known high-dimensional covariance estimators as benchmarks: the shrinkage estimator of Ledoit and Wolf (LW) (Ledoit and Wolf, 2004) , and the graphical lasso (glasso) regularized estimator of Friedman et al. (Friedman et al., 2008) . We focus on assessing the estimation of a single-block, high-dimensional covariance matrix i.e. the whole-network node-wise connectivity. Note that our method offers additional advantage of multi-scale covariance analysis over the above-mentioned methods which mostly estimate a single-block covariance matrix, and our framework can potentially be extended to accommodate the shrinkage and sparsity.
We performed statistical comparisons between the estimators with repeated ANOVA tests via pairwise confidence intervals, using a linear mixed effects model with the squared error as response variable. There is no significant difference in performance between a pair Table 2 . For the glasso, penalty parameter ρ = 0.5 is used, and the covariance estimate was obtained from the estimated inverse. As expected, both LW and glasso significantly outperform the sample covariance when T < N , for T = 50, but fail to deliver any advantages or even perform worse when T is large. Interestingly, the MSFA estimator is shown to improve substantially over the both large covariance estimators with significantly lower estimation errors for all cases of dimensionality, and only slightly underperformed relative to the sample covariance for large T . This suggests that the MSFA provides a more robust and better-conditioned covariance estimator. There is also significant improvement by using τ = 75% as compared to τ = 50% for all settings.
Application to Connectivity in fMRI Data
In this section, we analyze a high-dimensional real resting-state fMRI data using the proposed voxel size = 3 × 3 × 3 mm 3 ; matrix = 64 × 64; 39 slices). Subjects were asked to relax during scans. The data were preprocessed with motion correction, normalization and spatial smoothing.
2) Parcellation: We used the AAL atlas to obtain an anatomical parcellation of the whole brain into 90 ROIs. In this study, the ROIs were grouped into six pre-defined resting-state system networks of similar anatomical and functional properties, based on the templates in (Allen et al., 2012 (Allen et al., , 2011 Li et al., 2011) . The considered RSNs include sub-cortical (SCN), auditory (AN), sensorimotor (SMN), visual (VN), attentional (ATN) and default mode network (DMN) The ROIs and their mapping to corresponding RSNs with overlapping are given in Appendix 7.2. We followed the ROI abbreviations in (Salvador et al., 2005) .
Analysis of Voxel-wise Connectivity
Voxel-wise analysis is challenging due to low signal-to-noise ratio at individual voxels. The standard approach is to compute the average time series over each ROI. In contrast, the MSFA approach achieves dimension-reduction which leads to reliable and computationally efficient connectivity estimates. Moreover, by using PCA, the MSFA approach retains only For this data, a total of 145 factors were selected to represent brain activity from 183,348 voxels of the entire brain volume. Thus, this represents a massive reduction of the dimension of 99.0002% (since total number of factors 145 is only 0.08% of the total number of voxels).
The number of voxel time series and the selected m r are given in Appendix Table 1 . Fig. 4 shows the estimated correlation matrices of voxels in four key ROIs that belongs to the DMN a for single subject. The regions of DMN, a well-known RSN, has been reported to exhibit increased activation and correlation in neuronal activities during rest compared to goal-oriented tasks, suggesting it as an important idling mode of the brain (Raichle and Snyder, 2007) . To our knowledge, our study is probably among the few reporting the voxellevel connectivity in the DMN regions. The estimates using only a small number of factors is able to reveal the existence of complex, large amount of interactions between massive voxels, within a small brain region, even during resting state. Within these regions, there appears to be a pervasively strong connectivity between many pairs of voxels. We can see that the PCC, a major hub that is strongly inter-connected with many other brain regions, also exhibits the strongest intra-connectivity within the region itself. This is followed by IPL which is another active region of the DMN.
Analysis of Between-ROI Connectivity
In this section and the next, we applied the global factor model to analyze the higher scales of functional connectivity between ROIs (and between functional system sub-networks), via the correlations between factors associated with each region. The analysis is illustrated using a single subject's data. We further computed the RV coefficient as a single measure to summarize the strength of connectivity between the pairs of ROIs (or networks). Fig. 5 shows the correlation matrix, Σ ff (absolute-valued for comparison with the non-negative RVs) of the factor time series over the entire brain, constructed form sub-blocks of correlation matrices of factors between every pair of ROIs. Note that the factors are highly correlated across different regions despite being independent within a region. This suggests that, while the intra-regional connectivity is captured mainly by the mixing matrix, the inter-regional connectivity is quantified through the dependence between factors across regions. Our method extends the roles of the factor series beyond merely explaining the variance of the data, as in the conventional factor-based connectivity analysis which is limited by the independent component assumption. reported in previous studies (Ferrarini et al., 2009 proposed method, the usual mean-time series approach gives a sparser between-ROI connectivity. A natural question here is whether the mean-time series approach has an inflated false negative (low power in detecting connectivity) or the proposed method has an inflated false positive. We believe that the former is more likely based on our simulation results. Fig. 7 shows the topological maps of the ROI-wise connectivity within four RSNs, inferred by the estimated factor-based RV coefficients. Only significant connections with standardized coefficients greater than a threshold value of 3 are shown. The estimates by our approach shows that the ROIs are inter-connected within common functional and anatomical domains, revealing distinct spatial patterns, as identified using the spatial ICA in (Allen et al., 2012 (Allen et al., , 2011 Li et al., 2011) . The sensorimotor network, centered at central sulcus, covers primary somatosensory, primary motor and supplementary motor cortex as reported by (Biswal et al., 1995) , located in regions e.g. precentral gyrus, postcentral gyrus and supplementary motor area. The visual network involves regions in the occipital lobes (GrillSpector and Malach, 2004) . The ATN, involved in attentional processing and monitoring, consists of few sub-networks including the dorsal and ventral systems (Vossel et al., 2014) .
The resting-state DMN consists of highly inter-correlated ROIs related to posterior cingulate cortex (PCC)/precuneus, medial prefrontal cortex and the left and right inferior parietal lobule. The PCC is correctly identified as a major hub of the DMN, strongly connected with other regions, as reported in many studies (Fransson and Marrelec, 2008) . Fig. 8 shows the between-network RV-coefficient-based connectivity RV S pq computed from the correlations between mean and factor time series across six resting-state brain networks.
Analysis of Between-Network Connectivity
The mean-time series approach produced the sparsest between network connectivity. The proposed method captured a more extensive connectivity where the strength and extent is greater when there are more factors per network (higher percentage of variance explained: τ = 20% vs τ = 1%. It is appropriate to use small number of dominant factors because connectivity captured by the most factors could be spurious (due to random noise generated by the magnet and spread across the entire space) or an artifact (due to smoothing effect).
The VN, AN and SMN are related to the lower-level sensory processing while ATN and DMN to the higher-order cognitive functions. Within the cluster of low-level sensory-specific RSNs, we observe the presence of intra-dependency between these sensation networks which is consistent with the results in the similar study of directed connectivity across RSNs (Li et al., 2011) . Using factors that explain only 1% of the data variance, we found dependency of SMN with both AN and VN, with slightly stronger connection strength between the SMN and VN, and detected an additional VN-AN connection with the 20% of variation, which, however, are completely missed by the estimates based on the single average time series. For the high-level cognitive RSNs, the strong dependency between the ATN and DMN, in fact the strongest among all the dependencies across RSNs, are identified consistently by both approaches, although slightly more pronounced from the factor-based estimates. This is in accordance with the recent findings of anti-correlations between the default and attentional systems in numerous studies (Fox et al., 2005) . Using the 20% of variance is also able to reveal the weak connections between the SCN with other networks.
The sensory-motor networks and cognitive networks are inter-dependent. The SMN exhibits strong correlation with the cognitive networks, followed by VN and AN, as detected by factor-based approach. The ATN has stronger connections with the sensory networks com- pared to the DMN, with the most pronounced synchrony with the SMN. The strong connection between the ATN and SMN found here is agreement with the findings using ICA (Allen et al., 2011) , but was unable to be detected by Bayesian network model (Li et al., 2011) . Besides, The DMN might play a pivotal roles in integrating information from all other systems, indicated by presence of connections with all networks including the subcortical network as detected using the 20% of variation. In summary, the RSNs display modular organization where networks with similar functional relevance are densely connected, as the connectivity at the voxel and ROI levels. However, during the resting-state, the intra-connectivity among the cognitive networks are enhanced relative to that among the sensory-motor networks which are usually more correlated during active state when performing tasks, which require more interactions between the sensory and motor functions. variance) on each subject. The average connectivity matrices demonstrate that the modular structure of the between-ROI connectivity ( Fig. 9(a) ), and the strong connections between the SMN with both ATN and DMN and also between the ATN and DMN (Fig. 9(c) ), are stable and reproducible across subjects. The variability indicates the general deviation of the subjects from the mean. From Fig. 9(b) , the major variability in the between-ROI connectivity is found within each functional network, with the highest variation in the SMN followed by the AN. Fig. 9 (d) reveals the most pronounced variation across subjects in the between-network connectivity is observed between the ATN and the sensory-motor networks (AN, SMN and VN), but interestingly its connection with DMN exhibits the least variability.
Multi-Subject Analysis
Conclusion
We developed a multi-scale factor analysis (MSFA) model which is a statistical approach to modeling and estimating hierarchical connectivity between nodes, clusters and sub-networks in a large-dimensional network. The MSFA provides a framework for reducing dimensionality locally (within each prescribed cluster or sub-network) by estimating the principal components series separately in each cluster. These components provide a summary of localized activity that explain the most variability within the cluster or sub-network. The proposed MSFA approach gives a good representation of multi-scale dependence and thus captures connectivity at the local (within-cluster) level and global (between clusters and between networks) level. It achieves dimension reduction in each cluster and therefore has the ability to handle massive datasets such as fMRI. The approach provides statistically reliable estimation of large-dimensional covariances to measure fine-scale functional connectivity based on the factor analysis, and summarize global-scale networks using RV dependency.
The results from our simulation studies show that the factor-based estimator outperforms the conventional sample covariance matrix for high-dimensional voxel-wise connectivity and mean-based approach for inter-regional connectivity. Applications to resting-state fMRI data demonstrate the ability of the MSFA approach in identifying the modular organization of human brain networks during rest, at the three-level hierarchy of connectivity (voxel-ROI-system network), in a unified, structural and computationally efficient way. This is in contrast with many resting-state fMRI studies that analyzed only one or two levels, often of specific networks. Our procedure is able to estimate the voxel-wise correlations in a simultaneous instead of pairwise manner, providing new insights into the resting-state connectivity at a finer scale. Moreover, our method detected connectivity of major restingstate networks, in consistency with the literature, but further reveal the global interactions across these networks, i.e. between the low-level sensory-motor and high-level cognitive functions. Future works might extend the proposed method to analyzing dynamic brain connectivity (Fiecas and Ombao, 2016; Lindquist et al., 2014; Samdin et al., 2017) . Besides, this multi-scale modeling framework can be extended to handle directed dependence based on the idea of factor-based subspace VAR analysis in (Ting et al., , 2014 by assuming the extracted factors for each cluster to follow a regional VAR model, as addressed in our recent work (Wang et al., 2016) .
Σ ErEr to be well-conditioned and its eigenvalues be uniformly bounded for all large n r . The decomposition (3) is then asymptotically identified as n r → ∞. These bounds also carry over to the covariance matrix where the m r largest eigenvalues of Σ YrYr diverge fast with n r whereas all the remaining eigenvalues are bounded as n r → ∞. The Condition 1 is sufficient to imply the existence of a m-factor structure in the signals Y r (t). Moreover, under this condition, the eigenvectors of Σ YrYr corresponding to the diverging eigenvalues converge to the factor loadings, suggesting the PCA on the sample covariance is appropriate for estimating the subspace structure in a high-dimensional factor analysis. Assumption 1 is reasonable for fMRI data, as indicated by the divergence of a few eigenvalues of the sample covariance for a brain ROI with large number of nodes, with the rest being close to zero (Fig. 10) . This suggests the fMRI data has a factor structure.
Assumptions 2 and 3 serve as the identifiability conditions as discussed in Section II.
Moreover, Assumption 2 allows f r (t) to be serially correlated. Assumption 3 ensures that the factors are pervasive, i.e. having non-negligible contribution on a non-vanishing proportion of individual signal Y ri (t). Assumption 1 easily holds under this condition. Assumption 4 allows for weak serial and cross-sectional correlation in the error terms e ri (t), as specified in the approximate factor model (Chamberlain and Rothschild, 1983) . In this paper, we assume the fMRI data to follow a strict factor structure (Bai and Li, 2012) , in which e ri (t) are independent across all i and t with a diagonal error covariance matrix Σ ErEr . By assuming σ 2 e ri ≤ M < ∞ for all i, with the eigenvalues of Σ ErEr simply the diagonal elements, Condition 1 holds for this special case. Moreover, given 4(a), the remaining assumptions are also satisfied under the independence of e ri (t). Since the approximate factor model is more general, the developed asymptotic results also apply to the strict model adopted here. Fig.11 shows the factor decomposition of covariance matrix for the brain ROI, where the estimated low-rank matrix ( Fig. 11(a) ) is dominant and accounts for most of the correlations among the voxels, whereas only a small amount of variation is picked-up by the error covariance estimated from residuals ( Fig. 11(b) ). Besides, most of the off-diagonal elements of the residual covariance matrix Σ ErEr are near zero, suggesting negligible cross-correlation in the noise, and thus using strict factor model for fMRI data is not inappropriate. 
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