Abstract-We propose a semiparametric approach to fundamental frequency estimation of an unknown periodic signal in additive white noise based on model selection. Our estimator maximizes a penalized version of the cumulated periodogram and is proved to be consistent and asymptotically efficient under very general conditions. When the number of observations is fixed, an implementation of this estimation method is proposed and illustrated on specific synthetic signals which arise in laser vibrometry. We extend this method for estimating the fundamental frequencies of two periodic functions having different fundamental frequencies when the data consist of their sum and additive white noise. We also compare the performances of our procedure with the so-called microdoppler technique, which is commonly used for laser vibrometry signals analysis. We show on simulated data that the penalized cumulated periodogram yields an accurate estimation of the frequencies at very low signal-to-noise ratios.
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I. INTRODUCTION

E
STIMATING the fundamental frequency of a periodic signal in additive noise is a well-known problem that has already been addressed by several authors. Some key references in such a field are the book of Quinn and Hannan (see [16] ) and a report written by Kootsookos (see [10] ) in which many classical techniques concerning frequency estimation are explained. The different quoted authors focus on "multiharmonic frequency estimation" and "multitone frequency estimation" and propose, for most of them, a study of several performance indicators such as asymptotic efficiency, small sample size performance, computational complexity, and a study of the so-called thresholding phenomenon, which is a marked decrease in performance of the estimator for a relatively small change in signal-to-noise ratio (SNR) at a low SNR.
Most of the usual algorithms are devoted to signals with particular shapes, such as sinusoids or trigonometric polynomials. We can quote the estimator of Quinn and Fernandes described in [15] , which is attractive since it requires fewer operations and is more robust to initial conditions than maximum likelihood estimation. As for the one proposed by Lovell and Williamson in [13] , it has the best performance among the weighted phase averaging estimators. In [9] , Kay proposes an estimator which has similar performances for small noise levels but is biased in the presence of Gaussian noise. In [5] , Carmona et al. propose practical methods for estimating the instantaneous frequency of some particular signals but more general than trigonometric polynomials. Some theoretical results have also been obtained in parametric frameworks (i.e., when the number of unknown parameters is finite). In the case of a trigonometric polynomial, for example, the parameters are the coefficients and the fundamental frequency. Quinn and Thomson propose in [17] a consistent and asymptotically efficient estimator of the frequency of in the following model: (1) where is a real trigonometric polynomial and the additive noise is not necessarily Gaussian. In [15] , Quinn and Fernandes also propose a consistent and asymptotically efficient estimator of the frequency of in the same model.
In this paper, we consider a sequence of observations ( ) satisfying (2) where is an unknown complex-valued periodic function with unknown frequency , is the sampling period, and the 's, 's are independent Gaussian random variables of unknown variance . Contrary to the previous mentioned approaches, we do not make any assumption on the shape of the unknown periodic signal , this is, following the definitions given by Van der Vaart in [20] , a semiparametric framework. Indeed, we aim to estimate a finite-dimensional parameter (here the frequency) when the other unknown parameters, called nuisance parameters, are infinite-dimensional (here, the function ). Then, all the parametric estimation methods no longer work for estimating .
In such a semiparametric framework, some results have already been obtained by Golubev and Gassiat and Lévy-Leduc. In [8] , a consistent and asymptotically efficient estimator of the period is proposed in the white noise model, which is the continuous version of model (2) when the observations are real valued. In [7] , Gassiat and Lévy-Leduc exhibit in model (2) an estimator of the period having the same properties when the observations are real valued and goes to zero as becomes large. These results are theoretical since the authors do not consider the practical implementation of their estimators.
Our aim is to propose an estimator that possesses both interesting theoretical and practical properties according to the performance indicators given by Kootsookos in [10] . Our method is based on the maximization of the cumulated periodogram, which is known to be asymptotically equivalent to the timedomain least-squares estimator (see [17] ). The choice of the number of harmonics in the cumulated periodogram is obtained by introducing a penalization term. We prove that the estimator of is consistent and asymptotically efficient. Furthermore, its practical implementation does not require heavy computations. Introduced by Akaike in [1] , penalized criteria for model selection are widely used in many statistical frameworks such as the change-points detection problem (see [11] ). Moreover, new theoretical results for model selection using penalized criteria have been recently obtained by Birgé and Massart in a nonasymptotic framework (see [3] , [4] ).
We illustrate our method on laser vibrometry signals. Laser vibrometry is a widely used technique for analyzing the vibrations of a vibrating object without any contact with it. For instance, it is used in medicine to study the heart ventricles vibrations, as well as in target identification (see [14] ). We show that the algorithm accurately estimates the frequency of in model (2) , which can be seen as the vibration frequency of a target, at very low SNRs. This ensures that "long range" target identification is possible.
The method can be adapted to estimate the various frequencies in the following regression model:
where the 's are unknown complex periodic signals with unknown fundamental frequencies and the 's and 's have the same properties as previously. Some authors have already studied model (3). In [6] , De Cheveigné and Kawahra have studied this problem with particular signals . In the case where , Gassiat and Lévy-Leduc propose, in [7] , semiparametric estimators of the two frequencies for a large class of signals, which are consistent and asymptotically Gaussian. When the ratio of the periods is not rational, the estimators are proved to be asymptotically independent and efficient.
Let us now give an outline of the paper. In Section II, we present our estimation method. We describe step by step in Section III a way to implement the method on a synthetic example. We apply in Section IV our algorithm to laser vibrometry signals and compare this approach with a classical one in such a field: the microdoppler. We show on several examples that our algorithm leads, as expected, to an accurate estimation of at lower SNRs than the microdoppler. An extension of the algorithm to the estimation of several frequencies in model (3) is also proposed.
In the Appendix, we give a sketch of the proof of the asymptotic properties of our estimator, which is consistent and asymptotically efficient in an appropriate asymptotic framework.
II. ESTIMATION METHOD
A. Definition of the Estimator
We consider the model proposed in (2) . We assume that the restriction of to is square integrable and smooth enough such that where are the Fourier coefficients of defined by
If the unknown periodic function is approximated by a trigonometric polynomial (4) estimating in a least-squares sense amounts to computing the coefficients and the frequency that minimizes , where , and for . For any given frequency , let
It is well-known (see [17] ) that, for any , is approximately equal, for large , to Then, for any , the empirical variance of the observed sequence can approximately be decomposed into (6) In other words, for every , the least-squares estimation of is almost achieved by maximizing the so-called cumulated periodogram, which is defined for every , by
Of course, when dealing with sampled data, we estimate in the interval . Then, for every , is estimated by (8) Without any information on the number of harmonics, has also to be estimated. For any , clearly increases with . Furthermore, (9) Thus, , and maximizing with respect to both and will always lead to overestimate . This overestimation of may eventually lead to underestimate (an example is given Section III-B). To avoid this overestimation of , we will adopt a penalization approach where the estimated number of harmonics and the estimated fundamental frequency are defined by
where is a positive number to choose conveniently, and is an a priori upper bound for . We remark that
Then, by (6) , is approximately the penalized least-squares estimator of .
B. Statistical Properties of the Estimator
Asymptotic properties of this estimator of can be obtained in a very general asymptotic framework. As usual, the choice of this asymptotic framework is not motivated by practical consideration but by theoretical and technical reasons. This asymptotic framework is detailed in the Appendix. We briefly explain here our choice.
First, we assume that we have no a priori knowledge of bounds for the frequency . Then, the estimator of belongs to an interval which asymptotically covers . In order to avoid aliasing, we also have to consider that goes to 0 when goes to infinity. We consider that the number of harmonics used for approximating the unknown periodic function is not bounded. Then, , where goes to infinity. For technical reasons, the penalization parameter decreases to 0 for large . In this asymptotic framework, we prove in the Appendix that is consistent and asymptotically efficient. More precisely, we prove that which means that converges to at the rate . We also prove that in distribution where Remark: These results are similar to those obtained by Quinn and Thomson in [17] , who prove in model (1) , that in distribution
The term does not appear in their result because they have chosen a sampling period equal to 1. Indeed, their asymptotic framework allows this assumption: i) The unknown periodic function has a finite number of harmonics, and ii) the frequency which they aim to estimate belongs to a bounded interval.
These asymptotic properties give some theoretical justification to our method but do not give any information on how to choose, in practice, the different parameters involved in the definition of . We propose in the next section a practical implementation of the method.
III. PRACTICAL IMPLEMENTATION ILLUSTRATED ON AN EXAMPLE
Obviously, the number of observations is fixed in a practical situation. Then, we will use the notations , , and instead of , , and . The implementation of the previous method clearly raises up two main problems: the numerical maximization of with respect to and the choice of the penalization parameter in (10). Nevertheless, we will explain step by step how to overcome these difficulties and illustrate our method on a simple synthetic example, motivated by some laser vibrometry application.
Let us first describe the laser vibrometry principle (see [14] for more details). A laser is assumed to emit a continuous wave that can be written , where is the speed of light, and is the laser wavelength (namely 1.5 m). After emission, reflection on the illuminated vibrating object, reception, and demodulation, we receive a signal of the form (2). When the vibrating object consists of punctual reflectors vibrating in a sinusoidal way, can be written as follows:
where is the amplitude of the signal reflected by the reflector number , its vibration amplitude, is the vibration frequency of the vibrating object, and . Thus, is a periodic function with frequency .
Note that this model is only used for simulating a periodic signal. Indeed, the proposed algorithm is adapted to any complex periodic signals (even to those having many harmonics) and never uses the parametric form of the laser vibrometry signals.
Note also that the following study focuses on a particular example which is just here to point out the pitfalls one can be faced with. There is no Monte Carlo experiment in this section. It is deferred to Section IV.
A. Presentation of the Synthetic Data
In this example, we aim to estimate the frequency of the following simulated complex valued signal: (12) where , and Hz from the data: . Thus defined, is a periodic signal of frequency 40 Hz with about 334 (positive) harmonics at Hz. Fig. 1(a) displays the real part of with (we do not represent the complete sequence since this signal is periodic). Fig. 1(b) displays the squared modulus of the discrete Fourier transform (DFT) of defined by
We represent the sequence only for since this sequence is almost null for . Furthermore, we see that aliasing is avoided with this value of since . Fig. 1(c) shows that most of the energy is contained in the even harmonics, that is, in the multiples of 80 Hz. Thus, the estimation of will strongly depend on the number . Indeed, if is not large enough, the maximization of yields 80 Hz instead of 40 Hz.
The observed sequence is obtained by adding a complex white noise to : (13) where and are independent Gaussian random variables with zero-mean and unit variance. For a signal defined in (12), we define the SNR by SNR . Thus, SNR dB in this example. Fig. 2 displays the real part of the sequence and the squared modulus of the DFT of (up to 20 000). The SNR is very low in this example. Then, the original signal and its spectrum cannot be visually detected.
B. Maximization of With Respect to
For any , it is impossible to maximize with respect to in a closed form. A numerical solution is to maximize on a grid: For any and for any , we define where is the closest integer to the real number , and is the classical DFT of defined by Then, the use of instead of will strongly reduce the computational cost of the algorithm since only the DFT of the observed signal is computed by FFT.
Let be the elements of a regular grid with . This ensures that , for any and any . Finally, for any , we can compute an estimate of defined by
We plot in Fig. 3 We summarize the estimations in Table I . Remember that the number of significant positive harmonics of is 334 in this example. Then, we can see that is well estimated when is around 334 ( ). A smallest value of yields , whereas a largest value yields . This "doubling/halving effect" can be explained as follows. First, overestimation of when is small with respect to the number of significant positive harmonics is due to the particular shape of the spectrum. Indeed, most of the energy is contained in the even harmonics, that is, in the multiples of 80 Hz. On the other hand, a large value of can eventually lead to underestimate . Indeed, without noise, we can remark that . Thus, in the presence of white noise, and are two random variables with the same probability distribution, and . Then, any of the value or may be selected depending on the noise outcome. More generally, if where represents the number of significant positive harmonics The next section is devoted to a model selection approach for choosing the number of harmonics .
C. Choice of and the Computation of
For every , let (14) According to (6) , (7), and (14), is an approximation of the residual variance when a trigonometric polynomial of degree is fitted to the observed sequence . A first method for selecting aims at locating the point where the slope of the residual variance changes.
On the other hand, a penalization method consists in defining (15) where the penalization parameter yields a tradeoff between the fit with the data and the number of harmonics.
The following Lemma emphasizes the link between these two methods.
Lemma 1: There exist two sequences , and , with and such that , . It is straightforward that and that for any in , minimizes . Then, we deduce from Lemma 1 that the length of the interval is the second derivative of the sequence . In other words, the number that maximizes the second derivative of the sequence is , where maximizes . Then, we estimate the unknown frequency by . Finally, the estimation algorithm can be summarized as follows:
1) For
, compute using (14). 2) Compute the sequences and using the following recursion: We start with and , and we set at step (16) 3) Let where .
Then, set and .
We recommend to choose in practice a large value for with respect to the number of positive harmonics of the signal. Indeed, the penalty term avoids overestimating the number of significant harmonics of the signal. On the other hand, we have seen that can be overestimated if is too small. Fig. 4(a) displays the sequence , and Fig. 4 (b) displays the associated sequence obtained from the synthetic signal . We clearly see on this figure that the residual variance decreases much more for than for . In other words, a good tradeoff between the fit with the data and the number of harmonics is obtained with , that is, for the value of that maximizes the second derivative of the sequence . Let us now compare on this example our method with some classical penalization methods such as the Bayesian Information Criterion (BIC) [19] or Akaike Information Criterion (AIC) [2] , where BIC AIC We can see in Fig. 5 that the penalties given by the BIC criterion are too heavy, since . On the other hand, the penalties on the AIC criterion are too weak, since , and Hz.
IV. SOME MONTE CARLO EXPERIMENTS ON DIFFERENT SYNTHETIC VIBROMETRY SIGNALS
We will see in this section that the penalized cumulated periodogram provides an accurate estimation of at SNR much smaller than those required by the microdoppler approach, which is a classical method used in laser vibrometry for specific signals like (12) (more details on the microdoppler method can be found in [12] and [18] ). This is an important point in practice, because it means that the vibration analysis can be achieved even if the vibrating object is far from the laser. Indeed, we remark that the further away the vibrating object is, the lower the SNR will be. For instance, in a real-world situation, an SNR of dB corresponds to a distance of 50 km between the laser and the target.
A. Estimation of One Frequency
We propose several numerical comparisons of the two approaches obtained with different signals
and different values of SNR (see Table III ). For each signal and each value of SNR, we have simulated observed series satisfying (13) and estimated by the two methods proposed previously. The quality of an estimator is quantified by computing the root mean squared error (RMSE) defined by , where are the estimations obtained for .
and will be the RMSE for the microdoppler and the penalized cumulated periodogram. 1) In this example, we set where Hz, with , , and . We can remark that in this case, the frequency is an integer. Then, for SNR large enough, the RMSEs and can be equal to 0 since the true frequency belongs to the grid , where the estimator takes its values.
2) The parameters remain unchanged in this second example, but the unknown frequency Hz no longer belongs to the grid , since . Thus, the RMSEs and cannot be 0. Here, the minimum value of the RMSE is . 3) In this third example, the signal is a sum of 12 elementary signals with different vibration amplitudes :
where Hz, with for , , and . Here, the SNR is defined by . The simulations show that there is no degradation of the estimation in the sense that we obtain an accurate result for the estimation of when SNR dB for the penalized cumulated periodogram and when SNR dB for the microdoppler. 4) In this example, we use with the same parameters , , and , and for different fundamental frequencies . The 100 frequencies are randomly chosen with a uniform distribution between 10 and 100 Hz. We conclude as usual that the penalized cumulated periodogram performs better than the microdoppler at small SNR. Comments: 1) In the estimation of , one can distinguish two types of errors: the large errors that correspond to multiples or submultiples of the frequency and finer estimation errors (such as those due to grid searching). Here, we propose to use a tool for evaluating the estimation errors (RMSE), which aggregate both type of errors for a sake of concision. However, despite this aggregation, we can say from the results that when the RMSE is equal to the minimum distance between and the grid (see 0.0004 in example 2 for instance), then the error is only of the second type, which is not the case for larger value of RMSE for which the error is mainly of the first type. 2) Our values of RMSE cannot be compared with the "Cramer-Rao bound" (i.e., the inverse of the efficient Fisher information in a semiparametric framework), which is approximately equal to in the different examples. Indeed, the asymptotic variance is only valid in a neighborhood of , that is, when is well estimated, without any "doubling/halving effect." Furthermore, this comparison is not relevant since the mesh of the grid, where is computed, is much larger than Hz. Such a precision would have a very large computational cost and is not required in practice.
B. Estimation of Two Frequencies
The use of the penalized cumulated periodogram can be extended to model (3) for estimating fundamental frequencies. We consider in this section the case . Here, and are periodic functions with frequencies and . A general condition of identifiability is given in [7] : Without any assumption on the signals and , the frequencies and are not identifiable when their ratio is rational. Nevertheless, if and are both of the form given in (12) , it can be proved that the model (3) is identifiable if this ratio is not an integer.
For any frequency , let and then, for any , , an estimator of is where
The implementation of this method mainly raises two difficulties: the numerical maximization with respect to and the choice of and . We propose the following procedure:
1) Estimate by maximizing , where the number of harmonics is chosen by using the penalization procedure described above. The number of harmonics is chosen by using the penalization procedure described above.
To extend the microdoppler technique is straightforward for estimating the two frequencies and and is not detailed here.
The results of some numerical experiments are summarized in Table IV . We can remark that both algorithms are efficient for estimating the two frequencies, but the cumulated periodogram requires a lower SNR than the microdoppler.
In the second example, . In this case, the microdoppler is unable to estimate the frequency of the signal of lower power: For SNR dB, the estimation of is 90 Hz instead of 43 Hz.
In the third example, and , where Hz, Hz, , and , with , , and . Here, the SNR is defined by SNR .
V. CONCLUSION
We have proposed in this paper a method for estimating the frequency of unknown periodic functions corrupted by Gaussian white noise based on the penalized cumulated periodogram. By using a semiparametric approach, we have proved that our frequency estimator has the best asymptotic properties that one can expect, and we have implemented it. We have applied our algorithm to laser vibrometry signals and have shown that our method leads to an accurate frequency estimation at a lower SNR than usual methods. We have also proposed an extension of our method to the estimation of the frequencies of two periodic functions. We think that it could be extended to the estimation of more than two frequencies.
APPENDIX
We consider the asymptotic framework such that , , and go to 0, whereas and go to infinity with . Asymptotic results require precisely how these sequences vary with . Hence, we will adopt the following asymptotic framework to prove the consistency and efficiency of . where and where the remainder term converges to 0 in probability. We give a sketch of the proof of the consistency and asymptotic efficiency of the estimator (for more details, see [12] ). For a sake of simplicity, we just consider real-valued observations, which means that the observations ( ) that we consider are the real part of the ( ) satisfying model (2) .
The first step consists of proving the consistency of defined in (11) . For this, we need to use the following Lemma, which comes from the fact that is periodic of frequency and not or any multiple of . The previous Lemma implies that . This statement would naturally be satisfied if was a trigonometric polynomial of degree . We also need to prove that the random part of tends to zero in probability with a precise rate.
For every and for every , let and where is defined in the Appendix by Indeed, since the ( ) are real, defined in (7) can be rewritten as follows:
Therefore, taking the definition of given in (7) or the one that we take in the Appendix does not change the definition of and, hence, of . We can consider as the "deterministic component" of and as the random fluctuations of . The following Lemma shows that the sequence ( ) is asymptotically negligible in probability.
Lemma 3: Under (S1) and A1)-(A3), for all and for all for some positive constants and , and . This result is a straightforward extension of Lemma 1 in [7] . With these statements, we prove that goes to zero when goes to infinity, and we can conclude that is consistent at some rate . Then, this rate can be improved by using an argument similar to the one used in [17] and becomes , where tends to 0 when becomes large. The last step consists of obtaining an asymptotic linearization of . It comes from a Taylor expansion of around . This linearization leads to the asymptotic normality of the estimator with the expected asymptotic variance , where is defined in Section II-B.
