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Abstract 
The power flow computing and optimal power flow computing are the most used tools within the power systems field. Matrices 
are very often used for these kinds of analyses. Usually, within the power systems field, sparse matrices are involved. In the case 
of large-scale power systems, these matrices have to be stored in the computer memory. It is very in efficient to store (if it 
is possible) the entire matrix, as it is, with all the 0 elements involved. Two drawbacks are highlighted: unproductive memory use 
and increased computing time. Thus, methods have to be developed to store only the non-zero elements, but also knowing all the 
real correspondences between the elements. Within the paper the authors are presenting, in a tutorial-manner, followed by 
examples, several self-developed methods have evolved to solve this problem. These methods are presented to the students, and 
they are asked to apply them to several cases studies. Their level of attention and concentration is then analyzed by the teacher. 
For the examples stage, within the teaching process, students are involved. In the following they are requested to solve different 
case studies in small teams. The overall results are analyzed. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Academic World Education and Research Center. 
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1. Introduction 
Generally speaking, complex and large-scale power systems are "ill-conditioned" systems, meaning that one 
system bus is directly connected only with few neighboring buses. In addition, the associated system matrices have a 
huge number of 0 elements. They are so-called sparse matrices. It is very inefficient to store (if it is possible) the 
entire matrix, as it is, with all the 0 elements involved. Thus, to reduce the necessary memory amount and the 
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computing time, special techniques for storing and processing these types of matrices are requested to be performed 
(Kilyeni, 2013; Thangaraj, 2008). 
Considering an n-dimension matrix, its sparse character is defined based on the density index: 
2 2
W W | Wd n n  (1) 
where: n - matrix order; W- number of non-zero elements. 
Let us consider a system matrix corresponding to 1000 bus power system (n = 1000). The following would be 
necessary: 5 x 2 x 1000 x 1000 | 108 bytes (5 bytes for a real value). This is a fruitless approach. Thus, the use of 
methods capable of processing the sparse matrices is recommended. 
The developed techniques for storing the sparse matrices are compared to each other based on two criteria: 
necessary memory and computing time. 
From the necessary memory point of view the memory reduction coefficient is defined as follows: 
 m MLK M  
% 100 m MLK M  (2) 
where: M – necessary memory for classic storing; ML – necessary memory for storing in the case of special 
methods' use. 
From the computing time point of view the following aspects are important: 
x computing time to solve the mathematical model is the same, no matter which technique is used for storing the 
sparse matrices. 
x comparison regarding the computing time is performed as follows: time for direct access to a matrix element, 
time for sequential access to the matrix elements (line, column), time for obtaining the sparse matrix from the 
auxiliary information. 
2.  Case study 
The 9 bus power system is considered (fig. 1). It has a number of 10 network elements (Kilyeni, 2014). Thus, n = 9 
and l = 10. Its associated system matrix is presented below (Kilyeni, Barbulescu, Simo, 2013). Only the imaginary 
part is presented. Fictive values have been used, based on the following principle: values of iii type are corresponding 
to the diagonal elements Yij , values of ij type are corresponding to the non-diagonal elements Yij . 
     
Fig. 1a-b. Power system one-line diagram and the system matrix 
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3. Techniques for sparse matrices' storing and processing 
3.1. Method 1 
This method is designed for unsymmetrical square matrices. Two one-dimensional arrays are used: 
x Y - stores the non-zero matrix elements. 
x O - stores the non-zero column indices of the matrix elements. 
The storing agreements are the following ones: 
x Y array contains the non-zero matrix elements based on the matrix lines: the 1st element is the diagonal one, 
followed by the non-diagonal ones. 
x O array contains the column indices for the Y array elements. For the diagonal elements the indices are 
indicated by a - sign and for the non-diagonal ones with + sign. 
 
Regarding the necessary memory the following aspects are highlighted (Kilyeni, 2014): 
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Regarding the computing time the following aspects are highlighted: 
x direct access to a diagonal element if difficult. To find Y33 , -3 element value has to be searched within the O 
array. O[5] = -3, thus Y33 = Y[5] = 333. 
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x direct access to a non-diagonal element if difficult. To find Y79 , -7 element value has to be searched within the 
O array. O[20] = -7, further, -(7+1) = -8, thus O[24] = -8. Between the elements O[20] and O[24-1] = O[23], 
the one that has 9 (column index) value has to be searched. It yields O[23] = 9, thus Y79 = Y23 = 79. 
3.2. Method 2 
This method is also designed for unsymmetrical square matrices. Two one-dimensional arrays are used: 
x Y - stores the non-zero matrix elements. 
x O - contains auxiliary information necessary to identify the matrix elements. 
The storing agreements are the following ones (Thangaraj, 2013): 
x for the Y array: 
 the first n diagonal elements of the sparse matrix. 
 the n+1 element is not used. 
 the following 2L element are non-diagonal elements of the sparse matrix, stored in line order. 
x for the O array: 
 for the 1st n elements: O[k], k = 1, 2, ..., n contains the 1st non-diagonal element of k-line in Y array. 
 n+1 element contains the element index of the 1st non-diagonal element of n+1-line (if it would exist). 
 the following 2xL elements (starting with the n+2 index): O[k], k = n+2, n+3, ... contain the column index 
for the non-diagonal element O[k]. 
 
Regarding the necessary memory the following aspects are highlighted: 
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The elements of the auxiliary array O and the second area of the Y array are obtained as follows: 
x non-diagonal elements of the 1st line are going to be placed within the Y array starting with the n + 2 = 11 
index, O[1] = 11. 
x non-diagonal elements of the 1st line are written: Y[11] = Y14 = 14, having the column index O[11] = 4. 
x non-diagonal elements of the 2nd line are going to be placed within the Y array starting with O[2] = 12. 
x non-diagonal elements of the 2nd line are written: Y[12] = Y26 = 26, having the column index O[12] = 6. 
x non-diagonal elements of the 3rd line are going to be placed within the Y array starting with O[2] = 13. 
x non-diagonal elements of the 3rd line are written: Y[13] = Y37 = 37, having the column index O[13] = 7 etc.. 
Regarding the computing time, the following aspects are highlighted: 
x access to the diagonal element is very simple: element Y[k], k = 1, 2, ..., n, represents the Ykk element. 
x access to the non-diagonal element is simpler than the previous method. To find the Y79 element it has to be 
searched within the O array between the elements O[7] = 24 and O[8]-1 = 26. That element has the 9 value. It 
is find O[26] = 9, leading to Y79 = Y[26] = 79. 
x sequential access to the matrix lines is very simple. Direct access to a specific matrix line is simpler than the 
previous method. 
x direct access to a specific column is difficult, the storing mechanism being oriented on matrix lines. 
3.3. Method 3 
This method is designed for symmetrical square matrices. Two one-dimensional arrays are used: 
 Y – stores the non-zero matrix elements only from the superior triangle. 
 O – contains auxiliary information necessary to identify the matrix elements. 
The storing agreements are the following ones: 
 for the Y array: 
 the first n diagonal elements of the sparse matrix. 
 the n+1 element is not used. 
 the following L element are non-diagonal elements from the superior triangle of the sparse matrix, stored in 
line order. 
x for the O array: 
 for the 1st n elements: O[k], k = 1, 2, ..., n contains the 1st non-diagonal element of k-line in Y array. 
 n+1 element contains the element index of the 1st non-diagonal element of n+1-line (if it existed). 
 the following L elements (starting with the n+2 index): O[k], k = n+2, n+3, ... contain the column index for 
the non-diagonal element O[k]. 
From the necessary memory point of view the following aspects are highlighted: 
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Regarding the computing time the following aspects are highlighted: 
x access to the diagonal element is very simple, as presented in method 2. 
x access to a non-diagonal element from the superior triangle of the matrix is very simple, as presented in 
method 2. 
x access to a non-diagonal element from the inferior triangle of the matrix is performed through its symmetrical 
element from the superior triangle. 
x sequential access to the elements of a specific line is complicated. As an example, let's try to identify the non-
diagonal elements of the 5th matrix line from the inferior triangle. The elements are sought within the O array 
starting with the element O[O[1]] = O[11] to the element O[O[5]-1] = O[16] and each element equal to 5 is 
sought. O[14] = 5 is identified. Y[14] value corresponds to the non-diagonal element Yij, where i = 5, and j 
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column is obtained based on the relation 14  [O[j]; O[j+1]-1], 14  [O[4]; O[5]-1], thus j = 4. This is the 
single element equal to 5, within the range investigated. 5th of the matrix has one single non-linear element 
within the inferior triangle. 
 
3.4. Method 4 
This method is also designed for symmetrical square matrices. Two one-dimensional arrays are used: 
x Y – stores the non-zero matrix elements (diagonal and non-diagonal ones) only from the superior triangle. 
x O – contains auxiliary information necessary to identify the matrix elements. 
The storing agreements are the following ones: 
x for the Y array: 
 the first n diagonal elements of the sparse matrix. 
 the n+1 element is not used. 
 the following L element are non-diagonal elements from the superior triangle of the sparse matrix, stored in 
line order. 
x for the O array: 
 for the 1st n elements: O[k], k = 1, 2, ..., n contains the 1st non-diagonal element of k-line in Y array. 
 n+1 element contains the element index of the 1st non-diagonal element of n+1-line (if it existed). 
 the following 2xL elements (starting with the n+2 index): O[k], k = n+2, n+3, ... contain the column index 
for the non-diagonal element O[k] corresponding to the matrix line order. 
 the following 2xL elements (starting with the 2xL+n+2 index) contain the position index of the non-
diagonal element value corresponding to the Y array. 
From the necessary memory point of view the following aspects are highlighted: 
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This is an intermediary situation between methods 2 and 3. 
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Regarding the computing time the following aspects are discussed: 
x access to the diagonal element is very simple, as presented at method 2. 
x access to a diagonal element is performed in the following manner: non-diagonal element Yij is obtained from 
the Y[m] element for which the column index O[k] = j, k  [O[i]; O[i+1]-1], where m = O[2xL+k]. As an 
example: to find Y79 matrix element it has to be searched within the O array between the elements O[7] = 24 
and O[8]-1 = 27-1 = 26 that element which is equal to 9. It is find O[26] = 9, it yields m = O[2 x 10 + 26] = 
O[46] = 19, which means Y79 = Y[19] = 79. 
x sequential access to a specific line has become as simple as presented in method 2. 
x direct access to a specific column is difficult, the storing mechanism being oriented on matrix lines. 
4. Conclusions 
Methods for storing and processing the elements of sparse matrices are very useful for use within the power-
engineering field. Within the applicative lectures the students had to apply all the presented methods to another case 
study. Once the application was finished the students were able to carry out a comparison between the presented 
methods. They highlighted the strengths and weaknesses of each method. 
Method 1 is a rudimentary method for sparse matrices' storing. The highlighted drawbacks have to be avoided. 
Method 2 is used within the power flow computing and optimal power flow computing software-tools developed 
by the authors.  
Method 3 is very useful from the necessary memory point of view. But, difficulties arise from the access point of 
view to the matrix elements. 
 Method 4 is largely used within the power flow computing and optimal power flow computing software-tools 
developed by the authors in the case of the symmetrical matrices involved.  
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