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In this paper, we generalize the complex shifted Laplacian preconditioner to the complex
shifted Laplacian-PML preconditioner for the Helmholtz equation with perfectly matched
layer (Helmholtz-PML equation). The Helmholtz-PML equation is discretized by an optimal
9-point difference scheme, and the preconditioned linear system is solved by the Krylov
subspace method, especially by the biconjugate gradient stabilized method (Bi-CGSTAB).
The spectral analysis of the linear system is given, and a new matrix-based interpolation
operator is proposed for the multigrid method, which is used to approximately invert
the preconditioner. The numerical experiments are presented to illustrate the eﬃciency of
the preconditioned Bi-CGSTAB method with the multigrid based on the new interpolation
operator, also, numerical results are given for comparing the performance of the new
interpolation operator with that of classic bilinear interpolation operator and the one
suggested in Erlangga et al. (2006) [10].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Helmholtz equation governs wave propagations and scattering phenomena arising in many areas, for example, in
aeronautics, marine technology, geophysics and optical problems.
To solve the Helmholtz equation, absorbing boundary conditions are often used to truncate the inﬁnite domain into a
ﬁnite domain. In this paper, the perfectly matched layer (PML, cf. [3,7,14]) is used to truncate the domain. The technique of
PML was proposed by Bérenger in 1994 [3]. It is an artiﬁcial absorbing boundary condition, which has the astonishing prop-
erty of generating almost no reﬂection at the interface between the interior medium and the artiﬁcial absorbing medium.
We call the Helmholtz equation with perfectly matched layer the Helmholtz-PML equation. To discretize the Helmholtz-PML
equation, difference methods are usually preferred because of their easy implementation and less computational complex-
ity. The rotated 9-point scheme is a popular method, which needs less grids per wavelength than the conventional 5-point
difference scheme while maintaining the comparable accuracy [17,25]. In [6] we analyze the defect of the rotated 9-point
ﬁnite difference scheme, and present an optimal 9-point ﬁnite difference scheme for the Helmholtz-PML equation. Based on
minimizing the numerical dispersion, we propose global and reﬁned choice strategies for choosing optimal parameters of
the difference scheme.
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Krylov subspace iterative methods, such as Bi-CGSTAB [13,29] and GMRES (the generalized minimal residual method) [21],
become good choices. However, these methods are not competitive without precondition, a good preconditioner should be
incorporated. This leads to the preconditioned Krylov subspace methods. It has been proved that Krylov subspace methods
such as Bi-CGSTAB and GMRES are particularly eﬃcient for systems with a Hermitian positive deﬁnite matrix, or more
generally, for systems with a coeﬃcient matrix which has a clustered spectrum away from the origin in the right half of
the complex plane. As we know, the matrix obtained from discretization of the Helmholtz operator is indeﬁnite, it has
a poor spectral distribution which is not beneﬁcial for the convergence of Krylov subspace method. Thus, it has to be
preconditioned appropriately.
Many authors contributed to the development of preconditioner for the Helmholtz equation. In [2] and [12], the pre-
conditioners were constructed based on the Laplacian. To make the preconditioner more eﬃcient, [19] used the Laplacian
perturbed by a real-valued linear term as a preconditioner. This kind of preconditioner is called the shifted Laplacian precon-
ditioner, which is easy to construct. [9] proposed the preconditioner by perturbing the Laplacian with a purely imaginary
linear term. The work was generalized in [10] by making use of a complex-valued linear term to perturb the Laplacian,
which leaded to a better preconditioner than by using a real-valued or a purely imaginary one. It can be considered as a
complex shifted Laplacian preconditioner. The complex shifted Laplacian preconditioner is more favorable for the conver-
gence of preconditioned Krylov subspace methods and attracts a lot of interest. The spectrum of the discrete Helmholtz
operator preconditioned with a shifted Laplacian was analyzed in [30]. A comparison was made between the multigrid
and incomplete LU shifted-Laplacian preconditioners in [11]. The complex shifted Laplacian preconditioner was extended
to a parallel case in [20]. In [28], the shifted Laplacian preconditioner was tested with a fourth-order discretization of
the Helmholtz operator. The positive stable preconditioner proposed in [35] is also based on a complex shifted Laplacian
preconditioner.
For the preconditioned Krylov subspace method, it is required to invert the preconditioner. In practice, it is not necessary
to obtain the exact inverse, and an approximate inverse is enough. Of course, the preconditioned Krylov subspace method
will gain a more satisfactory convergence when the inverse of the preconditioner is approached more exactly. We should
try to invert the preconditioner approximately at a lower cost. For this purpose, the multigrid method is a good choice [5,
32]. For multigrid, interpolation operator is a very important component, a good interpolation operator will improve the
robustness and eﬃciency of the multigrid method. The classic bilinear interpolation gives satisfactory convergence results for
constant coeﬃcients and mildly varying wavenumbers, but it is not robust enough for the case of highly variable coeﬃcients
and high wavenumbers. In [10], a multigrid method based on Zeeuw’s interpolation operator [8] was used to approximately
invert the preconditioner, and the interpolation operator showed a good performance.
In this paper, to solve the Helmholtz-PML equation, we generalize the complex shifted Laplacian preconditioner to the
complex shifted Laplacian-PML preconditioner. Since the spectrum governs the convergence of iterative methods, a spectral
analysis is important. We specially analyze the spectral distribution of the linear system discretized from the Helmholtz-
PML equation preconditioned with a complex shifted Laplacian-PML by an optimal 9-point difference scheme. A clustered
spectrum, which favors the convergence of Krylov subspace method, is presented. It is approximately moon-shaped, which
differs from the curved spectrum in [10]. We illustrate the approximately moon-shaped spectrum which is enclosed by
certain circle from the perspective of linear fractional map in complex variable function, which is also somewhat different
from the results in [10]. We also make a series of numerical experiments which help to prove numerically that there holds
the condition for the spectrum being enclosed by certain circle. After the spectral analysis, we propose a new matrix-based
multigrid according to [8,22]. The interpolation in [8] was specially proposed for the convection–diffusion problems, while
the one in [22] has complex coeﬃcients, which works poorly for our problems. In this paper, a new interpolation operator
is designed properly according to the situation we are considering. The new interpolation operator is contributed by a
nearly symmetric matrix, and it takes into account the inﬂuence of the Helmholtz zeroth-order term for the construction
of interpolation, which differs from the one in [10]. The corresponding multigrid is called a black-box multigrid as the
interpolation operator can be computed in a black-box way. Since the success of multigrid is determined by a perfect
interplay between smoothing and coarse-grid correction, we use a Local Fourier Analysis (LFA) tool [24,26,33,34] to see the
smoothing properties of the Jacobi smoother for PML and the coarse-grid correction process. For computation, we adopt
the Bi-CGSTAB, and use the black-box multigrid with newly proposed interpolation operator to invert the preconditioner
approximately. Numerical experiments are given to illustrate the eﬃciency of preconditioned Bi-CGSTAB with black-box
multigrid. In the experiments, the wavenumber value ranges from constant to greatly varying ones (the salt dome model).
For the case of constant wavenumber, the value of dimensionless wavenumber [16] is as large as 900. The numerical
experiments illustrate the robustness and eﬃciency of the preconditioned Bi-CGSTAB with the multigrid based on new
interpolation operator, and it is more pronounced for greatly varying wavenumbers and large constant wavenumbers. We
also have compared the performance of the new interpolation operator with the classic bilinear interpolation operator and
the one proposed in [10]. The numerical results show that the newly proposed interpolation operator outperforms both the
classic bilinear interpolation operator and the one suggested in [10].
This paper is organized as follows. In Section 2, the complex shifted Laplacian preconditioner for Helmholtz-PML equa-
tion will be discussed ﬁrstly, then a spectral analysis is presented for the discrete Helmholtz-PML operator preconditioned
with a complex shifted Laplacian-PML. In Section 3, we propose a new interpolation operator for the black-box multigrid,
and describe the preconditioned Bi-CGSTAB method with the black-box multigrid. In Section 4, numerical experiments are
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presented to conﬁrm the eﬃciency of the preconditioned Bi-CGSTAB. The ﬁrst example is about the constant wavenumbers,
whereas the last two correspond to the varying wavenumbers. Finally, in Section 5, some conclusions are drawn.
2. Spectral analysis for the discrete Helmholtz-PML operator preconditioned with a complex shifted Laplacian-PML
In this section we develop the complex shifted Laplacian-PML preconditioner for the Helmholtz-PML equation, and ana-
lyze the spectral distribution of the discrete preconditioned Helmholtz-PML operator.
2.1. A complex shifted Laplacian-PML preconditioner
Consider the Helmholtz equation for wave problems
A u := −u − (1− αi)k2u = g in R2, (2.1)
where  := ∂2
∂x2
+ ∂2
∂ y2
is the Laplacian, i := √−1 is the imaginary unit, α is the real number indicating the damping in
the medium, k is the wavenumber deﬁned as k := 2π f /v with f indicating the frequency and v indicating the speed,
g represents the source term, and u usually represents a pressure ﬁeld which is the unknown to be determined. The
wavenumber k is a constant for the homogeneous medium, and varies for the heterogeneous medium. In geophysical appli-
cation, 0 α  1, and can be set up to 5% (i.e.,α = 0.05).
We apply PML technique to truncate the inﬁnite domain of Eq. (2.1) into a bounded domain, and achieve the Helmholtz-
PML equation (cf. [23])
Au := − ∂
∂x
(
ey
ex
∂u
∂x
)
− ∂
∂ y
(
ex
ey
∂u
∂ y
)
− (1− αi)exeyk2u = g (2.2)
or its simpliﬁed form (cf. [27])
− 1
e2x
∂2u
∂x2
− 1
e2y
∂2u
∂ y2
− (1− αi)k2u = g, (2.3)
where ex := 1− i σxω and ey := 1− i σyω , in which ω := 2π f is the angular frequency, σx is a function only of x deﬁned as
σx :=
{
2πa0 f0(
lx
LPML
)2, inside PML,
0, outside PML,
(2.4)
and σy is deﬁned similarly. Here, f0 is the dominant frequency of the source, LPML is the thickness of PML, lx is the
distance from interface between the interior region and PML region, and a0 is a constant. We shall choose a0 = 1.79 in
our computation according to [23]. The wavelength is deﬁned by ι := v/ f , the number of wavelengths in a square domain
of size H equals H/ι. The dimensionless wavenumber is 2π f H/v . In the remaining of the text, the wavenumber refers to
dimensionless wavenumber, which is also denoted by k. The thickness of PML is chosen to be a half-wavelength or so, and
the reﬂection will be tiny in practice. For a rectangular domain, its PML can be constructed as Fig. 1. The domain Ω0 is the
interested domain, while Ω1, Ω2, Ω3 are the domains of PML. There holds that σx ≡ σy ≡ 0 in Ω0, σx ≡ 0 in Ω1 and σy ≡ 0
in Ω2. In the corner domain Ω3, σx = 0, σy = 0.
Applying a difference scheme to discretize (2.2), we obtain a linear system of the form
Au= g, (2.5)
where A ∈ CN×N , u,g ∈ CN , C is the complex number set and N is the number of unknowns. The matrix A has the form
A := L− z1D, (2.6)
Z. Chen et al. / J. Math. Anal. Appl. 383 (2011) 522–540 525where z1 := 1−αi and, L, D are discretizations of the Laplacian-PML − ∂∂x ( eyex ∂∂x )− ∂∂ y ( exey ∂∂ y ) and the operator corresponding
to the zeroth-order term exeyk2, respectively. Moreover, A has complex entries, and is sparse, diagonal-distributional and
nearly symmetric.
To make the Krylov subspace method competitive for solving the linear system (2.5), it is often preferable to solve the
preconditioned linear system
M−1Au=M−1g, (2.7)
or
AM−1v= g, v=Mu, (2.8)
where M, called the preconditioner, is a non-singular matrix. The choice of the preconditioner M is important in actual
implementations. A good preconditioner is usually chosen such that the coeﬃcient matrix of preconditioned system has a
favorable spectral distribution so that the condition number is lower and the iterative method has a fast convergence. An
eﬃcient preconditioner should also be cheap to construct and make the preconditioned system easy to be solved [4].
For the Helmholtz equation (2.1), some preconditioners are based on the operator
M := − − (β1 − β2i)k2. (2.9)
For (β1, β2) = (0,0), it is the Laplacian preconditioner presented in [12]. Preconditioners proposed in [19] and [9] corre-
spond to (β1, β2) = (−1,0) and (β1, β2) = (0,1) respectively. For β1 > 0 and β2 > 0, it is the complex shifted Laplacian
preconditioner studied in [10]. The complex shifted Laplacian preconditioner is an improved preconditioner, which is more
favorable for the convergence of preconditioned Krylov subspace methods. It is easy to observe that the operator M just
differs from A a little, and M = A if β1 = 1 and β2 = α. As is known, the multigrid method for the discrete Helmholtz
equation diverges with increasing wavenumbers. However, the multigrid method for the linear system stemming from M
shall converge for certain choice of β1 and β2, especially β2 (see [18]). Generally, β1 is chosen to be one. However, the
value of β2 has to be chosen properly in order to achieve a faster convergence for preconditioned Krylov subspace methods.
It should be neither too large nor too small, otherwise, it will weaken the eﬃciency of preconditioned Krylov subspace
methods. In [10], the authors suggested that the value of β2 could be chosen by experience according to the relaxation
factor of pointwise Jacobi iteration. (β1, β2) = (1,1) was considered to be a basic parameter choice, and (β1, β2) = (1,0.5),
(β1, β2) = (1,0.3) were two more advanced parameter choices.
In this paper, for the Helmholtz-PML equation (2.2), the preconditioner we consider is based on the operator
M := − ∂
∂x
(
ey
ex
∂u
∂x
)
− ∂
∂ y
(
ex
ey
∂u
∂ y
)
− (β1 − β2i)exeyk2. (2.10)
If β1, β2 > 0, we name the operator (2.10) as the complex shifted Laplacian-PML preconditioner. As can be seen, when ex =
ey = 1, (2.10) is equivalent to operator (2.9). The complex shifted Laplacian-PML preconditioner will also give a clustered
spectrum, which is shaped approximately like a moon, while the complex shifted Laplacian preconditioner in [10] gives
a clustered spectrum, which is a curved shape. In practice, we choose β1 = 1 in (2.10). As to the choice of β2, a test is
done, and a table is given in Section 4.1, which shows the effect of different parameter choices on the convergence of
the multigrid method and the Bi-CGSTAB method. Combining numerical experiments shown in Table 4 and the suggestion
in [10], we choose (β1, β2) = (1,0.5) as a basic parameter choice.
Now, we use operator (2.10) to precondition the Helmholtz-PML equation (2.2). The preconditioned equation in the
operator form can be written as
AM−1v = g, v = Mu. (2.11)
Applying the same difference scheme to discretize M, we obtain the preconditioner M and preconditioned system
AM−1v= g, v=Mu, (2.12)
where
M := L− z2D, z2 := β1 − β2i. (2.13)
As can be seen, M can be constructed easily.
2.2. Spectral analysis of the discrete preconditioned Helmholtz-PML operator
We now study the spectral distribution of the discrete preconditioned Helmholtz-PML operator. Similar analysis was
given by [30] for the discrete Helmholtz operator, with the homogeneous Neumann condition, homogeneous Dirichlet con-
dition and Sommerfeld condition, preconditioned with a shifted Laplacian.
We start with the concept of generalized eigenvalues. For any matrices A,B ∈ CN×N the (generalized) eigenvalues of A
with respect to B are the roots of the equation det(A− λB) = 0. The set of all eigenvalues of A with respect to B is denoted
by σ(A,B), which is called the spectrum of A with respect to B. If λ ∈ σ(A,B) and x ∈ CN satisfy
Ax= λBx, x = 0
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σ(A, I). It is clear that σ(AM−1) = σ(M−1A) = σ(A,M) if M ∈ CN×N is nonsingular.
We introduce a useful lemma for our spectral analysis, which is a slight generalization of the similar result described
in [30] with a different presentation.
Lemma 2.1. Let L,D ∈ CN×N , A := L − z1D and M := L − z2D with z1, z2 ∈ C. If D and M are nonsingular, μ ∈ C and λ := μ−z1μ−z2
with μ = z2 then λ ∈ σ(A,M) if and only if μ ∈ σ(L,D), andM−1A, D−1L share the same eigenvectors.
Proof. If μ ∈ σ(L,D) then we have x = 0 such that
Lx= μDx,
which leads to that
Ax= (L− z1D)x= (μ − z1)Dx,
and
Mx= (L− z2D)x= (μ − z2)Dx.
Therefore,
Ax= μ − z1
μ − z2Mx= λMx,
which means λ ∈ σ(A,M). Conversely, if λ ∈ σ(A,M), then we have x = 0 such that
Ax= λMx,
that is,
(L− z1D)x= μ − z1
μ − z2 (L− z2D)x.
A simple computation yields
Lx= μDx.
This means μ ∈ σ(L,D) and completes the proof. 
According to Lemma 2.1, in order to locate the eigenvalues λ of the discrete preconditioned Helmholtz-PML operator
AM−1, we have to learn about the location of eigenvalues μ for D−1L. Noting that the mapping λ :C → C deﬁned by
λ = λ(μ) := μ − z1
μ − z2 (2.14)
is a linear fractional map on the extended complex plane, and relevant to this we have the following lemma. For the
description, we denote the real and imaginary parts of μ by Re(μ) and Im(μ) respectively.
Lemma 2.2. The linear fractional mapping λ :C → C deﬁned by (2.14) maps the real axis (i.e., μ − μ¯ = 0) to the circle with center
c := z1−z¯2z2−z¯2 and radius R := |
z2−z1
z2−z¯2 |, denoted by O (c, R). Moreover, λ(μ) with Im(μ) = 0 is on O (c, R), λ(μ) with Im(μ) > 0 is
inside O (c, R), and λ(μ) with Im(μ) < 0 is outside O (c, R).
Proof. In the complex plane C = {μ: μ = x+ yi, x, y ∈ R}, a circle can be represented by
A
(
x2 + y2)+ Bx+ C y + D = 0 (2.15)
with parameters A, B,C, D ∈ R satisfying B2 + C2 > 4AD . The center of this circle is ( B2A , C2A ) and the radius is R :=√
B2+C2−4AD
2A . Noting that
x = μ + μ¯
2
, y = μ − μ¯
2i
, x2 + y2 = μμ¯,
(2.15) can be rewritten as
Aμμ¯ + Eμ¯ + E¯μ + D = 0 (2.16)
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with E := 12 (B + Ci), |E|2 > AD . The center and the radius can be represented by c= − EA and R =
√
|E|2−AD
A respectively.
When A = 0, (2.16) represents a straight line which can be considered as the circle with R = ∞. The real axis is represented
by
μ − μ¯ = 0. (2.17)
From (2.14), we have
μ = z2λ − z1
λ − 1 , μ¯ =
z¯2λ¯ − z¯1
λ¯ − 1 . (2.18)
Substitution of (2.18) into (2.17) yields
A′λλ¯ + E ′λ¯ + E¯ ′λ + D ′ = 0, (2.19)
where A′ := (z2 − z¯2)i, E ′ := (z¯2 − z1)i and D ′ := (z¯2 − z¯1)i. Thus, (2.19) represents a circle, denoted by O (c, R), with the
center c := − E ′A′ = z1−z¯2z2−z¯2 and the radius R :=
√
|E ′ |2−A′D ′
A′ = | z2−z1z2−z¯2 |. This means that μ with Im(u) = 0 is mapped into the
circle O (c, R). It can be easily seen that μ with Im(u) > 0 is mapped inside O (c, R), and μ with Im(u) < 0 is mapped
outside O (c, R). 
With the help of Lemma 2.2 we have the following proposition.
Proposition 2.3. Let the linear fractional mapping λ :C → C be deﬁned by (2.14) with z1 := 1 − αi, z2 := 1 − βi and β > α  0.
Then the real axis (i.e., μ − μ¯ = 0) is mapped to the circle O (c, R) with c := β+α2β and R := β−α2β , the upper half-plane is mapped
inside O (c, R), and the lower half-plane is mapped outside of O (c, R). Let l := infμ∈O (c,R) |μ| being the distance between the origin
and O (c, R), then we have l = α
β
.
Proof. The results of this proposition follow from Lemma 2.2 with z1 := 1− αi and z2 := 1− βi. 
Fig. 2 presents the linear fractional map (2.14) with α = 0.05, β1 = 1 and β2 = β = 0.5. In Fig. 2(a), the extended complex
plane C is divided into three parts: the upper half-plane (the shadow region, denoted by Ω+), the real axis (red line), and
the lower half-plane (Ω−). It is observed that the real axis is mapped to the circle with center c = 0.55, R = 0.45, and
Ω+ , Ω− are mapped inside and outside of the circle respectively. Moreover, the points μ0 = 1 + βi, μ1 = ∞, μ2 = 1 − β ,
μ3 = 1, μ4 = 1+β in Fig. 2(a) are mapped to λ0 = C= β+α2β , λ1 = 1, λ2 = β+α2β + β−α2β i, λ3 = αβ , λ4 = β+α2β − β−α2β i in Fig. 2(b),
respectively.
For any matrix E, we denote Re(E) and Im(E) the real and imaginary parts of E respectively. When E is real, we denote
μ(E)min and μ(E)max the smallest and the largest eigenvalues of E respectively. To provide the following lemma, we recall
the Bendixon theorem (cf. [15]) that for any matrix E,
μ
(
Re(E)
)
min  Re
(
μ(E)
)
μ
(
Re(E)
)
max,
and
μ
(
Im(E)
)
min  Im
(
μ(E)
)
μ
(
Im(E)
)
max. (2.20)
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deﬁnite, then the eigenvalues μ ∈ σ(L,D) have a nonnegative imaginary part, that is, Im(μ) 0.
Proof. It follows from μ ∈ σ(L,D) that there exists x = 0 such that
Lx= μDx.
Since D is real symmetric positive deﬁnite, there is a nonsingular real symmetric matrix U such that D= U2. Therefore, we
have that
U−1LU−1y= μy, (2.21)
where y= Ux = 0. Using (2.20) with E= U−1LU−1, and noting that Im(E) is symmetric positive semideﬁnite, we conclude
Im
(
μ(E)
)
μ
(
Im(E)
)
min > 0.
This completes the proof. 
The following proposition follows immediately from Proposition 2.3 and Lemma 2.4.
Proposition 2.5. Suppose that L is complex symmetric matrix, its imaginary part Im(L) is positive semideﬁnite, and D is a symmetric
positive deﬁnite matrix. If z1 := 1− αi and z2 := 1− βi with β > α  0, then the eigenvalues λ ∈ σ(A,M) are enclosed by the circle
O ( β+α2β ,
β−αi
2β ).
In Proposition 2.5, we obtain that λ ∈ σ(A,M) are enclosed by some circle under certain conditions from the perspective
of linear fractional map in complex variable function, which is somewhat different from the results in [30].
We now turn our attention to the discrete Helmholtz-PML operator. We discretize Eq. (2.2) by using an optimal 9-point
difference scheme proposed in [6].
In [6], we had investigated the rotated 9-point ﬁnite difference scheme and showed that it was not pointwise consistent
with the Helmholtz-PML equation. Then, we presented an optimal 9-point difference scheme, which was consistent with
the Helmholtz-PML equation, and also a second-order scheme. We then proposed global and reﬁned choice strategies for
choosing optimal parameters of the 9-point ﬁnite difference scheme based on minimizing the numerical dispersion. Com-
pared with the rotated 9-point ﬁnite difference scheme (cf. [17]), the optimal 9-point ﬁnite difference method proposed
in [6] behaves much better with respect to k. In [6], we consider a problem which was used for measuring the eﬃciency of
numerical methods in [1], and numerical results illustrate the improvement of the accuracy and the reduction of the numer-
ical dispersion. Especially for large wavenumbers, the improvement is more pronounced. In some sense, the new optimal
9-point ﬁnite-difference stencil suppresses the “pollution effect” of large wavenumbers. The largest wavenumber considered
in [6] is k = 500.
The stencil notation at (xm, yn) is denoted by[b7 b8 b9
b4 b5 b6
b1 b2 b3
]
, (2.22)
where the entries are given by
b1 := 1− b
2h2
(Am− 12 ,n−1 + Bm−1,n− 12 ) +
e
4
k2Cm−1,n−1,
b2 := −1− b
2h2
(Am+ 12 ,n−1 + Am− 12 ,n−1) +
b
h2
Bm,n− 12 +
d
4
k2Cm,n−1,
b3 := 1− b
2h2
(Am+ 12 ,n−1 + Bm+1,n− 12 ) +
e
4
k2Cm+1,n−1,
b4 := −1− b
2h2
(Bm−1,n+ 12 + Bm−1,n− 12 ) +
b
h2
Am− 12 ,n +
d
4
k2Cm−1,n,
b5 := − b
h2
(Am+ 12 ,n + Am− 12 ,n + Bm,n+ 12 + Bm,n− 12 ) + (1− d − e)k
2Cm,n,
b6 := −1− b
2h2
(Bm+1,n+ 12 + Bm+1,n− 12 ) +
b
h2
Am+ 12 ,n +
d
4
k2Cm+1,n,
b7 := 1− b
2h2
(Am− 12 ,n+1 + Bm−1,n+ 12 ) +
e
4
k2Cm−1,n+1,
b8 := −1− b
2h2
(Am+ 12 ,n+1 + Am− 12 ,n+1) +
b
h2
Bm,n+ 12 +
d
4
k2Cm,n+1,
b9 := 1− b2 (Am+ 1 ,n+1 + Bm+1,n+ 1 ) +
e
k2Cm+1,n+1,2h 2 2 4
Z. Chen et al. / J. Math. Anal. Appl. 383 (2011) 522–540 529in which h is the discretization step, b,d, e ∈ R are parameters optimized by global and reﬁned choice strategies based on
minimizing the numerical dispersion (see [6]), and Am+ i2 ,n+ j2 , Bm+ i2 ,n+ j2 and Cm,n are deﬁned as
Am+ i2 ,n+ j2 := A
(
x0 +
(
m − 1+ i
2
)
h, y0 +
(
n − 1+ j
2
)
h
)
,
Bm+ i2 ,n+ j2 := B
(
x0 +
(
m − 1+ i
2
)
h, y0 +
(
n − 1+ j
2
)
h
)
,
Cm,n := C
(
x0 + (m − 1)h, y0 + (n − 1)h
)
for i, j ∈ Z3 := {−2,−1,0,1,2}, with
A := ey
ex
, B := ex
ey
, and C := exey .
The discrete Helmholtz-PML operator obtained by the difference scheme does not satisfy the conditions of Proposition 2.5
due to the PML. In fact, L is a nearly symmetric matrix, Re(L), Im(L) are nearly positive semideﬁnite matrices, and D can
be symmetric positive deﬁnite when a proper optimized coeﬃcients are used. Therefore, we cannot directly obtain that the
eigenvalues λ ∈ σ(A,M) are enclosed by certain circle, but we may expect that the eigenvalues are approximately enclosed
by the circle O ( β+α2β ,
β−α
2β ) since the effect of the PML on the whole symmetry is slight. To see this, we deﬁne a symmetric
matrix
L˜ := F+ (G+H)i,
where F := (Re(L) + Re(L)T )/2, G := [gij]N×N = (Im(L) + Im(L)T )/2, and H is a diagonal matrix deﬁned as
H := diag{h1, . . . ,hN}, with hi :=
∣∣∣∣min
{
gii −
∑
j =i
|gij|,0
}∣∣∣∣, i = 1, . . . ,N.
Let A˜ := L˜− z1D and M˜ := L˜− z2D with z1 := 1 − αi and z2 := 1 − βi. It is clear that L˜ satisﬁes the conditions of Proposi-
tion 2.5, and
‖A− A˜‖ = ‖M− M˜‖ = ‖L− L˜‖ =
∥∥∥∥12
(
L− LT )−Hi∥∥∥∥ 12
∥∥(L− LT )∥∥+ ‖H‖.
According to Lemma 2.4 and Proposition 2.5, μ˜ ∈ σ(L˜,D) have a nonnegative imaginary part, and λ˜ ∈ σ(A˜, M˜) are enclosed
by the circle O ( β+α2β ,
β−α
2β ). When the PML is not too thick, the error ‖L − L˜‖ is small, so that L can be considered as a
small perturbation of L˜. However, even though the perturbation is small, nothing can be said theoretically about how the
spectrum will be under such a perturbation. We shall rely on some numerical observation.
Fig. 3 shows the spectral distribution of matrices A˜, D−1L˜, M˜−1A˜, and their perturbations A, D−1L, M−1A when h =
1/128, k = 100, z1 = 1 and z2 = 1 − 0.5i. The thickness of the PML is 10, that is, the PML possesses 10 gridpoints in each
direction. In this case, we have ‖L− LT ‖ 0.0042,‖G‖ 0.0037, ‖A− A˜‖ 0.0058, where ‖ · ‖ refers to the Euclidean norm
‖ · ‖2. Fig. 3(a) is the original spectrum for A˜, which is scattered over both the left and right half-planes. It can be seen that
the real part of the spectrum includes a part of the negative real axis with large values. However, after preconditioning,
a clustered spectrum, approximately moon-shaped, is observed in Fig. 3(c), and all of the eigenvalues move to the right
half-plane. Moreover, we ﬁnd that the eigenvalues after preconditioning are located on or inside the circle (plotted with
red) with center c = (0.5,0) and radius R = 0.5, which is coincident with Proposition 2.5. This is guaranteed by the fact
that σ(L˜,D) have a nonnegative imaginary part, which is presented in Fig. 3(b). Fig. 3(d), (e) and (f) are the spectrum for
A, D−1L and M−1A, which are the corresponding perturbation for (a), (b) and (c) respectively. We can see that σ(A,M) in
Fig. 3(f) has the similar distribution with σ(A˜, M˜) in (c), and it is still enclosed by the same circle (plotted with red). Fig. 4
shows the corresponding spectrum with h, k, z2 the same as Fig. 3, but z1 = 1− 0.05i, namely, with 5% damping in (2.3). It
is observed that σ(A˜, M˜) and its perturbation σ(A,M) are enclosed by the same circle with center c= (0.55,0) and radius
R = 0.45. The circle is far away from the origin with a smaller radius due to α = 0.05 > 0 according to Proposition 2.5.
It is commonly accepted that the Krylov subspace method would converge faster if the coeﬃcient matrix has a more
clustered spectrum away from the origin towards the right half-plane. The distribution of eigenvalues in Fig. 3(a), (d) and
Fig. 4(a), (d) are not favorable for the Krylov subspace methods, and results in a very slow convergence or divergence.
However, from Fig. 3(c), (f) and Fig. 4(c), (f), we can expect a faster convergence of Krylov subspace methods for the
preconditioned systems. Fig. 4(c), (f) also indicates that the convergence of the Krylov subspace methods for the case with
some damping will be faster than for the case without damping, since the spectrum of the damped ones move away farther
from the origin than that of the undamped ones.
We estimate the location of σ(A,M) by considering it as a perturbation of σ(A˜, M˜) which is enclosed by a circle ac-
cording to Proposition 2.5. Actually, Proposition 2.3 implies that λ = λ(μ) ∈ σ(A,M) would be enclosed by some circle if
μ ∈ σ(L,D) has a nonnegative imaginary part. A series of numerical experiments show that we have Im(μ) 0 indeed.
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(f) M−1A. (For interpretation of colors in this ﬁgure, the reader is referred to the web version of this article.)
In Tables 1, 2 and 3, the minimums of the imaginary parts of σ(L) and σ(L,D) are presented with different wavenumbers
k and different steps h. In the experiments, we choose the domain size H = 1, kh  π4 for 8 points per wavelength, and
denote
e1 = min
{
Im(μ): μ ∈ σ(L)}, e2 = min{Im(μ): μ ∈ σ(L,D)}.
Tables 1, 2 and 3 correspond to z1 = 1, z1 = 1 − 0.01i, and z1 = 1 − 0.05i respectively. Due to the memory limitation, the
largest wavenumber in the experiments is k = 120, and the corresponding matrix size is 154×154 = 23716. As can be seen
from Tables 1, 2 and 3, all the minimums of imaginary parts of σ(L) and σ(L,D) are positive for different k and h. Thus we
can conclude that μ ∈ σ(L,D) have a nonnegative imaginary part such that λ ∈ σ(A,M) are enclosed by the circle described
in Propositions 2.3 and 2.5.
3. Preconditioned Bi-CGSTAB method with black-box multigrid
In this section, we present our algorithm for solving the Helmholtz-PML equation. The equation is preconditioned with
a complex shifted Laplacian-PML and discretized by an optimal 9-point difference scheme as described in the last section.
We shall combine the Bi-CGSTAB method (cf. [9]) and the black-box multigrid with a new interpolation operator to solve
the resulting linear system (2.12).
First, we introduce the preconditioned Bi-CGSTAB algorithm for solving Au= g with preconditioner M.
Algorithm 3.1 (Preconditioned Bi-CGSTAB method).
1 i ← 0.
2 r˜← 0.
3 u(i) ← 0.
4 r(i) ← g− Au(i) .
5 While ‖r
(i)‖
‖r(0)‖ >  (Tolerance)
6 i ← i + 1.
7 ρi−1 ← r˜T r(i−1) .
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Table 1
The minimum of the imaginary part of σ(L), σ(L, D) for z1 = 1.
k 40 50 60 70 80 90 100 110 120
h 1/51 1/64 1/77 1/90 1/102 1/115 1/128 1/141 1/153
e1 8.07e−2 6.58e−2 5.55e−2 4.81e−2 4.36e−2 3.88e−2 1.16e−2 4.20e−3 1.68e−3
e2 1.26e−4 5.57e−5 2.75e−5 1.49e−5 8.93e−6 5.42e−6 2.97e−6 1.78e−6 8.92e−7
Table 2
The minimum of the imaginary part of σ(L), σ(L, D) for z1 = 1− 0.01i.
k 40 50 60 70 80 90 100 110 120
h 1/51 1/64 1/77 1/90 1/102 1/115 1/128 1/141 1/153
e1 1.53e−1 1.40e−1 1.01e−1 7.43e−2 5.87e−2 4.55e−2 2.48e−2 9.00e−3 3.47e−3
e2 1.27e−4 5.67e−5 2.79e−5 1.52e−5 9.17e−6 5.62e−6 3.00e−6 1.81e−6 9.01e−7
Table 3
The minimum of the imaginary part of σ(L), σ(L, D) for z1 = 1− 0.05i.
k 40 50 60 70 80 90 100 110 120
h 1/51 1/64 1/77 1/90 1/102 1/115 1/128 1/141 1/153
e1 2.07e−1 1.46e−1 1.06e−1 8.03e−2 6.51e−2 5.21e−2 2.57e−2 9.30e−3 3.57e−3
e2 1.29e−4 5.82e−5 2.95e−5 1.63e−5 1.02e−5 6.43e−6 3.18e−6 2.04e−6 9.10e−7
8 If ρi−1 == 0
9 The method fails.
10 Else
11 If i == 1
12 p(i) ← r(i−1) .
13 Else
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αi−1
ωi−1 .
15 p(i) ← ri−1 + βi−1
(
p(i−1) − ωi−1v(i−1)
)
.
16 End If
17 End If
18 p˜←M−1p(i) .
19 v(i) ← Ap˜.
20 αi ← ρi−1r˜T v(i) .
21 s := r(i−1) − αiv(i) .
22 s˜←M−1s.
23 t← As˜.
24 ωi ← tT stT t .
25 x(i) ← x(i−1) + αi p˜+ ωi s˜.
26 r(i) ← s− ωit.
27 End While
In Steps 18 and 22, M is the discrete form of complex shifted Laplacian-PML preconditioner M, and it should be
approximately inverted. Because computing M−1 is expensive, in order to avoid inverting M directly, it is chosen to solve
two additional linear systems Mp˜= p(i) and Ms˜= s. In practice, these two linear systems do not have to be solved exactly,
and an approximate solution will be enough. Of course, the preconditioning will be more eﬃcient when the approximate
solution is more exact. The multigrid method is employed to solve these additional linear systems in order to obtain a good
approximate solution at a lower cost. Thus, the preconditioned Bi-CGSTAB algorithm takes Bi-CGSTAB method as an outer
iteration and the multigrid method as an inner iteration. For convenience, we identify additional linear systems Mp˜ = p(i)
and Ms˜= s with Mu= f. Now, we consider to solve the linear system Mu= f with the multigrid method. For the multigrid,
we have two basic cycles, one is the V-cycle and the other is W-cycle. We refer to a V-cycle with ν1 relaxation sweeps
before the correction step and ν2 relaxation sweeps after the correction step as a V(ν1, ν2)-cycle, with a similar notation
for W-cycle. The performance of V-cycle is generally poor while that of the W-cycle is too expensive. In practice, we use the
full multigrid V-cycle (FMG), which possesses both the robustness of the W-cycle and the eﬃciency of the V-cycle. Similar
to V(ν1, ν2), we have FMG(ν1, ν2).
As is known, multigrid methods degrade and diverge with increasing wavenumber k when solving the linear system
stemming from the Helmholtz equation without any damping. However, an interesting observation is that the multigrid
method converges satisfactorily for certain choices of β1 and β2 (see [18]). That is, it may be divergent for solving Mu = f
with the multigrid method when (β1, β2) = (1,0) in (2.10), while it is convergent when β1, β2 are properly chosen, espe-
cially β2. Combining the suggestion in [10], we give the choice of β2 in Section 4.1. In practice, FMG(2,2) is chosen, the
pointwise Jacobi relaxation with underrelaxation (ω-JAC) is used as a smoother, which is easy to parallel, and the coarse grid
operators M2h,M4h, . . . are obtained by Galerkin principle. The advantage of the Galerkin coarse grid discretization is that
the boundary conditions for coarse grid discretization do not need to be taken into consideration. For restriction operator,
we choose full weighting operator instead of the transposition of the interpolation operator, which is commonly used but
not absolutely necessary [10]. In fact, the full weighting operator performs much better for our problems. As for interpo-
lation operator, the classic bilinear interpolation gives satisfactory convergence for constant coeﬃcients and mildly varying
wavenumbers, but for large wavenumbers and strongly varying coeﬃcients, it is not robust enough. Here, we consider a
matrix-based interpolation [8,22], which is constructed from the difference stencil, namely, according to the information
stored in the coeﬃcient matrix. As the interpolation operator can be computed in a black-box way, the corresponding
multigrid is called the black-box multigrid. This kind of multigrid method is suitable for the uniform grid with difference
scheme, and the problem we consider in this paper is in agreement with the situation.
In Fig. 5(a), the numbering in a difference stencil is presented. Fig. 5(b) shows one coarse and four ﬁne grid cells with
capital letters indicating coarse grid points and small letters indicating ﬁne grid points. The ﬁne grid denoted by Ωh is split
into four disjunct sub-grids Ωh,(0,0) , Ωh,(1,0) , Ωh,(0,1) , Ωh,(1,1) . Ωh,(0,0) consists of the ﬁne grid points which are also coarse
grid points. Ωh,(1,0) consists of the ﬁne grid points which are located between two coarse grid points in the horizontal.
Ωh,(0,1) consists of the ﬁne grid points which are located between two coarse grid points in the vertical, and the remaining
grid points are denoted by Ωh,(1,1) . For example, A, B,C, D ∈ Ωh,(0,0) , p, p∗ ∈ Ωh,(1,0) , q,q∗ ∈ Ωh,(0,1) , and r ∈ Ωh,(1,1) . The
symbols eh,eH represent the grid functions for ﬁne and coarse grids respectively. The corrections from coarse grids to ﬁne
grids are obtained by interpolation among the nearest coarse grid neighbors. For example, denote the interpolation weights
at p by WC (p),WD(p). Then, the correction for p is obtained by interpolation from C and D according to WC (p),WD(p).
In [8], Zeeuw proposed a matrix-based interpolation operator which leaded to an eﬃcient and robust black-box multigrid
method for the convection–diffusion equation. Based on the Zeeuw’s interpolation operator, many works obtained some
eﬃcient multigrid methods, such us in [31] for the diffusion equation and in [10] for the Helmholtz equation. In this text,
we shall propose a new interpolation operator based on the symmetric and anti-symmetric parts of the coeﬃcient matrix,
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which is similar to the case of [8]. However, the symmetric part is assumed to originate from the Laplacian and zeroth terms
and the anti-symmetric part is assumed to originate from the inﬂuence of PML, while the counterparts in [8] are considered
to originate from the diffusion and convection terms. When constructing interpolation weights for p and q, lumped stencils
are needed. For the symmetric part which is more important, the central element c in the stencil (Fig. 5(a)) is divided
between the horizontal and vertical lumped stencils according to the contribution from the relative diffusion in horizontal
and vertical directions respectively. For the anti-symmetric part, it is considered corresponding to the perturbation of the
Laplacian due to PML. With the above strategies, it might lead to an eﬃcient interpolation operator, especially for the case
of varying wavenumbers, and this is illustrated by numerical examples in Section 4.
Now, we describe our novel interpolation operator. Since M is near-symmetric, we split it into a symmetric and an
anti-symmetric parts. That is, let M=Ms +Mu with
Ms := 1
2
(
M+MT ), Mu := 1
2
(
M−MT ).
Let the stencil of M be
M∗ :=
[NW N NE
W C S
SW S SE
]
, (3.1)
and let the corresponding stencils of Ms and Mu be
M∗s :=
[NWs Ns NEs
Ws Cs Ss
SWs Ss S Es
]
and M∗u :=
[NWu Nu NEu
Wu Cu Su
SWu Su SEu
]
, (3.2)
respectively. Deﬁne |M∗s | := |NWs| + |Ns| + |NEs| + |Ws| + |Cs| + |Es| + |SWs| + |Ss| + |SEs|, and |M∗u | is similarly deﬁned.
Denote
δ := |M
∗
s |
|M∗s | + |M∗u| .
Now, we handle Ms and Mu respectively. First, we handle the stencil M∗s . Denote RS := NWs + Ns + NEs + Ws + Cs + Es +
SWs + Ss + SEs and C˜s := Cs − RS . It can be seen that the stencil⎡
⎣NWs Ns NEsWs C˜s Es
SWs Ss S E S
⎤
⎦ (3.3)
has no contribution from the Helmholtz zeroth-order term (1− αi)k2(x, y). Deﬁne θx and θy as
θx := Ws + Es
Ns + Ss + Ws + Es , θy :=
Ns + Ss
Ns + Ss + Ws + Es . (3.4)
Taking the Helmholtz zeroth-order term into account according to θx, θy , we obtain two lumped stencils both in the hori-
zontal and vertical directions as follows⎡
⎣ 0 0 0NWs + Ws + SWs Ns + C˜x + Ss NEs + Es + SEs
0 0 0
⎤
⎦ , (3.5)
⎡
⎣0 NWs + Ns + NEs 00 Ws + C˜ y + Es 0
⎤
⎦ , (3.6)0 SWs + Ss + SEs 0
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dw := max
(|SWu + Wu + NWu|, |SWu|, |Wu |, |NWu |),
de := max
(|SEu + Eu + NEu|, |SEu |, |Eu |, |NEu |),
dn := max
(|NWu + Nu + NEu|, |NWu |, |Nu |, |NEu |),
ds := max
(|SWu + Su + SEu|, |SWu |, |Su|, |SEu |).
Then, the matrix-based interpolations, which determine the ﬁne grid functions eh , are derived by the following algorithm.
Algorithm 3.2 (The construction of interpolation).
1. For ﬁne grid points A, B,C, D ∈ Ωh,(0,0) (see Fig. 5), set
eh(A) := e2h(A), eh(B) := e2h(B), eh(C) := e2h(C), eh(D) := e2h(D).
2. For ﬁne grid points p ∈ Ωh,(1,0) , set
WC (p) := δ
∣∣∣∣NWs + Ws + SWsNs + C˜x + Ss
∣∣∣∣+ (1− δ) dwdw + de ,
WD(p) := δ
∣∣∣∣NEs + Es + SEsNs + C˜x + S
∣∣∣∣+ (1− δ) dedw + de ,
and
eh(p) := WC (p) · e2h(C) + WD(p) · e2h(D).
3. For ﬁne grid points q ∈ Ωh,(0,1) , set
W A(q) := δ
∣∣∣∣NWs + Ns + NEsWs + C˜ y + Es
∣∣∣∣+ (1− δ) dndn + ds ,
WC (q) := δ
∣∣∣∣ SWs + Ss + SEsWs + C˜ y + Es
∣∣∣∣+ (1− δ) dsdn + ds ,
and
eh(q) := WA(q) · e2h(A) + WC (q) · e2h(C).
4. For ﬁne grid points r ∈ Ωh,(1,1) , set
W A(r) := −
(
SW + WA
(
p∗
)
S + WA(q)W
)
/C,
WB(r) := −
(
SE + WB
(
p∗
)
S + WB
(
q∗
)
E
)
/C,
WC (r) := −
(
NW + WC (p)N + WC (q)W
)
/C,
WD(r) := −
(
NE + WD(p)N + WD
(
q∗
)
E
)
/C,
and
eh(r) := WA(r) · e2h(A) + WB(r) · e2h(B) + WC (r) · e2h(C) + WD(r) · e2h(D).
We remark that the construction of the interpolation operator is based on the symmetric and anti-symmetric parts of M.
If M is symmetric, then δ = 1, and RS can be considered to be the discretization of the Helmholtz zeroth-order term.
For example, when M∗s is the classical 5-point stencil, that is, NW s = NEs = SW s = SEs = 0, Ns = Ws = Es = Ss = −1,
Cs = 4 − (1 − αi)k2(x, y), then RS = −(1 − αi)k2(x, y) and C˜s = 4. When constructing the horizontal lumped stencil (3.5)
and the vertical lumped stencil (3.6), RS is redistributed to both of them according to the coeﬃcients θx , θy . For the
Laplacian, with classical 5-point stencil on ﬁne gird without PML, the interpolation weights for p, q and r reduce to 1/2,
1/2, 1/4 respectively, which is just the bilinear interpolation. In this classical setting, the bilinear interpolation contributes
to an eﬃcient and robust multigrid, which is well known.
In Step 4 of Algorithm 3.2, WA(r),WB(r),WC (r),WD(r) are determined such that the corresponding component of
vector Meh at r is zero, which aims to prevent huge jumps of the norm of the residual after interpolation.
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Comparison for the different choice of β2 at k = 120, α = 0. ρ is the numerical multigrid convergence factor, N and t are the number of Bi-CGSTAB
iterations and CPU time (s).
(β1, β2) (1,0.3) (1,0.35) (1,0.4) (1,0.5) (1,0.7) (1,0.8) (1,1)
ρ 3.25 2.06 1.28 0.66 0.34 0.32 0.28
N – 33 25 28 33 36 43
t (s) – 13.1 10.0 11.5 13.0 14.0 16.2
Table 5
The smoothing factors and the multigrid convergence factors from LAF for (β1, β2) = (1,0.5), k = 120, α = 0 with ω-JAC (ω = 0.5) smoother and the new
interpolation operator.
(ν1, ν2) μ(Ω1) μ(Ω2) μ(Ω3) μ ρ2g ρ3g
(1,1) 0.8960 0.8851 0.8432 0.7432 0.7649 0.7876
(2,2) 0.8132 0.7996 0.7225 0.5684 0.5830 0.5921
4. Numerical experiments
In this section, numerical experiments are given to demonstrate the performance of the preconditioned Bi-CGSTAB
for solving the linear system (2.12) discretized from the Helmholtz-PML equation preconditioned with a complex shifted
Laplacian-PML by an optimal 9-point difference scheme. The experiments also show the eﬃciency of the black-box multi-
grid with the newly proposed interpolation operator. Full multigrid V-cycle (FMG), which possesses both the robustness of
the W-cycle and the eﬃciency of the V-cycle, is used, and FMG(2,2) is chosen. For the multigrid component, the ω-JAC
(ω = 0.5) method, the full weight restriction operator, the newly proposed interpolation operator and the Galerkin principle
are used.
4.1. The Helmholtz-PML equation with constant wavenumber
A computational domain Ω = (0,1) × (0,1) is considered, and a point source is located at the center of the domain.
Applying the optimal 9-point difference scheme with stencil (2.22) to the Helmholtz-PML equation (2.3) yields the linear
system (2.5). Then, we use the Bi-CGSTAB Algorithm 3.1 to solve the preconditioned linear system (2.12) with the complex
shifted Laplacian-PML preconditioner (2.13). The preconditioned Bi-CGSTAB iteration terminates if the Euclidean norm of the
relative residual error is reduced to the order of 10−6. A zero initial guess has been used, and all the tests are performed
on Intel(R) PC with 2.66 GHz and 4 Gb RAM.
We choose β1 = 1 in operator M. As to β2, it should be chosen properly in order to achieve a faster speed for precondi-
tioned Bi-CGSTAB. For smaller β2, it is diﬃcult to invert preconditioner M approximately with multigrid methods, and the
preconditioned Bi-CGSTAB method will be ineﬃcient. For larger β2, it is easy to invert preconditioner M approximately, but
the corresponding preconditioned system possesses an unfavorable spectral, which also weakens the eﬃciency. In Table 4,
some different β2 are evaluated for k = 120 and α = 0. The notation N represents the number of preconditioned Bi-CGSTAB
iterations, t denotes the CPU time in seconds, and ρ represents the numerical multigrid convergence factor for Mu = v,
which is deﬁned as
ρ := lim
n→∞
n
√
‖v−Mun‖
‖v−Mu0‖ ,
where n indicates the number of FMG(2,2) iteration, u0 is the initial guess, and un is the approximate solution at nth
step. It is observed that when β2 is small, such as β2 = 0.3, both the multigrid and preconditioned Bi-CGSTAB diverge, and
when β2  0.5 both the multigrid and preconditioned Bi-CGSTAB converge, and more iterations will be needed with the
increasing β2. An interesting observation is that the preconditioned Bi-CGSTAB still converges while the multigrid diverges
for β2 = 0.35 and β2 = 0.4. This is justiﬁed by the fact that though multigrid diverges, the effect of smoothing methods and
the coarse-grid correction are just eﬃcient in one FMG(2,2) iteration.
Fourier smoothing and two-grid analysis are two classical multigrid analysis tools [24,26], and a three-grid Fourier anal-
ysis was proposed in [33] to analyze the coarse-grid correction in some more detail. Since the success of multigrid is
determined by a perfect interplay between smoothing and coarse-grid correction, we use a Local Fourier Analysis (LFA) tool
to see the smoothing properties of the Jacobi smoother for PML and the coarse-grid correction process. General linear dis-
crete operators with constant coeﬃcients are considered in LFA. For discrete operators with nonconstant coeﬃcients, such
as the Helmholtz-PML equation, it can be replaced locally (by freezing the coeﬃcients) by an operator with constant coeﬃ-
cients. For the LFA software, we refer to [34]. In Table 5, the smoothing factors and the multigrid convergence factors from
LAF are presented for (β1, β2) = (1,0.5), k = 120, α = 0 with ω-JAC (ω = 0.5) smoother and the new interpolation operator.
μ(Ω1), μ(Ω2) and μ(Ω3) represent the smoothing factors from the analysis for the discrete Helmholtz-PML operator in
PML domains Ω1, Ω2 and Ω3 respectively. μ, ρ2g and ρ3g represent the smoothing factor, two- and three-grid convergence
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Fig. 7. (a) The real part of numerical solution at k = 60 with 5% damping (α = 0.05). (b) The real part of numerical solution at k = 120 with 5% damping
(α = 0.05).
factors from the analysis for the discrete Helmholtz-PML operator in interested domain Ω0. As can be seen, the smoothing
factors corresponding to the PML domain are larger than that corresponding to the interested domain. It is also observed
that there is a small difference between the two- and three-grid convergence factors, which indicates a favorable coarse
correction.
We choose (β1, β2) = (1,0.5) as a basic parameter for computation, which is a proper choice. The numerical solutions
corresponding to k = 60 and k = 120 are presented in Figs. 6 and 7, where there is no physical reﬂection at the boundaries
due to the PML.
Let G be the number of gridpoints per wavelength, and an accuracy requirement for second-order discretizations is that
kh  2π/G . We set G = 8, kh ≈ 2π/G = π/4, and Tables 6 and 7 show the number of preconditioned Bi-CGSTAB iterations
and CPU time (in parentheses) in seconds with and without damping for different wavenumbers, respectively. Table 6 is
for the low and moderate wavenumbers, and Table 7 is for the high wavenumbers. The largest wavenumber for test is
k = 900, and the number of unknowns (without PML) is 1147× 1147 = 1315609. (I), (II), (III) represent the preconditioned
BI-CGSTAB methods based on multigrid with bilinear interpolation operator, the interpolation operator suggested in [10],
and the new interpolation operator proposed in this paper respectively. As can be seen, the method (III) gains a faster con-
vergence than methods (I) and (II). For k = 900, without damping, it needs 313 iterations for (III), and the time-consuming
is 1013 s. It can also be seen that the convergence speed with some damping in the Helmholtz problem is considerably
faster than that without damping, which can be expected from the spectral distribution in Fig. 4(f). This indicates that the
damping will improve the property of Helmholtz equation. Some damping is signiﬁcant in the actual geophysics application.
Tables 6 and 7 present the convergence of the preconditioned BI-CGSTAB method for G = 8. We also present the con-
vergence of the preconditioned BI-CGSTAB method with the new interpolation operator for G = 6,7,9,10 in Table 8, where
some different wavenumbers are evaluated without damping. G = 6,7 correspond to the grid coarsening, and G = 9,10
correspond to grid reﬁnement. It is observed that when less gridpoints per wavelength are used, the less CPU time (in
Z. Chen et al. / J. Math. Anal. Appl. 383 (2011) 522–540 537Table 6
Number of Bi-CGSTAB iterations and CPU time in seconds (in parentheses) for low and moderate wavenumbers k with and without damping.
k = 50 k = 80 k = 120 k = 150 k = 240
Grid
65× 65 103× 103 154× 154 192× 192 307× 307
(I) α = 0.00 22 (0.34) 32 (1.00) 46 (2.99) 61 (5.89) 91 (22.7)
α = 0.01 20 (0.31) 26 (0.88) 35 (2.27) 46 (4.43) 67 (16.7)
(II) α = 0.00 19 (0.29) 26 (0.87) 40 (2.60) 54 (5.20) 81 (20.2)
α = 0.01 18 (0.28) 24 (0.81) 32 (2.08) 40 (3.85) 56 (14.0)
(III) α = 0.00 16 (0.25) 23 (0.78) 33 (2.14) 45 (4.34) 69 (17.1)
α = 0.01 15 (0.23) 22 (0.74) 28 (1.82) 33 (3.18) 48 (11.9)
Table 7
Number of Bi-CGSTAB iterations and CPU time in seconds (in parentheses) for high wavenumbers k with and without damping.
k = 600 k = 700 k = 800 k = 900
Grid
765× 765 893× 893 1020× 1020 1147× 1147
(I) α = 0.00 231 (338.1) 312 (616.8) 378 (972.4) 424 (1373)
α = 0.01 99 (145.3) 122 (241.8) 124 (319.5) 143 (463.2)
(II) α = 0.00 200 (292.6) 255 (504.3) 293 (754.7) 356 (1152)
α = 0.01 89 (130.5) 101 (200.0) 110 (283.4) 133 (431.0)
(III) α = 0.00 175 (255.8) 225 (446.7) 254 (655.6) 313 (1013)
α = 0.01 78 (116.5) 88 (176.0) 93 (240.1) 116 (376.4)
Table 8
Number of Bi-CGSTAB iterations and CPU time in seconds (in parentheses) for G = 6,7,9,10 at different wavenumbers k without damping.
k = 50 k = 80 k = 120 k = 150 k = 250 k = 600
G = 6 15 (0.16) 21 (0.58) 32 (1.47) 43 (2.83) 65 (9.70) 168 (148.5)
G = 7 15 (0.20) 22 (0.70) 32 (1.96) 44 (3.83) 67 (13.9) 172 (208.4)
G = 9 15 (0.28) 23 (1.08) 34 (3.06) 46 (6.13) 71 (23.4) 178 (345.8)
G = 10 16 (0.31) 25 (1.38) 35 (3.78) 48 (8.01) 74 (29.8) 183 (438.3)
seconds) is needed for the same wavenumbers, and vice versa. This is the reason why we adopt the optical 9-point dif-
ference scheme which needs less gridpoints per wavelength than the conventional 5-point scheme while maintaining the
comparable accuracy.
4.2. The cave model
The cave model is used to evaluate the preconditioned Bi-CGSTAB for a simple heterogeneous medium. We con-
sider the domain which is deﬁned to be a rectangle of dimension 3000 × 4000 m2. A point source is located at point
(1200 m,2000 m), and the upper surface is assigned to be y = 0. Fig. 8 presents the domain, the cave, and the variation
of speed in the medium. The blue, green, and red parts represent 1600 m/s, 2000 m/s, 2400 m/s respectively in Fig. 8(a).
The real part of the numerical solution at f = 30 Hz without damping is plotted in Fig. 8(b). Table 9 presents the con-
vergence results of preconditioned Bi-CGSTAB for different frequencies (varying from 10 Hz to 60 Hz) with and without
damping. The number of Bi-CGSTAB iterations and CPU time in seconds (in parentheses) are presented. As in Section 4.1, (I),
(II), (III) represent the preconditioned BI-CGSTAB based on multigrid with bilinear interpolation operator, the interpolation
operator suggested in [10], and the new interpolation operator proposed in this paper respectively. As can be seen, all of
the three interpolation operators perform robustly, while method (III) still achieves a faster convergence than methods (I)
and (II). Still, the convergence speed of the Helmholtz problem with some damping is considerably faster than that without
damping.
4.3. The salt dome model
The salt dome model mimics the subsurface geology under the sea, which shows a more complicated heterogeneous
medium. We consider the domain which is deﬁned to be a rectangle of dimension 4800 × 16000 m2. A point source is
located at point (2250 m,8000 m) under the surface. Fig. 9(a) presents the domain, the salt dome, and the variation of
speed in the medium. The values for the speed of sound are irregularly structured throughout the domain. The real part of
the numerical solution at f = 40 Hz without damping is plotted in the right ﬁgure. Table 10 presents the preconditioned
Bi-CGSTAB convergence results for the case with and without damping for different frequencies, which varies from 10 Hz to
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the reader is referred to the web version of this article.)
Table 9
Bi-CGSTAB convergence for the cave model with and without damping. The number of Bi-CGSTAB iterations and CPU time in seconds (in parentheses).
f (Hz) Grid α (I) (II) (III)
10 161× 121 0.00 46 (2.85) 45 (2.78) 34 (2.05)
0.01 39 (2.40) 35 (2.16) 30 (1.88)
20 334× 251 0.00 192 (45.9) 86 (20.6) 68 (16.6)
0.01 132 (31.4) 61 (14.8) 49 (11.9)
30 435× 327 0.00 134 (51.8) 111 (42.9) 95 (36.7)
0.01 84 (32.5) 70 (27.1) 60 (23.9)
40 572× 429 0.00 198 (130.2) 150 (98.3) 130 (85.2)
0.01 87 (57.0) 77 (50.5) 67 (44.0)
50 690× 518 0.00 191 (180.0) 172 (162.1) 148 (139.4)
0.01 88 (82.1) 85 (80.8) 73 (68.9)
60 870× 653 0.00 292 (440.2) 212 (320.7) 184 (278.4)
0.01 113 (170.0) 95 (143.2) 82 (124.5)
Fig. 9. (a) The salt dome problem with velocity proﬁle indicated. (b) The real part of numerical solution at f = 40 Hz.
35 Hz. The number of Bi-CGSTAB iterations and CPU time in seconds (in parentheses) are shown. In Table 10, ‘> 500’ means
that it needs more than 500 iterations for the preconditioned Bi-CGSTAB method to reduce the relative residual to 10−6.
We can see that the bilinear interpolation operator (I) is not robust enough with the increasing frequency, while methods
(II), (III) are robust. (III) gains a faster convergence speed than methods (I) and (II).
5. Conclusions
In this paper, we use the complex shifted Laplacian-PML preconditioner to the Helmholtz-PML equation. We ﬁrst analyze
the spectral distribution of the system discretized from the preconditioned Helmholtz-PML equation by an optimal 9-point
difference scheme. We illustrate the approximately moon-shaped spectrum which is enclosed by certain circle from the
perspective of linear fractional map in complex variable function. We also make a series of numerical experiments which
help to prove numerically that there holds the suﬃcient and necessary condition for the spectrum being enclosed by cer-
tain circle. Then, we propose a new interpolation operator for multigrid-based preconditioned Krylov subspace method. We
refer to the matrix-based multigrid with the new interpolation operator as a new multigird. The numerical experiments
show the eﬃciency of the preconditioned Bi-CGSTAB with the new multigrid. It also presents a faster convergence of the
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Bi-CGSTAB convergence for the salt dome problem with and without damping. Iterations and CPU time in seconds (in parentheses) are shown.
f (Hz) Grid α (I) (II) (III)
10 180× 600 0.00 267 (81.7) 59 (18.5) 50 (15.8)
0.01 180 (55.1) 47 (14.2) 41 (12.2)
15 240× 800 0.00 113 (59.8) 81 (42.2) 69 (36.6)
0.01 68 (36.0) 54 (28.9) 45 (28.4)
20 300× 1000 0.00 > 500 122 (99.9) 103 (84.6)
0.01 420 (343) 69 (56.5) 58 (47.0)
25 360× 1200 0.00 > 500 140 (167.5) 120 (143.7)
0.01 > 500 77 (92.7) 65 (77.8)
30 423× 1412 0.00 > 500 185 (303.9) 162 (266.1)
0.01 > 500 94 (154.4) 81 (133.6)
35 514× 1714 0.00 > 500 261 (650.8) 227 (566.4)
0.01 > 500 103 (256.8) 88 (219.9)
preconditioned Bi-CGSTAB with the new interpolation operator. The application ranges from constant wavenumbers to irreg-
ular heterogeneity structures in a medium. The new multigrid-based preconditioned Bi-CGSTAB method for Helmholtz-PML
equation is proved to be an eﬃcient and robust iterative method.
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