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Two-dimensional (2D) post-transition metal chalcogenides (PTMC) have attracted attention due to their suitable band
gaps and lower exciton binding energies, making them more appropriate for electronic, optical and water-splitting
devices than graphene and monolayer transition metal dichalcogenides (TMDs). Of the predicted 2D PTMCs, GaSe
has been reliably synthesized and experimentally characterized. Despite this fact, quantities such as lattice parameters
and band character vary significantly depending on which density functional theory (DFT) functional is used. Although
many-body perturbation theory (GW approximation) has been used to correct the electronic structure and obtain the
excited state properties of 2D GaSe, and solving the Bethe-Salpeter equation (BSE) has been used to find the optical
gap, we find that the results depend strongly on the starting wavefunction. In attempt to correct these discrepancies, we
employed the many-body Diffusion Monte Carlo (DMC) method to calculate the ground and excited state properties
of GaSe because DMC has a weaker dependence on the trial wavefunction. We benchmark these results with available
experimental data, DFT (PBE, SCAN, HSE06) and GW-BSE (using PBE and SCAN wavefunctions) results. Our
findings confirm monolayer GaSe is an indirect gap semiconductor (Γ-M) with a quasiparticle electronic gap in close
agreement with experiment and low exciton binding energy. We also benchmark the optimal lattice parameter, cohesive
energy and ground state charge density with DMC and various DFT methods. We aim to present a terminal theoretical
benchmark for pristine monolayer GaSe, which will aide in the further study of 2D PTMCs using DMC methods.
I. INTRODUCTION
It has been reported that 2D post-transition metal chalco-
genides (PTMCs), which have an MX stoichiometry (M is
a group IIIA-IVA post transition metal atom, X is a chalco-
gen atom) can possess desirable properties such as strong
second harmonic generation1–3, unusual band renormaliza-
tion effects4–7, and lower exciton binding energies than tran-
sition metal dichalcogenides (TMDs)4–6, which can addition-
ally have applications for water-splitting8. Since the synthe-
sis and characterization of graphene9,10, which lacks a native
band gap, researchers have investigated the properties of other
layered two-dimensional (2D) materials such as TMDs and
PTMCs. Several experimental and theoretical studies have
demonstrated that 2D TMDs such as MoS2 or WS2, which
have an MX2 stoichiometry, possess larger band gaps than
their bulk counterparts and certain indirect to direct band
gap transitions can occur with decreasing thickness, mak-
ing them suitable candidates for optoelectronic devices11–16.
Due to the fact that PTMCs possess a suitable band gap
for photovoltaics and transistors4–7,17–22, excellent thermal
transport21,23, inherent flexibility24–26 and smaller exciton
binding energies4–6 make them viable substitutes for TMDs in
device applications. In addition, it has been reported that ap-
plying strain24,26,27, creating heterostructures28–31 and chem-
ical functionalization32–34 can effectively tune the electronic
and optical properties of monolayer GaSe and it has been re-
ported that GaSe can be used as a suitable substrate for other
2D materials35,36.
AlthoughGaSe has been reliably synthesized and the lattice
a)Electronic mail: ataca@umbc.edu
constant, quasiparticle gap and optical gap have been experi-
mentally characterized23,37–44, results obtained from different
computational methods vary slightly for these values. Since
most of the predicted PTMCs other than GaSe have not been
synthesized, a careful benchmark made for GaSe can provide
a pathway to better analyze the other predicted PTMCs that
have not yet been synthesized. Due to quantum confinement
of the c-direction (see Fig. 1), monolayer GaSe possesses a
much larger indirect quasiparticle band gap17–21 (compared
to bulk GaSe which has a band gap of 2.0 eV), which has
been measured to be 3.5 eV on top of a graphene substrate
from angle-resolved photoemission spectroscopy (ARPES)37.
In addition, the optical band gap of GaSe has been measured
to be 3.3 eV from cathodoluminescence (CL)39, which im-
plies that the exciton binding energy is smaller than 0.2 eV
(much smaller than that of the 2D TMDs45). In addition, the
lattice constant of synthesized 2D GaSe has been measured to
be a = b = 3.74 Å41. Despite these experimental findings, the
theoretical predictions of the optimal lattice constant and elec-
tronic structure can vary significantly based on which density
functional46–49 is used. The largest discrepancy comes from
the location of the conduction band edge at each high sym-
metry point. Since the energy difference between each high
symmetry point is so slight (∼ 0.2 - 0.3 eV), different func-
tionals can predict the indirect gap to have different values,
be at various locations in reciprocal space, and even incor-
rectly predict a direct gap for the material. In addition, when
the electronic structure is corrected using many-body pertur-
bation methods such as the GW approximation50,51 and the
Bethe-Salpeter equation (BSE)52, the results depend signif-
icantly on which functional is used to generate the starting
wavefunction. These discrepancies are evident from our DFT
and GW-BSE calculations (presented in the following section)
and previous computational studies6,8,18,21,23–25.
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FIG. 1. The a) side and b) top view of monolayer GaSe. Green
spheres represent Ga atoms and yellow spheres represent Se atoms.
To obtain estimates for optimal lattice constant, cohesive
energy and band gap, we employed the Quantum Monte
Carlo (QMC) method, using Variational Monte Carlo (VMC)
and Diffusion Monte Carlo (DMC) for ground and excited
state calculations. Although more computationally demand-
ing than DFT, QMC has been shown to be produce more
accurate results for ground and excited state energies in
condensed matter systems than DFT and GW53–85. In ad-
dition to low dimensional studies involving nanoclusters63
and nanoparticles64, there have been few studies involv-
ing the study of monolayer57–59,65,66 and bilayer54–56 mate-
rials. Specifically, the cohesive energies and band gaps have
been accurately determined at the DMC level for monolayer
phosphorene65 and monolayer GeSe66. By calculating the
ground and excited state properties of 2DGaSe with DMC, we
aim to prove that ourmethod is a significant improvement over
DFT and GW-BSE methods, relying weakly on the starting
wavefunction and exchange-correlation functional. In demon-
strating that this DMC method works well for 2D GaSe,
we hope that it will influence other work in pursuing other
PTMCs that have not been synthesized or characterized.
In section II we outline our DMC approach and the different
convergence criteria for our DMC, DFT, GW and BSE calcu-
lations. Section III A outlines our procedure of calculating
the equation of state with DMC by applying in-plane biaxial
strain and presents the results for the optimal lattice constant
of GaSe. In section III B we calculate the cohesive energy
with DMC and compare with results from various DFT func-
tionals and van der Waals (vdW) corrections. We then cal-
culate the electronic and optical band gaps for different elec-
tronic transitions using DMC and benchmark with DFT and
GW-BSE results in section III C. In section III D we present
the total ground state charge density of 2D GaSe calculated
with DMC and DFT and contrast the results. Finally, we pro-
vide some concluding remarks and future perspectives in sec-
tion IV.
II. COMPUTATIONAL METHODS
The ground and excited state energies of monolayer GaSe
were calculated using DFT, GW and DMC. Using these meth-
ods, we benchmarked cohesive energies, band gaps and quasi-
particle energies. The DFT calculations were performed us-
ing the VASP code with projector augmented wave (PAW)
potentials86,87. PBE, SCAN meta-GGA, and hybrid HSE06
functionals were used for benchmarking. A reciprocal grid of
6x6x1 was used in addition to a kinetic energy cutoff of 350
eV and at least 20 Å of vacuum between periodic layers of
GaSe in the c-direction. The DFT calculations using VASP
were mainly used for benchmarking. Using VASP for these
several reference calculations is more advantageous because
the PAW potentials have lower kinetic energy cutoff energies,
which increases the computational efficiency. In addition, the
DFT wavefunctions calculated in VASP can easily be stored
and used in GW and BSE calculations.
We employed the GW method to obtain quasiparticle en-
ergies and BSE to obtain optical properties using the VASP
code. We applied the GW method perturbatively using the
G0W0 "single shot" method. This was used to obtain first
order corrections to the Kohn-Sham eigenvalues and wave-
functions obtained from DFT, using the PBE and SCAN func-
tionals. The GW and BSE calculations were performed using
the the same reciprocal grid and kinetic energy cutoff as DFT.
For the GW calculations the number of empty bands was con-
verged using at least ten times the number of electrons in the
simulation cell. For the BSE calculations, wavefunctions and
quasiparticle energies from GWwere used as an input and the
Tamm-Dancoff approximation88 with 24 occupied and unoc-
cupied bands was used.
The VMC and DMC89,90 calculations were carried out us-
ing the QMCPACK91,92 code, where the DFT-VMC-DMC
workflowwas generated using the Nexus93 software suite. For
all DMC calculations, the trial wavefunction was constructed
from DFT using the PBE functional. The Quantum Espresso
(QE)94 DFT code was used to generate the single determi-
nant wavefunction and our wavefunctions in DMCwere of the
Slater-Jastrow form95,96. Terms up to three-body Jastrow cor-
relation functions97 were included and were parameterized in
terms of radial blip-splines for one-body and two-body func-
tions and in terms of low-order polynomials for three-body
functions. The Jastrow parameters were optimized with VMC
variance and energy minimization respectively using the lin-
ear method98. The cost function of the energy minimization
is split as 95 % energy minimization and 5 % variance mini-
mization, which has been shown to improve the variance for
DMC calculations99. The goal of optimizing the trial wave-
function in the Slater-Jastrow form is to achieve a more accu-
rate ground state energy with smaller localization error100 and
reduced variance89.
Our QMC simulations were performed at a minimum su-
percell size of 8 formula units (16 atoms) and a maximum
supercell size of 36 formula units (72 atoms) for finite-size
extrapolation. For calculations of quasiparticle and optical
gap, the supercell sizes and shapes (tiling matrices) were
advantageously chosen to contain all of the necessary high
3symmetry points (Γ, M, and K) of 2D GaSe. The locality
approximation100was used to evaluate the nonlocal pseudopo-
tentials in DMC. For Ga and Se we used energy-consistent
Hartree-Fock Burkatzki-Filippi-Dolg pseudopotentials (BFD
potentials).101,102 We also benchmarked a newly developed
set of effective core potentials from correlated calculations
(ccECP)103 at the DFT level along with BFD potentials. For
pseudopotential validation and testing, refer to the discussion
and Table S1 in the Supplementary Information (SI). For these
pseudopotentials a kinetic energy cutoff of 120 Ry was used
(see Fig. S1). After convergence testing, we decided to use a
supercell reciprocal twist of 6x6x1 (Fig. S2) and a timestep of
0.02 Ha−1 (Fig. S3) for all DMC calculations.
In DMC, we calculated the quasiparticle gap using: EQP =
EN+1+EN−1− 2EN , where N is the number of electrons in
the neutral system, EN is the ground state energy of the neu-
tral cell, and EN+1 and EN−1 are the ground state energies of
the positively and negatively charged cells respectively. This
is equivalent to the difference between the electron affinity
and the ionization potential. An optical excitation is produced
by annihilating an electron at the VBM and creating another
at the CBM at specific high symmetry points. The optical
gap, Eopt , is calculated by Eopt = Eex −EN , where Eex is the
energy of the created excited state. We calculated the quasi-
particle and optical gaps for various transitions between Γ,
M and K wavevectors in the first BZ. In order to avoid fi-
nite size effects, all supertwists used in the finite size extrap-
olation are optimized to simultaneously accommodate these
three wavevectors (Γ, M and K). The workflow to get DMC
band gaps was implemented in NEXUS, where the primitive
cell was standardized using SPGLIB104 and the irreducible
BZ path was obtained from using SeeK-PATH105. Therefore,
the procedure is seamless and general for any material.
III. RESULTS AND DISCUSSION
A. Optimal Geometry
Although the experimental in-plane lattice parameter of
GaSe is well characterized (3.74 Å41), further details of the
monolayer GaSe geometry are not yet known. Therefore,
computational methods can be used to obtain a relaxed geom-
etry and benchmarked using the experimental lattice parame-
ters. Although full geometry optimization (atomic coordinates
and lattice constants) in DMC is possible, it is computation-
ally rather demanding106,107. On the other hand, various DFT
functionals can provide a feasible way to obtain the geometry
of GaSe. We went on to benchmark PBE and SCAN lattice pa-
rameters, 3.81 and 3.76 Å respectively. We found that SCAN
is in better agreement with experiment, which is in accordance
with recent reports that SCAN yields lattice constants closer
to experiment for 2D materials108.
Using the geometry optimized with SCAN, we obtained the
equation of state with DMC by applying various values of in-
plane uniform biaxial strain, depicted in Fig. 2. The biax-
ial strain is applied to a supercell with 36 atoms and using
a 6x6x1 reciprocal grid to minimize finite size effects. The
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FIG. 2. The total energy per formula unit calculated with DMC ver-
sus the isotropically scaled lattice constant (in the x and y-direction).
The red dotted line represents the fitted curve and the blue triangle
represents the minimum energy point on the curve at a = b = 3.747
Å.
energy and lattice parameter values are then normalized for a
single unit cell (per formula unit). The energy vs. lattice pa-
rameter values were then fitted with a quadratic equation (red
dotted line in Fig. 2). This fit yields in an in-plane lattice
parameter of 3.747 Å for DMC. This value is in very close
agreement to the experimental value of 3.74 Å41. By starting
with a geometry obtained from the SCAN functional, creating
a trial wavefunction with PBE, and ultimately obtaining an
optimal lattice constant closer to experiment with DMC, we
demonstrate that DMC correctly recovers the correct lattice
parameter with weaker dependence on the starting functional
(since the optimal lattice constant calculated with soley PBE
overestimates the value to be 3.81 Å). In addition to DMC
determining an optimal lattice parameter in closer agreement
with experiment, these results provide further evidence to the
claim that SCAN yields an optimal geometry closer to exper-
iment.
B. Cohesive and Interlayer Binding Energies
An important fundamental quantity of 2D GaSe is the cohe-
sive energy. To our knowledge, the cohesive energy of mono-
layer and bulk GaSe has not been reported experimentally.
The cohesive energy is such an important quantity because
it can give us insight on how 2D GaSe is held together in na-
ture. Bulk GaSe consists of quasi-2D layers weakly bound by
vdW forces. Due to the limitations of DFT, this layer-layer
interaction in bulk or few-layer materials is often times diffi-
cult to model and more sophisticated semi-empirical methods
can be used54–56. Although vdW interactions are more preva-
lent in bulk materials, it has been reported that it is important
to take vdW effects into account for monolayers with a larger
thickness35. Unlike graphene, 2D GaSe has a thickness of
about 4.75 Å. The quasi-2D structure shown in Fig. 1 con-
sists of two sub-layers held together by Ga-Ga bonds parallel
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FIG. 3. The finite-size scaling of the DMC calculated cohesive en-
ergy (Ecoh). DMC simulations were done at N= 16,36,48,64,72 and
the value as N→ ∞ was extrapolated from the calculated data.
to the c-direction, where certain long range interactions are
present due to the thickness. In addition to 2D GaSe, there are
other 2D materials that possess these long range interactions,
and DFT fails to model certain properties (such as phospho-
rene and GeSe55,65,66,108). Thus by calculating the cohesive
energy of 2D GaSe with DMC, we can capture these com-
plicated weak interactions and provide an intuitive theoretical
benchmark that does not have any empirical correction or in-
herent dependence on a specific DFT functional.
Cohesive energy of GaSe is defined as: Ecoh = EGaSe −
EGa −ESe where EGaSe is the total energy of GaSe (per for-
mula unit), and EGa and ESe are the total energies of isolated
Ga and Se atoms respectively. Fig. 3 depicts the DMC finite-
size scaling of the cohesive energy performed at supercell
sizes of N= 16,36,48,64 and 72 atoms, where N is the num-
ber of atoms in the simulation cell. The cohesive energy per
formula unit extrapolated from the infinite size limit (1/N= 0,
N→ ∞) is found to be -7.028(3) eV.
Similar to other 2D semiconducting materials65, GaSe has
moderately large cohesion. To benchmark our DMC re-
sults, we calculated the cohesive energy using PBE (PAW,
BFD, ccECP), SCAN (PAW) and HSE06 (PAW). In or-
der to gain further insight of the weak interaction, we also
benchmarked the cohesive energy using semi-empirical vdW
corrections such as PBE+D2109 (method of Grimme) and
SCAN+rVV10110. We also used these vdW corrected func-
tionals to calculate the interlayer binding energy Eb (which
we define as the difference between the total energy of bulk
GaSe and monolayer GaSe per formula unit) and compare to
PBE and SCAN (see Table I).
As expected, the interlayer interaction calculated with reg-
ular PBE fails to correctly capture the binding in bulk GaSe.
Although there is a slight discrepancy in the binding of PBE
calculations (when comparing PAW, BFD and ccECP), the in-
terlayer binding energies are in much better agreement with
each other when SCAN and vdW corrections are added (see
Table I) for each pseudopotential, with vdW corrected ener-
TABLE I. The cohesive energy per formula unit (Ecoh) and the inter-
layer binding energy (Eb) for 2D GaSe calculated with various DFT
methods and DMC. Pseudopotential choice is indicated in parenthe-
sis.
Method Ecoh (eV/f.u.) Eb (eV)
PBE (PAW) -6.636 0.004
PBE+D2 (PAW) -7.086 -0.087
PBE (BFD) -7.096 -0.026
PBE+D2 (BFD) -7.552 -0.111
PBE (ccECP) -6.965 0.007
PBE+D2 (ccECP) -7.422 -0.077
SCAN (PAW) -7.429 -0.025
SCAN+rVV10 (PAW) -7.365 -0.079
SCAN (BFD) -0.026
SCAN+rVV10 (BFD) -0.097
SCAN (ccECP) -0.022
SCAN+rVV10 (ccECP) -0.062
HSE06 (PAW) -6.300
DMC (BFD) -7.028(3)
gies having stronger binding than regular SCAN. Due to the
semi-empirical nature of these vdW corrections, it is possible
that the long-range weaker interactions in the monolayer (due
to thickness) can be overestimated, which is why our DMC
results are so crucial since they have no semi-empirical cor-
rection and weaker dependence on the starting wavefunction.
Despite our attempts, we were not able to converge isolated
atom calculations with SCAN and SCAN+rvv10 using the
BFD and ccECP potentials due to numerical instabilities asso-
ciated with meta-GGA functionals. Hence, we do not provide
cohesive energies for SCAN and SCAN+rvv10 in Table I. It
is also important to note that the DFT and DMC results in
Table I are calculated using a fixed geometry from SCAN us-
ing PAW potentials (same as in Section IIIA) but we provide
the cohesive energies and interlayer binding energy obtained
by relaxing the structure with PBE and PBE+D2 (Table S2),
where there are minimal changes in the final results.
The fact that two fundamentally different vdW functionals
(PBE+D2 and SCAN+rVV10) result in nearly identical inter-
layer binding energies (difference of 0.008 eV/f.u. for PAW,
0.014 for BFD and 0.015 for ccECP) gives us reason to be-
lieve that there should not be a huge discrepancy in interlayer
binding energy between other DFT vdW functionals. For this
reason we did not calculate the interlayer binding energy with
DMC, but rather used our PBE+D2 and SCAN+rVV10 re-
sults as theoretical benchmarks to further explain our cohesive
energy calculations with DMC. Since various vdW function-
als are finding the interlayer binding energy of bulk GaSe to
be low (on the order of 100 meV/f.u.), this can imply that
each quasi-2D layer of GaSe is bonded together almost as
strongly as the entire bulk material. This means that theo-
retically the cohesive energies of bulk and monolayer GaSe
should be close in value and the interlayer interaction should
account for a very small portion of the cohesive energy of bulk
GaSe. As mentioned earlier, more complicated long range in-
teractions can become important in thicker monolayers such
as 2D GaSe, and DMC can recover these interactions with-
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FIG. 4. The electronic band structure of monolayer GaSe calcu-
lated with PBE using BFD potentials (black), VASP PAW potentials
(red), and G0W0 using PBE wavefunctions and VASP PAW poten-
tials (blue). In addition the DMC excitation energies and associated
error bars (with respect to the Γ point) are given in green at each high
symmetry point, with the error bars also given in green.
out any semi-empirical corrections. Our DMC extrapolated
cohesive energy is therefore important because it provides an
important theoretical benchmark to aid future computational
studies of 2D GaSe and other lesser studied 2D PTMCs.
C. Electronic and Optical Gaps
In attempt to resolve any discrepancies in the electronic
structure of 2DGaSe, we calculated the band gaps with DMC.
Monolayer GaSe is an indirect semiconductor with a 3.5 eV
quasiparticle gap (on graphene)37 and a 3.3 eV optical gap
(on SiOx/Si)39. The results of these experiments indicate that
the exciton binding energy (the difference of the quasiparticle
and optical band gap) can be estimated as 0.2 eV, although the
substrate of the material can slightly effect this value. We and
others6,8,18,21,23–25 have reported that the energy difference at
the conduction band edge of each high symmetry point for the
first BZ (Γ-M-K-Γ) is very small (on the order of 0.2 - 0.3 eV
with respect to the Γ point).
Since the energy differences at the conduction band edges
are so small, this can result in incorrect predictions of the
band gap location and the band gap value. This is observed in
Fig. 4, which depicts the PBE calculated band structure of 2D
GaSe calculated with BFD potentials (black) and PAW poten-
tials (red) in addition to the quasiparticle band structure cal-
culated with G0W0 using PAW potentials and PBE wavefunc-
tions (blue) and the DMC excitation energies and error bars
(green). This is apparent at the DFT level, where we observe
that using the PAW potentials yield in a near-direct/direct band
gap close to the Γ point while using the BFD potentials yield
in an indirect band gap from the Γ to M point. It is impor-
tant to note that the character of the conduction band is nearly
identical at all points in the BZ except for around the Γ point,
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FIG. 5. The finite-size scaling of the quasiparticle (QP, fundamental)
band gap for the Γ-M, Γ-K, and Γ-Γ transitions (labeled appropri-
ately) and the optical gap (Opt) for Γ-M. Simulations were performed
at N= 72,48,24 atoms for each transition (and N= 16 for Γ-M) and
the gaps at N→ ∞ were extrapolated from the calculated data.
which is resulting in the discrepancy in band gap prediction.
This makes sense since because DFT is a ground state theory,
any functional will modify the conduction band significantly.
In addition, the quasiparticle band gap between Γ-Γ, Γ-M and
Γ-K is almost indistinguishable at the G0W0 level (using PBE
wavefunctions from PAW potentials). Due to the fact that the
band diagram of 2D GaSe critically depends on the intrica-
cies of the density functional used, it is crucial to use more
accurate methodologies.
For freestanding GaSe we used the DMC method to calcu-
late excited state energies at each transition of interest (Γ-Γ,
Γ-M and Γ-K) due to the fact that there is weaker dependence
on the starting wavefunction . We performed simulations at
supercell sizes of 72, 48 and 24 atoms (and an additional sim-
ulation of 16 atoms for the Γ-M transition). Fig. 5 depicts the
finite size scaling of the quasiparticle gap of each electronic
transition. At the infinite size limit (N→ ∞), the extrapolated
band gap values were determined to be: 3.69(5) eV for Γ-M,
4.34(14) eV for Γ-Γ and 4.29(13) eV for Γ-K.
These DMC results in Fig. 5 and tabulated energy differ-
ences at each high symmetry point in Table II indicate that
GaSe is in fact an indirect material with an indirect quasipar-
ticle gap that ranges from the Γ to M point and is in good
agreement with experiment37. The small difference between
our calculated indirect gap value of 3.69(5) eV and the mea-
sured value of 3.5 eV from ARPES37 can be attributed to the
change in dielectric environment of the synthesized GaSe on
top of a graphene substrate. Our results resolve the previously
mentioned discrepancy of DFT and GW calculations, where
we saw competing energy minima at the conduction band at
the Γ, M and K points. In order to fully benchmark these
DMC results, we calculated the electronic gap of these tran-
sition using PBE (PAW, BFD, ccECP), SCAN (PAW, BFD,
ccECP), and HSE06 (PAW) in addition to G0W0 (PAW and
PBE/SCAN starting wavefunctions). As expected, PBE and
6TABLE II. The Kohn-Sham electronic gap for 2D GaSe calculated
with various DFT methods, quasiparticle gaps calculated with GW
and DMC, and optical gaps calculated with BSE and DMC for the Γ-
M, Γ-Γ and Γ-K transitions in eV. Pseudopotential choice is indicated
in parenthesis.
Γ-M Γ-Γ Γ-K
Kohn-Sham eigenstates
PBE (PAW) 2.430 2.143 2.687
PBE (BFD) 2.373 2.555 2.541
PBE (ccECP) 2.412 2.621 2.570
SCAN (PAW) 2.700 2.531 2.902
SCAN (BFD) 2.782 3.018 3.220
SCAN (ccECP) 2.695 3.072 2.814
HSE06 (PAW) 3.203 3.114 3.406
Quasi-particle gaps
G0W0-PBE (PAW) 3.893 3.805 3.892
G0W0-SCAN (PAW) 4.054 3.139 4.541
DMC (BFD) 3.69(5) 4.34(14) 4.29(13)
Optical gaps
BSE-PBE (PAW) 3.42
BSE-SCAN (PAW) 3.21
DMC (BFD) 3.70(4) 4.42(8) 4.10(9)
SCAN both underestimate the band gaps significantly while
HSE06 only slightly underestimates. A significant discrep-
ancy arises when the electronic structure is calculated with
PAW potentials vs. the BFD and ccECP potentials. With
PAW potentials, the transition with the smallest energy is Γ-
Γ, which means that the gap is near-direct/direct. This is
also present in the G0W0 calculated quasiparticle band struc-
ture. Although this discrepancy is present in the GW results,
the GW calculated quasiparticle gaps (using PBE and SCAN
starting wavefunction) are closer to experiment and closer to
our DMC results. In contrast, the transition with the small-
est energy for the BFD and ccECP potentials is Γ-M, which
means the gap is indirect. A summary of the DFT and GW
benchmarked band gaps, in addition to the DMC calculated
quasiparticle gaps, can be found in Table II. Again it is im-
portant to note that all results in Table II are calculated using
a fixed geometry obtained from SCAN using PAW potentials
(same as in Section IIIA and III B) but we provide the Kohn-
Sham gaps obtained by relaxing the structure with PBE (Table
S3), where as expected, there are minimal changes in the final
results.
In addition to the quasiparticle band gap, we also calcu-
lated the optical band gap using DMC to be consistent with
CL measurements39. From our infinite-size extrapolated re-
sults (see Fig. 5), we calculated the DMC optical gap for the
Γ-M transition to be 3.70(4) eV. This is almost identical to
the DMC quasiparticle gap for Γ-M since both quantities are
identical within the uncertainty. This implies the upper bound
on the exciton binding energy is 80 meV (when the exciton
binding energy is defined as the difference between the indi-
rect quasiparticle gap and the indirect optical gap at for the
Γ-M transition). This is lower than the previously determined
experimental value of 0.2 eV deduced from separate CL and
ARPES measurements, which again can be attributed to the
change in dielectric environment due to substrate effects for
each sample. From a theoretical standpoint, this confirms the
assertion that PTMCs such as GaSe have a lower exciton bind-
ing energy than TMDs4–6, which can be advantageous for ap-
plications such as water-splitting8,22. Since the exciton bind-
ing of the Γ-M transition is low, we do not expect different
results for the Γ-Γ and Γ-K transitions. For these transitions
we included the finite size extrapolation for the DMC optical
gap and the respective DMC ground and excited state energies
(Fig. S4 and S5 respectively) and from these results we cal-
culated a Γ-Γ optical gap of 4.42(8) eV and a Γ-K optical gap
of 4.10(9) eV.
As an alternative method to calculate the optical band gap,
we performed BSE calculations using GW as a starting point
and calculated the frequency dependent dielectric function
(see Fig. S6). From the first peak of the dielectric func-
tion, we obtain an optical gap of 3.42 eV for PBE wave-
functions and 3.21 eV for SCAN wavefunctions (both using
PAW potentials). To further understand the excitonic proper-
ties obtained with the GW-BSE method, we also calculated
the electron-hole coupling strength of the first bright exciton
for PBE and SCAN wavefunctions and projected them on the
GW calculated band structure (further details in the SI and
Fig. S7). These results indicate that the strongest electron-
hole coupling strength comes from the Γ-Γ point transition.
The PBE wavefunction used for GW-BSE simulations signifi-
cantly overestimates the exciton binding of the Γ-Γ transition
for monolayer GaSe to be 0.39 eV when the optical gap is
subtracted from the Γ-Γ quasiparticle gap (see Table II). The
SCAN wavefunction used for the GW-BSE simulations re-
sult in a negative exciton binding energy of ∼ 70 meV, which
is unphysical. Since there is such a disagreement in quan-
tities calculated with different density functionals (even one
instance resulting in an unphysical result), this gives justifi-
cation for why DMC is advantageous for this system, closely
matching the experiments and having weaker dependence on
the starting wavefunction and functional. Our band gap results
obtained with various DFT methods, GW, BSE and DMC
serve as a terminal theoretical benchmark to aid in further
characterization of 2D GaSe and other predicted PTMCs.
D. Charge Density
We additionally benchmarked the DFT and DMC calcu-
lated charge densities to understand if the significant discrep-
ancies in the band gaps are related to a potential discrepancy
in charge density. There has been various reported instances
where DFT functionals and DMC predict charge densities
with significant differences55,78,85, but there have been other
reported instances where these differences are quite small84.
Although it is possible to analyze the contribution of the
charge density at each point in the BZ at specific bands us-
ing DFT (band decomposed charge densities), in DMC we
are restricted to analyzing the total charge density.
Fig. 6 depicts the total ground state charge density calcu-
lated with DMC while figure S8 depicts the DMC and DFT
(PBE) calculated densities side by side, both using the BFD
7a)
b)
c)
FIG. 6. a) The total ground state charge density of monolayer GaSe
calculated with DMC using BFD pseudopotentials. The isosurface
value is set to 0.05 e/Å3. Depicted are the radial charge densities of
b) Ga and c) Se in 2D GaSe calculated with PBE (blue) and DMC
(red).
pseudopotentials. As seen in the figure, the total ground state
density calculated with DFT and DMC are very similar. For
both methods, we observe more density surrounding Se atoms
and a small bit of density between Ga atoms of each quasi-2D
layer. This charge distribution is due to the ionic character
of the Ga-Se bonds in monolayer GaSe and the covalent Ga-
Ga bonds, where Ga has only 3 valence electrons while Se
has 6. From the isosurfaces we observe that the charge den-
sity around Se is slightly more spread out for PBE than DMC
and there is more charge density around the Ga-Ga covalent
bonds for PBE. To examine these densities quantitatively, we
calculated the radial density around the Ga and Se atoms from
our DFT and extrapolated DMC results (see Fig. 6). From
these results we can see that the charge density around Ga is
nearly identical for PBE and DMC and around Se the density
is slightly larger for PBE.
IV. CONCLUSION
In attempt to resolve the discrepancies in DFT, GW and
BSE calculations that depend heavily on the density func-
tional used, we have employed the DMC method to calcu-
late the optimal lattice constant, cohesive energy, quasiparticle
band gap and optical band gap, and total ground state charge
density of 2D GaSe. Our DMC calculated optimal lattice con-
stant of 3.747 Å is in close agreement with the experimental
value of 3.74 Å. In attempt to understand our DMC calculated
cohesive energy of -7.028(3) eV, we calculated the cohesive
energy and interlayer binding energy with various DFT meth-
ods, including semi-empirical vdW corrections. Using a DFT
benchmark, we find that the interlayer binding energy of the
bulk structure should be small, but negative. Using DMC, we
resolve the discrepancy of the conduction band edge energies
in the electronic structure and confirm that monolayer GaSe
is an indirect gap material (Γ-M) with a quasiparticle gap of
3.69(5) eV, which is in close agreement with the experimen-
tal quasiparticle gap of 3.5 eV (on graphene substrate). We
find an upper bound of 80 meV for the exciton binding en-
ergy using DMC, which confirms that monolayer GaSe is a
2D material with low exciton binding energy, hence suitable
for water-splitting applications. Finally, we calculated the to-
tal ground state charge density with DMC and found that it is
in very close agreement with PBE. By presenting these DMC,
DFT, GW and BSE results, we present a terminal benchmark
for pristine 2D GaSe. We hope that these results will aide
in the future investigation of other 2D PTMCs and other 2D
materials using theoretical methods.
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DFT and DMC convergence testing and additional de-
tails
Table S1: To verify the pseudopotential conversion, the calculated ionization potential and
electron affinity for Ga and Se atoms calculated with the converted plane wave format BFD
and ccECP potentials using PBE are given. The experimental values are also given as a
reference.
Method Ionization Potential (eV) Electron Affinity (eV)
PBE (BFD) Ga: 5.89, Se: 9.44 Ga: 0.32, Se: 2.15
PBE (ccECP) Ga: 5.89, Se: 9.51 Ga: 0.31, Se: 2.17
Exp Ga: 6.00,1 Se: 9.751 Ga: 0.30,2 Se: 2.023
To convert these Gaussian potentials to plane wave format, we used the ppconvert4 tool
implemented in QMCPACK. We converted these Gaussian potentials to plane wave format
and validated this conversion by calculating the ionization potential (IP) and electron affinity
(EA) at the DFT level. In addition to these BFD energy-consistent potentials, a new set of
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Figure S1: The total energy per formula unit of 2D GaSe as a function of plane wave cutoff
energy for the BFD and ccECP potentials (converted to plane wave format) calculated with
PBE. The results show a converged value of 120 Ry, which was used for all DFT and QMC
calculations.
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Figure S2: The total energy per formula unit of 2D GaSe as a function of k-point grid
for the BFD and ccECP potentials (converted to plane wave format) calculated with PBE.
The results show a converged k-point grid of 6x6x1, which was used for all DFT and QMC
calculations.
2
effective core potentials from correlated calculations (ccECP) for Ga and Se have recently
been developed specifically for QMC.5 We also converted these potentials to plane wave
format and benchmarked these along with the BFD potentials at the DFT level. We used
the d local channel for the BFD potential and the s local channel for the ccECP channel.
Since the results of the ccECP and BFD potentials are nearly identical at the DFT level,
we decided to use the BFD potentials since the potentials are almost indistinguishable for
all calculated properties (at most a 0.13 eV energy difference in cohesive energy, 0.07 eV
difference in band gap, 0.06 eV difference for IP and 0.02 eV difference for EA).
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Figure S3: The timestep convergence test for the cohesive energy of monolayer GaSe. A 36
atom cell was used for the convergence testing.
Table S2: The cohesive energy per formula unit (Ecoh) and the interlayer binding energy
(Eb) for 2D GaSe obtained from structural relaxation with each respective DFT functional.
Pseudopotential choice is indicated in parenthesis.
Method Ecoh (eV/f.u.) Eb (eV)
PBE (PAW) -6.657 -0.002
PBE+D2 (PAW) -7.091 -0.097
PBE (BFD) -7.112 -0.029
PBE+D2 (BFD) -7.558 -0.121
PBE (ccECP) -6.988 -0.002
PBE+D2 (ccECP) -7.428 -0.084
3
Investigation of Electronic and Optical properties using
DFT and DMC
Table S3: The Kohn-Sham electronic gap for 2D GaSe calculated with the relaxed geometry
of each respective DFT functional for the Γ-M, Γ-Γ and Γ-K transitions in eV. Pseudopo-
tential choice is indicated in parenthesis.
Γ-M Γ-Γ Γ-K
Kohn-Sham eigenstates
PBE (PAW) 2.277 1.919 2.718
PBE (BFD) 2.393 2.406 2.591
PBE (ccECP) 2.400 2.302 2.631
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Figure S4: The finite-size scaling of the optical band gap for the Γ-Γ and Γ-K transition.
Simulations were performed at N = 72, 48, 24 atoms and the gap as N→∞ was extrapolated
from the calculated data.
In addition to G0W0, we solved the Bethe-Salpeter equation (BSE) using G0W0 as a
starting point for PBE and SCAN wavefunctions. From here we were able to obtain the
frequency-dependent dielectric function shown in Fig. S6. The first peak of the dielectric
function is the optical gap of the material. In addition we calculated the electron-hole
coupling strength at each point in the Brillouin zone (BZ) on top of the G0W0 quasiparticle
band structure, shown in Fig. S7.
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Figure S5: The total energy per formula unit of the neutral GaSe cell (red) and the energy
of the Γ-Γ (blue) and Γ-K (green) excited cell as a function of 1/N.
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Figure S6: The frequency dependent imaginary part of the dielectric function calculated
with BSE using PBE (black) and SCAN (black) wavefunctions using PAW potentials. The
first peak shown represents the optical band gap.
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Figure S7: The G0W0 quasiparticle band structure of GaSe with the fat bands projected on
it for a) PBE and b) SCAN wavefunctions (both with PAW potentials). The color represents
the contribution of e-h pairs at each point in the Brillouin zone (|A1
c,v,~k
|) to the first exciton
wavefunction.
The exciton wavefunction can be expressed in an electron-hole product basis, Φ1 =
∑
c,v,~k
A1
c,v,~k
Φ
c,~k
Φ
v,~k
, where Φ represents an eigenstate in the electron-hole basis, A represents
the electron-hole coupling strength, and the indexes c, v, and ~k represent the conduction
band, valence band and specific point in the BZ (see reference6). The first eigenstate of
the BSE eigenvalue problem, the first exciton peak, can be visualized by plotting |A1
c,v,~k
| as
a fat band structure (which was previously demonstrated in6). The color axis of Fig. S7
represents the electron-hole coupling strength.
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Figure S8: The total ground state charge density of monolayer GaSe calculated with a) DFT
(PBE) and b) DMC using BFD pseudopotentials. The isosurface value of both figures were
set to 0.05 e/A˚3
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