Abstract. This paper is an exposition of some probabilistic results having applications to functional analysis. These include martingale inequalities and moment inequalities for sums of independent random variables. Applications are given to the Banach space structure of several families of function spaces.
Introduction
This paper is an expository account of some probabilistic inequalities which have contributed to our understanding of several families of Banach spaces of interest in functional analysis: namely, the Lebesgue spaces L p , the Orlicz spaces L p + L q , the Lorentz spaces L p,q , and the Lebesgue-Bochner spaces L p ( q ). Our purpose in writing this paper has been to provide a readable but concise account, with more or less complete proofs, of several connected results which are at present scattered throughout the literature. The notes at the ends of the sections contain additional results and references which complement this introduction.
We turn now to give a detailed description of the results presented herein. The first two sections after this introduction contain the proofs of the probabilistic results; they are intended to be accessible to students and to functional analysts with only a modest knowledge of probability theory. Accordingly, we begin our account with the old and well-known (Theorem 2.1), and end with the comparatively recent (Theorem 3.3). The martingale inequalities presented in the second section may all be viewed as consequences of Doob's maximal inequality (Theorem 2.1). From the standpoint of the later applications to functional analysis, the principal results of this section are Theorem 2.3 and its corollaries. This theorem is a special case of one of the Burkholder-Davis-Gundy inequalities [6] ; an early form of the result may also be found in [36] . The elegant proof presented below, which dualizes Doob's maximal inequality, appears in [16] , for the special case q = 1, and was drawn to our attention by Asmar and Montgomery-Smith [2] in the general case. Besides its obvious appeal, it also has the twin merits of avoiding interpolation and of providing explicit values for the constants which arise. The aim of the third section is to prove the general L p version of Rosenthal's moment inequality for sums of independent symmetric random variables (Theorem 3.3). Of the many ways of formulating these inequalities, we choose to follow [21] in phrasing them first of all in terms of the norm of a disjoint sum of random variables in a certain family of sums 1991 Mathematics Subject Classification. Primary 46E30, 60E15; Secondary 60G42, 60G50. This paper is in final form and no version of it will be submitted for publication elsewhere.
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and intersections of L p spaces on (0, ∞). Thus formulated, the original inequalities of [34] for sums of independent symmetric random variables in L p , p > 2, can be dualized to the range 0 < p < 2. This is accomplished by means of a projection on the Lebesgue-Bochner space L 2 ( p ), whose boundedness is a consequence of the martingale inequalities of the previous section. This argument appeared in [14] , and in a less effective form in [9] . Theorem 3.3 is due to Johnson and Schechtman [24] , who proved a very general result for sums of independent random variables in rearrangement-invariant spaces.
The formulation of the general Rosenthal inequality in terms of disjoint sums has a natural and important functional analytic interpretation, which lends itself readily to applications. In the second half of the paper we show how the probabilistic inequalities provide information about the Banach space structure of certain families of function spaces. Accordingly, in the fourth section we explore the relationship between the Orlicz space L 1 ∩ L 2 and the Lebesgue-Bochner space L 2 ( 1 ), with special reference to the non-existence of an unconditional basis for L 1 ∩L 2 and to a theorem of Aldous [1] on the existence of unconditional bases for LebesgueBochner spaces. In the last section of the paper we prove the existence of Banach space embeddings of the Orlicz space L p + L q and the Lorentz space L p,q into the Lebesgue-Bochner space L r ( s ) for appropriate ranges of the parameters. This leads to a short proof of an interesting (special case of a) theorem of Schütt [35] on the existence of an embedding of L p,q into L 1 in the range 1 ≤ q ≤ p < 2. The applications to Lorentz spaces were obtained jointly with N.L. Carothers and are taken from [12] .
The rest of this introduction is given over to matters of notation. For a random variable f defined on a probability space (Ω, F, P ), the decreasing rearrangement, denoted f * , is the function on [0, 1] defined by f 
(Usually, the implied constant C will depend on some parameter, typically p ∈ (0, ∞), entering into the expressions for A and B.) For any unfamiliar Banach space terminology employed in the second half of the paper it is recommended that the reader consult [28] . All other notation will be introduced as and when it is needed.
Martingale Inequalities
First we fix some notation. Let (Ω, F, P ) be a probability space, and let (F n ) n≥1 be an increasing sequence of sub-σ-fields of
for all n ≥ 1 and for all A ∈ F n . Theorem 2.1. (Doob's maximal inequality [15] ) For λ > 0, we have
where the second inequality follows from the submartingale property since
Proof. First we shall assume that f * * ∈ L p (Ω). By (1), for each λ ≥ 0, we have
Multiplying through by λ p−2 and integrating from zero to infinity, we have
Now, by Hölder's inequality, we have
, which gives the result. For the general case, let f * *
and f * * n increases monotonely to f * * . So the result follows from the Monotone Convergence Theorem.
Proof. We first prove the result in the case q = 1. For p = 1, the result follows at once from Jensen's inequality. So we may assume that p > 1. Suppose that g ∈ L p (Ω) and that ||g|| p ≤ 1. Then
and the result follows from the converse of Hölder's inequality. For the case 1 < q ≤ p, we use the fact that |E(f n |F n )| q ≤ E(|f n | q |F n ) a.e., which follows directly from Jensen's inequality. Hence
Before stating the next corollary, let us agree on some more notation. For 0 < p, q, < ∞, we identify elements of the Lebesgue-Bochner space L p (Ω; q ) with sequences (f n ) ∞ n=1 of real-valued random variables on Ω with the norm
, is continuous and P ≤ (p /q ) 1/q . The desired result follows from the duality between L p ( q ) and L p ( q ), and from the fact that P is formally self-adjoint. Lemma 2.5. Let (Ω, F, P ) be a probability space, and let G 1 , G 2 , and
Proof. Let H be the collection of all G 1 ∨ G 2 -measurable sets E such that the conclusion holds for f = χ E . Clearly, G 1 ⊂ H; for G 2 ∈ G 2 , we have by independence
It follows that H contains the algebra generated by G 1 ∪ G 2 . Furthermore, H is easily seen to be a monotone class, whence H = G 1 ∨G 2 . The desired conclusion now follows easily. If p = q = 1 then, by Jensen's inequality, Corollary 2.6 remains valid with C p,q = 1. However, if p = 1 and q > 1 then the result breaks down. We outline a proof of this surprising fact. Let 1 < r < q < 2, and let (g k ) ∞ k=1 be a sequence of independent symmetric r-stable random variables, normalized so that g k 1 = 1.
On the other hand, we have
and so the inequality of Corollary 2.6 must fail when 1 < q ≤ 2. The result must also fail when q > 2, for otherwise an interpolation argument would establish the result for q < 2, which is false as we have seen.
Notes.
Further results about conditional expectations with respect to independent sub-σ-fields may be found in [4] and [9] . The deduction of Corollary 2.6 from Theorem 2.3 follows [9] , although the argument belongs to folklore. A recent short proof of Theorem 2.3 (in the case q = 1) may be found in [17] . For general convex function versions of Theorem 2.3 see [6] or [16] . There is a version of Theorem 2.3 for rearrangement invariant spaces with finite upper Boyd index due to Johnson and Schechtman [23] . Another proof is given by Hitczenko in [19] . Remark 2.7 is taken from [9] .
Rosenthal's Inequality
We begin with the inequality proved by Rosenthal in [34] .
Proof. The left-hand inequality follows at once from Hölder's inequality and from the non-negativity of the f i 's. To prove the right-hand inequality note that
(by Hölder's inequality and the non-negativity of the f i 's)
Our next goal is to present the recent extensions of Proposition 3.1 to the range 0 < p < 1. To this end, we introduce some function spaces on (0, ∞). For 0 < p < ∞, the quasi-norm, . Mp , is defined for a measurable function f thus:
and so the class of functions f such that
n=1 is any sequence of measurable functions on [0, 1], let ∞ n=1 ⊕g n denote the function g on (0, ∞) defined by g(n − 1 + t) = g n (t) for n ≥ 1 and 0 < t ≤ 1. It has become customary by now to call ∞ n=1 ⊕g n a disjoint sum. Finally, letΩ denote the space [0, 1] N equipped with the completion of the infinite product of Lebesgue measure on [0, 1]. A typical element ofΩ will be denoted by the sequence (s 1 , s 2 , . . . ). Now we can state the principal result of this section.
Theorem 3.2. Let 0 < p < ∞, and let (f n )
∞ n=1 be a sequence of independent non-negative random variables defined on a probability space (Ω, F, P ). Then 
Hence, for 0 < p < 2, T defines an isomorphic embedding from
. By Corollary 2.6, P is continuous, with operator norm at most 4, for 1 ≤ p < ∞. Moreover, the range of P and the range of T are the same. Since P is formally self-adjoint, and since M * p = M p , the result follows for 2 < p < ∞ by duality.
Finally, we recast Theorem 3.2 in its more familiar form as a result about sums of independent symmetric random variables. To this end, let Y p denote the linear space of all measurable functions f on (0, ∞) such that
Observe 
Notes. Proposition 3.1 was proved by Rosenthal in [34] in order to construct new isomorphism types of complemented subspaces of L p for p > 2. Proposition 3.1 may also be deduced from Hoffman-Jørgensen's inequality [20] . Rosenthal's proof is modified in [22] to improve the constant 2 p , and a different argument is given which yields that the best order of the constant as p → ∞ is p/ log p. A martingale version of Rosenthal's inequality is given in [5] , and in [18] it is shown how to reduce the martingale case to the independent case, which yields the best order of the constants in the martingale case. The case p = 1 of Theorem 3.3 is implicit in the proof of [4, Theorem 3] . See [24] for versions of Theorems 3.2 and 3.3 for rearrangement-invariant spaces.
The spaces L
In this section and the next we present some applications of the preceding results to functional analysis. Recall that the space M 1 introduced above coincides with the Orlicz space
We consider here an interesting relationship between the spaces L 1 ∩L 2 and L 2 ( 1 ). In [1] Aldous showed that if a Banach space X has an unconditional basis then the Lebesgue-Bochner space L 2 (X) will be isomorphic to a subspace of a space with unconditional basis only if X has the so-called "unconditional martingale difference" property (see e.g. [7] for this concept). In particular, the space L 2 ( 1 ) does not embed into a Banach space with unconditional basis. Now, according to Theorem 3.2 and its proof, 
.1. H is not an unconditional basis for
n+1 , and that (n + 2)/4 ≤ g
which diverges. Since g is obtained from f by multiplying the basis expansion of f with respect to H by a sequence of zeros and ones, it follows that H is not an unconditional basis.
Proof. The analogous fact for the Haar system is well-known. Straightforward changes to the proof given in [27] , which uses a convexity theorem of Liapounoff, give the result. Proof. It follows easily from Proposition 4.1 that G is not an unconditional basis for Z. Since a block basis of an unconditional basis is itself unconditional, the result follows from Proposition 4.2.
To conclude this section, we list without proof some other interesting properties of the space M 1 .
(1) M 1 is isomorphic to a subspace of L 1 (0, 1). (2) Let X be a closed subspace of M 1 . Then X is isomorphic to a Hilbert space or X contains a subspace which is isomorphic to 1 and complemented in M 1 . (3) M 1 is a separable dual space (and so has the Radon-Nikodym property).
The natural predual of M 1 also has the property that it does not embed into a space with an unconditional basis.
Notes. See [13] for the proof of the results stated above. In view of (2) and the results of [25] , one can say that M 1 has in a sense the simplest subspace structure of any non-reflexive subspace of L 1 . A detailed study of the M p spaces (0 < p < ∞) is undertaken in [14] . This paper also contains a proof of the following fact: 
is the standard K-functional of interpolation theory. The Lorentz space L p,q is the space of measurable functions on (0, ∞) with the quasi-norm
But this form of the L p,q norm is not particularly adapted to the purpose at hand. Much more useful to us is the following formula derived from the Lions-Peetre K-method of interpolation (see e.g. [3] ): 
Thus, by Theorem 3.2, we have
Hence the mapping given by
For our results on embeddings of L p,q the following simple proposition proves to be useful.
Proof. By dilation of (2) by λ > 0 we have
Let λ = t rs/(s−r) , so that t = λ (s−r)/rs . Then Notes. The utilization of Proposition 3.1 to define Banach space embeddings of function spaces goes back to [21] (see also [29] ). See [8, 10] for information about the subspace structure of L p,q . In particular, the "disjoint sum" concept is used there to prove the following fact: p is isomorphic to a subspace of L p,q (0, ∞) if and only if p = 2 or p = q. See [11] for further probabilistic applications of disjoint sums in Lorentz spaces. Corollary 5.6 for q = 1 is a special case of the main result of [35] , which classifies the Lorentz spaces which embed into L 1 (0, 1). See [33] for further results about embeddings into L 1 .
