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The trace distance between two quantum states, ρ and σ, is an operationally meaningful quan-
tity in quantum information theory. However, in general it is difficult to compute, involving the
diagonalization of ρ− σ. In contrast, the Hilbert-Schmidt distance can be computed without diag-
onalization, although it is less operationally significant. Here, we relate the trace distance and the
Hilbert-Schmidt distance with a bound that is particularly strong when either ρ or σ is low rank.
Our bound is stronger than the bound one could obtain via the norm equivalence of the Frobenius
and trace norms. We also consider bounds that are useful not only for low-rank states but also for
low-entropy states. Our results have relevance to quantum information theory, quantum algorithms
design, and quantum complexity theory.
I. INTRODUCTION
The trace distance is employed in the definition of se-
curity in quantum cryptography [1, 2], is related to the
error probability in quantum state discrimination [3], and
generally has operational relevance to many quantum in-
formation protocols [4, 5]. It is defined by
D(ρ, σ) =
1
2
Tr|ρ− σ| = 1
2
‖ρ− σ‖1 , (1)
where ‖M‖1 = Tr
√
M†M is called the 1-norm or trace
norm. Computing the trace distance may, in general,
involve diagonalizing the matrix ∆ = ρ − σ, which can
be exponentially difficult as a result of the exponentially
large dimension of the density matrix representation.
An alternative metric is the Hilbert-Schmidt distance:
DHS(ρ, σ) = Tr[(ρ− σ)2] = ‖ρ− σ‖22 , (2)
where ‖M‖2 =
√
Tr(M†M) is called the 2-norm or
Frobenius norm. While the Hilbert-Schmidt distance
does not share the operational relevance of the trace dis-
tance [6], it has the benefit that one can compute it with-
out doing matrix diagonalization. Moreover, if ρ and σ
are in a quantum form (i.e. were prepared on a quan-
tum computer) it is known that their Hilbert-Schmidt
distance is efficiently computable (logarithmic in matrix
dimension) on a quantum computer [7, 8]. Because of the
latter, the Hilbert-Schmidt distance is employed as a cost
function in recent variational hybrid quantum-classical
algorithms [9–12].
In many applications, one is interested in upper-
bounding the trace distance between two states, i.e.,
showing that D(ρ, σ) 6  for some small number .
Hence, in this work, we explore upper bounds on D(ρ, σ),
and in particular, upper bounds formulated in terms of
DHS(ρ, σ), since the latter may be computable.
For example, the norm equivalence [13] of the trace
norm and Frobenius norm can be written as
‖M‖2 6 ‖M‖1 6
√
rank(M)‖M‖2 , (3)
where the first inequality follows from the monotonicity
of the Schatten norms [14, 15] and the second one follows
from the Cauchy-Schwartz inequality. Applying this to
M = ∆ gives
(1/4)DHS(ρ, σ) 6 D(ρ, σ)2 6 (d/4) ·DHS(ρ, σ) , (4)
where d is the Hilbert space dimension, and we used the
inequality rank(∆) 6 d, which is the best one can do
without any prior knowledge about ∆. As d grows ex-
ponentially in the number of quantum subsystems, d can
be very large, making the upper bound in (4) very weak.
Hence it is natural to ask whether the upper bound in
(4) can be tightened for certain states ρ and σ.
The goal of this article is to explore possible tightenings
of this upper bound when ρ and/or σ are low-rank states
or low-entropy states. Such tightening would be expected
since the extreme case of pure states, ρ = |ψ〉〈ψ| and
σ = |φ〉〈φ|, gives D(ρ, σ)2 = 1−|〈ψ|φ〉|2 and DHS(ρ, σ) =
2− 2|〈ψ|φ〉|2. Hence for pure states we have
D(ρ, σ)2 = (1/2)DHS(ρ, σ) , (5)
and no dimension-dependent factor appears here.
Our main result allows us to write the bound
(1/2)DHS(ρ, σ) 6 D(ρ, σ)2 6 R ·DHS(ρ, σ) , (6)
where R = rank(ρ)rank(σ)/[rank(ρ) + rank(σ)]. The
slight tightening of the lower bound relative to (4) is
straightforward to show [16], and hence our contribution
here is the upper bound in (6). This implies that, even
when one state is full rank, if the other state is low rank,
then the Hilbert-Schmidt distance is of the same order-
of-magnitude as the square of the trace distance. Un-
der these conditions, one can use the (easy-to-calculate)
Hilbert-Schmidt distance as a surrogate for the (opera-
tionally meaningful) trace distance.
The applications of this result include:
1. In quantum information protocols, such as quan-
tum cryptographic protocols [1, 2], the trace dis-
tance is often employed as an operational figure-
of-merit. The Hilbert-Schmidt distance is easier
to calculate both analytically and numerically and
hence can be used to upper bound the trace dis-
tance for these protocols, provided one has a low-
rank guarantee.
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22. The Hilbert-Schmidt distance is often employed
as a cost function in variational hybrid quantum-
classical algorithms (often with the low-rank as-
sumption already made) [9–12], since it can be ef-
ficiently computed on a quantum computer. Be-
cause of our bound, minimizing the cost in these
algorithms implies that one is also minimizing a
function of the trace distance. Hence our bound
gives further justification to these algorithms.
3. The trace distance plays an important role in quan-
tum complexity theory, since the problem of de-
ciding whether the trace distance is large or small
is QSZK-complete (QSZK = quantum statistical
zero knowledge) [17]. QSZK is a complexity class
that contains BQP (BQP = bounded-error quan-
tum polynomial time),
BQP ⊆ QSZK .
It is generally believed that BQP is not equal to
QSZK, and hence deciding if two states are close
or far in trace distance cannot (in general) be effi-
ciently done on a quantum computer [17]. If there
exist states (e.g., low-rank states) for which the
trace distance is approximately equal to a quan-
tity that can be efficiently computed on a quantum
computer (i.e., Hilbert-Schmidt distance), then this
would have implications in quantum complexity
theory. (See Conclusions for elaboration.)
In what follows, we first discuss tightenings of (4) for
low-rank states, including our main result of an upper
bound that is stronger than what one could obtain via
norm equivalence. Then we explore some bounds for the
more general scenario of low-entropy states.
II. RANK-BASED BOUNDS
Consider the following useful lemma.
Lemma 1. Let ∆ = ρ − σ = ∆+ − ∆−. Here ∆+ and
∆− respectively correspond to the positive and negative
part of ∆, with ∆+ > 0, ∆− > 0, and ∆+∆− = 0. Then
we have:
rank(∆+) 6 rank(ρ) , (7)
rank(∆−) 6 rank(σ) . (8)
Proof. Let {rj}, {sj}, and {δj} respectively denote the
eigenvalues of ρ, σ, and ∆, where the eigenvalues in each
set are ordered in decreasing order. Weyl’s inequality
[15, 18] applied to ρ = ∆ + σ gives
rj > δj + sd , ∀j . (9)
Because σ > 0, we have sd > 0, and hence
rj > δj , ∀j . (10)
Since the eigenvalues of ρ are bigger than the eigenvalues
of ∆, then when rj = 0 we must have δj 6 0. This
implies that rank(ρ) > rank(∆+) .
Similarly, we can define ∆ = σ− ρ = ∆−−∆+, where
∆− corresponds to the positive part of ∆. Writing σ =
∆ + ρ, and applying Weyl’s inequality gives
sj > δj , ∀j , (11)
where {δj} are the ordered eigenvalues of ∆. Since
the eigenvalues of σ are bigger than those of ∆, then
when sj = 0 we must have δj 6 0, implying rank(σ) >
rank(∆−) .
Combining this lemma with the norm equivalence in
(3) gives the following result.
Proposition 1. For any two quantum states ρ and σ,
D(ρ, σ)2 6
(
rank(ρ) + rank(σ)
4
)
DHS(ρ, σ) . (12)
Proof. From Lemma 1, we have
rank(∆) = rank(∆+) + rank(∆−) (13)
6 rank(ρ) + rank(σ) . (14)
We remark that this inequality can also be obtained from
the fact that the rank is subadditive, i.e., rank(A+B) 6
rank(A) + rank(B). The upper bound in (3) then gives:
4D(ρ, σ)2 6 rank(∆)DHS(ρ, σ) (15)
6 (rank(ρ) + rank(σ))DHS(ρ, σ) . (16)
Equation (12) gets rid of the dimension-dependent fac-
tor in (4) and replaces it with a rank-based factor. This
can potentially improve the bound, and indeed one can
see from (5) that (12) is tight when both ρ and σ are pure.
On the other hand, there are many other cases where (12)
is loose. For example, as we will soon see from our main
result below, the following inequality holds when, say, ρ
is pure but σ is an arbitrary state (i.e., when only one of
the two states is pure):
D(ρ, σ)2 6 DHS(ρ, σ) . (17)
In this special case, rank(σ) can grow in proportion to
the dimension d and hence the bound in (12) can be
extremely loose.
The looseness of (12) motivates looking for a tightening
of the bound that is not based on the norm equivalence in
(3). Indeed, that is what we do in the following theorem,
which is our main result.
Theorem 1. For any two quantum states ρ and σ,
D(ρ, σ)2 6 R ·DHS(ρ, σ) , (18)
where we refer to R as the reduced rank (defined analo-
gously to the reduced mass in physics):
R =
rank(ρ)rank(σ)
rank(ρ) + rank(σ)
. (19)
3Proof. Let τ+ = ∆+/Tr(∆+) and τ− = ∆−/Tr(∆−) .
Note that both τ+ and τ− are density matrices (positive
semidefinite with trace one). Since the purity of a density
matrix is lower bounded by the inverse of its rank, we
have
Tr(τ2+) > 1/rank(∆+) > 1/rank(ρ) , (20)
Tr(τ2−) > 1/rank(∆−) > 1/rank(σ) , (21)
where we have employed Lemma 1. Using the definitions
of τ+ and τ−, we have
Tr(∆2+) > Tr(∆+)2/rank(ρ) , (22)
Tr(∆2−) > Tr(∆−)2/rank(σ) . (23)
Summing these two inequalities gives:
Tr(∆2+) + Tr(∆
2
−) >
Tr(∆+)
2
rank(ρ)
+
Tr(∆−)2
rank(σ)
. (24)
The left-hand-side of this inequality is DHS(ρ, σ), while
Tr(∆+) = Tr(∆−) = D(ρ, σ). Hence we have
DHS(ρ, σ) > D(ρ, σ)2
(
1
rank(ρ)
+
1
rank(σ)
)
, (25)
which is equivalent to (18).
Let us now show that (18) is stronger than (12). First
note that
2rank(ρ)rank(σ) 6 rank(ρ)2 + rank(σ)2 , (26)
which implies that
4rank(ρ)rank(σ) 6 (rank(ρ) + rank(σ))2 . (27)
Dividing through by 4(rank(ρ) + rank(σ)) gives
R 6 (rank(ρ) + rank(σ))/4 , (28)
which shows that (18) implies (12).
We also remark that the reduced rank has the property
R 6 min{rank(ρ), rank(σ)} , (29)
and hence provides a stronger bound than simply taking
the minimum of the two ranks.
Next let us consider some examples. For these exam-
ples, it will be helpful to define
Q(ρ, σ) = D(ρ, σ)2/DHS(ρ, σ) , (30)
which is well-defined so long as ρ 6= σ.
Example 1. Consider the example noted above in (17),
where ρ is pure. In this case, the reduced rank is
R =
rank(σ)
1 + rank(σ)
6 1 , (31)
and hence (18) implies (17). This is a dramatic improve-
ment compared to the bound in (12).
Example 2. Suppose that ρ = Π/r is proportional to a
rank r projector Π and σ = 1 /d is maximally mixed. In
this case,
D(ρ, σ) =
d− r
d
, R =
dr
d+ r
, DHS(ρ, σ) =
d− r
dr
.
This gives
Q(ρ, σ) = R(d2 − r2)/d2 , (32)
where the right-hand-side is approximately R when r 
d, and hence (18) becomes tight in this limit.
Example 3. Suppose that ρ = Πr/r and σ = Πs/s,
where Πr and Πs are orthogonal projectors (ΠrΠs = 0)
and their ranks are r and s, respectively. In this case,
D(ρ, σ) = 1, DHS(ρ, σ) =
r + s
rs
, Q(ρ, σ) = R .
Hence, (18) is perfectly tight for these states. Note that
the orthogonality of ρ and σ in this example means that
this example only applies to R 6 d/4.
Example 3 demonstrates that (18) can be satisfied with
equality for all values of R in the range 1/2 6 R 6 d/4.
For R > d/4, the upper bound in (4) is obviously tighter
than (18). Therefore, in general, one can use the tighter
of these two bounds:
1/2 6 Q(ρ, σ) 6 min{R, d/4} . (33)
Figure 1 shows representative numerical results com-
paring (18) with the upper bound in (4). In particular we
plot Q(ρ, σ) for 20000 random states σ (with uniformly
distributed rank and purity) and random states ρ with
1 6 rank(ρ) 6 d/4, for d = 16, 32. Results are ordered by
increasing value of R. For all points, our bound is tighter
than the one obtained from norm equivalence. Further-
more, one can see that our bound can be saturated over
this range of R values.
III. ENTROPY-BASED BOUNDS
The rank of a matrix is an abruptly changing func-
tion of its eigenvalues. So it makes sense to consider a
smoother function such as entropy. While there are many
such entropy functions, we consider the linear entropy
SL(ρ) = 1− Tr(ρ2) (34)
for two reasons: it is the natural entropy to associate
with the Hilbert-Schmidt distance, and it is efficient to
compute. This is in the spirit that we would like to upper-
bound the trace distance with a quantity that is easily
computable.
Consider the following bound.
Proposition 2. For any two quantum states ρ and σ,
D(ρ, σ)2 6 1
2
[DHS(ρ, σ) + SL(ρ) + SL(σ)] . (35)
4FIG. 1. Bounds for Q(ρi, σi) = D(ρi, σi)2/DHS(ρi, σi) for
d = 16 (top) and d = 32 (bottom). The gray dots correspond
to Q(ρi, σi) for random states σi with uniformly distributed
rank and purity and random states ρi with bounded rank
(1 6 rank(ρ) 6 d/4). Results were ordered by increasing value
of R, with the value of R shown as the solid red curve. The
dashed blue line is the alternative upper bound Q(ρ, σ) 6 d/4,
obtained from the norm equivalence, while the dashed red line
is the lower bound 1/2 6 Q(ρ, σ) from (6). Over this range
of R values, our bound Q(ρ, σ) 6 R can be saturated and is
tighter than the bound from norm equivalence.
Proof. Let {δ+j } and {δ−j } respectively be the eigenvalues
of ∆+ and ∆−. Since D(ρ, σ) = Tr(∆+) = Tr(∆−), we
can write
D(ρ, σ)2 =
1
2
[Tr(∆+)
2 + Tr(∆−)2] (36)
=
1
2
∑
jk
δ+j δ
+
k +
∑
jk
δ−j δ
−
k
 (37)
=
1
2
DHS(ρ, σ) +∑
k 6=j
δ+j δ
+
k +
∑
k 6=j
δ−j δ
−
k
 ,
(38)
where we used the fact that DHS(ρ, σ) =
∑
j [(δ
+
j )
2 +
(δ−j )
2]. Next we use Weyl’s inequality (see proof of
Lemma 1), which implies that:
rj > δ+j , ∀j (39)
sj > δ−j , ∀j , (40)
where we assume the eigenvalues are ordered in decreas-
ing order. Since these eigenvalues are non-negative, we
have
D(ρ, σ)2 6 1
2
DHS(ρ, σ) +∑
k 6=j
rjrk +
∑
k 6=j
sjsk
 . (41)
Finally, note that
SL(ρ) = (Tr(ρ))
2 − Tr(ρ2) =
∑
k 6=j
rjrk, (42)
and similarly SL(σ) =
∑
k 6=j sjsk. Plugging these rela-
tions into (41) proves the result.
Equation (35) is tight when both ρ and σ are pure,
since SL(ρ) = SL(σ) = 0 in this case. On the other
hand, when only ρ is pure, the bound in (35) becomes
(1/2)[DHS(ρ, σ) +SL(σ)], which does not reduce to (17).
In this case, (35) can be either stronger or weaker than
(17).
The following is an alternative bound.
Proposition 3. For any two quantum states ρ and σ,
D(ρ, σ)2 6 DHS(ρ, σ) + min{SL(ρ), SL(σ)} . (43)
Proof. We will prove that
D(ρ, σ)2 6 DHS(ρ, σ) + SL(ρ) . (44)
Then by symmetry the roles of ρ and σ can be inter-
changed to give:
D(ρ, σ)2 6 DHS(ρ, σ) + SL(σ) . (45)
Taking the minimum of the two bounds in (44) and (45)
then gives (43).
To prove (44), we follow a similar approach as the proof
of Proposition 2. Namely, we write
D(ρ, σ)2 = Tr(∆+)
2 (46)
=
∑
jk
δ+j δ
+
k (47)
=
∑
j
(δ+j )
2 +
∑
k 6=j
δ+j δ
+
k (48)
6 DHS(ρ, σ) +
∑
k 6=j
δ+j δ
+
k . (49)
Then from (39) we have
D(ρ, σ)2 6 DHS(ρ, σ) +
∑
k 6=j
rjrk , (50)
and inserting (42) we obtain (44).
Equation (43) does not have the factor of (1/2) in front
of DHS(ρ, σ) like (35) does. On the other hand, it does
reduce to (17) when ρ is pure.
5There are cases in which (35) is stronger than (43), and
there are cases where the reverse is true. Hence, in gen-
eral, one can take the minimum of the two bounds from
(35) and (43) for our strongest entropy-based bound.
We do remark on the following issue. Both (35) and
(43) are additive bounds, where the entropy is added to
the Hilbert-Schmidt distance. This is in contrast to our
rank-based bounds, which were multiplicative. Typically
multiplicative bounds are more desirable than additive
bounds, since one would like the bound to go to zero when
the Hilbert-Schmidt distance goes to zero. For this rea-
son, we propose that future work is needed to search for
multiplicative entropy-based bounds, where the entropy
term multiplies the Hilbert-Schmidt distance. The exis-
tence of such bounds remains an interesting open ques-
tion [19].
IV. CONCLUSIONS
Low-rank and low-entropy quantum states show up
naturally in, for example, condensed matter physics,
where bipartite cuts of condensed matter ground states
lead to weakly entangled subsystems [20]. Low-rank
states also appear in data science, where the covariance
matrix has only a small number of principal components
due to redundant features [21, 22]. These applications
motivate the work in this article, where we gave improved
upper bounds on the trace distance for low-rank or low-
entropy states. We focused on upper bounds involving
the Hilbert-Schmidt distance, since this quantity can be
efficiently computed on a quantum computer. Hence,
our bounds may benefit the field of quantum algorithms,
by making it easier for quantum algorithms to provide a
tight bound on the operationally relevant trace distance.
Our main result, Theorem 1, gave a bound involving
the reduced rank (a quantity analogous to the reduced
mass in physics). This bound was stronger than what one
could obtain directly from the equivalence of the Frobe-
nius and trace norms. We also gave bounds involving
the linear entropy in Propositions 2 and 3, where the lin-
ear entropy appeared as an additive term in the bound.
An open question is whether multiplicative entropy-based
bounds exist, and we believe this an important direction
for future work.
Finally, as noted in the Introduction, deciding whether
the trace distance is large or small is QSZK-complete,
and hence is believed to be difficult for a quantum com-
puter. Nevertheless, this does not preclude the possiblity
that the trace distance for a special class of states might
be efficiently estimated with a quantum computer. Be-
cause of our results, we speculate that this might be true
for low-rank states, although we leave a formal proof for
future work. If true, this would suggest that estimating
the trace distance for some states lies outside of BQP,
while for other states it lies inside of BQP.
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