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Введение. 
Классическая теория устойчивости движения объединяет совокупность методов и 
подходов, которые позволяют ответить на вопрос об устойчивости состояния равнове-
сия в математической модели движения или определенного процесса, встречающихся 
в реальных условиях. Как правило, такими моделями являются системы обыкновен-
ных дифференциальных уравнений или уравнений с частными производными. Имеет-
ся ряд монографий и книг [см. 10, 13, 14, 15, 67, 77, 117], в которых приведены 
основные подходы к решению данной проблемы. 
Для описания современных технических и технологических устройств и систем 
применяются математические модели, отличные от упомянутых выше, и такие, для 
исследования которых требуются адекватные по содержанию методы качественного 
анализа. Одной из первых моделей гибридной системы была модель Витсенхаузена 
(см. [115]). 
В этой модели состояние системы имеет две компоненты: непрерывную и дискрет-
ную во времени. Непрерывное состояние системы описывается системой обыкновенных 
дифференциальных уравнений, правая часть которых зависит от дискретного состояния. 
Дискретное состояние изменяется, когда непрерывное состояние попадает в некоторую 
область в пространстве состояний. 
«Гибридность» математической модели реальной системы возникает тогда, когда 
ее поведение описывается различными типами уравнений. Примерами таких физи-
ческих систем являются: 
- непрерывные системы с фазовыми изменениями (прыгающий шар, шагающий 
робот, рост биологических клеток и их деление); 
- непрерывные системы, управляемые дискретными автоматами (термостат, хи-
мическое производство с дискретно вносимым катализатором, автопилот); 
- координируемые процессы (взлет и посадка самолетов крупного аэропорта, 
управление потоком автомобилей на автобанах). 
Кроме того, термин «гибридная система» применяется в настоящее время для 
описания динамики объектов, содержащих нейронные сети, различные устройства 
нечеткой логики, электрические и механические составляющие в сложных системах и 
многих других ситуациях. Важным примером гибридных систем являются также 
системы, состоящие из цифрового управляющего устройства и непрерывной компо- 
ненты, описывающей модель рассматриваемого процесса. Традиционно при иссле-
довании таких систем производится дискретизация математической модели непре-
рывной компоненты и в результате получается система разностных уравнений, под-
лежащая исследованию. Такой подход может быть не приемлемым в современных
теориях робастного управления, где как непрерывная, так и дискретная компоненты
играют важную роль в их естественном представлении.
Следовательно, построение теории устойчивости гибридных систем является
важной научной проблемой на данном этапе развития этого научного направления.
В данной статье рассмотрены некоторые классы гибридных систем. А именно:
– системы на временной шкале, поведение которых описывается динамическими
уравнениями (DE–модель) (не путать с динамическими системами в смысле
Немыцкого –Степанова [41]);
– системы с последействием при импульсных возмущениях (IE–модель);
– слабосвязанные системы, подсистемы которых определены в Банаховых про-
странствах (BE–модель).
Перечисленные системы, при определенных предположениях, относятся к разряду
гибридных динамических систем, так как в их состав входят, по крайней мере, два
или больше различных типа уравнений, которые описывают динамику независимых
подсистем.
В §1 анонсированы некоторые сведения из математического анализа на времен-
ной шкале, применяемые при исследовании устойчивости DE-модели гибридной си-
стемы. Здесь обсуждаются основные подходы, применяемые при анализе устойчиво-
сти движения. Эти подходы основаны на динамических интегральных неравенствах,
прямом методе Ляпунова и принципе сравнения. Создание этих подходов основано
на применении результатов классической теории устойчивости движения, адапти-
рованных к рассматриваемым задачам на основе математического анализа на вре-
менной шкале.
В §2 рассмотрены гибридные системы с последействием при импульсных возму-
щениях. Импульсная система считается гибридной, если в формировании динами-
ческого поведения всей системы ее компоненты (непрерывная и дискретная) играют
тождественную роль. При этом достаточные условия различных типов устойчиво-
сти основаны на матричнозначных функциях, определенных на произведении про-
странств. Этот класс вспомогательных функций позволяет упростить применение
прямого метода Ляпунова для систем с последействием и импульсным возмущением.
В §3 приведены результаты анализа устойчивости гибридных систем, состоящих
из подсистем, заданных в некоторых банаховых пространствах. Здесь применяется
метод векторных функций Ляпунова, компоненты которых связаны с независимыми
подсистемами. При слабых связях между подсистемами получены алгебраические
условия различных типов устойчивости, выраженные в терминах знакоопределен-
ности специальных матриц при ограничениях на величину малого параметра при
функциях связи подсистем.
В §4 приведены некоторые приложения общих результатов к анализу устойчиво-
сти процессов в некоторых системах с последействием при импульсных возмущени-
ях. В частности, в задачах динамики нейронных сетей при импульсных возмущениях
и задачах механики регулируемых систем.
§5 содержит краткие заключительные замечания и обсуждение некоторых новых
задач для гибридных систем.редложенная Брокеттом (см. [54]), описывает динамику
непрерывной системы,
§1. DE-модель гибридной системы.
Среди многих моделей гибридных систем (см. обзор в работе [66]), предложен-
ных после модели Витсенхаузена, В-модель, п эволюционирующую согласно обык-
новенному дифференциальному уравнению, и динамику дискретной системы, ко-
торая подчинялась разностному уравнению. Эта модель близка к тому, что позже
было названо динамическим уравнением на временной шкале [51]. Однако Брок-
кетт применял классический математический анализ, что не позволило представить
однообразно такую ситуацию. Создание специального математического анализа на
4
временной шкале позволило описать непрерывно дискретные системы как одно це-
лое и открыло новые возможности для моделирования реальных процессов. Далее
будут необходимы некоторые сведения из этого математического анализа на времен-
ной шкале.
1.1. Элементы математического анализа на временной шкале.
Приведем краткие сведения из математического анализа на временных шкалах,
следуя статьe [50] и монографии [51].
Временной шкалой T является любое непустое, топологически замкнутое под-
множество вещественных чисел R. Примерами временной шкалы являются: множе-
ство R, целые числа Z, натуральные числа N, неотрицательные натуральные числа
N0. Наиболее распространенными являются: шкала T = R для непрерывных про-
цессов; T = Z для дискретных во времени процессов и T = qZ = {qk : k ∈ Z} ∪ {0},
где q > 1 для квантового анализа в математической физике, где применяются q-
разностные уравнения. Примером временной шкалы для описания импульсных про-
цессов является шкала
Pa,b =
⋃
k
{k(a+ b), k(a+ b) + a},
где a — длина импульса и b — пробел между импульсами.
Для любого t ∈ T функция скачка вперед (назад) определяется формулами
σ(t) = inf{s ∈ T : s > t} и ρ(t) = sup{s ∈ T : s < t}, соответственно.
Расстояние от произвольного элемента t ∈ T до его последователя называем
зернистостью временной шкалы и определяем так:
µ(t) = σ(t)− t — для скачка вперед; ν(t) = t− ρ(t) — для скачка назад.
При помощи операторов σ(t) и ρ(t) текущие значения {t} на временной шкале T
классифицируются так: если σ(t) = t (ρ(t) = t), то точка t ∈ T называется плотной
справа (слева); если σ(t) > t (ρ(t) < t), то точка t ∈ T называется рассеянной справа
(слева), соответственно. Если точка t является рассеянной слева и рассеянной спра-
ва, тогда точка t называется изолированной или дискретной. Если точка t является
плотной слева и плотной справа, тогда t является плотной.
В теории динамических уравнений наряду с множеством T применяется множе-
ство Tk:
T
k =
{
T \ (ρ(supT), supT), если supT <∞,
T, если supT =∞.
Для f : T → R и t ∈ Tk определим f∆(t), если существует такое γ ∈ R, что для
любого ε > 0 и W -окрестности точки t ∈ Tk выполняется неравенство∣∣[f(σ(t)) − f(s)]− γ[σ(t)− s]∣∣ ≤ ε|σ(t)− s| при всех σ ∈W.
В этом случае f∆ : Tk → R называется ∆-производной функции f на Tk.
Некоторые дифференциальные операторы на временной шкале приведены в
табл. 1.
Из интеграла Лебега на T по мере, индуцируемой µ-зернистостью временной
шкалы
J =
∫
T
f(s) dµ(s),
нетрудно получить известные стандартные результаты, приведенные в табл. 2.
Функция p : T → R является регрессивной, если 1+ µ(t)p(t) 6= 0 при всех t ∈ Tk.
Далее применяются множества:
R = {p : T → R, p ∈ Crd(T) и 1 + µ(t)p(t) 6= 0 при всех t ∈ Tk},
R+ = {p ∈ R : 1 + µ(t)p(t) > 0 при всех t ∈ Tk}.
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Таблица 1
Временная
шкала
Дифференциальный оператор Название
T
x∆(t) =
x(σ(t)) − x(t)
µ(t)
∆-
производная
R
x∆(t) = lim
θ→0
x(t+ θ)− x(t)
θ
эйлерова
производная
Z
x∆(t) = ∆(t) = x(t + 1)− x(t) перваяразность
hZ x
∆(t) = ∆hx(t) =
x(t + h)− x(t)
h
h-разность
qZ x
∆(t) = ∆qx(t) =
x(qt)− x(t)
(q − 1)t q-разность
Pa,b
x∆(t) =

x(t+ b)− x(t)
b
, σ(t) > t,
x˙(t), σ(t) = t
импульсная
производная
Таблица 2
Временная
шкала
Интегральный оператор Название
T
J =
∫
T
f(s∆s) ∆-интеграл
R
b∫
a
f(s)∆s =
b∫
a
f(s) ds
стандартный
интеграл Лебега
Z
b∫
a
f(s)∆s =
b−1∑
t=a
f(s)
оператор
суммирования
hZ
b∫
a
f(s)∆s =
b−h∑
t=a
f(s)h
оператор
h-суммирования
qZ
b∫
a
f(s)∆s =
b/q∑
t=a
f(s)
(q − 1)s
оператор
q-суммирования
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Далее, по мере необходимости, будут приведены некоторые другие сведения из
математического анализа на временной шкале.
За последние два десятилетия появилось большое количество статей [5, 21, 46,
50, 58, 68] и др., содержащих новые результаты, полученные при разработке тео-
рии уравнений на временной шкале. Далее обзор некоторых из этих работ будет
продолжен.
1.2. Уравнения возмущенного движения гибридных систем.
Известно (см. [50]), что динамика непрерывно-дискретной во времени механиче-
ской и/или другой природы системы на временной шкале T описывается системой
динамических уравнений
x∆(t) = f(t, x(t)), x(t0) = x0, (1.1)
где
x∆(t) =

x(σ(t)) − x(t)
µ(t)
, t ∈ A ∪ C;
x˙(t) − в остальных точках.
Здесь A = {t ∈ T : ρ(t) = t и t < σ(t)}, C = {t ∈ T : ρ(t) < t и t < σ(t)},
σ(t) = inf{s ∈ T, s > t}, ρ(t) = σ(t) − t.
Пусть вектор-функция f(t, x) = Ax, где A — n×n-постоянная матрица и x ∈ Rn,
тогда система (1.1) является линейной системой уравнений на временной шкале
x∆(t) = Ax(t), x(t0) = x0. (1.2)
При T = R система (1.2) обращается в непрерывную систему
dx
dt
= Ax, x(t0) = x0 (1.3)
и при T = Z — в дискретную во времени систему
x(t+ k)− x(t) = Ax(t); x(t0) = x0 (k = 0, 1, 2, . . . ). (1.4)
Далее рассмотрим систему уравнений (cf. [35])
x∆(t) = µ(t)g(t, x(t)) + (1− µ(t))f(t, x(t)), (1.5)
где x ∈ Rn, g : T×Rn → Rn; f : T×Rn → Rn. Если T = R, тогда для любого t ∈ R,
σ(t) = inf(t,∞) = t и µ(t) ≡ 0 при всех t ∈ T. В этом случае из уравнений (1.5)
получим нелинейную систему обыкновенных дифференциальных уравнений
x˙(t) = f(t, x(t)) (t ∈ R). (1.6)
Если T = Z, тогда для любого t ∈ Z, σ(t) = inf(s ∈ Z : s > t) = inf(t+ 1,t+ 2, . . . ) =
= t + 1 и µ(t) ≡ 1 при всех t ∈ T. В этом случае из динамического уравнения (1.5)
получаем систему разностных уравнений
∆x(t) = g(t, x(t)) (t ∈ Z).
Таким образом, уравнение (1.5) является общим видом нелинейной системы, опи-
сывающей непрерывно-дискретный во времени процесс.
1.3. Постановка задачи об устойчивости.
Напомним некоторые определения устойчивости невозмущенного движения (ре-
шения x = 0) системы динамических уравнений (1.1).
Определение 1.1. Состояние x = 0 системы (1.1):
(а) устойчиво на T если для любого t1 ∈ T и любого ε ∈ (0, H) существует δ =
= δ(t1, ε) > 0 такое, что из условия ‖x(t1)‖ < δ следует ‖x(t, t0, x(t1))‖ < ε при
всех t ∈ [t1,∞) ∩ T;
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(б) асимптотически устойчиво на T, если оно устойчиво и для любого t1 ∈ T
существует δ1 = δ1(t1) > 0 такое, что из условия ‖x(t1)‖ < δ1 следует, что
lim ‖x(t, t0, x(t1))‖ = 0 при t→∞;
(в) экспоненциально устойчиво на T, если для любого t1 ∈ T существуют величины
K = K(t1), δ1 > 0 и q > 0 такие, что ‖x(t, t1, x(t1))‖ ≤ Ke−q(t, t1)‖x(t1)‖ при
всех t ∈ [t1,∞) ∩ T.
Если в определениях (а), (в) величины δ и K не зависят от t1, тогда состояние
x = 0 системы (1.1) равномерно устойчиво или равномерно экспоненциально устой-
чиво на T, соответственно.
Вернемся к линейным системам (1.2)–(1.4). Для асимптотической устойчивости
состояния x = 0:
(a) системы (1.4) необходимо и достаточно, чтобы модуль собственных значений
λ матрицы I +A был меньше единицы;
(б) системы (1.3) необходимо и достаточно, чтобы все собственные значения λ
матрицы A имели отрицательные действительные части;
(в) системы (1.2) достаточно, чтобы для всех собственных значений λ матрицы A
существовала постоянная γ > 0 такая, что
γ−1 ≤ |1 + µ(t)λ| при всех t ∈ T
и σ(A) ⊂ SC(T), где σ(A) обозначает множество собственных значений матри-
цы A и
SC(T) =
{
λ ∈ C : lim
T→∞
sup
1
T − t0
T∫
t0
lim
sցµ(t)
log |1 + sλ|
s
∆t < 0
}
,
µ(t) = inf{s ∈ T : t < s} − t — зернистость временной шкалы T (см. [103] и
библиографию там).
Из анализа условий (а) – (в) следует, что система, описываемая уравнением (1.2)
на временной шкале, имеет желаемое свойство асимптотической устойчивости со-
стояния x = 0 при более широких условиях на параметры системы, по сравнению с
условиями, которые формулируются для систем (1.3), (1.4), соответственно.
Таким образом, в том случае, когда реальная физическая система описывается
линейной системой уравнений (1.2), на основе условий (в) могут быть найдены та-
кие области параметров, гарантирующие асимптотическую устойчивость состояния
x = 0, которые не следуют из условий (а) либо (б).
В общем случае, задача об устойчивости нулевого решения уравнений возмущен-
ного движения на временной шкале сводится к выяснению условий, при которых для
этого типа уравнений имеет место непрерывная зависимость от начальных данных
на неограниченном интервале времени.
1.4. Методы анализа устойчивости систем на временной шкале.
Общими методами анализа устойчивости нулевого решения уравнений этого ти-
па являются:
(1) метод динамических интегральных неравенств [26, 45, 50, 58];
(2) прямой метод Ляпунова, основанный на скалярных, векторных либо матрич-
нозначных функциях [26, 33, 34, 35, 36, 90];
(3) метод сравнения [26, 93];
(4) подходы, основанные на комбинировании методов (1)–(3) [23, 26].
Для некоторых специальных классов динамических уравнений применяются
другие подходы, адаптированные из общей качественной теории обыкновенных либо
разностных уравнений. Остановимся кратко на некоторых результатах, полученных
на основе упомянутых подходов.
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1.4.1. Применение динамических интегральных неравенств. Рассматри-
вается квазилинейная система
x∆(t) = A(t)x(t) + f(t, x(t)), f(t, 0) = 0, (1.7)
где A ∈ R(T,Rn×n), n ∈ N, f : T × Rn → Rn и F (t) = f(t, x(t)) удовлетворяет
условию F ∈ Crd(T) для любой дифференцируемой функции x. В работе [50] на
основе формулы вариации постоянных на временной шкале при условиях
‖f(t, x)‖ ≤ a(t)‖x‖m при t ≥ t0, a ∈ Crd(T) (1.8)
для любого целого m ∈ Z и при выполнении оценки
‖eA(t, s)‖ ≤ ϕ(t)ψ(s) при t ≥ s ≥ t0,
где ϕ, ψ ∈ Crd(T), получены условия различных типов устойчивости состояния x = 0
системы динамических уравнений (1.7). При этом применяется неравенство Грону-
олла (при m = 1) и аналог нелинейного неравенства Стахурской (при m ≥ 2) на
временной шкале.
Напомним, что множество R(R+) регрессивных (положительно регрессивных)
функций вместе с выражением (p⊕ q)(t) = p(t)+ q(t)+µ(t)p(t)q(t) образует Абелеву
группу. Для p ∈ R обратный элемент определяется формулой (⊖p)(t) = −p(t)/(1+
+µ(t)p(t)).
Перепишем систему уравнений (1.5) в виде
x∆(t) = f(t, x(t)) + µ(t)(g(t, x(t)) − f(t, x(t))) (1.9)
и предположим, что нулевое решение системы (1.6) экспоненциально устойчиво.
Предположим, что в системе (1.9) вектор-функция f(t, x) = A(t)x при всех t ∈ T
и x ∈ S(ρ) = {x ∈ Rn : ‖x‖ < ρ} и для системы
x∆(t) = A(t)x, t ∈ T (1.10)
известна фундаментальная матрица ΦA(t, τ) = ΦA(t, s)ΦA(s, τ) при всех τ ≤ s ≤ t,
τ, s, t ∈ T. Обозначим вектор-функциюQ(t, x) = g(t, x)−A(t)x и будем предполагать,
что Q(t, x) = 0 тогда и только тогда, когда x = 0 при всех t ∈ T.
Покажем, что имеет место следующее утверждение.
Теорема 1.1. Предположим, что в системе (1.2) вектор функция f(t, x) =
= A(t)x и выполняются следующие условия:
(1) нулевое решение системы (1.6) экспоненциально устойчиво с постоянными q
и K;
(2) существует постоянная L > 0 такая, что вектор-функция Q(t, x) удовле-
творяет оценке ‖Q(t, x)‖ ≤ L‖x‖ при всех (t, x) ∈ T× S(ρ);
(3) при заданной зернистости µ(t) > 0 временной шкалы T неравенство q −
− µ(t)KL > 0 выполняется при всех t ∈ T.
Тогда состояние x = 0 системы (1.8) экспоненциально устойчиво.
Доказательство. При выполнении условий (1), (2) теоремы 1.1 для любого ре-
шения x(t) системы (1.8) верно представление
x(t) = ΦA(t, τ)x(τ) +
t∫
τ
ΦA(t, σ(s))µ(s)Q(s, x(s))∆s (1.11)
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при всех t ≥ τ . Из соотношения (1.11) получим оценку
‖x(t)‖ ≤ ‖ΦA(t, τ)x(τ)‖ +
t∫
τ
‖ΦA(t, σ(s))µ(s)Q(s, x(s))‖∆s ≤
≤ K‖x(τ)‖e−q(t, τ) +
t∫
τ
KLe−q(t, σ(s))µ(s)‖x(s)‖∆s ≤
≤ K‖x(τ)‖e−q(t, τ) +
t∫
τ
µ(s)KL
1− qµ(s)e−q(t, s)‖x(s)‖∆s.
(1.12)
Так как 1/(e−q(t, τ)) > 0 при всех t ≥ τ , то в силу того, что −q ∈ R+ оценку (1.12)
продолжим так:
‖x(t)‖
e−q(t, τ)
≤ K‖x(τ)‖ +
t∫
τ
µ(s)KL
1− qµ(s)
‖x(s)‖
e−q(s, τ)
∆s. (1.13)
Применяя к оценке (1.13) неравенство Гронуолла на временной шкале, получим
‖x(t)‖
e−q(t, τ)
≤ K‖x(τ)‖e µ(t)KL
1−qµ(t)
(t, τ)
или
ed‖x(t)‖ ≤ K‖x(τ)‖e−q(t, τ)e µ(t)KL
1−qµ(·)
(t, τ) = K‖x(τ)‖e
−q⊕
µ(t)KL
1−qµ(·)
(t, τ) =
= K‖x(τ)‖e−q+µ(t)KL(t, τ)
при всех t ≥ τ .
Согласно условия (3) теоремы 1.1 имеем −(q−µ(t)KL) ∈ R+ и поэтому из оценки
‖x(t)‖ ≤ K‖x(τ)‖e−(q−µ(t)KL)(t, τ)
следует, что состояние x = 0 системы (1.2) экспоненциально устойчиво на T.
Теорема доказана.
Замечание 1.1. Если условие (3) теоремы 1.1 выполняется при значениях 0 <
< µ(t) < µ∗, где µ∗ = const < +∞, тогда µ∗ является предельным значением зер-
нистости временной шкалы, при которой сохраняется свойство экспоненциальной
устойчивости в системе (1.2), если оно имело место в линейном приближении систе-
мы (1.5).
Аналогично подходу, предложенному в работе [50], анализ устойчивости квази-
линейной системы (1.7) проводится в работе [45].
При помощи этого неравенства получены условия различных типов устойчиво-
сти состояния x = 0 системы (1.7) при условиях (1.2) и (1.3) для любого m > 1. При
этом в используемом интегральном неравенстве
u(t) ≤ a(t) + b(t)
t∫
t0
h(s)um(s)∆s при всех t ≥ t0 (1.14)
ослаблены требования к функциям a(t), b(t) и h(t). Оценка функции u(t), удовлетво-
ряющей неравенству (1.14) при ослабленных требованиях, приведена в лемме 1.1.
Лемма 1.1. Предположим, что функции a(t), b(t) — положительные rd-
непрерывные на T, функция h(t) — неотрицательная rd-непрерывная на T и m > 1
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— действительное число. Если частное a(t)/b(t) является неубывающим на T, то
для любой функции u(t), удовлетворяющей неравенству (1.14), верна оценка
u(t) ≤ a(t)[
1 +
t∫
t0
am−1(σ(s)) − (a(σ(s)) + µ(s)b(σ(s))am(s)h(s))m−1
µ(s)(a(σ(s)) + µ(s)b(σ(s))am(s)h(s))m−1
∆s
] 1
m−1
(1.15)
на интервале [t0, t˜), где t˜ является первой точкой из промежутка [t0,+∞) ∩ T,
в которой основание степени в знаменателе в правой части неравенства (1.15)
становится неположительным.
Пусть h(t) = ψ(σ(t))ϕm(t)α(t),
D(t, a, ρ) =
t∫
a
1
µ(s)
(
1− 1
(1 + µ(s)h(s)ψm−1(a)ρm−1)m−1
)
∆s.
Приведем достаточные условия устойчивости, равномерной устойчивости и
асимптотической устойчивости состояния x = 0 системы динамических уравнений
(1.1). При этом относительно системы (1.1) предполагается, что матричнозначная
функция A : T → Rn×n и вектор-функция f : T × Rn → Rn удовлетворяют следую-
щим условиям:
1) функции A(t) и f(t, x) являются rd-непрерывными и A ∈ R(T,Rn×n);
2) функция f(t, x) удовлетворяет условию Липшица по пространственной пере-
менной в Rn, т. е. существует L > 0 такое, что
‖f(t, x1)− f(t, x2)‖ ≤ L‖x1 − x2‖ при всех (t, x1), (t, x2) ∈ T× Rn;
3) существуют функции α(t), ϕ(t), ψ(t) ∈ Crd(T,R+) и постоянная m > 1 такие,
что:
а) ‖f(t, x)‖ ≤ α(t)‖x‖m; b) ‖eA(t, t0)‖ ≤ ϕ(t)ψ(t0)
при всех t ≥ t0, принадлежащих T, и x ∈ Rn.
Теорема 1.2. Если для системы уравнений (1.7) при всех s ≥ t0 существует
K(s) такое, что ϕ(t) ≤ K(s) при всех t ≥ s ≥ t0 и D˜(t0, ρ) = lim
t→∞
D(t, t0, ρ) < ∞
при всех t0 ∈ T и ρ > 0, то решение x = 0 системы уравнений (1.7) устойчиво.
Теорема 1.3. Если для системы уравнений (1.7) существуют положительная
постоянная K1 и непрерывная неубывающая функция K2(ρ) такие, что ϕ(t)ψ(s) ≤
≤ K1 при всех t ≥ s ≥ t0 и D˜(s, ρ) = lim
t→∞
D(t, s, ρ) ≤ K2(ρ) при всех s ≥ t0 и ρ > 0,
то решение x = 0 системы уравнений (1.7) равномерно устойчиво.
Теорема 1.4. Если для системы уравнений (1.7) выполняются условия
D˜(s, ρ) = lim
t→∞
D(t, s, ρ) <∞
при всех s ≥ t0 и ρ > 0, и lim
t→∞
ϕ(t) = 0, то решение x = 0 системы уравнений
(1.7) асимптотически устойчиво. При этом область притяжения решения x = 0
содержит шар B(0, ρλ(t0)), где ρλ(t0) — наибольшее решение уравнения D˜(t0, ρ) =
= λ, λ ∈ (0, 1).
Доказательства приведенных теорем имеются в статье [45].
Основной проблемой применения этого подхода при исследовании квазилиней-
ных систем динамических уравнений является эффективное построение фундамен-
тальной матрицы для линейного приближения системы динамических уравнений.
Эта проблема, как и для обыкновенных дифференциальных уравнений, является, в
общем случае, открытой.
1.4.2. Обобщенный прямой метод Ляпунова. Применение прямого метода
Ляпунова для качественного анализа решений динамических уравнений к настоя-
щему времени развито в нескольких направлениях. Остановимся на некоторых из
них, a именно:
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(а) обобщение теорем прямого метода Ляпунова для динамических уравнений на
основе матричнозначной функции [78 – 85, 87];
(б) применение матричнозначных функций для анализа устойчивости динамиче-
ских уравнений с неточными значениями параметров [35, 93];
(в) анализ полидинамики нелинейной системы на временной шкале [21, 22, 88];
(г) построение функций Ляпунова для некоторых классов уравнений на временной
шкале [26].
Вместе с системой уравнений (1.1) рассмотрим матричнозначную функцию
U(t, x) = [vij(t, x)] (i, j = 1, 2, . . . ,m), (1.16)
в которой vij : T × Rn → R+ при i = 1, 2, . . . ,m и vij : T × Rn → R при i 6= j,
i, j = 1, 2, . . . ,m. Предполагается, что элементы vij(t, x) матричнозначной функции
(1.16) удовлетворяют условиям:
(1) vij(t, x) локально Липшицевы по x при всех t ∈ T;
(2) vij(t, x) = 0 при всех t ∈ T, если только x = 0;
(3) vij(t, x) = vji(t, x) при всех t ∈ T и i, j = 1, 2, . . . ,m.
Построим скалярную функцию (cf. [62])
V (t, x, θ) = θTU(t, x)θ (θ ∈ Rm+ ) (1.17)
и введем ее полную ∆-производную в силу системы (1.1)
V ∆(t, x, θ) = θTU∆(t, x)θ (θ ∈ Rm+ , t ∈ T). (1.18)
Здесь U∆(t, x) вычисляется согласно формуле (см. [26] и библиографию там)
U∆(t, x) = U∆(t, x(t)) = U∆t (t, x(σ(t))) + f(t, x)
1∫
0
U
′
x(t, x(t) + hµ(t)f(t, x)) dh,
где U∆t — ∆-производная матричнозначной функции по t и U
′
x — обычная частная
производная функции (1.16) по x.
Заметим, что матричнозначная вспомогательная функция (1.16) позволяет раз-
вить как скалярный, так и векторный варианты прямого метода Ляпунова для ди-
намических уравнений.
Далее о системе (1.1) сделаем следующие предположения.
H1. Вектор функция F (t) = f(t, x(t)) удовлетворяет условию F ∈ Crd(T), как
только x является ∆-дифференцируемой функцией со значениями в N , N ⊂ Rn —
открытая связная окрестность состояния x = 0.
H2. Вектор-функция f(t, x) является покомпонентно регрессивной, т. е. e
T+ +
µ(t)f(t, x) 6= 0 при всех t ∈ [t0,∞), где eT= (1, 1, . . . , 1)T∈ Rn.
H3. На множестве S ⊂ T×N вектор-функция f(t, x) ограничена и удовлетворяет
условию Липшица.
H4. При всех t ∈ [t0,∞) вектор-функция f(t, x) = 0, если только x = 0.
При выполнении этих условий решение начальной задачи для системы (1.1) су-
ществует на максимальном интервале времени и состояние x = 0 является един-
ственным.
В терминах существования функции (1.16) и ее полной ∆-производной (1.18) в
работах [26, 33, 34, 90] доказаны основные теоремы прямого метода Ляпунова для
динамических уравнений (1.1). Приведем одну из этих теорем.
Теорема 1.5. Предположим, что вектор-функция f в системе (1.1) удовле-
творяет условиям H1–H4 на T × Rn и функция (1.17) локально Липшицева по x
при всех t ∈ T. Если существуют:
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(1) функции сравнения ψi1, ψi2, ψi3 ∈ K-классу, i = 1, 2, . . . ,m, функции ψ˜i2(t, u)
rd-непрерывные по t и возрастающие по u, ψ˜i2(t, 0) = 0 при всех i = 1, 2, . . . ,m
и симметрические (m×m)-матрицы A1(θ), A˜2(θ) такие, что
(a) ψT1 (‖x‖)A1(θ)ψ1(‖x‖) ≤ V (t, x, θ) ≤ ψ˜T2 (t, ‖x‖)A˜2(θ)ψ˜2(t, ‖x‖) при всех
(t, x, θ) ∈ T×N × Rm+ ;
(б) ψT1 (‖x‖)A1(θ)ψ1(‖x‖) ≤ V (t, x, θ) ≤ ψT2 (‖x‖)A˜2(θ)ψ2(‖x‖) при всех
(t, x, θ) ∈ T×N × Rm+ ;
(2) постоянная симметрическая (m×m)-матрица A3 такая, что
V ∆(t, x, θ)|(1.1) ≤ ψT3 (‖x‖)A3(θ)ψ3(‖x‖)
при всех (t, x, θ) ∈ T×N × Rm+ ,
тогда, если матрицы A1(θ) и A˜2(θ) положительно определенные и матрица A3(θ)
полуопределенно отрицательная, тогда
(a) состояние x = 0 системы (1.1) устойчиво при условии (1)(а);
(б) состояние x = 0 системы (1.1) равномерно устойчиво при условии (1)(б).
Замечание 1.2. Следствиями теоремы 1.5 являются теорема 2.5.1 из монографии
[81] при T = R и теорема 3.3.3 из монографии [83] при T = Z.
Если параметры системы уравнений (1.1) известны неточно, тогда уравнения
возмущенного движения (1.1) принимают вид [35, 93]
x∆(t) = f(t, x, α), (1.19)
где α ∈ G, G ⊂ Rd — компактное подмножество пространства параметров Rd. Теоре-
мы прямого метода Ляпунова для динамических уравнений (1.19) сформулированы
и доказаны в монографии [35]. Приведем достаточные условия неустойчивости со-
стояния x = 0 системы (1.19).
Теорема 1.6. Предположим, что вектор-функция f(t, x, α) в системе (1.19)
удовлетворяет предположениям H1–H4 на T× R× G. Пусть:
(1) существуют матричнозначная функция U : T×Rn → Rm×m и вектор θ ∈ Rm+
такие, что функция (1.17) локально липшицева по x при всех t ∈ T;
(2) существуют вектор-функция сравнения ψ1 ∈ K-классу и симметрическая
(m × m)-матрица A1 такая, что при всех (t, x) ∈ T × N верна оценка
ψT1 (‖x‖)A1ψ1(‖x‖) ≤ V (t, x, θ) и минимальное собственное значение λm(A1) >
> 0;
(3) существует (m×m)-матрица C = C(t, α) такая, что
V ∆(t, x, θ)|1.23 ≥ ψT1 (‖x‖)C(t, α)ψ1(‖x‖) + ω(t, ψ1(‖x‖))
при всех (t, x) ∈ T× N и lim
ψ1→0
ω(t,ψ1)
ψ1
= 0 равномерно по t ∈ T;
(4) существует постоянная (m×m)-матрица C∗ такая, что
1
2
[
CT(t, α) + C(t, α)
] ≥ C∗
и хотя бы при одном значении α ∈ G выполняется условие λm(C∗) > 0 и
λm(C
∗)λ−1m (A1) ∈ R.
Тогда состояние x = 0 неточной системы (1.19) неустойчиво.
Доказательство этой теоремы имеется в монографии [35].
1.4.4. Общая задача полидинамики (см. [21, 22, 88] и библиографию там).
Проблема полидинамики возникает тогда, когда рассматриваются динамические
уравнения возмущенного движения с дельта и набла-производными одновременно.
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Такие уравнения получаются следующим способом. В дополнение к множествам A
и C на временной шкале T будем рассматривать множества
B = {t ∈ T : ρ(t) < t и t = σ(t)};
D = {t ∈ T : ρ(t) = t и t = σ(t)}.
Если T имеет рассеянный справа минимум a, тогда Tk = T\{a} и в остальных случа-
ях Tk = T. При этом ∇-производная вектора состояния x(t) определяется формулой
x∇(t) =

x(t) − x(ρ(t))
ν(t)
, t ∈ B ∪ C;
x˙(t) − в остальных точках,
где ρ(t) = sup{s ∈ T : s < t} и зернистость ν(t) = t− ρ(t).
Предположим, что ∇-динамика нелинейной системы на временной шкале T опи-
сывается динамическими уравнениями
x∇(t) = g(t, x(t)), x(t0) = x0, (1.20)
где g : Tk×Rn → Rn, x(t) ∈ Rn — вектор состояния системы (1.20) в момент времени
t ∈ T.
Полидинамика гибридной системы на временной шкале T описывается динами-
ческим уравнением (cf. [109])
x⋄α(t) = F (t, x(t), α), x(t0) = x0, (1.21)
где x⋄α(t) — α-ромбическая производная вектора x(t), определяемая формулой
x⋄α(t) = αx∆(t) + (1 − α)x∇(t), α ∈ [0, 1], и F (t, x(t), α) = αf(t, x) + (1 − α)g(t, x)
при всех t ∈ Tk ∩ Tk.
Предположим, что для функции (1.17) существуют ∆- и ∇-производные вдоль
решений систем (1.1) и (1.20):
V ∆(t, x, θ) = θTU∆(t, x(t))θ при t ∈ Tk и V ∇(t, x, θ) = θTU∇(t, x(t))θ при t ∈ Tk.
Функция
V ⋄α(t, x, θ) = αV ∆(t, x, θ) + (1− α)V ∇(t, x, θ)
называется α-ромбической производной функции Ляпунова (1.17) на временной
шкале, если и только если функция (1.17) определенно положительная и убыва-
ющая на T и V ⋄α(t, x, θ) ≤ 0 на множестве B ⊆ Rn при всех t ∈ Tk ∩ Tk.
Условия устойчивости и неустойчивости нулевого решения системы (1.21) приве-
дены в работах [21, 22, 26, 88]. Эти условия являются обобщением условий из теорем
прямого метода Ляпунова для системы динамических уравнений (1.1).
Среди открытых проблем полидинамики гибридных систем на временной шкале
отметим следующие:
– построение последовательных приближений для решения динамических урав-
нений (1.21) и исследование их сходимости;
– получение условий существования решений системы (1.21) и их единствен-
ность;
– получение условий продолжимости решений системы (1.21) и анализ их зави-
симости от зернистости временной шкалы;
– получение критериев колеблемости решений системы (1.21) их ограниченности
и диссипативности;
– разработка способов оценки влияния возмущений в системе (1.21);
– установление условий распада регулярных решений динамического уравнения
(1.21) и условий возникновения хаотического поведения траекторий.
14
1.4.5. Построение функции Ляпунова. В общем случае проблема построе-
ния функций Ляпунова для уравнений на временной шкале, как и для обыкновенных
дифференциальных уравнений, остается открытой.
Решение этой проблемы упрощается, если для системы динамических уравнений
(1.10) известна фундаментальная матрица Φ(t, t0).
В случае T = R этот подход был реализован в монографии [16] для линейной
неавтономной системы, включая случай периодической матрицы.
Рассмотрим систему динамических уравнений (1.10) и квадратичную форму с
матрицей B. Функцию V (t, x) = xTBx, x ∈ Rn, будем искать, исходя из квазистаци-
онарного уравнения Ляпунова
AT(t)B +BA(t) + µ(t)AT(t)BA(t) = −M(t), (1.22)
где M(t) — n × n-определенно положительная симметрическая матрица при всех
t ∈ T. Уравнение (1.22) получается при вычислении V ∆(t, x(t)) в силу системы (3.3).
В работе [68] показано, что если 0 ≤ µ(t) ≤ µmax при всех t ∈ T, тогда существует
область
Hmin =
{
z ∈ Cµmax :
∣∣∣∣z + 1µmax
∣∣∣∣ < 1µmax
}
такая, что Hmin ⊂ SC(T).
Имеет место следующее утверждение (cf. [58]).
Теорема 1.7. Пусть для квазистационарного уравнения (1.22) выполняются
условия:
(1) зернистость временной шкалы T ограничена и определена шкала
St =
{
µ(t)N0 при µ(t) 6= 0,
R+ при µ(t) = 0;
(2) известна переходная матрица решений Φ(t, t0);
(3) λ ∈ Hmin при всех λ ∈ specA и при всех t ≥ t0, t0 ∈ T.
Тогда решением уравнения (1.22) является n× n-матрица
B(t) =
∫
St
ΦTA(s, 0)M(t)ΦA(s, 0)∆s.
При этом матрица B(t) будет определенно положительной при всех t ∈ T, если
матрица M(t) — симметрическая определенно положительная при всех t ∈ T.
Далее рассмотрим квадратичную форму V (t, x) = xTB(t)x, x ∈ Rn, где B(t) —
нестационарная n × n-матрица при всех t ∈ T. В этом случае из выражения для
V ∆(t, x(t)) в силу системы (1.10) получим динамическое уравнение Ляпунова в виде
AT(t)B(t) +B(t)A(t) + µ(t)AT(t)B(t)A(t) +
+ (I + µ(t)AT(t))B∆(t)(I + µ(t)A(t)) = −W (t), (1.23)
где W (t) — n × n-симметрическая положительно определенная матрица при всех
t ∈ T.
Имеет место следующее утверждение (cf. [58]).
Теорема 1.8.Пусть для динамического уравнения (1.23) выполняются условия:
(1) нулевое решение x = 0 экспоненциально устойчиво на T;
(2) известна фундаментальная матрица Φ(t, t0) системы (1.10).
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Тогда n× n-матрица
B(t) = (ΦT(t, t0))
−1B(t0)(Φ(t, t0))
−1 −
− (ΦT(t, t0))−1
[ t∫
t0
ΦT(s, t0)W (s)Φ(s, t0)∆s
]
(Φ(t, t0))
−1
(1.24)
является решением уравнения (1.23) при B(t0) = B0 — n×n-постоянной матрице.
При этом матрица B(t) будет определенно положительной при всех t ∈ T, если
матрица W (t) — симметрическая и положительно определенная при всех t ∈ T.
Если начальное значение B(t0) выбрать в виде
B(t0) =
∞∫
t0
ΦT(s, t0)W (s)Φ(s, t0)∆s,
тогда решение (1.24) уравнения (1.23) принимает вид
B(t) =
∞∫
t
ΦT(s, t)W (s)Φ(s, t)∆s.
При исследовании крупномасштабных систем динамических уравнений есте-
ственным является применение матричнозначных функций. Получающиеся при
этом результаты охватывают результаты, которые получаются при помощи как ска-
лярных, так и векторных функций Ляпунова для динамических уравнений.
1.4.6. Метод сравнения на временной шкале [26]. Далее для динамических
уравнений (1.1) будем рассматривать функцию (1.17) и ее ∆-производную (1.18). В
этом случае имеет смысл формулировать принцип сравнения со скалярной функци-
ей Ляпунова, построенной на основе матричнозначной функции (1.16). Известно, что
этот принцип основан на соответствующих дифференциальных и/или интеграль-
ных динамических неравенствах и позволяет делать заключение о качественном по-
ведении решений исследуемой системы уравнений (1.1) на основе анализа решений
скалярного динамического уравнения сравнения. Имеет место следующее утвержде-
ние.
Теорема 1.9 Предположим, что для системы (1.1) выполняются условия:
(1) существует функция (1.17) локально Липшицева по x при всех t ∈ T, V ∈
∈ Crd(T× Rn × Rm+ ,R+);
(2) для ∆-производной (1.18) существует мажоранта G(t, V (t, x, θ)), G(t, 0) = 0
такая, что G(t, V1) ≤ G(t, V2) при всех t ∈ T, если только V1 ≤ V2 и, кроме
того, V ∆(t, x, θ) ≤ G(t, V (t, x, θ)) при всех t ∈ Tk \ {t0}, где t0 ∈ T;
(3) существует максимальное решение R(t) динамического неравенства
w∆ ≥ G(t, w(t)), w(t0) = w0 ≥ 0, при всех t ≥ t0.
Тогда выполняется оценка V (t, x(t), θ) < R(t) при всех t ≥ t0, как только
V (t0, x0, θ) < w(t0).
Доказательство этой теоремы основано на принципе индукции на временной
шкале (см. [51] и библиографию там).
Следствие 1.1. Пусть в теореме 1.9 функция G(t, V (t, x, θ)) = g(V (t, x, θ)),
g : R+ → R является неубывающей и V (t) = V (t, x(t), θ), V : T → R такая, что
G ◦ V — rd-непрерывная функция. Пусть функция p ≥ 0 является rd-непрерывной
и функция m : T → R — ∆-дифференцируемая. Тогда из неравенства
V (t, x, θ) ≤ m(t) +
t∫
t0
p(τ)G(V (τ, x(τ), θ))∆τ (1.25)
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следует оценка V (t, x, θ) < w(t), где w(t) — максимальное решение начальной задачи
w∆ = m∆ + p(t)G(w(t)), w(t0) = w0 > m(t0).
Следствие 1.2. Пусть в условиях следствия 1.1 вместо неравенства (1.25) вы-
полняется интегральное неравенство
V (t, x, θ) ≤ α+
t∫
t0
p(τ)G(V (τ, x(τ), θ))∆τ,
где α ∈ R. Тогда оценка V (t, x(t), θ) < R(t) верна при всех t ≥ t0, где w(t) является
максимальным решением динамического уравнения сравнения
w∆ = p(t)G(w(t)), w(t0) = w0 > α.
Принцип сравнения (теорема 1.9) позволяет установить общую схему получе-
ния достаточных условий устойчивости нулевого решения системы динамических
уравнений (1.1) в следующем виде.
Теорема 1.10. Предположим, что для уравнений (1.1):
(1) существует функция V ∈ Crd(T×Rn×Rm+ ,R+), V (t, x, θ) — локально липши-
цева по x при всех t ∈ T;
(2) существуютm×m-постоянные матрицы A1, A2 и векторные функции класса
Хана (a, b) ∈ K-классу покомпонентно такие, что при всех (t, x) ∈ T× Rn
bT(‖x‖)A1b(‖x‖) ≤ V (t, x, θ) ≤ aT(‖x‖)A2a(‖x‖);
(3) для ∆-производной (1.18) существует мажоранта G(t, V (t, x, θ)) такая, что
G(t, V1) ≤ G(t, V2) как только V1 ≤ V2 при всех t ∈ T и V ∆(t, x, θ) ≤
≤ G(t, V (t, x, θ)) при всех (t, x) ∈ Tk \ {t0} × Rn.
Тогда нулевое решение уравнений (1.1) обладает тем же типом устойчивости,
что и динамическое уравнение сравнения
w∆(t) = G(t, w(t)), w(t0) = w0 ≥ 0.
Доказательство этого утверждения проводится применительно к типу рассмат-
риваемой устойчивости по схеме, принятой в теории устойчивости движения (см. [1,
2, 9, 18, 24, 37 – 39, 77, 87, 89] и библиографию там).
Пусть задана регрессивная линейная система динамических уравнений
x∆(t) = A(t)x(t), x(t0) = x0, t0 ∈ T. (1.26)
Для функции V (x) = xTx имеем
V ∆(x(t)) = (x∆)Tx(σ(t)) + xTx∆(t) = xT(t)
[
AT(t) +A(t) + µ(t)AT(t)A(t)
]
x(t). (1.27)
Обозначим (AT⊕A)(t) = AT(t) +A(t) + µ(t)AT(t)A(t) и предположим, что A ∈ R(T)
и (AT⊕ A)(t) ≤ 2cI < 0 для некоторого c ∈ R+ при всех t ∈ T, I — единичная
матрица. Из соотношения (1.27) следует
V ∆(x(t)) ≤ G(t, V (x(t))), (1.28)
где G(t, V (x(t))) = (2c + µ(t)c2)V (x(t)). Обозначим m(t) = V (x(t)) и рассмотрим
динамическое уравнение сравнения
m∆(t) = (2c+ µ(t)c2)m(x(t)). (1.29)
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Согласно условиям теоремы 1.9 из определенного типа устойчивости нулевого реше-
ния уравнения сравнения (1.29) следует соответствующий тип устойчивости в целом
нулевого решения системы (1.1).
Если для анализа системы (1.1) применяется функция V (t, x) = xTH(t)x с мат-
рицей H ∈ Crd(Tk,Rn×n), удовлетворяющей оценке
α‖x(t)‖2 ≤ xTH(t)x ≤ β‖x(t)‖2, t ∈ Tk,
где α, β > 0 — const, то динамическое уравнение сравнения имеет вид
m∆(t) = λM (t)m(t), m(t0) = m0 ≥ 0, (1.30)
где λM (t) — максимальное собственное значение матрицы (I + µ(t)A
T(t))H∆(t)(I +
+ µ(t)A(t)) +AT(t)H(t) +H(t)A(t) + µ(t)AT(t)H(t)A(t).
Пусть λM ∈ R и обозначим
θλ(t) =

log |1 + µ(t)λM (t)|
µ(t)
, если µ(t) > 0,
λM (t), если µ(t) = 0
при всех t ∈ [t0,∞) ∩ T. Имеет место следующее утверждение.
Теорема 1.11. Нулевое решение m(t) = 0 уравнения сравнения (1.29):
(1) экспоненциально устойчиво в целом, если lim
t→∞
sup θλ(t) = q < 0;
(2) равномерно экспоненциально устойчиво в целом, если θλ(t) ≤ q∗ < 0 при всех
t ∈ [t0,∞) ∩ T;
(3) неустойчиво, если lim
t→∞
inf θλ(t) = q˜ > 0.
При выполнении оценки (1.28) для функции V (t, x) и условий теоремы 1.11 ну-
левое решение x = 0 системы (1.1) обладает тем же типом устойчивости (неустой-
чивости), что и нулевое решение динамического уравнения (1.30).
Это утверждение следует из условий теорем 1.10, 1.11 и некоторых результатов
статьи [23].
1.4.7. Комбинированный подход. Покажем на примере анализа экспоненци-
альной устойчивости нулевого решения системы (1.1) применение прямого метода
Ляпунова и метода вариации произвольных постоянных на временной шкале.
Рассмотрим скалярное уравнение
m∆(t) = λ(t)m(t) + Φ(t,m(t)), (1.31)
решение m(t) = m(t; t1,m1) которого предполагается единственным для начальной
задачи (1.31) – (1.32)
m(t1; t1,m1) = m1. (1.32)
Это уравнение получается при оценке полной производной вспомогательной функ-
ции в силу системы уравнений на временной шкале (1.1).
Пусть α > 0, λ ∈ R и при всех t ∈ [t0,∞) определена функция
θ∗λ(t) =

log |1 + µ(t)αλ(t)|
µ(t)
, если µ(t) > 0;
αλ(t), если µ(t) = 0.
Имеет место следующее утверждение (cf. [64]).
Теорема 1.12. Предположим, что для уравнений (1.1) выполняются условия
H1–H4. Если существуют:
(1) функция V (t, x, θ), V ∈ Crd(T × Rn × Rm+ ,R+), V — локально липшицева по x
при всех t ∈ T;
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(2) функции сравнения ψi1, ψi2 ∈ K-классу Хана и имеющие один и тот же по-
рядок роста, (m ×m)-постоянные матрицы Ai, i = 1, 2, и постоянная r > 1
такие, что
(а) uTA1u ≤ V (t, x, θ) при всех (t, x) ∈ T × S, где u = (‖x‖r/2, . . . , ‖x‖r/2)T ∈
∈ Rm+ ;
(б) V (t, x, θ) ≤ ψT1 (‖x‖)A2ψ1(‖x‖);
(3) симметрическая m×m-матрица A3(t) и функция Φ(t, V (t, x, θ)) такие, что
(а) V ∆(t, x, θ) ≤ ψT2 (‖x‖)A3ψ2(‖x‖) + Φ(t, V (t, x, θ));
(б) lim
V (t,x,θ)→0
Φ(t,V (t,x,θ))
V (t,x,θ) = 0 равномерно по t ∈ T при всех (t, x) ∈ T× S;
(4) постоянные α > 0 и M > 0 такие, что при заданной зернистости µ(t) вре-
менной шкалы T выполняется неравенство
1
1 + µ(t)αλM (t)
≤M при всех t ∈ [t0,∞),
где λM (t) = λM (A3(t)) — максимальное собственное значение матрицы A3(t).
Тогда, если матрицы A1 и A2 положительно определенные и если αλM (t) ∈ R
и lim
t→∞
sup θαλM (t) = q < 0, то состояние x = 0 системы (2.1) экспоненциально
устойчиво на t ∈ [t0,∞), и, если sup{θαλM (t) : t ∈ [t0,∞)} = q < 0, то равномерно
экспоненциально устойчиво при всех t ∈ [t0,∞) ∩ T.
Доказательство этой теоремы приведено в работе [26]. Оно основано на комби-
нировании прямого метода Ляпунова и метода вариации постоянных на временной
шкале. Один из вариантов этой теоремы, использующий обычную скалярную функ-
цию Ляпунова, приведен в статье [36].
Математическое моделирование процессов и явлений реального мира при помо-
щи динамических уравнений является новым направлением исследований в общей
теории гибридных систем. Представленные результаты иллюстрируют потенциаль-
ные возможности динамических DE-моделей гибридных систем [4, 5, 26, 46].
§2. IE-модель гибридных систем с последействием.
Гибридные динамические системы, как системы, состоящие из двух и более раз-
нородных подсистем, связанных между собой, являются широко распространенны-
ми моделями реальных процессов и явлений (см. [66, 100] и библиографию там).
Первоначально к разряду гибридных систем были отнесены системы, динамика ко-
торых описывалась системами обыкновенных дифференциальных уравнений на R+
и системами разностных уравнений на Z. Примерами таких систем являются систе-
мы импульсных уравнений (см. [30, 32, 42, 48, 94, 95, 105] и др.), системы с пере-
ключениями (см. [8, 49, 54, 99, 102]), системы с переменной структурой (см. [30]) и
другие.
Этот класс систем, состоящих из непрерывной и дискретной компонент, является
широким классом гибридных систем со многими приложениями (см. [3, 42, 47, 60,
66] и библиографию там). Как и в случае системы без последействия, импульсное
возмущение может стабилизировать движение системы с последействием даже в том
случае, когда обе компоненты гибридной системы имеют неустойчивое решение.
В этом разделе излагается один подход к решению проблемы устойчивости дви-
жения систем с последействием при импульсном возмущении на основе нового клас-
са матричнозначных функций Ляпунова [25].
2.1. Постановка задачи.
Рассмотрим систему уравнений возмущенного движения [31]
dx
dt
= f(t, xt, α), t 6= τk,
∆x = Ik(t, x(t
−)), t = τk, k ∈ N+,
(2.1)
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где x ∈ Rn, xt ∈ PC([−τ, 0],Rn), f : R+ × PC × G → Rn; PC = PC([−τ, 0],Rn)
— пространство кусочно-непрерывных справа функций ϕ : [−τ, 0] → Rn; Ik : R+ ×
× S(H) → Rn, S(H) = {x ∈ Rn, ‖x‖ < H}; ∆x = x(t) − x(t−); t0 < τk < τk+1,
τk → +∞ при k → +∞, k ∈ N+; α ∈ G — параметр неточности системы (2.1),
G ⊆ Rd, d ≥ 1; N+ — множество всех положительных чисел.
Пусть |ϕ| = sup
−τ≤s≤0
‖ϕ(s)‖, где ‖ · ‖ — евклидова норма вектора в Rn и xt(s) =
= x(t+ s) при −τ ≤ s ≤ 0; dx/dt обозначает правую производную вектора состояния
системы x(t).
Пусть σ ≥ t0 и
x(σ) = ϕ(s) ∈ PC([−τ, 0),Rn), σ ≥ t0. (2.2)
Движение системы (2.1) корректно определено при начальном состоянии (2.2), если
вектор-функция x(t) : [σ − τ, β) → Rn для некоторого значения β (0 < β ≤ +∞)
непрерывна при t ∈ [σ − τ, β) \ {τk, k = 1, 2, . . .}, ее значения x(τ+k ), x(τ−k ) суще-
ствуют, выполняется соотношение x(τ+k ) = x(τk) для любого τk ∈ [σ − τ, β) и x(t)
удовлетворяет системе уравнений (2.1) при любом α ∈ G.
Предположим, что порядок системы (2.1) при любом α ∈ G остается неизмен-
ным, и состояние равновесия x = 0 для системы (2.1) является единственным, т.е.
f(t, 0, α) = Ik(t, 0) = 0, k = 1, 2, . . . , при всех t ≥ t0 и любых α ∈ G.
Условия, при которых для заданных начальных функций (2.2) существует един-
ственное решение x(t, α) = x(t, σ, ϕ, α) имеют вид (cf. [107]):
H1. Вектор-функция f непрерывна на [τk−1, τk] × PC × G при любом k ∈ N+
и ϕ ∈ PC(ρ∗) = {ϕ ∈ PC : |ϕ| < ρ∗, ρ∗ > 0} и lim
(t,ϕ)→(τ−
k
,ϕ)
f(t, ϕ, α) = f(τ−k , ϕ, α)
существует при любом α ∈ G.
H2. Вектор-функция f является локально липшицевой по ϕ для любого ком-
пактного множества в PC(ρ∗) при любом значении α ∈ G.
H3. Для любого k ∈ N+ Ik(t, x) ∈ C(R+ × S(H),Rn).
H4. Существует величина H1 > 0 (H1 ≤ H) такая, что при x ∈ S(H1) вектор
x+ Ik(τk, x) ∈ S(H) при всех k ∈ N+.
Далее решение x(t, σ, ϕ, α) будем обозначать x(t, α) для краткости написания.
Определение 2.1. Состояние равновесия x = 0 системы (2.1):
(а) устойчиво, если для любых σ ≥ t0 и ε > 0 существует δ = δ(ε, σ) > 0 такое,
что при ϕ ∈ PC(δ) при всех t ≥ σ имеет место оценка ‖x(t, α)‖ ≤ ε при любых
α ∈ G;
(б) равномерно устойчиво, если величина δ в определении (а) не зависит от σ;
(в) асимптотически устойчиво, если оно устойчиво и существует δ0 = δ0(ε) такое,
что при ϕ ∈ PC(δ0) верно соотношение lim ‖x(t, α)‖ = 0 при t→∞.
2.2. Матричнозначная функция на произведении пространств.
Для гибридной системы (2.1) будем рассматривать матричнозначную функцию
U(t, ∗) = [vij(t, ∗)], i, j = 1, 2, (2.3)
на произведении пространств Rn и PC(H). Предположим, что элементы vij(t, ∗)
удовлетворяют таким условиям.
B1. Функционал v11(t, ϕ) : R+×PC(H)→ R+ определeн при всех t ≥ t0 и, кроме
того:
(а) v11(t, x) — непрерывен на [τk−1, τk) × PC(H) при ϕ ∈ PC(H), k ∈ N+, и суще-
ствует предел
lim
(t,y)→(τ−
k
,ϕ)
v11(t, y) = v11(τ
−
k , ϕ);
(б) функционал v11(t, ϕ) — локально липшицев по ϕ на любом компактом множе-
стве в PC(H) и v11(t, 0) = 0 при всех t ≥ t0.
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B2. Функция v22(t, x) : R+ × S(H∗) → R+ определена при всех t ≥ t0 и, кроме
того,
(а) функция v22(t, x) непрерывна на [τk−1, τk) × S(H∗) при каждом k ∈ N и при
всех x ∈ S(H∗) и k ∈ N существует предел
lim
(t,u)→(τ−
k
,ψ)
v22(t, u) = v22(τ
−
k , ψ);
(б) функция v22(t, x) локально липшицева по x ∈ S(H∗) и v22(t, 0) = 0 при всех
t ≥ t0.
B3. Элемент v12(t, ϕ, x) = v21(t, ϕ, x) и v12(t, ϕ, x) : R+ × PC(H) × S(H∗) → R
является корректирующим, определен на произведении пространств Rn × PC(H) и
удовлетворяет условиям B1, B2 по переменным ϕ, x, соответственно.
При помощи вектора θ ∈ R2+ построим функцию [20, 62, 87]
V (t, ϕ, x) = θTU(t, ∗)θ (2.4)
и будем применять ее вместе с полной производной
D+V (t, ϕ, x) = θTD+U(t, ∗)θ (2.5)
вдоль решений системы (2.1). Здесь D+U(t, x, ϕ) = lim sup{[U(t+h, xt+h(t, ϕ), ϕ(0)+
+ hf(t, ϕ, α)) − U(t, x, ϕ)]h−1 : h→ 0+} вычисляется поэлементно.
Функция (2.4), разрешающая вместе с производной (2.5) проблему устойчиво-
сти состояния x = 0 системы (2.1), называется функцией Ляпунова, заданной на
произведении пространств Rn и PC(H).
Заметим, что если в матрице (2.4) vij(t, ϕ, x) = 0 при i 6= j, i, j = 1, 2, тогда
функция V (t, ϕ, x) имеет вид
V0(t, ϕ, x) = θ
2
1v11(t, ϕ) + θ
2
2v22(t, x), θi ∈ R+.
Далее будем обозначать V1(t, ϕ) = θ
2
1v11(t, ϕ) и V2(t, x) = θ
2
2v22(t, x).
Функционал V1(t, ϕ) : R+×PC(H)→ R+ принадлежит классу B0, если θ21v11(t, ϕ)
удовлетворяет условию B1 и для любого ϕ ∈ PC([σ− τ,∞),Rn) функционал V1(t, ϕ)
непрерывен при всех t ≥ σ.
Пример 2.1 (см. [107]). Функционал V1(t, ϕ) вида
V1(t, ϕ) =
0∫
−τ
b(s+ t)‖ϕ(s)‖γds, γ ≥ 1,
принадлежит классу B0, если b(u) ∈ PC([σ − τ,∞),R+) и существует постоянная
m > 0 такая, что
t∫
t−τ
b(s)ds ≤ m при всех t ≥ σ.
Далее применяются некоторые классы функций сравнения при получении до-
статочных условий устойчивости движения системы (2.1). А именно,
K = {w ∈ C(R+,R+) : строго возрастающие и w(0) = 0};
Q = {ψ ∈ C(R+,R+) : ψ(0) = 0, ψ(s) > 0 при s > 0};
Q∗ = {ψ ∈ C(R+,R+) : неубывающие, ψ(0) = 0, ψ(s) ≥ s при s > 0}.
2.3. Достаточные условия устойчивости.
Установим условия устойчивости состояния x = 0 гибридной системы (2.1) с
неточными значениями параметров на основе функции (2.3) при некоторых допол-
нительных условиях.
Теорема 2.1. Предположим, что для системы (2.1) построена функция (2.3),
в которой элементы vij(t, ϕ, x) = 0 при i 6= j и существуют функции сравнения
w1, w2, w3 ∈ K-классу и ψ ∈ Q-классу такие, что для функции V0(t, x, ϕ) = V1(t, ϕ)+
V2(t, x) верны оценки:
21
(1) wT1(‖ϕ(0)‖)A1w1(‖ϕ(0)‖) ≤ V0(t, x, ϕ) ≤ wT2(|ϕ|)A2w2(|ϕ|), где A1, A2 − 2 × 2
симметрические постоянные матрицы, V1 ∈ B0-классу и V2 удовлетворяет
условию B2;
(2) для любого вектора x ∈ S(H∗) при t = τk верны оценки
V2(τk, x+ Ik(τk, x))− V2(τ−k , x) ≤ −ψ
T
(V (τ−k , x, ϕ))Bkψ(V2(τ
−
k , x, ϕ))
при всех k ∈ N, где Bk − 2× 2 — постоянные симметрические матрицы, для
которых λkM (Bk) ≥ 0 и
∞∑
k=1
λkm(Bk) =∞, λkm(Bk) — максимальное собственное
значение матрицы Bk, k ∈ N+;
(3) для любого решения x(t, α) при любом значении α ∈ G системы (2.1) в области
значений x ∈ S(H∗) при всех α ∈ G выполняется оценка
D+V0(t, x, ϕ)|(2.1) ≤ wT3(|xt|)A3w3(|xt|),
где A3 − 2× 2 — постоянная симметрическая матрица;
(4) для любого момента σ ≥ t0 и числа η > 0 существует β > 0 такое, что из
условия V0(t, x, ϕ) ≥ η при t ≥ σ следует V2(t, x) > β при t ≥ σ.
Тогда, если выполняются условия (1)–(3) и:
(а) матрицы A1, A2 положительно определенные и λM (A3) ≤ 0, то состояние
равновесия x = 0 системы (2.1) равномерно устойчиво;
(б) выполняются условия (1)—(4) теоремы 2.1 и условие (а), то состояние x = 0
системы (2.1) равномерно асимптотически устойчиво.
Доказательство. Преобразуем оценку для функции V0(t, x, ϕ) из условия (1)
теоремы 2.1 к виду
λM (A1)w1(‖ϕ(0)‖) ≤ V0(t, x, ϕ) ≤ λM (A2)w2(|ϕ|), (2.6)
где λm(A1) — минимальное собственное значение матрицы A1 и λM (A2) — макси-
мальное собственное значение матрицы A2, w1, w2 ∈ K-классу и такие, что
w1(‖ϕ(0)‖) ≤ wT1(‖ϕ(0)‖)w1(‖ϕ(0)‖) и w2(|ϕ|) ≥ wT2(|ϕ|)w2(|ϕ|).
Пусть задано 0 < ε ≤ H∗. Для заданного ε выберем δ = δ(ε) > 0 так, чтобы
выполнялось неравенство
λM (A2)w2(δ) < λm(A1)w1(ε).
Рассмотрим решение x(t, α) = x(t, σ, ϕ, α) системы (2.1) с начальным условием ϕ ∈
∈ PC(δ) при σ ≥ t0. Покажем, что при выполнении условий (1) – (3) теоремы 2.1
верна оценка ‖x(t, α)‖ < ε при всех t ≥ σ и при всех α ∈ G.
Условие (3) теоремы 2.1 выполняется, если
D+V0(t, x, ϕ) ≤ λM (A3)w3(|ϕ|), (2.7)
где λM (A3) ≤ 0 — максимальное собственное значение матрицы A3 при всех α ∈ G
и w3(|ϕ|) ≥ wT3(|ϕ|)A3w3(|ϕ|), где w3 ∈ W -классу.
Из условия (2.7) следует, что
D+V0(t, x, ϕ)|(2.1) ≤ 0 при σ ≤ τk−1 ≤ t < τk
и при всех k ∈ N. Следовательно, функция V0(t) = V0(t, xt, ϕ(t)) не возрастает на
интервалах [τk−1, τk). Из условия (2) теоремы 2.1 следует оценка функции V0(t) для
значений t = τk:
V0(τk)− V0(τ−k ) = V2(τk, x(τk) + Ik(τk, x(τ−k )))− V2(τk, x(τ−k )) ≤ −λkm(Bk)ψ(V0),
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где ψ(r) ≥ ψT(r)ψ(r). Поэтому функция V0(t) не возрастает на интервале [σ,∞) и
это приводит к неравенствам
λm(A1)w1(‖x(t, α)‖) ≤ V0(t) ≤ V0(σ) ≤ λM (A2)w2(δ) < λm(A1)w1(ε), t ≥ σ.
Отсюда следует, что ‖x(t, α)‖ < ε при всех t ≥ σ и любых α ∈ G как только
ϕ ∈ PC(δ). Этим доказана равномерная устойчивость состояния x = 0 гибридной
системы (2.1).
Далее докажем, что состояние x = 0 системы (2.1) асимптотически устойчиво,
т.е. lim
t→∞
‖x(t, α)‖ = 0 при всех α ∈ G. Обозначим η = limV0(t, xt) при t → ∞.
Пусть η > 0. Тогда, согласно условия (4) теоремы 2.1, существует β > 0 такое, что
V2(t, x) ≥ β при всех t ≥ σ.
Вычислим величину
K = inf
β≤V2≤λM (A2)w2(δ)
[ψ(V2)] > 0.
Из условия (2) теоремы 2.1 следует, что
V2(τk)− V2(τ−k ) ≤ −λkM (B3)ψ(V2(τ−k )) < −Kλkm(B3) при всех k ∈ N+.
Функция V0(t) не возрастает при всех t ≥ σ и при любых значениях α ∈ G, т.е.
V0(τk)− V0(τk−1) ≤ V0(τk)− V0(τ−k ) = V2(τk)− V2(τ−k ) < −Kλkm(B3).
Отсюда находим
V0(τk) ≤ V0(τm)−K
s∑
i=m
λiM (B3)→ −∞ при s→∞.
Полученное противоречие доказывает, что величина η должна быть равна 0, т.е.
lim ‖x(t, α)‖ = 0 при t→ +∞. Этим теорема 2.1 доказана.
Пример 2.2 [106]. Рассмотрим скалярное уравнение
dx
dt
= a(t)x(t) + b(t)x(t− τ), t 6= τk, ∆x(τk) = ckx(τ−k ), k ∈ N+,
где a(t), b(t) ∈ C(R+,R), a(t) ≤ a, b(t) ≤ b, τ ≥ 0, |ck| ≤ c.
Пусть для этого уравнения выполняются условия:
(1) 0 < c < 1 и a+ bc−1 > 0;
(2) существуют постоянные θ1, θ2 > 0 такие, что θ1 ≤ τk − τk−1 ≤ θ2 и θ2 <
− ln c/(a+ bc−1) при всех k ∈ N+.
Тогда состояние x = 0 равномерно асимптотически устойчиво.
При импульсных возмущениях, не стабилизирующих движение системы (2.1),
свойство устойчивости (асимптотической) состояния x = 0 системы (2.1) может быть
достигнуто при более сильных ограничениях на полную производную D+V0(t, x, ϕ)
функции V0(t, x, ϕ) на интервалах непрерывности, т.е. при t 6= τk, k = 1, 2, . . . .
Теорема 2.2. Предположим, что для гибридной системы (2.1) построена
функция V0(t, x, ϕ), существуют функции сравнения w1, w2 ∈ W -классу и функция
ψ ∈ Q-классу такие, что для функции V0(t, x, ϕ) = V1(t, ϕ) + V2(t, x) верна оценка
(1) из теоремы 2.1. Кроме того:
(1) при любом значении x ∈ S(H∗) и при каждом k ∈ N+ верна оценка
|V2(τk, x+ Ik(τk, x)) − V2(τ−k , x)| ≤ eTBkeV2(τ−k , x), e = (1, 1)T∈ R2+,
где Bk − 2 × 2 — постоянные матрицы, λkM (Bk) ≥ 0 и
∞∑
k=1
λkM (Bk) < +∞,
λkM (Bk) — максимальное собственное значение матрицы Bk;
23
(2) существуют 2× 2-матрицы A3(t, α) и A3(t) такие, что
D+V0(t, x, ϕ)|(2.1) ≤ −ψT(|xt|)A3(t, α)ψT(|xt|)
при всех α ∈ G;
(3) максимальное собственное значение матрицы A3(t) ≥ 12 (AT3(t, α) + A3(t, α))
удовлетворяет условиям:
λM (A3(t)) ∈ C(R+,R+) и
∞∫
t0
λM (A3(s))ds =∞;
(4) выполняется условие (4) теоремы 2.1.
Тогда, если выполняются условия (1)–(3) теоремы 2.2 и
(a) симметрические 2× 2-матрицы положительно определенные, то состояние
x = 0 системы (2.1) равномерно устойчиво;
(б) выполняются условия (1)–(4) теоремы 2.2, тогда состояние x = 0 системы
(2.1) асимптотически устойчиво.
Доказательство. Обозначим β =
∞∏
k=1
(1+λkm(Bk)). Согласно условиям (1) теоре-
мы 2.2 верно, что β ∈ [1,∞). Далее, учитывая оценку (2.6), для любого 0 < ε < H∗
выберем δ = δ(ε) > 0 так, чтобы выполнялось неравенство
βλM (A2)w2(δ) ≤ λm(A1)w1(ε).
Пусть σ ≥ t0 и решение x(t, α) = x(t, σ, ϕ, α) системы (2.1) рассмотрим для
начальных функций ϕ ∈ PC(δ). Для значений t = τk, k = 1, 2, . . . , на этом решении
верна оценка
|V0(τk)− V0(τ−k )| = |V2(τk)− V2(τ−k )| ≤ λkM (Bk)V2(τ−k ).
Согласно условиям (2), (3) теоремы 2.2 имеем
D+V0(t)
∣∣
(2.1)
≤ −λM (A3(t))ψ(V0(t)), (2.8)
где ψ(r) ≥ ψT(r)ψT(r) и t 6= τk, k = 1, 2, . . . . Из оценки (2.8) следует, что
V0(t) ≤ V0(σ) −
∫ t
σ
λM (A3(s))ψ(V0(s))ds +
∑
σ<τk≤t
|V2(τk)− V2(τ−k )| ≤
≤ V0(σ) +
∑
σ<τk≤t
λkM (Bk)V (τk).
(2.9)
Из условия (2.8) при всех t ≥ σ следует оценка
V0(t) ≤ V0(σ)
∏
σ<τk≤t
(1 + λkM (Bk)). (2.10)
Из оценки (2.9) следует неравенство
V0(t) ≤ βV0(t) ≤ βλM (A2)w2(δ), t ≥ σ,
которое приводит к оценкам
λm(A1)w1(‖x(t, α)‖) ≤ V0(t) ≤ βλM (A2)w2(δ) < λm(A1)w1(ε).
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Отсюда следует, что при ϕ ∈ CP (δ) верна оценка ‖x(t, α)‖ < ε при всех t ≥ σ. Этим
доказана равномерная устойчивость состояния x = 0 системы (2.1).
Далее покажем, что состояние x = 0 системы (2.1) асимптотически устойчиво.
Так как это состояние равномерно устойчиво, то для ε = ε0 > 0 найдeтся δ0 =
= δ(ε0) > 0 такое, что при σ ≥ t0 для начальной функции ϕ ∈ PC(δ0) верны оценки
V0(t) ≤ βλM (A2)w2(δ0) < λm(A1)w1(ε0)
и ‖x(t, α)‖ < ε0 при всех t ≥ σ. Из того, что при t = τk, k = 1, 2, . . . , верна оценка
|V0(τk)− V0(τ−k )| ≤ λkM (Bk)V2(τ−k ) ≤ λkM (Bk)V0(τ−k ),
следует неравенство
∞∑
k=1
|V0(τk)− V0(τ−k )| <∞. (2.11)
Так как функция V0(t) не возрастает при всех t ∈ [σ, τm) и [τk, τk+1) (k ≥ m),
то V0(t) ≤ V0(σ) при σ ≤ t < τm и V0(t) ≤ V0(τk) при τk ≤ t < τk+1 (k ≥ m).
Обозначим
Pn =
n∑
k=m
[V0(τk)− V0(τ−k )], n = m+ 1, . . . .
Из (2.11) следует, что lim
n→∞
Pn существует. Введeм функцию Ξ(t) : [σ,∞)→ R соглас-
но формуле
Ξ(t) =
{
V0(t) при σ ≤ t < τm,
−Pk + V0(t) при τk ≤ t < τk+1, k ≥ m.
Очевидно, что функция Ξ(t) не возрастает на [σ, τm) и на интервалах [τk, τk+1) при
k = m,m+ 1, . . .. Покажем, что
Ξ(τk) ≥ Ξ(τk+1) при k ≥ m. (2.12)
Для значений k ≥ m имеем
Ξ(τk) = −Pk + V0(τk) ≥ −Pk + V0(τ−k+1) = −Pk − [V0(τk+1)− V0(τ−k+1)] +
+ V0(τk+1) = −Pk + V0(τk+1) = Ξ(τk+1).
Отсюда следует, что Ξ(t) не возрастает на [τm,∞). Кроме того, Ξ(t) ограничена и
lim
t→∞
Ξ(t) существует. Согласно условия (а) теоремы 2.2 lim
t→∞
V0(t) = η, где η ≥ 0.
Покажем, что при выполнении условий теоремы 2.2 величина η = 0. Предположим
обратное, что η > 0. При этом найдется τ > 0 такое, что V0(t) ≥ 12α при t ≥ τ . Пусть
K = inf
{
ψ(s) :
1
2
α ≤ s ≤ βλM (A2)w2(δ0)
}
.
Очевидно, что K ≥ 0. Из условий (2), (3) теоремы 2.2 имеем
V0(t) ≤ V0(τ) −
t∫
τ
λM (A3(s))ψ(V0(s))ds +
∑
τ<τk≤t
[V0(τk)− V0(τ−k )] ≤
≤ V0(τ) −K
t∫
τ
λM (A3(s))ds+
∞∑
k=1
|V0(τk)− V0(τ−k )|.
Отсюда следует, что limV0(t) = −∞ при t→∞. Это противоречит предположению
(1) теоремы 2.2 и, следовательно, η = 0, поэтому lim ‖x(t, α)‖ = 0 при t → ∞ и при
всех α ∈ G. Теорема 2.2 доказана.
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Пример 2.3 [106]. Рассмотрим уравнение
dx
dt
= −a(t)x(t) + b(t)x(t− τ), t 6= τk,
∆x(τk) = Ik(x(τ
−
k )), k ∈ N+,
где a(t), b(t) ∈ C(R,R), a(t) ≥ a > 0, |b(t)| ≤ b, Ik(x) ∈ C(R,R).
Если для этого уравнения выполняются условия:
(1) существуют постоянные bk ≥ 0,
∞∑
k=1
bk < +∞ такие, что |x+ Ik(x)| ≤ (1 + bk)x2
при всех k ∈ N+;
(2) выполняется неравенство a > b
√
β, где β =
∞∏
k=1
(1 + bk);
(3) существует q > 1 такое, что a− qb√β > 0,
тогда решение x = 0 равномерно асимптотически устойчиво.
Далее приведeм условия неустойчивости состояния x = 0 гибридной системы
(2.1).
Теорема 2.3. Предположим, что для системы (2.1) построена функция
V0(t, x, ϕ) и существуют функции сравнения w1, w2 ∈ W -классу, ψ ∈ Q-классу та-
кие, что функция V0(t, x, ϕ) = V1(t, ϕ)+V2(t, x) ограничена и выполняются условия:
(1) при любых x ∈ S(ρ) верна оценка
wT1(‖x‖)A1w1(‖x‖) ≤ V2(t, x),
где A1 − 2× 2 — постоянная симметрическая матрица;
(2) вдоль любого решения x(t, α) системы (2.1) при любом значении α ∈ G выпол-
няется неравенство
D+V0(t, x, ϕ)
∣∣
(2.1)
≥ wT2(|xt|)A3w2(|xt|),
где A3 − 2× 2 — постоянная симметрическая матрица;
(3) для каждого значения k ∈ N+ и x ∈ S(H∗) существует 2 × 2-матрица B(k)3
такая, что
V2(t, x+ Ik(τ
−
k , x))− V2(τ−k , x) ≥ ψ
T
(V2(τ
−
k , x))B
(k)
3 ψ(V2(τ
−
k , x)),
где λm(B
(k)
3 ) ≥ 0,
∞∑
k=1
λm(B
(k)
3 ) = ∞, λm(B(k)3 ) — минимальное собственное
значение матрицы B3 при k = 1, 2, . . .;
(4) для любых σ ≥ t0 и η > 0 существует β > 0 такое, что из условия
V0(t, xt, η) ≥ η при t ≥ σ следует, что ‖x(t, α)‖ ≥ β при всех t ≥ σ и при
любых α ∈ G.
Тогда, если матрицы A1, A3 положительно определенные, то состояние x = 0
системы (2.1) неустойчиво.
Доказательство. Пусть x(t, α) — решение системы (2.1) при любом α ∈ G и при
начальной функции ϕ ∈ PC(δ), где δ > 0 — сколь угодно малое число. Предпо-
ложим, что при выполнении условий теоремы 2.3 решение x = 0 устойчиво. Пусть
σ ∈ [τm−1, τm) для некоторого m ∈ N+. Из условий (1)–(3) теоремы 2.3 следует, что:
(а) λm(A1)w(‖x‖) ≤ V2(t, x, η);
(б) D+V0(t, x, ϕ)
∣∣
(2.1)
≥ λm(A3)w2(|xt|),
где λm(A3) — минимальное собственное значение матрицы A3 и w2(r) ≤ wT2(r)w2(r)
при любом значении r ∈ [0,+∞);
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(в) V0(τk) − V0(τ−k ) = V2(τk) − V2(τ−k ) ≥ λkm(B3)ψ(V2(τ−k )), где ψ ∈ Q-классу и
ψ(r) ≤ ψT(r)ψ(r).
Из условий (б), (в) следует, что функция V0(t, x, ϕ) не убывает на любом решении
x(t, α) на интервалах [σ, τm) и [τk, τk+1) при k ≥ m. Так как V0(τ−k ) ≥ V0(τk−1), то
V0(τk)− V0(τk−1) ≥ λkm(B3)ψ(V2(τ−k )). (2.13)
Поэтому верна оценка V0(t) ≥ V0(σ) при всех t ≥ σ. Согласно условию (а) теоремы
2.3 имеем оценку V2(τ
−
k ) ≥ λm(A1)w1(‖x(τ−k )‖) ≥ λm(A1)w1(β). Отсюда из (2.13)
следует
V0(τk)− V0(τk−1) ≥ λkm(B3)ψ(λm(A1)w1(β))
и далее
V0(τk) ≥ V0(τm) + ψ(λm(A1)w1(β))
k∑
j=m+1
λkM (B3)→∞ при k→∞.
Это противоречит ограниченности функции V0(t) при всех t ≥ σ.
Теорема доказана.
Пример 2.4 [106]. Известно, что решение x = 0 уравнения
dy
dt
= ay(t) + by(t− τ), τ > 0,
неустойчиво, если a+ b > 0. Для импульсного уравнения
dx
dt
= ax(t) + bx(t− τ), t 6= τk, ∆x(τk) = ckx(τ−k ), k ∈ N+,
где τ ≥ 0, |ck| ≤ c, из условия a + b > 0 следует a + |b|c−1 > 0, если 0 < c < 1.
Поэтому, если 0 < c < 1, a + b > 0 и существуют постоянные θ1, θ2 > 0 такие, что
θ1 ≤ τk − τk−1 ≤ θ2, θ2 < (− ln c)/(a + |b|c−1) при всех k ∈ N+, то решение x = 0
импульсного уравнения равномерно асимптотически устойчиво.
Теорема 2.4. Предположим, что для системы (2.1) построена функция (2.3)
и существуют функции сравнения w1, w2 ∈ W -классу и ψ ∈ Q-классу такие, что
функция V0(t, x, ϕ) = V1(t, ϕ) + V2(t, x) удовлетворяет условиям:
(1) wT1(‖ϕ(0)‖)A1w1(‖ϕ(0)‖) ≤ V0(t, x, ϕ) ≤ wT2(|ϕ|)A2w2(|ϕ|), где A1, A2 — посто-
янные симметрические 2× 2-матрицы;
(2) при любых α ∈ G
−ψT(V0(t, x, ϕ)A3(t)ψ(V0(t, x, ϕ)) ≤ D+V0(t, x, ϕ) ≤ 0,
где A3(t) — симметрическая 2×2-матрица и λm(A3(t)) : R+ → R+ — локально
интегрируемая функция;
(3) существуют функции сравнения ψk, ψk ∈ C(R+,R+), k = 1, 2, . . . , такие,
что ϕk(s) ≥ s, ψk(s) ≥ s и ψk(s1) + s2 ≥ ψk(s1 + s2) при 0 ≤ s1, s2 ≤
λM (A2)w2(ρ) и для каждого k ∈ N+ и x ∈ S(H∗) верны оценки:
(a) V2(τk, x+ Ik(τk, x)) ≥ ψ(V2(τ−k , x));
(б) −
k+1∫
τk
λm(A3(s))ds +
ψk+1(µ)∫
m
ds
ϕ(s) ≥ rk, где µ > 0, rk ≥ 0,
∞∑
k=1
rk =∞.
Тогда, если матрицы A1, A2 — положительно определенные и λm(A3(t)) > 0
при всех t ≥ σ, то состояние x = 0 системы (2.1) неустойчиво.
Доказательство. Пусть x(t, α) — решение системы (2.1) при любом α ∈ G и
при ϕ ∈ PC(δ), δ > 0, устойчиво. Тогда при t ≥ σ верна оценка ‖x(t, α)‖ < ε, где
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ε = ε(δ) > 0. Пусть σ ∈ [τm−1, τm) для некоторого m ∈ N+. Из условия (2) теоремы
2.4 следует, что
V (τ−
k+1
)∫
V (τk)
ds
ψ(s)
≥ −
τk+1∫
τk
λm(A3(s))ds, k = m,m+ 1, . . . . (2.14)
Из условия (3,а) следует, что V2(τk) ≥ ψ(V2(τ−k )), и согласно свойствам функций
ψk и ψk получим
V0(τk+1)∫
V0(τ
−
k+1)
ds
ϕ(s)
≥
ψk+1(V0(τ
−
k+1))∫
V0(τ
−
k+1)
ds
ϕ(s)
.
Отсюда и согласно условию (3б) получим
V0(τk+1)∫
V0(τk)
ds
ψ(s)
≥ rk, (2.15)
и, следовательно, V (τk+1)−V (τk) ≥ ψ(V (τm))rk при всех k = m,m+1, . . . . Поэтому
приходим к неравенству
V0(τk+1) ≥ V0(τm) + ψ(V0(τm))
k∑
i=m
ri → +∞ (k →∞). (2.16)
Неравенство (2.16) противоречит условию (1) теоремы 2.3 и поэтому состояние си-
стемы (2.1) — неустойчиво.
Функции V1(t, ϕ) и V2(t, x) могут быть построены с учeтом известных резуль-
татов [87 и др.]. Применение матричнозначных функций (2.3) и функций вида
V0(t, ϕ, x) = V1(t, ·) + V2(t, ·), заданных на произведении пространств PC(δ) × Rn,
позволяет ослабить условия теорем прямого метода Ляпунова для систем (2.1) (cf.
[113]).
2.5. Стабилизация движения гибридной системы.
Известно, что импульсное возмущение может стабилизировать и/или дестаби-
лизировать движение нелинейной системы с последействием. В этом разделе при-
ведены условия импульсной стабилизации движения системы с последействием на
основе двух подходов: вначале путем применения функций Ляпунова–Разумихина
и затем — функций Ляпунова на произведении пространств.
Далее будем рассматривать уравнения возмущенного движения в виде
dx
dt
= f(t, xt), t 6= τk,
∆x(t) = Ik(x(t
−)), t = τk,
(2.17)
где τk — постоянные, 0 ≤ τ0 < τ1 < . . . < τk < . . ., τk →∞ при k →∞.
Наряду с системой (2.17) рассмотрим систему с последействием
dx
dt
= f(t, xt), t ≥ t0,
x(σ) = ϕ(s) ∈ PC([−τ, 0],Rn), σ ≥ t0,
(2.18)
где x ∈ Rn, f ∈ C(R+ × PC([−τ, 0],Rn),Rn), f(t, 0) = 0 при всех t ∈ R+. Систе-
ма с последействием (2.18) стабилизируема с помощью импульсных возмущений,
если существует последовательность моментов {τk}, τk − τk−1 6= 0, и последова-
тельность соответствующих вектор-функций {Ik(x)}, k ∈ N+, таких, что нулевое
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решение системы (2.17) обладает определенным типом устойчивости, более силь-
ным, чем устойчивость состояния x = 0 системы (2.18), или противоположным ему.
А именно, нулевое решение системы (2.18) может быть устойчивым, но не асимпто-
тически, в то время как импульсное возмущение упрочняет движение системы (2.17)
до асимптотически устойчивого.
Для системы (2.17) будем применять функцию
V2(t, x) = θ
TU(t, ∗)θ, θ ∈ R2+, (2.19)
где
U(t, ∗) =
(
v11(t, x1) v12(t, x1, x2)
v21(t, x1, x2) v22(t, x2)
)
.
Здесь x1 ∈ Rn1 , x2 ∈ Rn2 , n1 + n2 = n, v11(t, x1) : R+ × S(H1)→ R+, v22(t, x2) : R+×
×S(H2) → R+ и v12(t, x1, x2) = v21(t, x1, x2) : R+ × Rn1 × Rn2 → R, S(H1) = {x1 ∈
∈ Rn1 : ‖x1‖ < H1}, S(H2) = {x2 ∈ Rn2 : ‖x2‖ < H2}, H1, H2 > 0. Заметим, что для
некоторых классов гибридных систем вида (2.17) матричная функция U(t, ·) может
быть построена в явном виде путем решения матричных уравнений Ляпунова и
специального уравнения для определения элемента v12(t, x1, x2).
Функция (2.19) удовлетворяет условию B2, если:
(а) V2(t, x) непрерывна на любом множестве [τk−1, τk)×Rn×Rn и при всех x, y ∈ Rn
и k ∈ N+ существует предел lim
(t,y)→(τ−
k
,x)
= V2(τ
−
k , x);
(б) V2(t, x) — локально липшицева по x ∈ Rn и V2(t, 0) = 0 при всех t ≥ t0.
Имеет место следующее утверждение.
Теорема 2.5 (cf. [113]). Предположим, что для системы (2.17) построена
функция V2(t, x), удовлетворяющая условию B2. Кроме того, существуют посто-
янные p, c1, c2, λ > 0 и β > τ такие, что:
(1) c1‖x‖p ≤ V2(t, x) ≤ c2‖x‖p при всех t ≥ t0 и x ∈ Rn;
(2) вдоль решений системы (2.17) верна оценка D+V2(t, ϕ(0))
∣∣
(2.17)
≤ 0 при всех
t ∈ [τk−1, τk), k ∈ N+, как только qV2(t, ϕ(0)) ≥ V2(t + s, ϕ(s)) при s ∈ [−τ, 0],
q ≥ e2λβ;
(3) существуют постоянные dk > 0, k ∈ N+, такие, что V2(τk, ϕ(0) + Ik(ϕ)) ≤
≤ dkV2(τ−k , ϕ(0));
(4) при всех k ∈ N+ τ ≤ τk − τk−1 ≤ β и ln(dk) + λβ < −λ(τk+1 − τk).
Тогда состояние x = 0 системы (2.17) экспоненциально устойчиво в целом.
Доказательство. Пусть x(t, ϕ) = x(t, t0, ϕ) — любое решение системы (2.17) с
начальной функцией xt0 = ϕ. Оценим c2|ϕ|p так: выберем m > 0 при заданном q
таким, чтобы
c2|ϕ|p < m|ϕ|pe−λ(τ1−τ0) ≤ qc2|ϕ|p.
При выполнении условий теоремы 2.5 нетрудно показать, что V2(t, x(t, ϕ)) ≤
≤ m|ϕ|pe−λ(t−t0) при всех t ∈ [τk−1, τk).
Поэтому в силу условия (1) теоремы 2.5 имеем ‖x(t, ϕ)‖ ≤ m∗|ϕ|e−λp (t−t0) при
всех t ∈ [τk−1, τk), k ∈ N+, где m∗ ≥ max
{
1, (m/c1)
1/p
}
. Этим теорема 2.5 доказана.
При известных ограничениях на элементы vij(t, ·) матричной функции U(t, ∗)
величины c1, c2 вычисляются в явном виде как собственные значения специальных
матриц (см. [87]).
Заметим, что условие (2) теоремы 2.5 для системы с последействием без им-
пульсных возмущений не гарантирует даже асимптотическую устойчивость состо-
яния x = 0. Действие импульсных возмущений стабилизирует движение системы
(2.17).
Далее применим функцию Ляпунова на произведении пространств Rn и
PC([−τ, 0],Rn).
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Теорема 2.6 (cf. [113]). Предположим, что для системы (2.17) построена
функция (2.4) со слагаемыми V1(t, ϕ, η) и V2(t, x, η), удовлетворяющими условиям
B0, B2, соответственно. Кроме того, существуют постоянные 0 < p1 < p2 и
β, µ, c, c1, c2, c3 > 0, dk ≥ 0 при k ∈ N+ такие, что:
(1) c1‖x‖p1 ≤ V2(t, x) ≤ c2‖x‖p1 , 0 ≤ V1(t, ϕ) ≤ c3|ϕ|p2 при всех t ∈ R+, x ∈ Rn,
ϕ ∈ PC([−τ, 0),Rn);
(2) при любом k ∈ N+ и x ∈ Rn верна оценка V2(τk, x+ Ik(x)) ≤ dkV2(τ−k , x);
(3) для функции V (t, ψ) = V1(t, ψ) + V2(t, ψ(0)) при всех t ∈ [τk−1, τk), ψ ∈
∈ PC([−τ, 0),Rn), k ∈ N+ выполняется оценка D+V (t, ψ)
∣∣
(2.17)
≤ cV (t, ψ) ;
(4) при любых k ∈ N+ τ ≤ τk − τk−1 ≤ µ и ln
(
dk +
c3
c1
e(p2/p1−1)ckµ
)
≤ −(β + c)µ.
Тогда состояние x = 0 системы (2.17) экспоненциально устойчиво в целом.
Доказательство. Пусть x(t, ϕ) — любое решение системы (2.17) с начальной
функцией ϕ ∈ PC(δ). Для заданного значения ε ∈ (0, 1] выберем δ = δ(ε) так, чтобы
выполнялось неравенство
c2δ
p1 + c3δ
p2 < c1ε
p1e−(β+c)µ. (2.20)
Из условия (3) теоремы 2.6 следует, что
V (t) ≤ V (τk−1)ec(t−τk−1) (2.21)
при всех t ∈ [τk−1, τk), k ∈ N+. Применяя оценки (2.20) и (2.21) для k = 1 и k = j+1,
нетрудно показать, что при выполнении условий (1)–(4) теоремы 2.6 верна оценка
V (t) < c1ε
p1e−(β+c)kµec(t−t0) и при всех t ∈ [τk−1, τk), k ∈ N+,
‖x(t, ϕ)‖ < εe−(β/p1)(t−t0).
Этим теорема 2.6 доказана.
Заметим, что условие (3) теоремы 2.6 допускает, что D+V (t, ϕ)|(2.17) > 0 при
t 6= τk, k ∈ N+, при ψ(0) 6= 0. Это означает, что непрерывная компонента системы
(2.17) может быть неустойчивой. С другой стороны, условие (4) устанавливает связь
между частотой импульсов и ростом функции V (t, ψ), при которых импульсные воз-
мущения стабилизируют движение системы (2.17) к экспоненциально устойчивому
в целом.
Пример 2.4 [113]. Рассмотрим систему с последействием второго порядка
d2x
dt2
+ b(t)
dx
dt
+ a(t)x(t − τ) = 0, t ≥ t0,
x(t) = ϕ(t),
dx
dt
= ψ(t), t0 − τ ≤ t ≤ t0,
и соответствующую ей систему с импульсным возмущением
d2x
dt2
+ b(t)
dx
dt
+ a(t)x(t − τ) = 0, t 6= τk,
x(τk) = Ik(x(τ
−
k )),
dx
dt
(τk) = Jk
(
dx
dt
(τ−k )
)
,
x(t) = ϕ(t),
dx
dt
= ψ(t), t0 − τ ≤ t ≤ t0,
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где t0 < τ1 < . . . < τk < . . ., k ∈ N+, lim τk = +∞ при k →∞, Ik, Jk, ϕ и ψ ∈ C(R,R)
и Ik(0) = Jk(0) = 0 при k ∈ N+.
Пусть параметры a(t), b(t) ∈ C([t0,∞),R) и существуют постоянные a, b такие,
что |a(t)| ≤ a, |b(t)| ≤ b при всех t ∈ [t0,∞), a, b > 0. Пусть импульсные возмущения
происходят в моменты {τk} такие, что θ1 ≤ τk − τk−1 ≤ θ2, где θ1, θ2 > 0, θ2 < +∞.
Рассмотрим последовательностьфункций {Ik(u) = Jk(u)}, где Ik(u) = (dk/2)1/2u
при всех k ∈ N+. Если существует постоянная α > 0 такая, что
ln(dk + aθ1) < −(α+ 1 + a+ 2b)θ2,
где θ1 = τ , θ2 < +∞, то движение системы с последействием стабилизируемо им-
пульсными возмущениями до экспоненциальной устойчивости в целом.
2.6. Условия устойчивости относительно двух мер.
Основные теоремы прямого метода Ляпунова исследования устойчивости дви-
жения относительно двух мер изложены во многих статьях и подытожены в мо-
нографии [77] (см. библиографию там). Для гибридных систем соответствующая
теория находится в процессе становления [27, 94, 95].
В этом разделе излагается один подход к анализу устойчивости движения си-
стем вида (2.17) на основе функции Ляпунова, учитывающей декомпозицию системы
(2.17)
Пусть совокупность функций q1(t), . . . , qk(t) и их производных q˙1(t), . . . , q˙k(t)
удовлетворяет уравнениям движения материальной системы в форме
d2qs
dt2
= Qs(t, q1(t), . . . , qk(t), q˙1(t), . . . , q˙k(t)), s = 1, 2, . . . , k,
где Qs — известные функции времени, обобщенных координат и обобщенных ско-
ростей. Обозначим q˙1 = qk+1(t), . . . , q˙k = q2k(t). Движение, которое описывается
совокупностью функций q01(t), . . . , q
0
2k(t), будем называть невозмущенным. Другие
движения, возможные при тех же силах для данной системы, будем называть воз-
мущенными.
Пусть заданы функции Φ1(q1, . . . , q2k, t), . . . ,Φn(q1, . . . , q2k, t) величин qi и t,
i = 1, 2, . . . , 2k = n. Для невозмущенного движения q0i (t) функции Φi представляют
собой некоторые известные функции времени Fi(t) = Φi(q
0
1(t), . . . , q
0
n(t), t). Обозна-
чим
ρ0(q(t), t) = max
1≤s≤2k
|qs(t)− q0s(t)|, ρ(q(t), t) = max
1≤i≤n
|xi(t)|,
где xi(t) = Φi(q1(t), . . . , qn(t), t)− Fi(t).
Определение 2.2 [40]. Невозмущенное движение q0i (t) системы (1.∗) называется
устойчивым по отношению к функциям Φi, если для любого числа ε > 0 можно
найти δ > 0 такое, что для всякого возмущенного движения qi(t), удовлетворяющего
в начальный момент времени условию ρ0(q(t0), t0) < δ, при всех t ≥ t0 выполняется
неравенство ρ(q(t), t) < ε.
Напомним, что меры ρ0 и ρ имеют следующие свойства:
(а) мера ρ0(q(t), t) — вещественная неотрицательная величина, обращается в нуль
на невозмущенном движении q0i (t) при любом t ≥ t0;
(б) мера ρ(q(t), t) непрерывная по t при любых t ≥ t0, принимает вещественное
значение и обращается в нуль на невозмущенном движении q0i (t) при любом
t ≥ t0;
(в) для любого числа ε > 0 можно указать δ > 0 такое, что неравенство
ρ(q(t0), t0) < ε выполняется, как только ρ0(q(t0), t0) < δ.
Далее будем рассматривать меры ρ(t, ϕ) и ρ0(t, ϕ) из множеств функций (см.
[77, 87, 113])
M =
{
ρ ∈ C([−τ,∞)× Rn,R+) : inf
(t,x)
ρ(t, x) = 0
}
,
M0 =
{
ρ0 ∈ C([−τ,∞)× Rn,R+) : ρ0(t, ϕ) = sup
−τ≤s≤0
ρ(t+ s, ϕ(s))
}
.
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Определение 2.3. Импульсная система с последействием (2.17) называется:
(S1) эквиустойчивой относительно двух мер ρ ∈ M и ρ0 ∈ M0, если для любого
ε > 0 и t0 ≥ 0 существует δ = δ(t0, ε) > 0 такое, что ρ(t, x(t)) < ε при всех
t ≥ t0, как только ρ0(t0, ϕ) < δ, где x(t) — любое решение системы (2.17);
(S2) равномерно устойчивой относительно двух мер ρ ∈ M и ρ0 ∈ M0, если вели-
чина δ в определении S1 не зависит от t0;
(S3) равномерно асимптотически устойчивой относительно двух мер ρ ∈ M и ρ0 ∈
M0, если выполняются условия определения S2 и для каждого γ > 0 и t ≥ t0
существуют η = η(γ) > 0 и T = T (γ) > 0 такие, что ρ(t, x(t)) < γ при всех
t ≥ t0 + T , как только ρ0(t0, ϕ) < η.
Далее вместе с системой (2.17) будем рассматривать функцию
V (t, x, θ) = θTU(t, ∗)θ, θ ∈ R2+, (2.22)
где
U(t, ∗) =
(
v11(t, x1) v12(t, x1, x2)
v21(t, x2, x1) v22(t, x2)
)
.
Имеет место следующее утверждение.
Теорема 2.7. Пусть для гибридной системы (2.17) построена функция (2.22)
и выполняются следующие условия:
(1) существуют функции сравнения w, wi ∈ K-классу и постоянные симметри-
ческие матрицы Ai, i = 1, 2, такие, что при ρ(t, ϕ(0)) < H, H = const > 0,
ρ(t0, ϕ(0)) ≤ w(ρ0(t0, ϕ)) выполняется неравенство
wT1(ρ)A1w1(ρ) ≤ V (t, ϕ(0), θ) ≤ wT2(ρ0)A2w2(ρ0), (2.23)
где ϕ ∈ PC([−τ, 0],Rn);
(2) существуют постоянные bk ≥ 0,
∞∑
k=1
< ∞, такие, что V (t, x + Ik(x), θ) ≤
≤ (1 + bk)V (τ−k , x, θ) при ρ(t, x) < H;
(3) существуют 2×2-постоянная симметрическая матрица A3 и функции срав-
нения w3 ∈ K-классу такие, что
D+V (t, x(t), θ)
∣∣
(2.17)
≤ wT3(ρ)A3w3(ρ), ρ(t, x(t)) < H, (2.24)
и V (t, x(t), θ) ≥ V (s, x(s), θ) при t ≥ s;
(4) существует H0 ∈ (0, H) такое, что ρ(τk, x+ Ik(x)) < H при любых ρ(τk, x) <
< H0, k ∈ N+;
(5) матрицы A1, A2 — положительно определенные и матрица A3 — отрица-
тельно полуопределенная.
Тогда состояние x = 0 системы (2.17) равномерно (ρ0, ρ)-устойчиво.
Доказательство. Из условий (1), (3), (5) теоремы 2.7 следует, что оценки (2.23),
(2.24) выполняются вслед за оценками
λm(A1)w1(ρ) ≤ V (t, ϕ(0), θ) ≤ λM (A2)w2(ρ0), (2.25)
где wi ∈ K-классу такие, что w1(ρ) ≤ wT1(ρ)w1(ρ) и w2(ρ0) ≥ wT2(ρ0)w2(ρ0), и
D+V (t, x(t), θ)
∣∣
(2.17)
≤ λM (A3)w3(ρ), (2.26)
где w3(ρ) ≥ wT3(ρ)w3(ρ), w3 ∈ K-классу.
Согласно условия (2) теоремы 2.7 имеем 1 ≤ pi < +∞, где pi =
∞∏
k=1
(1 + bk). Для
заданного значения ε ∈ (0, H0) выберем δ > 0 так, что piλM (A2)w2(δ) < λm(A1)w1(ε)
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и w(δ) < ε. Теорема 2.7 будет доказана, если при выполнении ее условий при
ρ0(t0, ϕ) < δ будет выполняться неравенство ρ(t, x(t)) < ε при всех t ≥ t0 для
любого решения x(t) системы (2.17).
Покажем вначале, что для значений t ∈ [t0, t1) верна оценка
ρ(t, x(t)) < ε. (2.27)
Пусть неравенство (2.27) не верно. Тогда найдется t∗ ∈ (t0, t1) такое, что
ρ(t∗, x(t∗)) = ε и ρ(t, x(t)) < ε при всех t ∈ [t0, t∗). Так как ε < H0 < H , то по
условию (1) теоремы 1.7 получим
V (t∗, x(t∗), θ) ≥ λm(A1)w1(ρ(t∗, x(t∗))) = λm(A1)w1(ε) > piλM (A2)w2(δ) ≥
≥ λM (A2)w2(δ) ≥ V (s, x(s), θ) при всех s ∈ [t0 − τ, t0]. (2.28)
Пусть m(t) = sup
s∈[t0−τ,t]
V (s, x(s), θ). Из оценки (2.28) следует, что
m(t∗) > λM (A2)w2(δ) ≥ m(t0).
Это неравенство возможно, если существует tˆ ∈ [t0, t∗] такое, что D+m(tˆ) > 0, где
D+m(tˆ) = lim sup
α→0+
1
α [m(tˆ + α) − m(tˆ)]. Покажем, что при всех t ∈ [t0, t∗] имеет
место соотношение D+m(t) = 0. Действительно, для t ∈ [t0, t∗] верно неравенство
m(t) ≥ V (t, x(t), θ) согласно определения m(t). Если m(t) > V (t, x(t), θ), тогда по
непрерывности функции V (t, x(t), θ) найдется β > 0 такое, что V (t+ γ, x(t+ γ), θ) ≤
m(t) при 0 < γ < β. Тогда m(t+γ) = m(t) при 0 < γ < β и отсюда D+m(t) = 0. Если
m(t) = V (t, x(t), θ), тогда V (t, x(t), θ) > V (s, x(s), θ) при t ≥ s и согласно условий
(3), (5) теоремы 2.7 имеем D+V (t, x(t), θ) ≤ 0 и ρ(t, x(t)) ≤ ε < H0 < H при всех
t ∈ [t0, t∗]. Отсюда следует, что V (t + γ, x(t + γ), θ) ≤ V (t, x(t), θ) и для достаточно
малого γ > 0 получим m(t + γ) ≤ m(t). Но в этом случае D+m(t) ≤ 0, что вместе
с неравенством D+m(t) ≥ 0 приводит к заключению, что D+m(t) = 0 при всех
t ∈ [t0, t∗]. Это противоречит условию D+m(tˆ) > 0 для tˆ ∈ [t0, t∗] и поэтому верна
оценка (2.27). Так как ρ(t, x(t)) < ε при t ∈ [t0, τ1), соотношение D+m(t) = 0 при
t ∈ [t0, τ1) следует из того, что D+m(t) = 0 при t ∈ [t0, t∗]. Поэтому
V (t, x(t), θ) ≤ m(t) = m(t0) ≤ λM (A2)w2(δ) (2.29)
и далее λm(A1)w1(ρ(t1, x(t1))) ≤ V (t1, x(t1), θ) ≤ (1 + b1)V (t−1 , x(t−1 ), θ) ≤ (1 + b1) ×× λM (A2)w2(δ) < λm(A1)w1(ε). Отсюда следует, что ρ(t1, x(t1)) < ε.
Повторяя рассуждения, аналогичные приведенным выше, нетрудно показать,
что ρ(t, x(t)) < ε при t ∈ [τ1, τ2). Переходя к пределу в соотношении
V (τk, x(τk), θ) ≤ (1 + bk)V (τ−k , x(τ−k ), θ) ≤ (1 + bk) . . . (1 + b1)λM (A2)w2(δ)
при k →∞, находим, что ρ(t, x(t)) < ε при всех t ≥ t0.
Этим теорема 2.7 доказана.
Далее установим условия равномерной асимптотической устойчивости гибрид-
ной системы (2.17) относительно двух мер.
Теорема 2.8. Предположим, что движение системы (2.17) равномерно устой-
чиво относительно двух мер. Пусть выполняются условия:
(1) существуют функции сравнения wi ∈ K-классу, i = 1, 2, и постоянные сим-
метрические 2×2-матрицы A1, A2 такие, что для функции (2.22) верны оцен-
ки
wT1(ρ)A1w1(ρ) ≤ V (t, x, θ) ≤ wT2(ρ)A2w2(ρ), (2.30)
как только ρ(t, x) < H, H = const > 0;
(2) существуют функции ψk ∈ C(R+,R+), ψk(s) ≥ s, k = 1, 2, . . ., такие, что
V (τk, x+ Ik(x), θ) ≤ ψk(V (τ−k , x, θ))
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как только ρ(t, x) < H, функции ψk(s)/s не убывают при s > 0 и при любом
κ > 0 существует постоянная Q > 0 такая, что
∞∑
k=1
[ψk(κ)/κ − 1] = Q < +∞;
(3) существуют симметрическая 2×2-матрица A3(t), момент t∗, функции срав-
нения w3 ∈ K-классу и функции gi(t) ∈ C(R,R), i = 1, 2, такие, что
D+V (t, x(t), θ)
∣∣
(2.17)
≤ −wT3(ρ)A3(t)w3(ρ) + gT(t)g(t) (2.31)
для значений t ≥ t∗, как только ρ(t, x) < H и P (V (t, x(t), θ)) > V (t + s, x(t +
+ s), θ), −τ ≤ s ≤ 0, где P ∈ C(R+,R+), P (s) > 0 при s > 0;
(4) для заданного η > 0 существует функция w ∈ K-классу такая, что
wT3(ρ)A3(t)w3(ρ) ≥ λm(t)w(η) ≥ 0 (2.32)
при ρ(t, x) ≥ η, где λm(t) = λm(A3(t)) — минимальное собственное значение
матрицы A3(t);
(5) для любых значений η > 0 из условия (4) и функций g(t) выполняются соот-
ношения
lim
p→∞
inf
t≥0
t+p∫
t
λm(s)ds =∞ и
∞∫
0
gT(s)g(s)ds = Θ < +∞.
Тогда, если матрицы A1, A2 и A3(t) положительно определенные, то движение
системы (2.17) асимптотически равномерно устойчиво относительно мер (ρ0, ρ).
Доказательство. Преобразуем вначале некоторые условия теоремы 2.8 к виду,
удобному для дальнейших построений. Из условия (1) получаем
λm(A1)w1(ρ) ≤ V (t, x, θ) ≤ λM (A2)w2(ρ), (2.33)
где w1(ρ) ≤ wT1(ρ)w1(ρ) и w2(ρ) ≥ wT2(ρ)w2(ρ) при ρ(t, x) < H , w1, w2 ∈ K-классу
Хана. Из того, что движение системы равномерно устойчиво относительно двух мер
ρ0 и ρ, следует, что для любого ε > 0 существует δ > 0, не зависящее от t0, такое, что
ρ(t, x(t)) < ε при всех t ≥ t0 как только ρ0(t0, ϕ) < δ. Из оценки (2.33) для любого
значения t ≥ t0 получим оценку
V (t, x(t), θ) < λM (A2)w2(ε). (2.34)
Далее для любого значения β ∈ (0, ε) выберем γ > 0 из условия
0 < 2γ < min {λm(A1)w1(β), inf[P (s)− s]} , Φ1(β) ≤ s ≤ Φ2(ε),
где Φ1(β) =
1
2λm(A1)w1(β), Φ2(ε) = λM (A2)w2(ε). Из условия (2) следует, что суще-
ствует k∗ ∈ N+ такое, что
∞∑
k=k∗
[ψk(κ)/κ − 1] < γ
2Φ2(ε)
.
Из условия (5) теоремы 2.8 следует, что существует значение времени tˆ > 0 такое,
что
∞∫
t0+tˆ
gT(s)g(s)ds <
1
2
γ.
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Из условий (1), (5) следует, что существует t˜ > 0 такое, что при всех t ≥ t˜ и η =
= λ−1M (A2)w
−1
2 (λm(A1)w1(β)) выполняется неравенство
t+t˜∫
t
λm(s)ds > Θ+Φ2(ε)(1 +Q).
Пусть n — первое положительное число, для которого
Φ2(ε) ≤ 2Φ1(β) + nγ. (2.35)
Нетрудно показать, что при любом i = 1, 2, . . . , n верна оценка
V (t, x(t), θ) ≤ Φ2(ε) + (n− i)γ (2.36)
при всех t ≥ t0+ tk∗ + tˆ+ i(t˜+ τ). Действительно, для любого t ∈ [τk + τ, τk+1] имеет
место неравенство
P (V (t, x(t), θ)) > V (t, x(t), θ) + 2γ ≥ λm(A1)w1(β) + (n− k − 2)γ + 2γ ≥
≥ 2Φ1(β) + (n− k)γ ≥ V (t+ s, x(t+ s), θ)
при любом s ∈ [−τ, 0]. Согласно условий (3), (4) теоремы 2.8, для величины η, опре-
деленной выше, получим
D+V (t, x(t), θ) ≤ −λm(t)w(η) + gT(t)g(t) (2.37)
при всех t ∈ [τk + τ, τk+1]. Отсюда, интегрируя неравенство (2.37) от τk + τ до τk+1,
получим
V (τk+1, x(τk+1), θ) ≤ Φ2(ε)(1 +Q)− w(η)
τk+τ+t˜∫
τk+τ
λm(s)ds+Θ < 0,
что противоречит оценке (2.33), поэтому неравенство (2.36) выполняется.
Аналогично можно показать, что для всех t > t∗ ∈ [τk + τ, τk+1] выполняется
оценка
V (t, x(t), θ) < 2Φ1(β) + (n− k − 1)γ. (2.38)
Поэтому
λm(A1)w1(ρ(t, x(t))) ≤ V (t, x(t), θ) ≤ λm(A1)w1(β) (2.39)
при всех t ≥ τn = t0 + t∗, т.е. ρ(t, x(t)) ≤ β при всех t ≥ τN = t0 + t∗, где t∗ =
= tk∗ + tˆ+ n(t˜+ τ) не зависит от t0.
Этим теорема 2.8 доказана.
Пример 2.5 [113]. Рассмотрим уравнение
dx
dt
= −a(t)x(t) + b(t)x(t− τ) +
t∫
−∞
c(t, s, x(s))ds, t ≥ t0, t 6= τk,
x(τk) = (1 + bk)x(τ
−
k ), k ∈ N+,
x(t0) = ϕ, ϕ ∈ PC([−τ, 0],R),
где a(t), b(t) ∈ C(R+,R), c(t, s, x) ∈ C(R+ × R× R,R), bk > 0,
∞∑
k=1
bk < +∞.
Если выполняются условия:
(1) существует функция q(t) ∈ L1[0,+∞) такая, что |c(t, s, x)| ≤ a(t)q(t− s)|x| при
всех (t, s, x) ∈ R+ × R× R;
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(2) существует постоянная α ≥ 0 такая, что |b(t)| ≤ αa(t), α+
∞∫
0
q(s)ds < 1;
(3) lim
T→∞
inf
t≥0
t+T∫
t
a(s)ds = +∞,
тогда решение x(t) равномерно асимптотически устойчиво относительно двух мер ρ0
и ρ, где ρ0(t, x(t)) = |x(t)| = sup
−τ≤s≤0
|x(t+ s)| и ρ(t, z(t)) = ‖x(t)‖, z(t) = (x(t), x(τk))T.
2.7. Условия существования периодических движений.
В этом разделе будем рассматривать систему уравнений (2.17) и установим усло-
вия ограниченности движений, которые описываются этой системой уравнений.
Принимая во внимание некоторые результаты монографий [55, 117], приведем
следующее определение.
Определение 2.4. Решения системы (2.17):
B1. Равномерно ограничены, если для некоторой постоянной B1 > 0 существует
постоянная B2 = B2(B1) > 0 такая, что решение x(t, t0, ϕ) системы (2.17) удо-
влетворяет оценке ‖x(t, t0, ϕ)‖ ≤ B2 при всех t ≥ t0, если только |ϕ| ≤ B1, где
ϕ ∈ PC([−τ, 0],Rn) и t0 ∈ R+;
B2. Равномерно предельно ограничены с границей B в точке t = 0, если они
равномерно ограничены и для любого значения B3 > 0 существует значение
T = T (B3) > 0 такое, что ‖x(t, t0, ϕ)‖ ≤ B при всех t ≥ t0 + T , как только
|ϕ| ≤ B3 для любых ϕ ∈ PC([−τ, 0],Rn) и t0 ∈ R+.
Далее в правой части уравнений (2.17) будем предполагать следующее:
H1: существует T ∈ R+ такое, что f(t + T, ψ) = f(t, ψ) для любых ψ ∈
∈ PC([−τ, 0],Rn) и t ∈ R+;
H2: существует положительное число q ∈ R+ такое, что τk+q = τk + T и Ik+q(x) =
= Ik(x) при всех x ∈ Rn и k ∈ N+.
Напомним одну теорему о неподвижной точке отображения в банаховом про-
странстве.
Лемма 2.1. (см. [111]). Пусть S0 ⊂ S1 ⊂ S2 — выпуклые подмножества в
банаховом пространсве X, где S0 и S2 компактны и S1 открыто относительно
S2. Пусть P : S2 → X — такое непрерывное отображение, что для некоторого
целого числа m > 1 выполняются включения:
(а) P j(S1) ⊂ S2, 1 ≤ j ≤ m− 1 и
(б) P j(S1) ⊂ S0, m ≤ j ≤ 2m− 1.
Тогда отображение P имеет неподвижную точку в S0.
Теорема 2.9. (cf. [111]). Если в системе с последействием (2.17) отсутствуют
импульсные возмущения, выполняется условие H1 и решение x(t) равномерно огра-
ничено и равномерно предельно ограничено с границей B в точке t = 0, то система
(2.17) имеет T -периодическое решение.
Обозначим множества функций:
S0 = {ϕ ∈ PC([−τ, 0],Rn) : |ϕ| ≤ B, |ϕ(u)− ϕ(v)| ≤ L‖u− v‖, u, v ∈ [τk−1, τk)} ;
S2 = {ϕ ∈ PC([−τ, 0],Rn) : |ϕ| ≤ B2, |ϕ(u)− ϕ(v)| ≤ L‖u− v‖, u, v ∈ [τk−1, τk)} ;
S1 = {ϕ ∈ PC([−τ, 0],Rn) : |ϕ| < B1 + 1} ∩ S2.
Применяя лемму 2.1 для отображения P : S2 → PC([−τ, 0],Rn), определенного со-
отношением
Pϕ = x(s+ T, 0, ϕ) при ϕ ∈ S2, −τ ≤ s ≤ 0,
нетрудно показать, что система (2.17) имеет T -периодическое решение и ее любое
решение равномерно предельно ограничено с границей B в точке t = 0.
36
Предположим, что для системы (2.17) построена функция V2(t, x) в виде (2.19),
удовлетворяющая условию B2, и установим условия равномерной предельной огра-
ниченности ее решений.
Теорема 2.10. Пусть для системы (2.17) существуют функция V2(t, x), функ-
ции сравнения w1, w2 ∈ KR-классу и постоянные симметрические 2 × 2-матрицы
Ai, i = 1, 2, такие, что:
(1) wT1(‖x‖)A1w1(‖x‖) ≤ V2(t, x) ≤ wT2(‖x‖)A2w2(‖x‖);
(2) существуют постоянная H∗ > 0, симметрическая 2 × 2-матрица A3(t) :
R+ → R2, максимальное собственное значение которой λM (t) = λM (A3(t)) —
локально интегрируемая функция, и функция сравнения G : R+ → R2+ такая,
что
D+V2(t, x(t)) ≤ GT(V2(t, x(t)))A3(t)G(V2(t, x(t))),
если только V2(t, x(t)) ≥ H∗ и V2(s, x(s)) ≤ ψ−1(V2(t, x(t))) при всех t ≥ t0 и
t− τ ≤ s ≤ t, где ψ ∈ K1-классу;
(3) при всех x ∈ Rn и k ∈ N+ верна оценка V2(τk, x+ Ik(x)) ≤ ψ(V2(τ−k , x));
(4) существуют постоянные λ2 ≥ λ1 > 0 и κ > 0 такие, что при всех k ∈ N+ и
µ > 0
λ1 ≤ τk − τk−1 ≤ λ2,
µ∫
ψ(µ)
du
G(u)
−
τk∫
τk−1
λM (s)ds ≥ κ,
где G(u) : R+ → R+ и G(V2) ≥ GT(V2)G(V2).
Тогда, если матрицы A1, A2 — положительно определенные, то решения x(t)
системы (2.17) равномерно предельно ограничены.
Доказательство. Условие (1) теоремы 2.9 представим в виде
λm(A1)w1(‖x‖) ≤ V2(t, x) ≤ λM (A2)w2(‖x‖),
где λm(A1), λM (A2) — минимальное и максимальное собственные значения матриц
A1 и A2, соответственно; w1, w2 ∈ KR-классу Хана.
Установим, что решения системы (2.17) предельно ограничены. Выберем B1 ≥
≥ λ−1M (A2)w−12 (H∗) и для любого t0 ≥ 0 пусть |ϕ| ≤ B1. Пусть B2 выбрано так,
что λm(A1)w1(B2) = ψ
−1(λM (A2)w2(B1)). Для решения x(t) = x(t, t0, ϕ) и функции
V2(t, x(t)) имеем оценки
λm(A1)w1(‖x(t)‖) ≤ V2(t, x(t)) ≤ λM (A2)w2(‖x(t)‖) ≤ λM (A2)w2(B1) <
< ψ−1(λM (A2)w2(B1)) = λm(A1)w1(B2) при t0 − τ ≤ t ≤ t0.
Покажем, что
V2(t, x(t)) ≤ ψ−1(λM (A2)w2(B1)) (2.40)
при всех t0 ≤ t ≤ τ1. Если неравенство (2.40) не выполняется, тогда найдется t ∈
∈ (t0, τ1) такое, что
V2(t, x(t)) > ψ
−1(λM (A2)w2(B1)) > λM (A2)w2(B1) ≥ V2(t0, x(t0)).
Очевидно найдется tˆ ∈ (t0, t) такое, что
V2(tˆ, x(tˆ)) = ψ
−1(λM (A2)w2(B1)) и V2(t, x(t)) ≤ ψ−1(λM (A2)w2(B1))
при t0 − τ ≤ t ≤ tˆ. В таком случае должно существовать tˇ ∈ [t0, tˆ) такое, что при
всех tˇ ≤ t ≤ tˆ выполняются соотношения
V2(tˇ, x(tˇ)) = λM (A2)w2(B1) и V2(t, x(t)) ≥ λM (A2)w2(B1).
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Следовательно, при всех t ∈ [tˇ, tˆ] верны оценки V2(t, x(t)) ≥ H∗ и
V2(s, x(s)) ≤ ψ−1(λM (A2)w2(B1)) ≤ ψ−1(V2(t, x(t))), t− τ ≤ s ≤ t.
Согласно условия (2) теоремы 2.9 имеем
D+V2(t, x(t)) ≤ λM (A3(t))G(V2(t, x(t))), (2.41)
где G : R+ → R+ такая, что G(V2) ≥ GT(V2)G(V2), G(0) = 0 и G(s) > 0 при s > 0. Из
оценки (2.41) следует, что
V2(tˆ)∫
V2(tˇ)
du
G(u)
≤
tˆ∫
tˇ
λM (A3(s))ds ≤
t1∫
t0
λM (A3(s))ds. (2.42)
Из условия (4) теоремы 2.9 следует, что
V2(tˆ)∫
V2(tˇ)
du
G(u)
=
ψ−1(λM (A2)w2(B1))∫
λM (A2)w2(B1)
du
G(u)
≥
t1∫
t0
λM (A3(s))ds+ κ >
V2(tˆ)∫
V2(tˇ)
du
G(u)
.
Это противоречие доказывает, что оценка (2.40) верна. Поэтому
V2(t1, x(t1)) ≤ ψ(V2(t−1 , x(t−1 ))) ≤ λM (A2)w2(B1). (2.43)
Аналогичным способом можно показать, что
V2(t, x(t)) ≤ ψ−1(λM (A2)w2(B1)) (2.44)
при t1 ≤ t < t2 и V2(t2, x(t2)) ≤ λM (A2)w2(B1).
По индукции имеем
V2(t, x(t)) ≤ ψ−1(λM (A2)w2(B1)), ti+1 ≤ t < ti+2,
V2(ti+2, x(ti+2)) ≤ λM (A2)w2(B1), i = 0, 1, 2, . . . .
Отсюда следует, что
λm(A1)w1(‖x(t)‖) ≤ V2(t, x(t)) ≤ ψ−1(λM (A2)w2(B1)) = λm(A1)w1(B2) (2.45)
при всех t ≥ t0. Этим доказана равномерная ограниченность решения x(t).
Доказательство равномерной предельной ограниченности проводится для вели-
чины B = λ−1m (A1)w
−1
1 (ψ
−1(ψ−1(H∗))) и B3 ≥ λ−1M (A2)w−12 (H∗) по схеме доказатель-
ства из работы [113].
Пример 2.6 [113]. Рассмотрим скалярное уравнение
dx
dt
= a(t)x(t) + b(t)x(t − τ), t ≥ 0, t 6= τk,
x(τk) = cx(τ
−
k ), k ∈ N+,
(2.46)
где τ > 0, a(t), b(t) ∈ C(R+,R), a(t) ≤ a, b(t) ≤ b, a, b ∈ R; для некоторого T > 0
a(t + T ) = a(t), b(t+ T ) = b(t), и tk+q = tk + T для некоторого q ∈ N, 0 = t0 < τ1 <
< τ2 < . . . < τk, τk →∞ при k →∞.
Если выполняются условия:
(1) 0 < c < 1 и a+
√
2 bc−1 > 0;
(2) τk − τk−1 < (− ln c/2)(a+
√
2 bc−1)−1 при всех k ∈ N+,
тогда решения x(t) уравнения (2.46) равномерно предельно ограничены и T -пе-
риодические.
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Известно (см. [69]), что если a(t) ≡ a > 0 — const и b(t) ≡ b > 0 — const, тогда
решения уравнения
dy
dt
= ay(t) + by(t− τ) (2.47)
неограничены при любых начальных функциях ϕ 6≡ 0 и, следовательно, уравнение
(2.47) не имеет ненулевого периодического решения. Таким образом, импульсные
возмущения стабилизируют решения уравнения (2.47), которые становятся T -пери-
одическими.
§3. BE-модель гибридных систем в метрическом пространстве.
Более общими, по сравнению с предыдущими двумя классами гибридных си-
стем, являются гибридные системы, которые состоят из разнородных подсистем,
объединенных операторами связи (см. [6, 37, 39, 86, 91] и др.). Концепция обоб-
щенного времени (см. [97, 99]) позволила унифицировать многие результаты в этом
направлении путем рассмотрения обобщенной гибридной системы в метрическом
пространстве (см. [99]).
В данном разделе, в соответствии с концепцией этого обзора, рассматриваются
гибридные системы со слабым взаимодействием подсистем, которые описываются
уравнениями в банаховом пространстве (ВЕ-модели).
3.1. Предварительные сведения.
Доказательства утверждений, приведенных в этом разделе, имеются в моногра-
фиях [52, 53, 56, 69, 72, 73].
Обозначим через X или Z банахово пространство. Пусть линейный оператор A
определен в области D(A) ⊂ X с рангом в Z, т.е. A : D(A) → Z. Предположим, что
D(A) является плотным линейным подпространством X. Оператор A является за-
мкнутым, если его граф Gr(A) = {(x,Ax) ∈ X×Z : x ∈ D(A)} — замкнутое подмно-
жество в произведении X×Z. Для заданного линейного отображения A : D(A)→ Z,
D(A) ⊂ X, его норма определяется выражением
‖A‖ = sup{‖Ax‖ : ‖x‖ = 1}
и ρ(A) — резольвентное множество оператора A.
Предположим, что некоторый физический процесс описывается линейным диф-
ференциальным уравнением
dx
dt
= Ax, (3.1)
x(0) = x0 ∈ D(A) (3.2)
при всех t ∈ R+. Абстрактная задача Коши (3.1), (3.2) корректно определена, если
ρ(A) 6= ∅ и для любого x0 ∈ D(A) существует единственное решение x : [0,∞) →
D(A) в пространстве C1([0,∞),X).
Семейство (Q(t))t≥0 ограниченных линейных операторов, действующих в бана-
ховом пространстве X, является строго непрерывной полугруппой ограниченных
линейных операторов (C0-полугруппой), если выполняются следующие условия:
(а) Q(0) = I, I — тождественный оператор на X;
(б) Q(t)Q(s) = Q(t+ s) при всех t, s ≥ 0;
(в) lim
t↓0
‖Q(t)x− x‖ = 0 при всех x ∈ X.
Инфинитезимальный генератор полугруппы (Q(t))t≥0 является линейным опе-
ратором A с областью определения
D(A) =
{
x ∈ X : lim
t↓0
1
t
(Q(t)x − x) существует
}
в виде Ax = lim
t↓0
1
t (Q(t)x− x), x ∈ D(A).
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Наряду с задачей (3.1), (3.2) будем рассматривать нелинейную абстрактную за-
дачу Коши
dx
dt
= A(x(t)), (3.3)
x(0) = x0 ∈ D(A), (3.4)
где A : D(A)→ X — нелинейное отображение. Предположим, что решение x(t) этой
задачи корректно определено и существует на R+ = [0,∞).
Пусть C — подмножество банахового пространства X. Семейство (Q(t))t≥0 опе-
раторов, отображающих C в C, является нелинейной полугруппой на C, если отоб-
ражение Q(t)x является непрерывным по (t, x) на произведении R+ × C, Q(0)x = x
и Q(t+ s)x = Q(t)×Q(s)x для любого фиксированного x ∈ C при (t, s) ∈ R+.
Нелинейная полугруппа Q(t) является квазисжимающей, если существует число
w ∈ R такое, что ‖Q(t)x−Q(t)y‖ ≤ ewt‖x− y‖ при всех t ∈ R+ и всех x, y ∈ C.
3.2. Постановка задачи об устойчивости.
При постановке задачи о µ-устойчивости решений гибридной системы здесь учи-
тываются результаты статей [17, 80]. Заметим, что подобная задача рассматривалась
в монографии [98] при условии, что µ = 1 в системе (3.6).
Предположим, что для уравнения (3.3) линейная (или нелинейная) полугруппа
Q(t) определена на подпространстве C ∈ X. Пусть точка 0 ∈ int C и Q(t) допускает
тривиальное решение Q(t)x = 0 при всех t ∈ R+ и x = 0.
Определение 3.1. Тривиальное решение Q(t)x = 0 уравнения (3.3) является
устойчивым, если для любого ε > 0 существует δ = δ(ε) > 0 такое, что ‖Q(t)x‖ < ε
при всех t ∈ R+, как только ‖x‖ < δ при x ∈ C.
Определения других типов устойчивости тривиального решения Q(t)x = 0 урав-
нения (3.3) вводятся аналогично тому, как это сделано для конечномерного случая
с учетом определения 3.1.
Далее рассмотрим нелинейные уравнения
dxi
dt
= fi(xi), i = 1, 2, . . . ,m, (3.5)
и предположим, что соответствующая им абстрактная задача Коши корректно опре-
делена. Пусть полугруппа Qi(t) определена на Ci ⊂ Zi и точка 0 ∈ int Ci при любом
i = 1, 2, . . . ,m. Область D(fi) предполагается плотной в Ci и функции fi являются
генераторами полугрупп Qi(t).
С помощью операторов gi(x, µ), i = 1, 2, . . . ,m (µ ∈ M = = (0, 1] — малый
положительный параметр), определенных на D(gi) ×M ⊂ X и имеющих ранг в Zi,
уравнения (3.5) объединим в систему
dxi
dt
= fi(xi) + gi(x, µ), i = 1, 2, . . . ,m. (3.6)
В частности, операторы gi(x, µ) могут иметь вид
(А) gi(x, µ) =
∞∑
s=1
µsGis(x1, . . . , xm), i = 1, 2, . . . ,m;
(Б) gi(x, µ) =
N−1∑
s=1
µsGis(x1, . . . , xm), i = 1, 2, . . . ,m;
(В) gi(x, µ) = µGi(x1, . . . , xm), i = 1, 2, . . . ,m.
Операторы Gis предполагаются определенными на D(Gis) ⊂ X (на D(Gi) ⊂ X) и
имеющие ранг в Zi. Здесь xi ∈ Zi и гипервектор xT = (x1, . . . , xm) является точкой
в произведении пространств
X =
m∏
i=1
Zi
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с нормой ‖x‖ =
m∑
i=1
‖xi‖i.
Система уравнений (3.6) эквивалентна уравнению
dx
dt
= f(x) + g(x, µ)
∆
= A(x, µ),
x(0) = x0 ∈ D(f + g(x, µ)),
(3.7)
где fT(x)= (f1(x1), . . . , fm(xm)), g
T(x, µ) = (g1(x, µ), . . . , gm(x, µ)).
Система (3.6) является гибридной системой со слабовзаимодействующими под-
системами (3.5). Заметим, что
D(f + g(x, µ)) = D(f) ∩ D(g(x, µ)) =
= D(f) ∩ D(g1(µ)) ∩ D(g2(µ)) ∩ . . . ∩ D(gm(µ)).
Кроме того, предполагается, что уравнение (3.7) корректно определено, вектор-
функция f(x)+g(x, µ) генерирует полугруппу Q(t) и областьD0 = D(f(x)+g(x, µ))∩
D(fs) ∩ D(f(x) + g(x, µ))s является плотной в X.
Наша цель — указать способ анализа µ-устойчивости нулевого решения гибрид-
ной системы (3.6) на основе обобщенного прямого метода Ляпунова.
3.3. Обобщенный прямой метод Ляпунова.
Двухиндексная система функций как среда, подходящая для построения функ-
ции Ляпунова, первоначально рассматривалась в работах [62, 78, 81, 83, 84] для
систем обыкновенных дифференциальных уравнений. Для уравнений в банаховом
пространстве матричная функция применялась в работах [20, 80]. Теоремы 3.1 –
3.8 являются аналогами классических теорем общей теории устойчивости и новыми
для данного класса гибридных систем. В работах [10, 74, 75, 96] имеются некото-
рые подходы к анализу устойчивости решений уравнений в банаховом пространстве,
которые могут быть обобщены для гибридных систем.
Вместе с гибридной системой (3.6) будем рассматривать двухиндексную систему
функций
U(x) = [uij(x)], i, j = 1, 2, . . . , s, s ≤ m, (3.8)
с элементами uii : Zi → R+ и uij : Zi × Zj → R при всех i 6= j. Пусть θ ∈ Rs+, θi > 0
и функция
v(x, θ) = θTU(x)θ (3.9)
удовлетворяет условиям:
(1) существует окрестность W ∈ X точки 0 ∈ int C такая, что v : W → R+;
(2) функция v(x, θ) непрерывна по x ∈ W и v(x, θ) = 0, если и только если x = 0;
(3) существует предел
lim
t→0+
sup
v(Q(t)x, θ) − v(x, θ)
t
= Dv(x(t), θ)
вдоль траектории x(t) = Q(t)x0 системы (3.7).
Функцию (3.9) будем называть функцией Ляпунова для гибридной системы
(3.6), если она удовлетворяет условиям (1) – (3) и разрешает задачу об устойчивости
(неустойчивости) нулевого решения Q(t)x = 0 системы (3.6).
Заметим, что элементы uii(x), i = 1, 2, . . . , s, матричной функции (3.8) строятся
на основе уравнений (3.5) или их линейного приближения, а элементы uij(xi, xj) при
(i 6= j) ∈ [1, s] — с учетом операторов связи gi(x, µ) либо на основе рассмотрения пар
подсистем
dxi
dt
= fi(xi),
dxj
dt
= fj(xj)
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при (i 6= j) ∈ [1, s]. В целом этот подход упрощает проблему построения подходящей
функции (функционала) Ляпунова для гибридной системы (3.6).
Приведем основные теоремы обобщенного прямого метода Ляпунова для гибрид-
ной системы (3.6).
Теорема 3.1. Если при некотором натуральном s ≤ m функция v(x, θ), θ ∈ Rs+,
является функцией Ляпунова и существует функция сравнения ϕ1, принадлежа-
щая K-классу Хана, такая, что v(x, θ) ≥ ϕ1(‖x‖) в окрестностиW точки 0 ∈ int C,
и если Dv(x, θ)|(3.6) ≤ 0 при всех x ∈ W и µ < µ∗ ∈ M , то тривиальное решение
Q(t)x = 0 системы (3.6) µ-устойчиво.
Теорема 3.2. Если при некотором натуральном s ≤ m для функции v(x, θ),
θ ∈ Rs+, существуют три функции сравнения ϕ1, ϕ2, ϕ3 класса Хана такие, что
ϕ1(‖x‖) ≤ v(x, θ) ≤ ϕ2(‖x‖) в окрестности W точки 0 ∈ int C, и Dv(x, θ)|(3.6) ≤
≤ −ϕ3(‖x‖) при всех x ∈ W и µ < µ∗ ∈ M , то тривиальное решение Q(t)x = 0
системы (3.6) равномерно асимптотически µ-устойчиво.
Теорема 3.3. Если в условиях теоремы 3.2 W = C = X и функция сравнения
ϕ1 принадлежит KR-классу Хана, то тривиальное решение Q(t)x = 0 системы
(3.6) равномерно асимптотически µ-устойчиво в целом.
Теорема 3.4. Если в условиях теоремы 3.2 функции сравнения ϕ2, ϕ3 принад-
лежат K-классу Хана и имеют одинаковый порядок роста, существуют положи-
тельная постоянная ∆1 и целое число p такие, что
∆1‖x‖p ≤ v(x, θ) ≤ ϕ2(‖x‖),
то тривиальное решение Q(t)x = 0 системы (3.6) экспоненциально µ-устойчиво.
Теорема 3.5. Если в условиях теоремы 3.2 W = C = X и в условиях теоремы
3.4 функции сравнения ϕ2, ϕ3 принадлежат KR-классу Хана и имеют одинаковый
порядок роста, то тривиальное решение Q(t)x = 0 системы (3.6) экспоненциально
µ-устойчиво в целом.
Теорема 3.6. Пусть при некотором натуральном s ≤ m для функции
v(x, θ), θ ∈ Rs+, существует функция сравнения ϕ из K-класса Хана такая, что−Dv(x, θ)|(3.7) ≥ ϕ(‖x‖) в окрестности W ⊂ C точки 0 ∈ int C при любом µ ∈ M .
Если в любой окрестности N ⊂ C точки 0 ∈ int C существует хотя бы одна точка
x0 ∈ N , в которой v(x0, θ) < 0, то тривиальное решение Q(t)x = 0 системы (3.6)
µ-неустойчиво.
Теорема 3.7. Пусть C = X и S = {x ∈ X : ‖x‖ ≥ r}, где r может быть
достаточно большим. Если при некотором натуральном s ≤ m для функции
v(x, θ) : S → R+, θ ∈ Rs+, существуют две функции сравнения ϕ1, ϕ2 из KR-класса
Хана такие, что ϕ1(‖x‖) ≤ v(x, θ) ≤ ϕ2(‖x‖) при всех x ∈ S, и если Dv(x, θ)|(3.6) ≤ 0
при всех x ∈ S и µ < µ∗ ∈ M , то траектория Q(t)x0 системы (3.6) равномерно
µ-ограничена.
Теорема 3.8. Пусть выполняются условия теоремы 3.7 и существует функ-
ция сравнения ϕ3 из K-класса Хана такая, что Dv(x, θ)|(3.7) ≤ −ϕ3(‖x‖) при всех
x ∈ S и µ < µ∗ ∈M . Тогда траектория Q(t)x0 системы (3.6) равномерно предельно
µ-ограничена.
Конструктивное применение теорем 3.1 – 3.8 связано с решением задачи постро-
ения функции (3.9) со свойствами (1), (2) и вычислением ее полной производной
Dv(x, θ) вдоль траектории x(t) = Q(t)x0 системы (3.7). В общем случае эта вторая
задача достаточно сложная. В некоторых случаях ее решение можно упростить.
А именно, если полугруппа Q(t) является C0-полугруппой или квазисжимающей
полугруппой на пространстве Гильберта или на равномерно выпуклом банаховом
пространстве, то инфинитезимальный генератор As полугруппы Q(t) существует на
множестве D(As), которое является плотным в C. При этом вычисление Dv(x, θ)|(3.7)
упрощается.
Пара (Q(t), v) является допустимой для задачи (3.6), если v — функция Ляпу-
нова, инфинитезимальный генератор As полугруппы Q(t) определен на множестве
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D0 ⊂ D(As), плотном в C, и, кроме того, существует функция ∇v, определенная на
(W ∩D0)×X , со значениям в R такая, что
(a) v(y)− v(x) ≤ ∇v(x, y − x) + o(‖y − x‖) при всех x, y ∈ D0 и
(б) при каждом фиксированном x оператор ∇v(x, θ, h) является ограниченным и
линейным по h ∈ X.
Теорема 3.9 (см. [98, р. 143–144]). Пусть для системы (3.6) существуют
допустимая пара (Q(t), v) и функция сравнения ϕ, принадлежащая K-классу Хана,
такая, что ∇v(x, θ, Asx) ≤ −ϕ(‖x‖) при всех x ∈ D0 ∩ W . Тогда Dv(x, θ)|(3.6) ≤
≤ −ϕ(‖x‖) при всех x ∈W .
Доказательство. Пусть x ∈ D0 ∩ W , тогда согласно определения функции
Dv(x, θ) имеем
Dv(x, θ) = lim sup
t→0+
v(ϕ(t)x, θ) − v(x, θ)
t
≤
≤ lim sup
t→0+
∇v(x,Q(t)x − x, θ) + o(‖Q(t)x− x‖)
t
=
= lim sup
t→0+
∇v(x, (Q(t)x− x)/t, θ) = ∇v(x,Asx, θ) ≤ −ϕ(‖x‖).
Далее предположим, что x 6∈ D0 ∩W . Выберем последовательность {xn} в D0
так, что xn → x при n → +∞. Поскольку любой элемент xn принадлежит D0, при
всех t ∈ R+
v(Q(t)xn, θ)− x(xn, θ) ≤ −
t∫
0
ϕ(‖Q(s)xn‖) ds.
Из непрерывности всех функций, входящих в это неравенство, следует, что
v(Q(t)x, θ) − x(x, θ) ≤ −
t∫
0
ϕ(‖Q(s)x‖) ds.
Отсюда получаем
lim sup
t→0+
v(Q(t)x, θ) − v(x, θ)
t
≤ lim sup
t→0+
(
− 1
t
) t∫
0
ϕ(‖Q(s)x‖) ds = −ϕ(‖x‖).
Таким образом, при всех x ∈W имеем оценку Dv(x, θ) ≤ −ϕ(‖x‖).
Теорема 3.9 доказана.
Заметим, что наряду с функцией (3.9) в некоторых случаях имеет смысл при-
менять векторную функцию
V (x,B, θ) = BU(x)θ, θ ∈ Rs+, (3.10)
где B — (s× s)-постоянная матрица. Вектор-функция V (x,B, θ) имеет своими ком-
понентами скалярные функции vi(x,B, θ), i = = 1, 2, . . . , s. Если в выражении (3.8)
uij(·) = 0 при всех (i 6= j) ∈ [1, s], то U(x) является векторной функцией, т.е.
U(x) = diag [u11(x), . . . , uss(x)].
3.4. µ-Устойчивость движения гибридных систем.
В этом параграфе будем рассматривать систему (3.6) с подсистемами (3.5).
Динамические свойства нулевого решения Qi(t)xi = 0 подсистем (3.5) будем
характеризовать так.
Пусть для каждой подсистемы из совокупности (3.5) существуют полугруппа
Qi(t) и скалярная функция vi(xi) такие, что пара (Qi(t), vi) является допустимой.
Предположение 3.1. Изолированная подсистема из совокупности (3.5) до-
пускает свойство А, если для пары (Qi(t), vi) существуют функции ψi1, ψi2, ψi3 из
K-класса Хана и постоянные ∆i > 0 и βi такие, что:
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(1) ψi1(‖xi‖) ≤ vi(xi) ≤ ψi2(‖xi‖) при всех xi ∈ Zi, таких, что ‖xi‖ < ∆i, и
(2) ∇vi(xi,sfi(xi)) ≤ βiψi3(‖xi‖) при всех xi ∈ D(sfi) таких, что ‖xi‖ < ∆i.
Здесь sfi — инфинитезимальный генератор полугруппы Qi(t).
Предположение 3.2. Изолированная подсистема из совокупности (3.5) допус-
кает свойство В, если она имеет свойство А при ∆i = +∞ и функциях сравнения
ψi1, ψi2 из KR-класса Хана.
Предположение 3.3. Оператор связи gi(x, µ) между подсистемами (3.5) удо-
влетворяет свойству С, если при заданной допустимой паре (Qi(t), vi) существуют
функции сравнения ψi3 из K-класса Хана и постоянные bij(µ), i, j = 1, 2, . . . ,m,
такие, что
∇vi(xi, gi(x, µ)) ≤ ψ1/2i3 (‖xi‖)
m∑
j=1
bij(µ)ψ
1/2
j3 (‖xj‖) (3.11)
при всех xT= (x1, . . . , xm) ∈ D(f + g(x, µ)) и ‖xi‖ < ∆i, i = 1, 2, . . . ,m.
Для класса гибридных систем с подсистемами (3.5) и операторами связи между
подсистемами gi(x, µ), удовлетворяющими свойствам А и С, соответственно, имеет
место следующее утверждение.
Теорема 3.10. Предположим, что для каждой подсистемы гибридной систе-
мы (3.6) существуют полугруппа Qi(t) и функция vi(xi), составляющие допусти-
мую пару (Qi(t), vi), и при этом:
(1) изолированные подсистемы из совокупности (3.5) допускают свойство А;
(2) операторы связи gi(x, µ) между подсистемами (3.5) допускают свойство С ;
(3) существуют постоянные θi > 0, i = 1, 2, . . . ,m, и значение параметра µ
∗ ∈M
такие, что матрица A(µ) = [aij(µ)] с элементами
aij(µ) =
{
θi(βi + bii(µ)) при i = j,
1
2 (θibij(µ) + θjbji(µ)) при i 6= j
является отрицательно определенной при µ < µ∗.
Тогда тривиальное решение гибридной системы (3.6) равномерно асимптоти-
чески µ-устойчиво.
Доказательство. На множестве Π = {xT = (x1, . . . , xm) : ‖xi‖ < ∆i при i =
= 1, 2, . . . ,m} будем рассматривать функцию
v(x, θ) = U∗(x)θ, θ ∈ Rm+ , (3.12)
где U∗(x) = diag[u11(x1), . . . , umm(xm)]. Согласно условиям теоремы функции
uii(xi) = vi(xi) вместе с полугруппой Qi(t) образуют допустимую пару для i-й под-
системы из совокупности (3.5). Очевидно, что v(x, θ) — непрерывная функция и
v(0, θ) = 0. Поскольку vi(xi, θ) удовлетворяет условию (1), то
m∑
i=1
θiψi1(‖xi‖) ≤ v(x, θ) ≤
m∑
i=1
θiψi2(‖xi‖)
при всех x ∈ Π. Для функций ψi1, ψi2 из K-класса Хана найдутся функции сравне-
ния ψ1, ψ2, принадлежащие K-классу, такие, что
ψ1(‖x‖) ≤ v(x, θ) ≤ ψ2(‖x‖) (3.13)
при всех x ∈ Π, где
ψ1(‖x‖) ≤
m∑
i=1
θiψi1(‖xi‖) и ψ2(‖x‖) ≥
m∑
i=1
θiψi2(‖xi‖).
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Для значений x ∈W0 ⊂ X вычислим разность
v(x+ h, θ)− v(x, θ) =
m∑
i=1
θi{vi(xi + hi)− vi(xi)} ≤
≤
m∑
i=1
θi{∇vi(xi, hi) + o(‖hi‖)} =
m∑
i=1
θi∇vi(xi, hi) + o(‖h‖).
Отсюда следует, что ∇v(x, θ, h) =
m∑
i=1
θi∇vi(xi, hi). Из того, что ∇vi(xi, hi) непрерыв-
ные и линейные по hi, следует, что ∇v(x, θ, h) при каждом фиксированным x ∈ Π
непрерывно и линейно по h. Учитывая это и предположение 3.3, получаем
∇v(x, θ, f(x) + g(x, µ)) =
m∑
i=1
θi∇vi(xi, f(x) + g(x, µ)) =
=
m∑
i=1
βi∇vi(xi, f(x)) +
m∑
i=1
βi∇vi(xi, g(x, µ)) ≤
≤
m∑
i=1
θi
[
βiψi3(‖xi‖) + ψ1/2i3 (‖xi‖)
m∑
j=1
bij(µ)ψ
1/2
j3 (‖xj‖)
]
=
= uTA(µ)u,
где элементы aij(µ) матрицы A(µ) = [aij(µ)] такие же, как и в условии (3) теоремы,
а вектор u определяется так:
uT=
[
ψ
1/2
13 (‖x1‖), . . . , ψ1/2m3 (‖xm‖)
]
.
Поскольку при µ < µ∗ ∈M матрица A(µ) является отрицательно определенной, то
∇v(x, θ, f(x) + g(x, µ)) ≤ uTA(µ)u ≤ λM (A)‖u‖2,
где λM (A) < 0 при µ < µ
∗. Из того, что ‖u‖2 =
m∑
i=1
ψi3(‖xi‖) ≥ ψ3(‖x‖) для
некоторой функции ψ3 из K-класса Хана, следует оценка ∇v(x, θ, f(x) + g(x, µ)) ≤
≤ λM (A)ψ3(‖x‖) при всех x ∈ Π ∩W0.
Отсюда, согласно теореме 3.9, имеем оценку
Dv(x, θ)|(3.7) ≤ λM (A)ψ3(‖x‖), (3.14)
которая в силу теоремы 3.2 гарантирует равномерную асимптотическую µ-устойчи-
вость нулевого решения Q(t)x = 0 гибридной системы (3.6).
Теорема 3.11. Предположим, что для каждой подсистемы гибридной систе-
мы (3.6) существуют полугруппа Qi(t) и функция vi(xi), образующие допустимую
пару (Qi(t), vi), и при этом:
(1) изолированные подсистемы из совокупности (3.5) допускают свойство B ;
(2) при заданных функциях vi(xi) и функциях сравнения ψi3 из K-класса Хана
существуют постоянные b∗ij(µ), i, j = = 1, 2, . . . ,m, такие, что оценки
∇vi(xi, gi(x, µ)) ≤ ψ1/2i3 (‖xi‖)
m∑
j=1
b∗ij(µ)ψ
1/2
j3 (‖xj‖)
выполняются при всех x ∈ D(f + g(x, µ)), где xT= = (x1, . . . , xm) ∈ X;
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(3) существуют постоянные θi > 0, i = 1, 2, . . . ,m, и значение параметра µ
∗ ∈M
такие, что матрица A(µ) = [aij(µ)] с элементами
aij(µ) =
{
θi(βi + b
∗
ii(µ)) при i = j,
1
2
(
θib
∗
ij(µ) + θjb
∗
ji(µ)
)
при i 6= j
является отрицательно определенной при µ < µ∗.
Тогда тривиальное решение гибридной системы (3.6) равномерно асимптоти-
чески µ-устойчиво в целом.
Доказательство. При выполнении условия (1) теоремы 3.2 функция (3.12) оце-
нивается функциями сравнения ψ1(‖x‖) и ψ2(‖x‖), принадлежащимиKR-классу Ха-
на, и оценка (3.13) выполняется при всех x ∈ X =
m∏
i=1
Xi. При выполнении условия
(2) теоремы 3.12 оценка (3.14) принимает вид Dv(x, θ)|(3.6) ≤ λM (A)ψ3(‖x‖), где
ψ3(‖x‖) ≤
m∑
j=1
ψj3(‖x‖) при всех x ∈ X.
Согласно теореме 3.3 нулевое решение xi = Qi(t)xi0 = 0 гибридной системы (3.7)
равномерно асимптотически µ-устойчиво в целом.
Для анализа экспоненциальной µ-устойчивости гибридной системы (3.6) нам по-
надобятся некоторые предположения о функциях vi(xi) для подсистем (3.5).
Предположение 3.4. Изолированная подсистема из совокупности (3.5) допус-
кает свойство А∗, если для пары (Qi(t), vi) существуют функции сравнения ψi2, ψi3
из K-класса Хана одинакового порядка роста, постоянные ai, ri, ∆i и произвольные
постоянные βi такие, что:
(1) ai‖xi‖ri ≤ vi(xi) ≤ ψi2(‖x‖) при всех xi ∈ Zi таких, что ‖xi‖ < ∆i, и
(2) ∇vi(xi,sfi) ≤ βiψi3(‖xi‖) при всех xi ∈ D(sfi) таких, что ‖xi‖ < ∆i.
Предположение 3.5. Изолированная подсистема из совокупности (3.5) допус-
кает свойство В∗, если она имеет свойство А∗ при∆i =∞ и при функциях сравнения
одинакового порядка роста ψi2, ψi3, принадлежащих KR-классу Хана.
Далее докажем следующее утверждение.
Теорема 3.12. Предположим, что для каждой подсистемы гибридной систе-
мы (3.6) построены полугруппа Qi(t) и функция vi(xi), образующие допустимую
пару, и при этом:
(1) изолированные подсистемы из совокупности (3.5) допускают свойство А∗;
(2) операторы связи gi(x, µ) между подсистемами (3.5) удовлетворяют свой-
ству С ;
(3) существуют постоянные θi > 0, i = 1, 2, . . . ,m, и значение параметра µ
∗ ∈M
такие, что матрица A(µ) = [aij(µ)], i, j = 1, 2, . . . ,m, из условия (3) теоремы
3.11 является отрицательно определенной при µ < µ∗.
Тогда тривиальное решение гибридной системы (3.6) равномерно экспоненци-
ально µ-устойчиво.
Доказательство. Как и при доказательстве теоремы 3.11, применим функцию
(3.12). При выполнении условия (1) предположения 3.5 имеем оценку для функции
v(x, θ)
min
i
(θiai)
m∑
i=1
‖xi‖ri ≤ v(x, θ) ≤ ψ2(‖x‖), (3.15)
где ψ2(‖x‖) ≥
m∑
j=1
θjψj2(‖xj‖), ψ2 принадлежит K-классу Хана и имеет обратную
функцию ψ−12 (‖x‖).
При выполнении условий (2), (3) теоремы 3.12 имеем
Dv(x, θ)|(3.7) ≤ λM (A)ψ3(‖x‖), (3.16)
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где ψ3(‖x‖) ≤
m∑
i=1
ψi3(‖xi‖), λM (A) < 0 при µ < µ∗. Учитывая, что функции срав-
нения ψ2(‖x‖) и ψ3(‖x‖) имеют один и тот же порядок роста при всех x ∈ Π =
=
{
xT = (x1, . . . , xm) : ‖xi‖ < ∆i при всех i = 1, 2, . . . ,m}, преобразуем оценки (3.15)
и (3.16). Существуют постоянные k1 и k2 > 0 такие, что
k1ψ2(‖x‖) ≤ ψ3(‖x‖) ≤ k2ψ2(‖x‖) (3.17)
при всех x ∈ Π.
Обозначим a = min
i
(θiai), ‖x‖r =
m∑
i=1
‖xi‖ri , и пусть k1 = −λM (A). Тогда оценки
(3.15), (3.16) принимают вид
a‖x‖r ≤ v(x, θ) ≤ ψ2(‖x‖), Dv(x, θ)|(·) ≤ −k1v(x, θ)
при всех x ∈ Π. Отсюда получаем
v(x(t), θ) ≤ v(x0, θ) exp[−k1(t− t0)], t ≥ t0.
Учитывая неравенство слева в (3.17), имеем
‖x(t)‖ ≤ a−1/rψ1/r2 (‖x0‖) exp
[
−k1
r
(t− t0)
]
(3.18)
при всех t ≥ t0.
Обозначим λ = k1/r и при любом 0 < ε < H выберем δ(ε) = ψ
−1(aεr). Тогда при
‖x0‖ < δ(ε) из оценки (3.18) следует, что
‖x(t)‖ ≤ ε exp [−λ(t− t0)] , t ≥ t0.
Теорема 3.12 доказана.
Теорема 3.13. Предположим, что для каждой подсистемы гибридной систе-
мы (3.6) существуют полугруппа Qi(t) и функция vi(xi), образующие допустимую
пару, и при этом:
(1) изолированные подсистемы из совокупности (3.5) допускают свойство В∗;
(2) выполняются условия (2), (3) теоремы 3.12.
Тогда тривиальное решение гибридной системы (3.6) экспоненциально µ-устой-
чиво в целом.
Доказательство. При выполнении условий предположения 3.5 для функции
v(x, θ) получаем оценку
min
i
(θibi)
m∑
i=1
‖xi‖ri ≤ v(x, θ) ≤ ψ2(‖x‖), (3.19)
где bi > 0, ri > 0 и ψ2(‖x‖) — функция из KR-класса Хана, имеющая обратную,
ψ2(‖x‖) ≥
m∑
j=1
θjψi2(‖xi‖). Для функции Dv(x, θ) имеем
Dv(x, θ)|(3.6) ≤ λM (A)ψ3(‖x‖),
где ψ3(‖x‖) ≤
m∑
j=1
ψi3(‖xi‖), λM (A) < 0 при µ < µ∗.
Аналогично доказательству теоремы 3.13 нетрудно получить оценку
‖x(t)‖ ≤ b−1/rψ1/r2 (‖x0‖) exp
[
−k1
r
(t− t0)
]
, t ≥ t0.
47
Для любого α > 0 вычислим K(α) = b−1/rψ
1/r
2 (α). При этом как только ‖x0‖ ≤ α,
то ‖x(t)‖ ≤ K(α) exp [−λ(t− t0)], t ≥ t0, при любых xT = (x1, . . . , xm) ∈ X.
Теорема 3.13 доказана.
Приведем условия µ-устойчивости гибридной системы (3.6) на основе функции
(3.12), в которой θ = (1, 1, . . . , 1) ∈ Rm+ , и постоянные bij ≥ 0 при всех i 6= j и µ ≤
≤ µ∗ ∈M . С этой целью вместо матрицы A(µ) с элементами aij(µ), i, j = 1, 2, . . . ,m,
будем рассматривать матрицу S(µ) с элементами
sij(µ) =
{−(βi + bii(µ)) при i = j,
−bij(µ) при i 6= j, (3.20)
где βi — постоянные из условия (2) предположения 3.4 и bij(µ) — постоянные из
оценки (3.4). Заметим, что далее при рассмотрении свойств устойчивости в целом в
выражениях sij матрицы S
∗(µ) используются постоянные b∗ij(µ) ≥ 0 при всех i 6= j
и µ < µ∗ ∈M .
Имеет место следующее утверждение.
Теорема 3.14. Предположим, что для каждой подсистемы гибридной систе-
мы (3.6) существуют полугруппа Qi(t) и функция vi(xi), образующие допустимую
пару (Qi(t), vi), и кроме того:
(1) выполняются условия (1), (2) теоремы 3.10 с постоянными bij(µ) ≥ 0 при
i 6= j и всех µ < µ∗ ∈ M . Если при этом главные диагональные миноры
матрицы S(µ) положительные при всех µ < µ∗, то тривиальное решение
гибридной системы (3.6) равномерно асимптотически µ-устойчиво;
(2) выполняются условия (1), (2) теоремы 3.11 с постоянными b∗ij(µ) ≥ 0 при
i 6= j и всех µ < µ∗ ∈ M . Если при этом главные диагональные миноры
матрицы S∗(µ) положительные при всех µ < µ∗, то тривиальное решение
гибридной системы (3.6) равномерно асимптотически µ-устойчиво в целом;
(3) выполняются условия (1), (2) теоремы 3.12 с постоянными bij(µ) ≥ 0 при
i 6= j и всех µ < µ∗ ∈ M . Если при этом главные диагональные миноры
матрицы S(µ) положительные при всех µ < µ∗, то тривиальное решение
гибридной системы (3.6) экспоненциально µ-устойчиво;
(4) выполняются условия (1), (2) теоремы 3.13 с постоянными b∗ij(µ) ≥ 0 при
i 6= j и всех µ < µ∗ ∈ M . Если при этом главные диагональные миноры
матрицы S∗(µ) положительные при всех µ < µ∗, то тривиальное решение
гибридной системы (3.6) экспоненциально µ-устойчиво в целом.
Доказательство. Докажем утверждение (1). Для функции v(x, θ) в форме (3.12)
нетрудно получить оценки (3.13) при всех x ∈ Π. Кроме того,
Dv(x, θ)|(3.6) ≤ −
1
2
uT
(
θS(µ) + ST(µ)θ
)
u, (3.21)
где uT=
(
ψ
1/2
13 (‖x1‖), . . . , ψ1/2m3 (‖xm‖)
)
, S(µ) — (m×m)-матрица с элементами (3.20)
и θ = diag[θ1, . . . , θm]. Известно, что условия положительности главных диагональ-
ных миноров матрицы S(µ) эквивалентны существованию диагональной матрицы θ
с положительными элементами такой, что матрица
(
θS(µ) + ST(µ)θ
)
является поло-
жительно определенной при всех µ < µ∗ ∈M . В данном случае θi = 1, i = 1, 2, . . . ,m,
и это условие выполняется. Таким образом, оценка (3.21) принимает вид
Dv(x, θ)|(3.6) ≤ λM (S)ψ3(‖x‖) (3.22)
при всех x ∈ Π и λM (S) < 0 при µ < µ∗. Из оценки (3.22) и теоремы 3.11 следует
утверждение (1) теоремы 3.14.
Утверждения (2)–(4) этой теоремы доказываются аналогично.
Остановимся теперь на условиях µ-неустойчивости тривиального решения ги-
бридной системы (3.6).
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Предположение 3.6. Изолированная подсистема из совокупности (3.5) допус-
кает свойство D, если существуют полугруппа Qi(t) и функция vi(xi), образующие
допустимую пару (Qi(t), vi), функции сравнения ψi1, ψi2, ψi3 из K-класса Хана и
вещественные постоянные βi и ∆i такие, что
(а) ψi1(‖xi‖) ≤ vi(xi) ≤ ψi2(‖xi‖),
(б) ∇vi(xi,sfi(xi)) ≥ βiψi3(‖xi‖) при всех xi ∈ D(sfi), где D(sfi) обозначает область
определения инфинитезимального генератора полугруппы Qi(t) при ‖xi‖ < ∆i.
Предположение 3.7. Оператор связи между подсистемами (3.5) удовлетворя-
ет свойству Е, если при заданной допустимой паре (Qi(t), vi) существуют функции
сравнения ψi3 из K-класса Хана и постоянные cij(µ), i, j = 1, 2, . . . ,m, такие, что
∇vi(xi, gi(x, µ)) ≥ ψ1/2i3 (‖xi‖)
m∑
j=1
cij(µ)ψ
1/2
i3 (‖xi‖)
при всех xT= (x1, . . . , xm) ∈ D(f + g(x, µ)) и ‖xi‖ < ∆i, i = 1, 2, . . . ,m.
Заметим, что если в условии (б) предположения 3.6 величины βi > 0, i =
= 1, 2, . . . ,m, то тривиальное решение всех независимых подсистем (3.5) неустой-
чиво.
Имеет место следующее утверждение.
Теорема 3.15. Предположим, что для каждой подсистемы гибридной систе-
мы (3.6) существуют полугруппа Qi(t) и функция vi(xi), образующие допустимую
пару (Qi(t), vi), и, кроме того:
(1) изолированные подсистемы из совокупности (3.5) допускают свойство D ;
(2) операторы связи gi(x, µ) между подсистемами (3.5) допускают свойство Е ;
(3) существуют постоянные θi > 0, i = 1, 2, . . . ,m, и значение параметра µ
∗ ∈M
такие, что матрица C(µ) с элементами
cij(µ) =
{
θi(βi + cii(µ)) при i = j,
1
2 (θicij(µ) + θjcji(µ)) при i 6= j
является положительно определенной при всех значениях µ < µ∗.
Тогда тривиальное решение гибридной системы (3.6) µ-неустойчиво.
Доказательство. Для функции (3.12) при выполнении условий теоремы 3.15
нетрудно получить оценки
ψ1(‖x‖) ≤ v(x, θ) ≤ ψ2(‖x‖) (3.23)
при всех x ∈ Π и
Dv(x, θ)
∣∣
(3.6)
≥ λm(C)ψ3(‖x‖) (3.24)
при всех x ∈ Π, где λm(C) > 0 — минимальное собственное значение матрицы C(µ)
при µ < µ∗. Из оценок (3.23), (3.24) и теоремы 3.6 следует, что тривиальное решение
гибридной системы (3.6) µ-неустойчиво.
Обратимся теперь к свойствам µ-ограниченности движения гибридной системы
(3.6).
Предположение 3.8. Изолированная подсистема из совокупности (3.5) допус-
кает свойство F, если существуют полугруппа Qi(t) и функция vi(xi), образующие
допустимую пару (Qi(t), vi), функции сравнения ψi1, ψi2, ψi3 из KR-класса Хана и
вещественные постоянные β∗i такие, что:
(1) ψi1(‖xi‖) ≤ vi(xi) ≤ ψi2(‖xi‖),
(2) ∇vi(xi,sfi(xi)) ≤ β∗i ψi3(‖xi‖) при всех xi ∈ D(sfi) и
(a) при всех ‖xi‖ > ∆∗i ,
(б) если |vi(xi)| ≤ mi, |∇vi(xi,sfi(xi))| ≤ mi при ‖xi‖ ≤ ∆∗i , гдеmi > 0 — const.
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Предположение 3.9. Операторы связи gi(x, µ) между подсистемами (3.5) удо-
влетворяют свойству G, если при заданной допустимой паре (Qi(t), vi) существуют
вещественные постоянные bij(µ), i, j = 1, 2, . . . ,m, такие, что
∇vi(xi, gi(x, µ)) ≤ ψ1/2i3 (‖xi‖)
m∑
j=1
bij(µ)ψ
1/2
j3 (‖xi‖)
при всех значениях xT= (x1, . . . , xm) ∈ D(f + g(x, µ)).
Имеет место следующее утверждение.
Теорема 3.16. Предположим, что для каждой подсистемы гибридной систе-
мы (3.6) существуют полугруппа Qi(t) и функция vi(xi), образующие допустимую
пару, и, кроме того:
(1) изолированные подсистемы из совокупности (3.5) допускают свойство F ;
(2) операторы связи gi(x, µ) между подсистемами (3.5) допускают свойство G;
(3) существуют постоянные θi > 0, i = 1, 2, . . . ,m, и значение параметра µ
∗ ∈M
такие, что матрица B(µ) = [bij(µ)] с элементами
bij(µ) =
{
θi(β
∗
i + bii(µ)) при i = j,
1
2 (θibij(µ) + bji(µ)θj) при i 6= j
является отрицательно определенной при всех значениях µ < µ∗.
Тогда движение гибридной системы (3.6) равномерно предельно µ-ограничено.
Доказательство. Рассмотрим функцию (3.12). При выполнении условий пред-
положений 3.8, 3.9 для функций v(x, θ) и Dv(x, θ) имеем оценки
ψ1(‖x‖) ≤ v(x, θ) ≤ ψ2(‖x‖), (3.25)
Dv(x, θ)|(3.6) ≤ λM (B)ψ3(‖x‖) (3.26)
при всех x ∈ X−
m∏
i=1
Si(mi), где Si(mi) = {xi ∈ Zi : ‖xi‖ ≤ mi}.
Рассмотрим оценки (3.25) и (3.26) в двух случаях.
Случай 1. Пусть xi ∈ Zi и ‖xi‖ > mi при i = 1, 2, . . . , p.
Случай 2. Для значений i = p + 1, . . . ,m xi ∈ Zi и ‖xi‖ ≤ mi при xT =
= (x1, . . . , xm) ∈ D(f + g(x, µ)).
Оценки (3.25) преобразуются к следующим:
p∑
i=1
θiψi1(‖xi‖) +
m∑
i=p+1
θivi(xi) ≤ v(x, θ) ≤
p∑
i=1
θiψi2(‖xi‖) +
m∑
i=p+1
θivi(xi)
в случае 1 и
p∑
i=1
θiψi1(‖xi‖)−
m∑
i=p+1
θimi ≤ v(x, θ) ≤
p∑
i=1
θiψi2(‖xi‖) +
m∑
i=p+1
θimi
в случае 2. Для выражения ∇v(x, f(x) + g(x, µ)) имеем оценку
∇v(x, f(x) + g(x, µ)) ≤ wTB∗(µ)w +
p∑
i=1
θiψ
1/2
i3 (‖xi‖)×
×
[ m∑
j=p+1
bij(µ)ψ
1/2
j3 (mj)
]
+
+
p∑
i=1
θimi +
m∑
i=p+1
θiψ
1/2
i3 (mi)
p∑
j=1
bij(µ)ψ
1/2
j3 (‖xi‖) +
+
m∑
i=p+1
θiψ
1/2
i3 (mi)
m∑
j=p+1
ψ
1/2
i3 (mj),
(3.27)
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где B∗(µ) = [bij(µ)] при i, j = 1, 2, . . . , p и w = (ψ
1/2
13 (‖x1‖), ψ1/223 (‖x2‖), . . . ,
ψ
1/2
p3 (‖xp‖))T.
Оценку (3.27) нетрудно привести к виду
∇v(x, f(x) + g(x, µ)) ≤ wTB∗(µ)w + wTP0 + P1, (3.28)
где P0 ∈ Rp и P1 > 0 — некоторая постоянная.
Далее, поскольку матрица B(µ) отрицательно определена, субматрица B∗(µ)
также будет отрицательно определенной при µ < µ∗, тогда оценка (3.28) примет вид
∇v(x, f(x) + g(x, µ)) ≤ λM (B∗)‖w‖2 + wTP0 + P1 ≤
≤ 1
2
λM (B
∗)‖w‖2 = 1
2
λM (B
∗)
p∑
i=1
ψi3(‖xi‖) ≤
≤ 1
2
λM (B
∗)ψ∗3
( p∑
i=1
‖xi‖
)
,
(3.29)
где ψ∗3 принадлежит KR-классу. Так как λM (B
∗) < 0, из оценки (3.29) следует, что
Dv(x, θ) < 0 при всех xT = (x1, . . . , xm) ∈ D(f + g(x, µ)), 0 < µ < µ∗ и при ‖xi‖ > r∗
для i = 1, 2, . . . , p, и ‖xi‖ ≤ mi для i = p+ 1, . . . ,m. Согласно теореме 3.8 движение
гибридной системы (3.6) равномерно предельно µ-ограничено.
Замечание 3.1. Все результаты этого раздела являются новыми для класса си-
стем вида (3.6). Теоремы 3.12 и 3.13 об экспоненциальной µ-устойчивости гибридной
системы сформулированы и доказаны с учетом результатов работ [19, 71].
§4. Приложения.
Задачи устойчивости гибридных систем возникают в различных областях иссле-
дования явлений реального мира. А именно, при распознавании образов, создании
ассоциативной памяти, комбинаторной оптимизации и многих других. Проблемы
устойчивости и стабилизации движения систем с неточными значениями парамет-
ров (с/или без управления, с/или без импульсных возмущений и переключений)
были предметом монографий [66, 93], где имеется обширная библиография. В этом
разделе приводятся некоторые примеры гибридных систем, которые моделируют
некоторые реальные процессы. А именно, приведены условия устойчивости в DE-
модели нейронной сети на временной шкале, в IE-модели электроэнергетической
системы с последействием в системе управления, а также в ВЕ-модели двухкомпо-
нентной гибридной системы общего вида.
4.1. DE-модель нейронной системы на временной шкале.
Рассмотрим нейронную сеть на временной шкале, динамика которой описывает-
ся уравнениями вида
x∆(t) = −Bx(t) + Ts(x(t)) + J, t ∈ [0,+∞) ∩ T. (4.1)
Решение x(t; t0, x0) при t = t0 принимает значение x0, т.е.
x(t0; t0, x0) = x0, t0 ∈ [0,+∞) ∩ T, x0 ∈ Rn, (4.2)
где t ∈ T, T — произвольная временная шкала, 0 ∈ T, supT = +∞. В системе (4.1)
вектор x ∈ Rn характеризует состояние нейронов, T = {tij} ∈ Rn×n, элементы
tij описывают взаимодействие между i-м и j-м нейронами, s : R
n → Rn, s(x) =
= (s1(x1), s2(x2), . . . , sn(xn))
T, функция si описывает ответ i-го нейрона, B ∈ Rn×n,
B = diag{bi}, i = 1, 2, . . . , n, J ∈ Rn — постоянный вектор внешнего входа.
Если T = R, то x∆ = d/dt и при bi > 0 начальная задача (4.1), (4.2) эквива-
лентна начальной задаче для непрерывной нейронной системы типа Хопфилда:
dx(t)
dt
= −Bx(t) + Ts(x(t)) + J, t ≥ 0,
x(t0; t0, x0) = x0, t0 ≥ 0, x0 ∈ Rn.
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Если T = N0, то x
∆(k) = x(k + 1)− x(k) = ∆x(k) и при |1 − bi| < 1 начальная
задача (4.1), (4.2) эквивалентна следующей:
∆x(k) = −Bx(k) + Ts(x(k)) + J, t ∈ N0, (4.3)
x(k0; k0, x0) = x0, k0 ∈ N0, x0 ∈ Rn. (4.4)
Относительно системы (4.1) сделаем следующие предположения.
S1. Вектор-функция f(x) = −Bx+Ts(x)+J является регрессивной, т.е. оператор
I + µ(t)f(t, ·) при всех t ∈ Tk обратим. Здесь I : Rn → Rn — единичный
оператор.
S2. Cуществуют положительные постоянные Mi > 0, i = = 1, 2, . . . , n, такие, что
|si(u)| ≤Mi при всех u ∈ R.
S3. Существуют положительные постоянные Li > 0, i = = 1, 2, . . . , n, такие, что
|si(u)− si(v)| ≤ Li|u− v| при всех u, v ∈ R.
S4. Функция зернистости временной шкалы 0 < µ(t) ∈ M при всех t ∈ [0,+∞)∩T,
где M⊂ R – компактное множество.
Из теоремы 8.24 монографии [51] следует, что если для любых (t0, x0) ∈ [0,+∞)∩
∩ T × Rn выполняются условия S1 − S3, то задача (4.1), (4.2) имеет точно одно
решение на интервале [t0,+∞) ∩ T.
Введем обозначения
Λ = diag{Li} ∈ Rn×n, r =
( n∑
i=1
( n∑
j=1
Mj |Tij |+ |Ji|
)2
/b2i
)1/2
,
b = min
i
{bi}, b = max
i
{bi}, L = max
i
{Li}.
Аналогично доказательству теоремы 3.1 из [114] и теоремы 1 из [118] устанавлива-
ется справедливость следующего утверждения.
Лемма 4.1. Если для системы (4.1) выполняются условия S1 − S3, то су-
ществует состояние равновесия x(t) = x∗ системы (4.1) и при этом ‖x∗‖ ≤ r.
Если, кроме того, матрица BΛ−1−|T | являетсяM -матрицей, то это состояние
равновесия единственно.
Регрессивность функции f(x) = −Bx+Ts(x)+J является одним из условий су-
ществования единственного решения задачи (4.1), (4.2). Приведем одно достаточное
условие регрессивности функции f(x).
Лемма 4.2. Пусть выполнено предположение S3. Если при каждом фиксиро-
ванном t ∈ T матрица (I−µ(t)B)Λ−1−µ(t)|T | являетсяM -матрицей, то функция
f(x) = −Bx+ Ts(x) + J регрессивна.
В системе (4.1) сделаем замену переменной y(t) = x(t) − x∗ и перепишем на-
чальную задачу (4.1), (4.2) в виде
y△(t) = −By(t) + Tg(y(t)), t ∈ [0,+∞) ∩ T, (4.5)
y(t0; t0, y0) = y0, t0 ∈ [0,+∞) ∩ T, y0 ∈ Rn, (4.6)
где y ∈ Rn, g : Rn → Rn, g(y) = (g1(y1), g2(y2), . . . , gn(yn))T, g(y) = s(y+ x∗)− s(x∗).
Если для системы (4.1) выполняются предположения S1 – S3, то для системы
(4.5) справедливы следующие утверждения.
G1. Вектор-функция g˜1(y) = −By + Tg(y) регрессивна.
G2. |gi(u)| ≤ 2Mi, i = 1, 2, . . . , n, при всех u ∈ R.
G3. |gi(u)− gi(v)| ≤ Li|u− v|, i = 1, 2, . . . , n, при всех u, v ∈ R .
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Заметим, что если выполняются условия G1 –G3, то задача (4.5) – (4.6) име-
ет точно одно решение на интервале [t0,+∞) ∩ T при любых начальных данных
(t0, y0) ∈ [0,+∞) ∩ T× Rn.
Теорема 4.1. Предположим, что для системы (4.1) выполняются предполо-
жения S1–S4 на временной шкале T и существует постоянная µ
∗ ∈ M такая,
что µ(t) ≤ µ∗ при всех t ∈ [0,+∞) ∩ T. Если выполняется неравенство
2b− 2L‖T ‖ − µ∗(b+ L‖T ‖)2 > 0,
то состояние равновесия x(t) = x∗ системы (4.1) равномерно асимптотически
устойчиво.
Теорема 4.2. Пусть выполняются следующие условия:
(1) для системы (4.1) на временной шкале T имеют место предположения S1—
S4;
(2) функции si принадлежат C
2(R) и существуют постоянные Ki > 0 такие,
что |s′′i (u)| ≤ Ki, i = 1, 2, . . . , n, при всех u ∈ R;
(3) существует постоянная µ∗ > 0 такая, что µ(t) ≤ µ∗ при всех t ∈ [0,+∞)∩
∩ T;
(4) существует положительно определенная симметрическая матрица P ∈
∈ Rn×n такая, что выполняется неравенство
λM (PB1 +B
T
1P ) + µ
∗‖P‖‖B1‖2 < 0,
где B1 = −B + TG, G = diag{s′i(0)} ∈ Rn×n.
Tогда состояние равновесия x(t) = x∗ системы (4.1) равномерно асимптоти-
чески устойчиво.
Теорема 4.3. Пусть выполняются следующие условия:
(1) для системы (4.1) имеют место предположения S1 –S3;
(2) функции si принадлежат C
2(R) и существуют постоянные Ki > 0 такие,
что |s′′i (u)| ≤ Ki, i = 1, 2, . . . , n, при всех u ∈ R;
(3) существуют положительно определенная симметрическая матрица P ∈
∈ Rn×n и постоянная M > 0 такие, что |1 + µ(t)A(t)| ≥ M при всех
t ∈ [t0,+∞) ∩ T, где B1 = −B + TG, G = diag{s′i(0)} ∈ Rn×n, A(t) =
= λM (PB1 +B
T
1P ) + µ(t)‖P‖‖B1‖2.
Тогда:
(i) если lim sup
t→∞
βA(τ) = q < 0, то состояние равновесия x(t) = x
∗ системы (4.1)
экспоненциально устойчиво;
(ii) если sup{βA(t) : t ∈ [0,+∞)} = q < 0, то состояние равновесия x(t) = x∗
системы (4.1) равномерно экспоненциально устойчиво.
Замечание 4.1. Рассмотрим шкалу T = N0 (µ(t) ≡ 1). Начальная задача (4.1),
(4.2) в этом случае эквивалентна задаче (4.3), (4.4) и условие равномерной асимп-
тотической устойчивости состояния равновесия системы (4.1), полученное в теоре-
ме 4.1, при µ∗ = 1 принимает вид 2b − 2L‖T ‖ − (b + L‖T ‖)2 > 0. Этот результат
полностью совпадает со следующим для дискретной системы (4.3).
Теорема 4.4. Пусть для нейронной дискретной системы (4.3) выполнены пред-
положения S2 – S3. Тогда состояние равновесия x(t) = x
∗ системы (4.3) равномерно
асимптотически устойчиво при условии, что 2b− 2L‖T ‖ − (b+ L‖T ‖)2 > 0.
Доказательства всех утверждений, приведенных в данном разделе, можно найти
в работе [92].
Пример 4.1. На временной шкале P1,γ =
⋃∞
j=0 [j(1 + γ), j(1 + γ) + 1], γ > 0, рас-
смотрим двухкомпонентную нейронную сеть
x∆1 = −b1x1 + t11s(x2) + t12s(x2) + u1,
x∆2 = −b2x1 + t21s(x1) + t22s(x2) + u2,
(4.7)
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где x1, x2 ∈ R, b1 = b2 = 1, T =
(
0, 1 −0, 5
0, 5 0, 1
)
, s(r) = th r. Для временной шкалы
P1,γ функция зернистости
µ(t) =

0, t ∈
∞⋃
j=0
[j(1 + γ), j(1 + γ) + 1) ,
γ, t ∈
∞⋃
j=0
{j(1 + γ) + 1} .
Выбрав матрицу P = diag{0, 5; 0, 5}, получаем функцию
βA(t) =

γ−1 log |1 + γ(−0, 9 + 0, 53γ)|, t ∈
∞⋃
j=0
{j(1 + γ) + 1} ,
−0.9 + 0.53 γ, t ∈
∞⋃
j=0
[j(1 + γ), j(1 + γ) + 1)
и условие регрессивности в виде неравенств
1− 1, 1γ > 0, (1− 1, 1γ)2 − 0, 25 γ2 > 0.
При 0 < γ < 0, 625 выполнены все условия лемм 4.1, 4.2 и теоремы 4.3. Cистема
(4.7) имеет единственное состояние равновесия при любых u1, u2 ∈ R и это состояние
равновесия равномерно экспоненциально устойчиво.
4.2. IE-модель энергосистемы с последействием.
Математические модели электро-энергетических систем (далее энергосистем)
являются предметом постоянного внимания исследователей (см. [65, 7, 110, 104] и
библиографию там).
Одной из проблем здесь является оценка областей допустимых отклонений фа-
зовых переменных системы от послеаварийного установившегося режима. В настоя-
щем разделе обсуждаются проблемы устойчивости энергосистемы с последействием
в регуляторе при импульсных возмущениях [12]. Исследования такого рода моделей
энергосистемы начаты в статье [29]. Так как параметры энергосистемы находят-
ся во взаимосвязи и изменяются с течением времени, динамический анализ таких
уравнений представляет собой сложную задачу. При отсутствии последействия и
импульсных возмущений модели энергосистем исследованы достаточно полно. Ос-
новным качественным методом является прямой метод Ляпунова, основанный на
скалярной, векторной либо матричной функции Ляпунова. Показано (см. [83]), что
наибольшая область устойчивости в трехмашинной энергосистеме получается путем
применения матричной функции Ляпунова.
Общая математическая модель трехмашинной энергосистемы, учитывающая им-
пульсные возмущения и последействие в цепи обратной связи, имеет вид [29]
Mi
d2xi
dt2
+Di
dxi
dt
= Pmi − Pei + Pτi, t ≥ t0, t 6= tk (4.8)
xi(tk) = Iki(xi(τ
−
k )), (4.9)
dxi
dt
(τk) = Jki
(
xi(τ
−
k )
)
, (4.10)
xi(t) = ϕi(t), t0 − r ≤ t ≤ t0, (4.11)
гдеMi, Di, Pmi, Pei — стандартные обозначения величин, принятые в теории энерго-
систем (см. [65, 110] и др.); Pτi = αi sin(kixi(t−r)), αi, ki, r — некоторые постоянные,
t0 < τ1 < · · · < τk < . . . , k ∈ N, lim
k→∞
τk =∞, функции Iki, Jki, ϕi ∈ C(R,R) такие, что
Iki(0) = Jki(0) = 0 при всех k ∈ N.
Если в системе (4.8)—(4.11) демпфирование Di = 0 и функции Pτi = 0, i = 1, 2, 3,
тогда система уравнений (4.8) обращается в упрощенную модель энергосистемы (см.,
например, [12] и библиографию там)
Mi
d2xi
dt2
= Pmi − Pei, i = 1, 2, 3, xi(t0) = xi0. (4.12)
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Здесь Pei — активные мощности, определяемые с помощью соотношения
Pei = EiUYi,4 sinxi +
3∑
j=1
EiEjYij sin(xi − xj), i = 1, 2, 3, (4.13)
где Ei — э.д.с. i-й машины, Yii — собственные проводимости машины, Yij — взаимные
проводимости, причем Yij = Yji. Имеющиеся слагаемые EiUYi,4 sinxi соответствуют
шинам постоянного напряжения U = E4. Модель (4.12) с шинами постоянного на-
пряжения применяется при описании динамики энергосистемы, в которой один из
генераторов системы имеет существенно большую мощность по сравнению с осталь-
ными [7].
Пусть Qij = EiEjYi,j , i, j = 1, 2, 3, Pmi = 0 и Qi = EiUYi,4, i = 1, 2, 3. При этом
уравнения (4.12) принимают вид
Mi
d2xi
dt2
= −Qi sinxi −
3∑
j=1
j 6=i
Qij sin(xi − xj), i = 1, 2, 3. (4.14)
Заметим, что если известны координаты состояния равновесия системы (4.12),
то в линейной постановке анализ случая Pmi 6= 0 сводится к анализу случая Pmi = 0
посредством замены переменных.
Анализ устойчивости решений систем (4.8) или (4.14) связан с решением про-
блемы построения подходящей функции Ляпунова, которая удовлетворяет услови-
ям соответствующей общей теоремы об устойчивости системы с последействием при
импульсном возмущении.
В работе [12] предлагается следующий способ построения энергетической функ-
ции Ляпунова (cf. [104]).
Из вида системы (4.14) следует, что она состоит из независимых подсистем
Mi
d2xi
dt2
= −Qi sinxi, i = 1, 2, 3, (4.15)
и функций связи между ними
gi(x, x˙) = −
3∑
j=1
j 6=i
Qij sin(xi − xj), i = 1, 2, 3.
Нетрудно видеть, что полная энергия i-ой свободной подсистемы (4.15) выражается
так:
Eii =
1
2
Mix˙
2
i +Qi(1− cosxi), i = 1, 2, 3. (4.16)
Выражения полной энергии пары подсистем
Mix¨i = −Qij sin(xi − xj), Mjx¨j = −Qij sin(xj − xi)
при i 6= j, i = 1, 2, 3, имеют вид
Eij =
1
2
Mix˙
2
i +
1
2
Mj x˙
2
j +Qi(1 − cosxi) +Qj(1− cosxj) +Qij(1− cos(xi − xj)).
(4.17)
Пусть xi = (xi, x˙i)
T и x = (xT1 ,x
T
2 ,x
T
3)
T. Вместе с системой (4.15) будем рассмат-
ривать матричнозначную функцию
U(x) = [vij(x)], i, j = 1, 2, 3, (4.18)
с элементами vii(xi) = Eii, i = 1, 2, 3; 2vij(x) = E˜ij , i 6= j, j = 1, 2, 3, где Eii —
полная энергия свободных подсистем и
E˜ij = Eij − Eii − Ejj , i, j = 1, 2, 3, i 6= j.
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Учитывая выражения (4.16) и (4.17), имеем
vii(xi, β) =
1
2
Mix˙
2
i +Qi(1− cosxi), i = 1, 2, 3;
2vij(xi,xj) = Qij(1− cos(xi − xj)), i, j = 1, 2, 3, i 6= j.
(4.19)
Матрица-функция (4.18) используется для построения скалярной функции
V (x) = βTU(x)β, β ∈ R3+. (4.20)
При известных (см. [65]) предположениях об элементах vii(xi) и vij(xi,xj) функ-
ция (4.20) является функций Ляпунова для системы (4.14). Заметим, что система
(4.14) описывает динамику энергосистемы без учета демпфирования. Условия устой-
чивости состояния равновесия в системе (4.14) получены в работе [29] в виде системы
алгебраических уравнений и неравенств, указывающих ограничения на параметры
системы (4.14).
Далее предположим, что в задаче (4.8)–(4.11) мгновенным изменениям подвер-
жены только скорости. Положим также Pmi = 0, тогда система (4.8)–(4.11) прини-
мает вид
Mix¨i +Dix˙i +Qi sinxi =
3∑
j=1
j 6=i
Qij sin(xj − xi) + αi sin kixi(t− r), i = 1, 2, 3,
t ∈ [t0,+∞), t 6= τk, k ∈ N; x˙i(τ+k ) = Jki(xi(τk)), k ∈ N.
(4.21)
В результате линеаризации уравнений (4.21) получим
Mix¨i +Dix˙i +Qixi =
3∑
j=1
j 6=i
Qij(xj − xi) +Aixi(t− r), i = 1, 2, 3,
t ∈ [t0,+∞), t 6= τk, k ∈ N; x˙i(τ+k ) = c1kixi(τk) + c2kix˙i(τk), k ∈ N,
(4.22)
где c1ki, c2ki — некоторые действительные постоянные, Ai = αiki, i = 1, 2, 3, k ∈ N.
Для линейного приближения (4.22) матричная функция Ляпунова выбирается
в виде
vii(xi) =Mix˙
2
i + 2Rix˙ixi +Qix
2
i , i = 1, 2, 3,
vij(xi,xj) =
1
2
Qij(xi − xj)2, i, j = 1, 2, 3, i 6= j.
(4.23)
Выбирая вектор β единичным, получим функцию Ляпунова (4.20) в виде
V (x) =
3∑
i=1
(Mix˙
2
i + 2Rxix˙i +Qix
2
i ) +
3∑
i=1
Qij(xi − xj)2. (4.24)
Функция (4.24) позволяет устанавливать достаточные условия устойчивости со-
стояния равновесия в системе (4.22) в рамках техники Разумихина оценивания пол-
ной производной в силу системы (4.22).
В работе [12] рассматриваются уравнения динамики n-машинной энергосистемы
в виде
Mi
d2θi
dt2
= Pmi − Pei + Pτi, t 6= τk, k ∈ N, (4.25)
θ˙i(τ
+
k ) = Ii(θi(τk), θ˙i(τk)), θi(τ
+
k ) = θi(τk), i = 1, . . . , n, (4.26)
с начальными условиями
θi(t) = ϕi(t), t0 − r ≤ t ≤ t0, (4.27)
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где Mi — инерционная постоянная, θi — угол поворота ротора i-го генератора, Pmi
— постоянные, отвечающие за механическую мощность на валу машины, τ+k — со-
кращенное обозначение для τk + 0, t0 < τ1 < . . . < τk < . . . , k ∈ N, lim
k→∞
τk = ∞,
Iki ∈ C1(R2,R), ϕi ∈ C1([−r, 0],R), Pei — активные мощности, определяемые с по-
мощью соотношения
Pei =
n∑
j=1
EiEjYij sin(θi − θj) + EiUYi,n+1 sin θi,
где Ei — э.д.с. i-й машины, Yii — собственные проводимости машины, Yij — вза-
имные проводимости, причем Yij = Yji, i, j = 1, . . . , n, Yi,n+1 — проводимость i-го
генератора с шинами постоянного напряжения, U — величина поступающего оттуда
напряжения, Pτi — линейный дифференциальный регулятор с запаздыванием r > 0.
Система (4.25) не содержит демпфирования, но следует учитывать, что введение
демпфирования не приводит к нарушению устойчивости в данной задаче [61].
Положим известными координаты равновесия θ0i и проведем замену переменных
xi = θi − θ0i и θ0ij = θ0i − θ0j при всех i, j = 1, . . . , n. После линеаризации задача
(4.25)–(4.27) принимает вид
Mi
d2xi
dt2
= −Pixi −
n∑
j=1
j 6=i
Pij(xi − xj) + Pτi, i = 1, . . . , n,
x˙i(τ
+
k ) = cki1xi(τk) + cki2x˙i(τk), i = 1, . . . , n,
(4.28)
где Qi = EiBi, Qij = EiEjBij при i, j = 1, . . . , n.
Предположим, что величина запаздывания r удовлетворяет оценке 2r < τk+1−τk,
k ∈ N, и будем рассматривать вспомогательную функцию
V0(x) =
n∑
i,j=1
v0,ij(xi,xj) =
=
n∑
i=1
(Mix˙
2
i + 2MiR˜xix˙i + Pix
2
i ) +
n∑
i,j=1
i6=j
Pij(xi − xj)2.
(4.29)
На основе функции V0(x) построим разрывную кусочно-экспоненциальную
функцию
V (t,x) = V0(x)e
ν(t−τk), t ∈ [τk, τk+1), k ∈ N0, (4.30)
где τ0 = t0, ν > 0— некоторая постоянная. Эта функция применяется для получения
достаточных условий устойчивости в виде
dV (t,x(t))
dt
∣∣∣∣
(4.28)
≤ −αV (t,x(t)), t 6= τk, k ∈ N, (4.31)
если
V (t,x(t)) > pV (t+ ζ,x(t+ ζ)), ζ ∈ Ω2r, (4.32)
где α > 0, p ∈ (0, 1) — некоторые параметры, Ω2r = [max{−2r, t0 − t− r}, 0), и
V (τk + 0,x(τk + 0)) ≤ V (τk,x(τk)), k ∈ N. (4.33)
Известно, что оценки областей устойчивости зависят от вида применяемых вспо-
могательных функций (см. [65], [83], [110] и др.). В работе [12] наряду с функцией
(4.30) применяется кусочно-линейная функция в виде
V (x, t) = V0(x)(1 + ν(t− τk)), t ∈ [τk, τk+1), k ∈ N0, (4.34)
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где τ0 = t0, ν > 0 — некоторая постоянная.
Представляет интерес получение условий экспоненциальной устойчивости со-
стояния равновесия в системе (4.28) на основе теоремы 2.5. Кроме того, некоторые
результаты статьи [108] имеют потенциал для применения в рассматриваемой за-
даче.
Теорема 4.5. Предположим, что для системы (2.17) построена функция
V2(θ, x), удовлетворяющая условию B2. Кроме того, существуют постоянные сим-
метрические (2×2)-матрицы Ai, i = 1, 2, 3, и векторные функции a¯, b¯, c¯ ∈ K-классу
Хана такие, что:
(1) a¯T(‖x‖)A1a¯(‖x‖) ≤ V2(t, x) ≤ b¯T(‖x‖)A2b¯(‖x‖), (t, x) ∈ R+ × S(H∗);
(2) для любого решения x(t) системы (2.17) V2(t + s, x(t + s)) ≤ V (t, x(t)) при
s ∈ [−τ, 0] выполняется неравенство
D+V2(t, x(t))
∣∣∣
(2.17)
≤ c¯T(‖x‖)A3c¯(‖x‖);
(3) существуют постоянные bk ≥ 0,
∞∑
k=1
bk < ∞ такие, что при всех k ∈ N и
x ∈ S(H∗)
V2(t, x + Ik(x)) ≤ (1 + bk)V2(t−k , x).
Тогда, если матрицы A1 и A2 положительно определенные и матрица A3 по-
луопределенно отрицательная, то состояние x = 0 системы (2.17) равномерно
устойчиво.
Теорема 4.6. Если выполняются условия (1), (3) теоремы 4.5 и кроме того
существует функция p(s) непрерывная и неубывающая при s > 0, M =
∞∏
k=1
(1 + bk)
и для любого решения x(t) системы (2.17) V2(t + s, x(t + s)) < p(v2(t, x(t))) при
−τ ≤ s ≤ 0 верна оценка
D+V2(t, x(t))
∣∣∣
(2.17)
≤ −c¯T(‖x‖)A3c¯(‖x‖).
Тогда, если матрицы A1—A3 определенно-положительные, то состояние x = 0
системы (2.17) равномерно асимптотически устойчиво.
В работе [12] для энергосистем с импульсным воздействием и запаздываю-
щим регулированием указаны оценки области асимптотической устойчивости в
пространстве управляющих параметров путем применения разрывных матричных
функций Ляпунова при условиях Разумихина. При этом рассматривались кусочно-
экспоненциальные (4.30) и кусочно-линейные функции (4.34). Сравнение эффектив-
ности применения этих двух типов функций показывает, что применение кусочно-
экспоненциальной функции (4.30) обеспечивает более широкие оценки области
устойчивости при заданных значениях параметров системы. Описаны механизмы
потери устойчивости энергосистемы на границе области устойчивости в простран-
стве управляющих параметров.
Одной из открытых проблем для моделей энергосистем с последействием яв-
ляется задача оценки влияния импульсных возмущений на процесс синхронизации
(антисинхронизации) двух и более генераторов.
4.3. BE-модель двухкомпoнентной гибридной системы.
Рассматривается физический процесс, который описывается системой уравнений
dx1
dt
= f1(x1(t)) + µb
∫
G
H1(y, x2(t, y)) dy,
∂x2(t, y)
∂t
= α∆x2(t, y)−H2(x2(t, y)) + µh2(y)cTx1(t)
(4.35)
58
с граничными
x2(t, y) = 0 при всех (t, y) ∈ R+ × ∂G (4.36)
и начальными
x1(0) = x10, x2(0, y) = ψ(y) при y ∈ G (4.37)
условиями. Здесь f(x) : Rn → Rn, b, c — заданные n-мерные векторы , α и L — за-
данные положительные постоянные, ∆ — оператор Лапласа в пространстве Rm, G
— открытое подмножество в Rm с гладкой границей ∂G и µ ∈M — малый положи-
тельный параметр. Функции H1 и H2 заданы и удовлетворяют условиям:
(а) H1(y, 0) = 0 при всех y ∈ G;
(б) H2(0) = 0 и |H1(y, z)−H1(y, z∗)| ≤ |h1(y)|‖z − z∗‖ при всех y ∈ G;
(в) z, z∗ ∈ R и |H2(u) − H2(u∗)| ≤ L‖u − u∗‖ при всех u, u∗ ∈ R и hi ∈ L2(G),
i = 1, 2.
При выполнении этих условий задача (4.35) – (4.37) корректно определена и ее
решение (x1(t), x2(t, y))
T существует при всех t ∈ R+.
Изолированные подсистемы системы (4.35) имеют такой вид:
dx1
dt
= f1(x1); (4.38)
∂x2(t, y)
∂t
= α∆x2(t, y)−H2(y) , f2(x2). (4.39)
Операторы связи gi(x, µ), i = 1, 2, таковы:
µg1(x1, x2) = µb
∫
G
H1(y, x2(t, y)) dy; (4.40)
µg2(x1, x2) = µh2(y)c
Tx1(t). (4.41)
Для системы (4.35) принято, что Z1 = R
n, Z2 = L2(G) и X = R
n×L2(G). Нормы
в Rn и на L2(G) будем обозначать ‖ · ‖ и ‖ · ‖L2, соответственно.
Предположение 4.1. Существуют:
(1) функции v11(x1) ∈ C(Rn,R+) и v22(x2) ∈ C(L2(G),R+) в открытых связных
окрестностях точек x1 = 0, x2 = 0, функции сравнения ϕi(‖x1‖) и ψi(‖x2‖L2)
из K-класса Хана и положительные постоянные αii, αii, i = 1, 2, такие, что
α11ϕ
2
1(‖x1‖) ≤ v11(x1) ≤ α11ϕ22(‖x1‖),
α22ψ
2
1(‖x2‖L2) ≤ v22(x2) ≤ α22ψ22(‖x2‖L2);
(2) функции v12(x1, x2) = v21(x1, x2) ∈ C(Rn × L2(G),R) и произвольные постоян-
ные α12, α21 такие, что
α12ϕ1(‖x1‖)ψ2(‖x2‖L2) ≤ v12(x1, x2) ≤ α12ϕ2(‖x1‖)ψ2(‖x2‖L2)
в области значений x1 ∈ D(f1) и x2 ∈ D(f2).
Лемма 4.3. Если выполняются все условия предположения 4.1 и матрицы
A1 =
(
α11 α12α21 α22
)
, α12 = α21,
A2 =
(
α11 α12
α21 α22
)
, α12 = α21,
положительно определенные, то функция v(x, θ) = θTU(x)θ, θ ∈ R2+, U(x) = [uij(·)],
i, j = 1, 2, является положительно определенной и убывающей.
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Предположение 4.2. Для заданных функций v11(x1), v22(x2) и v12(x1, x2) су-
ществуют постоянные βik, i = 1, 2, k = 1, 2, . . . , 8, функции сравнения ξ1(‖x1‖) и
ξ2(‖x2‖L2) из K-класса Хана такие, что:
(a) ∇v11(x1, f1(x1)) ≤ 0;
(б) ∇v11(x1, g1(x, µ)) ≤ β12ξ21(‖x1‖) + β13ξ1(‖x1‖)ξ2(‖x2‖L2);
(в) ∇v22(x2, f2(x2)) ≤ 0;
(г) ∇v22(x2, g2(x, µ)) ≤ β22ξ22(‖x2‖L2) + β23ξ1(‖x1‖)ξ2(‖x2‖L2);
(д) ∇v12(x1, x2, f1(x1)) ≤ β14ξ21(‖x1‖) + β15ξ1(‖x1‖)ξ2(‖x2‖L2);
(е) ∇v12(x1, x2, f2(x2)) ≤ β24ξ21(‖x1‖) + β25ξ1(‖x1‖)ξ2(‖x2‖L2);
(ж) ∇v12(x1, x2, g1(x, µ)) ≤ β16ξ21(‖x1‖) + β17ξ1(‖x1‖)ξ2(‖x2‖L2) + β18ξ22(‖x2‖L2);
(з) ∇v12(x1, x2, g2(x, µ)) ≤ β26ξ21(‖x1‖) + β27ξ1(‖x1‖)ξ2(‖x2‖L2) + β28ξ22(‖x2‖L2)
и матрица C(µ) имеет вид C(µ) =
(c11 c12c21 c22), c12 = c21, с элементами
c11 = θ
2
1µβ12 + 2θ1θ2(β14 + µβ16 + µβ26),
c22 = θ
2
2µβ22 + 2θ1θ2(β24 + µβ18 + µβ28),
c12 =
1
2
(
θ21µβ13 + θ
2
2µβ23
)
+ θ1θ2(β15 + β25 + µβ17 + µβ27).
Учитывая условия предположения 4.2, для функции v(x, θ) имеем следующую
оценку производной:
∇v(x, θ)∣∣
(4.35)
≤ uTC(µ)u, (4.42)
где uT= (ξ1(‖x1‖), ξ2(‖x2‖)), µ ∈ (0, µ0).
Теорема 4.5. Если двухкомпонентная система (4.35), (4.36) такова, что вы-
полняются условия предположения 4.2 и существует µ0 > 0 такое, что матрица
C(µ) является отрицательно определенной при µ ∈ (0, µ0), тогда состояние рав-
новесия x1 = 0, x2 = 0 равномерно асимптотически µ-устойчиво.
Доказательство теоремы следует из условий, которым удовлетворяют функция
v(x, θ) и ее производная (4.42).
Замечание 4.2. Вследствие условий (a) и (в) из предположения 4.2 гибридная
система (4.35), (4.36) состоит из устойчивых (неасимптотически) подсистем и рав-
номерная асимптотическая µ-устойчивость состояния равновесия x1 = 0, x2 = 0
достигается за счет стабилизирующего влияния операторов связи.
Замечание 4.3. Результаты этого раздела являются новыми для систем вида
(4.35). При этом некоторые результаты заимствованы из работы [87]. Система вида
(4.35) при f(x1) = Ax1 и µ = 1 исследовалась в монографии [98] на основе вектор-
ной функции Ляпунова. Предположение об асимптотической устойчивости нулево-
го решения независимых подсистем (4.38) и (4.39) позволяет применить векторную
функцию Ляпунова, но при этом операторы связи gi(x), i = 1, 2, рассматриваются
как факторы, дестабилизирующие тривиальное решение рассматриваемой системы.
§5. Заключительные замечания.
Наблюдаемый в последние годы интерес к гибридным системам объясняется
тем, что эти системы имеют важные приложения в различных инженерных и техно-
логических областях среди которых: средства связи, сложные сети, биотехнологии,
искусственный интеллект, электрические энергосистемы, аэрокосмические пробле-
мы, экосистемы и модели экономических систем.
Общая теория устойчивости движения гибридных систем находится в процессе
становления, так как для математического моделирования процессов применяются
связанные системы уравнений различных типов, для которых не созданы эффек-
тивные методы анализа динамического поведения.
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Наш анализ многочисленных работ, выполненных в последнее время в области
теории гибридных систем, приводит к следующим выводам.
1. Для уравнений на временной шкале (DE-модели) (см. библиографию в моно-
графиях [26, 51] и статьях [44, 68, 109]) усилия авторов сосредоточены на:
– создании математического анализа функций, заданных на временной шкале,
как фундамента новой ветви анализа некоторых процессов реального мира;
– построении аналогов качественных методов для динамических уравнений, раз-
работанных для непрерывных и/или дискретных систем в классической теории
уравнений;
– выявлении новых свойств “непрерывно-дискретной во времени среды” на осно-
ве динамических уравнений (задачи механики, динамики популяций, матема-
тической экономики и др.).
2. Для гибридных систем, моделируемых уравнениями с последействием при им-
пульсных возмущениях (IE-модели) в настоящее время применяются методы, раз-
витые в классической теории уравнений, такие как прямой метод Ляпунова, осно-
ванный на скалярных, векторных либо матричнозначных вспомогательных функци-
ях (функционалах); метод вариации постоянных; метод интегральных неравенств и
принцип сравнения. Кроме того, в некоторых случаях эффективным оказывается
комбинирование упомянутых методов.
Результаты, представленные в §3, являются фрагментом общей теории гибрид-
ных систем для рассматриваемого класса уравнений. Дополнение этих результатов
конструктивными подходами построения вспомогательных функций Ляпунова яв-
ляется актуальной проблемой дальнейших исследований. Кроме того, представляет
интерес получение условий оптимальности управления гибридными системами при
неточных значениях параметров.
3. Проблема устойчивости и ограниченности решений гибридных систем, описа-
ние которых проводится уравнениями в бесконечномерных пространствах, восходит
к работам 60х годов прошлого столетия. Среди задач механики укажем проблему
устойчивости движения твердого тела с полостью, частично заполненной идеальной
или вязкой жидкостью. В теории автоматического регулирования широко приме-
няются функционально дифференциальные уравнения с запаздыванием, интегро-
дифференциальные уравнения Вольтерра, специальные классы уравнений с част-
ными производными. Для этих классов уравнений развиты методы анализа ограни-
ченности и устойчивости движения на основе обобщенного прямого метода Ляпунова
и принципа сравнения.
Результаты §§1–3 могут быть применены для анализа ограниченности и устой-
чивости движения как в традиционных для общей механики областях исследования,
так и новых, таких как синхронизация хаотических процессов (см. [57] и библиогра-
фию там), а также при исследовании систем, связанных с безопасностью коммуни-
каций. Представляет значительный интерес получение результатов об устойчивости
по Ляпунову гибридных систем, на основе конструктивного построения вспомога-
тельных функций Ляпунова.
РЕЗЮМЕ. Наведено достатнi умови рiзних типiв стiйкостi трьох класiв гiбридних си-
стем, що моделюються динамiчними рiвняннями на часовiй шкалi, системами з пiслядiєю
при iмпульсних збуреннях та рiвняннями в банаховому просторi. Окремi загальнi резуль-
тати iлюструються прикладами i деякими застосуваннями з механiки i теорiї нейронних
мереж.
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