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We examine the role of interactions for a Bose gas trapped in a double-well potential (“Bose-
Josephson junction”) when external noise is applied and the system is initially delocalized with
equal probability amplitudes in both sites. The noise may have two kinds of effects: loss of atoms
from the trap, and random shifts in the relative phase or number difference between the two wells.
The effects of phase noise are mitigated by atom-atom interactions and tunneling, such that the
dephasing rate may be reduced to half its single-atom value. Decoherence due to number noise
(which induces fluctuations in the relative atom number between the wells) is considerably enhanced
by the interactions. A similar scenario is predicted for the case of atom loss, even if the loss rates
from the two sites are equal. In fact, interactions convert the increased uncertainty in atom number
(difference) into (relative) phase diffusion and reduce the coherence across the junction. We examine
the parameters relevant for these effects using a simple model of the trapping potential based on an
atom chip device. These results provide a framework for mapping the dynamical range of barriers
engineered for specific applications and sets the stage for more complex circuits (“atomtronics”).
I. INTRODUCTION
The development of circuits for neutral atoms (coined
“atomtronics”) has received tremendous impetus from
recent advances in the control and manipulation of ul-
tracold atoms using magnetic and optical fields [1–3].
The idea of atomtronics is inspired by the analogy be-
tween ultracold atoms confined in optical or magnetic
potentials and solid-state systems based on electrons in
various forms of conductors, semiconductors or super-
conductors. For example, ultracold atoms in optical lat-
tices exhibit a Mott insulator to superfluid transition,
or display spin-orbit coupling as in solid-state systems.
Another example is a Bose-Einstein condensate (BEC)
of neutral atoms in a double-well potential, which is
analogous to a Josephson junction of coupled supercon-
ductors. On the other hand, the quantum properties of
ultracold atoms as coherent matter waves enable sys-
tems that are equivalent to optical circuits, which are
based on waveguides and beam-splitters for interfero-
metric precision measurements in fundamental science
and technological applications.
A promising platform for accurately manipulating
matter waves in a way that would enable integrated cir-
cuits for neutral atoms is an atom chip [4–7]. Such a de-
vice facilitates precise control over magnetic or optical
potentials on the micrometer scale. This length scale,
which is on the order of the de-Broglie wavelength of ul-
tracold atoms under typical conditions, permits control
of important dynamical parameters, such as the tunnel-
ing rate through a potential barrier. For a network built
of static magnetic fields, such control over the dynamics
requires loading the atoms into potentials just a few µm
from the surface of the chip [8]. The ability to load such
potentials, while maintaining spatial coherence, was re-
cently shown to be possible [9]. This achievement is
facilitated by the weak coupling of neutral atoms to the
environment [10]. Yet, in view of the fact that spatial
coherence is one of the most vulnerable properties of
quantum systems made of massive particles, it is quite
surprising that a BEC of thousands of atoms preserves
spatial coherence for a relatively long time in the very
close proximity of a few micrometers from a conducting
surface at room temperature.
Here we examine the interplay between coupling to
external noise and the internal parameters – tunneling
rate and atom-atom interactions – of a BEC in a double-
well potential (a “Bose-Josephson junction”). Such a
system, consisting of a potential barrier between two
potential wells, provides one of the fundamental build-
ing blocks of atomic circuits and comprises one of the
basic models for studying a simple system of many inter-
acting particles occupying only two modes. This study
unravels some general many-body effects, and at the
same time enables insights into the limits of the practi-
cal use of circuits of a trapped BEC near an atom chip
surface.
Macroscopic one-particle coherence is the hallmark of
Bose-Einstein condensation. The Penrose-Onsager cri-
terion states that as the condensate forms, one of the
eigenvalues of the reduced one-particle density matrix
becomes dominant, resulting in a pure state in which
all atoms occupy the same quantum “orbital”. Once a
condensate is prepared however, its one-particle coher-
ence can be lost via entanglement with an external en-
vironment (“decoherence”) or by internal entanglement
between condensate atoms due to interactions (“phase
diffusion”). The interplay between these two processes,
namely non-Hamiltonian decoherence and the Hamilto-
nian dynamics of interacting particles, is often rich and
intricate. The combined effect is rarely additive and
depends strongly on the details of the coupling mecha-
2nisms. For example, decoherence may be used to pro-
tect one-particle coherence by suppressing interaction-
induced squeezing in a quantum-Zeno-like effect [11, 12].
It may also induce stochastic resonances which enhance
the system’s response to external driving [13].
Reversing roles, one may ask how interactions affect
the dephasing or dissipation of a BEC due to its coupling
to the environment. In this work we consider a BEC in
a double well using a two-mode Bose-Hubbard approxi-
mation, and investigate how the loss of one-particle co-
herence due to the external noise is affected by inter-
particle interactions. We find that many-body dynam-
ics may indeed either enhance or suppress decoherence,
depending on the nature of the applied noise.
In light of these fundamental effects, this work also
attempts to construct a framework for combining our
theoretical model with practical experimental parame-
ters for realistic magnetic potentials and magnetic noise
on an atom chip. Finally, we present some experimental
results concerning atom loss at distances of a few mi-
crometers from an atom chip, which may enable some
concrete conclusions regarding the issue of coherence in
atomic circuits using similar platforms.
This paper is structured as follows: in Sec. II, we de-
scribe the basic constituents of the system we are about
to study. In Sec. III we review the theoretical model
and fundamental properties of a BEC in a double well
and in Sec. IV we derive its coupling to magnetic noise.
Section V then combines these effects to present the
main results of this work: how decoherence in an atomic
Josephson junction can be suppressed or enhanced by
atom-atom interactions. The range of validity and ac-
cessible range of parameters of our model are discussed
in Sec. VI. This discussion is supplemented by experi-
mental measurements of magnetic noise in atomic traps
(Sec. VII). Finally, our discussion in Sec. VIII includes
examples of practical and fundamental implications of
the predicted effects.
II. DESCRIPTION OF THE SYSTEM
We consider a Bose-Einstein condensate (BEC) of
atoms with mass m in a double-well potential. The
potential is modeled by a cylindrically symmetric har-
monic transverse part V⊥ =
1
2mω
2
⊥[y
2 + (z − z0)2] cen-
tered at a distance z0 from the surface of an atom chip,
and a longitudinal part V‖ representing a barrier of
height V0 between two wells with minima at x = ±d/2.
This potential, which is symmetric under x → −x re-
flections, may be modeled as:
V‖(x) =
{
V0 cos
2(πx/d) |x| ≤ d/2
1
2mω
2
x(|x| − d/2)2 |x| > d/2 , (1)
where the longitudinal frequency ωx characterizing the
curvature of the potential far from the barrier is typi-
cally smaller than the transverse frequency ω⊥. Such a
system is usually referred to as a Josephson junction; it
exhibits Josephson oscillations with frequency ωJ when
the number of atoms in the two wells deviates slightly
from equilibrium.
Some of the most important properties of the conden-
sate in the potential can be derived from the assumption
that a “macroscopic” number of atoms occupy a sin-
gle mode whose wave function φ0(r) satisfies the Gross-
Pitaevskii (GP) equation, whose static form is
[−(h¯2/2m)∇2 + V (r) + gN |φ0(r)|2 − µ]φ0(r) = 0, (2)
where µ is the chemical potential, which is the energy
of a single atom in the effective (mean-field) potential
Veff = V (r)+gN |φ0(r)|2. Here N is the total number of
atoms and g = 4πh¯2as/m is the collisional interaction
strength, with as being the s-wave scattering length.
As long as the barrier height is not too high and the
temperature is low enough, the atoms predominantly
occupy the condensate mode φ0(r) and the system is
coherent, namely, the phase between the two sites is
well defined. However, when the barrier height grows
and tunneling is suppressed, more atoms occupy other
spatial modes and the one-particle coherence drops. In
order to understand this effect, we use a set of spa-
tial modes defined by higher-energy solutions of the GP
equation
[−(h¯2/2m)∇2+V (r)+gN |φ0(r)|2−µ]φj(r) = Ejφj(r),
(3)
where φ0(r) is the condensate mode with E0 = 0 and
the other modes (j > 0) represent excited single-atom
states in the mean-field potential [14]. These modes
form a complete set which may serve as a basis for any
calculation. Furthermore, this specific choice is useful
because it can describe the ground state of the system
for all barrier heights.
When the barrier is low (or does not exist) the con-
densate approximation holds for the ground state. How-
ever, the nature of the ground state changes when the
barrier becomes higher than the longitudinal ground-
state energy
µ‖ ≡
∫
d3r φ0(r)Hˆ
eff
‖ φ0(r) ;
Hˆeff‖ ≡ −
h¯2
2m
∂2
∂x2
+ V‖(x) + gN |φ0(x, y = 0, z = z0)|2.(4)
As demonstrated in Fig. 1, when µ‖ <∼ V0 the energy E1
of the (anti-symmetric) first excited mode φ1 becomes
very small compared to the other excited modes and the
configuration space can be described by the two modes
φ0 and φ1, or alternatively by their superpositions φL
and φR localized predominantly in the left- and right-
hand wells, respectively. In this regime, collisional in-
teractions play a major role in determining the ground
state configuration beyond the spatial effects accounted
for by the mean-field potential, as will be described in
Sec. III.
In this work we focus on the interplay between the in-
trinsic parameters of the system and the coupling to the
environment. The latter may appear in different shapes
and forms. Basically, the strongest coupling is between
the magnetic moment of the atom and magnetic field
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FIG. 1. Mean-field energy levels of the lowest energy spa-
tial modes for N = 200 87Rb atoms as a function of bar-
rier height V0 in a double-well potential with transverse
frequency ω⊥ = 2π × 500Hz and a longitudinal potential
[Eq. (1)] with d = 5µm and ωx = 2π × 200Hz. The low-
est solid curve represents the longitudinal energy µ‖ of the
condensate [Eq. (4)], and the other energies are higher than
this energy by Ej for j = 1, 2, 3 [Eq. (3)]. When the barrier
height grows, the energy splitting between the lowest energy
pair decreases and the anti-symmetric mode φ1 becomes sig-
nificantly occupied even at very low temperatures or even
at absolute zero due to mixing between the two lowest lev-
els caused by atom-atom interactions. The inset shows the
shape of the potential for a barrier height V0 ≈ 470Hz where
µ‖ ≈ 425Hz (dashed line) is slightly lower than the barrier.
The symmetric condensate wavefunction φ0 = (φR+φL)/
√
2
and the antisymmetric wavefunction φ1 = (φR − φL)/
√
2
have approximately the same shape in the two wells, and
the energy splitting is E1 ≈ 1Hz.
noise originating from current fluctuations in the atom
chip device that creates the trapping potentials from
current-carrying wires. We distinguish between macro-
scopic current fluctuations generated by external drivers
(“technical noise”) and Johnson noise, i.e., microscopic
fluctuations of thermal origin in the metallic layers of
the chip itself, which are typically at room tempera-
ture or higher. Johnson noise has a short correlation
length [10] and can therefore cause direct loss of coher-
ence over short length scales. When the magnetic field
fluctuates perpendicular to the quantization axis (along
which the atomic spin is typically aligned), it may in-
duce transitions between Zeeman sub-levels and cause
atoms to leave the trap, as discussed in more detail in
Sec. IV. This loss mechanism may also cause dephasing,
as we discuss in Sec. VB. Although technical noise has
a long correlation length, it may also contribute to de-
phasing through the latter mechanism. However, as we
discuss in Sec. IV, technical noise may also lead to di-
rect dephasing if the corresponding current fluctuations
induce an asymmetric deformation in the trapping po-
tential as a result of summing magnetic field vectors
from nearby microwires and more distant sources.
III. THE TWO-MODE MODEL
Our framework for the analysis of decoherence of a
Bose gas in a double well is the two-site Bose-Hubbard
model, which is based on the assumption that all atoms
occupy one of two spatial modes, as described in the
previous section. Before we analyze decoherence in the
system we review this model and its main predictions
relevant to this work. The validity of the model for typi-
cal scenarios presented in this paper is further discussed
in Sec. VI.
A. Interaction and tunneling Hamiltonian
Consider N bosonic atoms in a double well such that
two spatial modes may be occupied, φL(r) in the left
well and φR(r) in the right well. The dynamics is gov-
erned by the two-site Bose-Hubbard Hamiltonian [15–
17]
Hˆ =
ǫ
2
(nˆL − nˆR)− J
2
(aˆ†LaˆR + aˆ
†
RaˆL)
+
U
2
∑
j=L,R
nˆj(nˆj − 1) (5)
where ǫ is the energy imbalance (per particle) between
the two wells, J is the tunneling matrix element and U
is the on-site interaction energy per atom pair. Here
aˆj (j = L,R) are the bosonic annihilation operators
of atoms in the two modes φj and nˆj = aˆ
†
j aˆj are the
corresponding number operators.
Since the Hamiltonian [Eq. (5)] conserves the total
number of particles in the two wells, we can write it
in terms of the pseudo-spin operators Sˆ1 =
1
2 (aˆ
†
LaˆR +
aˆ†RaˆL), Sˆ2 = − i2 (aˆ†LaˆR− aˆ†RaˆL) and Sˆ3 = 12 (nˆL− nˆR) ≡
nˆ, whereupon the Hamiltonian takes the form
Hˆ = ǫSˆ3 − JSˆ1 + USˆ23 . (6)
Note that the total spin Sˆ21 + Sˆ
2
2 + Sˆ
2
3 = s(s + 1) is
fixed by the total atom number 2s = N = nˆL + nˆR,
as it commutes with the Hamiltonian in Eqs. (5)-(6).
The Hilbert space of the two-mode model is spanned by
the Sˆ3 eigenstates |s, n〉, corresponding to the number
states basis |nL, nR〉 with nL,R = N/2±n = s±n. It will
prove advantageous to make use of dimensionless char-
acteristic parameters which determine both stationary
and dynamic properties; these are
u ≡ NU/J and ε ≡ ǫ/J . (7)
B. Equivalence to the top and pendulum
Hamiltonians
The spin Hamiltonian in Eq. (6) is equivalent to a
quantized top, whose spherical phase space is described
4by the conjugate non-canonical coordinates (θˆ, ϕˆ) de-
fined through
Sˆ3 =
N
2
cos θˆ, (8)
Sˆ1 =
N
2
sin θˆ cos ϕˆ, (9)
in analogy to the definitions on the Bloch sphere. Equa-
tion (6) is thus transformed into the top Hamilto-
nian [18, 19],
Hˆ(θˆ, ϕˆ) =
NJ
2
[
ε cos θˆ − sin θˆ cos ϕˆ+ u
2
cos2 θˆ
]
. (10)
If the populations in the two wells remain nearly
equal during the dynamics, i.e., 〈Sˆ3〉 ≪ N/2, then the
spherical phase space reduces to the “equatorial region”
around θ = π/2, where it may be described by the cylin-
drical coordinates nˆ and its canonically conjugate angle
ϕˆ, satisfying [nˆ, ϕˆ] = i. The Hamiltonian [Eq. (10)] is
then approximated by the Josephson pendulum Hamil-
tonian [20]
HˆJ(nˆ, ϕˆ) = U (nˆ− nǫ)2 − 1
2
JN cos ϕˆ , (11)
where nǫ = −ǫ/2U .
C. Classical phase space and interaction regimes
The classical states of the double-well system are
SU(2) spin coherent states |θ, ϕ〉 [21]. Dynamics re-
stricted to such states satisfies the GP mean-field ap-
proximation, where all the atoms are in a single mode
– a superposition of φL and φR – and O(1/N) fluctu-
ations are neglected. The operators in Eqs. (6), (10),
and (11) are hence replaced by corresponding real num-
bers. Thus, the GP approximation may be viewed as the
classical limit of the quantum many-body Hamiltonian,
with an effective Planck constant h¯→ 2/N .
The qualitative features of the classical phase-
space structure change drastically with the interaction
strength [22]. If |ε| < εc ≡
(
u2/3 − 1)3/2, then for a
strong enough interaction (u > 1) two types of dynam-
ics appear, which are described in the spherical (θ, ϕ)
phase space by three regions on the Bloch sphere, di-
vided by a separatrix, as shown in Fig. 2. Motion within
the region close to the equator (small population imbal-
ance) is dominated by linear dynamics and is charac-
terized by Josephson oscillations of population between
the wells. Conversely, motion between the separatrix
and the poles is dominated by nonlinear dynamics and
is characterized by self-trapped phase oscillations with
non-vanishing time-averaged population imbalance.
In what follows, we focus on the case of zero energy
imbalance (ǫ = 0). Accordingly we distinguish between
three regimes depending on the strength of the interac-
tion [17]:
Rabi regime: u < 1 , (12)
Josephson regime: 1 < u < N2 , (13)
Fock regime: u > N2 . (14)
FIG. 2. Schematic illustration of iso-energy contours (solid
lines) in the Josephson regime for a symmetric double-well
potential (ǫ = 0). The spherical coordinates θ, ϕ map the
Bloch sphere of pseudospin operators Sˆα (α = 1, 2, 3) [see
Eqs. (8)-(9)]: ϕ is the relative phase between the wells,
and the left-right number difference is proportional to cos θ.
The equilibrium distribution (circles or ellipses) are cen-
tered on the S1-axis. The aspect ratio between the principal
axes of the elliptical Josephson oscillation trajectories is ξ2
[Eq. (16)]. The dashed circle denotes an equal energy con-
tour in the absence of interaction. The small filled circle de-
notes the Gaussian-like phase-space distribution correspond-
ing to the coherent ground state (solid angle O(4π/N)). The
effect of stochastic rotations about the S3 (δϕ kicks) and S2
(δn kicks) axes is illustrated by arrows. The combined action
of kicking and nonlinear rotation is to spread the phase-space
distribution over the inner and outer ellipse, respectively.
In the Rabi regime the separatrix disappears and the
entire phase space is dominated by nearly linear pop-
ulation oscillations between the wells. At the opposite
extreme, in the Fock regime the nearly-linear region has
an area less than 1/N , and therefore it cannot accom-
modate quantum states. Thus in the Fock regime, mo-
tion throughout the classical phase space corresponds
to nonlinear phase oscillations with suppressed tunnel-
ing between the wells (self trapping). In the absence of
tunneling between the wells spatial coherence cannot be
sustained even if external noise does not exist. We will
therefore focus on the dynamics within the Josephson
oscillations phase-space region, which exists in the Rabi
and Josephson interaction regimes.
D. Semiclassical dynamics
Beyond strictly classical evolution, much of the full
quantum dynamics is captured by a semiclassical ap-
proach. This amounts to classical Liouville propagation
of an ensemble of points corresponding to the initial
Wigner distribution in phase space [22]. Thus, while
classical GP theory assumes the propagation of mini-
mal Gaussians centered at (θ, ϕ) with fixed uncertainties
(coherent states), the semiclassical truncated-Wigner-
like method permits the deformation of the phase-space
5distribution, thus accounting for its squeezing, folding,
spreading, and dephasing. The only parts of the dynam-
ics missed by such semiclassical evolution are true in-
terference effects which only become significant for long
time scales when different sections of the phase-space
distribution overlap.
E. Ground state and excitation basis
As an alternative point of view that complements
the semiclassical approach we also use a fully quan-
tum treatment of the two-mode Bose-Hubbbard model,
which takes a simple analytic form when the deviation
from the minimum energy eigenstates of the Hamilto-
nian is small. For simplicity, we will assume zero energy
imbalance (ǫ = 0) and derive the structure of the ground
state and lowest energy excitations.
In the Fock regime (u > N2) the ground state
and low-lying excitations are number states. However,
throughout the Rabi and Josephson regime (i.e., for
u < N2) the ground state and low-lying excitations
are nearly coherent and are characterized by a small
phase uncertainty 〈ϕˆ2〉 ≪ 1. We may therefore ap-
proximate the low-energy regime of the pendulum by
a harmonic oscillator, i.e., (ignoring the constant −1)
− cos ϕˆ→ ϕˆ2/2, converting the Josephson Hamiltonian
[Eq. (11)] to an oscillator in the canonical variables
nˆ ≡ Sˆ3 and ϕˆ,
HˆJ ≈ 1
2M
(ξnˆ)2 +
M
2
ω2J(ϕˆ/ξ)
2, (15)
where ξ is the squeezing factor, given by
ξ = (1 + u)1/4, (16)
ωJ is the Josephson frequency
ωJ =
√
J(J +NU) = ξ2J, (17)
and M ≡ N/2ωJ . The ground state of this Hamiltonian
is Gaussian in ξnˆ and ϕˆ/ξ, and the excitation energies in
this approximation are integer multiples of h¯ωJ . More
explicitly, we may define a bosonic operator
bˆ ≡
√
N
2ξ
ϕˆ+
iξ√
N
nˆ , (18)
such that from [ϕˆ, nˆ] = i we obtain [bˆ, bˆ†] = 1. The
Josephson Hamiltonian can then be written as
HˆJ ≈ ωJ(bˆ†bˆ+ 1/2), (19)
and the pseudo-spin operators of Eq. (6) are identified
as
Sˆ1 =
N
2
sin θˆ cos ϕˆ
≈ N
2
− 1
4
[
ξ2(bˆ + bˆ†)2 − ξ−2(bˆ − bˆ†)2 − 2
]
(20)
Sˆ2 =
N
2
sin θˆ sin ϕˆ ≈ 1
2
√
Nξ(bˆ+ bˆ†) (21)
Sˆ3 = nˆ ≈
√
N
2iξ
(bˆ− bˆ†) . (22)
Here we have used a second-order expansion in nˆ/N and
ϕˆ such that
∑
α Sˆ
2
α =
N
2
(
N
2 + 1
)
.
F. Coherence
We are interested in the one-particle spatial coher-
ence, namely the visibility of a fringe pattern formed
by averaging many events where the atoms are released
from the double-well trap. If we neglect experimental
imperfections related to the release process or imaging,
then the coherence is the relative magnitude of the inter-
ference term of the momentum distribution of the atoms
in the trap [23]. If the two spatial modes are confined
primarily to the left and right sites of the potential, then
the coherence is given by
g
(1)
LR =
|〈aˆ†LaˆR〉|√
nLnR
, (23)
where nj ≡ 〈nˆj〉 is the average number of atoms in the
two modes.
For a symmetric double well (ǫ = 0) with equal
populations of the two modes (〈Sˆ3〉 = 0), the defini-
tion of Eq. (23) coincides with the normalized length
S/s = 2S/N of the Bloch vector S ≡ (〈Sˆ1〉, 〈Sˆ2〉, 〈Sˆ3〉).
Let us note that s is the maximal allowed Bloch vec-
tor length (e.g., after preparation of a coherent state),
whereas S is the actual Bloch vector length, i.e., after
time evolution under dephasing or if the prepared state
was squeezed. For the ground state preparations with
〈ϕ〉 = 0 considered below, symmetry implies that the
Bloch vector remains aligned along the S1 axis, so that
g
(1)
LR = S/s = 〈Sˆ1〉/s throughout the time evolution.
Semiclassically, for any Gaussian phase-space distri-
bution, the one-particle coherence is related to the vari-
ances ∆a,∆b of the distribution along its principal axes
a, b as [24]
S
s
= exp
[
−1
2
(
∆2 − 2/N)
]
, (24)
where ∆2 = ∆2a + ∆
2
b . A coherent state with isotropic
∆2a = ∆
2
b = 1/N thus has S = s, i.e., g
(1)
LR = 1.
Otherwise, for a squeezed Gaussian distribution with
∆2a = ξ
2/N , ∆2b = ξ
−2/N , the coherence drops to
g
(1)
LR = exp[−
[
(ξ2 + ξ−2 − 2)/2N]] < 1. For example,
the ground state of the Josephson Hamiltonian is de-
scribed by a Gaussian phase-space distribution which
is squeezed along the principal axes with the squeez-
ing factor ξ in Eq. (16), corresponding to a coherent
state (ξ = 1) only in the non-interacting case (u = 1).
More generally, time evolution such as the decoherence
process that will be described in Sec. V may lead to a
Gaussian distribution which has spread out by a factor
D so that ∆2a = Dξ
2/N , ∆2b = Dξ
−2/N gives an even
smaller value g
(1)
LR = exp[−
[
D(ξ2 + ξ−2 − 2)/2N]].
By using the approximation of Eq. (20) for Sˆ1 in terms
of the bosonic operator bˆ, one can see that the coher-
ence of the ground state is given by g
(1)
LR ≈ 1 − (ξ2 +
6ξ−2 − 2)/2N , in agreement with the squeezed Gaussian
semiclassical value. Thus, the ground state is coher-
ent for the non-interacting case (ξ = 1) and its coher-
ence is reduced due to interactions. It is evident that
in order to see significant reduction in the ground state
coherence, ξ2 =
√
u+ 1 should be comparable to N .
Thus, the coherence of the ground state drops only in
the transition from the Josephson to the Fock regimes
(u > N2) [17]. This crossover in the finite size system is
the simplest version of the superfluid to Mott insulator
transition [25].
The coherence drops further if excited states are pop-
ulated. This happens in thermal equilibrium at low
temperatures, where the coherence factor is g
(1)
LR ≈
1 − [(ξ2 + ξ−2)(2nT + 1) − 2]/2N with nT ≡ 〈bˆ†bˆ〉T ≈
[exp(h¯ωJ/kBT )− 1]−1 being the thermal occupation of
the excited levels. Reduction of coherence also occurs
due to external noise, as we shall see below.
IV. DEPHASING AND LOSS DUE TO
MAGNETIC NOISE
The interaction of the magnetic field fluctuations with
an atom is given by the Zeeman Hamiltonian
VˆZ(r, t) = −~µ ·B(r, t), (25)
where ~µ is the magnetic moment of the atom. If the
magnetic field is not too strong then the atom stays in
a specific hyperfine state (F ) and its magnetic moment
is proportional to the angular momentum F through
~µ = µFF = gFµBF, gF being the Lande´ factor and
µB the Bohr magneton. For an ensemble of atoms with
translational degrees of freedom, we adopt the language
of second quantization and write the interaction Hamil-
tonian as
VˆZ(t) = −µF
∑
q
∑
m,m′
∫
d3rFˆmm′q (r)Bq(r, t), (26)
where the three operators
∑
mm′
Fˆmm′q ≡
∑
mm′
ψˆ†m(r)F
mm′
q ψˆm′(r) (27)
are the components of the magnetization density. Here,
q labels the components of the magnetic field and the
angular momentum operator; the indicesm,m′ label the
Zeeman states of the hyperfine level (−F ≤ m,m′ ≤ F ).
The operators ψˆm(r) are field operators for atoms in the
internal sublevel |m〉, satisfying bosonic commutation
relations [ψˆm(r), ψˆ
†
m′(r
′)] = δm,m′δ(r − r′).
In magnetic traps the Zeeman Hamiltonian [Eq. (26)],
with B as the trapping magnetic field, determines the
trapping potential [e.g., Eq. (1)] for atoms in a Zeeman
sublevel whose magnetic moment is aligned parallel to
the magnetic field. We define the quantization axis as
the local direction parallel to the trapping magnetic field
(pˆ direction).
We will now examine the effect of magnetic field fluc-
tuations, such that B in Eq. (26) will represent changes
in the magnetic field relative to an average trapping
field. These are responsible either for fluctuations of the
trapping potential (for parallel magnetic field compo-
nents q = p or slowly varying fields in any direction) or
for transitions between different Zeeman states (trans-
verse components q = ± at the transition frequency for
transitions with positive or negative angular momentum
changes).
In this work we make two simplifying assumptions:
(a) only one spin component is trapped (m = F ) and
once an atom is in another internal state it immediately
escapes from the trap; (b) the atoms in the double-well
trap occupy one of two spatial states φL and φR corre-
sponding to the two (left and right) wells.
For the interaction driven by the fluctuating field Bp
parallel to the trapping magnetic field, we only need the
diagonal matrix element Fmmp = F (m = F ). Inserting
the expansion of the field operator ψˆF over the two (spa-
tial rather than internal) modes φL,R, we can therefore
replace Eq. (27) with
FˆF,Fp → F
∑
i,j=L,R
φ∗i (r)φj(r)aˆ
†
i aˆj . (28)
Note that in the presence of Bp the Hamiltonian
[Eq. (26)] conserves the total number of trapped atoms.
The diagonal terms i = j correspond to fluctuating en-
ergy shifts that potentially dephase coherent superposi-
tions of left and right sites.
Magnetic fields perpendicular to the pˆ-axis drive spin
flip transitions betwen the trapped level m = F and the
untrapped level m = F − 1 (matrix element FF−1,F− =√
F ). We can replace Eq. (27) with
FˆF−1,F− →
√
F
∑
k
ζ∗k (r)cˆ
†
k
∑
j=L,R
φj(r)aˆj , (29)
where ζk(r) are the modes of the untrapped state and
cˆ†k are the corresponding creation operators. Note that
slowly varying magnetic fields perpendicular to the av-
erage local quantization axis pˆ would not cause transi-
tions to untrapped states because the atomic spin direc-
tion would adiabatically follow the local direction of the
magnetic field vector, such that the net effect of these
slow fluctuations would be a change of the potential in
a manner similar to magnetic fluctuations parallel to pˆ.
We will now examine the master equation for the dy-
namics of the two processes: number-conserving pro-
cesses dominated by energy/phase fluctuations, and the
loss processes.
A. Dephasing
The number-conserving stochastic evolution due to
a fluctuating magnetic field aligned with the atomic
magnetic moment (pˆ-axis) is derived from the Hamilto-
nian [Eq. (26)] keeping only the component Bp and the
7atomic operator given in Eq. (28). The corresponding
master equation for the density matrix ρ is of the form
ρ˙ = i[Hˆ, ρ] + LNρ, where LN is the number-conserving
operator
LNρ = −
∑
ijkl
γijklN
2
[aˆ†i aˆj aˆ
†
kaˆlρ+ ρaˆ
†
i aˆj aˆ
†
kaˆl− 2aˆ†i aˆjρaˆ†kaˆl]
(30)
and involves transition rates given by
γijklN =
µ2FF
2
h¯2
∫
d3r
∫
d3r′ (31)
×φ∗i (r)φj(r)φ∗k(r′)φl(r′)Bpp(r, r′, ωijkl) ;
Bpp′(r, r′, ω) =
∫
dτeiωτ 〈Bp(r, t)Bp′(r′, t+ τ)〉 . (32)
Here Bpp(r, r′, ω) is the two-point correlation spectrum
of the p-component of the magnetic field [26]. The fre-
quencies ωijkl ≡ ωi + ωk − ωj − ωl are the transition
frequencies, which may be taken to be zero in our case
since we assume that the two modes φL and φR are de-
generate. Here we also neglect energy shifts (magnetic
Casimir-Polder interaction) which are typically quite
small [27, 28].
If the spatial variation of the magnetic fields is small
across the trap volume of both sites, we may take
Bpp(r, r′, ωijkl) in Eq. (31) outside the double integral.
The orthogonality relations among the modes φj imply
that only the terms with i = j and k = l survive. We
then obtain γijklN = δijδklγN with
γN = (µFF/h¯)
2Bpp(rt, rt, 0), (33)
where rt is a typical position in the trapping region.
The dissipative term in the master equation becomes
LNρ = −γN
2
∑
i,j=L,R
[ninjρ+ ρninj − 2niρnj ]. (34)
If the total number of atoms nL+ nR = N is fixed, this
term vanishes completely.
If Bpp(r, r′, 0) varies over the trap region, then γijklN
may be non-zero for any set of indices. However, if the
modes φL(r) and φR(r) are well separated, having only
a small overlap in the region of the barrier, then the
terms with i = j and k = l are much larger. These
terms may be written in the form
γiijjN =
µ2FF
2
h¯2
Bpp(rt, rt, 0)αij
αij =
∫
d3r
∫
d3r′A(r, r′)|φi(r)|2|φj(r′)|2 , (35)
where rt represents a typical location in which Bpp may
be maximal, and the dimensionless function A(r, r′) rep-
resents the spatial shape of Bpp relative to its value at
rt. If all elements of the (symmetric) matrix αij were
equal, they would give no contribution to the master
equation, similar to the argument in Eq. (34). By sub-
tracting αLR from all elements, we obtain the following
dissipative terms in the master equation
LNρ = −γN
2
∑
j=L,R
(αjj − αLR)[n2jρ+ ρn2j − 2njρnj]
= −γp(Sˆ23ρ+ ρSˆ23 − 2Sˆ3ρSˆ3), (36)
where
γp =
γN
2
(αLL + αRR − 2αLR) (37)
and we have used nˆL,R = N/2± Sˆ3 with the total num-
ber N being conserved. As expected, magnetic fluctua-
tions along the quantization (pˆ) axis apply phase noise
between the two wells. This can be represented by ran-
dom rotations about the S3-axis of the Bloch sphere,
and the dissipative term [Eq. (36)] generates the corre-
sponding phase diffusion in the density operator.
Let us now consider two typical types of noise. The
first is Johnson noise from thermal current fluctuations
near a conducting surface. Let us focus for simplic-
ity on a double-well potential whose sites are equally
close to the surface. The correlation function Bpp(r, r′)
then depends only on the distance |r − r′| and decays
to zero on a length scale λc comparable to the height of
the trap above the surface [10]. Consider for example
the simple model Bpp(r, r′) ∝ exp(−|r− r′|/λc). When
the correlation length λc is smaller than the distance
d between the two sites, the off-diagonal terms in the
matrix αij [Eq. (35)] decay like αLR ∼ e−d/λc , while
the diagonal terms scale like αjj ∼ Vc/Vφj , which is the
fraction of the mode volume (Vφj ) lying within a radius
λc around the trap center. For very short correlation
lengths, Vc ∼ λ3c . It follows that when the correlation
length is smaller than the distance d, the off-diagonal
terms αLR become small and a dephasing process takes
place. This conclusion also applies when the correlation
function Bpp(r, r′) is not exponential, but Lorentzian,
as computed in Ref. [10].
The second example is noise with a long correlation
length that changes the effective magnetic potential, as
happens typically with so-called “technical noise”. As-
sume that one (or more) of the parameters in the po-
tential of Eq. (1), such as ωx, V0 or d is fluctuating, or
that another fluctuating term such as δV (t) = f(t)x is
added to the potential. If any of these variables (de-
noted by a generic name v) fluctuates as δv(t), where
〈δv〉 = 0 and ∫ dτ〈δv(t)δv(t + τ)〉 = η > 0, then
the magnetic field correlation function has the form
Bpp(r, r′, 0) ∝ (∂V (r)/∂v)(∂V (r′)/∂v)η so that A(r, r′)
in Eq. (35) can be factorized into a product of a func-
tion of r and the same function at r′. This implies
that αij can be also factorized as αij = βiβj , where
βj ∝
∫
d3r (∂V (r)/∂v)|φj(r)|2. We then get a dephas-
ing rate γp ∝ (βL − βR)2. It follows that for noise
of technical origin, dephasing is expected whenever the
potential changes due to the magnetic fluctuations are
asymmetric. For example, if the magnetic field fluctu-
ations create a linear slope, δV (r) = f(t)x, then with
〈f(t)f(t′)〉 = ηδ(t− t′) we obtain γp = 12 (d/h¯)2η, where
d is the distance between the centers of the two wells.
8This is indeed what we expect for white phase noise
δϕ(t) ∼ f(t)d/h¯ between the two sites.
If the two wells are not fully separated, then we should
expect other terms in the master equation, which will
typically reduce the dephasing rate. However, for mag-
netic fields with short correlation lengths, we should also
expect the appearance of cross terms aˆ†LaˆR in the master
equation. These are driven by spatial gradients of the
magnetic field (see Refs. [29, 30] for a more detailed dis-
cussion). On the Bloch sphere, cross terms correspond
to random rotations around the S1-axis (tunneling rate
fluctuations) and around the S2-axis (number noise).
For completeness, we include such terms in the follow-
ing discussion. Although they are expected to be small,
they may be amplified by atomic collisions, as we shall
see below.
B. Loss
The magnetic fields transverse to the quantization
axis lead to a loss interaction
Vˆloss =
∑
k
cˆ†k[gkL(t)aˆL + gkR(t)aˆR] + h.c., (38)
where
gkj(t) = −µF
√
F
∫
d3rB−(r, t)ζ
∗
k (r)φj(r) , (39)
and B− is a complex-valued circular component that
lowers the angular momentum by one unit [B− = (Bx+
iBy)/
√
2 if the quantization axis is along z]. The rele-
vant loss term in the master equation for the atoms in
the two wells is then given by
Llossρ = −
∑
i,j=L,R
γijloss
2
[aˆ†i aˆjρ+ ρaˆ
†
i aˆj − 2aˆiρaˆ†j ], (40)
where the loss rates are given by
γijloss =
1
h¯2
∑
k
∫
dτeiωkτ 〈gki(t)g∗kj(t+ τ)〉
=
µ2FF
h¯2
∑
k
∫
d3r
∫
d3r′ (41)
× ζk(r)φ∗i (r)φj(r′)ζ∗k (r′)B−+(r, r′, ωk)
B−+(r, r′, ω) =
∫
dτeiωτ 〈B−(r, t)B+(r′, t+ τ)〉 , (42)
where B−+(r, r′, ω) is the spectral density of transverse
magnetic field fluctuations, B+ = B
∗
−, and ωk contains
the Zeeman and kinetic energies of the non-trapped
level.
If we assume that the magnetic spectrum is flat over
the range of energies ωk, then we can use the complete-
ness relation of the non-trapped states
∑
k ζ
∗
k(r)ζk(r
′) =
δ(r − r′) to obtain
γijloss =
µ2FF
h¯2
∫
d3rφ∗i (r)φj(r)B−+(r, r, ωZ), (43)
where ωZ is the average transition energy to the un-
trapped Zeeman level. If the magnetic noise spectrum
depends weakly on the position r over the trap region,
the orthogonality relations between the modes φL and
φR imply that the off-diagonal loss rates vanish and we
are left with
γijloss = δij
µ2FF
h¯2
B−+(rt, rt, ωZ), (44)
where rt represents the region occupied by the atoms.
Compared to the dephasing rate γp [Eq. (37)] of the
previous subsection, loss is harder to suppress: it occurs
whenever the spectrum of the magnetic fluctuations has
significant components at the transition frequency ωZ
and does not depend on the correlation length of the
field. However, for Johnson noise at trap-surface dis-
tances of the same order as the distance between the
wells, the two rates happen to be similar since the mag-
netic noise spectrum is typically quite flat in frequency
and not strongly anisotropic [26]. Let us also note that
several suggestions exist on how to suppress the overall
Johnson noise (e.g., Ref. [31]), and in addition, how to
suppress specific components of the field, such as those
contributing to γp [32]. For experimental measurements
of loss rates, see Sec. VII.
V. COMBINED DYNAMICS
In order to investigate the combined dynamics of tun-
neling and interactions in the presence of noise we make
some analytical estimations of the expected decoherence
rate and also solve the master equation numerically for
specific configurations. We assume that the atomic gas
is initially in the lowest energy eigenstate for a specific
number of atoms N . Usually N = 50 in our numerical
simulations, and both sites are symmetric with N/2 oc-
cupation on average. We then turn on the noise source
and follow the coherence of the Josephson junction as a
function of time.
A. Number conserving noise (no loss)
For visualizing the combined effects of the nonlin-
ear Hamiltonian dynamics of Sec. III and the magnetic
noise, a semiclassical picture involving the distribution
over the spherical phase space (Bloch sphere) is illumi-
nating. For example, the master equation generated by
the dissipative term of Eq. (36) can be represented by
adding a term f3(t)Sˆ3 to the Hamiltonian where f(t)
is an erratic driving amplitude (a random process with
zero average and short correlation time [24]). This may
be viewed as a realization of a Markovian stochastic
process such that upon averaging,
〈f3(t)f3(t′)〉 = 2γ3δ(t− t′) . (45)
On the Bloch sphere, such a driving term corresponds
to a random sequence of rotations around the “north-
south” (or S3-) axis. The phase-space distribution in
9Fig. 2 then diffuses in the ϕ-direction so that the relative
phase between the left and right wells gets randomized
(phase noise). The parameter γ3 is the corresponding
phase diffusion rate. This is consistent with the fact
that the additional Hamiltonian corresponds to a ran-
dom bias of the double-well potential,
f3(t)Sˆ3 =
f3(t)
2
(nˆL − nˆR) . (46)
Similarly, we also consider random rotations around
other axes of the Bloch sphere, for example
f2(t)Sˆ2 = −i f2(t)
2
(aˆ†LaˆR − aˆ†RaˆL) . (47)
This corresponds to inter-site hopping with a random
amplitude and is generated by fluctuating inhomoge-
neous magnetic fields (Sec. IV). On the Bloch sphere of
Fig. 2, we then have, near ϕ = 0, random kicks that
spread the phase-space distribution along the “north-
south” (or θ) direction. They change the population
difference which is proportional (for |θ − π/2| ≪ 1) to
cos θ ≈ π/2− θ, and we denote γ2 as the corresponding
diffusion rate (number noise). Note that the effect of
rotations around the Sˆ1-axis [involving a + sign on the
right-hand side of Eq. (47)] on phase-space points near
ϕ = 0, θ = π/2 is more intricate. It amounts to random
fluctuations of the tunneling rate J in the Hamiltonian
[Eq. (5)] and will be discussed briefly at the end of this
subsection.
The actual dynamics must also consider the other
parts of the Bose-Hubbard Hamiltonian [Eq. (5)]. Con-
sider first the interaction-free case U = 0 with the
squeezing parameter ξ = 1. Classical trajectories in the
vicinity of the ground state are perfect circles on the
Bloch sphere centered on the S1-axis. When the Rabi-
Josephson rotation is faster than the diffusion/kicking
rate, both types of noise above produce isotropic 2D
diffusive spreading of the phase-space distribution, with
a diffusion rate γα (α = 2, 3). Thus, at large times t,
one obtains a circular Gaussian phase-space distribu-
tion whose radial variance grows linearly as ∆2 = 2γαt.
Substitution into Eq. (24) gives the expected exponen-
tial decay S/s ∝ exp [−γαt]. This regime flattens out
when the state has spread over the entire Bloch sphere,
∆ ∼ π.
Now, when interactions are present, it is evident that
the two types of noise will give different results. The
Josephson trajectories are squeezed, with a 1/ξ2 ratio
between their principal axes (Fig. 2). The combined
action of phase noise (α = 3) and Josephson rotation
gives an elliptical distribution whose variances are ∆22 =
2γ3t and ∆
2
3 = 2γ3t/ξ
4 (inner blue ellipse in Fig. 2). In
contrast, for number noise (α = 2), the distribution at
time t has variances ∆22 = 2ξ
4γ2t and ∆
2
3 = 2γ2t (outer
blue ellipse in Fig. 2). Therefore, using Eq. (24) the
one-particle coherence decays as
S/s ∝ exp (−Γ3,2t) , (48)
with effective decay rates
Γ3,2 =
γ3,2
2
(
1 + ξ∓4
)
. (49)
Thus, for phase (number) noise the decoherence rate is
suppressed (enhanced) in the presence of interactions
with respect to the interaction-free case, respectively.
The best suppression factor one can expect in the for-
mer case is a factor of two, i.e., Γ3 = γ3/2. This limiting
factor of 2 in the suppression can be understood in the
following way: in Fig. 2 the interactions can restrict
the vertical spreading but not the horizontal spread-
ing. This evolution then leads to a distribution with
a relatively small ∆n but a large ∆ϕ. In other words,
observing the dashed circle and inner ellipse in Fig. 2,
no matter how much interactions shrink the ellipse, its
∆ϕ width will be the same as it was without interac-
tions. The coherence of a distribution tightly squeezed
along the equatorial line with this ∆ϕ is precisely half
that of the dashed circle. It should be noted that our
model does not take into account processes that relax
the system towards its ground state and actually create
phase coherence.
In the derivation of Eq. (49), it was assumed that the
Josephson oscillations spread the semiclassical ensem-
ble throughout the pertinent classical orbit. However,
it may happen that diffusion due to the noise leads to an
ensemble with an oscillating width. This is particularly
noticeable at short times and if the noise is switched
on faster than the Josephson period. The combination
of anisotropic diffusion and motion along squeezed el-
liptical classical trajectories then leads to a “breathing”
ensemble and a coherence that oscillates with half the
Josephson period about the decaying coherence value of
Eq. (48), as we show below.
For a more quantitative analysis, we use a master
equation with a dissipative term of the structure of
Eq. (36) to derive rate equations for the relevant bilinear
observables of the Josephson junction: the occupation
b†b and the “anomalous occupation” bb. Let us begin
with number noise where the Sˆ3 operator is replaced by
Sˆ2, according to the random rotation picture of the pre-
ceding paragraph. We obtain the dynamical equations
d
dt
〈bˆ†bˆ〉 = γ2Nξ
2
4
(50)
d
dt
〈bˆ2〉 = −2iωJ〈bˆ2〉 − γ2Nξ
2
4
, (51)
where γ2 is the diffusion rate related to number noise.
This has the simple solution,
〈bˆ†bˆ〉t = 〈bˆ†bˆ〉0 + γ2N
4
ξ2t (52)
〈bˆ2〉t = 〈bˆ2〉0e−2iωJ t + iγ2Nξ
2
8ωJ
(1− e−2iωJ t) . (53)
Substitution into Eq. (20) gives the coherence evolution
for an initial state where 〈bˆ2〉0 = 0 (this applies to the
ground state and in thermal equilibrium),
〈Sˆ1〉t = 〈Sˆ1〉0−γ2ξ
2
4
[
(ξ2 + ξ−2)t− sin 2ωJ t
2ωJ
(ξ2 − ξ−2)
]
,
(54)
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implying that
Γ2(t) ≡ − ∂
∂t
〈Sˆ1〉t = γ2ξ
2
2
[
ξ−2 cos2 ωJ t+ ξ
2 sin2 ωJ t
]
.
(55)
Thus, the decay rate oscillates between γ2 and γ2ξ
4 with
the average rate given by γ2(1 + ξ
4)/2, as in Eq. (49).
Similarly we obtain for phase noise (random kicks
around the S3-axis),
Γ3(t) =
γ3ξ
−2
2
[
ξ2 cos2 ωJ t+ ξ
−2 sin2 ωJ t
]
, (56)
implying oscillations of the decay rate between γ3 and
γ3ξ
−4 with an average rate of γ3(1 + ξ
−4)/2.
The predictions of Eqs. (48), (55), and (56) are
confirmed by exact numerical solutions of the master
equation with the dissipative term having the form of
Eq. (36). As we showed in Sec. IVA, magnetic noise
in a double-well trap leads mainly to phase noise rep-
resented by an erratic field proportional to Sˆ3. How-
ever, in the spirit of the general discussion above and for
completeness of the discussion, we have also calculated
the evolution of the coherence for Sˆ2 and Sˆ1 as driving
forces: random rotations around the Sˆ2-axis that gener-
ate number noise, and around the Sˆ1-axis that generate
tunneling-rate fluctuations. In Fig. 3 we present the
evolution of coherence for given parameters (see cap-
tion) and different rotation axes.
The decay rates Γα(t) ≡ −∂/∂t[log〈Sˆ1〉t] for the noise
rotating around Sˆα are presented in Fig. 3b (γα = γ for
α = 1, 2, 3). The decoherence rate for rotations around
Sˆ1 (cyan curve) oscillates between Γ1 = 0 and Γ1 = γ
and then starts to increase gradually. The decoherence
rate Γ3 (phase noise, blue curve) oscillates between γ
and γ/ξ4 and then stabilizes with the average value
Γ3 ≈ γ(1 + ξ−4)/2 of Eq. (49). The fastest decay of
coherence is found for number noise (red curve, α = 2)
because random rotations around this axis significantly
displace the squeezed ensemble from its equilibrium po-
sition. The rate first oscillates between γ and γξ4 and
then stabilizes with the average value Γ2 = γ(1+ ξ
4)/2.
It gradually decreases to smaller values when the coher-
ence is already small.
The decay of the decoherence rate oscillations may
be interpreted within the semiclassical approach as fol-
lowing from the dispersion of Josephson periods for
classical trajectories with different perimeters. In the
linearized excitation approach, this corresponds to un-
equally spaced energy levels due to the deviation from
the harmonic approximation. Note that similar oscilla-
tions have been observed in Ref. [33] for an oscillator
and a certain scenario of spatial decoherence.
The decay of the coherence in the case of tunneling
rate fluctuations (random rotations around Sˆ1), which
leave the system invariant in the absence of interactions
(circular distribution in Fig. 2), can also be explained by
the squeezing. The rotation of an elliptical ground state
changes it and excites higher energy states (or classical
trajectories). After some time these excitations become
similar to number excitations and the decay rate in-
creases.
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FIG. 3. Decoherence process due to number-conserving noise
in a double well. Time is scaled to the inverse of the tunnel-
ing rate J , and the on-site interaction energy in the Hamilto-
nian [Eqs. (5) and (6)] is U = 0.25 J with N = 50 particles.
The Josephson frequency is ωJ = 3.67 J , corresponding to
a squeezing factor ξ = 1.92. (a) coherence as a function of
time for random S1, S2 and S3 rotations with corresponding
stochastic rates γα = γ = 0.01 J . For reference, we also plot
the single particle decoherence where g
(1)
LR ∝ e−γt (dashed
line). The inset shows the short time behavior. (b) instan-
taneous coherence decay rate for the 3 cases, showing os-
cillations with approximately the Josephson frequency. The
dashed line again shows the single-particle case for reference.
B. Decoherence induced by loss
Loss of atoms from traps due to noise-induced transi-
tions to untrapped internal atomic states is a very com-
mon process in atom chip traps. Here we examine the
possibility that a loss process leads not only to the re-
duction of the total number of atoms in the trap, but
also to decoherence of the remaining BEC. Let us be-
gin by noting that while a loss process does not usually
heat up a BEC by transitions into higher-energy trap
levels, it does increase the uncertainty in the number
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of remaining atoms. If we imagine two BECs in two
separate traps which initially have a fixed number of
atoms, then independent loss from both traps will lead
to uncertainty in the relative numbers in the two traps.
Due to interactions, this makes the chemical potential
uncertain and leads to dephasing if the phase between
the two BECs is initially well defined. Does this pro-
cess of independent loss from the two traps, which is
described by Eq. (40), indeed lead to decoherence as we
have shown above for number noise?
Consider a trapped Bose gas of N atoms in a double
well. Atom loss from the left (right) well is described
by the application of the annihilation operator aˆL (aˆR)
to the system state. In the resulting state with N − 1
atoms, the expectation value of a pseudo-spin operator
is
〈Sˆα〉N−1 = 〈aˆ
†
i Sˆαaˆi〉N
〈nˆi〉N (57)
for i = L,R. Specifically we have
〈Sˆ1〉N−1 ≈ N − 1
N
〈Sˆ1〉N ± 〈Sˆ3Sˆ1〉+ 〈Sˆ1Sˆ3〉
N
(58)
〈Sˆ3〉N−1 ≈ 〈Sˆ3〉N ∓ 1
2
(
1− 4〈nˆ
2〉N
N
)
, (59)
where the + and − refer to L and R, respectively. We
have dropped terms of order 〈nˆ〉/N , assuming nearly
equilibrated populations in the wells. If the initial state
is the ground state of non-interacting atoms, it is also a
eigenstate (coherent state) of Sˆ1, and we have 〈nˆ2〉N =
N/4. The application of aˆL or aˆR does not change the
coherence nor the number difference: the state remains
a coherent state of N − 1 atoms. However, if the N -
atom state is the squeezed ground state of an interacting
system, then 〈nˆ2〉N = N/4ξ2 and each atom lost from
either well changes the imbalance between the two wells
by ±(1 − 1/ξ2). It then follows that the loss process
from an interacting system is equivalent to random kicks
in the number direction, similar to the number noise
considered above. Then the decoherence rate would be
Γdec ∼ γloss 1− 1/ξ
2
2N
[c(t) + s(t)ξ4] , (60)
where c(t) and s(t) are functions that we would expect
to behave like cos2 ωJ t and sin
2 ωJ t for short times and
then stabilize with their average value 1/2.
In Fig. 4 we show the time evolution of the coherence
due to a loss process described by a dissipative term as in
Eq. (40), which is driven by the annihilation operators
aˆL and aˆR from both wells. For the parameters con-
sidered in Fig. 4, the decoherence rate is much smaller
than the loss rate, but it grows with the strength of the
interaction u. The results of the numerical simulation
show that the initial rate of decoherence is close to zero
[c(0) = 0 in Eq. (60)], rather than to the lower value
γloss(1 − 1/ξ2)/2N . However, the value of s(t) is close
to the expected value sin2 ωJ t.
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FIG. 4. Decoherence induced by loss. A loss rate γloss =
0.08 J is applied, such that after t = 10/J only ∼ 45% of the
atoms are left in the trap. During this time the coherence
drops due to interactions. We have used N = 50 atoms
in the numerical simulation, showing two curves, for onsite
interaction strengths U = 0.2 J [u = 10] and U = J [u = 50].
(a) coherence as a function of time. (b) instantaneous rate
of decoherence, showing oscillations with half the Josephson
period [ωJ = 3.32 J and 7.14 J for the two curves].
For relatively strong interactions, the decoherence
rate may become larger than the loss rate itself. This
occurs when ξ4/2N ∼ u/2N > 1, and may even happen
in the Josephson regime [see Eq. (13)].
VI. REALIZABILITY AND VALIDITY
The two-site Bose-Hubbard model, which was used
in the previous sections, is fully valid (namely, applica-
ble over the whole phase space shown in Fig. 2) only
if the atom-atom interaction energy is much smaller
than the energy of excited modes in each well, such
that higher-energy spatial modes are not excited by
the interaction. For a single-well frequency ω this cri-
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FIG. 5. Model validity range: the parameters of the Bose-
Hubbard model for a trapping potential having the form
of Eq. (1) with parameters as in Fig. 1 (transverse fre-
quency ω⊥ = 2π × 500Hz) and the number of atoms N =
100, 200, 300, 400, 500, 600 [bottom to top in (a)]. (a) The
longitudinal chemical potential µ‖ as a function of the bar-
rier height V0. We define the validity range for each value
of N as the range where V0 > µ‖ (to the right of the dashed
line representing µ‖ = V0). This validity criterion is pre-
sented in (b)-(d) by simply not drawing the curves where
they do not adhere to this criterion. (b) The tunneling ma-
trix element J , (c) the Josephson frequency ωJ , and (d) the
squeezing parameter ξ2. The range where ξ2 > N [dashed
portions of the curves in (b)-(d)] is the Fock regime, where
the coherence of the ground state drops to zero. In this work
we are interested in the Josephson regime of Eq. (13), where
ξ2 < N . When ξ2 > 2
√
N , loss-induced decoherence is faster
than the loss rate, as happens for most of the curves in (d).
terion implies gn ≪ h¯ω, where n is the peak atomic
density. This requirement is equivalent to the healing
length lc = h¯/
√
mgn being much longer than the trap
width L ∼
√
h¯/mω. However, dynamics similar to that
predicted by the two-mode model, such as Josephson
oscillations and phase oscillations of self-trapped popu-
lations, appear in mean-field (GP) calculations even if
the interactions are much stronger, as long as the atomic
density changes during the evolution are small. Since
the GP approximation represents the classical limit of
the two-site model, this suggests that the model is valid
for such dynamics, in which the populations in the two
sites do not deviate much from their equilibrium val-
ues and the spatial density can be derived from the two
stationary modes φL and φR. Here we are interested
in slow dynamics during which the population does not
vary considerably, since the main change is in the one-
particle coherence. With the aid of the mean-field ap-
proach described in Sec. II, we therefore require that
the dynamics involves only low-lying excitations of the
two-mode system, whose energy is lower than the energy
splitting of higher spatial modes Ej (j ≥ 2) [see Eq. (3)],
such that only the pair φ0 and φ1 is populated.
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FIG. 6. Same as Fig. 5 with transverse frequency ω⊥ =
2π × 100Hz. Here ξ2 < 2
√
N for all curves, implying weak
loss-induced decoherence over the parameter range.
In addition, the Hamiltonian [Eq. (5)] neglects inter-
action terms involving different modes, such as a term
proportional to nˆLnˆR [14], which may be significant if
the two main modes φL and φR are not well separated
in space. We therefore define a simple validity criterion:
that the barrier height V0 is larger than the longitudinal
energy µ‖ of the condensate mode φ0. With this con-
dition we can show that the Josephson frequency ωJ ,
which defines the excitation energy in the two-mode
system, is much smaller than the higher-mode excita-
tion energy. This ensures that, as long as low-energy
states of the two-mode system are involved, higher spa-
tial modes are not excited and the system may still be
described by the two modes.
In Figs. 5 and 6 we show the parameters of the Bose-
Hubbard and Josephson Hamiltonians in their validity
range, as calculated for 87Rb atoms in a potential having
the form of Eq. (1) with d = 5µm and ωx = 2π ×
200Hz, as in Fig. 1. The strength of the interaction is
determined both by the total number of atoms N and
by the transverse frequency ω⊥/2π, which is equal to
500Hz in Fig. 5 and 100Hz in Fig. 6. In all cases the
Josephson frequency is not larger than 30Hz, which is
smaller than the excitation energy of higher modes, and
thus ensures the validity of the model. However, for
the strongly interacting BEC in Fig. 5 the squeezing
factor ξ2 may become larger than N , implying that for
such high barrier heights and low tunneling rates the
system is in the Fock regime (u > N2, represented by
the dashed curves). In this regime our model is not
valid, since the coherence of the initial state (the ground
state) is already very low and the dynamics of coherence
loss in general is dominated by phase diffusion.
Two differences between Fig. 5 and Fig. 6 are most
noticeable. First, the chemical potential of the BEC in
tight confinement is much larger than that of the BEC
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in weaker confinement, implying that the barrier height
for which the two-mode model is valid is much lower for
the latter. Second, the amount of squeezing is corre-
spondingly much larger for the tightly confined BEC in
Fig. 5. It follows that for a given rate γloss of atoms from
the trap, we would expect a high decoherence rate for
the tightly confined BEC, since γdec/γloss ∼ ξ4/4N > 1
for most of the parameter range in Fig. 5. Conversely,
we should expect very low decoherence rates relative to
the loss rate in the case of weak confinement as in Fig. 6.
In the next section we present some experimental re-
sults that give realistic loss rates near an atom chip.
This will enable us to discuss expected decoherence rates
for atomic Josephson junctions in similar scenarios.
VII. MEASUREMENTS OF ATOM LOSS NEAR
AN ATOM CHIP
We investigate the expected dephasing due to the
nearby surface by measuring the lifetime of atomic
clouds held at varying atom-surface distances z0. The
cloud temperature is about 2µK; distances are mea-
sured by reflection imaging [? ]. Our data, adjusted for
the lifetime due to vacuum of about 30 s, are shown in
Fig. 7.
For comparison with theory, let us for the moment
ignore cascading effects (i.e., transitions |2, 2〉 ←→
|2, 1〉 −→ |2, 0〉 amongst Zeeman sub-levels that can re-
populate the initial state), and the finite lateral extent
of the current-carrying wire (i.e., we initially assume a
layer of infinite extent). We assume that the measured
lifetimes τmeas are due to Johnson and technical noise,
and we write [34, 35]:
τ−1meas = τ
−1
Johnson + τ
−1
tech (61)
1
τJohnson
=
c1
z20
=
(
3
8
)2
n¯th + 1
τ0
( c
ω
)3 2h
δ2z20
(62)
1
τtech
=
c2
z20
=
(µ0µF
2πh¯
)2 I2
z20
, (63)
where n¯th = kBT/h¯ω ≈ 2 × 107, and τ0 is the free-
space lifetime at the Larmor frequency ω [36]. Our
experimental parameters are: gold wire with thickness
h = 0.5µm; ω/2π = 500 kHz; and T = 400K due to
Joule heating of the atom chip wire. The skin depth
δ ≈ 130µm is calculated with a temperature-dependent
resistivity ρ(T ) = ̺T for gold [37]. With these substi-
tutions, the Johnson lifetime is actually independent of
ω and T . The scaling with distance is valid in the in-
termediate regime h ≪ z0 ≪ δ [34]. The lifetime due
to technical noise involves the current noise spectrum I
(in A/
√
Hz) [35]; it scales with the same power of the
distance z0.
The experimental data of Fig. 7 are fitted on a log-
arithmic scale and conform to the exponent τmeas ∝ z20
very well. The fit yields c1 + c2 ≈ 65µm2/s. From
Eq. (62), we estimate the coefficient c1 for Johnson
noise, finding c1 ≈ 8.5µm2/s. This yields in turn c2 ≈
FIG. 7. Atom chip noise: lifetimes measured for a range
of atom-surface distances. The black data points are for
thermal 87Rb atoms, while the blue datum is for a BEC. For
comparison, we show data for conditions similar to those
of our measurements and over a similar range of distances,
but using no current in the surface closest to the atoms and
therefore exhibiting much weaker technical noise [38]). The
solid red line is the best-fit line for an assumed quadratic
dependence using our measurements for thermal atoms. The
green curves are calculated for spin flips due to Johnson noise
only. The solid green curve also accounts for cascading and
the lateral wire geometry [31]; the dashed green curve is valid
also at distances comparable to the gold layer thickness but
does not include cascading and the wire geometry; the dotted
green line is the simple power law of Eq. (62).
56µm2/s and corresponds to lifetimes for Johnson and
technical noise of 3 s and 0.4 s, respectively at z0 = 5µm.
Re-introducing cascading and geometrical effects [31]
doubles the estimated lifetime to 6 s for the John-
son noise component in these atom chip measurements
(thick green lines in Fig. 7, see caption for details). The
power law ∼ z20 for the lifetime becomes invalid only for
distances z0 < 2µm, becoming comparable to the gold
wire thickness.
We conclude that in our experiment, technical noise
is the dominant cause of loss, by at least a factor of 6.
We note that both the geometrical and cascading factors
lengthen the calculated lifetime due to Johnson noise, so
the conclusion that technical noise dominates our losses
is reinforced. This may also explain the difference in
lifetime compared to Ref. [38]. From Eq. (63) we obtain
a current noise spectral density of I = 0.9 nA/√Hz.
This is much larger than shot noise, by at least one
order of magnitude, strengthening the hypothesis of a
technical origin for the current noise.
VIII. DISCUSSION
In this work we have investigated the effect of noise
on the decoherence of a BEC, initially in its ground
state in a double-well potential. Specifically, we have
discussed three dephasing mechanisms: (a) direct de-
phasing from short correlation length (Johnson) noise
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or asymmetric (technical or Johnson) noise. This can
be represented by random rotations about the S3-axis
of the Bloch sphere. The phase-space distribution in
Fig. 2 then diffuses in the ϕ-direction so that the relative
phase between the left and right wells gets randomized
(phase noise); (b) dephasing due to population differ-
ence fluctuations (number noise). On the Bloch sphere,
these correspond to random rotations around the S2-
axis. They may originate from an overlap between the
spatial modes of atoms in the two sites and fluctuating
magnetic fields with a short correlation length. While
Fig. 3 shows that rotation about the S2-axis gives rise
to an enhanced decoherence rate, the physical source of
these rotations is weak and its contribution may be as-
sumed to remain small even when enhanced; (c) dephas-
ing due to losses induced by both Johnson and technical
noise. This decoherence process involves an enhance-
ment effect similar to that of number noise, which may
make it dominant for strong atom-atom interactions.
Of the three dephasing mechanisms examined, we find
that two are dominant: direct dephasing (a) and loss-
induced decoherence (c). Direct dephasing can be sup-
pressed by atom-atom interactions (up to a factor of 2).
However, interactions play quite a different role in the
context of loss-induced decoherence. While loss induced
by noise has no effect on the coherence of the remain-
ing atoms if the initial state is a coherent state of non-
interacting atoms, it may produce considerable decoher-
ence if atom-atom interactions are dominant. Such en-
hanced decoherence would appear for any kind of noise
which tends to change (randomize) the relative number
of particles in the two wells.
It is worthwhile to note a general result following from
our derivation. Although we have shown that symmet-
ric noise with a long correlation length does not lead
to direct dephasing of the type (a) above if the density
matrix of the system is diagonal in the basis of states
with a well-defined total number N , a master equation
with a stochastic term as in Eq. (34) may still lead
to the decay of off-diagonal density matrix elements.
If one would adopt a symmetry-breaking approach to
BEC [39], where the density matrix involves superposi-
tions between different number states, these would de-
cay under this interaction. This scenario would provide
a typical example of a dynamically emerging “super-
selection rule” stating that superpositions of different
atom numbers are forbidden.
Our results are well established, as long as the two-
mode model is valid, since their main characteristics
are derived independently by three different approaches:
semiclassical phase-space methods, analytical calcula-
tions using a linear excitation approximation, and exact
numerical calculations for relatively small atom num-
bers. However, we note two limitations of our model.
First, it does not take into account possible effects of
heating or cooling of the Bose gas due to transitions
between the two main modes and higher-energy spatial
modes in the trap. Such transitions may be driven by
components of the external noise which have correlation
lengths on the order of the single trap width, or by ex-
ternal magnetic fields which cause deformations of the
potential with higher-order spatial dependence. Such
processes may affect the dynamics of decoherence in the
double-well trap but are beyond the scope of this paper.
Second, our model is valid for a BEC with a macroscopic
number of atoms, while dephasing in a system of a few
atoms, which may be relevant to atomic circuits, would
have to be treated separately.
Finally, the results of this work allow an estimation of
the accessible range of parameters for an atomic Joseph-
son junction permitting operation over a reasonable du-
ration of time without significant decoherence. As we
have shown in Sec. VII, typical values of the Johnson
noise at a distance of 5µm from the surface cause losses
at a rate of less than 0.5 s−1. At this distance, the rate
of dephasing due to Johnson noise is expected to be on
the same order as the loss rate and we therefore expect
that such dephasing will enable coherent operation for a
time scale of a few seconds. This time scale could even
be doubled in the presence of squeezing due to interac-
tions, as predicted by our theory in Sec. VA. The main
source of noise in our experiments is found to be techni-
cal noise, which is not expected to directly cause dephas-
ing due to its long correlation length, provided it does
not contain strong asymmetric components. Technical
noise, however, induces loss, and decoherence due to loss
is expected to be significant if the BEC is strongly inter-
acting due to tight transverse confinement as in Fig. 5.
In this case we expect that the squeezing factor is so
large that the coherence time is shorter than the trap-
ping lifetime. However, in the case of weak confinement,
as in Fig. 6, we expect that the decoherence rate due to
loss is smaller by a factor of ξ4/4N <∼ 4/N , which is
much smaller than the loss rate.
To conclude, at distances of a few µm (for which ac-
curately controllable tunneling barriers may be formed)
and within the framework of a total spatial decoherence
rate equal or smaller than the loss rate, we find that
tunneling rates of about 0.1 − 10 Hz, or Josephson os-
cillation frequencies ωJ/2π of about 2− 25 Hz, may be
obtained (Fig. 6), depending on the barrier height, de-
gree of transverse confinement, and number of atoms.
This provides a wide dynamic range in the operation of
a tunneling barrier for atomtronics.
ACKNOWLEDGMENTS
We thank David Groswasser for support with the
experimental system. This work is funded in part
by the Israeli Science Foundation (1381/13), the Eu-
ropean Commission “MatterWave” consortium (FP7-
ICT-601180), and the German DFG through the DIP
program (FO 703/2-1). We also acknowledge support
from the PBC program for outstanding postdoctoral re-
searchers of the Israeli Council for Higher Education.
MK acknowledges support from the Ministry of Immi-
grant Absorption (Israel) and AV acknowledges support
from the Israel Science Foundation (346/11).
15
[1] Pepino R A, Cooper J, Anderson D Z and Holland M J
2009 Phys. Rev. Lett. 103 140405 (cited on page 1).
[2] Charron E, Cirone M A, Negretti A, Schmiedmayer J
and Calarco T 2006 Phys. Rev. A 74 012308
[3] Japha Y, Arzouan O, Avishai Y and Folman R 2007
Phys. Rev. Lett. 99 060402 (cited on page 1).
[4] Reichel J and Vuletic´ V (eds) 2011 Atom Chips (Wein-
heim: Wiley-VCH) (cited on page 1).
[5] Reichel J 2002 Appl. Phys. B 74 469–87
[6] Folman R, Kru¨ger P, Schmiedmayer J, Denschlag J H
and Henkel C 2002 Adv. At. Mol. Opt. Phys. 48 263–
356
[7] Forta´gh J and Zimmermann C 2007 Rev. Mod. Phys.
79 235–89 (cited on page 1).
[8] Salem R, Japha Y, Chabe´ J, Hadad B, Keil M, Milton
K A and Folman R 2010 New J. Phys. 12 023039 (cited
on page 1).
[9] Zhou S, Groswasser D, Keil M, Japha Y and Folman R
2015 Robust quantum spatial coherence near a classical
environment (Preprint 1505.02654) (cited on page 1).
[10] Henkel C, Kru¨ger P, Folman R and Schmiedmayer J
2003 Appl. Phys. B 76 173–82 (cited on page 1, 3, 7).
[11] Khodorkovsky Y, Kurizki G and Vardi A 2008 Phys.
Rev. Lett. 100 220403 (cited on page 2).
[12] Khodorkovsky Y, Kurizki G and Vardi A 2009 Phys.
Rev. A 80 023609 (cited on page 2).
[13] Witthaut D, Trimborn F and Wimberger S 2009 Phys.
Rev. A 79 033621 (cited on page 2).
[14] Japha Y and Band Y B 2011 Phys. Rev. A 84 033630
(cited on page 2, 12).
[15] Sols F 1999 Josephson effect between Bose condensates
Proceedings of the International School of Physics “En-
rico Fermi” (Course CXL) ed Inguscio M, Stringari S
and Wieman C (Amsterdam: IOS Press) pp 453–68
(Preprint cond-mat/9810338) (cited on page 3).
[16] Leggett A J 2001 Rev. Mod. Phys. 73 307–56
[17] Gati R and Oberthaler M K 2007 J. Phys. B 40 R61–89
(cited on page 3, 4, 6).
[18] Strzys M P, Graefe E M and Korsch H J 2008 New J.
Phys. 10 013024 (cited on page 4).
[19] Khripkov C, Cohen D and Vardi A 2013 Phys. Rev. E
87 012910 (cited on page 4).
[20] Makhlin Y, Scho¨n G and Shnirman A 2001 Rev. Mod.
Phys. 73 357–400 (cited on page 4).
[21] Tikhonenkov I, Pazy E, Band Y B and Vardi A 2008
Phys. Rev. A 77 063624 (cited on page 4).
[22] Chuchem M, Smith-Mannschott K, Hiller M, Kottos T,
Vardi A and Cohen D 2010 Phys. Rev. A 82 053617 page
no in v4 corresponds to “Optimal Gaussian squeezed
states ...” by Tikhonenkov, Moore, and Amichay (cited
on page 4).
[23] Pitaevskii L and Stringari S 2001 Phys. Rev. Lett. 87
180402 (cited on page 5).
[24] Khripkov C, Vardi A and Cohen D 2012 Phys. Rev. A
85 053632 ; Eur. Phys. J. Spec. Top. 217, 215 (2013)
(cited on page 5, 8).
[25] Bloch I, Dalibard J and Zwerger W 2008 Rev. Mod.
Phys. 80 885–964 (cited on page 6).
[26] Henkel C, Po¨tting S and Wilkens M 1999 Appl. Phys.
B 69 379–87 (cited on page 7, 8).
[27] Henkel C, Power B and Sols F 2005 J. Phys.: Conf. Ser.
19 34–39 (cited on page 7).
[28] Haakh H, Intravaia F, Henkel C, Spagnolo S, Passante
R, Power B and Sols F 2009 Phys. Rev. A 80 062905
(cited on page 7).
[29] Henkel C and Po¨tting S 2001 Appl. Phys. B 72 73–80
(cited on page 8).
[30] Henkel C and Wilkens M 1999 Europhys. Lett. 47 414–
20 (cited on page 8).
[31] Dikovsky V, Japha Y, Henkel C and Folman R 2005
Eur. Phys. J. D 35 87–95 (cited on page 8, 13).
[32] David T, Japha Y, Dikovsky V, Salem R, Henkel C and
Folman R 2008 Eur. Phys. J. D 48 321–32 (cited on
page 8).
[33] Henkel C and Gardiner S A 2004 Phys. Rev. A 69
043602 (cited on page 10).
[34] Scheel S, Rekdal P K, Knight P L and Hinds E A 2005
Phys. Rev. A 72 042901 (cited on page 13, 15).
[35] Emmert A, Lupacu A, Nogues G, Brune M, Raimond
J M and Haroche S 2009 Eur. Phys. J. D 51 173–77
(cited on page 13).
[36] Ref. [34] gives τ0 = 3×1025 s at ω = 400 kHz. Note that
the discussion following Eq. (4) of Ref. [34] implies a
value of n¯th = 0.75× 107. (cited on page 13).
[37] We use ̺ = 5.9 × 10−11 Ωm/K for copper and
̺ = 7.7 × 10−11 Ωm/K for gold, based on NIST
recommended resistivity values at 350K, intermedi-
ate between substrate temperatures commonly cited
in the literature. See R.A.Matula, “Electrical re-
sistivity of copper, gold, palladium, and silver”,
J. Phys. Chem. Ref. Data 8, 1147 (1979), pp. 1161
and 1209. The value of ̺ ≡ ρ(T )/T is constant to
within ±8% and ±4% for copper and gold, respectively
in the range 200− 400K. (cited on page 13).
[38] Lin Y J, Teper I, Chin C and Vuletic´ V 2004 Phys. Rev.
Lett. 92 050404 (cited on page 13).
[39] Leggett A J and Sols F 1991 Found. Phys. 21 353–64
(cited on page 14).
