This paper presents a deep network based unsupervised visual odometry system for 6-DoF camera pose estimation and finding dense depth map for its monocular view. The proposed network is trained using unlabeled binocular stereo image pairs and is shown to provide superior performance in depth and ego-motion estimation compared to the existing stateof-the-art. This is achieved by introducing a novel objective function and training the network using temporally alligned sequences of monocular images. The objective function is based on the Charbonnier penalty applied to spatial and bi-directional temporal reconstruction losses. The overall novelty of the approach lies in the fact that the proposed deep framework combines a disparity-based depth estimation network with a pose estimation network to obtain absolute scale-aware 6-DoF camera pose and superior depth map. According to our knowledge, such a framework with complete unsupervised endto-end learning has not been tried so far, making it a novel contribution in the field. The effectiveness of the approach is demonstrated through performance comparison with the stateof-the-art methods on KITTI driving dataset.
I. INTRODUCTION
Estimating depth and pose information from images is a challenging problem which finds use in several applications such as, autonomous navigation [1] , 3D scene reconstruction [2] , augmented and virtual reality [3] [4] . The recent success of deep learning methods has prompted many researchers to apply these techniques to solve this problem. For instance, there are several deep networks that estimate depth [5] [6] [7] as well as pose [8] [9] [10] directly from images using supervised learning framework that necessitates availability of explicit ground truth information which is usually difficult to collect in many real world applications. This limitation can be overcome by adopting an unsupervised learning framework as in [11] [12] [13] where the depth and pose estimation problem is solved by posing it as an image reconstruction problem instead of directly regressing them to their respective ground truths. In [11] , the authors use consistency between left-to-right and right-to-left disparities to obtain dense depth map from monocular images. This work relied only on spatial reconstruction losses for depth estimation which might not work in many cases, for instance, a case where the occlusions are present in one of the camera views making it impossible to reconstruct those occluded pixels. We believe that such cases can be dealt with by going forward or backward in time sequence of captured images. Such temporal consistency was first used in [12] Madhu Babu V., Kaushik Das, Anima Majumder and Swagat Kumar are associated with TATA Consultancy Services, Bangalore, India.
(madhu.vankadari, kaushik.da, anima.majumder, swagat.kumar)@tcs.com where the authors train a deep network with a sequence of monocular images (snippet of n-images) for depth and ego-motion estimation. Since this network is trained only on monocular images, it lacks absolute scale information and hence, requires a post processing stage to retrieve it, thereby limiting its practical application in the real world. This limitation is overcome by Li et al in [14] where they use a depth prediction network and combined it with a pose estimation network to obtain scale-aware depth and pose. However, estimating depth directly has its own limitations which can be remedied by using a disparity-based depth estimation network. The advantages of using a disparitybased depth estimation are as follows. First, disparity allows representation of points at infinite horizon and accounts for growing localization uncertainty with increasing distance. Second, the disparity is more sensitive to camera motion which makes it easier to account for even small changes in the surrounding and the objects closer to the camera. Finally, unlike depth, disparity is independent of camera calibration parameters making it more useful for real-world applications.
In this paper, we extend the work presented in [14] by introducing a novel objective function based on Charbonnier penalty to combine spatial and temporal reconstruction losses. The Charbonnier penalty is a differentiable variant of the absolute value function which has been shown to be robust against outliers and gradient noises [15] . While it has been extensively used in optical flow estimation [16] [15] , its application to depth and pose estimation is not reported so far, thereby making it a novel contribution made in this paper. This property of Charbonnier function helps us in achieving higher accuracy without using any explicit coarse-to-fine strategies which are commonly used in literature to deal with image gradient noises [13] . Secondly, we use disparitybased depth estimation network to overcome some of the limitations of direct depth estimation carried out in [14] . Third, the temporal reconstruction loss is computed using a n-image snippet instead of 2-image snippet, by taking the cue from Zhou et al. [12] , to make the depth bi-directionally consistent in the temporal domain. These modifications lead to significant improvement over the state-of-the-art in both depth and pose estimation as shown in Figure 1 . As one can observe, we are able to detect farther objects and larger objects in the scene more clearly compared to the stateof-the-art methods like MonoDepth [11] and SfMLearner [12] . We also show later that our depth estimation results are better than those reported for UnDeepVO [14] which is the most recent work in this category. In addition, the pose estimation performance is found to be superior to other SfM Learner Input Monodepth Ours Fig. 1 : The UnDEMoN results on KITTI eigen split [5] dataset compared to the state-of-the-art methods like Mon-oDepth [11] and SfMLearner [12] . As one can observe, our proposed method provides better depth estimate compared to these methods. We are able to detect far objects and large objects more clearly even without any post processing step used in [11] [12] . monocular methods such as SfMLearner [12] and VISO M [17] and comparable with stereo based VO methods such as VISO S [17] . The estimated pose trajectories obtained with the proposed network are shown in Figure 2 along with their respective ground truths. This new deep network framework is named as "Unsupervised Depth and Ego-Motion Network" or simply, "UnDEMoN" indicating an improvement over the "DEMoN" [6] framework that uses a supervised learning approach. In short, UnDEMoN is an end-to-end unsupervised deep learning framework for estimating depth and egomotion from monocular images. The source code, trained models and results will be made available on-line post the acceptance of this paper. The rest of this paper is organized as follows. A brief overview of related work is provided in the next section. The proposed architecture and the detailed method for training and testing the network is described in Section III. The performance analysis and results are provided in Section IV followed by summary conclusion in Section V.
II. RELATED WORK
During last few years, deep learning techniques have created new benchmarks in almost all areas of computer vision, including depth and pose estimation using monocular and stereo images. One of the earliest work in this field was carried out by Mayer et al. [18] who used a Convolutional deep network, called DispNet to directly predicts disparity using stereo image pairs using a supervised learning method that relied on the availability of a large training dataset with ground truths. Similarly, Kendall et al. [9] use supervised training for a Convolutional neural network to predict 6-DoF camera pose directly from monocular images. This work was further extended by Li et al. [19] who used raw RGBD images with explicit depth information to improve the pose estimation accuracy. In another work called DeepVO by Wang et al. [8] , the authors used a recurrent version of CNN that uses LSTM to estimate pose in the context of visual odometry. The limitation of all these supervised methods lie in the fact that such large datasets with ground truth information are difficult to obtain in many practical applications. This limitation can be overcome by using unsupervised learning approaches as is demonstrated by later researchers. For instance, Garg et al. [13] solve the depth estimation problem in an unsupervised manner by posing it as an image reconstruction error using the opposite stereo images. This work was further improved by Godard et al. [11] who used left-right consistency to make disparity bidirectionally consistent in the spatial domain. The limitation of having opposite stereo images for training is remedied by Zhou et al. [12] who solve the same problem by considering only temporal reconstruction error that is computed using n temporally aligned snippets of monocular images. The temporal reconstruction losses are obtained by combining a depth estimation network with a pose estimation network. As it is well known, the use of monocular images will lead to the loss of absolute scale information in their predictions. This is solved by Li et al. [14] who combine both spatial and temporal reconstruction losses to directly predict scale-aware depth and pose directly from monocular stereo images. We extend this work further by proposing several modifications including a novel objective function that significantly improves the accuracy of depth and pose estimation as will be demonstrated later in this paper.
III. METHOD
In this section, we describe the proposed network architecture and the unsupervised learning framework for estimating depth and camera pose from stereo monocular images. We also define several notations and symbols which will be used throughout the paper. We first describe the generic method for depth and pose estimation in the first three subsections followed by the network architecture and various objective functions used for training the network.
A. Depth estimation from monocular image
One of the main objectives of our approach is to learn a function which can predict per-pixel depth mapd in an unsupervised manner using monocular images denoted by the symbol I. Instead of learning a regression model using the ground truth depth, we try to predict the dense correspondence field (d) between left and right images. Assuming the images are stereo rectified, our network estimates the disparity d expressed as a scalar per pixel value. This disparity can be used for reconstructing one image given the other in the stereo pair. Let us assume that a pixel location in the left image I l is represented by the notation
.., N where N is the total number of pixels in the image. Let the disparity from the right to the left image be denoted by D rl = {d rl i , i = 1, 2, ..., N }. Similarly, let us assume the the right image reconstructed from the above left image and the left-to-right disparity be denoted bỹ I r and the corresponding pixel location for this reconstructed image could be expressed as p r
Similarly, the left image could be reconstructed (denoted asĨ l from the right image I r and disparity D lr . The disparity values for each pixel can be used for computing the absolute depth for that pixel using the formula:
di where b is the baseline distance between the cameras and f is the focal length.
B. Pose Estimation from Monocular Sequence
Given n temporally aligned image sequence {I 1 , I 2 , ..I t ..I n }, our goal is to learn a function P that can predict frame to frame 6-DoF transformations of the camera. Most of the existing supervised approaches solve this problem by fitting a regression model to the ground-truth camera pose which is often difficult to get. To solve this problem in an unsupervised fashion, we formulate the pose estimation as a temporal image reconstruction problem as described in [20] . A temporally aligned image, say, I t+1 can be reconstructed (say,Ĩ t+1 from the a given image (say, I t ) if the the camera transformation from I t to I t+1 and per pixel depth D = {d i , i = 1, 2, ..., N } of current image are known apriori. This can be written as
where, K is rectified camera calibration matrix. Once the pixel locations are transformed, it would be necessary to compute the pixel color values using differential inverse image warping as described next.
C. Differentiable image warping
Image warping needs to solve two fundamental problems -one to find the location of the pixel in the reconstructed image and the colour values at this location. The first problem is addressed in the previous two sections. The second problem is address here as explained next. Given a target and source image pair (I t , I s ) with known transformation (P ) between the images, the target image can be reconstructed by sampling pixels from the source image through image inverse Warping. The warping of image I s on to the target image I t is done by interpolating with a sampling kernel in a fully differentiable manner. The image sampler used in this case is obtained from the spatial transformation network (STN) [21] . If (u s i , v s i ) is the source pixel location in the input feature map and (u t i , v t i ) as the pixel locations of output feature map, then we can use bilinear sampling kernel of STN that linearly interpolates neighbored 4 pixels (top -left, top-right, bottomleft, bottom-right) of source image to approximate the target pixel colour using the following equation:
The sampling is done independently to each channel in input to preserve the spatial consistency between channels.
D. Network Architecture
Basic architecture of the depth estimation network is taken from the DispNet [18] where the convolutional encoderdecoder is used for multi-scale disparity prediction. We adopt the Rectified Linear Units (ReLU) [22] as our activation functions to introduce non-linearity for all convolution layers. The prediction layers use sigmoid function 1/(γ(sigmoid(D)+ζ)) as an activation function. We predict the disparities between 1e−04 to d max , we set d max as 30% of the image width at given output scale (γ = 0.3). The value of ζ is set to 0.001. An architectural overview of the proposed technique has been presented in the Fig.4 . Given the left camera image as input, the network can predict left to right disparity (D lr ) and right to left disparity (D rl ) in 4 different scales. We have used an encoder followed by fully connected layers in order to estimate camera pose P. The fully connected layers are used for predicting translation (t x , t y , t z ) and rotation (ρ, θ, ψ) independently. The convolutional and fully connected layers in pose network use ReLU [22] as activation function except pose prediction layers. The input to the pose network is a sequence of concatenated images and the output of the network gives 6 × (n − 1) (n is no of input images to pose net) transformations from the target image.
E. Training Losses
We have trained UnDEMoN using spatial and temporal reconstruction errors. As explained in Section III-A and Section III-B, the objective function minimizes photometric error between original and reconstructed images. Two different losses are considered in this work; appearance loss and disparity smoothness loss. The appearance loss makes sure that the reconstructed image looks like the input image and the disparity smoothness loss makes sure that the disparity is always smooth and no discontinuities are present in the predicted disparity.
The final loss function is thus given as weighted sum of appearance and smoothness losses L ap , L s . It is defined as
where L ap is the appearance difference loss and L s is the smoothness loss.
Since we have access to left and right images, we can calculate all losses with both left and right images during the time of training. We incorporate a differential variant of absolute norm named Charbonnier penalty [15] to the objective function. The resultant objective function is a convex function and it is robust to outliers and noises. A generalized Charbonnier penalty is formulated asρ = (x 2 + 2 ) a . This penalty function becomes non-convex when a < 0.5. It has been experimentally found that with a slightly non-convex penalty for a = 0.45, the performance of the network is better than when a = 0.5. However, on furher change in a values no significant improvements have been observed. The value of is set to 0.001 in all the loss functions.
1) Appearance Consistency Loss: Appearance consistancy loss measures the error between the reconstructed and original images. The reconstructed images includes both spatial and temporal reconstructed images. To measure appearance consistency, we tried to measure not only the difference between reconstructed and original images but also structural similarity [23] . The structural similarity index is a method of measuring the similarity between images. The similarity index score can be viewed as quality comparison between two images. The index values can be between 1 and 0 where 1 is perfect match 0 is imperfect match. The appearance loss can be defined as in eq 3. Where the α is a weighing factor and is set to 0.85.
The total appearance loss L ap is sum of all appearance losses computed by spatial and temporal reconstruction of images.
Where, L d ap is the appearance loss between original and reconstructed left image using predicted left-right disparity. L p ap is the appearance loss between left target image and reconstructed target image from its temporally forward and backward images using equation 1. The constants λ d , λ p are the weights given to the losses.
2) Disparity Smoothness Loss:
We have introduced disparity smoothness loss function to the objective function in order to generate locally smooth disparity map [24] .
Discontinuity is there in those regions of an image where strong image gradients are present. To avoid such discontinuities, we introduce per pixel exponential weighing function to the disparity gradients ∂d ij , calculated using horizontal and vertical operators. The gradient smoothness cost can be defined as
The λ ap is set to 1 and λ ds is kept to 0.1/s where s is the current image scale value. Here the left camera losses are shown, similarly the same losses are calculated for the right images also. The total sum of left and right lossess 2 is used as the objective function for UnDEMoN.
IV. EXPERIMENTS AND RESULTS
The proposed deep network is implemented using Ten-sorFlow [25] with 35 million parameters for 0.2 million iterations. It takes around 35 hours to train the network using a single Quadro K6000 GPU with 30 thousand images. The inference time takes around 70 ms on an intel i7 laptop with 256 × 512 resolution giving a processing speed of 15 fps. The Adam optimizer is used for training with parameters, β 1 = 0.9 and β 2 = 0.99. The learning rate is initialized to 0.001 and it gets reduced by half after 3/5th of total iterations and further reduced by half after next 4/5th of iterations. The Charbonnier penalty function [15] is initialized with parameters: γ = 0.45 and = 0.001. Different kinds of data augmentation are applied on training set images with random probability of 0.5 to improve performance. This includes flipping of images (left to right and right to left) and colour augmentation. The color augmentation involves applying random brightness sampled in the range of [0.5,2.0], applying random gamma in the range of [0.8,1.2] and randomly shifting colours in the range of [0.8, 1.2]. The application of rotational augmentation degraded the network performance and hence was removed while reporting the final performance in this paper. The details of performance comparison of our proposed method with other state-of-theart methods is described next in this section below.
A. Depth Evaluation KITTI Dataset
The peformance of the our network has been evaluated on KITTI dataset using eigen and KITTI splits and compared with the state-of-the-art methods. The official KITTI dataset [26] includes a total of 42,382 rectified stereo image pairs each having a resolution of 1242 × 375 taken from 61 scenes in its raw form.
The KITTI split divides the total dataset into three sets. The test set includes 200 images taken from 28 scenes, each one having high quality disparity ground truth. The remaining 30095 images from 33 scenes, that do not have any ground truth information, are divided into a training set comprising of 27116 images and a validation set having the remaining 2979 images. Since we use an unsupervised learning method, network is first trained and validated on the later two sets not having any ground truth and then, tested using the test set of 200 images having ground truths. The performance results on the test set is reported in in Table I . The results for the MonoDepth [11] network reported in this table are obtained by implementing the code on our machine. As one can see, our method gives higher accuracy and lower error with KITTI split as compared to MonoDepth [11] .
Similarly, the Eigen Split [5] divides all the images taken from 61 scenes into three sets. The test set consists of 697 images taken from 29 scenes. The ground truth for these images is calculated by re-projecting velodyne laser data onto the colour image. The remaining 23178 images taken from the other 32 scenes are used for creating the training and the validation set. The training set includes 21055 images and the validation set includes 2123 images. The network is trained, validated and tested using these three datasets and the resulting performance measures are reported in Table II . The results for MonoDepth [11] and SfMLearner [12] are obtained by implementing their code on our machine. The results for Liu et al. [27] are taken from the MonoDepth [11] paper directly. The results for all other works are taken from their respective papers. As one can see in Table II , our proposed network outperforms all other methods in this category thereby creating a new benchmark for depth estimation. All the results are computed according to the crops defined in [13] and [5] 
B. Pose Evaluation Results on KITTI eigen split
Since the model is trained on the KITTI Eigen split for depth estimation, the pose evaluation is also carried out on the same split. We have found that four of the odometry split scenes with ground truths are not included in the Eigen training split and hence, can be used for testing the pose estimation performance. The performance of pose estimation is quantified using Absolute Trajectory Error (ATE) [28] for both rotation and translation. Table III shows the performance comparison of the proposed network with another state-of-the-art deep learning method called SfMLearner [12] and one conventional pose estimation method VISO [17] . It is to be noted that the results reported in [12] are obtained after post-processing. This is reported in the table under the heading SfMLearner PP. For a fair comparison, we re-run the algorithm by removing this post-processing module to obtain results for the column with heading SfMLearner noPP. Similarly, we report the results for both monocular and stereo version of VISO algorithm. This Table shows that UN-DEMoN outperforms both SfMLearner noPP and VISO M. At the same time, its performance is comparable with the methods that either use post-processing for retrieving scale as in SfMLearner PP [12] or use stereo images for pose estimation as in VISO S [17] .
As the KITTI training dataset has very few scenes with rotational variation, the rotation component is not learnt properly by the deep network, leading to large accumulated pose error over long distances as shown in Figure 2 . The rotational data augmentation does not solve this problem and needs to be investigated further. I: Performance Comparison results when validated using KITTI split. The validation set consists of 200 images, taken from 28 different scenes. Each image in the validation set is associated with the disparity ground truth. The presented results of the state-of-the-art technique [11] is achieved after implementing their code for the same validation set using our hardware setup. The cells in blue color show the accuracy matric (higher the value, better the performance) and the remaining columns give error matrics (lower value gives better performance).
Method
Abs [26] . Results for Liu et al. [27] are taken from [11] . The eigen results are recomputed with velodyne laser data. For fair comparison, the Eigen and Garg results are computed according to crop described in [5] and [13] . The first part of the 
C. Discussion on Performance Evaluation
Even though we compare the performance of our network with those of UnDeepVO [14] , which is the latest work in this field (in Tables II and I) , such a comparison may not be fair as we notice several inconsistencies in the results reported in their paper. For instance, for depth estimation, the network is trained on the odometry split while the test results are shown for the eigen split dataset which itself includes few scenes from the odometry split. This appears to be inconsistent with the standard practice of using different sets for training and testing. Similarly, the authors show the performance of pose estimation by presenting only the training results which, though appears good, are again inconsistent with the standard practice of reporting results on a separate test dataset. In contrast, we are reporting results only for test datasets which are different from the training datasets by following the standard practice. To the best of our knowledge, the depth and pose estimation result for our proposed algorithm in this paper is the best among all results reported so far in the literature. The source codes and training models are being made available online [29] for the convenience of readers.
V. CONCLUSION
This paper looks into the problem of estimating depth and camera pose from monocular stereo images. The problem is solved by using a deep network framework comprising of a depth estimation network and a pose estimation network. The network is trained in an end-to-end unsupervised fashion by using a novel objective function based on Charbonnier penalty applied to both spatial and bi-directional temporal reconstruction losses. The proposed deep network named as "UnDEMoN" incorporates best features of the existing architectures and methods to provide improved depth and pose estimation performance that beats the current stateof-the-art. However, the current work does not address the issues arising out of moving objects in a scene which may affect the estimation performance adversely. Moreover, the pose estimation performance of our proposed network could further be improved by training on a dataset that has more rotational variations unlike KITTI dataset that has very few such scenes. It would also be interesting to see if the deep network could be trained using monocular images along with noisy IMU data to estimate depth and pose. This will obviate the need for stereo image pairs currently needed for our network. Many of these concerns will guide our future direction of this research.
