Abstract. -We present a new and elementary approach to characterize the maximal ideals and their associated multiplicative linear functionals for a classical real Banach algebra of analytic functions.
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Let C s (T) be the set of all (complex-valued) continuous functions on the unit circle T = {z ∈ C : |z| = 1} that are symmetric; this means that f (e −it ) = f (e it ). Associated with C s (T) is the subset, A s , of those functions in C s (T) that admit a holomorphic extension to the interior D of the unit disk.
The holomorphic extension to the disk is given by the Poisson-integral
f (e iθ ) 1 − |z| 2 |z − e iθ | 2 dθ.
Note that for z = re it this coincides with the convolution f * P r (t) = 1 2π 2π 0 f (e iθ )P r (t − θ)dθ of f with the Poisson-kernel P r (t) := 1−r 2 1+r 2 −2r cos t . Using Fourier representation, we see that the Fourier series of an element f ∈ A s formally can be written as F[f ] = ∞ n=0f n e int , where the Fourier coefficients, given as usual by the formulaf n := 1 2π 2π 0 f (e it )e −int dt, are real numbers (see [3] ). It is standard knowledge that the Taylor-MacLaurin series for P [f ] can be written as P [f ](z) = ∞ n=0f n z n . With respect to the usual pointwise operations of addition, multiplication and scalar-multiplication by reals, C s (T) and A s become real algebras.
When A s is endowed with the supremum norm, then A s is isomorphically isometric to the real Banach algebra, A R (D), of all holomorphic functions on the disk that are real on the interval ] − 1, 1[ and that admit a continuous extension to the closure D of D.
Let A(D) be the (classical) disk-algebra, that is the algebra of all complex valued functions continuous on D and holomorphic in D. This is the most prominent example of a complex Banach algebra. Its relation with A R (D) is given by the following:
Let us mention that the real disk-algebra, A R (D), has been used in the literature as a model to develop the theory of real function algebras (see [4] ) and in this sense it plays a similar role to the one of the (complex) disk-algebra A(D) in the theory of complex function algebras. Moreover, A R (D) is an important function space in Control theory, a branch of applied mathematics (and here we quote Amol Sasane [8] ), "where many beautiful and deep theorems from pure mathematics meet the needs of a vital branch of technology". One reason is that on the reals, the values of elements in A R (D) are real and so are physically meaningful; in contrast to those of the classical disk-algebra.
Recently, there have been some papers studying concepts from Control theory and K-theory within this algebra (simultaneous stabilization, stable ranks,...) (see [6, 7, 9] ).
The structure of the maximal ideals on A(D) is well known and has been developed by Gelfand during the 40's of the last century (see the monograph [1] by Gelfand, Raikov and Shilov.) By Gelfand-theory, the maximal ideals in a complex commutative unital Banach algebra are exactly the kernels of the C-valued multiplicative linear functionals. Since the analytic polynomials are dense in A(D) it follows from that theory that the C-valued characters of A(D) are exactly the point evaluations Φ a : f → f (a) for some a ∈ D; hence each maximal ideal has the form {f ∈ A(D) : f (a) = 0}.
In this note we characterize in an elementary way the maximal ideals of the algebra A R (D) and determine the associated multiplicative linear functionals. Let us mention that for real Banach algebras there is a somewhat more envolved Gelfand theory (see [2] and the only monograph on this subject by Kulkarni and Limaye [4] .)
Although the structure theorem for maximal ideals in A R (D) could easily be deduced from the complex algebra A(D) (see [4, p. 33] for such a proof), we prefer to give a self-contained "real-variable" approach, independent of the axiom of choice or Zorn's Lemma. Also, in contrast to the classical approach for complex commutative Banach algebras, we first determine the maximal ideals and then deduce the structure of the associated characters.
The algebra A R (D)
For our proof we need the following Lemma. Lemma 1.1. -The set of rational functions of the form
where M, N ∈ N and where a n are real, is uniformly dense in C s (T).
Proof. -The result follows from the well known fact in harmonic analysis that the Cesaro means (that have real Fourier coefficients whenever f does) of the n-th symmetric partial sums of the Fourier series of f ∈ C(T) converge uniformly in T to f (see e.g. [3] ) and that each trigonometric polynomial N j=−N a j e ijt can be written as
As the referee noticed, this also follows directly from the real analogue of the Stone-Weierstrass theorem as given in Corollary 2.1.14 of [4] . Indeed, if A denotes the set of all rational functions of the form (1.1) above, it is easy to see that A is a subalgebra of C s (T), that it contains the constant function 1 and separates the points of T. Moreover, by noticing that z = We also note that analytic polynomials with real coefficients are uniformly
, then there exists a sequence of polynomials p n ∈ C[z] such that p n converges uniformly on D to f . Hence q n (z) := (p n (z) + p n (z))/2 ∈ A R (D) and q n converges uniformly to f , too.
For f ∈ C(T), let ||f || ∞ = max{|f (z)| : |z| = 1} and for a ∈ D, let M a := {f ∈ A R (D) : f (a) = 0}. It is easily seen that M a is an ideal. We are going to show that every maximal ideal in A R (D) has this form. To this end, we need the following Lemma whose proof gives us a very useful formula for division inside ideals. Lemma 1.2. -Let I be an ideal in A R (D). Suppose that for some a ∈ D the elements f, g ∈ I satisfy f (a) = 0 and g(a) = 0. Then the following assertions hold:
Proof. -First we note that, due to the symmetry of the zeros, f (a) = 0 implies f (a) = 0. Hence f (z)/(z − a) ∈ A R (D) whenever a ∈ ] − 1, 1[ and 1] . By the same reason we also have
Note also that g(a) = g(a). Assertion (1) now follows from
and (2) follows from
Proof. -We first show that the ideals M a are maximal. So suppose that f ∈ A R (D) does not vanish at a.
Hence the ideal, [M a , f ], generated by M a and f is the whole algebra and so M a is maximal. We note that in the case where f (a) ∈ R, we simply could argue as follows, since the constant function z → f (a) then belongs to A R (D):
Next we show that every maximal ideal in A R (D) has this form. First we note that a function f ∈ A R (D) is invertible in A R (D) if and only if f does not vanish on D. Now let M be a maximal ideal in A R (D) and suppose that M is not contained in any ideal of the form M a . Then for every a ∈ D there exists f a ∈ M such that f a (a) = 0. By a compactness argument, this shows that there are finitely many functions f j ∈ M such that
We are going to show that 1 = n j=1 g j f j for some g j ∈ A R (D), contradicting the fact that M is a proper ideal.
Let
This equality holds on D. In order to get a solu- tion (g 1 , . . . , g n ) ∈ (A R (D)) n of our Bezout equation n k=1 g k f k , we switch to the boundary T of D. Since q k ∈ C s (T), there exist by Lemma 1.1 rational
Note that N and M can be chosen to be independent of k (just by adding, if necessary, 0 coefficients). Thus, on T,
Hence the function q := n k=1 (z N r k )f k has no zeros on T. Moreover, since z N r k is a polynomial with real coefficients, it belongs to A R (D). Thus q ∈ A R (D). Moreover, q ∈ I(f 1 , . . . , f n ), the ideal generated by the f j in A R (D). By analyticity, q has only finitely many zeros in D. The symmetry of the functions in A R (D) implies that these zeros are symmetric with respect to the real axis. Using Lemma 1.2 we shall now divide out these zeros of q (taking pairs (ξ, ξ) whenever the zero ξ is not real) without leaving the ideal I(f 1 , . . . , f n ). (Note that for each a ∈ D there is g ∈ {f 1 , . . . , f n } such that g(a) = 0.) At the end, after finitely many steps, we obtain a function f ∈ I(f 1 , . . . , f n ) that dose not have any zeros in D. Hence f is invertible in A R (D) and so 1 = f (f −1 ) ∈ I(f 1 , . . . , f n ) ⊆ M . This contradiction shows that M actually is contained in some M a . Since M is maximal, M = M a .
Remark:
The proof above is a version of that developed by R. Rupp and the author of this paper [5] and adapted to the present case of a real algebra.
Whereas in complex (commutative unital) Banach algebras maximal ideals always have co-dimension 1, we are faced here with a different situation. Proof. -For (1), let a ∈ [−1, 1] and let f ∈ A R (D). Then f (a) is real and so
is not an element of our algebra whenever f (a) is not real, f − f (a) / ∈ A R (D); so our idea is to look upon f (a) as the value at a of a function in A R (D); that function we take as simple as possible. It will be an affine function. Indeed, since {1, a} is a Hamel base of the real vector space C over R, every f (a) ∈ C can be written as f (a) = σ · 1 + β · a where σ, β ∈ R. Hence f − (σ + βz) ∈ M a and so
Next we shall determine the (non-zero) multiplicative linear functionals φ on A R (D); we have to distinguish two cases: either the target space of φ is the field of reals or it is the real division algebra C, regarded as a vector space over R. We denote it by R C. Proof. -First we note that the kernel of any multiplicative R-linear functional φ : A R (D) → K is a maximal ideal (here K is either R or R C). Indeed, let I = ker φ. Then I is easily seen to be an ideal. Now let f ∈ A R (D)\I. Then φ(f ) = 0. Moreover, φ(1) = 1. Using the identity z 2 − (2 Re z)z + |z| 2 = 0 for any z ∈ C, we see that
Thus we may conclude from
that the ideal generated by I and f is the whole algebra. Hence I is maximal. Thus, by Theorem 1.3, ker φ = M a for some a ∈ D. To prove the assertions (1) and (2) we recall that φ(1) = 1. Our proofs are valid for quite a number of real algebras.
