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Abstract
A d-stable trace is a closed walk which traverses every edge of a graph exactly
twice and for every vertex v, there is no subset N ⊆ N(v) (1 ≤ |N | ≤ d), such
that every time the walk enters v from N , it also exits to a vertex in N . In
addition, in a parallel d-stable trace, every edge is traversed twice in the same
direction. d-stable traces were investigated in [Strong traces model of self-assembly
polypeptide structures, MATCH Commun. Math. Comput. Chem. 71 (2014), 199–
212] as a mathematical model for an innovative biotechnological procedure. It was
proven there, that graphs that admit parallel d-stable traces are precisely Eulerian
graphs with minimum degree strictly higher than d. In present paper we give an
alternative proof of this result by thoroughly examining the special case for d = 2.
We also explain its importance for synthetic biology and present two algorithms
which can be in special cases used for their construction.
Keywords: Eulerian graph; parallel d-stable trace; nanostructure design; self-assembling;
polypeptide
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1 Introduction
In 2013 Gradiˇsar et al. [4] presented a novel self-assembly strategy for polypeptide
nanostructure design relying on modularization and using orthogonal dimerizing seg-
ments. This could lead to significant developments in biotechnology since nanostruc-
tures formed by self-assembly of biopolymers and especially polypeptides are known
to be one of the most complex in nature. The main success of their research is a
construction of a polypeptide self-assembling tetrahedron by concatenating 12 coiled-
coil-forming segments separated by flexible peptide hinges in a prescribed order. To be
more precise, a single polypeptide chain consisting of 12 segments was routed through
6 edges of the tetrahedron in such a way that every edge was traversed exactly twice.
In this way 6 coiled-coil dimers were created and interlocked into a stable tetrahe-
dral structure. This design also provides a foundation for all further investigations
about polypeptide folds based constructions using the set of orthogonal interacting
polypeptide segments. The required mathematical support for the particular case of
the tetrahedron and the general case of polyhedron was already given in [4, 6, 2], where
authors explained that polyhedron P that is composed from a single polymer chain can
be naturally represented by a graph G(P ) of the polyhedron. As every edge of G(P )
corresponds to a coiled-coil dimer in the self-assembly process, exactly two biomolecu-
lar segments are associated with every edge of G(P ). Hence, closed walks that traverse
every edge of G(P ) precisely twice, called double traces of G(P ), play a key role in
modeling the construction process. The stability of the constructed polyhedra depends
on an additional property whether in the double trace the neighborhoods of vertices
can be split.
All graphs considered in this paper will be connected, finite, and simple, that is,
without loops and multiple edges. If v is a vertex of a graph G, then its degree will be
denoted by dG(v) or d(v) for short if G will be clear from the context. The minimum
and the maximum degree of G are denoted with δ(G) and ∆(G), respectively. A
directed graph is a graph, where edges have a direction associated with them. In formal
terms a directed graph is a pair G = (V,A), where V is a set of vertices and A is
a set of ordered pairs of vertices, called arcs. A maximal connected subgraph of G
is called a component of G, while a vertex, which separates two other vertices of the
same component is a cutvertex, and an edge separating its ends is a bridge. A maximal
connected subgraph without a cutvertex is called a block. Thus, every block of a graph
G is either a maximal 2-connected subgraph, or a bridge (with its ends), or an isolated
vertex. For other general terms and concepts from graph theory not recalled here we
refer to [9].
A circuit is a closed walk allowing repetitions of vertices and edges. A double trace
in a graph G is a circuit which traverses every edge exactly twice. For a set of vertices
N ⊆ N(v), we say that a double trace W has a N -repetition at vertex v (nontrivial
N -repetition in [2]), if N is nonempty, N 6= N(v), and whenever W comes to v from a
vertex in N it also continues to a vertex in N . An N -repetition (at v) is a d-repetition
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if |N | = d (repetition of order d), see Fig. 1. Clearly if W has an N -repetition at v,
then it also has an N(v)\N -repetition at v (symmetry of repetitions). We call a double
trace without nontrivial repetitions of order ≤ d a d-stable trace. Note, that for every
d′ ≤ d, a d-stable trace is also a d′-stable trace.
v
Figure 1: A 3-repetition in a vertex v of degree 6
In order to present a mathematical model for the biotechnological procedure from [4]
the graphs that admit d-stable traces were characterized in [2] (thus generalizing results
of Sabidussi [7] and Eggleton and Skilton [1] about 1-stable traces and Klavzˇar and
Rus [6] about 2-stable traces) as follows:
Proposition 1.1 [2, Proposition 3.4] A connected graph G admits a d-stable trace if
and only if δ(G) > d.
Let nowW be a double trace of a graph G. Then every edge e = uv of G is traversed
exactly twice. If in both cases e is traversed in the same direction (either both times
from u to v or both times from v to u) we say that e is a parallel edge (with respect
to W ). If this is not the case we say that e is an antiparallel edge. A condition that
all the edges of G are of the same type is called a parallelism. A double trace W is
a parallel double trace if every edge of G is parallel and an antiparallel double trace if
every edge of G is antiparallel. This coincide with chemical properties of peptides. Two
peptides may be glued together in such way that they both point in the same direction.
In this case they form a parallel dimer. If they point in opposite directions, they form
an antiparallel dimer. By now more parallel coiled-coil dimers have been characterized
for the molecular design than antiparallel dimers [5]. It is therefore more applicable to
investigate parallel double traces.
By replacing every edge of a graph with two new edges we can quickly prove that
every graph (every Eulerian graph) admits an antiparallel (parallel) double trace, ob-
servation made by several authors, Klavzˇar and Rus in [6] among others. While graphs
admitting antiparallel d-stable traces were characterized in [8], the characterization of
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parallel d-stable traces were only mentioned as a consequence in [2]. Therefore, we
present an alternative proof of this result in present paper.
We can note right away that parallel double traces do not contain 1-repetitions.
Note also that none of the operations that we will use on double traces (concatena-
tions, contractions, deletions, inductive constructions, and reordering) will change the
orientation of the edges.
2 Graphs admitting parallel 2-stable traces
The first mathematical model, which was introduced in [6], stated that a polyhedral
graph P can be realized by interlocking pairs of polypeptide chains if its corresponding
graph G(P ) contains a 2-stable trace. Two important deficiencies of this model were
later found in [2]: (i) it does not account for vertices of degree ≤ 2, and (ii) it does not
successfully model vertices of degree ≥ 6 (because a polyhedron could split into two
parts in a vertex of degree ≥ 6, as can be seen at Fig. 1 and therefore the structure
would not be stable). Since until now, a construction of a polyhedron whose graph of
polyhedron would have such properties, has not yet been tried, we first study parallel
2-stable traces in this section.
To make the arguments in this section more transparent, we explain how the reader
can graphically imagine 1-repetitions and 2-repetitions in double traces. We can say
that a double trace contains an 1-repetition if it has an immediate succession of an
edge e by its parallel copy. If v is a vertex of a graph G with a double trace W and u
and w are two different neighbors of v, then we can say that W contains a 2-repetition
(through) v if the vertex sequence u → v → w appears twice in W in any direction
(u→ v → w or w → v → u), see Fig. 2.
v
e
v v
Figure 2: Possible 1- and 2-repetitions of a double trace
We will need the result of next lemma in the proof of Theorem 2.3.
Lemma 2.1 Let G be a graph and H1, . . . Hk its pairwise edge and vertex disjoint
subtrees, for k ≥ 0. Let for every i and for every vertex v ∈ V (G) \ V (Hi), v has at
most one neighbor in Hi. Construct a graph G
′ from G by contracting H1, . . . ,Hk into
v1, . . . , vk, respectively. If G admits a 2-stable trace W then G
′ admits a 2-stable trace
W ′, which traverses edges from E(G) ∩ E(G′) in the same direction as W .
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Proof. Suppose that a graph G admits a 2-stable trace W . We proceed by induction
on the number k of pairwise edge and vertex disjoint subtrees required to be contracted
in G in order to construct G′. If k = 0 then G′ = G and therefore W is a 2-stable trace
in G′.
Let k ≥ 1 and let G1 be a graph that we get if we contract H1 into v1 in G.
Construct a double trace W1 from W as follows. We start in an arbitrary vertex of
V (G)\V (H1) and followW . Let a = xy be an arc ofW that we are currently traversing
on our walk along W . If x, y ∈ V (G) \ V (H1), then we put xy into W
′ so that the
order of arcs from W is preserved. If x ∈ V (H1) and y /∈ V (H1) then we put v1y in
W1 instead of a. Similarly, we replace arcs where x /∈ V (H1) and y ∈ V (H1) with xv1.
Finally, the occurrences of the arcs from H1 are ignored in W1.
We claim that W1 is a 2-stable trace of G1. Since every edge is traversed twice in
W , every edge is traversed twice in W1. Hence W1 is a double trace. If W1 is not a
2-stable trace, there exists a vertex x ∈ V (G1) such that W1 has an 1-repetition or a
2-repetition at x. Denote the neighborhood of vertex v1 in G1 with N(v1). We have to
consider three cases.
Case 1: x /∈ N(v1).
It is clear from the construction that if W1 had an 1-repetition or a 2-repetition at x,
already W would have an 1-repetition or a 2-repetition at x, a contradiction.
Case 2: x ∈ N(v1).
It is again clear from the construction that if W1 had an 1-repetition yxy or a 2-
repetition yxz, where y, z 6= v1, already W would have an 1-repetition or a 2-repetition
at x, a contradiction.
Assume first that W1 has an 1-repetition v1xv1. It follows that W should contain
hxg, where h, g ∈ H1. Since every vertex in V (G) \V (H1) has at most one neighbor in
H1, h = g. Therefore W should contain an 1-repetition hxh, a contradiction.
Assume next that W1 has a 2-repetition v1xy for some neighbor y of x. It follows
that W should contain hxy and gxy, where h, g ∈ H1. Since every vertex in V (G) \
V (H1) has at most one neighbor in H1, h = g. Therefore W should contain a 2-
repetition hxy, a contradiction.
Case 3: x = v1.
Assume first thatW1 has an 1-repetition yv1y for some neighbor y of v1. It follows that
W should contain yhAhy, where h is a unique neighbor of y in H1 and A is a circuit in
H1. Since H1 is a tree, the only possibility that circuit appears in a part of a double
trace W that is completely included in H1 is with an 1-repetition, a contradiction.
Assume next that W1 has a 2-repetition yv1z for some neighbors y and z of v1. It
follows that W should contain yhBgz and yhCgz, where h is a unique neighbor of y
in H1, g is a unique neighbor of z in H1, while B and C are hg-paths in H1. If h = g,
similarly as before follows that W should have an 1-repetition. Otherwise, if h 6= g, we
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can use the fact that in a tree any two vertices are connected with unique path to argue
that B = C and therefore that already W should have a 2-repetition, a contradiction.
We have thus proved that W1 is a 2-stable trace in G1. During the construction of
W1 we did not change the direction of any arc from W . Since G
′ can be constructed
from G1 by contracting the remaining k− 1 pairwise edge and vertex disjoint subtrees
H2, . . . ,Hk into v2, . . . , vk, respectively, it follows by the induction assumption that G
′
admits a 2-stable trace (which traverses edges from E(G)∩E(G′) in the same direction
as W ). 
The following was proven in [6], where it was also observed that a graph G admits
a parallel double trace if and only if G is Eulerian.
Proposition 2.2 [6, Proposition 5.4] A connected graph G admits a parallel 1-stable
trace if and only if G is Eulerian.
Proof. Traverse an arbitrary Eulerian circuit of graph G twice in the same direction
to obtain a parallel 1-stable trace. 
We next prove Theorem 2.3 about parallel 2-stable traces and then use it in Section 3
to present an alternative proof of Theorem 3.1.
Theorem 2.3 A graph G admits a parallel 2-stable trace if and only if G is Eulerian
and δ(G) > 2.
Note that for Eulerian graphs a constraint on the minimal degree of a graph from
Theorem 2.3 is equivalent to δ(G) ≥ 4.
Proof. Suppose that a graph G admits a parallel 2-stable trace. By definition, every
2-stable trace is an 1-stable trace. Thus by Proposition 2.2, G is Eulerian and hence
by Proposition 1.1 we infer that δ(G) ≥ 4.
For the converse assume that G fulfills the conditions of the theorem. We proceed
by induction on ∆ = ∆(G).
Let ∆ = 4. Then δ(G) = ∆(G) = 4. By Proposition 2.2, G admits a parallel
1-stable trace W ′. If W ′ is not already a 2-stable trace, W ′ contains at least one 2-
repetition. We proceed with the second induction on the number k of vertices where
W ′ has 2-repetitions. Let k ≥ 1 and let v be one of the vertices where W ′ has a 2-
repetition. If an 1-stable trace W ′ has a 2-repetition through v, where v is a vertex
with dG(v) = 4, then it is not difficult to see that W
′ has two 2-repetitions through v.
Let v1, v2, v3, and v4 be the neighbors of v. Without loss of generality, we can assume
that A = v1 → v → v2 is the first and B = v3 → v → v4 is the second 2-repetition
through v in W ′. That means that sequences A and B appear twice in W ′. Because
W ′ is a parallel 1-stable trace, there are only two possibilities how occurrences of A and
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B are arranged in W ′. These possibilities are AABB (Fig. 3, left) and ABAB (Fig. 4,
left). Note that we left out all the other vertices in Figs. 3 and 4.
In the first case we construct a double trace W from W ′ in G as follows. We start
in an arbitrary vertex of V (G)\{v} and follow W ′. Let a = xy be an arc of W ′ that we
are currently traversing on our walk along W ′. If x, y ∈ V (G) \ {v, v1, v2, v3, v4}, then
we put xy into W so that the order of arcs from W ′ is preserved. Put one occurrence
of v1 → v → v2 and one occurrence of v3 → v → v4 in W as well. Replace the
remaining occurrence of v1 → v → v2 with v1 → v → v4 and the remaining occurrence
of v3 → v → v4 with v3 → v → v2, such that W stays connected, see Fig. 3, right.
vv4
v2
v3
v1
=⇒
vv4
v2
v3
v1
Figure 3: Removing 2-repetition through v (case AABB)
We construct W analogously in the second case, see Fig. 4, right.
We claim that in both cases W is a parallel 1-stable trace of G with at least one
vertex with 2-repetition less than W ′. Note first that any edge e = xy that appears in
W (arcs xy or yx appears in W ) has its unique corresponding edge e′ in W ′. Any edge
e = xy in W , where x 6= v and y 6= v, is traversed twice in the same direction in W
because it is traversed twice in the same direction in W ′. Four remaining edges (vv1,
vv2, vv3, and vv4) are traversed twice in the same direction by construction. Hence W
is a parallel double trace. It is also clear from the construction that W is an 1-stable
trace. Finally we need to verify that W has at least one vertex with 2-repetition less
than W ′. Let x be an arbitrary vertex of G in which W has a 2-repetition. We have
to consider three cases.
Case 1: x /∈ {v, v1, v2, v3, v4}.
It is clear from the construction that if W has a 2-repetition through x, also W ′ has a
2-repetition through x.
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vv4 v2
v3
v1
=⇒
vv4 v2
v3
v1
Figure 4: Removing 2-repetition through v (case ABAB)
Case 2: x ∈ {v1, v2, v3, v4}.
It is again clear from the construction that if W has a 2-repetition yxz, where y, z 6= v,
also W ′ has a 2-repetition through x.
Similarly, if W has a 2-repetition vxy for some neighbor y of x, also W ′ has a 2-
repetition through x since the order of arcs adjacent to {v1, v2, v3, v4} did not change
in W .
Case 3: x = v.
1-stable trace W ′ had a 2-repetition (two 2-repetitions to be more accurate) through v
but during the construction of W we manage to remove them both.
We have thus constructed an 1-stable trace W which have at least one vertex with
2-repetition less than W ′. Hence, it follows by induction assumption that any 4-regular
graph admits a parallel 2-stable trace.
Assume now that ∆ ≥ 6 and that any graph H with ∆(H) < ∆ which fulfills the
conditions of Theorem 2.3 admits a parallel 2-stable trace. We have to again consider
two cases.
Case 1: ∆ ≡ 2 (mod 4).
Construct the graph G′ from G as follows. For every vertex v of degree ∆ (temporary
denote its neighbors with v1, . . . , v∆) repeat next procedure. Remove v from G. Add
two new vertices v′ and v′′, connect them by an edge, connect v′ with v1, . . . , v∆
2
, and
connect v′′ with the remaining neighbors of v, see Fig. 5.
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vv1
. . .
v∆
(a) G
v′ v′′
v1
. . .
v∆
2
v∆
2
+1
. . .
v∆
(b) G′
Figure 5: Construction from the proof of Theorem 2.3 for the case ∆ ≡ 2 (mod 4)
Note that in G′ all except the newly added vertices are of the same degree as in
G, while dG′(v
′) = ∆
2
+ 1 and dG′(v
′′) = ∆
2
+ 1 (the last two statement are true for all
new vertices). It follows that ∆(G′) < ∆. Since ∆ ≥ 6, we also infer that δ(G′) ≥ 4.
Because ∆ ≡ 2 (mod 4), the degrees dG′(v
′) = dG′(v
′′) = ∆
2
+ 1 are even, hence G is
Eulerian and by the induction assumption on ∆, G′ admits a parallel 2-stable trace. It
follows from Lemma 2.1 that G admits a parallel 2-stable trace.
Case 2: ∆ ≡ 0 (mod 4).
Construct the graph G′ from G as follows. For every vertex v of degree ∆ (temporary
denote its neighbors with v1, . . . , v∆) repeat next procedure. Remove v from G, and
add three new vertices v′, v′′, and v′′′. Connect v′′ with v′ and v′′′ by an edge, connect
v′ with v1, . . . , v∆
2
−1
, connect v′′ with v∆
2
and v∆
2
+1
, and connect v′′′ with the remaining
neighbors of v, see Fig. 6.
Analogously as in the first case, note that in G′ all except the newly added vertices
are of the same degree as in G, while dG′(v
′) = dG′(v
′′′) = ∆
2
and dG′(v
′′) = 4 (the last
two statement are true for all new vertices). It follows that ∆(G′) < ∆. Since ∆ ≥ 6, we
also infer that δ(G′) ≥ 4. Because ∆ ≡ 0 (mod 4), the degrees dG′(v
′) = dG′(v
′′′) = ∆
2
are even, hence G is Eulerian. By the induction assumption on ∆, G′ admits a parallel
2-stable trace. It follows from Lemma 2.1 that G admits a parallel 2-stable trace.
We have thus proved Theorem 2.3. 
3 Parallel d-stable traces
We now use results from previous section to present an alternative proof of next theorem
from [2].
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vv1
. . .
v∆
(a) G
v′
v′′
v′′′
v1
. . .
v∆
2
−1
v∆
2
+2
v∆
2
v∆
2
+1
. . .
v∆
(b) G′
Figure 6: Construction from the proof of Theorem 2.3 for the case ∆ ≡ 0 (mod 4)
Theorem 3.1 [2, Theorem 5.4] A graph G admits a parallel d-stable trace if and only
if G is Eulerian and δ(G) > d.
Proof. From Proposition 1.1 it follows that for every graph G, which admits a d-stable
trace, δ(G) > d. Since every edge of a parallel double trace is used twice in the same
direction, input and output degree of a parallel double trace W would not match at
the vertex of odd degree, which is absurd.
For the converse assume that graph G is Eulerian and δ(G) > d. We can also
assume that δ(G) is an even number. Furthermore, since for parallel 1-stable traces
and 2-stable traces theorem follows from Proposition 2.2 and Theorem 2.3, respectively,
we can assume that d ≥ 3. Denote a graph obtained from G by replacing every vertex
v of degree dG(v) > 4 with (dG(v) − 2)/2 new vertices, connected into a path Pv, as
describe in the proof of Theorem 2.3, with G′. Additionally, connect two endvertices
of Pv with three different neighbors of v and each inner vertex of Pv with two different
remaining neighbors, so that each of the vertices from N(v) is connected to exactly
one vertex in Pv. It is not difficult to see that G
′ is a 4-regular graph and therefore
by Theorem 2.3 admits a parallel 2-stable trace W ′. Construct a parallel double trace
W in G from W ′ as follows. We start in an arbitrary vertex of G′ and follow W ′. Let
a′ = xy be an arc of W ′ that we are currently traversing on our walk along W ′. If for
every v, dG(v) > 4, x, y /∈ V (Pv), then we put xy into W so that the order of arcs from
W ′ is preserved. If for some v, dG(v) > 4, x ∈ Pv or y ∈ Pv, we replace a
′ with vy
or xv, respectively. Finally, occurrences of the arcs with both endvertices contained in
some Pv are ignored in W .
We claim that a parallel double trace W is a parallel d-stable trace of graph G.
We assume conversely and denote an arbitrary vertex in which W has a repetition of
order ≤ d with v. Denote the maximal order of (≤ d)-repetition at v with d′. Since
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we used the same construction as in the proof of Theorem 2.3, it follows that W is a
parallel 2-stable trace (and d′ > 2). From the symmetry of repetitions it also follows
that dG(v) > d
′ + 2, since otherwise W would have at least one 1-repetition or one
2-repetition at v (therefore also dG(v) ≥ 8). It is also not difficult to see that every
repetition in a parallel double trace is of even degree. Denote the subset of N(v),
containing vertices from maximal repetition at v, with N (|N | = d′). There exists a
path Pv in G
′ that during the construction replaced v from G. To make the argument
more transparent, we imagine vertices from Pv arranged in a horizontal line with all
the neighbors of v from N(v) except for two, lying directly above or below vertices of
Pv . The remaining two neighbors of vertex v are aligned at the beginning and at the
end of the horizontal line containing vertices from Pv . Fig. 7 (b) shows Pv with vertices
from N(v) in G′ for dG(v) = 8 (v
′, v′′, and v′′′ are the vertices replacing v in G′). Next,
we color vertices from N(v) with two colors—black and white, such that vertices from
N are colored black while vertices from N(v) \N are colored white. Example of such
coloring can be seen at Fig. 7.
v
(a) v and N(v) in G
v′ v′′ v′′′
(b) Pv and N(v) in G
′
Figure 7: Structures of N(v) in G and Pv in G
′. Vertices contained in N are colored
black.
Since the subset N(v) \N is also a repetition, the arguments used hereinafter are
true for black and white vertices and we can, without loss of generality, assume that
the neighbor of N(v), lying farmost to the left in the above mentioned horizontal line
is colored white. We next move along this horizontal line and denote the first black
vertex that we met (below or above the line) with b. Denote its neighbor in Pv with v.
Since there are at least four black vertices, v′ is not the farmost right vertex from Pv.
Therefore, we can also denote the right neighbor of v′ from Pv with v
′′ and consider
two cases. In the first case b is the only neighbor of v′ (/∈ Pv) colored black (Fig. 8
(a)), while in the second case also the second neighbor of v′ (/∈ Pv) is colored black
(Fig. 8 (b)). In both cases we can, without loss of generality, assume that an edge bv′
is traversed twice in the direction toward v′ in W ′ (arc bv′ is traversed twice in W ,
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while arc v′b does not appear in W ′). It follows from the fact that a subset N ⊆ N(v)
is an N -repetition of W , that every time a double trace W comes to v from a vertex
in N it also continues to a vertex in N and, consequently, that every time a double
trace W ′ comes to a vertex in Pv from a (black colored) vertex in N it also leaves to a
(black colored) vertex in N . Note that in between W ′ can traverse other vertices from
Pv . Analogously is true for (white colored) vertices from N(v) \ N . Therefore, two
subsequences which start with bv′, continue on some other vertices from Pv and end in
two from b different vertices from N , exist in W ′. In the first case, when b is the only
black colored neighbor of v′, b→ v′ → v′′ has to appear twice inW ′, since otherwiseW ′
can not continue (twice) from b to a black colored vertices without previously traversing
white vertex. This contradicts the fact thatW ′ is a parallel 2-stable trace, since bv′v′′ is
a 2-repetition at v′. In the second case, we denote l (l is an odd integer) white vertices
that appear to the left of b with w1, . . . wl. For example see Fig. 8 (b), where those
vertices are denoted with w1, w2, and w3. Next, we denote the second black colored
neighbor of v′ from N(v) with b′. Since subsequence b → v′ → b′ can appear at most
once in W ′ (otherwise W ′ would have a 2-repetition at v′) and since for at least one
of the vertices w1, . . . , wl, W
′ has to continue to a white colored vertex different from
w1, . . . , wl (otherwise vertices w1, . . . , wl would form an odd repetition inW , which can
not appear in a parallel 2-stable trace), it follows that an edge v′v′′ (arc v′v′′ and v′′v′)
are used more than twice in W ′, which is absurd.
v′
b
v′′
(a) b is the only black neighbor
of v′
w1
w3
w2
v′
b′
b
v′′
(b) Both neighbors of v′ from
N(v) are black
Figure 8: Two cases of the structure of Pv (of v
′ and b to be more precise). Vertices
for which the color is not determined are colored grey.
Since v was an arbitrary vertex in G and d′ was an arbitrary integer, 2 < d′ ≤ d,
it follows that W is a parallel d-stable trace of G and therefore Theorem 3.1 is proved.

4 Concluding remarks
In this section we present two concepts for which we assumed that could be used for
constructing parallel 2-stable traces. Unfortunately, it has turned out, when proving
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Theorem 2.3, that there exists graphs admitting only parallel 2-stable traces which can
not be realized using here described constructions.
The first construction goes as follows. Let G be an Eulerian graph with n vertices
(denoted with v1, . . . , vn) fulfilling conditions of Theorem 2.3 and letW
′ be an Eulerian
circuit of G. W ′ induces a set of functions Π′ = {pi′1, . . . , pi
′
n}, where pi
′
i
: V (G)\{vi} −→
V (G) \ {vi}, pi
′
i
(v) = u if and only if v → vi → u is a sequence in W
′, for 1 ≤ i ≤ n.
Note that u 6= v, because G is simple and W ′ traverses every edge exactly once.
Construct another Eulerian circuit W ′′ in G such that it will induce a set of functions
Π′′ = {pi′′1 , . . . , pi
′′
n} with above described characteristics. In addition demand, that edges
are traversed in the same direction as in W ′, and that if pi′
i
(v) = u then pi′′
i
(v) 6= u and
pi′′
i
(u) 6= v. The last already follows from the fact that all the edges are traversed twice
in the same direction as inW ′. Concatenate Eulerian circuitsW ′ andW ′′ into a double
trace W in an arbitrary vertex v. Be careful that this does not rise any 1-repetition or
2-repetition in v. It is obvious from the construction that every edge is traversed twice
in the same direction in W and that W is without 1-repetitions and 2-repetitions in
any other vertex than v. Hence, if a graph G admits two Eulerian circuits with above
described characteristic, G admits parallel 2-stable trace as well.
It turns out that, we cannot always construct a parallel 2-stable trace of G by
concatenating two Eulerian circuits. For instance, the graph G from Fig. 9 has a
parallel 2-stable trace: v1 → v2 → v3 → v1 → v2 → v4 → v1 → v5 → v2 → v3 → v4 →
v6 → v5 → v2 → v4 → v6 → v7 → v9 → v8 → v6 → v7 → v10 → v8 → v11 → v7 → v9 →
v10 → v11 → v7 → v10 → v11 → v9 → v8 → v11 → v9 → v10 → v8 → v6 → v5 → v3 →
v1 → v5 → v3 → v4 → v1, but because of the cut vertex v6, from any Eulerian circuit
W of G we cannot construct another Eulerian circuit with the described properties.
v3
v2
v1
v5
v4
v6
v8
v7
v11
v10
v9
Figure 9: Graph whose parallel 2-stable traces cannot be constructed by concatenating
two Eulerian circuits
The main idea of the second construction is to find a parallel 2-stable trace in each
block of graph G and then concatenate them into a parallel 2-stable trace of graph
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G. Let again G be an Eulerian graph fulfilling the conditions of Theorem 2.3. Denote
blocks of G with B1, . . . , Bk and cutvertices with v1, . . . , vl. Find first a parallel 2-stable
trace Wi in block Bi. Concatenate parallel 2-stable traces into a parallel 2-stable trace
of G in corresponding cutvertices. When concatenating, one has to be careful that no
1-repetitions and 2-repetitions appear.
Similar as for the first construction, none of the parallel 2-stable traces of graph
G from Fig. 9 can not be constructed by concatenating parallel 2-stable traces in its
blocks. Vertex v6 is a unique cutvertex of graph G and it is contained in both of its
blocks. Since v6 is of degree 2 in both blocks of graph G, none of them admit parallel
2-stable trace. Similar problem occurs if one or more blocks of G are bridges.
We could instead of parallel 2-stable traces in blocks demand parallel 1-stable traces
where 2-repetitions (or 1-repetitions if block is a bridge) are allowed at cutvertices but
are later removed during the concatenation into a parallel 2-stable trace of the whole
graph. Even this modification does not give us an algorithm for constructing a parallel
2-stable trace in an arbitrary graph. By Theorem 2.3 the graph G from Fig. 10 has a
parallel 2-stable trace. However, two of its block have vertices of degree 3 (v1, v2, v3,
and v4) and therefore by Proposition 2.2 do not admit neither parallel 1-stable trace
nor parallel 2-stable trace.
v1 v2
v3 v4
Figure 10: Graph whose parallel 2-stable trace cannot be constructed by concatenating
parallel 1-stable or parallel 2-stable traces in blocks of a graph
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