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GLOBAL EXISTENCE FOR THE DERIVATIVE NONLINEAR
SCHRO¨DINGER EQUATION BY THE METHOD OF INVERSE
SCATTERING
JIAQI LIU, PETER A. PERRY, AND CATHERINE SULEM
Abstract. We develop inverse scattering for the derivative nonlinear Schro¨-
dinger equation (DNLS) on the line using its gauge equivalence with a related
nonlinear dispersive equation. We prove Lipschitz continuity of the direct and
inverse scattering maps from the weighted Sobolev spaces H2,2pRq to itself.
These results immediately imply global existence of solutions to the DNLS for
initial data in a spectrally determined (open) subset of H2,2pRq containing a
neighborhood of 0. Our work draws ideas from the pioneering work of Lee
and from more recent work of Deift and Zhou on the nonlinear Schro¨dinger
equation.
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1. Introduction
The Derivative Nonlinear Schro¨dinger equation (DNLS)
iut ` uxx ` ip|u|2uqx “ 0
is a canonical dispersive equation derived from the Magneto-Hydrodynamic equa-
tions in the presence of the Hall effect. The equation models the dynamics of
Alfve´n waves propagating along an ambient magnetic field in a long-wave, weakly
nonlinear scaling regime [4, 18]. Under gauge transformations, DNLS takes different
equivalent forms. For example, defining
ψpx, tq “ upx, tq exp
ˆ
i
2
ż x
´8
|upy, tq|2dy
˙
,
DNLS becomes
iψt ` ψxx ` i|ψ|2ψx “ 0
which appears in optical models of ultra-short pulses and is sometimes referred to as
the Chen-Liu-Lee equation [5]. On the other hand, under the gauge transformation,
vpx, tq “ upx, tq exp
ˆ
3i
4
ż x
´8
|upy, tq|2dy
˙
,
the new function v satisfies
ivt ` vxx ´ i
2
|v|2vx ` i
2
v2v¯x ` 3
16
|v|4v “ 0
where the overbar means complex conjugate. The latter transformation has been
particularly useful in the mathematical analysis of solutions and questions of global
well-posedness. In terms of scaling properties, DNLS is invariant under the trans-
formation
uÑ uλ “ λ´1{2u
ˆ
x
λ
,
t
λ2
˙
.
In particular, it is L2-critical in the sense that
}uλ}L2 “ }u}L2.
DNLS has the same scaling properties as the Nonlinear Schro¨dinger (NLS) equation
with L2-critical focusing nonlinearity which has solutions that blowup in a finite
time. Yet, these two equations have very different structural properties.
It was proved by Hayashi and Ozawa [11] that solutions exist locally in time in
the Sobolev space H1pRq and they can be extended for all time if the L2-norm of
the initial condition is small enough, namely if }u0}L2 ă
?
2π. Recently, this upper
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bound has been improved to
?
4π by Wu [21]. The novelty of Wu’s argument comes
from using the conservation of the momentum
P pvq ”
ż ´
ℑpv¯vxq ` 1
4
|v|4
¯
dx
in addition to the conservation of mass and energy
Mpvq “ }vptq}2L2 , Epvq “ }vxptq}2L2 ´
1
16
}vptq}6L6 .
The question of global well-posedness of solutions of DNLS with large data re-
mains an important open problem.
A central property of DNLS, discovered by Kaup and Newell [12], is that it is
solvable through the inverse scattering method. In this pioneering work, the authors
establish the main elements of the inverse scattering analysis. In particular, they
find the Lax pair, analyze the linear spectral flow and derive the soliton solutions.
A key observation is that the associated spectral problem is of second order in terms
of the spectral parameter. This is in contrast with the ZS-AKNS system [1, 23] (the
linear spectral problem associated to NLS) which is of first order in the spectral
parameter. Its study was the object of Lee’s thesis [15] and his subsequent work
[16]. The spectral analysis also provides an infinite number of conserved quantities
[12].
The present paper is devoted to a rigorous analysis of the direct and inverse
scattering map, with the goal of providing insight and building blocks for the ques-
tions of global well-posedness, long-time behavior and asymptotic stability of soli-
tons. In the rest of the introduction, we present the framework for the inverse
scattering approach, building on seminal works by Beals, Coifman, Deift and Zhou
[2, 7, 8, 24, 25]. We first review the Lax representation for DNLS, the spectral prob-
lem that defines the direct scattering map, and Riemann-Hilbert problem (RHP)
that defines the inverse scattering map (Section 1.1). We then use symmetry re-
duction to give a more precise and analytically tractable definition of the direct and
inverse scattering maps (Section 1.2; see Definitions 1.2 and 1.3). The introduc-
tion ends with a summary of our results (Section 1.3). These include a Lipschitz
continuity property of the direct and inverse scattering maps in weighted Sobolev
spaces (Theorems 1.7, 1.8). Due to the simple time-evolution of the scattering
data (see (1.11)), this analysis provides a construction of a global smooth solution
of the DNLS equation under some restrictions on the initial condition (Theorem
1.4). Finally, we mention that the analysis of the direct and inverse scattering
maps and well-posedness of DNLS is also the subject of recent work by Pelinovsky
and Shimabukoro [19]. They work in slightly different weighted spaces and use a
mapping [12] that transforms the original spectral problem to a spectral problem
of Zakharov-Shabat type.
The class of initial data considered here (see Theorems 1.7 and 1.8) excludes
initial data with soliton solutions, and contains “small data.”
1.1. DNLS as an Integrable System. It is common to rewrite DNLS in the
form
(1.1) iut ` uxx “ iεp|u|2uqx
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where ε “ ˘1. A gauge transformation, different from those discussed above, plays
an important role in the analysis. It has the form
(1.2) qpx, tq “ upx, tq exp
ˆ
´iε
ż x
´8
|upy, tq|2dy
˙
and maps solutions of (1.1) into solutions of
(1.3) iqt ` qxx ` iεq2q¯x ` 1
2
|q|4q “ 0.
The latter equation is sometimes referred to as the Gerjikov-Ivanov equation [10].
We will actually solve (1.3) by inverse scattering and use the inverse of the gauge
transformation (1.2) to obtain the solution of (1.1). As the solution spaces of (1.1)
with ε “ 1 and ε “ ´1 are connected by the simple mapping upx, tq ÞÑ up´x, tq,
we will now fix ε “ 1 and consider only this case for the rest of the paper.
The advantage of this formulation manifests itself when analyzing the inverse
scattering map through the Riemann-Hilbert problem (RHP), allowing us to write
appropriately normalized, piecewise analytic solutions. A discussion of the use of
gauge transformations in soliton theory can be found in [20].
The integrable equations (1.1) and (1.3) each admit a Lax representation
Lt ´Ax ` rL,As “ 0
for suitable operators L and A. Equivalently, (1.1) and (1.3) are the compatibility
conditions for the system of equations
(1.4) ψx “ Lψ, ψt “ Aψ.
The operators A and L for (1.1) and (1.3) and their equivalence through the gauge
transformation are given in Appendix A. The flow defined by (1.3) with ε “ 1 is
linearized by the scattering transform associated with the linear problem
(1.5)
d
dx
Ψ “ ´iζ2σΨ` ζQpxqΨ ` P pxqΨ,
where Ψ is a 2ˆ 2 matrix-valued function of x and
σ “
ˆ
1 0
0 ´1
˙
, Qpxq “
ˆ
0 qpxq
qpxq 0
˙
, P pxq “
ˆ
p1pxq 0
0 p2pxq
˙
with
p1pxq “ ´pi{2q|qpxq|2, p2pxq “ pi{2q|qpxq|2.
As usual in the inverse scattering theory, time is seen as fixed, hence we omit the
time dependence of the functions under consideration for brevity, both for the direct
and inverse problems.
To describe the scattering transform, we recall the Jost solutions and their as-
sociated scattering data. First, observe that if q “ 0, (1.5) admits the solutions
Ψ0px, ζq “ expp´ixζ2σq. These solutions are bounded for ζ P Σ where
(1.6) Σ “  ζ P C : Impζ2q “ 0(
as shown in Figure 1.
From this observation, we are led to consider bounded solutions Ψ˘px, ζq of (1.5)
with ζ P Σ, asymptotic as xÑ ˘8 to Ψ0px, ζq. For such ζ, we denote by Ψ˘px, ζq
the unique solutions of (1.5) with
lim
xÑ˘8
Ψ˘px, ζqeixζ2σ “ 1.
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Figure 1. The Contours Σ and R
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Here and in what follows, 1 denotes the 2 ˆ 2 identity matrix. The Ψ˘ are called
Jost solutions. Analytically, it is more convenient to work with the normalized Jost
solutions
(1.7) m˘px, ζq “ Ψ˘px, ζqeixζ2σ
These functions solve the equation
(1.8)
d
dx
m “ ´iζ2 adσpmq ` ζQpxqm` P pxqm, adσpAq ” σA´Aσ,
with asymptotic condition
lim
xÑ˘8
m˘px, ζq “ 1.
It follows from (1.5) that detΨpxq is constant for any solution Ψ, and that any
two solutions Ψ1 and Ψ2 of (1.5) with nonvanishing determinant are related by
Ψ1 “ Ψ2A for a constant nonsingular matrix A. Hence, detmpxq is constant for
any solution of (1.8), and any two solutions m1 and m2 of (1.8) with nonvanish-
ing determinant are related by m1 “ m2e´ixζ2 adσA “ m2e´ixζ2σAeixζ2σ for a
nonsingular constant matrix A.
In particular, the Jost solutions Ψ˘ obey the relation
(1.9) Ψ`px, ζq “ Ψ´px, ζqT pζq, T pζq “
ˆ
apζq b˘pζq
bpζq a˘pζq
˙
The matrix T pζq is called the transition matrix, and the functions apζq, bpζq, a˘pζq,
b˘pζq are called the scattering data. We have
(1.10) detT pζq “ apζqa˘pζq ´ bpζqb˘pζq “ 1
and pa, a˘, b, b˘q obey the symmetry relations (1.20) described below. Roughly and
informally, the map q ÞÑ pa, a˘, b, b˘q is the direct scattering map.
The crucial result of inverse scattering theory for (1.3) is the following: suppose
that apλ, tq, a˘pλ, tq, bpλ, tq, b˘pλ, tq are the scattering data of a solution qpx, tq of
(1.3). It follows from the asymptotics of Ψ˘ and the equations (1.4) that
(1.11) 9apζ, tq “ 9˘apζ, tq “ 0, 9bpζ, tq “ 4iζ4bpζ, tq, 9˘bpζ, tq “ ´4iζ4b˘pζ, tq
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(see [12, eq. (34)]). Hence, to solve the Cauchy problem (1.3), it suffices to compute
the scattering data, solve the linear evolution equations (1.11), and invert the time-
evolved scattering data to recover qpx, tq.
Remark 1.1. Let Ω˘ “ tz P C : ˘ Impz2q ą 0u (see Figure 1 below). The function
a extends analytically to Ω´, while a˘ extends analytically to Ω`. It follows from
Theorem A in [15] that any zeros of a are contained in a bounded set. The zero
set respects the symmetries ζ Ñ ζ and ζ Ñ ´ζ. In addition, zeros of apζq and a˘pζq
cannot occur on the real axis. This is a consequence of the symmetry conditions
(1.20) and the fact that the determinant of the transition matrix T pzq is equal to
1 (see Figure 2 below).
Zeros of a in Ω´ correspond to L2 eigenfunctions and give rise to bright (ex-
ponentially decaying) solitons. Zeros of a on Σ are called resonances and give rise
to algebraic solitons. Although the Kaup-Newell algebraic solitons [12] decay too
slowly to belong to H2,2pRq, we have not yet been able to prove that zeros of a
on Σ cannot occur for H2,2pRq initial data. In the following, we exclude initial
conditions q for which apζq has zeros on Σ or in Ω´. Due to (1.11), this property
persists for all time.
Figure 2. Spectral Singularities in the ζ- and λ-planes
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ˆˆ
ˆ
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s
s
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s
s
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Spectrum in ζ Spectrum in λ “ ζ2
Origin (˝) Resonance (ˆ) Eigenvalue (‚)
To formulate the inverse scattering map, we recall that equation (1.8) admits
Beals-Coifman solutions Mpx, zq, piecewise analytic for z P CzΣ, with the following
spatial normalizations:
(i) The “right-hand” Beals-Coifman solutions are normalized so that
lim
xÑ8
Mpx, zq “ 1
for z P CzΣ, and Mpx, zq is bounded as xÑ ´8, for each such z, while
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(ii) The “left-hand” Beals-Coifman solutions are normalized so that
lim
xÑ´8
Mpx, zq “ 1
for z P CzΣ, and Mpx, zq is bounded as xÑ `8 for each such z.
We recall the construction of Beals-Coifman solutions in Section 4 for sake of com-
pleteness.
Denoting by Mpx, zq either the left or right Beals-Coifman solution for x P R
and z P CzΣ, there exist boundary values M˘px, ζq as ˘ Impz2q Ó 0 which obey a
jump relation of the form
(1.12) M`px, ζq “M´px, ζqe´ixζ2 adσvpζq, ζ P Σ.
The jump matrix vpζq is determined by the scattering data a, b, a˘, and b˘. For the
right-hand Beals-Coifman solution,
(1.13) vrpζq “
¨˝
1´ bpζqb˘pζq{apζqa˘pζq b˘pζq{apζq
´bpζq{a˘pζq 1
‚˛,
while for the left-hand Beals-Coifman solution,
(1.14) vℓpζq “
¨˝
1 b˘pζq{a˘pζq
´bpζq{apζq 1´ bpζqb˘pζq{apζqa˘pζq
‚˛.
This jump condition, together with the large-z asymptotics
(1.15) Mpx, zq „ 1` M´1pxq
z
` o `z´1˘
suffices to determine the Beals-Coifman solutions uniquely. Using this asymptotic
expansion in (1.8), it is easy to see that the potential Qpxq may be recovered from
the formula
Qpxq “ i adσ rM´1pxqs
which implies that
qpxq “ 2i lim
zÑ8
zM12px, zq.
We may take the Riemann-Hilbert problem (RHP) (1.12), (1.15) with given scat-
tering data pa, a˘, b, b˘q as a starting point to recover q from the scattering data. In
practice, the RHP with jump matrix (1.13) gives a stable reconstruction of qpxq for
x in half-lines rc,8q, while the RHP with jump matrix (1.14) gives a stable recon-
struction of the potential qpxq for x in half-lines p´8, cs. Roughly and informally,
the map pa, a˘, b, b˘q Ñ q defined by these RHPs is the inverse scattering map.
1.2. Symmetry Reduction. To give a precise formulation of the direct and in-
verse maps, we reduce by symmetry from scattering data on the oriented contour
Σ to scattering data on the oriented contour R. Both contours with orientation are
shown in Figure 1. The contour Σ can be viewed as the boundary of the regions
Ω˘ “  ζ P C : ˘ Im ζ2 ą 0( .
The map ζ ÞÑ ζ2 maps Σ onto R, Ω` onto C`, Ω´ onto C´, and induces the natural
orientation on the contour R.
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Even functions on Σ determine and are determined by functions on R. This ob-
servation allows us to reduce the scattering map defined by (1.5) to a map involving
functions on the real line.
We can reduce the spectral problem (1.8) from Σ to R by noting that the maps
(1.16) mpx, ζq ÞÑ
¨˝
m11px,´ζq ´m12px,´ζq
´m21px,´ζq m22px,´ζq
‚˛
and
(1.17) mpx, ζq ÞÑ
ˆ
0 1
1 0
˙
mpx, ζq
ˆ
0 1
1 0
˙
preserves the solution space of (1.8). It follows from the unicity of normalized Jost
solutions m˘ and stability of the solution space under (1.16) that
(1.18)
m`11px,´ζq “ m`11px, ζq, m`12px,´ζq “ ´m`12px,´ζq
m`21px,´ζq “ ´m`21px, ζq, m`22px,´ζq “ m`22px, ζq
and similarly for m´px, ζq. In an analogous way, it follows from unicity of m˘ and
stability of the solution space under (1.17), that
(1.19) m`22px, ζq “ m`11px, ζq, m`12px, ζq “ m`21px, ζq
and similarly for ` replaced by ´.
Equations (1.9), (1.18), and (1.19) imply the symmetry relations
(1.20) a˘pζq “ apζq, b˘pζq “ bpζq, ap´ζq “ apζq, bp´ζq “ ´bpζq
for the scattering data.
Using these relations, we can now reduce the scattering problem (1.8) with ζ P Σ
to scattering problem for λ “ ζ2 P R, and identify a single scattering datum ρpλq
to define the direct scattering map. Let
m7px, ζq “
¨˝
m11px, ζq ζ´1m12px, ζq
ζm21px, ζq m22px, ζq
‚˛.
By (1.18), m7 is an even function of ζ. Then define
λ “ ζ2, npx, λq “ m7px, ζq
The map ˆ
a b
c d
˙
ÞÑ
ˆ
a ζ´1b
ζc d
˙
is an automorphism of 2 ˆ 2 matrices and commutes with differentiation in x. It
follows that the functions n˘ obtained from M˘ by this map obey
dn˘
dx
“ ´iλ adσpn˘q `
ˆ
0 q
λq 0
˙
n˘ ` Pn˘(1.21a)
lim
xÑ˘8
n˘px, λq “ 1(1.21b)
and are related by
(1.22) n`px, λq “ n´px, λqe´iλx adσ
¨˝
αpλq βpλq
λβpλq αpλq
‚˛
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where
αpλq “ apζq, βpλq “ ζ´1b˘pζq
and the relation
|αpλq|2 ´ λ|βpλq|2 “ 1
holds. We used the symmetry relations (1.20) to compute the form of the transition
matrix in (1.22). Denoting by n one of n` or n´, we also have
(1.23) n22px, λq “ n11px, λq, n12px, λq “ λ´1n21px, λq
so that one column or row of npx, λq determines npx, λq completely. Finally we
define
(1.24) ρpλq “ βpλq{αpλq.
In Lemma 5.6 we show that a, a˘, b, b˘ can be reconstructed from ρ.
Definition 1.2. The map q ÞÑ ρ defined by (1.21), (1.22), and (1.24) is called the
direct scattering map and denoted R.
Similarly, one can reduce the RHP (1.12) with contour Σ and jump matrix (1.13)
to a RHP with contour R using symmetry [22]. It follows from the parity properties
of the scattering data (see (1.20)) and the jump relation (1.12) that the mapping
Mpx, ζq ÞÑ
¨˝
M11px,´ζq ´M12px,´ζq
´M21px,´ζq M22px,´ζq
‚˛
preserves the solution space of the RHP. This fact, together with unicity of the
solution (Lemma 5.9), implies that the diagonal entries of M˘ are even under the
reflection ζ ÞÑ ´ζ, while the off-diagonal entries are odd under this reflection (see
Lemma 5.14).
Let
M 7px, ζq “
¨˝
M11px, ζq ζ´1M12px, ζq
ζM21px, ζq M22px, ζq
‚˛
and define
Npx, ζ2q “M 7px, ζq.
One arrives at the RHP
N`px, λq “ N´px, λqe´iλx adσJpλq(1.25)
Jpλq “
¨˝
1´ λ|ρpλq|2 ρpλq
´λρpλq 1
‚˛
corresponding to the RHP with jump matrix (1.13), where ρpλq “ ζ´1b˘pζq{apζq. A
similar computation for the RHP with jump matrix (1.14) leads to a RHP in the λ
variable with ρpλq replaced by ρ˘pλq “ ζ´1b˘pζq{a˘pζq.
However, this RHP is not properly normalized: a careful computation shows
that the piecewise analytic function Npx, zq on CzR has the asymptotics
Npx, zq „
¨˝
1 0
pi{2qqpxq 1
‚˛`O `z´1˘
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as z Ñ8. It is more effective to consider the row-wise RHP
N`px, λq “ N´px, λqe´iλx adpσqJpλq
lim
λÑ8
N˘px, λq “ e1(1.26)
where
Npx, λq “ pN11px, λq, N12px, λqq , and e1 “ p1, 0q.
A similar problem occurs in the study of KdV in a small dispersion limit [6].
One recovers q from the relation
(1.27) qpxq “ 2i lim
zÑ8
zN12px, zq
where z Ñ 8 in CzR. As we show in §5.4 (see Proposition 5.15 and (5.34)), one
can also compute the limit in (1.27) from the integral formula
(1.28) qpxq “ ´ 1
π
ż
e´2iλxρpλqν11px, λq dλ.
where ν “ pν11, ν12q solves the Beals-Coifman integral equation (5.11) associated
with the RHP (1.26).
Definition 1.3. The mapping ρ ÞÑ q determined by the RHP (1.26) and the
asymptotic formula (1.27) is called the inverse scattering map and denoted I.
From the evolution equations (1.11), we see that1
9ρpλ, tq “ ´4iλ2ρpλ, tq.
In Lee’s thesis, it is shown that for Schwartz class initial condition q0 satisfying
certain spectral conditions, the formula
(1.29) qpx, tq “ I
”
e´4itp˛q
2 pRq0q p˛q
ı
pxq
gives a classical solution to (1.3). Lee’s class includes SpRqXU where U is the open
set in Theorem 1.4 below. We give a self-contained proof of the solution formula
(1.29) in section 7 and Appendix B.
1.3. Summary of Results. Given the solution formula (1.29) for Schwartz class
data, the key to obtaining a globally defined solution map with good continuity
properties is to prove precise continuity properties of the maps R and I in a natural
function space in which the map ρ ÞÑ e´4itp˛q2ρp˛q is continuous.
Let H2,2pRq be the completion of SpRq in the norm
}q}H2,2pRq “
››r1` p ¨ q2sqp ¨ q››
2
` ››q2››
2
.
The main result of our paper is expressed in the following theorem:
Theorem 1.4. There is a spectrally determined open subset U of H2,2pRq contain-
ing a neighborhood of 0 so that the solution map (1.29) for (1.3)
H2,2pRq ˆ R ÝÑ H2,2pRq
pq0, tq ÞÑ qp ¨ , tq
is continuous, and Lipschitz continuous in q0 for each t.
1This equation differs by a minus sign from Kaup-Newell [12, eq. (34)] since Kaup and Newell
take ρpλq “ ζ´1bpζq{apζq whereas we take ρpλq “ ζ´1b˘pζq{apζq.
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Remark 1.5. The set U consists, by definition, of those q P H2,2pRq for which the
scattering data αpλq is everywhere nonzero and has a zero-free analytic extension
αpzq to C´. For q “ 0, the transition matrix T pζq is the identity matrix (so
αpλq ” 1). It follows from the continuity of q ÞÑ α as a map from H2,2pRq to
itself that, given any c ą 0, there is a neighborhood U 1 of q “ 0 in H2,2pRq so
that, for all q P U 1, |αpqqpλq| ě c ą 0 for all λ P R. To see that αpqqp ¨ q has a
zero-free analytic continuation to Ω´ for q in a neighborhood of zero, one uses the
following facts. First, zeros of a in Ω´ correspond to L2 vector-valued solutions of
the problem (1.5) with exponential decay as xÑ ˘8. Second, one can show that
such L2 solutions satisfy a homogeneous Fredholm-type integral equation. Third,
if }q}H2,2 is sufficiently small, the Fredholm operator has trivial kernel, so any such
solutions must be identically zero. We omit details.
Since the gauge transformation (1.2) defines a Lipschitz continuous self-mapping
G of H2,2pRq onto itself with Gp0q “ 0, we immediately obtain:
Corollary 1.6. There is an open subset of H2,2pRq containing a neighborhood of
0 so that the solution map for (1.1)
H2,2pRq ˆ R ÝÑ H2,2pRq
pu0, tq ÞÑ up ¨ , tq
is continuous, and Lipschitz continuous in u0 for each t.
The technical core of our paper consists of the following two continuity results
for the direct and inverse scattering maps.
Theorem 1.7. There is an open subset U of H2,2pRq containing a neighborhood
of 0 so that the direct scattering map R, initially defined on SpRq X U , extends
to a Lipschitz continuous map from U into H2,2pRq. Moreover, RpUq is invariant
under the map ρ ÞÑ e´4itp˛q2ρp˛q, and also contains an open neighborhood of 0 in
H2,2pRq.
Theorem 1.8. There is an open subset V of H2,2pRq containing RpUq so that
the inverse scattering map I, initially defined on SpRq X V , extends to a Lipschitz
continuous map from V to H2,2pRq with the property that R ˝I is the identity map
on the open set V and I ˝R is the identity map on the open set U of Theorem 1.7.
We emphasize that results from Lee’s thesis [15] already imply that the direct
scattering map is continuous from SpRqXU into SpRq, and that the inverse map is
continuous from SpRq X V to SpRq. Our contribution is to prove sharp continuity
estimates between weighted Sobolev spaces.
The spaceH2,2pRq is invariant under the Fourier transform, and, for ρ P H2,2pRq,
the map t ÞÑ e´4itλ2tρpλq describes a continuous curve in H2,2pRq. Since the
nonlinear maps R and I linearize respectively to the direct and inverse Fourier
transform, the space H2,2pRq is well-suited to study the map (1.29).
Given Theorems 1.7 and 1.8, the proof of Theorem 1.4 is straightforward. The
solution map S defined by
pq0, tq ÞÑ I
”
e´4itp˛q
2 pRq0q p˛q
ı
p ¨ q
has the claimed continuity properties by Theorems 1.7 and 1.8. Thus, from Theorem
1.8 that Spq0, 0q “ q0. Moreover, the solution map gives a classical solution of (1.3)
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by Lee’s thesis or Theorem 7.2. The result for q P H2,2pRq now follows from
Lipschitz continuity of R and I.
In a subsequent paper [17], we establish the large-time asymptotics of the solution
qpx, tq for (1.3) using the steepest descent method of Deift-Zhou [7, 8] as recast by
Dieng-McLaughlin [9]. Finally, we mention that Kitaev and Vartanian developed
the inverse scattering method and found the long time behavior of solutions for
Schwarz class initial data with and without solitons. [13, 14].
The paper is organized as follows. In Section 2, we present some useful tools
of functional and complex analysis. They include interpolation and Sobolev em-
bedding lemmas for weighted spaces that will be used in the analysis on the direct
map, as well as basic properties of Cauchy projectors onto the lower and upper half
complex planes that come into play in the analysis of the RHP. We also recall the
Beals-Coifman formulation of the RHP which shows that the RHP is equivalent to
the Beals-Coifman integral equation. Section 3 is devoted to Lipschitz continuity
properties of the direct scattering map, initially defined on SpRqXU and extended
by continuity to H2,2pRq X U . We discuss the construction of Beals-Coifman solu-
tions in Section 4. In Section 5, we study the RHP and the reconstruction of q for
Schwartz class scattering data, and in Section 6, we prove Lipschitz continuity of
the inverse scattering map, initially defined on SpRqXV but extended by continuity
to H2,2pRqXV . In Section 7, we give a self-contained proof that the formula (1.29)
gives a classical solution of (1.3) if the initial data belong to SpRq X U . For sake
of completeness, several technical calculations and proofs are presented in Appen-
dices. In Appendix A, we formulate the Lax pairs for (1.1) and (1.3) and show
their equivalence through the gauge transformation (1.2). Finally, in Appendix B,
we supply some technical computations needed in Section 7.
We close this introduction with a guide to notation used for various solutions
of the linear systems defining the direct scattering map and the Riemann-Hilbert
problem defining the inverse scattering map. Lower case letters m, m7, n denote
solutions to the linear systems (1.8), (1.21), and ˘ superscripts designate Jost so-
lutions obeying a boundary condition at ˘8. The boldface letter n denotes the
renormalized first column of n (see (3.12)). Upper case letters M , N denote re-
spectively solutions of the Riemann-Hilbert problems (1.12), (1.25), and subscripts
˘ designate boundary values on Σ (for M) or R (for N). The boldface letter N
denotes a row-vector of N . The RHP’s for M and N are formulated precisely as
Problems 5.1 and 5.2. The letters µ and ν denote, respectively, the 2 ˆ 2 matrix-
valued solution for the Beals-Coifman integral equation corresponding to Problem
5.1 and the row vector-valued solution to the Beals-Coifman integral equation for
Problem 5.2. The Beals-Coifman equation for ν “ pν11, ν12q can be reduced for a
scalar integral equation for rν “ ν11 and in turn to an equation for ν7 “ rν´1 which
is studied in depth in Section 6.1.
2. Preliminaries
We start this section with some functional analysis results, namely estimates
for Volterra-type integral equations (Section 2.1.2) useful in the analysis of the
direct scattering map. Since the spectral problem and the RHP are formulated
for matrix-valued functions, we present in Section 2.2 some classical operations on
matrices. We then turn to complex analysis tools that are central for the study
of the inverse scattering map and recall some properties of Cauchy integrals and
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Cauchy operators in Section 2.3. We present a useful change-of-variables formula
for the Cauchy projectors in Section 2.4. Finally, we discuss the key ideas leading
to the reduction of the RHP to the so-called Beals-Coifman integral equation in
Section 2.5.
2.1. Some Tools from Functional Analysis.
2.1.1. Notations. If X and Y are Banach spaces, we denote by BpX,Y q the Banach
space of bounded linear operators from X to Y . We write BpXq for BpX,Xq. If
A is a Hilbert-Schmidt operator on a Hilbert space H, we denote by }A}HS the
Hilbert-Schmidt norm of A. If I is an interval on the real line, C0pI,Xq denotes
the space of continuous functions on I taking values in X . It is equipped with the
norm
}f}C0pI,Xq “ sup
xPI
}fpxq}X .
We write C0pXq if there is no possibility of confusion.
We denote by D the operator ´ipd{dxq, by xxy the smooth function p1` x2q1{2
and by xDy the Fourier multiplier with symbol p1 ` |ξ|2q1{2. Let L2,kpRq be the
space of L2pRq-functions with x ¨ ykfp ¨ q P L2pRq and Hα,βpRq the completion of
SpRq in the norm
}f}Hα,β “
´
}xDyαf}22 `
››xxyβf››2
2
¯1{2
.
The analysis of the scattering maps will be performed in the space H2,2pRq. Note
that }xxyu1}2 ď C }u}H2,2 . We normalize the Fourier transform as follows:pfpλq :“ pFfq pλq “ ż 8
´8
e´2iλxfpxq dx
qgpxq :“ `F´1g˘ pxq “ 1
π
ż 8
´8
e2iλxgpλq dλ.
2.1.2. Volterra Integral Equations.
Lemma 2.1. Suppose that X is a Banach space and consider the Volterra-type
integral equation
(2.1) upxq “ fpxq ` pTuqpxq
on the space C0pR`, Xq, where f P C0pR`, Xq and T is an integral operator on
C0pR`, Xq. f˚pxq “ supyěx }fpyq}X , and assume there is a nonnegative function
h P L1pR`q such that
(2.2) pTfq˚pxq ď
ż 8
x
hptqf˚ptq dt.
Then for each f , equation (2.1) has a unique solution. Moreover, the resolvent
pI ´ T q´1 obeys the bound
(2.3)
››pI ´ T q´1››
BpC0pI,Xqq
ď exp
ˆż 8
0
hptq dy
˙
.
Estimate (2.3) is obtained by expanding pI´T q´1 in powers of T and using (2.2)
iteratively in the form
pT nfq˚pxq ď 1
n!
ˆż 8
x
hpyq dy
˙n
f˚pxq.
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to get a convergent series.
Remark 2.2. There is an obvious analogue of Lemma 2.1 for the negative half-line.
2.2. Matrix Operations. For a 2ˆ 2 matrix
A “
ˆ
a b
c d
˙
,
we denote its Frobenius norm |A| “ ?a2 ` b2 ` c2 ` d2. We will often use the
decomposition
A “ Adiag `Aoff
where
Adiag “
ˆ
a 0
0 d
˙
, Aoff “
ˆ
0 b
c 0
˙
.
Note that
pABqdiag “ AdiagBdiag `AoffBoff , pABqoff “ AdiagBoff `AoffBdiag.
Let
σ “
ˆ
1 0
0 ´1
˙
and define adσpAq “ rσ,As “ σA´Aσ. We have
adσpAq “
ˆ
0 2b
´2c 0
˙
and adσpAdiagq “ 0. If A is off-diagonal,
padσq´1
ˆ
0 b
c 0
˙
“ 1
2
ˆ
0 b
´c 0
˙
.
The exponential operator eiθ adσ acts linearly on 2ˆ 2 matrices:
eiθ adσ
ˆ
a b
c d
˙
“
ˆ
a e2iθb
e´2iθc d
˙
.
2.3. Cauchy Projections and Hilbert Transform.
2.3.1. Contours. Figure 1 displays the oriented contours under consideration. In-
tegration on the oriented contour Σ may be parameterized as follows:ż
Σ
fpζq dζ “
ż 8
0
fptq dt´ i
ż 8
0
fpitq dt´
ż 8
0
fp´tq dt` i
ż 8
0
fp´itq dt(2.4)
and integration with respect to arc length is parameterized asż
Σ
fpζq |dζ| “
ż 8
0
pfptq ` fp´tq ` fpitq ` fp´itqq dt.
Denote by LppΣq the space of measurable functions on Σ with norm
}f}LppΣq ”
ˆż
Σ
|fpζq|p |dζ|
˙1{p
finite. We say that f P L1pΣq is even if fp´ζq “ fpζq and odd if fp´ζq “ ´fpζq.
It is easy to see that the integral of an even function is zero while the integral of
an odd function is given byż
Σ
fpζq dζ “ 2
ż 8
0
fptq dt´ 2i
ż 8
0
fpitq dt.
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A short computation using (2.4) shows that for any function f P H1pΣq,
(2.5)
ż
Σ
fpζq dζ “
ż
R
`
fp?uq ´ fp?´uq˘ du
2
?
u
.
where R is given the usual orientation.
2.3.2. Cauchy Projectors. We recall some basic facts about the Cauchy transform
and the Cauchy projectors. See, for example, Deift-Zhou [8, Section 2] for details
and references.
Let Λ denote an oriented contour in the complex plane which can be either Σ or
R (as plotted in Figure 1). Ω˘ denotes the region ˘ Impζ2q ą 0 if Λ “ Σ, and the
region ˘ Impλq ą 0 if Λ “ R.
For f P LppΛq, p P p1,8q, the Cauchy integral
pCfqpzq “ 1
2πi
ż
Λ
1
s´ z fpsq ds
defines a function bounded and analytic in CzΛ. The nontangential limits
pC˘fqpζq “ lim
zÑζ, zPΩ˘
pCfqpzq
exist for almost every z P Λ, and the estimate››C˘f››
p
ď cp }f}p
holds. We have the Plemelj-Sokhotski formula
(2.6) C˘f “ ˘1
2
f ´ 1
2
Hf
where H is the Hilbert transform
pHfqpzq “ lim
εÓ0
1
πi
ż
ΛXt|s´z|ąεu
1
z ´ sfpsq ds
From this, it follows that C` ´ C´ “ I on LppΛq. If p “ 2, C˘ are orthogonal
projections. In particular, if the contour is R, the Cauchy projectors C˘ are simply
defined via the Fourier transform :`
C`f
˘ pλq “ 1
π
ż 8
0
e2iλζ pfpζq dζ(2.7)
`
C´f
˘ pλq “ 1
π
ż ´8
0
e2iλζ pfpζq dζ(2.8)
A short computation using (2.4) shows that the Hilbert transformH on Σ preserves
the subspaces of odd and even functions on Σ. We will use this fact in the sequel.
We will also make use of the following commutator identities.
Lemma 2.3. Suppose that m is a nonnegative integer and f P L2,mpRq. Then
ζmC˘ rf s pζq “ C˘ rp ¨ qmfp ¨ qs ´
m´1ÿ
j“0
ζm´1´j
fj
2πi
, fj ”
ż
Σ
sjfpsq ds.(2.9)
Proof. The case m “ 1 follows from (2.6) and the commutator identity
(2.10) rz,Hsf “ 1
πi
ż
Σ
f.
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Indeed, one writes
C˘ pp ¨ qfp ¨ qq ´ ζpC˘fqpζq “ rC˘, ζsf
“ ´1
2
rH, ζsf “ 1
2πi
ż
Σ
fpsqds.
The general formula is derived by induction. 
2.4. Change of Variables in Cauchy Projectors. The following change of vari-
ables formula for the Cauchy transform appears in Lee [15, §8]. We reproduce it
here for the reader’s convenience.
Let Σ “  ζ P C : ℑpζ2q “ 0( with the orientation shown in Figure 1. The map-
ping ζ ÞÑ ζ2 maps Σ onto R and induces the usual orientation. Let CΣ and CR
be the respective Cauchy integrals for Σ and R. For u P R we denote by ?u the
principal branch of the square root function, so that, referring to Figure 1:
‚ u ÞÑ ?u maps R onto Σ1 Y Σ2, and
‚ u ÞÑ ´?u maps R onto Σ3 Y Σ4.
For f P H1pΣq, define
gpuq “ 1
2
`
f
`?
uq ` fp´?u˘˘ ,
hpuq “ 1
2
?
u
`
fp?uq ´ fp´?uq˘ .
Lemma 2.4. Let f P H1pΣq and z P CzΣ. The identities
(2.11) pCΣfq pzq “ pCRgq pz2q ` z pCRhq pz2q
hold. Moreover, for any ζ P Σ,
(2.12)
`
C˘Σ f
˘ pζq “ `C˘
R
g
˘ pζ2q ` ζ `C˘
R
h
˘ pζ2q
Proof. Using (2.5), we computeż
Σ
fpsq
s´ z
ds
2πi
“ 1
2πi
ż
R
ˆ
fp?uq?
u´ z ´
fp´?uq
´?u´ z
˙
du
2
?
u
“ ´1
2
ż
R
fp?uq ` fp´?uq
z2 ´ u
du
2πi
´ z
ˆ
1
2
ż
R
fp?uq ´ fp´?uq?
u
1
z2 ´ u
du
2πi
˙
.
This gives the formula for CΣf . Observe that the quadratic mapping z ÞÑ z2 takes
the regions Ω˘ to the half-planes C˘, and paths approaching Σ non-tangentially
from Ω` (resp. Ω´) are mapped to paths approaching R non-tangentially from C`
(resp. C´). Formula (2.12) is now an immediate consequence of (2.11). 
Remark 2.5. From Lemma 2.4, we easily deduce that if f is an odd function on Σ
and hpuq “ fp?uq{?u then
(2.13)
`
C˘Σ f
˘ pζq “ ζ `C˘
R
h
˘ pζ2q.
On the other hand, if f is an even function on Σ and gpuq “ fp?uq, then
(2.14)
`
C˘Σ f
˘ pζq “ `C˘
R
g
˘ pζ2q.
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2.5. Riemann-Hilbert Problem and Beals-Coifman Integral Equation. We
recall briefly the Beals-Coifman [2] approach to RHPs: see, for example, [8, Section
2] for a detailed exposition and further references. Let Λ be an oriented contour
(for our purpose, a finite union of oriented lines) that divides CzΛ into disjoint open
sets Ω` and Ω´. Suppose given a 2ˆ 2 measurable, matrix-valued function v on Λ
with v, v´1 P L8pΛq. Formally, the normalized RHP pΛ, vq is stated as follows:
Problem 2.6. Find a piecewise analytic function Mpzq on CzΛ so that
‚ Mpzq Ñ 1 as |z| Ñ 8, and
‚ the boundary values M˘pζq obey the jump relation M`pζq “M´pζqvpζq.
To formulate this notion more rigorously, we say that a pair of measurable func-
tions pf`, f´q on Λ belong to BCΛpLpq if there is a function h P LppΛq with the
property that f˘ “ C˘Λ h. In this case, f˘ are boundary values of the piecewise
analytic function
F pzq “ 1
2πi
ż
Λ
1
s´ z hpsq ds.
Here p P p1,8q; in the sequel, we will be concerned exclusively with the case p “ 2.
We now reformulate the normalized RHP pΛ, vq as follows:
Problem 2.7. Find a pair of matrix-valued functions pM`,M´q with
‚ M˘ ´ 1 P BCΛpLpq, and
‚ M`pζq “M´pζqvpζq for a.e. ζ P Λ
Given a solution of the RHP pΛ, vq, we can then recover the piecewise analytic
functionMpzq through the Cauchy transform of the function h withM˘´1 “ C˘Λ h:
Mpzq “ 1`
ż
Λ
hpsq
s´ z
ds
2πi
.
To derive the Beals-Coifman integral equation, we assume that the jump matrix
vpζq admits a matrix factorization of the form
vpζq “ p1´ w´pζqq´1p1` w`pζqq
for weight functions w˘ P L8pΛq. If we set
µpζq “M`pζqp1` w`pζqq´1 “M´pζqp1´ w´pζqq´1
assuming that M˘ solve the RHP, it follows that the additive jump M` ´M´ is
given by
M`pζq ´M´pζq “ µpζqpw`pζq ` w´pζqq
so that the piecewise analytic function Mpzq is given by
Mpzq “ 1`
ż
Λ
1
s´ z
“
µpsqpw`psq ` w´psqq‰ ds
2πi
.
Taking boundary values from Ω`, we find that
M`pζq “ µpζqp1` w`pζqq “ 1` C`Λ
“
µp ¨ qpw`p ¨ q ` w´p ¨ q‰ pζq.
Using I “ C`Λ ´C´Λ , we conclude that µ obeys the Beals-Coifman integral equation
(2.15) µ “ 1` Cwµ
where, for any 2ˆ 2 matrix-valued function h P LppΛq,
(2.16) Cwphq “ C`Λ phw´q ` C´Λ phw`q.
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In (2.16), the operators C˘Λ act componentwise on matrix-valued functions. Note
that Cw is a bounded operator from L
ppΛq to itself for any p P p1,8q since w˘ P
L8pΛq and C˘Λ are bounded operators on LppΛq. An important result of the theory
is the following (see for example [8, Proposition 2.6]).
Proposition 2.8. The operator pI´Cwq has trivial kernel as an operator on LppΛq
if and only if the RHP pΛ, vq on Lp has a unique solution.
In applications, pI ´ Cwq will be a Fredholm operator on LppΛq. In this case,
we have:
Proposition 2.9. Suppose that the normalized RHP pΛ, vq has at most one solution
M˘. Let
vpζq “ p1´ w´pζqq´1p1` w`pζqq
be a factorization of v, with the property that the operator pI ´ Cwq is Fredholm.
Then, there exists a unique solution of the Beals-Coifman integral equation (2.15)
and the unique solution to the RHP is given by M˘ “ 1`C˘h where h “ µpw` `
w´q.
3. The Direct Scattering Map
This section is devoted to the analysis of the map q ÞÑ ρ defined by (1.22) and
(1.24) and the proof of Theorem 1.7. We prove all estimates for q P SpRq and
use without comment Lee’s result that the Jost solutions and scattering data are
infinitely differentiable in their arguments. This fact justifies integrations by parts
and differentiation of integral equations that occur in the proofs. The estimates
so obtained show that the map q ÞÑ ρ extends to a Lipschitz continuous map on
H2,2pRq X U , where U is the spectrally determined set in Theorem 1.7.
Using the symmetry reduction (1.23), it suffices to study the column vector
pn˘11, n˘21qT . Setting
eλpxq “ e´2iλx,
we have from (1.21a)-(1.21b) that n˘11 and n
˘
21 obey the integral equations
n˘11px, λq “ 1´
ż ˘8
x
`
qpyqn˘21py, λq ` p1pyqn˘11py, λq
˘
dy(3.1a)
λ´1n˘21px, λq “ ´
ż ˘8
x
eλpy ´ xq
´
qpyqn˘11py, λq ` p2pyq
`
λ´1n˘21py, λq
˘¯
dy.(3.1b)
As we will see, these equations imply that n˘21px, λq{λ is regular at λ “ 0. To
compute α and β from n˘11 and n
˘
21, we evaluate (1.22) at x “ 0 and use the
symmetry (1.23) to conclude that
αpλq “ n`11p0, λqn´11p0, λq ´ λ´1n´21p0, λqn`21p0, λq,(3.2)
βpλq “ 1
λ
´
n´11p0, λqn`21p0, λq ´ n`11p0, λqn´21p0, λq
¯
.(3.3)
To prove Theorem 1.7, we need estimates on the solutions of (3.1) and their deriva-
tives in λ as L2pRq-valued functions of x. For λ in a bounded interval I0, we can
study the equations (3.1) directly. In subsection 3.1, we will prove:
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Proposition 3.1. Let I0 be a bounded interval in R. The maps
q Ñ n`11p0, λq, q Ñ n˘21p0, λq{λ,
initially defined for q P SpRq, extend to Lipschitz continuous maps from H2,2pRq
into H2pI0q.
To obtain uniform estimates for large λ, we begin with some simple algebraic
manipulations on the solutions of (1.21). Using the identity
p´2iλq´1pd{dxqeλpxq “ eλpxq
and integrating by parts in (3.1b), we may remove the factor of λ at the expense
of taking derivatives of q. Inserting (1.21a) to evaluate the derivative of n˘11 that
occurs in the computation,we observe some cancellations and obtain that
n˘11px, λq “ 1`
1
2i
ż ˘8
x
qpyq
ż ˘8
y
eλpz ´ yqq7pzqn˘11pz, λq dz dy(3.4a)
n˘21px, λq “ ´
1
2i
qpxqn˘11px, λq ´
1
2i
ż ˘8
x
eλpy ´ xqq7pyqn˘11py, λq dy(3.4b)
where
(3.5) q7pxq “ q1pxq ` qpxqp1pxq “ q1pxq ´ i
2
|qpxq|2qpxq.
Note that n˘21 does not appear in the equation for n
˘
11. We first solve the integral
equation (3.4a) for n˘11, and then use its solution to compute n
˘
21.
It is helpful to extract the leading order behavior of n˘11 and n
˘
21 for large λ by
setting
(3.6) η˘11px, λq “ n˘11px, λq ´ 1, η˘21px, λq “ n˘21px, λq `
1
2i
qpxq.
From (3.4) and (3.6), we conclude that
η˘11px, λq “ F˘px, λq `
`
T˘η
˘
11
˘ px, λq(3.7a)
η˘21px, λq “ G˘px, λq ´
1
2i
qpxqη˘11 ´
1
2i
ż ˘8
x
eλpy ´ xqq7pyqη˘11py, λq dy(3.7b)
where
F˘px, λq “ ´
ż ˘8
x
qpyqG˘py, λq dy,(3.8a)
G˘px, λq “ ´ 1
2i
ż ˘8
x
eλpy ´ xqq7pyq dy(3.8b)
pT˘fq px, λq “ 1
2i
ż ˘8
x
qpyq
ż ˘8
y
eλpz ´ yqq7pzqfpzq dz(3.8c)
In terms of the solutions η˘11 and η
˘
21, the functions αpλq and βpλq defined in (3.2)
and (3.3) are expressed as
αpλq ´ 1 “ α1pλq ´ 1
λ
α2pλq(3.9)
λβpλq “ β1pλq ` β2pλq(3.10)
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where
α1pλq “ η`11p0, λq ` η´11p0, λq ` η`11p0, λqη´11p0, λq
α2pλq “ |qp0q|
2
4
` 1
2i
qp0qη´21p0, λq ´
1
2i
qp0qη`21p0, λq ` η´21p0, λqη`21p0, λq
and
β1pλq “
ˆ
η`21p0, λq ´
1
2i
qp0qη`11p0, λq
˙
´
ˆ
η´21p0, λq´
1
2i
qp0qη´11p0, λq
˙
β2pλq “ η´11p0, λqη`21p0, λq ´ η`11p0, λqη´21p0, λq
Let η˘ “ pη˘11, η˘21q and I8 ” tλ P R : |λ| ą 1u . In Section 3.2, we will prove:
Proposition 3.2. The maps
q Ñ η˘p0, λq, q Ñ η˘λ p0, λq, q Ñ λ´1η˘λλp0, λq,
initially defined for q P SpRq, extend to Lipschitz continuous from H2,2pRq to
L2pI8q.
Proof of Theorem 1.7, given Propositions 3.1 and 3.2. Propositions 3.1, 3.2, and
Sobolev embedding show that q ÞÑ ηp0, ¨ q is Lipschitz continuous from H2,2pRq
into H1pRq. It follows from this fact and (3.9) that q ÞÑ α´ 1 is Lipschitz continu-
ous from H2,2pRq to H1pRq. Since α ” 1 if q “ 0, there is an open neighborhood U
of zero in H2,2pRq so that infλPR |αpqqpλq| ą 0 for all q P U . The map q Ñ 1{α´ 1
is locally Lipschitz continuous from U into H1pRq.
It follows from Proposition 3.1 and (3.2)–(3.3) that the map q Ñ ρ is Lipschitz
from U to H2pI0q for any bounded interval I0. To show that q ÞÑ ρ is also Lipschitz
from U to H2,2pI8q, we need to show that the maps q Ñ λ2ρ and q Ñ ρ2 are
Lipschitz continuous on U .
To prove that q Ñ λ2ρ is Lipschitz continuous from U to L2pI8q, it suffices to
show that q Ñ λ2β has the same Lipschitz continuity. From (3.10), we compute
λ2βpλq “ λ
ˆ
η`21p0, λq`
1
2i
qp0qη`11p0, λq
˙
´ λ
ˆ
η´21p0, λq´
1
2i
qp0qη´11p0, λq
˙
` λ
´
η`21p0, λqη´11p0, λq ´ η´21p0, λqη`11p0, λq
¯
To estimate the three right-hand terms, we rewrite (3.7b) as
η˘21 “ ´
1
2i
qη˘11 ´
1
2i
ż ˘8
x
e´2iλpy´xqq7p1` η˘11q dy.
Setting x “ 0 and integrating by parts to remove the power of λ we obtain
λ
ˆ
η˘21p0, λq `
1
2i
qp0qη˘11p0, λq
˙
“ ´ λ
2i
ż ˘8
0
e´2iλyq7p1 ` η˘11q dy
“ 1
4
q7p0q ` 1
4
q7p0qη˘11p0, λq `R˘pλq
where
R˘pλq “
ˆ
1
4
ż ˘8
0
e´2iλypq7q1p1` η˘11q
˙
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`
ˆ
1
4
ż ˘8
0
e´2iλyq7
„
qη˘21 `
1
2i
|q|2η˘11
˙
.
We can then compute
λ2βpλq “R`pλq ´R´pλq ` η´11p0, λqR`pλq ´ η`11p0, λqR´pλq
` 1
4
q7
“
η`11p0, λq ´ η´11p0, λq
‰
Since q ÞÑ η˘11p0, λq is Lipschitz from H2,2pRq to C0pI8q by Sobolev embedding, it
suffices to show that q ÞÑ R˘pλq is Lipschitz from H2,2pRq to L2pI8q. This follows
from the estimate››R˘››
L2pI8q
ď ››pq7qx››2 ´1` ››η˘11››L2pR˘ˆI8q¯
` `››q7q››
2
` ››q7|q|2››
2
˘ ´
1` ››η˘11››L2pR˘ˆI8q ` ››η˘21››L2pR˘ˆI8q¯ .
To prove that q Ñ ρ2 is Lipschitz continuous on U , we exploit the identityˆ
β
α
˙2
“ pβq
2
α
´ 2 pβq
1pαq1
pαq2 `
β
α
ˆ
´α
2
α
` 2pα
1q2
α2
˙
.
From this identity, it suffices to show that the maps
(3.11) q ÞÑ β2pλq, q ÞÑ β1pλq, q ÞÑ λβ1pλq, q ÞÑ α1pλq, q ÞÑ λ´1α2pλq,
are Lipschitz continuous from H2,2pRq to L2pI8q, and that the map q ÞÑ λ´1α1pλq
is continuous from H2,2pRq to C0pI8q. This last fact will follow from Lipschitz
continuity of the maps q ÞÑ α1pλq and q ÞÑ λ´1α2pλq from H2,2pRq to L2pI8q and
Sobolev embedding. Lipschitz continuity of the maps (3.11) is easily deduced from
(3.9), (3.10), and Proposition 3.2. 
3.1. Small-λ Estimates. In this subsection we prove Proposition 3.1. We give
the proofs for n`11 and n
`
21 since the others are similar. We set
(3.12) n “ pn`11 ´ 1, λ´1n`21q
so that (3.1) becomes
(3.13) n “ n0 ` T0n, n0 ” T0e1
where
(3.14) pT0hqpxq “ ´
ż 8
x
K0px, y, λqhpyq dy
and
(3.15) K0px, y, λq “
¨˝
p1pyq qpyq
eλpy ´ xqqpyq p2pyq
‚˛
so that
(3.16) n0 “
ż 8
x
¨˝
p1pyq
eλpy ´ xqqpyq
‚˛dy.
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We will establish existence, uniqueness, and estimates on n by studying (3.13) as a
Volterra integral equation. To study λ-derivatives of the solution, we will solve the
integral equations
nλ “ n1 ` T0pnλq, n1 ” pn0qλ ` pT0qλn(3.17)
nλλ “ n2 ` T0pnλλq, n2 ” pn0qλλ ` pT0qλλn` 2pT0qλnλ(3.18)
We will prove Proposition 3.1 in the following steps. Let I0 denote a bounded
interval of R, which we’ll finally set to I “ p´2, 2q. We will write T0 as T0pλq
or T0pλ, qq to emphasize its dependence on λ P I and q P H2,2pRq. First, we
obtain basic estimates on n0 and its derivatives (Lemma 3.3) and obtain mapping
properties of the operators T0, pT0qλ, and pT0qλλ (Lemma 3.4). Second, we show
that the family of operators pI ´ T0pλqq´1 ´ I indexed by λ P I0 induces bounded
operatorsxL0 : C0pR`, L2pI0qq Ñ C0pR`, L2pI0qq, xL0 : L2pR` ˆ I0q Ñ L2pR` ˆ I0q
(Lemmas 3.5, 3.6 and Remark 3.7). Third, we solve (3.13) to prove that
n P C0pR`, L2pI0qq X L2pR` ˆ I0q
(Lemma 3.8). Fourth, we use this result to show that
n1 P C0pR`, L2pI0qq X L2pR` ˆ I0q
and solve (3.17) to show that
nλ P C0pR`, L2pI0qq X L2pR` ˆ I0q
(Lemma 3.9). Fifth, we use this result to show that n2 P C0pR`, L2pI0qq and solve
(3.18) to prove that
nλλ P C0pR`, L2pI0qq
(Lemma 3.10). Combining these results, we conclude that np0, λq P H2pI0q. Lips-
chitz continuity of the map q ÞÑ np0, λq follows from resolvent bounds established
on pI ´ T0q´1 and the second resolvent formula.
In what follows, we define
γ1pyq “ 2|qpyq| ` |p1pyq| ` |p2pyq|.
Note that }q}H2,2 bounds }γ1}L1 and }γ1}L2,2 .
(1) Estimates on n0 and T0. Let
g1px, y, λq “ ´2ipx´ yqeλpx ´ yqqpyq,
g2px, y, λq “ 4px´ yq2eλpx´ yqqpyq
Then
(3.19) pn0qλ “
¨˚
˚˝ 0ż 8
x
g1px, y, λq dy
‹˛‹‚, pn0qλλ “
¨˚
˚˝ 0ż 8
x
g2px, y, λq dy
‹˛‹‚
while the integral kernels of pT0qλ and pT0qλλ are
pK0qλpx, y, λq “
¨˝
0 0
g1px, y, λq 0
‚˛,(3.20)
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pK0qλλpx, y, λq “
¨˝
0 0
g2px, y, λq 0
‚˛.(3.21)
Lemma 3.3. Let I0 be a bounded interval. The following estimates hold.
}n0}C0pR`,L2pI0qq ď }p1}L1 ` }q}L2 , }n0}L2pR`ˆI0q ď }q}L2,1{2 .(3.22)
}pn0qλ}C0pR`,L2pI0qq ď }q}L2,1{2 , }pn0qλ}L2pR`ˆIq À }q}L2,1(3.23)
}pn0qλλ}C0pR`,L2pI0qq ď }q}L2,1 .(3.24)
Proof. To prove (3.22), we note that the first component is independent of λ,
bounded by }p1}L1 , and continuous. To bound the second component, let ϕ P
C80 pI0q, computeż
I
ϕpλq
ż 8
x
eλpy ´ xqqpyq dy “
ż 8
x
pϕpy ´ xqqpyq dy
so that ››››ż 8
x
ep ¨ qpx´ yqqpyq dy
››››
L2pI0q
ď
ˆż 8
x
|qpyq|2 dy
˙1{2
.
The first estimate is immediate and the second follows by integration in x.
A similar argument shows that››››ż 8
x
g1px, y, ¨ q dy
››››
L2pI0q
ď
ˆż 8
x
y|qpyq|2 dy
˙1{2
from which (3.23) follows.
Similarly, ››››ż 8
x
g2px, y, ¨ q dy
››››
L2pI0q
ď
ˆż 8
x
y2|qpyq|2 dy
˙1{2
.

The operator pT0qλ induces linear mappings L2pR` ˆ I0q Ñ L2pR` ˆ I0q and
L2pR` ˆ I0q Ñ C0pR`, L2pI0qq by the formula gpx, λq “ pT0qλpfp ¨ , λqqpxq, and
similarly for pT0qλλ. We will need the following estimates on these induced maps.
Lemma 3.4. Suppose that q P H2,2pRq. The following operator bounds hold uni-
formly in q P H2,2pRq, and the operators are Lipschitz functions of q.
(i) }pT0qλ}L2pR`ˆI0qÑL2pR`ˆI0q À }q}L2,3{2 ,
(ii) }pT0qλ}L2pR`ˆI0qÑC0pR`,L2pI0qq À }q}L2,2
(iii) }pT0qλλ}L2pR`ˆI0qÑC0pR`,L2pI0qq À }q}L2,2
Proof. For an operator T pλq with integral kernel kpx, y, λq satisfying the estimate
supλPI |kpx, y, λq| ď hpyq and satisfying kpx, y, λq “ 0 if x ą y, the BpL2pR`ˆ I0qq-
norm is controlled byˆż 8
0
ż 8
x
hpyq2 dy dx
˙1{2
“
ˆż 8
0
y hpyq2 dy
˙1{2
and the BpL2pR` ˆ I0q, C0pR`, L2pI0qqq-norm is controlled by
sup
x
ˆż 8
0
hpyq2 dy
˙1{2
.
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The conclusions follow from this observation and the estimates
|g1px, y, λq| ď |y||qpyq|, |g2px, y, λq| ď y2|qpyq|
true for x ď y. Since these operators are linear in q the Lipschitz continuity is
immediate. 
(2) Resolvent estimates. Our construction of the resolvent is based on the
estimate (see Lemma 2.1 and (2.2))
(3.25) pT0fq˚pxq ď
ż 8
x
γ1pyqf˚pyq dy.
which is an easy consequence of (3.15).
Lemma 3.5. For each λ P R and q P H2,2pRq, the operator pI ´ T0q´1 exists as a
bounded operator from C0pR`qbC2 to itself. Moreover, pI´T0q´1´I is an integral
operator with continuous integral kernel L0px, y, λq, L0px, y, λq “ 0 for x ą y. The
integral kernel L0px, y, λq satisfies the estimate
(3.26) |L0px, y, λq| ď exp p}γ1}L1q γ1pyq
Proof. Because T0 is a Volterra operator, we deduce from Lemma 2.1 that pI´T0q´1
exists as a bounded operator on C0pR`q b C2. We can obtain rather precise esti-
mates on the resolvent through the Volterra series. The integral kernel K0px, y, λq
obeys the estimate |K0px, y, λq| ď γ1pyq where on the left, | ¨ | denotes the operator
norm on 2ˆ 2 matrices. The operator
L0 ” pI ´ T0q´1 ´ I
is an integral operator with integral kernel L0px, y, λq given by
L0px, y, λq “
$’&’%
ř8
n“1Knpx, y, λq, x ď y
0, x ą y
where
Knpx, y, λq “ż
xďy1ď¨¨¨ďyn´1
K0px, y1, λqK0py1, y2, λq . . .K0pyn´1, y, λq dyn´1 . . . dy1
and the estimate
|Knpx, y, λq| ď 1pn´ 1q!
ˆż 8
x
γ1ptqdt
˙n´1
γ1pyq
holds. The estimate (3.26) follows. 
Now suppose that f P C0pR`, L2pI0qq and let
(3.27) gpx, λq “
ż 8
x
L0px, y, λqfpy, λq dy.
Denote by pL0 the map f Ñ g. We will prove:
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Lemma 3.6. The estimates
(3.28)
››pL0››BpC0pR`,L2pI0qqq ď e}γ1}L1 }γ1}L1 .
and
(3.29)
››pL0››
BpL2pR`ˆI0qq
ď e}γ}L1 }γ1}L2,2
hold.
Proof. Suppose that g P C0pR`, L2pI0qq. Then f belongs to C0pR`, L2pI0qq since
|gpx, λq| ď e}γ1}L1
ż 8
x
γ1pyq|fpy, λq| dy
and we may conclude from Minkowski’s integral equality that
}gpx, ¨ q}L2pI0q ď e}γ1}L1
ż 8
x
γ1pyq }f}C0pR`,L2pI0qq dy.
It follows that L induces a bounded mapping pL0 from C0pR`, L2pI0qq to itself
obeying the estimate (3.28).
Similarly, suppose that f P L2pR` ˆ I0q. Defining g as in (3.27), we estimate
|gpx, λq| ď
ˆż 8
x
|L0px, y, λq|2 dy
˙1{2ˆż 8
x
|gpy, λq|2 dy
˙1{2
so that
}g}2L2pR`ˆI0q ď
ż 8
0
ˆ
sup
λPI
ż 8
x
|L0px, y, λq|2 dy
˙ˆż
I
ˆż 8
x
|gpy1, λq|2 dy1
˙
dλ
˙
dx
ď
ˆż 8
0
ż 8
x
γ1pyqe}γ1}L1 dy dx
˙
}g}L2pR`ˆI0q
ď e}γ1}L1 }γ1}L2,2 }g}L2pR`ˆI0q .
so that the operator bound (3.29) holds. 
Remark 3.7. As an immediate consequence of Lemma 3.6, we see that pI ´ T0q´1
induces bounded operators on BpC0pR`, L2pI0qqq and BpL2pRˆI0qq with respective
norms bounded by 1` }γ1}L1 exp }γ1}L1 and 1` }γ1}L1 exp }γ1}L2,2 .
(3) Solving for n. We can now use these resolvent estimates to solve (3.13).
Lemma 3.8. Suppose that q P H2,2pRq and let I0 Ă R be a bounded interval. There
exists a unique solution of (3.13) for each λ P I0 so that n P C0pR`, L2pI0qq X
L2pR` ˆ I0q. Moreover the map q Ñ n is Lipschitz continuous from H2,2pRq to
C0pR`, L2pI0qq X L2pR` ˆ I0q.
Proof. An immediate consequence of Lemma 3.3, (3.22), Lemma 3.6, and Remark
3.7. 
(4) Solving for nλ. Next, we estimate nλ by controlling n1 and solving (3.17).
Lemma 3.9. Suppose that q P H2,2pRq and let I0 Ă R be a bounded interval. There
exists a unique solution of (3.17) belonging to n P C0pR`, L2pI0qq X L2pR` ˆ I0q.
Moreover, the map q Ñ n is Lipschitz continuous from H2,2pRq to C0pR`, L2pI0qqX
L2pR` ˆ I0q.
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Proof. From Lemma 3.8, estimate (3.23) of Lemma 3.3, and Lemma 3.4(i) and
(ii), we may conclude that n1 P C0pR`, L2pI0qq X L2pR` ˆ I0q and is Lipschitz
continuous in q. We may then solve (3.17) for nλ P C0pR`, L2pI0qq X L2pR` ˆ I0q
using Lemma 3.6 and Remark 3.7. The map q Ñ nλ is Lipschitz continuous from
H2,2pRq to C0pR`, L2pI0qq XL2pR` ˆ I0q since q Ñ n1 has this continuity and the
resolvents are Lipschitz continuous as operator-valued functions. 
(5) Solving for nλλ. Finally, we control n2 and solve (3.18) to estimate nλλ.
Lemma 3.10. Suppose that q P H2,2pRq and I0 Ă R is a bounded interval. There
exists a unique solution of (3.18) in C0pR`, L2pI0qq. Moreover, the map q Ñ nλλ
is Lipschitz continuous from H2,2pRq to CpR`, L2pI0qq.
Proof. From Lemma 3.3, eq. (3.24), Lemma 3.8, Lemma 3.9, and Lemma 3.4(ii),
(iii), we deduce that n2 P C0pR`;L2pI0qq with q Ñ n2 Lipschitz as a map from
H2,2pRq to C0pR`, L2pI0qq. We now use Lemma 3.6 and Remark 3.7 to solve for
nλλ as before. 
Proof of Proposition 3.1. An immediate consequence of Lemmas 3.8, 3.9, 3.10, and
the fact that the restriction map f Ñ fp0q from C0pR`;L2pI0qq to L2pI0q is con-
tinuous. 
3.2. Large-λ Estimates. In this subsection we prove Proposition 3.2. To study
η`11, pη`11qλ and pη`11qλλ, we solve (3.7a) and the derived equations
pη`11qλ “ pF`qλ ` pT`qλ rη11s ` T`
“pη`11qλ‰(3.30)
pη`11qλλ “ pF`qλλ ` 2pT`qλ rpη11qλs ` pT`qλλ rη11s ` T`
“pη`11qλλ‰ .(3.31)
With good estimates in hand for η`11 and its derivatives, it will be a simple matter
to prove the corresponding estimates on η`21 using (3.7b).
In the rest of this section, we will drop the ˘ and obtain estimates η`11 and η`21
since the analogous estimates for η´11 and η
´
21 are similar. We will write η11 for η
`
11,
F for F`, T for T
`, etc. We recall that I8 “ tλ P R : |λ| ą 1u.
Overall, we follow a strategy similar to that of section 3.1 to study the scalar
equation (3.7a) for η11, and then use these results to obtain comparable estimates
on η21. First, we will obtain estimates on F and G and derivatives of these functions
in λ (Lemmas 3.11, 3.12, 3.14, and 3.15). Second, we will obtain resolvent estimates
for pI´T q´1 by a method similar to that used in the previous subsection (Lemmas
3.16 and 3.17). Third, we will solve (3.7a) for η11 (Lemma 3.18). Fourth, we’ll solve
(3.30) for Bη11{Bλ (Lemma 3.19). Fifth, we’ll solve (3.31) for B2η11{Bλ2 (Lemma
3.20). Finally we will use (3.7b) to obtain estimates on η21 (Lemma 3.21).
(1) Estimates on F , G, and T .
Lemma 3.11. Suppose q P H2,2pRq. The following define Lipschitz maps from
H2,2pRq into C0pR`, L2pI8qq X L2pR` ˆ I8q:
piq G, piiq F, piiiq BGBλ , pivq
BF
Bλ .
The following define Lipschitz maps from H2,2pRq into C0pR`, L2pI8qq:
pvq λ´1 B
2G
Bλ2 , pviq λ
´1 B2F
Bλ2
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Proof. Observing that
}F }C0pR`,L2pI8qq ď }q}L1 }G}C0pR`,L2pI8qq ,
}F }L2pR`I8q ď }q}L2,1{2 }G}L2pR`ˆI8q
we see that (i) ñ (ii). To prove (i) we pick ϕ P C80 pI8q and mimic the proof of
Lemma 3.3. The Lipschitz continuity follows from the fact that G is linear in q and
F is bilinear in q.
One can similarly check that (iii) ñ (iv), so it suffices to prove (iii). We do so
by mimicking the proof of Lemma 3.3 for the function
BG
Bλ “ ´
1
2i
ż 8
x
´ipy ´ xqeλpy ´ xqq7pyq dy.
Finally, it is easy to see that (v) ñ (vi). To prove (v), we recall q7 “ q1´ i
2
|q|2q
and split
B2G
Bλ2 px, λq “ h1px, λq ` h2px, λq
where
h1px, λq “ 2i
ż 8
x
py ´ xq2eλpy ´ xqq1pyq dy
h2px, λq “ ´
ż 8
x
py ´ xq2eλpy ´ xqqpyq|qpyq|2 dy
We can estimate h2 as before but for h1 we integrate by parts to obtain
h1px, λq “
ż 8
x
`
2iλpy ´ xq2 ` 2py ´ xq˘ qpxqeλpy ´ xq
We can now use previous techniques to bound λ´1h1px, λq for I8. 
The operator T defined in (3.8c) has the integral kernel
(3.32) Kq`px, y, λq “
$’’&’’%
ˆż y
x
eλpy ´ zqqpzq dz
˙
q7pyq, x ă y,
0 x ą y.
From this computation, we can prove:
Lemma 3.12. The Volterra estimate
(3.33) pTfq˚pxq ď
ˆ
}q}1
ż 8
x
|q7pyq| dy
˙
f˚pxq
holds. Moreover
sup
xPR`
ˇˇˇˇż ˘8
x
|Kq`px, y, λq|2 dy
ˇˇˇˇ1{2
À λ´1 }q}H2,2
ˇˇˇˇż ˘8
x
|q7pyq|2 dy
ˇˇˇˇ1{2
(3.34) ˆż
R`ˆR`
|Kq`px, y, λq|2 dx dy
˙1{2
À λ´1 }q}H2,2
ˇˇˇˇż `8
0
|y||q7pyq|2 dy
ˇˇˇˇ1{2
(3.35) ˜ż
R`
ˆż
R`
ˇˇ
K
q
`px, y, λq
ˇˇ
dy
˙2
dx
¸1{2
À }q}L2,1
››q7››
L2,1
.(3.36)
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We omit the proof.
Remark 3.13. It follows respectively from (3.33), (3.34), (3.35), and (3.36) that T
is a bounded operator from C0pR`q to itself, from L2pR`q to C0pR`q, and from
C0pR`q to L2pR`q. The map q ÞÑ T is bilinear and Lipschitz continuous from
H2,2pRq to the corresponding Banach spaces of bounded operators with constants
uniform in λ P I8.
Lemma 3.14. Let δ P r0, 1{2q. Then, the continuity estimates
}Tq,λ1 ´ Tq,λ2}BpC0q Àδ |λ1 ´ λ2|δ
››q7››
L2,1
}q}L1 ,(3.37)
}Tq1,λ ´ Tq2,λ}BpC0q À
›››q71 ´ q72›››
L1
}q1}L1 `
›››q72›››
L1
}q1 ´ q2}L1 ,(3.38)
}Tq,λ1 ´ Tq,λ2}BpL2q À |λ1 ´ λ2|δ
ˆż 8
0
|y|1`2δ|q7pyq|2 dy
˙1{2
(3.39)
}Tq1,λ ´ Tq2,λ}BpL2q À
ˇˇˇˇż ˘8
0
|y||q71 ´ q72|2 dy
ˇˇˇˇ1{2
}q1}L1(3.40)
`
ˇˇˇˇż ˘8
0
|y||q72|2 dy
ˇˇˇˇ1{2
}q1 ´ q2}L1
hold, where the implied constants in (3.38) and (3.40) are uniform in λ with I8.
Finally we need mapping properties of the operators Tλ and Tλλ.
Lemma 3.15. The estimates
(i) }Tλ}BpL2pR`ˆI8qq ď
››q7››
L2,1
}q}L1 ,
(ii) }Tλ}BpL2pR`ˆI8q,C0pR`,L2pI8qqq ď
››q7››
L2,1
}q}L2,2 ,
(iii)
››λ´1Tλλ rhs››C0pR`,L2pI8qq À }q}2H2,2 ´}h}L2pR`ˆI8q ` }hx}L2pR`ˆI8q¯.
hold.
Proof. (i), (ii) From the formula
BT
Bλ rhspx, λq “
ż 8
x
qpyq
ż 8
y
pz ´ yqeλpz ´ yqq7pzqhpz, λq dz dy.
we may estimateˇˇˇˇBT
Bλ rhs px, λq
ˇˇˇˇ
ď ››q7››
L2,1
}hp ¨ , λq}L2pR`q
ż 8
x
|qpyq| dy.
We easily conclude that››››BTBλ rhs
››››
C0pR`,L2pI8qq
ď ››q7››
L2,1
}q}L1 }h}L2pR`ˆI8q ,››››BTBλ rhs
››››
L2pR`ˆI8q
À ››q7››
L2,1
}q}L2,2 }h}L2pR`ˆI8q
which imply (i) and (ii). The maps are Lipschitz since they are bilinear in q.
(iii) From the formula
B2T
Bλ2 rhs px, λq “ 2i
ż 8
x
qpyq
ż 8
y
pz ´ yq2eλpz ´ yqq7pzqhpz, λq dz dy
“ I1 ` I2
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where
I1 “ 2i
ż 8
x
qpyq
ż 8
y
pz ´ yq2eλpz ´ yqq1pzqhpz, λq dz dy,
I2 “ ´
ż 8
x
qpyq
ż 8
y
pz ´ yq2eλpz ´ yq|qpzq|2hpz, λq dz dy.
Since z2|qpzq|2 P L2,1 for q P H2,2pRq, we can estimate I2 using the same techniques
used for (i), (ii). The expression I1 makes sense for q P SpRq but we must integrate
by parts to obtain an expression that is meaningful for arbitrary q P H2,2pRq. We
compute
I2 “ 2i
ż 8
x
qpyq
ż 8
y
eλpz ´ yqqpzq
“´2iλpz ´ yq2hpz, yq ` 2pz ´ yqhpz, yq‰ dz dy
` 2i
ż 8
x
qpyq
ż 8
y
eλpz ´ yqqpzq
“pz ´ yq2hzpz, λq‰ dz dy.
from which (iii) follows. 
(2) Resolvent Estimates. As before we exploit Volterra estimates to construct
the resolvent, obtain an integral kernel, and extend the resolvent to a bounded
operator on the spaces C0pR`, L2pI8qq and L2pR` ˆ I8q.
Lemma 3.16. Suppose that q P H2,2pRq. The resolvent pI ´ T q´1 exists as a
bounded operator in C0pR`q and the operator L ” pI ´ T q´1 ´ I is an integral
operator with integral kernel Lpx, y, λq so that Lpx, y, λq “ 0 for x ą y, Lpx, y, λq
continuous in px, y, λq for x ă y, and obeying the estimates
|Lpx, y, λq| ď exp `}q}L1 ››q7››L1˘ }q}L1 |q7pyq|.
Moreover, the map q Ñ pL is Lipschitz continuous from H2,2pRq into
BpC0pR`, L2pI8qq X BpL2pR` ˆ I8qq.
We omit the proof, which is very similar to the proof of Lemma 3.5. The integral
kernel L defines an operator pL much as the integral kernel L0 defined an operatorpL0 in (3.27) and Lemma 3.6. Following that analysis, one has:
Lemma 3.17. The estimates
(3.41)
››pL››
BpC0pR`,L2pI8qqq
ď }q}L1
››q7››
L1
exp
`}q}L1 ››q7››L1˘
and ››pL››
BpL2pR`,L2pI8qqq
ď }q}L2,1
››q7››
L2,1
` }q}6H2.2 exp
`}q}L1 ››q7››L1˘(3.42)
Proof. The estimate (3.42) follows from (3.41), the formula
pI ´ T q´1 ´ I “ T ` T pI ´ T q´1T,
and the bounds on T : L2 Ñ C0, T : C0 Ñ L2, and T : L2 Ñ L2 obtained
in Lemma 3.12 and Remark 3.13. The estimate (3.41) follows from the Volterra
estimate (3.33) and the same argument used to in the proof of Lemma 3.6 to prove
(3.28). 
(3) Solving for η11. From the resolvent construction above, we can solve for
η11.
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Lemma 3.18. For each q P H2,2pRq and λ P I8, the equation (3.7a) admits
a unique solution η11 P C0pR`, L2pI8qq X L2pR` ˆ I8q. Moreover, q Ñ η11 is
Lipschitz continuous as a map from H2,2pRq to C0pR`, L2pI8qq X L2pR` ˆ I8q.
Proof. A direct consequence of Lemma 3.11(ii) and Lemma 3.17. 
(4) Solving for Bη11{Bλ. By controlling the inhomogeneous term in (3.30), we
can estimate pη11qλ.
Lemma 3.19. For each q P H2,2pRq and λ P I8, the equation (3.30) admits a
unique solution pη11qλ P C0pR`, L2pI8qq X L2pR` ˆ I8q. Moreover, q Ñ pη11qλ is
Lipschitz continuous as a map from H2,2pRq to C0pR`, L2pI8qq X L2pR` ˆ I8q.
Proof. By (3.30) and Lemma 3.17, it suffices to show that the inhomogeneous term
Fλ ` Tλ rη11s
belongs to C0pR`, L2pI8qq X L2pR` ˆ I8q. This follows from Lemma 3.11(iv),
Lemma 3.15(i),(ii), and Lemma 3.18. 
(5) Solving for B2η11{Bλ2. Next we obtain estimates on pη11qλλ using (3.31).
Lemma 3.20. For each q P H2,2pRq, λ P I8, equation (3.31) admits a unique
solution pη11qλλ with λ´1pη11qλλ P C0pR`, L2pI8q. Moreover, q Ñ λ´1pη11qλλ is
Lipschitz continuous as a map from H2,2pRq to C0pR`, L2pI8qq.
Proof. By (3.31) and Lemma 3.17, it suffices to show that the inhomogeneous term
λ´1Fλλ ` 2λ´1Tλ rpη11qλs ` λ´1Tλλ rη11s
belongs to C0pR`, L2pI8q. For the first term, this follows from Lemma 3.11(vi),
for the second term from Lemma 3.15(i), (ii), Lemma 3.7a, and for the third term
from Lemma 3.15(iii) and Lemmas 3.18 and 3.19. 
(6) Estimates on η21 and its derivatives. It is now a simple matter to
use (3.7b), estimates on G, and results already proved for η11 to obtain Lipschitz
continuity of η21 and its derivatives.
Lemma 3.21. The maps q Ñ η21, q Ñ pη21qλ, and q Ñ λ´1pη21qλλ are Lipschitz
continuous from H2,2pRq to C0pR`, L2pI8qq
Proof. Referring to (3.7b) and dropping the ˘ signs, the term Gpx, λq has the
required properties by Lemma 3.11(i), (iii), (v), and the second right-hand term
of (3.7b) has the required properties since q is bounded and η11 has the correct
mapping properties by Lemmas 3.18, 3.19, and 3.20. Thus, it remains to analyze
the third term of (3.7b) (dropping the ` sign on η11)
W px, λq “ 1
2i
ż 8
x
eλpy ´ xqq7pyqη11py, λq dy.
It is easy to see that
}W }C0pR`,L2pI8qq ď
1
2
››q7››
L2
}η11}L2pR`ˆI8q
}Wλ}C0pR`,L2pI8qq ď
1
2
´››q7››
L2,1
}η11}L2pR`ˆI8q `
››q7››
L2
}pη11qλ}L2pR`ˆI8q
¯
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which shows that q ÑW and q ÑWλ have the required properties.
To analyze Wλλ, recall (3.5) to write W “W1 `W2 where
W1px, λq´ “ 1
2i
ż 8
x
eλpy ´ xqq1pyqη11py, λq dy,
W2px, λq´ “ ´
ż 8
x
eλpy ´ xqqpyq|qpyq|2η11py, λq dy.
We first control W1. Differentiating in λ we have
pW1qλλpx, λq “W11px, λq `W12px, λq
where
W11px, λq “ ´2i
ż 8
x
eλpy ´ xqpy ´ xq2q1pyqη11py, λq, dy
W12px, λq “ ´
ż 8
x
eλpy ´ xqq1pyqpη11qλλpy, λq dy
It is easy to see that
sup
xě0
››p ¨ q´1W12px, ¨ q››L2pI8q ď ››q1››L2 ››p˛q´1pη11qλp ¨ , ˛q››L2pR`ˆI8q
so that q Ñ λ´1pW11qλλ has the correct mapping property. Turning to W11, we
integrate by parts to remove the derivative on q and obtain
W11px, λq “ ´2i
ż 8
x
eλpy ´ xqqpyq
`
2py ´ xqη11px, λq ` py ´ xq2pη11qxpy, λq
˘
dy
(3.43)
` 4λ
ż 8
x
eλpy ´ xqpy ´ xq2 qpyqη11py, λq dy.
The first right-hand term in (3.43) has C0pR`, L2pI8qq-norm bounded by
(3.44) }q}L2,1 }η11}L2pR`ˆI8q .
Since, by (3.1a) and (3.6),
pη11qx “ pn11qx “ qpyq
ˆ
η21px, λq ´ 1
2i
qpxq
˙
´ i
2
|qpyq|2 p1` η11px, λqq ,
we can reexpress the second right-hand term in (3.43) as
´ 2i
ż 8
x
eλpy ´ xqpy ´ xq2
ˆ
|qpyq|2p´ 1
2i
qpyq ` η21py, λq
˙
dy
´ 2i
ż 8
x
eλpy ´ xqpy ´ xq2
ˆ
´ i
2
qpyq|qpyq|2p1 ` η11py, λq
˙
dy
which has C0pR`, L2pI8qq-norm bounded by constants times
(3.45) }q}3H2,2
´
1` }η11}L2pR`ˆI8q ` }η21}L2pR`ˆI8q
¯
.
Finally, dividing by λ in the third term, we can estimate the C0pR`, L2pI8qq norm
of the quotient by
(3.46) }q}L2,2 }η11}L2pR`ˆI8q .
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Combining (3.44), (3.45), and (3.46), we see that››p˛q´1W11p ¨ , ˛q››C0pR`,I8q À ´1` }q}3H2,2¯(3.47)
ˆ
´
1` }η11}L2pR`ˆI8q ` }η21}L2pR`ˆI8q
¯
,
which shows that W1 has the required mapping property.
Now we turn to W2. Since
pW2qλλpx, λq “ ´
ż 8
x
eλpy ´ xq|qpyq|2
`rpη11qλλpy, λq
´2ipy ´ xqpη11qλpy, λq ´ 4py ´ xq2η11py, λq
‰
dy,
we may estimate››p˛q´1pW2qλλp ¨ , ˛q››C0pR`,L2pI8qq ď }q}2H2,2 ´››λ´1pη11qλ››C0pR`,L2pI8qq(3.48)
` }pη11qλ}C0pR`,L2pI8qq
`}η11}C0pR`,L2pI8qq
¯
.
This shows that q ÑW2 has the correct mapping properties.
Combining (3.47) and (3.48), we conclude that q ÞÑWλλ has the correct mapping
property, and hence, also, q ÞÑ p˛q´1ηλλp ¨ , ˛q. 
Proof of Proposition 3.2. An immediate consequence of Lemmas 3.18, 3.19, 3.20,
and 3.21 and the fact that the restriction map f Ñ fp0q from C0pR`;L2pI8qq to
L2pI8q is continuous. 
4. Beals-Coifman Solutions
In this section we construct the Beals-Coifman solutions for (1.8). It follows
from (1.7) and the discussion in the Introduction that the scattering data is given
by
(4.1) m`px, ζq “ m´px, ζqe´ixζ2 adpσq
ˆ
apζq b˘pζq
bpζq a˘pζq
˙
where the symmetries (1.20) hold. In order to elucidate properties of the scattering
data we recall the integral equations for m˘.
Assuming that q P L1 X L2 (so that both Q and P are L1 matrix-valued func-
tions), the Jost solutions m˘ are solutions of the integral equations
m`px, ζq “ I ´
ż 8
x
e´ipx´yqζ
2 adpσq rpζQpyq ` P pyqqmpy, ζqs dy
m´px, ζq “ I `
ż x
´8
e´ipx´yqζ
2 adpσq rpζQpyq ` P pyqqmpy, ζqs dy
with detm`pxq “ detm´pxq “ 1.
Observe thatˆ
m`11px, ζq
m`21px, ζq
˙
“
ˆ
1
0
˙
´
ż 8
x
ˆ
ζqm`21 ` p1m`11
e2iζ
2px´yq
“
qm`11 ` p2m`21
‰ ˙ dy(4.2)
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m`12px, ζq
m`22px, ζq
˙
“
ˆ
0
1
˙
´
ż 8
x
ˆ
e´2iζ
2px´yq
“
ζqm22` ` p1m`12
‰
ζqm`12 ` p2m`22
˙
dy(4.3)
ˆ
m´11px, ζq
m´21px, ζq
˙
“
ˆ
1
0
˙
`
ż x
´8
ˆ
ζqm´21 ` p1m´11
e2iζ
2px´yq
“
qm´11 ` p2m´21
‰ ˙ dy(4.4)
ˆ
m´12px, ζq
m´22px, ζq
˙
“
ˆ
0
1
˙
`
ż x
´8
ˆ
e´2iζ
2px´yq
“
ζqm´22 ` p1m´12
‰
ζqm´12 ` p2m´22
˙
dy(4.5)
Using the fact that detm` “ detm´ “ 1, it is easy to deduce that
apζq “
ˇˇˇˇ
ˇ m
`
11 m
´
12
m`21 m
´
22
ˇˇˇˇ
ˇ “W ´m´p1q,m`p2q¯(4.6)
a˘pζq “
ˇˇˇˇ
ˇ m
´
11 m
`
12
m´21 m
`
22
ˇˇˇˇ
ˇ “W ´m`p1q,m´p2q¯(4.7)
It follows from (4.1), the first line of (4.2), and the second line of (4.3) that
apζq “ 1´
ż 8
´8
`
ζqm`21 ` p1m`11
˘
dy,(4.8)
a˘pζq “ 1´
ż 8
´8
`
ζqm`12 ` p2m`22
˘
dy.(4.9)
(4.10)
Using (1.10), (4.1), the first line of (4.4), and the second line of (4.5), we also have
apζq “ 1`
ż 8
´8
`
ζqm´12 ` p1m´22
˘
dy(4.11)
a˘pζq “ 1`
ż 8
´8
`
ζqm´21 ` p1m´11
˘
dy(4.12)
Write m`p1q “ pm`11,m`21qT , m`p2q “ pm`12,m`22qT , and similarly for m´p1q and m´p2q.
An easy argument with Volterra estimates, paying attention to the modulus of
expp˘2iζ2px´ yqq, shows that
‚ m`p1q has a bounded analytic continuation to ℑpζ2q ă 0
‚ m`p2q has a bounded analytic continuation to ℑpζ2q ą 0
‚ m´p1q has a bounded analytic continuation to ℑpζ2q ą 0
‚ m´p2q has a bounded analytic continuation to ℑpζ2q ă 0
It follows from these observations, (4.6), and (4.7) that
‚ apζq has an analytic extension to ℑpζ2q ă 0
‚ a˘pζq has an analytic extension to ℑpζ2q ą 0
To construct the Beals-Coifman solutions, we will need the asymptotic behavior
of m˘p1q as x Ñ ¯8 and m˘p2q as xÑ ¯8. An argument with the dominated con-
vergence theorem, exploiting the decay of the exponential expp˘ipx´ yqζ2 adpσqq,
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shows that
lim
xÑ´8
m`21px, ζq “ 0, ℑpζ2q ă 0
lim
xÑ´8
m`12px, ζq “ 0, ℑpζ2q ą 0
lim
xÑ`8
m´12px, ζq “ 0, ℑpζ2q ă 0
lim
xÑ`8
m´21px, ζq “ 0, ℑpζ2q ą 0.
It follows from these relations, the integral equations (4.2), (4.3), (4.4), (4.5), and
the integral identities (4.8), (4.9), (4.11), and (4.12) that
lim
xÑ´8
m`p1qpx, ζq “
ˆ
apζq
0
˙
ℑpζ2q ă 0(4.13)
lim
xÑ´8
m`p2qpx, ζq “
ˆ
0
a˘pζq
˙
ℑpζ2q ą 0(4.14)
lim
xÑ`8
m´p1qpx, ζq “
ˆ
a˘pζq
0
˙
ℑpζ2q ą 0(4.15)
lim
xÑ`8
m´p2qpx, ζq “
ˆ
0
apζq
˙
ℑpζ2q ă 0.(4.16)
4.1. Construction of Beals-Coifman Solutions. We now define the right-hand
Beals-Coifman solutions by
Mrpx, ζq “
$’’’’’&’’’’’%
˜
m´p1qpx, ζq
a˘pζq , m
`
p2qpx, ζq
¸
, ℑpζ2q ą 0,
˜
m`p1qpx, ζq,
m´p2qpx, ζq
apζq
¸
, ℑpζ2q ă 0.
These solutions are piecewise analytic, and bounded as xÑ ´8 by the boundedness
of the normalized Jost solutions and the functions apζq and a˘pζq (so long as apζq
and a˘pζq have no zeros). By (4.15) and (4.14), they are normalized so that
lim
xÑ8
Mrpx, ζq “ I, ℑζ2 ‰ 0,
and are bounded as xÑ ´8.
Similarly, the left-hand Beals-Coifman solutions, given by
Mℓpx, ζq “
$’’’’’’&’’’’’’%
˜
m´p1qpx, ζq,
m`p2qpx, ζq
a˘pζq
¸
, ℑpζ2q ą 0,
˜
m`p1qpx, ζq
apζq , m
´
p2qpx, ζq
¸
, ℑpζ2q ă 0
are piecewise analytic, bounded as xÑ `8, and normalized so that
lim
xÑ´8
Mℓpx, ζq “ I, ℑζ2 ‰ 0.
GLOBAL EXISTENCE FOR THE DNLS EQUATION 35
Both Mr and Mℓ have boundary values as ˘ℑζ2 Ó 0. We denote these respec-
tively by M˘r and M
˘
ℓ . We now compute the jump relations for these boundary
values. In what follows, we write
fpxq „
xÑ˘8
gpxq
if limxÑ˘8 |fpxq ´ gpxq| “ 0.
From (4.1) it is easy to see that, for ℑζ2 “ 0,
m`p1qpx, ζq „xÑ´8 e
´ixζ2 adpσq
ˆ
apζq
bpζq
˙
m`p2qpx, ζq „xÑ´8 e
´ixζ2 adpσq
ˆ
b˘pζq
a˘pζq
˙
m´p1qpx, ζq „xÑ`8 e
´ixζ2 adpσq
ˆ
a˘pζq
´bpζq
˙
m´p2qpx, ζq „xÑ`8 e
´ixζ2 adpσq
ˆ
´b˘pζq
apζq
˙
It follows from these relations that
M`ℓ px, ζq „xÑ`8 e
´ixζ2 adpσq
¨˚
˝ a˘pζq 0
´bpζq 1
a˘pζq
‹˛‚(4.17)
M´ℓ px, ζq „xÑ`8 e
´ixζ2 adpσq
¨˚
˝
1
apζq ´b˘pζq
0 apζq
‹˛‚(4.18)
and
M`r px, ζq „
xÑ´8
e´ixζ
2 adpσq
¨˚
˝
1
a˘pζq b˘pζq
0 a˘pζq
‹˛‚(4.19)
M´r px, ζq „
xÑ´8
e´ixζ
2 adpσq
¨˚
˝ apζq 0
bpζq 1
apζq
‹˛‚(4.20)
From (4.17) and (4.18), we compute that
(4.21) M`ℓ “M´ℓ e´ixζ
2 adpσqvℓ, vℓ “
¨˝
1 b˘{a˘
´b{a 1´ bb˘{aa˘
‚˛
while, from (4.19) and (4.20), we see that
(4.22) M`r “M´r e´ixζ
2 adpσqvr, vr “
¨˝
1´ bb˘{aa˘ b˘{a
´b{a˘ 1
‚˛
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4.2. The Riemann-Hilbert Problems in the λ Variables. We can recast the
left and right RHP’s (4.21) and (4.22) in terms of the dependent variables N˘ and
the spectral variable z “ ζ2. The new RHP is an RHP with contour R. Applying
the automorphism
ϕ :
ˆ
a b
c d
˙
ÞÑ
ˆ
a ζ´1b
ζc d
˙
to the Jost and Beals-Coifman solutions and exploiting the odd symmetry of off-
diagonal components, and even symmetry of diagonal components, with respect to
the reflection ζ ÞÑ ´ζ, we may define first
n˘px, λq “ ϕpm˘px, ζqq, λ “ ζ2
and then
N˚px, λq “ ϕpN˚px, ζqq, λ “ ζ2
where ˚ “ ℓ, r. Set
αpλq “ apζq, βpλq “ ζ´1bpζq, α˘pλq “ a˘pζq, β˘pλq “ ζ´1b˘pζq.
From the symmetries (1.20), it follows that
(4.23) α˘pλq “ αpλq, β˘pλq “ βpλq.
We can now compute jump relations for the pairs pN`ℓ , N´ℓ q and pN`r , N´r q. It
follows from (4.21), (4.22), and the definitions above that
N`ℓ “ N´ℓ
¨˝
1 β˘{α˘
´λβ{α 1´ λββ˘{αα˘
‚˛(4.24)
N`r “ N´r
¨˝
1´ λββ˘{αα˘ β˘{α
´λβ{α˘ 1
‚˛(4.25)
Setting ρ˘ “ β˘{α˘ and ρ “ β˘{α respectively in (4.24) and (4.25) and using the
symmetries (4.23), we conclude that
N`ℓ “ N´ℓ
¨˝
1 ρ˘
´λρ˘ 1´ λ|ρ˘|2
‚˛(4.26)
N`r “ N´r
¨˝
1´ λ|ρ|2 ρ
´λρ 1
‚˛(4.27)
5. The Riemann-Hilbert Problem for Schwartz Class Data
In this section we study the RHP that defines the inverse scattering map. We
only discuss the ‘right’ RHP problem since the discussion for the ‘left’ RHP is
similar.
We begin by formulating precisely the RHPs pΣ, vq (see Problem 5.1) and pR, Jq
(see Problem 5.2). Next, we prove that these two problems are equivalent under
suitable hypotheses on the respective data v and J . We then prove that the RHP
pΣ, vq has a unique solution for suitable a, b, a˘, b˘. We use these facts to show that
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the Beals-Coifman integral equation associated to the RHP for pR, Jq has a unique
solution provided that ρ P H2,2pRq and 1 ´ λ|ρpλq|2 ą 0 strictly. Finally, we show
that the solution M˘ of Problem 5.1 obeys (1.8) as a function of x, and obtain
reconstruction formulas for Qpxq and P pxq in terms of the solution µ of the Beals-
Coifman integral equation for Problem 5.1. Using the equivalence of Problems 5.1
and 5.2, we obtain the reconstruction formula (1.28) that will be used in the next
section to analyze the inverse scattering map.
5.1. Two RH Problems. We formulate precisely the RHP problems respectively
on the contour Σ and on the contour R for Schwartz class data. In the next
subsection we prove their equivalence.
Problem 5.1. Find a matrix-valued function Mpx, zq, analytic for z P CzΣ, satis-
fying
M`px, ζq “M´px, ζqe´ixζ2 adpσqvpζq,
vpζq “
¨˝
1´ bpζqb˘pζq{apζqa˘pζq b˘pζq{apζq
´bpζq{a˘pζq 1
‚˛
M˘px, ¨ q ´ 1 P BCΣpL2q.
We assume the following properties of the given data a, b, a˘, b˘:
(i) b P SpΣq, bp´ζq “ ´bpζq
(ii) a P C8, ap´ζq “ apζq
(iii) a ´ 1 has a complete asymptotic expansion in ζ´2 for large ζ with apζq “
1`Opζ´2q
(iv) (analytic continuation) a and a˘ satisfy the condition
pa˘´1 ´ 1, a´ 1q P BCΣpL2q.
(v) (symmetry reduction) a˘pζq “ apζq, b˘pζq “ bpζq
(vi) (determinant) apζqa˘pζq ´ bpζqb˘pζq “ 1
(vii) (spectral condition) infζPΣ |apζq| “ c ą 0
We recall that the meaning of BCΣpL2q is given after the statement of Problem
2.6.
Problem 5.2. Find a row vector-valued function Npx, zq, analytic for z P CzR,
satisfying
N`px, λq “ N´px, λqe´iλx adpσqJpλq,
Jpλq “
¨˝
1´ λ|ρpλq|2 ρpλq
´λρpλq 1
‚˛
N˘px, ¨ q ´ e1 P BCRpL2q
We assume the following properties of the data ρ:
(i) ρ P SpRq
(ii) 1´ λ|ρpλq|2 ą 0 strictly.
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Remark 5.3. Conditions (i)-(vi) in Problem 5.1 are motivated by well-known con-
straints on the scattering data for the direct problem: see (1.20) in the introduction
for (i), (ii), (v). The regularity conditions in (i), (ii), the asymptotic expansion in
(iii), and the analytic continuation properties of a and a˘ follow from a careful study
of the Volterra integral equations that define the normalized Jost solutions. Condi-
tion (vii) in Problem 5.1 is a spectral assumption on the initial data that rules out
algebraic soliton solutions. Condition (iv) means that there is a function h P L2pΣq
so that a˘´1 ´ 1 “ C`h and a´ 1 “ C´h. Conditions (iv) and (vi) imply that the
functions a7` “ 1{a˘ and a7´ “ a are related by
a
7
`pζq “ a7´pζq
˜
1´ bpζqb˘pζq
apζqa˘pζq
¸
.
This observation motivates the RHP (5.3) used below to recover a and a˘ from ρ.
Note that condition (iv) rules out bright soliton solutions by insuring that a˘pζq (and
hence, also apζq) are zero-free in their respective regions of analytic continuation.
Remark 5.4. Condition (iii) in Problem 5.1 is not independent of the others; the
asymptotic expansion can be deduced by viewing a and a˘ as 1{a7` and a7´ in the
RHP discussed in Remark 5.3.
5.1.1. Scattering Data. The data in Problems 5.1 and 5.2 are related in the follow-
ing way.
For the direction (a, b, a˘, b˘) ùñ ρ, we have:
Lemma 5.5. Given apζq, bpζq, a˘pζq, b˘pζq satisfying conditions (i)–(vii) in Problem
5.1, the function ρpλq given by
(5.1) ρpζ2q “ ζ´1b˘pζq{apζq
satisfies conditions (i)–(ii) in Problem 5.2.
Proof. The function ρpλq is well-defined by (i), (ii) since since an even function on
Σ induces a well-defined function on R. Since b is odd, b˘ vanishes to first order at
ζ “ 0 (condition (i)) and the right-hand side of (5.1) has a removable singularity
there. It easily follows from conditions (i), (ii), (vii) that ρ P SpRq. Observe that,
since ζ
2 “ ζ2 on Σ, we may compute
ρpζ2q “ ρpζ2q “ ζ´1 bpζq
a˘pζq
where in the last step we used (v).
From conditions (i), (ii), (v), and (5.1), we conclude that
1´ ζ2 ˇˇρpζ2qˇˇ2 “ 1´ bpζqb˘pζq
apζqa˘pζq .
From the symmetries (i), (ii), and (v), we may compute
(5.2) apζqa˘pζq ´ bpζqb˘pζq “
$&%|apζq|
2 ´ |bpζq|2, ζ P R,
|apζq|2 ` |bpζq|2, ζ P iR.
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so that by (vi)
1´ ζ2 ˇˇρpζ2qˇˇ2 “
$’’&’’%
1
|apζq|2 , ζ P R
1` |bpζq|
2
|apζq|2 , ζ P iR
It now follows from (ii), (iii) (ζ P R) and positivity (ζ P iRq that 1 ´ λ|ρpλq|2 ą 0
strictly. 
For the direction ρ ùñ a, b, a˘, b˘, we have:
Lemma 5.6. Given ρ satisfying conditions (i) and (ii) of Problem 5.2, there exist
unique functions a, b, a˘, b˘ satisfying (i)–(vii) of Problem 5.1.
Proof. Given ρ P SpRq with 1 ´ λ|ρpλq|2 ą 0 strictly, we may recover a, b, a˘, and
b˘ satisfying conditions (i)–(vii) in Problem 5.1 as follows. The scalar RHP (with
contour R)
a
7
`pλq “ a7´pλqp1 ´ λ|ρpλq|2q(5.3)
a
7
˘ ´ 1 P BCRpL2q
has the unique solution
(5.4) a7pzq “ exp
˜ż
R
log
`
1´ λ|ρpλq|2˘
λ´ z
dλ
2πi
¸
for z P CzR. We set
(5.5) apζq “ a7´pζ2q, a˘pζq “
´
a
7
`pζ2q
¯´1
.
It is easy to see that:
(a) By construction, a and a˘ satisfy property (iv),
(b) a and a˘ so defined are bounded below by a strictly positive constant, verifying
property (vii),
(c) a and a˘ are smooth functions of ζ, verifying property (ii),
(d) apζq “ 1 ` Opζ´1q, that a˘pζq “ 1 ` Opζ´1q, and that a ´ 1 and a˘ ´ 1
have complete asymptotic expansions in powers of ζ´2 for large ζ since ρ P SpRq,
verifying property (iii).
Note that
(5.6) apζqa˘pζq “ `1´ ζ2|ρpζ2q|2˘´1 ą 0 strictly.
From the solution (5.4) we may compute
a
7
´pλqa7`pλq “ exp
“
C`
R
f
‰
exp
“
C´
R
f
‰ “ 1
where we used C´
R
pfq “ ´C`
R
pfq and the fact that fpλq “ logp1 ´ λ|ρpλq|2q is
real. From this relation and the fact that ζ
2 “ ζ2, we conclude that a˘pζq “ apζq,
verifying property (v) for a and a˘.
We then solve for b˘pζq in the relation
(5.7) ρpζ2q “ ζ´1 b˘pζq
apζq
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and compute bpζq “ b˘pζq, so that property (v) for b holds by construction. These
formulae show that b and b˘ are odd functions of ζ and belong to SpΣq, verifying
property (i) for b and b˘. Note that, ρpζ2q “ ρpζ2q so that, by construction,
(5.8) ρpζ2q “ ρpζ2q “ ζ´1 bpζq
apζq
“ ζ´1 bpζq
a˘pζq .
It also follows from the construction that
(5.9) bpζqb˘pζq “ ζ2|ρpζ2q|2apζqa˘pζq.
From (5.6) and (5.9), we conclude that
apζqa˘pζq ´ bpζqb˘pζq “ 1,
verifying property (vi). 
5.1.2. Beals-Coifman Integral Equations. Recall the discussion in §2.5 about the
Beals-Coifman integral equation associated to a given factorization for the jump
matrix of a RHP. We may factorize the jump matrices of the respective RHPs 5.1
and 5.2:
vpζq “ p1´ w´pζqq´1p1` w`pζqq,
pw´pζq, w`pζqq “
ˆˆ
0 b˘pζq{apζq
0 0
˙
,
ˆ
0 0
´bpζq{a˘pζq 0
˙˙
,
and
Jpζq “ p1´W´pλqq´1p1`W`pλqq,
pW´pλq,W`pλqq “
ˆˆ
0 ρpλq
0 0
˙
,
ˆ
0 0
´λρpλq 0
˙˙
.
By Proposition 2.9, unique solvability of Problem 5.1 is equivalent to unique
solvability of the Beals-Coifman integral equation
(5.10) µ “ 1` Cwµ
for µ with µ´ 1 P L2pΣ, |dζ|q, where for a matrix-valued function h,
Cwh “ C`Σ phw´x q ` C´Σ phw`x q
“
¨˚
˚˝ ´C´Σ
”
h12pb{a˘qe2ixp ¨ q2
ı
C`Σ
”
h11pb˘{aqe´2ixp ¨ q2
ı
´C´Σ
”
h22pb{a˘qe2ixp ¨ q2
ı
C`Σ
”
h21pb˘{aqe´2ixp ¨ q2
ı ‹˛‹‚.
Here C˘Σ are Cauchy projectors for the contour Σ, and
w˘x “ e´ixζ
2 adσw˘.
Similarly, unique solvability of Problem 5.2 is equivalent to unique solvability of
the integral equation
(5.11) ν “ e1 ` CW ν
for ν with ν ´ e1 P L2pRq, where for a row vector-valued function h,
CWh “ C`R phW´x q ` C´R phW`x q
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“ ` ´C´
R
“
h12p ¨ qp ¨ qρp ¨ qe2ix ¨
‰
C`
R
“
h11p ¨ qρp ¨ qe´2ix ¨
‰ ˘
.
Here C˘
R
are the Cauchy projectors for the contour R with its standard orientation,
and
W˘x “ e´iλx adσW˘.
5.2. Equivalence of the RHPs. In this section, we continue to assume that:
(i) For the RHP 5.1, the data a, b, a˘, b˘ satisfy conditions (i)-(vii) in Problem
5.1.
(ii) For the RHP 5.2, ρ satisfies conditions (i)–(ii) in Problem 5.2.
First, we prove:
Proposition 5.7. Suppose given a, a˘, b, b˘ satisfying (i)–(vii) of Problem 5.1, and
suppose that µ solves the Beals-Coifman integral equation (5.10). Define
νpx, λq “ pν11px, λq, ν12px, λqq
by
(5.12) ν11px, ζ2q “ µ11px, ζq, ν12px, ζ2q “ ζ´1µ12px, ζq
and let ρ be determined from (a, a˘, b, b˘) as in Lemma 5.5. Then ν “ pν11, ν12q
solves the Beals-Coifman integral equation (5.11).
Proof. From (5.10) we have
µ11px, ζq “ 1´ C´Σ
”
p ¨ qµ12px, ¨ q
`p ¨ q´1bp ¨ q{a˘p ¨ q˘ e2ixp ¨ q2ı pζq,(5.13)
ζ´1µ12px, ζq “ ζ´1C`Σ
”
p ¨ qµ11px, ¨ q
´
p ¨ q´1pb˘p ¨ q{ap ¨ q
¯
e´2ixp ¨ q
2
ı
pζq.(5.14)
We now use the change-of-variables formula (2.12) and Remark 2.5, noting that the
argument of C´Σ is an even function of ζ, while the argument of C
`
Σ is odd in ζ. If
we define ρpλq as in (5.1), it now follows from (2.14) and (2.13)
ν11px, λq “ 1´ C´R
´
ν12px, ¨ qp ¨ qρp ¨ qe2ixp ¨ q
¯
pλq(5.15)
ν12px, λq “ C`R
´
ν11px, ¨ qρp ¨ qe´2ixp ¨ q
¯
pλq(5.16)
which is (5.11) in component form. 
On the other hand, the solution to the Beals-Coifman integral equation (5.11)
for Problem 5.2 can be completed, by symmetry, to a matrix-valued function, and
transformed to furnish a solution to the Beals-Coifman integral equation (5.10) for
Problem 5.1.
Proposition 5.8. Suppose given ρ satisfying (i)–(ii) of Problem 5.2, and suppose
that ν “ pν11, ν12q solves the Beals-Coifman integral equation (5.11). Define
(5.17) µpx, ζq “
¨˝
ν11px, ζ2q ζν12px, ζ2q
ζν12px, ζ2q ν11px, ζ2q
‚˛
and compute a, a˘, b, b˘ from ρ as in Lemma 5.6. Then µ solves (5.11).
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Proof. First we show that, if ν11 and ν12 solve (5.15)–(5.16), then µ11 and µ12 as
defined by (5.17) solve (5.13)–(5.14). We then argue by symmetry that µ solves
(5.10).
From (5.15) and (2.14), we deduce that
µ11px, ζq “ 1´ C´Σ
”
µ12px, ¨ qp ¨ qρpp ¨ q2qe2ixp ¨ q2
ı
pζq(5.18)
“ 1´ C´Σ
”
µ12px, ¨ q pbp ¨ q{a˘p ¨ qq e2ixp ¨ q
2
ı
pζq
where we compute a, b, a˘, b˘ from ρ following the steps outlined in the proof of
Lemma 5.6 above, (5.5) and (5.7). In the last step, we used the identity (5.8). This
is exactly the p11q component of (5.10).
Next, from (5.16) and (2.13), we conclude that
µ12px, ζq “ ζC`R
”
ν11px, ¨ qρp ¨ qe´2ixp ¨ q
ı
pζ2q(5.19)
“ C`Σ
”
ν11px, p ¨ q2q
´
b˘p ¨ q{ap ¨ q
¯
e´2ixp ¨ q
2
ı
pζq
“ C`Σ
”
µ11px, ¨ q
´
b˘p ¨ q{ap ¨ q
¯
e´2ixp ¨ q
2
ı
pζq
where in the second line we identified
hpζ2q “ ν11px, ζ2q
´
ζ´1b˘pζq{apζq
¯
e´2ixζ
2
and
fpζq “ ν11px, ζ2q
´
b˘pζq{apζq
¯
e´2ixζ
2
in order to apply (2.13).
Using (5.16) again, we may compute
ζν12px, ζ2q “ ´ζC´R
”
ν11px, ¨ qρp ¨ qe´2ixp ¨ q
ı
pζ2q(5.20)
“ ´C´Σ
”
µ11px, ¨ q pbp ¨ q{a˘p ¨ qq e´2ixp ¨ q
2
ı
pζq
where in the first step we used the relation C`
R
pfq “ ´C´
R
pfq, and in the second
line we used (2.13) with the identifications
hpλq “ ν11px, λqρpλqe´2ixpλq
and
fpζq “ µ11px, ζq bpζq
a˘pζqe
´2ixζ2 .
Finally, using (5.15), we have
ν11px, ζ2q “ 1` C`R
”
ν12px, ¨ qp ¨ qρp ¨ qe2ixp ¨ q
ı
pζ2q(5.21)
“ 1` C`Σ
”
µ12px, ¨ q
´
b˘p ¨ q{ap ¨ q
¯
e2ixp ¨ q
2
ı
pζq
where in the first step we used C´
R
pfq “ ´C`
R
pfq and in the second line we used
(2.14) with the identifications
gpλq “ ν12px, λqλρpλqe2ixpλq
and
fpζq “ µ12px, ζq
´
b˘pζq{apζq
¯
e2ixζ
2
.
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Collecting (5.18)–(5.21) we see that µ as defined by (5.17) solves (5.10). 
5.3. Uniqueness Theorems. In this section we prove that Problems 5.1 and 5.2
are uniquely solvable for the Schwartz class data described there. First, we establish
uniqueness for Problem 5.1.
Lemma 5.9. For given a, b, a˘, b˘ satisfying properties (i)–(vii) there exists a unique
solution M to Problem 5.1 with M˘ ´ 1 P BCΣpL2q.
Proof. Given that det vpζq “ 1, this is actually a standard result in the theory of
RHPs (see, for example, [24, Theorem 9.1]) but we give a proof for completeness.
Suppose that M solves the RHP and consider the scalar function Dpzq “ detMpzq.
The function Dpzq is analytic on CzΣ with continuous boundary values D˘ on Σ,
and Dpzq “ 1`O `z´1˘ as |z| Ñ 8 in directions not tangent to Σ. From the jump
relation for M˘ and the fact that det vpζq “ 1, we see that D`pζq “ D´pζq. Hence
Dpzq is entire and, by Liouville’s Theorem, Dpzq ” 1. Supposing now that M1 and
M2 are two solutions, M1pzq´1 exists and the function Gpzq “ M1pzqM2pzq´1 is
analytic in CzΣ. By the jump relation for M1 and M2, G`pζq “ G´pζq. Arguing
as before we conclude that Gpzq ” 1 and M1 “M2. 
Now we use Proposition 5.8 to prove:
Lemma 5.10. For given ρ P SpRq with 1 ´ λ|ρpλq|2 ą 0 strictly, there exists a
unique solution to the Problem 5.2.
Proof. Suppose that νp1q and νp2q solve Problem 5.2. Let µp1q and µp2q be the
solutions of Problem 5.1 obtained from νp1q and νp2q via (5.17). From Lemma 5.9,
we have µp1q “ µp2q. It now follows from the formulas (5.12) that νp1q “ νp2q. 
To study the integral equation (5.11), we note its reduction to the scalar Fred-
holm integral equation
(5.22) rν “ 1` Srν
where, for a scalar function h P L2pRq,
(5.23) pShqpλq “ ´C´
R
”
C`
R
´
hp ¨ qρp ¨ qe´2ixp ¨ q
¯
p˛q
´
p˛qρp˛qe2ixp˛q
¯ı
pλq.
Lemma 5.11. Suppose that ρ P SpRq with 1´ λ|ρpλq|2 ą 0 strictly, and fix x P R.
Then
(i) If ν “ pν11, ν12q with ν ´ e1 P L2pRq solves (5.11), then rν “ ν11 solves the
scalar integral equation (5.22).
(ii) If rν with rν ´ 1 P L2pRq solves (5.22), then pν11, ν22q given by
ν11 “ rν, ν12 “ C`R ”rνp ¨ qρp ¨ qe2ixp ¨ qı
solves (5.11).
Proof. A straightforward computation. 
We will show in Lemma 6.7 and Remark 6.8 that the operator S on L2pRq defined
by (5.23) is compact depends continuously on ρ. Since ρ P H2,2pRq, and C˘
R
are
bounded operators on L2pRq, it is easy to see that
Sp1q– ´C´
R
”
C`
R
´
ρp ¨ qe´2ixp ¨ q
¯
p˛q
´
p˛qρp˛qe2ixp˛
¯ı
pλq
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defines an element of L2pRq.
Now, we prove the main result of this section.
Proposition 5.12. Suppose that ρ P H2,2pRq with 1´λ|ρpλq|2 ą 0 strictly. Then,
the integral equation (5.22) has a unique solution rν with rν ´ 1 P L2pRq.
Proof. It suffices to show that the resolvent pI ´ Sq´1 exists as an operator in L2
since, if so, we can recover a unique solution via the formularν “ 1` pI ´ Sq´1pSp1qq.
Since the map H2,2pRq Q ρ ÞÑ S P BpL2q is continuous and the invertible operators
are open in BpL2q, it suffices to show that pI ´ Sq´1 exists for ρ P SpRq with
1 ´ λ|ρpλq|2 ą 0 strictly. Finally, since S is compact it suffices to show that
kerpI ´ Sq is trivial.
Suppose that rνp1q and rνp2q are two solutions of (5.22). By Lemma 5.11(ii), these
solutions induce solutions νp1q and νp2q of (5.11) which are distinct as a consequence
of the explicit formulas in Lemma 5.11(ii) if rνp1q ‰ rνp2q. Hence, by the uniqueness
result of Lemma 5.10, rνp1q “ rνp2q and kerpI ´ Sq is trivial. 
5.4. Reconstruction of the Potential. In this subsection we show that the so-
lution of the RHP (5.1) solves a differential equation of the form (1.8) and obtain
explicit formulas for Qpxq and P pxq having the correct structure (see Remark 5.16).
From these formulas and a change of variables, we can rewrite the reconstruction
formula for q in terms of the solution ν for the Beals-Coifman integral equation
(5.11).
Recall the Beals-Coifman integral equation (5.10). We first note a simplification
analogous to Lemma 5.11. Consider the integral equations
µ
7
11 “ 1` S11µ711(5.24)
µ
7
22 “ 1` S22µ722(5.25)
where
pS11hq pζq “ ´C´Σ
”
C`Σ
´
hp ¨ qpb˘{aqp ¨ qe´2ixp ¨ q2
¯
pb{a˘qp ¨ qe2ixp ¨ q2
ı
pζq
pS22hq pζq “ ´C`Σ
”
C´Σ
´
hp ¨ qpb{a˘qp ¨ qe2ixp ¨ q2
¯
pb˘{aqp ¨ qe´2ixp ¨ q2
ı
pζq
obtained from iterating (5.10).
Lemma 5.13. Suppose that pa, a˘, b, b˘q satisfy properties (i)–(vii) in Problem 5.1
and fix x P R. Then:
(i) If pµ711, µ722q solve (5.24)–(5.25), and we define
µ
7
12 “ C`Σ
”
µ
7
11p ¨ qpb˘{aqp ¨ qe2ixp ¨ q
2
ı
µ
7
21 “ C´Σ
”
µ
7
22p ¨ qpb{a˘qp ¨ qe´2ixp ¨ q
2
ı
then
µ7 “
ˆ
µ
7
11 µ
7
12
µ
7
21 µ
7
22
˙
solves (5.10).
(ii) If µ solves (5.10), then pµ11, µ22q solve (5.24)–(5.25)
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We omit the proof. Lemma 5.9 and Lemma 5.13 imply that the system (5.24)–
(5.25) are also uniquely solvable if pa, a˘, b, b˘q satisfy properties (i)–(vii).
Now we can prove a symmetry result about the solution µ of (5.10).
Lemma 5.14. Let
µ “
ˆ
µ11 µ12
µ21 µ22
˙
be the unique solution of (5.10). Then µ11 and µ22 are even functions of ζ while
µ21 and µ21 are odd functions of ζ. Moreover, µ22px, ζq “ µ11px, ζq and µ21px, ζq “
µ12px, ζq.
Proof. Recall the Cauchy projectors C˘ preserve the subspaces of even and odd
functions on Σ. Using the fact that b and b˘ are odd functions of ζ we first conclude
that, if pµ11, µ22q solve (5.24)–(5.25), then pµ711pζq, µ722pζqq “ pµ11p´ζq, µ22p´ζqq
also solve the same system of equations, and pµ11, µ22q “ pµ711, µ722q by unicity. It
now follows directly from (5.10) that are odd functions of ζ as claimed.
To prove the statement about conjugates, we first observe that if µ711px, ζq solves
(5.24), µ711px, ζq solves (5.25) by straightforward computation and property (v) of
pa, a˘, b, b˘q. We can use this relation and (5.10) to prove that µ12 “ µ21. 
Now, we show that M˘ obey the linear problem (1.8) and obtain effective for-
mulas for Q and P .
Proposition 5.15. The functions M˘ obey the differential equation (1.8) where P
and Q are constructed from the solution µ of (5.10) as follows:
Qpxq “ ´ 1
2π
adσ
ˆż
Σ
µpx, ζq `w`x pζq ` w´x pζq˘ dζ˙(5.26)
P pxq “ Qpxqipadσq´1Qpxq(5.27)
Remark 5.16. Note that, by Lemma 5.14, the integrand in (5.26)
fpx, ζq “ µpζq `w`x pζq ` w´x pζq˘(5.28)
“
¨˚
˝ ´µ12px, ζqspζqe2iζ
2x µ11px, ζqspζqe´2iζ2x
´µ22px, ζqspζqe2iζ2x µ21px, ζqspζqe´2iζ2x
‹˛‚
(where spζq “ b˘pζq{apζq) is odd off-diagonal and even on-diagonal. Given the
orientation of the contour Σ as shown in Figure 1, the even terms integrate to zero
while the odd terms persist. Moreover, by Lemma 5.14 again, fpx, ζq takes the
form
fpx, ζq “
¨˝
f11px, ζq ´f21px, ζq
f21px, ζq ´f11px, ζq
‚˛
which, together with the formula (5.26), shows that
Qpxq “
ˆ
0 qpxq
qpxq 0
˙
,
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as required. Here
(5.29) qpxq “ 1
π
ż
Σ
e´2ixζ
2 b˘pζq
apζqµ11px, ζq dζ.
Proof. Let
vxpζq “ e´ixζ
2 adσvpζq.
Differentiating the jump relation
M`px, ζq “M´px, ζqvxpζq
with respect to x and using the fact that adσ is a derivation, we compute
dM`
dx
“ dM´
dx
vx `M´
`´iζ2 adσpvxq˘
“ dM´
dx
vx `M´
`´iζ2 adσ `pM´q´1M`˘˘
“ dM´
dx
vx ` iζ2 adσpM´qvx ´ iζ2 adσpM`q
We conclude that
(5.30)
d
dx
M`px, ζq ` iζ2 adσpM`q “
ˆ
d
dx
M´px, ζq ` iζ2 adσpM´q
˙
vx.
Using the fact that
(5.31) M˘px, ζq ´ 1 “ C˘
“
µpx, ¨ q `w´x p ¨ q ` w`x p ¨ q˘‰
and Lemma 2.3(ii), we conclude that
iζ2 adσpM˘qpx, ζq “ i adσ
”
C˘
`p ¨ q2fpx, ¨ q˘
´ ζ
2πi
ż
Σ
fpx, sq ds´ 1
2πi
ż
Σ
sfpx, sq ds
ı
where fpx, ζq is given by (5.28). It follows from Lemma 5.14 and (5.28) that the
matrix-valued integral
ş
Σ
ζfpx, ζq dζ is a diagonal matrix. Hence,
adσ
ˆż
Σ
sfpx, sq ds
˙
“ 0.
Hence defining Qpxq by (5.26), we have
(5.32) iζ2 adσpM˘qpx, ζq “ i adσ
“
C˘
`p ¨ q2fpx, ¨ q˘‰` ζQpxq.
Since Cauchy projection is bounded on L2 and ν11 ´ 1 P L2 for each fixed x and s
and s are in the Schwartz class. Through change of variable we can show that the
first term defines an L2 function of ζ for each x. Next, observe that, by (5.31) and
Lemma 2.3(i),
(5.33) ζQpxqpM˘ ´ 1q “ QpxqC˘ rp ¨ qfpx, ¨ qs ´QpxqRpxq
where Rpxq is given by
Rpxq “ 1
2πi
ż
Σ
µpx, ζqpw`x pζq ` w´x pζqq dζ
“ ipadσq´1Qpxq
and the first right-hand term of (5.33) is an L2 function of ζ for each x.
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Now define
W˘ “ dM˘
dx
` iζ2 adσpM˘q ´ ζQpxqM˘pxq ´QpxqRpxqM˘pxq.
By (5.31), (5.32), (5.33), and the identity
´ζQpxqM˘pxq ´QpxqRpxqM˘pxq “ ´ζQpxq ´ ζQpxqpM˘ ´ 1q
´QpxqRpxq ´QpxqRpxqpM˘ ´ 1q,
it now follows that pW`,W´q P BCΣpL2q each fixed x. Since, also,
W` “W´vx,
it follows from Lemma 5.9 that W` “W´ “ 0.

If we construct ν “ pν11, ν12q from µ as in Proposition 5.7, we may use the
reconstruction formula (5.29), the change of variables formula (2.5), and the odd
symmetry of the integrand in (5.29) to conclude that
(5.34) qpxq “ ´ 1
π
ż
e´2ixλρpλqν11px, λq dλ.
6. The Inverse Scattering Map
In this section we prove Theorem 1.8 by studying the RHP
N`px, λq “ N´px, λqe´iλx adσJpλq(6.1)
Jpλq “
¨˝
1´ λ|ρpλq|2 ρpλq
´λρpλq 1
‚˛
N˘px, ¨ q ´ e1 P BCRpL2q
to reconstruct q on p´a,8q for any a ą 0, and the RHP
N˘`px, λq “ N˘´px, λqe´iλx adσJ˘pλq(6.2)
J˘pλq “
¨˝
1 ρ˘pλq
´λρ˘pλq 1´ λ|ρ˘pλq|2
‚˛
N˘˘px, ¨ q ´ e1 P BCRpL2q.
to reconstruct q on p´8, aq for any such a. Here ρ P SpRq with 1´λ|ρpλq|2 ě c ą 0
is given scattering data. The data ρ˘ is constructed from ρ by solving the scalar
RHP
δ`pλq “ δ´pλqp1 ´ λ|ρpλq|2q´1,
δ˘ ´ 1 P BCpL2q.
In Lemma 6.14 we show that this problem has a unique solution and that the
function ∆pλq “ δ`pλqδ´pλq satisfies |∆pλq| “ 1, ∆pλq “ p∆pλqq´1. We show that
∆ and ∆´1 are bounded multiplication operators on H2,2pRq. We take
ρ˘pλq “ ρpλq{∆pλq.
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The reconstruction procedure can be reduced in each case to a scalar integral
equation and reconstruction formula; see (5.11) for the Beals-Coifman integral equa-
tion for the RHP (6.1), see (5.22) for its reduction to a scalar integral equation,and
(5.34) for the reconstruction formula. In the notation of (5.22), set ν7 “ rν´ 1. For
(6.1), we solve
(6.3) ν7 “ ν70 ` Sν7, ν70 “ Sr1s
for ν7px, ¨ q P L2pRq, and compute
(6.4) qpxq “ ´ 1
π
ż
R
e´2iλxρpλqp1 ` ν7px, λqq dλ
where S is the operator
pShqpλq “ ´C´
R
”
C`
R
´
ρp ¨ qhp ¨ qe´2ixp ¨ q
¯
p˛q
´
p˛qρp˛qe2ixp˛q
¯ı
pλq.
Similarly, for (6.2), we solve
(6.5) ν˘7 “ ν˘70 ` S˘ν˘7, ν˘70 “ S˘r1s
for ν˘7px, ¨ q P L2pRq, and compute
(6.6) q˘pxq “ ´ 1
π
ż
R
e´2iλxρ˘pλqp1 ` ν˘7px, λqq dλ
where S˘ is the operator
pS˘hqpλq “ ´C´
R
”
C`
R
´
ρ˘p ¨ qhp ¨ qe´2ixp ¨ q
¯
p˛q
´
p˛qρ˘p˛qe2ixp˛q
¯ı
pλq.
Denote by V the set of ρ P H2,2pRq with 1 ´ λ|ρpλq|2 ě c ą 0 for some strictly
positive constant c. Note that, if ρ P V , we also have ρ˘ P V . We will first prove:
Proposition 6.1. For any a ą 0, the map
V ÝÑ H2,2p´a,8q
ρ ÞÑ q(6.7)
initially defined on V X SpRq by the RHP (6.1) and the formula (6.4), extends to
a locally Lipschitz continuous map from V to H2,2p´a,8q.
We give the proof of Proposition 6.1 in section 6.1. By essentially identical
arguments, we may prove:
Proposition 6.2. For any a ą 0, the map
V ÝÑ H2,2p´8, aq
ρ ÞÑ q˘(6.8)
initially defined on V X SpRq by the RHP (6.2) and the formula (6.4), extends to
a locally Lipschitz continuous map from V to H2,2p´8, aq.
We omit the proof.
Finally, we will prove:
Proposition 6.3. For any a ą 0, we have qpxq “ q˘pxq for x P p´a, aq, so the maps
(6.7)–(6.8) together define a locally Lipschitz mapping I
V ÝÑ H2,2pRq
ρ ÞÑ q
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with the property that I pRpqqq “ q on U , an open neighborhood of 0 in H2,2pRq,
and RpIpρqq “ ρ on V .
Proof of Theorem 1.8. By Proposition 6.3, R ˝ I extends to the identity map on
V , and R is one-to-one from U to V . Theorem 1.8 now follows. 
6.1. Mapping Properties. In this subsection we prove Proposition 6.1. For ρ P
SpRq it is easy to compute from (6.4) that
qxx “ 1
π
ż
R
e´2iλx4λ2ρp1 ` ν7q ´ 1
π
ż
R
e´2iλxρpλq `´4iλν7x ` ν7xx˘(6.9)
x2qpxq “ ´ 1
4π
ż
R
e´2iλxρ2p1 ` ν7q ´ 1
4π
ż
R
e´2iλx
´
2ρ1ν7λ ` ρν7λλ
¯
(6.10)
where for the second identity we used p´2iq´1pd{dλqe´2iλx “ xe´2iλx and inte-
grated by parts. From these formulas and the mapping properties of the Fourier
transform, we can easily obtain the following sufficient conditions for Lipschitz
continuity of the map ρÑ q.
Lemma 6.4. Suppose that the functions
(6.11) ν7, ν7x, ν
7
xx, ν
7
λ, xλy´1ν7λλ
all belong to L2pp´a,8qˆRq as functions of px, λq for any a ą 0. Then q defined by
(6.4) belongs to H2,2p´a,8q for any such a. If, moreover, the functions (6.11)are
Lipschitz continuous as functions of ρ P V , then the map ρ ÞÑ q is locally Lipschitz
continuous from V into H2,2p´a,8q.
Proof. In the formulas (6.4), (6.9), (6.10), there is a linear term which has the
correct mapping properties by Fourier theory and one or more terms involving ν7
or its derivatives which integrate to L2 functions of x by the mapping properties
of ν7 and Ho¨lder’s inequality. The Lipschitz continuity follows from the fact that
these expressions are bilinear in ρ and ν and their derivatives. 
To prove that ν7 and its derivatives have the desired properties, we study the
integral equation (6.3) in detail. First, we show that the inhomogeneous term ν70
has the required properties (Lemma 6.5). Second, we study mapping properties of
S, BS{Bx, and B2S{Bx2 (Lemma 6.7). Third, we prove the existence of the resolvent
pI ´ Sq´1 (Lemma 6.10). Fourth, we obtain the required estimates on ν7, ν7x, and
ν7xx using the integral equation and differentiation of the parameter (Lemma 6.12).
Finally, we obtain the needed estimates on ν7λ and ν
7
λλ by direct differentiation
(Lemma 6.13).
We’ll make repeated use of the explicit formulas
Srhspx, λq “ ´ 1
2iπ2
ż ´8
0
e2iλξ
ż 8
x
ppρ ˚ phqpξ1qpρ 1pξ ´ ξ1q dξ1 dξ, h P L2(6.12)
Sr1spx, λq “ ´ 1
2iπ2
ż ´8
0
e2iλξ
ż 8
x
pρpξ1qpρ 1pξ ´ ξ1q dξ1 dξ.(6.13)
which follow from elementary properties of the Fourier transform and the fact that
C˘ act in Fourier representation as multiplication by the characteristic functions
of R˘.
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(1) Estimates on ν70. Using (6.13) and Fourier theory, we obtain basic estimates
on Sr1s ” ν70 and its derivatives.
Lemma 6.5. Suppose that ρ P H2,2pRq, a ą 0, and x ě ´a. Let ν70 “ Sr1s.
Then: ›››ν70px, ¨ q›››
L2
λ
À p1 ` |x|q´1 }ρ}H2,0 }ρ}L2(6.14a) ›››pν70qx›››
L2pRˆRq
ď }ρ}L2,1 }ρ}L2(6.14b) ›››pν70qxx›››
L2pp´a,8qˆRq
ď }ρ}L2,2 }ρ}L2,1(6.14c) ›››pν70qλpx, ¨ q›››
L2
λ
À p1 ` |x|q´1 }ρ}H2 }ρ}H2,2(6.14d) ›››x ¨ y´1pν70qλλpx, ¨ q›››
L2
λ
À p1 ` |x|q´1 }ρ}2H2,2(6.14e)
where the implied constants depend only on a.
Remark 6.6. Since ν70 and its derivatives are bilinear in ρ, the estimates used to
prove Lemma 6.5 can easily be adapted to show that ν70 and its derivatives are
Lipschitz continuous as a function of ρ P H2,2pRq.
Proof. It follows from (6.13) that, Fourier transforming in λ,
(6.15)
p
ν
7
0px, ξq “ ´χ´
1
2π2i
ż 8
x
pρ 1pξ ´ ξ1qzρpξ1q dξ1.
Note that, in (6.15), ξ ď 0 and ξ1 ě x ě ´a. We’ll sketch the proofs assuming
a “ 0 and when a ą 0, we simply writeż 8
x
“
ż 0
x
`
ż 8
0
and use the fact that |ξ ´ a| ą |ξ|. The same conclusions follow.
Using (6.15) and the inequality p1`|x|q ď p1`|ξ´ξ1|q, we easily recover (6.14a)
using
››pρ1››
L1
ď C››pρ1››
L2,1
, Young’s inequality, and Plancherel’s theorem. Estimates
(6.14b) and (6.14c) follow by differentiating (6.15).
To prove (6.14d) it suffices to estimate
›› pν70››L2,1 . Since 0 ď x ď |ξ1| and |ξ| ď|ξ1| ď |ξ ´ ξ1| we may estimate
p1 ` |ξ|qp1` |x|q
ˇˇˇˇ x
ν
7
0λpx, ξq
ˇˇˇˇ
ď 1
2π2
ż 8
x
p1` |ξ ´ ξ1|q
ˇˇˇpρ 1pξ ´ ξ1qˇˇˇ p1` |ξ1|q ˇˇpρpξ1qˇˇ dξ1.
and use Young’s inequality together with the estimate }xf 1pxq}L2 ď }f}H2,2 .
To prove (6.14e), we compute
pν70qλλ “
2i
π2
ż 0
´8
e2iλξξ2
ż 8
x
pρpξ1qpρ 1pξ ´ ξ1q dξ1 dξ(6.16)
“ ´ 2i
π2
ż 0
´8
e2iλξξ2
d
dξ
ˆż 8
x
pρpξ1qpρpξ ´ ξ1q˙ dξ1 dξ
“ 2i
π2
ż 0
´8
e2iλξ
`
2iλξ2 ` 2ξ˘ ż 8
x
pρpξ1qpρpξ ´ ξ1q dξ1 dξ
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Following the pattern of the previous arguments, it is easy to see thatˇˇˇˇ
ˇxλy´1 B2ν70Bλ2
ˇˇˇˇ
ˇ
L2
λ
À p1` |x|q´1 }ρ}2H2,2

(2) Mapping Properties of S, Sx, and Sxx. Next, we study S, Sx, and Sxx
as bounded operators on L2pRq using (6.12). We will need the Banach space
(6.17) X ”
!
f P L2pRq : pf, pf 1 P L1pRq)
It is not difficult to see that the embedding H2,2pRq ãÑ X is compact so that, in
particular, any bounded subset B in H2,2pRq has compact closure in X .
Lemma 6.7. Suppose that ρ P H2,2pRq.
(i) S, Sx, and Sxx are bounded operators on L
2 with norm ď C }ρ}2H2,2 where
C is independent of x.
(ii) The operator S is Hilbert-Schmidt with }S}HS ď C }ρ}2H2,2 and
lim
xÑ8
}S}HS “ 0
uniformly in bounded subsets of H2,2pRq.
(iii) For any a ě 0, the map
p´a,8q ˆX ÝÑ BpL2q
px, ρq ÞÑ S
is continuous.
Remark 6.8. Lemma 6.7(iii) and the fact that H2,2pRq is continuously embedded
in X implies that the map
p´a,8q ˆH2,2pRq ÝÑ BpL2q
px, ρq ÞÑ S
is also continuous.
Proof. (i) Let F denote the Fourier transform. From (6.12) we see that the operator
FSF´1 has integral kernel
(6.18) Kpξ, ξ2;xq “
ż 8
x
pρ 1pξ ´ ξ1qpρpξ1 ´ ξ2q dξ1, ξ ď 0
up to trivial constants, so that
(6.19)
››FpShˇq››
L2
ď C }pρ}L1 ››pρ1››L1 }h}L2 .
The estimate (6.19) shows that }S}
BpL2q is bounded by C }ρ}2H2,2 and from (6.17),
we also have }S}
BpL2q ď C }ρ}2X . Differentiating (6.18) with respect to x we have
(6.20) Kxpξ, ξ2;xq “ ´pρ 1pξ ´ xqpρpx´ ξ2q
so that
}Sx}BpL2q ď }Sx}HS ď
››pρ 1››
L2
}pρ}L2 .
Differentiating again we find
}Sxx}BpL2q ď }Sxx}HS ď
››pρ 2››
L2
}pρ}L2 ` ››pρ 1››2L2 .
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(ii) From (6.18) and integration by parts we have
Kpξ, ξ2;xq “ ´pρpξ ´ xqpρpx ´ ξ2q ´ ż 8
x
pρpξ ´ ξ1qpρ1pξ1 ´ ξ2q dξ1
“ K1pξ, ξ2;xq `K2pξ, ξ2;xq
where ξ ă 0 and ξ1 ě x ě ´a. Clearly
(6.21) }K1}L2pR´ˆRq ď
ˆż 8
x
|pρptq|2 dt˙1{2 }pρ}L2 ď Cap1 ` |x|q´1{2 }pρ}L2,1 }pρ}L2 .
Since |ξ1 ´ ξ| ě x and |ξ ´ ξ1| ě ξ1, we haveˇˇpρpξ ´ ξ1qˇˇ ď Cap1 ` |x|q´1{2p1` |ξ1|q´3{2p1` |ξ ´ ξ1|q2 ˇˇpρpξ ´ ξ1qˇˇ
It follows that
(6.22)
ˇˇ
K2pξ, ξ2q
ˇˇ ď Cap1` |x|q´1{2 }pρ}L2,2 ››pρ1››L2
The estimates (6.21)–(6.22) show that
}S}HS ď Cap1` |x|q´1{2 }pρ}L2,2 }pρ}H1
which proves (ii).
(iii) Write S “ Sx,ρ. Using the technique that proved (6.19) we have
(6.23) }Sx,ρ1 ´ Sx,ρ2}BpL2q ď Ca
`}pρ1 ´ pρ2}L1 ››pρ11››L1 ` }pρ2}L1 ››pρ11 ´ pρ12››L1˘
uniformly in x ě ´a. On the other hand, by (6.20) and Young’s inequality,
}BS{Bx}
BpL2q ď C
››pρ1››
L1
}pρ}L1
so that
(6.24) }Sx,ρ ´ Sy,ρ}BpL2q ď C|x´ y|1{2
››pρ1››
L1
}pρ}L1 .
Combining (6.23) and (6.24) we obtain the claimed continuity. 
Remark 6.9. Since all estimates in the proof of Lemma 6.7 are bilinear in ρ, it
follows that ρ ÞÑ S, ρ ÞÑ Sx, and ρ ÞÑ Sxx are locally Lipschitz maps from H2,2 to
the bounded operators on L2.
(3) Resolvent Estimates. We can now construct the resolvent pI ´Sq´1 as a
bounded operator on L2. Although we do not obtain the kind of explicit integral
representation we obtained for resolvents in the direct problem, we are able to
extend the resolvent family to a bounded operator on the space L2pp´a,8q ˆ Rq
by the uniformity of the estimate (6.25) with respect to x.
Lemma 6.10. Suppose that ρ P H2,2pRq and a ą 0. The resolvent pI´Sq´1 exists
as a bounded operator on L2 and
(6.25) sup
xě´a
››pI ´ Sq´1››
BpL2q
ď C
with C uniform in ρ in a fixed bounded subset of H2,2pRq. Moreover
(6.26) sup
xě´a
››pI ´ Sx,ρq´1 ´ pI ´ Sx,σq´1››BpL2q ď C }ρ´ σ}H2,2
with C uniform in ρ, σ in a fixed bounded subset of H2,2pRq.
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Proof. The estimate (6.26) follows from (6.25) and the second resolvent identity. It
suffices to prove (6.25).
By Proposition 5.12, Lemma 6.7(ii), and Fredholm theory, the resolvent pI ´
Sx,ρq´1 exists for all px, ρq P RˆH2,2pRq.
To bound the norm of the resolvent, fix a bounded subset B of H2,2pRq. By
Lemma 6.7(ii), there is an R so that }Sx,ρ}BpL2q ă 1{2 for x ě R and all ρ P B.
Thus pI ´ Sx,ρq´1 exists for all such px, ρq and
››pI ´ Sx,ρq´1››BpL2q ď 2. To control
the resolvent for px, ρq P r´a,Rs ˆ B, we note that r´a,Rs ˆ B is a compact
subset of R ˆ X By Lemma 6.7(iii) and the second resolvent formula, the map
px, ρq Ñ pI ´ Sx,ρq´1 is a continuous map from R ˆX to BpL2q. The continuous
image of the set r´a,Rs ˆB is compact, hence bounded, in BpL2q. 
Remark 6.11. (i) The family of operators pI´Sx,ρq´1 for x ě ´a defines a bounded
operator Rρ from L
2pp´a,8q ˆ Rq to itself by the formula
pRρfqpx, ¨ q “ pI ´ Sx,ρq´1fpx, ¨ q.
By Lemma 6.10 the map ρÑ Rρ is locally bounded and locally Lipschitz continuous
from H2,2pRq to BpL2pp´a,8qˆRqq. (ii) Lemma 6.7(i) shows that S, Sx, and Sxx
extend in the same way to bounded operators on L2pp´a,8qˆRq to itself, Lipschitz
continuous in ρ.
(4) Solving for ν7, ν7x, and ν
7
xx. We can now study the maps ρÑ ν7, ρÑ ν7x,
and ρÑ ν7xx.
Lemma 6.12. Fix a ě 0. The maps ρ Ñ ν7, ρ Ñ ν7x, and ρ Ñ ν7xx are Lipschitz
continuous from H2,2pRq to L2pp´a,8q ˆ Rq.
Proof. As ν7 “ Rρν70 the continuity of ρ ÞÑ ν7 is an immediate consequence of
(6.14a) and Remark 6.11(i). Differentiating (6.3), we have
ν7x “ pν70qx ` Sxν7 ` Spν7xq
so that
ν7x “ Rρpν70 ` Sxν7q
which defines a Lipschitz continuous map ρ Ñ ν7x by Remark 6.11(i),(ii) and the
continuity of ρ ÞÑ ν7. A similar argument using the identity
ν7xx “ pν70qxx ` Sxxν7 ` 2Sxν7x ` Spν7xxq
yields continuity of ρÑ ν7xx. 
(5) Solving for νλ and νλλ. It remains to study the maps ρÑ ν7λ and ρÑ ν7λλ.
Lemma 6.13. Fix a ě 0. The maps ρ Ñ ν7λ and ρ Ñ xλy´1ν7λλ are Lipschitz
continuous from H2,2pRq to L2pp´a,8q ˆ Rq.
Proof. By the integral equation (6.3) and the estimates (6.14d)–(6.14e), it suffices
to show that the maps ρ Ñ pSν7qλ and ρ Ñ pSν7qλλ are Lipschitz continuous.
From the identity (6.12), we compute (up to trivial constants)
FpSrhsλqpx, ξq “ ξ
ż 8
x
´pρ ˚ ph¯ pξ1qpρ 1pξ ´ ξ1q, dξ1(6.27)
“ ξppρ ˚ phqpxqpρpξ ´ xq ´ ξ ż 8
x
ppρ 1 ˚ phqpξ1qpρpξ ´ ξ1q dξ1
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where in the second step we integrated by parts. The first right-hand term in
(6.27) has L2pp´a,8q ˆ Rq-norm estimated by }pρ}L1 }h}L2 }pρ 1}L2,1 . To estimate
the second right-hand term in (6.27) we note that
(6.28)
ˇˇˇˇ
ξ
ż 8
x
ppρ 1 ˚ phqpξ1qpρpξ ´ ξ1q dξ1 ˇˇˇˇ ď ż 8
x
|ppρ 1 ˚ phqpξ1q| |ξ ´ ξ1| |ρˆpξ ´ ξ1q| dξ
since ξ and ξ1 have opposite sign. By Young’s inequality, the right-hand side of
(6.28) has L2pp´a,8q ˆ Rq-norm estimated by }pρ 1}L1 }pρ}L2,1 }h}2. Hence››››BSrhsBλ
››››
L2pp´a,8qˆRq
ď C ››pρ 1››
L1
}pρ}H2,2 }h}L2 .
Applying this estimate with h “ ν7 we see that pBSrν7s{Bλ P L2pp´a,8qˆRq. The
Lipschitz continuity of ν7 in ρ together with the bilinear estimates above show that
ρÑ BSrν7s{Bλ is Lipschitz.
To study xλy´1B2Srν7s{Bλ, we use the same integration by parts trick used in
(6.16) to conclude thatˆB2pSrν7sq
Bλ2
˙
px, λq “ 2i
π
ż 0
´8
e2iλξp2iλξ2 ` 2ξq
ż 8
x
ppρ 1 ˚ ν7qpξ1qpρpξ ´ ξ1q dξ1 dξ.
By the Plancherel theorem, it suffices to bound the L2pp´a,8q ˆ Rq-norm of the
function
Gpx, ξq “ p1` |ξ|q2
ż 8
x
ppρ 1 ˚ ν7qpξ1qpρpξ ´ ξ1q dξ1.
As ξ ă 0 and ξ1 ě x we may estimate
|Gpx, ξq| ď
ż 8
x
|ppρ 1 ˚ pν7qpξ1q| p1` |ξ ´ ξ1|q2q|pρpξ ´ ξ1q| dξ1.
By Young’s inequality we get
}Gpx, ¨ q}L2pRq ď
››pρ 1››
L1
››› pν7›››
L1
}pρ}L2,2
where ››› pν7›››
L1
ď }xξy pν7}L2 ď } pν7}L2 ` ››››Bν7Bλ
››››
L2
which gives the desired estimate. 
Proof of Proposition 6.1. An immediate consequence of Lemmas 6.4, 6.12, and
6.13. 
6.2. Inversion. In this subsection we prove Proposition 6.3. Our arguments follow
the analogous arguments for NLS in [8, §3] closely.
To reconstruct the potential q on the left, we use the standard trick (see, for
example [8, §3, p. 1058ff.]) of conjugating to a new “left” RHP that gives good
estimates on the inverse map for x ă a but which is easily seen to reconstruct
the same potential as the ‘right’ RHP already considered. To do so we need the
following technical result.
Lemma 6.14. Consider the scalar RHP on R:
(1) δ is analytic in CzR
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(2) δ has nontangential boundary values δ˘pzq as ˘ Impzq Ó 0 with δ˘ ´ 1 P
BC˘pL2q and
δ`pλq “ δ´pλq
`
1´ λ|ρpλq|2˘´1 .
For ρ P H2,2pRq with 1´ λ|ρpλq|2 ą 0 strictly:
(i) The RHP has the unique solution
(6.29) δpzq “ exp
ˆ
´ 1
2πi
ż 8
´8
1
z ´ λ logp1´ λ|ρpλq|
2q dλ
˙
where c´1 ă |δpzq| ă c for a positive constant c depending only on }ρ}H2,2 .
(ii) The function
∆pλq “ δ`pλqδ´pλq
satisfies |∆pλq| “ 1, ∆pλq “ p∆pλqq´1, and ∆,∆´1 are bounded multipli-
cation operators from H2,2pRq to itself.
(iii) The relation lim|z|Ñ8 δpzq “ 1 holds, where the limit is taken in any direc-
tion not tangent to the real axis.
Remark 6.15. Let rδpzq “ δpz2q for z P Σ, and construct a, a˘, b, b˘ from ρ as in the
proof of Lemma 5.6. Then rδ solves the scalar Riemann-Hilbert problem
rδ`pζq “ rδ´pζq˜1´ bpζqb˘pζq
apζqa˘pζq
¸
rδ˘ ´ 1 P BCΣpL2q
with contour Σ, and rδ`pζq “ a˘pζq, rδ´pζq “ apζq´1. A straightforward computation
shows that the jump matrices (1.13) and (1.14) are related by
vℓpζq “
˜ rδ´pζq´1 0
0 rδ´pζq
¸
vrpζq
˜ rδ`pζq 0
0 rδ`pζq´1
¸
, ζ P Σ.
It follows that ifM and M˘ are respective solutions to the Riemann-Hilbert problems
pΣ, vrq and pΣ, vℓq, then
(6.30) M˘px, zq “Mpx, zq
˜ rδpzq 0
0 rδpzq´1
¸
, z P CzΣ.
Proof. (i) The function
gpλq “ 1´ λ|ρpλq|2
is strictly nonnegative and belongs to L2,1pRq XH2pRq since ρ P H2,2pRq. Since g
is continuous, it is an easy consequence of Liouville’s theorem that there is at most
one solution. On the other hand, the boundary values of the function δ defined in
(6.29) are
δ˘pλq “ exp
ˆ
´
„
˘1
2
hpλq ´ 1
2
pHhqpλq
˙
, h ” logpgq
by the Sokhotski-Plemelj formulas (2.6). It follows that
δ`pλq
δ´pλq “ expp´hpλqq “
`
1´ λ|ρpλq|2˘´1 .
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so (6.29) gives the unique solution. Since log g P H1pRq, the Cauchy integral of
log g is a bounded function on CzR by standard estimates on the Cauchy integral
(see, for example [3, Lemma 23.3]), so that the exponential is bounded above and
below in modulus.
(ii) The function ∆pλq is given by
∆pλq “ expppHhqpλqq
so Hh P H2pRq by the above properties of g. With our normalization of H , Hh is
purely imaginary since g is real, from which the identities |∆pλq| “ 1 and ∆pλq “
p∆pλqq´1 follow. It follows from the fact that Hh P H2pRq and |∆pλq| “ 1 that ∆
and ∆´1 are bounded multiplication operators on H2,2pRq.
(iii) follows by dominated convergence.

Suppose now that N solves the original RHP and let
N˘px, zq “ Npx, zq
¨˝
δpzq 0
0 δpzq´1
‚˛.
Then N˘ solves the RHP (6.2). Proposition 6.2 asserts that this RHP has a unique
solution and defines a Lipschitz continuous map ρ˘Ñ q˘. We now establish:
Lemma 6.16. For any x P R, qpxq “ q˘pxq.
Proof. Since the maps ρ ÞÑ q and ρ˘ ÞÑ q˘ are Lipschitz, it suffices to prove equality
for ρ P SpRq. In this case, the solutionsNpx, zq and N˘px, zq have large-z asymptotic
expansions in CzR of the form
Npx, zq “ e1 ` N´1pxq
z
`O
ˆ
1
z2
˙
, N˘px, zq “ e1 ` N˘´1pxq
z
`O
ˆ
1
z2
˙
while the function δpzq satisfies
δpzq “ 1`O
ˆ
1
z
˙
.
From these formulae, it is easy to see that
N12px, zq “ N˘12px, zq `O
ˆ
1
z2
˙
.
We now use the fact that the reconstruction formulas (6.4) for q and (6.6) for q˘ are
equivalent to the formulae
qpxq “ lim
zÑ8
zN12px, zq
q˘pxq “ lim
zÑ8
zN˘12px, zq
to conclude that q “ q˘. 
Let χ P C8pRq with χpxq “ 1 for x ě 1 and χpxq “ 0 for x ă ´1. Define
Ipρq “ qpxqχpxq ` q˘pxqp1 ´ χpxqq.
The map I is Lipschitz continuous from H2,2pRq to itself. It remains to show that
I inverts R and that R is one-to-one. To this end, we use the following uniqueness
result for the Beals-Coifman solutions of (1.8).
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Proposition 6.17. Suppose that q P H2,2pRq X U .
(i) There exists at most one matrix-valued solution Mpx, zq, analytic for z P
CzΣ, of the problem
d
dx
Mpx, zq “ ´iz2 adσpMq ` zQpxqM ` P pxqM,
lim
xÑ`8
Mpx, zq “ 1,
Mpx, zq is bounded as xÑ ´8.
(ii) There exists at most one matrix-valued solution Mpx, zq, analytic for z P
CzΣ, of the problem
d
dx
Mpx, zq “ ´iz2 adσpMq ` zQpxqM ` P pxqM,
lim
xÑ´8
Mpx, zq “ 1,
Mpx, zq is bounded as xÑ `8.
Proof. We prove (i) since the proof of (ii) is similar. Suppose that M1 and M2 are
two such solutions. It is easy to prove that there is a matrix Apzq with detApzq “ 1
and
M1px, zq “M2px, zqe´iz2x adσApzq “M2px, zq
¨˝
A11pzq A12pzqe´2iz2x
A21pzqe2iz2x A22pzq
‚˛
Using the exponential blow-up of the factors e˘iz
2x as x Ñ 8 together with the
asymptotic conditions it is easy to see that A12pzq “ A21pzq “ 0 for z P CzΣ. We
can then use the asymptotic condition as xÑ `8 to show that A11pzq “ A22pzq “
1. Hence M1 “M2. 
Lemma 6.18. For any ρ P H2,2pRq X V , Ipρq P U and RpIpρqq “ ρ. Moreover,
the map R is one-to-one from U onto V .
Proof. To prove the first assertion, it suffices by Lipschitz continuity and density
to show that RpIpρqq “ ρ for ρ P SpRq X V . For given ρ P SpRq X V we solve the
Beals-Coifman integral equations for the RHP’s (6.1) and (6.2), obtaining solutions
ν and ν˘. By Proposition 5.8 of §5 we can construct solutions µ and µ˘ to the
Beals-Coifman integral equations for the corresponding RHP’s on Σ. Now define
Mpx, zq “ 1`
ż
Σ
µpx, ζq `w`x pζq ` w´x pζq˘ 1ζ ´ z dζ2πi ,
M˘px, zq “ 1`
ż
Σ
µ˘px, ζq `w˘`x pζq ` w˘´x pζq˘ 1ζ ´ z dζ2πi .
The functionsM and M˘ solve (1.8) and are analytic in z P CzΣ. Using the estimate
(6.14a), the boundedness of pI´Sq´1, the solution formula ν´1 “ ν70`pI´Sq´1ν70,
and the construction of µ from ν in Proposition 5.8, it is easy to see that }µ´ 1}L2 ď
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Cp1 ` |x|q´1 for x ą 0. Using this estimate, the Riemann-Lebesgue lemma, and
the formula
Mpx, zq “ 1`
ż
Σ
pµpx, ζq ´ 1q `w`x ` w´x ˘ 1ζ ´ z dζ2πi
`
ż
Σ
`
w`x ` w´x
˘ 1
ζ ´ z
dζ
2πi
we see that Mpx, zq Ñ 1 as xÑ `8. A similar argument shows that M˘px, zq Ñ 1
as xÑ ´8. It now follows from (6.30) and Lemma 6.14(i) thatMpx, zq is bounded
as x Ñ ´8. Hence, Mpx, zq is the unique “right” Beals-Coifman solution for
q “ Ipρq.
Let spζq “ b˘pζq{apζq where a and b˘ are constructed from ρ via Lemma 5.6. Then
M˘px, ζq satisfy the jump relation
M`px, ζq “M´px, ζqvxpζq, vxpζq “ e´ixζ2 adσ
¨˚
˝ 1´ spζqspζq spζq
´spζq 1
‹˛‚,
This is equivalent to the statement that RpIpρqq “ ρ since the scattering data for
the unique Beals-Coifman solutions corresponds exactly to ρ.
Next, we prove that R is one-to-one. Suppose that q1 and q2 are potentials
with Rpq1q “ Rpq2q. We can construct “right” Beals-Coifman solutions M1 and
M2 which both satisfy the same jump relation. It follows that pM1 ´ M2q` “
pM1 ´ M2q´vx and pM1 ´ M2q˘ P BCpL2q so that M1 “ M2 by uniqueness of
solutions to the RHP. But then the reconstruction formulas show that q1 “ q2, so
R is one-to-one. 
Proof of Proposition 6.3. An immediate consequence of Lemmas 6.16 and 6.18. 
7. Inverse Scattering Solution to DNLS
The purpose of this section is to prove that the function
(7.1) qpx, tq “ I
´
e´4ip ¨ q
2tpRq0qp ¨ q
¯
pxq
solves the equation (1.3) if q0 P SpRq X U where U is the spectrally determined
set in Theorem 1.4. Equation (A.3) from Appendix A is the zero-curvature
representation of (1.3) where q “ qpx, tq:
ψx “ ´iζ2ψ ` ζQpx, tqψ ` P px, tqψ,(7.2)
ψt “ ´iζ4ψ ` 2ζ3Qpx, tqψ ` iζ2
ˆ ´|q|2 0
0 |q|2
˙
ψ(7.3)
` iζ
ˆ
0 qx
´qx 0
˙
ψ ` i
4
ˆ |q|4 0
0 ´|q|4
˙
ψ
` 1
2
ˆ
qxq ´ qqx 0
0 qqx ´ qxq
˙
ψ.
Recall that a fundamental solution to this system is an invertible matrix-valued
solution ψpx, t, ζq. The computations in Appendix A imply the following criterion
which is the key to our analysis.
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Lemma 7.1. Let q ” qpx, tq P C8pRˆ Rq,
Qpx, tq “
ˆ
0 qpx, tq
qpx, tq 0
˙
, P px, tq “ i
2
ˆ ´|qpx, tq|2 0
0 |qpx, tq|2
˙
,
and suppose that there exists a fundamental solution ψpx, t, ζq of the system (7.2)–
(7.3) for each ζ P Σ. Then qpx, tq is a classical solution of (1.3).
Our main result is:
Theorem 7.2. Suppose that q0 P SpRq X U . Then the function (7.1) is a classical
solution of (1.3).
Remark 7.3. From the continuity of the solution map (1.29), it follows that if
q0 P H2,2pRq X U , then the function (7.1) is a strong solution of (1.3).
By Lemma 7.1, it suffices to construct a fundamental solution for (7.2)–(7.3).
We will do so using the RHP.
Suppose that M˘ solve the RHP
M`px, t, ζq “M´px, t, ζqeitθ adpσqvpζq(7.4)
M˘ ´ I P BCpL2q
where
vpζq “
¨˚
˝ 1´ spζqspζq spζq
´spζq 1
‹˛‚, θpx, t, ζq “ ´´ζ2 x
t
` 2ζ4
¯
.
In terms of the transition matrix
T pζq “
ˆ
apζq b˘pζq
bpζq a˘pζq
˙
we have spζq “ b˘pζq{apζq, and we have used the symmetries
a˘pζq “ apζq, b˘pζq “ bpζq.
We also have ap´ζq “ apζq, bp´ζq “ ´bpζq so that spζq is odd. We will assume
that s P SpΣq. We have the factorization v “ pI ´ w´q´1pI ` w`q where
(7.5) w´ “
ˆ
0 spζq
0 0
˙
, w` “
ˆ
0 0
´spζq 0
˙
We define
(7.6) w˘x,tpζq “ eitθ adσw˘pζq,
so that
(7.7)
Bw˘x,t
Bx “ ´iζ
2 adσpw˘x,tq,
Bw˘x,t
Bt “ ´iζ
4 adσw˘x,t.
Proposition 7.4. Suppose that a, b, a˘, b˘ satisfy conditions (i)–(vii) in Problem 5.1
and that M˘ solve the RHP (7.4). Let
Qpx, tq “ ´ 1
2π
adσ
„ż
Σ
µ
`
w`x,t ` w´x,t
˘
60 JIAQI LIU, PETER A. PERRY, AND CATHERINE SULEM
P px, tq “ iQpx, tqpadσq´1Qpx, tq “ i
2
¨˝ ´|q|2 0
0 |q|2
‚˛.
Then M˘ are fundamental solutions for the Lax equations
BM˘
Bx “ ´iζ
2 adσpM˘q ` ζQpxqM˘ ` P pxqM˘,(7.8)
BM˘
Bt px, t, ζq “ ´2iζ
4 adσpM˘q `Apx, t, ζqM˘px, t, ζq(7.9)
where
Apx, t, ζq “ 2ζ3
¨˝
0 q
q 0
‚˛` iζ2
¨˝ ´|q|2 0
0 |q|2
‚˛` iζ
¨˝
0 qx
´qx 0
‚˛(7.10)
` i
4
¨˝ |q|4 0
0 ´|q|4
‚˛` 1
2
¨˝
qxq ´ qqx 0
0 qqx ´ qxq
‚˛
Proof. We have already shown in Proposition 5.15 that, for each fixed t, M˘ obeys
(7.8). In Appendix B, we show that (7.9) also holds. Straightforward computation
then shows that the functions ψ˘ “M˘eitθσ obey (7.2)–(7.3). 
The proof of Theorem 7.2 is an immediate consequence of Proposition 7.4 and
Lemma 7.1.
Appendix A. Gauge Equivalence
In this Appendix, we provide details about the correspondence between the gauge
transformation relating solutions u and q of DNLS equations (1.1) and (1.3) (ε “ 1)
and a matrix gauge transformation relating their respective Lax pairs pL,Aq and
pL1, A1q.
We write v “ u and r “ q. We know from the original paper of Kaup and Newell
[12] that the DNLS equation (1.1) is equivalent to the zero-curvature condition 2
(A.1) Lt ´Ax ` rL,As “ 0
where the operators L and A are given by
L “ ´iζ2σ ` ζUpxq,
A “ p´iq
ˆ
A11 A12
A21 ´A11
˙
.
Here U “
ˆ
0 u
v 0
˙
, while
A11 “ 2ζ4 ` ζ2uv
A12 “ 2iζ3u´ ζux ` iζu2v
A21 “ 2iζ3v ` ζvx ` iζuv2.
2This terminology refers to a geometrical interpretation of (1.4) where the matrix operators L
and A are seen as connection coefficients.
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The zero-curvature representation (A.1)
Lt ´Ax ` rL,As “ ζ
¨˝
0 ut ´ iuxx ´
`
u2v
˘
x
vt ` ivxx ´
`
v2u
˘
x
0
‚˛“ 0
gives the evolution equations
(A.2)
ut “ iuxx ` pu2vqx,
vt “ ´ivxx ´ pv2uqx.
Proposition A.1. The zero-curvature representation associated to (1.3) has the
form
(A.3) L1t ´A1x ` rL1, A1s “ 0
where the Lax pair pL1, A1q is equivalent to pL,Aq through a matrix gauge transfor-
mation and
(A.4)
L1 “ ´iζ2σ ` ζQpxq ` P pxq
A1 “ p´iq
ˆ
A111 A
1
12
A121 ´A111
˙
with
(A.5)
A111 “ 2ζ4 ` ζ2qr ´
1
4
q2r2 ` i
2
pqxr ´ qrxq
A112 “ 2iζ3q ´ ζqx
A121 “ 2iζ3r ` ζrx .
Proof. A 2 ˆ 2 matrix-valued function Gpx, tq defines a gauge transformation to a
new Lax pair
L1 “ GLG´1 `GxG´1(A.6)
A1 “ GAG´1 `GtG´1.(A.7)
Indeed, if ψx “ Lψ and ψt “ Aψ, then the function Ψ “ Gψ satisfies Ψx “ L1Ψ
and Ψt “ A1Ψ. We seek a gauge transformation in the matrix form
(A.8) Gpx, tq “
ˆ
eiϕ 0
0 e´iϕ
˙
.
A simple computation shows that
L1 “ ´iζ2σ ` ζQ ` P
where, setting
q “ e´2iϕu, r “ e2iϕv,
we have
Q “
ˆ
0 q
r 0
˙
, P “
ˆ ´iϕx 0
0 iϕx
˙
.
We wish to choose ϕ so that3
P “ iQpadσq´1Q “
ˆ ´ i
2
qr 0
0 i
2
qr
˙
.
3This condition insures that the RHP associated to the inverse scattering map will be properly
normalized for large scattering parameter.
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It follows that
(A.9) ϕpx, tq “ 1
2
ż x
´8
qr dy “ 1
2
ż x
´8
uv dy.
We get A1 in the form A1 “ p´iq
ˆ
A111 A
1
12
A121 ´A111
˙
with
A111 “ 2ζ4 ` ζ2qr ´ ϕt
A112 “ 2iζ3q ´ ζuxe2iϕ ` iζq2r
A121 “ 2iζ3r ` ζvxe´2iϕ ` iζqr2 .
We can express uxe
´2iϕ and vxe
2iϕ in terms of q and r by differentiating the
identities u “ e2iϕq and v “ e´2iϕr to obtain
(A.10) uxe
´2iϕ “ qx ` iq2r, vxe2iϕ “ rx ´ iqr2.
We compute ϕt using that u and v obey the equations (A.2)
ϕt “
ˆ
1
2
ż x
´8
uv dy
˙
t
“ i
2
puxv ´ uvxq ` 3
4
pu2v2q “ ´1
4
q2r2 ` i
2
pqxr ´ qrxq
Finally, a short computation shows that the condition L1t ´A1x ` rL1, A1s “ 0 gives
the following equations (in the order p11q, p12q, p21q, p22q of entries in the matrices):
´ i
2
pqtr ` qrtq ´ i
2
`
r2qqx ` q2rrx
˘´ 1
2
prqxx ´ qrxxq “ 0
qt ´ iqxx ` q2rx ´ i
2
r2q3 “ 0
rt ` irxx ` r2qx ` i
2
r3q2 “ 0
i
2
pqtr ` qrtq ` i
2
`
r2qqx ` q2rrx
˘` 1
2
prqxx ´ qrxxq “ 0
In particular, the p12q and p21q equations hold, the p11q and p22q equations are
vacuous. It shows that (A.3) give a zero-curvature representation of (1.3), and that
the transformation (1.2) indeed maps solutions of (1.1) to solutions of (1.3). 
Appendix B. Time-Evolution of Solutions to the RHP
We prove that the solutionsM˘ of the RHP (7.4) solve equation (7.9), completing
the proof of Proposition 7.4. The computation is similar to that presented in the
proof of Proposition 5.15 except that now, we take into account the time evolution.
We write
g˘
.“ h˘
if
g` ´ h` “ C`k, g´ ´ h´ “ C´k for the same function k P L2pΣq.
Since the RHP (7.4) has a unique solution, we have:
Lemma B.1. Suppose that G˘
.“ 0 and G` “ G´vx,t. Then G` “ G´ “ 0.
We will differentiate the jump relation in (7.4) and use a commutator formula
to show that the function
G˘ “ BM˘Bt ´Apx, t, ζqM˘ ´M˘p2iζ
4σq
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obeys G˘
.“ 0 and G` “ G´vx,t, proving Proposition 7.4. A computation similar
to that leading to (5.30) gives
(B.1)
BM`
Bt ` iζ
4 adσpM`q “
ˆBM´
Bt ` iζ
4 adσM´
˙
vx,t.
We need to evaluate iζ4 adσpM˘q modulo terms .“ 0. To this end, we use the
commutator formula (2.9)
(B.2) ζmC˘ rf s pζq .“ ´
m´1ÿ
j“0
ζm´1´j
fj
2πi
The function
fpx, t, ζq “ µpx, t, ζq `w`x,tpζq ` w´x,tpζq˘ “
¨˚
˝ ´spζqµ12px, t, ζq spζqµ11px, t, ζq
´spζqµ22px, t, ζq spζqµ21px, t, ζq
‹˛‚
and its moments
fjpx, tq “
ż
Σ
ζjfpx, t, ζq dζ, j “ 0, 1, 2, 3.
play a crucial role in the the computations since the solution of the RHP has the
large-z asymptotic expansion
(B.3) Mpx, zq „ 1´ 1
z
f0
2πi
´ 1
z2
f1
2πi
` . . . .
By symmetry, f0 and f2 vanish on the diagonal, while f1 and f3 vanish off the
diagonal, so that in particular
(B.4) adσpf1q “ adσpf3q “ 0.
We recall the reconstruction formulaˆ
0 q
q 0
˙
“ ´ 1
2π
adσpf0q(B.5)
“ ´ 1
π
ż
Σ
˜
0 µ11px, ζqspζqe´2is2x
µ22px, ζqspζqe´2is2x 0
¸
dζ
which implies
(B.6) f0 “ π
ˆ
0 ´q
q 0
˙
.
The formula
(B.7) M˘ “ 1` C˘f
implies that
(B.8) ζp1´M˘q .“ 1
2i
ˆ
0 ´q
q 0
˙
.“ 1
2i
ˆ
0 ´q
q 0
˙
M˘
where the last step follows from the fact that M˘
.“ 1. In the course of the
computations, we will need to evaluate the off-diagonal matrix f2. It follows from
(7.8) and the identity f “M` ´M´ that
Bf
Bx “ ´iζ
2 adσpfq ` ζQpxqf ` P pxqf.
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Hence
d
dx
f0 “
ż
Σ
`´iζ2 adσpfq ` ζQpxqf ` P pxqf˘ dζ
“ ´i adσpf2q `Qpxqf1 ` P pxqf0.(B.9)
Lemma B.2. The identity
(B.10)
BM˘
Bt
.“ 0.
holds.
Proof. Recall that M˘ “ µp1 ˘ w˘x,tq where wx,t is given by (7.6). Assume that
s P SpΣq. We claim that pBµ{Btqpx, t, ¨ q P L2pΣq. If so, then (B.10) follows by
differentiating (B.7).
We prove that pBµ{Btqpx, t, ¨ q P L2pΣq using the Beals-Coifman integral equation
satisfied by µ
µ “ 1` C`pµw´x,tq ` C´pµw`x,tq “ 1` Cwµ.
We obtain
(B.11)
Bµ
Bt px, t, ζq “ gpx, t, ζq ` Cw
ˆBµ
Bt
˙
where
gpx, t, ζq “ C´
˜
µ
Bw`x,t
Bt
¸
` C`
˜
µ
Bw´x,t
Bt
¸
.
Since µ´1 P L2pΣq and Bw˘x,t{Bt P L8pΣqXL2pΣq, it follows that gpx, t, ¨ q P L2pΣq
for each px, tq, and eq. (B.11) for Bµ{Bt can be solved in L2pΣq. 
From the commutator formula (B.2) (applying it successively for j “ 4 and
j “ 3) and the identity (B.4), we have
2iζ4 adσpM˘q .“ ´ζ3 1
π
adσ rf0s ´ ζ 1
π
adσ rf2s
(B.12)
.“ 2ζ3QpxqM˘ ` 2ζ3QpxqpI ´M˘q ´ ζ
π
adσ rf2s
.“ 2ζ3QpxqM˘ ` ζ
2
πi
Qpxqf0 ` ζ
πi
Qpxqf1 ` Qpxq
πi
f2 ´ ζ
π
adσ rf2s
We wish to re-write the last four terms on the right-hand side of (B.12) as coeffi-
cients times M˘, modulo the equivalence relation. We will see that terms involving
f1 cancel so we will keep separate track of these. We have (using again the identity
matrix 1 “M˘ ` p1´M˘q)
ζ2
πi
Qpxqf0 “ iζ2
ˆ ´|q|2 0
0 |q|2
˙
M˘ ` i
ˆ ´|q|2 0
0 |q|2
˙“
ζ2p1´M˘q
‰
(by (B.2), m “ 2q .“ iζ2
ˆ ´|q|2 0
0 |q|2
˙
M˘pxq
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` i
ˆ ´|q|2 0
0 |q|2
˙„
ζ
f0
2πi
` f1
2πi

.“ iζ2
ˆ ´|q|2 0
0 |q|2
˙
M˘ ` ζ
2
ˆ
0 |q|2q
|q|2q 0
˙
M˘
` ζ
2
ˆ
0 |q|2q
|q|2q 0
˙
p1´M˘q ` 1
2π
ˆ ´|q|2 0
0 |q|2
˙
f1
(by (B.2), m “ 1q .“ iζ2
ˆ ´|q|2 0
0 |q|2
˙
M˘ ` ζ
2
ˆ
0 |q|2q
|q|2q 0
˙
M˘
´ i
4
ˆ |q|4 0
0 ´|q|4
˙
M˘ ` 1
2π
ˆ ´|q|2 0
0 |q|2
˙
f1.
Collecting all the terms, we get
2iζ4 adσpM˘q ´ 2ζ3QpxqM˘(B.13)
`
ˆ
iζ2|q|2 0
0 ´iζ2|q|2
˙
M˘ ´ 1
2
ˆ
0 ζ|q|2q
ζ|q|2q 0
˙
M˘
.“ 1
4
ˆ ´i|q|4 0
0 i|q|4
˙
M˘ ` 1
π
Qpxqpadσq´1Qpxqf1 ` 1
πi
Qpxqζf1
` 1
πi
Qpxqf2 ´ ζ
π
adpσq rf2s
We are now able to simplify the right hand side of (B.13) using (B.9):
1
π
Qpxqpad σq´1Qpxqf1 ` 1
πi
Qpxqf2
.“ ´1
2
ˆ
qqx 0
0 qqx
˙
M˘ ` i
4
ˆ |q|4 0
0 ´|q|4
˙
M˘
and
1
πi
Qpxqζf1 ´ ζ
π
adσ rf2s “
ˆ
0 iζqx
´iζqx 0
˙
´ 1
2
ˆ
0 ζ|q|2q
ζ|q|2q 0
˙
.“
ˆ
0 iζqx
´iζqx 0
˙
M˘ ` 1
2
ˆ
qxq 0
0 qxq
˙
M˘
´ 1
2
ˆ
0 ζ|q|2q
ζ|q|2q 0
˙
M˘ ` i
4
ˆ |q|4 0
0 ´|q|4
˙
M˘.
Eq. (B.13) now becomes the equivalence relation:
2iζ4 adσpM˘q ´ 2ζ3QpxqM˘(B.14)
`
ˆ
iζ2|q|2 0
0 ´iζ2|q|2
˙
M˘ ´ i
4
ˆ |q|4 0
0 ´|q|4
˙
M˘
´
ˆ
0 iζqx
´iζqx 0
˙
M˘ ` 1
2
ˆ
qqx ´ qxq 0
0 qqx ´ qxq
˙
M˘
.“ 0 .
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We combine (B.14) with Lemma B.2 and Lemma B.1 to obtain eq. (7.9) and
conclude the proof of Proposition 7.4.
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