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Resumen La finalidad de esta línea de investigación es el
estudio y resolución de problemas del area Bioinformática
mediante la utilización de métodos inteligentes. Particu-
larmente, nuestro trabajo se enfoca en la resolución de
problemas de secuenciamiento de un genoma por medio del
diseño e implementación de nuevas técnicas metaheurísticas
ya sean basadas en trayectoria como en población. También
consideramos la posibilidad de hibridar y/o distribuir estos
métodos dependiendo de la complejidad del problema a
resolver.
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CONTEXTO
Esta línea de investigación se desarrolla en el marco del
proyecto de investigación “Resolviendo problemas comple-
jos con técnicas metaheurísticas avanzadas” dirigido por la
Dra. Carolina Salto y llevado a cabo en el Laboratorio de
Investigación de Sistemas Inteligentes (LISI), de la Facultad
de Ingeniería de la Universidad Nacional de La Pampa. Este
proyecto mantiene desde hace varios años una importante
vinculación con investigadores de la Universidad Nacional
de San Luis (Argentina) y de la Universidad de Málaga
(España), con quienes se han realizado varias publicaciones
conjuntas.
I. INTRODUCCIÓN
En las últimas décadas, los avances en el campo de la
Biología Molecular y en las tecnologías de genómica han
provocado un crecimiento muy fuerte en la información
biológica generada por la comunidad científica. La secuen-
ciación de genomas y de proteomas, la identificación de
genes, la generación de perfiles de expresión genética y
otras áreas genéticas han demostrado la necesidad de la
participación de expertos matemáticos, ingenieros y físicos
para obtener resultados en corto tiempo y de mayor calidad
en estas áreas.
La Bioinformática es, entonces, un campo interdisciplinar
que involucra a los expertos antes mencionados para: analizar
la secuencia genómica, identificar y predecir las estructuras
moleculares, determinar el perfil de expresión genética, etc.
Estas actividades, en su mayoría, necesitan ser formuladas
como problemas de optimización para poder llevarse a cabo.
En algunos de ellos encontramos analogías con problemas
de optimización combinatoria clásicos, como es el caso
de, uno de los problemas tratados aquí, el ensamblado de
fragmentos de ADN ( Fragment Assembly Problem, FAP) con
el problema del viajante de comercio (Travelling Salesman
Problem, TSP).
El conjunto de técnicas bioinformáticas utilizadas en las
distintas áreas de la Biología Molecular, en particular en
el ensamblado de fragmentos de ADN, es extenso y de
componentes heterogéneos. Es posible distinguir dos grandes
grupos de técnicas algorítmicas. El primero está formado
por algoritmos especialmente diseñados para un uso bio-
informático específico, por ejemplo para alinear un par de
secuencias de ADN. Por otro lado, el segundo subconjunto
está conformado por un grupo de técnicas modernas de uso
generalizado, denominadas metaheurísticas.
En el primer caso, los algoritmos han sido diseñados y
modelados específicamente para manejar información bio-
lógica. Es el caso de herramientas como: CAP3 (ensambla
fragmentos de ADN) [1], CLUSTALW-pairwise (compara un
par de secuencias de ADN) [2], CLUSTAL-MSA (compara
múltiples secuencias de ADN) [2], FASTA (permite iden-
tificar proteínas relacionadas entre sí) [3], [4], BLAST y
sus variantes (conjunto de herramientas de búsqueda local
para alinear secuencias) [5], [6], Vector de momentos de
composición (permite predecir la estructura secundaria de la
proteína) [7], Modelado de la dinámica molecular (identifica
más de un tipo de estructura proteíca) [8], IRAP (determina
cómo interactúan las proteínas entre sí, acoplamiento de
proteínas) [9], entre otras.
En el segundo caso, las técnicas metaheurísticas han sido
intensamente usadas en diferentes campos y se han adaptado
a muchos usos bioinformáticos. La razón es que pueden
resolver problemas de grandes dimensiones con fuertes res-
tricciones de manera eficiente. Ejemplos de esto son: los
algoritmos evolutivos, los métodos de Montecarlo guiados, la
optimización basada en colonias de hormigas, los algoritmos
meméticos, la optimización basada en cúmulo de partículas,
entre otras.
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Aunque este tipo de algoritmos tiene un uso más generali-
zado, resultan eficaces y eficientes cuando la complejidad del
problema y su respectivo espacio de soluciones son extensos
o crecen continuamente. Esta es una característica muy im-
portante y extremadamente necesaria a la hora de manipular
enormes cantidades de información biológica. Además estas
metaheurísticas presentan otra ventaja significativa, en el área
de la Bioinformática, ya que resultan sumamente eficientes
en la resolución de problemas de optimización combinatoria;
como por ejemplo los problemas de: alineamiento de secuen-
cias, ensamblado de fragmentos, análisis proteínico, entre
muchos otros. Las características y ventajas mencionadas
anteriormente son difíciles de encontrar o de incorporar en
las técnicas del primer grupo.
Los objetivos de esta línea de investigación son: estudiar
problemas bioinfórmaticos, especialmente los relacionados
con el secuenciamiento de cadenas de ADN en un genoma,
analizar, diseñar y desarrollar algoritmos metaheurísticos
para resolverlos eficientemente. Como dijimos anteriormente,
la formulación de varios de estos problemas es análoga a la
de problemas de optimización clásicos, por ende en ciertos
casos será necesario primero analizar el comportamiento de
las diferentes metaheurísticas para resolver los problemas
clásicos y luego adoptarlas o no, según sea el caso.
II. DESARROLLO
En esta sección describimos los desarrollos que se llevan a
cabo en esta línea de investigación, pero primero introduci-
mos uno de los principales problemas de secuenciamiento
de un genoma como es el problema de ensamblado de
fragmentos de ADN y su analogía con el problema del
viajante de comercio.
FAP es un problema resuelto en las primeras fases del
proyecto del genoma y por lo tanto muy importante, ya que
los demás pasos dependen de su precisión. El proceso de
ensamblado de fragmentos consiste en: una primera fase de
superposición (calcula el puntaje de solapamiento entre los
fragmentos), una segunda de distribución (encuentra el orden
de los fragmentos basado en el puntaje de similitud compu-
tado) y una tercera de consenso (deriva la secuencia de ADN
a partir de la distribución anterior). Una resolución óptima
del problema se produce cuando el algoritmo escapaz de
ensamblar un determinado conjunto de fragmentos en un solo
contig. Un contig es una secuencia en la que la solapamiento
entre los fragmentos adyacentes es mayor o igual a un umbral
predefinido (parámetro de corte denominado cutoff ).
Desde el punto de vista de la optimización combinatoria,
la construcción de un consenso es similar a la de un recorrido
en un problema del viajante de comercio. Esto es porque cada
fragmento tiene una ubicación específica en la formación de
una secuencia en la etapa de consenso. Aunque los puntos
terminales de un recorrido de TSP sean irrelevantes ya que
su solución es un recorrido circular de ciudades, en el caso
de FAP estos puntos son importantes ya que ellas representan
los extremos opuestos de la secuencia original de ADN.
En TSP el ordenamiento de las ciudades es la solución
final al problema. En cambio para FAP, el ordenamiento de
fragmentos es sólo un resultado intermedio que será utilizado
en la fase de consenso.
Por un lado, nuestro trabajo consiste en profundizar el
estudio de las distintas variantes de algoritmos de optimiza-
ción basados en colonia de hormigas (Ant Colony Optimi-
zation -ACO-) [10] considerando diferentes configuraciones
paramétricas. Para ello utilizamos un problema tradicional
de optimización combinatoria, como es el caso del problema
del viajente de comercio asimétrico (Asymmetric Traveling
Salesman Problem, ATSP), con el objeto de determinar cuál
de las variantes ACO (Ant System -AS- [11], Elitist Ant
System -EAS- [11], Ant Colony System -ACS- [12], Max-
Min Ant System -MMAS- [13], [14], [15], Rank-Based Ant
System -ASrank- [16]) realiza una mejor manipulación de
un gran número de ciudades. De esta forma, adecuaríamos
la variante ACO seleccionada a FAP.
Por otra parte, analizamos y comparamos el comporta-
miento de ensambladores de fragmentos de ADN metaheu-
rísticos, (Inversion Simulated Annealing -ISA- [17], Problem
Aware Local Search -PALS- [18] y Genetic Algorithms con
estrategias de inicio -GAG50- [19]) al resolver instancias
de FAP con ruido. De esta manera podemos estudiar la
robustez de los mismos y proponer nuevos y mas eficientes
algoritmos para desarrollar esta tarea. Estudiar la robustez
de un ensamblador significa analizar las diferencias entre las
soluciones encontradas para las instancias sin y con ruido. Si
no se detectan diferencias (estadísticamente significativas), el
ensamblador muestra un comportamiento neutro (insensible,
indistinto) a pequeñas variaciones en los datos de entrada
(ruido). Consecuentemente, este ensamblador se considera
robusto para resolver instancias ruidosas.
III. RESULTADOS OBTENIDOS/ESPERADOS
En esta sección presentamos los resultados obtenidos de
nuestra investigación en el transcurso del año 2011.
El análisis de las variantes algorítmicas y paramétricas
de ACO [20] arrojó que, las distintas variantes sólo son
susceptibles a cambios en los valores paramétricos si el
espacio de búsqueda es grande. En el caso de ATSP esto
sucede cuando el número de ciudades es mayor a 100.
Por otra parte, la variante que se comporta mejor ante un
elevado número de ciudades es ASrank, aunque el esfuerzo
computacional de MMAS es menor al de ASrank .
A partir del estudio realizado a los diferentes ensam-
bladores de fragmentos, en [21], surge que PALS es la
metaheurística más robusta a la hora de solucionar las ins-
tancias de FAP con ruido. Además, es uno de los algoritmos
que mejores soluciones encuentra. Aunque, al igual que
los otros ensambladores (ISA y GAG50), PALS no logra
obtener soluciones finales con el número óptimo de contigs,
especialmente cuando resuelve instancias de gran tamaño.
También se detecta que la falencia de PALS es la rápida
convergencia a óptimos locales.
En un intento de lograr un ensamblador robusto que
solucione eficientemente instancias ruidosas de gran tamaño,
proponemos una nueva metaheurística que aproveche las
fortalezas de PALS y mitigue sus debilidades. Este nuevo
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ensamblador, al igual que PALS, estima el número de contigs
y el fitness de cada posible movimiento de fragmentos pero,
a diferencia de PALS, evita la convergencia prematura a
óptimos locales. Esto resulta en nuevo ensamblador metaheu-
rístico híbrido y paralelo, denominado PH-PALS [22] capaz
de escapar de los óptimos locales y reducir el número de
contigs en las soluciones correspondientes a las instancias
de mayor tamaño.
Existen distintos puntos de interés que merecen una inves-
tigación más profunda. Uno de ellos tiene que ver con ajustes
en el algoritmo PH-PALS y en su parametrización, con el
objetivo de mejorar su eficiencia. Otro está relacionado con la
incorporación de procesos evolutivos en cada una de las islas
que genera dicho algoritmo. Por otra parte, se prevé adoptar
y adaptar ASrank y MMAS al problema de ensamblado de
fragmentos de ADN.
IV. FORMACIÓN DE RECURSOS HUMANOS
Durante el año 2011 se ha concluido la escritura de una
tesis doctoral y se ha realizado la correspondiente presenta-
ción y defensa para obtener el título de Doctor en Ciencias
de la Computación (UNSL) [23]. Además, a lo largo de ese
mismo año uno de los becarios del proyecto ha presentado
su tesis para alcanzar el título de Ingeniero en Sistemas, a
partir de las actividades desarrolladas en el LISI [20].
En tanto que, en el LISI se trabaja con alumnos avanzados
en la carrera Ingeniería en Sistemas en temas relacionados a
la resolución de problemas de optimización usando técnicas
inteligentes, con el objeto de guiarlos en el desarrollo de sus
tesinas de grado y, también, de formar futuros investigadores.
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