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In a standard linear model, we explore the optimality of the least squares 
estimator under assuptions stronger than those for the Gauss-Markov theorem. 
The conclusion is then much stronger than that of the Gauss-Markov theorem. 
Specifically, two results are cited below: Under the assumption that the unobserved 
error E has a spherically symmetric distribution, the least squares estimator for the 
regression coefficient B is shown to maximize the probability that 6 -B stays in any 
symmetric convex set among linear unbiased estimators fl. With the additional 
assumption that E is unimodal, the conclusion holds among equivariant estimators. 
The import of these results for risk functions is also discussed. 0 1989 Academic press, 
Inc. 
1. INTRODUCTION 
We study the standard linear model: 
y=x /I+&. 
nx1 nxp pxt nx1 
Here y is the observation, X the known design matrix of rank p, /I the 
unknown parameter to be estimated, and E the unobserved error. 
Throughout, we assume that E is spherically distributed in R”. (The case 
where E is centered elliptically, meaning E N B6 with 6 spherical in R” and 
B a known nonsingular matrix, can be reduced to this case by the linear 
transformation B-l.) The least squares estimator for /I is [,s = 
(X’X))’ X’y. The Gauss-Markov theorem asserts (nontrivially when 
El&l 2 < co) that BLs is the best linear unbiased estimator for /I in the sense 
of minimizing the covariance matrix with respect to positive definiteness. In 
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fact, this is equivalent to asserting that for every matrix A, fl,, uniformly 
minimizes the risk function 
&?I&-P)l’ (1.1) 
among all linear unbiased estimators fi. Assuming that E has a spherically 
symmetric distribution, one can strenghten the Gauss-Markov theorem. 
(For a survey paper on spherically symmetric distributions, see 
Chmielewski [3].) 
Before we discuss existing results for this problem, we introduce another 
criterion for comparing estimators fi, which is based on the concentration 
probability P(@ - /I E C) for some prespecified set C. The set C is usually 
taken to be a convex set containing the origin. Consequently, the larger the 
concentration probability, the better the estimator. It is of interest to find 
most concentrated estimators with respect to sets. (That is, estimators 
maximizing the concentration probability for all /I. Such estimators, of 
course, exist only when the class of competing estimators is somewhat 
restricted.) 
For the linear model, Ali and Ponnapalli [l], Sinha and Drygas [lo], 
and Hwang [6] independently proved: 
THEOREM 1.1. Let E be spherical. Then among the class of all linear 
unbiased estimators, jLS is most concentrated with respect to all ellipses 
symmetric about the origin. 
As pointed out in Theorem 3.1 of Hwang [6], this conclusion is 
equivalent to the assertion that fi,s uniformly minimizes the risk functions 
qPw(P^-B)l) (1.2) 
for any matrix A and any nondecreasing real-valued function L. Since (1.2) 
is much more general than (1.1 ), their conclusions are much stronger than 
that of the Gauss-Markov theorem. 
In this paper, we strengthen Theorem 1.1. Specifically, among the same 
class of estimators, we show that flLs is most concentrated with respect to 
(not only ellipses but also) any convex set symmetric about the origin (see 
Theorem 2.2). The significance of this generalization can be easily seen 
by considering risk functions. Our theorem implies that flLs uniformly 
minimizes not only (1.2) but also the more general risk function 
&Ad- 8)). (1.3) 
(See Theorem 2.3.) In (1.3), L is as before and g is a nonnegative 
symmetric convex function defined on R p. Interesting examples of loss 
functions that can be handled as a result are given after Theorem 2.3. 
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Furthermore, if one is willing to assume unimodality of E at the origin, 
the same conclusion holds for a larger class of estimators (namely, the 
equivariant estimators). (See Theorem 2.8.) Without the unimodality 
assumption the latter theorem fails. (Example 2.6 is a counterexample.) 
Many definitions of multivariate unimodality are discussed in Section 2; all 
but one are shown in Section 3 to be equivalent for spherically symmetric 
distributions. 
2. OPTIMALITY OF THE LEAST SQUARES ESTIMATOR 
We first discuss the notion of a most concentrated estimator. The least 
squares estimator jr, is called most concentrated in the class 9 of 
estimators with respect to the sets CE V, if for every /? E $9, CE %, and 
every A 
p&L - B E Cl 2 &d$ - P E 0 (2.1) 
The relationship between this criterion and risk functions is given next in 
Lemma 2.1, which generalizes Lemma 2.1 of Hwang [6]. 
LEMMA 2.1. The following two statements are equivalent: 
m ~ 6) IL is most concentrated with respect to V among the estimators 
(ii) fiLS minimizes, among /? E 9, the risk function E, g(@ - b) for any 
function g bounded from below whose contours C = {x: g(x) < c} are in $F? 
for every c E R. 
Proof: That (i) implies (ii) follows on noting that under (i), g(fi,, - /?) 
is stochastically no greater than g(p^ - j?), for every fi E 9. Conversely, one 
can show that (ii) implies (i) by letting g be one minus the indicator 
function of C. 1 
Theorem 1.1 is next generalized to any symmetric convex set (not 
necessarily an ellipse): 
THEOREM 2.2. Let E be spherically distributed. Then among the linear 
unbiased estimators the least squares estimator bLS is most concentrated for 
convex symmetric sets. 
ProojY Write a linear unbiased estimator as fi = fl,, + Dy, where D is a 
p x n constant matrix. Unbiasedness of fi implies that DA’ is a zero matrix. 
Therefore the covariance matrix of fl is 
cov /f? = cov BLs + 2a2(X’X) -’ X’D’ + cov(Dy) 
= cov p ,^, + cov Dy 
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which is no smaller than cov BLs in the sense of positive definiteness. Since 
flLs has an elliptical distribution, Theorem 3 of Fefferman, Jodeit, and 
Perlman [5] implies that for any symmetric convex set C, 
&& - P E Cl 2 q3uJ - D E a for all p. g 
To see the statistical implication of the generalization, consider loss func- 
tions of the form L(g(l- /I)) as in (1.3). Obviously, L( g( .)) has symmetric 
and convex contours and therefore Lemma 2.1 and Theorem 2.2 imply 
THEOREM 2.3. For any linear unbiased estimator 8, 
(2.2) 
where L is a nondecreasing function that is bounded from below and g is 
convex and symmetric about the origin (i.e., g(t) = g( - t)). 
Some interesting symmetric and convex functions g are: 
(i) gl(t) = t’Kt, where K is an arbitrary nonnegative definite matrix; 
(ii) g2(t) = maximum of the absolute coordinates of the vector Kt for 
any matrix K; 
(iii) g3(t) = Cf= 1 lkitil for any real numbers ki. 
Since Theorem 1.1 applies only to ellipses, it implies (2.2) for g such that 
{x: g(x) < c} is an ellipse. Only g, satisfies this condition. Results concern- 
ing other g’s such as g, and g, are therefore new. Obviously domination 
also holds for a linear combination (with positive weights) of a sequence of 
these loss functions. 
Below we generalize Theorem 2.1 to some extent by considering a larger 
class of estimators. Professor W. Strawderman, in a verbal communication, 
posed a question as to whether one can generalize Theorem 2.2 or 
Theorem 1.1 to the class of unbiased estimators. The answer is negative, 
even for the normal case. 
EXAMPLE 2.4. Take the simplest case where we have one normal obser- 
vation y with unknown mean /? and variance 1. Obviously the least squares 
estimator is /I Ls = y. Consider fl= vy, where v is a random variable inde- 
pendent of y having the distribution: P(v = 0) = P(v = 2) = f. Hence b is 
unbiased. However, P,( 181 < c) = $ + jP,( I yl < c/2) which is greater than 
P,(lyl <c/2) if 0 < c < 1.02. The number 1.02 is obtained by solving the 
equation 1 - @(a/2) = 2( 1 - @(a)), where @ is the cumulative distribution 
of a standard normal. Hence BLs is not the most concentrated estimator 
with respect to the interval (-c, c), 0 < c < 1.02. 
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However, it is possible to establish further results for (translation) 
equivariant estimators; the relevant transformations being y + y + Xb. 
Note that this will transform /3 to p + 6. An estimator 6 is equivariant if for 
every b E RP, 
6(y+Xb)=&y)+b. (2.3) 
Obviously, the class of equivariant estimators contains (and is much 
larger than) the class of all linear unbiased estimators. (It is also essentially 
contained-up to translation-in the class of unbiased estimators.) 
In dealing with an equivariant estimator 6(y), we will need the following 
representation. Let A = (XX) - ’ x’, so that [,s = Ay. Moreover, let 
P = XA be the projection matrix. Substituting - fiLs for b in (2.3) gives 
d(Y) = As + &U-P) Y) = a,s + 6(U- PI El. 
The particular case /I = 0 will be of interest in establishing later theorems. 
For this case y = E and /?,s = AE = APE, since A = AP. Rotating coordinates 
then allows us to obtain the representation 
li,s = B&1*, B some constant nonsingular matrix, (2.4) 
and 
d(Y) = As + h(e), h some function from R” - p to RP, (2.5) 
where (:i) has the same distribution as E and ET is p-dimensional. 
Now we are ready to prove 
THEOREM 2.5. Suppose that g: RP --) R is a convex function which is sym- 
metric about the origin and bounded from below. Then for any equivariant 
estimator 6(y) 
-‘$ g(W) - PI 2 Ep &s - B). (2.6) 
Proof: Due to the fact that both & and 6(Y) are equivariant, it is suf- 
ficient to show that (2.6) holds for /I = 0. By (2.4) and (2.5), E,g(6( y)) = 
E,,g(B&, + h(EZ)). Since E’ = (E;, E;) and (-E;, 8;) have the same distribu- 
tion, the last two expectations equal E,g( - BE, + h(eZ)), which in turn 
equals E,, g(B&, - h(eZ)), by symmetry of g. Using convexity of g, we obtain 
Egg&s -PI = EogU%) G $%g(B~, -h(d) + b%g(B~, + h(4) 
=&dW)=Egg(@-B). I 
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This theorem show that @,, is the Pitman (i.e., the best equivariant) 
estimator relative to any convex symmetric loss in the spherical case. 
Although Theorem 2.5 deals with a larger class of estimators than 
Theorem 2.3, the class of loss functions considered is much smaller. (In 
fact, the loss function in (2.6) corresponds to the loss in (2.2) with L being 
the identity function.) Can one enlarge the class of loss functions? For 
example, is the least squares estimator most concentrated equivariant for 
spheres (or symmetric convex sets)? The following example indicates that 
the answer in general is negative. 
EXAMPLE 2.6. Assume that y is a l-dimensional random variable with 
the p.d.f. 
f(t-B)=b 1 <It-/II <2, 
= 0, otherwise. 
Obviously the least squares estimator for fi is y. However, 
P( ly - PI < 1) = 0. The equivariant estimator /i = y + 1 will give 
P(lj?-j?j <l)=P(-2<y-j3<O)cf. Therefore the least squares 
estimator is less concentrated than fi for the symmetric interval (- 1, 1). 
This counterexample suggests that some unimodality assumption is 
needed in order to generalize Theorem 2.5 to a larger class of loss 
functions. With this assumption, we have the following: 
THEOREM 2.1. Assume that E is spherically symmetric and unimodal at 
the origin. Then fi,, is most concentrated (for symmetric convex sets) among 
all equivariant estimators. 
Before we prove Theorem 2.7, we have to clarify what is meant by 
“unimodal at the origin” in the multivariate case. There is a generally 
accepted definition of l-dimensional unimodality: The distribution F is 
unimodal at 0, if F(t) is convex for negative t and concave for positive t. 
However, there is no universally accepted definition of multivariate 
unimodality. Dharmadhikari and Jogdeo [4] presented various definitions 
of multivariate unimodality, some of which are listed below. We use “UM” 
to denote “unimodal at the origin.” Note that E here need not be spherical. 
(i) E is linear UM if a’& is UM (at 0) for every a E R”. 
(ii) E is mixture UM if it is a weak limit of mixtures of uniform 
distributions on compact symmetric convex sets. (This was called convex 
UM in [4].) 
(iii) E is probability UM if P(E E C+ kt) is nonincreasing in 
k E [0, cc ) for every symmetric convex set C and every t E R”. 
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Before we present property (iv), we introduce a definition. A random 
vector E is said (in Olshen and Savage 181) to be a- UM if saEg(.rs) is 
nondecreasing in s > 0 for every bounded nonnegative measurable function 
g: R” + R. We are, however, most interested in the property: 
(iv) E is n-UM. 
(v) Assume that E has a p.d.f. f on R” - (0). E is said to be convex 
UM if (a) f is symmetric about the origin (i.e., f(t) = f( - t)), and (b) for 
every c E R the set {t 1 f(t) > c> is convex. (It is possible that E has a point 
mass at the origin.) 
Definition (v) was shown in Anderson [2] to imply probability UM. 
Reference [4] stated without proof that for spherical distributions, (ii), 
(iii), and (iv) are all equivalent. In the case that E has a spherical distribu- 
tion, we will also discuss the following intuitively appealing definition. 
(vi) E is p.d.f. UM at 0 if the p.d.f. f( ItI ) of E exists on R” - { 0} and 
f( .) is nonincreasing. (It is possible that E has a point mass at the origin.) 
In the next section, we show that definition (i) does not seem to be an 
appropriate definition. Indeed, we show in Theorem 3.1 that any 
n-dimensional (n > 3) spherical distribution is linear UM. The remaining 
properties (ii) through (vi) are also shown to be equivalent in the spherical 
case (Theorem 3.2). Any one of them is therefore used as a definition for 
UM in Theorem 2.7. Using this interpretation, we now establish 
Proof of Theorem 2.7. Let C be a convex set symmetric about 0. For 
any equivariant estimator /?, we want to prove that (2.1) holds. For this, 
it is enough to consider p = 0. That is, P&E C) < PO(BLS E C), or by (2.4) 
and (2.5) P,,(B&, + h(EZ) E C) d PJBE, E C). Thus it suffices to show that 
PO(E~+B-‘~(E~)EB-~CIE~)~P~(E~EB-’CIE~), (2.7) 
where B-‘C = {B-lx: x E C}. 
Using definition (v) or (vi) of UM, it is easy to see that the conditional 
distribution of E, given a2 is also UM. Using the fact that B- ‘C is 
symmetric and convex, (2.7) follows from definition (iii). 1 
Using Lemma 2.1 and Theorem 2.7, one can establish the following 
theorem. 
THEOREM 2.8. With assumptions as in Theorem 2.7, (2.2), holds for all 
equivariant estimators /I. 
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3. THE EQUIVALENCE OF DEFINITIONS OF 
MULTIVARIATE UNIMODALITY UNDER SPHERICITY 
We first show (Theorem 3.1) that linear UM does not seem to be an 
appropriate notion for UM. Before we prove Theorem 3.1, we discuss a 
related representation of Khinchine [7]. In the univariate case, Khinchine 
[7] showed that F is UM if and only, if 
E - ru. (3.1) 
Here the random variable r is independent of u, a uniform [0, 1 ] random 
variable. 
THEOREM 3.1. Any n-dimensional spherical distribution is linear UM for 
n > 3. 
Proof: Let E be an n-dimensional random vector having a spherical 
distribution. The distribution of a’& is (apart from a scale factor [al) that 
of sl, the first coordinate of E. 
Write E = rd so that r = 1~1 and the random vector d are independent, 
where d is uniformly distributed over the (surface of the) unit sphere. (Of 
course, d = s/l.5 when E # 0. When E = 0 also r = 0, so E = rd regardless of 
the choice of d.) Let d, be the first coordinate of d. Now, direct Jacobian 
transformation shows that 
d;-B l/2, (?I - I)/2 7 
where B,,9 represents a Beta random variable with parameters p and q. 
Letting zr and z2 be two independent Gamma random variables having 
equal scale parameters and respective shape parameters p and q, 
Z&I + 4 - Bp,q 
and is independent of zr + z2. Using this fact repeatedly, we see that 
B l/2, (n ~ 1 b/2 - Bw, I &p,(n - 3~29 
where, on the right-hand side of the last expression, the two beta random 
variables are independent. Hence 
Ml -(B 3/2,(n-3),2)1’2(B1,2,1)“2~ 
which implies 
hl -r(B312.,,~3,,2)“2(B~,2,~)“2. 
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Note that (B1,2,1)1/2 h as a uniform distribution over [0, 11. By Khinchine’s 
representation, Isi1 is UM and therefore so is al. 1 
The last proof obviously does not work when II < 2. In fact for n = 2, the 
theorem fails as shown in Example 2.1 of [4]. 
Next, for spherically symmetric distributions, we establish the equiv- 
alence of the other definitions of UM discussed in Section 2. We also 
consider Khinchine’s representation (3.1) in higher dimensions. Here we 
naturally interpret r to be a scalar random variable independent of the 
n-variate random vector u uniformly distributed over the (interior of the) 
unit ball centered at the origin. 
It turns out that for a spherically symmetric distribution, (3.1) holds if 
and only if E is UM. Indeed, we will show that (3.1) is equivalent to all of 
the notions of UM considered above, except for linear UM. 
To do so, we first argue that under sphericity, 
convex UM = p.d.f. UM * mixture UM 
= E N ru => probability UM * n - UM. (3.2) 
Obviously in the spherical case, convex UM is equivalent to p.d.f. UM. 
Now any p.d.f. UM distribution can be constructed as a weak limit of 
mixtures of uniform distributions over (the interior of) balls centered at the 
origin. These are precisely the distributions of scale mixtures of uniform 
distributions on balls. Hence E has a spherical mixture UM distribution if 
and only if E N ru. 
By a theorem of Sherman (also Theorem 3.3 in [4]), mixture UM 
implies probability UM. This later property implies n - UM by 
Theorem 4.1 in [4]. Hence (3.2) is now established. 
Now we are ready to prove 
THEOREM 3.2. For spherical distributions, all the properties in (3.2) are 
equivalent. 
Proof. All we need to show is that if E is n - UM, then E is p.d.f. UM. 
We do this first assuming the distribution has a p.d.f. except possibly for 
some mass at the origin. 
As in the proof of Theorem 3.1, let E = rd, where r = 1~1 and the random 
vector d are independent and d is uniformly distributed over the (surface of 
the) unit sphere. By Theorem 4 of Olshen and Savage [8], r is n - UM. 
This means that r” is 1 - UM, by Lemma 2 of the same paper. Therefore 
rn (and hence r) has a p.d.f., except that it might have a point mass at the 
origin. Hence E has the same property. Let the p.d.f. of E on R” - (0) be 
f(ltl). 
To finish the proof, we show that f( -) is nonincreasing. The p.d.f. of 
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S= Y (on (0, co)) is proportional tof(s”*). Since S is I - UM, its p.d.f. on 
(0, co ) is nonincreasing (by, say, Theorem 3 of Olshen and Savage [S] ). 
Therefore f( . ) is nonincreasing. 1 
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