We consider two aspects on the efficiency of Kanerva's Sparse Distributed Memory (SDM). First, it has been suggested that in certain situations it would make sense to use different activation probabilities for writing and reading in SDM. However, here we model such a situation and find that, at least approximately, it is optimal to use the same probabilities for writing and reading. Second, and more important, we investigate the scaling up of SDM, in connection with some observations made by Sjödin, see [5] . It is shown that the original SDM (here in Jaeckel's version) does not scale up if the reading address is disturbed, but that this can be remedied by using a kind of SDM with sparse address vectors, showing that SDM could well be used as a clean-up memory in computing with large patterns.
Introduction
In computing with large patterns, some operations produce approximate items which need to be cleaned up (i.e., identified with their exact counterparts). That is done with a clean-up memory that stores all valid vectors known to the system, and retrieves the best-matching vector when activated by a noisy vector. Kanerva's Sparse Distributed Memory (SDM) is a natural candidate for such a clean-up memory. Let us consider an SDM of Jaeckel's selected-coordinates design, see Jaeckel [1] . We give a short explanation of the concept:
An address is a binary string (vector) of 1s and 0s. A datum is a binary string (vector) of 1s and −1s. Let N be the length (dimension) of the addresses and U the length (dimension) of the data. A hard location is a place in the memory where to store data. The content of a hard location is a U -dimensional vector of integers. The coordinates of the content vectors are called positions. In conventional neural-net terms, hard locations are hidden units, their input weights define the position, and there output weights define the contents. A hard location is given by a mask (a subset of K coordinates out of the N coordinates in the address strings) and one bit for each coordinate in the mask, so there are totally N K 2 K possible hard locations. An address X activates a hard location h if all bits in X lying in h's mask match the corresponding bits in h. Storing a datum at the address X means adding (as a vector) the datum to the contents of all hard locations activated by X. Reading at the address X means calculating by some method, from the contents of the hard locations activated by X, a datum to be read at X. Here we just consider the standard reading method: we sum the contents and choose, for each position, the reading 1 if the sum is ≥ 0, and −1 if the sum is < 0. Let M be the number of hard locations, and p = 2 −K the probability of activation 1 .
Different activation probabilities for writing and reading?
There has been some discussion whether something could be gained by using different activation probabilities p and r for writing and reading in the memory, respectively. In particular, it has been suggested in [2] that it could be reasonable to take r > p in the situation when many noisy copies of each datum are written at noisy addresses.
Let us fix a model for this situation. Let us say that a binary vector A is -disturbed from another binary vector B if, for every bit in A independently, the probability of this bit being different from the corresponding bit in B is equal to . To begin with, assume r ≥ p and look at the following stochastic model: a) Choose randomly (and independently) the "ideal" addresses X t , 0 ≤ t ≤ T . b) Choose Y and X t,k , 0 ≤ t ≤ T, 1 ≤ k ≤ n independently, with Y -disturbed from X 0 , and X t,k η-disturbed from X t . c) Choose the M hard locations randomly, where each hard location is given by a mask with K bits. The writing activation is as usual with probability p = 2 −K . For the reading activation a submask of the given (writing) mask with L ≤ K bits is randomly chosen for each hard location, giving the activation probability r = 2 −L ≥ p. As usual, we consider the signal-to-noise ratio ρ (see below) for a single content position. For this position, d) Choose randomly the "ideal" datum bits B t , 1 ≤ t ≤ T . It is assumed that the B t s are independent and also independent of all activation figures, i.e., stochastic variables (L t,k,h below) determined by which hard locations are activated by which addresses. The bit B 0 to be retrieved from the memory is assumed to be 1. e) Choose B t,k , 0 ≤ t ≤ T, 1 ≤ k ≤ n randomly and independently, with B t,k β-disturbed from B t . The B t,k s will then also be independent of all activation figures. B t,k is written at X t,k
Consider the stochastic variables L t,k,h defined thus: L t,k,h = 1, if hard location no. h is activated by both Y and X t,k 3 , and = 0 otherwise.
The sum read at the considered position is
Granted that Z is approximately normally distributed (this assumption will be discussed below), the probability of getting the wrong reading at the given position is ≈ Φ(−ρ), where Φ is the standard normal distribution function, and ρ = E(Z) σ(Z) the signal-to-noise ratio. ) We find (see [4] )
where num = nM pr
Now fix any value of r between 0 and 1. Then f (p, r) is a function of p, where 0 < p ≤ r. If we divide num and denom by p, we get a constant numerator and a denominator of the form ap −1 +bp λ−1 +c, where 2 with activation probability p 3 with activation probabilities r and p, respectively
, we have λ ≤ 1, and hence this denominator is a decreasing function of p.
Thus, assuming 0 < p ≤ r, we find that p = r when f (p, r) is maximal. Let us now consider the case 0 < r ≤ p. Then K ≤ L, and the writing masks are submasks of the reading masks. Then (see [4] 
Now fix any value of p between 0 and 1. Then f (p, r) is a function of r, where 0 < r ≤ p. If we divide num and denom by r, we get a constant numerator and a denominator of the form ar −1 + b, where a is a positive constant and b a constant.
Thus, assuming 0 < r ≤ p, we find again that p = r when f (p, r) is maximal. Summing up, approximately nothing could be gained by allowing different probabilities of activation for writing and reading, and in the rest of this article we will just use one probability of activation p = 2 −K . We remark that we have considered only Jaeckel's design of SDM and not Kanerva's original design, for instance. However, the calculations are much more involved for the latter and, given other experience of the different designs, it would be surprising if the result were not the same in all cases. Besides, Jaeckel's design, or the sparse version of it discussed below, is what is being used for further work, since it is easier to deal with in many ways, and also seems to be the biologically most plausible design.
Note the special case (β = 0) when the data are not noisy, but each datum is stored at many noisy addresses. An example could be storing a lot of handwritten letters, and then trying to identify another handwritten letter (the shape of a handwritten letter defining the address, and the name of the letter the datum).
We conclude this section by discussing the assumption that Z is approximately normally distributed.
Writing Z = t A t , where
, we cannot claim that the A t s are independent: an observed relatively large absolute value of a certain A t indicates that more than expected hard locations have activated Y , giving an increased probability for large absolute values also for the other A t s. However, the larger the memory, the more the distribution of the number of hard locations activating Y is concentrated around the expected value M r, and so the normal approximation should work for large enough memories. There are also arguments using the independence relations concerning the L t,k,h s and B t,k s, but we don't go into them here. This kind of somewhat sloppy reasoning, also used in the derivation of (2) above, has been standard in the literature on SDM. It has been justified by simulations showing good agreement with the theory for interesting values of the memory parameters. We plan to test the results of this article by simulations, too.
Scaling up the memory
We want to investigate what happens to the performance of the memory, i.e., the signal-to-noise ratio ρ, when the memory gets bigger and bigger. For instance, what happens to ρ if we keep the "load" τ = T M constant and let M → ∞? We will consider only the case η = β = 0. Putting r = p, λ = β = 0, κ = γ = − log 2 (1 − ), T = τM in equation (2) and simplifying, we get the following approximate equation 4 which was already derived in [3] (assuming n = 1):
where γ = − log 2 (1 − ).
The performance is studied in [3] for different values of M and τ , always using the optimal value of p, i.e., maximizing ρ. It is shown that the optimal p satisfies the following equation:
For = γ = 0 we get the wellknown formula
For > 0, however, only numerical methods are used in [3] , and no (approximate) explicit formulae for the functions p(M, τ) and ρ(M, τ) are given. Now we want to study the asymptotic behaviour of p and ρ when M → ∞ (with τ constant, the problem of scaling up, or with τ varying in some sensible way)
5 . Then such formulae will be of interest.
To finish the case = 0, we get
from (3) and (5) . Now 4τ 2 M 1 for "normal" values of M and τ , so that
4 From now on we will approximate M − 1 by M without further mention. 5 Observe that M shall be Furthermore, it is clear that, for fixed τ ,
So the memory scales up when = 0. This is, however, not the case when > 0, as first observed by Sjödin (cf. [5] ). To prove it, consider a given > 0, M and τ . Observe that
where p and ρ are the optimal values of p and ρ for the given > 0, M and τ , K is the corresponding mask-length, i.e., p = 2 −K , ρ * 0 is the value of ρ we get if we change to 0 without changing p = p , and ρ 0 is the optimal value for = 0, M and τ . 
