This paper presents a method for the synthesis of negative imaginary closed-loop systems with a prescribed degree of stability under the assumption of full state feedback. The approach extends existing work by using a perturbation method to ensure a closed-loop system that has both the negative imaginary property and a prescribed degree of stability. This approach involves the real Schur decomposition of a matrix followed by the solution to two Lyapunov equations which provides computational advantages over alternate state feedback synthesis techniques. Also, some counterexamples are presented which clarify the perturbation properties of strictly negative imaginary systems.
I. INTRODUCTION
Negative imaginary (NI) systems theory is concerned with stable systems that have a phase response in the interval [−π, 0] for positive frequencies [1] . This corresponds to a positive real (PR) frequency response rotated clockwise by 90 • in the Nyquist plane. However, NI systems theory is more than a simple rotation of PR theory. Whereas PR systems are constrained to have a relative degree of either zero, one or minus one, NI systems theory supports systems with a relative degree of zero, one and two [2] . This has resulted in NI theory emerging as a flourishing complement to positive real (PR) and passivity theory [1] , [2] . NI systems theory was originally motivated by the study of linear mechanical systems with collocated force inputs and position outputs [1] . However, NI systems theory can be applied in many other domains, such as RLC circuits [3] , nano-positioning systems [4] and formation control of multiple UAVs [5] . Robust stability conditions for NI systems have been developed and are well understood [1] , [6] . In particular, it has been shown that the positive feedback interconnection of an NI system with a strictly negative imaginary (SNI) system is internally stable as long as conditions on the closed-loop DC gain are satisfied [1] . It is this understanding of NI robust stability conditions that has motivated controller synthesis results with the aim of creating a closed-loop system with the NI or SNI property. This closed-loop NI property would for example guarantee robust stability of the closed-loop to the un-modeled dynamics of a flexible structure [7] Early work on controller synthesis within the NI framework was presented in [2] and [8] with a focus on state feedback and linear matrix inequality (LMI) based synthesis techniques. Drawing on the H ∞ literature, [9] proposed a synthesis approach using the solution to an algebraic Riccati equation (ARE) that could be obtained by solving two Lyapunov equations. This approach was computationally efficient and scaled well with high order systems but left a closed-loop pole at the origin ensuring a marginally stable closed-loop system.
Realizing this shortcoming, the papers [10] , [11] modified the approach of [9] using a perturbation applied to the plant matrix of the open-loop system in order to ensure asymptotic stability of the closed-loop system. The perturbation achieved closed-loop asymptotic stability but the closed-loop system could no longer be guaranteed to be NI as no proof was offered to support the preservation of the NI property.
Since the publishing of [10] and [11] , [12] translated the rational positive real property of [13] to show that a symmetric negative imaginary transfer function is negative imaginary over an entire orthant of interest.
This paper extends the work of [10] and [11] by showing that a system preserves the NI property after a negative perturbation of the plant matrix if and only if it is NI over a specific orthant in the complex plane. We show that the orthant of interest formed from plant matrix perturbation is exactly the orthant described in [12] in the single input single output (SISO) case. These results are then brought together to give a new NI synthesis method that guarantees both stability and the NI property of the closed-loop system. Furthermore, the proposed approach guarantees a prescribed degree of stability in addition to asymptotic stability e.g. see [14] . This is useful in designing a control system to achieve not only robustness but also an adequate level of performance. Our approach offers the same computational advantages as the technique given in [9] as it requires only the Schur decomposition of a matrix and the solution of two Lyapunov equations.
Due to space limitations, the proofs in this paper have been removed. The proofs can be found in the archived version of the paper [15] . The archived version also includes an illustrative example.
II. DEFINITIONS
The notation Im[G(jω)] refers to the imaginary component of the frequency response G(jω). Analogously Re[G(jω)] refers to the real component of G(jω). C * refers to the complex conjugate transpose of a matrix or vector C.
III. PRELIMINARIES
Consider the linear time-invariant (LTI) system,
The following two definitions relate to the NI and SNI properties of the transfer function matrix G(s) = C(sI − A) −1 B + D corresponding to the system (1).
Remark. The following definitions hold for general MIMO system. However, the main result of this paper applies strictly to SISO systems where m = 1. Also, an LTI system (1) is said to be NI if the corresponding transfer function matrix
Also, an LTI system (1) is said to be SNI if the corresponding transfer function matrix
The above NI and SNI definitions provide a means of testing if a system is NI or SNI by analyzing the system properties in the frequency domain. Both definitions will be used in the proofs to follow.
An alternate method of characterizing NI or SNI systems that is directly used in controller synthesis is provided by the following Riccati equation based lemmas. NI if and only if D = D T and there is exists a matrix P ≥ 0 which solves the following algebraic Riccati equation
where
Proof. A proof of this lemma is given in [11] .
The corresponding lemma for the characterization of SNI transfer functions is as follows.
is SNI if and only if 1) A has no imaginary-axis eigenvalues and D = D T 2) There is exists a matrix P = P T > 0 which solves the following algebraic Riccati equation and P is a stabilizing solution.
in the open left half of the complex plane or at the origin.
Proof. This result is an extension of Theorem 3 of [10] and the proof follows closely the proof given in [10] .
Lemma III.3. Suppose A is non-singular and R = CB + B T C T > 0. If there is exists a matrix P = P T > 0 which solves (3) and the eigenvalues of the matrix A 0 +BR −1 B T P are in the closed left half of the complex plane, then A 0 + BR −1 B T P will always be singular.
The Riccati equation SNI lemma implies the existence of poles at the origin in the stabilizing solution of (3). It follows that the corresponding Hamiltonian matrix is singular and as both Lemma III.1 and Lemma III.2 share the same Riccati equation, this is actually true of both Riccati equation NI lemmas.
The significance of this result comes from the fact that AREs with singular Hamiltonians can be computationally difficult to solve [17] . For small order systems, this doesn't cause an immediate problem. However for large order systems, this can impact results that depend on solving the AREs (2) and (3). The NI controller synthesis method presented in [9] is one such result that suffers from this problem as it uses the ARE (2) to construct a controller.
We will now present the NI controller synthesis lemma offered in [9] and highlight the techniques used to address the computational difficulties associated with the singular Hamiltonian of (2).
First, consider the following state space representation of a linear uncertain system with SNI uncertainty:
represents an uncertainty transfer function matrix which is assumed to be SNI, C 1 B 2 is non-singular and
If we apply a state feedback controller u = Kx to this system, the corresponding closed-loop uncertain system is given byẋ
A technique for constructing the required controller matrix K is given in [10] and [11] . It constructs the controller such that the closed-loop system (7), (8) has the negative imaginary property.
Consider the following real Schur transformation of the matrix A − B 2 (C 1 B 2 ) −1 C 1 A which is applied to the system (7) , (8):
such that all of the eigenvalues of the matrix A 11 are in the closed left half plane and A 22 is an anti-stable matrix.
Theorem III.4. ( [9] , [11] ) Consider the uncertain system (4)-(6) with C 1 B 2 invertible and R = C 1 B 1 + B T 1 C T 1 > 0. Then there exists a controller K such that the closed-loop system (7) , (8) is NI if there exist matrices T ≥ 0 and S ≥ 0 such that
and S − T < 0. Furthermore, the required controller gain matrix is given by
Also, the matrix P f satisfies the algebraic Riccati equation
Proof. A proof of this lemma is given in [10] and [11] .
It is clear from Theorem III.4 that the ARE (12) does not need to be solved directly. Rather than potentially dealing with the computational challenges presented by the singular Hamiltonian, the solution P f is obtained by solving the two Lypanov equations (10), (11) . This gives Theorem III.4 significant computational advantages over other synthesis techniques as the system order increases. Despite the computational advantages associated with Theorem III.4, this approach has an inherent problem highlighted in the following corollary.
Corollary III.4.1. The controller synthesized using Theorem III.4 will always result in a closed-loop system (7) that has a pole at the origin.
Theorem III.4 gives a sufficient condition for synthesizing a controller K that results in a closed-loop system with the NI property that is marginally stable. In order to ensure that the closed-loop system is asymptotically stable, [10] , [11] propose to apply a perturbation to the plant matrix A in order to shift the poles by > 0 to the right in the complex plane. The new plant matrix A = A + I is used in place of A when designing the state feedback controller. This means that when the controller is applied to the actual system, the closed-loop system will have all its poles shifted left in the complex plane by . This approach ensures the closed-loop system is asymptotically stable.
Perturbation of the plant matrix does produce an asymptotically stable closed-loop system. However, the preservation of the NI property after perturbation was not guaranteed in [9] - [11] . A worked example showing a single successful case is given in [9] (see also [10] , [11] ) but no general proof was given. This issue will be addressed as part of our main result in the following section.
IV. THE MAIN RESULT
The following section presents our main result. A result is given showing that perturbation of the plant matrix of a SISO NI transfer function matrix does not change the NI property of the system for all perturbations ≥ 0. This is then followed by a method for the synthesis of an asymptotically stable closed-loop NI system that offers the computational advantages of Theorem III.4, in addition to achieving a closed-loop with a prescribed degree of stability. is satisfied for all σ = jω + which is not a pole of G(s)
where ω ≥ 0, ≥ 0.
Remark. A MIMO generalization of Lemma IV.1 with a symmetry constraint can be obtained using the results in [12] , [18] .
Note that Corollary IV.1.1 does not generalize to the MIMO case unless symmetry of G(s) is imposed.
To show this fact, consider the following non-
G(s) is SNI via Lemma III.2. Suppose the plant matrix G(s) is perturbed with a value of = 3. In this case there is no longer a positive-definite solution to (2) and therefore G (s) is not NI. Thus, we have shown that Corollary IV.1.1 does not generalize to non-symmetric MIMO systems.
The following corollary relates the previous lemma to perturbations in the plant matrix of an NI system. To establish this fact, consider the following SISO transfer function
which has imaginary component
This is clearly SNI. Now consider the perturbed transfer function G (s) = G(s + ) with imaginary component
The imaginary component of G (s) is positive when −2 − 2 − ω 2 > 0 holds. Thus, G (s) does not have the NI property for any such that −2 < < 0 holds. Therefore, the set of SNI transfer functions is not an open set (unlike the set of strictly bounded real transfer functions).
Corollary IV.1.1 is now used to extend Theorem III.4 to a result that guarantees preservation of the NI property for an asymptotically stable closed-loop system with a prescribed degree of stability.
A. Schur Decomposition
Let the constant > 0 defining the required stability margin be given. We begin by using a Schur decomposition of the matrix A + I − B 2 (C 1 B 2 ) −1 C 1 (A + I) as follows:
where U is an orthogonal matrix obtained through the real Schur transformation; e.g see Section 5.4 of [19] . As in [9] , this decomposition allows the computational difficulties associated with singular Hamiltonians to be avoided.
Theorem IV.2. Consider the LTI system (1) with a SISO, rational transfer function matrix G(s) that has a minimal state space realization A B C D . For a given > 0, there exists a static state-feedback matrix K such that the closedloop system (7) is NI with degree of stability if there exist matrices T ≥ 0 and S ≥ 0 such that
where the matrices A 22 ,B f 2 and B 22 are obtained from the Schur decomposition given above.
Furthermore, a corresponding state feedback controller matrix K is given by,
where P = U P f U T and P f = 0 0 0 (T − S) −1 ≥ 0.
Also, P f satisfies the algebraic Riccati equation
Remark. The closed-loop system using the state feedback controller K synthesis in Theorem IV.2 will have a pole located at − . All of the remaining closed-loop poles will be to the left of this pole.
The theorem presented above can be used to synthesize a controller that results in an asymptotically stable closedloop system with a prescribed degree of stability. Further to this, Theorem IV.2 extends Lemma III.4 by guaranteeing the closed-loop system also has the NI property. For higher order systems, this synthesis approach also offers a computational advantage over alternative LMI based techniques in that the solution can be obtained from a Schur decomposition and two Lyapunov equations.
V. CONCLUSIONS
This paper has shown that a SISO system that satisfies the negative imaginary property will maintain the negative imaginary property for all positive perturbations applied to the plant matrix. This result was used to develop a new method for negative imaginary controller synthesis that extends existing techniques by guaranteeing a closed-loop system that is asymptotically stable with a prescribed degree of stability and the NI property. The synthesis approach used, relies on the solution to two Lyapunov equations and as such offers computational advantages for higher order systems when compared with alternative LMI synthesis approaches.
