We determine a class of real valued, integrable functions fix) and corresponding functions MA[x) such that fix) < MA[x) for all x, the Fourier transform MA[t) is zero when |/| > 1, and the value of MA[0) is minimized. Several applications of these functions to number theory and analysis are given.
1. Introduction. Let f(x) be a bounded, real valued, integrable function. This paper will be concerned with the problem of finding an integrable real valued function G(x) = Ga[x) such that f(x) < G(x) for all real x, and (1.1) G(t) = f™G(x)e-2""xdx = 0 if \t\ > 1. / is continuously differentiate at all x ^ 0, (1) (2) (3) (4) (5) (6) / has both left-and right-hand limits at x = 0 with /(0) = lim sup/(jc), and
x-*0 (1.7)
2 {\f(x + n)\+ \f'(x + «)|log 2|/i|} is uniformly conver-(1.8) n¥>0 gent for |x| < 5.
Although these conditions can be modified in various ways, it is essential that / have at most one discontinuity; see the comments at the end of §2. Since/is to be majorized by a continuous function, the value of /(0) is unimportant as long as /(0) < lim supx^0/(x). For our purposes, however, it is convenient for / to be upper semicontinuous. The condition (1.8) is convenient for technical reasons; it may be possible to weaken this condition and still obtain our results.
In order to describe our method for determining extreme majorants of functions f(x) satisfying (1.5)-(1.8) we make the following observations. The periodic function < »m 2 (l -¥¡})G(x + n) = G(0) (1.10) for all x. Since P(x) is upper semicontinuous, snp^<x/2 P(x) = P(x0) for some point x0 in [-1/2, 1/2). If P(x0) = (5(0) then G is clearly an extreme majorant of/. We therefore consider two cases.
First assume that 0 < |x0| < 1/2. Then a natural choice for an extreme majorant is sin tr(x -Xq) \2 ( sin tr(x -Xq) \ W = (-;-j {00 00 > 2 f(xo + n)(x -x0 -n)~2 + 2 f'(x0+ n)(x ~ Xq-n)'x\.
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Note that Mj{x0 + n) = f(x0 + n) and Mj(x0 + n) = f'(x0 + n) for all integers n. Also, since P(x) has a local maximum at x0, P'(x0)= 2 f'(x0 + n) = 0.
(1.12) n = -oo (That the sum can be differentiated term by term follows from (1.8).) In Lemma 4 we show that (1.12) is a necessary condition for Mj{x) to be integrable. If Xq = 0 then our choice for an extreme majorant is
Again we find that Mj(n) = f{ri) for all integers «, MJ(n) = f'(ri) if n ¥= 0, and 2 m;(«) = o.
H --00
If P(x) takes its maximum value at several points in the interval [-1/2, 1/2) then we can construct Mf for each such point. In §2 we will show that if P(x) takes its maximum value at x0 and the corresponding function Mf is a majorant of / then it is the unique extreme majorant. We also consider minorizing functions. We say that g is a minorant of/if g(x) < f(x) for all real x, and (1-14) g(t) =0 forall|i|> 1.
(1.15)
If g(0) is maximal for all functions satisfying (1.14) and (1.15), we say that g is an extreme minorant of f. Clearly g is a minorant (extreme minorant) of/if and only if -g is a majorant (extreme majorant) of -/. Thus all the results which we prove for extreme majorants have obvious analogues for extreme minorants. If -/ satisfies (1.5)-(1.8) and CO 2j f(x + n) n = -oo takes its maximum value at x0, then we write mA[x) = -M_j(x). Our main problem, therefore, is to determine which functions/satisfy mf(x) < f(x) < Mj{x) (1.16) for all real x. We solve this problem only for certain special functions. Let X be a positive parameter and define
In §3 we show that (1.16) holds for the functions E(X, x), sgn(x)e^w, and e~XM. We also prove that if v is a finite Borel measure on (0, oo) such that / A"1 dv(X) < oo,
•'o •'o then (1.16) is satisfied for any function/of the form f(x) = (°°E(X,x)dp(X), (1.18)
•'n or äx) = r
•'n e -A|*| dv(X).
(1.20)
In each case the periodic function (1.9) has a unique maximum on [-1/2, 1/2), and so there is only one function M} which is a possible extreme majorant. Similarly, there is only one function mf which is a possible extreme minorant. We remark that the conditions (1.5)-(1.8) are not sufficient to ensure that M^x) is a majorant of / A simple example is provided by the function
The periodic function 2~_x h(x + n) has a unique maximum on [-1/2, 1/2) at x = 0, and so from (1.13) we find that Mh(x) = (sin ttx/ttx)2. But the inequality h(x) < Mh(x) does not hold for small positive values of x, since AfA'(0+) = h'(0+) = 0 and A/A"(0+) < 0 = h"(0+).
In §4 we give a sharp version of the Wiener-Ikehara theorem; the proof makes use of the extreme majorants and extreme minorants of E(X, x). In the final section we give some other applications to number theory and analysis.
Notation. As we noted in (1.2), we define our Fourier transforms using e~2v"x; therefore it is convenient to use the notation e(x) = e2™x. The letter x is reserved for a real variable, n denotes an integer variable, and z = x + iy denotes a complex variable. We use the Landau notation O and Vinogradov's notation <£ ; /< g means/ = O(g). All constants implied by "O" and "< " are absolute unless dependence is indicated by a subscript. We usually use [a, b] to denote the closed interval from a to b, although in §5 we also use [a, b] to denote the least common multiple of a and b. The precise meaning should be clear from the context. In §5 we use (p and ¡i to denote the number-theoretic functions of Euler and Möbius, respectively.
2. Uniqueness of extremal functions. Throughout this section we assume that/(x) satisfies the conditions (1.5)-(1.8) and we let P(x)= 2 f(x + n). n = -ao We state and prove our results only for majorants. If -/ satisfies (1.5)-(1.8) then these results can be applied to m^x) = -M_j(x). Theorem 1. Suppose that P(x) takes it maximum value at x0 E [-1/2, 1/2). If the corresponding function Mj is a majorant of f then it is the unique extreme majorant.
The proof of Theorem 1 rests upon the following technical lemmata.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Lemma 2. If n ¥= 0 is an integer and t is real, then sin iTt sin trt r=-oo r + t -n r + t «:log2|n|.
Proof. By periodicity, we may assume that |r| < 1/2. The terms with r = 0 and r = n contribute 0(1) to the sum. All other terms are so it suffices to bound « \(r -n) ' -r~x\, 2 \(r -nyx -r~x\.
Since (2.1) is even in n, we may suppose that n is positive. Also, the term with index r is equal to the term with index n -r, so (2.1) is
In \(r-n)-x-r-x\+ 2 ^X r¥-n oo « log 2« + « 2 r 2 < l°g 2«.
Proof. For any integer n, J.^y^t -n)J and for n =£ 0,
• °° I sin 7Ti sin trt r™ sin wf sin wr _ ^ fx'2\ sin wf sin tt/ JJ t -n t r--™ J-\/i\ r + t -n r + t dt <sc log 2j«|
by Lemma 2. Therefore 
n-»x> n = _N\ Jy 1
Furthermore, if there exists a number x0 such that G(x0 + n) = G'(x0 + n) = 0 for every integer n, then G(z) = 0 for all complex z.
Proof. It suffices to prove (2.2) and (2.3) with x = 0 since the translate G(z -x) satisfies all the hypotheses of the lemma. Similarly, in proving the last assertion of the lemma we may suppose that x0 = 0.
For 0 < t < 1 define License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Statements (2.2) and (2.3) now follow by taking t = 0. If G(ri) = G'(h) = 0 for all n, then u(t) = v(t) = 0 for all t, G(t) = 0 by (2.4), and so G(z) = 0 by (2.5).
We now prove Theorem 1. We suppose that x0 = 0 and hence that Mf is defined by (1.13); only trivial modifications are needed if x0 ¥= 0. By Lemma 3, Mf is integrable. Thus we can compute its Fourier transform from the identities f1/, i ,\ / \ j / sin wx\2 / (1 -|,|M,x) <* = ( -),
We obtain Má[í) = 0 for |i| > 1 and
for |i| < 1. If f(x) < Ma[x) for all real x, then M¡ is an extreme majorant by (1.10). Now suppose that G is also an extreme majorant. Then
By Lemma 4, G(z) = A/y{z) for all complex z. The fact that / has at most one discontinuity is essential to the uniqueness assertion in Theorem 1. Selberg (unpublished) has shown that if / is a positive integer, then
is an extreme majorant of X[o,/jIor anY )ß sucn that /(/ + 1)"' < ß < /"'(/ + 1).
When ß = 1, G is the function G, defined in (1.4). If / is not an integer then G¡ is no longer an extreme majorant. B. Logan (unpublished) has shown that the extreme majorant exists and is unique in this case.
3. Majorants and minorants for exponential functions. In this section we determine extreme majorants and extreme minorants for the functions E(X, x) (defined by (1.17)), sgn(jc)e"xw, e"A|x|, and more generally for the functions f(x) defined by (1.18), (1.19) or (1.20). For X > 0 and all complex z we set
We also define Ä(w) = ( uea(e" -l)"1 for real u ¥= 0, l 1 for to = 0. This proves (3.2).
Next suppose that Re(z) > 5. Then (3.4) f° B(X + u)eza du = *-**{ f° B(u)eza du + fXß(u)ezu da).
By the dominated convergence theorem, (° B(u)ez» da --2 P <oe« + "><" ¿to = 2 (* + ")~2-
The proof of (3.3) is completed by combining (3.1), (3.4), (3.5) and (3.6).
Since S^L.«, E(X, x + n) has a unique maximum on [-1/2, 1/2) at x0 = 0, the function ME(Xx) is defined by (1.13). For notational convenience we write Meo^x) = M(X, x). The function -E(X, x) does not satisfy (1.7), since it is not upper semicontinuous. However, if we let H(X, x) = E(X, x) for x ¥= 0, The proof is completed by combining (3.7), (3.8) and (3.9). We define
The function sgn(x)e_X|x| does not satisfy (1.7), but we may use f(x) = sgn(x+)e~x]x] to determine Mf by (1.13). We obtain M/x) = MX(X, x). Similarly, we find that mx(X, x) is a possible extreme minorant for sgn(x)e~x|x|. Throughout the remainder of this section v will denote a finite Borel measure on (0, co) such that PV1 dv(X) < oo. Also, the upper and lower bounds on each side of (4.2) are best possible.
We deduce Theorem 10 from a general result in which F(s) has a more complicated behavior near the line a = r. To describe this situation we suppose "'-00
The right-hand side of (4.6) is easily seen to be an integrable function of x by Tonelli's theorem. Hence f°° i™M(oT~x, (x -y)T)E(a,y) da(y)e(-rx) dx •'o L»--/v J by Theorem 6 and the dominated convergence theorem. The right-hand side of (4.13) is
Finally we use the inequality (4.11) together with the estimates (4.12), (4.13) and (4.14) to obtain the upper bound in (4.3). This completes our proof.
Proof of Theorem 10. We apply Theorem 11 with A' = 0, £0 = 0 and a(0) = A. 5. More applications. Selberg [8] has observed that several standard applications of the large sieve may be done via majorizing functions. In this section, we will supply the details to Selberg's observation, and we will prove these results in a more general setting.
We assume that/ and F are bounded functions in LX(R) which satisfy f(x) < F(x) for all x, and (5.1)
for some 8 > 0. We also need some condition which allows us to apply the Poisson summation formula to F(x); e.g. This proves the first assertion. The second assertion follows upon noting that 2 F(n)X(n) = 2 X(a) 2 F(n) = (F(0)/c7) ¿ x(a).
Our first application is to the large sieve.
Theorem 13. Suppose G(n) is a polynomial with integral coefficients, 9 is a set of primes, and P(z) = Up<ZJ,e9p. This is the classical large sieve, and the proof given here was first given by Selberg [8] . In another paper [9] , Selberg considered a more general situation in which one sieves by prime powers.
We mention one other application. Let G(ri) = qn + a, where (a, q) = Our next application is to character sum inequalities. Here we will use 2X mod q to denote a sum over all characters mod q and 2* mod to denote a sum over all primitive characters mod ¿7. By Lemma 12, the inner sum is 0 unless qx = q2 = q and Xi = X2> when the inner sum is (<p(q)/q)F(0). This proves (5.7), so (5.6) follows.
In the case/= X{m+i,m+n}> tne inequality (5.7) is well known (cf. [4, Theorem 2.5]). The proof given here is implicit in Selberg [8] . Note that the only property of primitive characters used in the proof of Theorem 14 was that X1X2 's principal if and only if Xi = Xi-Thus we have proved the following more general result. Inequalities of this sort have been used to investigate the distribution of primes in arithmetic progressions [7] , [8] .
For our final application, we require both minorizing and majorizing functions. We assume that/, F+, and F_ are integrable functions such that F_(x) < f(x) < F+(x) for all real x, and F_(t) = F+(t) = 0 for |/| > 8. This generalization of Hubert's inequality was first proved by Montgomery and Vaughan [6] . It can be shown that (5.11) and (5.12) are best possible. The integration over / in Theorem 16 may be replaced by a summation over integers. In this manner one can show that if/, F_, and F+ satisfy (5.9) and (5.10), and F_ and F+ are of bounded variation on R, then ¿_(o)2K")|2< 2 /O) 2 «00*00 < ¿+(o)2l«0)|2 
