Abstract. The aim of this paper is to construct invariant regions of a generalized m-component reaction-diffusion system with a tri-diagonal Toeplitz matrix of diffusion coefficients and prove the global existence of solutions using Lyapunov functional. The paper assumes nonhomogeneous boundary conditions and polynomial growth for the non-linear reaction term.
Introduction
Reaction-diffusion systems arise in many applications ranging from chemistry and biology to engineering. They have been the subject of countless studies in the past few decades. One of the most important aspects of this broad field is proving the global existence of solutions under certain assumptions and restrictions. We quote the recent papers of Amann [4, 5] who studies the problem in W 1,p and W 2,p spaces with p > n. An excellent reference for a dynamic theory of reaction-diffusion systems is the book of Henry [12] .
In 2001, Kouachi [15] followed on previous work and showed the global existence of solutions assuming the reaction terms of a 2 × 2 diagonal system exhibit a polynomial growth. This was later generalized by Kouachi for an arbitrary 2 × 2 Toeplitz matrix. In [2] , the author of this work studied the 3×3 case under the same assumptions and restrictions. Abdelmalek and Kouachi [3] also showed the global existence of solutions for an m-component reaction-diffusion system (m ≥ 2) with a diagonal diffusion matrix and reaction terms of polynomial growth.
An important factor in the study of reaction diffusion systems is the characteristics of the diffusion matrix. Although in some cases the matrix is diagonal, in many cases cross diffusion terms exist. For instance, many chemical and biological operations are described by reaction-diffusion systems with a tri-diagonal matrix of diffusion coefficients, (see, e.g., Cussler [9] and [10] ). Other examples include the modelling of epidemics [7] , ecology [16] and biochemistry [6] , where cross-diffusion appears to be a very relevant problem to be analyzed. In this paper, tri-diagonal diffusion matrices have been considered and sufficient conditions have been given for global existence steady states.
The purpose of this paper is to prove the global existence of solutions with nonhomogeneous Neumann, Dirichlet, or Robin conditions and a polynomial growth of reaction terms. The polynomial growth is established through a mere single inequality as we shall show. The main contribution of this paper is the fact that we take a general Toeplitz matrix as opposed to the symmetry constraint assumed in [1] .
Throughout this paper, we consider an m-component system, with m ≥ 2:
with the boundary conditions:
in the case of non-diagonal boundary conditions, and the initial data:
We consider three types of boundary conditions:
(i) Nonhomogeneous Robin boundary conditions, corresponding to
(ii) Homogeneous Neumann boundary conditions, corresponding to α = 0 and B ≡ 0;
(iii) Homogeneous Dirichlet boundary conditions, corresponding to 1 − α = 0 and B ≡ 0.
In the context of this work, Ω is an open bounded domain of class C 1 in R n with boundary ∂Ω, ∂ ∂η denotes the outward normal derivative on ∂Ω, and
The diffusion matrix is assumed to be a tri-diagonal Toeplitz one of the form
where a, b and c are supposed to be strictly positive constants satisfying: 5) which reflects the parabolicity of the system. The initial data are assumed to be in the regions:
The vector V ℓ = (v 1ℓ , ..., v mℓ ) T are defined as
The notation ·, · denotes the inner product in R m . From (1.7) we can clearly see that there are in fact 2 m regions. One of the main contributions of this paper is that unlike previous studies we cover all possible regions. Hence, the work carried out here is a generalization of previous studies. The most important of these studies are discussed below.
In 2002, Kouachi [14] studied the case m = 2, for which the parabolicity condition we use here (1.5) reduces to the same condition employed in [14] : 2a > (b + c). Although in this case 2 2 = 4 regions exist, the study of Kouachi considered only a couple of these regions. Setting m = 2 in (1.6) yields the following regions:
In fact the last two of these regions were not considered in [14] . In 2007, the author of this work [2] studied the case m = 3 for which the parabolicity condition is < a. The aim of this work is to prove the global existence of solutions. The necessary proofs are similar for all the invariant regions. Hence we only focus on one of the regions and present a generalization at the end of the paper.
Consider the region with L = {1, 2, ..., m} and Z = ∅ yielding
In order to establish the global existence of solutions in this region we diagonalize the diffusion matrix D. We define the reaction diffusion functions as: 9) where the variable W = (w 1 , w 2 , ..., w m ) T is given by
The functions ̥ ℓ must satisfy the following three conditions:
(A2) be of polynomial growth (see the work of Hollis and Morgan [13] ), which means that for all ℓ = 1, ..., m:
( 1.11) (A3) satisfy the inequality:
where (b + c) yields (1.5).
Lemma 2 (see [8] ). The eigenvalues λ ℓ < λ ℓ−1 ; ℓ = 2, ..., m, of D T are positive and are given by
with the corresponding eigenvectors being
In the remainder of this work we require an ascending order of the eigenvalues. In order to simplify the indices in the formulas to come we define
Proof. Recall that the diffusion matrix is positive definite, implying that its eigenvalues are necessarily positive. For a given eigenpair λ, X the components of D T − λI X = 0 are
with x 0 = x m+1 = 0, or equivalently,
whose solutions are
where α and β are arbitrary constants. For the eigenvalue problem at hand, r 1 and r 2 must be distinct.
, and x 0 = x m+1 = 0 yields 0 = α + β 0 = αr
Therefore we see that r 1 = r 2 e 2iπℓ m+1 for 1 ≤ ℓ ≤ m. This together with
, and
Thus the eigenvalues of D T are given by
Since the eigenvalues are all distinct (as cos θ is strictly decreasing on (0, π) , and b = 0 = c), then D is necessarily diagonalizable.
The ℓ th component of any eigenvector associated with λ ℓ satisfies
yields a particular eigenvector associated to λ ℓ given by
Since the eigenvectors are all distinct then V 1 , V 2 , ..., V m is a complete linearly independent set, hence
Now let us prove that
We have
Once again using the fact that cos θ is strictly decreasing on (0, π) , we deduce that
Lemma 3. The eigenvalues of the matrix D are positive, i.e. λ ℓ > 0 and det D > 0.
Proof. Recall that λ ℓ < λ ℓ+1 ; ℓ = 1, ..., m − 1, i.e.
We want to show that λ 1 > 0. First, we have
From condition (1.5), we obtain
Now, from (2.5), (2.6), and (2.7), we obtain 
Local Existence and Invariant Regions
The usual norms in spaces L p (Ω), L ∞ (Ω) and C(Ω) are denoted respectively by:
It is well-known that in order to prove the global existence of solutions to a reaction-diffusion system (see Henry [12] ) it suffices to derive a uniform estimate of the associated reaction term on [0, T max ) in the space L p (Ω) for some p > n/2. Our aim is to construct Lyapunov polynomial functionals allowing us to obtain L p -bounds on the components, which leads to global existence. Since the reaction terms are continuously differentiable on R m + , then for any initial data in C(Ω) it is straightforward to directly check their Lipschitz continuity on bounded subsets of the domain of a fractional power of the operator
The assumption (1.5) implies that D∆ is a strongly elliptic operator in the sense of Petrowski, see Friedman [11] . Proposition 2. Diagonalizing system (1.1) yields:
with the boundary condition
3)
and the initial data
Proof. The eigenvectors of the diffusion matrix associated with the eigenvalues λ ℓ are defined as V ℓ = (v ℓ1 , v ℓ2 , ..., v ℓm ) T . Let us consider the diagonalizing matrix of eigenvectors P = (V 1 V 2 ... V m ) and define the solution vector U and the reaction terms vector F . Pre-multiplying the system by P T yields
The term P T U can be simplified as follows
Hence, P T U t = W t . Similarly,
Furthermore we have the similarity transformation
Substituting (3.6), (3.7), and (3.8) in (3.5) results in the equivalent system (3.2). The boundary condition (3.3) can be obtained by premultiplying (1.2) by P T :
Simplifying the term P T B yields Substituting (3.6) and (3.9) in (3.10) gives the boundary condition for the equivalent system (3.3).
Pre-multiplying (1.3) by P T yields
Substituting (3.7), (3.8), and (3.10) results in the equivalent boundary condition in (3.4).
We note that condition (1.5) guarantees the parabolicity of the system (1.1), which implies that this system is equivalent to that described by (3.2) in the region:
This implies that the components w ℓ are necessarily positive.
The local existence and uniqueness of solutions to the initial system (1.1), with initial data in C(Ω) or L p (Ω), p ∈ (1, +∞), follows from the basic existence theory for abstract semi-linear differential equations (Henry [12] ). The solutions are classical on (0, T max ), where T max denotes the eventual blow up time in L ∞ (Ω). The local solution is continued globally by apriori estimates. Once the invariant regions are constructed, one can apply the Lyapunov technique and establish the global existence of a unique solution for (1.1).
Proposition 3. The system (3.2) admits a unique classical solution W on Ω × (0, T max ); moreover we have the alternative
where T max ( w 
Main Result
Before we present the main result of this paper, let us define where
and
Here det 
where λ ℓ is defined in (2.1)-(2.2). Note that
ℓ, κ = 1, ..., m, and θ ℓ , ℓ = 1, ..., (m − 1) are positive constants.
Theorem 1. Suppose that the functions ̥ ℓ , ℓ = 1, ..., m, are of polynomial growth and satisfy the condition (1.12) for some sufficiently large positive constants D ℓ , ℓ = 1, ..., m. Let (w 1 (t, .) , w 2 (t, .) , ..., w m (t, .)) be a solution of (3.2)-(3.3) and
where
... For the proof of Theorem 1, we first need to define some preparatory Lemmas.
Lemma 4 (see [3] ). let H pm be the homogeneous polynomial defined in (4.3), we have
...w ...
Lemma 6 (see [3] ). Let A be the m-square symmetric matrix defined by A = (a ℓκ ) 1≤ℓ,κ≤m . Then the following property holds: 12) where
we have:
Using Green's formula we can divide I into two parts: I 1 and I 2 , where 15) and ...
17) where (a ℓκ ) 1≤ℓ,κ≤m is the matrix defined in (4.2) . Now, in order to prove that I is bounded, we will show that there exists a positive constant C 4 independent of t ∈ [0, T max ) such that
and that I 2 ≤ 0, (4.19) for several boundary conditions. First let us prove (4.18):
(i) If 0 < α < 1 , then using the boundary conditions (1.2) we get and
. Hence the proof of (4.18) is complete. Now we move to the proof of (4.19).
Consider the matrix (a ℓκ ) 1≤ℓ,κ≤m which we defined in (4.2). The quadratic form (with respect to ∇w ℓ , ℓ = 1, ..., m) associated with the matrix (a ℓκ ) 1≤ℓ,κ≤m , with p 1 = 0, ..., p 2 , p 2 = 0, .., p 3 ... p m−1 = 0, ..., p m −2, is positive definite since its minors det [1] , det [2] ,... det [m] are all positive. Let us prove their positivity by induction.
The first minor
For the second minor det [2] , and according to Lemma 6, we have:
using (4.4) for l = 2 we get det [2] > 0.
Similarly for the third minor det [3] , and again using Lemma 6, we have:
Since det [1] > 0, we conclude that sign(K 
Construction of Invariant Regions
Recall that the eigenvector of the diffusion matrix associated with the eigenvalue λ ℓ is defined as V ℓ = (v ℓ1 , v ℓ2 , ..., v ℓm ) T . In the region that we considered in previous sections, we used the diagonalizing matrix P = (V 1 V 2 ... V m ). In general the diagonalizing matrix can be written as P = (−1) 
