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Abstract
We consider the question of how to delete m − k rows from a matrix X ∈ Rm×n so that the resulting
matrix A ∈ Rk×n is as non-singular as possible. Bounds for the singular values of A are derived which
decrease only algebraically with m and n. In addition a number of applications, where subset selection is
necessary, are examined.
© 2006 Published by Elsevier Inc.
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1. Introduction
In some applications it is necessary to select k rows from an m × n matrix such that the resulting
matrix is as non-singular as possible. That is, for X ∈ Rm×n find a permutation matrix P ∈ Rm×m
so that
PX =
[
A
B
]
, A ∈ Rk×n, (1)
where A is the matrix in question. The above problem was originally brought to the authors’
attention during an investigation of the conditioning of multipoint boundary value problems [3]
but it also arises in a number of other applications, some of which we address in the present note.
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Of course the phrase “non-singular as possible” is vague and, in part, our aim is to present
some natural criteria of optimality for various applications. These criteria will be discussed later
but for the moment it is useful to focus on the case n = k = rank(X)  m where P is to be chosen
to maximize the smallest nonzero singular value of A (an intuitively attractive notion of “non-
singular as possible”). While the statement of the problem is straightforward it is quite difficult
to find a sharp lower bound on this singular value. Row selection is often implemented using the
Businger–Golub algorithm [1] (see also [4], Section 12.2), which is based on a QR decomposition
of XT with column interchange to maximize the size of the pivots. While this algorithm usually
works well in practice, examples are known [5, p. 31] where the pivot size does not accurately
reflect the size of the singular values. Consequently, the analysis of such algorithms leads to poor
lower bounds for the smallest singular value of A. A more promising approach is to relate the
problem of row selection when k = n to that of finding an interpolatory projection from a Banach
space (Rm in our case) to a n dimensional subspace (the range of X in our case). A review of such
projections is given in [2]. Taking the approach of [6] (see also [2]) to our problem, we choose P
to maximize | det(A)|, the magnitude of the determinant of A. Then
PX =
[
I
H
]
A,
where |hij |  1, i = 1, . . . , m − n, j = 1, . . . , n, since interchanging the j th and (n + i)th rows
of PX cannot result in an increase in the magnitude of the determinant. It now follows from the
usual variational formulation for singular values that
σn(X)√
1 + n(m − n)  σn(A)  σn(X),
where σn(X) and σn(A) are the smallest singular value of X and A respectively. Although the
bound derived above is unlikely to be sharp, it is quite useful as the lower bound decreases
only algebraically with m and n. It indicates that row selection to maximize | det(A)| will give
reasonable results even though the optimum in this case is to maximize the smallest singular value.
This appears to be true more generally in that a permutation P, chosen optimally for a specific
application, will usually be a reasonable choice for other applications. In the sequel we shall
expand on this and, by generalizing the notion that | det(A)| is maximal, derive useful bounds for
other optimality criteria. An interesting paper where such bounds play a role is [7], where they
appear for example in the context of integral equations.
Although maximizing | det(A)| does provide a useful approach to determining bounds, it does
not provide insight to how the permutation P might be determined. We therefore also examine an
alternative approach which is based on deleting rows, one at a time. Specifically, we delete each
row to minimize the Frobenius norm of the pseudo inverse of the resulting matrix at each step. It
turns out that the bounds obtained are comparable to those obtained by maximizing | det(A)|.
The paper is organised as follows. In Section 2 we introduce some notation and present the
basic results. Then, in Section 3 we consider a number of applications and indicate how the results
of Section 2 can be applied to give useful bounds.
2. The main results
First we introduce some notation. For x ∈ Rp we use the usual Euclidean norm
‖x‖ =
√
xTx.
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Given a matrix X ∈ Rm×n we denote the non-zero singular values by
σ1(X)  σ2(X)  · · ·  σr(X), r = rank(X),
the spectral norm by
‖X‖ = σ1(X)
and the Frobenius norm by
‖X‖F =
√
trace(X
T
X).
From the singular value decomposition of X, it follows that
X = UDVT,
where
D = diag(σ1(X), σ2(X), . . . , σr (X))
and U ∈ Rm×r , V ∈ Rn×r satisfy
U
T
U = VTV = I.
Using the singular value decomposition, we define the Moore–Penrose generalised inverse
X
+ ∈ Rn×m by
X
+ := VD−1UT.
On post multiplying (1) by A+z, it follows that
σ 2r (X)‖VTA+z‖2  ‖XA+z‖2 = ‖AA+z‖2 + ‖BA+z‖2.
On noting A = AVVT, it is straightforward to verify that A+ = V(AV)+ and hence,
σ 2r (X)‖A+z‖2  ‖XA+z‖2 = ‖AA+z‖2 + ‖BA+z‖2. (2)
Thus,
σ 2r (X)‖A+‖2  ‖XA+‖2  1 + ‖BA+‖2 (3)
and
σ 2r (X)‖A+‖2F  ‖XA
+‖2F = rank(A) + ‖BA
+‖2F . (4)
Eqs. (3) and (4) demonstrate that A+ will not be too large if BA+ is not large. Further, on applying
the usual variational formulation for singular values, we find from (2) that
σ 2r (X)σ
2
l (A
+
)  1 + σ 2l (BA
+
)  1 + 1
l
‖BA+‖2F , l  rank(A). (5)
Additional bounds can be established when k  rank(X). It is then clearly possible to find a
permutation matrix such that rank(A) = rank(X), and (1) can then be rewritten as
PX =
[
I
H
]
A, H = BA+, rank(X)  k, (6)
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from which it follows that
‖Az‖2  ‖Xz‖2  (1 + ‖H‖2)‖Az‖2, H = BA+, rank(X) = rank(A)  k.
Then, again applying the usual variational formulation for singular values, we obtain
σ 2l (A)  σ 2l (X)  (1 + ‖H‖2)σ 2l (A), H = BA
+
, rank(X) = rank(A)  k. (7)
Again, this indicates that it is desirable to choose the permutation so that ‖H‖ is not large.
We now show that a permutation exists so that (6) holds with a matrix H that is not large.
Theorem 1. Let r = rank(X)  k. Then, there is a permutation matrix P so that (6) holds with
‖H‖2F 
(m − k)r
k − r + 1 .
Proof. Clearly, it is possible to find a permutation matrix so that (1) holds with rank(A) = r .
Then HA = BA+A = B, which establishes (6).
To obtain the bound on the Frobenius norm of H, we can without loss of generality take r = n
because, if r < n, we can effectively delete columns of X by post multiplication by an orthogonal
matrix. We therefore take r = n, choose P to maximize det(ATA) and define
Q = A(ATA)− 12 .
Then
PX =
[
A
B
]
=
[
Q
Y
]
(ATA)
1
2 ,
where
Y = B(ATA)− 12 .
Let qTi and y
T
j denote the ith and jth rows of Q and Y respectively. Then
det(A˜TijA˜ij ) = det((ATA)
1
2 (I − qiqTi + yjyTj )(ATA)
1
2 ),
where A˜ij is the matrix obtained from A by replacing the ith row of A with the jth row of B. Since
interchanging the ith row of A and the jth row of B cannot lead to an increase in the determinant,
it follows that
det(ATA) det((ATA) 12 (I − qiqTi + yjyTj )(ATA)
1
2 )
= det(ATA)(1 + ‖yj‖2 − ‖qi‖2 − ‖yj‖2‖qi‖2 + (qTi yj )2).
Consequently,
‖yj‖2 − ‖qi‖2 − ‖yj‖2‖qi‖2 + (qTi yj )2  0
and, since
k∑
i=1
‖qi‖2 = n
k∑
i=1
(qTi yj )
2 = ‖Qyj‖2 = ‖yj‖2,
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we obtain
k‖yj‖2 − n(1 + ‖yj‖2) + ‖yj‖2  0
or, equivalently,
‖yj‖2 
n
k − n + 1 .
It is straightforward to show that
H = BA+ = B(ATA)−1AT = YQT
and the result now follows from
‖H‖2F = ‖Y‖2F 
n(m − k)
k − n + 1 . 
It follows immediately from Theorem 1, (4), (7) and (5) that:
Corollary 1. Let r = rank(X)  k. Then there is a permutation matrix P so that (6) holds with
‖A+‖F 
√
r
(
m − r + 1
k − r + 1
)
‖X+‖,√
k − r + 1
k − r + 1 + r(m − k)σi(X)  σi(A)  σi(X), i = 1, . . . , r
and √
(k − r + 1)(r − i + 1)
(k − r + 1)(r − i + 1) + r(m − k)σr(X)  σi(A), i = 1, . . . , r.
Theorem 1 and Corollary 1 give a generalization of the results obtained in the introduction.
Again the lower bound decreases only algebraically with m and r.
Whilst Corollary 1 demonstrates that there is a permutation matrix such that the smallest
singular value of A does not become too small, it does not provide guidance on how such a
permutation might be calculated. We now examine an alternative approach which is based on
deleting rows, one at a time. Specifically, we delete each row to minimize the Frobenius norm
of the pseudo inverse of the resulting matrix at each step. An advantage of this approach is that
it provides a constructive way of calculating the permutation P.
Theorem 2. For X ∈ Rm×n with r = rank(X), there is a permutation matrix P ∈ Rm×m such
that (1) holds for k  rank(A) = r and
‖A+‖2F 
m − r + 1
k − r + 1 ‖X
+‖2F .
Proof. Without loss of generality we take r = n, since otherwise we can effectively delete columns
of X by post multiplication by an orthogonal matrix.
We proceed by induction, and first consider the case when just one row is deleted (that is,
k = m − 1). Let us write
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X =
⎡⎢⎢⎢⎢⎢⎣
xT1
xT2
...
xTm
⎤⎥⎥⎥⎥⎥⎦ , xj ∈ R
n
, j = 1, . . . , m.
Then
XTX − xkxTk = (XTX)
1
2 (I − qkqTk )(XTX)
1
2 ,
where
qk = (X
T
X)−
1
2 xk.
Thus,
(1 − ‖qk‖2)(XTX − xkxTk )−1 = (1 − ‖qk‖2)(XTX)−1 + (XTX)−1xkxTk (XTX)−1.
Now, let
p = arg
{
min
k
trace((XTX − xkxTk )−1)
}
.
Then,
(1 − ‖qk‖2)trace((XTX − xpxTp)−1) (1 − ‖qk‖2)trace((XTX − xkxTk )−1)
= (1 − ‖qk‖2)‖X
+‖2F + ‖(XTX)−1xk‖2.
On noting that
m∑
k=1
‖qk‖2 = trace
(
m∑
k=1
qkq
T
k
)
= trace
(
m∑
k=1
(XTX)−
1
2 xkx
T
k (X
TX)−
1
2
)
= trace
(
(XTX)−
1
2
(
m∑
k=1
xkx
T
k
)
(XTX)−
1
2
)
= trace
(
(XTX)−
1
2XTX(XTX)−
1
2
)
= n
and
m∑
k=1
‖(XTX)−1xk‖2 = trace
(
m∑
k=1
(XTX)−1xkx
T
k (X
TX)−1
)
= trace
(
(XTX)−1
(
m∑
k=1
xkx
T
k
)
(XTX)−1
)
= trace
(
(XTX)−1XTX(XTX)−1
)
= ‖X+‖2F ,
F.R. de Hoog, R.M.M. Mattheij / Linear Algebra and its Applications 422 (2007) 349–359 355
we obtain
(m − n)trace((XTX − xpxTp)−1)
m∑
k=1
(1 − ‖qk‖2)trace((XTX − xkxTk )−1)
= (m − n + 1)‖X+‖2F .
Thus, the result follows for k = m − 1. Proceeding, by eliminating a row at the time, the result
follows by induction. 
Note however that the permutation matrix in Theorems 1 and 2 will not generally be the same.
Thus it is not necessarily the case that the results in Theorem 1 and 2 will hold for the same
permutation matrix.
We now show that Theorem 1 can be established using Theorem 2, which has the advantage
of providing a constructive way to determine P.
Corollary 2. Let r = rank(X)  k. Then, there is a permutation matrix P so that (2) holds with
‖H‖2F = ‖BA
+‖2F 
r(m − k)
k − r + 1 .
Proof. Consider the singular value decomposition X = UDVT, which is described in more detail
in Section 1, and apply Theorem 2 to U. Then, there is a permutation matrix P so that
PU = PXVD−1 =
[
AVD
−1
BVD
−1
]
,
with
‖(AVD−1)+‖2F 
m − r + 1
k − r + 1 ‖PU‖
2
F
 r(m − r + 1)
k − r + 1 .
The result now follows from (4) and the identity
XA
+ = UDVTA+ = U(AVD−1)+. 
We now extend the results to the case when k, the number of rows in A is smaller than r , the
rank of A.
Theorem 3. Let k < rank(X). Then, there is a permutation matrix P so that (1) holds with
‖A+‖2F  (m − k + 1)
k∑
l=1
σ−2l (X).
Proof. Consider the singular value decomposition X = UDVT with the following partitioning:
U = [U1 U2] , U1 ∈ Rm×k,
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D =
[
D1 0
0 D2
]
, D1 ∈ R
k×k
,
V = [V1 V2] , V1 ∈ Rn×k.
We can write X = X1 + X2, where X1 = U1D1V
T
1 and X2 = U2D2V
T
2 . Note that X1 is the
truncated singular value expansion of X for which rank(X1) = k. Therefore, from Theorem 2,
there is a permutation matrix P such that
PX1 =
[
A1
B1
]
, A1 ∈ R
k×n
, rank(A1) = k, ‖A
+
1 ‖2F  (m − k + 1)‖X
+
1 ‖2F .
Now, with
PX =:
[
A
B
]
, PX2 =:
[
A2
B2
]
, A,A2 ∈ R
k×n
,
we have AAT = A1A
T
1 + A2A
T
2 and hence ‖A
+‖2F  ‖A
+
1 ‖2F . The result now follows on applying
the above inequality for ‖A+1 ‖2F . 
3. Some applications
As our first example, consider the least squares problems
min
x
‖Xx − f‖,
where X ∈ Rm×n, rank(X) = r and suppose we wish to delete some points from the design matrix.
Thus, we require a permutation matrix P for which
PX =
[
A
B
]
, A ∈ Rk×n, k  n
and then solve the modified problem
min
a
‖Aa −fˆ ‖,
wherefˆ consists of the first k elements of Pf. Let us assume that the underlying linear model is
correct, although the data f is contaminated by noise. That is,
f = s + ,
where s ∈ range(X) and εi, i = 1, . . . , m are independent realizations of a random variable with
mean zero and variance β2. Then it is sensible to minimize
E(‖A+fˆ − A+sˆ‖2) = β2‖A+‖2,
where E(·) is the expectation operator and sˆ consists of the first k elements of Ps. From Corollary
1 we immediately obtain a bound for this quantity.
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Lemma 1. For X ∈ Rm×n, rank(X) = n, there is a permutation P such that
PX =
[
A
B
]
, A ∈ Rk×n, k  n
and
‖X+‖2F  ‖A
+‖2F 
(
1 + n(m − k)
k + 1 − n
)
‖X+‖2F .
Thus, while the natural criterion is to minimize ‖A+‖2F in this application, the bound obtained
by maximizing det(ATA) grows only algebraically with n and m. A somewhat sharper bound is
given by Theorem 2, which is based on deleting rows by minimizing ‖A+‖2F at each step.
For our second application, consider the least squares problem
min
x
‖XTx − f‖, (8)
whereX ∈ Rm×n, n > m = rank(X). If the problem is very badly conditioned, some modification
to the usual approach is necessary to provide some stabilization. As is discussed in [[4], Section
12.2], it is sometimes advantageous to impose on (8) the constraint that x has at most k < m
non-zero components. That is, replace (8) by
min
a
‖ATa − f‖,
where
PX =
[
A
B
]
, A ∈ Rk×n
and P ∈ Rm×m is a permutation matrix.
To analyse the constrained problem it is useful to introduce the truncated singular value
decomposition. As previously, let
X = UDVT = U1D1V
T
1 + U2D2V
T
2 = X1 + X2
and
PX1 =
[
A1
B1
]
, PX2 =
[
A2
B2
]
.
As discussed in [4], a useful measure of how well the constrained problem performs is the quantity
‖V1V
T
1 − A
+
A‖ and a bound for this is now derived.
Lemma 2
‖V1V
T
1 − A
+
A‖  σk+1(X)
σk(A)
.
Proof. As in [4, pp. 417–418]
‖V1V
T
1 − A
+
A‖ = ‖VT2 A
T
(AA
T
)−1/2‖
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 ‖AV2‖‖A
+‖
 σk+1(X)
σk(A)
. 
Lemma 3. There exists a permutation P such that
σk(A) 
σk(X)√
1 + k(m − k)
and
‖V1V
T
1 − A
+
A‖  σk+1(X)
σk(X)
√
1 + k(m − k).
Proof. Clearly, rank(X1) = k and it follows from Corollary 1 that there is a permutation matrix
P such that
PX1 =
[
A1
B1
]
, σk(A1) 
√
1
1 + k(m − k)σk(X1).
Since σk(A)  σk(A1) and σk(X) = σk(X1) this establishes the required bound for σk(A). The
second part of the lemma now follows immediately from Lemma 2. 
As our final example, consider the underdetermined system
X
T
x = f, X ∈ Rm×n, m > n = rank(X)
for which we wish to determine a solution with at most k  n non zero entries. A solution to this
problem is
x = PT
[
(A
+
)Tf
0
]
,
where
PX =
[
A
B
]
, A ∈ Rk×n
and P is a permutation matrix. It is reasonable in this application to choose P to minimize
max
f
‖fTA+‖
‖fTX+‖
= σ1(XA+),
since (X+)Tf is the minimum norm solution to XTx = f. The quantity σ1(XA+) also plays a key
role in the conditioning of the problem. If Aˆ ∈ Rk×n and ‖A − Aˆ‖ is sufficiently small, a standard
perturbation argument shows that, to leading order
‖a − aˆ‖
‖xL‖
 κ(X)
{
σ 21 (XA
+
)
‖A − Aˆ‖
‖A‖ + σ1(XA
+
)
‖f − fˆ ‖
‖f‖
}
,
F.R. de Hoog, R.M.M. Mattheij / Linear Algebra and its Applications 422 (2007) 349–359 359
where
a = (A+)Tf,
aˆ = (A+)Tfˆ ,
xL = (X
+
)Tf
and
κ(X) = σ1(X)/σk(X).
Thus, in this problem it seems natural to take σ1(XA
+
) as a measure of the conditioning of the
submatrix A.
Lemma 4. There exists a permutation matrix P for which
σ1(XA
+
) 
√
1 + n(m − k)
k − n + 1 .
Proof. This follows immediately from Theorem 1. 
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