We study the structure of r-uniform hypergraphs containing no Berge cycles of length at least k for k ≤ r, and determine that such hypergraphs have some special substructure. In particular we determine the extremal number in such hypergraphs, giving an afirmative answer to the conjectured value when k = r and a new and simple solution to a recent result of Kostochka-Luo when k < r.
Introduction
In 1959 Erdős and Gallai proved the following results on the Turán number of paths and families of long cycles.
Theorem 1 (Erdős, Gallai [3] ). Let n ≥ k ≥ 1. If G is an n-vertex graph that does not contain a path of length k, then e(G) ≤ (k−1)n 2 . Theorem 2 (Erdős, Gallai [3] ). Let n ≥ k ≥ 3. If G is an n-vertex graph that does not contain a cycle of length at least k, then e(G) ≤ (k−1)(n−1) 2 .
In fact, Theorem 1 was deduced as a simple corollary of Theorem 2. Recently numerous mathematicians started investigating similar problems for r-uniform hypergraphs. In what follows, we refer r-uniform hypergraphs as an r-graphs for simplicity. All r-graphs are simple (i.e. contain no multiple edges), unless stated otherwise. Definition 1. A Berge cycle of length t in a hypergraph, is an alternating sequence of vertices and hyperedges, v 0 , e 1 , v 1 , e 2 , v 2 , . . . , e t , v t = v 0 such that, v i−1 , v i ∈ e i , for i = 1, 2, . . . t, where the hyperedges are distinct and the vertices are distinct except v 1 and v t . Definition 2. A Berge path of length t in a hypergraph, is an alternating sequence of distinct vertices and hyperedges, v 0 , e 1 , v 1 , e 2 , v 2 , . . . , e t , v t such that, v i−1 , v i ∈ e i , for i = 1, 2, . . . t.
The first extension of Erdős and Gallai [3] result, was by Győri, Katona, and Lemons [7] , who extended Theorem 1 for r-graphs. It turns out that the extremal numbers have a different behavior when k ≤ r and k > r Theorem 3 (Győri, Katona and Lemons [7] ). Let r ≥ k ≥ 3, and let H be an n-vertex r-graph with no Berge path of length k. Then e(H) ≤ (k−1)n r+1 .
Theorem 4 (Győri, Katona and Lemons [7] ). Let k > r + 1 > 3, and let H be an n-vertex r-graph with no Berge-path of length k. Then e(H) ≤ n k k r . The remaining case when k = r + 1 was solved later by Davoodi, Győri, Methuku, and Tompkins [1] , the extremal number matches with Theorem 4.
Similarly the extremal hypergraphs when Berge cycles of length at least k are forbidden, are different in the cases when k ≥ r + 2 and k ≤ r + 1 with an exceptional third case when k = r. The latter has a surprisingly different extremal hypergraph. Fűredi, Kostochka and Luo [5] provide sharp bounds and extremal constructions for infinitely many n, for k ≥ r+3 ≥ 6. Later they [6] also determined exact bounds and extremal constructions for all n, for the case k ≥ r+4. Kostochka and Luo [9] determine a bound for k ≤ r − 1 which is sharp for infinitely many n. Ergemlidze, Győry, Metukhu, Salia, Tompikns and Zamora [4] determine a bound in the cases where k ∈ {r + 1, r + 2}. This left open the case when k = r. Both papers [9, 4] conjectured the maximum number of edges to be bounded by max (n−1)(r−1) r , n − (r − 1) .
Theorem 5 (Fűredi, Kostochka and Luo [5, 6] ). Let r ≥ 3 and k ≥ r + 3, and suppose H is an n-vertex r-graph with no Berge cycle of length k or longer. Then e(H) ≤ n−1
Theorem 6 (Ergemlidze et al. [4] ). If k ≥ 4 and H is an n-vertex r-graph with no Berge cycles of length k or longer, then k = r + 1 and e(H) ≤ n − 1, or k = r + 2 and e(H) ≤ (n−1)(r+1) r . Theorem 7 (Kostocka, Luo [9] ). Let k ≥ 4, r ≥ k + 1 and let H be an n-vertex r-uniform multihypergraph, each edge of H has multiplicity at most k − 2. If H has no Berge-cycles of length at least k, then e(H) ≤ (k−1)(n−1) r .
Kostochka and Luo obtain their result from the incidence bipartite graph by investigating the structure of 2-connected bipartite graphs. In a similar way a previous result of Jackson [2] gives an upper bound on the number of edges of a multi r-graph with no Berge cycle of length at least r.
Theorem 8 (Jackson [2] ). Let G be a bipartite graph with bipartition A and B such that |A| = n and every vertex in B has degree at least r, if |B| > n−1 r−1 (r − 1) then G contains a cycle of length at least 2r.
In this paper we study the structure of r-graphs containing no Berge cycles of length at least k, for all 3 ≤ k ≤ r. By turning our attention to the structure of the hypergraphs instead of bipartite graphs we are able to find a new a more simple proof of Theorem 7 which also works when k = r. Even more our method let us determine the extremal number for every value of n in both simple r-graphs and multi graphs r-graphs, giving a new proof of Theorem 8 and a multi version of Theorem 7. n the n-vertex r-star, each hyperedge share the same r − 1 vertices. These are the extremal graphs from Theorems 9, 10 and 11.
Notation and results
Given a hypergraph H, let V (H) and E(H) denote the set of vertices and hyperedges of H, respectively, and let v(H) := |V (H)|, e(H) := |E(H)|. We denote by 1 rN * (n), the characteristic function of rN * : the function which is 1 when n is a positive multiple of r and 0 otherwise. A hypergraph is F-free if it doesn't contain a copy of any hypergraph from the family F as a sub-hypergraph. In the following, we are particularly interested in the families BP k and BC ≥k , the family of Berge path of length k and the family of Berge cycles of length at least k, respectively. The Turán number ex r (n, F) and ex multi r (n, F) are the maximum number of hyperedges in a F-free hypergraph or multi-hypergraph respectively on n vertices.
Let H be a hypergraph. Then its 2-shadow, denoted by ∂ 2 H, is the collection of pairs of vertices that lie in some hyperedge of H. The graph H is connected if ∂ 2 (H) is a connected graph.
Let n, k, r be integers such that k ≤ r, for fix s ∈ {r, r + 1}. An multi r-graph H is called a (s, k − 1)-block tree if ∂ 2 (H) is connected and every block of ∂ 2 (H) consists of s vertices which induce k − 1 hyperedges in H. A (s, k − 1)-block tree cannot contain a Berge-cycle of length k or longer because each of its blocks contain fewer than k edges.
We define the r-star, S 
n has just r −1 vertices of degree bigger than 1, then S Our Main results are: Theorem 9. Let k, n and r be positive integers such that 4 ≤ k < r, then
If r|(n − 1) the only extremal n-vertex r-graphs are the (r + 1, k − 1)-block trees
We note that as corollary of Theorem 9 we obtain a slightly stronger version of Theorem 3 Corollary 1. Let k, n and r be positive integer with 4 ≤ k ≤ r, then ex r (n, BP k ) = n r + 1 (k − 1) + 1 (r+1)N * (n + 1)
Theorem 10. Let r > 2 and n be positive integers, then
n . When n−1 r (r − 1) + m < n − r + 1 and r|(n − 1) the only extremal graphs are the (r + 1, k − 1)-block trees. Remark 1. In particular when n ≥ r(r − 2) + 2, we have that ex r (n, BC ≥r ) = n − r + 1 and S (r) n is the only extremal construction.
Theorem 11. Let k, n and r be positive integers such that 2 ≤ k ≤ r. Then
If r − 1|(n − 1) the only extremal graphs with n vertices are the (r, k − 1)-block trees.
As a corollary of Theorem 11 we obtain a version of Theorem 3 with multiple hyperedges In fact all this results have escentialy the same proof since, these results follow from our main Lemma, which to some extent let us understand the structure of BC-free r-graphs. Lemma 1. Let r, n and m be positive integers, with n > r, and let H be an n-vertex r-graph which is BC ≥k -free such that every edge has multiplicity at most m. Then at least one of the following hold.
i) There exists S ⊆ V of size r − 1 such that |N e (S)| ≤ m. Moreover when m < k − 1 there exists such a set S such that S is only incident with d ≤ m copies of an edge that contains S.
ii) There exists S ⊆ V of size r such that |N e (S)| ≤ k − 1.
iii) k = r, m < k − 1, and there exists e ∈ E(H) such that after removing e from H the resulting r-graph can be decompose in two r-graphs, S and K sharing one vertex, such that S is a r-star with at least r − 1 edges, the share vertex is in the center of S, e ∩ V (S) is contain in the center of S and v(K) ≥ 2.
In particular, since no edge can have multiplicity bigger than k − 1, by putting m = k − 1 we have that there always exists a set S of size r − 1 incident with at most k − 1 edges.
In section 3 we deduce Theorems 9, 10 and 11 from Lemma 1, as well as their corollaries. We leave the proof of Lemma 1 until section 4.
3 Proof from Lemma 1 3.1 Theorem 9, 10 and 11 Proof of Theorem 9. For the lower bound we can observe that a (r + 1, k − 1)-block tree on ar + 1 vertices is a BC ≥k -free graph with a(k − 1) edges, for n ∈ {ar + 1, ar + 2, . . . , (a + 1)r − 1} this proves the lower bound, for n = (a + 1)r add an extra edge containing r − 1 new vertices.
For the upper bound, suppose H is an r-uniform, n-vertex, hypergraph, without a Berge cycle of length at least k. The proof is by induction on the number of vertices. The theorem trivially holds for n ≤ r. So suppose n > r and that the theorem holds for any graph with less than n vertices, by Lemma 1 there exists a set S ⊆ V such that either |S| = r − 1 and |N e (S)| = 1 or |S| = r and |N e (S)| = k − 1. Let H ′ be the graph induce by V ′ = V \S. Then either
To obtain equality, then S must have size r and be incident with exactly k − 1 hyperedges and H ′ must have n−r−1 r (k − 1), or if r|n it is also possible that S has size r − 1 and is incident with 1 hyperedge and e(H ′ ) = n−r−1 r (k − 1) + 1. We are going to show by induction that for r|n − 1 the only extremal graphs are the (r + 1, k − 1)-block trees. Claim 1. If H 1 is a r-multi-graph such that v(H 1 ) = r + 1 and r + 1 ≥ e(H 1 ) ≥ 2, where every hyperedge different from V (H 1 ) has size at least r and multiplicity at most 1. Then every pair of vertices of H 1 are join by a Berge path of length e(H 1 ). In particular in a (r + 1, k − 1)-block path for every pair of vertices there exists a Berge path of length at least k − 1 joining them.
Proof. The proof will follow by induction. The case where r = 3 is simple to check, and when e(H 1 ) = 2, since every edge contain all but at most one vertex, the result follows easily. So suppose r > 3 and e(H 1 ) > 2. Let v, u be to distinct vertices, take any hyperedge h containing v, then choose w = v, u in h, consider H 2 obtain by removing v and h from H 1 and by deleting v from the remaining hyperedges, then H 2 satisfy the conditions of the claim, hence there exists a Berge path of length e(H 2 ) = e(H 1 ) − 1 joining w and u, we can extend this path with h to be a Berge path of length e(H 1 ) joining v and u.
Since any two vertices of V ′ are connected by a k − 1 Berge path, then it is clear that for any hyperedge h incident with S we have that |h ∩ V | ≤ 1. Suppose that there exists two distinct vertices v, v ′ ∈ V ′ and two hyperedges h, h ′ incident with S such that v ∈ h and v ′ ∈ h ′ since both h\{v} and H ′ \{v ′ } have r − 1 elements in S, then these hyperedges must intersect in a vertex x ∈ S, so h and h ′ together with a path Berge path of legth at least k − 1 from v to v ′ in H ′ would be a Berge cycle of length at least k + 1. Therefore there can exists at most one vertex which is incident with N e (S).
Remark 2. Any extremal hypergraph, has the property that its vertex set can be decompose into V 0 , V 1 , . . . , V s where |V 0 | < r, and |V i | = r for i = 1, 2, . . . , s such that V 0 ∪ V 1 ∪ · · · ∪ V j span precisly j(k − 1) hyperedges (or when r|n it is possible that one set have size r − 1 as is incident with just one edge). Although this graphs share some similarities, in general there are many distinct extremal constructions, some are not even connected.
Remark 3.
If H is a n-vertex r-multi-graph in which each edge has multiplicity at most m ≤ k − 1 and containing no Berge cycle of length k or longer, then with Lemma 1 in the same way as before we can prove that e(H) ≤ max{a(k − 1) + bm : ar + b(r − 1) < n}, this holds for k ≥ 2.
Proof of Theorem 10. We will assume the result by induction. that any n ′ -vertex r-graph with 1 < n ′ < n which is BC ≥r -free, contains at most n ′ − 2 hyperedges, where equality can hold for some values of n ′ and if n ′ > 2 this can only happen if the hypergraph is connected.
If iii) holds, let S and K be the given decomposition after removing the hyperedge e. Let v the vertex in V (S) ∩ V (K), u ∈ e ∩ V (S) and w ∈ e ∩ (K), with both u, w different from v. If v(K) ≥ 3, then e(H) = e(S) + e(K) + 1 ≤ v(S) − (r − 1) + v(K) − 1 = n − (r − 1), but equality is not possible, since by connectivity there is a Berge path from v to w in K and then with e and a Berge path of length r − 2 from u to v in S we obtain a Berge cycle of length at least r. So H can only have n − (r − 1) edges if v(K) = 2, this means that e contains the center of S and the extra vertex of K, hence H must be S If n − r + 1 > n−1 r (r − 1), since n ′ − r + 1 ≥ n ′ −1 r (r − 1) for n ′ = n − r or n ′ = n − (r − 1), both case i) and case ii) would imply that e(H) < n − (r − 1). Therefore case iii) must hold, so H has at most n − (r − 1) and equality can hold only if H is S (r) n . Note that e(H) = n − 2, for n ≥ 3 is only posible when r = 3 and H is a 3-star, or when n = r + 1, and H is a (r + 1, r − 1)-block, in both cases H must be connected.
Proof of Theorem 11. This theorem follows by induction in the same way as Theorem 9 since we can always find a set S of size r − 1 incident with at most k − 1 edges.
Corollary 1 and 2
Proof of Corollary 1. Let H be an n-vertex r-graph containg no Berge path of length k. Define a (r + 1)-graph H ′ by adding a new vertex v to V (H) and extending every hyperedge to include it.
We will show that H ′ is BC ≥k -free, therefore it will follow by Theorem 9 that e(H) = e(H ′ ) ≤ n + 1 − 1 r + 1 (k − 1) + 1 (r+1)N * (n + 1) = n r (k − 1) + 1 (r+1)N * (n + 1).
Suppose by contradiction H ′ contains a Berge cycle with vertices v 1 , . . . , v ℓ and edges h 1 , . . . , h ℓ for some ℓ ≥ k. If v is one of the previous vertices suppose v = v 1 , since every hyperedge contains r + 1 vertices and we have that |h 1 ∪ h k | ≥ r + 2 > k + 1 we can find two different vertices u ∈ h 1 and
Proof of Corollary 2. This follows in a similar way as the previous corollary, by constructing a BC ≥k -free r-multi-graph H ′ in the same way as before, the main difference is that if two edges are the same their union will contain just r+1 vertices, however this is not a problem since for this result we have that k < r. Hence, by Theorem 11, e(H) = e(H ′ ) ≤ n + 1 − 1 r + 1 − 1 (k − 1) = n r (k − 1).
Proof of Lemma 1
Definition 4. A semi-path of length t in a hypergraph, is an alternating sequence of distinct hyperedges and vertices, e 1 , v 1 , e 2 , v 2 , . . . , e t , v t (starting with a hyperedge and ending in a vertex) such that, v 1 ∈ e 1 and v i−1 , v i ∈ e i , for i = 2, 3, . . . t.
Let r ≥ k ≥ 3 be fix integers and let H be a BC ≥k -free r-uniform multi-hypergraph, consider a semi-path P = e 1 , v 1 , e 2 , v 2 , . . . , e t , v t of maximal length. Put ℓ = min{k − 1, t}, take F = {e 1 , e 2 , . . . , e l } and U = {v 1 , v 2 , . . . , v l }. Note that |e 1 ∩ U |≤ k − 1 < r, so e 1 \U = ∅.
Proof. If w is incident with a hyperedge of P not in F, let j ≥ k be the smallest index such that w is incident with e j , then v 1 , e 2 , v 2 . . . , v j−1 , e j , w, e 1 , v 1 would be a Berge cycle of length at least k, which is not possible, in particular w = v i , If w is incident with and edge e which is not part of P , then e, w, P would be a longer semi-path, which contradicts the maximality of P .
Proof. Fix u ∈ (e i ∩ e j )\U and consider the following maximal length semi-paths (see Figure 2 )
. , e t , v t . By applying Lemma 2 to v i−1 ∈ e i−1 in P 1 and to v j ∈ e j+1 in P 2 , we have that N e (v i−1 ) ⊆ F and N e (v j ) ⊆ F.
Let d ≤ m be an integer such that e 1 = e 2 = · · · = e d = e d+1 , we deal first with a simple case. Proof. First note that the vertices v 1 , v 2 , . . . , v d−1 can be rearrange an exchange with the vertices of e 1 \U to make another semi-path with the same set of hyperedges in the same other, in particular N e (e 1 \{v d }) ⊆ F. Suppose w ∈ e 1 \{v d } is incident with another hyperedge e beside e 1 , . . . , e d , without loss of generality assume w ∈ e 1 \U , by Lemma 2, e = e j for some j ∈ {d + 1, d + 2, . . . , ℓ}, then the semi-path P ′ = e j−1 , v j−2 , e j−2 , v j−3 , . . . , e 2 , v 1 , e 1 , w, e j , v j , . . . , e t , v t has maximal length, since v j−1 is in the first hyperedge and is not a vertex of P ′ , by applying Lemma 2 to P ′ , we have that v j−1 is only incident with the hyperedges in F, therefore the set (e 1 \{v d }) ∪ {v j−1 } is a set of size r incident with at most k − 1 hyperedges. So we can assume that |e 1 ∩ U | > d, otherwise we are done by the previous Claim. Let e 1 ∩ U = {v i 0 , v i 1 , v i 2 , . . . , v is }, with 1 = i 0 < i 1 < i 2 < · · · < i s , define recursively the sets A 1 := e 1 \U and for j = 1, . . . , s, if (e i j \U ) ∩ A j = ∅, take A j+1 := A j ∪ (e i j \U ), otherwise take A j+1 := A j ∪ (e i j \U ) ∪ {v i j −1 }, put A := A s+1 . Note that at each step we are adding at least one element, so |A| ≥ |A 1 |+s ≥ r − 1, by Lemma 2 and Lemma 3, we have N e (A) ⊆ F. If m = k − 1 then A is a set with the desire property, so suppose m < k − 1. If |A| ≥ r we are done, so suppose |A| = r − 1, this is only possible if for every i = 1, 2, . . . , s, A i+1 has one more vertex than A i .
We will assume, without loss of generality, that among all possible semi-paths of maximal length, P is the one for which |e 1 \U | is minimal. There are two cases: Case 1: There exists an index j ≥ d, such that A j intersects (e i j \U ), let j ′ be the first such index, then there is another index d − 1 ≤ q < j ′ such that (e i j \U ) ∩ (e iq \U ) = ∅, and let u be an element in the intersection.
If i q < i j ′ − 1 then v iq ∈ A from minimality of j ′ , and by Lemma 3, N e (v iq ) ⊆ F so A ∪ {v iq } is a set of vertices, of size r, incident with at most k − 1 hyperedges, hence we are done.
If d < i q = i j ′ − 1 then by applying Lemma 2 to the semi-path
} is a set of size r incident with at most k − 1 hyperedges.
If d = i q = i j ′ − 1, note that this implies that (e d+1 \U ) ⊆ (e 1 \U ), since otherwise A d+1 would have at least two new elements, but by minimality of |e 1 \U |, we have that (e d+1 \U ) = (e 1 \U ). Take any vertex from e d+1 \e 1 , this vertex is also in U , say v x ∈ e d+1 \e 1 .
We need a similar lemma as Lemma 3, we are omitting the proof since it is similar.
Claim 3. Suppose v j ∈ e 1 is such that (e j \U ) intersects (e x \U ) then N e (v max{j,x}−1 ) ⊆ F.
Let (e 1 \U ) ∪ {v x } = {v j 0 , v j 1 , . . . , v j s+1 }, with 1 = j 0 < j 1 < · · · < j s+1 , and define recursively the following sets B 1 = e 1 \U, and for c = 1, 2, . . . , s + 1 let B c+1 = B c ∪ (e v jc \U ), if B c ∩ (e v jc \U ) = ∅, otherwise take B c+1 = B c ∪{v jc }. Finally B s+2 has size at least r and is incident with at most k − 1 hyperedges.
Case 2: For every index j ≥ d, A j and (e i j \U ) are disjoint, in this case we have that r − 1 = |A| = |e 1 \U | + (d − 1) + |(e i d \U )| + · · · + |(e is \U )| , this implies that (e i j \U ) = 1 for every j, in particular k − 1 = |U | ≥ r − 1, so k = r. Since we choose P with |e 1 \U | minimal, |e 1 \U | = 1, so v i ∈ e 1 for each i and U is contain in all hyperedges of F. We will also assume that the lenght of P is at least r since otherwise v r−1 can only be incident with hyperedges of P and then we could add it to A to get a set of size r incident with r − 1 hyperedges. Claim 4. If some hyperedge e = e r intersects U \{v r−1 } then the vertices in e\U are only incident with e.
Proof. Suppose without loss of generality v 1 ∈ e, if e is part of P , then e = e j for some j < r, otherwise we would have a long Berge cycle, and we already know the statement is true for this hyperedges. If e is not part of P , consider P ′ obtain by replacing e 1 in P by e, by Lemma 2, besides e, a vertex in v ∈ e\U can only be incident with e 2 , e 3 , . . . , e r−1 , but if v is incident with one of this hyperedges then e, e 1 , e 2 , . . . , e r−1 together with the vertices v, v 1 , v 2 , . . . , v r−1 in some order would be a Berge cycle of length r.
Let h 1 , . . . , h p be the hyperedges incident with U \v r−1 . If |h i \ U | ≥ 2, for some i, then (e 1 ∪ e 2 ∪ · · · ∪ e r−2 ∪ h i ) \ U is a set of size at least r incident with r − 1 hyperedges, and we are done. Then we can assume |h i \ U | = 1, so this hyperedges form a r-star S with p ≥ r − 1 edges, and any other hyperedge beside e r can only intersect S in v r−1 , by putting K the r-graph induce by the v r−1 together with the vertices not cover by S we get the desire partition.
