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Abstract. In the present bachelor’s thesis the interpolation by linear splines and
finding an approximate solution for Fredholm integral equation of the second kind
with collocation method is described. The purpose of this thesis is to study con-
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K(x, y)u(y)dy + f(x) (a ≤ x ≤ b)
ligikaudset lahendamist kollokatsioonimeetodiga, mis tugineb vo˜rrandi lahendi u
la¨hendamisele u¨htlasel vo˜rgul antud pidevate lineaarsplainidega un, kus n + 1 on
vo˜rgu punktide arv. Tuuma K ja vabaliikme f kohta eeldatakse, et nad on pi-
devad funktsioonid vastavalt ruudul [a, b] × [a, b] ja lo˜igul [a, b]. Ka¨esolevas to¨o¨s
na¨idatakse, et viga un−u va¨heneb, kui vo˜rgupunktide arv kasvab ning tuletatakse
kaks hinnangut vea un−u iseloomustamiseks (vt teoreemi (5.3)). Nende tulemuste
saamisel on tuginetud to¨o¨s [4] esitatud metoodikale. See erineb to¨o¨s [1] rakenda-
tud metoodikast ning vo˜imaldab ka¨esolevas to¨o¨s vaadelda palju laiemat vo˜rrandite
klassi.
Bakalaureuseto¨o¨ koosneb kuuest osast. Esimeses osas on ka¨sitletud splaini
mo˜istet ja interpoleeriva lineaarsplani esitamist baasspalainide kaudu. Teises osas
on toodud tulemus interpoleeriva lineaarsplaini vea hindamiseks. Esimeses ja tei-
ses osas on eeskujuks olnud bakalaureuseto¨o¨ [1]. Kolmandas osas on ka¨sitletud
Fredholmi teist liiki integraalvo˜rrandi lahendi olemasolu, u¨hesust ja siledust. Nel-
jandas ja viiendas osas vaadeldakse Fredholmi teist liiki integraalvo˜rrandi ligi-
kaudset lahendamist lineaarsplanidega kollokatsioonimeetodi abil. Viimases osas
on to¨o¨s vaadeldud meetodit rakendatud sellise integraalvo˜rrandi ligikaudsel lahen-
damisel, mille lahend on teada. Praktiliste tulemuste saamiseks on to¨o¨ lisas toodud




Me ta¨histame ka¨esolevas to¨o¨s ta¨hega N := {1, 2, 3, . . .} ko˜igi naturaalarvude
hulka ning ta¨hega R := {∞,−∞} ko˜igi reaalarvude hulka. Vaatleme lo˜iku [a, b],
kus a, b ∈ R, a < b. Olgu C [a, b] ko˜igi lo˜igus [a, b] pidevate funktsioonide hulk ning
Cn [a, b] ko˜igi lo˜igus [a, b] n korda pidevalt diferentseeruvate funktsioonide hulk.
Olgu n ∈ N. Jaotame lo˜igu [a, b] punktidega
∆n := {x0, x1, . . . , xn : a = x0 < x1 < . . . < xn = b} (1)




. Jaotust (1) nimetatakse lo˜igul [a, b] antud u¨htlaseks vo˜rguks.
Definitsioon 1.1. Vo˜rgule ∆n vastavaks m-ja¨rku (m ∈ N) splainiks nimetatakse
funktsiooni Sm, mis
1) igal osalo˜igul [xi, xi+1] (i = 0, 1, . . . , n− 1) on u¨limalt m-astme polu¨noom, s.t
Sm(x) = c0i + c1ix+ . . .+ cmix
m, x ∈ [xi, xi+1] ,
2) on m− 1 korda pidevalt diferentseeruv kogu lo˜igul [a, b], s.t
Sm ∈ Cm−1 [a, b] .
Vo˜rgu (1) punkte x0, x1, . . . , xn nimetatakse splaini Sm so˜lmedeks.
Tingimusest 1) na¨eme, et m-ja¨rku splaini ma¨a¨ravad (m + 1) × n parameetrit
cji (j = 0, 1, . . . ,m, i = 0, 1, . . . , n − 1), mis on splaini kordajad. Tingimus 2)
seab splainile Sm igas siseso˜lmes x1, x2, . . . , xn−1 m tingimust no˜udega
Sm, S
′
m, . . . , S
(m−1)
m ∈ C[a, b].
Siseso˜lmede arv on n − 1, seega kokku on m (n− 1) tingimust, mis kitsendavad
parameetrite cji valikut. Nii sisaldab m-ja¨rku splain u¨ldiselt
(m+ 1)n−m (n− 1) = mn+ n−mn+m = m+ n
vaba parameetrit. Nende parameetrite ma¨a¨ramiseks kasutatakse splaini Sm
ma¨a¨ramisel sageli interpolatsioonitingimusi kujul
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Sm (xi) = fi, i = 0, 1, . . . , n, (2)
kus fi = f (xi) (i = 0, 1, . . . , n) on mingi funktsiooni f va¨a¨rtused vo˜rgul ∆n ning
x0, x1, . . . , xn on splaini Sm so˜lmed. Kui m = 1, siis tingimused (2) ma¨a¨ravad
splaini S1 u¨heselt. Kui m > 1, siis on splaini u¨heseks ma¨a¨ramiseks vaja lisaks
interpolatsioonitingimustele ette anda veel m− 1 tingimust.
Ma¨rgime ka, et paarisarvulise m korral valitakse splaini Sm interpolatsioo-
niso˜lmedeks sageli splaini so˜lmede x0, x1, . . . , xn vahel paiknevad punktid.
Interpolatsioonitingimusi rahuldavaid splaine nimetatakse interpoleerivateks
splanideks. Arvutuspraktikas kasutatakse ko˜ige enam splaine S1, S2 ja S3, mida
nimetatakse vastavalt lineaar-, ruut- ja kuupsplainideks.
Ka¨esolevas to¨o¨s on vaatluse all interpoleerivad lineaarsplainid.
1.2 Lineaarplaini mo˜iste
Definitsioon 1.2. Vo˜rgule ∆n vastavaks esimest ja¨rku splainiks ehk lineaarsplai-
niks nimetatakse funktsiooni S1, mis
1) igal osalo˜igul [xi, xi+1] (i = 0, 1, . . . , n− 1) on u¨limalt esimese astme polu¨noom,
s.t
S1 = c0i + c1ix (x ∈ [xi, xi+1]) i = 0, 1, . . . , n− 1,
2) on pidev kogu lo˜igul, s.t
S1 ∈ C [a, b] .
Ko˜igi vo˜rgule ∆n vastavate lineaarsplainide hulga ta¨histame suurusega S(∆n).
Osutub, et S(∆n) on vektorruum, mille dimensioon on n+ 1.
To˜epoolest, kui S1, S
∗
1 ∈ S(∆n), siis ilmselt S1+S∗1 ∈ S(∆n) ning λS1 ∈ S(∆n),
kus λ on mingi konstant.
Splain S1 on igas osalo˜igus [xi, xi+1] (i = 0, 1, . . . , n − 1) ma¨a¨ratud kahe pa-
rameetriga c0i ja c1i. Osalo˜ike on kokku n, misto˜ttu on splaini S1 konstruee-
rimiseks vaja 2n parameetrit. No˜udest, et S1 on pidev vo˜rgu ∆n siseso˜lmedes
x1, x2, . . . , xn−1, saame lineaarsplaini S1 jaoks n−1 lisatingimust, mis kitsendavad
parameetrite valikut. Seega vabade parameetrite arv, millest splain so˜ltuma ja¨a¨b
on 2n− (n− 1) = n+ 1. Ja¨relikult dim (S (∆n)) = n+ 1.
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Lineaarsplainide vabade parameetrite ma¨a¨ramiseks kasutatakse interpolatsioo-
nitingimusi (2). Tingimused (2) ma¨a¨ravad splaini S1 u¨heselt ning tegemist on
interpoleeriva splainiga.
1.3 Lineaarsed baassplainid






, kui x0 ≤ x < x1,





, kui xi−1 ≤ x < xi,
xi+1 − x
h
, kui xi ≤ x < xi+1,





, kui xn−1 < x ≤ xn,
0, kui x0 < x ≤ xn−1.
Vo˜rgule ∆n vastavad splainid ϕi(x) (i = 0, 1, . . . , n), on lineaarsed igal osalo˜igul
[xi, xi+1] (i = 0, 1, . . . , n − 1). Konstruktsiooni to˜ttu on ϕi(x) (i = 0, 1, . . . , n)
pidevad iga x ∈ [a, b] korral. Seega ϕi ∈ S(∆n) (i = 1, 2, . . . , n).
Splainide ϕ0(x), ϕi(x) ja ϕn(x) esitused on toodud joonisel 1 ja joonisel 2:
Joonis 1: Lineaarsete baassplainide ϕ0(x) ja ϕi(x) esitused.
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1, kui i = j,
0, kui i 6= j. (3)
Osutub, et funktsioonid ϕ0, ϕ1, . . . , ϕn ∈ S(∆n) on lineaarselt so˜ltumatud lo˜igul
[a, b], s.t nad moodustavad baasi ruumis S(∆n).
Selles veendumiseks na¨itame, et kui
α0ϕ0(x) + α1ϕ1(x) + . . .+ αnϕn(x) = 0 ∀x ∈ [a, b], (4)
siis konstandid α0, α1, . . . , αn saavad olla vaid nullid:
α0 = α1 = . . . = αn = 0.
Vo˜tame vo˜rduses (4) muutuja x va¨a¨rtuseks x = x0. Omaduse (3) po˜hjal saame, et
α0ϕ0(x0) + α1ϕ1(x0) + . . .+ αnϕn(x0) = α0 · 1 + 0 + . . .+ 0 = 0,
s.t α0 = 0. Analoogiliselt vo˜ttes vo˜rduses (4) muutuja x va¨a¨rtuseks x = xi
(i = 1, 2, . . . , n) saame vastavalt, et αi = 0 (i = 1, 2, . . . , n). Seega seos (4) saab
kehtida vaid siis, kui
α0 = α1 = . . . = αn = 0.
Ja¨relikult funktsioonid ϕi(x) (i = 0, 1, . . . , n) on lineaarselt so˜ltumatud lo˜igul [a, b]





αjϕj(x), x ∈ [a, b],
kus α0, α1, . . . , αn on mingid konstandid.
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2 Interpoleeriva lineaarsplaini hinnangud
Olgu antud u¨htlane vo˜rk ∆n ning olgu fi = f (xi)
(i = 0, 1, . . . , n) funktsiooni f ∈ C [a, b] va¨a¨rtused u¨htlasel vo˜rgul ∆n. Kui x ∈
[xi, xi+1] (i = 0, 1, . . . , n − 1) siis tingimusi S1(xi) = fi ja S1(xi + 1) = fi + 1
rahuldava lineaarsplaini vo˜ime esitada kujul







On selge, et valemiga (5) antud funktsioon S1 (x) on esimese astme polu¨noom
muutuja x suhtes. On lihtne na¨ha, et S1 ∈ C[a, b]. To˜estuseks piisab na¨idata, et
S1 on pidev siseso˜lmedes x1, x2, . . . , xn−1:
lim
x→xi+




S1(x) = fi, i = 1, 2, . . . , n− 1.
Ja¨rgneva lemma to˜estuses on meil vaja rakendada Lagrange’i keskva¨a¨rtus-
teoreemi (vt na¨iteks [5], lk 127), mille siinkohal esitame.
Teoreem 2.1 (Lagrange’i keskva¨a¨rtusteoreem). Kui funktsioon f on pidev
lo˜igul [a, b] ja diferentseeruv vahemikus (a, b), siis leidub punkt c ∈ (a, b) nii, et
f(b)− f(a) = f ′(c)(b− a).











Kui f ∈ C2 [a, b], siis
max
x∈[a,b]














ning f ∈ C1 [a, b]. Siis



























− f(xi)xi+1 − x
h
+






G(x) = [f(xi+1)− f(xi)]xi+1 − x
h






= [f(xi+1)− f(xi)]xi+1 − x
h
+ f(x)− f(xi+1)(xi+1 − xi
h
)
= [f(xi+1)− f(xi)]xi+1 − x
h
+ f(x)− f(xi+1)
= [f(xi+1)− f(xi)]xi+1 − x
h
− (f(xi+1)− f(x)).
Kasutades teoreemi (2.1) saame, et
f(x)− S1(x) = f ′(c1i )(xi+1 − xi)
xi+1 − x
xi+1 − xi − f
′(c2i )(xi+1 − x)
= f ′(c1i )(xi+1 − x)− f ′(c2i )(xi+1 − x),
kus xi ≤ x ≤ xi+1, c1i ∈ (xi, xi+1), c2i ∈ (x, xi+1), i = 0, 1, 2, . . . , n− 1. Seega
|f(x)− S1(x)| =
∣∣f ′(c1i )(xi+1 − x)− f ′(c2i )(xi+1 − x)∣∣
≤ ∣∣f ′(c1i )(xi+1 − x)∣∣+ ∣∣f ′(c2i )(xi+1 − x)∣∣
=
∣∣f ′(c1i )∣∣ |(xi+1 − x)|+ ∣∣f ′(c2i ) || (xi+1 − x)∣∣
≤ 2 max
x∈[xi,xi+1]
|f ′(x)| (xi+1 − x) ≤ 2M1h,
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kui xi ≤ x ≤ xi+1, i = 0, 1, 2, . . . , n− 1. Sellest ja¨reldub, et
max
x∈[a,b]
|f(x)− S1(x)| ≤ 2M1h.
Olgu nu¨u¨d f ∈ C2[a, b]. Soovime leida hinnangut suurusele |f(x)− S1(x)|, kui
xi ≤ x ≤ xi+1, i = 0, 1, . . . , n− 1.
Kui f ∈ C2[a, b], siis saame igal osalo˜igul [xi, xi+1], i = 2, . . . , n, lineaarse
interpolatsiooni vea f(t)− S1(x) esitada kujul (vt [3], lk 17)




kus c ∈ (xi, xi+1), x ∈ [xi, xi+1], i = 0, . . . , n− 1. Seega
|f(x)− S1(x)| =












(x− xi)(xi+1 − x).
Ta¨histame g(x) := (x−xi)(xi+1−x). Siis funktsiooni g esimene esimene tuletis
on kujul
g′(x) = (x · xi+1 − x2 − xi · xi+1 + xi · x)′ = xi+1 − 2x+ xi.

















xi+1 + xi − 2xi
2
)(







Kuna g′′(x) = (xi+1 − 2x + xi)′ = −2 < 0, siis funktsioon g(x) saavutab oma









(xi+1 − xi)2, i = 0, 1, . . . , n− 1.
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Seega
|f(x)− S1(x)| ≤ M2
8
(xi+1 − xi)2 = M2
8
h2,
kus x ∈ [xi, xi+1], i = 0, 1, . . . , n− 1. Siit ja¨reldub, et
max
x∈[a,b]




3 Fredholmi teist liiki integraalvo˜rrandi lahendi
olemasolu, u¨hesus ning siledus
Vaatleme lineaarset integraalvo˜rrandit kujul
u(x) = f(x) +
∫ b
a
K(x, y)u(y)dy, x ∈ [a, b], (6)
kus f ja K on antud funktsioonid ning u on otsitav. Sellist vo˜rrandit nimetatak-
se Fredholmi teist liiki integraalvo˜rrandiks. Seejuures funktsiooni K nimetatakse
integraalvo˜rrandi tuumaks ning funktsiooni f nimetatakse vabaliikmeks. Vo˜rrandi
(6) lahendi olemasolu ja u¨hesus on kirjeldatav (vt [6], lk 48) ja¨rgmise teoreemiga.
Teoreem 3.1. Olgu tuum K pidev ruudul [a, b]× [a, b] ja vabaliige f pidev lo˜igul




K(x, y)u(y)dy (x ∈ [a, b]) (7)
olemas ainult triviaalne lahend u = 0.
Siis vo˜rrand (6) on u¨heselt lahenduv ja tema lahend u on lo˜igul [a, b] pidev:
u ∈ C[a, b].
Olgu m ∈ N ning olgu Cm[a, b] ko˜igi ruudul [a, b] × [a, b] ma¨a¨ratud m korda
pidevalt diferentseeruvate funktsioonide hulk.
11
Teoreem 3.2. Eeldame, et K ∈ Cm([a, b] × [a, b]) ja f ∈ Cm[a, b], kus m ∈ N.
Olgu vo˜rrandil (7) olemas ainult null-lahend.
Siis vo˜rrandi (6) lahend u on m korda pidevalt difenrentseeruv lo˜igul [a, b]: u ∈
Cm[a, b].
To˜estus. Teoreemist 3.1 ja¨reldub, et vo˜rrand (6) on u¨heselt lahenduv ning tema
lahend on pidev lo˜igul [a, b]: u ∈ C[a, b]. Olgu m = 1. Ja¨rgnevas huvitab meid, kas
u ∈ C1[a, b]. Samasuse











Kuna funktsioonil K(x, y) on olemas osatuletis
∂K(x, y)
∂x
, mis on pidev ruudul










u(y)dy (a ≤ x ≤ b)




u(y)dy (a ≤ x ≤ b),
kui muutuja x funktsioon on pidev lo˜igul [a, b]. Ja¨relikult





u(y)dy a ≤ x ≤ b, (8)
kusjuures viimase vo˜rduse parem pool on pidev iga x ∈ [a, b] korral. Seega funkt-
sioonil u leidub tuletis u′ ∈ C[a, b] ning teoreemi 3.2 va¨ide kehtib m = 1 puhul.
Olgu nu¨u¨d m = 2. Siis huvitab meid, kas u ∈ C2[a, b]. Selleks la¨htume samasustest
(8). Samasuse (8) diferentseerimisel saame analoogiliselt juhuga m=1, et






)2K(x, y)u(y)dy, a ≤ x ≤ b,
kusjuures viimase vo˜rduse parem pool on pidev funktsioon lo˜igul [a, b]. Seega funkt-
sioonil u′ leidub tuletis u′′ ∈ C[a, b] ning teoreemi va¨ide kehtib m = 2 kohal.
Analoogiliselt ja¨tkates na¨eme, et teoreemi va¨ide kehtib tahes m ∈ N korral. 
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4 Kollokatsioonimeetod




K(x, y)u(y)dy + f(x), a ≤ x ≤ b,
kus tuum K on pidev ruudul [a, b]× [a, b] ja vabaliige f pidev lo˜igul [a, b].
Lihtsad, kuid ku¨llalti efektiivsed meetodid vo˜rrandi (6) ligikaudseks lahenda-
miseks saadakse lineaarsplainide kasutamise teel.
Olgu antud lo˜igul [a, b] u¨htlane vo˜rk ∆n ja olgu funktsioonid ϕj (j = 0, 1, . . . , n)





cjϕj(x), j = 0, 1, . . . , n, (9)
kus c0, c1, . . . , cn on otsitavad kordajad. Konstantide c0, c1, . . . , cn ma¨a¨ramiseks ase-
tame suuruse (9) integraalvo˜rrandisse (6) ning no˜uame, et integraalvo˜rrand (6)






K(xi, y)un(y)dy + f(xi), i = 0, 1, . . . , n. (10)




cjϕj(x) = ci i, j = 0, 1, . . . , n,









K(xi, y)ϕj(y)dy, i, j = 0, 1, . . . , n.
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Vo˜rdused (11) kujutavad endast lineaarset vo˜rrandisu¨steemi otsitavate korda-
jate c0, c1, . . . , cn suhtes. Suuruste kij (i, j = 0, 1, . . . , n) va¨ljaarvutamist lihtsustab
asjaolu, et
ϕ0(x) = 0, kui x ≥ x1,
ϕj(x) = 0, kui xj−1 ≤ x ≤ xj+1, j = 1, 2, . . . , n− 1,
ϕn(x) = 0, kui x ≤ xn−1.





























kus i = 0, 1, . . . , n; j = 1, 2, . . . , n− 1 ja h = b− a
n
.
Kollokatsioonimeetodi (10) abil on integraalvo˜rrandi (6) la¨hislahend leitav, kui
vo˜rrandisu¨steem (11) osutub u¨heselt lahenduvaks. Meie edaspidise ka¨sitluse eesma¨rk
on uurida su¨steemi (11) lahenduvust ning uurida un koonduvust, kui n→∞.
5 Kollokatsioonimeetod kui Galjorkini meetod
Olgu Pn (n ∈ N) operaator, mis seab suvalisele funktsioonile u ∈ C[a, b] vasta-





kus x ∈ [a, b] ja ϕj (j = 0, 1, . . . , n) on vo˜rguga ∆n seotud lineaarsed baassplainid.
Ilmselt (Pnu)(x) on pidev funktsioon, kui x ∈ [a, b].
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Osutub, et Pn on lineaarne to˜kestatud operaator ruumis C[a, b], kus C[a, b] on
lo˜igul [a, b] pidevate funktsioonide u ruum normiga ‖u‖C[a,b] = maxx∈[a,b] |u(x)|.
To˜epoolest suvaliste funktsioonide u, v ∈ C[a, b] ja parameetri λ ∈ R korral















































‖Pnu‖C[a,b] ≤ ‖u‖C[a,b] . (13)
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Seega Pn : C[a, b]→ C[a, b] on to˜kestatud ning
‖Pn‖L(C[a,b],C[a,b]) ≤ 1 (n = 1, 2, . . . , n). (14)




u(xj)ϕj(xi) = u(xi) (i = 0, 1, . . . , n)
ning seepa¨rast
(Pn(Pnu)) = (Pnu),
s.t P 2n = Pn. Seega operaator Pn on lineaarne projektor. Sellisel juhul
‖Pn‖L(C[a,b],C[a,b]) ≥ 1 (vt [2], lk 259) ning kokkuvo˜ttes saame, et
‖Pn‖L(C[a,b],C[a,b]) = 1, n = 1, 2, . . . (15)
Operaatori Pn definitsioonist (13) ja¨reldub, et Pnu = 0 parajasti siis, kui iga i =
0, 1, . . . , n korral u(xi) = 0. Seeto˜ttu kollokatsioonitingimused (10) on samava¨a¨rsed
no˜udega
Pn(un − Tun − f) = 0, (16)




K(x, y)u(y)dy, a ≤ x ≤ b. (17)
Operaatori Pn lineaarsuse to˜ttu vo˜ime vo˜rduse (16), esitada kujul
Pnun = PnTun + Pnf.
Vo˜ttes arvesse, et Pnun = un funktsioonide jaoks kujul (9) saame viimase vo˜rrandi
esitada kujul
un = PnTun + Pnf. (18)
Paneme ta¨hele, et vo˜rrandi (18) ka¨sitlemisel vo˜ime unustada no˜ude, et la¨hislahend
avalduks kujul (9): kui vo˜rrand (18) on lahenduv, siis tema lahendid on automaat-
selt kujuga (9).
U¨leminekut vo˜rrandilt u = Tu+ f vo˜rrandile (18) nimetatakse Galjorkini mee-
todiks (seejuures vo˜ib Pn osas olla suvaline projektor. Kollokatsioonimeetod (9)-
(10) on Galjorkini meetodi selline erijuht, kus projektoriks Pn on valemiga (12)
defineeritud interpolatsiooniprojektor).
16
Olgu E Banachi ruum. Olgu f ∈ E ja T : E → E pidev lineaarne operaator.
Vaatleme operaatorvo˜rrandeid kujul
u = Tu+ f (19)
ja
un = PnTun + Pnf (n = 1, 2, . . .), (20)
kus Pn : E → E on projektorid (s.t P 2n = Pn).
Teoreem 5.1. Olgu T lineaarne ta¨ielikult pidev operaator Banachi ruumis E.
Homogeennsel vo˜rrandil v = Tv olgu vaid null-lahend v = 0. Projektorid Pn
(n = 1, 2, . . .) koondugu n→∞ korral punktiviisi u¨hikoperaatoriks:
Pnu→ u, kui n→∞ (∀u ∈ E).
Siis vo˜rrand (19) on iga f ∈ E korral u¨heselt lahenduv ning leidub selline n0,
et n ≥ n0 on ka vo˜rrandid (20) u¨heselt lahenduvad. Vo˜rrandite (20) lahendid un
koonduvad n→∞ korral vo˜rrandi (19) lahendiks u ning kehtib veahinnang
‖un − u‖E ≤ c ‖u− Pnu‖E , n ≥ n0, (21)
kus konstant c ei so˜ltu arvust n ega vabaliikmest f.
Teoreemi 5.1 to˜estuse vo˜ib leida raamatust [4], lk 59.
5.1 Kollokatsioonimeetodi koondumine
Esmalt toome sisse Banach-Steinhausi teoreemi(vt [2], lk 127), mida meil la¨heb
allpool vaja.
Teoreem 5.2 (Banach-Steinhausi teoreem). Olgu X Banachi ruum ning E
po˜hihulk ruumis X. Jada An ∈ L(X,X) koondub punktiviisi operaatoriks
A ∈ L(X,X) parajasti siis, kui on ta¨idetud ja¨rgmised tingimused:
1) ∃ M ∈ R, ‖An‖L(X,X) ≤M ∀n ∈ N,
2) Anx→ Ax, ∀x ∈ E.
Olgu Pn (n ∈ N) operaatorid, mis on defineeritud seosega (12) ning olgu u ∈
C1[a, b]. Siis lemma 2.2 po˜hjal
max
x∈[a,b]




kus c on mingi konstant, mis ei so˜ltu suurusest n. Vo˜rratusest (22) ja¨reldub, et iga
u ∈ C1[a, b] korral
‖u− Pnu‖C[a,b] = max
x∈[a,b]
|u(x)− (Pnu)(x)| → 0, kui n→∞. (23)
Kuna C1[a, b] on ko˜ikjal tihe ruumis C[a, b] ning kehtib (14), siis Banach-Steinhausi
teoreemi po˜hjal saame iga u ∈ C[a, b] korral, et
‖u− Pnu‖C[a,b] → 0, kui n→∞. (24)
Vaatleme integraalvo˜rrandit
u(x) = f(x) +
∫ b
a
K(x, y)u(y)dy, x ∈ [a, b]. (6)
Teoreem 5.3. Olgu vo˜rrandi (6) tuum K pidev ruudul [a, b] × [a, b] ja vabaliige
f pidev lo˜igul [a, b]. Olgu vo˜rrandile (6) vastaval homogeennsel vo˜rrandil (7) ole-
mas ainult triviaalne lahend u = 0.Olgu kollokatsioonimeetodis (9)-(10) kasutusel
u¨htlane vo˜rk ∆n (n ∈ N) so˜lmedega




Siis kehtivad ja¨rgmised va¨ited:
1) integraalvo˜rrandil (6) on olemas u¨hene lahend u ∈ C[a, b];
2) leidub selline n0 ∈ N, et n ≥ n0 korral on kollokatsioonimeetodist tulenev
vo˜rrandisu¨steem (11) u¨heselt lahenduv;
3) leiab aset koondumine
max
x∈[a,b]
|un(x)− u(x)| → 0, kui n→∞, (25)
kus un avaldub kujul (9), milles kordajad c0, c1 . . . , cn on saadud vo˜rrandi-
su¨steemist (11);
4) Kui K ∈ C1([a, b]× [a, b]) ja f ∈ C1[a, b] siis
max
x∈[a,b]
|un(x)− u(x)| ≤ c1 1
n
, (26)
kus c1 on mingi positiivne konstant, mis ei so˜ltu suurusest n.
5) Kui K ∈ C2([a, b]× [a, b]) ja f ∈ C2[a, b], siis
max
x∈[a,b]
|un(x)− u(x)| ≤ c2 1
n2
, (27)
kus c2 on mingi positiivne konstant, mis ei so˜ltu suurusest n.
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To˜estus. Va¨ide 1) ja¨reldub teoreemist 3.1. Va¨idete 2)-5) to˜estamisel tugineme teo-
reemile 5.1. Teoreemi 5.1 rakendamiseks vo˜tame E = C[a, b].
Teoreemis 5.1 toodud vo˜rrandiks (19) vo˜tame vo˜rrandi (6), kus T on defineeri-




K(x, y)u(y)dy, a ≤ x ≤ b.
Integraaloperaatori T ta¨ielik pidevus ruumis C[a, b] on to˜estatud raamatus [2],
lk 125 ning tema lineaarsus on suhteliselt lihtsasti kontrollitav.
Teoreemis 5.1 toodud vo˜rrandiks (20) vo˜tame vo˜rrandi (18), st vo˜rrandi
un = PnTun + Pnf, (28)
kus Pn on defineeritud seosega (12). Koondumine (24) u¨tleb, et projektorid
Pn (n = 1, 2 . . .) koonduvad n→∞ korral punktiviisi u¨hikoperaatoriks.
Teoreemi 5.1 kohaselt leidub selline n0, et n ≥ n0 korral on vo˜rrand (28) u¨heselt
lahenduv (sellest ja¨reldub va¨ide 2)) ja kehtib veahinnang
‖un − u‖C[a,b] ≤ c ‖u− Pnu‖C[a,b] , n ≥ n0, (29)
kus u ∈ C[a, b] on integraalvo˜rrandi (6) lahend.
Koondumisest (24) ja hinnangust (29) ja¨reldub va¨ide 3). Ka va¨ited 4) ja 5) on




u(x) = x3 +
∫ 1
0
xy · u(y)dy, x ∈ [0, 1]. (30)
See vo˜rrand on kujul (6), kus [a, b] = [0, 1], K(x, y) = xy ning f(x) = x3. Vo˜rrandi
(30) lahendiks on
u(x) = x3 +
3
10
x, x ∈ [0, 1]. (31)
Lahendi (31) la¨hendi un(x) (n ∈ N) leidmiseks kasutame osas 4 kirjeldatud
kollokatsioonimeetodit (10)-(11), vo˜ttes aluseks u¨htlase vo˜rgu (∆n) punktidega
xi = hi,
kus i = 0, 1 . . . , n; h =
1
n
. Kuna vo˜rrnadi (30) korral K ∈ C2([0, 1] × [0, 1]) ja
f ∈ C2[0, 1], siis teoreemi 5.3 po˜hjal saame hinnangu
max
x∈[a,b]
|un(x)− u(x)| ≤ c2h2,











kus xik = xi +
k
10
(xi+1 − xi), i = 0, 1 . . . , n− 1 ja k = 0, 1, . . . , 10.
Vigade εn arvutamiseks on koostatud lisas toodud programm keeles R. Osa




8 6.105 · 10−3
16 4.621 · 10−3
32 2.714 · 10−3
64 1.459 · 10−3
128 7.554 · 10−4
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ta¨htaja lo˜ppemiseni.
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h = (b−a )/n
x = seq ( a , b , length . out = n+1)
K = function (x , y ){
return ( x∗y )
}
F = function ( x ){
return ( x∗∗3)
}
U = function ( x ){
return ( x∗∗3+0.3∗x )
}
phi = function ( i , y ){
i f ( i == 1){
i f ( ( x [ 1 ] <= y ) ∗ ( y <= x [ 2 ] ) ) {






i f ( i == (n+1)){
i f ( ( x [ n ] <= y ) ∗ ( y <= x [ n+1])){






i f ( ( x [ i ] < y ) ∗ ( y <= x [ i +1])){
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return ( ( x [ i +1]−y )/h)
}
i f ( ( x [ i −1] <= y ) ∗ ( y <= x [ i ] ) ) {




A = matrix ( rep ( 0 , ( n+1)∗(n+1)) ,nrow = n+1, ncol = n+1)
for ( i in 1 : ( n+1)){
I = adapt Integra te ( function ( y ) phi (1 , y )∗K( x [ i ] , y ) ,
x [ 1 ] , x [ 2 ] ) $ i n t e g r a l
A[ i , 1 ] <− I
for ( j in 2 : ( n ) ){
I = adapt Integrate ( function ( y ) phi ( j , y )∗K( x [ i ] , y ) ,
x [ j ] , x [ j +1])$ i n t e g r a l
J = adapt Integra te ( function ( y ) phi ( j −1,y )∗K( x [ i ] , y ) ,
x [ j −1] , x [ j ] ) $ i n t e g r a l
A[ i , j ] <− I+J
}
I = adapt Integra te ( function ( y ) phi (n+1,y )∗K( x [ i ] , y ) ,
x [ n ] , x [ n+1])$ i n t e g r a l
A[ i , n+1] <− I
}
A = diag (n+1)−A
F mat = F( x )
C = solve (A,F mat)
UN = function ( x ){
sum = 0
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for ( i in 1 : ( n+1)){




max e r r = 0
max p lace = 0
for ( i in 1 : n){
for ( k in 1 :10 ){
xik = x [ i ]+k∗(h/10)
d i f = abs (U( xik)−UN( xik ) )
i f ( d i f > max e r r ){
max e r r = d i f
max p lace = xik
}
}
}
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