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Проанализировав результаты проведенных экспериментов, можно сде-
лать вывод о том, что автоматизированная система распознавания римских 
цифр работает эффективно. Из результатов также видно, что процент верных 
распознаваний римских цифр с помощью нейронной сети Кохонена уменьша-
ется с увеличением коэффициента обучения. Сравнивая результаты экспери-
ментов, проделанных при помощи алгоритма Кохонена с разными типами со-
седства можно сделать вывод: при использовании алгоритма с Гауссовым со-
седством процент верных распознаваний, как правило, выше чем при использо-
вании алгоритма с прямоугольным соседством.  
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Введение 
Машинное обучение – обширный подраздел научного направления ис-
кусственного интеллекта, отвечающий за изучение алгоритмов, способных обу-
чаться на основе имеющихся данных. Наиболее часто методы машинного обу-
чения применяются для решения задач классификации, кластеризации, прогно-
зирования и извлечения информации. Важной особенностью алгоритмов ма-
шинного обучения является то, что они способны хорошо работать с большими 
данными. В данной работе речь пойдет о задачах классификации. Этот класс 
задач относится к категории обучения с учителем. При обучении с учителем 
машина обучается на примерах. Оператор обеспечивает алгоритм машинного 
обучения набором известных данных, который содержит необходимые входные 
значения (признаки) и выходные. Задача заключается в установлении принципа 
                                                 
1 Исследование выполнено при финансовой поддержке РФФИ в рамках научного проекта №18-29-03264. 
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получения выходных данных из признаков. Алгоритмы машинного обучения 
выявляют закономерности в данных, обучаясь на примерах, и затем делают 
собственные прогнозы. 
Для решения задач классификации существует большое количество алго-
ритмов машинного обучения (деревья решений, байесовский классификатор, 
метод ближайших соседей, нейронные сети и т. д.). Данная работа исследует 
применение нейронных сетей в задачах классификации в двух различных обла-
стях:  
● анализ и классификация сетевого трафика - решается в рамках исследова-
ния систем обнаружения вторжений в программно-конфигурируемых се-
тях. Применение нейронных сетей для решения данной задачи обуслов-
лено тем, что на обучение нейронной сети уходит много времени, но обу-
ченная сеть способна быстро анализировать входящие данные и произво-
дить классификацию. Данное свойство необходимо для анализа сетевого 
трафика в реальном времени; 
● классификация дискурсивных отношений между фрагментами текстов - 
решается в рамках исследования возможности генерации текстов с помо-
щью алгоритмов машинного обучения и дальнейшего выявления автома-
тически сгенерированных текстов. 
В обеих задачах основное внимание уделяется глубоким нейронным се-
тям с обратными связями, основанным на LSTM [1]. Производится сравнение 
эффективности работы данных нейронных сетей с альтернативными (более 
простыми или сложными) вариантами. 
LSTM в задачах анализа сетевого трафика 
Программно-конфигурируемые сети - сети передачи данных, в которых 
уровень управления абстрагирован от нижележащего уровня передачи пакетов 
[2, 3]. Исследование направлено на решение вопроса безопасности программно-
конфигурируемых сетей. Основным предметом исследования является система 
обнаружения вторжений, а именно - ее ядро, основанное на методах машинного 
обучения. Это ядро анализирует полученные данные, обнаруживает и класси-
фицирует вредоносный трафик.  
Для исследования было решено использовать набор данных CSE-CIC-
IDS2018 [4], предоставленный Канадским институтом кибербезопасности (CIC) 
на AWS (Amazon Web Services). Авторы набора данных предлагают обработан-
ную версию, созданную специально для работы с алгоритмами машинного обу-
чения. Этот набор состоит из нескольких файлов CSV. Они содержат набор за-
писей из 80 признаков, а также метки с указанием класса трафика. В процессе 
анализа признаков будут использованы 78 из 80. Были исключены метки клас-
сов (Labels), а также время старта потока. 
На выбранном наборе данных были проведены эксперименты с использо-
ванием следующих нейронных сетей: 
● Многослойный перцептрон; 
● глубокая нейронная сеть с GRU [5] слоями; 
● глубокая нейронная сеть с LSTM [6] слоями. 
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Результаты исследования показали, что даже многослойный перцептрон с 
умеренной точностью способен решать данную задачу. Однако в контексте об-
наружения сетевых атак этой точности будет недостаточно. Глубокие нейрон-
ные сети отлично справились с поставленной задачей. Сеть с GRU слоями по-
казала очень близкие результаты с сетью LSTM, но качество работы нейронной 
сети, использующей LSTM слои оказалось чуть выше. 
 
LSTM в задачах классификации дискурсивных отношений 
Дискурсивные отношения - подчиненные отношения, которые связывают 
между собой две части текста. С их помощью можно представить систематиче-
ский способ анализа текста. Анализ обычно строится путем чтения текста и по-
строения дерева с использованием отношений. В данном контексте части текста 
можно представить в двух видах: спутники и ядра. Ядра считаются наиболее 
важными частями текста, тогда как спутники вносят вклад в ядра и являются 
вторичными (или зависимыми). Данное разбиение необходимо для того, чтобы 
можно было определить направление дискурсивного отношения. 
Для получения набора данных с дискурсивными отношениями необходи-
мо произвести разметку текстов. Одним из недостатков методов машинного 
обучения, в том числе и реализующих нейронные сети, является требование 
большого количества примеров для обучения. Поскольку разметка текстов - 
очень трудоемкий процесс и производится вручную, наборы данных недоста-
точно велики для успешного обучения алгоритмов. Следовательно необходимо 
увеличить количество примеров, используемых при обучении. Для этого можно 
воспользоваться средствами автоматической дискурсивной разметки. 
Для исследования было решено использовать набор размеченных новост-
ных текстов RST Discourse Treebank LDC2002T07 [7]. Набор представляет со-
бой записи пар текстов и тип отношения между ними. Всего в наборе опреде-
лено 31 отношение с учетом направления (ядро-спутник или спутник-ядро). 
Данный набор разбит на тренировочную и тестовую выборку. Обе выборки со-
держат небольшое количество примером. Поэтому на тестовой выборке будет 
проверяться итоговое качество работы модели, а на тренировочной выборке 
будет производиться дообучение модели, заранее предобученной на автомати-
чески размеченных данных. Для автоматической разметки данных использо-
вался разметчик Two-stage Discourse Parser [8]. Разметка производилась на кор-
пусе новостных текстов портала reddit. Основной этап обучения модели произ-
водился на полученных с помощью автоматического разметчика данных. 
В данном эксперименте глубокие нейронные сети с GRU и LSTM слоями 
справились с задачей, но точность классификации оказалась недостаточно вы-
сокой. Проведено сравнение с результатами работы нейронной сети BERT [9], 
созданной специально для обработки естественного языка. По результатам 
сравнения можно сделать вывод о том, что дальнейшие эксперименты имеет 
смысл проводить с различными модификациями нейронной сети BERT, так как 
она имеет более высокую точность работы в рамках данной задачи. 
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ПРОЕКТИРОВАНИЕ АВТОМАТИЗИРОВАННОЙ СИСТЕМЫ ВЫЯВЛЕНИЯ 




Использование поддельных аккаунтов является одним из наиболее рас-
пространенных способов для совершения злонамеренных действий в социаль-
ных сетях: рассылка спама, мошенничество или иное злоупотребление возмож-
ностями социальной сети. Своевременное обнаружение и принятие мер в отно-
шении таких аккаунтов необходимы для защиты подлинных участников соци-
альных сетей, а также для поддержания надежности самой сети. Тем не менее, 
любой поддельный аккаунт может иметь правдоподобный и заполненный про-
филь что делает его неотличимым от подлинных аккаунтов и существенно за-
трудняет обнаружение [1, 2]. 
В рамках данной работы предлагается разработать автоматизированную 
систему, позволяющую выявлять поддельные аккаунты в социальных сетях. В 
качестве исследуемой социальной сети выбрана сеть «ВКонтакте», поскольку 
данная сеть занимает лидирующую позицию в рейтинге социальных сетей по 
