grape growers have found nets to be effective for controlling birds (Anderson et al., 2013) , but netting is highly labor-intensive and costly, limiting widespread commercial adoption. In addition to adverse effects on the quality and yield of fruit crops due to bird damage, the quality of the processed food products can also be adversely affected. A study of the wine industry showed that the use of fruit compromised by birds decreased the quality of the wine (Chien, 2012) .
Growers of many crops critically need a safe, automated, and cost-effective method for persistent bird deterrence (Anderson et al., 2013) . Effective mitigation of bird damage will lead to reduced bird control costs, reduced fruit loss, and improved fruit quality, thus increasing the profitability and economic sustainability of the industry. An effective bird deterrence system should have the following properties, as suggested by Leboeuf (2013) : (1) it should appear to have life and motion, (2) it should be easily movable within the field, (3) it should be easy to implement in the field when birds start feeding on the crop, and (4) it should have the ability to integrate with other bird control methods. In recent years, unmanned aerial systems (UAS) have been promising for agricultural applications due to their decreasing cost and high maneuverability. UAS offer highly controllable and programmable platforms capable of autonomous navigation that can easily make random as well as targeted flights. The platform also offers all or most of the properties of an effective bird deterrence system, as discussed previously.
In past work, a fixed-wing manned aircraft was used to deter birds from sunflower and rice fields (Marsh et al., 1991) over a large area (7,000 to 10,000 square miles), with positive results reported by most of the growers involved. A wireless sensor-based bird detection system combined with UAS for bird control using visual, auditory, and chemical threats was described by Ampatzidis et al. (2015) . Their method used ground sensors, such as microphones and motion detectors, to detect birds. However, the details of bird detection and the effectiveness of the proposed method were not reported. Similarly, few aerial platforms have been used commercially to deter birds from airports and farms, and it is difficult to find details on their flight strategy and field performance in the literature.
The main objective of this article is to study the effect of UAS and UAS-based treatment measures in deterring birds from vineyards. Despite some of the earlier efforts using aerial platforms to deter birds, this article presents a detailed approach to deter birds using UAS in a vineyard, making it the first study of its kind, to the best of our knowledge. To support this study, an algorithm was developed for automated bird detection and tracking. The results from this study will be useful in developing a fully autonomous UASbased system for bird deterrence, as shown in figure 1.
MATERIALS AND METHODS

EXPERIMENTAL SITE
The field experiment was performed in a commercial vineyard (Olsen Bros Ranches Inc., Prosser, Wash.) on 21 to 25 September 2016 from 7:00 to 9:00 a.m. each day, as birds are usually active and feed during early morning hours (Herrmann and Anderson, 2007; Leboeuf, 2013) . The vineyard included irregular terrain with a substantial slope from north to south. A canyon with many trees, providing shelter for birds, was next to the vineyard on the west. A nearby river to the south provided water for birds, and the area south of the vineyard was mostly open with a few small trees. The section of the vineyard close to the canyon suffered a higher level of fruit damage by birds compared to other areas, and this finding is consistent with previous findings that crop areas adjacent to roosting habitat and natural vegetation are more likely to suffer bird damage (Leboeuf, 2013) . Bird damage was also higher around the edges of the plot and decreased gradually toward the center.
VISION SENSORS
Before beginning the experiment, bird activity was observed for a few days along the southwest corner of the vineyard. Manual counting of bird movements into and out of the vineyard was challenging during this pre-experiment period because of (1) rapid bird movements in large numbers into and out of the vineyard, and (2) the short distance (<5 m) between the vineyard and the sheltering tree canopy, which limited bird trajectories to just a few seconds. Video monitoring along the field boundary can provide continuous surveillance of birds in a field. Small birds, such as European starlings (Sternus vulgaris) and American robins (Turdus migratorius), were mostly observed in this study. Imaging sensors that can capture a higher level of detail are required to monitor these small birds. This study used the GoPro Hero 4 (GoPro, Inc., San Mateo, Cal.), an action camera intended for use in outdoor environments that provides up to 4K pixel resolution at very low cost. However, processing 4K video at the pixel level is computationally expensive. Thus, bird movements were recorded at 1080P (linear mode) resolution throughout the experimental period.
Images of a small cylindrical object of 200 mm length (equivalent to the length of a European starling) and 70 mm diameter were captured at multiple distances to estimate the number of pixels occupied in the video frames. More than Figure 1 . Block diagram of autonomous bird deterrence system. The system combines a machine vision system that can detect and locate birds in 3D space and UAS-based bird deterrence methods. In the future, the 3D bird location can be sent to UAS for executing automated flights to deter birds, and automated battery-swapping technology can be developed to make the system fully autonomous.
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Ground sensor for detecting and locating birds in 3D space Automated battery-swapping technology UAS trajectory planning based on detected birds 80 pixels were occupied by the object when the image was captured at 28 m distance. For actual birds, the number of pixels can be slightly higher due to wing motion, which intermittently increases a bird's apparent size. Thus, to monitor bird activity in this study, a 30 m  30 m section of the vineyard was enclosed by four cameras, covering the four sides of the section, as shown in figure 2 . A clockwise-facing field-of-view (FOV) arrangement was used for the four cameras so that there were no overlaps in the four FOVs. Using this arrangement, only one camera (at the northwest corner) was affected slightly by early morning sunlight.
UAS PLATFORM AND FLIGHTS
The UAS used in this study was a Phantom 3 (DJI Inc., Shenzhen, China). The UAS was flown on three days, while bird activity data with no UAS flights were collected on two days. During the UAS flights, the effects of onboard bird deterrence methods were also studied. The UAS was flown by remote control roughly 3 to 5 m above the grapevines. On flight days, the experimental period of 2 h was divided into eight flight intervals of 15 min each, and each interval included the time required for battery replacement, adjustment of onboard treatments for the next flight, GPS calibration, and UAS take-off, flight, and landing. When the battery level dropped to 30%, the UAS was landed. The UAS was in the air for roughly 11 to 12 min during each flight interval.
BIRD DETERRENCE MEASURES
As mentioned, each UAS flight included bird deterrence measures, including light, sound, and varying flight patterns (table 1). Two sets of propellers were used to study the effect of light as a deterrent. Reflective spray paint was applied to a set of propellers (called reflective propellers, as shown in fig. 3 ) on all sides, while another set of propellers was used without reflective paint. The effect of sound was studied by playing a bird distress call from an onboard speaker or by not playing the distress call. The speaker (model F6STSS01, Fugoo Corp., Irvine, Cal.) was designed for use in outdoor environments and produced a 360° sound field at a volume of 95 dB SPL-A at 0.5 m. The third bird deterrence measure was variations in the UAS flight pattern. Two treatments were used for this measure. First, the UAS was flown along the plot boundary using the waypoint feature provided by the DJI GO app, and the UAS speed and elevation remained constant. In the second treatment, a remote pilot flew the UAS randomly within the experimental plot. The speed of the UAS was varied during this treatment, and the UAS movement involved abrupt direction changes, sudden stops, and rapid changes in elevation.
The different treatments were combined in a full-factorial experiment, resulting in eight treatment combinations. These treatment combinations were randomly selected for each of the 21 UAS flight intervals, as shown in table 2, while the UAS was not flown for three intervals (referred as flight breaks). As listed in table 1, each letter in the treatment com- binations represents a treatment level for a given bird deterrence measure. The flight breaks were used to study the response of birds when the plot was not guarded by a UAS during a flight day. All treatment combinations were planned for at least three replications each, with the total field experiment requiring four days of flights. However, the first day of the experiment could not be completed due to setup issues. That missed day could not be repeated later because harvest occurred after the fifth day of the experiment, resulting in uneven replications of the individual treatment combinations. To make the replications more uniform, one of the four replications of the SRI treatment combination was randomly dropped from the analysis.
AUTOMATED VISION SYSTEM FOR BIRD DETECTION AND TRACKING
The most commonly used features in bird detection are shape features (Verstraeten et al., 2010) or motion features (Shakeri and Zhang, 2012; Verstraeten et al., 2010; Yoshihashi et al., 2015) using background subtraction. Other methods include template matching and model-based filtering by incorporating flight dynamics (Song and Xu, 2008) . Large birds, such as hawks and crows, occupy a suitable amount of image space (when acquired at a close distance with currently available industrial-grade cameras) for extracting complex features such as Haar-like features and histogram of oriented gradient (HOG) descriptors. Those features can then be used to train image classifiers such as AdaBoost (Takeki et al., 2016; Yoshihashi et al., 2015 Yoshihashi et al., , 2017 . In recent years, deep convolution neural networks (CNN) have been used extensively for object detection because of their robustness and accuracy in classifying pixels or objects into multiple groups. In a study by Takeki et al. (2016) , a ResNet CNN outperformed Haar-AdaBoost-based detectors in detecting flying birds such as hawks and crows in an outdoor environment. Combining the CNN-based deep residual convolution network with semantic segmentation (Takeki et al., 2016) achieved even better results in detecting birds of varying sizes; however, the sensitivity of the algorithm was relatively poor for small (less than 15  15 pixels) birds.
In this study, a machine vision system was developed for automated bird detection, tracking, and counting. Birds crossing into and out of the plot were detected by their motion. Adaptive background-based foreground object segmentation algorithms have been used to detect moving objects in videos (Stauffer and Grimson, 1999) . As mentioned, the birds that needed to be detected and tracked were small and occupied very small regions (100 to 2000 pixels) in each frame. Our algorithm segmented moving objects from background objects as binary blobs. Moving binary blobs with an area of 100 to 2000 pixels were selected as potential birds. Bounding box information, i.e., position along the horizontal axis (x), position along the vertical axis (y), width (w), and height (h), was then extracted from the selected bird regions for tracking the birds using a Kalman filter (Li et al., 2010) . The positions along the x and y directions of the centroid of the bounding box, the horizontal and vertical velocities of the bird movement, and the width and height of the bounding box were used as state variables for the Kalman filter, while the centroid of the bounding box and the width and height were used as measurement variables.
A tracking class was defined to handle multiple detections and tracking simultaneously. This class created a new object for each new bird detected in the frame (MathWorks, 2017) . This class stored all the necessary information about the detected object, such as bounding box information, the age of the track, and the trajectory of the object (bird), and recorded if the object was lost. The objects being tracked were updated for each frame. The association of any detected bird with its track was estimated using the Euclidean distance and the difference in the area of the bounding box. For any frame at time t, if there were M tracked objects and N detected birds with bounding box information, the data association problem was solved with the following three steps: 1. Compute the cost of assigning each of the M tracked objects to each of the N detections. For each tracked object, identify a particular detection for which the cost of the assignment is a minimum. 2. Validate if the minimum cost computed for the tracked object is actually from the detected bird associated with the same object. This step also identifies if any particular tracked object lost its detection information. The associated detection for each of the tracked objects is updated from the first step. 3. Identify newly detected birds from the list of detected birds. A distance matrix D(i, j) of size M  N was created by computing the Euclidean distance between the centers of the bounding boxes of the track to each of the bounding boxes of the detected birds. A difference-in-area matrix A(i, j) of size M  N was created to compute the difference in the area of the bounding box of each track with the area of the bounding box of each individual detection. Using area information for data association is a common practice when the object size varies between frames (Li et al., 2010) . Few situations were observed in which there was a large difference in area between the detection bounding box and the tracking bounding box. Thus, the difference-in-area metric was given low weight by choosing  = 0.8 when computing the cost function. The cost of associating the jth detection with the ith track was computed using equation 1:
where Di min is the minimum value of the distance difference in the distance matrix, and Ai min is the minimum value of the area difference in the difference-in-area matrix for the ith track. Di min and Ai min normalize equation 1 such that a perfect match has a cost of 1. Thresholds were set empirically for Di min and Ai min to minimize the association of extremely unlikely birds to the objects being tracked and to ensure that the size of the same bird varied only slightly between two successive frames. A data association vector was created for each individual track by assigning a minimum cost function to the index of detection. In the validation step, the ith tracked object was associated with the jth detected bird if the minimum value of the cost function obtained for this tracked object satisfied the condition 1  cost(i, j)  2. Otherwise, the object was marked as an object with lost detection information. Each of the detected birds was also cross-checked to determine if it matched any of the tracked objects. If no match was found, that particular detection was identified as a new detection, and a new tracked object was formed.
If any tracked object failed to match one of the detected birds for three consecutive frames, that object was removed from the list. Because videos were recorded along the boundary of the experimental plot, the approximate vertical center line (i.e., the plot boundary) of each frame was used to divide the frame into the experimental plot (on the right side of the frame) and the surrounding area (on the left). A bird was then marked as incoming if a track of the bird crossed this boundary line from left to right (and vice versa for outgoing birds) and was located in at least for five frames.
ASSESSMENT OF AUTOMATED VISION SYSTEM
The bird detection algorithm used in this study was sensitive to variations in pixel intensity. Some of the areas in video frames that were identified as birds by the algorithm were challenging for human vision to verify. However, continuous observation over a few consecutive frames helped human vision detect those bird movements. To assess the accuracy of the automated bird detection and counting system in terms of the number of incoming and outgoing birds, videos were observed by human participants over a number of frames to verify bird activity.
Eight different video segments were randomly selected (four videos from UAS flight days and four videos from No-UAS days) for accuracy assessment of the vision system. Within the selected video segments, the density of birds (birds per minute) varied widely (from about 1 to 100 birds per minute). A total of 173 incoming and outgoing birds were verified manually using more than 17,000 frames (10,000 on UAS days and 7,000 on No-UAS days). When both the human observer and the automated vision system detected a boundary crossing with a track existing for five consecutive frames, the event was marked as a true positive (true bird count). In contrast, if the automated vision system lost a bird trajectory along the boundary line, the result was marked as a false negative (missed bird count). Boundary crossings falsely detected due to noisy tracks (caused by wind, insects, and sometimes by the UAS itself) were marked as false positives (false bird counts). Two performance metrics (precision and recall) were computed to evaluate the performance of the automated vision system. Precision measures how many of the counted birds were correct (eq. 2), while recall measures how many birds crossing the boundary were correctly counted (eq. 3):
Overall true count Precision Overall true count Overall false count  
Overall true count Recall Overall true count Overall missed count  
For such a system to be reliable, high values are essential for both precision and recall. Values close to 100% ensure that the system can accurately count the majority of incoming and outgoing birds. The performance metrics were computed separately for days with and without UAS flights to evaluate the effect of UAS flights on bird detection accuracy.
Separate video files, about 15 min each, were recorded for each experimental interval on both UAS and No-UAS days. Because there were four cameras and eight experimental intervals per day, 32 video files were recorded each day. Each video file was treated as a sample for statistical analysis. Thus, there were 96 samples for UAS days and 64 samples for No-UAS days. The numbers of incoming and outgoing birds per video file were added together for statistical analysis. Two sample t-tests were used to compare the total bird counts on UAS and No-UAS days. Paired t-tests were used to compare the numbers of incoming and outgoing birds. Because the bird deterrence treatments used on UAS days were not completely independent, statistical analysis was not used to compare them.
EVALUATION OF BIRD DETERRENCE SYSTEM
The automated vision system was used to evaluate all the video files collected in the field experiment for evaluation of the bird deterrence system. Separate video files were recorded for each experimental interval, and all incoming and outgoing bird events in each interval were noted separately. These counts were used to (1) compare bird movements into and out of the plot with and without UAS, (2) monitor bird flow at each side of the experimental plot, (3) compare the effects of the eight treatment combinations, and (4) compare each of the treatment effects. The results of these objectives are discussed in the following section.
RESULTS AND DISCUSSION
AUTOMATED BIRD COUNTING SYSTEM
As mentioned, precision and recall were used to evaluate the performance of the automated bird counting system. Table 3 shows the performance of the counting system for both UAS and No-UAS days. All incoming and outgoing events were combined to compute the performance metrics. Overall (for combined UAS and No-UAS days), the counting system achieved a precision of 84% and recall of 86%. Because of the imposed position and size thresholds, the algorithm failed to identify some bird movements, and the trajectories of some birds were lost along the plot boundary because they were occluded by the canopy. Precision was affected by false positives, which mostly occurred due to leaf motion, primarily caused by downward gusts of wind created by the propellers when the UAS was close to the grapevines. Leaf movement was generally rapid and in a random direction when the UAS was directly above the grapevines. Random movements were generally ignored by the image processing algorithm because of the large fluctuations in the horizontal and vertical velocities of the detected objects. However, in some cases, the random pattern might show a trajectory similar to that of bird movement, which might be detected as a valid trajectory in the data association process, leading to a false bird count. False detections were higher around the plot boundary, where the rapid incoming and outgoing of birds could be cross-associated with leaf movements. Precision and recall were both slightly higher when the UAS was not used. The UAS induced a few false positives due to its own motion. Relatively lower recall on UAS days could also have been caused by the imposed position and size constraints and occlusion.
UAS-BASED BIRD DETERRENCE
Bird movements into and out of all four sides of the experimental plot, as estimated by the automated bird detection and tracking system, were added together to evaluate the effectiveness of the UAS-based bird deterrence system. Figure 4 shows the number of birds flying into and out of the plot as counted by the automated system. A large reduction in bird activity was observed on UAS days as compared to No-UAS days. The bird count was more than 300% higher on No-UAS days as compared to days when the UAS was flown with on-board bird deterrence measures (computed by first averaging the number of birds per day on UAS and No-UAS days from figure 4 and then computing the percentage of excess birds on No-UAS days as compared to UAS days). The difference was statistically significant (two-sample t-test, df = 158, t = 6.79, p < 0.0001). However, there was no statistically significant difference between incoming and outgoing birds on any of the days during the experiment (paired t-test, df = 159, t = 0.18, p = 0.45). When the UAS was patrolling the plot with added bird deterrence measures, birds may have perceived the joint effect of the UAS as well as the deterrence measures as a threat, thus limiting their ac- Table 3 . Performance metrics for automated bird counting system. Precision and recall values for UAS and no-UAS days were computed separately. Overall performance of the system was computed by combining the counts for UAS and No-UAS days. A total of 173 incoming and outgoing birds were verified manually using more than 17,000 video frames collected in the field for this purpose.
Performance 
Incoming Birds
Outgoing Birds tivity in the plot. For example, the weather was cloudy on No-UAS day 2 (the other days were clear and sunny), making that day more favorable for birds, and thus there was higher bird activity on that day compared to the other days. Bird movements into and out of the plot were also computed along the four directions. Figure 5 shows the bird movements into the experimental plot along the four directions during the experimental period. As shown in figure 2, there was a canyon with many trees to the west of the plot, and a few trees on the south side, providing shelter for birds. Nearly 75% of the birds entered the plot from these two sides, with more than 50% of the birds entering from the west side. The trees to the west were fully grown and were close to the experimental plot.
The effect of each treatment combination on bird activity is shown in figure 6 , along with the bird count during the flight break. Bird activity was lower for treatments involving sound, with lower counts for SRI (24 incoming and 29 outgoing per flight interval), SNI (23 incoming and 32 outgoing per flight interval), and SNB (34 incoming and 30 outgoing per flight interval). The average bird count was higher when the UAS was not flown (flight break; 85 incoming and 90 outgoing per interval) than for any of the UAS treatments (average bird count during UAS treatments was 45 incoming and 36 outgoing), showing the effectiveness of UAS in reducing bird activity in the experimental plot. The UAS flights without additional audio and visual deterrence measures (e.g., MNI and MNB) achieved an average bird count of 62 incoming and 63 outgoing, which was slightly higher than the bird counts during flights with added light and sound deterrents. On average, the bird count during UAS flights with added light and sound deterrents was 41 incoming and 42 outgoing. This result indicates that the UAS with on-board bird deterrence measures, such as the distress call, could be more effective for bird control than the UAS alone.
The performance of the UAS with the presence and absence of different bird deterrence measures is shown in table 4. When the distress call was added to the UAS, bird movement decreased considerably compared to not using the distress call. As discussed earlier, flying randomly inside the plot achieved fewer incoming birds and more outgoing birds than flights along the plot boundary because the random flights included sudden changes in UAS behavior (e.g., speed, elevation, direction, and propeller speed). These sudden changes could have scared some of the birds that were already in the plot and hiding under the canopy, making this flight pattern more effective than flying along the plot boundary. However, the use of reflective propellers had a minimal effect on bird count as compared to normal propellers. During the morning hours, the sun's rays were almost parallel to the UAS propellers, with a very large angle of incidence, and the rays were reflected at almost the same angle, thus missing the plot. Because the vineyard was generally covered by a canopy, the reflected rays were blocked by the canopy before reaching the target birds. The results also indicate that birds did not feed continuously in the vineyard. Instead, they generally picked a fruit or a section of fruit and then flew to shelter (the surrounding trees in this case) before attempting another pick. There was frequent to-and-fro motion of birds into and out of the plot from the sheltering trees, and this may be a reason for the almost equal numbers of incoming and outgoing birds.
This study was conducted to assess the potential for deterring birds from a vineyard using a relatively small UAS. This is the first study of this kind, to the best of our knowledge, and the results could be further validated through more comprehensive studies and developed into a UAS-based automated bird deterrence system. The experimental site for this study was selected based on the grower's report that large fruit losses had been caused by birds for multiple years. The experimental plot (~900 m 2 of a 15,000 m 2 vineyard) selected for this study was bordered by a creek and many trees (providing shelter for birds), so a clear effect of the UAS could be demonstrated (numerically, not statistically). The plot size was selected based on preliminary trials in the plot with a similar-size UAS and the need for line-of-sight operation of the UAS.
Finding two experimental sites with similar shapes, sizes, surroundings, fruit ripeness, and level of bird activity was not practical; therefore, establishing an independent control site, against which the experimental results could be compared, was not possible. In this study, changes in bird activity over time in the same plot with and without UAS flights over the plot were used to estimate the effect of UAS on bird activity. With this experimental approach, the treatments and replicates were not completely independent. Instead, they were randomized, and the effects of previous exposures on a given treatment were minimized by averaging over different replicates. Because of the lack of an independent control plot (with the same type and level of bird activity), it was not possible to statistically compare the results achieved for the experimental plot to a different plot with standard bird control practices or with no bird control practices. Nevertheless, the numerical changes (on average) in the number of birds detected in the plot with and without UAS flights were remarkable (up to 300%), showing great potential for using UAS for bird deterrence. More rigorous studies incorporating multiple years, crops, fields, and platforms could be conducted to further validate these results. It is also essential to assess the reduction in fruit damage due to the reduction in bird activity with UAS flights.
When birds are repeatedly exposed to static deterrence methods over long periods, they tend to habituate to those methods. However, UAS-based deterrence can create variations in the field by adding different deterrence methods, such as distress calls, varying the appearance of the aircraft to resemble predator birds, and varying the flying characteristics. Automated UAS flights could also be used to intercept the movement of birds into the field only when birds are detected, rather than continually guarding the field, which would help minimize the chance of birds becoming habituated to UAS-based deterrence. Longer and wider studies are essential for establishing the long-term sustainability of UAS for effectively deterring birds from agricultural fields.
CONCLUSION
Birds are attracted to and feed on fruit crops during the harvest season. Because existing bird control methods are either ineffective or costly, growers are in search of more effective and affordable methods. This article presented a UAS-based method for controlling bird activity in a small section of a commercial vineyard that was consistently damaged by birds due to its location. The proposed method included different bird deterrence measures added to UAS flights. Because manual observation and counting of birds flying into and out of the experimental plot would be labor intensive, as well as highly prone to error, a machine vision system was developed for bird detection, tracking, and counting. The results showed that adding bird deterrence methods (including auditory and visual effects and varying flight patterns) to the UAS improved the effectiveness of the UAS as a bird deterrence system. The results showed that bird activity in the experimental plot could be reduced by more than 300% by UAS with the added deterrence methods. The eight treatment combinations showed that auditory distress calls and flying randomly inside the plot while varying the UAS speed, direction, and elevation reduced bird flow into the plot and scared some of the birds that were already feeding on the crop. Varying UAS flights covering the entire plot with added auditory distress calls had a better deterrence effect on birds (numerically) than UAS flights with visual deterrence (reflective propellers).
In the future, UAS-based bird deterrence can be significantly improved to cover a larger area using multiple platforms that can coordinate with ground sensor systems to fly targeted missions. This study demonstrated a reduction in bird activity with UAS over a relatively small plot and therefore shows the potential of UAS for reducing crop damage due to birds. More rigorous studies are necessary to further validate the findings of this study through multi-year, multicrop, and multi-platform experiments. Table 4 . Comparison of bird deterrence measures used on UAS flights. The distress call had a strong effect compared to no call. However, only a minimal difference was observed when varying the propellers. UAS flight confined within the plot was able to control incoming birds and scare birds that were already in the plot. 
