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Invasive species have significant ecological and economic impacts. To control 
species’ invasion, risk assessment provides the most essential information for 
identification and evaluation of the potential risk of the invasive species, 
especially in their early invasion stages. Species distribution models (SDMs) is 
the foundation for risk assessment, in terms of both the practical and theoretical 
interest in our understanding of species invasion process. SDMs contribute to the 
proactive invasion management and the test of ecological or biogeographical 
hypotheses about species distributions in relation to their environment.  
 
However, modeling of invasive species at large spatial scale (i.e., cross-
continental) is rarely discussed. Besides, sampling bias of the presence-only 
occurrence data can seriously reduce the performance of SDMs, but no 
quantitative method is available to assess data quality. In my thesis, I used 
MaxEnt to build bioclimatic envelope models for 39 high-risk invasive plant 




global-scale and presence-only occurrence data. I used optimized-
parameterization techniques such as ‘target-group’ background selection and 
regularization value optimization to improve model performance. I also created 
an acceptability criterion, proximity to ideal completeness and evenness (PICE), 
to evaluate the quality of species occurrence data in terms of representativeness 
and equilibrium. Results indicated that southern Florida and southwestern U.S. 
have high probability of invasion for most of the 39 invasive plant species. 
Meanwhile, the quality of species occurrence data has greater influences on 
model performance than parameterization. Generally, model performance 
(reliability and accuracy) stabilizes when PICE is greater than 0.40. The 
predicted results can assist early detection and monitoring of exotic invasion via 
regional-level prevention, proactive management, and policy-making. PICE can 
be used as a model-independent acceptability criterion to evaluate model 
performance with a given set of species occurrence data. The computational 
efficiency of PICE benefits the SDM community by preventing the utilization of 




CHAPTER 1. PREDICTING THE DISTRIBUTION OF INVASIVE PLANT 
SPECIES IN THE U.S. USING GLOBAL-SCALE AND PRESENCE-ONLY 
OCCURRENCE DATA  
1.1 Abstract 
Invasive species impose great challenges for many ecosystems, which can result 
in serious and irreversible ecological impacts and significant economic loss. 
Globalization aggravates this problem by accelerating the spread of invasive 
species across regional boundaries. It is more cost-effective to control invasive 
species through early detection and prevention than eradication after their 
establishment. To achieve this goal, Species Distribution Models (SDMs), based 
on the association between occurrence and environmental constraints, are 
widely used for predicting potential invasive species distribution. In this study, we 
used MaxEnt to predict the potential distributions of 39 high-risk invasive plant 
species in the U.S., based on the presence-only occurrence data at global scale. 
Quality of presence-only data is usually compromised with sampling bias which 
can cause model overfitting. Here, sampling bias is the unevenness of the 
occurrence data and results from the unequal probability of visiting the survey 
sites. Model overfitting is the reduction of model ability to predict independent 
test data and results from excessive model complexity and close fit to training 




sampling bias and model overfitting. The results suggested that southern Florida 
and the southwestern U.S. are likely to be invaded by most of the 39 species 
being modeled. In general, the models over-predicted the presence of invasion in 
Arizona and part of New Mexico. The models also under predicted the presence 
of invasion in Texas, Louisiana, Mississippi, Alabama, Georgia, South Carolina, 
North Carolina and Pennsylvania. In addition, our results demonstrated a 
possible correlation between model performance and the quality of species 
occurrence data. The predicted potential distributions provided an important 
reference for the 39 species we focused on in terms of invasion risk assessment, 
including early prevention and detection. Therefore, the predictions can benefit 
the regional-level prevention, proactive management and policy-making with 
relation to these 39 species in the U.S.  
 
1.2 Introduction 
Invasive species impose great challenges to many ecosystems and society at 
large because of their serious, and possibly irreversible, ecological impact and 
economic loss. Globalization increases the speed of spreading exotic species 
across regional boundaries through transportation and international trade 
(McNeely 2001, Loo et al. 2007, Pyšek et al. 2012, Simberloff et al. 2012). To 
control invasive species, early prevention (i.e., preventing exotic species from 
entering the invasion pathways) is usually more achievable and cost-effective 
than eliminating the established species (Lodge et al. 2006). Early prevention 




distribution of exotic species is vital to the strategic prevention and control plan in 
region-wide management (Mack et al. 2000). 
 
To generate the potential invasive species distribution, Species Distribution 
Models (SDMs) are widely used. SDMs analyze the statistical correlation 
between species occurrence and environmental conditions. These conditions 
include climate, terrain, soil factors, and the geology of the individual occurrence 
records. The statistical correlation is based on the biological tolerance according 
to the concepts of biogeography, conservation biology and ecology (Elith et al. 
2011). In other words, these environmental conditions construct a fundamental 
ecological niche sufficient to the survival and reproduction of a species, which is 
the basis of ecological niche theory (Hutchinson 1957, Pearson and Dawson 
2003). Among all the above environmental factors associated with species 
distribution, climates explain the most variations in regional level of species 
distribution (Pearson and Dawson 2003, Ricklefs et al. 2008, Fei et al. 2012). 
The bioclimatic variables of regional and global coverage are also readily 
available. Therefore, bioclimatic envelope models (BEMs), which mainly consider 
the climate component of the fundamental niche, are mostly used among 
different types of SDMs in the prediction of potential species distribution across 
various temporal and spatial extents (Heikkinen et al. 2006). 
 
Until recently, research based on SDMs that targeted the potential distribution of 




climate scenarios and geographic origins or native ranges. Loo et al. (2007) used 
the Genetic Algorithm for Rule Set Production (GARP) model and found that a 
New Zealand mudsnail (Potamopyrgus antipodarum) could potentially cover the 
northeastern coast, western, and Midwestern part of the U.S.. Peterson et al. 
(2003) studied four invasive plant species in North America. They demonstrated 
the ability to achieve high predictive accuracy through the use of SDMs. However, 
studies of potentially detrimental invasive species on a regional to national scale 
in the U.S. are rare and mostly focused on wildlife and insects (Rodda et al. 2011, 
Sobek-Swant et al. 2012, but see Bradley et al. 2010, Stohlgren et al. 1999). 
 
Most of the concern related to the limited work of SDMs on a continental or 
global scale is that we still lack a clear definition of what the optimized pseudo-
absence or ‘background’ data are. This is because most of the species 
distribution data on a continental or global scale are presence-only. To obtain 
reliable and accurate predictions, sample occurrence from species distribution 
should be collected in a comprehensive format of presence-absence datasets 
using a regional specific and consistent sampling method (Franklin 1998, 
Zaniewski et al. 2002). Presence-only occurrence data limit the model 
performance in several ways compared to presence-absence data, such as the 
prevalence is non-identifiable, sampling bias is not identical across regions 
because of the varying sampling intensity, survey method is not available on 
investigated area or time, and resolutions of sampling patterns and 




However, a survey of completed presence-absence data usually requires large 
amounts of sampling effort, which is unfeasible for most field surveys because of 
the cost (Austin et al. 1994, Ferrier and Watson 1997, Franklin 1998, Zaniewski 
et al. 2002). Due to these constraints, species distribution data with an unbiased 
survey guided by the systematic or random sampling method is almost 
impossible to obtain. Therefore, at large spatial scales, presence-only occurrence 
data are the only widely available and comprehensive data source of species 
distribution information, in terms of having the largest coverage for most of the 
known invasive plant species. 
  
To compensate the limit of presence-only data, modelers often manually 
generate ‘pseudo-absence’ or ‘background’ as the alternative to the ‘true’ 
absence or additional information of the sampling area (Zaniewski et al. 2002, 
Phillips et al. 2009). The appropriate selection of ‘pseudo-absence’ is the only 
feasible way of reducing the sampling bias and increasing the representativeness 
of the presence-only data. Therefore, pseudo-absence or ‘background’ has 
already become the most discussed parameter for improving model performance 
based on presence-only data. Some studies suggest limiting the background to 
local areas to reduce the impact of sampling bias, which is preferable for regional 
management, but it may also introduce serious extrapolation for SDMs at large 
spatial scales, because of the likely novel environmental conditions in the 





In this study, we predicted the potential distribution of the 39 invasive plant 
species in the U.S. using presence-only occurrence data. Their native ranges are 
distant from North America under current climate conditions. We assume it is 
possible to increase model performance by adjusting the modeling parameters, 
such as pseudo-absence or ‘background’, even if the sampled occurrence data 
are highly biased and the models may involve a high degree of extrapolation 
(Thuiller et al. 2004, Dormann 2007, Elith et al. 2010, Elith et al. 2011). For 
example, extrapolation can also be controlled by the selection of appropriate 
pseudo-absence or ‘backgrounds’ for presence-only dataset in terms of 
geographic extent and location. Pseudo-absence or ‘background’ is vital for 
reducing extrapolation especially when the model requires a shift in large 
geographical extent from the native range to the predicted (potential invading) 
range, or shift in time scale, e.g., the effect of climate change (Peterson et al. 
2003, Thomas et al. 2004, Elith et al. 2010). The objective of this study was to 
use SDMs to generate a reliable and accurate current potential distribution of the 
39 invasive plant species in the U.S. based on their global-scale and presence-
only occurrence data via improved parameterization. 
 
1.3 Data and Methods 
1.3.1 Invasive Plant Species and Distribution Data 
We focused on the most harmful and serious invasive plant species from the 
State Noxious Weed List (SNWL), as identified by USDA, which listed the 109 




adverse consequences on economy, ecology and human health (USDA-NRCS 
2010). Species distribution data at global scale (presence-only occurrence) for 
each of the above species were retrieved from the Global Biodiversity 
Information Facility (GBIF, www.gbif.org/). In this study, we selected 39 out of the 
109 species listed in SNWL (Table 1.1) based on two criteria: (1) the availability 
of the range data which represent the highly accurate native ranges (realized 
niches) of these species, and (2) the number of occurrences or high resolution 
locations, in the form of latitude and longitude, within their native ranges (>100), 
so that the sample data quantity would have a low chance of influencing the 
performance of SDMs (Kadmon et al. 2003). Due to time constraints, we 
excluded some of the species in the same genus. For example, there are 26 
species in the genus of Prosopis listed on the SNWL, but we only used three 
species with qualified occurrence data for the modeling: P. farcta (Syrian 
mesquite), P. pallida (kiawe) and P. strombulifera (Argentine screwbean). Range 
data were retrieved from related literature of physiology of the 39 species, 
herbarium records, and communications with other researchers.  
 
We used MaxEnt (Phillips et al. 2006) as the model method since it was originally 
designed for presence-only occurrence data and usually performs better than 
other SDM methods (Elith and Leathwick 2009). MaxEnt assumes that the best 
estimation of predicted probability distribution is the maximum entropy, which is 
most spread out and closest to uniform (Peterson et al. 2011). The reason that 




that the estimated predicted probability distribution is consistent with known 
constraints, but MaxEnt does not assume otherwise not supported by the data. 
The known information is the observed occurrence data and the corresponding 
environmental conditions of these observed sites. In MaxEnt, other data are still 
needed in addition to the occurrence data -- ‘background’ data, which is used to 
contract the presence sites as the measure of relative habitat suitability (Merow 
et al. 2013). Note that ‘background’ is not equivalent to ‘absence’. Absence is 
substituted with ‘background’ data only when calculating model performance 
using classic model evaluation methods which are normally used for both 
presence-only and presence-absence data (Phillips and Dudík 2008). The spatial 
extent of background data is defined by the modelers and it is considered to be 
the key to minimizing the bias of presence-only occurrence data. We will discuss 





Table 1.1 Selected invasive species from SNWL (USDA-NRCS 2010) 





1 AGAD2 Ageratina adenophora (Spreng.) King & H. Rob. crofton weed NW L48 (I), HI (I) 
2 ASFI2 Asphodelus fistulosus L. onionweed NW L48 (I) 
3 AVST Avena sterilis L. animated oat NW L48 (I), CAN (W) 
4 CHAC Chrysopogon aciculatus (Retz.) Trin. pilipiliula NW HI (I) 
5 COBE2 Commelina benghalensis L. Benghal dayflower NW L48 (I), HI (I), PR (I) 
6 CRVU2 Crupina vulgaris Cass. common crupina NW L48 (I) 
7 DIAB Digitaria abyssinica (Hochst. ex A. Rich.) Stapf   HI (I) 8 DIVE2 Digitaria velutina (Forssk.) P.  Beauv. velvet fingergrass NW L48 (I) 
9 EIAZ2 Eichhornia azurea (Sw.) Kunth anchored waterhyacinth NW L48 (I), PR (I) 
10 EMAU Emex australis Steinh. three-cornered jack NW L48 (I) 
11 EMSP Emex spinosa (L.) Campd. devil's thorn NW L48 (I), HI (I) 
12 GAOF Galega officinalis L. goatsrue NW L48 (I), CAN (I) 
13 HYVE3 Hydrilla verticillata (L. f.) Royle hydrilla NW L48 (I) 
14 IMBR Imperata brasiliensis Trin. Brazilian satintail NW L48 (I), PR (I) 
15 IMCY Imperata cylindrica (L.) P. Beauv. cogongrass NW L48 (I) 
16 IPAQ Ipomoea aquatica Forssk. Chinese waterspinach NW 
L48 (I), HI (I), PR 
(I) 
17 ISRU Ischaemum rugosum Salisb. murain-grass NW L48 (I) 
18 LISE3 Limnophila sessiliflora (Vahl) Blume ambulia NW L48 (I) 
19 MEQU Melaleuca quinquenervia (Cav.) S.F.  Blake melaleuca NW L48 (I), HI (I), PR (I) 
20 MEMA Melastoma malabathricum L.  NW HI (I) 
21 MOVA Monochoria vaginalis (Burm. f.) C. Presl ex Kunth pickerel weed NW L48 (I), HI (I) 
22 ORRU Oryza rufipogon Griffiths red rice NW L48 (I) 
23 OTAL Ottelia alismoides (L.) Pers. duck-lettuce NW L48 (I) 
24 PASC6 Paspalum scrobiculatum L. Kodo-millet NW L48 (I), HI (I) 
25 PECL2 Pennisetum clandestinum Hochst.  ex Chiov. kikuyugrass NW L48 (I), HI (I), PR (I), VI (I) 
26 PEMA80 Pennisetum macrourum Trin. African feathergrass NW L48 (I), HI (I) 
27 PEPE24 Pennisetum pedicellatum Trin. kyasuma-grass NW L48 (I) 
28 PEPO14 Pennisetum polystachion (L.) Schult.   
L48 (I), HI (I), PR 
(I) 
29 PRFA2 Prosopis farcta (Banks & Sol.) J.F.  Macbr. Syrian mesquite NW L48 (I) 
30 PRPA4 Prosopis pallida (Humb. & Bonpl. ex Willd.) Kunth kiawe NW 
HI (I), PR (I), VI 
(I) 
31 PRST3 Prosopis strombulifera (Lam.) Benth. Argentine screwbean NW L48 (I) 
32 ROCO6 Rottboellia cochinchinensis (Lour.) W.D. Clayton itchgrass NW L48 (I), PR (I) 
33 SASP Saccharum spontaneum L. wild sugarcane NW HI (I), PR (I) 
34 SAAU Salvinia auriculata Aubl. giant salvinia NW PR (I) 
35 SEPUP3 Setaria pumila (Poir.) Roem. & Schult. ssp. pallidefusca (Schumach.) B.K. Simon   L48 (I) 
36 SOTA3 Solanum tampicense Dunal wetland nightshade NW L48 (I) 
37 SOVI2 Solanum viarum Dunal tropical soda apple NW L48 (I) 
38 TRPR5 Tridax procumbens L. coat buttons NW L48 (I), HI (I), PR (I), VI (I) 
39 URPA Urochloa panicoides P. Beauv. liverseed grass NW L48 (I) 
     NOTE:  
    1Code Noxious Status 
   NW Noxious weed 
    
2Code Native Status Jurisdiction 
   L48 Lower 48 States 
   HI Hawaii 
   PR Puerto Rico 
   VI Virgin Islands 
   CAN Canada 
   (I) Introduced 




1.3.2 Selection of Bioclimatic Variables 
Environmental variables (candidate bioclimatic variables) in SDMs should reflect 
the dominant ecological drivers and the restricted environmental conditions 
controlling species distribution. The selection of environmental variables is vital to 
the performance of SDMs (Elith and Leathwick 2009, Lobo et al. 2010). Among 
the bioclimatic variables, direct and proximal factors that have direct 
physiological and closer association on plant survival and reproduction are often 
chosen as the environmental predictors in most models. These include the mean 
temperature of the coldest month and the annual temperature range (Austin and 
Smith 1989, Austin 2007, Elith and Leathwick 2009). Seasonal extremes of 
temperature and precipitation, which correlate to plant water balance, have 
shown strong correlation with species distribution (Woodward 1987, Franklin 
2009). The spatial extent of plant distribution also responds more to the low-
temperature limit than other extremes, either inside or outside of their native 
range, which is critical to leaf survival and canopy growth. Low-temperature limit 
usually refers to annual minimum temperature and mean temperature of the 
coldest month (Woodward 1987, Fang and Lechowicz 2006).  
 
We selected six bioclimatic variables from WorldClim (http://www.worldclim.org), 
based on existing SDMs that represent a wide range of plant species at various 
geospatial scales (See details in Franklin 2009, Table 5.1. Also see Elith et al. 
2006, Elith et al. 2011, Lobo et al. 2010, Fang 2006, Collingham 2000, Kadmon 




(2010). These variables included annual mean temperature (bio1), isothermality 
(bio3), mean temperature of coldest quarter (bio11), annual mean precipitation 
(bio12), precipitation seasonality (coefficient of variation, bio15) and precipitation 
of driest quarter (bio17). Pre-processing of the environmental variables such as 
Principal Component Analysis was not conducted to reduce the possible 
collinearity among the selected variables, because it has been found that pre-
process does not necessarily increase, but rather likely reduces, the model 
performance (Austin 2002, Austin 2007, Elith et al. 2011). 
 
In addition, Worldclim provided bioclimatic variables of different spatial 
resolutions (30 arc-seconds, 2.5 arc-minutes, 5 arc-minutes and 10 arc-minutes). 
Higher-resolution environmental variables provide a more accurate description of 
the geographical and environmental extent of a species’ ecological niche than 
low-resolution environmental variables. We used higher-resolution environmental 
variables, as they help SDMs greatly reduce the inflation of predictions and 
generate accurately predicted range boundaries. This is also particularly benefit 
for regional applications of SDMs and conservation goals (Harris et al. 2005, 
VanDerWal et al. 2009). Therefore, we chose 30 arc-second as the spatial 





1.3.3  ‘Background’ (Pseudo-absence) Selection 
Presence-only occurrence data received the most criticism for their normally 
unknown sampling bias and uncertainties from the biased sampling effect, 
compared with presence-absence data. For example, some areas were under 
sampled while others were over sampled. Missing samples from the sites where 
the species actually occur due to incomprehensive survey methods can decrease 
the proportion of the realized niche (occurrence distributions from comprehensive 
and random sampling) within the fundamental niche (Peterson and Holt 2003, 
Phillips et al. 2006). Survey information describing the unbalanced sampling 
effort across the sampling area is useful to remove the bias, e.g., excluding or 
down-weighting occurrence records from over-sampled areas. Such information, 
however, is usually unavailable. Sample bias in geographical space also causes 
bias in the corresponding environmental space, which is not considered in most 
SDMs (Elith and Leathwick 2009, Phillips et al. 2009). 
 
Since we used MaxEnt as our modeling method, the best solution currently 
available was ‘target-group’ background (TGB). For TGB, modelers select 
background sites from the locations where the occurrence data have been 
recorded for other species, and exclude the species being modeled. The 
background data has the same sample bias as the presence-only occurrence 
data so it is expected that both datasets have the same bias in the environmental 
space (Phillips et al. 2009). The sampling bias will not be dominant in distorting 




between the sample distribution and that of the background. Therefore, models 
can reveal the maximum possible extent of the realized niche of the investigated 
species in the environmental space rather than the bias toward the over-sampled 
areas. Through this method, broad biological groups are likely to be suitable as 
the background (Dudík et al. 2005, Phillips et al. 2009). We adopted this rationale 
and included the surveyed occurrence sites of all of the investigated species 
within their native ranges as the background. The native ranges were simplified 
by the union of regional distribution boundaries of all target species. TGB also 
indicated the potential to reach the geographical extent for each species in the 
group, so that the training samples selected from this extent were also consistent 
with the species’ biological tolerance, or fundamental niche (Phillips et al. 2009, 
Elith et al. 2011). We set the total number of background points for each species 
at 10,000, since model performance would not be significantly improved when 
the number of background samples is beyond 10,000 (Phillips and Dudík 2008). 
 
1.3.4 Regularization Value Optimization for MaxEnt 
MaxEnt assumes that the estimated predicted probability function fits the 
probability distribution of maximum entropy under the constraints from the known 
presence-only occurrence and its corresponding environmental variables (Phillips 
et al. 2006). Theoretically, distribution of maximum entropy is achieved when the 
marginal suitability function for each variable exactly matches the empirical mean 
of the link functions or features (derived from the species occurrence distribution). 




entire sampling environmental space, which is also called ‘the equilibrium 
assumptions of MaxEnt’ (see Phillips et al. 2006, Warren and Seifert 2011). This 
is based on the interpretation of MaxEnt: the empirical means are close to the 
expectations. In practice, however, the empirical means are rarely equal to the 
expectations or ‘true’ suitability. Strict constraint to this rule leads to overfitting, 
which means that the training data fit exactly to the empirical sample values in 
the environmental space. 
 
Maxent provided a solution for overfitting through a regularization relaxation 
parameter (β). Instead of exactly fitting the empirical averages, β penalizes the 
target distribution to an interval defined as the empirical mean error bounds 
(Dudík et al. 2004, Warren and Seifert 2011). Regularization is an essential 
parameter of MaxEnt for reducing model overfitting for presence-only data with 
sampling bias or very few sample sites. Modelers can still generate models of 
high performance as long as they use the appropriate β value (Anderson and 
Gonzalez 2011). The default regularization values in MaxEnt do not always 
suffice to reduce overfitting (Phillips et al. 2006). In addition, for the presence-
only data, sampling bias and sample size are important factors that affect the 
degree of overfitting, especially in a highly complex model like MaxEnt, which 
contains excessive features for the predicted distributions. If there are only a few 
presence-only occurrence locations available for the species, random noise can 
overwhelm the true niche information (Anderson and Gonzalez 2011). On the 




flexibility required for transferability, due to the high degree of spatial 
extrapolation and complexity (large amounts of information available for the 
predicted distributions) of MaxEnt models in this study. Transferability is the 
consistency of model extendibility from native to novel environmental conditions. 
However, the default regularization setting in MaxEnt does not consider the 
penalty of model complexity except overfitting, and uses the test data that are not 
truly independent. This results in failing to detect overfitting, and may not be 
suitable for the species discussed in this study (Araújo and Pearson 2005, Veloz 
2009, Anderson and Gonzalez 2011). 
 
We tested the effect of varying regularization values on model performance.  
Note that for the species with same predicted geographical extent (in the U.S.), 
the effect of sample size is much less obvious on the model performance than 
the effect of regularization value. MaxEnt automatically applies the sample-size 
independent regularization approach (Anderson and Gonzalez 2011). Therefore, 
even when the sample sizes varied for different species, we still focused on the 
regularization value instead of the sample size. Anderson and Gonzalez (2011) 
recommended the optimized regularization values (β) be in the range from 1 to 3. 
In the preliminary study, we tested β values individually as 1.0, 1.5, 2.0, 2.5 and 
3.0. We found that model performance was generally higher when we set β = 1.5. 
Therefore, we used 1.5 as the regularization value for the modeling. In the new 
MaxEnt version 3.3.3k, we cannot directly adjust the detailed settings of β for 




the simpler and more effective method of varying the regularization multiplier for 
all the features. 
 
When the optimized regularization value was used, and both model overfitting 
and complexity were penalized, complex features (quadratic, hinge etc.) are able 
to generate models with higher performance than simple linear features (Phillips 
and Dudík 2008, Anderson and Gonzalez 2011). These complex features 
eliminate the non-biological responses from using other features, which do not 
agree with the species biological and physiological mechanics. These non-
biological responses may include the sudden increase or decrease in the 
response curves and inversely shaped peaks in the suitable temperature or 
precipitation ranges in the environmental gradients. Models would have smoother 
fitted functions and be easier to interpret (Elith et al. 2011). Therefore, we used 
‘hinge feature’ to fit the piecewise linear response curve for the 39 invasive plant 
species. 
 
1.3.5 Selection of Data Resampling Method for MaxEnt 
Generally, three data resampling methods for training and testing models are 
available: resubstitution, data partitioning (sample splitting), both based on the 
training samples, and the independent test sample. The resubstitution approach 
is not recommended or currently used because it treats the same datasets as 
both training and testing data. This can easily cause overfitting to the training 




regions beyond the geographical extent of the species occurrence data. We also 
cannot know whether the validated accuracy from the same and non-
independent data truly represents the accuracy of the independent observation 
data (Araújo and Pearson 2005, Heikkinen et al. 2006). Data partitioning 
approaches are a more accurate resampling method than resubstitution, which 
randomly selects the sample data in groups of training and testing. Data 
partitioning is widely accepted in SDMs studies, and it can be further categorized 
based on different ways of partitioning: one-time data splitting, cross-validation, 
and bootstrap (Harrell et al. 1996, Peterson et al. 2002, Elith et al. 2011). The 
problem of underlying assumption for data partitioning approaches is that the 
randomly selected samples are treated as independent from each other. But this 
assumption is mostly violated due to the common autocorrelation of the samples 
in both of the geographical and environmental space. The results of Cohen’s 
Kappa statistic of similarity and AUC values indicated that the assessment of 
model accuracy from partitioning approaches is generally inflated compared with 
using independent datasets directly (Metz 1978, Fielding and Bell 1997, Cantor 
et al. 1999, Araújo and Pearson 2005, Liu et al. 2005, Jiménez-Valverde and 
Lobo 2007). This confirmed that the best data processing approach for data 
resampling is to use the independent test data from another geographical region.  
 
Until recently, however, few studies considered using independent test datasets 
for data resampling (Martínez‐Meyer et al. 2004, Araújo and Pearson 2005, 




occurrence in the U.S. as the independent test datasets in the model, and used 
k-fold cross-validation as the resampling method in MaxEnt, because it 
generated mutually exclusive subsets and could be calculated effectively (k=5, 
(Elith et al. 2011). The current observed occurrence data in the U.S. were 
obtained from Global Biodiversity Information Facility (GBIF, http://www.gbif.org) 
and Early Detection & Distribution Mapping System (EDDMaps, 
http://www.eddmaps.org/). We extracted the environmental variables (six 
bioclimatic variables: bio1, bio3, bio11, bio12, bio15 and bio17) at each of these 
observed occurrence locations. Spatial occurrence and the corresponding 
environmental conditions of the observed 39 invasive plant species in the U.S. 
were used as the independent test data. We did not use other partitioning 
method alternatives because they could also cause bias in validation. For 
example, the ‘bootstrap’ method generates subsets which overlap between the 
training dataset and testing dataset, which could cause overfitting. The 
‘subsample’ method potentially generates extra subsets in addition to all the 
possible unique subsets (Hastie et al. 2005). Note that in MaxEnt modeling, the 
value of the ‘random test percentage’ for data partitioning was replaced by the 
test sample file we provided as the independent datasets from current available 
observations in the U.S. 
 
1.3.6 Model Evaluation 
In this study, we used two model validation methods: Area Under Curve (AUC), 




Character (ROC) curve and is a widely used discriminant measurement for 
SDMs reliability. AUC calculates the area under the curve of ROC, which derives 
from the assessment matrix and indicates the agreement between predictions 
and actual observations (Pearce and Ferrier 2000, Manel et al. 2001, Pearson et 
al. 2013). ROC has two major components from the matrix: Sensitivity and 
Specificity. Sensitivity is the fraction of true positive predictions in the actual 
positive observations. Specificity is the fraction of true negative predictions in the 
actual negative observations. An ROC curve can be generated in a two-
dimensional space by plotting the sensitivity as Y and 1 – specificity (false 
positive) as x, which interpret the compromises between true positive and false 
positive. Sensitivity and specificity are calculated for each of the possible 
decisive thresholds for the entire range of predicted probabilities, 0 – 1 (Pearce 
and Ferrier 2000). AUC provides a single-value measure of the model 
performance (reliability), which is independent of species prevalence and 
decision threshold (Manel et al. 2001, Pearson et al. 2013). However, only using 
AUC for the model validation is problematic because of its unresponsiveness to 
the modeling accuracy changes. For example, models with poor accuracy may 
also have a high AUC if the presence has higher predicted probabilities than 
pseudo-absence (or background in MaxEnt), regardless of the goodness-of-fit 
(Vaughan and Ormerod 2005, Quinonero-Candela et al. 2006, Reineking 2006, 
Lobo et al. 2008). AUC also does not exclude the extremes of the ROC curve, 
which are meaningless for the predictions, i.e., high false positive and high false 




commission errors, no discrimination of the sampling bias across the different 
distribution regions, and the possible correlations to the species geographical 
extent and sample size (Lobo et al. 2008). 
 
TSS is based on Cohen’s Kappa, which is an alternative way of validating model 
reliability. Kappa measures agreements between the prediction and the 
observation, but adjusts for chance agreement (Cohen 1960, Elith et al. 2006, 
Pearson et al. 2013). Unlike AUC, Kappa is a prevalence-dependent method, in 
that it avoids the potential overestimate of the prediction for the species with a 
small sample size or low prevalence. The effect of prevalence seemed to be 
negligible in some cases (Manel et al. 2001). In practice, the dichotomous 
prediction of the potential invasive species distribution was more preferable, 
because real management practice needs definite, although a not absolutely 
accurate boundary, model result for reference. The threshold-dependent method 
is able to achieve this goal (Allouche et al. 2006). It can be argued that Kappa 
does not measure model accuracy across the entire range of the predicted 
probabilities, but we can identify the maximized or ‘optimum’ threshold. Such 
threshold is the maximum agreement between observed and predicted 
distributions, which is also known as the MaxKappa (Freeman and Moisen 2008, 
Pearson et al. 2013). However, whether or not MaxKappa correlated to species 
prevalence was still unclear (Liu et al. 2005). To clarify this, we used TSS, a 




species prevalence through the algorithm: TSS = maximized sensitivity + 
specificity (See details in Allouche et al. 2006). 
 
Through the visualization of the range mappings, we also directly compared the 
predicted range with the observed range of the focused invasive species in the 
U.S.. To generate the binary map of predicted range, we first transformed each 
of the species’ predicted maps from continuous probability into binary presence 
vs. absence, according to the threshold of Maximum Sensitivity plus Specificity 
(MSS, Jiménez-Valverde and Lobo 2007). Based on the comparison between 
binary predicted maps and the observed ranges for each species, we divided the 
39 species into four groups: correct prediction, incorrect prediction (total 
disagreement between prediction and observation), over-prediction and under-
prediction, so that we were able to explore the different characteristics of the 
species occurrence data and the known niche (native ranges) for the four groups. 
The different characteristics may cause a different degree of agreement between 
prediction and observation. We synthesized the binary MaxEnt predicted maps of 
the 39 invasive plant species by the sum of spatial overlay, which represented 
the total number of species predicted as ‘presence’ or ‘absence’ for each pixel. 
This was completed in ArcGIS, using ‘sum’ function of map algebra (ESRI. 






To illustrate the relative density of the species distributions through the 
cumulative number of species, we used Jenks method to classify the predicted 
maps into two groups. Jenks method is a single-variable classification algorithm 
which maximizes the difference of values between groups while minimizes the 
difference of values within groups. By doing so, each group has a distinctive 
range of values (Jenks and Caspall 1971). We generated the cumulated 
observation map from the actual observed occurrence data using a similar 
method of sum of spatial overlay, except that areas with no observed presence 
data were treated as absence. 
 
1.3.7 Evaluation of Model Performance and Data Quality 
As described above, sampling bias of the presence-only occurrence data greatly 
degrades model performance. In this study, we further tested the relationship 
between the models’ performance and the quality of presence-only data. The 
quantitative indicator of spatial pattern of randomness is the nearest neighbor 
statistics. It is available in ArcMap as the spatial analysis tool ‘Average nearest 
neighbor’ or ANN (Clark and Evans 1954, ESRI 2011). The absolute coverage 
area of the occurrence data can be represented by the convex hull, which 
encloses all the occurrence locations with the minimum possible polygon in 
geometry. We calculated the relative coverage of the occurrence in the known 
niche through the ratio of the area of convex hull to the total area of the native 
range. We used the multiplication of ANN and the relative coverage as the final 




name Spatial Pattern Index (SPI). SPI retains the same indices scale between 0 
– 1 as the classic model evaluation indicators (AUC and TSS) for the purpose of 
direct comparison, and also sensitive to the situation when possible extremes 
come from either degree of coverage or clustered/randomness of the spatial 
pattern of occurrences data (e.g., relative coverage = 0.1 and ANN = 0.9). We 
calculated SPI for the 39 focused species and plotted it against TSS/AUC to find 
possible correlations between them. 
 
1.4 Results 
The results indicated that TSSs were above 0.5 and AUCs were above 0.8 for all 
models. The average AUC value for all 39 species from MaxEnt was 0.95 with a 
range of 0.86 to 0.99. These values indicated that all of our models have good 
discrimination between predicted probability and actual observations. On the 
other hand, the average TSS value was 0.81 with a range of 0.64 to 0.95, and it 
also highly correlated to the AUC value for each species (see Appendix A for 
completed data). Unlike AUC, where the correlation to the species’ prevalence is 
still unclear, TSS is a prevalence-independent validation method that is free from 
the statistical artifacts of sampling size and its extent. Each of the species we 
focused on in this study had a unique sample size and distribution extent. 
Therefore, TSS was the preferred model evaluation method for this study. 
 
For all 39 species, the most important contributors of environmental variables in 




precipitation), which could explain up to 82.4% and 71.5% of the variations (see 
Appendix A for completed data). This indicated that the invasive plant species in 
the U.S. are normally restricted by annual temperature consistency (fraction of 
diurnal temperature range vs. annual temperature range) and the mid-term 
annual water supply. According to the response curves, majority of the species 
demonstrated an increase in suitability when isothermality increased. The 
regions with a wilder daily shift of temperature, or milder annual temperature 
range (which is more likely because of the higher plant diversity under suitable 
climate for more species), may have a high probability of introducing invasive 
plant species, when annual water supply is sufficient. The Jackknife test in 
MaxEnt provided another way of estimating variable importance. We compared 
the Jackknife plots between regularized training gain and test gain for each 
species, and found that the most contributed variables remained consistent. This 
indicates that our models also have a high transferability for the spatial extent of 
the environmental variables bio1 (Annual mean temperature), bio3 and bio12, 
which is vital to accurate prediction in this study because of the high 
extrapolation found on a global scale (Phillips 2005). 
 
Under current climate conditions, most of the focused invasive plant species tend 
to concentrate in most parts of the southwestern U.S. (California, Arizona, south 
of New Mexico, and west Texas) and most of Florida. The mapping results 











Figure 1.1 (a) Cumulative predicted suitability map, calculated from the 
predictions of 39 invasive species. Logistic probabilities of the presence from 
MaxEnt were classified through Maximum training sensitivity plus specificity for 
each of the species. The values represent the number of species predicted to be 
“presence”. (b) cumulative observed invasion map, calculated from the 
observations of 39 invasive species. The values represent the number of species 







with the observation of the actual survey data in specific areas, such as 
California and Florida (Fig 1.1). We also found an obvious gap for other regions 
which were not predicted by the models, but had a relatively high number of 
species from the actual observation (omission error), including some parts of 
Texas, Louisiana, Mississippi, Alabama, Georgia, South Carolina, North Carolina 
and Pennsylvania. We also found a very interesting difference among the four 
groups, based on the visual comparison between the prediction and observations 
(Table 1.2). 
 
Table 1.2 Four groups of the 39 species based on visual comparison between 
model predicted range and actual observed range (refer to Table 1.1 for the IDs 
of the 39 invasive plant species).  
Group (Total No. of species 
and IDs of species) Shared characteristics 
Correct (7) 
2, 5, 10, 14, 27, 28, 38 
Narrow niches  
(native ranges) 
Spatial pattern of occurrence data in their native ranges: 
1.Complete coverage of occurrence data in the native ranges 
2.Samples are widely dispersed or close to random 
Overpredict (8) 
11, 12, 21, 29, 31, 33, 35, 39 
Narrow niches  
(native ranges) 
Spatial pattern of occurrence data in their native ranges: 
1.Complete coverage of occurrence data in the native ranges 
2.Samples are widely dispersed or close to random 
Underpredict (10) 




Spatial pattern of occurrence data in their native ranges: 
1.Occurrence data are missing north/south of the range limits (esp. 
north) 
2.Samples are clustered 
Incorrect 
(Total disagreement) (14) 
3, 4, 6, 7, 8, 16, 17, 18, 20, 
23, 24, 25, 30, 34 
Wide niches 
(native ranges) 
Spatial pattern of occurrence data in their native ranges: 
1.Occupied small portion of the niche 
2.Samples are clustered 
 
Species with correctly predicted distributions usually had narrow native ranges 
(known niches) in the geographical space. Narrow native ranges are easy to 
sample and to be fully covered in the species survey effort. The actual 





native ranges were mostly reached and recorded in the occurrence data. Most 
importantly, the spatial patterns of the occurrence data in their native ranges 
were almost evenly distributed. Note that it is normal for the models to 
overpredict the distributions because the bioclimatic envelope does not consider 
dispersal limits and biotic interactions which may reduce the actual distribution 
from the suitable areas of the species’ biological tolerance. Species of 
overprediction shared the same characteristics with species of correct prediction 
in terms of the occurrence data and range data. Conversely, species with 
incorrectly predicted distributions or underprediction, had wider native ranges in  
the geographical space. Wide native ranges make the sampling for all the 
subareas in the survey effort difficult. This can also be reflected by the actual 
Figure 1.2 Species occurrence and native range data of two species Emex australis 
Steinh (EMAU) and Rottboellia cochinchinensis (ROCO6) with high (a) and low (b) 
TSS/AUC of the model results. Niches (extent of native ranges) differ for these two 
species: EMAU has a narrow niche while ROCO6 has a broad niche. Sample bias is 
also elevated for ROCO6, since it is much more difficult to obtain comprehensive 
occurrence locations in the range. The spatial pattern is also highly clustered for 
 




occurrence data (e.g., Fig 1.2b). The occurrence data of these species often 
missed the northern, or occasionally southern limits of the native ranges and are 
spatially biased toward the more accessible regions due to the ease of sampling, 
usually occurring at the south of the native ranges. In other words, spatial 
patterns of the occurrence data indicated a high tendency of clustering in the 
native ranges. 
 
Regression analyses between the quality of presence-only data (as measured by 
SPI in the geographical space) and AUC/TSS further indicated that data quality 
correlated to model performance (Fig.1.3). SPI is a composite measure of the 
clustering or randomness of the occurrence data and the relative coverage of the 
occurrence data in the known niche. SPI provides a quantitative measure of the 
quality of occurrence data. In other words, it measures the degree of the 
sampling bias of the species occurrence data in terms of randomness and 
coverage. Species occurrence data with a higher SPI means there is more 
coverage in the native ranges and is closer to random sampling, so that the data 
have less bias and data quality is higher. In general, there is a positive 
relationship between data quality and model performance. AUC and TSS values 





Figure 1.3 Effect of SPI on model performance (AUC and TSS). SPI represents 
the spatial patterns and the coverage of the occurrence data in the unknown 
niche (native range) in the geographical space (The fitted function of the line are:  
AUC = 0.79 + 0.12 × SPI, R2 = 0.1; TSS = 0.94 + 0.05 × SPI, R2 = 0.1). 
 
1.5 Discussion 
In this study, MaxEnt prediction of the distributions of the 39 potential invasive 
plant species received high model performance in terms of both AUC and TSS. 
Models also had a fair agreement with the current observations. The relative high 
model performance, in part, was due to the target-group background (TGB) we 
applied. TGB can be used in MaxEnt for prediction in the larger spatial extent, if 
the sample occurrence data are collected from the same biological group. The 
environmental bias of both the sample and background data are identical, so that 
the difference between the distribution of the occurrence and the background will 
be explicitly interpreted by the model, rather than sampling bias. In each of the 
subareas of the sampling extent, sampling bias was eliminated (Phillips et al. 
2009). The characteristic of TGB makes it suitable for large-scale prediction 








Another important parameter contributing to the model performance was link 
function or ‘feature’ in MaxEnt. We used ‘Hinge feature’ and it generated a more 
flexible model and smooth response curves of reasonable biological 
interpretation. This was particularly important for the presence-only occurrence 
data at the global scale. The quality of sample data may suffer if the species 
survey is incomplete and biased, which could result in inflated peak or 
inconsistency in the fitted function (response curve) without reasonable biological 
explanation. Our result indicated that applying the hinge feature is the best option 
for large-scale prediction. In addition, we found that the most important 
environmental variables of the bioclimatic predictors in controlling the species 
distributions were Isothermality and Annual mean precipitation. The distributions 
of 39 invasive plant species demonstrated a great correlation to the short-term 
(daily or diurnal) and mid-term (annual) temperature consistency. Invasive 
species may have higher adaptability to the extreme environmental conditions 
than native species. Extreme temperature may not result in a significant influence 
on both the invasive species and native species if the large temperature shift 
happens over a long period of time (e.g., in a year), but quite the opposite, milder 
annual temperature shift increase the suitability for more species in general, 
including invasive species. On the other hand, if the range of temperature shifts 
significantly in a single day (diurnal or extremes of one day, typically taken as 
twilight to sunset) compared to the annual temperature variation, it could 
potentially result in the constraint of the native species but have less impact on 




the species located mostly around west coast regions, especially California. The 
ratio of diurnal temperature range to annual temperature range is usually higher 
here than other regions of the U.S. (Sun et al. 2006, Snow and Snow 2005). 
However, this assumption still requires further testing. 
 
Our results also indicated that for both prediction and observation, the invasive 
plant species have a high prevalence in southern regions of the U.S., especially 
in Florida, and western regions, especially in California. This corresponded to the 
pathway of invasion introduction on the continent of North America. Human 
intervention, such as immigration and trading, directly caused the multiplication of 
introduction pathways of invasive species to these regions, which was also 
confirmed by the observed occurrence data. Florida was among the first colonies 
of the earliest settlers from Europe and has always been one of the states with 
the greatest human population density (Whitney 1996, U.S. Census Bureau 
2010). In addition, invasive plants in the western regions have many more 
accident introductions than the eastern regions, primarily because in western 
regions, agricultural and rangeland productions create an ideal environment for 
seed contaminants (Lehan et al. 2013). In this study the noxious weeds we 
focused on, including the grasses, forbs and herbs species, are more likely to be 
introduced accidentally via seed contaminants than vines, shrubs and trees. 
Therefore, the regions of Florida, especially south Florida and western regions of 
the U.S. have high invasive risk. These areas should be a focus of natural 




Burks 2008). The human influence on the introduction pathway has also been 
identified by other research. This may be from the long-distance movement of 
exotic plants used by nurseries, public botanical gardens and private gardens 
(Reichard and White 2001, Langeland and Burks 2008). 
 
The gap between the predictions and actual observations can be summarized 
into two scenarios: Regions with a large number of species predicted as 
presence but without any observations (commission error), and regions with 
large number of species observed but without any prediction (omission error). 
Some regions were identified to be the invasive habitats for most of the species 
but the actual observation did not have records of occurrence, such as Arizona 
and parts of New Mexico (Fig 1.1). This could result from the incompleteness of 
observed species occurrence data in the U.S., which require further survey 
efforts. The SDMs used in this study were based on the bioclimatic envelope, so 
we did not consider other factors such as dispersion limit, or biotic interactions, 
etc. The regions predicted to be suitable for the species (likely to overlap with 
fundamental niche) did not necessarily indicate the actual occurrence of the 
species. 
 
Note that for the species with underpredicted ranges (omission error), climatic 
envelope model does not consider the biotic interactions. Genetic evolutionary 
shift or positive biotic interaction can help the invasive species survive and 




account for genetic adaptions and other possible biotic interactions. Invasive 
species very likely possess rapid genetic adaption ability in the invading regions, 
and they can easily rely on other native species to survive. Such biotic effects 
were not considered in our modeling due to data availability (Pearson and 
Dawson 2003). Therefore, the prediction may be underestimated. 
 
Interestingly, we found that the reason for the under-prediction (omission error) of 
MaxEnt, besides these limits of the climate envelope model could ascribe to the 
potential problem of our input data: species occurrence data and the known 
niches (native ranges). Generally, random sampling occurrence data are more 
likely to construct a model with high accuracy. This is because MaxEnt was 
initially designed to estimate the density map of the presence in the predicted 
spatial extent, and such estimation automatically assumes and requires the 
random sample of the occurrence data in the native ranges (Phillips et al. 2006, 
Merow et al. 2013). So, models based on relative randomly distributed sample 
data should receive a higher score of AUC and TSS. We also found that model 
accuracy was usually low if the species have wider niches (native ranges) and 
the species only occurred in a small fraction of the total areas described by the 
niche (in geographical space). This is confirmed by the study of Kadmon et al. 
(2003), who claimed that species with wide climate tolerance or niche width, but 
only realized in limited extent of the niche, could result in the lowest accuracy of 
climatic envelope modeling. Other research indicated that the species with 




space produce more accurate models than the species that have wide 
geographical and environmental extent. The collection of sampling data in larger 
extents are much more difficult to reach uniformly (randomly) due to site 
accessibility, sampling cost and other inevitable factors. In other words, the 
problem of sampling bias was magnified in a wider a spatial extent of the niche 
(Araújo and Williams 2000, Hernandez et al. 2006). Therefore, we believe that 
the major contributions for the under-prediction are the characteristics of the 
species occurrence data and native range data we chose: the presence-only 
occurrence data mostly covered at the southern limit, or geographically clustered 
and biased toward the southern limit of their corresponding native ranges (e.g. 
Fig 1.4). 
Figure 1.4 Correlation between spatial bias in the occurrence data and the missing 
regions in the prediction, using Imperata cylindrica (IMCY) as an example. 1.4a is the 
illustration of incomplete and biased coverage in the native (known niche) of the 
species occurrence data, which indicates that the north limits of the range are 
missing in the data and leads to the missing regions in the north of the predicted 
result. 1.4b is the binary prediction from the MaxEnt result, according to the threshold 
of Maximum training Sensitivity plus Specificity (MSS). Northern regions of the 
predicted presence are missing, which likely originated from the missing of northern 








One possible limitation in this study is that we only involved one modeling 
method of SDMs – MaxEnt. This may distort the prediction toward the distribution 
of maximum entropy, even if the actual distribution of the species did not fit into it. 
MaxEnt is not as developed as other machine learning methods such as GLM or 
GAM, because it does not have the comprehensive guidelines and the effects of 
parameterization still require further study. For example, although the 
regularization multiplier we used in this study was able to avoid overfitting, as the 
response curve indicated, the most optimized regularization value remained 
unclear in regard to the balance between model complexity and flexibility and 
requires need further discussion (Phillips et al. 2006). It is possible that the 
complexity of some link functions in our MaxEnt model was slightly compromised 
by increasing the unity regularization multiplier. On the other hand, due to the 
fact that MaxEnt uses the exponential model for probability, the regularization 
may still not prevent other link functions from overfitting. This could be a dilemma 
for the uniform adjustment of the regularization by changing a single multiplier for 
all the link functions in the current edition of MaxEnt software package (Elith et al. 
2011). Future study can focus on the parameterization of other methods of SDMs. 
 
In addition, we found a positive correlation between SPI and TSS/AUC in the 
geographical space, although this correlation was not very strong. MaxEnt 
predicts the probability of distribution in the environmental space. Species 
distribution in geographical space may correlate to the distribution in 




not significant. However, it may not be the case at a larger extent e.g., global 
scale. The climate variance follows more complex circulation mechanics and 
influenced by different forcing from the environment, so the evenly distributed 
occurrence pattern in the geographical space may have a clustered pattern in the 
environmental space, and vice versa. Therefore, the global-scale occurrence 
data in this study may not be suitable for considering the relationship between 
the spatial patterns in geographical space and model performance. Evaluating 
the difference of model performance that relies solely on the spatial occurrence 
pattern in the geographical space was still not practical. Other factors may also 
be included in the measure of model performance which can provide a more 
clear and sensitive measure of model performance. For example, occurrence 
data in the geographical space may not be explicit to represent the sampling bias 
in the corresponding environmental space (formed by the environmental 
variables) for the modeling. 
 
1.6 Conclusion 
Our study demonstrated that SDMs based on global-scale and presence-only 
species occurrence data can generate reliable and accurate predictions. The 
most important way of achieving this goal was parameterization, which was 
proved to be useful in improving the model performance by minimizing the 
sampling bias. Specifically, the key to parameterization was the appropriate 
definition of pseudo-absence or ‘background’. In addition, model performance 




possible factors decisive to the model accuracy of the predicted range depend on 
1) niche or native range width: species with narrow niche tend to construct more 
accurate models; 2) coverage of the species occurrence data in the niche: 
species occurrence data without covering northern or southern limit would 
potentially underpredict the extent of prediction, either missing the regions in the 
north or south where the observation already indicated, or only occupied a small 
fraction of the niche extent; and 3) spatial pattern of the occurrence data: random 
pattern is highly likely to produce accurate predictions while clustering pattern in 
the niche tend to produce predictions with low AUC and TSS and have low 
degree of agreement with the actual observations. However, we only discussed 
this in the geographical space and did not consider the occurrence patterns in 
the environmental space, which MaxEnt is truly based on. Further study is 





CHAPTER 2.  QUALITY OF PRESENCE-ONLY DATA DETERMINES SPECIES 
DISTRIBUTION MODEL PERFORMANCE: A MODEL-INDEPENDENT 
ASSESSMENT OF DATA ACCEPTABILITY  
2.1 Abstract 
Species distribution models (SDMs) are widely used to estimate species’ 
potential geographical distributions at various spatial and temporal extents. 
However, the quality of occurrence data is often compromised by sampling bias, 
especially for presence-only data. The negligence of data quality assessment 
could raise a serious concern since the quality of input data can directly influence 
model performance. In this study, we developed a model-independent composite 
measure - Proximity to Ideal Completeness and Evenness (PICE) - to 
quantitatively evaluate the quality of species occurrence data. PICE is based on 
two underlying assumptions, ‘representativeness’ for the entire niche and 
‘equilibrium’ along the environmental gradient of the niche, for SDMs to comply 
with the ecological niche theory without considering the species physiological 
and biological mechanics. Our results indicated that model reliability stabilizes 
when PICE reaches a threshold of 0.35. Model accuracy also stabilizes when 
PICE reaches a threshold of 0.4 for models with complete environmental 




general, models perform better with systematic multi-center clustered data than 
mono-center clustered data; and models perform better with center-clustered 
data than non-center-clustered data. Our case study of two invasive plant 
species further demonstrated the robustness of our optimum PICE thresholds: 
species with PICE value below the optimum threshold had low modeling 
performance, whereas species with PICE value above the threshold had better 
model performance. Modelers can benefit from using these acceptability 
thresholds as indicators to estimate how reliable and accurate the predictions of 
SDMs will be before undertaking any actual modeling efforts. 
 
2.2 Introduction 
Species distribution models (SDMs) estimate the relationship between species 
occurrence or abundance with the corresponding environmental conditions, 
usually based on numerical or statistical methods (Elith and Leathwick 2009).  
Due to the wide availability of species occurrence data from international 
organizations such as the Global Biodiversity Information Facility (GBIF, 
http://www.gbif.org) and efficient modeling tools, SDMs have received increasing 
attention from the ecology, biogeography, and natural conservation communities, 
in terms of both research and practical purposes (Pearson and Dawson 2003, 
Franklin 2009, Lobo et al. 2010, Peterson et al. 2011). The products of SDMs, 
usually the predicted distribution maps or habitat suitability maps, serve as the 




planning, risk assessment, and resource management implementations (Franklin 
2009). 
 
However, the quality of species distribution data is often compromised by sample 
selection bias. For example, sampling intensity is not consistent across regions 
(i.e., some regions are under-sampled and other regions are over-sampled), 
which may result from lower site accessibility or incomprehensive survey plan 
(Peterson and Holt 2003, Phillips et al. 2006). Such inconsistency causes 
sampling bias, which also increases from regional to continental and global 
extents due to unequal data availability between regions with dense sampling 
data, such as west Europe, and regions with sparse sampling records, such as 
East Asia (Beck et al. 2013). In addition, collectors in different regions do not 
follow the same survey method and they may also be limited by the accessibility 
of sampling sites (e.g., close vicinity to cities, roads and other easily reachable 
areas) (Phillips et al. 2006, Peterson and Holt, 2003). Presence-only data are 
also the only type of data available for the maximum coverage for most of the 
known species at the global scale, although additional information such as 
prevalence, which is rarely available, could help improve the accuracy and 
reliability of SDMs, by helping to eliminate strong and unjustified parametric 
assumptions (Phillips and Elith 2013). Therefore, SDMs based on the available 
species distribution data, particularly presence-only data, are likely to 





Paradoxically, the lack of comprehensive observations is probably the most 
important reason for using SDMs to extend the data availability for conservation 
planning and resource management purposes, predicting species distributions in 
the remote areas that field surveys have not been able to cover. To improve the 
performance of SDMs based on ‘imperfect’ species distribution data, most 
current studies focus on model parameterization. Environmental predictors 
selected for the input variables of SDMs should truly reflect the dominant 
ecological drivers and the niche for the species distribution, based on the 
physiology of the species (Elith and Leathwick 2009, Lobo et al. 2010). From the 
perspective of statistics, the interdependence between those environmental 
variables should also be minimized if possible, so that modelers can obtain 
statistically optimized model (Leathwick et al. 2005, Austin 2007). In addition, 
extrapolation can be controlled through appropriate selection of the pseudo-
absence sites and their related geographical reachability (Peterson and Holt 
2003, Thomas et al. 2004, Elith et al. 2010).  Nevertheless, the limitations of 
inherent sampling bias in the presence-only data cannot be corrected only by the 
choice of appropriate model parameterization (Phillips and Elith 2013). 
 
Other strategies (for specific model methods) to improve model prediction have 
also been widely discussed. For example, model overfitting can be controlled and 
reduced through adjusting the regularization, or β value in Maxent, which avoids 
the predictive probabilities being exactly fitted to the empirical average (Anderson 




only data and provided some solutions for reducing the inherent sampling bias, 
through the selection of pseudo-absence or background data. Phillips et al. (2009) 
suggested using the ‘target-group’ background in modeling, which selected the 
occurrence data from other species of the same broad biological groups as the 
background data so that the presence and background shared the same sample 
selection bias. Merow et al. (2013) discussed the systematic determination of 
optimum parameterization of MaxEnt to improve model performance, in terms of 
background data, features, regularization, sampling bias, types of output and 
model evaluation.  
 
However, inherent limitations of the presence-only data cannot be corrected only 
through applying appropriate parameterization or model settings (Merow et al. 
2013, Phillips and Elith 2013). This raises an important question addressed in 
this paper: can we anticipate model reliability and accuracy based on the species 
occurrence data prior to the application of SDMs, so that we are able to estimate 
model performance through the use of these data? Among many components of 
SDMs, species occurrence data are the foundations for the prediction of species 
occurrence probability or habitat suitability. Therefore, the quality of the 
occurrence data can be the most decisive contributor for the performance of 
SDMs. Currently no systematic framework is used to evaluate the quality of 
species distribution data used for SDMs (but see Luoto et al. 2005, Reese et al. 





The key questions in evaluating the quality of occurrence data are: what are the 
most important factors that influence the quality of species distribution data, and 
how can the quality of species distribution data be quantitatively assessed? 
Fortunately, all existing SDMs share one important characteristic -- they are 
essentially statistical models, which do not actually involve the physiological and 
biological mechanisms that determine the species’ niche (Elith et al. 2006, Austin 
2007). These statistical models require two underlying assumptions to comply 
with the basis of ecological niche theory: (1) the sampling occurrence should be 
representative of the extent of the ecological niche in the environmental space 
(whether it is in a fundamental or realized niche depends on the model method) 
and (2) the sampling occurrence should not be biased, but should be at 
equilibrium, covering the entire extent of the ecological niche in the 
environmental space (Araújo and Pearson 2005, Guisan and Thuiller 2005). 
Representativeness to the niche is defined as the sampling data being evenly 
distributed throughout the ecological niche with equal spatial density, which we 
refer to as evenness; while equilibrium is defined as the occurrence data 
comprehensively covering the entire niche and being absent in the locations 
outside of the niche, which we refer to as completeness (Araújo and Pearson 
2005, Guisan and Thuiller 2005, Václavík and Meentemeyer 2012). Although the 
two assumptions are rarely satisfied in actual survey data, they can be used to 
quantify the quality of species distribution data, especially presence-only data. 




the data in the environmental space of known niche or observed occurrence 
range. 
 
In this study, we proposed a novel quantitative measure, proximity to ideal 
completeness and evenness (PICE), to assess SDMs’ predictive reliability and 
accuracy based on the two assumptions mentioned above by focusing only on 
the characteristics of species occurrence data. The application of PICE will allow 
modelers to determine the usefulness of occurrence data and the confidence of 
modeling results before undertaking any of the actual modeling effort. We studied 
the relationship between the sampling pattern of occurrence data in the 
environmental space (constructed by bioclimatic variables) and model 
performance. Our hypothesis is that the sampling pattern of occurrence data, as 
measured by the degree of deviation from completeness and evenness of the 
species occurrence data in the environmental space of known niche or observed 
range, will be decisive to model performance. By focusing on the occurrence 
data, modelers can discern a very basic but essential assessment of the 
‘usefulness’ of their data and the expected accuracy of results from applying 
these data. We expected this study would greatly benefit the research and 
practices of the ecology and biogeography community by avoiding seriously 
biased or incorrect model outputs that are based on species distribution data of 
unsatisfactory quality (i.e., highly biased and failed in capturing the important 






In this study, we examined the influence of the spatial pattern of species 
occurrence data on model performance by using a ‘virtual’ species living in an 
idealized landscape, following these major steps. First, we created a gradient of 
species occurrence patterns, evolving from the most incomplete and clustered to 
the most complete and even distribution. Data quality was then measured using 
PICE, to quantify the proximity to ideal completeness and evenness. Second, we 
evaluated model performance (reliability and accuracy) for three different model 
algorithms using the ‘binned’ method (discussed in section 2.3.5) based on each 
of the corresponding occurrence patterns. Third, the relationship between data 
quality and model performance was analyzed and critical thresholds of PICE 
were identified where the model performance was significantly improved and 
stabilized. 
 
2.3.1 Virtual species in an idealized landscape 
We created a virtual species living in an idealized landscape with two 
environmental variables (predictors) to illustrate the statistical models for the 
prediction of species suitability: temperature (T) and precipitation (P), both taken 
from the range of 0 to 1 (akin to Phillips and Elith 2010). The extent of this 
idealized landscape included all existing environmental conditions that occurred 
in all known or observed areas, which was equivalent to the ‘biotope’ according 
to the classic niche concept of Hutchinson (Franklin 2009). We assumed that the 




on this idealized landscape. The spatial extents of the geographical space 
overlapped with that of the environmental space. We generated the occurrence 
data of this virtual species in the environmental space by distributing 1,000 points 
on the landscape and marked each point as ‘presence’ or ‘absence’ through the 
results of Bernoulli distribution. We used SPSS to obtain the binary results of 
Bernoulli trail (1 or 0) given the specified probability parameter PT using the 
statistic function ‘RV.BERNOULLI’ (IBM Corp. Released 2011. IBM SPSS 
Statistics for Windows, Version 20.0. Armonk, NY: IBM Corp). Note that the term 
‘absence’ was not intended to represent the locations where the environmental 
conditions were not suitable or outside the fundamental niche for this virtual 
species; rather, we simulated the modeling procedure of specified modeling 
method (e.g., Maxent) using presence-only occurrence data where the 
‘background’ data can also be obtained from any location within the 
environmental space of the  related environmental conditions of the species -- 
the known niche or observed occurrence range (Franklin 2009, Phillips et al. 
2009).  
 
2.3.2 Point pattern gradients 
To simulate different distribution patterns that deviate from the ideal 
representativeness (evenness) and equilibrium (completeness), we designed five 
series representing five different spatial pattern gradients of points on the 
idealized landscape. This was equivalent to the occurrence data (sample 




series had 50 unique point patterns which evolved gradually from highly 
clustered to completely random following the method of Ong et al. (2012), and 
we identified each of the 50 patterns with an integer number from 1 to 50 (e.g., 
the 1st point pattern in series A with highly clustered point set is ‘Dataset 1 in 
series A’). To control the spatial pattern gradient so that we obtained a 
continuous and gradual transition to a uniform distribution, each of the 50 unique 
point patterns was created by combining point samples from a uniform (random) 
distribution in one or several grid squares (Z1) in the idealized landscape with 
another uniform (random) distribution in the complimentary subareas (Z2) of the 
landscape from Z1 (Fig 2.1). Z1 contained 990 point locations and Z2 contained 
10 point locations. For example, in series A, Z1 was the combination of the nine 
grid-squares evenly distributed on the idealized landscape. We equally increased 
the size of each grid unit without shifting their centers until they covered the 
entire idealized landscape at dataset 50. Meanwhile, Z2 simultaneously 
decreased in size until it vanished at dataset 50. In each series, dataset 1 was 
highly clustered (non-uniform) and dataset 50 was completely random (uniform, 
also see Fig 2.2) (Ong et al 2012). We summarized the description of the five 
series in Table 2.1. The detailed description of how we created series B – E is 






Figure 2.1 Spatial arrangement of points in Z1 and Z2, using Dataset 1, Dataset 
25 and Dataset 50 in Series A as examples. Z1 is the region composed of nine 
square grids that are evenly distributed in the idealized landscape (Red), and 
contained 990 random locations. Z2 is the complimentary regions of Z1, covering 
the other parts of the idealized landscape (Blue) and containing 10 random 
locations. From dataset 1, the grids of Z1 equally increase in size until they cover 
the entire landscape exhibited in Dataset 50.  
 
Table 2.1 Summary of distribution center, spatial arrangement and location of Z1 
in the idealized landscape of the five point pattern series A – E (See details in 
Appendix B). 
Series Distribution Center of Z1 Description of spatial arrangement and location of Z1 in relation to the idealized landscape 
A 
Nine grids centers, evenly 
distributed in the landscape 
(0.167, 0.167), (0.167, 0.500), 
(0.167, 0.833). (0.500, 0.167), 
(0.500, 0.500), (0.500, 0.833), 
(0.833, 0.167), (0.833, 0.500), 
(0.833, 0.833) 
Evolved from Multi-center clustered to random pattern 
Z1: Not attach edge 
B 
Top right corner of the 
landscape 
(0.985, 0.985) 
Evolved from Mono-center clustered to random pattern 
Z1: Attach edge for both variables, both with top value 
C 
Center of the landscape 
(0.500, 0.500) 
Evolved from Mono-center clustered to random pattern 
Z1: Not attach edge 
D 
Shift from bottom to center of 
the landscape 
(0.500, 0.150) to (0.500, 0.500) 
Evolved from Mono-center clustered to random pattern 
Z1: Attach edge for one variable (Temperature) 
E 
Bottom right corner of the 
landscape 
(0.985, 0.015) 
Evolved from Mono-center clustered to random pattern 
Z1: Attach edge for both variables, one with top value 
(Temperature) 

















Figure 2.2 Five series of point pattern gradient in the idealized landscape 
(Continue to next page for details) 
Series A  
 
Series B  
 
Series C  
 
Dataset 1 Dataset 25 Dataset 50 
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Figure 2.2 Continued. Each series evolves from highly clustered (Dataset 1) to 
random (Dataset 50). The 50 datasets in each series formed a pattern gradient. 
The aim was to simulate the actual situations of the point pattern distribution in 
the environmental space. Here, datasets 1, 25 and 50 are presented (from left to 
right). Specifically, Series B and Series D are designed to capture the different 
ratio of presence and absence depending upon the different initial clustered-
center location (Z1). Red circles represent the pseudo-absence sites and solid 
green dots represent the presence sites. The higher resolution graphs for part of 
Dataset 1 (marked as 1 – 5) of the five series are also provided (b)  
Series D  
 
Series E  
 
Dataset 1 Dataset 25 Dataset 50 
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These five series served as artificial occurrence data to test the impact of the 
point pattern of the virtual species distribution data on model performance 
(reliability and accuracy). We used the ‘Create Random Points’ tool in ArcMap to 
generate the uniform patterns in Z1 and Z2 with a Poisson distribution (Ebdon 
1977, ESRI. Released 2011. ArcGIS 10.0. Redlands, CA: Environmental 
Systems Research Institute).  
 
Although each dataset was generated through combining random points from Z1 
and Z2, our preliminary analysis indicated that it did not completely eliminate the 
possibility of regional pattern bias in the idealized landscape (e.g., highly 
clustered in one small subarea while highly dispersed in some other subareas of 
the same size). Therefore, to reduce the possible spatial bias due to random 
chances, we ran 7 iterations to generate different sets of random points (i.e., 
each iteration had different locations of presence/pseudo-absence data for each 
of the 50 datasets). 
 
For each iteration, we ran 5 replications to assign different localities of 
presence/pseudo-absence based on the random number of the Bernoulli 
distribution, given the ‘true’ probability of presence (PT). Therefore, each of the 
50 datasets in each series had a total of 35 runs of occurrence patterns. Means 
and standard errors of the metrics of measuring spatial patterns calculated from 
the 35 runs were used to correlate data quality and model performance 




dataset (35 runs x 50 datasets x 5 series = 8,750 total runs) to achieve sufficient 
statistical power given our computational capacity. 
 
2.3.3 Measurement of species distribution data quality 
We created a composite measure (PICE) to quantify the quality of species 
distribution data by capturing the degree of proximity to ideal completeness and 
evenness. PICE includes the calculation of completeness ratio and nearest 
neighbor statistics, which implies completeness and evenness respectively. The 
completeness ratio is the degree of coverage of the observed species 
occurrence in the corresponding environmental space of its known or observed 
niche, which is the entire idealized landscape for this virtual species (the two-
dimensional space of the climatic variables). This was specifically designed for 
the SDMs using presence-only occurrence data (e.g., MaxEnt, see the 
explanation in 2.3.1). For example, the observed occurrence of the virtual 
species was sampled from the range of 0.2 to 0.3 for the environmental variable 
‘precipitation’, then the completeness of this species for the dimension of 
precipitation was (0.3-0.2) / 1= 0.1. For a two-dimensional environmental space, 
the completeness ratio (Ω) can be calculated by multiplication of the 
completeness of each dimension as follows: 




where Ci is the observed occurrence range of the environmental variable i, and Ni 




variable i (e.g., from 0 to 1 in the idealized landscape for this virtual speices). The 
range of Ω varies from 0 to 1, which reflected the degree of completeness the 
known or observed niche is covered: it approaches 0 when the proportion of the 
coverage is close to none, and approaches 1 when the proportion of coverage 
reaches the entire known range (Kadmon et al. 2003, see details of method in 
Appendix C). 
  
The other component of PICE is the nearest neighbor statistics, which 
quantitatively describes spatial point pattern and measures the degree of 
‘clustering’ or ‘dispersion’. Nearest neighbor statistics compares the average 
distance from each point to its paired nearest neighbor in the observed point 
pattern with that in an ideal uniform point pattern (i.e., regular or random; Clark 
and Evans 1954, Acevedo 2012). Note that the description of spatial point 
patterns (i.e., ‘clustered’ or ‘dispersed’) in the corresponding environmental 
space is extent-dependent, so the point pattern analysis should be based on the 





Figure 2.3 Spatial point pattern at two different extents: 1. black rectangle with 
solid outline: entire environmental space in the idealized landscape; 2. blue 
rectangle with dashed outline: subarea of the landscape. The spatial patterns of 
points were defined as clustered at extent 1 but dispersed at extent 2.
Boundary of Extent 1 




The spatial point patterns discussed in Clark and Evans can be summarized and 
visualized as the four main scenarios (Appendix D, Acevedo 2012). Spatially, 
given the fixed scale and focused extent in a two-dimensional space, uniform 
pattern assumes that the density of points in one subarea is equal to the density 
of points in any other subarea of the same size and shape and it can be further 
categorized as regular and random. On the other hand, a non-uniform pattern 
assumes that the point density of subareas varies by different locations of these 
subareas of the same shape and size, and it can be further categorized as 
gradient and clustered (Clark and Evans 1954, Davis et al 2002). We included 
more details of different point patterns in Appendix D. The core concept of 
nearest neighbor analysis is to calculate the mean Euclidean distances between 
each point and its paired nearest neighbor, and then compare the result with the 
expected or theoretical situation, which the point patterns are perfectly uniform 
(random). According to Clark and Evans (1954), the mean of observed distance 
DO can be represented by 




where ri is the distance for the ith point to its paired nearest neighbor and N is the 
total number of points in the environmental space. Particularly, the derivation of 
the expected mean nearest neighbor distance DE in uniform pattern (random) 
can be obtained from Poisson distribution. When the edge effects of the 













where A is the total area of the environmental space in the known or observed 
niche and n is the number of points. A/n is the point density ρ. Nearest neighbor 
statistic (R) is the ratio of observed (DO) to expected (DE) mean nearest neighbor 
distance, 




According to Clark and Evans (1954), if the point pattern is completely clustered, 
R approaches to 0, in which all of the points would be aggregated. If the point 
pattern of the species distribution is randomly located in the niche, R approaches 
1. Our composite measure (PICE) of the spatial pattern of the species 
distributions localities was defined as the product of completeness (Ω) and the 
nearest neighbor statistic (R), 
PICE = R × Ω 
The value of PICE varies from 0 to 1, which represents the convergent proximity 
of the species occurrence data to the spatially completed coverage and perfectly 
uniform, in terms of the known or observed niche in the environmental space. If 
PICE= 0, it represents the species occurrence data has the largest deviation from 
perfect completeness and evenness, while PICE = 1 represents total 
convergence to perfect completeness and evenness in the environmental space. 
We directly associated PICE with the model evaluation measurement (binned 




landscape. Note that PICE is calculated only from the occurrence localities we 
marked as ‘presence’ in the idealized landscape. In practice, calculation of PICE 
for species occurrence in presence-only format of the actual species should not 
include the records from the pseudo-absence or ‘background’ data. 
 
2.3.4  Simulation of SDMs 
In this study, we designed three model algorithms to simulate different possible 
scenarios of actual modeling methods in terms of the selection of environmental 
variables in the modeling process akin to Phillips and Elith (2010). Model 1 
estimated the probability of species occurrence only from one environmental 
variable, or the species only responded to or was constrained by one 
environmental factor -- temperature. The probability of presence predicted in 
Model 1 was p1 = 0.25 + 0.5×T. In practice, this could result from some of the 
essential predictors controlling the species distribution not being correctly 
identified or some predictors being mistakenly excluded due to the SDMs method 
(Phillips and Elith 2010). Model 2 estimated the probability of presence from both 
of the variables (T and P) as a comprehensive suite of the possible combinations 
of the environmental variables. It also included the interactions between these 
two variables, in the form of p2 = 0.125×((T + P)2) + 0.25×(T + P). We assumed 
that Model 3 was the ‘true’ probability of presence of the species, p3 = (T+P)/2. 
Both variables were included in Model 3 but without interactions between them, 
which represented the idealized situation when the predictors were independent 




2.3.5 Model evaluation  
Model performance is generally described as predictive accuracy, which has two 
components: discrimination and calibration (Vaughan and Ormerod 2005). 
Discrimination is the ability of model to correctly distinguish occupied from 
unoccupied sites, whereas calibration measures the agreement between 
predicted probabilities of occurrence and observed proportions of sites occupied 
(Pearce and Ferrier 2000). In this study, we focused on calibration - the 
numerical accuracy of prediction, which is essential but often neglected in most 
modeling process (Vaughan and Ormerod 2005, Philips and Elith 2010). 
Calibration can be examined graphically via a ‘binned’ method (Pearce and 
Ferrier 2000, Vaughan and Ormerod 2005) by plotting the median values of 
predicted probabilities in each of the predefined predicted probability intervals 
against the fraction of the actual observed localities (marked as ‘presence’) vs. 
the the total localities within each of these probability intervals, as shown in Fig 
2.4. The overall calibration across all the predicted probability intervals, which 
indicates the general model performance, can be obtained through the slops of 
linear regression line of these plots. If the slope is equal to 1, it indicates the 
model is generally well calibrated; if the slope is larger than 1, it indicates the 
model is generally underestimated; and conversely, if the slope is smaller than 1, 
it indicates the model is generally overestimated (Vaughan and Ormerod 2005). 
In this study, we divided the predicted probability into 10 intervals and plotted the 




Figure 2.4 Binned calibration method. Red line corresponds to the perfect 
calibration of the model, when the plotted points fall on the 1:1 line. The 
coefficient of the regression line (black) represents the overall calibration of each 




2.3.6 Association between model performance and spatial point pattern of 
species occurrence data 
To analyze the association between model performance and PICE for the 50 
datasets in each of the five point pattern series, we plotted the averages of 
slopes and the standard errors (± 1) (from the linear regression of binned method) 
against the average PICE of the 35 runs, including 7 iterations x 5 replications for 
each of the 50 datasets in the five series, using the three simulated models (e.g. 
Fig 2.5). Therefore, we were able to track the overall trend of model calibration of 
the 50 datasets against PICE in terms of model reliability and accuracy, which 
was along the point pattern gradients of the virtual species’ occurrence data.  
 
Reliability can be reflected by the standard error of the 35 runs for each of the 50 
datasets against PICE in a series (e.g., Fig 2.5b). For example, when the models 
are reliable, the variation (or standard error) should be minimized, regardless 
whether the averages of slopes were approaching 1. Accuracy is measured by 
the coefficient of the binned calibration (slope of the linear regression line such 
as the one in Fig 2.4), which is based on the averages of the 35 runs for each 
dataset. If the models are accurate, the averages of slopes approach 1. The line 







Figure 2.5 The scatterplots and MARS regression for Series A (As an example). M1, M2 
and M3 represent Model 1 (temperature only), Model 2 (both temperature and 
precipitation, interaction included), and Model 3 (both temperature and precipitation, 
interaction not included) respectively. See selection 2.3.4 for model details. This graph 
indicated model reliability (a) and accuracy (b) against PICE, along the spatial point 
pattern gradient. Each circles in the scatterplots generated from the 35 aggregated 
statistical results from 35 runs of the slopes of the linear regression lines of ‘binned’ 
calibration method (7 iterations x 5 replications). 2.5a and 2.5b were generated from the 
average values and the standard error of the 35 runs, respectively. MARS was used to 
determine the critical thresholds or turning point (PICE) of the model reliability and 
accuracy respectively (see the vertical bars): model stabilized (reliable, 2.5b) or 












































To better illustrate the trend of model reliability and accuracy against PICE, we 
used multivariate adaptive regression splines (MARS, Friedman 1991) to 
determine the critical thresholds along the pattern gradient generated (measured 
by PICE) from 50 datasets in each of the five series. MARS is a non-parametric 
regression model and is able to predict the continuous dependent variable with 
one or more predictors. The benefit of using MARS is that it is able to reveal the 
complex data structure by partitioning the data into groups, each with its own 
regression functions. MARS is especially useful if the characteristics of the data 
cannot be specified with any single known function (Friedman 1991). 
 
2.3.7 Invasive species case study 
To demonstrate the usefulness of PICE in terms of measuring the quality of 
species distribution data and its implications of model performance, we 
conducted two case studies using two actual invasive plant species occurrence 
datasets from GBIF. We first calculated the PICE value of the occurrence data in 
their corresponding environmental space. Maxent was used to model their spatial 
distributions. We then used two complimentary model evaluation methods: Area 
Under Curve (AUC) and the True Skill Statistics (TSS) to evaluate the model 
performance (Pearce and Ferrier 2000, Manel et al. 2001, Pearson et al. 2004 
and TSS see details in Allouche et al. 2006). AUC is based on the Receptive and 
Operative Curve (ROC), and provides a single-value indicator of the general 
model performance that is not influenced by species prevalence or the specific 




However, AUC is not sensitive to the shift of model accuracy and a poorly fitted 
model may also receive high AUC value. On the other hand, although TSS is a 
threshold-dependent evaluation method, it provides the ability to distinguish 
between a well fitted model and poorly fitted model, which is also not influenced 
by the species prevalence (Allouche et al. 2006). We used Maximum Sensitivity 
plus Specificity (MSS) as the thresholds for TSS to generate the binary maps of 
‘presence’ and ‘absence’ from the continuous prediction of probability in MaxEnt 
(Jiménez-Valverde and Lobo 2007). 
 
2.4 Results 
In general, we found that both model reliability and accuracy increase with data 
quality as measured by PICE. Therefore, as the corresponding point pattern 
envolved from incomplete and clustered to near complete and random, the 
models also performed better. Note that the trend does not proceed gradually 
along the point pattern gradient. Instead, the trend indicates model performance 
‘jumped’ or ‘turned’ significantly between at certain critical PICE values. These 
critical points serve as important indicators of model performance for different 
model algorithms and point patterns. If the PICE value at the critical point is 
smaller, it means model stabilization is easy to achieve, in terms of model 
reliability or model accuracy. This also indicates that models can achieve similar 





Model reliability becomes stable when PICE reaches around 0.17 - 0.35 
regardless of model algorithms or point spatial patterns for 13 of the total 15 
models (Fig 2.6a). Even for the two exceptions (Model 1 in Series A and Model 2 
in Series D), model reliability is high across the entire PICE range. In general, 
model reliability stabilizes when PICE is larger than 0.35. Above this critical value, 
model variability is confined in a minimum range, so 0.35 can be taken as the 
threshold to achieve optimum model reliability (Fig 2.5b and Appendix E). Overall, 
Series C achieves optimum model reliability with lower PICE values than other 
series. 
 
Model accuracy stabilizes when PICE is greater than 0.50 and 0.40 for models 
without completed environmental variables (Model 1) and with completed 
environmental variables (Model 2 and Model 3), respectively (Fig 2.6b). Model 
accuracy improves significantly before these critical PICE values, but with 
minimal improvements after these critical values (Fig 2.5a and Appendix E). After 
PICE values reach the critical thresholds, 14 of the total 15 models have a 
regression slope greater than 0.7 based on the binned method (except Model 1 
in Series E, Fig 2.7). Specifically, the five series (A – E) and three different model 
algorithms (Model 1 – 3) can be each categorized into different groups, based on 
the model accuracy and how fast the model can achieve stable model accuracy 
(PICE values at the critical points): Series A vs. Series B – E, Model 1 vs. Model 








Figure 2.6 PICE value at the critical points represented the stabilized point of the 
optimum model reliability (a) and model accuracy (b) for the three models under 
five different point pattern series in the environmental space, extracted from the 
vertical red lines of Fig 2.5. Species occurrence data in the environmental space 
can be estimated and fitted into each of these 15 conceptual scenarios. Note: 
The characteristics of models: Model 1 -- Incomplete model (lacking variables); 
Model 2 -- Completed model with interactions between variables; Model 3 -- 
Completed model without interactions between variables. 
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In general, the spatial pattern of presence-only data has a high influence on 
model accuracy. Models in series A have higher accuracy than any other series 
(i.e., slopes were closer to 1, Fig 2.7). It is very likely that although series A was  
 
Figure 2.7 Mean accuracy at the critical threshold for each series and model.  
 
clustered around multiple centers (9 in total), those centers were evenly 
distributed in the idealized landscape, or the environmental space of the virtual 
species. However, other series were all clustered in a single center. This again 
confirmed our hypothesis that model performance is very sensitive to the point 
patterns of the species distribution data, and even to how the points are clustered 
specifically. 
 
Models with completed environmental variables (Model 2 and 3), regardless of 
whether interactions were included in the model, most often achieve model 
stability faster (with lower PICE values) than models lacking one or more 
essential environmental variables (Model 1) (Figure 2.6b). We assumed that 
















Model 1 is lack of variables to simulate the possible practical scenario that some 
important variables are not selected in the modeling or the model mistakenly 
excluded some variables originally selected. This addressed the importance of 
predictor selection since models with incomplete environmental predictors 
require a higher degree of representativeness and evenness from the distribution 
data to achieve the optimum accuracy, which in turn increases the cost and 
workload of conducting the modeling and species survey. Also, we compared the 
critical points of models 2 and 3 and found that the inclusion of interactions 
between the environmental variables in a model, when the model used all the 
possible predictors, did not have a significant effect on the threshold of achieving 
stable accuracy (Figure 2.6b). This means interactions between environmental 
variables in SDMs, which are normally included in the modeling procedure, only 
have a minor effect on model performance if the occurrence data share the same 
spatial patterns. 
 
For series with single centers (Series B - E), models in Series C and D achieve 
stable accuracy faster (with lower PICE values) than models in other series. This 
is probably related to the clustering location in the environmental space, since 
the clustered center for Series C was exactly the center of the idealized 
landscape we created, and the clustered center of Series D was only located at 
the center of one variable -- Temperature. In practice, this indicates that if the 
species was sampled starting from the center of the environmental space in this 




the environmental gradients, the collected occurrence data would more likely 
result in higher predictive accuracy of the distribution mapping, comparing with 
the sampling data with the same degree of completeness and evenness (PICE) 
but clustered on the edges of the environmental space. 
 
2.5 Case Study of two invasive plant species 
To illustrate the application of the acceptability criterion (PICE) for the real 
species distribution data, we chose 2 species, Prosopis farcta (PRFA2; Syrian 
mesquite) and Imperata cylindrica (IMCY; cogongrass), from the invasive plant 
species identified in State Noxious Weed List (USDA-NRCS 2010). We firstly 
defined the source of ecological niche presented for the two species. The 
ecological niche for the virtual species was created using an idealized landscape, 
based on all the known or observed areas. But for the actual species, the only 
available ecological niche information came from the native range data, which 
may only partially capture the known or observed range of the species of interest. 
In this study, however, the native range data depicted the extent of species 
distribution from different sources of herbarium collections, current observations 
and other studies, which ensured maximum coverage of the known or observed 
range. Therefore, the acceptability criterion (PICE) is still applicable for the 
global-extent observation of occurrence data and the native range data. 
 
The species distribution data (presence-only occurrence data) for each of the 




to model species distribution based on the presence-only data. In MaxEnt, 
modelers substitute the absence data manually with ‘background’ or pseudo-
absence data (Elith et al. 2006, Phillips et al. 2006, Phillips and Dudík 2008). In 
this study, we used the ‘Target Group’ background, which combined the sites of 
the presence-only occurrence from other species of the same biological groups 
(Phillips et al. 2009). We selected 38 species from the list as a group of species 
composing the locations of the target-group background, based on the number of 
occurrence locations in their native ranges (>100), so that the sample size will 
have very low change of influencing the model performance. This method 
intended to reduce the sampling bias through constructing the background data 
with the identical bias as the sample data (for details, see Phillips et al. 2009). 
 
We obtained the environmental variables from WorldClim 
(http://www.worldclim.org), as the bioclimatic envelope controlling the species 
distributions, and selected 6 variables out of the total 19 variables provided 
based on the general biological proximity to the species of interest and the main 
physiological driver for the survival and growth of plants: annual mean 
temperature (Bio1), isothermality (Bio3), mean temperature of coldest quarter 
(Bio11), annual mean precipitation (Bio12), coefficient of variation of monthly 
precipitation (seasonality, Bio15), and precipitation of driest quarter (Bio17) 
(Austin and Smith 1989, Austin 2002, Austin 2007, Elith and Leathwick 2009) 
with a spatial resolution of 30 arc-seconds (Hutchinson 1995, Hijmans et al. 




from the geographical extent of their native range data. But we noticed that the 
computational load for extraction of the environmental space was beyond the 
capacity of our computers. To reduce the computational load, the environmental 
variables were resampled using cubic convolution and downgraded to the 
resolution of 300 arc-minutes per pixel (0.5 degree, or approximately 34 miles at 
the equator). Cubic convolution interpolation was able to reconstruct and 
preserve a high degree of complexities of the original variables, more accurately 
than nearest-neighbor or linear interpolation methods and more efficiently in 
terms of calculation, although not as accurately as a cubic spline approximation. 
Cubic convolution is widely used in processing the high resolution remote 
sensing data of digital image and meteorology observation, such as geometric 
correction and signal smoothing (Bernstein 1976, Keys 1981, Stabach et al. 
2009). In this study, we used the ‘resample’ tool in ArcMap to calculate the six 
selected environmental variables of the reduced resolution (ESRI. Released 
2011. ArcGIS 10.0. Redlands, CA: Environmental Systems Research Institute). 
 
Since PICE of the virtual species in the idealized landscape was based on the 
two-dimensional environmental space, abdimension reduction method was 
necessary for the actual species with six environmental variables. Becasue the 
environmental variables from the bioclimatic data were usually correlated with 
each other, we used principal component analysis (PCA) to extract the essential 
information from the inter-correlated variables and reduce the dimensions to two 




environmental space so that we could apply the acceptability criterion to the real 
species distribution data (Wold et al. 1987, Abdi and Williams 2010). We 
measured the correlation among the six variables to ensure that the data were 
suitable for PCA. The results indicated that in the correlation matrix, each 
variable had at least one correlation coefficient larger than 0.3 and the overall 
Kaiser-Meyer-Olkin (KMO) value was 0.621 for Prosopis farcta (PRFA2) and 
0.509 for Imperata cylindrica (IMCY) with the individual KMO values also greater 
than 0.5, satisfying the minimum requirement for conducting a PCA (Kaiser 1974). 
Bartlett’s test of Sphericity was statistically significant (p<0.005) which confirmed 
that there were correlations between these variables and they were eligible for 
factorial analysis. We extracted two major components (PCA1 and PCA2) from 
the six variables: for PRFA2, the two components explained 59.85% and 22.84% 
with the eigenvalues of 3.59 and 1.37, both larger than 1; for IMCY, the two 
components explained 51.84% and 24.61% with the eigenvalues of 3.11 and 
1.66, both larger than 1. Scree plots also indicated that we should retain two 
components (Cattell 1996). Meanwhile, the rotated component matrix showed 
the interpretability criterion was satisfied because of the ‘simple structure’ 
between the variables and major components (Thurstone 1947). Therefore, we 
retained two components for the six environmental variables for the two species. 
We used the varimax orthogonal rotation method in PCA so that the two major 
components were orthogonal and suitable for the calculation of PICE. To 
reconstruct the species distribution data in the environmental space, we plotted 




the two-dimensional space enclosed by boundaries, defined as the maximum 
and minimum values extracted from the environmental variables within the 
species’ native range data. The occurrence data in the new and two-dimensional 
environmental space represented the linear composite of the optimally weighted 
original variables. We implemented all the PCA procedures in SPSS (IBM Corp. 
Released 2011. IBM SPSS Statistics for Windows, Version 20.0. Armonk, NY: 
IBM Corp). 
 
In addition to the comparison of PICE values of the occurrence data with the 
thresholds we found earlier in this paper (Summarized in Fig 2.6), we also 
included other evaluation methods as the alternative indicators for the model 
performance for the predictions of MaxEnt. We addressed the validation of the 
model predictions from MaxEnt for these two species with the model 
discrimination ability, in addition to the high correlation between PICE and the 
model calibration (using the ‘binned’ method). Here, calibration is the agreement 
between predicted probabilities of occurrence and observed proportions of the 
localities truly occupied, while discrimination is more of an internal validation for 
the sample data, which is defined as the model ability to differentiate between 
occupied and unoccupied localities. Area Under Curves (AUC) and True Skill 
Statistics (TSS) are two discrimination indicators that can be used for the 
presence-only occurrence data, with or without actual observation (Pearce and 




measurements are complementary and reflect different perspectives of model 
performance (See 2.3.7 for detail). 
 
Visualization of the occurrence in the environmental space of the realized niche 
indicated a distinction between the patterns of the two species, with greater 
tendency of PRFA2 for higher degree of ‘completeness’ and ‘evenness’ than that  
of IMCY (Fig 2.8). In environmental space, the occurrence patterns of PRFA2 
and IMCY were similar to series D and E in Fig 2.6. The calculated PICE value 
for PRFA2 and IMCY were 0.449 and 0.215, respectively. PRFA2 had a high 
degree of completeness Ω = 0.830 and evenness (randomness) R = 0.541, so 
PICE = 0.449. We found that the spatial point pattern of PRFA2 in environmental 
space was similar to the earlier-middle datasets (similar to Dataset 15 to 25) in 
series D of the conceptual virtual species and had passed the threshold for 
stable accuracy (PICE = 0.31) (Fig 2.2, attached edge for one variable and 
completed variables without interactions). In addition, the model reliability was 
already stable (PICE > 0.35). Conversely, IMCY had a lower degree of 
completeness (Ω = 0.600) and evenness (randomness; R = 0.358), so PICE = 
0.215. The point pattern of IMCY in environmental space was similar to the 
earlier pieces (close to Dataset 5 to 15) in series E of the virtual species, and did 
not reach the threshold for stable accuracy (PICE < 0.38; Fig 2.2, attached edge 
for both variables, one with top value and completed variables without 





To further compare the model-independent PICE method (without actual 
modeling) with other model evaluation methods (AUC and TSS) based on actual 
MaxEnt modeling, we also evaluated the models using the presence-background 
data of these two species. AUC and TSS for PRFA2 were 0.991 and 0.902, 
much higher than those of IMCY, which were 0.890 and 0.656 respectively. But 
note that the difference of model quality for these two species was more obvious 
when we referred to TSS value instead of AUC, this was highly likely due to 
effect of prevalence of species occurrence (size of the study region): sample size 
of IMCY was much larger than PRFA2, which may result in the falsely higher 




Figure 2.8 Point patterns of species occurrence data in the extracted 
environmental space (from the native range) for Prosopis farcta (PRFA2, a) and 
Imperata cylindrica (IMCY, b), represented by the component scores of the 
dimension reduction results of PCA. Red dots represent the occurrence data   
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locations reflected in the environmental space. Boundaries of the 
environmental space correspond to their environmental space within the 
native ranges. The extents of the environmental space reflect the relative size 





In this study, we confirmed that quality of species distribution data -- 
completeness and evenness of the occurrence in the environmental space of the 
ecological niche, is associated with and could potentially determine the 
performance of SDMs, in terms of model reliability and calibration (the numerical 
accuracy of model prediction). We characterized the spatial point patterns of the 
species occurrence data by developing an acceptability criterion, PICE -- the 
composite measure of completeness and evenness for a virtual species in an 
idealized landscape, based on two-dimensional environmental space. The 
composite measure evaluates the proximity to the perfect coverage and random 
patterns on the idealized landscape, which directly addresses two assumptions 
of the statistic-based SDMs: representativeness and equilibrium. The result 
confirmed our hypothesis that the quality of the species distribution data can be 
measured through the degrees of deviance from representativeness and 
equilibrium in terms of the point patterns of the occurrence records. This effect 
can be reflected on the model performance. We found that model performance is 
predictable and can be improved when PICE increased. In other words, for any 
species, the species distribution data (occurrence data) will be more useful for 
the modeling as its point pattern becomes more random and complete in the 
related environmental space of the known or observed ecological niche. Also, 
model performance is stabilized when the corresponding PICE reaches certain 
critical thresholds. We found obvious thresholds (turning points) for optimizing 




Generally, if a model included all the necessary environmental variables, model 
performance (reliability and accuracy), was stabilized when PICE = 0.40, 
regardless of model algorithm used or the point patterns simulated. 
 
The case study of the two actual species PRFA2 and IMCY indicated that PICE 
is able to estimate the model performance through distinguishing different 
qualities of species distribution data in practice. Species occurrence data from 
PCA results of the reduced two-dimensional environmental space (extracted from 
original 6 environmental variables) revealed that these two species had obviously 
different point patterns in terms of completeness and evenness (Fig 2.8). For 
model evaluation, PRFA2 received high values of AUC, TSS and PICE. IMCY 
received low value of AUC and TSS while the PICE was also low.  
 
The correlation between the acceptability criterion (PICE) and predictive 
accuracy clearly indicated and confirmed the conclusion from other studies that 
sampling bias has a profound impact on predictive accuracy (Kadmon et al. 
2003). However, such sampling bias has been difficult to describe in the 
modeling work without survey information, especially for the presence-only data. 
In this study, we quantitatively link sampling bias to the spatial point patterns of 
sampling occurrence in the environmental space. Modelers can refer to the 
related thresholds and estimate what the predictive results will be like when 
applying these data in the SDMs. Although we only discussed such correlation 




other SDMs. Guisan et al. (2007) assessed the effect of different components of 
SDMs on model performance, including model techniques, species 
characteristics (traits) and data quality. They focused on 30 tree species native to 
Switzerland with various sampling extent and diverse ecological traits. They 
found that regardless of the model techniques, the species that were able to 
produce good or useful modeling results based on the AUC all had narrow 
ecological niches and relative narrow geographical distribution. This was very 
likely due to the ease of sample collection in a small region. In other words, 
survey efforts for these species could more easily achieve relatively complete 
sample occurrence data in their ecological niches while also the sampling sites 
are evenly across the entire sampling regions. In such a localized geographical 
area, it is possible to eliminate the bias caused by the natural or man-made 
barricades, fragments or low accessibility to roads, if the sampling sites are 
carefully selected. But for the species with wide ecological niches and broad 
geographical distributions, high proximity to perfect completeness and evenness 
of the occurrence data are much more difficult to achieve, and datasets will likely 
have lower completeness and evenness (Guisan et al. 2007). 
 
One component of PICE is nearest neighbor statistics (R). In the calculation, we 
assumed R has the range from 0 - 1. But R can approach to 2.15 when the point 
patterns become uniform and regular (Clark and Evans 1954). An R value of 2.15 
indicates the mean distance to the nearest neighbor is maximized and the points 




distanced from its six neighbor points. However, in this study, we found that the 
point patterns of the virtual species in the idealized landscape mostly occurred in 
the R range from 0 to 1, and most of the actual species distribution or ‘presence-
only’ occurrence locations from GBIF also only indicated the value of R ranges 
from 0 to 1, rather than the theoretical range from 0 to 2.15. In other words, it 
seems impossible for the species occurrence data to achieve a uniform (regular) 
pattern in environmental space. This may result from many uncontrollable factors 
in species survey, such as the inevitable non-linear relationship between 
coordinates of geographical space and the magnitude of environmental variables 
in environmental space; and the inaccuracy of the environmental predictors, such 
as errors from the interpolated bioclimatic variables. We also found that it is 
impossible to achieve higher degree of uniform other than the random pattern in 
real data collection, even by regulating or maximizing distances in environmental 
space. Random point patterns are very rare but still possible, e.g., at a relatively 
small scale at which the environmental variables remain constant and the 
sampling sites of the investigated species were collected in a random manner. 
Therefore, we only considered the range of the nearest neighbor statistic 
between 0 - 1 in the calculation of PICE. 
 
In addition, from model evaluation perspective, commission errors may be more 
sensitive than the omission errors in responding to the climate variables used 
(Karl et al. 2000). However, this relationship has only been discussed under 




approaches the boundary of the climate range. This is not equivalent to what we 
discuss in this study. The decrease in model complexity mostly increases the 
geographical areas predicted as suitable habitat, but we cannot assume a similar 
increase in terms of the corresponding areas in environmental space, so the 
sampled data boundary may not extend to approach the boundary of climate 
range. On the other hand, for invasive species, the consequence of omission 
errors is more serious than commission errors in terms of the management 
implementations based on SDMs. Commission error in a sense is widely 
available in the sample data because the missing information originated from the 
design of a survey method that failed to capture the environmental and temporal 
variance, which is especially the case for presence-only data. In other words, if 
the clear description of species biological constraint is missing from the niche 
information, inflation of the prediction is usually expected (Karl et al. 2000). 
  
The acceptability criterion (PICE) is able to measure the proximity of point 
patterns to the ideal completed coverage and random distribution in the 
environmental space of the interested species’ known or observed niche. 
However, some variations in the point patterns were still difficult to measure. For 
example, multi-center and mono-center patterns had similar thresholds of PICE 
using Model 1 in series A vs. series B - E (Figure 2.6), but the model 
performance in series A was consistently better than the other four series at the 
same thresholds of PICE in terms of both reliability and accuracy based on the 




indicated that in a species survey, the sampling pattern with multiple centers 
instead of single centers in the niche can improve the modeling result, given the 
equal sampling size. Also, for the idealized landscape, we assumed that the 
fundamental niche, realized niche and ‘biotope’ are approximately equivalent. 
This may only apply to the broad spatial scales, such as global extent, which 
agrees with the species distribution data involved in the case study. In practice, 
regional predictions from SDMs (i.e., species constrained in a small spatial extent 
and finer spatial scales) do not support this assumption. Thus, regional 
conservation management cannot benefit from using PICE to evaluate the quality 
of species distribution data (Soberon 2005). In addition, we only discussed 
MaxEnt in this study and treated the ‘absence’ as ‘background’ data, which does 
not necessarily indicate the species did not occur. This is different from the 
classic species distribution data composed of the comprehensive ‘presence’ and 
‘absence’ records (Phillips et al. 2009). Based on the same view of MaxEnt, we 
marked ‘absence’ records directly inside the ecological niche, which may be not 
suitable for other SDMs using presence-absence data. For presence-absence 
data, the ecological niche represents the environmental conditions and/or biotic 
interactions that are suitable for the species’ survival and reproduction, so the 





2.7 Conclusion  
We demonstrated that the performance of SDMs, in terms of reliability and 
accuracy, is closely related to the quality of species occurrence data. We 
provided a new way to evaluate the data quality through a composite measure – 
an acceptability criterion (PICE) based on the pattern of sampling points in the 
environmental space. PICE measures the degree of proximity of the spatial 
pattern to ideal completeness and evenness. Modelers can estimate the quality 
of the model results by directly measuring the PICE values of the data and 
comparing them with the recommended critical thresholds in this study, so that 
the usefulness of the occurrence data can be assessed before the modeling work. 
The application of the proposed approach is relatively straightforward, including 
the following three steps: (1) convert data (species occurrence data and native 
ranges) from geographic space to environmental space and use PCA to reduce 
its dimensions to 2 if needed; (2) measure the PICE value of sample points in the 
environmental space, and (3) compare the calculated PICE value with the 
recommended minimum PICE value. Unlike other commonly used model 
evaluation methods, such as AUC, TSS and Kappa, PICE does not require 
actual modeling effort; instead, the estimate is based entirely on the sample data. 
Therefore, it is a model-independent evaluation indicator that could potentially 
apply to any statistical SDMs with high calculation efficiency, although further 
research is still needed to test the robustness of this method when using other 
SDMs. Modelers can use this method to preselect and eliminate unsuitable 




explore the application of this method to other invasive species and consider the 
possibility of developing a user-oriented data quality evaluation tool for the 
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Appendix A Model evaluation and contributions of predictors  
Table A 1 AUC, TSS, SPI and contributions (permutation importance in 
percentage) of the six bioclimatic variables, for the 39 invasive plant species. The 
most important contributors are marked for each species (See Section 1.3.2 in 
the main text for the corresponding name of the environmental variables).  
ID Symbol AUC TSS SPI Bio1 Bio3 Bio11 Bio12 Bio15 Bio17 
1 AGAD2 0.992 0.755 0.169 0.3 58.8 3.0 0.1 33.6 4.1 
2 ASFI2 0.963 0.815 0.199 3.5 44.9 9.8 27.5 13.5 0.7 
3 AVST 0.937 0.791 0.072 19.3 50.9 1.3 9.3 5.8 13.4 
4 CHAC 0.970 0.636 0.108 4.2 17.1 32.0 37.0 3.9 5.7 
5 COBE2 0.909 0.716 0.150 16.6 57.8 3.8 1.8 11.2 8.8 
6 CRVU2 0.971 0.828 0.015 0.1 6.5 12.0 64.3 11.0 6.2 
7 DIAB 0.961 0.841 0.115 15.5 82.4 0.1 0.9 0.6 0.4 
8 DIVE2 0.975 0.863 0.527 25.8 47.4 13.1 11.1 2.3 0.4 
9 EIAZ2 0.957 0.759 0.474 32.3 33.6 0.1 10.7 14.4 8.9 
10 EMAU 0.985 0.935 1.000 2.4 76.4 0.1 17.6 3.5 0.1 
11 EMSP 0.968 0.858 0.166 25.7 29.3 32.0 9.0 0.1 3.9 
12 GAOF 0.934 0.803 0.121 18.5 16.7 21.8 2.9 30.4 9.6 
13 HYVE3 0.915 0.678 0.036 10.7 78.6 0.7 1.0 0.1 8.8 
14 IMBR 0.901 0.667 0.277 12.4 74.3 1.7 0.6 6.7 4.3 
15 IMCY 0.890 0.778 0.002 12.2 40.6 3.4 19.6 15.0 9.1 
16 IPAQ 0.958 0.803 0.060 35.0 30.6 17.4 0.8 0.1 16.1 
17 ISRU 0.944 0.814 0.143 10.4 10.4 3.3 63.9 8.8 3.2 
18 LISE3 0.977 0.887 0.016 0.1 46.3 2.5 45.5 3.9 1.8 
19 MEQU 0.953 0.794 0.030 28.4 19.7 34.8 7.7 4.3 5.0 
20 MEMA 0.953 0.794 0.052 5.9 8.2 45.5 27.6 2.2 10.6 
21 MOVA 0.982 0.884 0.401 0.1 7.1 10.5 71.5 7.5 3.4 
22 ORRU 0.972 0.874 0.152 85.7 3.6 0.3 5.5 3.2 1.6 
23 OTAL 0.961 0.846 0.149 58.9 21.1 2.6 8.8 0.3 8.3 
24 PASC6 0.863 0.658 0.036 32.4 21.9 30.7 10.7 1.1 3.2 
25 PECL2 0.984 0.857 0.045 11.1 77.3 0.1 0.8 0.1 10.7 
26 PEMA80 0.969 0.859 0.354 10.2 79.0 0.1 0.2 4.2 6.3 
27 PEPE24 0.982 0.904 0.000 0.1 5.3 87.6 1.1 0.3 5.8 
28 PEPO14 0.951 0.804 0.245 3.8 70.9 11.6 2.3 1.3 10.1 
29 PRFA2 0.991 0.952 0.032 2.6 0.4 28.7 0.3 0.1 67.9 
30 PRPA4 0.974 0.847 0.715 0.9 46.6 3.6 47.1 1.5 0.4 
31 PRST3 0.981 0.864 0.318 15.9 29.3 6.8 41.7 0.1 6.3 
32 ROCO6 0.905 0.722 0.175 2.5 68.8 14.3 2.0 7.0 5.5 
33 SASP 0.891 0.716 0.152 21.1 26.0 3.3 7.4 35.8 6.2 
34 SAAU 0.955 0.797 0.193 69.9 17.0 2.1 0.4 4.6 5.9 
35 SEPUP3 0.898 0.694 0.005 8.3 43.1 11.6 18.5 13.6 4.9 
36 SOTA3 0.963 0.874 0.356 26.1 18.5 10.8 1.0 28.3 15.4 
37 SOVI2 0.974 0.929 0.252 10.8 55.8 3.2 2.5 27.4 0.3 
38 TRPR5 0.958 0.826 0.112 15.1 35.7 20.0 1.7 20.7 6.8 




Appendix B Creation of spatial patterns B - E 
We described the details of how to create series B – E as below. In series B, Z1 
was a uniform (random) distribution in one square unit with the size equivalent to 
the total size of the nine grid-square units in series A, but it started evolving from 
the top right corner of the idealized landscape with the center coordinate (0.985, 
0.985) and then we equally increased the size until it covered the entire idealized 
landscape, so that Z2 was simultaneously decreased in size until vanished at 
dataset 50 (Fig 2.2 series B). In series C, Z1 was a uniform (random) distribution 
in the same size one square unit as B, but with the center coordinate (0.5, 0.5), 
and Z2 simultaneously shrink size until vanished at dataset 50 (Fig 2.2 series C).  
In series D, Z1 was also a uniform (random) distribution in the one square unit 
same size as series B, but with the shifting center coordinate attached to the line 
x = 0.5, from (0.5, 0.15) to (0.5, 0.5). We also equally increased the size until it 
covered the entire landscape, so that Z2 was simultaneously decreased in size 
until vanished (Fig 2.2 series C). In series E, Z1 was a uniform (random) 
distribution in one square unit the same size as in series B, but it started evolving 
from the lower right corner of the landscape with the center coordinate (0.985, 
0.015) and then equally increase in size until it covered the entire idealized 
landscape, so that Z2 was simultaneously decreased in size until vanished (Fig 
2.2 series E). The procedure of creating the five series is also summarized in 




calculated for each unique point pattern, evolved from very low (PICE ≈ 0.1) in 
Dataset 1 to very high (PICE ≈ 0.95) in Dataset 50 (Table A 1). 
 
Table B 1 Acceptability criteria (PICE) values for Dataset 1, 25 and 50 of five 
point pattern series (gradients) 
Series Dataset 1 Dataset 25 Dataset 50 
Mean Range Mean Range Mean Range 
A 0.067 0.025 0.463 0.034 1.013 0.049 
B 0.115 0.047 0.521 0.046 1.013 0.034 
C 0.089 0.043 0.443 0.018 1.008 0.025 
D 0.123 0.050 0.477 0.035 1.000 0.014 






Appendix C Calculation of completeness ratio Ω 
 
Figure C 1 Calculation of Completeness ratio Ω. The ratio was based on two 
environmental variables in the idealized landscape: Temperature and 
precipitation. The range enclosed the point at the maximum and minimum 
















































































Uniform (Regular)  Uniform (Random)  
Non-Uniform (Gradient)  Non-Uniform (Clustered)  
Figure D 2     Virtualization of basic types of point patterns. Uniform and non-
uniform and some specific cases. Uniform pattern describes the spatial 
relationship which the density of points in any subarea of the interested region is 
equal if the size and shape being the same. Conversely, non-uniform pattern 
describes the pattern with the density of points varies between one subarea and 
any other subarea. Quantitatively, regular pattern means the distance between 
each point and their paired points remain equivalent for one more specified 
directions (in this case vertical and horizontal, see Figure C 1, a) within the 





subarea is the same as any other subarea of the same size and shape, 
regardless of the location of these subareas (Figure C 1, b). Gradient patterns 
means the probability of locating one individual point varies inversely with 
distance to the points have already been located from single-clustered center 
(Figure C 1, c); while clustered pattern also means probability of locating one 
individual point varies inversely with distance to the points have already been 





























































Figure E 1 Continued. The scatterplots and MARS regression for Series C. 





















































Figure E 1 Continued. The scatterplots and MARS regression for Series D. 


















































Figure E 1 Continued. The scatterplots and MARS regression for Series B - E, 
based on the internal variation and gradient trend for series B – E along the 
spatial point pattern. Regression curves combined different fitting function for 
partitioned ranges of PICE and it clearly indicated the critical points (thresholds, 
see main text for details). Red vertical lines represent the critical PICE values for 
the internal variation or gradient trend: model stabilized (reliable, Figure D 1, 
b,d,f,h) or approached Y=1 stably (optimized accuracy, Figure D 1, a,c,e,g). The 
stabilized values reach a plateau which approached the Y=1 line, indicating that 
the models were well calibrated. Blue, green and red lines represent Model 1, 2 
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