THE

Introduction
One way of defining an integral is through properties of its primitive. This is a function whose derivative is in some sense equal to the integrand. See [6] for the relevant spaces of primitives.
In this paper we define integrals of tempered distributions by taking L p as the space of primitives for 1 ≤ p < ∞. Such functions need not have pointwise derivatives so the distributional derivative is used. The distributions integrable in this sense are the weak derivative of L p functions but have many properties similar to L p functions. This approach was followed in [16] with the continuous primitive integral. The primitives were functions continuous on the extended real line. The space of distributions integrable in this sense is a Banach space under the Alexiewicz norm, isometrically isomorphic to the space of primitives with the uniform norm. Primitives were taken to be regulated functions in [18] . A function on the real line is regulated if it has a left limit and a right limit at each point. This again led to a Banach space of distributions that was isometrically isomorphic to the space of primitives with the uniform norm. The space of distributions that have a continuous primitive integral is the completion of L 1 and the space of Henstock-Kurzweil integrable functions in the Alexiewicz norm. The regulated primitive integral provides the completion of the signed Radon measures in the Alexiewicz norm. In the current paper we again define a Banach space of distributions, only now it is isometrically isomorphic to an L p space.
The outline of the paper is as follows.
Section 2 provides some notation for integrals and distributions. Then in Section 3 we define the space L p to be the set of distributions that are the distributional derivative of L p functions on the real line. This is our space of integrable distributions. We define I q to be the absolutely continuous functions that are the indefinite integral of functions in L q . See Definition 3.1. Such functions are multipliers and the integral is defined as is isometrically isomorphic to L 2 so it is a Hilbert space. The inner product is
with respective primitives In Section 10 we sketch out how these integrals can be defined in R n .
Notation
All statements regarding measures will be with respect to Lebesgue measure, denoted λ. For 1 ≤ p < ∞, the Lebesgue space on the real line is L p , which consists of the measurable functions f : R → R such that
To distinguish between other types of integrals introduced later, Lebesgue integrals will always explicitly show the integration variable and differential as above. The
. And, L ∞ is the set of bounded measurable functions with norm 
The Schwartz space, S, of rapidly decreasing smooth functions, consists of the functions φ ∈ C ∞ (R) such that for all integers m, n ≥ 0 we have x m φ (n) (x) → 0 as |x| → ∞. Elements of S will be termed test functions. Sequence (φ j ) ⊂ S is said to converge to φ ∈ S if for all integers m, n ≥ 0, sup 
And, for all a 1 , a 2 ∈ R and all φ, ψ ∈ S, T,
distribution. In such case, T f is called regular and we will often ignore the distinction between f and T f . The differentiation formula
n T, φ (n) ensures that all distributions have derivatives of all orders which are themselves distributions. This is known as the distributional or weak derivative. We will usually denote distributional derivatives by D n F , F (n) or F and pointwise derivatives by F (n) (t) or F (t). For T ∈ S and t ∈ R the translation τ t is defined by [9, 10, 21] for more on distributions.
Laurent Schwartz introduced the notion of integrable distribution, see [15: p. 199-203] and [4] . Define the test function spaces as
and D L 1 (R) which is the dual ofḂ. Schwartz's main structure theorem [15: p. 201 
and some m ≥ 0. If this expansion holds then the functions F n can be taken to be bounded and continuous. Our theory differs in that we take T = F (m) for some F ∈ L p (R) and some m ≥ 1. This is a restricted form of Schwartz's definition but it has the advantage that the resulting space of distributions is a Banach space isometrically isomorphic to L p (R). This provides a class of distributions that behave in many ways like L p functions. A version of the dominated convergence theorem based on this ordering is given. At the end of this section, the integral is also defined in terms of the limit of a sequence of derivatives of step functions.
The
This uniqueness is within the equivalence class structure on L p . Two functions in L p are equivalent if they are equal almost everywhere. We always consider L p as a disjoint union of these equivalence classes. The unique function F in Theorem 3.2 is called the primitive of 
p has the following properties.
(a) It is a Banach space with norm
(c) Its dual space is isometrically isomorphic to I q where q is conjugate to p. 
This a purely formal
F (t) dt and The space I q is isometrically isomorphic to the dual space of 
This defines a bilinear product Ì ÓÖ Ñ 3.6 (Hölder inequality)º Let 1 ≤ p < ∞ and let q be its conjugate.
A consequence of the Hölder inequality is the following convergence theorem.
The proof follows from the equality 
fG where the supremum is taken over all G ∈ I q such that
This shows that f p = f p .
Step functions can be used to give an alternate definition of the integral. If
The step functions are dense in 
. This gives an alternative definition of the integral.
fixed a ∈ R then G and G a differ by a constant. This does not affect the integral in Definition 3.5 since it only depends on the derivative of G.
If F and G are absolutely continuous functions then the integration by parts formula is
provided these limits exist. When F G vanishes at ±∞ the integral in Definition 3.5 agrees with the Lebesgue integral. Similarly, it agrees with the HenstockKurzweil and wide Denjoy integrals. See [6] for the relevant spaces of primitives for these integrals. These limit terms are omitted in Definition 3.5, as they are in the definition of the distributional derivative. For F ∈ L p and G ∈ I q the product F G vanishes in the following weak sense as |x| → ∞.
, p= 1. The result now follows.
Hence, the measure of E (M,N ),ε relative to the interval (M, N ) tends to 0 in this limit. In this weak sense, F (x)G(x) → 0 as |x| → ∞.
Due 
(b) L p is uniformly convex for 1 < p < ∞. Reflexivity follows by Milman's theorem.
(c) The unit ball of L p is strictly convex for 1 < p < ∞.
(e) Homogeneity of norm for
( 
ÈÖÓÔÓ× Ø ÓÒ
F (x)g(x) dx can be computed using an increasing sequence of step functions as follows. First write
The product F g then is a linear combination of four products of positive functions. Hence, it suffices to consider the case F ≥ 0 and g ≥ 0. In the following we take a supremum over step functions
This then furnishes an equivalent definition of the integral.
Examples
In 
regular distributions). For example, S ⊂ L
p for each 1 ≤ p < ∞. Let F ∈ S and let G ∈ I q for any
Then F is continuous on R. Let M > 0. By the second mean value theorem for integrals [6] there is ξ ≥ M such that
which is finite. Similarly,
Condition (a) is here interpreted as a Henstock-Kurzweil integral but can be interpreted as a Lebesgue or wide Denjoy integral. See [6] . A sufficient condition for (b) is that f (t) = O(|t| −β ) as |t| → ∞ for some β > 1 + 1/p. For example, let f (x) = sin(x)/|x|. Then condition (a) is satisfied as a Henstock-Kurzweil or improper Riemann integral. From (b) we see that f ∈ L p for all p > 1. And,
However, the Heaviside step function is regulated, i.e., it has a left and right limit at each point. The Dirac distribution then has a regulated primitive integral. See [18] . Differences of translated Dirac distributions may be in
loc . Note that f is integrable in the principal value sense. Similarly, if G(x) = log |x| e −|x| then G ∈ L p for each 1 ≤ p < ∞ and G (x) ∼ 1/x as x → 0. This last is also integrable in the principal value sense.
Let
Note that f is Henstock-Kurzweil integrable, improper Riemann integrable, and that
The derivative exists at each point and
However, f is integrable in the Henstock-Kurzweil and improper Riemann sense.
To find an explicit formula for f let φ ∈ S. Then
And, F 1 is the Hadamard finite part of the divergent integral
This shows that
Notice that the pointwise derivative of F is F (x) = −γ x −(γ+1) for 0 < x < 1, F (x) = 0 for x < 0 and x > 1, and F (x) does not exist for x = 0, 1. Hence, this pointwise derivative has a non-integrable singularity at x = 0, i.e., it is not in L 
Convolution
The convolution of functions f and g is f * g(x) = 
Many of the L p results have analogues in L p . Use the notationφ(x) = φ(−x) for function φ. First we consider the convolution as * :
This can be defined directly using the integral f * G(
where τ x f, φ = f, τ x φ for distribution f and test function φ. We will write this
To distinguish from Lebesgue integrals, in this section if f ∈ L p then we will always write its primitive as F ∈ L p . Further in this section we define the convolution
r using a limiting procedure and the density of the compactly supported smooth functions in L q . (a) * : 
. Translation for functions is proved in [9: p 240] .
(e) Note that Note that if F ∈ L p and G ∈ I q then F * G need not exist as a function at any point. For example, let F (x) = |x| −4/(3p) for |x| > 1 and F (x) = 0, otherwise. Take g(x) = |x| −(1/q+1/(3p)) for |x| > 1 and g(x) = 0, otherwise.
Lebesgue integral defining F * G(x) diverges for each x ∈ R. Hence, we cannot define f * G as (F * G) . From [12: p. 46], we get the equality F * g ∞ = F 1 g ∞ if and only if |g(y)| = sgn(F (x − y)) for some x and almost all y. Hence, in (e) the operator norm of Ψ G need not equal G I,∞ .
For tempered distributions, the convolution can be defined as * :
, where another equivalent definition is also given.
, since convolution with a constant is zero. Our definition then agrees with the usual one given above when we convolve with the integral of a test function in S. Ò
To see that the definition makes sense, suppose supp(
is a Cauchy sequence in the complete space L r . It therefore converges to an element of L r which we label f * g. Similarly with (F * g n ). This also shows that f * g and F * g are independent of the choice of sequence (g n ).
The 
with the following properties.
Then by Theorem 5.1(a) and the paragraph following Definition 5
(e) Note that
The other cases are similar.
(f) Zemanian [21: 5.4(2) ] uses the definition
(Young's inequality). Whereas, Definition 5.2 and (a) of this theorem give 
Hence, we can define a Banach algebra by 
This product is not compatible with the convolution defined in Theorem 5.3. For example, let g(
Lebesgue integral converges for each s ∈ R. It is known thatF is continuous on R and vanishes at ±∞ (Riemann-Lebesgue lemma). This defines a linear operatorˆ:
. Also, each tempered distribution has a Fourier transform that is also a tempered distribution. If T ∈ S then T , φ = T,φ . The most important properties of Fourier transforms in L 1 and S can be found in [9] .
Since the complex exponential is in I ∞ we can define the Fourier transform in L 1 using the integral definition. It then shares many of the properties of L 1 transforms.
fe s is then well defined as in Definition 3.5.
If f = F ∈ L p and G ∈ I q for conjugate q are periodic then the formula
F (x)G(x) dx can be used to define Fourier coefficients. We will leave a study of L p Fourier series for elsewhere.
(e) Definition 6.1 agrees with the tempered distribution definition.
P r o o f. Most parts are proved by reverting to an L 1 result. For these, see [9: §8.3] .
(e) If φ ∈ S, thenφ ∈ S. Using the tempered distribution definition,
in agreement with Definition 6.1. Dominated convergence is used in (6.1) to differentiate under the integral. The Fubini-Tonelli theorem allows interchange of iterated integrals in (6.2).
The Fubini-Tonelli theorem gives the equality of the integrals in (6.3) and (6.4).
Thus,ˆ:
The Riemann-Lebesgue lemma order relationF (s) = o(s) as |s| → ∞ is known to be sharp for F ∈ L 1 . Hence,f is a continuous function but need not be bounded.
Inner product and Fourier transform in L 2
An important property of the L p spaces is that L 2 is a Hilbert space with 
P r o o f. A necessary and sufficient condition for a Banach space to be a Hilbert space is that the norm satisfy the parallelogram identity x + y 
. This completes the proof.
Using Theorem 7.1 we can define
The norm is as usual defined by
the Parseval equality takes the form
Since the Fourier transform does not commute with the derivative, DF and DF are not necessarily equal. For example, let
We havê
The pointwise derivative is then
Higher derivatives
In [19] , an integral that inverts higher derivatives of continuous or regulated primitives was introduced. Define A 
Half plane Poisson integral
As an application we show the half plane Poisson integral can be defined for distributions in L (n),p and has essentially the same behaviour with respect to · See [1] and [7] for results and further references. However, the boundary values are then taken on in a weak sense, whereas here we have boundary values taken on in the norm · 
Integration in R n
We briefly outline a method of extending the L p integrals to R n . Impose a Cartesian coordinate system on R n and write x = (x 1 , . . . , x n ). Let 1 ≤ p < ∞ and let q be its conjugate. Let
For the distributional derivative write DF (x) = F 12...n (x). Let
. . .
unique F ∈ L p (R n ), the integral is defined with iterated Lebesgue integrals as 
