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Abstract
This paper is concerned with the deterministic optimal control of Itoˆ stochastic systems
with random coefficients. The necessary and sufficient conditions for the unique solvability
of the optimal control problem with random coefficients are derived via the solution to the
coupled stochastic Riccati-type equations. An explicit expression of the deterministic optimal
controller for this problem is given. The presented results include the case of deterministic
coefficient [14] as special case.
Keywords: Deterministic optimal control; random coefficients; FBSDEs; the coupled stochas-
tic Riccati-type equations.
1 Introduction
The linear quadratic (LQ, for short) control problem which was first discussed by Kalman [1]
is one of the classical yet important problem in both theory and engineering applications and
has received great attentions since 60’s of last century. Initially, the deterministic systems were
considered; see [2]-[4] and references therein.
The LQ optimal control problem was extended to stochastic system with multiplicative noise
due to the practical applications; see [6]-[14] and references therein. Stochastic LQ problem was
pioneering studied by Wonham [5]. By using a generalized Riccati equation, J. Bismut solved the
standard stochastic LQ problem in [11], and the result was latter extended to indefinite stochastic
LQ problem in [6]. In [12] and [13], Tang considered the general linear quadratic optimal
stochastic control problem with random coefficients via the stochastic maximum principle and
the dynamic programming principle, respectively. And the mixed optimal control of a linear
stochastic system with a quadratic cost functional was studied in [14].
Different from the previous works, in this paper, we aim to find a deterministic controller for
the Itoˆ stochastic systems with random coefficients. As compared with previous work [14], the
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problem is much involved due to the random coefficient. Actually, the optimal controller of this
problem is not simply a conventional feedback form Ktx(t) as in [12] and [13] or mean-field type
KtE[x(t)] as in [14]. It remains challenging to derive an explicit expression of the deterministic
optimal controller due to the correlation between the state and coefficients.
Motivated by [15] and [16] in which the substantial progress for the optimal LQ control has been
made by solving forward and backward stochasitic differential/difference equations (FBSDEs),
this paper focuses on the deterministic optimal control of Itoˆ stochastic systems with random
coefficients. An analytical solution to the FBSDEs associated with the control problem is derived
and then the necessary and sufficient condition for the unique solvability of linear quadratic
optimal control problem with random coefficients is given via a coupled Riccati-type equation.
The deterministic optimal controller is accordingly designed with Riccati-type equation.
The rest of this article is structured as follows. Section 2 gives the problem statement. The
main result of this paper is presented in Section 3. A summary is shown in Section 4.
Notation : Rn is the n-dimensional Euclidean space and Rm×n the norm bounded linear space
of all m × n matrices. Y ′ is the transposition of Y and Y ≥ 0(Y > 0) means that Y ∈ Rn×n
is symmetric positive semi-definite (positive definite). Let (Ω,F , P, {Ft}t≥0) be a complete
probability space with natural filtration {Ft}t≥0 generated by the standard Brownian motion
w(t) and system initial state augmented by all the P-null sets.
2 Problem Statement
Consider the Itoˆ stochastic system{
dx(t) = [Atx(t) +Btu(t)]dt+ [Ctx(t) +Dtu(t)]dw(t),
x(0) = x0,
(1)
where x(t) ∈ Rn is the state; u(t) ∈ Rm is the control input; w(t) is the one-dimensional
standard Brownian motion. x0 ∈ R
n is the initial value.
The cost functional is given as following
JT = E
{∫ T
0
[
x′(t)Qtx(t) + u
′(t)Rtu(t)
]
dt+ x′(T )PTx(T )
}
. (2)
First, we will make the following assumption.
Assumption 1 The matrix processes At, Ct, Qt : [0, T ] × Ω → R
n×n, Bt,Dt : [0, T ] × Ω →
Rn×m, Rt : [0, T ] × Ω→ R
m×m and the random matrix PT : Ω→ R
n×n are uniformly bounded
and Ft-adapted or FT -measurable. Qt, Rt, PT are positive semi-definite matrices.
The problem to be considered is formulated as
Problem 1 Find a deterministic optimal control u(t) to minimize (2) subject to (1).
Remark 1 Different from the previous works, such as [12] and [13] in which the purpose is to
find a Ft-adapted optimal controller u(t) to minimize the cost functional, or [14] in which the
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coefficients throughout the paper are all required to be deterministic, this paper will discuss the
deterministic optimal control of Itoˆ stochastic systems with random coefficients.
3 Main Result
In order to find the solution to Problem 1, we will introduce the following lemma first, i.e., the
stochastic maximum principle.
Lemma 1 Let Assumption 1 be satisfied. Problem 1 is uniquely solvable if and only if the
following FBSDEs have a unique solution.

0 = E[B′tp(t) +Rtu(t) +D
′
tq(t)],
dp(t) = −[A′tp(t) + C
′
tq(t) +Qtx(t)]dt+ q(t)dw(t),
dx(t) = [Atx(t) +Btu(t)]dt + [Ctx(t) +Dtu(t)]dw(t),
x(0) = x0, p(T ) = P (T )x(T ).
(3)
Proof. As the proof is similar to those in [17], so we omit it here.
Define the following BSDEs as
dPt=−[Qt + PtAt +A
′
tPt +C
′
tPtCt + P¯tCt + C
′
tP¯t]dt+ P¯tdw(t), (4)
dM(t, θ − t)=−[M(t, θ − t)At + M¯(t, θ − t)Ct]dt+ M¯(t, θ − t)dw(t),
t ∈ [0, T ], θ ∈ [t, T ], (5)
M(t, 0)=B′tPt +D
′
tP¯t +D
′
tPtCt −
∫
T
t
{
E[M(t, θ − t)Bt + M¯(t, θ − t)Dt]
′
×Υ−1
θ
M(t, θ − t)
}
dθ, (6)
with terminal values PT . The above BSDEs (4)-(6) will be called the coupled stochastic Riccati-
type differential equations for discussing.
In view of the above preliminaries, the solution to Problem 1 will be given in the sequence.
Theorem 1 Let Assumption 1 be satisfied and the BSDEs (4)-(6) has a solution. Problem 1 is
uniquely solvable if and only if Υt > 0 for t ∈ [0, T ], where
Υt = E[Rt +D
′
tPtDt]. (7)
In this case, the optimal controller is
u(t) = −Υ−1t E[M(t, 0)x(t)], (8)
and the optimal cost function can be expressed as
J∗T = E{x
′(0)P0x(0) −
∫
T
0
(M(0, θ)x(0))′Υ−1
θ
E[M(0, θ)x(0)]dθ}, (9)
moreover, the relationship between costate p(t) in (3) and state x(t) can be presented as
p(t) = Ptx(t)−
∫
T
t
{
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]
}
dθ. (10)
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Proof. Sufficiency: We will verify that when Υt > 0, for any t ∈ [0, T ], Problem 1 has a unique
solution.
For convenience, let
dPt = Ftdt+Htdw(t), (11)
dM(t, θ − t) = Σ(t, θ − t)dt+ Λ(t, θ − t)dw(t), (12)
in which
Ft = −[Qt + PtAt +A
′
tPt + C
′
tPtCt + P¯tCt + C
′
tP¯t], Ht = P¯t, (13)
Σ(t, θ − t) = −[M(t, θ − t)At + M¯(t, θ − t)Ct], Λ(t, θ − t) = M¯(t, θ − t). (14)
Hence, d
[
Ptx(t)−
∫
T
t
{
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]
}
dθ
]
can be calculated by
d
[
Ptx(t)−
∫
T
t
{
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]
}
dθ
]
= dPt · x(t) + Pt · dxt + dPt · dxt −
∫
T
t
{
(dM(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]
+(M(t, θ − t))′Υ−1
θ
E[dM(t, θ − t)x(t) +M(t, θ − t)dxt + dM(t, θ − t)dxt]
}
dθ
+M ′(t, 0)Υ−1t E[M(t, 0)x(t)]dt
= [Ftdt+Htdw(t)] · x(t) + Pt · [(Atx(t) +Btu(t))dt+ (Ctx(t) +Dtu(t))dw(t)]
+Ht(Ctx(t) +Dtu(t))dt−
∫
T
t
{
(Σ(t, θ − t)dt+Λ(t, θ − t)dw(t))′Υ−1
θ
E[M(t, θ − t)x(t)]
+(M(t, θ − t))′Υ−1
θ
E
[
(Σ(t, θ − t)dt+ Λ(t, θ − t)dw(t))x(t) +M(t, θ − t)[(Atx(t) +Btu(t))dt
+(Ctx(t) +Dtu(t))dw(t)] + Λ(t, θ − t)(Ctx(t) +Dtu(t))dt
]}
dθ +M ′(t, 0)Υ−1t E[M(t, 0)x(t)]dt
=
{(
Ft + PtAt +HtCt
)
x(t) +
(
PtBt +HtDt −
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)Bt
+Λ(t, θ − t)Dt]dθ
)
u(t)−
∫
T
t
(
(Σ(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)] + (M(t, θ − t))′Υ−1
θ
×E[Σ(t, θ − t)x(t) +M(t, θ − t)Atx(t) + Λ(t, θ − t)Ctx(t)]
)
dθ +M ′(t, 0)Υ−1t E[M(t, 0)x(t)]
}
dt
+
{
Htx(t) + PtCtx(t) + PtDtu(t)−
∫
T
t
(Λ(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
}
dw(t). (15)
On this basis, applying Itoˆ’s formula to x′(t)
[
Ptx(t)−
∫
T
t
{
(M(t, θ−t))′Υ−1
θ
E[M(t, θ−t)x(t)]
}
dθ
]
,
taking integral from 0 to T and then expectation, we have that
E
∫
T
0
d
{
x′(t)
[
Ptx(t)−
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
]}
= E
∫
T
0
{
dx′(t) ·
[
Ptx(t)−
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
]
+x′(t) · d
[
Ptx(t)−
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
]
+dx′(t) · d
[
Ptx(t)−
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
]}
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= E
∫
T
0
{
x′(t)[A′tPt + Ft + PtAt +HtCt + C
′
tHt + C
′
tPtCt]x(t) + u
′(t)D′tPtDtu(t)
+x′(t)
(
PtBt +HtDt + C
′
tPtDt −
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)Bt + Λ(t, θ − t)Dt]dθ
)′
u(t)
−x′(t)
∫
T
t
(AtM(t, θ − t) + Σ(t, θ − t) + CtΛ(t, θ − t))Υ
−1
θ
E[M(t, θ − t)x(t)]dθ
+u′(t)
[
(B′tPt +D
′
tPtCt +D
′
tHt)x(t)−D
′
t
∫
T
t
(Λ(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
−B′t
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
]
+ x′(t)(M(t, 0))′Υ−1t E[M(t, 0)x(t)]
−x′(t)
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[(Σ(t, θ − t) +M(t, θ − t)At + Λ(t, θ − t)Ct)x(t)]dθ
}
. (16)
In view of (11)- (14) and (16), it yields that
JT = E
{
x′(0)P0x(0)−
∫
T
0
(M(0, θ)x(0))′Υ−1
θ
E[M(0, θ)x(0)]dθ
+
∫
T
0
(
u(t) + Υ−1t E[M(t, 0)x(t)]
)′
Υt
(
u(t) + Υ−1t E[M(t, 0)x(t)]
)
dt
}
. (17)
Since Υt > 0, the optimal controller can be obtained, i.e.,
u(t) = −Υ−1t E[M(t, 0)x(t)], (18)
and the optimal cost function can also be presented as
J∗T = E
{
x′(0)P0x(0) −
∫
T
0
(M(0, θ)x(0))′Υ−1
θ
E[M(0, θ)x(0)]dθ
}
. (19)
Necessity: Next we will illustrate the result that if Problem 1 has a unique solution, Υt > 0 will
be satisfied.
From Lemma 1, when Problem 1 is solvable, the FBSDEs (3) exists a solution. Assume that
the solution to FBSDEs (3) can be expressed as
p(t) = Ptx(t)−
∫
T
t
{
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]
}
dθ, (20)
q(t) = P¯tx(t) + PtCtx(t) + PtDtu(t)−
∫
T
t
(M¯(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ, (21)
where (Pt, P¯t) and (M(t, θ − t), M¯ (t, θ − t)) satisfy the BSDEs (4)-(6).
In the sequence, we will verify that dp(t)+[A′tp(t)+C
′
tq(t)+Qtx(t)]dt−q(t)dw(t) = 0. Applying
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Itoˆ’s formula to p(t) in (20), similar to the lines of (15), we can obtain that
dp(t) + [A′tp(t) + C
′
tq(t) +Qtx(t)]dt− q(t)dw(t)
=
{(
− [Qt + PtAt +A
′
tPt +C
′
tPtCt + P¯tCt + C
′
tP¯t] + PtAt + P¯tCt
)
x(t)
+
(
PtBt + P¯tDt −
∫
T
t
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)Bt + M¯(t, θ − t)Dt]dθ
)
u(t)
−
∫
T
t
(
− [M(t, θ − t)At + M¯ (t, θ − t)Ct])
′Υ−1
θ
E[M(t, θ − t)x(t)]
+(M(t, θ − t))′Υ−1
θ
E[−(M(t, θ − t)At + M¯ (t, θ − t)Ct)x(t) +M(t, θ − t)Atx(t)
+M¯(t, θ − t)Ctx(t)]
)
dθ +M ′(t, 0)Υ−1t E[M(t, 0)x(t)]
}
dt
+
{
P¯tx(t) + PtCtx(t) + PtDtu(t)−
∫
T
t
(M¯ (t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
}
dw(t)
−q(t)dw(t) +
{
A′t
[
Ptx(t)−
∫
T
t
{
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]
}
dθ
]
+Qtx(t)
+C ′t
[
P¯tx(t) + PtCtx(t) + PtDtu(t)−
∫
T
t
(M¯ (t, θ − t))′Υ−1
θ
E[M(t, θ − t)x(t)]dθ
]}
dt.(22)
Plugging (20) and (21) into (3), we have that
0 = E
{
B′t[Ptxt −
∫
T
t
{
(M(t, θ − t))′Υ−1
θ
E[M(t, θ − t)xt]
}
dθ] +Rtu(t)
+D′t[P¯txt + PtCtx(t) + PtDtu(t)−
∫
T
t
(M¯(t, θ − t))′Υ−1
θ
E[M(t, θ − t)xt]dθ]
}
= E[Rt +D
′
tPtDt]u(t) + E
{[
B′tPt +D
′
tP¯t +D
′
tPtCt
−
∫
T
t
E[M(t, θ − t)Bt + M¯(t, θ − t)Dt]
′Υ−1
θ
M(t, θ − t)dθ
]
x(t)
}
= Υtu(t) + E[M(t, 0)x(t)], (23)
it yields that
u(t) = −Υ−1t E[M(t, 0)x(t)]. (24)
In view of (22) and (24), we can obtain that dp(t)+ [A′tp(t)+C
′
tq(t)+Qtx(t)]dt− q(t)dw(t) = 0.
Noting Lemma 1, i.e., when Problem 1 is uniquely solvable, the FBSDEs (3) has a unique
solution, we know that (20) and (21) is the unique solution of FBSDEs (3).
Applying Itoˆ’s formula to x′(t)p(t), then similar to the line of (16), we obtain that
JT = E
{
x′(0)P0x(0)−
∫
T
0
(M(0, θ)x(0))′Υ−1
θ
E[M(0, θ)x(0)]dθ
+
∫
T
0
(
u(t) + Υ−1t E[M(t, 0)x(t)]
)′
Υt
(
u(t) + Υ−1t E[M(t, 0)x(t)]
)
dt
}
. (25)
In what follows, Υt > 0 will be proved.
Let λt be any fixed eigenvalue of the matrix Υt, t ∈ [0, T ]. We will show thatmes({t ∈ [0, T ]|λt <
0}) = 0, where mes denotes the Lebesgue measure. Let νλ(t) be a unit eigenvector (i.e.,
6
ν
′
λ
(t)νλ(t) = 1) associated with the eigenvalue λt. Define In as the indicator function of the set
{t ∈ [0, T ]|λt < −
1
n
}, n = 1, 2, · · · . Fix a scalar δ ∈ R and consider the state trajectory x(·) of
system (1) under the feedback control
u(t) =
{
0, if λt = 0
δIn(t)
|λt|
1
2
νλt −Υ
†
tE[M(t, 0)x(t)], if λt 6= 0
(26)
On this basis, using the controller (26), then JT in (25) can be further calculated as
JT = E
{
x′(0)P0x(0)−
∫
T
0
(M(0, θ))′Υ−1
θ
E[M(0, θ)x(0)]dθ − δ2
∫
In
dt
}
=
1
2
E
{
x′(0)P0x(0)−
∫
T
0
(M(0, θ))′Υ−1
θ
E[M(0, θ)x(0)]dθ
−δ2mes
(
{t ∈ [0, T ]|λt < −
1
n
}
)}
. (27)
If mes
(
{t ∈ [0, T ]|λt < −
1
n
}
)
> 0, then by letting δ → ∞, we obtain JT → −∞, which
contradicts with JT ≥ 0. Hence mes
(
{t ∈ [0, T ]|λt < −
1
n
}
)
= 0. Since {t ∈ [0, T ]|λt < 0} =⋃∞
n=1{t ∈ [0, T ]|λt < −
1
n
}, we conclude that mes
(
{t ∈ [0, T ]|λt < 0}
)
= 0, i.e., Υt ≥ 0. Finally,
by virtue of the unique solvability of Problem 1 and (25), the positive-definiteness of Υt follows.
This completes the proof.
Assumption 2 At, Bt, Ct,Dt, Qt, Rt are deterministic matrix-valued functions with suitable sizes,
and Qt, Rt, PT are positive semi-definite.
Corollary 1 Let Assumption 2 be satisfied. Problem 1 is uniquely solvable if and only if
Υ˜t = Rt +D
′
tP1(t)Dt, (28)
is strictly positive, in which
P˙1(t) +Qt + P1(t)At +A
′
tP1(t) + C
′
tP1(t)Ct = 0, P1(T ) = PT . (29)
In this case, the optimal control is
u(t) = −Υ˜−1t [BtP2(t) +D
′
tP1(t)Ct]Ext, (30)
where
P˙2(t) + P2(t)A˜t + A˜
′
tP2(t) + Q˜t − P2(t)B
′
tΥ˜
−1
t BtP2(t) = 0, P2(T ) = PT (31)
with A˜t := At − B
′
tΥ˜
−1
t D
′
tP1(t)Ct, Q˜t := Qt + C
′
tP1(t)Ct − C
′
tP1(t)DtΥ˜
−1
t D
′
tP1(t)Ct, and the
optimal cost can be obtained that
JT = E
{
x(0)′P1(0)[x(0) − Ex(0)] + x(0)
′P2(0)Ex(0)
}
. (32)
Moreover, the relationship between the costate p(t) and state x(t) is
p(t) = P1(t)[x(t)− Ex(t)] + P2(t)Ex(t). (33)
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proof. “Sufficiency:” When Υ˜t in (28) is positive, we will illustrate the unique solvability of
Problem 1 under Assumption 2. Applying Itoˆ formula to P1(t)[x(t) − Ex(t)] + P2(t)Ex(t), we
have that
d
{
P1(t)[x(t)− Ex(t)] + P2(t)Ex(t)
}
= P˙1(t)[x(t)− Ex(t)]dt + P1(t)d[x(t)− Ex(t)] + P˙2(t)Ex(t)dt + P2(t)dEx(t)
= P˙1(t)[x(t)− Ex(t)]dt + P1(t)[(Atx(t) +Btu(t))dt+ (Ctx(t) +Dtu(t))dw(t)
−(AtEx(t) +Btu(t))dt] + P˙2(t)Ex(t)dt + P2(t)(AtEx(t) +Btu(t))dt
=
{
[P˙1(t) + P1(t)At]x(t) + [−P˙1(t)− P1(t)At + P˙2(t) + P2(t)At]Ex(t) + P2(t)Btu(t)
}
dt
+[P1(t)Ctx(t) + P1(t)Dtu(t)]dw(t). (34)
In view of (34), it yields that
d
{
x(t)′ [P1(t)(x(t)− Ex(t)) + P2(t)Ex(t)]
}
=
{
(Atx(t) +Btu(t))
′ [P1(t)(x(t) − Ex(t)) + P2(t)Ex(t)] + x(t)
′[P˙1(t) + P1(t)At]x(t)
+x(t)′[−P˙1(t)− P1(t)At + P˙2(t) + P2(t)At]Ex(t) + x(t)
′P2(t)Btu(t)
+(Ctx(t) +Dtu(t))
′[P1(t)Ctx(t) + P1(t)Dtu(t)]
}
dt+
{
(Ctx(t) +Dtu(t))
′
×
[
P1(t)[x(t) −Ex(t)] + P2(t)Ex(t)
]
+ x(t)′[P1(t)Ctx(t) + P1(t)Dtu(t)]
}
dw(t)
=
{
x(t)′[P˙1(t) + P1(t)At +A
′
tP1(t) + C
′
tP1(t)Ct]x(t) + u(t)
′D′tP1(t)Dtu(t)
+x(t)′[−A′tP1(t) +A
′
tP2(t)− P˙1(t)− P1(t)At + P˙2(t) + P2(t)At]Ex(t)
+u(t)′[B′tP1(t) +D
′
tP1(t)Ct]x(t) + x(t)
′[P2(t)Bt + C
′
tP1(t)Dt]u(t)
+u(t)′[−B′tP1(t) +B
′
tP2(t)]Ex(t)
}
dt+
{
(Ctx(t) +Dtu(t))
′[P1(t)(x(t) − Ex(t))
+P2(t)Ex(t)] + x(t)
′[P1(t)Ctx(t) + P1(t)Dtu(t)]
}
dw(t). (35)
Taking the integral from 0 to T and the expectation on both sides of (35), it yields that
JT = E
[
x(0)′ [P1(0)(x(0) − Ex(0)) + P2(0)Ex(0)]
]
+
∫
T
0
{
Ex(t)′[P˙2(t) + P2(t)At +A
′
tP2(t) + C
′
tP1(t)Ct +Qt]Ex(t)
+u(t)′[B′tP1(t) +D
′
tP1(t)Ct]Ex(t) + Ex(t)
′[P2(t)Bt + C
′
tP1(t)Dt]u(t)
+u(t)′[−B′tP1(t) +B
′
tP2(t)]Ex(t)
}
dt
= E
[
x(0)′ [P1(0)(x(0) − Ex(0)) + P2(0)Ex(0)]
]
+
∫
T
0
{
Ex(t)′(BtP2(t) +D
′
tP1(t)Ct)
′Υ˜−1t (BtP2(t) +D
′
tP1(t)Ct)Ex(t)
+u(t)′[B′tP2(t) +D
′
tP1(t)Ct]Ex(t) + Ex(t)
′[P2(t)Bt + C
′
tP1(t)Dt]u(t)
}
dt
= E
[
x(0)′ [P1(0)(x(0) − Ex(0)) + P2(0)Ex(0)]
]
+
∫
T
0
[u(t) + Υ˜−1t (BtP2(t) +D
′
tP1(t)Ct)Ex(t)]
′
×Υ˜t[u(t) + Υ˜
−1
t (BtP2(t) +D
′
tP1(t)Ct)Ex(t)]dt. (36)
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From (36) and Υ˜t > 0, we can obtain that the optimal control is
u(t) = −Υ˜−1t (BtP2(t) +D
′
tP1(t)Ct)Ex(t), (37)
and the optimal cost is
JT = E
[
x(0)′ [P1(0)(x(0) − Ex(0)) + P2(0)Ex(0)]
]
. (38)
“Necessary:” Under Assumption 2, if Problem 1 has a unique solution, Υ˜t > 0 will be proved.
From (34), similar to the lines of the necessary part in Theorem 1, we can derive the proof, so
we omit it here.
Remark 2 The above result presented in Corollary 1 is parallel to the result for the case of
B2t = 0 and D
2
t = 0 in [14]. Concretely, under Assumption 2, (4)-(6) can be rewritten as
0 = P˙t +Qt + PtAt +A
′
tPt + C
′
tPtCt, (39)
∂M(t, θ − t)
∂t
= −M(t, θ − t)At, (40)
M(t, 0) = B′t
[
Pt −
∫
T
t
M(t, θ − t)′Υ−1
θ
M(t, θ − t)dθ
]
+D′tPtCt, (41)
Υt = Rt +D
′
tPtDt, (42)
u(t) = −Υ−1t M(t, 0)Ext. (43)
Further, let
Ft = −
∫
T
t
M(t, θ − t)′Υ−1
θ
M(t, θ − t)dθ, (44)
and its derivative can be obtained that
F˙t = −FtAt −A
′
tFt +M(t, 0)
′Υ−1t M(t, 0). (45)
Let P2(t) = Pt + Ft, from (39) and (45), it yields that
P˙2(t) = P˙t + F˙t
= −(Pt + Ft)At −A
′
t(Pt + Ft)− C
′
tPtCt −Qt +M(t, 0)
′Υ−1t M(t, 0)
= −P2(t)At −A
′
tP2(t)− C
′
tPtCt −Qt + (B
′
tP2(t) +D
′
tPtCt)
′Υ−1t (B
′
tP2(t)
+D′tPtCt). (46)
Therefore, (10) can be reexpressed as
p(t) = Pt[x(t)− Ex(t)] + P2(t)Ex(t). (47)
In view of these, we can obtain that the main result presented in Theorem 1 can be reduced to
the result in Corollary 1, i.e., the case of B2t = 0 and D
2
t = 0 in [14].
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4 Conclusion
In this paper, we have solved the deterministic LQ control of Itoˆ stochastic systems with random
coefficients by presenting the necessary and sufficient solving conditions and explicit controller
via a new coupled Riccati-type equation.
As compared with the LQ control problem with deterministic coefficients or Ft-adapted control,
the considered problem in this paper is very involved. The key technique for us to derive the
results are the analytical solution to the FBSDEs originated from maximum principle.
It can be shown from this paper and our earlier works [15] and [16] that the technique of
solving FBSDEs is very powerful to optimal control. Actually, it has been successfully applied
to solve many difficult problems such as stochastic control with delay, irregular LQ control, LQ
control with asymmetric information and LQ control in networked control systems and so on;
see [18]-[22] and references therein.
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