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It is shown that solvability of the second order quasilinear elliptic equation 
Qn = 0 in JL with first order nonlinear boundary condition Nu = 0 on LX2 can be 
inferred from appropriate estimates on solutions of the problem QU = f in 0, 
Nu = 0 on aI as f varies over a suitable function class. This result improves 
previous work of the author, where estimates were required on solutions of Qn = f 
in R, Nu = cp on LXJ as (f, o) varies over some function space. The value of this 
improvement is demonstrated by some examples. 
A previous work [3] studied second order quasilinear elliptic equations 
with nonlinear boundary conditions: 
Qu=O ina, Nu=O on&L’ (0.1) 
for S a smooth bounded domain in R”. Under certain technical assumptions 
on the coefficients of Q and N, the solvability of (0.1) was reduced to the 
establishment of certain a priori bounds on solutions of 
Qu= f in ~2, Nu=cp ona0 (0.1’) 
as the pair (f, CJI) varies over a suitable function space Y,. The choice of Y, 
is motivated by the conditions under which these estimates can be obtained 
as well as by the method of proof of the solvability of (0.1). For the 
problems considered in [3, Sects. 4, 5 ] ( see also [4, Sect. 7]), an appropriate 
choice for Y, is the set of (f, (o) with a certain smoothness and the maximum 
of Ip,) less than or equal to a nonzero constant. However, more recent 
investigation [S] has shown that a better choice of Y, would be the set of all 
(f, 0) with f having a certain smoothness, and such a Y, is not permitted 
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under the hypotheses given in [3]. Here, we modify the arguments of 13 ] to 
allow such a Y,. 
We proceed as follows. In Section 1, we give the basic definitions. The 
reduction of solvability of (0.1) to estimates on solutions of (0.1’) with o = 0 
is given in Section 2. Since we are dealing with very general boundary 
conditions, we do not know a priori that the boundary condition Nu = 0 on 
20 can be satisfied. (That it can be, is assumed in Section 2.) Conditions 
under which there is a function u with NU = 0 on 6JR are discussed in 
Section 3. Examples are presented in Section 4. 
It should be noted that the method of continuity can also be used to 
reduce the solvability of (0.1) to the establishment of a priori bounds on 
solutions of (0.1’) when f and o have the form f = fQu, and o = tNu,, for 
some zq, and all t E [0, 11. On the basis of the estimates in 151. it is natural 
to take U, so that Nu, = 0; the proof that such a u,, exists is suggested by the 
method of 131, but not by the method of continuity. Thus, beyond their 
intrinsic value the results of Section 2 serve to motivate those in Section 3. 
1. DEFINITIONS 
Let k be a non-negative integer and let 0 < a < 1. We denote by C” ’ “(fi) 
or just Ckcrr the usual Banach space of functions with (globally) a-Holder 
continuous kth derivatives on a domain a c P”: the norm is denoted bv 
I I k+n. When BR E Ckta with k > 1, Cj’“(KJ) and j-l,i + il,scJ are well defined 
for j+/3<k+a. We also set ~~+n=Cktn(a)~‘Ck*‘*~(a~) with 
norm11 Il. 
The operators Q and N have the form 
Qu = a”(~, u, Du) Diju + a(x, u, Du), Nu = b(x. u, Du). (1.1) 
We assume (0.1) to be elliptic, that is, there is a positive function A such that 
u”(x> z, P) iiij > n(x3 z* P> I Cl’ for all < E I)“- 
b,(x, z. P) . y(-r) > qx, z, P). 
(1.21 
where z and p are replacement variables for u and Du, respectively. b,, = 
%b/+, and y(x) is the inner normal to 30 at x. 
Let k be a nonnegative integer and let a and p be constants with 0 < b ( 
a < 1. Suppose that 
aij, a!, a:, a, al, and up are in Ckt “(6 x Bi x a,“). 
6. b,, and b, are in C”“+“(an x F x F”). 
(1.3) 
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We define maps P and P, (for u E Ck+*+‘) from Ck’*” to Fkta by 
Pu = (Qu, Nu), P,(v) = Iii [P(u + EW) - Pu]/e; 
the evaluation of P, in terms of a”, a, b, and their derivatives can be found 
in [3]. We also define 
K kt2tu = {u E CktZta: Nu = 0 on 3.0). 
2. SOLVABILITY FROM ESTIMATES 
Here we show that it sufftces to estimate functions u E KkfZfa (in terms 
of QU and data from the problem (0.1)) in order to prove that (0.1) is 
solvable. The proof of this fact is similar to that of [3, Theorem 1 ] which is 
based on a theorem of Caristi [ 11: 
LEMMA 1. Let (V, d) be a complete metric space and let (D: V + [0, a) 
be lower semicontinuous. If g: V+ V satisfies 
d(v, g(v)> < v)(v) - &c(v)) for all v E K (2.1) 
then g has a fixed point. 
This leads to our basic result. 
THEOREM 1. Let Q and N have the form (1.1) and obey (1.2). Let Z&J E 
c k+2+n for some a E (0, 1) and k a nonnegative integer, and suppose (1.3). 
Let /3 E (0, a) and suppose that 
for all UEK~‘*‘~, there is wEC~+‘+~ such that P,(v)= 
-Pu, (2.2a) 
Kk + ’ + B is nonempty, (2.2b) 
if u E Kkt2+‘, then Ju/,+~ ,< C(Q, N, /Qulk+4,fi) for some 
6E (0, 1). (2.2c) 
Then (0.1) has a solution u E Ck+2+B. 
Proof: The basic idea is to proceed as follows. Given a u E Kkt *’ B, we 
can make an O(E) perturbation of u which decreases )I Pu IJ by O(E). Since 
this perturbation may take us out of KkC2+4, we show that an additional 
O(E) perturbation brings us back to Kk+*” (while still decreasing I] Pull by 
O(E)). With appropriate identifications, Lemma 1 allows us to infer that 
Pu = 0 for some u E Kk+2+4. 
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For simplicity we consider only the case li = 0; the extension to positive k 
is done using a straightforward modification of [ 3. Corollary 2 1. 
In Lemma 1, set 
v = P(K2’4). d(t’,,u,)=lI~, -L’2/l, P7(L’) = 3 II L’ll. 
As in [ 3 1, (I’, d) is a complete metric space by virtue of (2.2~). Thus we 
need only determine a function g satisfying (2.1). The choice of g is similar 
to that in [ 3, Lemma 41, except that here we must stay in K’ ’ /‘. 
For c E V, choose u E KZCD and w E C2” such that 
Pu = -P,(lq) = L’. 
By definition of P,, for any t > 0, if E > 0 is small enough, then 
and hence 
II lP(u + w) - pu 1 - &P,(W>ll < te II pu II 
~lP(u+EVI)-(l--E)Pu/I~te/lPuIl. 
Since Nu = 0 and l/(f, q~)ll > I q 1, +B:BR. it follows that 
I wu + w)l I +B:aR G t& II w 
Now let p be a positive constant such that b,(x. z. p) . 7(x 
xEa2, /z--u(~)l~Iwlo~ IP-Wx)l<2+ 
and suppose F is so small that (2.3) is valid with 
t < PlIIP4, &< 1. 
(2.3 1 
(2.4) 
) > p whenever 
l&4* 
(2.5) 
Setting U, = IA + FV/, we obtain from (2.4) and the theorem of the mean that 
kb(x, u,, Du, f (2t/,u)c /IPull y)> ztb(x. u,, Du,) + 2tc l/Pul/ > 0. 
Hence, by the implicit function theorem, there is a function f E C” “(t?Q) 
such that 
b(x,u,,Du, +jj/)=O on %R. 
lflo;an G P/P) t.5 IlPull. 
Further, it is well known (see, e.g., [2, Lemma 2.5 1) that there are a function 
y7EC “’ fi and a positive constant C such that ( 1 
c” = 0, Dcp = fy on aQ, 
Id *+4<ClflI+o:an. 
(2.6) 
214 GARY M. LIEBERMAN 
Thus, if g(u) = P(u + EW + lo), then g(v) E K Inequality (2.1) is then a 
simple consequence of 
IIP(u + EV + rp> - (1 - E)PulI < 9 IlPull (2.7) 
and the triangle inequality (see the proof of [3, Lemma 41 for details). 
We now establish (2.7) for sufftciently small E. In particular, we assume 
(2.5). We first estimate IDfIs;an, or more precisely max Ic’~DJI~;~~ where 
c ” = 8” - y,ys. Since crsDs is a tangential differential operator along 6Y2, we 
can apply it to the equation b(x, u, , Du, + fv) = 0. Using the abbreviations 
and 
b,, = b,,(x, u 1, Du I>, b;$ = b,,(x, uI , Du, + fy), etc., 
g’ =-crs[b,x + b,DsUl + bpiDisUl], 
we thus obtain 
b, . ycrsDsf = g’ + h’. 
Since g’ = PD,(b(x, ui , Du,)), it follows from (2.4) that 
I a3;m < t& IIW 
We now use the theorem of the mean (with respect to p) to infer that 
h’ = k’f for some k’ E C”(aQ) with 
lk’l O;L?R G Cl Y I%an G C,(lfl,;an + 1) 
for some constant C,. Taking (2.5) into account we obtain 
lfllt4;m G C,tE IIJWI (2.8) 
for some constant C, = C,(C,, p, [b, . ylbiao). 
We now obtain (2.7) from this estimate on f. The triangle inequality gives 
llP(u+EVI+Ip)-(~--)~~Il~Il~(~+~W+Ip)--(~+~W)II 
+ IIP(u + EV) - (1 - E)Fql. 
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We estimate the first term on the right-hand side of this inequality via the 
theorem of the mean and (1.3); the second is estimated via (2.3). Hence. 
there is a positive constant C, such that 
llP(u + w + VI - (1 - &> Pull 
G c3 /(o/2+4 + t& llP4 
<(CC,C,+ l)t4IPuIl by (2.6~(2.8). 
The proof is completed by taking E < 1 small enough that (2.3) is valid with 
t = 1/(2CC, c, + 2 + 11 pu II/p,. I 
3. THE NONEMPTY CONDITION 
In Theorem 1, it is crucial to the proof that Kki “’ be nonempty. In fact 
(0.1) is not solvable if K k+2td is empty because, by definition, a solution of 
(0.1) lies inK kt2t5 For this reason we now present sufficient conditions for . 
Kk ’ 2tD to be nonempty. We remark that similar conditions have appeared in 
14. 5 1 where they are used to infer various a priori estimates. 
THEOREM 2. Let Q and N have the form (1.1) and obey (1.2). Let 
8~ E ck+Z+a for some a E (0, 1) and k a nonnegative integer, and suppose 
(1.3). Suppose that there are positive constants M, and p, such that 
b(x, z, -p,y) < 0 for z>M, 
b(x,z,p,,Y) > 0 for z < -M,. 
(3.1) 
Suppose also that there is a p&itive increasing function ,u such that 
I b,(x, z, P)I ,< 44) b,(x, z, P) 
. Y(X) for Ipl >,u~zl) and b(x, z, p) = 0. (3.2) 
[f also bL < 0, then Kk ” ia is nonempty. 
Proof The proof proceeds in two steps. First we show that there are g, E 
CktZS “(aa) and g, E Ckt “,(,fl) such that 
b(x, g,, g,y)=O on %R. (3.3) 
Then we show that there is g, E Ckt ‘+a(afl) such that 
0, g, , D’g, + g, y) = 0 on XJ. (3.4) 
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where D’g, is given by (D’gl), = cijDjg, (c” is defined in Section 2; note 
that D’ is a tangential operator and hence D’g, is well defined). Assuming 
for a moment the validity of these assertions, we infer that any function u E 
c k+2+a(fi) for which 
u= g,, Dud y=g, on 3.0 
lies in Kk’2’n; such a function exists by virtue of [2, Lemma 2.51. 
To determine g, and g,, we first use (3.1), (1.2), the inequality b, < 0, and 
the implicit function theorem to obtain a function g E Ckt It *(an) for which 
b(x, g(x) M, 9 -g(x) ~1 Y> = 0 on aR. 
As in Section 2, let ,u2 and ,D, be positive constants such that b, . y >p2 and 
lbrl <,u~ whenever 
Iz -dx)M,I < 1 and IP- g(x>Pu,Y(x)l G 1. 
Ifg,EC kt2’a(X!) is chosen so that 
s~~lg,--M,gl~fminll,p,/~,}, 
then 
+b(x, g, > (+ 1 - gdy) > 0 
and hence there is g, E Ck+ltu(&2) such that (3.3) holds. 
To prove the existence of g,, we consider (3.4) as the special case s = 1 
and h(,, = g, of a more general equation 
b(x, g, , SD%, + A(,, Y> = 0 on aa, (35) 
and introduce the set 
s = {s E [O, 11: (3.5) is valid for some h(,, E Ck+‘+=(XJ)}. 
We wish to show that 1 E S. Since we have just seen that 0 E S, it suffices to 
show that there is a constant q0 such that if s E S and if 0 <n < 
min{g,, 1 - s}, then s + n E S. The constant no is determined as follows. By 
virtue of (3.2) and [5, Lemma 4.21, there is a constant K such that 
] h(,, loian < K whenever s E S and ho, is a solution of (3.5). Let ,u~ and ,u~ be 
positive constants such that b,(x, z, p) . y < ,uu, and (b,(x, z, p)] < ,u, whenever 
z = g,(x) and IPI G lD’&an +K+ 1, 
and choose r0 = 4 min{ l,,+/p3}. Thus, if s E S and 0 < r < min(q,, 1 -s}, 
we have s + n ,< I and 
*b(x, g, 3 (s + rt> D’s1 + &,, Y * Y>  0 on an 
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The implicit function theorem then gives a solution h,, + ,,, E Cl‘+ ’ ‘“(da) of 
(3.5), so s + q E S. As noted above, this implies that 1 E S and hence that 
there is a solution g, E Ck+itu(aQ) of (3.4). 1 
Of course other combinations of hypotheses are also sufficient for Kk + ’ A R 
to be nonempty. We list here some alternatives. 
THEOREM 2’. Theorem 2 is valid if we replace the hypothesis b; < 0 bjx 
b;Cc z. P) < 4 z I) b,(x. z, P) 
. ‘icy) for I~lZiu(lzl)andb(x,z~p)=O. (3.6) 
Proof: Set pz = 1 + p, + M, ,@4,). Because b, y > 0, it follows that 
-$ b(x, tM, , -wl y) < 0. 
Taking this inequality into account, we proceed as in Theorem 2 with ,u, 
replaced by P, and (3.1) replaced by 
*b(x, ~frM,, ~,uu, y) < 0. I 
THEOREM 2”. Let Q and N have the form (1.1) and obey (1.2). Let 
ijf) E ck+?+n for some a E (0, 1) and k a nonnegative integer. and suppose 
(1.3). Suppose also that b can be written as 
b(x, u, Du) = A (x, u, Du) v(x) + (D(x, u). 
Suppose finally that there are a positive constant M, and a positive 
increasing function ,a, with ,a(M,) > 1. such that (3.6) holds and also 
&4xAPD[l-,liilr,) cp(x z) fi 
t 
1 
l - Pu(l4) 
- p.A(x,z,p)~lpllA(x.z, P)l. 
1 
these last two inequalities being satisfied whenever 1 pl > ,uu(iz I). 1 z I > M, . 
and b(x, z, p) = 0. Then KkiZin is nonempty. 
Prooj It is readily seen that 
fb(x, Mf,, ~(/.@f,) + 1)~) < 0. (3.7) 
The proof is now the same as Theorem 2 with the following replacements: 
(3.7) for (3.1), p(M,)+ 1 for p,, and 14. Lemma2.l(b)] for 
[5. Lemma 4.2 ]. 1 
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4. EXAMPLES 
Our first example is from [5, Sect. 51. Let q and r be numbers with 
q > -+, r > -i, let XJ E C3+rr for some a E (0, l), and let f and v, be 
arbitrary C 2ia functions with ]ol0 < 1 if r = -f. We set 
uij= 6’j + 2q(l + /plypipj, a=-z(l +lpl’>+f(x), 
b= (1 + IP12jrPiYi + V(X) 
in (1.1). The hypotheses of Theorem 1 are readily verified: (1.3) is clear, 
(2.2a) follows from [3, Remark (3), p. 7611; (2.2b) follows from Theorem 2, 
and (2.2~) was established in [5] for this example. Hence (0.1) has a C3t4 
solution in this case. We note that this fact was proved in [5] only for 
r > -4 and that the case r = -4 needed to be handled separately. On the 
other hand the case q = -i requires estimates not given in [5]. Finally when 
r = q = -4 in this example, (0.1) is essentially the capillary problem. 
More generally let us assume that Q and N have the form (l.l), that (1.3) 
holds with k = 1, and that there are a positive increasing function ,D and a 
positive decreasing function v such that 
uij = uij(p), aijPiPj> v(l)/(l + IPI) a, G -4 PI), b; < 0, 
%~-~(lZI)~(PHP12 for IPI <,44), 
1 (laijI + lg!l> lPl2 + I2 + laxI + IPI lapI 
i,.i 
where II is the (positive) minimum eigenvalue of uii and 
db = (-f b,giDi(Crs) D,uD, u + PrCrSbx.T)/(CrSDr UD, U) + 6, 
(P was defined in the proof of Theorem 1). Suppose also that there are 
constants M, and ,u, such that (3.1) is satisfied. It follows from Theorem 2 
that K3fD is nonempty for any p E (0, a). The remaining hypotheses of 
Theorem 1 are verified by using [5, Lemmata 2.4, 3.2,4.4] and [3, 
Remark (3), p. 7611. Hence (0.1) is solvable under these hypotheses. This 
result is very close to [5, Theorem 21 after taking into account the remarks 
following [5, Lemma 4.41. The major difference is that the conditions given 
here for b are more general and easier to verify than those in [5]. 
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Our final example is more in the nature of an observation. If we consider 
Q and N of the form 
Qu = div(A (x, Du)) + B(x, U. Du). 
Nu = A (x, Du) . y(x) + p(x). 
such that there is a function F(x, p) for which A(x, p) = ii’F(x, p)/;tP then 14 ) 
contains appropriate estimates to apply Theorem 1, provided certain 
structure conditions are satisfied. In order to show, via [ 3, Theorem 1’ 1, that 
(0.1) has a solution, an entire section [4. Sect. 7) was spent establishing 
certain technical hypotheses. By using results given here, namely Theorems 1 
and 2”. we can infer [4, Theorem 7.2) immediately. 
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