ABSTRACT SPEC CPU2006 is a compute-intensive benchmark suite designed to stress a computer system's processor, memory subsystem, and compiler. To construct this suite, SPEC has selected benchmarks that are derived from real world applications. When run with their reference inputs, these programs place a significant computational burden on today's mainstream desktops as well as high-end workstations and servers.
INTRODUCTION
The SPEC CPU benchmark suites are designed to measure the performance of a computer system's processor and memory subsystem, as well as the platform's compiler code quality. The SPEC CPU suites are used both in industrial environments [8] and by the academic community [3] . These suites have undergone five major releases since SPEC's inception in 1989. Its latest release, CPU2006 (V1.0), was released in August 2006 [4] .
I/O operations are a necessary part of the execution of any program. There is presently a substantial performance gap between the speed of processor/memory and the supporting I/O subsystem. Therefore I/O operations tend not to enjoy benefits from further improvements made to the underlying processor core and memory subsystem. Compiler technologies aimed at improving I/O performance are better evaluated with dedicated workloads instead of the SPEC CPU suites [9] . Any significant amount of I/O activity would hinder the SPEC CPU suites from fulfilling their design goals.
The SPEC CPU subcommittee provides a set of guidelines [10] to address this concern when selecting candidate benchmarks. For CPU2006, SPEC has required that all its constituent programs must spend at least 95% of their execution time in the submitted code and that at least 95% of the execution time be compute bound. We chose to look at the user time percentage reported by the top utility as a useful metric: a program that spends at least 95% of its execution time in user space is guaranteed to meet the second requirement; and a program that spends less than 95% execution time in user space fails the first requirement.
Another design goal of the SPEC CPU suites is to establish a correlation between the performance measured by these suites and the performance of real world computeintensive applications. One way SPEC approaches this goal is by preferring real world programs for the suite [8] . However most applications contain some file I/O activity, which must be reduced if SPEC wishes to measure the computeintensive portion. This paper presents a characterization of the file I/O activity present in the CPU2006 suite and reports on its performance implications. We confirm that the file I/O activity of CPU2006 carries little weight in terms of performance impact. We also explain the steps the SPEC CPU subcommittee has taken to reduce the amount of file I/O activity in CPU2006.
The organization of this paper is as follows: Section 2 presents the general characteristics of the file I/O activity present in CPU2006. Section 3 presents the performance impact of file I/O activity. Section 4 briefly reviews some of the effort expended by the SPEC CPU subcommittee to reduce the amount of file I/O in this suite. We then conclude the paper.
The studies in this paper used SPEC CPU2006 V1.0, plus one bugfix that reduces the amount of I/O for the benchmark 453.povray. SPEC plans to include the bugfix in the V1.1 maintenance release for CPU2006.
CHARACTERIZATION OF CPU2006 FILE I/O ACTIVITY
First, we present the characteristics of file I/O activity. We have captured a number of statistics related to the file I/O activity, in an attempt to have a first-order understanding of the volume of file I/O activity present in this suite.
The experimental system used to gather this data is described in Suite 2.4 [7] , "-O3" optimization switch turned on, 64-bit binaries built and run for all benchmarks Table 1: A uniprocessor, single-core system was used to study the overall characteristics of CPU2006's file I/O activity: its volume and its performance impact.
running each benchmark program with its reference inputs. The reference inputs for some programs are composed of multiple input files. SPEC requires that the same program be executed multiple times over each of these input files in order to be qualified as a reference run. For such benchmarks, we report aggregate statistics of a reference run over all the input files in a reference input.
The Linux tool strace was used to collect the information on each system call related to file I/O activity. Using this data, we have calculated the statistics in the Table 2 . The middle pane of Table 2 (the six columns next to the column listing benchmark names) presents the following file I/O statistics:
• The number of open system calls reported by strace,
• The number of close system calls reported by strace,
• The number of read system calls reported by strace,
• The number of write system calls reported by strace,
• The total number of kilo-bytes (1,024 bytes) read from files, calculated by adding up the return values of all the read system calls collected by strace,
• The total number of kilo-bytes written to files, calculated by adding up the return values of all write system calls collected by strace.
It is interesting to note that three benchmarks (444.namd, 481.wrf and 482.sphinx3) have some discrepancy between the number of open system calls and the number of close system calls, which normally suggests a bug exists in the code. After further investigation of all the individual files for which mismatched open and close system calls were observed, we have found that they are all due to the same reason in the source code: an opened file is not closed before the program exits.
PERFORMANCE ANALYSIS OF FILE I/O ACTIVITY
Performance characteristics of the file I/O activity are presented in three parts: (1) Section 3.1 looks at the overall performance impact of file I/O activity during the entire execution of the programs in CPU2006. (2) Section 3.2 investigates the performance impact of file I/O activity under SPECrate runs, where multiple copies of the benchmark are run simultaneously. (3) Section 3.3 takes a closer look at the performance impact of file I/O activity over time for four selected benchmarks (i.e., the histograms of file I/O bandwidth and user time ratio observed during the execution of these programs.)
Overall performance impact of file I/O activity
The overall performance impact due to file I/O activity is measured using two statistics: 1) the average I/O bandwidth consumed during the entire execution, and 2) the average user time (user space execution time) ratio during the entire execution.
We ran all experiments on the same system as was described in Table 1 . The total run time for each benchmark was reported. The average I/O bandwidth during the entire execution for each benchmark was calculated by dividing the total number of bytes read and written by the total execution time. Using the utility top, we periodically collected the user time ratio observed through the entire execution. Since a constant sampling frequency was used during the entire run, the average user time ratio for the program's execution is computed as the arithmetic mean of the ratios collected. The right pane of Table 2 (the rightmost three columns) lists three statistics: 1) total run time, 2) average file I/O bandwidth, and 3) average user time ratio.
In terms of average behavior, the file I/O bandwidth is well below the bandwidth of the hard disk interface. The hard disk interface of the experimental system has a peak bandwidth of 133 MB/s (as shown in Table 1 ) and is most likely to be limiting factor of filesystem performance. The average user time ratio observed also confirms that the file I/O activity is minimal. We will take a further look at these two characteristic over time in Section 3.3 to gain a better understanding of the performance impact due to file I/O activity.
Effect of scaling the number of program
instances on a multiprocessor versus the file I/O activity.
We are starting to see multi-core and multiprocessing become commonplace in the server and workstation markets [2] . The SPEC CPU suites have been widely used to evaluate the performance of the processor and memory subsystems of these systems [11, 13] . Given the expanded resources on these systems (multiple processors and/or cores), it is of interest to see how running multiple programs concurrently introduces additional I/O activity and affects the performance of these applications. The system utilized for this study is shown in Table 3 . The experiments involved in this study are as follows: SPECrate [12] runs with 1-4 copies were performed for all the CPU2006 programs (During an n-copy SPECrate run, n processes are run concurrently. Each process runs the same benchmark binary with its own copy of the reference input in its own directory.) To reduce the variation introduced by the operating system scheduler, each process was bound to a dedicated processor as recognized by the operating system. The user time ratio on processor #0 was recorded periodically using the same method as described in Section 2. Table 4 lists the average user time ratio observed on processor #0 during all the four SPECrate runs.
We observed that for the vast majority of the programs in CPU2006, multiple copies of the benchmark program running on a multiprocessor of up to four processors did not increase the I/O activity noticeably. The only exception to this observation was 429.mcf. Due to its large memory footprint (especially when run as a 64-bit binary [14] , which is the case for this study), 429.mcf incurs heavy paging activity on this 4GB system, during both three-and four-copy SPECrate runs. The steady-state memory footprint (resident memory) of a single-copy SPECrate run for 429.mcf with its reference input is about 1.6 GB on this experimental system. In fact the program itself does not incur significant file-based I/O activity, as shown in Table 2 .
Performance impact of file I/O activity over time
Real world applications generally incur some I/O activity. [1] , "-O3" optimization switch turned on to build all benchmarks except 400.perlbench, "-O2" optimization switch turned on to compile 400.perlbench, 64-bit binaries built and run for all benchmarks Table 3 : A multiprocessor (two dual-core processors) system was used to study the performance impact of file I/O activity under SPECrate runs with 1-4 copies.
Programs commonly read the bulk of their initial memory values from the filesystem upon startup and then write results to files upon completion. Sporadic interactions with the filesystem in the middle of execution may also be encountered. As long as the file I/O activity is concentrated (i.e., lasts only a short period of time) and is infrequent, it has only limited influence on the performance of the application. The SPEC CPU subcommittee has made a deliberate effort to only include programs containing little and infrequent I/O activity.
In this section we investigate the dynamics of the performance impact of file I/O activity over the entire execution for four selected benchmarks. Both file I/O bandwidth and user time ratio were collected using the same method as was described in Section 2. Figures 1-4 show these two pieces of data plotted over time for the following four benchmarks: 401.bzip2, 416.gamess, 447.dealII, and 450.soplex. These four benchmarks experienced the heaviest average I/O bandwidth usage over their executions (as shown in Table 2 ).
Each data point in these figures represents the average file I/O bandwidth and user time ratio observed during the preceding 5 seconds of run time. Since different profiling methods were used to collect these two pieces of data, the two figures for each benchmark do not match exactly in terms of its total execution time. However neither of the run times reported under these profiling settings deviates from the native (when no profiling is performed) run time by more than 2%. For all four benchmarks we show that there is infrequent file I/O activity, and we find that the user time ratio observed confirms that file I/O activity has 
COMMENTS AND CONCLUSIONS
During the development of CPU2006, the SPEC CPU subcommittee measured the amount of file I/O activity in the candidate benchmarks and also took steps to keep I/O under control. For example, in the compression benchmarks like bzip2, the input data is read from memory and the compressed data is written into memory, instead of being read from or written to disk. Another benchmark that performs a significant amount of file I/O is 416.gamess. This benchmark is a computational chemistry program. Some algorithms used in the original application store interme- In summary, all programs in the CPU2006 suite contain very little file I/O activity. This helps to bolster the position of this suite as a CPU benchmark set to measure the performance of processor, memory subsystem and compiler technology. Our scalability analysis done in this paper indicates that the I/O activity present in this suite and its associated performance impact will remain small on today's mainstream desktop and workstations systems, although we have not explored I/O on large servers.
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DISCLAIMER
All performance numbers reported in this paper are estimates because they are not fully compliant with SPEC run and reporting rules [12] . It is expected, though not proven, that results from a fully compliant run would be very close.
