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ABSTRACT 
A cyclic odd-even reduction algorithm for symmetric irculant matrices is defined, 
and a subclass of problems to which the algorithm may be applied is identified. Also, 
sufficient conditions are established which guarantee that the off-diagonal elements of 
the reduced matrices converge quadratically to zero. 
I. INTRODUCTION 
Recently there has been a considerable effort made to formulate, analyze, 
and compare methods for solving linear systems of equations on vector or 
parallel-processing computers [2]. Cyclic odd-even reduction has been found 
to be an effective method for solving certain types of hidiagonal linear 
systems on vector processors [4, 51. 
In a recent paper, Rodrigue, Madsen, and Karush [7] developed a 
generalization of the odd-even reduction algorithm which is applicable to 
general banded systems of linear equations. Sufficient conditions were estab- 
lished which guaranteed that a single odd-even reduction step could be 
performed. However, no class of nontridiagonal matrix problems has been 
identified, and no conditions have been established which guarantee that the 
odd-even reduction algorithm can be applied in a cyclic fashion in order to 
fully solve the original banded linear-equation problem. This is essential if the 
algorithm is to be of any practical use. 
*This report was prepared as a result of work performed under NASA Contract NO. 
NASl-14101 while the author was in residence at ICASE, NASA Langley Research Center, 
Hampton, VA 23665, and also under the auspices of the U.S. Department of Energy under 
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In this paper we will demonstrate how to modify the Rodrigue-Madsen- 
Karush algorithm so that it can be applied to symmetric circulant matrix 
problems. Moreover, we will establish that this algorithm can be applied in a 
cyclic manner to a subclass of nonsingular symmetric circulant matrix. Also, 
we will establish conditions which are sufficient to guarantee that the 
off-diagonal elements of the reduced matrices converge quadratically to zero. 
This property has been previously established for certain classes of tridiagonal 
matrix problems [3] and can be used to terminate the solution process early, 
thereby saving some computation time. 
We will adopt the same vector and matrix notation as in [6, 71. Of primary 
use will be that an n X n real matrix A will be denoted by 
A = (aj) for -(n-l)<j<n-1, 
where for j> 0, the vector ai is the fib superdiagonal of A and the vector a _i 
is the $h subdiagonal of A. Equality, multiplication, addition, and division of 
equal-length vectors are defined componentwise in the obvious manner. 
When a vector is set equal to a scalar (e.g. aj = c), we mean that each 
component of a j equals c. 
II. CLASS OF PROBLEMS 
One of the purposes of this paper is to identify a class of linear-equation 
problems for which cyclic odd-even reduction may be used as a solution 
process. This class of problems is a subset of the collection of real square 
matrices which are commonly known as circulant matrices. Matrices of the 
type 
co Cl c, ... q-1 
C n-l Co Cl .** q-2 
A= Cn-2 Cn_l Co “’ Cn_3 
_ Cl CZ c3 . * . c, 
where the ci are real numbers are defined to be real circulant matrices. 
Circulants occur in a variety of applications in solving physical problems [l]. 
Clearly any n x n circulant matrix has constant diagonals and is determined 
by the n-tuple of numbers (co, cl,. . . , c, ~ 1). Using the notation of the previous 
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section, a matrix A = (a j), n - 1~ j < n - 1, is a circulant matrix if 
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and 
a_i = c~_~, j=l ,...,n -1, 
aj = cj, j=O,I ,...,n - 1, 
where (c~,c~,...,c,_~) is any n-tuple of real numbers. 
For circulant matrices it is quite convenient to modify slightly the matrix 
notation of the previous section so that each of the vectors used to define the 
matrix has the same length. So if A = (a j), - (n - 1) < j < n - 1, is a circulant 
Co 9 C2 
""-1 co 7 
s-2 C"-1 Co 
. . . 
. . l 
. . . 
C3 C4 C5 
C2 C3 C4 
Cl C2 C3 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
s-4 s-3 %-2 C"- 
C n-5 s-4 s-3 C"- 
'n-6 C n-5 C n-4 %-, 
. . . 
. l . 
. . . 
C n-l co Cl C2 
C"-2 s-1 Co Cl 
%-t-3 s-2 s-1 Co 
FIG. 1. 
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matrix, we extend the definition of the vectors a j as shown in Figure 1 so that 
each vector will now have length n. With this extension it is clear that an 
n x n matrix A = (a j) is a circulant matrix determined by the n-tuple (co, 
Cl,...,C,_l ) if and only if a j = cj for j= 0, 1,2,. . . ,n - 1. We note that each 
diagonal vector except aa can now be identified by two names, i.e. aj or 
a_ (n_ rl, and we will use whichever is the more convenient. To simplify the 
notation, since each vector aj has all components equal, we will drop the 
distinction between the scalar component and the vector itself and simply 
denote either or both by a j 
It is obvious that the sum of two circulant matrices is also circulant. It is 
not quite as evident that the product AB of two circulant matrices A and B is 
also circulant. However, this can be easily seen by writing A = (a j), - (n - 1) 
< j< n - 1 as the sum of n circulant matrices A,, k = 0, 1,. . . ,n - 1, where 
A, has its only nonzero entries given by the diagonal ak. Each A, is simply a 
scalar multiple of a cyclic permutation of the rows of the n X n identity 
matrix. We now write 
AB = (A,, + A, + . . . + A,_,)B = A,B + A,B + . . . + A,_,B. 
Each of the terms A,B is a circulant because multiplying by A, simply scales 
the entire matrix B and cyclically permutes its rows. Thus AB must be a 
circulant matrix and we have the following lemma. 
LEMMA 1. If A and B are circulant matrices and C = AB, then C is a 
circulant matrix. 
It will be useful to develop a simple formula using the current notation for 
computing the product of two circulant matrices. If A = (a j), B = (bj), and 
C = (cj) for - (n - 1) < j< (n - 1) are circulant matrices such that C = AB, 
then C may be computed by the following formula: 
n-l 
cj= C akbj-k for j=O,l,..., n-l. 
k=O 
Since C is completely determined from the n scalar entries of its first row, this 
formula is most easily verified by just computing these values. This result also 
may be verified by applying the matrix-multiplication-by-diagonals algorithm 
of Madsen, Rodrigue, and Karush [6] to circulant matrices. We note that the 
diagonals of A and B which contribute to forming the $h diagonal cj of C 
have respective subscripts whose sum is j. 
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Shij?ed-Symmetric Circulant Matrices 
We will primarily be dealing with the subclass of symmetric circulant 
matrices (aj=a_jfor j=O,l,..., n - 1). However, there are two other sub- 
classes of circulant matrices which will be very useful. Let A = (a j) be an 
n X n real circulant matrix. We define A to be upper or lower shifted-symmet- 
ric if and only if 
ai=a -j+l or a_j= aj_l respectively, 
forj=1,2 ,..., n-l. 
The following two matrices are simple examples of upper and lower 
shifted-symmetric circulants, respectively: 
Shifted-symmetric circulant matrices have the following properties, 
LEMMA 2. Let A and B be upper (lower) shifted-symmetric circulant 
matrices. Then C = A + B is also an upper (lower) shifted-symmetric matrix. 
Proof. Obvious. n 
LEMMA 3. Let A be an upper (lower) shij%ed-symmetric circulunt matrix, 
and let B be a symmetric circulant matrix. If C = AB or C = BA, then C is an 
upper (lower) shifted symmetric circulant matrix. 
Proof. We will prove only the case where C = AB and A is upper 
shifted-symmetric, as the other results follow in an almost identical way. We 
first note that from Lemma 1, C will be a circulant matrix. Next we suppose 
that A is such that its only nonzeros lie on the diagonals a p and a _ p + 1, where 
aP 
= a_p+ 1 from shifted symmetry. From (1) and the fact that a_p+ 1 = 
anp(p_lj we have 
n-1 
cj= C akbjpk ~a,bi_~ + an_(p_l~bj_-n+p-l, 
k=O 
22 NIEL K. MADSEN 
and since C is a circulant, 
n-l 
‘-j+l = cn-(j-l)= C akbnp(j-l)-k 
k=O 
=apbn-j+l-p + an-(p-l)bn-(j-l)-n+(p-l) 
for j=O,l,..., n - 1. The symmetry of B now allows us to conclude that 
ci = c_~+~ or that C is upper shifted-symmetric. In the case (which can occur 
when n is odd) that up and a_p+l are the same diagonal of A, we have that 
n-(p-l)=porn=2p_landthat 
cj=a b. 
P 1-p 
and 
and again the desired result follows from the symmetry of B. The full proof of 
Lemma 3 now follows easily from Lemma 2 and the fact that A is easily 
decomposed into a finite sum of upper shifted-symmetric matrices of the form 
above for which we have established the desired results. n 
LEMMA 4. Let A be a lower shifled-symmetric circulunt, and let B be an 
upper shified-symmetric circulant. If C = AB or C = BA, then C is a symmet- 
ric circulant. 
Proof. The proof is essentially identical to the proof of Lemma 3 and will 
be omitted. n 
LEMMA 5. Zf A is an n X n lower or upper shifted-symmetric circulunt 
matrix where n is even, then A is singular. 
Proof. If x an n-vector such that xT = (1, - l,l, - 1,. . . , - l), then a 
straightforward calculation shows that Ax = 0. 
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III. BASIC ALGORITHM 
We will now consider the original problem of solving a linear system of 
equations Ax = b where A is an n X n real nonsingular symmetric circulant 
matrix. We will also assume that n = 24 for some positive integer 9 > 1. The 
solution of such matrix problems is often required when numerically solving 
certain types of elliptic and parabolic partial differential equations when 
periodic boundary conditions are applied. 
The basic idea of cyclic odd-even reduction is to reduce the problem of 
solving Ax = b to that of solving a smaller [(n/2)X( n/2)] problem .&= 6, 
where K has the same basic properties as does A, and X is subvector consisting 
of only the even-subscripted unknowns of the original vector x. The process is 
then repeated on the reduced problem A% = G. We terminate the process 
after 4 - 1 reduction stages when the remaining system is 2 X 2. 
More specifically we will define a permutation matrix P such that PAPT 
has the form 
PAPT = 
A, A, }M I--I A3 A4 ’ 
where A, and A, are symmetric circulants and A, and A, are respectively 
lower and upper shifted-symmetric circulants. Next, we will constructively 
show how to define a matrix Q such that - - 
QpAf’T = A’ A2 l-tl 0 & 
where Ai is diagonal, x2 is a lower shifted-symmetric circulant and & is the 
(n/2) x (n/2) reduced symmetric circulant matrix. The solution of Ax = b is 
then equivalent to the solution of the system 
[ QPAPT] Px = QPb 
which can now be solved by solving the reduced problem &= b. 
The matrix P is the n X n odd-even permutation matrix [7] which is 
obtained by permuting the rows of the n X n identity matrix so that the 
odd-numbered rows appear sequentially first and the even-numbered rows 
appear sequentially last. When A is a symmetric circulant matrix of the type 
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we are considering, it is not difficult to verify that 
PAPT = 
A, A2 I-1 43 A4 (2) 
has the following properties: 
1. A, and A, are n/2 X n/2 symmetric circulants and in fact A, = A,, 
2. A, is an n/2 X n/2 lower shifted-symmetric circulant, 
3. A, is an n/2X n/2 upper shifted-symmetric circulant, 
4. A; = A,. 
Diagonal Elimination 
We will now describe how to construct the reduction matrix Q. The 
matrix Q will be the product of a sequence a matrices Qi each having the 
form 
Qi = [ g]}n’2 
or 
Qi = [ g]}n/2> (4 
where T and S are respectively lower and upper shifted-symmetric circulants, 
each having at most two nonzero diagonals. 
We will identify the diagonals of the matrices A, - A, of (2) and T and S 
of (3) and (4) by 
*r = (ai), -(m-l)<j<m-1, 
*a = (bj)> -(m-l)<j<m-1, 
A, = (cj)> -(m-l)GjGm-1, 
A, = (dj), -(m-l)Gjjgm-1, 
T= (tj)> -(m-l)<jj,cm-1, 
‘= (sj)> -(m-l)<j<m-1, 
where m = n/2. The reduction process will be constructed in n/2 stages, 
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each stage having two steps. For the initial presentation we will assume that 
PAPT has no zero entries and that no zeros other than those specifically 
desired are introduced into the matrix at any stage. 
Stage 1. 
Step 1. Eliminate the diagonal z,,, in A’:). We define the matrix Qr by 
letting to = t_ 1 = - a,,,/2c,,,,,, and tj = 0 for j = 1,2,. . . , m - 2. Clearly T is 
a lower shifted-symmetric circulant with two nonzero diagonals. Now we 
compute 
and note that AC,‘) = A, + TA, and A$) = A, + TA,. Since T is lower shifted- 
symmetric and A, is symmetric, we have from Lemma 3 that A($ is a lower 
shifted-symmetric circulant, as was A,. Also, from lemma 4 we have that Am 
is a symmetric circulant. Moreover, we have from (1) that 
- 
%/2 = am/‘2 + to%/2 + tm-l%/2-(77-1) 
=a m/2 + tOcm/2 + tp1C-m/2+1 
=a m/2 + to%/2 + tp 1%/Z 
=a -1 m/2 zam/2 ‘a -2 m/2 = 0, 
so that the diagonal ii,/2 has been eliminated from Ay). 
Step 2. Eliminate the diagonals c?,,,,~ and C_m,2+l in At). (Note that 
%/2 = Ln/2+1’ ) We define Q2 by letting so = s1 = - c,,,,~/Z~,~_~ (the 
other diagonals of S being 0) and compute 
Q2Ql PAPT = 
where A$) = A, + Sk:) and A$) = A, + SA$). As in step 1, A$) and A$) have 
the same respective symmetry properties as do A, and A,. Also, we have 
%/2 = %/2 + soGn/2 + %%/2- 1 
= %a/2 + v7*/2- 1 
= %/2 - %/2 = 0. 
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From upper shifted symmetry we have that CPm,z+ i = 0, so we see that Qz 
eliminates two diagonals in A($. This completes stage 1. 
Stage 2. 
Step 1. Eliminate the diagonals a,(,,,,,_ 1j in A(:‘. We define the matrix 
Qs by setting to = t_ 1 = - am,2_ 1 /ci,,_ 1 and compute 
Q3Q2Q1PAPT = ;;: 2: , 
[+I 3’ 
1 
4 
where A(f) = A(,‘) + TA’,1) and A$) = AC,‘) + TA(i). Again from Lemmas 3 and 4, 
A(F) and A$) have the desired symmetry properties. Computing ii,,ZP i in A(:‘, 
we have . 
_ 
%/2-l =am/2%1 + toc?n/z~l fLl%n/2-1-(m-l) 
=a m/2-1 + to%/2-1+ LlLn/2 
=a m/2-1 -aa,,_,+O=O. 
By symmetry this shows that a_ (ln,2 _ 1j = 0. Moreover, the zeros introduced 
in stage 1 remain, because A(3) is upper shifted-symmetric and 
Q4 
_ 
%/2 =um/2 +toc*/2+t,~lc,/2-(~-1) 
= 0 + 0 + tm_lc_,,2+l =o. 
Step 2. Eliminate the diagonals c,,,,~_ 1 and c_,,,,~+~ in A(3). We define 
by setting so = sl = - c,,,,~_ 1 /&,2P2 and compute 
Q4Q3Q2Q1PAPT= 
where A(32) = A$) + SA’,2) and AT) = A$) + Ski). As before, A(3) and A’,) have 
the desired symmetry properties. We also have 
_ 
C-m/2+2 = %/2-l =%/z-l + ~oa,,2-1+ +%/2%2 
=cm,g_l+o-cm,2_l=o 
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_ _ 
c-,/2+1 =c,/z =Gn/2 + GTn/2 + ~lGi,/,~ 1 
=o+o + 0 =o, 
so the desired diagonals have been eliminated and those previously eliminated 
remain zero. 
Notice that we are establishing a band of zeros (a j = 0 for m/2 - 1~ j < 
m/2 + 1 and cj = 0 for m/2 - 1~ j< m/2 + 2) both above and below the 
main diagonal. 
We now proceed inductively. Assume that stage k of the process has been 
successfully completed, that A (1”) = (a .) is a symmetric circulant, and that 
aj=O for m/2-(k-l)<j<m/2+‘(k-1) and A(:)=(cj) is an upper 
shifted-symmetric circulant with cj = 0 for m/2 - (k - 1) < j< m/2 + k. We 
now proceed to the next stage. 
Stage k + 1. 
Step 1. Eliminate the diagonals c+(~,~_~, in A(:+l). We define 
Q 2(k_cl)-1 = Q2k+1 by setting to = t_, = -Au,,2_k/~,,,,2_k and compute 
Qzk+ @a- . ’ QIPAPT = [*I, 
where A(F+r) = A(:’ + TA’,) and A(2k+ ‘) = A$) + TA’,). From Lemmas 3 and 4, 
A([+‘) and A (i+r) have the desired symmetry properties. Also 
‘,(,/2-k) = um/2Sk + tOcm/2%k + tm~lcm/2~k&(m~1) 
um/2Sk - um/2-k + tm-lc-m/2-k+l 
= O+ tm~1Cm~(m/2+k~I)= tm~lCm/2&k+l= o 
from the induction hypotheses. To complete this step we need to verify that 
Ej = 0 for m/2 - (k - 1) Q j< m/2 + (k - 1). Let aP be one of these diago 
nals. We have 
SP = UP + t(& + tm-~Cp-(*-~) 
=o+o+ t,_~Cm-(,_p_~)= tm_&+l = 0 
from the induction hypotheses, since m/2 - (k - 1) < p + 16 m/2 + k. 
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Step 2. Eliminate the diagonals c,,,,~_~ and C_,,Zfk+l in A($“). We 
define Qakf2 by setting sa = si = - ~,,,,s_~/~,,,,s_~_i and compute 
where A(3k + 1) = A(l) + SAC: + 1) and A(!+ ‘) = A’,k) + SA(,k+ ‘), Lemmas 3 and 4 
allow us to conclude that A$+ ‘) and AT+‘) have the desired symmetry 
properties. Also 
bn/Z+k+l= %/Z-k = %/2-k + +,&,2-k + sla,,,_k_l = 0 
as before. Now compute $ where m/2 - (k - 1) 6 p 6 m/2 + k. We have 
CP =c,+s,a,+s,a,_, 
=o+ 0 + 0 =o 
from step 1 and the induction hypotheses. 
This completes the description of the basic algorithm. After m/2 stages 
the reduction is complete, since A(3m12) = 0, A(;“12) is a diagonal matrix, and 
AT/‘) is the reduced symmetric circulant. 
The basic algorithm as described above can fail at either step 1 or step 2 
of any stage if the diagonal used as a divisor in that step is zero. We will now 
discuss how to overcome this difficulty. Suppose at stage k + 1 and step 1 the 
divisor diagonal c,,,/s _ k = 0. In this case we search the remaining diagonals cj, 
with 1~ j< m/2 - k, for the nonzero diagonal with the largest subscript less 
than m/2 - k, and use this as our divisor. Let c,,,/s_ k_p, where 1 < p < m/2 
- k - 1, be the divisor diagonal. Next we define Qsk+l by setting tp = t_,,l 
=-a 
m/2-k /%/Z-k-p and by setting the remaining diagonals to zero. Now 
we compute 
a,(,/2-k) = am/2-k + &n/2-k-p + tm-(,-1)Cm/2-k-m+(p-1) 
=a m/2-k - am/2-k + tm-(p-l)C-(m/2+k-p+1) 
= O+ tm-(,-1)Cm-(m/2+k-p+1)= tm-(,-l)cm/2-k+p-l’ 
Since p * 0, the induction hypothesis may be extended so that A(3k) = (cj) is 
suchthatcj=Oform/2-(k-1)-p~j~m/2+k+p.Aroutinecalcula- 
tion now shows that m/2 - k + p - 1 lies within this range, so we conclude 
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that 
- 
a,(rn/2-k) = 0. 
It remains to show that the previously eliminated diagonals are left undis- 
turbed by this modification. Let i”, be such that 
Then, 
aq = a, + t,c,-, + t,-(,-l)cp-[m-(p-l)] = t,c,-, + t-p+lcq+p-l. 
A simple calculation shows that both subscripts q - p and q + p - 1 lie within 
the range of the extended induction hypothesis above, so zq = 0. 
If at some stage the search for a nonzero diagonal of A(3k) yields the 
conclusion that A(3k) = 0, then the problem splits into two problems involving 
the symmetric circulants A(t) and A?). Both of these matrices must be 
nonsingular, since A was assumed nonsingular, and the above algorithm can 
then be applied to each. 
If the basic algorithm should fail during stage k + 1 and step 2, i.e. the 
divisor diagonal ir,,, _ k _ i = 0, then we search the remaining diagonals Go, 
with 0 < j< m/2 - k - 2, for the nonzero diagonal with the largest subscript 
less than m/2 - k - 1, and use this as our divisor. Let ~,,,,a_ k_ i up, where 
1~ p < m/2 - k - 1 be this divisor. Q2k+2 is defined by setting sP+ i = s_~ 
= - %,Z~k/ii,/2-k-l-p and by setting the other diagonals to zero. Com- 
pletely analogous calculations now show this allows step 2 to be completed as 
before. If the search for a nonzero diagonal divisor were to yield the 
conclusion that Aik+ ‘) = 0, th en we would have to conclude that the matrix 
Q 2k+ l"'QlPAP T is singular, because it is of the form 
0 Ac,k+ 1) l-4-4 ’ A(;) A(i) 
and A(3k) is upper ‘shifted-symmetric and hence singular by Lemma 5. This 
would lead us to the conclusion that A must be singular, which is a 
contradiction. We must therefore conclude that the search for a nonzero 
divisor diagonal will never fail in step 2 if A is nonsingular to begin with. 
This completes the description of one odd-even reduction step for sym- 
metric circulant matrices. After each reduction, another odd-even reduction 
step may be performed on the resulting reduced matrix, and this defines the 
process of cyclic odd-even reduction. We terminate the process when the 
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reduced matrix is 2 X 2 and solve this system explicitly. The final solution is 
then obtained by a back-substitution-like process. 
We have constructively and inductively proved our main theorem. 
THEOREM. If A is an n X n nonsingular, symmetric circulant matrix 
where n = 2p for some positive integer p > 1, then the linear system Ax = b 
may be solved by cyclic odd-even reduction. 
We remark that the original work of Rodrigue, Madsen, and Karush [7] 
was directed toward the solution of banded matrices on vector processors. In 
this paper we chose the nonbanded setting. However, it should be obvious 
that the above algorithm is applicable to “banded” symmetric circulants, i.e. 
n x n symmetric circulants such that 
a n/2*j= 0 for j=O,l,2 ,..., 4, where O<q<n/2. 
It can be shown that in this case, if one starts with a banded symmetric 
circulant, then the reduced matrix will also be similarly “banded” with at 
most the same number of nonzero diagonals as were in the original matrix. 
For considerations of such matters as operation counts, vectorization 
techniques, comparisons with other techniques, and computational stability 
we refer the reader to [5, 71. 
IV. QUADRATIC CONVERGENCE 
It has been proved [3], under certain dominance conditions, that the 
offdiagonal elements of the reduced matrices converge quadratically to zero 
when cyclic odd-even reduction is applied to certain tridiagonal systems. We 
will now establish sufficient conditions which insure a similar behavior when 
our cyclic odd-even reduction algorithm is applied to pentadiagonal symmet- 
ric circulant matrices. 
To illustrate the use of the algorithm, for “banded” matrices, we will let A 
be the n x n (n even) pentadiagonal symmetric circulant 
A= 
1 b a a b 
b . . . a 
a . . . . 0 
* . . . . 
. . . . . 
0 . . . a 
E a 
. . . b 
a b 1 
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The matrix Q, (the first of the reduction matrices which is not just the 
identity matrix) and PAPT are as follows: 
Qq = 
PAP’= 
I 
Ii _- E 
-- ; . 0 
. . 
. . 
0 . . 
a a -- -- 
b b 
1 
a a 
. . 0 
. . . 
. . 
0 . . a 
a a 1 
b b 
. . 0 
1 a 
a . . 
. . . 
. . 
0 
a 
0 . b 
b b 
b b 
b . 0 
. . 
. . 
0 . . 
b b 
a 
0 
. a 
a 1 
The matrices Q, + 1 and QqPAPT of the next step are 
Q q+1= 
1 
-b - ba 
1 - 2a 1 - 2a 
0 
0 . 
-b 
1 - 2a 
-b -b -- 
1 - 2a 1 - 2a 
0 
I 
z ’ 
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I- 2a 
0 
b’ a’ 
b’ 
a’ 
a’ b’ 
0 a’ 
Qq PAPT = 
0 
1 - 2a 
b b 
0 
0 
a’ 
0 b 
b b ! . a’ a’ b’ b’ 1 a a . a 0 0 a . a a 1 
where 
a2 
and a’= --. 
b 
The final matrix Qq+lQqPAPT is shown next. Note that for convenience 
we have scaled the reduced matrix x4 so that its main diagonal is one. 
Q, + ,Q,PAPT 
1 - 2a 
0 
0 
1 - 2a 
0 
where b’ and a’ are as before and 
b’ a’ a’ b’ 
b’ . . a’ 
a’ . 0 
. . * 
. . . 
0 .. a’ 
a’ a’ b’ h’ 
6 . 0 a 
(=j . . 
. . . . 
_ 
. . . . 
- 0 
ii a 
. . it 
ii b 1 
&= 2a - b2 
1 - 2b2 + 2a2 
a= 
1- +2a2 ’ 
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If we denote the diagonals of each succeeding reduced matrix by ai and bi for 
i = 1,2,..., with a, = a and b, = b, then from (5) we see that these diagonals 
satisfy the following recursion relations (until the reduced matrix becomes less 
than 8X8 in size): 
af 
‘i+l= 
1-2b;+2a;’ 
bi+r= 
2a, -bF 
1 - 2b; + 24 ’ 
We now state and prove a quadratic convergence theorem concerning 
these diagonals. 
THEOREM. ZfO<a,<$and~bo~<~,thenfori>OwehaveO<ai+l< 
2aF<+ai<+ andIbi+,l~2max(2ai,b12)~g anddj+,=l-2b~+2u~>~. 
Proof. The proof will be by induction. For i = 1 we have 
4 
a, = 
1-2bi+2ai 
<2ai<aao<+j, 
b, = 
2a, - b,2 
1 <4a,<2max(2a0,bt)<<, - 2bi + 2ai 
b, = 
2a, - bi 
> 1 -2bi> -2max(2a,,bt)> -2, - 2bi + 2ai 
or 
lbil < 2max(2a,, 6:) < $. 
We assume the results are true for i and show that this implies they are also 
true for i + 1. Clearly we have that 
ai+i = 
af 
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bi+l= 
2ai - bj? 
1 - 2b,! + Zap 
< 4ai < 2max(2ai, bz) < k, 
bi+l= 
2a, - bz 
1-2bz+2af 2 -2bFa -2max(2ai,b$)> -4, 
or 
which completes the induction. 
An immediate corollary is as follows. 
COROLLARY. ZfO < a, < ft and lb01 < i, then 
We note that the hypotheses of the theorem do not preclude the possibil- 
ity that bi = 0 for some i. Should this occur, the problem can be split into two 
separate tridiagonal-symmetric-circulant problems. (The author wishes to 
acknowledge the contribution by a referee in slightly sharpening the results of 
the above theorem.) 
As a simple example, for which all of the results of the paper apply, 
consider the problem of numerically solving 
d2u 
dx2 
cu. = f (6) 
on a given interval [a, b] subject to periodic boundary conditions. Let us use 
the standard 5-point 4thorder central differences on a uniform grid to 
approximate the second derivative. Our approximating difference equation at 
x = xi is 
u,-2 - 16u,_r +30uj - 16u,+r + ui+2 
12( Ax)~ 
cui = f;. 
For convenience we will let Ax = 1 and assume that c > Q. Under these 
conditions it is easily seen that all of the results of the paper apply to the 
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symmetric-circulant-matrix problem which must be solved to obtain a numeri- 
cal approximation to the differential equation (6). 
REFERENCES 
T. H. Berlin, and M. Kac, The spherical model of a ferromagnet, Phys. Reu. 
86:821-835 (1952). 
Don Heller, A survey of parallel algorithms in numerical linear algebra, SZAM Rea. 
20(4):740-777 (Oct. 1978). 
Don Heller, Some aspects of the cyclic reduction algorithm for block tridiagonal 
linear systems, SIAM J. Numer. Anal. 13:484-496 (1976). 
J. J. Lambiotte, Jr., and R. G. Voigt, The solution of tridiagonal linear systems on 
the CDC STAR-100 computer, ACM Trans. Math. Software 1:308-329 (1975). 
N. K. Madsen and G. H. Rodrigue, A comparison of direct methods for tridiagonal 
systems on the CDC STAR-100, LLL, UCRL76993, Rev. 1, May 1976. 
N. K. Madsen, G. H. Rodrigue, and J. I. Karush, Matrix multiplication by diagonals 
on vector/parallel processors, Inform. Proc. Lett. 5(2):41-45 (June 1976). 
G. H. Rodrigue, N. K. Madsen, and J. I. Karush, Odd-even reduction for banded 
linear equations, J. Assoc. Cumput. Much. 26:72-81 (Jan. 1979). 
Received 30 March i979; revised 20 April 198.2 
