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Abstract
In these lecture notes we shall study first the supersymmetric quantum mechanics
(SUSY QM), specially when applied to the harmonic and radial oscillators. In addition,
we will define the polynomial Heisenberg algebras (PHA), and we will study the general
systems ruled by them: for zero and first order we obtain the harmonic and radial
oscillators, respectively; for second and third order PHA the potential is determined
by solutions to Painleve´ IV (PIV) and Painleve´ V (PV) equations. Taking advantage
of this connection, later on we will find solutions to PIV and PV equations expressed
in terms of confluent hypergeometric functions. Furthermore, we will classify them
into several solution hierarchies, according to the specific special functions they are
connected with.
Keywords: Supersymmetric quantum mechanics, factorization method, Painleve´
equations, exactly-solvable potentials, non-linear differential equations
1 Introduction
Through the years, there has been different connections between quantum mechanics and non-
linear differential equations. The simplest case was studied by Dirac [1] between Schro¨dinger
and Riccati equations, a second-order linear and first-order non-linear differential equations,
respectively. Further examples are the SUSY partners of the free particle potential, which
lead to solutions of the Korteweg-de Vries (KdV) equation [2].
In these lecture notes we will study in detail the relation between supersymmetric quan-
tum mechanics (SUSY QM), polynomial Heisenberg algebras (PHA), and Painleve´ equations.
It has been known for years that specific PHA were connected with solutions of some Painleve´
equations and that the first-order SUSY partner potentials of the harmonic and radial os-
cillator were ruled by these algebras. Now, several questions arise: can higher-order SUSY
partners lead to additional solutions? And if so, which are the corresponding conditions
∗email: dbermudez@fis.cinvestav.mx
†email: david@fis.cinvestav.mx
1
ar
X
iv
:1
31
1.
06
47
v1
  [
ma
th-
ph
]  
4 N
ov
 20
13
SUSY QM and Painleve´ equations D. Bermudez, D.J. Ferna´ndez C.
imposed on the quantum systems? What kind of solutions do they lead to? In this work we
intent to answer all these questions.
We will see that the second and third-order PHA are related with Painleve´ IV (PIV) and
Painleve´ V (PV) equations respectively. Not only that, but we will use higher-order SUSY
QM to obtain systems described by these two kinds of algebras departing from the harmonic
and the radial oscillators, which will allow us to find new solutions of PIV and PV equations.
After that, we will classify these solutions into the so called solution hierarchies, according
to the specific special functions they are related with.
As far as we know, the first people who realized the connection between SUSY QM, second
and third-order PHA, and Painleve´ equations were Veselov and Shabat [3], Adler [4], and
Duvov et al. [5]. This connection has been explored more thoroughly by Ferna´ndez, Negro,
Nieto, and Mateo [6–9] and by Bermudez and Ferna´ndez [10–15].
These lecture notes are organized as follows. In section 2 we will review briefly the
SUSY QM, while in section 3 we will introduce the six Painleve´ equations. In section 4 we
will define the PHA and in section 5 we will describe the general systems characterized by
them for the four lowest orders. Then, in section 6 we will introduce our method to obtain
solutions to PIV equation and in section 7 we will do the same for PV: in each section we
will present a reduction theorem which will guarantee the corresponding connection, as well
as a classification of the solutions into hierarchies. Finally, we will present our conclusions
in section 8.
2 Supersymmetric quantum mechanics
The factorization method, intertwining technique, and SUSY QM are closely related and
their names will be used indistinctly in this work to characterize a specific method, through
which it is possible to obtain new exactly-solvable quantum potentials departing from known
ones.
2.1 First-order SUSY QM
Let H0 and H1 be two Schro¨dinger Hamiltonians
Hj = −1
2
d2
dx2
+ Vj(x), j = 0, 1. (2.1)
For simplicity, we are taking natural units ~ = m = 1. Next, let us suppose the existence of
a first-order differential operator A+1 that intertwines the two Hamiltonians in the way
H1A
+
1 = A
+
1H0, A
+
1 =
1
21/2
[
− d
dx
+ α1(x)
]
, (2.2)
where the superpotential α1(x) is still to be determined. We must remind that these equations
involve operators, which implies that in order to interchange the differential operator dk/dxk
2
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with any multiplicative operator function f(x) we must use the following relations
d
dx
f = f
d
dx
+ f ′, (2.3a)
d2
dx2
f = f
d2
dx2
+ 2f ′
d
dx
+ f ′′. (2.3b)
...
Then, for both sides of equation (2.2) it is straightforward to show that
21/2H1A
+
1 =
1
2
d3
dx3
− α1
2
d2
dx2
− (V1 + α′1)
d
dx
+ α1V1 − α
′′
1
2
, (2.4a)
21/2A+1H0 =
1
2
d3
dx3
− α1
2
d2
dx2
− V0 d
dx
+ α1V0 − V ′0 . (2.4b)
Matching the powers of d/dx in equations (2.4) and solving the coefficients, we get
V1(x) = V0(x)− α′1(x, ), (2.5a)
α′1(x, ) + α
2
1(x, ) = 2[V0(x)− ]. (2.5b)
If we define u(0)(x) such that α1(x, ) = u
(0)′/u(0), then equations (2.5) are mapped into
V1 = V0 −
[
u(0)
′
u(0)
]′
, (2.6a)
−1
2
u(0)
′′
+ V0u
(0) = u(0), (2.6b)
which means that u(0) is a solution of the initial stationary Schro¨dinger equation associated
with , although it might not fulfill any boundary condition.
Starting from equations (2.5) we obtain that H0 and H1 can be factorized as
H0 = A
−
1 A
+
1 + , H1 = A
+
1 A
−
1 + , (2.7)
where
A−1 ≡ (A+1 )† =
1
21/2
[
d
dx
+ α1(x, )
]
. (2.8)
Let us assume that V0(x) is a solvable potential with normalized eigenfunctions ψ
(0)
n (x)
and eigenvalues En, n = 0, 1, 2, . . . . Besides, we know a non-singular solution α1(x, ) [u
(0)(x)
without zeroes] to the Riccati equation (2.5b) [Schro¨dinger (2.6b)] for  = 1 ≤ E0, where E0
is the ground state energy for H0. Then, the potential V1(x) given in equation (2.5a) [(2.6a)]
is determined, and its normalized eigenfunctions are
ψ(1)1 (x) ∝ exp
(
−
∫ x
0
α1(y, 1)dy
)
=
1
u
(0)
1 (x)
, (2.9a)
ψ(1)n (x) =
A+1 ψ
(0)
n (x)
(En − 1)1/2 , (2.9b)
3
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while its eigenvalues are such that Sp(H1) = {1, En, n = 0, 1, . . . }. An scheme of the way
the first-order SUSY transformation works, and the resulting spectrum, is shown in figure 1.
An example of the generated potentials can be seen in figure 2.
Figure 1: Diagram of the first-order SUSY transformation. The final Hamiltonian H1 has the same
spectrum of the initial one H0 plus a new level at the factorization energy 1.
Figure 2: First-order SUSY partner V1(x) (solid line) of the harmonic oscillator potential V0(x)
(dashed line), generated using u(0)(x) with  = 0, ν = 0.9. We remark the difference between the
two potentials.
2.2 Higher-order SUSY QM
Let us apply this technique iteratively, taking now the resulting V1(x) as a solvable potential
which is used to generate a new one V2(x) through another intertwining operator A
+
2 and a
different factorization energy 2, with the restriction 2 < 1 ≤ 1/2 once again taken to avoid
singularities in the new potential and its eigenfunctions. The corresponding intertwining
4
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relation reads
H2A
+
2 = A
+
2H1, (2.10)
which leads to equations similar to (2.5) for V2 and α2:
V2(x) = V1(x)− α′2(x, 2), (2.11a)
α′2(x, 2) + α
2
2(x, 2) = 2[V1(x)− 2]. (2.11b)
In terms of u
(1)
2 (x) such that α2(x, 2) = u
(1)
2
′(x)/u(1)2 (x) we have
V2 = V1 −
[
u
(1)
2
′
u
(1)
2
]′
, −1
2
u
(1)
2
′′ + V1u
(1)
2 = 2u
(1)
2 . (2.12)
An important result that will be proven next is that the solution of the Riccati equation
(2.11b) for α2 can be algebraically determined using the solutions of the initial Riccati equa-
tion (2.5b) for the factorization energies 1 and 2 [16–20]. To do that, first let us take the
two solutions of the initial Riccati equation
α′1(x, j) + α
2
1(x, j) = 2[V0(x)− j], j = 1, 2. (2.13)
Therefore, for the Schro¨dinger equation we have H0u
(0)
j (x) = ju
(0)
j (x), where
u
(0)
j (x) ∝ exp
(∫ x
0
α1(y, j)dy
)
. (2.14)
Let us recall that u
(0)
1 (x) is used to implement the first transformation so that the eigen-
function of H1 associated with 1 is given by equation (2.9a) and the one with 2 is
u
(1)
2 ∝ A+1 u(0)2 ∝ −u(0)2 ′ + α1(x, 1)u(0)2 ∝
W
(
u
(0)
1 , u
(0)
2
)
u
(0)
1
. (2.15)
Taking into account that u
(0)
2
′ = α1(x, 2)u
(0)
2 we have
u
(1)
2 ∝ [α1(x, 1)− α1(x, 2)]u(0)2 . (2.16)
To implement the second transformation we express now u
(1)
2 in terms of the corresponding
superpotential
u
(1)
2 (x) ∝ exp
(∫ x
0
α2(y, 2)dy
)
. (2.17)
Substituting (2.17) in equation (2.16) we obtain
exp
(∫ x
0
α2(y, 2)dy
)
∝ [α1(x, 1)− α1(x, 2)]u(0)2 (x). (2.18)
Taking the logarithm on both sides and deriving with respect to x:
α2(x, 2) = α1(x, 2) +
α′1(x, 1)− α′1(x, 2)
α1(x, 1)− α1(x, 2) . (2.19)
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Figure 3: Iteration of two first-order SUSY transformations applied to H0 and H1 using as trans-
formation functions two non-physical eigenfunctions of H0 with factorization energies 2 < 1 < E0.
Using the initial Riccati equations (2.13) to eliminate the derivatives of α1 we obtain
α2(x, 2) = −α1(x, 1)− 2(1 − 2)
α1(x, 1)− α1(x, 2) . (2.20)
This formula expresses the solution of the Riccati equation (2.11b) with V1(x) = V0(x)−
α′1(x, 1) as a finite difference formula that involves two solutions, α1(x, 1) and α1(x, 2), of
the Riccati equation (2.5b) for the factorization energies 1, 2 [16].
On the other hand, the potential V2(x) is expressed as
V2(x) = V1(x)− α′2(x, 2) = V0(x) +
[
2(1 − 2)
α1(x, 1)− α1(x, 2)
]′
, (2.21)
the eigenfunctions associated with H2 are given by
ψ(2)2 (x) ∝ exp
(
−
∫ x
0
α2(y, 2)dy
)
=
1
u
(1)
2 (x)
∝ u
(0)
1
W
(
u
(0)
1 , u
(0)
2
) , (2.22a)
ψ(2)1 (x) =
A+2 ψ
(1)
1 (x)
(1 − 2)1/2 , (2.22b)
ψ(2)n (x) =
A+2 ψ
(1)
n (x)
(En − 2)1/2 =
A+2 A
+
1 ψ
(0)
n (x)
[(En − 1)(En − 2)]1/2 , (2.22c)
and the corresponding eigenvalues are such that Sp(H2) = {2, 1, En, n = 0, 1, . . . }. A
scheme representing this transformation is shown in figure 3.
This iterative process can be continued to higher orders. Thus, let us assume that we
know k solutions {α1(x, j), j = 1, . . . , k} of the initial Riccati equation, where j+1 < j.
6
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Therefore, we obtain a new solvable Hamiltonian Hk, whose potential reads
Vk(x) = Vk−1(x)− α′k(x, k) = V0(x)−
k∑
j=1
α′j(x, j), (2.23)
where αj(x, j) is given by a recursive finite difference formula which is obtained as a gener-
alization of equation (2.20), i.e.,
αj+1(x, j+1) = −αj(x, j)− 2(j − j+1)
αj(x, j)− αj(x, j+1) , j = 1, . . . , k − 1. (2.24)
The eigenfunctions of Hk are given by
ψ(k)k (x) ∝ exp
(
−
∫ x
0
αk(y, k)dy
)
, (2.25a)
ψ(k)k−1(x) =
A+k ψ
(k−1)
k−1 (x)
(k−1 − k)1/2 , (2.25b)
...
ψ(k)1 (x) =
A+k . . . A
+
2 ψ
(1)
1 (x)
[(1 − 2) . . . (1 − k)]1/2 , (2.25c)
ψ(k)n (x) =
A+k . . . A
+
1 ψ
(0)
n (x)
[(En − 1) . . . (En − k)]1/2 . (2.25d)
The corresponding eigenvalues belong to the set Sp(Hk) = {j, En, j = k, . . . , 1, n = 0, 1, . . . }.
In order to complete our scheme, let us recall how the SUSY partners Hj−1, Hj are
intertwined
HjA
+
j = A
+
j Hj−1, j = 1, . . . , k. (2.26)
Then, starting from H0 we have generated a chain of factorized Hamiltonians in the way
Hj = A
+
j A
−
j + j, Hj−1 = A
−
j A
+
j + j, j = 1, . . . , k, (2.27)
where the final potential Vk(x) can be determined using equations (2.23) and (2.24).
In addition, since we are departing from k solutions of the initial Riccati equation,
{α1(x, i); i = 1, . . . , k}, then we also obtain k non-equivalent factorizations of the Hamilto-
nian H0,
H0 =
1
2
[
d
dx
+ α1(x, i)
] [
− d
dx
+ α1(x, i)
]
+ i, i = 1, . . . , k. (2.28)
We must note now that there exists a kth-order differential operator, B+k ≡ A+k . . . A+1 ,
that intertwines the initial and final Hamiltonians H0 and Hk as follows
HkB
+
k = B
+
k H0. (2.29)
From equations (2.25) and the adjoint of (2.29) we arrive to
B+k ψ
(0)
n = [(En − 1) . . . (En − k)]1/2ψ(k)n , (2.30a)
B−k ψ
(k)
n = [(En − 1) . . . (En − k)]1/2ψ(0)n . (2.30b)
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These equations immediately lead to the higher-order SUSY QM [16–29]. In this treat-
ment, the standard SUSY algebra with two generators {Q1, Q2} [30],
[Qi, Hss] = 0, {Qi, Qj} = δijHss, i, j = 1, 2, (2.31)
can be realized from B−k and B
+
k through the definitions
Q− =
(
0 0
B−k 0
)
, Q+ =
(
0 B+k
0 0
)
, Hss ≡ {Q−, Q+} =
(
B+k B
−
k 0
0 B−k B
+
k
)
,
(2.32)
where Q1 ≡ (Q+ +Q−)/21/2 and Q2 ≡ i(Q− −Q+)/21/2. Given that
B+k B
−
k = A
+
k . . . A
+
1 A
−
1 . . . A
−
k = (Hk − 1) . . . (Hk − k), (2.33a)
B−k B
+
k = A
−
1 . . . A
−
k A
+
k . . . A
+
1 = (H0 − 1) . . . (H0 − k), (2.33b)
it turns out that the SUSY generator (Hss) is a kth-order polynomial of the Hamiltonian H
p
s
that involves the two intertwined Hamiltonians H0 and Hk,
Hss = (H
p
s − 1) . . . (Hps − k), (2.34)
where
Hps =
(
Hk 0
0 H0
)
. (2.35)
Example 1. The harmonic oscillator
Let us consider first the harmonic oscillator potential V0(x) = x
2/2. Its eigenfunctions and
eigenvalues can be found through the factorization method, which is based on the fact that
H0 = a
−a+ − 1
2
= a+a− +
1
2
, (2.36)
where a− and a+ are the annihilation and creation operators given by
a− =
1
21/2
(
d
dx
+ x
)
, a+ =
1
21/2
(
− d
dx
+ x
)
. (2.37)
It is important to define also the number operator
N ≡ a+a−. (2.38)
The operator set {N, a−, a+} satisfies the following commutation relations
[N, a±] = ±a±, [a−, a+] = 1, (2.39)
where 1 denotes here the identity operator. In Lie algebraic terminology, it is said that
{N, a−, a+} generate de Heisenberg-Weyl algebra.
From these relations, it is straightforward to derive the normalized eigenfunctions ψn(x)
and eigenvalues En of H0 departing from the normalized ground state eigenfunction ψ0(x),
ψn(x) = (n!)
−1/2(a+)nψ0(x), En = n+
1
2
, n = 0, 1, 2, . . . (2.40)
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Note that ψ0(x) is annihilated by a
−; its explicit expression is given by
ψ0(x) = pi
−1/4 exp
(
−x
2
2
)
. (2.41)
For completeness, let us write down the action of a− and a+ onto ψn(x):
a−ψn(x) =
√
nψn−1(x), a+ψn(x) =
√
n+ 1ψn+1(x). (2.42)
We can proceed now to implement the SUSY treatment for the harmonic oscillator. In
order to apply the first-order SUSY transformation, we just need to supply either a non-
singular solution of the Riccati equation (2.5b) or a nodeless one of the Schro¨dinger equation
(2.6b). The general solution of the stationary Schro¨dinger equation for the harmonic oscillator
potential with  ∈ R is given by
u(x) = exp(−x2/2)
[
1F1
(
1− 2
4
,
1
2
;x2
)
+ 2ν
Γ
(
3−2
4
)
Γ
(
1−2
4
) x 1F1(3− 2
4
,
3
2
;x2
)]
, (2.43)
where
1F1(a, b; y) =
Γ(b)
Γ(a)
∞∑
n=0
Γ(a+ n)
Γ(b+ n)
yn
n!
, (2.44)
is the confluent hypergeometric function, Γ(x) is the Gamma function and ν ∈ R. Thus, the
first-order SUSY partner potential V1(x) of the harmonic oscillator becomes
V1(x) =
x2
2
− [lnu(x)]′′. (2.45)
Note that, for  < 1/2 this solution will not have zeroes for |ν| < 1 while it will have only
one for |ν| > 1; this means that the nodeless solution u(x) is chosen so that  < 1/2, |ν| < 1.
Let us perform now a non-singular kth-order SUSY transformation which creates precisely
k new levels, additional to En = n+ 1/2, n = 0, 1, 2, . . . of H0, in the way
Sp(Hk) =
{
k, . . . , 1,
1
2
,
3
2
, . . .
}
, (2.46)
where k < · · · < 1 < 1/2. In order that the Wronskian W (u1, . . . , uk) would be nodeless,
the parameters νj have to be taken as |νj| < 1 for j odd and |νj| > 1 for j even, j = 1, . . . , k.
The corresponding potential turns out to be
Vk(x) =
x2
2
− {ln[W (u1, . . . , uk)]}′′. (2.47)
It is important to note that there is a pair of natural ladder operators L±k for Hk, i.e.,
L±k = B
+
k a
±B−k , which are differential operators of (2k + 1)-th order such that [Hk, L
±
k ] =
±L±k . From equations (2.29), (2.33a), and (2.33b), it is straightforward to show the following
relation in terms of the extremal energies Ej
N(Hk) = L
+
k L
−
k =
2k+1∏
j=1
(Hk − Ej) =
(
Hk − 1
2
) k∏
j=1
(Hk − j) (Hk − j − 1) . (2.48)
9
SUSY QM and Painleve´ equations D. Bermudez, D.J. Ferna´ndez C.
Example 2. The radial oscillator
Now we will apply the k-SUSY QM to the radial oscillator Hamiltonian, which is given by
H` = −1
2
d2
dx2
+
x2
8
+
`(`+ 1)
2x2
, ` ≥ 0, x ≥ 0, (2.49)
where we have added the subscript ` to denote the dependence of the Hamiltonian in the
angular momentum index.
To perform the higher-order SUSY transformations onto this potential we will explore
once again the factorization method [8, 31, 32]. The radial oscillator Hamiltonian can be
factorized directly in four different ways. The first two are
H` = a
−
` a
+
` +
`
2
− 1
4
= a+`+1a
−
`+1 +
`
2
+
3
4
, (2.50)
with
a±` ≡
1
21/2
(
∓ d
dx
− `
x
+
x
2
)
. (2.51)
The commutator of these operators is
[a−` , a
+
` ] =
`
x2
+
1
2
, (2.52)
from which we can see that a±` are not ladder operators but rather shift operators, i.e., they
change the angular momentum of H` and intertwine it with H`−1, creating a hierarchy of
Hamiltonians with different `
H`a
−
` = a
−
`
(
H`−1 − 1
2
)
, H`−1a+` = a
+
`
(
H` +
1
2
)
. (2.53)
Now, let ψn`(x) be an eigenfunction of H` with eigenvalue En`, i.e., H`ψn` = En`ψn`.
Then, from equations (2.53) we obtain that
H`+1(a
−
`+1ψn`) =
(
En` − 1
2
)
(a−`+1ψn`), H`−1(a
+
` ψn`) =
(
En` +
1
2
)
(a+` ψn`). (2.54)
Moreover, the change ` → −(` + 1) produces the other two factorizations, although this
causes small changes in the equations. For the factorizations we have,
H` = a
−
−(`+1)a
+
−(`+1) −
`
2
− 3
4
= a+−`a
−
−` −
`
2
+
1
4
, (2.55)
for the intertwinings
H`−1a−−` = a
−
−`
(
H` − 1
2
)
, H`a
+
−` = a
+
−`
(
H`−1 +
1
2
)
, (2.56)
and for the eigenvalue equations
H`−1(a−−`ψn`) =
(
En` − 1
2
)
(a−−`ψn`), H`+1(a
+
−(`+1)ψn`) =
(
En` +
1
2
)
(a+−(`+1)ψn`). (2.57)
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Figure 4: Diagram of the action of the first-order shift operators a±` and a
±
−` (left). On the
horizontal axis we have the angular momentum index ` and on the vertical one the energy values.
The joint action of two appropriate shift operators leads to the second-order ladder operators b±`
(right).
Neither a±` or a
±
−` are ladder operators; nevertheless, through them we can define second-
order ones. From diagram in figure 4 we can see that the joint action of two appropriate shift
operators lead to an effective ladder operator. Indeed, let us take b±` such that
b−` = a
−
−(`+1)a
−
`+1 = a
−
` a
−
−`, b
+
` = a
+
`+1a
+
−(`+1) = a
+
−`a
+
` . (2.58)
Then we can easily show that
H`b
−
` = b
−
` (H` − 1), H`b+` = b+` (H` + 1), (2.59)
i.e., the following commutators are obeyed
[H`, b
±
` ] = ±b±` . (2.60)
This proves that b±` are ladder operators of H`. Their explicit form is
b±` =
1
2
(
d2
dx2
∓ x d
dx
+
x2
4
− `(`+ 1)
x2
∓ 1
2
)
. (2.61)
We can obtain the eigenstates of H` if we start from the ground state ψ0`, an eigenstate of
H` such that b
−
` ψ0` = 0. In this systems there are two such a states,
ψE1 ∝ x`+1 exp(−x2/4), E1 =
`
2
+
3
4
≡ E0`, (2.62a)
ψE2 ∝ x−` exp(−x2/4), E2 = −
`
2
+
1
4
= −E0` + 1, (2.62b)
but only the first one fulfills the boundary conditions and therefore leads to a ladder of
physical eigenfunctions. The spectrum of the radial oscillator is therefore
Sp(H`) = {En` = n+ `
2
+
3
4
, n = 0, 1, . . . }. (2.63)
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Figure 5: Spectrum of the radial oscillator Hamiltonian H`. The blue circles represent the physical
solutions starting from E0 and the red ones the non-physical solutions departing from −E0` + 1.
We can see a diagram of this spectrum in figure 5 where we represent both the physical and
non-physical solutions obtained from the extremal states of equations (2.62).
An analogue of the number operator can now be defined for the radial oscillator as
b+` b
−
` = (H` − E1)(H` − E2) =
(
H` − `
2
− 3
4
)(
H` +
`
2
− 1
4
)
. (2.64)
In order to perform the SUSY transformations, we need to find the general solution of
the Schro¨dinger equation for any factorization energy , which is given by [8, 33,34]
u(x) =x−`e−x
2/4
[
1F1
(
1− 2`− 4
4
,
1− 2`
2
;
x2
2
)
+ ν
Γ
(
3+2`−4
4
)
Γ
(
3+2`
2
) (x2
2
)`+1/2
1F1
(
3 + 2`− 4
4
,
3 + 2`
2
;
x2
2
)]
. (2.65)
Thus, the first-order SUSY partner potential of the radial oscillator becomes
V1(x) =
x2
8
+
`(`+ 1)
2x2
− [lnu(x)]′′. (2.66)
Three conditions must be fulfilled to avoid singularities in this transformation
x > 0,  < E0`, ν ≥ −
Γ
(
1−2`
2
)
Γ
(
1−2`−4
4
) . (2.67)
Let us apply now the kth-order SUSY QM by taking k appropriate solutions {uk, . . . , u1},
as given in equation (2.65), associated to the factorization energies k < k−1 < · · · < 1 < E0.
The SUSY deformed potential is now given by
Vk(x) =
x2
8
+
`(`+ 1)
2x2
− {ln[W (u1, . . . , uk)]}′′, (2.68)
with the spectrum Sp(Hk) = {k, . . . , 1, E0`, E1`, . . . }. In figure 6 we show some examples of
first- and second-order SUSY partner potentials of the radial oscillator.
As for the harmonic oscillator, we can define again a natural pair of ladder operators
L±k for the k-SUSY partners Hk of the radial oscillator as L
±
k = B
+
k b
±
` B
−
k , which are of
(2k + 2)th-order and fulfill [Hk, L
±
k ] = ±L±k .
From the intertwining relations the analogue of the number operator for the radial oscil-
lator is obtained
N(Hk)=L
+
k L
−
k =
2k+2∏
j=1
(Hk−Ej)=
(
Hk − `
2
− 3
4
)(
Hk +
`
2
− 1
4
) k∏
j=1
(Hk−j)(Hk−j−1). (2.69)
12
SUSY QM and Painleve´ equations D. Bermudez, D.J. Ferna´ndez C.
Figure 6: SUSY partner potentials of the radial oscillator (blue). The left plot is for k = 1, ` = 2,
 = 1/2, and ν = {−0.59 (magenta), −0.4 (yellow), 1 (green)}. The right plot is for k = 2, ` = 5,
ν1 = 1, and 1 = {0 (magenta), −2 (yellow), −4 (green)}, where we have taken u2 = b−` u1 and thus
2 = 1 − 1.
3 Painleve´ equations
The special functions play an important role in the study of linear differential equations,
which are also of great importance in mathematical physics. Examples of these are Airy
Ai(z), Bessel Jν(z), parabolic cylindricalDν(z), WhittakerMκ,µ(z), confluent hypergeometric
1F1(a, b; z) and hypergeometric functions 2F1(a, b, c; z). Some of them are solutions of linear
ordinary differential equations with rational coefficients which receive the same name as the
functions. For example, the Bessel functions are solutions of Bessel equation, the simplest
second-order linear differential equation with one irregular singularity.
Painleve´ equations play an analogous role for non-linear differential equations. In fact
some specialists [35,36] consider that during the 21st century, Painleve´ functions will be new
members of the special functions. The corresponding equations are non-linear second-order
ordinary differential equations that were found by Painleve´ and others at the beginning of the
20th century by purely mathematical reasons, which are denoted by PI,...,PVI. Our interest
in these lecture notes is focused in PIV and PV equations. Note that PIV equation appears
in the asymptotic behaviour of non-linear evolution equations [37], correlation functions of
the XY model [38], bidimensional Ising model [39], Einstein axialsymmetric equations [40],
negative curvature surfaces [41], among others. On the other hand, PV equation arises
in the study of correlation functions in condense matter [42], in Maxwell-Bloch systems in
electrodynamics [43], and in the symmetry reduction for the stimulated Raman scattering
[44].
The ideas of Paul Painleve´ allowed to distinguish six families of non-linear second-order
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differential equations, traditionally represented by [35,45]
PI : w′′ = 6w2 + z, (3.1a)
PII : w′′ = 2w3 + zw + a, (3.1b)
PIII : w′′ =
1
w
w′2 − 1
z
w′ +
1
z
(aw2 + b) + cw3 +
d
w
, (3.1c)
PIV : w′′ =
1
2w
w′2 +
3
2
w3 + 4zw2 + 2(z2 − a)w + b
w
, (3.1d)
PV : w′′ =
[
1
2w
+
1
w − 1
]
w′2 − 1
z
w′ +
(w − 1)2
z2
[
aw +
b
w
]
+
cw
z
+
dw(w + 1)
w − 1 , (3.1e)
PVI : w′′ =
1
2
[
1
w
+
1
w − 1 +
1
w − z
]
w′2 −
[
1
z
+
1
z − 1 +
1
w − z
]
w′
+
w(w − 1)(w − z)
z2(z − 1)2
[
a+
bz
w2
+
c(z − 1)
(w − 1)2 +
dz(z − 1)
(w − z)2
]
, (3.1f)
where a, b, c, d ∈ C are constants.
For arbitrary values of the parameters a, b, c, d, the general solutions of the Painleve´ equa-
tions are transcendental, i.e., they cannot be expressed in closed form in terms of elementary
functions. However, for specific values of the parameters they have special solutions in terms
of elementary or special functions [46]. We know the fundamental role that second-order dif-
ferential equations play in the description of physical phenomena, in contrast to higher-order
equations. Nevertheless, until recently, scientists were not aware of any non-linear ordinary
differential equation without essential singularities that have a physical significance.
4 Polynomial Heisenberg algebras
The polynomial Heisenberg algebras (PHA) are deformations of the Heisenberg-Weyl algebra
for which the commutators of the Hamiltonian H with the ladder operators L±m are the same
as for the harmonic oscillator,
[H,L±m] = ±L±m, (4.1)
while the deformation is contained in the following commutator:
[L−m,L+m] ≡ Nm(H + 1)−Nm(H) = Pm−1(H), (4.2)
where L±m are mth-order differential ladder operators, Pm−1(H) is a (m− 1)th-order polyno-
mial of H and Nm(H) ≡ L+mL−m is a mth-order polynomial in H, which is the analogous of
the number operator for the harmonic oscillator and is factorized as
Nm(H) =
m∏
i=1
(H − Ei), (4.3)
Ei being the energies associated with the extremal states. Taking into account the degree of
the polynomial Pm−1(H) in (4.2) we will say that this is a PHA of (m− 1)th-order.
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Figure 7: In (a) we show the spectrum for a Hamiltonian with s physical extremal states. In
general, each one of them has associated one infinite ladder. In (b) we show a spectrum where ψEj
fulfill condition (4.5) and therefore the system has s− 1 infinite and one finite (the j-th) ladders.
The algebraic structure generated by {H,L−m,L+m} provides information about the spec-
trum of H, Sp(H) [6, 19, 47]. In fact, let us consider the mth-dimensional solution space of
the differential equation L−mψ = 0, called the kernel of L−m and denoted as KL−m . Then
L+mL−mψ =
m∏
i=1
(H − Ei)ψ = 0. (4.4)
Since KL−m is invariant under H, then it is natural to select the corresponding eigenfunctions
of H as basis for the solution space, i.e., HψEi = EiψEi . Therefore, ψEi are the extremal states
of m mathematical ladders with spacing ∆E = 1 that start from Ei. Let s be the number of
those states with physical significance, {ψEi , i = 1, . . . , s}; then, using L+m we can construct
s physical energy ladders on infinite length, as shown in figure 7(a).
It is possible that for a ladder starting from Ej there exists an integer n ∈ N such that
(L+m)n−1ψEj 6= 0, (L+m)nψEj = 0. (4.5)
Then, if we analize L−m(L+m)nψEj = 0 it is seen that other root of equation (4.3) must fulfill
Ek = Ej + n, where k ∈ {s+ 1, . . . ,m} and j ∈ {1, . . . , s}. Therefore, Sp(H) contains s− 1
infinite ladders and a finite one of length n, that starts in Ej and finish in Ej + n − 1 (see
figure 7(b)).
We conclude that the spectrum of systems described by an (m−1)th-order PHA can have
at most m infinite ladders. Note that the annihilation and creation operators of the harmonic
oscillator a±, together with the Hamiltonian, satisfy equations (4.1–4.3). Moreover, higher-
order PHA with odd m can be constructed simply by taking L−m = a−P(H), L+m = P(H)a+,
where P(H) is a real polynomial of H [48]. These deformations are called reducible, and in
this context they are somehow artificial since our system already has operators a± that fulfill
a lower-order algebra.
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5 General systems ruled by PHA
It is important to identify the general systems ruled by PHA, characterized by a Schro¨dinger
Hamiltonian:
H = −1
2
d2
dx2
+ V (x). (5.1)
We will see in this section that the difficulties in the analysis grow with the order of the PHA:
for zeroth and first order the systems become the harmonic and radial oscillators respectively
[4, 47, 49, 50]. On the other hand, for second and third order PHA, the determination of the
potentials reduces to find solutions of Painleve´ IV and V equations, respectively [4, 51].
5.1 Zeroth-order PHA: first-order ladder operators.
Let us start by taking the first-order ladder operators L±1 in the way
L+1 =
1
21/2
[
− d
dx
+ f(x)
]
, L−1 = (L+1 )†, (5.2)
which satisfy equation (4.1). Thus, a system involving V , f , and their derivatives is obtained
f ′ − 1 = 0, V ′ − f = 0. (5.3)
Up to coordinate and energy displacements, it turns out that f(x) = x and V (x) =
x2/2. This potential has one equidistant infinite ladder starting from the extremal state
ψE1 = pi
−1/4 exp(−x2/2), which is a normalized eigenfunction of H with eigenvalue E1 = 1/2
annihilated by L−1 . Here, the number operator is linear in H, N1(H) = H − E1, i.e., the
most general system obeying the zeroth-order PHA of section 4 is the harmonic oscillator.
Its natural ladder operators are the standard first-order annihilation and creation operators
L±1 = a±. They generate the Heisenberg-Weyl algebra, which has been widely studied.
5.2 First-order PHA: second-order ladder operators.
Let us suppose now that
L+2 =
1
2
[
d2
dx2
+ g(x)
d
dx
+ h(x)
]
, L−2 = (L+2 )†. (5.4)
Then, equation (4.1) leads to a system of equations for V , g, h, and their derivatives
g′ + 1 = 0, h′ + 2V ′ + g = 0, h′′ + 2V ′′ + 2gV ′ + 2h = 0. (5.5)
The general solution (up to coordinate and energy displacements) is given by
g(x) = −x, h(x) = x
2
4
− γ
x2
− 1
2
, V (x) =
x2
8
+
γ
2x2
, (5.6)
where γ is a real constant. The potential of equation (5.6) has two equidistant energy ladders
(not necessarily physical), generated by acting with powers of L+2 on the two extremal states
ψE1 ∝ x1/2+
√
γ+1/4 exp
(
−x
2
4
)
, ψE2 ∝ x1/2−
√
γ+1/4 exp
(
−x
2
4
)
. (5.7)
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Figure 8: Diagram of the two globally equivalent SUSY transformations. Above: the three-step
first-order operators A±1 , A
±
2 , and A
±
3 allow to accomplish the transformation. Below: the direct
transformation achieved through the third-order operators L±3 .
Let us recall that L−2 ψEj = 0 and (H − Ej)ψEj = 0, where
E1 = 1
2
+
1
2
√
γ +
1
4
, E2 = 1
2
− 1
2
√
γ +
1
4
. (5.8)
Now N2(H) is quadratic in H, i.e., N2(H) = (H − E1)(H − E2). The potentials can be
expressed as
V (x) =
x2
8
+
`(`+ 1)
2x2
, x > 0, ` ≥ 0, (5.9)
which were obtained by making γ = `(` + 1), ` ≥ 0. Thus, the general systems having
second-order ladder operators are described by the radial oscillator potentials. The natural
ladder operators for the first-order PHA are the second-order ones of the radial oscillator,
L±2 = b±` ≡ b±, which generate the so(2, 1) algebra.
5.3 Second-order PHA: third-order ladder operators.
In this case, L±3 will be third-order differential ladder operators. Now, we propose a closed-
chain of three first-order SUSY transformations [3, 5, 6, 52–55] so that
L+3 = A+3 A+2 A+1 =
1
23/2
(
d
dx
− f3
)(
d
dx
− f2
)(
d
dx
− f1
)
, (5.10a)
L−3 = A−1 A−2 A−3 =
1
23/2
(
− d
dx
− f1
)(
− d
dx
− f2
)(
− d
dx
− f3
)
. (5.10b)
In general, (L−3 )† 6= L+3 , except in the case where all fj ∈ R. The pair A±j fulfill three
intertwining relations of kind
Hj+1A
+
j = A
+
j Hj, HjA
−
j = A
−
j Hj+1, (5.11)
where j = 1, 2, 3. In figure 8 we present a diagram of the intertwining relations.
If we equate the two different factorizations associated with each Hj in equation (5.11)
which lead to the same Hamiltonians, we get
Hj = A
−
j A
+
j + j, Hj+1 = A
+
j A
−
j + j, j = 1, 2, 3. (5.12)
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In addition, the closure condition is given by H4 = H1 − 1 ≡ H − 1. By making the
corresponding operator products we get the following system of equations [3, 9, 52]
f ′1 + f
′
2 = f
2
1 − f 22 + 2(1 − 2), (5.13a)
f ′2 + f
′
3 = f
2
2 − f 23 + 2(2 − 3), (5.13b)
f ′3 + f
′
1 = f
2
3 − f 21 + 2(3 − 1 + 1). (5.13c)
Eliminating f 22 from equations (5.13a) and (5.13b) we get
f ′1 + 2f
′
2 + f
′
3 = f
2
1 − f 23 + 2(1 − 3), (5.14)
and from here we substitute f 23 from equation (5.13c) to obtain f
′
1 + f
′
2 + f
′
3 = 1, which, after
integration becomes
f1 + f2 + f3 = x. (5.15)
Now, substituting equation (5.15) into (5.13a) to eliminate f2
f1 =
x− f3
2
+
1− f ′3
2(x− f3) −
1 − 2
x− f3 . (5.16)
Let us define now a useful new function as g ≡ f3 − x, from which we get
f1 = −g
2
+
g′
2g
+
1 − 2
g
. (5.17)
Similarly, by plugging equation (5.15) into (5.13a) to eliminate f1 and using g it turns out
that
f2 = −g
2
− g
′
2g
− 1 − 2
g
. (5.18)
Now that we have f1, f2, f3 in terms of g, we replace them in equation (5.13c) to obtain
gg′′ =
1
2
(g′)2 +
3
2
g4 + 4g3x+ 2g2
(
x2 − a)+ b, (5.19)
with parameters
a = 1 + 2 − 23 − 1, b = −2(1 − 2)2, (5.20)
which is the Painleve´ IV (PIV) equation [3, 6, 35, 46, 51, 52] (compare with (3.1d)). Since, in
general f ∈ C then g ∈ C. In addition, i ∈ C which implies that a, b ∈ C and therefore g is
a complex solution to the PIV equation associated with the complex parameters a, b.
With the solution g(x) of (5.19) one can find the new potential V (x) as
V (x) =
x2
2
− g
′
2
+
g2
2
+ xg + 3 +
1
2
. (5.21)
Now, the energies of the extremal states are defined as the roots of the generalized number
operator, which is cubic in this case
N3(H) = (H − E1)(H − E2)(H − E3). (5.22)
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Using the definitions from equations (5.10–5.12) we thus have Ei = i + 1, i = 1, 2, 3.
As can be seen, if one solution g(x) of the PIV equation is obtained for certain values of
E1, E2, E3, then V (x) and L±3 are completely determined (see equations (5.17), (5.18) and
(5.21)). Moreover, the three extremal states are obtained from L−3 ψEj = (H − Ej)ψEj = 0,
j = 1, 2, 3, which leads to
ψE1 ∝
(
g′
2g
− g
2
− 1
g
√
− b
2
− x
)
exp
[∫ (
g′
2g
+
g
2
− 1
g
√
− b
2
)
dx
]
, (5.23a)
ψE2 ∝
(
g′
2g
− g
2
+
1
g
√
− b
2
− x
)
exp
[∫ (
g′
2g
+
g
2
+
1
g
√
− b
2
)
dx
]
, (5.23b)
ψE3 ∝ exp
(
−x
2
2
−
∫
g dx
)
. (5.23c)
The corresponding physical ladders of our system are obtained departing from the physically
admissible extremal states. In this way we can determine the spectrum of H.
On the other hand, if a system with third-order differential ladder operators is found, it
is possible to design a method to obtain solutions of the PIV equation. The key point is to
identify the extremal states of our system; then, from equation (5.23c) it is easy to see that
g(x) = −x− {ln[ψE3(x)]}′. (5.24)
Note that, if we permute cyclically the indices assigned to the extremal states ψE1 , ψE2 , ψE3 ,
we will obtain three solutions of the PIV equation with different parameters a, b.
Hence, we have found a recipe for building systems ruled by second-order PHA, defined
by equations (4.1–4.3): first find a function g(x) that solves the PIV equation (5.19); then
calculate the potential using equation (5.21), and its three ladders from the extremal states
given by equations (5.23).
5.4 Third-order PHA: fourth-order ladder operators.
Now L±4 will be fourth-order ladder operators. We propose again a closed-chain as follows [52]
L+4 = A+4 A+3 A+2 A+1 =
1
22
(
d
dx
− f4
)(
d
dx
− f3
)(
d
dx
− f2
)(
d
dx
− f1
)
, (5.25a)
L−4 = A−1 A−2 A−3 A−4 =
1
22
(
− d
dx
− f1
)(
− d
dx
− f2
)(
− d
dx
− f3
)(
− d
dx
− f4
)
. (5.25b)
Each pair of operators A−j , A
+
j intertwines two Hamiltonians Hj and Hj+1 in the way
Hj+1A
+
j = A
+
j Hj, HjA
−
j = A
−
j Hj+1, (5.26)
where j = 1, 2, 3, 4. This leads to the following factorizations of the Hamiltonians
Hj = A
−
j A
+
j + j, Hj+1 = A
+
j A
−
j + j, j = 1, 2, 3, 4. (5.27)
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Figure 9: Diagram representing the two globally equivalent SUSY transformations. Above: the
four-step first-order operators A±1 , A
±
2 , A
±
3 and A
±
4 . Below: the direct transformation achieved
through the fourth-order operators L±4 .
To accomplish the closed-chain we need the closure condition given by H5 = H1−1 ≡ H−1.
In figure 9 we show a diagram representing the transformation and the closure relation. By
making the corresponding operator products we obtain the following systems of equations
f ′1 + f
′
2 = f
2
1 − f 22 + 2(1 − 2), f ′2 + f ′3 = f 22 − f 23 + 2(2 − 3), (5.28a)
f ′3 + f
′
4 = f
2
3 − f 24 + 2(3 − 4), f ′4 + f ′1 = f 24 − f 21 + 2(4 − 1 + 1). (5.28b)
Up to now, the method employed for this case is very similar to the one for the second-order
PHA, and indeed can be taken as its generalization; nevertheless, the similarity ends now.
Let us simplify the notation making α1 = 1 − 2, α2 = 2 − 3, α3 = 3 − 4, and
α4 = 4 − 1 + 1. If we sum all equations (5.28) we obtain
f1 + f2 + f3 + f4 = x. (5.29)
Since the system is over-determined, we can use a constrain A as
f 21 − f 22 + f 23 − f 24 = α4 − α3 + α2 − α1 ≡ A. (5.30)
Using (5.29) and (5.30) we can reduce the system of equations (5.28) to a second-order one.
Let us denote g ≡ −f1 − f2, p ≡ f1 − f2, q ≡ f2 + f3. Then equations (5.28a) are written as
g′ = gp− 2α1, q′ = −q(q + g + p) + 2α2, (5.31)
and the restriction A is expressed as
xp+ (g + x)(2q − x) = A. (5.32)
Now we have the system of three equations (5.31) and (5.32). We define t ≡ 2q−x and then
we clear p from equation (5.32)
p =
1
x
[A− (x+ g)t]. (5.33)
Then we substitute this into both equations (5.31) to obtain a two-equation system
g′ =
g
x
[A− (x+ g)t]− 2α1, t′ = (t+ x)
(
gt− A
x
+
t− x
2
− g
)
+ 4α2 − 1. (5.34)
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Now, let us define two new functions w and v as
xt(x) = v(x2), g(x) =
x
w(x2)− 1 , (5.35)
and we change x2 → z, which takes the system to
v′ =
(
v2
4z
− z
4
)(
w + 1
w − 1
)
+ (1− A) v
2z
+ 2α2 − A
2
− 1
2
, (5.36a)
w′ =
α1
z
(w − 1)2 + (1− A)
2z
(w − 1) + vw
2z
, (5.36b)
where the derivatives are now with respect to z. Then, we clear v from equation (5.36b),
derive the resulting equation and substitute v and v′ in equation (5.36a). After some long
calculations we finally obtain one equation for w given by
w′′ =
(
1
2w
+
1
w − 1
)
(w′)2 − w
′
z
+
(w − 1)2
z2
(
aw +
b
w
)
+ c
w
z
+ d
w(w + 1)
w − 1 , (5.37)
with the parameters
a =
α21
2
, b = −α
2
3
2
, c =
α2 − α4
2
, d = −1
8
, (5.38)
which is the PV equation. In general w ∈ C and also the parameters a, b, c, d ∈ C.
The corresponding spectrum contains four independent equidistant ladders starting from
the extremal states [8]:
ψE1 ∝
[
h
2
(
g′
2g
− h
′
2h
− x
2
− α1
g
)
− α1 − α2 − α3
2
]
× exp
[∫ (
g′
2g
+
g
2
− α1
g
)
dx
]
, (5.39a)
ψE2 ∝
[
h
2
(
g′
2g
− h
′
2h
− x
2
+
α1
g
)
− α2 − α3
2
]
× exp
[∫ (
g′
2g
+
g
2
+
α1
g
)
dx
]
, (5.39b)
ψE3 ∝ exp
[∫ (
h′
2h
+
h
2
− α3
h
)
dx
]
, (5.39c)
ψE4 ∝ exp
[∫ (
h′
2h
+
h
2
+
α3
h
)
dx
]
, (5.39d)
where
h(x) = −x− g(x). (5.40)
The number operator N4(H) for this system will be a fourth-order polynomial in H. From
the definitions in equations (5.25–5.27) we can obtain the energies of the extremal states in
terms of the factorization energies as Ei = i + 1, i = 1, 2, 3, 4.
Therefore, if we have a solution w of the PV equation (5.37), we obtain a system charac-
terized by a third-order PHA.
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PHA (m) Ladder operators System
0th-order 1st-order Harmonic oscillator (HO)
1st-order 2nd-order Radial oscillator (RO)
2nd-order 3rd-order Connected with PIV
3rd-order 4th-order Connected with PV
Table 1: The first four PHA and their associated systems.
6 SUSY QM, harmonic oscillator and PIV equation
In section 5.3 we saw that, in order to have a system described by second-order PHA, we
needed to find solutions of PIV equation. Nevertheless, in this work we will use this connec-
tion in the reverse direction, i.e., first we look for systems which are certainly described by
second-order PHA and then we develop a method to find solutions of the PIV equation.
6.1 First-order SUSY partners of the harmonic oscillator
For k = 1 we realized that the ladder operators L±1 are of third order. This means that the
first-order SUSY transformation applied to the harmonic oscillator could provide solutions
to the PIV equation. To find them, we need to identify first the extremal states, which
are annihilated by L−1 and at the same time are eigenstates of H1. From the corresponding
spectrum, it is clear that the transformed ground state of H0 and the eigenstate of H1
associated with 1 are two physical extremal states associated with our system. Since the
other root of N3(H1) is 1 + 1 6∈ Sp(H1), then the corresponding extremal state will be
non-physical, which can be simply constructed from the non-physical seed solution used to
implement the transformation as A+1 a
+u1. Due to this, the three extremal states for our
system and their corresponding factorization energies (see equation (5.22)) become
ψE1 ∝ A+1 e−x
2/2, ψE2 ∝ A+1 a+u1, ψE3 ∝
1
u1
, (6.1a)
E1 = 1
2
, E2 = 1 + 1, E3 = 1. (6.1b)
The first-order SUSY partner potential V1(x) and the non-singular solution of the PIV
equation are
V1(x) =
x2
2
− {ln[u1(x)]}′, (6.2a)
g1(x, 1) = −x− {ln[ψE3(x)]}′ = −x+ {ln[u1(x)]}′, (6.2b)
where we label the PIV solution with an index characterizing the order of the transformation
employed and we explicitly indicate the dependence on the factorization energy. Note that
two additional solutions of the PIV equation can be obtained by cyclic permutations of
the indices (1, 2, 3). However, they will have singularities at some points and thus we drop
them in this approach. An illustration of the first-order SUSY partner potentials V1(x) of the
harmonic oscillator as well as its corresponding PIV solutions g1(x, 1) are shown in figure 10.
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Figure 10: First-order SUSY partner potentials V1(x) (left) of the harmonic oscillator and the PIV
solutions g1(x, 1) (right) for: 1 = 0.25, ν1 = 0.99 (blue); 1 = 0, ν1 = 0.1 (magenta); 1 = −1,
ν1 = 0.5 (yellow); and 1 = −4, ν1 = 0.5 (green).
6.2 Reduction theorem and third-order ladder operators
We just saw that the 1-SUSY partners of the harmonic oscillator are ruled by second-order
PHA, but we can ask if there are any other systems with this kind of algebra? In this section
we present a reduction theorem in which it is shown that special families of kth-order SUSY
partners of the harmonic oscillator, normally ruled by 2kth-order algebras, can also have
second-order ones. The proof of this theorem can be found in [11].
Theorem 1. Suppose that the kth-order SUSY partner Hk of the harmonic oscillator Hamil-
tonian H0 is generated by k Schro¨dinger seed solutions, which are connected by the standard
annihilation operator in the way:
uj = (a
−)j−1u1, j = 1 − (j − 1), j = 1, . . . , k, (6.3)
where u1(x) is a nodeless Schro¨dinger solution given by equation (2.43) for 1 < 1/2 and
|ν1| < 1. Therefore, the natural ladder operator L+k = B+k a+B−k of Hk, which is of (2k+1)th-
order, is factorized in the form
L+k = Pk−1(Hk)l
+
k , (6.4)
where Pk−1(Hk) = (Hk − 1) . . . (Hk − k−1) is a polynomial of (k − 1)th-order in Hk, l+k is a
third-order differential ladder operator such that
[Hk, l
+
k ] = l
+
k , (6.5)
and
l+k l
−
k = (Hk − k)
(
Hk − 1
2
)
(Hk − 1 − 1). (6.6)
6.3 Solutions of the PIV equation departing from Hk
We discussed in section 4 that there are some PHA that are reducible, i.e., they fulfill L+m =
P(H)a+. In the case addressed by Theorem 1 we have a similar situation, i.e., when the SUSY
transformation fulfills the requirements given there, the algebra generators become factorized
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as in equation (6.4). This means that the 2kth-order PHA, obtained through a kth-order
SUSY transformation as specified in the theorem, with j = 1 − (j − 1), j = 1, . . . , k, will
be reduced to a second-order PHA with third-order ladder operators.
This implies that when we reduce the higher-order algebras the possibility is open of
generating new solutions of the PIV equation. This happens indeed: first we obtained solution
families already given in the literature [11], then we worked to expand the solution space in
the parameters a, b. We have generated real solutions associated with real parameters [11],
then complex solutions associated with real parameters [14,15] and, finally, complex solutions
associated with complex parameters [13]. In this section we will show the method used to
obtain these solutions and next we classify them into solution hierarchies [11,15].
In order to get the PIV solutions we need to identify the extremal states of our system.
Since the roots of the polynomial of equation (6.6) are now E0, 1 + 1, and k = 1− (k− 1),
then the spectrum of Hk consists of two physical ladders: an infinite one departing from E0
and a finite one starting from k and ending at 1. Thus, there are two physical extremal
states corresponding to the mapped ground state of H0 with eigenvalue E0 and the eigenstate
of Hk associated with k. The other extremal state (which corresponds to 1 + 1 6∈ Sp(Hk))
is non-physical. Finally, the three extremal states are
ψE1 ∝ B+k e−x
2/2, ψE2 ∝ B+k a+u1, ψE3 ∝
W (u1, . . . , uk−1)
W (u1, . . . , uk)
, (6.7a)
E1 = 1
2
, E2 = 1 + 1, E3 = k = 1 − (k − 1). (6.7b)
The kth-order SUSY partner potential of the harmonic oscillator and the corresponding
non-singular solution of the PIV equation become
Vk(x) =
x2
2
− {ln[W (u1, . . . , uk)]}′′, k ≥ 2, (6.8a)
gk(x, 1) = −x− {ln[ψE3(x)]}′ = −x−
{
ln
[
W (u1, . . . , uk−1)
W (u1, . . . , uk)
]}′
. (6.8b)
We have illustrated the kth-order SUSY partner potentials Vk(x) of the harmonic oscillator
and the corresponding PIV solutions gk(x, 1) in figure 11 for k = 2 and in figure 12 for k = 3.
Figure 11: Second-order SUSY partner potentials V2(x) (left) of the harmonic oscillator and
the corresponding PIV solutions g2(x, 1) (right) for 1 = 0.25, ν1 = 0.99 (blue), and 1 =
{0.25 (magenta),−0.75 (yellow),−2.75 (green)} with ν1 = 0.5.
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Figure 12: Third-order SUSY partner potentials V3(x) (left) of the harmonic oscillator and
the corresponding PIV solutions g3(x, 1) (right) for 1 = 0.25, ν1 = 0.99 (blue), and 1 =
{0.25 (magenta),−0.75 (yellow),−2.75 (green)} with ν1 = 0.5.
Using this algorithm we are able to find solutions to the PIV equation with specific
parameters a, b, i.e., not for any combination of them. Actually, we can express a, b in terms
of the two parameters of the transformation 1, k. However, as a, b, 1 ∈ R but k ∈ Z+, we
cannot expect to cover all the parameter space a, b. Let us note that the same set of real
solutions to the PIV equation can be obtained through inverse scattering techniques [56]
(compare the solutions of [46] with those of [11]). Indeed, we have
a = −1 + 2k − 3
2
, b = −2
(
1 +
1
2
)2
. (6.9)
Let us intend to overcome now the restriction 1 < E0, although if we use the formalism
as in [11], we would only obtain singular SUSY transformations. In order to avoid this, we
will instead employ complex SUSY transformations. The simplest way to implement them is
to use a complex linear combination of the two standard linearly independent real solutions
which, up to an unessential factor, leads to the following complex solutions depending on a
complex constant λ+ iκ (λ, κ ∈ R) [57]:
u(x; ) = e−x
2/2
[
1F1
(
1− 2
4
,
1
2
;x2
)
+ x(λ+ iκ) 1F1
(
3− 2
4
,
3
2
;x2
)]
. (6.10)
The known real results are obtained by taking κ = 0 and expressing λ as [33] (with ν ∈ R):
λ = 2ν
Γ(3−2
4
)
Γ(1−2
4
)
. (6.11)
Hence, through this formalism we will obtain Vk(x) and their corresponding gk(x; 1), both
of which will now be complex, using once again equations (6.8). In addition, the extremal
states of Hk and their corresponding energies are given by equations (6.7). Recall that all uj
satisfy equation (6.3) and u1 corresponds to the general solution given in equation (6.10).
Note that, in general, ψEj 6= 0 ∀ x ∈ R which implies that, by making cyclic permutations
of the indices of the three energies Ej and the corresponding extremal states of equations (6.7),
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Figure 13: Real (solid line) and imaginary (dashed line) parts of some complex solutions to PIV
equation. The left plot corresponds to aii = 12, bii = −8 (k = 2, 1 = 7, λ = κ = 1) and the right
one to aiii = −5, biii = −8 (k = 1, 1 = 5/2, λ = κ = 1).
Figure 14: Parametric plot of the real and imaginary parts of g(x; a, b) for ai = −9/2, bi = −121/2
(k = 1, 1 = 5, λ = κ = 2) and |x| ≤ 10. For larger values of x, the curve slowly approaches the
origin from both sides.
we expand the solution families to three different sets defined by
ai = −1 + 2k − 3
2
, bi = −2
(
1 +
1
2
)2
, (6.12a)
aii = 21 − k, bii = −2k2, (6.12b)
aiii = −1 − k − 3
2
, biii = −2
(
1 − k + 1
2
)2
, (6.12c)
where the new indices aim to distinguish between them for fixed values of 1 and k. The
corresponding PIV solutions g(x; a, b) are not singular and their real and imaginary parts
have a null asymptotic behaviour (g → 0 as |x| → ∞). This property appear clearly in
the example of figure 13, and in the parametric plot of the real and imaginary parts of the
g(x; a, b) of figure 14.
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Figure 15: Parameter space for real (left) and complex (right) solution hierarchies. The lines
correspond to the confluent hypergeometric function, the dots to more specific hierarchies.
6.4 PIV solution hierarchies
The solutions gk(x, 1) of the PIV equation can be classified according to the explicit special
functions of which they depend on [11, 13, 15, 46]. Our general formulas, given by equa-
tions (6.8b), are expressed in terms of the confluent hypergeometric function, although for
particular values of the parameter 1 they can be simplified to more specific special functions.
Let us remark that, in this work we are interested in non-singular SUSY partner potentials
and their corresponding non-singular solutions of the PIV equation. We can obtain both real
and complex non-singular solutions for certain parameters a, b of the PIV equation. In
figure 15 we show the parameter space where solutions can be found. For real solutions we
have identified the following hierarchies, which lie on specific points of the parameter space.
• Confluent hypergeometric function hierarchy
g1(x, 1) =
2ν1Γ
(
3−21
4
) [
(3− 6x2) 1F1
(
3−21
4
, 3
2
;x2
)
+ x2(3− 21) 1F1
(
7−21
4
, 5
2
;x2
)]
3Γ
(
1−21
4
)
1F1
(
1−21
4
, 1
2
;x2
)
+ 6ν1xΓ
(
3−21
4
)
1F1(
3−21
4
, 3
2
;x2)
+
xΓ
(
1−21
4
) [−2 1F1 (1−214 , 12 ;x2)+ (1− 21) 1F1 (5−214 , 32 ;x2)]
Γ
(
1−21
4
)
1F1
(
1−21
4
, 1
2
;x2
)
+ 2ν1xΓ
(
3−21
4
)
1F1(
3−21
4
, 3
2
;x2)
. (6.13)
• Error function hierarchy (some SUSY partner potentials and the PIV solutions corres-
ponding to this hierarchy are shown in figure 16)
g1(x,−5/2) = 4[ν1 + ϕν1(x)]
2ν1x+ (1 + 2x2)ϕν1(x)
, (6.14a)
g2(x,−1/2) = 4ν1[ν1 + 6ϕν1(x)]
ϕν1(x)[ϕ
2
ν1
(x)− 2ν1xϕν1(x)− 2ν21 ]
. (6.14b)
• Rational hierarchy
g2(x,−9/2) = − 8(3x+ 2x
3)
3 + 12x2 + 4x4
+
32(15x3 + 12x5 + 4x7)
45 + 120x4 + 64x6 + 16x8
, (6.15a)
g3(x,−5/2) = 4x(27− 72x
2 + 16x8)
27 + 54x2 + 96x6 − 48x8 + 32x10 . (6.15b)
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Figure 16: First-order SUSY partner potentials V1(x) (left) of the harmonic oscillator and the PIV
solutions g1(x, 1) (right) belonging to the error function hierarchy for: 1 = −0.5, ν1 = 0.1 (blue);
1 = −0.5, ν1 = 0.99 (magenta); 1 = −1.5, ν1 = 0.001 (yellow); and 1 = −3.5, ν1 = 0.5 (green).
7 SUSY QM, radial oscillator and PV equation
Here we are going to follow the same procedure of section 6, in which we used the SUSY part-
ners of the harmonic oscillator to generate solutions of the PIV equation, but now employing
the radial oscillator SUSY partners to produce solutions of the PV equation.
7.1 First-order SUSY partners of the radial oscillator
If we calculate the first-order SUSY partners of the radial oscillator, we get a system naturally
ruled by a third-order PHA. We will obtain now the solutions of the PV equation following [8].
To do that, we need to identify the extremal states of H1 and its associated energies. From the
spectrum of the radial oscillator we have already two extremal states, one physical associated
with E0 = j/2 + 3/4 and one non-physical for −E0 + 11. The other two roots are added by
the SUSY transformation, one for the new level at 1 and the other at 1 + 1 to have a finite
ladder, namely,
ψE1 ∝ A+1 b+u, E1 = 1 + 1, (7.1a)
ψE2 ∝ A+1
[
x−j exp(−x2/4)] , E2 = −E0 + 1, (7.1b)
ψE3 ∝ u−1, E3 = 1, (7.1c)
ψE4 ∝ A+1
[
xj+1 exp(−x2/4)] , E4 = E0, (7.1d)
A1 and b
+ being the first-order intertwining and ladder operators for the radial oscillator
respectively.
For this system we are able to connect with PV equation with specific parameters a, b, c, d ∈
C. From equations (5.38) and (7.1) we obtain a, b, c, d in terms of one parameter of the ori-
ginal system E0 and one of the SUSY transformation 1 as
a =
(E0 + 1)
2
2
, b = −(E0 − 1)
2
2
, c =
1− 2E0
2
, d = −1
8
. (7.2)
1In this section we switch to j the angular momentum index since we will use ` to denote the reduced
ladder operators for the radial oscillator Hamiltonian (see also [58]).
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Figure 17: SUSY partner potential V1(x) of the radial oscillator (black) (left) and the PV solutions
w1(z) (right) for j = 1, 1 = 1, and ν1 = {0.905 (blue), 0.913 (magenta), 1 (yellow), 10 (green)}.
Since E0 = E0(j) = j/2 + 3/4, then we can express the parametrization as
a =
(2j + 41 + 3)
2
32
, b = −(2j − 41 + 3)
2
32
, c = −2j + 1
4
, d = −1
8
. (7.3)
In general, the four parameters a, b, c, d are written in terms of j ∈ R+ and 1 ∈ C, although
in this section we study the case where both are real, i.e., a, b, c, d, 1 ∈ R. We must remark
that in the physical studies of the radial oscillator systems usually j ∈ Z+, as it is the
angular momentum index. However, here we will consider j ∈ R+ because we only use it as
an auxiliary system to obtain solutions to PV equation.
If we restrict ourselves to non-singular real solutions of the PV equation with real para-
meters we also have the restriction 1 ≤ E0 = j/2 + 3/4. Moreover, for each value of 1 we
have a one-parameter family of solutions, labelled by the parameter ν1 from equation (2.65)
under the restrictions of equation (2.67). Then from 1-SUSY we can obtain the following
partner potential and the function g(x) related with the solution w(z) of the PV equation,
V1(x) =
x2
8
+
j(j + 1)
2x2
− [lnu(x)]′′, g1(x) = −x
2
− j + 1
x
+ [lnu(x)]′, (7.4)
where we have added an index to indicate the order of the SUSY transformation. Since g1(x)
is connected with the solution w1(z) of PV equation through
w1(z) = 1 +
z1/2
g1(z1/2)
, (7.5)
then
w1(z) = 1 +
2zu(z1/2)
2z1/2u′(z1/2)− (z + 2j + 1)u(z1/2) . (7.6)
An illustration of the first-order SUSY partner potentials of the radial oscillator V1(x) and
the corresponding solutions w1(z) of the PV equation are shown in figure 17.
7.2 Reduction theorem and fourth-order ladder operators
Now we will show that some odd-order PHA associated with the SUSY partners of the radial
oscillator can be reduced to third-order ones, which are generated by fourth-order ladder
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operators. To accomplish that, in this section we will present a new reduction theorem,
through which we will identify the special higher-order SUSY partners of the radial oscil-
lator, normally ruled by a (2k + 1)th-order PHA but having associated also a third-order
one. Recall that in this section we are using j as the angular momentum index in order
to free `, to be employed as the reduced ladder operator. We also stop writing explicitly
the dependence of the radial oscillator Hamiltonian H0, its eigenvalues En, and its ladder
operators b± on the angular momentum index. The proof of this theorem can be found in [58].
Theorem 2. Let Hk be the kth-order SUSY partner of the radial oscillator Hamiltonian H0,
generated by k Schro¨dinger seed solutions. Suppose that these solutions ui are connected by
the annihilation operator of the radial oscillator b− as
ui = (b
−)i−1u1, i = 1 − (i− 1), i = 1, . . . , k, (7.7)
where u1(x) is a nodeless Schro¨dinger solution given by (2.65) for 1 < E0 = j/2 + 3/4 and
ν1 ≥ −
Γ
(
1−2j
2
)
Γ
(
1−2j−41
4
) . (7.8)
Therefore, the natural (2k + 2)th-order ladder operator L+k = B
+
k b
+B−k of Hk turn out to be
factorized in the form
L+k = Pk−1(Hk)`
+
k , (7.9)
where Pk−1(Hk) = (Hk − 1) . . . (Hk − k−1) is a polynomial of (k − 1)th-order in Hk and `+k
is a fourth-order differential ladder operator,
[Hk, `
+
k ] = `
+
k , (7.10)
such that
`+k `
−
k = (Hk − E0) (Hk + E0 − 1) (Hk − k)(Hk − 1 − 1). (7.11)
7.3 Solutions of PV equation departing from Hk
Through Theorem 2 we are able to reduce the (2k+ 1)th-order PHA, induced by the natural
ladder operators for the SUSY partners of the radial oscillator, to third-order PHA gen-
erated by fourth-order ladder operators. Basically, the k transformation functions have to
be connected by the annihilation operator b− and, therefore, their energies will be given by
i = 1 − (i − 1). This means that, to build Hk, we have to create one equidistant ladder
with k steps, one for each first-order SUSY transformation. There is also the restriction on
the free factorization energy that 1 < E0. Thus, the possibility is open of obtaining new
solutions to the PV equation, similar to the case of second-order PHA and PIV equation.
First we need to identify the extremal states of our system. The roots of the polynomial
in (7.11) are E0,−E0 + 1, k, 1 + 1, two of them associated to physical extremal states (E0,
k), a non-physical one coming from the radial oscillator (−E0 +1), and another non-physical
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that will make the new ladder to be finite (1 + 1). The four extremal states are thus
ψE1 ∝ B+k b+u1, E1 = 1 + 1, (7.12a)
ψE2 ∝ B+k
[
x−j exp(−x2/4)] , E2 = −E0 + 1, (7.12b)
ψE3 ∝
W (u1, . . . , uk−1)
W (u1, . . . , uk)
, E3 = k, (7.12c)
ψE4 ∝ B+k
[
xj+1 exp(−x2/4)] , E4 = E0. (7.12d)
To simplify calculations we are going to use that
ψE4 ∝ B+k
[
xj+1 exp(−x2/4)] ∝ W (u1, . . . , uk, xj+1 exp(−x2/4))
W (u1, . . . , uk)
. (7.13)
Then, from equations (5.39) we obtain the auxiliary function h(x) defined in (5.40),
h(x) = {ln [W (ψE3 , ψE4)]}′ , (7.14)
and for g(x) it turns out that
g(x) = −x− h(x) = −x− {ln [W (ψE3 , ψE4)]}′ . (7.15)
Therefore, the kth-order SUSY partner potential Vk(x) of the radial oscillator and its
corresponding function gk(x) are
Vk(x) =
x2
8
+
j(j + 1)
2x2
− [lnW (u1, . . . , uk)]′′, (7.16a)
gk(x) = −x− 2(E0 + 1 − k)W (u1, . . . , uk−1)W (u1, . . . , uk, x
j+1 exp(−x2/4))
W (W (u1, . . . , uk−1),W (u1, . . . , uk, xj+1 exp(−x2/4))) . (7.16b)
Recall that gk(x) is directly related with the function wk(z) as in equation (7.5), which is a
solution to PV equation with parameters given by
a =
(E0 + 1)
2
2
, b = −(E0 − 1 + k − 1)
2
2
, c =
k − 2E0
2
, d = −1
8
. (7.17)
In figure 18 we show some PV solutions w2(z), obtained through the second-order SUSY
transformation.
Note that we can use Theorem 2 even with complex transformation functions. The
simplest way to implement them is to use a complex linear combination of two standard
linearly independent real solutions with a complex constant λ+ iκ, as
u(x, ) =x−je−x
2/4
[
1F1
(
1− 2j − 4
4
,
1− 2j
2
;
x2
2
)
+ (λ+ iκ)
(
x2
2
)j+1/2
1F1
(
3 + 2j − 4
4
,
3 + 2j
2
;
x2
2
)]
. (7.18)
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Figure 18: PV solutions w2 generated by the second-order SUSY QM. The left plot is for the
parameters j = 0, ν1 = 0, and 1 = {1/4 (blue), −3/4 (magenta), −7/4 (yellow), −11/4 (green)}.
The right plot is for 1 = 0, ν1 = 0, and j = {1 (blue), 3 (magenta), 6 (yellow), 10 (green)}.
The results obtained for the real solutions of equation (2.65) are accomplished if we take
λ = ν
Γ
(
3+2j−4
4
)
Γ
(
3+2j
2
) , κ = 0. (7.19)
Comparing with the case when we were only looking for real solutions, now we have two
restrictions that can be surpassed. The first of them is the inequality 1 < E0, and the second
one is that we had to choose our extremal states in the order of equation (7.12). Now we
can perform permutations on the indices of the extremal states and we still do not obtain
singularities, because in general ψEi 6= 0 in the complex plane.
In (5.38) we have expressed the four parameters of the PV equation in terms of the four
extremal state energies but we also have symmetry in the exchanges E1 ↔ E2 and E3 ↔ E4.
Thus from the 4! = 24 possible permutations of the four indices we just have six different
solutions to the PV equation. Next we show the parameters of the six solution families in
terms of 1, j, and k. We have added also an index to distinguish them
a1 =
(2j + 41 + 3)
2
32
, b1 = −(2j − 41 + 4k − 1)
2
32
, c1 =
−2j + 2k − 3
4
, (7.20a)
a2 =
(2j + 41 − 4k + 3)2
32
, b2 = −(2j − 41 − 1)
2
32
, c2 = −2j + 2k + 1
4
, (7.20b)
a3 =
(2j − 41 + 4k − 1)2
32
, b3 = −(2j + 41 + 3)
2
32
, c3 =
2j − 2k − 1
4
, (7.20c)
a4 =
(2j − 41 − 1)2
32
, b4 = −(2j + 41 − 4k + 3)
2
32
, c4 =
2j + 2k + 1
4
, (7.20d)
a5 =
k2
2
, b5 = −(2j + 1)
2
8
, c5 =
21 − k
2
, (7.20e)
a6 =
(2j + 1)2
8
, b6 = −k
2
2
, c6 = −21 + k − 1
2
. (7.20f)
Then, the PV solutions are calculated from equation (7.15). In figure 19 we show two
complex solutions to the PV equation with real parameters a, b, c, d.
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Figure 19: Real (solid) and imaginary (dashed) parts of the solution w1(z) to PV for j = 3, 1 = 0,
and ν1 = 100i (left) and j = 2, 1 = 2, and ν1 = i (right).
Figure 20: Real (solid) and imaginary (dashed) parts of the solution w1(z) to PV for j = 3,
1 = 1 + 11i, and ν1 = 100i; and j = 1, 1 = 1− 0.6i, and ν1 = 1− i.
We can also obtain complex PV solutions simply by allowing the factorization energy in
equation (7.18) to be complex. Then, these solutions will also be complex, as well as the
parameters a, b, c of the PV equation, as they depend on 1. For example, in figure 20 we
show two complex PV solutions but now associated with the following complex parameters:
a = −115
4
+ i
429
16
, b =
1911
32
+ i
55
4
, c =
49
4
, (7.21a)
a = −1881
800
− i27
20
, b =
119
800
− i 3
20
, c = −3
4
. (7.21b)
7.4 PV solution hierarchies
The solutions w(z) that we have found for the PV equation are expressed in terms of the
g(x) in equation (7.5), and therefore in terms of the eigenfunctions ui of the radial oscillator
(see e.g. equation (7.16b)). Recall that all ui are only determined by 1 and ν1, due to
the reduction theorem. The Painleve´ equations themselves define new special functions,
the Painleve´ trascendents, which are defined as the general solutions of the corresponding
equations. Nevertheless, for some special values of the parameters, they can be expressed in
terms of known special functions. We can classify the solutions w(z) of the PV equation into
solution hierarchies, and some examples are the following.
• Laguerre polynomials
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w1(z) = 1− z−1/2, w1(z) = 1− z
3/2L
(α)
1 (z
2/2)
2L
(α)
1 (z
2/2)− 2α− 1
, (7.22)
where α = −(2j + 1)/2.
• Hermite polynomials
w1(z) = 1− z
3/2H2n(z)
(z2 + 1)H2n(z)− 4nzH2n−1(z) , (7.23a)
w1(z) = 1 +
z1/2H2n(z)
4nH2n−1(z)− zH2n(z) . (7.23b)
• Exponential function
w1(z) = 1− z
3/2
2
+
z7/2
2z2 + 4− 4 exp(z2/2) . (7.24a)
• Modified Bessel functions
w1(z) = 1 +
2Iν(z
2/4)
z1/2[Iν+1(z2/4)− Iν(z2/4)] . (7.25a)
• Weber or Parabolic cylinder functions
w1(z) = 1− 2z
3/2Eν(z)
2(z2 + 1)Eν(z)− zEν−1(z) + zEν+1(z) , (7.26a)
w1(z) = 1− 2z
1/2Eν(z)
2(z2 + 1)Eν(z)− zEν−1(z) + zEν+1(z) . (7.26b)
8 Conclusions
In section 2, we studied the general framework of SUSY QM, from first to kth-order trans-
formations and specifically the cases of the harmonic and radial oscillators. In section 3 we
introduced the six Painleve´ equations. Then, in section 4, we defined the PHA and in section
5, we obtained the general systems described by these algebras from zeroth to third order.
In this direction, we would like to continue this study to higher-order systems.
After that, in sections 6 and 7 we formulated two reduction theorems for the higher-order
SUSY partners of the harmonic and radial oscillators in order to obtain new systems ruled
by second and third-order PHA. Are those the only possible systems that can be reduced to
these algebras? We doubt it, and thus we would be interested in identifying new systems
ruled by these PHA. Then through these reduction theorems we derived a method to obtain
solutions to PIV and PV equations in terms of the confluent hypergeometric function in
certain subspace of the parameter space of the Painleve´ equations. In this topic, we think it
would be important to study further the general structure of these solutions, e.g., their node
distribution and asymptotic behaviour. Furthermore, we have only scratched the surface of
the explicit solutions, and we think it will be useful to explore deeper the method.
Finally, we classified these solutions into different solution hierarchies. In this subject, we
think that a more detailed classification lie still deeper into their structure.
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