Abstract. We consider the initial value problem for the 3D Boussinesq equations for stably stratified fluids without the rotational effect. We establish the sharp dispersive estimate for the linear propagator related to the stable stratification. As an application, we give the explicit relation between the size of initial data and the buoyancy frequency which ensures the unique existence of global solutions to our system. In particular, it is shown that the size of the initial thermal disturbance can be taken in proportion to the strength of stratification.
Introduction
Let us consider the initial value problem for the Boussinesq equations, describing the natural convection in the 3D viscous incompressible fluids:          ∂ t u + (u · ∇)u = ν∆u − ∇q + ηe 3 t > 0, x ∈ Ê 3 , ∂ t η + (u · ∇)η = κ∆η t > 0, x ∈ Ê 3 , ∇ · u = 0 t > 0, x ∈ Ê 3 , u(0, x) = u 0 (x), η(0, x) = η 0 (x) x ∈ Ê 3 .
(1.1)
The unknown functions u = (u 1 (t, x), u 2 (t, x), u 3 (t, x)) T , q = q(t, x) and η = η(t, x) represent the velocity field, the scalar pressure and the temperature of the fluids, respectively, while u 0 = (u 0,1 (x), u 0,2 (x), u 0,3 (x))
T is the given initial velocity field and η 0 = η 0 (x) is the given initial temperature. The vertical unit vector is denoted by e 3 := (0, 0, 1)
T . The coefficients ν > 0 and κ > 0 denote the kinetic viscosity constant and the heat conductivity constant, respectively. We assume the compatibility condition ∇ · u 0 = 0 for the initial velocity.
Dispersion effects due to the stable stratification. The main purpose of this article is to obtain a sharp dispersive estimate to the linear propagator associated with the stable stratification. It is well-known that the system (1.1) has an elementary exact solution (u s , q s , η s ) with u s ≡ 0, q s = q s (x 3 ) and η s = η s (x 3 ) satisfying the hydrostatic balance: . Throughout this paper, we focus on the case of the stable stratification: (1.4) that is, the stable situation in which the temperature increases with height and warmer fluid is above colder fluid. We put N := √ b, which is called the buoyancy or the Brunt-Väisälä frequency. Now, we shall consider perturbations about a mean state in hydrostatic balance. Let us set q(t, x) = q s (x 3 ) + p(t, x), η(t, x) = η s (x 3 ) + θ(t, x), (1.5) where q s and η s are in the hydrostatic balance (1.2), (1.3) and (1.4). Substituting (1.5) into (1.1) gives that (u, p, θ) solves          ∂ t u + (u · ∇)u = ν∆u − ∇p + θe 3 , ∂ t θ + (u · ∇)θ = κ∆θ − N 2 u 3 , ∇ · u = 0, u(0, x) = u 0 (x), θ(0, x) = θ 0 (x), (1.6) where θ 0 denotes the given thermal disturbance. The above system (1.6) is called the Boussinesq equation for a stably stratified fluid.
As is already observed in [23, pages 22 or 85], the system (1.6) exhibits a dispersive nature due to the presence of the stable stratification −N 2 u 3 . This phenomenon is closely related to the dispersive estimates for the operator e Here, ξ h := (ξ 1 , ξ 2 ) ∈ Ê 2 so that |ξ h | = ξ 2 1 + ξ 2 2 , and f denotes the Fourier transform of f . Since the phase |ξ h |/|ξ| is homogeneous of degree 0, by the LittlewoodPaley decomposition and scaling, the matter is reduced to the frequency localized case. Now, we shall consider the operator
where ψ ∈ S (Ê 3 ) satisfies supp ψ ⊂ {2
force e 3 × u, the rotating fluids also exhibit dispersion phenomena. The dispersion relations are given by
|ξ| (µ ∈ Ê \ {0, ±1})
for rotating fluids p R and rotating stratified fluids p RS , respectively (see, for example, [1, 5] follow from the Littman theorem [22] and the dyadic decomposition, and the decay rate is determined by the rank of the Hessian matrix:
rank ∇ |ξ| 2 2 }. For details, see [15, 18, 19] . However, the situation is different for the stably stratified fluids without rotation. Indeed, the dispersive relation is given by p(ξ) = |ξ h |/|ξ|, which has singularity along {ξ h = 0} and degeneracy on {ξ 3 = 0}. So, the standard stationary phase lemma and the Littman theorem cannot be applied directly. To overcome this, we dyadically decompose the oscillatory integral in (1.7) away from its degeneracy and singularity, and employ the stability of the stationary phase method under small C N perturbations with a large N ∈ AE. This gives the optimal decay rate 1 2 in Theorem 1.1.
Global solutions to the stably stratified Boussinesq equations. We shall apply Theorem 1.1 to the study of the existence and uniqueness of global in time solutions for (1.6). In particular, we obtain an explicit relation between the size of the initial data and the buoyancy frequency N which ensures the unique existence of global solutions to (1.6). Consequently, the unique existence of global solutions is guaranteed for some large class of initial data provided that the buoyancy frequency is sufficiently high.
In order to state our results and related works more precisely, we rewrite (1.6) in the Craya-Herring cyclic basis. Let us combine the velocity field with the rescaled thermal disturbance into the new unknown function
T . Then, the original system (1.6) can be written as
T . Next, let È be the extended Helmholtz projection of the velocity u onto the divergence-free vector fields which is defined by
Here {R j } 1 j 3 denote the Riesz transforms on Ê 3 . Applying the Helmholtz projection È to (1.8) gives the following evolution equation:
(1.9)
Here, we have used the fact that È ∇p = 0 and Èv = v since ∇ · v = 0. In this note, we assume the following condition for the coefficients in the system (1.9):
Since the size of the constants ν, κ > 0 plays no role in our analysis, we set ν = κ = 1 for simplicity. Under the above assumption, the original system (1.6) is transformed into the following system:
(1.10)
In Section 2, we shall derive that the eigenfrequencies of −ÈJÈ are ±i
, 0, 0 , and the corresponding eigenvectors {a j (ξ)} 4 j=1 are given by
The eigenvectors {a j (ξ)} 4 j=1 also define an orthonormal basis in 4 . Then the semigroup {T N (t)} t 0 generated by the linear operator −∆ + NÈJÈ can be written explicitly by
for the initial data v 0 satisfying ∇·v 0 = 0 (see Section 2 for the detailed derivations of (1.11) and (1.12)). Note that v 0 (ξ), a 4 (ξ) 4 = 0 by the divergence-free condition. By the Duhamel principle, the system (1.10) is formally equivalent to the following integral equation:
We say that v is a mild solution to the initial value problem (1.10) if v satisfies the integral equation (1.13) in an appropriate function space.
Here let us briefly review the previous works related to the results in this paper. We first remark that the initial data v 0 with ∇ · v 0 = 0 can be decomposed by the orthonormal basis {a j (ξ)}
(1.14)
The first two components w 0,1 , w 0,2 are called the oscillatory parts of v 0 , while w 0,3 is called the quasigeostrophic part. There are a lot of literature on the global wellposedness for the stably stratified fluids with the Coriolis force Ωe 3 × u: (1.15) where Ω ∈ Ê \ {0} denotes the angular frequency of the background rotation. For (1.15), similar decomposition of the initial data as (1.14) into the oscillatory parts and the quasigeostrophic part is possible with the corresponding orthonormal basis like {a j } 4 j=1 (see [5, 15, 17] ). Charve [5] showed the global well-posedness of (1.15) for the initial data w 0,1 , w 0,2 ∈Ḣ 1 (Ê 3 ) ∩Ḣ 1 2 (Ê 3 ) and w 0,3 ∈ H 1 (Ê 3 ) when the buoyancy frequency N and the Coriolis parameter |Ω| are sufficiently large. In [8] , the regularity assumption on the initial data was improved to the condition that w 0,1 , w 0,2 ∈Ḣ . In [15] , the assumption on the low frequency of the initial data was further relaxed, and the global well-posedness of (1.15) was shown for w 0,1 , w 0,2 inḢ s (Ê 3 ) with 1/2 < s 5/8 and small w 0,3 inḢ 1 2 (Ê 3 ). Our approach in this paper is based on the argument in [15] . The asymptotics of solutions as the buoyancy frequency N and the Coriolis parameter |Ω| tend to infinity was studied in [6, 7, 10] . We also refer the reader to Babin-Mahalov-Nicolaenko [2, 3] for the periodic boundary case Ì 3 , where asymptotic dynamics includes the threedimensional resonances.
In this paper, we address the global well-posedness for the stably stratified fluids without the Coriolis force. Note that our system (1.10) is invariant under the scaling
for λ > 0, and then a natural scaling invariant space for the initial data v 0 isḢ 1 2 (Ê 3 ). In order to establish a global in time existence result, one needs to estimate the low frequency parts of solutions, and they are often controlled by the energy class or the smallness on the initial data in the scaling invariant class such asḢ 1 2 (Ê 3 ). In the previous studies [5, 8, 17] , it was assumed that the oscillatory parts w 0,1 , w 0,2 are in the scaling critical regularity spaceḢ 1 2 (Ê 3 ) and the quasigeostrophic part w 0,3 is in L 2 (Ê 3 ). In this paper, we relax the restrictions on low frequency parts of the initial data by making use of the dispersion estimates due to the stable stratification, and prove the unique existence of global in time mild solutions to (1.10) for large oscillatory part w 0,1 , w 0,2 in the scaling sub-critical spaceḢ s (Ê 3 ) with 1/2 < s 5/8 and small quasigeostrophic part w 0,3 in the scaling critical spaceḢ 1 2 (Ê 3 ) provided that the buoyancy frequency N is sufficiently high. Our first result reads as follows:
Then there exist positive constants δ 1 = δ 1 (s) and δ 2 such that for every N > 0 and for every initial data v 0 of the form (1.14) It also follows from (1.17) and (1.18) that the minimal buoyancy frequency N 0 which guarantees the existence of global mild solutions to (1.10) can be characterized for each bounded subset ofḢ s (Ê 3 ) to which the oscillatory parts w 0,1 and w 0,2 belong. (2) For the original data u 0 and θ 0 , the size condition (1.17) can be rewritten as
(1. 19) with some small δ
It follows from (1.19) and (1.20) that we need to assume the smallness condition only on the third component of the initial vorticity ω 0 = ∇ × u 0 for the unique existence of global mild solutions to (1.10). In particular, the size of the initial thermal disturbance θ 0 can be taken proportionally to the strength of the stable stratification.
(3) The size condition (1.17) is invariant under the scaling (1.16). Hence our size condition (1.17) can be regarded as a counterpart in the stably stratified fluids to the Fujita-Kato theorem [11] concerning the scaling invariant conditions on the initial data. Thanks to the additional temporal decay derived from the linear propagator 
Remark 1.5. As is already observed in [14, 15] , the minimal buoyancy frequency N 0 which ensures the unique existence of global mild solutions to (1.10) can be determined by each precompact subset inḢ δ.
Remark 1.6. Admittedly, the assumption ν = κ is rather technical. In general, the eigenfrequencies λ ± (ξ) of the linear operator −L ν,κ − NÈJÈ are explicitly given by
If ν = κ, the leading terms are no longer as simple as in the case ν = κ where
In fact, the associated linear propagators have different natures depending on the signs of the expression appearing under square root. Handling of this situation naturally leads to decomposition of frequency domain which varies as N → ∞. However, it does not seem easy to obtain the precise dispersive estimate because of such variance depending on N. The simpler, inviscid case ν = κ = 0 is treated by [28] . This paper is organized as follows. In Section 2, we rewrite the system (1.10) in the Craya-Herring basis and derive the explicit formula (1.12) of the linear solutions T N (t)v 0 . In Section 3, we present the proof of Theorem 1. Throughout this paper, we denote by C the constants which may differ at each occurrence. In particular, C = C(·, · · · , ·) will denote the constant which depends only on the quantities appearing in parentheses. For A, B 0, A º B means that there exists some positive constant C such that A CB. Also, A ² B is defined in the same way as A º B. A ∼ B means that A º B and A ² B.
Linear Analysis
In this section, we shall write the Boussinesq equations for a stably stratified fluid (1.10) in the Craya-Herring cyclic basis, and give the explicit representation for the time evolution semigroup generated by the linear operator −∆ + NÈJÈ. Let us consider the linear equation of (1.10):
Applying the Fourier transform to (2.1), we have
Here, P (ξ) is the multiplier matrix of the operator È defined by Èv(ξ) = P (ξ) v(ξ), which is given explicitly by
Set S(ξ) := −P (ξ)JP (ξ). Then, direct calculation yields
and then
Thus, the eigenvalues of S(ξ) are ±i √
, 0, 0 . In order to derive the eigenvectors of S(ξ), we use the Craya-Herring cyclic basis, which is defined by
where
is an orthonormal basis in Ê 4 ξ which satisfies
(2.3) Therefore, putting
is an orthonormal basis in 4 and gives the corresponding eigenvectors:
Hence the solution to (2.2) can be written as
Here, we remark that v 0 (ξ), a 4 (ξ) 4 = 0 by the divergence-free condition ∇·v 0 = 0. Therefore, the solution to (2.1) is explicitly given in terms of the evolution semigroup, and we obtain the following proposition.
4 with ∇ · v 0 = 0, there exists a unique solution v to (2.1) which is given explicitly by
4)
where Proposition 3.1. Let p be given by (2.5). Then, there exists a positive constant C, independent of (t, x) ∈ Ê 1+3 , such that
for all (t, x) ∈ Ê 1+3 . Also the decay rate 1 2 cannot be improved to a larger one.
As is well-known (for examples, see Littman [22] and Greenleaf [12] ), the decay estimate for (3.1) is determined by the number of non-vanishing principal curvatures of the surface
However, the phase p(ξ) = |ξ h |/|ξ| has singularities along {ξ h = 0}. This is different from the cases of the rotating fluids and the rotating stratified fluids, where the dispersive relations are given by ξ 3 /|ξ| and ξ
/|ξ| with µ ∈ Ê \ {0, ±1}, respectively, and they are smooth on 1 4 |ξ| 4 (see [18, 19] and [5, 17] , respectively). Formally, a direct computation shows that 2) and the Hessian matrix Hp :=
is given by
Let us put
where {R j (ξ)} j=1,2,3 and {M j (ξ)} j=1,2,3 denote the columns of the matrices of R(ξ) and M(ξ), respectively. Note that the vectors {M j (ξ)} j=1,2,3 are linearly parallel to one another. Hence we have
Here we see that
Then, from routine computation it follows that
Hence these and (3.3) give that det Hp(ξ) = − ξ 4 3
From (3.2) and (3.4) we see that p(ξ) is not smooth along the set {ξ h = 0} and p(ξ) has its degeneracy on {ξ 3 = 0} along which ∇p and Hp vanishes. Because of this we cannot directly apply Littmann's theorem [22] . Instead, we decompose dyadically the oscillatory integral in (3.1) away from its degeneracy and singularity, and then, use rescaling and the stability of the stationary phase method to get the optimal bound for each decomposed piece. Summation along these bounds will give the optimal decay rate 1 2 in Proposition 3.1, of which sharpness is to be shown later. In order to show Proposition 3.1, we recall the following which is a consequence of the stationary phase method. 
holds for all (t, x) ∈ Ê 1+d .
The estimate (3.5) is stable under small C N perturbation of the function p with a large N ∈ AE. This is a consequence of the stability of the estimate which is obtained by the stationary phase method. For examples, see [13, 
, and let p be a real-valued C ∞ -function on the support of ψ. Suppose that det Hp(ξ) = 0 on the support of ψ. Then, there exist
holds for all (t, x) ∈ Ê 1+d and for all real-valued q ∈ C ∞ on the support of ψ satisfying p − q C N < ε (3.7) for a sufficiently large N ∈ AE. In particular, N can be chosen N d + 3 and the constants ε and C are independent of q. This is not difficult to see by combining the argument in [24, For the proof of the sharpness of the decay rate 1 2 , we recall the following due to Keel and Tao [16] .
Theorem 3.4 ([16]
). Let {U(t)} t∈Ê be a family of operators. Suppose that for all t, s ∈ Ê
with some σ > 0. Then, the estimate
holds for all 2 q, r ∞ with (q, r, σ) = (2, ∞, 1) satisfying
Now, we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. In view of (3.4), it is natural to break the integral away from the sets {ξ 3 = 0}, {ξ h = 0}. Let ψ 3 be a smooth function on Ê supported in
Similarly, let ψ h be a smooth function on
Let us set
and
Then we decompose the integral
By the support properties of ψ h , ψ 3 and ψ, it is clear that
Hence, we may write
Now we claim
. For the use of stability (Lemma 3.3) via rescaling, it is better to discard ψ. In fact, the above estimates follow from
(3.9)
Here J 1 , J 2 and J 3 are defined by I j,k similarly as J 1 , J 2 and J 3 are defined by I j,k . To see this, expand ψ into the Fourier series ψ(ξ)
with L > 4 and α∈ 3 |C α | < ∞. Then,
Then it is clear that the estimates for J 1 , J 2 and J 3 imply those of J 1 , J 2 and J 3 , respectively, since the estimates (3.8) and (3.9) are independent of x ∈ Ê 3 .
Estimate for J 1 (t, x). We first set
Then, we have
and then det Hp(ξ) = − ξ 4 3
on the support of ψ h (ξ h ) ψ 3 (ξ 3 ) by (3.4). Hence we can apply the standard stationary phase method to (3.11), and it follows from Lemma 3.2 that
Estimate for J 2 (t, x). Let j 0 5 be a large integer to be specified later. Then, we decompose J 2 as
where ψ 3 is defined in (3.10). We need only to consider the case j j 0 . Indeed,
(3.14) for all 4 j j 0 − 1, det Hp(ξ) has a uniform lower bound on the support of ψ h (2 j ξ h ) ψ 3 (ξ 3 ) for 4 j j 0 − 1 by (3.4). Therefore, Lemma 3.2 shows that there exists a constant C j 0 = C(j 0 , ψ h , ψ 3 , p) > 0 such that for all (t, x) ∈ Ê 1+3 we have
Now we consider the case j j 0 . By rescaling we have
where x h = (x 1 , x 2 ). By Taylor expansion we have that
where E j is smooth on the support of ψ h (ξ h ) ψ 3 (ξ 3 ), and satisfies
for each N ∈ AE ∪ {0} on the support of ψ h (ξ h ) ψ 3 (ξ 3 ) with some constant A N = A(N) > 0. Consider
A direct computation shows that
on the support of ψ h (ξ h ) ψ 3 (ξ 3 ). Hence we may apply Lemma 3.2 for the oscillatory integral
and we see by (3.18) that
In order to get the bound for J 2 (t, x), we shall use the stability of bound, to say (3.6) and (3.7). It follows from (3.18) and Lemma 3.3 that there exist ε = ε(ψ h , ψ 3 , p 0 ) > 0 and C = C(ψ h , ψ 3 , p 0 ) > 0 such that
for all (t, x) ∈ Ê 1+3 and for all j j 0 satisfying E j C N < ε with N 6. Now, fix a large N 6, and take a sufficiently large j 0 so that A N 2 −2j 0 < ε. Then, it follows from (3.16), (3.17) and (3.19) that
for all j j 0 . Then, summation along j j 0 gives
for all (t, x) ∈ Ê 1+3 . Therefore, (3.8) follows from (3.12), (3.13) (3.15) and (3.20) .
Estimate for J 3 (t, x). Let k 0 5 be a large integer to be chosen later. We decompose J 3 as
where ψ h is defined in (3.10). Similarly as before by (3.4) and Lemma 3.2 (e.g. (3.14) and (3.15)), we have
for all (t, x) ∈ Ê 1+3 with some constant C k 0 = C(k 0 , ψ h , ψ 3 , p) > 0. Hence it suffices to consider the case k k 0 . Now, by rescaling we have
Note that
where E k is smooth on the support of ψ h (ξ h )ψ 3 (ξ 3 ), and from the Taylor expansion it follows that
for each N ∈ AE ∪ {0} on the support of ψ h (ξ h )ψ 3 (ξ 3 ) with some constant B N = B(N) > 0. Consider
|ξ h | 2 . A straightforward computation shows that
on the support of ψ h (ξ h )ψ 3 (ξ 3 ). Hence we can apply Lemma 3.2 for the oscillatory integral
and we see by (3.25) that
. Then, it follows from Lemma 3.3 and (3.25) that there exist ε = ε(ψ h , ψ 3 , p 1 ) > 0 and C = C(ψ h , ψ 3 , p 1 ) > 0 such that
for all (t, x) ∈ Ê 1+3 and for all k k 0 satisfying E k C N < ε with N 6. Now, fix a large N 6, and take a sufficiently large k 0 so that B N 2 −2k 0 < ε. Then, we have by (3.23) , (3.24) and (3.26)
for all k k 0 . Hence we obtain
Then, summation gives
for all (t, x) ∈ Ê 1+3 . Hence (3.9) follows from (3.21), (3.22) and (3.27) .
Sharpness. Now we shall show the dispersive estimate (3.1) cannot be improved by any number larger than 1 2 . We use the same argument in our previous paper [19] . In fact, we show the operator
By the standard argument and Theorem 3.4 if (3.1) holds with a decay rate σ > 0, then we have the boundedness of
Hence (3.1) with a decay rate σ > 1 2 leads to a contradiction. This proves that 1 2 is the best possible decay bound.
In order to show (3.28), consider f a which is given by
where 0 < a ≪ 1 and
Also, for N ≫ 1 we put
This means that
|ξ| 2} for a sufficiently small a, and ψ(ξ) = 1 on {2 −1 |ξ| 2}, we have
for (t, x) ∈ A with a sufficiently large N. Hence the estimate
Fix a sufficiently large N, and then letting a → 0 gives the inequality (3.28).
£

Linear Estimates
In this section, we shall establish space-time estimates for the semigroup e t∆ e ±iN tp(D)
as an application of Theorem 1.1. Let S (Ê 3 ) be the Schwartz class, and let S ′ (Ê 3 ) be the space of tempered distributions. We first recall the definition of the homogeneous Besov spaceḂ
where ϕ j (ξ) := ϕ 0 (2 −j ξ).
Definition 4.1. Let s ∈ Ê and 1 p, q ∞. The homogeneous Besov spacė B s p,q (Ê 3 ) is defined to be the set of all tempered distributions f ∈ S ′ (Ê 3 ) such that
Let p be given by (2.5). We consider the linear propagator defined by the Fourier integral
for all t ∈ Ê, s ∈ Ê, 1 q ∞, and f ∈Ḃ
Proof. It follows from the Plancherel theorem that
Interpolating this with Theorem 1.1 gives that
for all t ∈ Ê. Note that ψ(ξ) = 1 on the support of ϕ 0 , and then
Hence we have by (4.1)
Since p is homogeneous, scaling gives that, for j ∈ ,
Therefore we obtain by (4.2)
Multiplying both sides of (4.3) by 2 sj , and then taking the ℓ q ( )-norm, we complete the proof of Lemma 4.2.
£
We next recall the temporal decay estimates for the heat semigroup e t∆ in the homogeneous Besov spaces. Theorem 4.4. Let 2 < p < 4, and let 2 < q < ∞ satisfy
Then, there exists a positive constant C = C(p, q) such that
for all N > 0 and f ∈ L 2 (Ê 3 ). In particular, in the case 2/q = 3(1/2 − 1/p), (4.5) holds for all N 0.
Proof. In the case N = 0 and 2/q = 3(1/2 − 1/p), the desired estimate (4.5) is well-known and easily follows from the L p ′ -L p estimate for the heat semigroup e t∆ . Hence we only give the proof for N > 0.
The proof is based on the standard T T * argument (see Tomas [27] and Strichartz [26] ). By duality, it suffices to show that
, where 1/p + 1/p ′ = 1 and 1/q + 1/q ′ = 1. Moreover, by the Hölder inequality
By Lemma 4.2, Lemma 4.3 and the continuous embeddingsḂ
, we see that
for t ∈ Ê. Then, substituting (4.8) into (4.7) and using the Hölder inequality, we have
We now consider the cases 3(1/2 −1/p) < 2/q < 4(1/2 −1/p), 2/q = 4(1/2 −1/p), and 2/q = 3(1/2 − 1/p), separately. In the case 3(
Hence Young's convolution inequality gives, for 3(
(4.10)
In the case 2/q = 3(1/2 − 1/p), since |h N (t)| |t|
) , by the Hardy-LittlewoodSobolev inequality we have
Finally, in the case 2/q = 4(1/2−1/p), we have |h
) . Hence, by the Hardy-Littlewood-Sobolev inequality we get [4, 20] ). For every ε > 0, take
< ε. Set 1/2 < s 5/8 and 1/p = 1/6 + s/3. Then, it follows from (4.13), (4.14) and the continuous embeddinġ
) f ε Ḣs , which yields that lim sup
Cε.
Since ε > 0 is arbitrary, we obtain (4.15). Now we shall show the uniform convergence on precompact subsets inḢ
. Then, it follows from (4.15) that there exists a positive number N ε = N(ε, K) > 0 such that
for all N N ε . For any f ∈ K, take a j 0 ∈ {1, 2, . . . , M ε } such that f ∈ B ε (f j 0 ). For such a j 0 , we have by (4.14) and (4.16)
This completes the proof of Corollary 4.5.
Nonlinear Estimates
In this section, we shall obtain the bilinear estimates which are to be used to handle the Duhamel terms in (1.13). The following are the inhomogenous spacetime estimates for the linear propagator e t∆ e ±iN tp(D) .
Lemma 5.1.
(1) There exists a positive constant C such that, for all N 0 and
(2) There exists a positive constant C such that, for all
Proof. For readers' convenience, we shall give the proof.
(1) The Plancherel theorem and the Schwartz inequality in the time integral give that, for all t > 0 and all N 0,
Hence we obtain the desired estimate.
(2) By L 2 -L 3 estimate for the heat semigroup e t∆ and the Plancherel theorem we see that, for all t > 0 and all N 0,
Hence it follows by (5.1) and the Hardy-Littlewood-Sobolev inequality that
for all N 0. This completes the proof of Lemma 5.1.
£
We now state the following bilinear estimates for the Duhamel terms from the integral equation (1.13). 
.
(2) There exists a positive constant C such that, for all N 0 and u, v ∈ L 4 (0, ∞;
Proof. By the bilinear estimate in the Sobolev spaces of fractional order (see, for example, [9] ) and the continuous embeddingẆ , where δ > 0 is a positive number to be specified later. We shall show that Φ is a contraction map in Y for a sufficiently small δ > 0. It follows from (6.1) and (2) for all u, v ∈ Z provided that N N 0 . Hence, by the contraction mapping principle, we complete the proof of Theorem 1.4.
£
