Abstract. The multiplicity structure of a polynomial system at an isolated zero is identified with the dual space consisting of differential functionals vanishing on the entire polynomial ideal. Algorithms have been developed for computing dual spaces as the kernels of Macaulay matrices. These previous algorithms face a formidable obstacle in handling Macaulay matrices whose dimensions grow rapidly when the problem size and the order of the differential functionals increase. This paper presents a new algorithm based on the closedness subspace strategy that substantially reduces the matrix sizes in computing the dual spaces, enabling the computation of multiplicity structures for large problems. Comparisons of timings and memory requirements demonstrate a substantial improvement in computational efficiency.
Introduction
This paper presents what we call the closedness subspace method for computing the multiplicity structure of a polynomial system (1.1) f 1 (x 1 , · · · , x s ) = · · · = f t (x 1 , · · · , x s ) = 0
at an isolated zerox = (x 1 , · · · ,x s ) based on the Macaulay-Gröbner duality formulation of the multiplicity. Formulation, analysis and calculation of the multiplicity for the polynomial system (1.1) at a zero are fundamental problems in algebraic geometry [6, 10, 13, 15] . There are rich structural invariants atx besides the multiplicity, such as the dual space, depth, breadth [5] , and regularity [4] . Those invariants not only dictate the difficulty in solving the system (1.1) for multiple zeros [5, 8] , but also determine the nature of the ideal f 1 , . . . , f t itself [11] .
Computational algorithms have been in development for identifying the multiplicity and various invariants in symbolic, numerical and hybrid computations such as [7, 12, 14, 17] and more recently in [4, 5, 18] . The most efficient approach appears to be identifying the dual spaces through the kernels of the Macaulay matrices [5, 10] . As mentioned in [15, p. 334] , the first implementation of a dual space computing algorithm is carried out in [17] but the code is no longer available. The algorithm in [5] is implemented with both symbolic and numerical options and included in the software package ApaTools [19, 20] . A multiplicity algorithm is also to be imbedded in software packages such as Bertini [1, 2, 3] . However, difficulty may rise to a prohibitive level when the multiplicity is high and the number of variables increases. For example, consider the KSS system [5, 7] (1. which we shall adapt as one of the benchmark problem sequences for multiplicity computation. The largest Macaulay matrix required at the zerox = (1, . . . , 1) is 12, 012 × 3, 432 for n = 7 to obtain the multiplicity 64, grows to 102, 960 × 24, 310 for n = 8 with multiplicity 163, and reaches 218, 790 × 48, 620 for n = 9 and multiplicity 256, far exceeding the memory capacity of today's desktop computers.
Even if the problem is within the memory capacity, the matrix size becomes the main bottleneck that slows down the overall computation. In this paper we develop a closedness subspace method with an objective to improve the efficiency substantially in both storage space and execution time for computing the multiplicity structure. The main strategy is to take advantage of the closedness condition as formulated in [11, 15] . (c.f. Lemma 3.1 in §3). This closedness condition leads to a sequence of low-dimension closedness subspaces that contain the dual subspaces, and yields much smaller sizes of matrices from which the dual space is to be computed. For instance, the largest matrix is of column dimension 1304 for computing the multiplicity of the KSS system (1.2) for n = 8, and 2295 for n = 9, a small fraction of the Macaulay matrix sizes.
The experimental results show a remarkable improvement in computing efficiency. Applying a sequence of specifically designed matrix computation schemes, the implementation of this new method is consistently faster than its predecessor in ApaTools [19, 20] on benchmark systems requiring at least one second to solve. On larger problems in sequences of systems such as the KSS in (1.2), the ratio of improvement in computing time increases from 7-fold for n = 4 to 15-fold for n = 5, and to 177-fold for n = 6. More importantly, the new method continues to produce multiplicity structures when the system size increases to n = 7, 8, and 9, long after the previous method runs out of memory. On large systems of low multiplicities, the new method can be over 3500 times faster (cf. Table 4) .
We shall outline the basic theory of the Macaulay-Gröbner formulation and the previous method for computing the multiplicity structure using the Macaulay matrices ( §2). The proposed closedness subspace method will be presented in detail ( §3- §6) along with the computing strategy described in §5 to take advantage of the block matrix structures. The computational experiments, results, and comparisons will be given in §7.
Preliminaries
The n dimensional complex vector space is denoted by C n , and the ring of polynomials in indeterminates x 1 , . . . , x s with coefficients in C is denoted by C[x 1 , . . . , x s ]. A polynomial is denoted by a lower case letter, say p or f j , etc. Let N s denote the set of s dimensional index arrays, where each index is a nonnegative integer. Corresponding to an index array
with the order |j| ≡ j 1 + · · · + j s . Consider a system of t polynomials {f 1 , · · · , f t } in s variables with an isolated zerox where t ≥ s.
atx ∈ C n . Generally, a (differential) functional atx ∈ C s is a linear combination of those ∂ j [x]'s. All functionals at the zerox that vanish on I form a vector space Dx(I) called the dual space of I atx
where c j ∈ C for all j ∈ N s . We may write ∂ j instead of ∂ j [x] for simplicity if the zerox is clear from the context. Definition 2.1. [15] The multiplicity of an ideal I ⊂ C[x] at an isolated zerox is m if the dual space Dx(I) is of dimension m, while Dx(I) itself defines the multiplicity structure of I atx.
This definition generalizes the multiplicity from the univariate case, wherex is an m-fold root of
. This formulation of multiplicity, also referred to as the "arithmetical multiplicity" [12] , is a classical approach that can be traced back to works of Lasker, Macaulay and Gröbner in early 1900s.
The dual space Dx(I) consists of functionals which vanish on the entire ideal I = f 1 , . . . , f t . In other words, let c be a differential functional atx. Then c ∈ Dx(I) if and only if
The criterion (2.3) is called the closedness condition [15] . For α ∈ N, the subspace D α x (I) consists of functionals in Dx(I) with differential orders bounded by α.
The multiplicity structure of the ideal I = f 1 , · · · , f t at an isolated zerox can be computed as the bases for the dual subspaces D 
which can be written in the form of S α c = 0 for c ∈ C nα . Here S α is called the α-th order Macaulay matrix of size m α × n α with (2.6)
An algorithm is constructed accordingly for computing the multiplicity structure [5] along with the software module MultiplicityStructure in the Maple package ApaTools [19, 20] . The algorithm can be used in both symbolic and numerical computation. If the exact zerox is available and exact arithmetic is applied in computing the matrix kernels, an exact basis for the dual space can be computed. Otherwise, numerical rank-revealing [5, 9] is employed in computing an approximate basis for the dual space and the exact multiplicity.
However, the sizes of Macaulay matrices given in (2.6) can easily exceed the storage capacity of a personal computer, or can become large enough to require excessive computing time. The objective of this paper is to construct alternative matrices, of much smaller sizes, that produce the same kernels. A sequence of Macaulay matrices S 0 , S 1 , . . . are shown in Figure 1 in § 6 in comparison with their counterparts of small sizes involved in the algorithm in this paper.
The closedness subspace and the closedness support
The main drawback of the Macaulay matrices S α derived from equation (2.5) is its underlying domain of the vector space span ∂ j j ∈ N s , |j| ≤ α as a linear transformation. This vector space has a dimension n α given in (2.5) that can be prohibitively too high. To reduce the sizes of the matrices used in the multiplicity computation, we need subspaces of low dimensions where the same dual space resides. The closedness subspaces to be described here serve that purpose. The following lemma, which is originally applied by Stetter and Thallinger in their multiplicity algorithm [15, 17] , rephrases the closedness condition (2.3) to an equivalent form. 
where Φ 1 , . . . , Φ s are the linear anti-differentiation operators defined by
otherwise
Using an example in [5] , the ideal I = x 
which will be shown to have a much lower dimension than n α in (2.6).
The significance of the closedness subspace is two-fold. First of all, the dimension of the closedness subspace is much lower than that of the monomial subspace span ∂ j |j| ≤ α , leading to fewer columns in the matrices for kernel computations. Moreover, the functional c ∈ C α x (I) is only required to satisfy t constraints in (3.1) since the closedness condition (2.3) is already satisfied by design. Consequently, the homogeneous system of equations (3.1) corresponds to a matrix whose row dimension is t instead of m α in (2.6). 
Proof. The equation ( 
For example, the largest matrix W 9 whose kernel determines the dual space of the KSS system (1.2) for n = 9 is of size 9 × 265, which is almost negligible in comparison with the 218790 × 48620 Macaulay matrix for the same problem.
For computing the closedness subspace, we also need a monomial basis
which we refer to as the α-th order closedness support, where the α-th order dual support is defined by 
From the definition of the dual support S α x (I) in (3.9), the third order monomial ∂ 21 ∈ S 3 0 (I) for the dual space is in (3.3), but ∂ 21 ∈ S 4 0 (I). Namely, an α-th order monomial may not be in the α-th order dual support, but can be in the dual supports of higher orders.
Using the dual space (3.3) as an example, the 5-th order dual support is
0 (I) = ∂00, ∂10, ∂01, ∂20, ∂11, ∂02, ∂12, ∂03, ∂21, ∂04, ∂13, ∂22, ∂05}
for I = x These monomial supports span subspaces in which we shall identify C 4 0 (I) and C 5 0 (I) with much smaller dimensions than the subspaces spanned by all monomials.
Finding the closedness subspaces requires matrix computations, as we shall discuss later in §4. The closedness supports are relatively easier to establish using the standard binary search. As a counterpart of the anti-differentiation operator Φ σ , a linear differentiation operator Ψ σ is defined as 
Initialize the temporary set T = ∅ % step 1: create the set of possible monomials
x (I) % step 2: exclude monomials not satisfying the closedness condition
x (I) ∪ T There are two for-do loops in the pseudo-code (3.12) corresponding to the two steps described above. Obtaining the closedness support is particularly effective in achieving high efficiency when the dual space possesses high sparsity in the sense of monomial support.
Using the dual space (3.3) as an example for α = 3, we have S 
Computing the closedness subspace
Computation of the closedness subspace essentially comes down to matrix rank/kernel identification. Assume that D α-1
Fundamental matrix computations will naturally arise from the closedness condition in Lemma 3.1.
Using a monomial ordering, we can write 
for σ = 1, . . . , s. x (I) on both sides of (4.2) for σ ∈ {1, . . . , s} yields equations 
by equating two expressions of z i corresponding to different σ's. Combining (4.6) and (4.4), we have a homogeneous linear system of equations (4.7)
B y = 0.
The α-th order closedness subspace is thus 
Then the orthogonal complement C α-1
Denote the kernels of B and G H A as K(B) and K(G H A) respectively. Let N be the matrix whose columns span the joint kernel K(B) ∩ K(G H A), namely, the general solution to both (4.7) and (4.9) is y = N u. We have (4.10) C α-1
We thereby completed a constructive proof of the following proposition. 
Here the matrix A is defined as in (4.5) and the columns of the matrix N span the joint kernel K(B) ∩ K(G H A) with B and G being given in (4.7) and (4.9) respectively. Furthermore, the column dimension of the matrices A and B are bounded by s · dim Dx(I) for all α.
The following example illustrates this proposition. The procedure (3.12) identifies the second order closedness monomial support
To calculate C 2 0 (I), we first generate the equations (4.2) in this case as Φ1(z1∂10 +z2∂01 +z3∂20 +z4∂11 +z5∂02) = z1∂00 + z3∂10 + z4∂01 = y11∂00 + y12(∂10 +∂01) + y13(∂10 −∂01) Φ2(z1∂10 +z2∂01 +z3∂20 +z4∂11 +z5∂02) = z2∂00 + z4∂10 + z5∂01 = y21∂00 + y22(∂10 +∂01) + y23(∂10 −∂01)
leading to the equation (4.5)
and (4.7) from equating z 4 = y 12 − y 13 and z 4 = y 22 + y 23 and
Using the existing C 
Exploiting the block structure of matrices
The main cost of computing the closedness subspaces occurs at manipulating the matrices A and B in (4.5) and (4.7) respectively. Both matrices can be highly sparse if the dual space is spanned by sparse functionals. At minimum, one can exploit the block structures to reduce both storage and computing time.
Assume again the closedness support M where A 1 , . . . , A s have the identical column dimension n. Consequently, the matrix A in (4.5) can be stored as an m × n matrix containing the nonzero blocks A 1 , . . ., A s only, and the matrix multiplication G H A and AN in (4.9) and (4.10) respectively can be carried out by block matrix multiplication. The resulting storage and the operation count is a fraction of those in straightforward computation without exploiting the block structure.
Computing the kernel K(B) of the matrix B in (4.7) requires its triangularization by either elementary row operations or the QR decomposition. To save storage and computing time, the construction and triangularization of B can be accomplished interactively blockwise. The first block of B is generated by the equations (4.4) for σ = 1 in the form of B 1 y 2 = 0, resulting in the upper-left portion of B being generated and then triangularized as
using block matrix decompositions, where T and T
(2) 22
are upper-triangular matrices. In general, after constructing matrix blocks of B at the integer σ = µ based on the equation (4.2) we obtain the triangularization
The equation (4.2) for σ = µ+1 leads to equations (4.4) and (4.6) that can be written as B 
The triangularization "=⇒" above involves eliminating B µµ respectively, and triangularizing the resulting block originally occupied C
Continuing the above construction/triangularization process from σ = 1 to σ = s, we reach the final triangularization B = Q T where T is upper-triangular, Q is the accumulation of the transformations that is not explicitly needed. Notice that the kernel K(B) is identical to the kernel K(T ). To compute the joint kernel
, one needs to make the final triangularization of the trapezoidal shaped matrix
whose kernel can be efficiently computed by the rank-revealing method developed in [9] . The process of computing the closedness subspace C α x (I) can now be summarized in the following pseudo-code. 
Computing the dual space
At the stage α with the availability of the closedness subspace C 
We illustrate the process of computing the dual space in the following example as well as a comparison with the algorithm in [5] using the Macaulay matrices.
at the zero (0, 0) where
This ideal is taken from [5] in which Figure 1 is used to show the expansion of Macaulay matrices S 0 , . . ., S 3 and the corresponding kernels. These kernels leads to the dual subspaces
In contrast to Figure 1 , the algorithm (5.4) produces closedness subspaces
leading to the expansion of the matrices W 0 , W 1 , W 2 and W 3 shown as follows. 
bases for kernels (transposed as row vectors):
Here, K(W 0 ) and K(W 1 ) are identical to K(S 0 ) and K(S 1 ) in Figure 1 respectively. The new basis vector [0, −1, 0, 1] ∈ K(W 2 ) represents the functional (−1) · ∂ 10 + 1 · (∂ 20 + ∂ 11 + ∂ 02 ) (c.f. the column indices of W 2 ). As a result, the same dual subspaces are produced with matrices with sizes up to 2 × 5, much smaller than the Macaulay matrices with sizes up to 12 × 10. Figure 1 . The Macaulay matrices for Example 6.1.
Computational experiments
A preliminary Maple implementation with code name Multiplicity is tested in comparison with its predecessor MultiplicityStructure that was released as a module of the package ApaTools [20] described in [19] . All experiments are carried out using an ASUS R1E notebook computer with Intel Core 2 Duo CPU T7700 at 2.40GHz and 2GB of RAM on the platform of Maple 12 classic worksheet in Windows Vista. The Maple environment variables are set by statements "UseHardwareFloats := true" and "Digits := 16. All timing measures are elapsed time in seconds. We shall implement the Matlab version and upgrade ApaTools/Apalab due to the overwhelming advantage of the closedness subspace method over the previous Macaulay matrix based algorithms.
We first test Multiplicity using the same set of benchmark problems described in [5] . The new code produces the same multiplicity and the dual space for each test problem. The test results on these polynomial systems are listed in Table 1 . Most of these problems are small in terms of system size, multiplicity and depth, requiring less than one second for both codes. For such small problems, algorithm efficiency is not important. On the four larger systems the advantage of the new code starts to be noticeable. Among them, either the multiplicity is high (e.g. DZ2 and DZ1 of multiplicity 16 and 131 respectively) or the system size becomes larger (e.g. Cyclic 9 of 9 × 9). The new code Multiplicity is about 10, 20, and 50 times faster respectively. Table 1 . Test results on benchmark problems (cf. [5] ).
The objective of developing the new method in this paper is to advance the computational efficiency for large systems. For this purpose, we propose three additional benchmark problems for performance tests in this paper and the future development of high efficiency algorithms for computing multiplicity structures. In all three problems, the sequence {p 1 , p 2 , p 3 , . . .} denotes of the sequence of prime numbers {2, 3, 5, . . .}.
• The shifted KSS systems of n × n
at the zero ( √ p 1 , . . . , √ p n ), which is a variation of the KSS system (1.2) [7] in the introduction. The multiplicity increases from 4 to 256 as does n from 3 to 9 and the memory demand intensifies even further.
• The cyclic cubic systems of n × n defined as (7.2) u 3 k − u k+1 u k+2 = 0 for k = 1, 2, . . . , n−2, and u
at the zero (x 1 , . . . , x n ) = (0, . . . , 0). This sequence of polynomial systems can be considered a generalization and variation of the benchmark problem cbms1 [5, 16] . The multiplicities of the cyclic cubic systems increase rapidly, and the memory is only enough for the previous code up to n = 5. Table 2 . Timing comparison on n × n shifted KSS systems (7.1). The previous code runs out of memory for n = 7, 8, 9. The Gröbner basis computation was terminated for 8 and 9 due to excessive time.
• The ten-fold triangle system of n × n
has a fixed multiplicity 10 and depth 5 for all n ≥ 2. The problem size increases in terms of the number of equations and variables.
As n increases, those polynomial sequences increase the demand on the memory requirement and computing time. For instance, the largest Macaulay matrix required for the KSS system of 7×7 is 12012×3432 and the previous code runs out of memory. To put the memory demand in perspective, the largest Macaulay matrix required for the 9 × 9 KSS system is 218790 × 48620 or at least 79 GB of memory is needed for the previous method, not to mention the huge amount of computing time on manipulating such a large matrix even if the memory were available.
It is possible to compute multiplicities via Gröbner bases in symbolic computation at the exact zeros. However, round-off errors can not be avoided in the three systems or the zeros using floating point arithmetic, making symbolic methods such as the Gröbner basis unsuitable. For comparison, we also lists the times required for Maple to compute the Gröbner bases on the systems using exact coefficients.
The results in Table 2 show the closedness subspace method is up to 77 times faster than the previous algorithm on KSS systems for n = 6, and continues to produce multiplicity structures for n = 7, 8, 9 long after the previous code runs out of memory. The result in Table 3 is similar for the cyclic cubic systems on which the new code is up to 179 times faster when both codes can still run, while the new code maintains the capability of computation up to n = 7 for multiplicity 338. Table 3 . Timing comparison on n×n cyclic cubic systems (7.2). The previous code runs out of memory for n = 6, 7. The Gröbner basis computation was terminated for n = 7 due to excessive time.
The results in Table 4 on the ten-fold triangle systems give further insight on the advantage of the new method. For the closedness subspace method, the computing time does not seem to increase as much as for methods relying on the Macaulay matrices when the number of indeterminates increases while the multiplicity stay the same. The improvement ratio reaches the level of thousands for 7-variate systems. Again, the previous code runs out of memory at n = 8 while the new code continues to run for n = 100 when the test stops. This test result show that the cost of the closedness subspace method in computing multiplicity may be practically negligible on large polynomial systems when the multiplicity is low, considering the high cost of solving those systems in the first place. Table 4 . Timing comparison on n×n ten-fold triangle systems (7.3). The previous code runs out of memory for n ≥ 8. The Gröbner basis computation was terminated for n ≥ 9 due to excessive time.
The experimental results on the test systems clearly show the superiority of the closedness subspace method over its predecessor in both execution time and memory consumption. The new method takes advantage of the low dimension of the closedness subspaces and the resulting smaller matrix sizes in the process of computing dual bases, making it possible to improve efficiency substantially and to solve larger problems.
Concluding remark. When the degree and the number of indeterminates increase, the number of monomials grow rapidly to a prohibitive magnitude. As a result, the vector spaces spanned by straightforward monomial bases quickly become difficult to handle in matrix computation due to high dimensions. A possible solution to overcome this bottleneck is to use proper low dimensional subspaces as domains on which linear transformations correspond to matrices of small sizes. The closedness subspace method in this paper demonstrates the effectiveness of this dimension reduction strategy. Other polynomial computation problems such as multivariate GCD can also benefit tremendously from similar techniques [21] using the so-called fewnomial subspaces. Further exploration of subspace methods may lead to efficient algorithms for more applications.
