Flow level analysis of communication networks with multiple shared resources is generally difficult. A recently introduced sharing scheme called balanced fairness has brought these systems within the realm of tractability. While straightforward in principle, the numerical evaluation of practically interesting performance metrics like per-flow throughput is feasible for limited state spaces only, besides some specific networks where the results are explicit. In the present paper, we study the behaviour of balanced fairness in light and heavy traffic regimes and show how the corresponding performance results can be used to approximate the flow throughput over the whole load range. The results apply to any network, with a state space of arbitrary dimension. A few examples are explicitly worked out to illustrate the concepts.
INTRODUCTION
One of the current trends in telecommunications is leading towards all-IP networks in which most of the traffic consists Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. of elastic flows. This means that flows, typically file transfers, adapt their transmission speed to the available capacity. Flow level analysis of such networks is usually difficult due to the dynamic nature of traffic. Flows arrive at random and leave the network once the corresponding file transfer is completed. The bandwidth shares between concurrent flows are adjusted at each flow arrival and departure. Such networks prove very difficult to analyse in practice even for the simplest topologies [1] .
In this context, a sharing scheme called balanced fairness has proved to be a very interesting concept, making flow level analysis tractable [2, 3, 4, 5] . Moreover, the performance of any network whose resources are shared according to balanced fairness depends on traffic characteristics through the traffic intensity only.
While balanced fairness was originally introduced for wired networks with single-path routing, the basic principle can be extended to any network, including multi-hop wireless networks [6] , multi-path routing [7] and cellular networks with soft handover [8] . A survey with a collection of various examples is presented in [8] .
Besides of being an interesting concept in its own, balanced fairness can also be viewed as an approximation tool. Namely, it turns out that the performance of many other resource sharing schemes like max-min fairness [9] and proportional fairness [10] is often similar to that of balanced fairness [2] . The performance under balanced fairness is much easier to analyse than under other sharing schemes. This is due to the reversibility of the underlying Markov process, which allows one to derive the equilibrium distribution by a simple recursion.
While balanced fairness leads to explicit performance results for some network topologies, including the practically interesting case of trees [5] , one must turn to numerical analysis in most cases. Obtaining accurate results is then difficult for heavily loaded systems as the number of states influencing the results grows quickly. Even at moderate load, the recursion easily becomes prohibitive when the dimension of the state space increases.
In the present paper, we study the behaviour of balanced fairness in light and heavy traffic regimes for a network with an arbitrary state space. We derive some simple, easy-tocalculate results for a key performance metric referred to as the flow throughput. Specifically, we obtain the derivative of the flow throughput with respect to the network load both at zero load and at maximum load, when the capacity limit is reached.
With the above information at both ends of the load range, the overall behaviour of the throughput curve becomes more or less defined. We use a simple rational interpolation function, the form of which is suggested by the known solvable cases, to join the extreme load regimes, resulting in an overall approximation for the whole range. We emphasize that this approximation can be obtained with little effort for basically any system, and thus believe it is a useful tool for flow level performance evaluation in practice.
The light traffic analysis simply follows from the truncation of the recursion to states where the total number of flows is less than or equal to two. The heavy traffic analysis is more complex. We need to distinguish between two cases, depending on whether the set of feasible allocation vectors, the so-called capacity set, is bounded by linear constraints or whether its boundary is a smooth surface. We use the store-and-forward bound [3] in the former case and give an example based on the so-called L α -ellipsoid in the latter case. Several examples are worked out to demonstrate the accuracy of the approximation scheme.
While the main body of the paper deals with networks of finite dimension, we extend the concept of balanced fairness and the corresponding light traffic approximation to continuous systems where the number of classes is infinite. As an example we consider a two-base-station cellular system where mobiles are located anywhere on the line segment between the two base stations. Such a system defies exact analysis, thus again demonstrating the usefulness of the approximation scheme.
The rest of the paper is organized as follows. In Section 2 we present the network model and summarize the basics of balanced fairness. Sections 3 and 4 are devoted to the light and heavy traffic analysis, respectively. We show in the following section how these results can be combined to approximate the flow throughput over the whole load range. In Section 6 we extend the results to continuous systems. We conclude in Section 7.
BALANCED FAIRNESS
The notion of balanced fairness was introduced by Bonald and Proutière as a means to approximately evaluate the performance of fair allocations like max-min fairness and proportional fairness in wired networks [2] . We here define balanced fairness in the usual form for a finite set of discrete flow classes i = 1, . . . , N. In Section 6, the concept is extended to the setting of continuous class indices.
Network model
A flow class represents a set of similar flows in terms of network resource usage. In a wired network for instance, a flow class is characterized by a set of links representing a path in the network. Let xi be the number of class-i flows in progress and denote by x = (x1, . . . , xN ) the network state. We use the notation |x| = È i xi. Class-i flows arrive stochastically and have finite, random sizes. We denote by ρi the traffic intensity of class-i flows, defined as the product of the flow arrival rate and the mean flow size (in bit/s). We denote by ρ = (ρ1, . . . , ρN ) the vector of traffic intensities.
In state x class-i flows share evenly a total rate of φi(x) bit/s, with the convention φi(x) = 0 if xi = 0. We denote by φ(x) = (φ1(x), . . . , φN (x)) the vector of allocated rates. In all states x, this vector belongs to some coordinate convex capacity set C that represents the physical constraints of the network. In many practically interesting examples, the capacity set is a polytope, that is
for some N × L-dimensional non-negative matrix A and Ldimensional positive vector C [8] . For wired networks with single-path routing for instance, the vector C gives the capacity of the L network links and the matrix A is the incidence matrix, that is the i, l-entry of A is equal to 1 if class-i flows go through link l and equal to zero otherwise.
Resource allocation
An allocation is said to be balanced if for all states x and all classes i, j = 1, . . . , N:
where ei represents the N -dimensional unit vector whose components are equal to 0 except for component i which is equal to 1. For Poisson flow arrivals and i.i.d. exponential flow sizes, this balance property is equivalent to the reversibility of the Markov process describing the evolution of the network state. The invariant measure of this Markov process is then given by:
where Φ(x) is the inverse of the product of allocated rates along any direct path from state x to state 0, which in view of (2) does not depend on the considered path. This socalled balance function is recursively defined by Φ(0) = 1 and for all states x such that xi > 0,
It should be emphasized that all results are valid under non-Markovian assumptions. The invariant measure (3) is insensitive to all traffic characteristics beyond the vector of traffic intensities ρ provided flows are generated within sessions. A session consists of a finite, random number of flows separated by intervals of inactivity referred to as 'think times'. The number of flows per session, flow sizes and think times may have arbitrary distributions. There may be correlation between these random variables. The only required assumption is that sessions arrive as a Poisson process. This insensitivity property follows from that of Whittle queueing networks, see [2] for details.
There is a continuum of allocations that satisfy the balance property (2) . There is a single allocation such that φ(x) belongs to the boundary of the capacity set C in any state x = 0. This is balanced fairness. Under balanced fairness, the invariant measure (3) has a finite sum provided ρ belongs to the interior of the capacity set C [8, 2] . When the capacity set C is a polytope (1), this is equivalent to the strict component-wise inequality ρA < C.
In the rest of the paper, we assume that this stability condition is satisfied and denote by π the equilibrium distribution of the network state:
where G(ρ) is the normalization constant,
Rewriting (4) as:
we emphasize that the allocation of class i at state x is proportional to Φ(x − ei). Balanced fairness, being the largest feasible balanced allocation, is thus recursively defined by the balance function
with the convention Φ(0) = 1 and Φ(x) = 0 for all x / ∈ N + . Note that this recursion defines a unique balance function, which in turn defines a unique allocation in view of (7) . For a polytope capacity set, there are L capacity constraints and the recursion takes the following simple form:
Scaling transformation
For any capacity set C, let:
By the convexity of C, this is the maximum rate allocated to class-i flows. Since φ(x) belongs to the border of the capacity set, this is also the rate allocated to class-i flows when there are no other flows in the network. Now consider the capacity set obtained by scaling the iaxis by the factor 1/ai. The associated balance function ϕ(x), referred to as the scale-free balance function, is given by:
where Φ(x) denotes the original balance function. The scalefree balance function satisfies:
In view of (7) and (10), we have in all states x = 0:
Flow throughput
A key performance metric is the flow throughput, defined as the ratio of the mean flow size to the mean flow duration. This may be viewed as the equivalent bandwidth as perceived by users. By Little's result, the flow throughput γi of class-i flows is given by
.
In view of (5) and (6), we have:
We deduce:
Recalling that ai is the maximum bit rate allocated to class-i flows, we have γi ≤ ai for all i = 1, . . . , N.
LIGHT TRAFFIC REGIME
As noted in Section 1, the direct evaluation of the flow throughput from the recursion (8) may be computationally prohibitive for networks of high dimension N . This section is devoted to the light traffic analysis.
Low load expansion
We use the recursion (8) to calculate the normalization constant (6) up to the second order (i.e., only the states up to occupation |x| = 2 are taken into account). Using the scalefree balance function ϕ(x) discussed above, recalling that ϕ(0) = ϕ(ei) = 1, and introducing the shorthand notation ϕij = ϕ(ei + ej ), we have
where ai is defined by (9) , ϕii = 1 and, in view of (8),
The parameter ϕij can be described as the contraction factor needed to bring an ai × aj rectangle inside C, as depicted in Figure 1 . Since C is convex, we have 1 ≤ ϕij ≤ 2 for all i, j.
In the case of a polytope capacity set (1), expressions (9) and (13) take the forms In order to study the behaviour of the flow throughput we define a load line with a given traffic profile p = (p1, . . . , pN ), with |p| = 1. By this we mean the set of all ρ ∈ C such that the proportions of the loads in different classes are given by p. Letρ be the end point of the load line on the boundary of C. Then the load line consists of points rρ, where r ∈ [0, 1]. We wish to characterize the function γi(r) on a given load line. Using (11) and (12) we easily find
It is worth noting that in order to calculate this derivative what is essentially only needed are the values of the ϕij and these can easily be found by the pairwise consideration of (13) as illustrated in Figure 1 .
Examples
Star network. Consider the star network of Figure 2 , which is topologically equivalent to a so-called hypercycle [2] . Its capacity set, also illustrated in the figure, is a polytope with
While no exact solution for this system is known, the directional derivative (15) is easily calculated. Eq. (14) gives ai = 1 for all i and ϕij = 2 for i = j. Then, for instance with equal loads,ρi = 1/2, we obtain γ i (0) = −3/2 for all i. This example is further worked out in §5.2. Eq. (14) gives a1 = 2, a2 = 1 and ϕ12 = 3/2. It then follows from (15) that γ 1 (0) = −2 and γ 2 (0) = −(1 + 3p2)/2 for all p2 ∈ (0, 1/2). In fact, a general closed-form expression for the flow throughput is known for this type of network [4] . In particular, the class-2 flow throughput is given by:
It is easy to verify that the directional derivatives at zero load agree with the above simple expressions. The complete throughput curves along the load lines of Figure 3 are plotted in Figure 4 (the lowest curve corresponds to the upper load line where p2 = 1/2). The derivatives as given by γ 2 (0) = −(1 + 3p2)/2 are (from top to bottom) -0.5, -0.65, -0.8, -0.95, -1.1, -1.25, in agreement with the figure. Note that this directional derivative formula is much easier to find than the full expression (16). Tree network. As a third example consider a more complex access network of tree topology depicted in Figure 5 . The network consists of 10 links and 9 flow classes (numbered according to the corresponding access link; class 3 does not exist). The capacity set is again a polytope; the corresponding capacity vector C and incidence matrix A follow similarly as in previous examples. . We will also return to this example in §5.2.
HEAVY TRAFFIC REGIME
We now turn to the heavy traffic analysis. Our aim here is to derive the derivative of the flow throughput along a load line at the capacity limitρ. We have to distinguish between two cases depending on whether the boundary of the capacity set is a polytope or a smooth surface.
A polytope capacity set
A polytope capacity set (1) arises when flows are contending for L resources with respective capacities C1, . . . , CL, and each unit of bandwidth allocated to class-i flows requires A il units of capacity from resource l. As shown in [8] , this model describes a rich variety of communication networks.
Letρ be a load vector on the boundary of the capacity set and denote byˆ =ρA the corresponding resource demand vector. Note thatˆ l = C l for all l in some non-empty set L of resource indices (otherwise,ρ wouldn't be on the boundary of the capacity set). As in the light traffic analysis, we denote by γi(r) the class-i flow throughput on the load line rρ, where r ∈ [0, 1]. We are interested in the derivative γ i (1) for those classes i such that γi(1) = 0.
A single saturated resource. If L reduces to a single resource l, we have γi(1) = 0 if and only if class-i flows use resource l, that is if A il > 0. For these classes, the heavy traffic regime is then determined by that resource only, in the sense that:
when r → 1, from which we deduce:
This is the result one would obtain if there were no other resource constraint than l. Note that the derivative depends on the directionρ through the saturated constraint l only. The asymptotic result (17) is a consequence of the following general bounds:
Recall that γ
corresponds to the ratio of the mean duration to the mean size for class-i flows. The left-hand side inequality means that the mean flow duration is higher than if there were no other resource constraint than k, for all k = 1, . . . , L; the presence of other resources make data transfers longer. The right-hand side inequality means that the mean flow duration is less than the sum of the mean flow durations due to each individual resource constraint. We refer to this inequality as the store-and-forward bound since it was originally derived in [3] in the context of wired networks with single-path routing: the mean flow duration increases when flows are successively transmitted, in a storeand-forward way, on each link of their path in the network. While the bounds (18) are proved in [3] in the particular case where the elements of the matrix A are equal to 0 or 1, the same inequalities are satisfied for a general matrix A. The proof is essentially the same as in [3] .
The resource demand vector is equal to rˆ as a function of r, where r ∈ [0, 1]. If L reduces to a single resource l, it follows from (18) that for all r ∈ [0, 1)
where we used the fact thatˆ l = C l . The asymptotic result (17) then follows from the fact thatˆ k = C k for all k = l.
Several saturated resources. When the set L consists of more than one resource, we have γi(1) = 0 if and only if class-i flows use at least one resource in L, that is if A il > 0 for some l ∈ L. While the asymptotic values of the bounds (18) do not coincide, it is conjectured that the heavy traffic regime is given by the store-and-forward bound, namely
from which we deduce:
This is suggested by the result of Schweitzer [13] who proved that the throughputs in multiclass closed networks with a large number of customers, which correspond to the storeand-forward model in heavy traffic, are given by the proportional fair allocation, and the recent results of Massoulié [14] showing the asymptotic equivalence of proportional fairness and balanced fairness. A check with the examples presented in [5, 8] confirms that the heavy traffic regime is indeed given by expression (19). Again, the derivative (19) depends on the directionρ through the set of saturated constraints L only, i.e. the derivatives have constant values on any given facet of the polytope, similarly on any given edge between two facets, etc. In particular, the flow throughput is not a continuous function of the load vectorρ: in approaching the boundary of the capacity set, the flow throughput behaves differently depending on how many constraints are saturated at ρ. Thus the directional derivative of the flow throughput has discontinuities at edges of the boundary where two or more facets of the polytope meet.
This behaviour is demonstrated by the parking lot example considered in §3.2. From Figure 4 we see that indeed the directional derivative at the capacity limit is -2 for all the load lines that end at the line representing the capacity constraint of link 1, whereas the directional derivative at the capacity limit is -2/3 for the load line ending at the corner point where both links are saturated, i.e. precisely the values predicted by (19). Similarly, one could find that for load lines ending at the horizontal line representing the capacity constraint of link 2, have the directional derivative -1 at the end point. No matter how close the load line is to the diagonal one, at the capacity limit, i.e. at the very end of the line, the system only 'sees' a single constraint.
A capacity set with smooth boundary
When the capacity set is constrained by a smooth surface instead of a polytope, virtually no exact results are known. Since on a facet of a polytope the directional derivative depends only on the facet plane itself and any smooth surface can locally be approximated by its tangent plane, it is tempting to think that the directional derivative of the throughput at any pointρ on the boundary is determined as soon as the tangent plane atρ is known. This thinking, however, is fallacious. The difficulty becomes obvious if one tries to approximate the boundary by a polytope and consider the limit when the polytope becomes denser. Depending on whetherρ is on a facet of the approximating polytope or at an edge of two or more facets, one gets a different result. There seems to be no simple way to resolve this ambiguity in the limit process.
There is, however, a special system with curved boundary that yields to exact analysis, viz. the case where the boundary of the capacity set is a N -dimensional L α -ellipsoid. In Appendix A we derive the directional derivative of throughput at the capacity limit for the corresponding scale-free L α -sphere. Here we present the result in the general case of an ellipsoid, obtained by the scaling transformation of §2.3.
The L α -ellipsoid is defined by the surface φ1 a1
where the ai, i = 1,. . .,N , are positive scaling constants and α parameterizes the curvature. The asymptotic throughput is obtained by rescaling from (32),
Now consider the directional derivative of γi along the load line defined by the traffic profile (p1, . . . , pN ), i.e.,
Substituting ρ = rρ into expression (20) and forming the derivative with respect to r yields
(21) When N = 2, the result is useful as any smooth curve at a given point can be approximated up to second order by an L α -ellipsoid, so that the two first derivatives match to those of the original curve. This is utilized in an example in Section 5.2.
JOINING THE LIGHT AND HEAVY TRAFFIC REGIMES
In this section we demonstrate how the above light and heavy traffic results can be used to find an approximate throughput function along given load line, ρ = rρ, r ∈ [0, 1], for a system with the capacity set bounded by either a polytope or an arbitrary smooth convex surface. As examples we consider the star and tree networks discussed in §3.2, as well as a system where a single sender transmits simultaneously to two recipients, assuming the information theoretic capacity set of the broadcast channel [11] .
Interpolation scheme
There are two steps in our approach. First, we find the low-load throughput γi(0) and its derivative γ i (0) using (15) and the derivative at capacity limit γ i (1) using (19), when the capacity set is a polytope. If the capacity set has a smooth boundary, the heavy traffic regime requires a different treatment. One can attempt to approximate the boundary with a system for which the derivative is known. In case N = 2, a good approximation is obtained by fitting the parameters a1,a2 and α of the L α -ellipsoid so thatρ is on the ellipsoid and that the first and second derivatives of the ellipsoid surface match those of the boundary of the original capacity set (see Figure 8) . Then (21) yields the throughput derivative.
In the second step, having found γi(0), γ i (0) and γ i (1), we fit a rational expression of the form
where c and d are free parameters, to give the right derivatives γ i (0) and γ i (1) . The form of this function is motivated by the observation that in all explicitly solvable cases with a polytope capacity set, e.g., trees [5] , the throughput is given by a rational expression where the degree of the numerator is higher by one than that of the denominator.
Examples
Star network. Returning to the star network example of (1, 1, 1). In §3.2 we already found γi(0) = 1 and γ i (0) = −3/2 for all i. As the capacity set is a polytope, the derivative at the capacity limit (all three constraints saturated atρ) is determined by (19) giving Figure 6 along with values obtained from the numerical solution of the recursion (8) . We find that the approximation obtained with virtually no work fits very well with the actual data. Tree network. Next we come back to the tree network of . At the capacity limit withρi = 12 7 for all i, link 3 solely is saturated. Then (19) immediately gives γ 10 (1) = −12. The same fitting procedure as before yields the rational approximation shown in Figure 7 (upper curve). The lower curve represents the exact result that is available for all tree networks [5] but with a heavier computational procedure. The approximation is again good, though there is a slight deviation in the heavy traffic regime. The reason for this deviation is basically the fact that even though link 3 only is saturated at the capacity limit, also link 1 is close to saturation: its load is 9· 12 7 ≈ 15.4 while its capacity is C1 = 16. In other words, the considered load line ends on a facet of the polytope at a point that is close to an edge. In such cases the directional derivative at the capacity limit is not a very good descriptor of the overall behaviour of the throughput curve. This is obvious also in the throughput curves of the parking lot configuration in Figure 4 . Though the derivative given by (19) is correct at the very end of the curve, the curve bends rather sharply and soon, with a load slightly below the capacity limit, the derivative is closer to a value predicted by (19) assuming all the constraints active at the edge to be saturated. In the present example, if we do assume that also link 1 was saturated, then (19) gives γ 10 (1) = −1/( 1 12
for all i. Fitting the parameters c and d in (22) yields the simple parabolaγi(r) = (1 − r)(1 − r/2). This is shown in
. Using this value in the fitting renders the match with the exact curve almost perfect (not shown in the figure).
Broadcast channel. As a third example consider the broadcast channel. A base station transmits files simultaneously to two mobiles, 1 and 2. We consider Gaussian radio channels and assume mobile 1 has a better radio channel than mobile 2 in the sense that the corresponding noise powers N1, N2 satisfy N1 < N2. In theory, data may be coded in such a way that mobile 1 can cancel the interference caused by the transmission to mobile 2 [11] . This leads to the ideal transmission rates:
where W is the bandwidth of the channel (in Hz) and P1, P2 are the transmission powers to mobiles 1 and 2, whose sum is constrained by the total transmission power P of the base station. The corresponding capacity set C is coordinate convex. We take W = 0.5, P/N1 = 30 dB and P/N2 = 0 dB in the following.
The corresponding capacity set C is illustrated in Figure   8 . We approximate the flow throughputs along the load line with the traffic profile p = (
), i.e. the load of mobile 1 is 10 times as large as that of mobile 2. In this case the load vector at the capacity limit isρ = (3.77, 0.377). 
CONTINUOUS SETTING
In this section we formulate the concept of balanced fairness for networks with an infinite number of flow classes. We then give the low load expansion for the flow throughput, allowing us to calculate derivatives at zero load to any desired order. By using the fitting procedure of Section 5 we work out an example to get an approximation for the flow throughputs as a (continuous) function of the flow class.
General formulation
We consider here the balanced fairness concept in systems where the flow classes are indexed by a continuous variable
Flows are assumed to arrive according to a Poisson process with the arrival density λ(x) and to have the mean size 1/μ(x); the load density is denoted ρ(x) = λ(x)/μ(x). Whereas in the discrete case the state of the system is specified by a vector where an entry for each class gives the number of flows in that class, in the continuous index case we have to go to 'sparse matrix notation' and instead describe the locations of the flows present in the system. So the system state is specified by set of indices of the active flows ξ = {x1, . . . , xn}, where n is any nonnegative integer. The set of all possible states is denoted by Ξ. Note that ξ is an unordered set of indices, i.e. any permutation of the indices in the set ξ gives just another, equivalent label for the same state. We also assume that λ(x) has no atoms, whence the probability that any two arriving flows have exactly the same index is zero, so we can restrict ourselves to states where no two indices are equal.
As in the discrete case, the balance requirement is satisfied if the service rates are of the form
in which Φ(·) is an arbitrary function. In this case the state probability density function reads
where G is the normalization constant. Balanced fairness refers to the balanced allocation where the resource usage is as efficient as possible. Let C ξ be the capacity set for the constellation ξ. Analogously with the discrete case, cf. (8) , the balance function is defined recursively,
that is, we remove the active flows in any order until we reach Φ(∅), which can be fixed arbitrarily, e.g., Φ(∅) = 1. The system is stable if and only if (ρ(xi), . . . , ρ(xn)) ∈ int(C ξ ) for all ξ ∈ Ξ.
If the capacity set is a polytope, cf. (1), for all ξ, we may write
where C ξ is a vector of length L ξ and A ξ is an n × L ξ matrix, both defined for the constellation ξ. Typically, determination of A ξ for all ξ is cumbersome and in numerical evaluation of the recursion (23) one uses an alternative formulation, cf. Appendix B.
Low load expansion
The normalization constant can be written as a series in terms of multiple integrals with progressively larger number of active flows,
Here and hereafter, we write for simplicity Φ(x1, . . . , xn) instead of Φ({x1, . . . , xn}). The factorial in (24) compensates for the fact that in an n-fold integral over the full range each state (unordered set of indices) appears n! times. Hereafter, we suppress the integration limits with the understanding that all the integrals are over the full range. The throughput γ(x) is defined in the usual way,
where X(x, x + dx) is the number of flows in the interval (x, x + dx). The expectation of this occupancy can be identified from the normalization constant by noting that the multiplier of dx in an n-fold integral gives the unnormalized probability density of having n flows in the system, one of them about point x, and that a given dx can be found at n places in an n-fold integral. Thus we get,
In general, calculating the throughput exactly from (25) is difficult. However, it provides a means to expand the throughput in terms of the load parameter. As in the discrete case (cf. §2.3) we define the scale-free balance function
, where a(x) is the allocation for a sole flow with index x. Denoting (x) = ρ(x)/a(x) we expand the expression to the second order, which is sufficient for, e.g., computation of the two first derivatives at ρ(x) → 0,
The throughput analysis of systems with continuous class index is generally more difficult than in the discrete class case. The light load behaviour is determined by the above equations and the throughput can be evaluated from (25) to any desired order by applying, e.g., the Monte Carlo method to the multiple integrals. This is itself an important achievement, since for instance a straight-forward process simulation (in time) of the system does not easily work for determining γ(x), because in the simulation no samples are obtained with the flow index exactly equalling x. In the heavy load regime, however, less is known. We can determine the stability limit where the throughput goes to zero but the directional derivative of the throughput at this limit is not known (this problem is left for future work). Nonetheless, even with this information we can approximate the throughput curve by an interpolating function, as will be demonstrated in the next section.
Example: a two-cell network
As an example we study a two-cell network in linear configuration illustrated in Figure 10 . Mobiles are located on the segment between the two base stations. The total load ρ is assumed to be distributed uniformly along the unit distance between the base stations.
The system has three active transmission modes: either base station 1 is active, base station 2 is active, or both of them are active. Assuming a continuous link adaptation we have an infinity of flow classes indexed by the location x ∈ (0, 1). Each flow is served by the closest base station. (1/2) , i.e. the equality is satisfied nowhere in the interval, we define x * = 1/2. We use the Shannon capacity formula with the standard signal attenuation behaviour
where α is the attenuation exponent and ν is the normalized noise power (normalized by the signal power at distance 1). The above formulae hold for
By the results of [12] we know that the capacity of the system is: To further analyze the system we consider the derivative at x when ρ → 0. We denote it by γ (x), though the derivative is taken with respect to ρ (and not x). It follows from (26) that:
To compute ϕ(x, y) we need to construct the capacity set C ξ separately for all flow pairs (x, y). Without loss of generality we may assume that x ∈ (0, 1/2). Then the numerator of the integrand can be split into three different cases (cf. Figure  11 ):
which allows numerical evaluation of (27). As mentioned above, the derivative of the throughput at the capacity limit is a difficult problem, but we may still fix the two parameters of an interpolating function of the form (22) if we match also the second order derivative at load ρ → 0. The second derivative can be found analogously to the first order case starting from (26). For brevity, the details are omitted. Figure 12 shows the resulting approximative throughput curves for the whole load range for flows located at points x = 0.1, 0.3, 0.5, with the assumed system parameters α = 3 and ν = 1. The figure presents also the numerical evaluation of (25) when the integrals both in the numerator and denominator were calculated up to 3rd, 5th and 8th order by Monte Carlo integration (numerical evaluation of the balance function is presented in Appendix B). This shows that a direct calculation of the throughput from the low load expansion is possible up to about one half of the maximum load, and it also suggests that the interpolation approximation is accurate. 
CONCLUSIONS
Exact flow level performance analysis of networks for elastic data traffic is usually difficult. The main contribution of the present paper is to demonstrate that under balanced fairness the performance of any system, measured in terms of flow throughput, can easily be evaluated in an approximate way.
Our starting point was to study the system under both light and heavy traffic conditions and, in particular, to derive simple expressions for the derivatives of the flow throughput with respect to the load. Using the information available for the extreme load conditions, we interpolate the throughput function on a given load line, representing a fixed traffic profile, for the whole range of load values. A rational expression, suggested by exactly solvable systems, is used for the interpolation. The approximation scheme is illustrated by a few examples. In the case of a star network for instance, the approximation is immediate and gives a perfect match with the numerical results.
For the derivative of the throughput at the heavy traffic limit we presented a conjecture based on an earlier storeand-forward bound [3] in the case where the capacity set is a polytope. The polytope model is able to describe a rich variety of communication networks. When the capacity set has a smooth boundary, only approximations of the derivative at the capacity limit are available. In the case N = 2, we approximate the boundary by a so-called L α -ellipsoid, for which we were able to find the derivative in closed form.
We emphasize that whereas the analysis of balanced fairness is limited to networks of low dimension or with a special structure, the proposed scheme is feasible for virtually any system for which the capacity set can be determined. It is worth noting, however, that the determination of the capacity set can occasionally be computationally difficult, for instance requiring one to find the convex hull of a set vectors in a multi-dimensional space. This kind of situations arise, e.g., in multi-station or multi-hop wireless networks where the feasible combinations of link rates are determined by different transmission schedules [8] .
A separate contribution of the paper is the introduction of balanced fairness for continuous class index systems. The basic formulation was given along with a low load expansion for the throughput. This, together with the capacity of the system, was again used to get an approximation for the throughput curve as a function of the load. An otherwise intractable system of two base stations with users anywhere between the base stations was worked out to demonstrate the usefulness of the method.
Further work is required for a formal proof of the conjecture of the asymptotic, heavy load behaviour being defined by the store-and-forward bound. This is closely related to the plausible conjecture on asymptotic equivalence of balanced fairness, proportional fairness and store-and-forward. In the case of continuous class index, determining the heavy load behaviour is also an open question.
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A. ASYMPTOTIC DERIVATIVE IN AN L « -SPHERE
We wish to find the directional derivative of the flow throughput at the capacity limit when the capacity set is a N -dimensional L α -sphere, defined as:
for some α ≥ 1. When α = 1 the system is the ordinary multi-class processor-sharing queue, whose balance function is given by the multinomial coefficient. For general α, it is easy to see that the balance function obtained by raising the multinomial coefficient to the power of α −1 yields an allocation the boundary of which is given exactly by (28). Thus, the invariant measure is
We also use the notation = È i i and qi = i/ . The stability condition of the system is < 1.
The normalization constant is partitioned according to the total occupancy |x|,
Gn,
The expression in the parentheses is a multinomial distribution. It is well known that samples x1, . . . , xN from independent Poisson distributions with means qia, conditioned on the total number of samples |x| = n, obey the multinomial distribution with the parameters n and q1, . . . , qN , irrespective of the value a. This follows from the identity:
where the latter form admits the above interpretation as a conditional (Bayesian) probability. Now let a = n whence the total sample size n represents a typical value. For large n, the Poisson distributions can be approximated by Gaussian distributions, so that for some constant θ. The product of the fractions represents the probability distribution function of a multidimensional Gaussian random variable. The sum of the corresponding components is also Gaussian, with probability distribution function:
On the other hand, this marginal probability distribution function is obtained by integrating the probability distribution function of the full multivariate distribution over the hyperplane |x| = t. In particular, the integral is 1/ √ 2παn over the hyperplane |x| = n . But this integral is exactly the counterpart of the sum in (29) when the sum is approximated by an integral. Thus, we finally conclude that asymptotically
Similarly, we can write an expression for E [xi] . To this end, note that for a fixed, large n, the distribution of xi is concentrated (in relative terms) around the value qin. From this we can calculate the derivative of the throughput with respect to the load parameter r at the capacity limit r = 1. Since the above expressions are asymptotically correct, we get an exact result, 
B. BALANCE FUNCTION COMPUTATION IN A CONTINUOUS SETTING
If the capacity set C ξ is a polytope for all ξ ∈ Ξ, we may alternatively describe it as the convex hull of its corner points. These corner points, referred to as the spanning rate vectors, are usually much easier to derive from the system than the A and C required for the polytope form (1). Applying this alternative representation, the balance function Φ(ξ) is evaluated recursively as follows (cf. the discrete class case [6] ):
1. Enumerate all m possible rate vectors for the constellation ξ. These vectors form the rows of the m × n rate matrix R ξ . Only the spanning rate vectors need to be included, but it is not necessary to eliminate any non-spanning vectors. In the example §6.3 the rate matrix R ξ contains the rate vectors in which each flow x ∈ ξ is served alone. In addition, one includes rate vectors for all pairs of flows {x, y}, x, y ∈ ξ, which can be served simultaneously, i.e. for which min(x, y) ≤ 0.5 and max(x, y) > 0. For a small number of flows it is generally not efficient to separately remove non-spanning rate vectors from R ξ .
