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BOREL-DE SIEBENTHAL THEORY FOR AFFINE REFLECTION
SYSTEMS
DENIZ KUS AND R. VENKATESH
Abstract. We develop a Borel–de Siebenthal theory for affine reflection systems by classify-
ing their maximal closed subroot systems. Affine reflection systems (introduced by Loos and
Neher) provide a unifying framework for root systems of finite-dimensional semi-simple Lie
algebras, affine and toroidal Lie algebras, and extended affine Lie algebras. In the special case
of nullity k toroidal Lie algebras, we obtain a one-to-one correspondence between maximal
closed subroot systems with full gradient and triples (q, (bi),H), where q is a prime number,
(bi) is a n-tuple of integers in the interval [0, q − 1] and H is a (k × k) Hermite normal form
matrix with determinant q. This generalizes the k = 1 result of Dyer and Lehrer in the setting
of affine Lie algebras.
1. Introduction
Extended affine Lie algebras (EALA for short) appeared first in the paper [13] under the
name “irreducible quasi-simple Lie algebras” in which the authors proposed a system of axioms
for an interesting class of Lie algebras. A more modern and standard reference for EALA are
the papers [2] and [17], where the name “extended affine Lie algebras” appeared for the first
time. EALA share many properties with familiar Lie algebras, like finite-dimensional simple
Lie algebras or affine Kac-Moody algebras. Their structure theory is well–understood and is
quite similar to the structure theory of affine Lie algebras. In fact, in the EALA setup the
aforementioned familiar Lie algebras appear exactly as the nullity zero respectively nullity one
EALA, where the rank of the group generated by the imaginary (isotropic) roots is called
nullity. Motivated by the deformation theory of simply elliptic singularities, the first examples
beyond the trivial cases were studied in a series of papers by Saito [21, 22].
The motivation of this paper is to study regular subalgebras of EALA with more emphasis
on the combinatorial aspects. The classification of such subalgebras is a fundamental problem
arising in many mathematical contexts and were studied in the finite-dimensional case inten-
sively by Borel, de Siebenthal and Dynkin. A Lie subalgebra g0 of a semisimple complex Lie
algebra g is called regular if it is invariant under a Cartan subalgebra h. The root system of
g0 with respect to h can be regarded naturally as a closed subroot system of that of g and
straightforward calculations show that the problem of classifying the regular subalgebras of g
reduces to that of classifying the (maximal) closed subroot systems. Therefore we are faced
with a purely combinatorial problem. The closed subroot systems up to isomorphism were
determined by Borel and de Siebenthal [4] (the maximal ones) and by Dynkin [11, Ch. 2, §5].
Similar questions can be asked for affine Kac–Moody algebras (equivalently nullity 1 EALA),
but the situation is slightly more complicated. Nevertheless, the authors of [12] determined
the possible types of regular subalgebras of an affine Kac-Moody algebra; the list was incom-
plete and has now been completed in [20]. A slightly different approach to this problem has
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been made by Dyer and Lehrer in a series of papers [9, 10], where they classified the reflection
subgroups of finite and affine Weyl groups. Classifying reflection subgroups amounts to clas-
sifying (real) subroot systems, but it is well-known (in the finite case) that the classification
of all subroot systems may be deduced from that of the closed subroot systems [6].
In this paper we ask the natural question for possible regular subalgebras of an extended
affine Lie algebra; see [7] for the conjugacy of Cartan subalgebras of EALA. From the combi-
natorial point of view the question can be formulated as follows. What are the maximal closed
subroot systems of the root system of an EALA? It turns out that extended affine root systems
(the roots of an EALA) form a special class of affine reflection systems, whose theory has been
developed in [16]. They provide a unifying framework for finite root systems, extended affine
root systems and various generalizations thereof. In this paper, we answer the more general
question and develop a Borel-de Siebenthal theory for affine reflection systems by classifying
their maximal closed subroot systems explicitly (not only the type). In a sequel to this work
[3], we apply our results to obtain a complete list of regular subalgebras of EALA of nullity 2
listed in [1]. Let us first discuss the difficulties passing beyond nullity 1.
The important fact which was used by Dyer and Lehrer to characterize subroot systems of
affine root systems is that any pointed reflection subspace A ⊆ Z (i.e. A− 2A ⊆ A and 0 ∈ A)
is a subgroup of Z (see [9, Lemma 22]) and hence has the form rZ. Of course, this fact is
no longer true for arbitrary abelian groups and not even for Z ⊕ Z. The latter abelian group
appears for example as the group generated by the imaginary roots of a nullity 2 untwisted
toroidal Lie algebra. Affine reflection systems are constructed from a finite root system Φ˚
and an extension datum, where an extension datum is a collection of sets Λα, α ∈ Φ˚ ∪ {0}
satisfying certain conditions (see Section 2 for a precise definition). Since we allow arbitrary
sets, it is more difficult to deal with affine reflection systems. Nevertheless, the additional
properties give us at least some restrictions and relations among the sets Λα; see Lemma 2.5
for a complete list of constraints on Λα.
We will now discuss our results in the special case of an untwisted toroidal Lie algebra;
all details can be found in Section 8. Toroidal Lie algebras are k–variable generalizations of
affine Kac–Moody algebras. Their root systems have the form Φ = {α ⊕ Zk : α ∈ Φ˚}, where
Φ˚ is a finite root system and we will assume for simplicity that Φ˚ is irreducible, reduced and
of rank n ≥ 2. Let Ψ ⊆ Φ a maximal closed subroot system. Our main result in this case
implies the following two cases. Either there is a maximal closed subroot system Φ˚′ in Φ˚ a`
la Borel-de Siebenthal such that Ψ = {α ⊕ Zk : α ∈ Φ˚′} or there exists a prime number q
and a Hermite normal form matrix U⊤ = (u1, . . . , uk) with det(U) = q and a tuple of integers
(bαi) ∈ [0, q − 1]
n (for each simple root) such that
Ψ = {α⊕ bαeℓ + Zu1 + · · · + Zuk : α ∈ Φ˚},
where ℓ is the unique integer such that uℓ = qeℓ (eℓ is the ℓ–th unit vector). Therefore, in
this particular case, the maximal closed subroot systems (with full gradient) are in one-to-one
correspondence with triples (q, (bαi), U), where q is a prime number, (bαi) ∈ [0, q − 1]
n and
U is a Hermite normal form matrix with determinant q. This generalizes the k = 1 result of
Dyer and Lehrer [10]; see also [20]. The twisted case is quite more challenging and we discuss
an example of Saito’s root system of a twisted toroidal Lie algebra in Section 8.
Organization of the paper: In Section 2 we introduce affine reflection systems and establish
their basic properties. Furthermore, we discuss several examples. In Section 3 we define
3subroot systems of affine reflection systems and prove several properties of their gradient.
The classification of the maximal closed subroot systems is worked out in Section 4–7 and in
Section 8 we apply our results to the setting of toroidal Lie algebras.
Organization of the classification: Let Φ an irreducible affine reflection system and Ψ a
maximal closed subroot system. Then the gradient Gr(Ψ) (see Section 3.1) can be semi–closed
or closed (see Section 3.3) and in the closed case it can be properly contained in Φ˚ or it can
be equal to Φ˚. We also distinguish between Φ˚ reduced and non–reduced. The following table
summarizes the organization of the classification.
(Ψ,Φ) Φ˚ reduced Φ˚ non–reduced
Gr(Ψ) semi–closed Section 4 : Theorem 3,Theorem 4 and Theorem 5
Gr(Ψ) = Φ˚ Section 5 : Theorem 6 and Theorem 7 Section 7 :
Gr(Ψ) proper closed Section 6 : Theorem 8 Theorem 9
2. Extension datum and affine reflection system
2.1. Let V a fixed Eucledian real vector space, i.e. V is endowed with a positive definite
symmetric bilinear form (·, ·). For the rest of this paper we denote by Φ˚ a root system in V ,
i.e. Φ˚ is a finite subset of V satisfying the following properties (see [5, Chapter VI] or [14,
Section 9.2]):
0 /∈ Φ˚, Φ˚ spans V , sα(Φ˚) = Φ˚, ∀α ∈ Φ˚, (β, α
∨) ∈ Z, ∀α, β ∈ Φ˚,
where α∨ := 2α/(α,α) and sα is the reflection of V defined by sα(v) = v − (v, α
∨)α, v ∈ V .
We call Φ˚ reduced if it satisfies the additional property Rα ∩ Φ˚ = {±α} for α ∈ Φ˚. Moreover,
we call Φ˚ irreducible (or connected) whenever Φ˚ = Φ˚′ ∪ Φ˚′′ with (Φ˚′, Φ˚′′) = 0 implies Φ˚′ = ∅
or Φ˚′′ = ∅. Any root system can be written as a direct sum of irreducible root systems (see
[5, Proposition 6]) and the reduced irreducible root systems were classified in terms of their
Dynkin diagrams (see [14, Theorem 11.4]). There are the classical types An, n ≥ 1, Bn, n ≥
2, Cn, n ≥ 3,Dn, n ≥ 4 and the exceptional types E6,7,8, F4 and G2. For a direct contruction
of these root systems we refer to [14, Section 12.1]. Moreover, there is only one non–reduced
irreducible root system of rank n, namely
BCn = Bn ∪ Cn = {±ǫi : 1 ≤ i ≤ n} ∪ {±ǫi ± ǫj : 1 ≤ i, j ≤ n}\{0}, (2.1)
where ǫ1, . . . , ǫn denotes an orthonormal basis of V with respect to (·, ·). Reduced root systems
appear in the context of finite–dimensional semi–simple Lie algebras as the set of roots of the
Lie algebra with respect to a Cartan subalgebra [14] and non–reduced root systems appear in
the context of infinite–dimensional Lie algebras [15]; see also Example 2.4.
2.2. If Φ˚ is a reduced irreducible root system in V , then at most two root lengths occur
and all roots of a given length are conjugate under the Weyl group W (Φ˚), which by definition
is the group generated by sα, α ∈ Φ˚ (see for example [14, Section 10.4]). We denote the set of
short roots (resp. long roots) by Φ˚s (resp. Φ˚ℓ) and if there is only one root length we say that
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every root is long. If Φ˚ is non–reduced irreducible we define (compare with (2.1)):
Φ˚s = {±ǫi, 1 ≤ i ≤ n}, Φ˚ℓ = {±ǫi ± ǫj : 1 ≤ i 6= j ≤ n}, Φ˚d = {±2ǫi, 1 ≤ i ≤ n}.
Note that Φ˚d is simply the set of divisible roots, i.e. Φ˚d = {α ∈ Φ˚ : α/2 ∈ Φ˚} and define the
non–divisible roots by Φ˚nd = Φ˚\Φ˚d. Further, set
mΦ˚ =


1, if Φ˚ is of type An,Dn, E6,7,8,
2, if Φ˚ is of type Bn, Cn, F4,
3, if Φ˚ of type G2,
4, if Φ˚ is non–reduced irreducible.
The following lemma is an easy exercise.
Lemma. Let Φ˚ an irreducible root system not of simply–laced type. Then the following holds:
(1) Let α ∈ Φ˚x, β ∈ Φ˚y such that α+ β ∈ Φ˚z, where x, y, z ∈ {s, ℓ, d}. Then we have
(x, y, z) ∈ {(s, s, ℓ), (s, ℓ, s), (ℓ, ℓ, ℓ)∗}, if Φ˚ is of type Bn,
(x, y, z) ∈ {(s, s, ℓ), (s, ℓ, s), (s, s, s)}, if Φ˚ is of type Cn,
(x, y, z) ∈ {(s, s, ℓ), (s, ℓ, s), (s, s, s), (ℓ, ℓ, ℓ)}, if Φ˚ is of type F4 or G2,
(x, y, z) ∈ {(s, s, ℓ), (s, ℓ, s), (ℓ, ℓ, ℓ)∗ , (ℓ, ℓ, d), (ℓ, d, ℓ), (s, d, s), (s, s, d)}, if Φ˚ is of type BCn,
where the superscript ∗ means that it only appears when n ≥ 3.
(2) If Φ˚ is not of type BC1, there exists α, β ∈ Φ˚s such that α + β ∈ Φ˚ℓ. If Φ˚ is of type
BCn we can find α, β ∈ Φ˚s such that α+ β ∈ Φ˚d.

2.3. Now we define our main object of study, namely affine reflection systems whose theory
is developed by Loos and Neher in [16] (see also [18, Section 3.1]). They generalize the notion
of affine root systems (the set of roots of an affine Kac–Moody algebra) or more generally the
notion of extended affine root systems (the set of roots of an extended affine Lie algebra). Our
goal will be to work out a Borel-de Siebenthal theory for affine reflection systems and classify
their maximal closed subroot systems; see Section3.1 for a precise definition.
Let X a finite–dimensional real vector space, (·, ·)X a symmetric bilinear form on X and
Φ ⊆ X a subset. Define
X0 = {x ∈ X : (x,X)X = 0},
Φim = {α ∈ Φ : (α,α)X = 0}, (imaginary roots)
Φre = {α ∈ Φ : (α,α)X 6= 0}, (real roots).
Definition. We call the triple (X,Φ, (·, ·)X ) an affine reflection system if the following axioms
are satisfied:
(i) 0 ∈ Φ, Φ spans X, Φim ⊆ X0,
(ii) sα(Φ) = Φ, ∀α ∈ Φ
re,
(iii) (Φ, α∨)X ⊆ Z is a finite subset ∀α ∈ Φre,
5where sα and α
∨ are defined as in Section 2.1 with respect to the form (·, ·)X . The rank of
the torsion free abelian group Z[Φim] is called the nullity of (X,Φ, (·, ·)X ). Similarly, as in
Section 2.1, we can define irreducible and reduced affine reflection systems.
An isomorphism from an affine reflection system (X,Φ, (·, ·)X ) to another affine reflection
system (X ′,Φ′, (·, ·)X′ ) is a vector space isomorphism f : X → X
′ such that f(X0) = (X0)′
and f(Φre) = (Φre)′.
Remark. The requirement 0 ∈ Φ follows the approach of Loos and Neher (see for example
[18, Section 3.1]) and contradicts the traditional approach to root systems in which 0 is not
considered as a root (see [5] or [14]). Because of the notational advantages, we decided to
include 0 and follow their approach.
Before we discuss concrete examples, let us state the structure theorem for affine reflection
systems; see Theorem 1.
2.4. It turns out that any reflection system can be constructed from a (finite) root system
and an extension datum, which we will define now.
Definition. Let Φ˚ a (finite) root system and Y a finite–dimensional real vector space. We
call a collection (Λα : α ∈ Φ˚ ∪ {0}), Λα ⊆ Y an extension datum of type (Φ˚, Y ) if it satisfies
the following axioms:
(1) Λβ − (β, α
∨)Λα ⊆ Λsα(β), ∀α, β ∈ Φ˚.
(2) 0 ∈ Λα for α ∈ Φ˚nd ∪ {0} and Λα 6= ∅ for α ∈ Φ˚d.
(3) Y = spanR(
⋃
α∈Φ˚∪{0} Λα).
Now given an extension datum of type (Φ˚, Y ) we can construct an affine reflection system
as follows. Recall that (·, ·) is the fixed positive definite symmetric bilinear form on V . Define
X = V ⊕ Y, Φ =
⋃
α∈Φ˚∪{0}
α⊕ Λα, (v1 ⊕ y1, v2 ⊕ y2)X = (v1, v2). (2.2)
The following result is the structure theorem for affine reflection systems [16, Theorem 4.6].
Theorem 1. Let Φ˚ a (finite) root system and (Λα : α ∈ Φ˚ ∪ {0}) an extension datum of type
(Φ˚, Y ). The triple (Φ,X, (·, ·)X ) constructed in (2.2) is an affine reflection system with
Φim = Λ0, X
0 = Y, Φre =
⋃
α∈Φ˚
α⊕ Λα.
Moreover, any affine reflection system is isomorphic to an affine reflection system constructed
in this way and (Φ,X, (·, ·)X ) is irreducible if and only if the underlying finite root rystem Φ˚
is irreducible. 
Example. (i) Let Φ˚ a (finite) root system, then Φ˚ ∪ {0} is an affine reflection system of
nullity 0. We choose Y = 0 in Definition 2.4.
(ii) Let g a finite-dimensional simple complex Lie algebra and σ a diagram automorphism
with respect to a Cartan subalgebra h, which is of order m ∈ {1, 2, 3}. Let ξ be a
primitive m–th root of unity. We have
g =
⊕
j∈Z/mZ
gj , gj = {x ∈ g : σ(x) = ξ
jx}.
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It is known that g0 is again a finite-dimensional complex simple Lie algebra with Cartan
subalgebra h0 = h∩g0. Moreover, gj is a g0–module and we denote the set of non–zero
weights of gj with respect to h0 by Φ˚j. We have that
Φ˚ := Φ˚0 ∪ · · · ∪ Φ˚m−1 ⊆ h
∗
0
is again a (finite) root system. The type of Φ˚ can be extracted from [15, Section 7.8,
7.9, 8.3] and is summarized in the following table
(g,m) Φ˚0 Φ˚1 Φ˚2 Φ˚
(A2n, 2) Bn Φ˚0 ∪ {±2ǫi : 1 ≤ i ≤ n} / BCn
(A2n−1, 2) Cn (Cn)s / Cn
(Dn+1, 2) Bn (Bn)s / Bn
(E6, 2) F4 (F4)s / F4
(D4, 3) G2 (G2)s (G2)s G2
The corresponding affine Kac–Moody algebra L̂(g, σ) is defined by
L̂(g, σ) = L(g, σ)⊕ Cc⊕ Cd, L(g, σ) =
⊕
j∈Z/mZ
gj ⊗ C[t
±m]tj,
where L(g, σ) is called the loop algebra, L(g, σ)⊕Cc is the universal central extension
of the loop algebra and d = t∂t is the degree derivation. For more details we refer
the reader to [15, Section 7,8]. The set of roots of L̂(g, σ) with respect to the Cartan
subalgebra h0 ⊕ Cc⊕ Cd is exactly Φ\{0}, where
Φ := {α⊕ rδ : α ∈ Φ˚j ∪ {0}, r ∈ j + Zm, 0 ≤ j < m}.
We claim that Φ is an affine reflection system of nullity 1. Let V := (h0)
∗
R the real
span of Φ˚ and let (·, ·) the dual of the Killing form κ(·, ·) restricted to (h0)R × (h0)R
(the restriction is still non–degenerate). Set
X = V ⊕Rδ = V ⊕ Y, (β1 ⊕ r1δ, β2 ⊕ r2δ)X = (β1, β2).
Then, we have
X0 = Rδ, Φre = {α⊕ rδ ∈ Φ : α 6= 0}, Φim = Zδ.
If m = 1, we set Λα = Zδ for all α ∈ Φ˚ ∪ {0}. Otherwise, set
Λα =


Zδ, if α ∈ Φ˚s ∪ {0}
Zδ, if α ∈ Φ˚ℓ, g˚ = A2n, m = 2
2Zδ, if α ∈ Φ˚ℓ, g˚ 6= A2n, m = 2
3Zδ, if α ∈ Φ˚ℓ, m = 3
(2Z+ 1)δ, if α ∈ Φ˚d
7It is immediate to show that R = (Λα, α ∈ Φ˚ ∪ {0}) is an extension datum (see
Definition 2.4) and Φ is the affine reflection system constructed from R as in (2.2).
Since Z[Φim] ∼= Z, the nullity of Φ is 1.
(iii) Toroidal Lie algebras underlie a similar construction as affine Kac–Moody algebras by
replacing the loop algebra by the multiloop algebra L(g) = g ⊗ C[t±1 , . . . , t
±
k ] and σ
by a family of finite order automorphisms (σ1, . . . , σk). For simplicity we dicuss the
untwisted case only, i.e. when all authomorphisms are trivial. We follow the definition
of toroidal Lie algebras used for example in [18] or [19, Section 1] (τ˜ in his notation).
Let
C =
⊕
p∈Zk
Cp, Cp := C
k/Cp,
and define
ψ : L(g)× L(g)→ C, ψ(x⊗ tr, y ⊗ ts) =
⊕
p∈Z
κ(x, y)δr+s,−pr,
where tr := tr11 · · · t
rk
k for r = (r1, . . . , rk) ∈ Z
k. It follows from [18, Theorem 1.5] that
L(g)⊕C is the universal central extension of the multiloop algebra whose Lie bracket
is given by
[x⊗ tr + µc, y ⊗ ts + λc] = [x, y]⊗ tr+s + ψ(x⊗ tr, y ⊗ ts).
The toroidal Lie algebra is then given by
Γ(g) = L(g)⊕ C ⊕D,
where D = spanC{ti∂ti : 1 ≤ i ≤ k} is the space of degree derivations. Denote by Φ˚
the root system of g. The set of roots of the toroidal Lie algebra Γ(g) with respect to
the Cartan subalgebra h⊕ C0 ⊕D is Φ\{0}, where
Φ = {α⊕ δr : α ∈ Φ˚ ∪ {0}, r ∈ Z
k},
where δr := r1δ1 + · · ·+ rkδk. We claim that Φ is an affine reflection system of nullity
k. Again we denote by hR the real span of Φ˚ and (·, ·) the dual of the Killing form. Set
X = h∗R ⊕ (Rδ1 ⊕ · · · ⊕ Rδk) = V ⊕ Y, (β1 ⊕ δr1 , β2 ⊕ δr2)X = (β1, β2).
Then, we have
X0 = Rδ1 ⊕ · · · ⊕Rδk, Φ
re = {α⊕ δr : α ∈ Φ˚, r ∈ Z
k}, Φim = Zδ1 ⊕ · · · ⊕ Zδk.
Now it is easy to see that Λα = Zk for all α ∈ Φ˚∪ {0} defines an extension datum and
Φ is constucted as in (2.2). Since Φim ∼= Zk, the nullity of Φ is k.
The above examples show that the set of roots of toroidal Lie algebras (in particular of affine
Kac–Moody algebras) are affine reflection systems. More generally, the roots of an extended
affine Lie algebra form also an affine reflection system; see [18, Section 3.4] for more details. So
the theory of affine reflection systems provide a common framework for (finite) root systems,
affine root systems and extended affine root systems.
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2.5. We finish this section by some elementary properties of an extension datum. Most
of the results are stated in [18, Exercise 3.16] and [18, Theorem 3.18]. We give some of the
proofs for the readers convenience.
Proposition. Let (Λα, α ∈ Φ˚ ∪ {0}) an extension datum of type (Φ˚, Y ). Then, for all α ∈ Φ˚
we have
Λα = Λw(α), ∀w ∈W (Φ˚), Λα = Λ−α = −Λα.
Proof. Let α ∈ Φ˚ and β ∈ Φ˚nd. Then we have by Definition 2.4(1):
Λα − (α, β
∨)Λβ ⊆ Λsβ(α).
Since 0 ∈ Λβ we get Λα ⊆ Λsβ(α). Continuing in this way we get Λα ⊆ Λw(α) for all w ∈W (Φ˚);
note that the Weyl group is generated by sβ, β ∈ Φ˚nd. Since Λw(α) ⊆ Λw−1w(α), the first
part of the claim follows. For the second part we consider Λα − 2Λα ⊆ Λ−α. This gives
−Λα = Λ−α for all α ∈ Φ˚ and Λα = Λ−α for all α ∈ Φ˚nd, since 0 ∈ Λα whenever α is non–
divisible. It remains to show Λα = Λ−α for all α ∈ Φ˚d. But this follows since α/2 ∈ Φ˚nd and
Λα − (α, (α/2)
∨)Λα/2 ⊆ Λ−α. 
In particular, if Φ˚ is irreducible we know that the Weyl group acts transitively on the roots
of the same length and hence the above proposition implies that an extension datum of type
(Φ˚, Y ) consists of at most 4 different subsets, namely Λ0,Λs,Λℓ,Λd defined in the obvious way.
For example, in the simply–laced case we have only one subset and by convention Λs = Λℓ.
Hence if (X,Φ, (·, ·)X ) is an irreducible affine reflection system, we know from Theorem 1 that
there exists a (finite) irreducible root system Φ˚ and an extension datum (Λ0,Λs,Λℓ,Λd) of
type (Φ˚, Y ) such that (up to isomorphism)
Φ = (0⊕ Λ0) ∪
⋃
α∈Φ˚s
(α ⊕ Λs) ∪
⋃
α∈Φ˚ℓ
(α⊕ Λℓ) ∪
⋃
α∈Φ˚d
(α⊕ Λd)
It is obvious from Definition 2.4(1) that there are certain relations among the subsets Λs,Λℓ,Λd.
We summarize the relations in the next lemma (see [18, Theorem 3.18]).
Lemma. Let Φ˚ an irreducible finite root system and (Λα, α ∈ Φ˚∪ {0}) an extension datum of
type (Φ˚, Y ). Then we have Λx + 2Λx = Λx for x ∈ {s, ℓ, d}. Moreover,
(i) If Φ˚ is simply–laced not of type A1, then Λℓ is a subgroup.
(ii) If Φ˚ is of type Bn, Cn or F4, then
Λℓ + 2Λs ⊆ Λℓ and Λs + Λℓ ⊆ Λs.
Moreover,
• Λℓ is a subgroup if Φ˚ is of type Bn, n ≥ 3 or F4, and
• Λs is a subgroup if Φ˚ is of type Cn or F4.
(iii) If Φ˚ is of type G2, then Λs and Λℓ are subgroups satisfying
Λℓ + 3Λs ⊆ Λℓ and Λs + Λℓ ⊆ Λs.
(iv) If Φ˚ is of type BCn, n ≥ 2, then
9Λℓ + 2Λs ⊆ Λℓ, Λs + Λℓ ⊆ Λs,
Λd + 2Λℓ ⊆ Λd, Λℓ + Λd ⊆ Λℓ,
Λd + 4Λs ⊆ Λd, Λs + Λd ⊆ Λs.
In addition, if n ≥ 3 then Λℓ is a subgroup.

For example, the fact that Λℓ (resp. Λs) is a subgroup in type Bn, n ≥ 3 (resp. Cn, n ≥ 3)
can be easily seen from Definition 2.4(1) by choosing two arbitrary simple long roots (resp.
simple short roots) α and β connected in the Dynkin diagram by a single line.
Definition. We call an extension datum untwisted if Λα = Λβ for all α, β ∈ Φ˚ and twisted
otherwise. If Φ˚ is irreducible, the definition of untwisted is equivalent to Λs ⊆ Λd ⊆ Λℓ by
Lemma 2.5. We call an affine reflection system (un)twisted, if the corresponding extension
datum is (un)twisted.
Mild Assumption: For the rest of the paper we will assume that Λℓ is also a subgroup in the
case when Φ˚ is of type B2 or BC2. For simplicity, we also want to exclude the situation when
Φ˚ is of rank one in the rest of the paper (without further comment). Nevertheless, a similar
classification can be done for types A1 and BC1, but involves many technical calculations.
3. Subroot systems of affine reflection systems
Given an affine reflection system Φ, it is natural to ask what are its subroot systems. In
this section we give the necessary definitions and elementary properties of subroot systems.
3.1. Let Φ an affine reflection system. A proper non–empty subset Ψ ⊆ Φre of the real
roots is called
(1) a subroot system, if we have sα(β) ∈ Ψ for all α, β ∈ Ψ;
(2) closed, if α, β ∈ Ψ and α+ β ∈ Φre implies α+ β ∈ Ψ;
(3) maximal closed subroot system, if Ψ is a closed subroot system and Ψ ⊆ Ψ′ ( Φre
implies Ψ = Ψ′ for all closed subroot systems Ψ′.
Remark. Let Ψ a closed subset of an affine reflection system Φ such that Ψ = −Ψ and
sα(β) ∈ Ψ for all α, β ∈ Ψ with β ± α ∈ Φ
im or β ± 2α ∈ Φim. Since all root strings in Φ are
unbroken [16, Corollary 5.2] we automatically have that Ψ is a subroot system. To see this, let
α, β ∈ Ψ such that (β, α∨)X ∈ Z+. If β − sα ∈ Φim for some s ∈ Z+ we must have s ∈ {1, 2}
and hence sα(β) ∈ Ψ. Otherwise β − sα ∈ Φ
re for all 0 ≤ s ≤ (β, α∨)X . Since −α ∈ Ψ we
get by the closedness of Ψ that β − sα ∈ Ψ. Thus sα(β) ∈ Ψ. The case −(β, α
∨)X ∈ Z+
works similarly and we omit the details. We will use this fact in the rest of this paper without
further comment.
Given a subroot system Ψ, we define the gradient to be the subset
Gr(Ψ) = {α ∈ Φ˚ : ∃ y ∈ Λα such that α⊕ y ∈ Ψ}.
Further, for α ∈ Gr(Ψ) we set Zα(Ψ) = {y ∈ Λα : α ⊕ y ∈ Ψ}. It is clear that Zα(Ψ) is
non–empty and
Ψ = {α⊕ y : α ∈ Gr(Ψ), y ∈ Zα(Ψ)}.
It follows that the subroot system Ψ is uniquely determined by Gr(Ψ) and Zα(Ψ), α ∈ Gr(Ψ).
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Lemma. Let Φ an affine reflection system and Ψ a subroot system. Then we have that
Gr(Ψ) ⊆ Φ˚ is a subroot system of the affine reflection system Φ˚ ∪ {0}. Moreover,
Zβ(Ψ)− (β, α
∨)Zα(Ψ) ⊆ Zsα(β)(Ψ), ∀α, β ∈ Gr(Ψ).
Proof. Let α, β ∈ Gr(Ψ), then we have (α ⊕ yα), (β ⊕ yβ) ∈ Ψ for some yα ∈ Zα(Ψ) and
yβ ∈ Zβ(Ψ). In order to show that sα(β) ∈ Gr(Ψ) we note that
sα⊕yα(β ⊕ yβ) = sα(β)⊕ (yβ − (β, α
∨)yα) ∈ Ψ.
But the definition of an extension datum (see Definition 2.4) gives (yβ − (β, α
∨)yα) ∈ Λsα(β)
and thus sα(β) ∈ Gr(Ψ), proving that the gradient is a subroot system. The second part of
the lemma also follows. 
3.2. We introduce a Z–linear function
p : Gr(Ψ)→
⋃
α∈Φ˚
Λα, α 7→ pα
as follows. By Lemma 3.1 and [14, Theorem 10.1] we can choose a simple system Π ⊆ Gr(Ψ)
and arbitrary pγ ∈ Zγ(Ψ) for each γ ∈ Π. We extend this Z–linearly and obtain
pβ − (β, α
∨)pα = psα(β). (3.1)
Now it is easy to see with (3.1) that pα ∈ Zα(Ψ) for all α in the W (Gr(Ψ))–orbit of Π;
equivalently pα ∈ Zα(Ψ) for all α ∈ Gr(Ψ)∩ Φ˚nd. We set Zα = Zα(Ψ)− pα for α ∈ Gr(Ψ) and
observe that 0 ∈ Zα for all α ∈ Gr(Ψ) ∩ Φ˚nd.
Proposition. Let Ψ a subroot system of an affine reflection system Φ. Then the collection Z =
(Z0 := 0, Zα, α ∈ Gr(Ψ)) is an extension datum and the affine reflection system constructed
from Z and Gr(Ψ) as in (2.2) is isomorphic to Ψ ∪ {0}.
Proof. In view of (3.1) and 0 ∈ Zα for all α ∈ Gr(Ψ) ∩ Φ˚nd the first part of the claim follows
from Lemma 3.1. The second part is straightforward to check. 
Note that Gr(Ψ) is not neccessarily irreducible, but we can decompose Gr(Ψ) into its irre-
ducible components
Gr(Ψ) = Gr(Ψ)1 ∪ · · · ∪Gr(Ψ)k. (3.2)
From Proposition 3.2 we know that Zi = (Zα, α ∈ Gr(Ψ)
i ∪ {0}) is also an extension datum.
As a corollary, we can apply the results of Section 2 and obtain that there are at most 3
possible subsets Zis, Z
i
ℓ and Z
i
d for each connected component (we define as usual Z
i
s := Zα, α ∈
Gr(Ψ)i ∩ Φ˚s etc.) satisfying the relations stated in Lemma 2.5. The following lemma will be
needed later.
Lemma. Let Φ an untwisted irreducible affine reflection system and Ψ a closed subroot system
(resp. maximal closed subroot system) of Φ. Then we have that Gr(Ψ) is a closed subroot
system (resp. maximal closed subroot system) and
Zα = Zβ, ∀α, β ∈ Gr(Ψ)
i, 1 ≤ i ≤ k.
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Proof. We already know from Lemma 3.1 that Gr(Ψ) is a subroot system. In order to show
that Gr(Ψ) is closed, let α ∈ Φ˚a ∩ Gr(Ψ), β ∈ Φ˚b ∩ Gr(Ψ) such that α + β ∈ Φ˚c, where
a, b, c ∈ {s, ℓ, d}. We shall prove that α+β ∈ Gr(Ψ) by showing that (α+β)⊕ (yα+yβ) ∈ Φ
re,
where yα ∈ Zα(Ψ) and yβ ∈ Zβ(Ψ) are such that (α⊕ yα), (β⊕ yβ) ∈ Ψ. But this follows from
Lemma 2.5, since Λs = Λℓ = Λd is a subgroup. Now assume that Ψ is in addition maximal
and Gr(Ψ) ⊆ Φ˚′ ( Φ˚, where Φ˚′ is a closed subroot system. Then we define
Ψ′ = {α⊕ y : α ∈ Φ˚′, y ∈ Λα}.
Obviously Ψ ⊆ Ψ′ ( Φ and Ψ′ is a closed subroot system. By the maximality of Ψ we obtain
Gr(Ψ) = Φ˚′ and hence Gr(Ψ) is maximal. For the remaining part of the claim it is enough by
Lemma 2.5 and the discussion preceeding the lemma to show that Zis ⊆ Z
i
x, where x = ℓ in the
reduced case and x = d otherwise. This is clear if Gr(Ψ)i is of simply–laced type. Otherwise
we can choose α, β to be short roots in Gr(Ψ)i such that α+ β is a long root (resp. divisible
root in the non–reduced case) by Lemma 2.2(2). Thus we get
Zis + Z
i
s = Z
i
α + Z
i
β ⊆ Z
i
α+β = Z
i
x,
because if yα ∈ Z
i
α(Ψ), yβ ∈ Z
i
β(Ψ) (defined in the ovious way), then
(α⊕ yα) + (β ⊕ yβ) = (α+ β)⊕ (yα + yβ) ∈ Φ
re
which implies (α+β)⊕ (yα+yβ) ∈ Ψ and hence yα+yβ ∈ Z
i
α+β(Ψ) and the claim follows. 
3.3. It can happen that the gradient of a maximal closed subroot system is not closed
in general, but still we will have some control. The following definition is motivated by
Lemma 3.2.
Definition. We call a subroot system Φ˚′ of Φ˚ semi–closed, if it is not closed and α, β ∈ Φ˚′
such that α+ β ∈ Φ˚\Φ˚′ implies one of the following situations
• α, β ∈ Φ˚s, α+ β ∈ Φ˚ℓ ∪ Φ˚d.
• α, β ∈ Φ˚ℓ, α+ β ∈ Φ˚d.
Moreover, we call Φ˚′ maximal semi–closed if it is semi–closed and Φ˚′ is not properly contained
in a proper closed subroot system of Φ˚.
In particular, if Φ is an irreducible affine reflection system and Ψ a closed subroot system,
then Gr(Ψ) must be closed or semi–closed. To see this, assume that it is not closed, i.e. there
exists α, β ∈ Gr(Ψ) such that α+ β ∈ Φ˚\Gr(Ψ) (recall the possibilities from Lemma 2.2). Let
yα ∈ Zα(Ψ), yβ ∈ Zβ(Ψ) such that (α⊕yα) ∈ Ψ and (β⊕yβ) ∈ Ψ, but (α+β)⊕(yα+yβ) /∈ Φ
re.
By Lemma 2.5 this is only possible if both roots are short and the sum is a long (resp. divisible)
root or both roots are long and the sum is a divisible root. Moreover, if Ψ is a maximal closed
subroot system such that Gr(Ψ) is semi–closed the same proof as in Lemma 3.2 shows that
Gr(Ψ) is in fact maximal semi–closed.
Example. If Ψ is a closed subroot system of an affine root system as explained in Exam-
ple 2.4(2), we have that Gr(Ψ) is closed if m = 1. This follows immediately from Lemma 3.2.
If m > 1 it can also be semi–closed. For example, in the case (A2n−1, 2) we have that Φ˚ is of
type Cn. Let αn be the unique long root. Then
Ψ1 := {α ⊕ 2Zδ, α ∈ Φ˚}, Ψ2 := {±αn−1 ⊕ 2Zδ, ±(αn−1 + αn)⊕ (2Z+ 1)δ}
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are closed subroot system and Gr(Ψ1) = Φ˚ is closed whereas Gr(Ψ2) is only semi–closed.
3.4. We have seen in the previous subsection the importance of maximal closed and max-
imal semi–closed subroot systems of (finite) root systems. Borel and de Siebenthal classified
the maximal closed subroot systems [4] in the case when Φ˚ is reduced. The concern with closed
subroot systems of Φ˚ arises from the theory of finite–dimensional semi–simple Lie algebras,
namely determining the closed subroot systems of a root system amounts to determining the
semi–simple Lie subalgebras of a semi–simple Lie algebra. Their main result of Borel and de
Siebenthal can be summarized as follows.
Theorem 2. Let Φ˚ be a reduced irreducible root system with fundamental system {α1, . . . , αn}
and highest root
α0 =
n∑
i=1
aiαi.
The maximal closed subroot systems (up to W (Φ˚)–conjugacy) are those with fundamental sys-
tem
(1) {α1, . . . , α̂i, . . . , αn}, where ai = 1 or
(2) {−α0, α1, . . . , α̂i, . . . , αn}, where ai is prime.

The above theorem also implies how the maximal closed subroot systems of non–reduced
irreducible root systems look like. If Φ˚ is a non–reduced irreducible root system and Φ˚′ a
maximal closed subroot system, one can easily check the following two facts
• (Φ˚′ ∪ Φ˚d) is a proper closed subset of Φ˚ and hence the maximality gives Φ˚d ⊆ Φ˚
′.
• Φ˚′∩(Φ˚s∪ Φ˚ℓ) is a maximal closed subroot system in the reduced root system (Φ˚s∪ Φ˚ℓ).
So we obtain the following.
Corollary. Let Φ˚ be a non–reduced irreducible root system. The maximal closed subroot sys-
tems (up to W (Φ˚)–conjugacy) are those
Φ˚d ∪ Φ˚
′,
where Φ˚′ is a maximal closed subroot system of the reduced root system (Φ˚s ∪ Φ˚ℓ). 
3.5. The rest of this section is dedicated to the study of the gradient, when the affine
reflection system is twisted. We record the following important property of maximal semi–
closed subroot systems.
Lemma. Let Φ˚ be a reduced irreducible root system and Φ˚′ a maximal semi–closed subroot
systems. Then
Φ˚′ ∪ {γ ∈ Φ˚ℓ : γ ∈ (Φ˚
′ ∩ Φ˚s) + (Φ˚
′ ∩ Φ˚s)} (3.3)
is the closed subroot system generated by Φ˚′, i.e. the closed subroot system which contains Φ˚′
and is minimal with this property. In particular, we obtain Φ˚s ⊆ Φ˚
′.
Proof. Denote by < Φ˚′ > the closed subroot system generated by Φ˚′ and let Φ˚′(1) denote the
subset (3.3). It is clear that < Φ˚′ > contains Φ˚′(1) and equality would follow by Remark 3.1 if
we can show that Φ˚′(1) is a closed subset in Φ˚. This will be the aim for the rest of the proof.
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Case 1: Suppose that γ = (τ1+ τ2) ∈ Φ˚ℓ, where τ1, τ2 ∈ (Φ˚
′ ∩ Φ˚s) and τ3 ∈ Φ˚
′ are such that
(γ + τ3) ∈ Φ˚. In what follows we will show that (γ + τ3) ∈ Φ˚
′(1). Since γ ∈ Φ˚ℓ we get
2(γ, τ3) = (γ + τ3, γ + τ3)− (γ, γ)− (τ3, τ3) < 0
and hence (τ2, τ3) < 0 or (τ1, τ3) < 0.
Case 1.1: Assume that (τ2, τ3) < 0. By [14, Lemma 9.4] we have τ2+τ3 ∈ Φ˚ (if the roots are
proportional there is nothing to show). If (τ2 + τ3) ∈ Φ˚s, we get by the semi–closedness of Φ˚
′
that (τ2+ τ3) ∈ Φ˚
′ and hence (γ + τ3) = τ1+ (τ2 + τ3) ∈ Φ˚
′(1). So assume that (τ2+ τ3) ∈ Φ˚ℓ.
In this case we only have to show that τ3 ∈ Φℓ, because the semi–closedeness would again
imply (τ2+ τ3) ∈ Φ˚
′ and hence (γ+ τ3) = τ1+(τ2+ τ3) ∈ Φ˚
′(1). Assume by contradiction that
(τ2 + τ3) ∈ Φ˚ℓ and τ3 ∈ Φ˚s. Since γ is a long root we have
(γ, γ)− (τ1, τ1)− (τ2, τ2) = 2(τ1, τ2) ≥ 0.
But on the other hand since (τ1, τ1) = (τ3, τ3) and (γ, γ) = (τ2 + τ3, τ2 + τ3) we obtain
(τ1, τ2) = (τ2, τ3) < 0, which is a contradiction.
Case 1.2: Assume that (τ1, τ3) < 0. The proof is exactly as in Case 1.1 by interchanging
the role of τ1 and τ2. We omit the details.
Case 2: Let γ1 = (τ1 + τ2) ∈ Φ˚ℓ, γ2 = τ3 + τ4 ∈ Φ˚ℓ, where τi ∈ (Φ˚
′ ∩ Φ˚s) and (γ1 + γ2) ∈ Φ˚.
We will show that (γ1+ γ2) ∈ Φ˚
′(1). For this it will be enough to show that (τ1+ τ2+ τ3) ∈ Φ˚
or (τ1 + τ2 + τ4) ∈ Φ˚, because then we can use Case 1 to finish the proof. Consider
(γ1 + γ2, γ1 + γ2)− (γ1, γ1)− (γ2, γ2) = 2(γ1, γ2) < 0.
This implies (τ1 + τ2, τ3) < 0 or (τ1 + τ2, τ4) < 0 and we are done with [14, Lemma 9.4].
Hence the closedness of Φ˚′(1) is established. Since Φ˚′ is semi–closed, we have Φ˚′ (< Φ˚′ >
and if Φ˚s 6⊆ Φ˚
′ we would also have that < Φ˚′ >( Φ˚. This contradicts the maximality of Φ˚′
and thus it must contain all short roots. 
Remark. In type Cn, B2 or G2 we actually have Φ˚
′ = Φ˚s in Lemma 3.5, i.e. the set of short
roots is the unique maximal semi–closed subroot system. To see this, assume that Φ˚′ is a
maximal closed subroot system in the root system of type Cn, which contains a long root of
the form 2ǫi for some i ∈ {1, . . . , n}. Since the group generated by the reflections sα ∈ W (Φ˚)
corresponding to the simple short roots generate a subgroup isomorphic to the symmetric
group Sn we get that Φ˚
′ contains all long roots. Hence Φ˚′ is closed and we obtain our desired
contradiction. A similar argument shows the claim for B2 and G2.
4. Classification - Part 1: The semi–closed reduced case
The aim of this section is to classify all maximal closed subroot systems Ψ of Φ satisfying the
property that Gr(Ψ) is semi–closed and Φ˚ is reduced. Note that Φ˚ cannot be of simply–laced
type and Λℓ ( Λs by Lemma 3.2.
4.1. We assume in this subsection that Φ˚ is of type Cn or G2. Recall from Lemma 2.5
that Λs is a subgroup in this case and set Γs = {(α, β) ∈ Φ˚s × Φ˚s : α + β ∈ Φ˚ℓ}. It is clear
that Γs is non–empty.
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Theorem 3. Let Φ an irreducible affine reflection system with Φ˚ of type Cn or G2. We have
that Ψ ⊆ Φ is a maximal closed subroot system with semi–closed gradient if and only if there
exists a maximal subgroup H ⊆ Λs of index mΦ˚ which contains Λℓ and a Z–linear function
τ : Φ˚s → Λs/H satisfying τ(α) 6= −τ(β) for all α, β ∈ Γs such that
Ψ = {α⊕ τ(α) : α ∈ Φ˚s}.
Proof. Assume first that Ψ ⊆ Φ is a maximal closed subroot system. We know from Lemma 3.5
and Remark 3.5 that Gr(Ψ) = Φ˚s. Therefore, the gradient is irreducible and the discussion
below (3.2) implies that there exists a subgroup Zs ⊆ Λs such that
Ψ = {α⊕ (pα + Zs) : α ∈ Φ˚s},
where we recall that p : Φ˚s → Λs is the Z–linear function defined in Section 3.2. We claim
that (Zs +mΦ˚Λs) must be a proper subgroup of Λs. If not, we have Zs +mΦ˚Λs = Λs and we
can assume for a moment that pα ∈ mΦ˚Λs for all α ∈ Φ˚s. Since 0 ∈ Zs and mΦ˚Λs ⊆ Λℓ we
get a contradiction to
((pα + Zs) + (pβ + Zs)
)
∩ Λℓ = ∅, (α, β) ∈ Γs.
Thus (Zs +mΦ˚Λs) is a proper subgroup of Λs and we can choose a maximal subgroup H of
Λs which contains the group generated by Zs and mΦ˚Λs. In particular, Λs/H is a simple
Z/mΦ˚Z–module and therefore H is a subgroup of index mΦ˚. We set
Ψ′ = {α⊕ τ(α) : α ∈ Φ˚s},
where τ(α) denotes the coset of pα in Λs/H. Note that Ψ ⊆ Ψ
′. We claim that
(τ(α) + τ(β)) ∩ Λℓ = ∅, (α, β) ∈ Γs. (4.1)
Assume by contradiction that (4.1) is false, i.e. Ψ′ is not closed and the closed subroot system
Ψ′′ generated by Ψ′ has the property Gr(Ψ′′) ∩ Φ˚ℓ 6= ∅. Since H is a proper subgroup of Λs,
we have Ψ′′ ( Φ and hence Ψ = Ψ′′ which is a contradiction to Gr(Ψ) = Φ˚s. This implies (4.1)
which gives that Ψ′ is a closed subroot system. It follows by the maximality of Ψ that Ψ = Ψ′.
It remains to show the properties of the function τ and that Λℓ is contained in H; recall that
H is of index mΦ˚ and H ∩ Λℓ 6= ∅. If τ(α) = −τ(β) for some (α, β) ∈ Γs we get
0 ∈ (τ(α) + τ(β)) ∩ Λℓ,
which is a contradiction to (4.1). Hence τ(α) 6= −τ(β) for all (α, β) ∈ Γs. We claim that we
can choose short roots β1, β2, . . . , βm
Φ˚
such that (βi, βi+1) ∈ Γs for all 1 ≤ i ≤ mΦ˚ − 1 and
{τ(βi) + τ(βi+1), 1 ≤ i < mΦ˚} = (Λs/H)\{0}. (4.2)
To see this, note that mΦ˚ ∈ {2, 3}, so if mΦ˚ = 2 equation (4.2) is immediate. If mΦ˚ =
3 equation (4.2) follows by a straightforward analysis of the root system of type G2 using
τ(α) 6= −τ(β) for all (α, β) ∈ Γs; we omit the details. Now we have Λℓ ⊆ H, because Λℓ lies
in the complement of each coset τ(βi) + τ(βi+1) by (4.1) and by (4.2) we exhaust all cosets
different from H. So the proof of the forward direction is done.
For the converse direction assume we are given
Ψ = {α⊕ τ(α) : α ∈ Φ˚s}
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with τ and H as required. If (α, β) ∈ Γs we have (τ(α) + τ(β))∩Λℓ = ∅, because Λℓ ⊆ H and
τ(α) + τ(β) 6= 0. It follows that Ψ is a closed subroot system. Assume that Ψ ⊆ Ψ′ ⊆ Φ and
Ψ′ is a maximal closed subroot system. If Gr(Ψ′) is semi–closed, the calculation above shows
that there exists a maximal subgroup H ′ of index mΦ˚ and a Z–linear function τ
′ : Φ˚s → Λs/H
′
such that τ ′(α) 6= −τ ′(β) for all (α, β) ∈ Γs and
Ψ′ = {α⊕ τ ′(α) : α ∈ Φ˚s}.
Since Ψ ⊆ Ψ′ we obtain τ(α) ⊆ τ ′(α) for all α ∈ Φ˚s. With other words, we can choose
representatives τα, τα′ ∈ Λs such that τ(α) = τα+H, τ
′(α) = τ ′α+H
′ and (τα− τ ′α)+H ⊆ H
′.
Since 0 ∈ H and H ′ is a subgroup we get H ⊆ H ′ and the maximality of H ′ implies H = H ′.
Using τ(α) ⊆ τ ′(α) for all α ∈ Φ˚s we also get τ = τ
′ and hence Ψ = Ψ′. If Gr(Ψ′) is closed
we must have Gr(Ψ′) = Φ˚ (since Φ˚s ⊆ Gr(Ψ
′) and Φ˚ℓ ⊆ Φ˚s+Φ˚s). Hence Gr(Ψ
′) is irreducible
and we can find by the discussion in Section 3.2 a subgroup ZΨ
′
s ⊆ Λs and a subset Z
Ψ′
ℓ ⊆ Λℓ
and a Z–linear function τ˜ : Gr(Ψ′)→ Λs , α 7→ τ˜α such that τ˜(Φ˚ℓ) ⊆ Λℓ and
Ψ′ = {α⊕ (τ˜α + Z
Ψ′
s ) : α ∈ Φ˚s} ∪ {α ⊕ (τ˜α + Z
Ψ′
ℓ ) : α ∈ Φ˚ℓ}.
As above we can deduce from Ψ ⊆ Ψ′ that H ⊆ ZΨ
′
s . By the maximality of H we must have
H = ZΨ
′
s or Z
Ψ′
s = Λs. The first case implies as before τ(α) = τ˜α + H for all α ∈ Φ˚s and
contradicts the following fact. Let (α, β) ∈ Γs and recall that γ := α+ β ∈ Gr(Ψ
′); let y ∈ Λℓ
such that γ ⊕ y ∈ Ψ′. Then
(γ ⊕ y) + (−α⊕−τ(α)) = β ⊕−τ(α) ⊆ Ψ′
and we get a contradiction to τ(β) 6= −τ(α). Therefore Λs = Z
Ψ′
s . But this implies easily
Ψ′ = Φ, because if γ is a long root such that γ = α+ β, (α, β) ∈ Γs we get
γ ⊕ Λℓ = (α⊕ Λℓ) + (β ⊕ 0) ⊆ Ψ
′
and the maximality of Ψ is established. 
4.2. We assume in this subsection that Φ˚ is of type F4. In this case we have by Lemma 2.5
that Λs and Λℓ are both subgroups. Moreover, since Λℓ ⊆ Λs and 2Λs ⊆ Λℓ we can write Λs
as a union of cosets
Λs =
⋃˙
r∈T
(xr + Λℓ),
where T is some index set containing zero.
Theorem 4. Let Φ an irreducible affine reflection system with Φ˚ of type F4. We have that
Ψ ⊆ Φ is a maximal closed subroot system with semi–closed gradient if and only if there exists a
maximal subgroup H ⊆ Λs of index 2 containing Λℓ and a cardinality two subset I ⊆ {1, 2, 3, 4}
and a Z–linear function τ : Φ˚s → Λs/H satisfying
τ(ǫi) = τ(ǫj), if i, j ∈ I or i, j /∈ I, τ(ǫr) 6= τ(ǫs), r ∈ I, s /∈ I
such that
Ψ =
{
α⊕ τ(α) : α ∈ Φ˚s} ∪ {±ǫi ± ǫj ⊕ Λℓ : i, j ∈ I or i, j /∈ I}. (4.3)
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Proof. Let Ψ be a maximal closed subroot system. First we claim that Gr(Ψ) is irreducible.
If Gr(Ψ) = Φ˚s this is clear. Otherwise there must be a long root in the gradient and since
Gr(Ψ) is stable under the reflection with short roots we can assume without loss of generality
that ±ǫi± ǫj ∈ Gr(Ψ) for some i, j ∈ {1, 2, 3, 4}. Again by reflecting the above root at a short
root of the form (±ǫ1± ǫ2± ǫ3± ǫ4)/2 we get (±ǫr± ǫs) ∈ Gr(Ψ) where {i, j, r, s} = {1, 2, 3, 4}.
This implies that
Gr(Ψ) = Φ˚s ∪ {±ǫi ± ǫj ,±ǫr ± ǫs}, (4.4)
because the presence of any other long root in the gradient would imply Gr(Ψ) = Φ˚ and hence
contradicts the semi–closedness. Now we can directly show that Gr(Ψ) is irreducible. Since
the sum of two roots of two different connected components is never a root we must have that
{±ǫi,±ǫj,±ǫi ± ǫj} must lie in the same connected component. Likewise {±ǫr,±ǫs,±ǫr ± ǫs}
lies in the same connected component. Now take a short root of the form (±ǫ1±ǫ2±ǫ3±ǫ4)/2.
This root must lie in the same connected component as ǫi as well as in the same connected
component as ǫr. Hence Gr(Ψ) is irreducible.
To simplify the notation we will assume in the rest of the proof that Gr(Ψ) = Φ˚s or Gr(Ψ) is
of the form (4.4) with I = {1, 2}. By the discussion in Section 3.2 there is a Z–linear function
p : Gr(Ψ) → Λs and subsets Zs ⊆ Λs, Zℓ ⊆ Λℓ such that Zℓ ⊆ Zs and Zα(Ψ) = pα + Zs if
α ∈ Φ˚s and Zα(Ψ) = pα + Zℓ otherwise. We also note that Zs must be a group because the
type of Gr(Ψ) is either D4 or C4. We set
H =
⋃
r∈T ′
(xr + Λℓ), T
′ = {r ∈ T : Zs ∩ (xr + Λℓ) 6= ∅}
and claim that
Ψ = {α⊕ (pα +H) : α ∈ Φ˚s} ∪ {±ǫ1 ± ǫ2 ⊕ Λℓ,±ǫ3 ± ǫ4 ⊕ Λℓ}. (4.5)
Since Zs ⊆ H we obtain that Ψ is contained in the right hand side of (4.5) and hence we only
have to show that the right hand side is a closed subroot system. Since Zs is a group it is not
difficult to show that H is also a group. We give only a sketch for the closedness. Assume
that α, β ∈ Φ˚s such that (α+ β) is a long root but (α+ β) /∈ {±ǫ1± ǫ2,±ǫ3± ǫ4}. So we have
to show that for every choice of z1, z2 ∈ H we have
pα + pβ + z1 + z2 /∈ Λℓ.
But this is clear since there is always z′1, z
′
2 ∈ Zs such that zi ≡ z
′
i mod Λℓ, i = 1, 2; so if
pα + pβ + z1 + z2 ∈ Λℓ we would also have pα + pβ + z
′
1 + z
′
2 ∈ Λℓ, which is a contradiction to
the closedness of Ψ. The rest becomes clear and we get (4.5). So H = Zs is a group such that
Λℓ ⊆ H ⊆ Λs. We set τ(α) = pα +H. Since Ψ is closed, it is straightforward to check that
τ(ǫ1) = τ(ǫ2), τ(ǫ3) = τ(ǫ4), τ(ǫ1) 6= τ(ǫ3).
Hence it remains to show that H is a maximal group; the fact that H is of index 2 would
follow from the maximality and 2Λs ⊆ Λℓ ⊆ H. If there is another group Λℓ ⊆ H ⊆ H
′ ⊆ Λs
we can have two cases. In the first case we assume pǫ1 +H
′ 6= pǫ3 +H
′. In this case
Ψ ⊆ {α⊕ (pα +H
′) : α ∈ Φ˚s} ∪ {±ǫ1 ± ǫ2 ⊕ Λℓ,±ǫ3 ± ǫ4 ⊕ Λℓ}
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and the right hand side is closed. This gives H ′ = H. In the second case we assume pǫ1+H
′ =
pǫ3 +H
′. In this case
Ψ ⊆ {α⊕ (pα +H
′) : α ∈ Φ˚s} ∪ {β ⊕ Λℓ : β ∈ Φ˚ℓ}
and the right hand side is closed. We get H ′ = Λs and we are done.
For the converse direction we assume that Ψ is of the form (4.3) and Ψ′ is a maximal closed
subroot system containing Ψ. If Gr(Ψ′) is semi–closed we know from the calculations above
that there exists a group H ′ and a Z–linear function τ ′ with the required properties such that
Ψ′ is of the form (4.3). Similarly as in the proof of Theorem 3 the maximality of H immediately
gives Ψ = Ψ′. So assume that Gr(Ψ′) = Φ˚. Since Ψ ⊆ Ψ′ and every long root can be written
as a sum of two long roots (where one of them is in Gr(Ψ)) we obtain {β ⊕Λℓ : β ∈ Φ˚ℓ} ⊆ Ψ
′.
By the irreducibility we can again find a Z–linear function p′ and a subgroup ZΨ
′
s such that
Zα(Ψ
′) = p′α + Z
Ψ′
s . Since
ǫ1 ⊕ (p
′
ǫ1 + Z
Ψ′
s ) + (−ǫ1 + ǫ2)⊕ 0 = ǫ2 ⊕ (p
′
ǫ1 + Z
Ψ′
s ) ⊆ Ψ
′
we must have p′ǫ1 ≡ p
′
ǫ2 mod Z
Ψ′
s . Continuing in this way we obtain that p
′
is constant modulo
ZΨ
′
s . Therefore, by adding two short roots such that the sum is again a short root we get
2p′α ∈ p
′
α + Z
Ψ′
s and thus Zα(Ψ
′) = ZΨ
′
s . This implies H ⊆ Z
Ψ′
s and since p
′
ǫ1 − p
′
ǫ3 ∈ Z
Ψ′
s \H
we get
Λℓ ⊆ H ( Z
Ψ′
s ⊆ Λs.
But this is impossible by the maximality of H. 
4.3. We assume in this subsection that Φ˚ is of type Bn. Recall that Λℓ is a subgroup in
this case (see also our mild assumption) and hence (Λs\Λℓ) + Λℓ ⊆ (Λs\Λℓ). Again we can
write Λs as a union of cosets as in the previous subsection.
Theorem 5. Let Φ an irreducible affine reflection system with Φ˚ of type Bn. We have that
Ψ ⊆ Φ is a maximal closed subroot system with semi–closed gradient if and only if there exists
a proper non–empty subset J ⊆ {1, . . . , n} and disjoint subsets Z1, Z2 ⊆ Λs such that Z1 and
Z2 are unions of cosets modulo Λℓ, Λs = Z1 ∪ Z2 and
Ψ = {±ǫi ⊕ Z1,±ǫj ⊕ Z2 : i /∈ J, j ∈ J} ∪ {(±ǫp ± ǫq)⊕ Λℓ : p, q /∈ J or p, q ∈ J}. (4.6)
Proof. Let Ψ a maximal closed subroot system and set
I = {i ∈ {1, . . . , n} : Zǫi(Ψ) ∩ Λℓ 6= ∅}, J = {i ∈ {1, . . . , n} : Zǫi(Ψ) ∩ Λℓ = ∅}.
We associate the sets ZI and ZJ respectively as follows:
ZI =
⋃˙
r∈T (I)
(xr + Λℓ), ZJ = Λs\ZI ,
where T (I) = {r ∈ T : ∃s ∈ I such that Zǫs(Ψ) ∩ (xr + Λℓ) 6= ∅}. Since Gr(Ψ) is not closed
and stable under the reflection with short roots by Lemma 3.3 we can assume that there are
short roots ǫi, ǫj ∈ Gr(Ψ) such that (ǫi + ǫj) /∈ Gr(Ψ). Clearly i ∈ J or j ∈ J ; otherwise the
closedness of Ψ would give (ǫi + ǫj) ∈ Gr(Ψ). We claim that
Ψ = {±ǫi ⊕ ZI ,±ǫj ⊕ ZJ : i ∈ I, j ∈ J} ∪ {(±ǫp ± ǫq)⊕ Λℓ : p, q ∈ I or p, q ∈ J}. (4.7)
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We first show that Ψ is contained in the right hand side of (4.7). Assume by contradiction
that (ǫp + ǫq) ∈ Gr(Ψ) for some p ∈ I, q ∈ J ; let y ∈ Λℓ such that (ǫp + ǫq) ⊕ y ∈ Ψ. Since
p ∈ I we can choose yp ∈ Λℓ such that (ǫp ⊕ yp) ∈ Ψ and hence
(ǫp + ǫq)− ǫp ⊕ (y − yp) ∈ Ψ,
which is a contradiction to the choice of q. Clearly Zǫi(Ψ) ⊆ ZI for all i ∈ I. Let p ∈ J
and y ∈ Zǫp(Ψ) such that y ∈ ZI . This would imply that there exists k ∈ T (I), y
′, y′′ ∈ Λℓ
and i ∈ I such that y = (xk + y
′) and (xk + y
′′) ∈ Zǫi(Ψ). Since i ∈ I we can also choose
z ∈ Zǫi(Ψ) ∩ Λℓ. Hence
(ǫi + ǫp)− ǫi ⊕ (2xk + y
′ + y′′ − z) ∈ Ψ,
which contradicts again p ∈ J . Therefore Zǫj(Ψ) ⊆ ZJ for all j ∈ J . So we proved that Ψ is
contained in the right hand side of (4.7). In order to show equality we will prove that the right
hand side is a proper closed subset of Φ. Since J is non–empty and ZJ ⊆ Λs\Λℓ it is definitely
proper. The closedness follows from (ZI + ZJ) ∩ Λℓ = ∅ and ZI + Λℓ ⊆ ZI , ZJ + Λℓ ⊆ ZJ .
Thus (4.7) follows by the maximality of Ψ.
For the converse direction let Ψ as in (4.6) and assume without loss of generality that
Λℓ ⊆ Z1. The same calculation as above shows that Ψ is a closed subroot system. Suppose
that Ψ ⊆ Ψ′ ⊆ Φ, where Ψ′ is a maximal subroot system. If Gr(Ψ′) is semi–closed we must
have Ψ = Ψ′, since Ψ′ is by the above calculations again of the form (4.6) and contains Ψ.
Otherwise Gr(Ψ′) is closed and since Φ˚ℓ ⊆ Φ˚s+Φ˚s we have Gr(Ψ
′) = Φ˚. Now noting that any
γ ∈ Φ˚ℓ with γ /∈ Gr(Ψ) is of the form γ = ±ǫp ± ǫq where p /∈ J, q ∈ J we immediately get
γ ⊕ Λℓ ⊆ Ψ
′ since ±ǫp ⊕ Λℓ ⊆ Ψ
′. This already implies Ψ′ = Φ, since if i /∈ J we get
ǫi ⊕ Z1 + (ǫj − ǫi)⊕ Λℓ ⊆ Ψ
′ ⇒ ǫj ⊕ Z1 ⊆ Ψ
′, ∀j ∈ J.
Similarly we can show ǫi ⊕ Z2 ⊆ Ψ
′ for all i /∈ J . 
5. Classification - Part 2: The full closed reduced case
The aim of this section is to classify all maximal closed subroot systems Ψ of Φ satisfying
Gr(Ψ) = Φ˚ and Φ˚ is reduced.
5.1. We assume in this subsection that Φ˚ is simply–laced or of type Cn, F4 or G2. In
this case we have by Lemma 2.5 (or our mild assumption) that Λs is a subgroup (recall the
convention Λℓ = Λs in the simply–laced case).
Theorem 6. Let Φ an irreducible affine reflection system with Φ˚ of simply–laced type or of
type Cn, F4 or G2. We have that Ψ ⊆ Φ is a maximal closed subroot system with Gr(Ψ) = Φ˚
if and only if there exists a maximal subgroup H ⊆ Λs and a Z–linear function τ : Φ˚→ Λs/H
such that τ(β) ∩ Λℓ 6= ∅ for all β ∈ Φ˚ℓ and
Ψ = {α⊕ τ(α) : α ∈ Φ˚s} ∪ {α⊕ (τ(α) ∩ Λℓ) : α ∈ Φ˚ℓ}. (5.1)
Proof. Let Ψ ⊆ Φ a maximal closed subroot system. Since Gr(Ψ) = Φ˚ (and hence irreducible)
we can find a subgroup Zs ⊆ Λs and a subset Zℓ ⊆ Λℓ such that Zℓ ⊆ Zs and a Z–linear
function p : Φ˚→ Λs, α 7→ pα ∈ Λα such that
Ψ = {α⊕ pα + Zs : α ∈ Φ˚s} ∪ {α⊕ pα + Zℓ : α ∈ Φ˚ℓ}.
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Clearly, Zs ( Λs. Let H ⊆ Λs a maximal subgroup containing Zs and set
Ψ′ := {α ⊕ pα +H : α ∈ Φ˚s} ∪ {α⊕ (pα +H) ∩ Λℓ : α ∈ Φ˚ℓ}.
Clearly Ψ ⊆ Ψ′ ⊆ Φ. Moreover, it is routine to check that Ψ′ is closed using Lemma 2.2 and
hence Ψ = Ψ′. Setting τ(α) = pα +H for all α ∈ Φ˚ we get the desired property. Conversely,
suppose that Ψ is of the form (5.1) for some maximal subgroup H and Z–linear function τ
such that Ψ ⊆ Ψ′ ⊆ Φ, where Ψ′ is a maximal closed subroot system. Since Gr(Ψ′) = Φ˚ we
again have that Ψ′ is of the form (5.1) for some maximal subgroupH ′ and Z–linear function τ ′.
Hence H ⊆ H ′ and the maximality of H implies H ′ = H (and therefore Ψ = Ψ′) or H ′ = Λs
(and therefore Ψ′ = Φ). 
5.2. We assume in this subsection that Φ˚ is of type Bn. In this case we have by Lemma 2.5
(or our mild assumption) that Λℓ is a subgroup.
Theorem 7. Let Φ an irreducible affine reflection system with Φ˚ of type Bn. We have that
Ψ ⊆ Φ is a maximal closed subroot system with Gr(Ψ) = Φ˚ if and only if
Ψ = {α⊕ τ(α) + Z : α ∈ Φ˚s} ∪ {α⊕ τ(α) +H : α ∈ Φ˚ℓ}, (5.2)
where H = Λℓ or H ⊆ Λℓ is a maximal subgroup and τ : Φ˚ → Λs is a Z–linear function
satisfying τ(β) ∈ Λℓ for all β ∈ Φ˚ℓ and Z is a union of cosets modulo H maximal with the
property that H ⊆ Z, Z = −Z and
(x+H), (y +H) ⊆ Z and (x+H) 6= (y +H)⇒ (x+ y) /∈ Λℓ. (5.3)
Proof. Let Ψ ⊆ Φ be a maximal closed subroot system. Since Gr(Ψ) = Φ˚ (and hence irre-
ducible) we can find a subset Zs ⊆ Λs and a subgroup Zℓ ⊆ Λℓ such that Zℓ ⊆ Zs and a
Z–linear function τ : Φ˚→ Λs such that
Ψ = {α⊕ τ(α) + Zs : α ∈ Φ˚s} ∪ {α⊕ τ(α) + Zℓ : α ∈ Φ˚ℓ}.
We set H = Λℓ if Zℓ = Λℓ and otherwise we let H a maximal subgroup of Λℓ containing Zℓ.
Obviously we can write
Λs =
⋃˙
r∈S
(xr +H),
for some index set S. We set S′ = {r ∈ S : (xr + H) ∩ Zs 6= ∅} and define Z as the union
of cosets modulo H with index set S′. First observe that if x + H ⊆ Z, then there exists
h ∈ H such that x + h ∈ Zs. It follows 2x ∈ H and thus x + H = −x + H, which gives
Z = −Z. Let us show that Z satisfies (5.3). Let α, β short roots such that the sum is a long
root. Further let x+H, y +H ⊆ Z , i.e. there exists h′, h′′ ∈ H such that x+ h′, y + h′′ ∈ Zs.
Now suppose for contradiction that x + y ∈ Λℓ. It follows τ(α + β) + x + y + h
′ + h′′ ∈ Λℓ
and hence x + y + h′ + h′′ ∈ Zℓ (because Ψ is closed). But this gives x + y ∈ H and hence
x+H = −y +H = y +H. It follows that Z satisfies (5.3). Obviously,
Ψ ⊆ Ψ′ := {α⊕ τ(α) + Z : α ∈ Φ˚s} ∪ {α⊕ τ(α) +H : α ∈ Φ˚ℓ} ⊆ Φ.
Moreover, Ψ′ is closed since Z satisfies (5.3). Note that Ψ′ = Φ would imply H = Λℓ and thus
Zℓ = Λℓ. Now it is easy to see that we must have Zs = Λs in this case, which is a contradiction.
So Ψ′ ( Φ and the maximality of Ψ implies Ψ = Ψ′.
Conversely assume that Ψ is of the form (5.2) and satisfies the desired properties and let
Z = ∪r∈T (xr + H) for some index set T. If H = Λℓ, then condition (5.3) is redundant and
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hence Ψ is clearly a maximal closed subroot system by the maximality of Z. Let H a proper
maximal subgroup of Λℓ. Since x+ y /∈ Λℓ implies x+Λℓ 6= y +Λℓ, we have {xr +Λℓ : r ∈ T}
are distinct elements of Λs/Λℓ. Write Λs = ∪s∈S(xs + Λℓ), then we have T ⊆ S. Now we see
that xs +H 6= xs′ +H for all s 6= s
′ ∈ S. Moreover we have xs + xs′ /∈ Λs for all s 6= s
′ ∈ S.
Hence Z ′ = ∪s∈S(xs +H) satisfies (5.3) and Z ⊆ Z
′ ( Λs. Since Z is maximal, we must have
Z = Z ′. This implies T = S and {xr + Λℓ : r ∈ T} exhaust Λs. This in particular implies
Z + Λℓ = Λs. Now we are able to prove the maximality of Ψ.
Suppose Ψ ⊆ Ψ′ for some maximal closed subroot system Ψ′. Then we know that there
exists τ ′, Z ′,H ′ such that
Ψ′ = {α ⊕ τ ′(α) + Z ′ : α ∈ Φ˚s} ∪ {α⊕ τ
′(α) +H ′ : α ∈ Φ˚ℓ}.
We must have H = H ′ or H ′ = Λℓ since H ⊆ H
′ ⊆ Λℓ and H is maximal. Suppose that
H = H ′. Since Z ⊆ (τ ′(α) − τ(α)) + Z ′, α ∈ Φ˚s, and (τ
′(α) − τ(α)) + Z ′ satisfies also (5.3)
we get by the maximality of Z that τ(α) + Z = τ ′(α) + Z ′ and thus Ψ = Ψ′. So assume that
H ′ = Λℓ. It follows that Z
′ is a union of costes modulo Λℓ and since Z + Λℓ = Λs we obtain
that τ ′(α) + Z ′ = Λs for all short roots α. This implies Ψ
′ = Φ. 
6. Classification - Part 3: The proper closed reduced case
The aim of this section is to classify all maximal closed subroot systems Ψ of Φ satisfying
the property that Gr(Ψ) is proper and closed and Φ˚ is reduced. Recall the classification of
maximal closed subroot systems of finite root systems from Theorem 2 and Corollary 3.4.
6.1. When the gradient is proper and closed the classification is simple.
Theorem 8. Let Φ an irreducible affine reflection system with reduced finite root system Φ˚.
We have that Ψ ⊆ Φ is a maximal closed subroot system with proper closed gradient if and
only if
Ψ = {α ⊕ Λs : α ∈ Φ˚
′ ∩ Φ˚s} ∪ {α⊕ Λℓ : α ∈ Φ˚
′ ∩ Φ˚ℓ}, (6.1)
where
(1) Φ˚′ is any maximal closed subroot system of Φ˚ if Λℓ = Λs,
(2) Φ˚′ is any maximal closed subroot system of Φ˚ such that Φ˚′ ∩ Φ˚s 6= ∅ if Λℓ ( Λs.
Proof. Let Ψ ⊆ Φ a maximal closed subroot system with proper closed gradient. If Gr(Ψ) is
not a maximal closed subroot system of Φ˚ we can find Φ˚′ a maximal closed subroot system in
Φ˚ such that
Ψ ( {α ⊕ Λs : α ∈ Φ˚
′ ∩ Φ˚s} ∪ {α⊕ Λℓ : α ∈ Φ˚
′ ∩ Φ˚ℓ}.
The maximality of Ψ implies Φ˚′ = Φ˚, which is a contradiction. Hence Gr(Ψ) is a maximal
closed subroot system and clearly Ψ must be of the form (6.1). Now suppose in addition that
Λℓ ( Λs and Gr(Ψ) ∩ Φ˚s = ∅. Then we get
Ψ ⊆ Ψ′ := {α ⊕ Λℓ : α ∈ Φ˚ℓ} ( Φ
and Ψ′ is a closed subroot system in Φ (cf. Lemma 2.2). This implies Gr(Ψ) = Φ˚ℓ and hence
Φ˚ cannot be of type Cn, n ≥ 3 (see Theorem 2). It follows from Lemma 2.5 that Λℓ is a group
and hence
Ψ′′ := {α⊕ Λℓ : α ∈ Φ˚} ( Φ
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is also a closed subroot system of Φ. We get
Ψ = Ψ′ ( Ψ′′ ( Φ,
which is a contradiction and thus Gr(Ψ) ∩ Φ˚s 6= ∅.
For the converse direction assume that Ψ is of the form (6.1) and Ψ ⊆ Ψ′, where Ψ′ is a
maximal closed subroot system. In the untwisted case, i.e. Λℓ = Λs, we are done since Gr(Ψ
′)
must be a closed subroot system by Lemma 3.2 and Gr(Ψ) ⊆ Gr(Ψ′). If Λℓ ( Λs we will
use the additional information Gr(Ψ) ∩ Φ˚s 6= ∅ to show that Gr(Ψ
′) must be a closed subroot
system. This would finish the proof as in the untwisted case. Assume for contradiction that
Gr(Ψ′) is semi–closed. From the classification in Section 4 we get that Zα(Ψ
′) ( Λs for all
short roots α ∈ Gr(Ψ′), which is a contradiction to Ψ ⊆ Ψ′. 
7. Classification - Part 4: The non–reduced case
The aim of this section is to classify all maximal closed subroot systems Ψ of Φ where Φ˚ is
non–reduced of type BCn, n ≥ 2.
7.1. For J ⊆ {1, . . . , n} define
AJ :=
{
± 2ǫi, ±ǫj : i ∈ {1, . . . n}, j ∈ J
}
∪
{
± ǫr ± ǫs : r, s ∈ J or r, s /∈ J, r 6= s
}
and denote by ÂJ the lift of AJ in Φ, i.e.
ÂJ = {α⊕ Λα : α ∈ AJ}.
Note that AJ is a closed subroot system of BCn of type Cn−r ⊕BCr if |J | = r. Hence, the
lift ÂJ of AJ is a closed subroot system in Φ. Further, set
ΦBn = {α⊕ y : α ∈ Φ˚s ∪ Φ˚ℓ, y ∈ Λα} ⊆ Φ.
Our main result is the following.
Theorem 9. Let Φ be an irreducible affine reflection system with Φ˚ of type BCn, n ≥ 2. We
have that Ψ ⊆ Φ is a maximal closed subroot system if and only if one of the following cases
hold:
(1) Ψ = ÂJ , for some ∅ ⊆ J ( {1, . . . , n} and J 6= ∅ if Λs 6= Λℓ.
(2) There exists a maximal closed subroot system Ψ′ in ΦBn with semi–closed gradient such
that
Ψ = Ψ′ ∪ {±2ǫi ⊕ Λd : 1 ≤ i ≤ n}.
Recall that Ψ′ is by Theorem 5 of the form (4.6).
(3) There exists a maximal closed subroot system Ψ′ in ΦBn with full gradient such that
Ψ = Ψ′ ∪ {±2ǫi ⊕ (Z±ǫi−ǫi+1(Ψ
′) + Z±ǫi+ǫi+1(Ψ
′)) ∩ Λd : 1 ≤ i ≤ n},
where we understand ǫn+1 = ǫ1. Recall that Ψ
′ is by Theorem 7 of the form (5.2).
The proof of the above theorem will be given in the rest of this section.
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7.2. First, we will analyze when ÂJ is a maximal closed subroot system.
Proposition. The lift ÂJ of AJ in Φ is a maximal closed subroot system for all ∅ 6= J (
{1, . . . , n}.
Proof. Let ∆ be a closed subroot system of Φ such that ÂJ ( ∆ ⊆ Φ. We have the following
possibilities for the elements in ∆\ÂJ : (i) ±ǫi⊕y ∈ ∆ for some i /∈ J, y ∈ Λs, (ii) ±ǫi±ǫj⊕y ∈
∆ for some i /∈ J, j ∈ J, y ∈ Λℓ.
Case 1: Suppose ±ǫi⊕y ∈ ∆ for some i /∈ J, y ∈ Λs. Then we have (±ǫi⊕y)+(±ǫj⊕−y) =
±ǫi ± ǫj ⊕ 0 ∈ ∆ for all j ∈ J . Now,
±ǫi ⊕ Λs = (∓ǫj ⊕ Λs) + (±ǫi ± ǫj ⊕ 0) ⊆ ∆.
For s /∈ J with i 6= s, we have
(±ǫi ⊕ Λs) + (∓ǫi ± ǫs ⊕ 0) = ±ǫs ⊕ Λs ⊆ ∆.
This proves that ±ǫs ⊕ Λs ⊆ ∆ for all 1 ≤ s ≤ n. This implies that ∆ = Φ, since Λℓ ⊆ Λs.
Case 2: Suppose ±ǫi ± ǫj ⊕ y ∈ ∆ for some i /∈ J, j ∈ J, y ∈ Λℓ. Then since ∓ǫj ⊕ Λs ⊆ ∆
and Λℓ ⊆ Λs, we have
±ǫi ⊕−y = (±ǫi ± ǫj ⊕ y) + (∓ǫj ⊕−2y) ∈ ∆.
So we are back to Case 1. 
When J = ∅ we have the following.
Lemma. Let J = ∅. If Λs = Λℓ, then the closed subroot system ÂJ of Φ is maximal and
otherwise it is contained in a maximal closed subroot system of the form
Ψ(Z) = {α⊕ Z : α ∈ Φ˚s} ∪ {2α ⊕ Λd, β ⊕ Λℓ : α ∈ Φ˚s, β ∈ Φ˚ℓ},
where Z is a union of cosets modulo Λℓ including Λℓ and Z is maximal in Λs/Λℓ.
Proof. First assume that Λs = Λℓ and J = ∅. Let ∆ be a closed subroot system of Φ such
that ÂJ ( ∆ ⊆ Φ. Then we have ǫi⊕ y ∈ ∆\ÂJ for some y ∈ Λs. Let j ∈ {1, . . . , n} such that
j 6= i, then we have
(ǫi ⊕ y) + ((−ǫi + ǫj)⊕ Λs) = (ǫj ⊕ Λs) ⊆ ∆.
By interchanging the roles of j and i, we get (ǫi ⊕ Λs) ⊆ ∆. This proves ∆ = Φ and ÂJ is
maximal in this case.
Now assume that Λℓ is properly contained in Λs. Suppose Z is a union cosets modulo Λℓ,
then Z+Λℓ = Z and since Λd ⊆ Λℓ we get that Ψ(Z) is a closed subroot system of Φ. Clearly,
Ψ(Z) is maximal if and only if Z is maximal in Λs/Λℓ and since ÂJ ⊆ Ψ(Z) we are done. 
Let Ψ be a maximal closed subroot system of Φ and set JΨ = {i ∈ {1, . . . , n} : ǫi ∈ Gr(Ψ)}.
Corollary. We have
(1) JΨ must be non–empty if Λs 6= Λℓ.
(2) Ψ = ÂJΨ if JΨ is a proper subset of {1, . . . , n}.
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Proof. The result is immediate from Proposition 7.2 and Lemma 7.2 if we prove that Gr(Ψ) ⊆
AJΨ. Suppose Gr(Ψ) * AJΨ, then there exists k ∈ JΨ and ℓ /∈ JΨ such that ǫk ± ǫℓ ∈ Gr(Ψ).
This means that there exists y ∈ Λs, y
′ ∈ Λℓ such that ǫk ⊕ y ∈ Ψ, ǫk ± ǫℓ ⊕ y
′ ∈ Ψ. Since Ψ is
closed in Φ, we get
(ǫk ± ǫℓ ⊕ y
′)− (ǫk ⊕ y) = (±ǫℓ ⊕ (y
′ − y)) ∈ Ψ,
which contradicts the fact that ℓ /∈ JΨ. So, Gr(Ψ) ⊆ AJΨ and hence Ψ ⊆ ÂJΨ . Now the
Statements (1) and (2) are clear since ÂJ is closed in Φ. 
7.3. Recall from Lemma 2.5 (or our mild assumption) that Λℓ is a subgroup in this case
and set Γℓ = {(α, β) ∈ Φ˚ℓ × Φ˚ℓ : α + β ∈ Φ˚d}. It is clear that given any γ ∈ Φ˚d, there exists
(α, β) ∈ Γℓ such that α+ β = γ.
Lemma. Let Φ be an irreducible affine reflection system with Φ˚ of type BCn, n ≥ 2 and let
Ψ ⊆ Φ be a closed subroot system such that Φ˚s ⊆ Gr(Ψ). Then we have
(1) Ψ ∩ ΦBn is a closed subroot system of ΦBn .
(2) Ψ ∩ ΦBn = ΦBn if and only if Ψ = Φre.
Proof. If α, β ∈ Ψ∩ΦBn and α+β ∈ ΦBn , then we have α+β ∈ Ψ∩ΦBn since Ψ is closed and
ΦBn ⊆ Φre. Now assume that Ψ∩ΦBn = ΦBn . Then we have Zα(Ψ) = Λα for all α ∈ Φ˚s ∪ Φ˚ℓ.
Let γ ∈ Φ˚d and (α, β) ∈ Γℓ such that α+β = γ. This implies Zγ(Ψ) ⊇
(
Zα(Ψ)+Zβ(Ψ)
)
∩Λd =
(Λℓ + Λℓ) ∩ Λd = Λd since Λd ⊆ Λℓ and Λℓ is a group. This proves that γ ⊕ Λd ⊆ Ψ for all
γ ∈ Φ˚d. Hence we have Ψ = Φ
re. 
7.4. Now we are able to finish the proof of Theorem 9. From Proposition 7.2 and
Lemma 7.2 we get that ÂJ is a maximal closed subroot system (under the conditions of
Theorem 9 (1)). The proof of the fact that the subsets in Theorem 9(2) and Theorem 9(3)
repsectively are maximal closed subroot systems is similar to the proof given in Section 4 and
Section 5 respectively and we omit the details.
So in remains to show that any given maximal closed subroot system Ψ has the desired
form. If JΨ is a proper subset we get with Corollary 7.2 that Ψ = ÂJΨ (note that we must
have JΨ 6= ∅ if Λs 6= Λℓ by Lemma 7.2). Otherwise we have Φ˚s ⊆ Gr(Ψ) and we can assume
with Lemma 7.3 that Ψ ∩ ΦBn is proper closed subroot system in ΦBn . So we can chose a
maximal closed subroot system Ψ′ of ΦBn such that
Ψ ∩ΦBn ⊆ Ψ′ ( ΦBn .
Case 1: Assume that Gr(Ψ′) is semi–closed. We must have with Theorems 5 that there
exists a proper non–empty subset J ⊆ {1, . . . , n} and disjoint subsets Z1, Z2 ⊆ Λs such that
Z1 and Z2 are unions of cosets modulo Λℓ, Λs = Z1 ∪ Z2 and
Ψ′ = {±ǫi ⊕ Z1,±ǫj ⊕ Z2 : i /∈ J, j ∈ J} ∪ {(±ǫp ± ǫq)⊕ Λℓ : p, q /∈ J or p, q ∈ J}.
The closed subroot system spanned by Ψ′ in Φ is obviously contained in
Ψ(Z1, Z2) := Ψ
′ ∪ {±2ǫi ⊕ Λd : 1 ≤ i ≤ n}.
Since Λd ⊆ Λℓ and Λℓ + Zi ⊆ Zi for i = 1, 2 and {±2ǫi ⊕ Λd : 1 ≤ i ≤ n} ⊆ Ψ(Z1, Z2), we
immediately get that Ψ(Z1, Z2) is a closed subroot system of Φ such that
Ψ ⊆ Ψ(Z1, Z2) ( Φ.
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This implies Ψ = Ψ(Z1, Z2) since Ψ is maximal closed in Φ.
Case 2: Assume that Gr(Ψ′) is full. We must have by Theorem 7 that
Ψ′ = {α⊕ τ(α) + Z : α ∈ Φ˚s} ∪ {α⊕ τ(α) +H : α ∈ Φ˚ℓ}
where H = Λℓ or H ⊆ Λℓ is a maximal subgroup and τ : Φ˚ → Λs is a Z−linear function
satisfying τ(β) ∈ Λℓ for all β ∈ Φ˚ℓ and Z is a union of cosets modulo H maximal with the
property that H ⊆ Z, −Z = Z and
(x+H), (y +H) ⊆ Z and (x+H) 6= (y +H)⇒ (x+ y) /∈ Λℓ.
The closed subroot system spanned by Ψ′ in Φ is contained in
Ψ(Z,H) = Ψ′ ∪ {α⊕ (τ(α) +H) ∩ Λd : α ∈ Φ˚d}.
Since Λd ⊆ Λℓ and Λℓ + Z ⊆ Z and {α ⊕ (τ(α) + H) ∩ Λd : α ∈ Φ˚d} ⊆ Ψ(Z,H), we have
Ψ(Z,H) is a closed subroot system of Φ such that Ψ ⊆ Ψ(Z,H). This immediately implies
that Ψ = Ψ(Z,H) since Ψ is maximal closed in Φ.
Case 3: Assume that Gr(Ψ′) is proper and closed. But this case is impossible since Φ˚s ⊆
Gr(Ψ) ⊆ Gr(Ψ′) and hence Φ˚ℓ ⊆ Gr(Ψ
′) which contradicts the fact that Gr(Ψ′) is proper.
8. Applications: The toroidal Lie algebra case
We discuss the example of a root system of a toroidal Lie algebra.
8.1. Toroidal Lie algebras are k–variable generalizations of affine Kac–Moody Lie algebras.
Recall their root system from Example 2.4 and note that the corresponding untwisted affine
reflection system is given by
Φ = {α⊕ Zk : α ∈ Φ˚ ∪ {0}}. (8.1)
Assume for simplicity that Φ˚ is reduced. Let Ψ ⊆ Φ a maximal closed subroot system. If
Gr(Ψ) ( Φ˚ we obtain with Theorem 8 that
Ψ = {α⊕ Zk : α ∈ Φ˚′},
where Φ˚′ is a maximal closed subroot system in Φ˚. When the gradient is full we get from
Theorem 6 and Theorem 7 there exists a maximal subgroup H ⊆ Zk and Z–linear function
τ : Φ˚→ Zk/H such that
Ψ = {α⊕ τ(α) : α ∈ Φ˚}.
We will describe the maximal closed subroot systems more explicitly.
8.2. Let H ⊆ Zk a maximal subgroup, then there exists a prime number q ∈ Z+ such that
Zk/H ∼= Z/qZ. So we can fix a Z–basis v1, . . . , vk of Zk and an integer 1 ≤ i ≤ k such that
v1, . . . , vi−1, qvi, vi+1, . . . , vk is a Z–basis of H, i.e.
H = Zv1 ⊕ · · · ⊕ Zvi−1 ⊕ Zqvi ⊕ Zvi+1 ⊕ · · · ⊕ Zvk.
If U is a unimodular (k × k) square matrix, i.e. U is a matrix with integer entries and
determinant ±1, then the rows of U · R where R⊤ = (v1, . . . , qvi, . . . , vk) is again a Z–basis
of H. Given a square matrix A, there is always a unimodular matrix such that U · A is of
Hermite normal form (see [8, Chapter 4] for more details), which means the following:
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• U ·A is upper triangular
• The first nonzero entry from the left of a nonzero row is always strictly to the right of
the leading coefficient of the row above it and it is positive.
• All zero rows are located at the bottom and the elements below pivots are zero and
elements above pivots are nonnegative and strictly smaller than the pivot.
So if R is as above and U is unimodular such that U · R is of Hermite normal form, we have
det(U)det(R) = q.
Proposition. Let q be a prime number and denote by Hq the set of (k × k) Hermite normal
form matrices with determinant q. Further let Mq the set of maximal subgroups of Zk of finite
index q. Then there is a bijection Mq ∼= Hq.
Proof. If H ∈ Mq, the discussion above shows that we can always choose a Z–basis of H in
a way that the transpose of the matrix build by the basis vectors is an element of Hq. So we
get a map
Ψ :Mq → Hq
which is clearly injective. We will show that Ψ defines a bijection. Clearly Hq has cardinality
(qk − 1)/(q − 1). Every element H ∈ Mq defines a surjective map
Zk → Zk/H ∼= Z/qZ.
So the cardinality of Mq is obviously equal to the cardinality of the set
{f : Zk → Z/qZ : f surjective homomorphism}/ ∼
where we say that f ∼ g if and only if ker(f) = ker(g). Clearly f ∼ g if and only if
f¯ ◦ g¯−1 ∈ Aut(Z/qZ) ∼= (Z/qZ)∗,
where f¯ is the induced isomorphism Zk/ker(f)→ Z/qZ. Since we have that {f : Zk → Z/qZ :
f surjective homomorphism} has cardinality (qk − 1) we have the desired property. 
Recall that we have assumed for simplicity that Φ˚ is reduced. Fix a fundamental system
{α1, . . . , αn} ⊆ Φ˚. Given bαi ∈ Z for all 1 ≤ i ≤ n and α =
∑
i aiαi we set bα =
∑
aibαi .
Corollary. The maximal closed subroot systems with full gradient of the affine reflection sys-
tem (8.1) are in one-to-one correspondence with
{(q, (bαi), U) : q is a prime number, (bαi) ∈ [0, q − 1]
n and U ∈ Hq}.
In particular, the maximal closed subroot system associated to a triple (q, (bαi), U) is given by
{α⊕ bαeℓ + Zu1 + · · · + Zuk : α ∈ Φ˚},
where u1, . . . , uk are the rows of U and ℓ is the unique integer such that uℓ = qeℓ (eℓ is the
ℓ–th unit vector). 
Example. Let k = 2. Then all matrices in Hq are given by(
1 x
0 q
)
, 0 ≤ x ≤ q − 1,
(
q 0
0 1
)
.
26 DENIZ KUS AND R. VENKATESH
So if Ψ is a maximal closed subroot system with full gradient it must be of the form
Ψq,(bα),x =
{
α⊕
(
0
bα
)
+ Z
(
1
x
)
+ Z
(
0
q
)
: α ∈ Φ˚
}
or
Ψq,(bα) =
{
α⊕
(
bα
0
)
+ Z
(
q
0
)
+ Z
(
0
1
)
: α ∈ Φ˚
}
.
8.3. We will now discuss Saito’s affine reflection system of nullity 2 (see [21, Page 117]).
Let Φ˚ be of type Cn with fundamental system {α1, . . . , αn} and recall that the set of short roots
spans a root system of type Dn with fundamental system {ǫi− ǫi+1, ǫn−1+ ǫn, 1 ≤ i ≤ n− 1}.
We consider Saito’s affine reflection system
Φ = {α⊕ (Z⊕ Z) : α ∈ Φ˚s} ∪ {α ⊕ (Z⊕ 2Z) : α ∈ Φ˚ℓ}.
Recall the maximal subgroups of Z2 and the definition of b′αs from the previous subsection.
By Theorems 3, 6 and 8, we have that Ψ is a maximal closed subroot system of Φ if and only
if one of the following cases hold:
(1) There is a Z–linear function τ : Φ˚s →
{(
0
0
)
,
(
0
1
)}
such that τǫn−1−ǫn 6= τǫn−1+ǫn and
Ψ = {α⊕ (τα + Z⊕ 2Z) : α ∈ Φ˚s}.
(2) There is a prime number q and an arbitrary tuple of integers (bαi)1≤i≤n ∈ [0, q − 1]
n
such that
Ψ =
{
α⊕
(
bα
0
)
+ Z
(
q
0
)
+ Z
(
0
1
)
: α ∈ Φ˚s
}
∪
{
α⊕
(
bα
0
)
+ Z
(
q
0
)
+ 2Z
(
0
1
)
: α ∈ Φ˚ℓ
}
.
(3) There is a prime number q and x ∈ {0, . . . , q − 1} and a tuple of integers (bαi)1≤i≤n ∈
[0, q − 1]n satisfying the property that bαn is even in the case when q = 2 and x = 0
(otherwise arbitrary) such that
Ψ =
{
α⊕
(
0
bα
)
+ Z
(
1
x
)
+ Z
(
0
q
)
: α ∈ Φ˚s
}
∪
{
α⊕
(
0
bα
)
+ c
(
1
x
)
+ d
(
0
q
)
: α ∈ Φ˚ℓ, (c, d) ∈ Z
}
,
where Z = {(c, d) ∈ Z2 : cx+ dq ≡ bαn mod 2}.
(4) There is a maximal closed subroot system Φ˚′ of Φ˚ such that
Ψ = {α⊕ (Z⊕ Z) : α ∈ Φ˚′ ∩ Φ˚s} ∪ {α⊕ (Z⊕ 2Z) : α ∈ Φ˚
′ ∩ Φ˚ℓ}.
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