Absml-Sensor networks are cumprised of devices having the ability to communicate, compute and sense the environment. A wide range of information processing tasks have been studied for such networks, including operating systems, issues, architecture optimization, and distributed data professing. In this paper, we analyze and compare four different techniques to estimate the gradient of the funetion represented by the sensor samples. These include: (GAl) a simple device ID defined direction, (GA2) directional derivative, (GA3) polynomial approximation with a plane, and (GA4) polynomial appmximation with a quadratic. We compare these based on density of devices per unit area, and noise in the position and sensed data. The interesting result is that GA3 significantly outperforms the other algorithms, although GA1 performs very well and is much easier to compute than the others.
I. INTRODUCTION
Many advances have been made in sensor network technology and algorithms in the last few years. See [l] for an overview of the state of the art. Work has been done on: architecture [2] , systems and security [31, [4l, [51, and applications [6] . Our own work has focused on the creation of an information field useful to mobile agents, human or machine, that accomplish tasks based on the information provided by the sensor network [71, [81, P I , [1Ol, U11. At the most basic level, the devices are distributed in the environment. Consider the following scenario. A set of devices are dropped in a wide geographic area to monitor a toxic gas leak in the air. Mobile robots involved in the containment and cleanup need to follow the chemical gradient to move to the toxin sonrce locations. Thus, the gradient of the concentration scalar field is required. Figure 1 shows an example set of devices with neighbors in the graph defined as those in radio broadcast range. 
GRADIENT CALCULATION
The gradient off at (x, y) is the vector in ER2 given by: with the maximum sensed data value is determined.
2) The gradient is reported as the pair of device
ID'S: UDdeuiceJDmm).
A mobile agent uses these ID'S to move in the gradient direction by moving between the two devices and then moving in the direction of IDmm. Note This method is very inexpensive and robust and thus, very attractive if its performance compares well to the other more rigorous approaches. Note that in order to make error comparisons, we use the position given by the actual direction between devices because this is what a mobile agent would use.
B. Directional Derivatives (GAZJ
This method requires knowledge of the positions of the devices. The directional derivative o f f at Z in direction B is given by:
if it exists. From this, we have that the directional derivative is also defined by:
We approximate this by:
Assuming all directional derivatives exist, it is the case that:
where B = (U=, wg). Combining these, we approximate the gradient at each device, IDbv&ce, located at G, as follows:
1) Choose two of IDkuie's neighbors, ID1 and ID2, located at ET and e, respectively, such that Leleae? is as close to a right angle as possible.
2) For the two points, E i and e, solve (1) to get the followiug pair of equations:
3) Solve (3) and (4) for the two unknowns: f, and f, and form the gradient as (fi, f,).
C. Polynomial Approximation: plane (GA3J
For each device, the position must be known. To
1)
From the positions and sensed data values of the n points within broadcast range of the current device (i.e., itself and its neighbors), form the linear system: approximate the gradient:
2) Solve (5) for ao, a l , and a2.
3) The gradient is then (a1,az).
D. Polynomial Approximation: quadratic (GA4)
form of the sensed data is:
Here we make the assumption that the functional where D, , , is the maximum value of the function at the source location (Sz, S, , ) . In order to set up to solve for the gradient, rewrite (6) as follows:
Then the gradient is found as: 1) From the positions and sensed data of the device and its neighbors, form the linear system:
2 ) Solve (7) for q. al, az, a3, and u4.
3) Then the gradient is given by (2a32+al, 2a*y+
Note that S, = 2, S , = 2, and D,,, = &.
Note that the recovery of these parameters is difficult as the ai's are very sensitive to the data.
ad. 
SIMULATION EXPERIMENTS

IV. CONCLUSION
From Table I it can he seen that GA3 performs significantly better than the other algorithms, even under noisy conditions. Figure 2 shows a sample sensor the gradient approximation by GA3 with an average of 2 devices per unit area and no noise. Moreover,
GA1 -which does not use device position information
-performs comparable to the other algorithms, and in absolute terms is not so had (about 16 degrees error under noisy conditions with a couple of devices per unit area). Figure 4 shows the results under the same conditions as GA3 above. Figures 5 and 6 show the results of GAZ and GA4 on the same data. As can he seen, GA4 does a very poor job of approximating the gradient; any time a specific functional form is chosen, it will do poorly if it does not match the actual environment.
In the near future, we intend to implement and authors, and the goal is to construct the testbed this summer.
