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Abstrakt
Tato pra´ce se zaby´va´ metodikou rˇ´ızen´ı dynamicky´ch syste´mu˚ v rea´lne´m cˇase. Obsahuje
prˇehled za´klad˚u teorie rˇ´ızen´ı a za´klady stavby regula´tor˚u. Da´le na´sleduje prˇehled matema-
ticky´ch za´klad˚u pro modelova´n´ı syste´mu˚, matematicky´ za´klad pro simulace syste´mu˚ s po-
moc´ı diferencia´ln´ıho pocˇtu, metody rˇesˇen´ı diferencia´ln´ıch rovnic. Da´le je uveden metodicky´
postup na´vrhu obecne´ho regula´toru s vyuzˇit´ım simulacˇn´ıch metod. Po oveˇrˇen´ı vy´sledku
v syste´mu Matlab pokracˇuje problematika modelova´n´ı zpozˇdeˇn´ı a kvantova´n´ı.
Kl´ıcˇova´ slova
Taylorova rˇada, teorie rˇ´ızen´ı, simulace, model, diferencia´ln´ı pocˇet, dopravn´ı zpozˇdeˇn´ı, Pade´ho
rozvoj, kvantizace, na´vrh, regula´tor, numericke´ metody, integrace, derivace, diferencia´ln´ı
rovnice, zpeˇtna´ vazba, blokova´ algebra, TKSL, Matlab, Simulink, integracˇn´ı krok, rˇa´d
rovnice.
Abstract
This thesis focuses on the methodology of controlling dynamic systems in real time. It
contents a review of the control theory basis and the elementary base of regulators con-
struction. Then the list of matemathic formulaes follows as well as the math basis for
the system simulations using a differential count and the problem of differential equations
solving. Furthermore, there is a systematic approach to the design of general regulator en-
closed, using modern simulation techniques. After the results confirmation in the Matlab
system, the problematics of transport delay & quantization modelling follow.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Kapitola 1
U´vod
C´ılem te´to pra´ce jsou dveˇ komplementa´rneˇ spojene´ steˇzˇejn´ı veˇci. Hlavn´ım c´ılem je prˇedve´st
metodiku na´vrhu syste´mu pro rˇ´ızen´ı teoreticky jake´hokoliv dynamicke´ho syste´mu. Po-
druzˇny´m c´ılem, ktery´ plyne z prˇedchoz´ıho, je potrˇeba cˇtena´rˇe uve´st do problematiky teorie
rˇ´ızen´ı stejneˇ jako do za´klad˚u pouzˇ´ıvany´ch na´stroj˚u a prˇ´ıstup˚u. Prvn´ı cˇa´st textu je veˇnova´na
potrˇebne´ teorii nutne´ pro snazsˇ´ı vkrocˇen´ı do cˇa´sti druhe´, ktera´ je veˇnova´na metodicke´mu
postupu na´vrhu regula´toru s vyuzˇit´ım mozˇnost´ı modern´ıch metod simulace dynamicky´ch
deˇj˚u.
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Kapitola 2
Teorie rˇ´ızen´ı syste´mu˚
2.1 U´vod
Rˇ´ızen´ı dynamicky´ch syste´mu˚, potazˇmo teorie rˇ´ızen´ı, dosa´hla hlavn´ıho rozmachu po roce
1980[2]. Jej´ım ja´drem je v podstateˇ propojen´ı techniky a matematicke´ho prˇ´ıstupu. Kazˇdy´ ze
subjekt˚u aplikace prˇina´sˇ´ı nove´ proble´my v druhe´m subjektu, vy´sledek v rovineˇ matematicke´
zava´d´ı proble´m jeho technicke´ realizace v praxi a naopak, rea´lny´ syste´m na´s stav´ı prˇed
proble´m, jak tento syste´m prˇene´st do u´rovneˇ matematicke´ teorie. V dnesˇn´ı dobeˇ jizˇ vsˇak
obecneˇ nema´me pot´ızˇ realizovat ani jednu z rovin, a tak je teorie rˇ´ızen´ı beˇzˇny´m na´strojem
pouzˇ´ıvany´m v mnoha forma´ch rea´lny´ch aplikac´ı.
Teorie rˇ´ızen´ı v za´sadeˇ prˇedpokla´da´, zˇe jiste´ (sledovane´) signa´ly - jako chybove´ vlivy a
vy´stupy akcˇn´ıch cˇlen˚u - nebudou prˇekracˇovat jiste´ prˇedem specifikovane´ meze. Matematicke´
modely, ktere´ k tomuto u´cˇelu vyuzˇ´ıva´me, jsou pak vlastneˇ idealizac´ı rea´lne´ho syste´mu;
i chybove´ signa´ly jsou ovlivneˇny citlivost´ı senzor˚u, ktere´ budou skutecˇneˇ pouzˇity. Vzˇdy
tedy bude prˇ´ıtomna jista´ u´rovenˇ nejistoty, nicme´neˇ modern´ı metody proka´zaly, zˇe doka´zˇ´ı
veˇrneˇ a funkcˇneˇ modelovat syste´m prˇi udrzˇen´ı sledovany´ch signa´l˚u v pozˇadovany´ch mez´ıch.
[2]. Zanedba´va´n´ı detail˚u za jistou zvolenou mez je nezbytny´ kompromis mezi prˇesnost´ı a
slozˇitost´ı ovla´dane´ho syste´mu.
2.2 Problematika na´vrhu
Proces na´vrhu rˇ´ıdic´ıho syste´mu obecneˇ zahrnuje mnoho krok˚u. Typicky´ sce´na´rˇ je na´sleduj´ıc´ı:
• Studium syste´mu, jezˇ ma´ by´t rˇ´ızen, a rozhodnut´ı, jaky´ch typ˚u senzor˚u a akcˇn´ıch cˇlen˚u
bude pouzˇito a jak budou rozmı´steˇny.
• Vytvorˇen´ı modelu rˇ´ızene´ho syste´mu.
• Je-li zapotrˇeb´ı, zjednodusˇen´ı modelu pro lepsˇ´ı popisnost.
• Analy´za vy´sledne´ho modelu, urcˇen´ı jeho vlastnost´ı.
• Urcˇen´ı skutecˇny´ch pr˚ubeˇh˚u syste´mu.
• Rozhodnut´ı o typu pouzˇite´ regulace.
• Na´vrh regula´toru tak, aby co nejv´ıce odpov´ıdal specifikac´ım pr˚ubeˇh˚u; pokud neod-
pov´ıda´, upraven´ı specifikac´ı nebo pouzˇit´ı obecneˇjˇs´ıho typu regula´toru.
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• Simulace vy´sledne´ho rˇ´ızene´ho syste´mu, a to na pocˇ´ıtacˇi nebo na elektronicke´m obvodu.
• Zpeˇt na krok 1 je-li zapotrˇeb´ı novy´ na´vrh.
• Vy´beˇr hardware a software potrˇebne´ho k implementaci regula´toru.
• Doladeˇn´ı regula´toru za chodu, je-li potrˇeba.[2]
2.3 Rozdeˇlen´ı model˚u
Jesˇteˇ prˇed t´ım, nezˇ mu˚zˇeme zacˇ´ıt rozeb´ırat postup modelova´n´ı fyzicke´ho syste´mu, je d˚ulezˇite´
uve´st a rozliˇsit cˇtyrˇi rozd´ılne´ objekty:
• Rea´lny´ fyzicky´ syste´m: funkcˇn´ı syste´m, vyskytuj´ıc´ı se ve skutecˇnosti.
• Idea´ln´ı fyzicky´ model: je z´ıska´n sche´maticky´m rozborem rea´lne´ho fyzicke´ho syste´mu
do funkcˇn´ıch blok˚u. Ty jsou tvorˇeny naprˇ´ıklad rezistory, hmotou, paprsky, vy´hneˇmi,
izotropicky´mi me´dii, poli, elektrony atd.
• Idea´ln´ı matematicky´ model: je z´ıska´n aplikac´ı prˇ´ırodn´ıch za´kon˚u na idea´ln´ı fyzicky´
model. Skla´da´ se typicky z nelina´rn´ıch diferencia´ln´ıch rovnic cˇi z jiny´ch matematicky´ch
popis˚u.
• Redukovany´ matematicky´ model: je z´ıska´n z idea´ln´ıho matematicke´ho modelu jeho
linearizac´ı, zanedba´va´n´ım apod. Obvykle ma´ podobu raciona´ln´ıch funkc´ı.
Ve skutecˇnosti pouzˇ´ıva´me cˇasto stejny´ch slov pro popis soucˇa´st´ı rea´lne´ho i idea´ln´ıho
modelu, naprˇ´ıklad slovo odpor mu˚zˇe oznacˇovat jak zarˇ´ızen´ı slozˇene´ z keramiky a kovu, tak
idea´ln´ı objekt slouzˇ´ıc´ı jako reprezentace Ohmova za´kona. V takovy´ch prˇ´ıpadech by se meˇla
spra´vneˇ pouzˇ´ıvat rozliˇsovac´ı slova rea´lny´ a idea´ln´ı.
Zˇa´dny´ matematicky´ syste´m nemu˚zˇe prˇesneˇ namodelovat rea´lny´ fyzicky´ syste´m, vzˇdy
dosahujeme jiste´ nejistoty. Nejistota znamena´, zˇe nemu˚zˇeme prˇesneˇ prˇedpoveˇdeˇt, jaky´ bude
vy´stup skutecˇne´ho syste´mu, i kdyzˇ zna´me prˇesneˇ vstupn´ı hodnoty. Nejistota ma´ v podstateˇ
dva zdroje: nezna´me´ cˇi neprˇedv´ıdatelne´ vstupy (sˇum, porucha) a neprˇedv´ıdatelny´ dynamic-
ky´ vy´voj.
C´ılem modelu je poskytnout u´rovneˇ prˇedpoveˇdi odezvy vy´stupu na vstup takovy´m
zp˚usobem, abychom byli schopni navrhnout rˇ´ıd´ıc´ı syste´m a byli si jisti, zˇe navrzˇena´ soustava
bude fungovat i ve skutecˇnosti. Samozrˇejmeˇ to nen´ı mozˇne´. Na straneˇ na´vrhu je vzˇdy za-
potrˇeb´ı jista´ mı´ra v´ıry ve vy´sledek; tento fakt se neda´ odstranit, ale lze jej umı´rnit pouzˇit´ım
efektivn´ıho modelova´n´ı, analy´zou a pouzˇit´ım spra´vny´ch technik na´vrhu. [2]
2.4 Popis jev˚u v linea´rn´ıch syste´mech
U linea´rn´ıch syste´mu˚ se vyskytuj´ı dveˇ hlavn´ı metody, jak dosa´hnout jejich popisu, a to
popis vnitrˇn´ı a vneˇjˇs´ı.
Vneˇjˇs´ı popis je zalozˇen na vztahu mezi vy´stupn´ımi a vstupn´ımi velicˇinami. Vnitrˇn´ı popis
je pak zalozˇen na nasˇ´ı znalosti funkce syste´mu z hlediska jeho cˇa´st´ı; vyuzˇ´ıva´me schopnosti
odhadnout vliv vstupn´ıch velicˇin na stavove´ velicˇiny a za´rovenˇ vliv vstupn´ıch a stavovy´ch
velicˇin na vy´stup.
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2.5 Popisy spojity´ch linea´rn´ıch syste´mu˚
2.5.1 Popis vneˇjˇs´ı
Vztah mezi vstupem a vy´stupem syste´mu mu˚zˇe by´t vyja´drˇen r˚uzny´mi zp˚usoby. V literaturˇe
jsou tedy pouzˇity rozmanite´ notace; v te´to pra´ci budu vstup oznacˇovat jako z(t) a vy´stup
jako y(t).
Linea´rn´ı staciona´rn´ı spojity´ syste´m se vstupem z(t) a vy´stupem y(t) mu˚zˇe by´t popsa´n
obecnou diferencia´ln´ı rovnic´ı ve tvaru:
any
n(t)+an−1y(n−1)(t)+...+a1y′(t)+a0y(t) = bmz(m)(t)+bm−1z(m−1)(t)+...+b1z′(t)+b0z(t)
(2.1)
kde a(i), i = 0, 1, 2, ..., n a b(j), j = 0, 1, 2, ...,m jsou konstatn´ı koeficienty.
Prˇenos syste´mu v opera´torove´m tvaru je za prˇedpokladu nulovy´ch pocˇa´tecˇn´ıch podmı´nek
roven pomeˇru Laplaceova obrazu vy´stupn´ıho signa´lu k Laplaceoveˇ obrazu vstupu. V dife-
rencia´ln´ım tvaru je pak prˇenos syste´mu da´n na´sleduj´ıc´ım obecny´m vztahem:
F (p) =
Y (p)
Z(p)
=
bmp
m + bm−1pm−1 + ...+ b1p+ b0
anpn + an−1pn−1 + ...+ a1p+ a0
(2.2)
V teorii syste´mu˚ plat´ı poucˇka: aby byl syste´m realizovatelny´, mus´ı by´t stupenˇ poly-
nomu v cˇitateli mensˇ´ı nebo roven stupni polynomu ve jmenovateli prˇenosu. Pro analy´zu
syste´mu˚ je d˚ulezˇity´ pra´veˇ polynom ve jmenovateli prˇenosu, ktery´ lze te´zˇ vyja´drˇit jako
soucˇin korˇenovy´ch cˇinitel˚u:
anp
n + an−1pn−1 + ...+ a1p+ a0 = an(p− p1)(p− p2)...(p− pn) (2.3)
kde p1...pn jsou po´ly prˇenosu syste´mu.
Korˇeny polynomu v cˇitateli:
B(p) = bmpm + bm−1pm−1 + ...+ b1p+ b0 = 0 (2.4)
oznacˇujeme jako nuly prˇenosu syste´mu a lze psa´t:
bmp
m + bm−1pm−1 + ...+ b1p+ b0 = bm(p− n1)(p− n2)...(p− nm) (2.5)
Pokud vyuzˇijeme takto urcˇeny´ch po´l˚u a nul, mu˚zˇeme prˇenos vyja´drˇit v na´sleduj´ıc´ım
vztahu:
F (p) =
bm((p− n1)(p− n2)...(p− nm)
an(p− p1)(p− p2)...(p− pn) (2.6)
2.5.2 Popis vnitrˇn´ı
Jde o nejobecneˇjˇs´ı mozˇny´ popis syste´mu. Vycha´z´ı z vnitrˇn´ıch deˇj˚u, a proto umozˇnˇuje odhalit
- a popsat - neˇktere´ z vlastnost´ı syste´mu, ktere´ nelze vycˇ´ıst prˇi pouzˇit´ı popisu vneˇjˇs´ıho.
Teorie rˇ´ızen´ı zava´d´ı jako za´klad vnitrˇn´ıho popisu syste´mu blokovou algebru. Kazˇdy´
syste´m se tak skla´da´ z vza´jemneˇ propojeny´ch podsyste´mu˚ blok˚u. Prioritou by´va´ urcˇit, jake´
vlastnosti bude mı´t slozˇeny´ syste´m, pokud zna´me chova´n´ı a projevy vsˇech jeho podsyste´mu˚
a zp˚usob jejich vza´jemne´ho propojen´ı. V za´sadeˇ existuj´ı trˇi r˚uzne´ zp˚usoby propojen´ı r˚uzny´ch
blok˚u:
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• Se´riove´
F (p) = F1(p) · F2(p) (2.7)
Obra´zek 2.1: Se´riove´ spojen´ı blok˚u
• Paraleln´ı
F (p) = F1(p) + F2(p) (2.8)
Obra´zek 2.2: Paraleln´ı spojen´ı blok˚u
• Zpeˇtnovazebn´ı
F (p) =
F1(p)
1− F1(p) · F2(p) (2.9)
Obra´zek 2.3: Bloky zapojene´ do zpeˇtne´ vazby
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Prˇi pra´ci s blokovou algebrou se vyuzˇ´ıva´ na´stroje zvane´ho graf signa´lovy´ch tok˚u. Tyto
grafy maj´ı v literaturˇe zavedeny r˚uzne´ notace; zde jsou za´kladn´ı grafove´ operace:
• Na´soben´ı signa´lu konstantou
y = a · x (2.10)
Obra´zek 2.4: Na´soben´ı signa´lu konstantou
• Soucˇet dvou (cˇi v´ıce) signa´l˚u
y = x1 + x2 (2.11)
Obra´zek 2.5: Scˇ´ıta´n´ı signa´l˚u
V te´to publikaci pouzˇ´ıva´m levou notaci, prava´ je rozsˇ´ıˇreneˇjˇs´ı ve sveˇtove´ literaturˇe.
• Integrace signa´lu - integra´tor
y =
∫
x (2.12)
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Obra´zek 2.6: Integrace signa´lu
V te´to publikaci opeˇt pouzˇ´ıva´m levou notaci, prava´ je rozsˇ´ıˇreneˇjˇs´ı ve sveˇtove´ literaturˇe.
• Derivace signa´lu - deriva´tor
y =
dx
dt
(2.13)
Obra´zek 2.7: Integrace signa´lu
V praxi se deriva´tor˚u prˇ´ıliˇs nepouzˇ´ıva´, protozˇe dosa´hnout spolehlive´ derivace je pomeˇrneˇ
na´rocˇne´. Potrˇebujeme-li derivaci signa´lu, mu˚zˇeme si vypomoci jiny´mi zp˚usoby (viz n´ızˇe).
• Rozd´ılovy´ cˇlen
y = x1 − x2 (2.14)
Obra´zek 2.8: Rozd´ılovy´ cˇlen
Technicky vzato se rozd´ılovy´ cˇlen da´ realizovat pomoc´ı na´soben´ı signa´lu a soucˇtove´ho cˇlenu,
nicme´neˇ pro veˇtsˇ´ı prˇehlednost se v grafove´ algebrˇe cˇasto pouzˇ´ıva´ tento symbol. Zejme´na
v teorii regulacˇn´ıch cˇlen˚u ma´ sve´ specificke´ mı´sto.
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Kapitola 3
Regulacˇn´ı syste´my
Ve skutecˇne´m provozu se dnes te´meˇrˇ vsˇude vyuzˇ´ıva´ prˇ´ıstup˚u automatizace a tedy je za-
potrˇeb´ı skloubit skutecˇnost a teorii rˇ´ızen´ı. Zarˇ´ızen´ı, ktere´ aplikuje principy teorie rˇ´ızen´ı
na rea´lny´ fyzicky´ syste´m se beˇzˇneˇ nazy´va´ regula´tor cˇi kontroler. Tato zarˇ´ızen´ı jsou beˇzˇneˇ
postavena tak, aby zcela nahradila potrˇebu lidske´ cˇinnosti.
3.1 Za´kladn´ı pojmy
Drˇ´ıve, nezˇ je mozˇne´ zacˇ´ıt rozeb´ırat problematiku, je trˇeba vytvorˇit prˇehled za´kladn´ıch
pojmu˚ te´matu. Mezi tyto pak patrˇ´ı:
• Mechanizace - proces, ktery´ zava´deˇn´ım strojn´ıch mechanismu˚ osvobozuje cˇloveˇka od
nama´have´, fyzicky na´rocˇne´ pra´ce.
• Automatizace - vy´vojove´ sta´dium rozvoje techniky, ve ktere´m automatizacˇn´ı zarˇ´ızen´ı
vykona´va´ nejen fyzickou, ale i rˇ´ıdic´ı pra´ci.
• Rˇı´zen´ı - kazˇde´ c´ıleveˇdome´ p˚usoben´ı na rˇ´ızeny´ objekt tak, aby bylo dosazˇeno urcˇite´ho
prˇedepsane´ho c´ıle. Podle toho, jak je rˇ´ızen´ı prova´deˇno, rozliˇsujeme rˇ´ızen´ı rucˇn´ı a
automaticke´.
• Ovla´da´n´ı - neboli rˇ´ızen´ı bez zpeˇtne´ vazby - rˇ´ızen´ı, ktere´ prob´ıha´ na za´kladeˇ zadany´ch
pravidel (algoritmu˚) bez zpeˇtne´ kontroly vy´sledk˚u rˇ´ıdic´ıch za´sah˚u meˇrˇen´ım.
• Regulace - neboli rˇ´ızen´ı se zpeˇtnou vazbou - prob´ıha´ tak, zˇe velikost zvolene´ velicˇiny je
meˇrˇena, porovna´va´na s zˇa´danou hodnotou a rˇ´ızen´ı prob´ıha´ v za´vislosti na vypocˇtene´
odchylce. Tato metoda rˇ´ızen´ı je daleko dokonalejˇs´ı nezˇ metoda prˇedchoz´ı, a tedy jsou
dosahovane´ vy´sledky daleko kvalitneˇjˇs´ı.
3.2 Regulacˇn´ı obvody
Automaticke´ rˇ´ızen´ı se dnes takrˇka vzˇdy prova´d´ı aplikac´ı regula´toru, tedy rˇ´ızen´ı se zpeˇtnou
vazbou. Jde tedy o takove´ syste´my, jejichzˇ vy´stupn´ı velicˇiny jsou meˇrˇeny a porovna´va´ny
s pozˇadovanou hodnotou. Ve vy´sledku na´m vznikne syste´m, ktery´ je blokoveˇ zna´zorneˇn
pod t´ımto odstavcem. Jsou na neˇm zna´zorneˇny neˇktere´ typicke´ za´kladn´ı velicˇiny vsˇech
regulacˇn´ıch obvod˚u.
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U s t r e d n i  c l e n
r e g u l a t o r u
V y k o n o v y
 z e s i l o v a c
A k c n i
c l e n
R e g u l o v a n a
s o u s t a v a
P r e v o d n i k
S n i m a c
z
e x y
u4
u 3u 2
yu
u z
u1
Obra´zek 3.1: Sche´ma regula´toru se zpeˇtnou vazbou
• Regulovana´ velicˇina (y) - vy´stup regulovane´ soustavy. Udrzˇen´ı u´rovneˇ te´to velicˇiny na
pozˇadovane´ hodnoteˇ je za´sadn´ım u´kolem regulacˇn´ıho obvodu.
• Akcˇn´ı velicˇina (x) - vstup regulovane´ soustavy. Vytva´rˇ´ı ji akcˇn´ı cˇlen, ktery´ je napa´jen
vy´konovy´m zesilovacˇem. U´strˇedn´ı cˇlen regula´toru urcˇuje algoritmus rˇ´ızen´ı, cozˇ zna-
mena´, zˇe v neˇm prob´ıhaj´ı pozˇadovane´ matematicke´ operace.
• Rˇı´dic´ı velicˇina (z) - neboli pozˇadovana´ hodnota. Je nositelem informace o tom, jaka´
hodnota regulovane´ velicˇiny ma´ by´t nastavena.
• Regulacˇn´ı odchylka (e) - je definova´na jako rozd´ıl pozˇadovane´ hodnoty a regulovane´
velicˇiny, e = z − y. Regulacˇn´ı odchylku zpracova´va´ u´strˇedn´ı cˇlen regula´toru, pro
ktery´ je odchylka vstupem. Rozd´ıl z−y se realizuje v diferencˇn´ım (rozd´ılove´m) cˇlenu.
K tomu je ovsˇem zapotrˇeb´ı, aby obeˇ velicˇiny meˇly stejny´ fyzika´ln´ı rozmeˇr. Proto je
v obvodu umı´steˇn prˇevodn´ık, ktery´ prˇevede rˇ´ıd´ıc´ı velicˇinu na stejny´ tvar jako ma´
vy´stup z meˇrˇ´ıc´ıho cˇlenu. Je mozˇny´ i opacˇny´ prˇ´ıstup, kdy se prˇevodn´ık umı´st´ı do
veˇtve zpeˇtne´ vazby; za´lezˇ´ı na konkre´tn´ı implementaci syste´mu a pozˇadavc´ıch, jezˇ jsou
kladeny na jeho chod a regulaci.
• Poruchove´ velicˇiny (u1, u2, u3, u4) - obecneˇ mohou p˚usobit kdekoli v syste´mu. Nej-
cˇasteˇji se ale uplatnˇuj´ı vlivy poruch prˇ´ımo v regulovane´ soustaveˇ.
Regulacˇn´ı obvod se zpeˇtnou vazbou ma´ dva hlavn´ı u´koly. Prvn´ım je zabezpecˇit, aby regu-
lovana´ velicˇina co nejle´pe sledovala cˇasovy´ pr˚ubeˇh rˇ´ıd´ıc´ı velicˇiny. Splneˇn´ı tohoto pozˇadavku
charakterizuj´ı vlastnosti obvodu z hlediska rˇ´ızen´ı. Druhy´m u´kolem je kompenzace p˚usoben´ı
poruchovy´ch signa´l˚u tak, aby se jejich vliv projevil na regulovane´ soustaveˇ co nejme´neˇ. Oba
tyto pozˇadavky lze shrnout do jedine´ho - s vyuzˇit´ım pojmu regulacˇn´ı odchylka.
Snahou regula´toru je udrzˇet tuto odchylku za plne´ho provozu co nejmensˇ´ı, v idea´ln´ım
prˇ´ıpadeˇ rovnu nule. Du˚lezˇity´m pozˇadavkem je pak nejen splneˇn´ı te´to podmı´nky v usta´lene´m
stavu, ale i v pr˚ubeˇhu prˇechodne´ho deˇje.
Podle cˇasove´ho pr˚ubeˇhu rˇ´ıdic´ı velicˇiny rozpozna´va´me neˇkolik druh˚u regulace.
• Regulace na konstantn´ı hodnotu - v praxi asi nejbeˇzˇneˇjˇs´ı prˇ´ıpad, kdy je zˇa´dana´ hodnota
konstantn´ı. U teˇchto syste´mu˚ je kladen d˚uraz na funkci kompenzace poruch.
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• Programova´ regulace - je charakteristicka´ t´ım, zˇe rˇ´ıdic´ı velicˇina se meˇn´ı podle prˇedem
dane´ho zna´me´ho pr˚ubeˇhu, tedy programu. V pr˚ubeˇhu rˇ´ıdic´ı velicˇiny mohou by´t jak
konstantn´ı u´seky, tak u´seky linea´rneˇ nebo kvadraticky promeˇnne´ s cˇasem, poprˇ´ıpadeˇ
skokove´ zmeˇny. V takove´m prˇ´ıpadeˇ jsou pozˇadavky kladene´ na regulacˇn´ı obvod z hlediska
rˇ´ıdic´ı velicˇiny daleko prˇ´ısneˇjˇs´ı.
• Vlecˇna´ regulace - v tomto prˇ´ıpadeˇ je rˇ´ıdic´ı velicˇina promeˇnna´ a jej´ı pr˚ubeˇh nen´ı
doprˇedu zna´m. Zvla´sˇtn´ım prˇ´ıpadem je regulace pomeˇrova´, kdy regulovana´ velicˇina
ma´ by´t sta´le v urcˇite´m pomeˇru k dalˇs´ı zvolene´ neza´visle´ promeˇnne´.
Nejjednodusˇsˇ´ı sche´ma regulovane´ soustavy:
R e g u l a t o r S o u s t a v a
z e x
u
yu
y
Obra´zek 3.2: Jednoducha´ regulovana´ soustava
Na´sleduje prˇ´ıklad slozˇiteˇjˇs´ıho, rozveˇtvene´ho obvodu, ktery´ je charakteristicky´ t´ım, zˇe
obsahuje doprˇedne´ i zpeˇtne´ vazby. Tato soustava se skla´da´ ze dvou podcˇa´st´ı, nazvane´ Sou-
stava 1 a Soustava 2. Ma´ dveˇ akcˇn´ı velicˇiny, x1 a x2, rˇ´ızen´ı prova´deˇj´ı dva regula´tory 1 a 2.
Ty zpracova´vaj´ı stejnou odchylku e.
R e g u l a t o r  1 S o u s t a v a  1
z e y
R e g u l a t o r  2
S o u s t a v a  2
x1
x2
Obra´zek 3.3: Slozˇita´ regulovana´ soustava
3.3 Realizace regula´tor˚u
Jak bylo jizˇ rˇecˇeno, regula´tor je zarˇ´ızen´ı, ktere´ pomoc´ı akcˇn´ı velicˇiny p˚usob´ı na soustavu
tak, aby odchylka regulovane´ velicˇiny od pozˇadovane´ hodnoty byla co nejmensˇ´ı. Vsˇechny
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cˇleny zpeˇtnovazebn´ıho regulacˇn´ıho obvodu, s vy´jimkou regulovane´ soustavy, shrnujeme
pod na´zev regula´tor. Jeho u´lohou je meˇrˇit velikost regulovane´ velicˇiny, porovnat ji s ve-
likost´ı pozˇadovane´ hodnoty, tuto regulacˇn´ı odchylku vhodneˇ zes´ılit (poprˇ´ıpadeˇ upravit) a
po vy´konove´m zes´ılen´ı pomoc´ı akcˇn´ıho cˇlenu p˚usobit na soustavu. Neuvazˇujeme-li poru-
chove´ signa´ly, ma´ regula´tor dva vstupy - y(t), z(t) - a jeden vy´stup x(t).
Blok, drˇ´ıve oznacˇeny´ jako u´strˇedn´ı cˇlen regula´toru, urcˇuje, jaky´mi cˇasovy´mi, frekvencˇn´ımi
cˇi logicky´mi u´pravami je regulacˇn´ı odchylka e(t) zpracova´na, nezˇ se zmeˇn´ı ve vy´stupn´ı signa´l
regula´toru (akcˇn´ı velicˇinu). Tento cˇlen ma´ z hlediska regulace za´sadn´ı vy´znam, nebot’ urcˇuje
rˇ´ıdic´ı algoritmus, jezˇ je spolu s vlastnostmi regulovane´ soustavy nejd˚ulezˇiteˇjˇs´ı pro vy´slednou
kvalitu regulace. Podle druhu energie, ktera´ napa´j´ı samotny´ regula´tor, deˇl´ıme regula´tory
na:
• Prˇ´ımocˇinne´ regula´tory - nemaj´ı sv˚uj vlastn´ı zdroj energie a ke sve´ cˇinnosti vyuzˇ´ıvaj´ı
pouze energii odeb´ıranou z regulovane´ soustavy. Veˇtsˇina jednoduchy´ch pr˚umyslovy´ch
regula´tor˚u spada´ do te´to kategorie. Tyto regula´tory by´vaj´ı veˇtsˇinou nelinea´rn´ı, akcˇn´ı
velicˇina v nich mu˚zˇe naby´vat pouze omezeny´ pocˇet hodnot (cˇasto jen dveˇ, zapnuto-
vypnuto). Jsou to zna´me´ rele´ove´ regula´tory pouzˇ´ıvane´ naprˇ´ıklad v lednic´ıch cˇi v re-
gula´torech topen´ı.
• Regula´tory s pomocny´m zdrojem energie - oproti prˇedchoz´ım jde o slozˇiteˇjˇs´ı zarˇ´ızen´ı,
jehozˇ ja´drem je vzˇdy neˇjaky´ druh zesilovacˇe. Dosahovana´ kvalita regulace je pod-
statneˇ vysˇsˇ´ı (u´meˇrna´ na´klad˚um a slozˇitosti). Staticke´ vlastnosti teˇchto regula´tor˚u
povazˇujeme v urcˇite´m pracovn´ım rozsahu za linea´rn´ı.
Rozliˇsujeme trˇi za´kladn´ı typy regula´tor˚u:
3.3.1 P-regula´tor
P-regula´tor, neboli proporciona´ln´ı, je nejjednodusˇsˇ´ım typem. Jde o prosty´ zesilovacˇ, v u´plneˇ
nejjednodusˇsˇ´ım prˇ´ıpadeˇ o prˇ´ıme´ spojen´ı vy´stupu se vstupem. Na´zev plyne od faktu, zˇe akcˇn´ı
odchylka je v tomto prˇ´ıpadeˇ proporciona´lneˇ u´meˇrna´ odchylce regulacˇn´ı.
Rovnice vy´stupu a prˇenosu:
x(t) = r0 · e(t) (3.1)
FR(p) =
X(p)
E(p)
(3.2)
Nejjednodusˇsˇ´ım prˇ´ıkladem proporciona´ln´ıho regula´toru mu˚zˇe by´t prosty´ odporovy´ deˇlicˇ
napeˇt´ı.
3.3.2 I-regula´tor
Neboli integracˇn´ı regula´tor. Cˇasty´m pozˇadavkem na regulaci je, aby regulovana´ velicˇina
prˇesneˇ odpov´ıdala velicˇineˇ rˇ´ıd´ıc´ı, tj. aby regulacˇn´ı odchylka byla v usta´lene´m stavu nulova´.
Akcˇn´ı velicˇina vsˇak nulova´ nen´ı, protozˇe kdyzˇ je obvod statickou soustavou, mus´ı nenulove´
regulovane´ velicˇineˇ odpov´ıdat te´zˇ nenulova´ akcˇn´ı velicˇina. Regula´tor je pak cˇla´nek, ktery´ i
prˇi nulove´m vstupn´ım signa´lu (odchylce) ma´ nenulovy´ vy´stup.
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Rovnice vy´stupu a prˇenosu:
x(t) = ri ·
t∫
0
e(t)dt+ x(0) (3.3)
FR(p) =
X(p)
E(p)
=
ri
p
=
1
Tip
(3.4)
Elementa´rn´ım prˇ´ıkladem I-regula´toru je RC integra´tor (rezistor a kondenza´tor).
3.3.3 D-regula´tor
Neboli derivacˇn´ı regula´tor. Jeho vy´stupn´ı signa´l je derivac´ı signa´lu vstupn´ıho, tedy je
zmeˇna akcˇn´ı velicˇiny u´meˇrna´ rychlosti zmeˇny odchylky. Pro konstantn´ı odchylku je nulova´
a regula´tor se tedy chova´ jako rozpojeny´ sp´ınacˇ. Proto jej nelze samostatneˇ zarˇazovat do
prˇ´ıme´ veˇtve regulacˇn´ıho obvodu. Mu˚zˇe by´t pouze soucˇa´st´ı regula´tor˚u PD a PID. Samostatneˇ
jej lze pouzˇ´ıt do tzv. male´ zpeˇtnovazebn´ı smycˇky slouzˇ´ıc´ı ke stabilizaci regulacˇn´ıho obvodu.
K derivacˇn´ım regula´tor˚um je trˇeba dodat, zˇe v praxi se jim snazˇ´ıme prˇi na´vrhu vyhnout.
Fyzika´ln´ı realizace derivac´ı by´va´ problematicka´ a mnohdy je nevyhovuj´ıc´ı. Veˇtsˇ´ı vy´znam
maj´ı v prˇ´ıpadeˇ cˇ´ıslicove´ho proveden´ı, ovsˇem v analogove´ rovineˇ je D-regula´tor zrˇ´ıdkavy´m
jevem.
Rovnice vy´stupu a prˇenosu:
x(t) = T ′d · e(t) (3.5)
FR(p) =
X(p)
E(p)
= Tdp (3.6)
Typicky´m elementa´rn´ım deriva´torem, tedy D-regula´torem, je za´kladn´ı CR cˇla´nek.
3.4 Slozˇene´ typy regula´tor˚u
Z vy´sˇe uvedeny´ch za´kladn´ıch typ˚u se pouzˇ´ıvaj´ı trˇi za´kladn´ı slozˇene´ typy regula´tor˚u.
3.4.1 PD regula´tor
Neboli proporciona´lneˇ derivacˇn´ı regula´tor. Jeho prˇenosy jsou da´ny vztahy:
x(t) = r0 · e(t) = rdd · e(t)
d(t)
(3.7)
FR(p) =
X(p)
E(p)
= r0 + rd = KR(Tdp+ 1) (3.8)
Plat´ı:
KR = r0, Td =
rd
r0
(3.9)
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3.4.2 PI regula´tor
Proporciona´lneˇ integracˇn´ı regula´tor. Jeho prˇenosy jsou da´ny vztahy:
x(t) = r0 · e(t) + ri ·
t∫
0
e(t)dt+ x(0) (3.10)
FR(p) =
X(p)
E(p)
= r0 +
ri
p
= KR
TRp+ 1
p
=
TRp+ 1
Ti
(3.11)
KR = ri =
1
Ti
, TR =
r0
ri
, r0 =
TR
Ti
(3.12)
3.4.3 PID regula´tor
Potenciona´lneˇ nejkvalitneˇjˇs´ı a za´rovenˇ nejslozˇiteˇjˇs´ı regulacˇn´ı obvod. Jak na´zev napov´ıda´, je
slozˇen ze vsˇech za´kladn´ıch regula´tor˚u. Plat´ı pak pro neˇj rovnice:
x(t) = r0 · e(t) + rdd.e(t)
dt
+ ri ·
t∫
0
e(t)dt+ x(0) (3.13)
FR(p) =
X(p)
E(p)
= r0+
ri
p
+rdp = KR(1+D·p+ 1
I · p) = kr(i+Tdp+
1
Tip
) =
(T1p+ 1) · (T2p+ 1)
Tcp
(3.14)
ri =
KR
I
=
kr · i
Ti
, rd = KRD =
T1T2
Tc
= krTd, r0 = KR =
T1 + T2
Tc
= ki · i (3.15)
3.5 Rozveˇtvene´ regulacˇn´ı obvody
Nejvysˇsˇ´ı mozˇnou kombinac´ı za´kladn´ıho rozdeˇlen´ı regula´tor˚u jsou regula´tory veˇtvene´. Jde o:
3.5.1 Obvody s pomocnou regulovanou velicˇinou
R e g u l a t o r  1 S o u s t a v a  1
z e y
R e g u l a t o r  2 S o u s t a v a  2
x1 x2
u
Obra´zek 3.4: Obvod s pomocnou regulovanou velicˇinou
Ve vy´sˇe uvedene´m prˇ´ıkladeˇ vid´ıme, zˇe se´riovy´m spojen´ım soustav 1 a 2 vznika´ meˇrˇena´
velicˇina x2, ktera´ je regula´torem 2 rˇ´ızena podle pozˇadovane´ hodnoty x1. Jako hlavn´ı regula´tor
pracuje blok regula´toru 1.
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3.5.2 Obvod s meˇrˇen´ım poruchy
R e g u l a t o r  1 S o u s t a v a
z e
R e g u l a t o r  2
x1 y
S o u s t a v a  u
x2
u
Obra´zek 3.5: Obvod s meˇrˇen´ım poruchy
V regulacˇn´ım obvodu z obra´zku 3.5 porucha u(t) procha´z´ı cˇla´nkdem s prˇenosem Su(p)
a prˇicˇ´ıta´ se k vy´stupu regulovane´ soustavy. Soucˇasneˇ tuto poruchu meˇrˇ´ıme a prˇes regula´tor
2 prˇicˇ´ıta´me k akcˇn´ı velicˇineˇ x1(t). Prˇenos rˇ´ızen´ı z˚usta´va´ touto prˇ´ıdavnou vazbou nezmeˇneˇn.
Prˇenos poruchy je mozˇno regula´torem 2 vy´razneˇ meˇnit. Teoreticky lze dosa´hnout u´plne´
kompenzace poruchove´ho signa´lu.
3.5.3 Obvod s modelem regulovane´ soustavy
u
R e g u l a t o r
M
M o d e l
R e g u l a t o r S o u s t a v a
z e
y
x1 x2
e m
y
m
Obra´zek 3.6: Obvod s modelem soustavy
Syste´my s modelem regulovane´ soustavy se pouzˇ´ıvaj´ı hlavneˇ v adaptivn´ıch obvodech,
mohou vsˇak zlepsˇit i kvalitu regulace v jednoduche´m regulacˇn´ım obvodu. Blokove´ sche´ma
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takove´ho syste´mu je na obra´zku 3.6. Akcˇn´ı velicˇina x1(p) p˚usob´ı jak na regulovanou sou-
stavu, tak na model. Rozd´ıl vy´stup˚u y(t) - ym(t) tvorˇ´ı pomocnou odchylku em, kterou
zpracova´va´ regula´tor modelu M.
17
Kapitola 4
Matematicke´ na´stroje
Za´kladem pro vy´pocˇet, modelova´n´ı a na´vrh regulacˇn´ıch obvod˚u je vyuzˇit´ı diferencia´ln´ıho
pocˇtu a metod jeho rˇesˇen´ı.
4.1 Diferencia´ln´ı rovnice
4.1.1 Pojem
Diferencia´ln´ı rovnice je na´zev pro rovnici, v n´ızˇ se jako nezna´ma´ vyskytuje funkce a jej´ı
derivace.[3]. Prˇi vy´pocˇtech, v nichzˇ se vyskytuj´ı derivace funkc´ı, zjiˇst’ujeme, zˇe mezi funkcemi
a jejich derivacemi plat´ı rˇada vztah˚u. Naprˇ. pro funkci y(t) = A · sin t plat´ı y′(t) = A · cos t,
y′′(t) = −A · sin t. Potom
y′′(t) + y(t) = 0 (4.1)
Vezmeme-li jinou funkci y(t), naprˇ. y(t) = B · et, je y′(t) = B · et, pak mu˚zˇeme psa´t
y′(t)− y(t) = 0 (4.2)
Je videˇt, zˇe rˇesˇen´ı dane´ diferencia´ln´ı rovnice nen´ı jedine´, ale mu˚zˇe jich by´t i nekonecˇneˇ
mnoho. Rˇesˇen´ım diferencia´ln´ı rovnice se rozumı´ nalezen´ı takove´ funkce, jej´ımzˇ dosazen´ım
do diferencia´ln´ı rovnice dostaneme identitu. Uvazˇujme kuprˇ´ıkladu rovnomeˇrny´ prˇ´ımocˇary´
pohyb teˇlesa. Z fyziky v´ıme, zˇe velikost rychlosti je derivac´ı dra´hy podle cˇasu, tj. s′(t) = v(t).
Prˇi rovnomeˇrne´m prˇ´ımocˇare´m pohybu je v(t) = v = konst. Dostaneme pak
s′(t) = v (4.3)
, cozˇ je vlastneˇ diferencia´ln´ı rovnice pro dra´hu s(t). Integrac´ı dostaneme
s(t) = vt+ C (4.4)
, kde C je libovolna´ integracˇn´ı konstanta. Tu urcˇ´ıme z pocˇa´tecˇn´ıch podmı´nek; necht’ v cˇase
t = t0 urazilo teˇleso jizˇ dra´hu s0, tj. s(t0) = s0. Dosad´ıme-li do rovnice 4.4 za t = t0,
dostaneme C = s0 − vt0. Pak mu˚zˇeme psa´t s(t) = s0 + v(t− t0).
4.1.2 Analyticke´ rˇesˇen´ı
Vy´sˇe naznacˇeny´ princip se nazy´va´ analyticky´m principem rˇesˇen´ı. Jeho vy´sledkem je tedy
funkce cˇasu. Konkre´tn´ı hodnotu v urcˇite´m cˇase z´ıska´me dosazen´ım tohoto cˇasu do vy´sledne´
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funkce. Lze urcˇit hodnotu v libovolne´m bodeˇ, v neˇmzˇ je funkce definova´na. Analyticke´
metody by´vaj´ı obvykle slozˇite´ a cˇasoveˇ na´rocˇne´, na druhou stanu jsou ale velmi prˇesne´.
Jedn´ım z hlavn´ıch znak˚u tohoto prˇ´ıstupu je ale fakt, zˇe lidska´ mysl s intuitivn´ım prˇ´ıstupem
k proble´mu touto metodou vla´dne daleko le´pe nezˇ napodoben´ı tohoto prˇ´ıstupu ve stroj´ıch,
a proto nen´ı te´meˇrˇ mozˇne´ v ra´mci informacˇn´ıch technologi´ı v syste´mech rea´lne´ho cˇasu
vyuzˇ´ıvat tento prˇ´ıstup. Teorie obycˇejny´ch diferencia´ln´ıch rovnic tedy vyb´ıra´ urcˇite´ modely
jisty´ch skupin diferencia´ln´ıch rovnic, pro ktere´ je nalezeno obecne´ sche´ma rˇesˇen´ı.
4.1.3 Numericke´ rˇesˇen´ı
Numericky´m rˇesˇen´ım diferencia´ln´ı rovnice je posloupnost hodnot v urcˇity´ch prˇedem zvo-
leny´ch cˇasovy´ch bodech. Hodnoty funkce mezi zvoleny´mi body lze urcˇit bud’ interpola-
c´ı z okoln´ıch vypocˇteny´ch bod˚u, nebo opeˇtovnou aplikac´ı metody s mensˇ´ım rozestupem
(krokem) cˇasovy´ch bod˚u. Numericke´ metody by´vaj´ı obvykle jednodusˇsˇ´ı a rychlejˇs´ı pro stro-
jovy´ vy´pocˇet nezˇ analyticke´. Prˇi sˇpatne´ volbeˇ kroku vsˇak mu˚zˇe vy´pocˇet dosahovat prˇ´ıliˇs
velke´ chyby.
Eulerova metoda
Jde o nejjednodusˇsˇ´ı metodu, nejrychlejˇs´ı a za´rovenˇ nejme´neˇ prˇesnou. Vycha´z´ı prˇ´ımo z definice
fyzika´ln´ıch velicˇin. Je to jednokrokova´ metoda prvn´ıho rˇa´du, vyuzˇ´ıva´ prvn´ı stupenˇ Tay-
lorova rozvoje - extrapolace prˇ´ımkou. Rovnice jsou prˇi prˇepsa´n´ı do geometricke´ho tvaru
rovnic´ı prˇ´ımky jdouc´ı bodem na norma´le funkce; neboli, vzˇdy se pohybujeme po tecˇneˇ
k prˇesne´mu rˇesˇen´ı.
yn+1 = yn + hy′n (4.5)
y(xn+1) = y(xn) + h · y(xn) = y(xn) + h · f(xn, y(xn)) (4.6)
yn+1 = yn + h · f(xn, yn) (4.7)
Prˇi pouzˇit´ı te´to metody jsou stabiln´ı syste´my spojite´, ovsˇem obecneˇ nestabiln´ı jsou syste´my
diskre´tn´ı. Deˇje se tomu kuprˇ´ıkladu z d˚uvodu prˇ´ıliˇs velke´ volby kroku vy´pocˇtu. Je mozˇna´
modifikace metody s automatickou volbou kroku.
Runge-Kuttova metoda
Jedn´ım z proble´mu˚ plynouc´ıch z pouzˇ´ıva´n´ı Eulerovy metody je fakt, zˇe je nesymetricka´.
K vy´sledku se dob´ıra´ na intervalu h, ovsˇem k derivaci pouzˇ´ıva´ pouze informaci z pocˇa´tku
intervalu. To znamena´ (a lze to oveˇrˇit rozepsa´n´ım na mocninnou rˇadu), zˇe chyba kroku je
jen o jednu mocninu h mensˇ´ı nezˇ jeho oprava.
Mezi dalˇs´ı d˚uvody, procˇ se Eulerova metoda v praxi prˇ´ıliˇs nedoporucˇuje, je jej´ı vy´pocˇetn´ı
prˇesnost. Nejpouzˇ´ıvaneˇjˇs´ı na´hradou je metoda Runge-Kutta. Jej´ı za´kladn´ı filozofie spocˇ´ıva´
v tom, zˇe se pokousˇ´ı naj´ıt bod uprostrˇed momenta´ln´ıho intervalu a ten pouzˇ´ıt pro vy´pocˇet
hodnoty. Existuj´ı varianty r˚uzne´ho rˇa´du, kdy se pro vy´pocˇet pouzˇ´ıva´ v praxi azˇ cˇtyrˇ r˚uzny´ch
mezibod˚u v intervalu (Runge-Kuttova metoda cˇtvrte´ho rˇa´du, nejbeˇzˇneˇjˇs´ı varianta).
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yn+1 = yn +
1
6
h(k1 + 2k2 + 2k3 + k4)
k1 = f(xn, yn)
k2 = f(xn +
1
2
h, yn +
1
2
hk1)
k3 = f(xn ++
1
2
h, yn ++
1
2
hk2)
k4 = f(xn + h, yn + hk3) (4.8)
Taylorova metoda
Tato metoda vycha´z´ı z tzv. Taylorovy rˇady:
p(x) = f(a) +
f ′(a)
1!
(x− a) + f
′′(a)
2!
(x− a)2 + ...+ f
(n)
n!
(x− a)n (4.9)
Sice se jev´ı, zˇe mozˇnosti vyuzˇit´ı Taylorovy rˇady pro rˇesˇen´ı diferencia´ln´ıch rovnic jsou jizˇ
zcela vycˇerpa´ny (vycha´zej´ı z n´ı mnohe´ numericke´ metody), prˇesto ale nacha´z´ı v soucˇasnosti
opeˇt sve´ uplatneˇn´ı (rychly´ rozvoj pocˇ´ıtacˇove´ techniky). Jej´ı vyuzˇit´ı prˇedpokla´da´ vyuzˇit´ı
veˇtsˇ´ıho pocˇtu cˇlen˚u rozvoje, a to v rˇa´dech des´ıtek. Vzhledem k de´lce integracˇn´ıho kroku h pos-
kytuje daleko prˇesneˇjˇs´ı vy´sledky nezˇ metody jako je Eulerova nebo Runge-Kuttova.
Za´klad metody lezˇ´ı v matematicky´ch operac´ıch nad rˇadou. Pokud polozˇ´ıme jako pocˇa´tecˇn´ı
podmı´nku z = 0 a polozˇ´ıme h = x1 − z1, pak rovnice prˇejde do tvaru:
f(x) = f(0) + h · f ′(0) + h
2
2!
f ′′(0) +
h3
3!
f ′′′(0) + ... (4.10)
Nyn´ı polozˇme z2 = x1 za prˇedpokladu h = x2 − z2 = x1 − z1.
f(x2) = f(x1) + h · f ′(x1) + h
2
2!
f ′′(x1) +
h3
3!
f ′′′(x1) + ... (4.11)
Hodnoty funkce f(x) v bodech x1, x2 lze vypocˇ´ıst postupneˇ za vyuzˇit´ı Taylorovy rˇady.
Vy´sledek jednoho kroku je nutny´ pro vy´pocˇet krok˚u dalˇs´ıch, na´sleduj´ıc´ıch. Parametr h oz-
nacˇuje integracˇn´ı krok, ktery´ nemus´ı by´t konstantn´ı a lze jej pro jednotlive´ kroky vy´pocˇtu
meˇnit. Za´vis´ı na neˇm rychlost i prˇesnost vy´pocˇtu, cˇ´ım mensˇ´ı krok, t´ım vysˇsˇ´ı prˇesnost a nizˇsˇ´ı
rychlost. Proto mus´ıme prˇed zacˇa´tkem vy´pocˇtu vzˇdy urcˇit, jakou prˇesnost vyzˇadujeme.
Beˇhem samotne´ho procesu pak scˇ´ıta´me d´ılcˇ´ı vy´sledky a pokud je rozd´ıl dvou po sobeˇ
jdouc´ıch vy´sledny´ch cˇ´ısel mensˇ´ı, nezˇ je pozˇadovana´ prˇesnost, vy´pocˇet koncˇ´ı.
K d´ılcˇ´ım vy´pocˇt˚um potrˇebujeme zna´t vysˇsˇ´ı derivace funkce. Vy´pocˇet vysˇsˇ´ıch derivac´ı je
cˇasoveˇ na´rocˇny´ a prakticky zbytecˇny´, vysˇsˇ´ı derivace lze totizˇ odvodit z prˇedchoz´ıch vy´pocˇt˚u.
Toto lze uka´zat na na´sleduj´ıc´ı soustaveˇ diferencia´ln´ıch rovnic.
y′ = A · y +B · z
z′ = C · y + d · z (4.12)
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prˇi pocˇa´tecˇn´ıch podmı´nka´ch y(0) = y0, z(0) = z0. Rˇesˇen´ı klasicky´m zp˚usobem:
y1 = y0 + h · y′(0) + h
2
2!
· y′′(0) + h
3
3!
· y′′′(0) + ...
z1 = z0 + h · z′(0) + h
2
2!
· z′′(0) + h
3
3!
· z′′′(0) + ... (4.13)
Mezi hlavn´ı klady te´to metody patrˇ´ı jej´ı rychlost a s t´ım spojene´ male´ na´roky na
vy´pocˇetn´ı techniku. Rovneˇzˇ je vy´raznou vy´hodou mozˇnost paraleln´ıho zpracova´n´ı d´ılcˇ´ıch
vy´pocˇt˚u, ktere´ se uplatnˇuje prˇi numericky´ch vy´pocˇtech soustav diferencia´ln´ıch rovnic. Mezi
u´skal´ı ovsˇem patrˇ´ı potrˇeba spra´vne´ho odhadu integracˇn´ıho kroku, prˇi jeho sˇpatne´m odhadu
hroz´ı zaveden´ı nestability. Pu˚vodcem je fakt, zˇe prˇi chybne´m urcˇen´ı jednoho kroku se tato
chyba prˇena´sˇ´ı i do na´sledny´ch vy´pocˇt˚u a celkova´ chyba se tak mu˚zˇe kumulovat.
4.2 Systematicke´ rˇesˇen´ı diferencia´ln´ıch rovnic
V rea´lne´m sveˇteˇ se vyskytuje cela´ rˇada jev˚u cˇi soustav, ktere´ umı´me do neˇjake´ mı´ry popsat
matematicky´mi rovnicemi aplikovany´mi na oblasti fyziky, chemie cˇi jine´ oblasti. Kazˇde´
takove´ vyja´drˇen´ı lze prˇeve´st na diferencia´ln´ı tvar a na´sledny´mi u´pravami pak da´le prˇeve´st do
tvaru, kdy z´ıska´me jedinou, obecneˇ rozsa´hlou diferencia´ln´ı rovnici vysoke´ho rˇa´du. Obecny´
prˇ´ıklad takove´ rovnice byl uveden naprˇ´ıklad jizˇ v rovnici 2.1.
Pokud takove´ rovnice dosa´hneme a tato rovnice splnˇuje poucˇku rˇesˇitelnosti, existuj´ı
postupy, jak takovy´ proble´m pomeˇrneˇ snadno vyrˇesˇit za pouzˇit´ı numericky´ch vy´pocˇt˚u. Mezi
za´kladn´ı metody patrˇ´ı metoda sniˇzova´n´ı rˇa´du derivace a metoda postupne´ integrace. Tyto
metody jsou navza´jem ekvivalentn´ı; c´ılem obou je z diferencia´ln´ı rovnice libovolne´ho rˇa´du
utvorˇit programove´ sche´ma vy´pocˇtu a to pak numericky vyrˇesˇit. V te´to pra´ci vyuzˇ´ıva´m
metody snizˇova´n´ı rˇa´du derivace, protozˇe je pro potrˇeby simulac´ı vhodneˇjˇs´ı.
4.2.1 Metoda snizˇova´n´ı rˇa´du derivace
Meˇjme rovnici trˇet´ıho rˇa´du.
p′′′y + a2y′′ + a1y′ + ay = b3z′′′ + b2z′′ + b1z′ + b0z (4.14)
prˇi nulovy´ch pocˇa´tecˇn´ıch podmı´nka´ch. Nasˇ´ım hlavn´ım proble´mem je zbavit se derivac´ı
vynucovac´ı (vstupn´ı) funkce na prave´ straneˇ. Prvn´ım krokem je prˇeve´st tuto rovnici na
opera´torovy´ tvar a vyja´drˇit z n´ı hledanou promeˇnnou.
p3y + a2p2y + a1py + a0y = b3p3z + b2p2z + b1pz + b0z
y(p3 + a2p2 + a1p+ a0) = z(b3p3 + b2p2 + b1p+ b0)
y =
b3p
3 + b2p2 + b1p+ b0
p3 + a2p2 + a1p+ a0
(4.15)
Teˇmito kroky jsme vlastneˇ vyja´drˇili prˇenos syste´mu a tedy je videˇt korespondence filozofie
vy´pocˇtu a rea´lne´ho syste´mu. Nyn´ı si vypomu˚zˇeme zaveden´ım pomocne´ promeˇnne´.
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w =
1
p3 + a2p2 + a1p+ a0
· z
y = b3p3w + b2p2w + b1pw + b0w (4.16)
Tento vy´sledek ovsˇem dosad´ıme zpeˇt do nasˇ´ı pomocne´ rovnice s nezna´mou w.
p3w + a2p2w + a1pw + a0w = z (4.17)
Tato rovnice jizˇ neobsahuje derivace vynucovac´ı funkce (na prave´ straneˇ nen´ı derivace).
Mu˚zˇeme na ni jizˇ praktikovat vlastn´ı metodu snizˇova´n´ı rˇa´du derivace trivia´ln´ım zp˚usobem
- vyja´drˇ´ıme z rovnice nejvysˇsˇ´ı derivaci a derivace nizˇsˇ´ı pak prˇep´ıˇseme jako integrace teˇch
vysˇsˇ´ıch.
p3w = z − a2P 2w − a1pw − a0w
p2w =
1
p
p3w
pw =
1
p
p2w
w =
1
p
pw
Takove´to vyja´drˇen´ı jizˇ nen´ı proble´m poskla´dat z elementa´rn´ıch blok˚u blokove´ algebry. Me´
simulace jsou zalozˇeny na rozkladu diferencia´ln´ı rovnice touto metodou.
4.2.2 Metoda postupne´ integrace
Filozofie te´to metody je v za´sadeˇ podobna´, pouze prˇ´ıstup k substituc´ım je jiny´. Touto
metodou sice dosa´hneme vy´sledku stejneˇ jako u prˇedchoz´ı, nicme´neˇ prˇ´ıstup k mezivy´sledk˚um
v programu je na´rocˇneˇjˇs´ı vzhledem k povaze substituc´ı.
Rovnici 4.14 si pro zpracova´n´ı touto metodou vyja´drˇen´ım stupnˇ˚u derivace prˇevedeme
do na´sleduj´ıcho tvaru:
p3y = b3p3z + p2(b2z − a2y) + p(b1z − a1y) + (b0z − a0y) \ · 1
p
(4.18)
p2y = b3p2z + p(b2z − a2y) + (b1z − a1y) + 1
p
(b0z − a0y︸ ︷︷ ︸
P1
\ · 1
p
(4.19)
py = b3pz + (b2z − a2y) + 1
p
(b1z − a1y + P1)︸ ︷︷ ︸
P2
\ · 1
p
(4.20)
y = b3 + (b2z − a2y + P2)︸ ︷︷ ︸
P3
\ · 1
p
(4.21)
Blokovou algebrou pak modelujeme deˇje:
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y = b3z + P3
P3 =
1
p
(b2z − a2y + P2)
P2 =
1
p
(b1z − a1y + P1)
P1 =
1
p
(b0z − a0y) (4.22)
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Kapitola 5
Metodicky´ postup na´vrhu
regula´toru
5.1 Mysˇlenka
V te´to kapitole je na konkre´tn´ım prˇ´ıkladu uka´za´n nejen ideovy´, ale i metodicky´ postup
na´vrhu elektronicke´ho regula´toru. C´ılem je vytvorˇit regula´tor s modelem soustavy (viz.
3.5.3), na´vrh bude prob´ıhat pomoc´ı simula´toru.
Prˇi na´vrhu je uvazˇova´n matematicky´ model s diferencia´ln´ı rovnic´ı 4. rˇa´du. Jak ale bude
na´zorneˇ uka´za´no, postup nen´ı rˇa´dem derivace nijak omezova´n a je volneˇ prˇenesitelny´. Je
zalozˇen na znalosti pozˇadovane´ho chova´n´ı a na prˇedpokladu, zˇe doka´zˇeme rea´lne´ velicˇiny
prˇeva´deˇt pomoc´ı prˇevodn´ık˚u z analogovy´ch na elektronicke´ a nazpeˇt; vesˇkera´ regulace
v tomto na´vrhu prob´ıha´ na cˇ´ıslicove´, tedy vy´pocˇetn´ı, u´rovni.
5.2 Stabiln´ı soustava
Jak bylo naznacˇeno v prˇedchoz´ı kapitole, jaky´koli syste´m popsatelny´ diferencia´ln´ımi rov-
nicemi lze prˇeve´st na programovy´ vy´pocˇetn´ı model s vyuzˇit´ım blokove´ algebry. Pro tento
proces tedy nen´ı podstatne´, co vlastneˇ dany´ model zna´zornˇuje.
5.2.1 Vytvorˇen´ı modelu
Prvn´ım krokem nab´ızene´ metody je tedy vytvorˇen´ı modelu. Jako prˇ´ıklad stabiln´ı soustavy
pouzˇijeme tuto:
r = z + a3y′′′ + a2y′′ + a1y′ + a0y (5.1)
r = z − 2y′′′ − y′′ − y′ − 0.2y (5.2)
24
ur q v
y
z
- 2
- 1
- 1
- 0 , 2
Obra´zek 5.1: Stabiln´ı soustava
Zˇe je tato soustava dlouhodobeˇ stabiln´ı na´m doka´zˇe simulace obvodu v programu TKSL.
Obra´zek 5.2: Simulace stabiln´ı soustavy
5.2.2 Vyladeˇn´ı modelu
Dalˇs´ım krokem je u´prava modelu tak, abychom vyladili jeho chova´n´ı. Tento krok je obecneˇ
velmi vhodne´ udeˇlat, protozˇe v modelu ma´me jedinecˇnou prˇ´ılezˇitost prˇistoupit k derivac´ım a
integrac´ım nosne´ promeˇnne´. Prakticky prˇida´me do programove´ho sche´matu nove´ prvky tak,
abychom z´ıskali jednotlive´ derivace a integrace sledovane´ho vy´stupn´ıho signa´lu y, a to vsˇe
za c´ılem experimenta´ln´ıho zjiˇsteˇn´ı koeficient˚u. Programove´ sche´ma nyn´ı vypada´ na´sledovneˇ:
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Obra´zek 5.3: Rozsˇ´ıˇrena´ soustava
Povsˇimneˇme si zaj´ımave´ho prvku te´to metodiky, a sice filozofii z´ıska´n´ı derivace signa´lu.
Acˇkoli je spolehlivy´ deriva´tor obt´ızˇneˇ realizovatelny´ prvek, ve vy´pocˇtu jej mu˚zˇeme nahra-
dit stavem signa´lu prˇed integra´torem. T´ımto zp˚usobem namodelovane´ derivace poskytuj´ı
v praxi velice pouzˇitelne´ vy´sledky. Nyn´ı zby´va´ nastavit v simula´toru koeficienty tak, aby
vy´sledny´ pr˚ubeˇh odpov´ıdal nasˇim prˇedstava´m.
Neˇktere´ z pr˚ubeˇh˚u simulac´ı, kdy bylo mj. zjiˇsteˇno, zˇe integracˇn´ı konstanty nemaj´ı zˇa´dny´
pozitivn´ı vliv na stabilitu obvodu:
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Obra´zek 5.4: Prvn´ı experimenty s Kd1
Obra´zek 5.5: Vliv Kd2
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Obra´zek 5.6: Vliv proporciona´ln´ıho koeficientu
Obra´zek 5.7: Dalˇs´ı experimenty s Kd1
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Obra´zek 5.8: Negativn´ı vliv integrac´ı
Tento krok je krokem obecny´m; jeho pr˚ubeˇh se bude liˇsit vzˇdy podle pozˇadavk˚u. Smyslem
je pouze z´ıskat koeficienty pro danou aplikaci.
5.2.3 Prˇipojen´ı PI regula´toru
Dalˇs´ım krokem je prˇipojen´ı PI regula´toru (D slozˇku nevyuzˇijeme z vy´sˇe uvedeny´ch d˚uvod˚u).
Tentokra´t je tedy c´ılem stanovit t´ımte´zˇ zp˚usobem koeficienty regula´toru samotne´ho, prˇi
hodnota´ch usta´lene´ho modelu z´ıskane´ho v minule´m kroku. Blokova´ reprezentace tohoto
kroku:
M O D E L
K
K
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e
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- 1
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1
Obra´zek 5.9: Idea prˇipojen´ı PI regula´toru
R e g u l a t o r M o d e l
z e y1
y
1
Obra´zek 5.10: Idea v blokove´ algebrˇe
Nyn´ı je na rˇadeˇ dalˇs´ı rˇada simulac´ı. Smyslem tohoto kroku v podstateˇ je prˇibl´ızˇit se co
nejv´ıce vy´sledkem kroku prˇedesˇle´mu.
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Obra´zek 5.11: Vliv parametru Kis
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Obra´zek 5.12: Vliv parametru Kps
31
5.2.4 Zaveden´ı do rea´lne´ soustavy
Dalˇs´ım ideovy´m krokem je zaveden´ı z´ıskane´ho rˇ´ıd´ıc´ıho signa´lu e do rea´lne´ fyzicke´ soustavy.
Vznikne na´m tak zpeˇtna´ vazba uzavrˇena´ z vy´stupu modelu. Jak se ale prˇi simulac´ıch rychle
uka´zˇe, tento postup sa´m o sobeˇ nestacˇ´ı; jizˇ mala´ odchylka parametr˚u skutecˇne´ soustavy
zp˚usob´ı selha´n´ı rˇ´ızen´ı.
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Obra´zek 5.13: Prˇ´ıme´ propojen´ı modelu a soustavy
Tento prˇ´ıstup ma´ ten d˚usledek, zˇe pomoc´ı analy´zy odchylky mu˚zˇeme v modelu zpeˇtneˇ
identifikovat, ktery´ parametr skutecˇne´ soustavy se zmeˇnil a na jakou hodnotu. Tato sku-
tecˇnost mu˚zˇe by´t v praxi uzˇitecˇna´ v mnoha smeˇrech.
5.2.5 Zaveden´ı korekce
Aby prˇedchoz´ı prˇ´ıstup fungoval, mus´ıme jesˇteˇ zave´st opravu regulace podle vy´stupu rea´lne´
soustavy - v prˇedchoz´ım prˇ´ıpadeˇ by totizˇ nesˇlo ani tolik o regula´tor jako sp´ıˇs o poneˇkud ne-
funkcˇn´ı ovla´da´n´ı. Vy´sledku dosa´hneme zaveden´ım dodatecˇne´ho I-regula´toru s odpov´ıdaj´ıc´ım
koeficientem Kikor. Ten zjist´ıme, jako v prˇedchoz´ıch prˇ´ıpadech, experimenta´lneˇ.
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Obra´zek 5.14: Zapojen´ı s opravou chyby
Obra´zek 5.15: Simulace opravy chyby
5.2.6 Uzavrˇen´ı zpeˇtne´ vazby prˇes soustavu
Dalˇs´ım mozˇny´m krokem je uzavrˇen´ı zpeˇtne´ vazby prˇes rea´lnou soustavu. V za´sadeˇ jde
o obmeˇnu zavedene´ho principu, ovsˇem simulacˇneˇ bylo proka´za´no, zˇe tato metoda nese
stabiln´ı vy´sledky. Technicky vzato je hlavn´ı zmeˇnou ve vy´pocˇtu, zˇe nyn´ı e1 = z1 − ys.
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Obra´zek 5.16: Uzavrˇen´ı zpeˇtne´ vazby prˇes rea´lnou soustavu
Obra´zek 5.17: Vy´sledky pokus˚u
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5.2.7 Test prˇicˇten´ım poruchy
Zby´va´ jen oveˇrˇit funkcˇnost syste´mu prˇi situaci, kdy se k vy´stupu prˇicˇte neˇjaka´ porucha -
naprˇ´ıklad konstantn´ı vy´chylka v rozumne´ toleranci. Z rea´lne´ soustavy tak bude vycha´zet
signa´l ys1 = ys + p.
Obra´zek 5.18: Vy´sledky pokus˚u s poruchou
Metodika se v simulac´ıch osveˇdcˇila jako funkcˇn´ı, principielneˇ jednoducha´ a efektivn´ı
metoda na´vrhu.
5.3 Nestabiln´ı soustava
V prˇ´ıpadeˇ dosazˇen´ı nestabiln´ı soustavy je cely´ postup prakticky totozˇny´. I kdyzˇ soustava
sama nen´ı stabiln´ı, po nalezen´ı spra´vny´ch regulacˇn´ıch koeficient˚u jsme schopni jej´ı pr˚ubeˇh
ustabilizovat a rˇ´ıdit stejneˇ tak, jako by byla stabiln´ı. Proto zde uva´d´ım jen neˇkolik vy´sledk˚u
zna´zornˇuj´ıc´ıch zacˇa´tek postupu hleda´n´ı hodnot.
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Obra´zek 5.19: Demonstrace stabilizace nestabiln´ıho syste´mu
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Kapitola 6
Simulacˇn´ı na´stroje
Protozˇe jizˇ byly prezentova´ny neˇktere´ vy´sledky simulac´ı, je nejvysˇsˇ´ı cˇas zmı´nit pouzˇita´
prostrˇed´ı.
6.1 TKSL
Prˇedchoz´ı kapitoly pouzˇ´ıvaly pro simulace vy´hradneˇ na´stroje TKSL. Jde o simulacˇn´ı na´stroj
zalozˇeny´ na numericke´m vy´pocˇtu s vyuzˇit´ım Taylorovy rˇady. Acˇkoli je soucˇasna´ verze jizˇ
starsˇ´ıho data a vy´voj noveˇjˇs´ı implementace sta´le prob´ıha´, darˇ´ı se TKSL dosahovat prˇesny´ch
vy´sledk˚u v kra´tke´m cˇase. Data vstupuj´ı v podobeˇ zdrojove´ho ko´du, ktery´ je zalozˇen pra´veˇ
na blokovy´ch grafech programovy´ch sche´mat, metoda´ch jejich rˇesˇen´ı a implementaci.
6.2 Matlab a Simulink
Na vy´sledky dosazˇene´ v TKSL by mohl neˇkdo namı´tnout, zˇe nejsou d˚ukazy o jeho prˇesnosti;
proto je vhodne´ vyuzˇ´ıt i jine´ho, rozsˇ´ıˇrene´ho a vsˇeobecneˇ uzna´vane´ho matematicke´ho na´stroje.
Syste´m Matlab ma´ poveˇst jednoho z nejrobustneˇjˇs´ıch programu˚ pro rˇesˇen´ı matematicky´ch
proble´mu˚. Obsahuje mnoho d´ılcˇ´ıch modul˚u, a mezi nimi simulacˇn´ı na´stroj Simulink.
Pro oveˇrˇen´ı jsem v tomto prostrˇed´ı namodeloval kompletn´ı vy´slednou soustavu. Vy´sledky
byly shodne´, proto pro dalˇs´ı rozvoj metodiky uvedu namodelovane´ situace, kdy byl do mo-
delu rea´lne´ho syste´mu zaveden neˇjaky´ stupenˇ chyb.
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6.2.1 Soustava lehce rozladeˇna´ s velkou chybou vy´stupu
V tomto modelu bylo pouzˇito mı´rneˇ posunuty´ch koeficient˚u rea´lne´ stabiln´ı soustavy. Pro
prˇipomenut´ı, koeficienty modelu (a rea´lne´ nerozladeˇne´ soustavy) jsou a0 = −0.2, a1 = −1,
a2 = −1, a3 = −2.
V tomto experimentu byla rea´lna´ soutava rozladeˇna na´sleduj´ıc´ım zp˚usobem: a0s =
−0, 18, a1s = −0, 9, a2s = −1, 1, a3s = −2, 1. K vy´stupu ys pak byla prˇipojena velka´
parazitn´ı chyba p = −0, 7 (regula´tor ma´ snahu udrzˇet hodnotu 1). Na sn´ımc´ıch jsou zleva
doprava po rˇa´dc´ıch hodnoty y, e, ys, e1.
Obra´zek 6.1: Syste´m s velkou parazitn´ı chybou
38
6.2.2 Soustava silneˇ rozladeˇna´ s maly´m sˇumem na vy´stupu
Na´sleduj´ıc´ı experiment testoval chova´n´ı v situaci s opacˇny´m typem chyby, a sice s relativneˇ
hodneˇ rozladeˇny´m rea´lny´m syste´mem a takrˇka zanedbatelny´m sˇumem zkresluj´ıc´ım vy´stupn´ı
signa´l. V tomto prˇ´ıpadeˇ meˇla dana´ soustava parametry a0s = −0, 175, a1s = −0, 91, a2s =
−1, 4, a3s = −2, 1 a zkreslen´ı vy´stupu p naby´valo hodnot od −0, 1 do 0, 02.
Obra´zek 6.2: Rozladeˇna´ soustava
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6.2.3 Soustava silneˇ rozladeˇna´ s velky´m sˇumem na vy´stupu
Za´veˇrecˇny´ experiment etapy oveˇrˇoval chova´n´ı soustavy v extre´mn´ım prˇ´ıpadeˇ, kdy se rea´lny´
syste´m nechova´ tak, jak by meˇl, a jeho vy´stup je zat´ızˇen na´hodnou chybou dosahuj´ıc´ı
zkreslen´ı azˇ 50% pozˇadovane´ho vy´stupu. Pro porˇa´dek, rea´lna´ soustava meˇla parametry
a0s = −0, 175, a1s = −0, 91, a2s = −1, 4, a3s = −2, 1, p = −0, 5...0, 5.
Obra´zek 6.3: Silneˇ poruchova´ soustava
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Kapitola 7
Dopravn´ı zpozˇdeˇn´ı
Dopravn´ı nebo cˇasove´ zpozˇdeˇn´ı, neˇkdy´ te´zˇ transportn´ı zpozˇdeˇn´ı, se vyskytuje u rˇesˇen´ı cele´
rˇady u´loh. Cˇasove´ zpozˇdeˇn´ı mu˚zˇe by´t konstantn´ı nebo promeˇnne´. Promeˇnne´ cˇasove´ zpozˇdeˇn´ı
se vyskytuje v u´loha´ch z termodynamiky, chemie apod. Konstantn´ı cˇasove´ zpozˇdeˇn´ı se
vyskytuje v u´loha´ch z automaticke´ho rˇ´ızen´ı, v biologii, v ekonomice, v dynamice u´loh
s lidsky´m faktorem apod.
Cˇasove´ zpozˇdeˇn´ı znamena´, zˇe dana´ funkce f(t) je zpozˇdeˇna o urcˇity´ cˇasovy´ u´sek T , cˇili
z funkce f(t) se vytvorˇ´ı funkce f(t− T ).
7.1 Modelova´n´ı cˇasove´ho zpozˇdeˇn´ı
Funkci g(t) cˇasoveˇ zpozˇdeˇnou o T vzhledem k funkci f(t) mu˚zˇeme zapsat vy´razem
g(t) = f(t− T ) (7.1)
kde f(t) = 0 pro kazˇdou hodnotu t < 0.
Vyja´drˇ´ıme-li rovnici 7.1 Laplaceovou transformac´ı, obdrzˇ´ıme
G(s) = e−sTF (s) (7.2)
Z rovnice 7.2 pak obdrzˇ´ıme opera´torovy´ prˇenos
H(s) =
G(s)
F (s)
= e−sT (7.3)
Tento vy´raz vsˇak nejde prˇ´ımo modelovat. Pro tuto potrˇebu je velmi vhodne´ uzˇ´ıt aproximace
funkce e−sT v raciona´lneˇ lomenou funkci pomoc´ı tzv. Pade´ho rozvoje
e−sT ≈ Pn(s)
Qn(s)
(7.4)
, kde
Pn(s) = 1− sT
2
+
n(n− 1)s2T 2
2n(2n− 1) · 2! − ...+
(−1)nn!snTn
(2n)!
Qn(s) = 1 +
sT
2
+
n(n− 1)s2T 2
2n(2n− 1) · 2! + ...+
n!snTn
(2n)!
(7.5)
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Rˇa´d Pn(p)
n = 0 1
n = 1 1− Tp2
n = 2 1− Tp2 + (Tp)
2
12
n = 3 1− Tp2 + (Tp)
2
10 − (Tp)
3
120
n = 4 1− Tp2 + 3(Tp)
2
28 − (Tp)
3
84 +
(Tp)4
1680
n = 5 1− Tp2 + (Tp)
2
9 − (Tp)
3
72 +
(Tp)4
1680 − (Tp)
5
7560
n = 6 1− Tp2 + 5(Tp)
2
44 − (Tp)
3
132 +
(Tp)4
1584 − (Tp)
5
5080 +
(Tp)6
665280
Tabulka 7.1: Tabulka Pade´ho rozvoj˚u
V tabulce 7.1 jsou uvedeny mnohocˇleny Pn(s) pouzˇ´ıvane´ prˇi aproximaci prˇenosove´ funkce do
sˇeste´ho rˇa´du prˇi Pade´ho rozvoji. Za prˇedpokladu nulovy´ch pocˇa´tecˇn´ıch podmı´nek mu˚zˇeme
pouzˇ´ıvat diferencia´ln´ı opera´tor p.
Vytvorˇ´ıme model zpozˇd’ovac´ı linky pomoc´ı Pade´ho rozvoje druhe´ho rˇa´du. Podle hodnot
v tabulce sestav´ıme diferencia´ln´ı rovnici
u0(t)
u1(t)
=
1− Tp2 + (Tp)
2
12
1 + Tp2 +
(Tp)2
12
(7.6)
Rovnici uprav´ıme vyna´soben´ım 12-ti a obdrzˇ´ıme
u0(t)
u1(t)
=
T 2p2 − 6Tp+ 12
T 2p2 + 6Tp+ 12
(7.7)
Rovnici 7.7 uprav´ıme
T 2p2u0 + 6Tpu0 + 12u0 = T 2p2u1 − 6Tpu1 + 12u1
p2u0 +
6
T
pu0 +
12
T 2
u0 = p2u1 − 6
T
pu1 +
12
T 2
u1 (7.8)
1© u0 = −(−u1 + y2)
2© y2 = −1
p
(− 6
T
u0 − 6
T
u1 − y1)
3© − y1 = −1
p
(
12
T 2
up − 12
T 2
u1) (7.9)
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1 2
T 2
6
T
6
T
1 2
3
u ( t )0
u ( t )1
y
2
- y
1
Obra´zek 7.1: Programove´ sche´ma pro Pade´ho rozvoj 2.ˇra´du
Pro na´zornost prˇedkla´da´m vy´sledek simulace Pade´ho rozvoje 2. a 4. rˇa´du aplikovane´ho
na funkci z = sin(t)− 0, 5.
Obra´zek 7.2: Vy´sledek namodelovane´ho rozvoje 2. a 4. rˇa´du
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Kapitola 8
Kvantizace a prˇevodn´ıky
Pro prˇevod mezi spojity´m a diskre´tn´ım signa´lem, obecneˇ mezi dveˇma velicˇinami r˚uzne´ho
fyzika´ln´ıho rozmeˇru, je trˇeba pouzˇ´ıt prˇevodn´ıky. Pro nasˇe potrˇeby jsou podstatne´ jen A/D a
D/A prˇevodn´ıky. S jejich pouzˇit´ım jsou spojeny 2 proble´my: dopravn´ı zpozˇdeˇn´ı a kvantizace.
8.1 Vzorkova´n´ı
Prˇevod spojite´ho signa´lu na diskre´tn´ı se prova´d´ı pomoc´ı vzorkova´n´ı. U´sek spojite´ho signa´lu
se sice da´ donekonecˇna zveˇtsˇovat a pozorovat tak jeho nekonecˇneˇ male´ detaily, ale protozˇe
pocˇ´ıtacˇe maj´ı pouze konecˇnou kapacitu pameˇti a ani nejsou nekonecˇneˇ rychle´, mus´ıme se
u rea´lne´ho vzorkova´n´ı prˇi A/D prˇevodu omezit pouze na nezbytneˇ nutne´ mnozˇstv´ı vzork˚u,
ktere´ budeme da´le zpracova´vat.
Obecneˇ se vzorkova´n´ı signa´lu prova´d´ı t´ım zp˚usobem, zˇe rozdeˇl´ıme vodorovnou osu
signa´lu (ve veˇtsˇineˇ prˇ´ıpad˚u cˇas) na rovnomeˇrne´ u´seky a z kazˇde´ho u´seku odebereme je-
den vzorek. Je prˇitom zrˇejme´, zˇe tak z p˚uvodn´ıho signa´lu ztrat´ıme mnoho detail˚u, protozˇe
namı´sto spojite´ cˇa´ry, kterou lze donekonecˇna zveˇtsˇovat, dosta´va´me pouze mnozˇinu diskre´t-
n´ıch bod˚u s intervalem odpov´ıdaj´ıc´ım pouzˇite´ vzorkovac´ı frekvenci.
8.2 Aliasing
Chyba vzorkova´n´ı mu˚zˇe ovsˇem by´t jesˇteˇ daleko horsˇ´ı. Pokud se totizˇ v p˚uvodn´ım spo-
jite´m signa´lu vyskytuje frekvence vysˇsˇ´ı, nezˇ je polovina frekvence vzorkovac´ı (nazy´vana´ te´zˇ
Nyquistova frekvence), dojde, jak prav´ı Shannon˚uv teore´m, k u´plne´mu a nena´vratne´mu
zkreslen´ı signa´lu d´ıky jevu nazy´vaj´ıc´ımu se aliasing. Aliasingu se da´ zabra´nit jedineˇ an-
tialiasing filtrem, cozˇ je doln´ı propust’ zarˇazena´ prˇed prˇevodn´ıkem. Ta nedovol´ı frekvenc´ım
vysˇsˇ´ım nezˇ je Nyquistova frekvence vstoupit do prˇevodn´ıku.
Pro nasˇe potrˇeby nen´ı aliasing podstatny´, prˇesto vsˇak jde o ned´ılnou soucˇa´st prob-
lematiky.
8.3 Kvantova´n´ı
Vzhledem k tomu, zˇe pocˇ´ıtacˇe a dalˇs´ı zarˇ´ızen´ı da´le zpracova´vaj´ıc´ı digita´ln´ı signa´l umı´
vyja´drˇit cˇ´ısla pouze s omezenou prˇesnost´ı, je potrˇeba navzorkovane´ hodnoty upravit i na
svisle´ ose. Protozˇe se hodnota vzorku da´ vyja´drˇit pouze po urcˇity´ch kvantech, nazy´va´me
tuto fa´zi A/D prˇevodu kvantova´n´ı.
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Aby bylo mozˇne´ urcˇit, ktere´ hodnoty ma´ po kvantova´n´ı naby´vat urcˇity´ vzorek, je trˇeba
rozdeˇlit prostor kolem jednotlivy´ch hodnot na tolerancˇn´ı pa´sy.
Ktere´mukoliv vzorku, ktery´ padne do dane´ho tolerancˇn´ıho pa´su, je prˇi kvantova´n´ı
prˇiˇrazena dana´ hodnota. Je zrˇejme´, zˇe se kvantovane´ hodnoty ve veˇtsˇineˇ prˇ´ıpadu liˇs´ı od
skutecˇny´ch navzorkovany´ch hodnot. Velikost kvantizacˇn´ı chyby je vzda´lenost mezi kvanto-
vany´mi a p˚uvodn´ımi navzorkovany´mi body. Velikost te´to chyby se pohybuje v intervalu ±12
kvantizacˇn´ı u´rovneˇ. Pocˇet kvantizacˇn´ıch u´rovn´ı by´va´ zpravidla rovny´ mocnineˇ cˇ´ısla 2.
8.4 Kvantizacˇn´ı sˇum
Pokud bychom vynesli velikosti chyb od jednotlivy´ch vzork˚u do grafu, z´ıskali bychom
na´hodny´ signa´l, ktere´mu se rˇ´ıka´ kvantizacˇn´ı sˇum. Velikost sˇumu je zvykem vyjadrˇovat
jako pomeˇrne´ cˇ´ıslo v decibelech, a sice jako pomeˇr uzˇitecˇne´ho signa´lu ku sˇumu. Protozˇe
cˇ´ıslo ve jmenovateli zlomku - kvantizacˇn´ı chyba - je u vsˇech linea´rn´ıch prˇevodn´ık˚u stejna´
(interval ±12 kvantizacˇn´ı u´rovneˇ), za´vis´ı velikost kvantizacˇn´ıho sˇumu jen na cˇitateli zlomku,
tedy na velikosti uzˇitecˇne´ho signa´lu, cozˇ je maxima´ln´ı pocˇet kvantizacˇn´ıch u´rovn´ı dane´ho
prˇevodn´ıku.
S N RA/D = 20 · log 2N ≈ 6, 02 ·N [dB] (8.1)
Dı´ky diskretizaci p˚uvodn´ıho spojite´ho signa´lu ve dvou osa´ch nemu˚zˇe by´t ve veˇtsˇineˇ prˇ´ıpad˚u
signa´l zpeˇtneˇ prˇevedeny´ z digita´ln´ı podoby do analogove´ prˇesneˇ odpov´ıdat p˚uvodn´ımu
signa´lu.
8.5 Modifikace modelu
Nyn´ı, kdyzˇ jizˇ ma´me zavedeny pojmy prˇevodn´ık˚u, je na cˇase zave´st je do nasˇ´ı soustavy.
Acˇkoli se oba negativn´ı jevy - dopravn´ı zpozˇdeˇn´ı a chyba kvantizace - projevuj´ı za´rovenˇ,
pro potrˇeby modelova´n´ı je nejen mozˇne´, ale i vhodne´ jejich vliv prozkoumat oddeˇleneˇ.
V modelu byly prˇevodn´ıky doplneˇny v podobeˇ zpozˇd’ovac´ıch cˇlen˚u v mı´steˇ jejich zapo-
jen´ı. V prˇ´ıpadeˇ A/D prˇevodn´ıku se projev´ı jesˇteˇ kvantizace signa´lu; operacˇn´ı chybu D/A
prˇevodn´ıku povazˇuji za zanedbatelnou. Prˇi vsˇech experimentech jsem uvazˇoval syste´m s ko-
eficienty prˇesneˇ odpov´ıdaj´ıc´ımi modelu s t´ım, zˇe na vy´stup byl zaveden minima´ln´ı sˇum
naby´vaj´ıc´ı odchylek v intervalu −0, 01...0, 01
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Obra´zek 8.1: Kompletn´ı model syste´mu v prostrˇed´ı Simulink
8.5.1 Aplikace kvantizace v modelu
Prˇi pomysˇlen´ı na simulaci kvantizace v modelu jisteˇ kdekoho napadne, zˇe jednodusˇe zk-
vantujeme signa´l vstupuj´ıc´ı do modelu, ovsˇem to nen´ı postup vedouc´ı k c´ıli. Mus´ıme si
uveˇdomit, zˇe acˇkoli jsou regula´tor a soustava oddeˇleny A/D a D/A prˇevodn´ıkem, ve sku-
tecˇnosti oba zpracova´vaj´ı stejny´ signa´l - jen r˚uzny´mi metodami. Nakvantova´n´ım signa´lu by
model zpracova´val signa´l odliˇsny´, kvantovany´ hned dvakra´t.
Pro modelova´n´ı vlivu kvantovac´ı u´rovneˇ jsem tedy vyuzˇil u´vahy, cˇ´ım se vlastneˇ kvan-
tova´n´ı v modelu projev´ı - nen´ı to samotny´mi hodnotami, ny´brzˇ chybou, ktera´ je zp˚usobena´
zaokrouhlova´n´ım signa´lu na diskre´tn´ı hodnoty. Tento jev mu˚zˇeme bez veˇtsˇ´ıch obt´ızˇ´ı na-
modelovat genera´torem na´hodne´ho cˇ´ısla v rozsahu te´to chyby dane´m mnozˇstv´ım pouzˇity´ch
bit˚u. Tento genera´tor bude naby´vat v kazˇde´m kroku vy´pocˇtu na´hodne´ hodnoty v rozsahu
k = ± 1
2n+1
(8.2)
, kde n je pocˇet bit˚u, do ktery´ch je signa´l ko´dova´n. Jeho vy´stup se pak secˇte se signa´lem
vstupuj´ıc´ım v mı´steˇ A/D prˇevodn´ıku do syste´mu. T´ım je zachova´n prakticky´ vliv kvantova´n´ı
z hlediska modelu i rea´lne´ho syste´mu.
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Obra´zek 8.2: Vliv r˚uzny´ch kvantovac´ıch u´rovn´ı
Experiment uka´zal vy´sledky (zleva doprava po rˇa´dc´ıch) pro nejbeˇzˇneˇjˇs´ı pouzˇ´ıvane´ u´rovneˇ:
3 bity, 4 bity, 8 bit˚u a 16 bit˚u.
8.5.2 Vliv dopravn´ıho zpozˇdeˇn´ı v prˇevodn´ıc´ıch
Nyn´ı je na rˇadeˇ posledn´ı krok, a sice pod´ıvat se na vliv cˇasove´ho zkreslen´ı signa´l˚u d´ıky
nutny´m mezisoucˇa´stka´m - A/D a D/A prˇevodn´ıku. Jejich rychlost je, jak se uka´zalo, kriticka´
pro funkci syste´mu. Jejich namodelova´n´ı se prova´deˇlo v numericke´m prostrˇed´ı, tedy jsou
vesˇkere´ z´ıskane´ hodnoty v na´sobc´ıch za´kladn´ıho vy´pocˇetn´ıho kroku pouzˇite´ metody.
Nejdrˇ´ıve neˇkolik prˇ´ıklad˚u vy´stupu, ktery´ se sice po zaveden´ı zpozˇdeˇn´ı rozkmital, nicme´neˇ
soustava a hlavneˇ regula´tor se jesˇteˇ doka´zaly ustabilizovat na pozˇadovane´ u´rovni.
47
Obra´zek 8.3: Prˇijatelne´ hodnoty zpozˇdeˇn´ı
Zleva doprava po rˇa´dc´ıch jde o vy´stupy na na´sleduj´ıc´ı dvojice zpozˇdeˇn´ı ve tvaru A/D
- D/A: 2-4, 4-2, 0-6, 6-0. Na dosazˇeny´ch vy´sledc´ıch vid´ıme, zˇe at’ se zpozˇdeˇn´ı projev´ı v
ktere´mkoliv prˇevodn´ıku, ve vy´sledne´m pomeˇru si te´meˇrˇ odpov´ıdaj´ı. Z toho se da´ usuzovat,
zˇe vliv zpozˇdeˇn´ı kazˇde´ho z prˇevodn´ık˚u je v´ıceme´neˇ stejny´.
Na´sleduj´ıc´ı vy´sledky ukazuj´ı dalˇs´ı fakt a sice mez zpozˇdeˇn´ı, od ktere´ jizˇ soustava neplnila
svou regulacˇn´ı funkci.
Obra´zek 8.4: Prvn´ı nalezene´ meze zpozˇdeˇn´ı
Tato mez byla nalezena na hodnota´ch 0-7 a 7-0.
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Zbytek experiment˚u odhalil za´sadn´ı veˇc. Uva´d´ım zde neˇktere´ dalˇs´ı nestabiln´ı vy´sledky
pro ilustraci:
Obra´zek 8.5: Prˇ´ıliˇs velke´ zpozˇdeˇn´ı
Tyto pa´ry prˇevodn´ık˚u byly namodelova´ny, aby prˇedstavovaly zpozˇdeˇn´ı 15-3, 7-7, 2-5
a 6-1. Ze z´ıskany´ch dat plyne nejen to, zˇe zpozˇdeˇn´ı obou prˇevodn´ık˚u se navza´jem nijak
neeliminuje, ale za´rovenˇ se uka´zal by´t platny´ fakt: soustava byla vzˇdy nestabiln´ı, pokud
byl soucˇet zpozˇdeˇn´ı obou prˇevodn´ık˚u veˇtsˇ´ı nebo roven sedmi, a to bez ohledu vza´jemne´
rozlozˇen´ı.
Pro prakticky´ na´vrh z toho plyne, zˇe stabilita regula´toru mu˚zˇe by´t zajiˇsteˇna jedineˇ prˇi
vyuzˇit´ı prˇevodn´ık˚u rychly´ch prˇinejmensˇ´ım tak, jako trvaj´ı trˇi cykly efektivn´ıho vy´pocˇtu
v elektronice regula´toru. Tato hodnota je samozrˇejmeˇ relativn´ı a mu˚zˇe se liˇsit dle jed-
notlivy´ch aplikac´ı, nicme´neˇ na´m uka´zala zaj´ımave´ krite´rium pouzˇitelnosti regula´toru navr-
zˇene´ho touto metodou.
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Kapitola 9
Za´veˇr
V te´to diplomove´ pra´ci byl prˇehledneˇ zna´zorneˇn za´klad teorie rˇ´ızen´ı jakozˇto podklad pro
navrzˇenou metodu konstrukce elektronicke´ho regula´toru. Takto vytvorˇeny´ regula´tor bude
dle platny´ch princip˚u obecneˇ schopny´ rˇ´ıdit jaky´koli matematicky definovatelny´, rea´lny´
dynamicky´ syste´m. Popsany´ postup nevytva´rˇ´ı regula´tor obecny´, ny´brzˇ slouzˇ´ı k na´vrhu
regula´toru elektronicke´ho, jezˇ bude pracovat na principu numericke´ho rˇesˇen´ı diferencia´ln´ıch
rovnic. Vzhledem k soucˇasny´m cena´m a dostupnosti potrˇebne´ elektroniky, jakozˇ i dostup-
nosti simulacˇn´ıch na´stroj˚u potrˇebny´ch pro jeho vy´voj, je prˇedvedena´ metoda pouzˇitelna´
v praxi a kromeˇ zmı´neˇne´ nutnosti matematicke´ definice je omezen pouze potrˇebou rychly´ch
prˇevodn´ık˚u mezi elektronickou a rea´lnou reprezentac´ı dynamicke´ho obvodu.
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PRˇI´LOHY
• A - Zdrojovy´ ko´d TKSL pro Pade´ho rozvoj 4. rˇa´du
• B - Zdrojovy´ ko´d TKSL pro popis vy´sledne´ho syste´mu
• C - U´plne´ sche´ma syste´mu v prostrˇed´ı Simulink
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A - Zdrojovy´ ko´d TKSL pro Pade´ho rozvoj 4. rˇa´du
var y,z,v,p1v,p2v,p3v,p4v,p5v,p6v;
const eps =1e-20,dt=0.05, tmax=10,
b0=1,a0=1,b1=-1/2,a1=1/2,b2=5/44,a2=5/44,b3=-1/132,a3=1/132,b4=1/1584,a4=1/1584,
b5=-1/5080,a5=1/5080,b6=1/665280,a6=1/665280;
system
p4v=1584*z-1584*a3*p3v-
1584*a2*p2v-1584*a1*p1v-1584*a0*v;
p3v’=p4v &0;
p2v’=p3v &0;
p1v’=p2v &0;
v’=p1v &0;
y=b0*v+b1*p1v+b2*p2v+b3*p3v+b4*p4v;
z=1;
sysend.
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B - Zdrojovy´ ko´d TKSL pro popis vy´sledne´ho syste´mu
var u,v,y,q,z,e,r,I1,I2,I3,e1,Is,z1,li,ys,us,vs,qs,ys1;
const a0=0.2,a0s=0.2,kp=0.8,kd1=3,kd2=3,kd3=0,kI1=0,kI2=0,kI3=0,
kps=0.5,kis=0.2,dt=0.1, eps=1e-20, tmax=100,p=0.1;
system
y’=u &0;
u’=v &0;
v’=q &0;
q’=e-2*q-v-u-a0*y &0;
ys’=us &0;
us’=vs &0;
vs’=qs &0;
qs’=e-2*qs-vs-us-a0s*ys &0;
ys1=ys+p;
e=z-r;
r=kp*y+kd1*u+kd2*v+kd3*q+kI1*I1+kI2*I2+KI3*I3;
I1’=y &0;
I2’=I1 &0;
I3’=I2 &0;
e1=z1-ys1;
z=kps*e1+Is;
Is’=kis*e1 &0;
z1=12;
li=1.8;
sysend.
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C - U´plne´ sche´ma syste´mu v prostrˇed´ı Simulink
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