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ABSTRACT
We determine the irreducible weight modules with weight multiplicities at most 1 over
the derivation algebra of the localization of the quantum plane at q = −1.
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1. INTRODUCTION
Defined as the noncommutative associative algebra Cq = Cq[x1, x2, x
−1
1 , x
−1
2 ] of (non-
commutative) Laurent polynomials over the complex field C with the relation x2x1 =
qx1x2 (where q 6= 0, 1 is a fixed complex number), the quantum plane, which has drawn
some authors’ attentions (eg, [1, 2, 4, 9, 10]), is a fundamental ingredient in quantum groups
(cf. [3]). Under the usual commutator, it is a Lie algebra, denoted as CLq , with basis
B0 = {x
m = xm11 x
m2
2 |m = (m1, m2) ∈ Z
2},
and relation
[xm, xn] = (qm2n1 − qm1n2)xm+n for m,n ∈ Z2. (1.1)
It is the q-analog of the Lie algebra with basis B0 and relation
[xm, xn] = (m2n1 −m1n2)x
m+n for m,n ∈ Z2. (1.2)
The Lie algebra with relation (1.2) is usually referred to as the Virasoro-like algebra in the
literature (cf. [2, 9]). Thus the Lie algebra CLq is also referred to as the q-analog of the
Virasoro-like algebra [2, 4, 9]. One has
CLq = C
′
q ⊕ Z(Cq), (1.3)
where
C′q = [C
L
q ,C
L
q ], Z(Cq) = span{x
m | m ∈ Z2, qm1 = qm2 = 1},
1
are respectively the derived subalgebra of CLq and the center of Cq. Obviously, C
′
q is a simple
Lie subalgebra of Cq. It is straightforward to compute (see also, [1, 2]) that
DerCq = adC
′
q ⊕ (Z(Cq)∂1 ⊕ Z(Cq)∂2), DerCq
∼= DerC′q, (1.4)
where DerCq is the derivation algebra of the associative algebra Cq, DerC
′
q is the derivation
algebra of the Lie algebra C′q, adC
′
q = {adu | u ∈ C
′
q} (which is in fact isomorphic to C
′
q) is
the inner derivation algebra of C′q, and where ∂1, ∂2 are degree derivations of Cq defined by
∂s(x
m) = msx
m for m ∈ Z2, s = 1, 2. (1.5)
The isomorphism in (1.4) is given by the restriction d 7→ d|C′q for d ∈ DerCq. By (1.3), one
sees that C′q is a centerless perfect Lie algebra (a Lie algebra L is perfect if [L, L] = L). Thus
using a result in [8], DerCq is a complete Lie algebra, i.e., a centerless Lie algebra without
outer derivations (see also [1, 2]).
A module V over DerCq is called a weight module if V admits a finite-dimensional weight
space decomposition with respect to the Cartan subalgebra H = C∂1 ⊕ C∂2 of DerCq, i.e.,
V = ⊕
λ∈H∗
Vλ, Vλ = {v ∈ V | hv = λ(h)v}, dimVλ <∞, ∀λ ∈ H
∗, (1.6)
where H∗ is the dual space of H . A weight module V is called a module of the intermediate
series if dimVλ ≤ 1 for all λ ∈ H
∗.
The classification of representations, esp., irreducible representations, of DerCq is defi-
nitely an important problem and interesting as well, not only because Cq plays an important
role in quantum groups, but also it provides examples of irreducible representations of some
complete Lie algebras which are not simple Lie algebras. Zhang and Zhao in [9] in fact
constructed a class of modules of the intermediate series over DerCq when q is generic (i.e.,
not a root of unity). In this paper, we shall discuss modules of the intermediate series over
DerCq when q is a root of unity. In particular, we classify the modules of the intermediate
series over the derivation algebra DerCq of the quantum plane for the special case when
q = −1, i.e., the localization of the quantum plane at q = −1. Our purpose is to understand
a little bit about the modules of the intermediate series over DerCq when q is a root of unity.
In Section 2, after collecting some necessary information, we give the proof of our main
result (Theorem 2.3).
2. NOTATIONS AND MAIN RESULT
Suppose q is an N -th primitive root of unity for some N > 1. Then the center Z(Cq) =
{xm |m ∈ NZ2}. Thus
W = Z(Cq)∂1 ⊕ Z(Cq)∂2 = span{x
m∂s |m ∈ NZ
2, s = 1, 2}, (2.1)
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is a rank 2 (classical) Witt algebra. We identify adC′q with C
′
q. Then by (1.4),
B = {xm, xn∂s |m ∈ Z
2\NZ2, n ∈ NZ2, s = 1, 2},
is a basis of DerCq.
Suppose V as in (1.6) is an indecomposable weight module over DerCq. We identify
H∗ with C2 by the correspondence λ ↔ (λ1, λ2), where λs = λ(∂s) for λ ∈ H
∗, s = 1, 2.
For α ∈ C2, denote V (α) = ⊕λ∈Z2Vα+λ. Clearly, V (α) is a submodule of V and V is the
direct sum of all different V (α). Thus, there exists α ∈ C2 such that V = V (α). For any
representative element i ∈ Z2/NZ2, denote
V [i] = ⊕m∈NZ2Vα+i+m. (2.2)
Obviously, V [i] is a W -submodule of V .
Now suppose V is a module of the intermediate series. Then each V [i] is a W -module of
the intermediate series. Without loss of generality, we can assume that each V [i] is a non-
trivial W -module (otherwise from the discussion below, we shall see that V is a sub-quotient
module of such a module). Fix i ∈ Z2/NZ2. Then by [7], each nonzero weight of V [i] has
the same multiplicity 1, i.e.,
dimVα+i+m = 1 for all m ∈ NZ
2 with α + i+m 6= 0. (2.3)
Note that for any a, b ∈ C such that a, b are Q-linearly independent, the subspace W1 =
span{xm(a∂1 + b∂2) |m ∈ NZ
2} of W is a rank 1 (generalized) Witt algebra (a centerless
higher rank Virasoro algebra). From this, one can either prove as in [5, 6], or directly use
a result in [11] to obtain that there exists some bi ∈ C, and one can choose a basis vi+m of
Vα+i+m for m ∈ NZ
2 with α + i+m 6= 0 such that
(xm∂)vi+n = 〈∂, α + i+ n + bim〉vi+m+n for α + i+ n 6= 0 6= α + i+m+ n, (2.4)
where m,n ∈ NZ2, and where 〈·, ·〉 is the bilinear form on H × C2 defined by
〈∂, λ〉 = a1λ1 + a2λ2 for ∂ = a1∂1 + a2∂2 ∈ H, λ = (λ1, λ2) ∈ C
2. (2.5)
Note that the representative element i ∈ Z/NZ2 does not need to be in the distinguished
set {m ∈ Z2 | 0 ≤ m1, m2 < N} since if i is replaced by i +m for any m ∈ NZ
2, (2.4) still
holds (where bi only depends on the set Z
2/NZ2). By choosing all i ∈ Z2/NZ2, the above
in fact defines vm for all m ∈ Z
2 with α +m 6= 0. In the following discussion, we shall use
the convention that when a notation vm appears in an expression with the index m ∈ Z
2,
we always assume that α +m 6= 0.
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For any m ∈ Z2\NZ2, clearly xmVα+i+n ⊂ Vα+i+m+n since [∂s, x
m] = msx
m for s = 1, 2,
thus
xmvi+n = cm,i+nvi+m+n for n ∈ NZ
2 and for some cm,i+n ∈ C. (2.6)
Note that when cm,i+n appears in an expression, we always assume that α + i + n 6= 0 6=
α+ i+m+ n. Let ∂ ∈ H, k ∈ NZ2. Applying 〈∂,m〉xk+m = [xk∂, xm] to vi+n, by (2.4) and
(2.6), we obtain
〈∂,m〉ck+m,i+n = 〈∂, α + i+m+ n + bi+m k〉cm,i+n − cm,i+k+n〈∂, α + i+ n+ bi k〉. (2.7)
Note that in (2.7), by our convention we always assume
α + i+ n, α+ i+m+ n, α + i+ k + n, α + i+ k +m+ n 6= 0. (2.8)
Lemma 2.1. (i) cm,i = cm+k,i+n for all k, n ∈ NZ
2; (ii) bi = bi+m if cm,i 6= 0.
Proof. Suppose m ∈ Z2\NZ2, i ∈ Z2/NZ2 are fixed. We consider the following cases.
Case 1: bi = bi+m.
Denote b = bi. Take ∂
′ = m2∂1 −m1∂2 ∈ H . Then 〈∂
′, m〉 = 0 by (2.5). For any λ ∈ C2,
for simplicity we denote λ∂′ = 〈∂, λ〉 ∈ C and denote i
α
∂′ = α∂′ + i∂′ . Then (2.7) gives
(iα∂′ + n∂′ + bk∂′)(cm,i+n − cm,i+k+n) = 0. (2.9)
We claim
cm,i+n = cm,i+k+n for k, n ∈ NZ
2. (2.10)
First suppose b = 1. Choose k˜ ∈ NZ2 such that iα∂′ + k˜∂′ 6= 0 (note that since ∂
′ 6= 0, k∂′ can
take infinite many different values for k ∈ NZ2). Now for any n ∈ NZ2, we take k = k˜−n in
(2.9), then we obtain cm,i+n = cm,i+k˜. Thus we have (2.10). Similarly (2.10) holds if b = 0.
Next suppose b 6= 0, 1. Then for any k, n ∈ NZ2, we can always choose some j ∈ NZ2
such that
iα∂′ + n∂′ + b(j∂′ − n∂′) 6= 0 6= i
α
∂′ + j∂′ + b(k∂′ + n∂′ − j∂′).
Thus (2.9) gives that cm,i+n = cm,i+j = cm,i+k+n, and (2.10) holds.
Now choose ∂ ∈ H such that m∂ 6= 0. Then (2.10) and (2.7) show that ck+m,i+n = cm,i.
This proves the lemma in this case.
Case 2: bi 6= bi+m and cm,i+n = 0 for all n ∈ NZ
2.
In this case, in particular (2.10) holds, which together with (2.7) gives (i) as in case 1.
For (ii), there is nothing to prove in this case.
Case 3: bi 6= bi+m and cm,i+n˜ 6= 0 for some n˜ ∈ NZ
2.
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As in Case 1, take ∂′ = m2∂1 −m1∂2 ∈ H . Then (2.7) gives
(iα∂′ + n∂′ + bi+m k∂′)cm,i+n − (i
α
∂′ + n∂′ + bi k∂′)cm,i+k+n = 0. (2.11)
Denote the left-hand side of (2.11) by d(k, n). Then for any j, k ∈ Z2, we have a system of
3 linear equations in the 3 unknown variables cm,i+n˜, cm,i+k+n˜, cm,i+j+n˜:
d(k, n˜) = d(j, n˜) = d(j − k, k + n˜) = 0. (2.12)
Since (2.12) has a solution cm,i+n˜ 6= 0, we obtain that the determinant of these 3 linear
equations is zero, i.e.,
∣∣∣∣∣∣∣
iα∂′+n˜∂′+bi+m k∂′ −i
α
∂′−n˜∂′−bi k∂′ 0
iα∂′+n˜∂′+bi+m j∂′ 0 −i
α
∂′−n˜∂′−bi j∂′
0 iα∂′+k∂′+n˜∂′+bi+m(j∂′−k∂′) −i
α
∂′−k∂′−n˜∂′−bi(j∂′−k∂′)
∣∣∣∣∣∣∣
= (j
∂′
− k∂′)k∂′(bi+m − bi)((i
α
∂′ + n˜∂′)(bi + bi+m − 1) + j∂′bibi+m)
= 0,
(2.13)
for all j, k ∈ Z2. Since j
∂′
, k∂′ can take infinite many different values, (2.13) shows that
bibi+m = 0. Note that in (2.12), if we replace n˜, j, k by n˜+ j,−j, k− j respectively, we have
another system of 3 linear equations in the 3 unknown variables cm,i+n˜, cm,i+k+n˜, cm,i+j+n˜,from
which, as discussion in (2.13), we obtain that bi + bi+m = 1. Thus we obtain
bi = 0, bi+m = 1, or bi = 1, bi+m = 0. (2.14)
If necessary by replacing i,m by i+m,−m respectively, we can suppose bi = 0, bi+m = 1.
If iα∂′+n˜∂′ = 0, then by choosing k ∈ NZ
2 with k∂′ 6= 0, from (2.11), we obtain cm,i+n˜ = 0,
a contradiction. Thus iα∂′ + n˜∂′ 6= 0, and (2.11) gives
cm,i+k = (i
α
∂′ + n˜∂′)
−1(iα∂′ + k∂′)cm,i+n˜∂′ for k ∈ NZ
2. (2.15)
Choose ∂′′ ∈ H such that m∂′′ = 1. Then (2.7) and (2.15) give
ck+m,i+n = ((i
α
∂′′+1+n∂′′+k∂′′)(i
α
∂′+n∂′)−(i
α
∂′′+n∂′′)(i
α
∂′+k∂′+n∂′))(i
α
∂′+n˜∂′)
−1cm,i+n˜. (2.16)
In (2.7), replacing ∂,m, k by ∂′′, k + m,−k respectively, noting that bi+k+m = bi+m for
k ∈ NZ2, we obtain
(k∂′′ + 1)cm,i+n = (i
α
∂′′ + 1 + n∂′′)ck+m,i+n − (i
α
∂′′ + n∂′′)ck+m,i−k+n. (2.17)
Using (2.15) and (2.16) in (2.17), we obtain
(k∂′ − k∂′′)(i
α
∂′ + n∂′)(i
α
∂′ + n˜∂′)
−1cm,i+n˜ = 0. (2.18)
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Clearly we can choose k ∈ NZ2 such that k∂′ 6= k∂′′ since ∂
′ 6= ∂′′. Then (2.18) shows that
cm,i+n˜ = 0, a contradiction. Thus this case does not occur, and the lemma is proved. 
Now for i ∈ Z2/NZ2, denote
V˜ [i] = span{v ∈ V [j] | j ∈ Z2/NZ2, bj = bi}. (2.19)
Then (2.2) and Lemma 2.1(ii) show that V˜ [i] is a (DerCq)-submodule of V , and obviously,
V is the direct sum of all different V˜ [i]. Since V is indecomposable, we obtain V = V˜ [i] for
some i ∈ Z2/NZ2, i.e., bi = b is a constant for i ∈ Z
2/NZ2.
Set cm,i = 0 if m ∈ NZ
2, i ∈ Z2. Lemma 2.1(i) shows that cm,i is a function on
(Z2/NZ2) × (Z2/NZ2). Applying (1.1) to vi, we obtain a system of equations in unknown
variables cm,i, m, i ∈ Z
2/NZ2:
c0,i = 0, cm,n+icn,i − cn,m+icm,i = (q
m2n1 − qm1n2)cm+n,i for m,n, i ∈ Z
2/NZ2. (2.20)
From the discussion above, we see that the classification of indecomposable (DerCq)-module
V of the intermediate series is equivalent to solving the system (2.20).
For a = 0, 1, α ∈ C2, b ∈ C, we define a (DerCq)-module Aa,α,b of the intermediate series
as follows: It has a basis {vk | k ∈ Z
2} such that
xmvk = (q
m2k1 − aqm1k2)vm+k, (x
n∂)vk = 〈∂, α + k + bn〉vn+k, (2.21)
for m ∈ Z2\NZ2, n ∈ NZ2, k ∈ Z2, ∂ ∈ H .
Proposition 2.2. (i) A0,α,b is an irreducible (DerCq)-module; (ii) A1,α,b = A
′
1,α,b⊕A
′′
1,α,b is a
direct sum of two (DerCq)-submodules, where A
′
1,α,b = span{vk | k ∈ Z
2\NZ2} is irreducible
and A′′1,α,b = span{vk | k ∈ NZ
2} is a (DerCq)-module such that the action of adC
′
q is trivial
(thus A′′1,α,b is simply a W -module, which is irreducible if and only if α /∈ NZ
2 or b 6= 0, 1).
Proof. It is straightforward. 
Theorem 2.3. Suppose q = −1 (i.e., N = 2). An irreducible (DerCq)-module V of the
intermediate series is a sub-quotient module of Aa,α,b for some a = 0, 1, α ∈ C
2, b ∈ C.
Proof. We can suppose V is a faithful module (i.e., every nonzero element of DerCq acts
nontrivially on V ), otherwise the only proper ideal adC′q of DerCq must act trivially on V
and then V is simply a W -module, and so the result follows from [11].
Case 1: Suppose each V [i] is a nontrivial W -module.
We want to prove that by a suitable choice of basis elements vk, k ∈ Z
2 satisfying (2.6),
we have
cm,k = (−1)
m2k1 for m ∈ Z2\2Z2, k ∈ Z2. (2.22)
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In fact, by (2.20), it suffices to prove (2.22) for m = (1, 0), (0, 1), i.e., we only need to solve
8 unknown variables
cm,k for m = (1, 0), (0, 1), k ∈ Z
2/2Z2. (2.23)
First, we have x1V [(0, 0)] 6= 0 or x2V [(0, 0)] 6= 0, otherwise V [(0, 0)] is a proper submodule.
Subcase (a): Suppose x1V [(0, 0)] 6= 0 and x2V [(0, 0)] 6= 0.
We have x1V [(0, 1)] 6= 0 or x2V [(1, 0)] 6= 0, otherwise V [(0, 0)] ⊕ V [(1, 0)] ⊕ V [(0, 1)] is
a proper submodule. By symmetry, we can suppose x1V [(0, 1)] 6= 0. Thus, by rescaling
basis elements, we can suppose that (2.22) holds for m = (1, 0), k = (0, 0), (0, 1) and m =
(0, 1), k = (1, 0).
Thus 3 of 8 variables in (2.23) are known, using this, one can solve the system (2.20)
to obtain that (2.22) holds in general (this can be easily done by the computer software
Mathematika).
Subcase (b): By symmetry, we can suppose x1V [(0, 0)] 6= 0 and x2V [(0, 0)] = 0.
We have x2V [(1, 0)] 6= 0 and x1V [(1, 1)] 6= 0, otherwise either V [(0, 0)] ⊕ V [(1, 0)] or
V [(0, 0)]⊕ V [(1, 0)]⊕ V [(1, 1)] is a proper submodule. Thus similarly, we can suppose that
(2.22) holds for m = (1, 0), k = (0, 0), (1, 1) and m = (0, 1), k = (1, 0), and similarly, using
this, one can solve the system (2.20) to obtain that (2.22) holds in general.
Thus (2.22) holds and V is the module A0,α,b (we remark that in case α ∈ Z
2, the above
discussion only shows that we have (2.21) (with a = 0, q = −1, N = 2) for all m,n, k such
that v−α is not involved in the expression; then we can use the first equation of (2.21) to
define v−α by v−α = x
(1,0)v−α−(1,0) and show that (2.21) holds in general). This proves the
theorem in this case.
Case 2: V [i] is a trivial W -module for some i ∈ Z2/2Z2.
By replacing α by α + i, we can suppose i = (0, 0). We claim that V [j] is nontrivial
for j = (1, 0), (0, 1), (1, 1): If V [(1, 0)] is trivial, then we can check that V ′ = V [(0, 1)] ⊕
V [(1, 1)] is a (DerCq)-submodule and x2 acts trivially on V
′; if V [(1, 1)] is trivial, then
V ′ = V [(1, 0)]⊕ V [(0, 1)] is a submodule and x1, x2 act trivially on V
′; if V [(0, 1)] is trivial,
then V ′ = V [(1, 0)] ⊕ V [(1, 1)] is a submodule and x1 acts trivially on V
′; all lead to a
contradiction with the assumption that V is irreducible and faithful.
We can prove similarly that x1V [(1, 1)] 6= 0 and x2V [(1, 1)] 6= 0. Thus by rescaling basis
elements, we can suppose
cm,k = (−1)
m2k1 − (−1)m1k2 , (2.24)
holds for m = (1, 0), (0, 1), k = (1, 1). Since x1V [(1, 0)] = x2V [(0, 1)] = x1V [(0, 0)] =
x2V [(0, 0)] = 0, we can suppose cm,k = 0 for m = k = (1, 0), m = k = (0, 1) and m =
(1, 0), (0, 1), k = (0, 0), i.e., (2.24) also holds for m = k = (1, 0), m = k = (0, 1) and
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m = (1, 0), (0, 1), k = (0, 0). Thus 6 of 8 variables in (2.23) are known, using this, one can
solve the system (2.20) to obtain that (2.24) holds in general (again, this can be easily done
by the computer software Mathematika). Thus V is the module A′1,α,b. This completes the
proof of the theorem. 
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