This paper explores the hypothesis that a tropical cyclone (TC) may produce baroclinic waves through the divergent circulation that arises from its low-level inflow and upper-level outflow. The model setting is a quasigeostrophic (QG) two-layer fluid in which the effect of the tropical cyclone is parameterized through a source term on the QG potential vorticity equation. Equations predicting the spectral subset of baroclinic waves that are excited through linear resonance are derived. The near-TC pattern of the baroclinic waves in the streamfunction field typically takes the form of a ridge-trough couplet whose phase with respect to the TC varies with the speed and direction of the TCs motion vector. The predictions from the linearized theory are verified in two ways: 1) fully nonlinear simulations are shown and 2) comparison is made to the observed upper-level ridge-trough couplets produced by recurving TCs in the Navy's Operational Global Prediction System (NOGAPS). The implications of this work for the predictability of downstream impacts from recurving TCs are briefly described.
Introduction
In the Northern Hemisphere and within the tropics the combined effect of the trade winds and the earth's planetary vorticity gradient induces tropical cyclones (TCs) to have a generally northwestward motion (Chan 1985 (Chan , 2005 . Consequently, as TCs move out of the tropics they often meet the midlatitude jet stream and the associated potential vorticity (PV) of the polar vortex. The interaction between a TC and the strong westerlies within the midlatitude jet stream induces the TC to turn to the northeast-a process referred to as recurvature. At the same time the TC may begin to accelerate its forward motion and sometimes transition into a rapidly deepening, midlatitude cyclone. This process of a TC undergoing a transformation into a midlatitude cyclone is referred to as extratropical transition. [See Jones et al. (2003) and references therein for a thorough review of all these concepts.]
While in the tropics traveling TCs often emit Rossby waves to their southeast (Chan and Williams 1987; Shapiro and Ooyama 1990; Carr and Elsberry 1995; Ge et al. 2008) . These wave emissions have been associated with upper-tropospheric troughs (Nieto Ferreira and Schubert 1999) and the genesis of new TCs (Li and Fu 2006) . When TCs move out of the tropics they begin to influence the midlatitude circulation. Often the initial interaction between the TC and the midlatitudes is the production of a ridge-trough couplet (Bosart and Lackmann 1995; Riemer et al. 2008) . These waves then generally disperse downstream while influencing the midlatitude circulation by spawning new disturbances and generally leading to a reduction in the predictability of the flow Harr et al. 2008) . It is this reduction in the predictability of the flow downstream of the TC that leads to its importance in the midlatitude forecasting problem.
There appear to be at least two mechanisms for the generation of waves by a vortex moving into midlatitudes. Common to all these mechanisms is the displacement of the PV of the midlatitude circulation and hence evolving oscillations. One well-explored mechanism has used the rotational circulation of an impinging vortex to displace the midlatitude flow such that Rossby waves are produced (Bell 1990; Schwierz et al. 2004; Scheck et al. 2010 , manuscript submitted to J. Atmos. Sci.). A main conclusion of this body of work is that a significant response can occur when the speed of the impinging vortex matches that of a free wave on the midlatitude flow.
A less well-explored mechanism to excite waves at midlatitudes is the use of the divergent circulation of a vortex to displace the midlatitude circulation and excite waves-an effect absent from most previous theoretical studies because of their focus on barotropic dynamics. This mechanism, however, has significant empirical evidence supporting its role in the production of waves from TCs. For example, Riemer et al. (2008) and Riemer and Jones (2010) conclude that the divergent outflow from a TC is a key ingredient in the formation of the upper-level ridge-trough couplet. Aiyyer and Molinari (1999) and Krouse et al. (2008) are among the few who have examined how the divergent circulation of a TC might influence the large-scale environment around the TC, but both these works used shallow water and focused on the tropics. Recently Ge et al. (2008) have shown that wave emissions from TCs in the tropics produce waves with strong baroclinic structure. Nevertheless, the applicability of these previous studies to recurving TCs and midlatitude baroclinic waves is limited.
Using the divergent circulation of the TC as a mechanism for wave excitation is reminiscent of the theoretical work by Lighthill (1967) , who developed a general theory for the asymptotic response from translating wave sources. In this work the influence of the vortex acts as a translating forcing function applied to the linear operator that governs the evolution of free waves of the physical system. Lighthill showed that the resonant response was determined by the translational speed and direction of the moving wave source. Llewellyn Smith (2000) extended this work by developing formulas that described the fluxes of energy and momentum away from these translating wave sources. This paper applies the ideas of Lighthill (1967) to the interaction between TCs and the midlatitude circulation by exploring the hypothesis that a tropical cyclone may induce baroclinic waves through its divergent circulation arising from its low-level inflow and upper-level outflow through a Sardeshmukh and Hoskins (1988, hereafter SH) -type Rossby wave source term. The basic idea is that the TC produces anomalous ageostrophic winds at midlatitudes that lead to the creation of Rossby waves through the production of relative vorticity. A heuristic model for such behavior may be obtained by linearizing the momentum equations about a state of rest on the b plane and subsequently forming a vorticity equation; that is,
where z is the relative vorticity, y g is the geostrophic meridional wind, and V a is the ageostrophic velocity vector. The left-hand side should be recognized as the linear Rossby wave operator. The right-hand side acts as an imposed forcing on the left-hand side owing to anomalous regions of ageostrophic wind. Relative vorticity and hence Rossby waves are produced by the necessity of fluid parcels moving with the speed and direction of V a to conserve their absolute vorticity as they are acted upon by the rotation implied by the Coriolis force. We show below that upon assuming that the divergent circulation of the TC acts to create a source term like that of the right-hand side of (1.1), the Rossby wave response is to produce a dispersing ridge-trough couplet consistent with observed patterns.
In the next section we will introduce a quasigeostrophic (QG) two-layer model with an imposed Rossby wave source due to the divergent circulation associated with the lower-layer inflow and upper-layer outflow of a TC. In section 3 we show the linear resonance characteristics of this forced QG two-layer model. Section 4 verifies the properties diagnosed in section 3 and extends them into the nonlinear regime using a fully nonlinear model. Section 5 shows composites of observed ridging patterns ahead of TCs in the Navy's Operational Global Atmospheric Prediction System (NOGAPS; Hogan and Rosmond 1991) . Section 6 closes this paper by providing a summary of the major results and a discussion of the relationship of these results to the predictability of the downstream impacts from recurving TCs.
Model

a. Formulation
We employ the standard two-layer QG model, which consists of two layers of homogeneous, incompressible fluids of different densities in a gravitationally stable configuration (less dense fluid overlies more dense fluid). The fluid system is rotating with angular speed V about the local vertical axis. The b-plane approximation is used to account for the earth's sphericity; that is, 2V 5 f 0 1 b*y*, where f 0 5 2jVj sinu 0 is the Coriolis parameter and b* is the dimensional northward gradient of the Coriolis parameter. Both f 0 and b* are evaluated at the central latitude, u 0 5 458. The nondimensional equations governing the evolution of the model atmosphere are (Pedlosky 1987 )
where the subscript n denotes the layer; the upper layer corresponds to n 5 1 and the lower to n 5 2. All variables have been made nondimensional with length scale
L 5 1000 km, characteristic wind speed U 5 10 m s 21 , and layer depth D 5 5 km. The nondimensional QG PV (hereafter written QGPV) is
where F is a stratification parameter:
where Dr/r 0 5 (r 2 2 r 1 )/r 0 is the relative buoyancy between layers, which we estimate by layer averaging the continuous density distribution [r 5 exp(2z/H)] with scale height H 5 8 km to find the mean density in each layer; r 0 is determined from the mean density over both layers. This procedure obtains a value of F ' 1.4. Also, b ' 1.6 is a nondimensional parameter measuring the ratio of the planetary vorticity gradient to the relative vorticity gradient and Ro 5 U/f 0 L ' 0.1 is the Rossby number. For convenience we assume the fluid to be spatially unbounded; its boundary conditions are simply that disturbances are bounded at infinity (i.e., jc n j , ' as jxj, jyj / '). The numerical simulations of section 4, however, will take place in a doubly periodic domain with an imposed sponge boundary region along all boundaries.
b. TC Rossby wave source
The function S n takes on particular significance here as the TC will be represented through this term as a Rossby wave source similar to that of SH. In the work of SH, the Coriolis parameter is neglected with respect to the relative vorticity because the Rossby wave source is confined to equatorial regions where the Coriolis parameter is very small. In our case, this would amount to assuming that the relative vorticity of the TC z n TC is much greater than the Coriolis parameter. However, because our setting is that of the midlatitudes the Coriolis parameter is significantly larger than in the work of SH. Indeed, the composite lower-layer relative vorticity of TCs within NOGAPS at the present operational horizontal resolution of T239 is approximately 2 3 10 24 s
21
. [However, it should be noted that observations (Kossin and Eastin 2001) 
where V n x is the divergent wind associated with the TC. We wish to point out, however, that because of the imposed axisymmetric character of both z n TC and V n x the gross structural characteristics of (2.3) are little changed by making assumptions about the relative magnitude of the TC relative vorticity and the Coriolis parameter.
We will imagine that the wave source due to the TC may be represented as a uniformly translating function. This assumption allows the parameterization of the relative vorticity of the TC in each layer as
where F n 5 10 (n21) is the maximum relative vorticity of the TC and R TC 5 0.3 is a parameter determining its horizontal scale. Note that the relative vorticity has a nondimensional amplitude O(10) in the lower layer consistent with observed values within NOGAPS. The position function r varies in space and time according to 5) and the motion vector for the TC V 5 (V x , V y ) will be prescribed to be a constant we determine from observations. Note also that there is no feedback between the evolution of the flow and the TC motion vector. We will parameterize the (low-level) inflow and (upperlevel) outflow V n x 5 [u n x , y n x ] from the tropical cyclone as
, (2.6) where x n 5 0.01 is the amplitude of the divergent wind field and R x 5 0.4 is a parameter determining its horizontal scale. Note that the inflow/outflow layers of real TCs are typically concentrated in rather shallow layers (Frank 1977) , whereas in this two-layer QG model these inflow/outflow layers appear to be quite deep. The source term (2.3), and also the relative vorticity (2.4) and the divergence calculated from (2.6) in the upper layer, which are used in the numerical computations below, are plotted in Fig. 1 .
Linearized dynamics a. Linear model
In this section we linearize the QGPV equation (2.1) around a horizontally constant, vertically sheared background state. This procedure results in the following evolution equation for the disturbance field in each layer:
where the disturbance streamfunction is u n and its PV is
The PV gradient of the background state is
We note that the necessary condition for instability in this model configuration is (Pedlosky 1987 )
which simply states that for instability to occur 1) the PV gradient in the upper layer must be opposite in sign from that of the lower layer and 2) a minimum critical shear must be obtained by the background flow. Throughout this work we will assume that (3.3) is not satisfied. If it were to be satisfied, we would need to concern ourselves with the possibility of the excitation of absolute and convective instabilities (Merkine 1977) . Support for the assertion that (3.3) is not satisfied for the particular cases we examine here is discussed in section 5 within the NOGAPS dataset.
b. Resonance
It proves convenient to diagnose resonance as a function of the spatial wavenumber within Fourier space. To begin we must first write the Fourier representation of the Rossby wave source (2.3):
where K 5 (k, l) is the wave vector and r 5 (x, y) is the position vector. The functionŜ 1 is plotted in Fig. 1b . By using (3.4) in (3.1) a forced solution is obtained:
The amplitude b 5 [B 1 B 2 ] T of the forced waves is required to satisfy 
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The condition for the existence of solutions of the form (3.5) requires that the determinant of M [det(M)] does not vanish. Resonance occurs for any values of K for which det(M) 5 0. This subset of wavenumber space for which resonance occurs will be denoted R 5 fKjdet(M) 5 0g and indicates the values of K for which the solution to (3.1) cannot be represented as (3.5) and must be represented as
where
which describes translating waves growing linearly with time at a rate proportional to the forcing. The left-hand side of (3.8b) should be recognized as the disturbance PV in Fourier space and shows that the PV spectrum of the resonant waves is simply equal to that of the forcing spectrum along the resonance curves defined by R. It is interesting to note that neither the background flow nor the b effect plays a role in shaping the vertical structures of the resonant wave spectrum, even though both effects play a significant role in shaping the vertical structure of the nonresonant waves. It is clear from the previous discussion that the det(M) plays the central role in determining which waves are to be resonantly forced by the recurving TC. The det(M) is to be recognized as the two-layer dispersion relation evaluated at the ''Doppler-shift'' frequency (K Á V) of the translating TC. Hence, the forced wave response selects those waves whose frequency is coincident with the Doppler-shift frequency of a moving wave source.
We may now write the total solution for the forced, linear system (3.1) as
where u n nm represents the homogenous (normal mode) solutions to (3.1), for which Ma 5 0, and a 5 [A 1 A 2 ] T . There exist two solutions at each wavenumber (A n 1 , A n 2 ) such that the vertical structure of u n nm at a particular wavenumber may be constructed through D n 5 c
If we imagine that the TC, for t , 0, has moved quickly to midlatitudes and is, at t 5 0, just beginning to produce baroclinic waves with V, then a sensible initial condition would be that there are no initial baroclinic waves induced by the TC before it reaches midlatitudes [i.e., u n (x, y, t 5 0) 5 0]. By using this initial condition in (3.9) and projecting B n into normal mode space at each wavenumber, we may find the amplitude of the unknown normal-mode spectrum, namely D n 5 2B n . Therefore, in the absence of resonance (u n res 5 0) those wave vectors K for which B n is largest will produce the largest asymptotic response as the phase of the normal mode spectrum rotates away from that of the forced, nonresonant waves. This ''uncovering'' of the forced, nonresonant waves leads to the growth of the total wave field (3.9), as
through the inverse of M, the rate of growth of u n is not necessarily small for wave vectors near resonance (i.e., for v ' K Á V). Also, note that the wave field (3.11), like the resonant solutions (3.8a), grows linearly with time.
The difference between the resonant and nonresonant solutions is that the nonresonant waves stop growing at an amplitude determined by (3.6), while under linearized (nondissipative) dynamics the resonant waves grow indefinitely. Because nonlinearity places an upper constraint on the allowable wave amplitudes, it may be that nonresonant waves are as likely as resonant waves to reach this threshold. In addition, we wish to point out that the addition of dissipative processes to this model configuration is sufficient to prevent resonance. Therefore, one might suppose that linear resonance arguments may not be a useful indicator of the response to the forcing in (2.3) under the action of dissipative processes and nonlinearity. We will show that resonance arguments do provide a useful indicator of the response to the forcing in (2.3) for the fully nonlinear simulations of section 4, which do include dissipation. The reason that arguments based on det(M) 5 0 are useful even in the presence of dissipative processes is discussed next.
c. Optimal TC forcing
Because (3.11) shows that the amplitude of b determines the significance of the response for the nonresonant waves, it is important therefore to understand what drives the response of b from s. This requires us to focus upon the structure of the matrix operator in (3.7) (Farrell and Ioannou 1996) . A linear system is normal when the matrix operator is symmetric and nonnormal when the matrix operator is nonsymmetric. Normal systems produce a response proportional to the amplitude of the forcing, while nonnormal systems can produce a very large response from relatively weak forcing. Inspection of (3.7) reveals that M is symmetric only when there is no vertical shear in the background wind field. Therefore, vertically sheared (baroclinic) background wind fields allow for the possibility of a very large response from TC forcing with optimal vertical structures. Conversely, the matrix operator defined by the left-hand side of (3.8b) is always symmetric, and hence normal, such that the resonant wave response is not sensitive to the vertical structure of the TC forcing.
We illustrate this concept by finding the forcing structure that would maximize the nonresonant wave response in b, that is, 12) where the superscript T denotes the Hermitian transpose of complex quantities. Equation (3.12) shows that the largest response in the vector b, under the norm described by the left-hand side of (3.12), will occur by letting s equal the eigenvector of M 2T M 21 with the largest eigenvalue. Note, however, that M 21 is proportional to the inverse of the det(M). Hence, the largest eigenvalue of M 2T M 21 goes as the square of the inverse of the det(M). This suggests that arguments based on the satisfaction of det(M) 5 0 are likely to remain useful predictors of the spectral response even in the absence of resonance.
d. Effect of horizontal shear
In this section we explore the effect of horizontal shear on the structure of the resonant response. To make progress we imagine that the TC is traveling in the Northern Hemisphere from the tropics into the extratropics and is therefore encroaching on the midlatitude jet from the south. As it travels northward it will feel stronger westerlies to its north and subsequently weaker westerlies (or even easterlies) to its south. The simplest way to represent this effect is to transform the background wind field as
where « ( 1. The representativeness of this field to the dynamics of real TCs is made clear in section 5 where the composite background flow for the TCs under consideration here is shown to be a very nearly linear function of y in the vicinity of the TC. The small parameter « suggests an expansion in the streamfunction as
(3.14)
Using (3.13) and (3.14) in (3.1) obtains at lowest order (3.15) which can be recognized as the problem that was solved in section 3b. Given that (3.15) has been solved, we can move directly to the next order. At the next order we obtain To isolate the effect of horizontal shearing from that of the vertical shear we will temporarily assume that there is no vertical shear (i.e., U 1 5 U 2 5 U). This assumption reduces (3.16) to
We will focus our attention onto the resonant waves from (3.8a), which suggests a solution of the form
With the solution at this order we now can describe the effect of horizontal shear on the resonant wave. The effect of the horizontal shear can most simply be described in terms of the QGPV of the resonant wave, that is, shows that the effect of the horizontal shear is to produce a shift of the amplitude and phase of the resonant wave spectrum along the resonance curve. The shift is proportional to the strength of the horizontal shear «U, the zonal wavenumber k, and the derivative of the forcing spectrum with respect to the meridional wavenumber. In the next section we will show that the response in the power spectra of the resonant waves owing to the inclusion of horizontal shear does indeed follow the predictions of (3.19).
Nonlinear model simulations
This section is aimed at providing explicit examples of the types of resonances obtained by translating forcing functions such as that in (2.3). The simulations we provide here are grouped into three cases in which the TC is moving to the northeast, north, or northwest. The background flow for each of these cases is taken from the observed flow for TCs moving in each of these directions as tabulated in Table 1 . The compositing procedure is discussed in section 5. The main discussion will focus on flows without horizontal shear so a clear correspondence can be made between the resonance curves of the previous section and the numerical simulations presented here. Following these results will be presented an example of the modification to these simulations when shear in the form of (3.13) affects the resonant response.
The numerical model solves (2.1) using a spectral method in space with the third-order Adams-Bashforth scheme (Durran 1991) in time. The grid resolution is N 5 256 points in both the zonal and meridional directions. Damping in the form of ordinary diffusion on the perturbation QGPV has been added to the model with amplitude of 1/N 2 . The initial condition is that of section 3 [i.e., u n (x, y, t 5 0) 5 0].
To prevent spinup issues that generally occurred in the lower layer due to the impulse from switching on the wave source at t 5 0, we gradually increase the strength with time of the source by multiplying it by tanh(t/4). The total length of integration is for 10 units of time; for the last 4 units of time the function tanh(t/4) . 0.9. A nondimensional time of 4 units is approximately equivalent to 4.6 days. There are two reasons we choose to show this time frame. The first is dynamically motivated by the resonance theory of section 3b. Recall that the resonant response depends sensitively on the mean flow parameters and TC motion vector. Consequently, we do not believe that a translating TC will remain within constant environmental conditions for longer than this amount of time. We feel that it is more likely that the TC will propagate into a different flow regime (different U 1 and U 2 ) or change its heading and speed over time frames longer than this. The second reason we choose this time frame is because it is consistent with the observed time elapsed during extratropical transition (Klein et al. 2000) .
a. Northeast-moving TCs
In Fig. 2 is plotted the response from a northeastwardmoving TC moving at the heading and speed listed in Table 1 . This figure shows the perturbation streamfunction and QGPV of the response in each layer. The upper-layer mean flow in this case is faster than the TC translation speed, but the lower-layer mean flow is slower than the TC translation speed. We will find in this and the other two cases that the relative motion of the TC with respect to the mean flow is an important indicator of the resulting forced baroclinic wave structure. Because the TC moves more slowly than the mean flow in the upper layer, the QGPV of its response trails to the east of the storm because it is advected to the east faster than the TCs eastward motion. The response to the Rossby wave source is a negative region of QGPV near the TC consistent with the sign of the source in the upper layer. Consequently, when this QGPV is inverted for the streamfunction one finds a northwest-southeast-oriented ridge and a dispersing wave train ahead of the storm. To the east and west of this ridge lies a trough consistent with the QGPV pattern. In the lower layer the TC is moving faster to the east than the mean flow and consequently we see that the disturbance QGPV extends to the west of the TC. Because the sign of the Rossby wave source in the lower layer is opposite to that of the upper layer, the lower-layer response at the TC center is a trough. We find that whenever the TC moves faster than the mean flow the response dominates at the location of the TC as seen in Fig. 2 .
In Fig. 3 is shown the power spectral response in both the QGPV and streamfunction fields for each layer. The resonance curves arise in pairs: one for the lower layer and one for the upper layer. Good agreement is found between the resonance curves and the maximum spectral response. Because of the baroclinic nature of these waves some cross-talk between layers is seen in the spectral response as maxima in one layer emerge in the other layer. In the upper layer and within regions of dominant spectral response the resonance curves predict that both the zonal and meridional wavenumbers will have the same sign. This implies a northeast-southwestoriented wave vector and consequently northwestsoutheast-oriented phase lines. This is consistent with Fig. 2 . Similar arguments apply to the lower layer.
b. North-moving TCs
In Fig. 4 is plotted the response from a northwardmoving TC moving at the heading and speed listed in Table 1 . The upper-layer mean flow in this case is faster than the eastward TC translation speed, but the lowerlayer mean flow is extremely weak and is approximately the same as the eastward TC translation speed. While the upper-layer mean flow is faster than the eastward TC translation speed, the difference is not so great that the QGPV is advected as far as that for the northeastwardmoving TC. This results in the trailing QGPV extending to the south of the TC. This leads to a ridge ahead of the TC, but oriented more north-south, and a dispersing wave train that is farther to the south than for the northeastward-moving TC. In the lower layer the QGPV is not significantly advected away from the TC and the response at the location of the TC dominates. The large negative QGPV anomaly in the bottom center of the lower layer denotes the path of the TC through the nearly motionless layer.
In Fig. 5 is shown the power spectral response in both the QGPV and streamfunction fields in each layer. Again, good agreement is found between the resonance curves and the maximum spectral response. In the upper layer the maximum spectral response in streamfunction occurs for wave vectors pointing northwest-southeast, which can be seen in Fig. 3 
c. Northwest-moving TCs
In Fig. 6 is plotted the response from a northwestwardmoving TC moving at the heading and speed listed in Table 1 . The upper-and lower-layer mean flow in this case is to the west. The TC translation speed is greater to the west than the mean flow in either layer. Typically, TCs travel at the speed of the steering flow, which is approximately the mass weighted average of the flow speed (Chan 2005) . This discrepancy between the layer flow speed and that of the TC could be due to the additional easterly propagation from b drift and/or the difference between the speed of TCs from the best-track data and that of TCs simulated using the analysis data in NOGAPS. In any event, because the TC is moving faster than the mean flow in both layers the response trails behind (to the east of) the TC. In both layers the response takes the form of a dispersing wave train to the east of the TC. Because the mean flow in this case is the most barotropic of the three cases, we see that the perturbations are the most vertically stacked of the three cases, but they are of opposite sign because the sign of the source functions reverse in the vertical owing to the lowerlayer inflow and upper-layer outflow. The northwestsoutheast-oriented structure of this response is very clearly similar to previous work on wave emission from traveling TCs within the tropics (Carr and Elsberry 1995; Li and Fu 2006; Ge et al. 2008) . Hence, the theory presented here provides a simple explanation for the observed wave emissions from traveling TCs within the tropics.
In Fig. 7 is shown the power spectral response in both the QGPV and streamfunction fields in each layer. Again, good agreement is found between the resonance curves and the maximum spectral response. Because the mean flow in this case is the most barotropic of the three cases we see that the resonance curves in the upper and lower layer are the most similar to each other of the three cases. Consequently, the upper and lower layers both agree that the wave vector of maximum spectral response should point toward the northwest-southeast consistent with Fig. 5 .
d. Horizontal shear and the northeast-moving TC
We include horizontal shear in the background flow used in section 4a by employing the transformation described by (3.13). We use a value of « 5 0.1 and all other parameters are left the same. Recall that this background flow simulates the situation in which a TC propagates northward into progressively stronger westerly winds.
The result of this horizontal shearing on the TC baroclinic wave emission is shown in Fig. 8 . In Fig. 8 is shown the upper-layer response in streamfunction and QGPV. The lower layer is not shown because the modifications due to shear are qualitatively similar to the upper-layer dynamics. Comparing Figs. 8a,b to Figs. 2a,b shows that the action of shear has been to advect the southern portion of the emitted baroclinic wave more slowly than in the unsheared case. This is simply due to the fact that the westerly background flow is weaker to the south of the TC and stronger to its north, which leads to disturbance QGPV traveling faster to the east when it is emitted at higher latitudes. The net result of this differential zonal advection of the baroclinic wave is that the phase of the baroclinic wave rotates clockwise around the TC when compared to the unsheared case (Figs. 2a,b) .
The spectra in Figs. 8c,d show that the maximum spectral response has also rotated clockwise off of the unsheared resonance curves. This rotation of the maximum spectral response leads to the dominant response occurring at a larger value of zonal wavenumber, consistent with (3.19). In addition, another simulation (not shown) including horizontal shear with the background flow and TC parameters set to that of the north-moving FIG. 4 . As in Fig. 2 , but for the north-moving TC.
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TC of section 4b reveals a very similar clockwise rotation of the baroclinic wave toward the south.
Observed ridge-trough couplets from TCs
In this section a dataset comprising NOGAPS analysis fields is used to obtain the observed upper-level streamfunction response to recurving TCs. The Joint Typhoon Warning Center and National Hurricane Center besttrack data at the 0000 and 1200 UTC synoptic times from 2003 to 2008 were used to obtain the position of the TC in which the NOGAPS data were composited. The TC heading and speed were determined by using a centered difference approximation on the position change using the 6-h resolution best-track data for each 0000 and 1200 UTC point. When a TC of sufficient strength exists, a synthetic vortex (Goerss and Jeffries 1994) is inserted into the NOGAPS data. Since we are interested in the transient ridge-trough couplets associated with the TC, a 15-day low-pass filter was applied to the NOGAPS winds to separate the TC and its associated ridge-trough couplet from the environment around the TC. Composites were then made for TCs moving at similar translational speeds for three translation directions: northwest, north, and northeast. The compositing criterion for translational speeds was between 3 and 7 m s 21 , and the criteria for headings were 3008-3308 for northwest, 3458-158 for north, and 308-608 for northeast.
A summary of the properties of the composited TCs in the NOGAPS analysis dataset is provided in Table 1 . The mean TC speeds compare favorably to Chan (1985) . The standard deviation across the dataset is remarkably uniform in each of the different groupings. The zonal wind values in Table 1 are calculated for application to the two-layer model resonance condition of section 3. The upper layer (500-200 mb) and lower layer (1000-500 mb) are defined as the mean zonal wind in the vertical and across the latitudinal band of 208 east and west and 58 north and south of the composite TC center. It is clear from Table 1 that the amount of vertical shearing FIG. 5 . As in Fig. 3 , but for the north-moving TC.
of the zonal mean flow increases as the heading rotates to the northeast. This is consistent with expectations and previous work (Chan 1985) .
If we focus on those TCs propagating to the northeast we see that, given the parameter values of section 2a, the vertical shear is not sufficient to satisfy the minimum critical shear requirement for values of F less than about 2. This is most likely due to the fact that the TCs in our archive were all located between 258 and 408N, which limits the magnitude of the vertical shear. Nevertheless, because typical values of F are less than 2 and the northeast case is the most vertically sheared we feel it is sufficient to focus on the stable dynamics. We acknowledge, however, that given the standard deviations of the wind fields within the dataset some TCs clearly existed within zonal mean flows that were unstable to the twolayer criterion. Figure 9 shows the composite zonal wind vertically averaged for the upper and lower layers for each heading in Table 1 . From Fig. 9 we can see that in the mean the TCs we examine here are beginning to encroach on the midlatitude jet but are still clearly south of the jet maximum. If we assume that the motion of the TC is largely dictated by the lower-layer zonal flow, then we see that the northwest-moving TCs are traveling within the easterlies, the north-moving TCs are approximately located at the zero wind line, and the northeast-moving TCs are within the westerlies. Note that the zonal wind profiles for the northeast-moving TCs and, to a lesser extent, the north-moving TCs are very nearly linear in the meridional coordinate in the vicinity of the TC, which is consistent with our use of the sheared flow approximation [(3.13) ].
In Fig. 10 is plotted the composite streamfunction field at 200 mb for the three TC groups of Table 1 along with their spectrums and resonance curves. No lower-layer results are shown because the strength of the relative vorticity of the TC was sufficient to entirely obscure the baroclinic wave signature. The central point in the streamfunction fields denotes the TC center at 850 mb as diagnosed from the relative vorticity center. The streamfunction was obtained by first specifying the values FIG. 6 . As in Fig. 2 , but for northwest-moving TC.
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on the compositing area boundaries using the boundary velocity, and then inverting the relative vorticity in the interior using a standard overrelaxation technique. No effort has been made to remove the relative vorticity of the TC before the inversion to streamfunction, so clear contamination of the response can be seen as a trough to the west of the ridge at the location of the TC center. We believe that this contamination generally resulted in the extent of the upper-layer ridge not extending as far as it should to the west. Direct comparison to the two-layer QG results must be tentative for several reasons. The first is simply that the NOGAPS model is significantly more complex than the two-layer QG model. Second, as discussed above, the composite background flow for the TCs is horizontally sheared, such that there generally exist stronger easterlies to the south of the TCs and much stronger westerlies to their north. Third, there are sampling issues present and, as discussed above, contamination from the upper-layer TC relative vorticity. Given these caveats, we see that there is generally good agreement between the observed orientation of the ridge in the streamfunction fields in Fig. 10 and the upper-layer streamfunction fields of Figs. 2a, 4a, and 6a. Additionally, the orientation of the wave train to the east of the TC is quite close for the northwest-moving TCs. Ge et al. (2008) have noted that the emitted wave train in the tropics has a larger meridional scale than zonal scale. Our Figs. 10e and 10f agree with their finding. If we assume that traveling TCs within the tropics are mainly traveling toward the northwest, then we find that this is a result of the structure of the source function and the structure of the resonance curves. For small wavenumbers, the resonance curves typically bend toward zonal and meridional wavenumbers of opposite sign such that symmetric source functions choose to resonate with waves that have small meridional wavenumber and relatively larger zonal wavenumber.
The orientation of the trough downstream of the ridge for the north-and northeast-moving TCs in NOGAPS FIG. 7 . As in Fig. 3 , but for northwest-moving TC.
appears to be rotated clockwise (toward the south) when compared to Figs. 2a and 4a of the two-layer QG simulations. Recall from Fig. 9 that the northeast-and north-moving storms existed in relatively strong sheared flow. Additionally, recall from section 4d that the action of shear is simply to perform a clockwise rotation of the response toward the south in agreement with the observed trough structure in Fig. 10 .
The power spectrum of the 200-mb streamfunction fields is also plotted in Fig. 10 . To create the power spectrum we interpolate the streamfunction fields from a latitude-longitude grid to a grid based on geometric distance from the TC center with uniform spacing between grid points. This new field is tapered using an exponential window and padded with zeros in grid space to increase the resolution in spectral space (Harris 1978) . Several different windowing functions were tried as well as padding intervals and all show very similar results.
The spectra of the northwest-moving TCs in Fig. 10 correspond quite well with the upper-layer resonance curves from the QG two-layer model. The good agreement for this direction is likely due to the relatively weak horizontal shear in the background flow. The power spectra for the north-and northeast-moving TCs in Fig. 10b and, to a lesser degree, Fig. 10d both show too much power at very small wavenumbers. We believe this is due to sampling issues and the rotation of the baroclinic wave response by the presence of horizontal shear in the background flow.
Summary and conclusions
We have explored the hypothesis that the divergent circulation of traveling TCs can explain the observed production of baroclinic waves by TCs in global models. The theory presented relied on arguments based on the resonance between a Rossby wave source due to the divergent circulation of the TC and the linearized wave operator governing free baroclinic waves of the midlatitude flow. Resonance occurred between a TC with a particular motion vector and free waves with a frequency equal to the ''Doppler-shift'' frequency (v 5 K Á V) of the traveling TC. Hence, those free waves of the midlatitude flow that are stationary with respect to the translating TC are capable of accumulating significant energy from the TC. The resonance theory provides curves in wavenumber space that predict the orientation of the resulting ridge-trough couplets with respect to the TC. Because of the structural characteristics of the TCs divergent circulation, upper-level ridge-trough couplets were produced that show some similarity to observations. The spectral subset of baroclinic waves excited by a traveling TC is sensitive to the (i) structural characteristics of the TC relative vorticity and divergent circulation, (ii) mean flow, and (iii) TC motion vector. This sensitivity in parameters implies a corresponding sensitivity of the forecast of downstream impacts from TCs. Uncertainty, whether in the analysis or the forecast, in item (i) leads to forecast uncertainty in the strength of the forcing along the resonance curves defined by R. Because of the curvature of the resonance curves for small wavenumbers this can lead to significant errors in the selection of the wave vector of maximum response and also the phase of the response with respect to the TC. Because the TCs in NOGAPS are generally of larger horizontal scale than in nature, the typical response is therefore likely to also be of too large a scale and subsequently rotated with respect to the true orientation. Uncertainty in items (ii) and (iii) leads to forecast uncertainty in the resulting baroclinic wave spectrum through a rotation of the resonance curves across the wavenumber plane. This can be seen in the rotation of the resonance curves as the mean flow and heading change in sections 4 and 5. Hence, uncertainty in items (ii) and (iii) also leads to errors in the wavelength and phase of the response. An error in the wavelength and phase of the response, whether from items (i), (ii), or (iii), leads to errors in the direction and magnitude of the group velocity. This leads to inaccurate fluxes of wave activity away from the TC and a subsequent alteration of the downstream impact.
Because the composite mean flow for the TCs we examined in the NOGAPS analysis dataset resulted in a model configuration that is baroclinically stable, we have not explored the response of translating forcing functions in unstable flow regimes. However, given the standard deviations in the composite mean flows of section 5, TCs sometimes do propagate into unstable flow regimes and the properties of their interaction with the midlatitude flow are of interest in these situations because of the possibility of severe breakdowns in predictability. In a different context the work of Hodyss and Nathan (2007) showed that the regional distribution of absolutely unstable and convectively unstable regions within a time-mean flow that includes planetary waves has a profound effect on the subsequent predictability of that flow. Presumably, traveling TCs, and their attendant divergent circulation, could be one of several FIG. 9 . The composite zonal-mean zonal wind for the region around the TC for each motion direction, for the (a) upper and (b) lower layer. The solid line indicates the northeast-moving TC; the thick dashed line, the north-moving TC; and the dash-dotted line, the northwest-moving TC. The horizontal thin dashed line denotes the center of the TC in the meridional direction.
forcing mechanisms that excite these absolute and convective instabilities, leading to regimes of limited predictability at midlatitudes. The exploration of these ideas is underway. 
