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In this report, we focus on the task of stance detection with the power of
machine learning techniques to determine the relative stance between a headline
and an associated article. We explore the performance of various models on the fake
news challenge dataset, including both traditional methods and neural networks. We
find that the Enhanced Sequential Inference Model proposed for Natural Language
Inference achieves great performance on the task of stance detection. To address the





2. Related Work··················································································· 2
2.1 Natural Language Inference (NLI)·····················································2
2.2 Document Representation·····························································2
2.3 Text Classification······································································· 3
3. Fake New Challenge··········································································· 4
3.1 FNC-1 dataset············································································4
3.2 Evaluation Metrics······································································ 4
3.2.1 Confusion Matrix································································ 5
3.2.2 Accuracy···········································································5
3.2.3 FNC Score········································································· 6
3.2.4 Precision, Recall, and F Score·················································· 6
4. Concepts and Models··········································································8
4.1 Statistical Based Text Representation················································ 8
4.1.1 Bag-of-words Model···························································· 8
4.1.2 N-GramModel··································································· 9
4.1.3 Term Frequency-Inverse Document Frequency Model···················· 9
4.1.4 Cosine Similarity································································10
4.1.5 Latent Semantic Indexing····················································· 10







4.3.2 Multinomial Naive Bayes······················································12
4.3.3 Support Vector Machine······················································ 13
4.3.4 Random Forest································································· 13
4.3.5 Gradient Boosting Decision Trees············································14
4.3.6 Multilayer Perceptron························································· 14
4.3.7 Recurrent Neural Network····················································14
4.3.8 Long-Short Term Memory···················································· 15
4.3.9 Gated Recurrent Unit··························································16
4.3.10 Bi-directional RNN····························································16
4.3.11 Convolutional Neural network··············································17
4.3.12 Embedding Bag······························································· 17
4.3.13 Independent Encoding·······················································17
4.3.14 Conditional Encoding························································ 18
4.3.15 Bidirectional Conditional Encoding········································ 19
4.3.16 Stacked Conditional Encoding·············································· 19
V
4.3.17 Enhanced Sequential Inference Model····································20
4.4 Ensemble Learning···································································· 24
4.5 Imbalance···············································································24
4.5.1 Balancing the class distribution··············································24
4.5.2 Adjusting class weight························································· 25
4.5.3 Focal Loss········································································25
4.6 Strategies to reduce Overfitting····················································· 26
4.6.1 Model selection································································ 26
4.6.2 Early stopping···································································27
4.6.3 Weight decay··································································· 27
4.6.4 Dropout··········································································27
4.7 Multiclass classification·······························································27
4.7.1 One-vs-all or One-vs-rest····················································· 27
4.7.2 One-vs-one······································································28
5. Experiments and Results···································································· 29
5.1 Winning solutions······································································29
5.2 Implementation details and results·················································30
6. Further Experiments and Analysis························································· 34
6.1 Article Length···········································································34
6.2 POS/NER embedding dimensions··················································· 36
6.3 Focal Loss vs Cross-Entropy Loss···················································· 36
6.4 Character Embedding································································· 37
6.5 LSTM vs GRU············································································38
6.6 Adding Dropout Layer·································································38
6.7 Ensemble················································································39





In this report, we explore how machine learning and deep learning techniques could
be used to detect fake news. Wikipedia defines fake news as a type of propaganda
that consists of deliberate disinformation or hoaxes spread through traditional print,
news media or online social media [1]. With the popularity of the Internet, fake news
is easy to transmit and be conceived. Fake news may cause some problems; for
example, people don’t know whether to believe a piece of news or not.
To combat fake news with artificial intelligence methods, Pomerleau and Rao
[2] organized the Fake news challenge Stage I (FNC-1): Stance Detection. The
organizers of this competition believed that accessing the veracity of a news story is a
complex and cumbersome task, even for trained experts, so a better way is to break
it into steps or stages [2]. This challenge focuses on the first stage of the veracity
checking, called the Stance Detection. More specifically, the stance could be one of
the following values: Agree, Disagree, Discusses, and Unrelated. The first three could
be merged into one class: Related. One of the examples is as follows:
Headline Hundreds of Palestinians flee floods in Gaza as Israel opens dams
Article Hundreds of Palestinians were evacuated from their homes Sunday morning after
Israeli authorities opened a number of dams near the border, flooding the Gaza
Valley in the wake of a recent severe winter storm.
...
Stance Agree
Table 1: One example of (headline, article) pair in the FNC-1 dataset.
This report is structured as follows: We first review previous related work in
chapter 2. Then in chapter 3, we cover some details about the FNC-1 dataset and
discuss proper evaluation metrics for this dataset. Thereafter in chapter 4, we
describe the machine learning concepts and models for the fake news challenge. In
chapter 5, we provide the implementation details of the models we use and report
the obtained results. In chapter 6, we design further experiments to explore our best
model and analyze of the results. Lastly, in chapter 7, we summarize our work.
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2. Related Work
2.1 Natural Language Inference
Natural Language Inference (NLI) is a task that focuses on inference about entailment
and contradiction between a premise and a hypothesis. Bowman et al. [3] published
a human annotated dataset called Stanford Natural Language Inference (SNLI) for
learning natural language inference. The SNLI dataset is composed of 570,152
high-quality sentence pairs. With the availability of such a large-scale dataset, many
complicated neural networks are proposed for the NLI task. These models can be
divided into two categories: sentence-vector based models and compare-aggregate
models. The former use a Siamese architecture [4]. For these models, firstly, we use
two encoders for the premise and hypothesis. Then we concatenate the encodings.
Finally, a Multilayer Perceptron classifier is used to decide the relationship between
two documents. Various neural networks have been used for sentence encoder, such
as Long-Short Term Memory [3], Gated Recurrent Unit [5], Convolutional Neural
Network [6]. These models usually transform a sentence into a fixed-length vector.
The compare-aggregate models [7] usually utilize attention mechanisms to
learn word alignments and then aggregate the information. Rocktaschel et al. [8]
introduced neural attention-based models, which allow the model to pay more
attention to detailed tokens of the sentence pair. To apply attention for the NLI task,
Parikh et al. [9] proposed a relatively simple but effective model that only uses word
embeddings and attention. Inspired by the idea of Parikh and other previous works,
Chen et al. [10] created an enhanced sequential inference model that learns
alignments between sentence pairs and aggregates them with another bidirectional
long-short term memory layer. Gong et al. [11] came up with a deep interactive
inference network that uses a convolutional network to extract information from the
sentence pairs.
2.2 Document Representation
Transforming a piece of text into a fixed-length vector is one of the fundamental
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tasks in Natural Language Processing. Due to the simplicity and effectiveness, the
bag-of-words, N-gram, and term frequency-inverse document frequency models are
the most commonly used representations for documents. Documents can also be
represented as a set of topics. Latent Semantic Indexing and Latent Dirichlet
Allocation are two popular topic models. Apart from statistical based models, Quoc
et al. [12] proposed a paragraph vector that learns a vector representation for a
sentence or a paragraph. The idea is to predict the following words in a paragraph
given a paragraph vector and several word vectors. Kiros et al. [13] introduced the
skip-thought method which encodes one sentence to predict the surrounding
sentences.
2.3 Text Classification
The goal of text classification is to label a document. Traditional representations of a
document, like the bag-of-words or term frequency-inverse document frequency, are
usually fed into a Support Vector Machine classifier with a linear kernel or a
tree-based learner. Yang et al. [14] designed the Hierarchical Neural Network that
utilizes attention mechanisms to find out the essential words and sentences in the
documents.
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3. Fake New Challenge
In this chapter, we describe the fake news challenge dataset and discuss appropriate
metrics for this dataset.
3.1 FNC-1 dataset
The FNC-1 dataset consists of a training set with 49,972 (headline, article) pairs and a
test set with 25,413 (headline, article) pairs. In the training set, there are 1,689
unique headlines and 1,648 unique articles. In the test set, there are 894 unique
headlines and 904 unique articles. The class distribution in the training set and test
set is reported in Table 2.
Agree Disagree Discuss Unrelated
Training set 7.4% 1.7% 17.8% 73.1%
Test set 7.5% 2.7% 17.6% 72.2%
Table 2: The class distribution in the training set and test set.
The FNC-1 dataset cannot be split into a training set and an evaluation set
because this would cause overlap between the headlines and articles. Instead, the
challenge organizers suggested a solution by randomly selecting articles from the
dataset. The evaluation set is composed of the selected articles and associated
headlines. This ensures that the model trained on the training set never “sees” the
articles in the evaluation set. However, the model can “see” the headlines in the
evaluation set. By adopting this method, we get a training set with 40,350 (headline,
article) pairs and an evaluation set with 9,622 (headline, article) pairs.
Significantly, the FNC-1 dataset is highly imbalanced. Most of the (headline,
article) pairs fall into the Unrelated class, while only 2 percent of the data is labeled
as Disagree. More details can be found in Table 2. This imbalanced class distribution
may pose limitations to the methods, especially evaluation metrics.
3.2 Evaluation Metrics
A confusion matrix is a table that visualizes the performance of a classifier. Each row
of the matrix represents the instance in a predicted class while each column
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represents the instances in an actual class [15]. In the binary classification setting,
the confusion matrix looks as follows:
3.2.1 Confusion Matrix
Figure 1: A confusion matrix for binary classification
TP: labeled as positive and predicted as positive
FP: labeled as negative and predicted as positive
FN: labeled as positive and predicted as negative
TN: labeled as negative and predicted as negative
With a one-vs-rest strategy, it’s easy to extend the confusion matrix to a multiclass
setting. For example, regarding all the samples with label Agree as positive samples
and all other samples as negative [16].
3.2.2 Accuracy







Accuracy measures the percentage of correct predictions. In multiclass classification,
accuracy equals the total number of data samples divided by the number of samples
correctly predicted by the algorithm. For the FNC-1 dataset, a system that simply
returns Unrelated receives an accuracy score of 72.2% on the test set. A model that
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predicts Unrelated for all the Unrelated samples and Discuss for all the Related
samples gets an accuracy score of 89.8% on the test set (this is an easy baseline).
Because of this highly imbalanced property of the Fake News Challenge Dataset,
accuracy is not an appropriate metric for this task.
3.2.3 FNC Score
Being aware of this imbalanced class distribution problem, the organizers of this
challenge proposed a weight accuracy metric called FNC Score, which awards 0.25
points to each (headline, article) pair with correct predictions. Another 0.75 points
are awarded if the label of a correct pair falls into one of the following categories:
Agree, Disagree, Discuss. Finally, even if the system outputs a wrong label, it could
still get 0.25 points as long as the prediction and the label are both in the Related
class (Agree, Disagree, Discuss). FNC Score does take class distribution into
consideration. However, since distinguishing between Related and Unrelated data
pairs is fairly simple for a variety of classifiers such as support vector machines, even
a trivial system that always outputs Discuss for the related data pairs can get a FNC
score of 0.83, which beats the performance of winning teams [17]. Consequently,
FNC Score is also not a good metric for this task.
3.2.4 Precision, Recall, and F Score

































1F is a special case of F score where 1 . Two other commonly used F scores are
2F score, which favors Recall and 5.0F which favors Precision. Since we care about
both precision and recall, 1F is chosen.
In the multiclass case, there are some variants of the 1F score; macro 1F
and micro 1F are two of the most popular ones. Their definitions are as follows:
Micro 1F : Calculates metrics globally by counting the total true positives, false
negatives and false positives.
Macro 1F : Calculates a 1F score for each category, and then average these 1F
scores.
The Micro 1F score is highly related to the most common classes, while Macro 1F
treats each category equally. Considering the imbalanced class distribution of the
FNC-1 dataset, Macro 1F is clearly a better choice. Only a system that performs
great on all of the four classes can get a good Macro 1F score. To explore the
human performance on the FNC-1 dataset, Hanselowski et al. [17] asked 5 human
annotators to manually label 200 instances; the results are listed in Table 3.
Macro- 1F Agree- 1F Disagree- 1F Discuss- 1F Unrelated- 1F
Human
Performance
.754 .588 .667 .765 .997
Table 3: Human performance on the FNC-1 dataset in terms of 1F score.
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4. Concepts and Models
In this chapter, we describe some concepts and models for the stance prediction task.
This chapter is constructed as follows. First, we introduce some methods that are
commonly used to represent text documents. Then, we cover some details about
classifiers used in this report. We also study the ensemble strategy and investigate
methods to tackle the imbalanced class problem. Finally, we discuss “overfitting” and
multiclass classification.
4.1 Statistical Based Text Representation
Since most of the machine learning algorithms considered here require a fix-length
vector as input, how to effectively transform a word, a sentence, a paragraph or a
document into a vector is one of the important topics in the natural language
processing community today. Some proposed models showed to perform well are
discussed below.
4.1.1 Bag-of-words Model
The bag-of-words (BOW) model is a simplifying representation that represents a text
as a bag of its words. For instance, the BOW model represents the sentence “Monica
likes to shop. Rachel likes to shop too.” as {‘Monica’: 1, “likes”: 2, “to”: 2, “shop”: 2,
“Rachel ”: 1, “too”: 1}. This type of feature is called term frequency, the number of
terms that appear in the text. As simple and clear as the BOW model is, it has some
limitations. First, the BOW model disregards spatial information in the text, e.g.,
word co-occurrence. Apart from that, common words like “I”, “a”, and “the” almost
always have a high term frequency. In addition, the BOW model ignores the order of
the words, which is quite important because sometimes the order of the words may
change the meaning of the whole text. For example: “That is great.” and “Is that
great?” have different meanings while their BOW representations are exactly the




As an alternative of the BOW model, the N-Gram model can store spatial information
in the text. For example, for a sentence “Monica likes to shop. Rachel likes to shop
too.”, a bi-gram model transforms it into {“Monica likes”: 1, “likes to”: 2, “to shop”: 2,
“Rachel likes”:1, “shop too”: 1}. By storing word co-occurrence information, n-gram
models usually outperform BOW models. One thing to notice is that when n equals 1
(also called unigram), a n-gram model equals a BOW model. As n increases, the
vocabulary size of the model increases. The above example shows a word n-gram
model. In some cases, we might need to do character n-grams. Instead of regarding
each word as a single unit, character n-gram models take a character as a single unit.
Apart from that, the logic stays unchanged.
4.1.3 Term Frequency-Inverse Document Frequency Model
Term frequency-inverse document frequency (TFIDF) is another statistical based
representation for text. As the name suggests, term frequency is the number of
terms that appear in the text. The BOW model and the N-gram model only take term
frequency into consideration, which means commonly used words like “I”, and “the”
always have a huge influence in the representation. The TFIDF model introduces
Inverse Document Frequency, which measures how much information a word
provides, i.e., a common word appears in plenty of documents while a rare word only
exists in some particular documents. Intuitively speaking, a word that appears a lot
of times in a document but only shows up in several documents is considered to be
an important word and thus has a significant weight. By combing the term frequency
and inverse document frequency, TFIDF reduces the effect of the commonly used
words or stop words. There exist many variants of TFIDF models. A commonly used









After obtaining the representations of two documents using a BOW/N-gram/TFIDF
model, we can calculate the similarity between two documents with pairwise metrics.








Where  represents dot multiplication and |||| vector gets the L2-norm of the
vector. Cosine similarity values range from 0 to 1. Values close to 0 represent
dissimilar documents while values close to 1 represent very similar documents.
4.1.5 Latent Semantic Indexing
Latent Semantic Indexing (LSI) [18] is a topic model that uses a matrix decomposition
technique called singular value decomposition (SVD) to reduce the columns of the
TFIDF matrix constructed from multiple documents. In this TFIDF matrix, each row
represents a document while each column corresponds to the TFIDF weight of a term.
After applying SVD, each column in the reduced matrix represents a semantic topic.
Document similarity can then be computed by calculating the cosine similarity
between two LSI vectors.
4.2 Word Embedding
4.2.1 Word2Vec
The problem of the aforementioned representations is that they fail to model the
semantic meaning of a word. Word2Vec [19] is a group of shallow neural networks
that take a large corpus of text as its input and output word embeddings. There are
two types of architecture: continuous bag-of-words or skip-gram, where the former
models predict the current word from a window of surrounding context words and
the latter models uses the current word to predict the surrounding window of
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context words. By considering the context information, Word2Vec models can
capture semantic and syntactic relationships between words. A good example is as
follows:
)()()()( manVkingVwomanVqueenV 
There is some research about why the word2vec model works so well.
Goldberg and Levy [20] argued that the loss function of the word2vec model makes
words occurring in similar contexts likely to have similar embeddings. For example, if
the training corpus contains many sentences like “The cat sits on the floor” and “The
dog sits on the floor”, the word2vec model starts to realize that “cat” and “dog” may
refer to similar things and map them closely in the word embedding space.
4.2.2 Glove
Glove is another kind of model for distributed word representation which combines
the advantages of global matrix factorization methods and local context window
methods [21].
4.2.3 Fasttext
Bojanowshki et al. [22] argued the importance of sub-word information and
proposed a model that learn representations for character n-grams. The word
embedding is represented as the sum of the n-gam vectors. Because word formation
follows rules in plenty of languages, using character level information improves the
vector representations, especially when the word is rare in the training corpus. As
simple as this idea is, this extension of the SkipGram model works pretty well on
various languages. The simplicity also enables the model to be trained fast.
4.2.4 More Embeddings
The big success of word embedding has led it to become a basic component of most
natural language models today. Recently, researchers have been working on getting
more powerful representation vectors. Embeddings from Language Models (Elmo)
12
proposed by Peter et al. [23] improves various state-of-the-art models for plenty of
tasks, including question answering, textual entailment, named entity extraction, and
sentiment analysis. Unlike traditional word type embeddings, Elmo assigns each
token a representation that is the function of the entire input sentence.
OpenAI demonstrated that Generative Pre-Training (GPT) helps many models
gain performance for a large variety of natural language processing tasks [24]. One
thing to notice is that GPT uses a left-to-right architecture, where every token can
only attend to previous tokens in the the Transformer.
Recently, Devlin et al. [25] introduced a new bidirectional language model,
Bidirectional Encoder Representations from Transformers (BERT), which achieves
new state-of-the-art performances on a wide range of natural language processing
tasks, including natural language inference, question answering, named entity
recognition, etc. The representations are trained by jointly conditioning on both left
and right contexts.
All of these representations are pretrained on a large text corpus with a deep
language model and require fine-tuning for a supervised downstream task.
4.3 Models
4.3.1 Logistic Regression
In machine learning concept, logistic regression is a linear classifier that uses a













Where W is the learnable weight and X is the input. If the probability is bigger than
0.5, logistic regression predicts 1. Otherwise, logistic regression outputs 0.
4.3.2 Multinomial Naive Bayes
Multinomial Naive Bayes is a probabilistic classifier that based on Bayes’ theorem
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with a naive assumption that features are independent [26]. The classifier makes the
predictions by returning the class with the maximum posterior probability given a





We can ignore P(d) since it’s a common to all of the classes. Given a dataset, we can
estimate P(c). Naive Bayes is built based on the BOW representations that ignores
the word order. In addition, Naive Bayes assumes that features are independent,
which means we can break down P(d|c):

i
i cwPcdP )|()|( ,
Where )|( cwP i stands for the probability of a word appears when the label is c.
)|( cwP i is easy to calculate by dividing the total appear times of a word in class c by
the total word counts in class c.
4.3.3 Support Vector Machine
Support Vector Machine (SVM) [27] is a model that maps data samples in space so
that instances from separate classes are divided by a gap that is as wide as possible.
By applying kernel tricks [28], the SVM can be used as a non-linear classifier.
4.3.4 Random Forest
The Random Forest [29] is an ensemble learning method. By applying a bagging
technique to tree learners, each decision tree in the forest is trained with a different
subset of data randomly sampled from the training set. To take a step further, we can
train each decision trees with a random subset of features. The basic assumption
behind the Random Forest model is that a single tree might overfit the training set,
but the average of many trees do not as long as these trees are not correlated. The
bagging and random subset of features are key, because each tree in the forest is
trained with a different subset of data samples and a different subset of features
[30].
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4.3.5 Gradient Boosting Decision Trees
The Gradient Boosting Decision Trees (GBDT) [31] is a prediction model in the form of
an ensemble of weak models. A weak model is a type of learner that perform slightly
better than a random guess. Given training data X, labels y, the goal of epoch n is to









i xfy . The








)( . The boosting algorithm forces the model to focus more on the
misclassified samples predicted by the previous learners. There are two variants of
GBDT, Xgboost and LightGBM, that work well on most tasks.
4.3.6 Multilayer Perceptron
A multilayer perceptron (MLP) is a class of feedforward neural networks with several
layers of nodes: an input layer, one or more hidden layers and an output layer [32].
By applying non-linear activation in the hidden layers, an MLP can distinguish data













the rectifier function, ),0max()(Re xxlu  . With linear activation, any layers of the
MLP can be equally replaced by a two-layer MLP. These non-linear activation
functions give the MLP more representation power.
4.3.7 Recurrent Neural Network
A recurrent neural network (RNN) is a class of neural networks designed to deal with
sequence data. Given an input sequence ],...,,...,,[ 21 Nt xxxxX  , for each time step
t,
)( 1 hththt bhUxWfh   ,
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where th is the hidden state of a RNN cell, tx is the input, 1th is the hidden state
calculated in the last time step, and f is the activation function. The final hidden
state of a RNN Nh is often used as the representation of the whole sequence.
When dealing with long sequence input, RNN has the problem of gradient
vanishing or gradient exploding. Artificial neural networks are trained with
gradient-based methods and backpropagation, which updates the weights
proportionally to the partial derivative of the loss function. The vanishing gradient
problem means that the gradient of the front layers becomes extremely small. The
gradient of the front layers is calculated using the chain rule which multiplies a small
number many times when the gradient of the top layers is small. This vast drop of
the gradient makes the training process for the front layers very slow, or even stops
the training process. The exploding gradient problem is similar, except that the
gradient of the front layers becomes extremely large. The exploding gradient
problem makes the training process unstable. To deal with the exploding gradient
problem, we can set a maximum value and clip the gradient to it.
4.3.8 Long-Short Term Memory
To address the problems of vanishing and exploding gradient, Hochreiter and
Schmidhuber [33] proposed the Long-Short Term Memory (LSTM) Network.
Compared to a traditional RNN, a LSTM unit is composed of a cell, an input gate, a
forget gate, and an output gate. Simply speaking, the input gate controls how much
new information should be added to the cell memory state. The forget gate controls
how much old information should be discarded. The output gate controls how much
information should be sent to the output. With the memory state and these three
gates, a LSTM unit has more power to regulate the information flowing into and out
of the cell. What’s more, the forget gate allows errors to flow backwards easily, and
thus a LSTM network can process several hundreds or thousands of steps. More
specifically, a LSTM cell is defined as follows:
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)( 1 ititit bhUxWi  
)( 1 ftftft bhUxWf  
)( 1 ototot bhUxWo  
)tanh( 11 ctctctttt bhUxWicfc  
)tanh( ttt coh  ,
where  is the sigmoid function, tanh is the hyperbolic tangent function, and 
stands for element-wise multiplication. tc is the memory state and th is the
output of the LSTM cell at time step t. *W , *U and *b are the learnable
parameters of the LSTM network.
4.3.9 Gated Recurrent Unit
The Gated Recurrent Unit (GRU) is another gating mechanism introduced by
Kyunghyun Cho et al. [34]. The GRU can be viewed as a simplified variant of a LSTM
with fewer parameters. The GRU has been shown to have similar performance with a
LSTM on some tasks.
)( 1 ztztzt bhUxWz  
)( 1 rtrtrt bhUxWr  
))(tanh()1( 11 htththtttt bhrUxWzhzh   ,
where  is the sigmoid function, tanh is the hyperbolic tangent function, and 
stands for element-wise multiplication. *W , *U and *b are the learnable
parameters of the GRU network.
4.3.10 Bi-directional RNN
A Bi-directional RNN models the sequence based on past and future contexts. To
achieve this, one can simply concatenate the outputs of two RNNS, one processing
the sequence from the beginning to end of the text, and the other one from the end
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to the beginning of the text. This simple trick is shown to be effective in many tasks
[35].
4.3.11 Convolutional Neural network
A Convolutional Neural Network (CNN) [36] is a class of feed-forward neural
networks that use a variation of MLP that only receives a restricted subarea of the
previous layer. Because of the translation invariance characteristics of images, CNNs
perform greatly on tasks like image classification. To make CNNs work for text, Kim et
al. [37] introduced a TextCNN structure that used CNNs for sentence classification
and achieved great success. The TextCNN uses a 1D CNN with various kernel sizes to
capture local information between words. However, this architecture fails to capture
long-distance word interactions.
4.3.12 Embedding Bag
Inspired by the idea of Fasttext [38], a straightforward approach is to use the mean of




Then we can concatenate h and a to get a 1 * 2d vector and feed it to a MLP
classifier.
4.3.13 Independent Encoding
Because of the simplicity, the Embedding Bag model ignores some information like
word order and synthetics that may be vital for the stance detection. To address this,
we use two independent LSTMs to encode the headlines and the articles. After
passing a headline to a LSTM encoder, the final hidden state is returned as the
semantic representation of the headline. A similar encoding is generated for the
corresponding article using an independent LSTM. These encodings are concatenated
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and then passed to a MLP classifier with one hidden layer and the RELU activation.
We show the structure of independent encoding (IE) as follows:
Figure 2: Illustration of the Independent Encoding.
4.3.14 Conditional Encoding
Rocktschel et al. [39] introduced conditional encoding to deal with the RTE task. We
can condition the encoding of the article on the encoding of the headline or
vice-versa. For the former situation, this can be simply implemented by passing the
final state of the headline encoder as the initial state for the article encoder. The final
hidden state of the article encoder is then fed to a MLP classifier. For the latter
situation, the same logic applies. The following chart can represent one type of
conditional encoding (CE):
Figure 3: Illustration of the Conditional Encoding.
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4.3.15 Bidirectional Conditional Encoding
We can also apply the bi-direction trick to the conditional encoding. Instead of using
one direction LSTMs, bidirectional conditional encoding uses bidirectional LSTMs as
the encoders. As in conditional encoding, the final hidden state of the first
bidirectional LSTM is passed as an initial state for the second bidirectional LSTM. One
thing to notice about bidirectional conditional encoding is that the final state of the
article/headline encoder is two vectors. We concatenate these two vectors and feed
it into a MLP classifier.
Figure 4: Illustration of the Bidirectional Conditional Encoding.
4.3.16 Stacked Conditional Encoding
These aforementioned models use a one layer RNN. It is likely that these shallow
models are not powerful enough to capture the information key to stance detection.
To extract high-level interaction between an article and a headline, we employ the
stacked two layers of conditional encoding structure. The first layer LSTM
incorporates contextual information into representation vectors, and the second
layer LSTM uses them to extract high-level semantic meanings. One thing to notice is
that the input of the second layer comes from the original word embedding and
vectors with contextual information, which gives LSTM the power to select significant
features for stance detection. We plot the structure of stacked conditional encoding
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(StackedCE) as follows:
Figure 5: Illustration of the Stacked Conditional Encoding.
4.3.17 Enhanced Sequential Inference Model
Considering the similarity between the stance detection task and the NLI task, it is
worth exploring the performance of the state-of-the-art NLI models on the FNC-1
dataset. The Enhanced Sequential Inference Model (ESIM) [10] achieves 88.0
accuracy on the test set of the Standford Natural Language Inference (SNLI) dataset.
Because of the excellent performance, ESIM is used as a baseline by many later
researchers for the NLI task and other related NLP topics. Since we conducted
extensive experiments with ESIM, we cover the basic structure and ideas behind this
well-performed model. ESIM is composed of embedding layers, input encoding part,
local inference modeling, and inference composition. For the stance detection task,
ESIM takes a headline, article as input and predicts a stance.
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Figure 6: Illustration of the ESIM.
The original version of ESIM simply uses a word embedding layer that maps a
token to a vector. To better model the input, we also include a named entity
recognition (NER) embedding, a part-of-speech (POS) embedding, and an exact
match flag. The NER embedding maps a NER tag to a vector, and the POS embedding
maps a POS tag to a vector. For each word in a claim or an article, if it appears both in
the claim and in the article, the exact match flag is set to 1. Otherwise, the exact
match flag is set to 0. For each word, we concatenate the word embedding, NER
embedding, POS embedding, and the exact match flag as our final word
representation.
In annotation, we have a headline ],...,[ 21 nhhhH  with length n and an













where wordEmb represents word embedding, posEmb represents POS embedding,
nerEmb represents NER embedding, flag() represents the exact match flag, and [;] is
the concatenation operation. The word embedding is pretrained, while the POS
embedding and NER embedding is learned through the training process.
We also use a bidirectional LSTM (BiLSTM) as our input encoding layer, which
incorporates contextual information into the word feature. With this encoding layer,
we can encode a headline for each token.
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Meanwhile, we can apply the same encoder to an article.
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To model local inference, ESIM takes a soft alignment layer that calculates the
















, and cos() stands for the cosine function. After computing the attention
weight, we can obtain the local relevance of a headline and an article. For a token in





























is a weighted sum of the ja

. Intuitively, for each token in a headline, the
relevant information in the article is extracted. We also perform this operation on
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To further enhance local inference, difference and element-wise multiplication
are introduced in the model. The expectation is that such operations could help
sharpen local inference information between token pairs and capture local
relationships such as contradiction. Finally, the output of this component is
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where  stands for element-wise multiplication and [;] is the concatenation
operation. The proposers of the ESIM model argue that this enhancement improves
the model by modeling some high-order interaction.
To capture local inference information, another bidirectional LSTM is
introduced here.
),( ,1,, ienhicic hhLSTMh 
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
With a pooling layer, ESIM can convert the above vectors into a fix-length
vector. Instead of using the summation, average-pooling and max-pooling are used
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We build the final MLP classifier with v as the input. The MLP has a hidden
layer with RELU activation and softmax output layer. The entire model is trained
end-to-end.
4.4 Ensemble Learning
Ensemble learning is a method that uses multiple learning algorithms to obtain
better predictive performance. Empirically, the more diversity among the models,
the better the results are. The diversity can come from different inputs to the model,
a different set of features to use, or even just a different random seed. Commonly
used ensemble strategies include bootstrap aggregating (bagging), boosting, and
stacking. Bagging ensures diversity by training each model using a randomly sampled
subset of the training set. Boosting forces the new trained model to put more
emphasis on the data samples that previous learners misclassified. Stacking involves
training a multilayer algorithm that the high layers classifier are trained on based on
the predictions from the low layers. Stacking has been showed to be successful on
many tasks [40].
4.5 Imbalance
One of the biggest obstacles of the fake news challenge is how to deal with highly
imbalanced class distribution. An Imbalanced class distribution is a common
phenomenon in the real world. In this section, we cover various strategies for
training and evaluating a classifier on an imbalanced dataset.
4.5.1 Balancing the class distribution
One straightforward way is to balance the class distribution. We can over-sample the
minority classes or under-sample the majority classes. In the fake news challenge
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setting, we cannot directly use over-sampling algorithms like Synthetic Minority
Over-sampling Technique (SMOTE) [41]. One alternative is to over-sample the
minority classes by picking samples at random with replacement. One thing to notice
about over-sampling is that the risk of overfitting goes up. Under-sampling is
relatively simple to implement. We can randomly drop some data points from the
majority classes. However, this means that we waste some data samples.
4.5.2 Adjusting class weight
Another approach is to adjust the loss function. A loss function or cost function is a a
function that measures the distance between the true labels and predictions. One
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known as the cross-entropy loss. The assumption is that a good model gives a big
probability value to the right class label. Other popular loss functions include hinge










Hinge loss is used for a support vector machine and MSE is used for regression
problems. Loss functions like log loss assume that each class contributes to the total
loss equally. In other words, every class is equally important. By assigning higher
weights to rare categories, we force the model to pay more attention to the minority
classes. However, we need to decide these weights for each class. One naive
approach is to set the weights to be inversely proportional to the class ratios in the




Based on the cross-entropy loss, Lin et al. [42] proposed a new loss function, Focal
Loss, that focuses more on hard, misclassified examples. The definition is as follows:
)log()1()( ttt pppFL

Where  is a tunable parameter that adjusts the rate of well-classified examples.
One thing to notice is that when 0 , Focal loss is equal to cross-entropy loss. For
the hard-to-classify samples, tp is usually small and
)1( tp is close to 1 and thus
the loss stays almost unaffected. For the easy-to-classify examples, )1( tp goes
to 0 and the loss is down-weighted. Compared to manually adjusting the class weight,
Focal Loss automatically pays more attention to the misclassified examples.
4.6 Strategies to reduce Overfitting
Overfitting refers to the phenomenon that a learner performs perfectly on the
training set while generalizing poorly on unseen data. Overfitting happens when a
model tries to “memorize” the training data rather than “learning” or “mining”
useful patterns. To prevent overfitting, many strategies are available (e.g., model
selection, early stopping, weight decay, dropout). The basic idea is to penalize
complex models or evaluate the performance of a model on unseen data [43].
4.6.1 Model selection
There exist a variety of learners that are suitable for different types of tasks.
Depending on the task and the dataset we have, we may choose a different
algorithm. After choosing a learner, a slight change of one single parameter (even a
different random seed) may lead to a brand new model. Since most of the learners
can be trained to perform perfectly on the train set, we need a brand new data set or
a set of unseen data to evaluate the generalization ability of a model. One natural
approach is to pick out some data samples from the train set randomly. This new
data set is often called the validation set or development set. The sampling ratio
typically takes the values of 0.1, 0.2 or 0.3. With a validation set available, we can
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tune the hyper-parameters of a leaner. The model that has the best performance on
the validation set is selected, which is the process of model selection.
4.6.2 Early stopping
Early stopping is a popular strategy used in the training process of GBDT and neural
networks. It uses the learner’s performance on a validation set as a monitor. If the
performance of a model on the validation set stops improving for a few epochs, the
training stops. The performance drop is a signal that the model is starting to overfit.
The simplicity and efficacy make early stopping very helpful.
4.6.3 Weight decay
Weight decay is a method to reduce overfitting in neural networks by penalizing
bigger weights or complex models. To achieve that, it adds a term in the loss function,
which usually takes the form of multiplying the norm of all the weights by a constant
number (usually 1e-6 to 1e-9). The assumption is that compared to single models,
complex models are more likely to overfit.
4.6.4 Dropout
Dropout is a commonly used regularization strategy in neural networks. It works by
randomly dropping some units in each layer when training a neural network, which
can prevent complex co-adaptations on training data [44].
4.7 Multiclass classification
Multiclass classification refers to the problem of classifying data samples into one of
three or more classes. While some algorithms are designed to allow the prediction
for more than two classes, others classifiers can be turned into multinomial
classifiers by some strategies.
4.7.1 One-vs-all or One-vs-rest
One-vs-all [16] is a method that transforms a multi-class problem into multiple binary
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problems (classifying the data samples into two categories). For each class, it trains a
classifier that regards data samples of that class as positive samples and other
samples as negatives. After applying the One-vs-all strategy we get C classifiers,
where C is the total number of classes. When making predictions, all of these C
classifiers return a confidence score for the decisions. For each data sample, the
classifier with the highest confidence score is chosen to predict the final label.
4.7.2 One-vs-one
One-vs-one [16] is a strategy that learns a classifier to distinguish data samples
between any two different classes, which means we get C*(C-1) classifiers after
applying One-vs-one for a C way multiclass classification.
29
5. Experiments and Results
In this chapter, we describe the experiment that we have conducted along with the
results obtained. All of the models are trained on the Fake News Challenge dataset
[2]. The performance on the validation set is used to select the best models. We
report the best macro 1F [17] values on the test set. To better compare the
performance of different models and see how various models perform on different
classes, we also report the class-wise 1F [17] values here.
5.1 Winning solutions
First, we briefly introduce the ideas behind the top 3 wining solutions. The top one
team Sloat in the SWEN [45] used a weighted average model of a GBDT and a deep
CNN. Their processing code generates a set of five features extracted from headlines
and articles, including counting features, TFIDF features, SVD features, Word2Vec
features, and sentiment features. These features are concatenated together to train
their GBDT model. Their CNN model uses several layers of 1D convolutional layers to
extract features and feed these features into a MLP classifier.
The second-ranked team Athene [46] uses an ensemble of different MLP
classifiers. The final predictions are based on the votes. Features like unigrams, topic
models based on non-negative matrix factorization, latent Dirichlet allocation, and
latent semantic indexing are used to train their MLPs.
Using a MLP classifier trained on term frequency vectors and the cosine
similarity between a pair of TFIDF vectors of a headline and the associated article,
team UCL Machine Reading [47] won third place of the FNC-1 competition. To reduce
the size of the network, they set the vocabulary size of the TFIDF transformer to 5000.
In other words, only the 5000 most frequent terms in the training set are used for
prediction.
Table 4 shows the results of the top three systems (results are from [17]).
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Sloat in the SWEN .582 .539 .035 .760 .994
Athene .604 .487 .151 .780 .996
UCL Machine
Reading
.583 .479 .114 .747 .989
Table 4: Performance for the top 3 wining teams.
5.2 Implementation details and results
Considering the simplicity and effectiveness of the TFIDF representations, we
conducted experiments to see how the TFIDF vectors work for FNC-1. The features
we used are similar to the features used in the team UCL Machine Reading. Instead
of using term frequency vectors, we use TFIDF vectors. Apart from that, n-grams (up
to 3) are also used when obtaining TFIDF vectors. The TFIDF transformer is trained
with all of the headlines and articles. Finally, the max features of the TFIDF
transformer are set to 10,000. The cosine similarity between a pair of TFIDF vectors is
kept. For the classifiers, we choose SVM, Logistic Regression, MLP, Random Forest,
and GBDT, all of which are introduced in the Concepts and Models chapter. SVM and
Logistic Regression use the default parameters. Our MLP has one hidden layer with
unit size equals to 100, the maximum training iteration is set to 10, and early
stopping is enabled. Other than that, the other default parameters are used. The
Random Forest Classifier consists of 50 trees, while GBDT consists of 100 trees with
learning rate set to 0.1. The processing and training code are implemented with
sklearn [48], because of the convenience and the clear documentation. To get a GBDT,
LightGBM is used. Table 5 shows the results.
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SVM .544 .47 .01 .73 .96
Logistic Regression .530 .43 .00 .74 .95
MLP .503 .41 .01 .66 .93
Random Forest .461 .35 .00 .58 .91
LightGBM .562 .51 .01 .76 .97
Table 5: Performance for the models trained with TFIDF features.
From the above results, we observe something interesting. Firstly, all of the
models do an excellent job of distinguishing between related pairs and Unrelated
pairs, which shows the effectiveness of the TFIDF representations. In addition, all of
the existing models, including the models in the winning solutions, perform poorly
on the Disagree class (the best system only gets a 1F score of .151). This may be
caused by the limited number of Disagree samples in the dataset (only about 850
pairs).
To show that neural networks can perform stance detection, we trained many
RNN based models on the FNC-1 dataset, including IE, CE, StackedCE, and ESIM. In
addition, we trained an Embedding Bag model that only uses the word embedding
information. The details of these models are introduced in the Concept and Models
Section. All of the deep learning models are implemented with Pytorch [49].
The embedding layer used by all of the LSTM based neural networks are
exactly the same, a word vector concatenated with a POS vector, a NER vector, and a
match flag. We used pretrained 100D Glove 6B vectors [21] to initialize our word
embedding. NLTK [50] is used to do tokenization and extract the POS and NER tags of
each token in a headline or an article. Each POS or NER tag is mapped to a
10-dimensional vector. The POS embedding and NER embedding is initialized using a
normal distribution with zero mean and standard deviation of 1. All of the
embeddings are updated during the training process. We write the preprocessing
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code to make sure that the headlines/articles are of the same length in the same
batch. On top of that, any headline with more than 50 words is truncated to 50
words, while article length is cut to 100 words. Shorter texts are padded with zeros.
For optimization, we use Adam [51] with learning rate set to 1e-3. The first
momentum is set to be 0.9 and the second is set to 0.999. The weight decay is set to
1e-6. All hidden states of BiLSTMs have 100 dimensions. To prevent overfitting, a
dropout of 0.5 is applied to the hidden layer of the MLP classifier. Focal loss with
gamma of 5 is used as the loss function to be minimized.
With the above default settings, the performance of various models on the test
set is reported in the following table:
Macro-
1F
Agree- 1F Disagree- 1F Discuss- 1F Unrelated-
1F
Embedding Bag .313 .08 .00 .36 .81
IE .498 .41 .02 .59 .97
CE, H->A .528 .45 .12 .57 .97
CE, A->H .515 .42 .07 .59 .97
StackedCE,
H->A
.484 .39 .01 .56 .97
StackedCE,
A->H
.456 .40 .04 .43 .96
ESIM .600 .53 .19 .70 .97
Table 6: Performance of various models on the test set.
From Table 6, we can see that the extracted information by directly feeding
LSTMs a pair of (headline, article) is not powerful enough to solve a complex problem
like stance detection. Compared to independent encoding, conditional encoding on
the headlines or articles does help, but the improvement is limited. Stacking two
layers of conditional encoding actually damages the performance. The reason is not
clear and worth exploring further. We leave this for future work. One interesting
thing is that ESIM performs quite well. The macro 1F value is similar to the top 3
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winning systems. Although ESIM was proposed for NLI, it seems to be a choice for
stance detection. The great performance of ESIM is not surprising since NLI and
stance detection are two types of tasks with many commonality, e.g. the format of
the input is a pair of texts, and the goal is to predict a label that explains the
relationship between the text pair.
34
6. Further Experiments and Analysis
Since ESIM is one of our best models, we design several experiments to further
explore the potential of this architecture.
6.1 Article Length
The maximum length for a headline is set to 50, which is longer than any headline in
the dataset. All of the information in the headlines are considered, and the article
length controls how many words in the article to be used by our neural networks.
The articles/headlines length distributions of the FNC-1 training set test set are as
follows:
Figure 7: Histogram of articles length distribution of the training set.
Figure 8: Histogram of headlines length distribution of the training set
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Figure 9: Histogram of articles length distribution of the test set
Figure 10: Histogram of headlines length distribution of the test set
We tune the ESIM over the following article body length: 50, 80, 100, 120, 150.
The results are summarized in Table 7.






.554 .51 .02 .71 .91
Article length:
80
.552 .51 .05 .68 .97
Article length:
100
.600 .53 .19 .70 .97
Article length:
120
.561 .50 .12 .65 .97
Article length:
150
.575 .50 .14 .68 .97
Table 7: Performance vs Article length
From the results, we can see that the 1F score of the Disagree class is
affected mostly by the length of the article body length, which may happen when the
first few sentences in the article seem to agree or discuss a headline while the
following sentences contradict the attitude in the first few sentences. In addition, we
observe that the ESIM with short article body performs well. The first 100 words are
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good enough to determine the stance perspective of a (headline, article) pair. This is
understandable since people tend to state their opinions in the first few paragraphs.
6.2 POS/NER embedding dimensions
The dimensions of the POS or NER embedding in the ESIM model is also a
hyper-parameter to tune. In theory, as the dimension increases, the importance of
POS and NER tags increases, while the importance of word embeddings decreases.
Macro-
1F




Embedding size: 5 .559 .51 .13 .64 .96
Embedding size: 10 .600 .53 .19 .70 .97
Embedding size: 15 .575 .48 .16 .69 .97
Embedding size: 20 .573 .51 .10 .71 .98
Table 8: Performance vs Embedding size
Table 8 shows how the performance of ESIM varies according to the
embedding dimensions of POS vectors and NER vectors. From the experiments
training ESIM with different embedding dimensions for POS and NER tags, we
observe no significant improvement on the test set. Given the relatively small
vocabulary size of POS tags and NER tags (the vocabulary size for POS tag is 36 and
the vocabulary size for NER tag is 6), setting the embedding dimensions to 10 seems
reasonable.
6.3 Focal Loss vs Cross-Entropy Loss
To show the efficiency of Focal Loss for this imbalanced dataset, we train an ESIM
with cross-entropy Loss (class weight is set to be Agree: 3, Disagree: 3, Discuss: 3,
Unrelated: 1) and an ESIM with Focal Loss. Then we compare the performance of
these two models. Table 9 reports the results and shows that Focal Loss is a great
loss function for the FNC-1 dataset. Notice that the F1 score for the Disagree class
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trained with Cross-Entropy Loss equals zero. Because of the extremely small portion
of the Disagree data samples in the FNC-1 dataset, their contribution to the total loss
is so small that Cross-Entropy loss ignores it. One can argue that for a different class
weight (for instance, setting the class weight for the Disagree class to 10), models
trained with Cross-Entropy loss may outperform models trained with Focal Loss for
the FNC-1 dataset. One significant advantage of Focal Loss is that it can automatically
put more focus on hard-to-classify data samples.
Macro-
1F




Cross Entropy Loss .512 .45 .00 .63 .97
Focal Loss .600 .53 .19 .70 .97
Table 9: Performance vs Loss function
We further explore how the choice of gamma affects the ESIM’s performance
on the test set. We summarize the results in Table 10. We can see that Focal Loss
with a small gamma value achieves similar performance with Cross-Entropy Loss. As
gamma increases, the Focal Loss penalizes misclassified instances more heavily.
Macro-
1F




Gamma: 3 .514 .43 .00 .66 .96
Gamma: 5 .600 .53 .19 .70 .97
Gamma: 6 .572 .51 .13 .68 .97
Table 10: Performance vs Gamma.
6.4 Character Embedding
When exploring the dataset, we found that some of the words appearing in the
dataset are not in the vocabulary of the Glove pretrained vectors, which is called the
out of vocabulary (OOV) problem. To deal with OOV, we add a character embedding
that maps a character into a 30 dimensions vector. The model design follows the
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textCNN structure proposed by Kim et al. [36]. First, we pad all the tokens to the
same length. Then a CNN with max pooling is used to extract character level
information. The kernel size is set to be (2, 3, 4) to capture bi-gram, tri-gram, and
four-gram information.
We report the results in Table11. Character embedding seems to make the









With char-embedding .587 .51 .14 .73 .98
Without
char-embedding
.600 .53 .19 .70 .97
Table 11: Performance of ESIM with or without char-embedding.
6.5 LSTM vs GRU
Considering the fact that the FNC-1 dataset is relatively small (around 50,000 rows)
and ESIM is a very complex system (about 41m parameters), we reduce the total
number of parameters by replacing all of the LSTM units with GRU units. This
replacement boosts the performance of the ESIM from 0.600 to 0.606 in terms of
macro 1F score. The improvement is quite small, indicating the possibility of
overfitting.
6.6 Adding Dropout Layer
One of the straightforward and effective approaches to prevent overfitting is to use a
dropout layer. After the concatenating operation that combines word embedding,
POS embedding, NER embedding, and Exact Match flag, we add a dropout layer on
top of the concatenated vectors. The keep rate is set to be 0.8, which means that our
ESIM has a 20% percent of the chance to set the element to be 0. There is a
possibility that our model hiddenly rely on a small set of features, such as POS tags.
This added dropout layer forces the model to extract information from all the
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features, because POS tags may be dropped during training process. The results in









ESIM with LSTM .600 .53 .19 .70 .97
ESIM with GRU .606 .55 .21 .69 .97
ESIM with GRU +
Dropout
.611 .56 .23 .68 .97
Table 12: Performance of ESIM with different settings.
6.7 Ensemble
Since ESIM is such a complex model that takes a lot of time and computation to train,
we want simple ensemble strategies. This means that stacking is out of our
consideration. One naive way is to train multiple ESIM models with different random
seeds. Although this means we need to train a model several times, this is a pretty
popular method. Another approach is to save models after each epoch during the
training phase. After collecting several models, the average or weighted average











2 ESIM models .614 .56 .23 .69 .97
2 ESIM models +
LightGBM
.617 .57 .23 .70 .97
Table 13: The results of ensemble learning.
Table 13 shows two examples of our experiments. The first row in Table 13 is a
weighted average prediction of two ESIM models trained with different random
seeds. The second row combines an additional GBDT model based on TFIDF features.
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The weight of each classifier is related to the macro 1F scores on the evaluation test.
The higher the macro 1F score, the bigger the weight. Although LightGBM performs
worse than ESIM, the diversity of TFIDF features and LightGBM helps the system
perform better. From Table13, we can also see that the improvement of the
ensemble strategy on FNC-1 dataset is relatively small.
To find out why the ensemble strategy does not work as expected, we further
analyze the predictions for an ESIM model and a LightGBM model. The correlation
coefficients are as follows:
LGB:Agree LGB:Disagree LGB:Discuss LGB:Unrelated






Table 14: Correlation of predictions between ESIM and LGB
The above result means that although ESIM and LGB are trained with different
features, their predictions on the Agree, the Discuss and Unrelated class are highly
correlated, which makes the ensemble loses it’s power.
6.8 Ideas for future work
Because of the good performance of ESIM on the FNC-1 dataset and the similarity
between NLI and stance detection, one straightforward and effective direction is to
build more systems that obtain state-of-the-art results on the SNLI dataset. In
addition, considering the significance of pretrained word vectors for neural networks,
instead of using 100 dimensional word representations, a 300 dimensional word
embedding may be helpful for containing more information. Also, word embeddings
trained with different methods may capture various semantic meanings. The
performance comparisons between Glove, Word2Vec, and Fasttext for the FNC-1
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dataset are worth exploring. Our word embedding layer could be replaced by a deep
contextualized word representation, such as ELMO, GPT and BERT; there are fairly
easy to use and showed to improve models’ performance for many tasks [22, 23, 24].
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7. Conclusion
In this report, we have investigated algorithms trained with TFIDF features and word
embedding for the stance detection task. The results obtained show that TFIDF
vectors are effective representations of headlines and articles. The winning team in
the FNC-1 uses a large set of hand-engineered features, including TFIDF similarities,
SVD features, n-gram, sentiment features, word2vec features. However, a GBDT
trained with TFIDF vectors and their similarities gets a Macro 1F score of 0.562,
which is comparable to the best systems.
We also study how neural networks work for the stance detection task. Neural
networks with simple structure have poor performance. One interesting thing is that
the ESIM model proposed for Natural Language Inference produces our best results,
which can be explained by the similarity between NLI and stance detection tasks.
This provides us with directions for future work. We are eager to see how other
state-of-the-art systems for the NLI task perform on the FNC-1 dataset. All of the
existing solutions perform poorly on the Disagree class. We maintain that the reason
is the limited number of data samples in the FNC-1 dataset. To fully see the potential
of neural networks for this task, more data samples are needed, especially for the
minority classes.
The fact that models trained with different text features output highly
correlated disappointing results indicates that stance detection is not an easy task.
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