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A B S T R A C T
In Magnetic Resonance Fingerprinting (MRF) the quality of the estimated parameter maps depends on the encoding
capability of the variable flip angle train. In this work we show how the dimensionality reduction technique Hierar-
chical Stochastic Neighbor Embedding (HSNE) can be used to obtain insight into the encoding capability of different
MRF sequences. Embedding high-dimensional MRF dictionaries into a lower-dimensional space and visualizing them
with colors, being a surrogate for location in low-dimensional space, provides a comprehensive overview of particular
dictionaries and, in addition, enables comparison of different sequences. Dictionaries for various sequences and sequence
lengths were compared to each other, and the effect of transmit field variations on the encoding capability was assessed.
Clear differences in encoding capability were observed between different sequences, and HSNE results accurately reflect
those obtained from an MRF matching simulation.
1. Introduction
Magnetic Resonance Fingerprinting (MRF) is a rapid
MRI technique that is used to estimate tissue relaxation
times (T1, T2) and other MR-related parameters such as
proton density (M0) (Ma et al., 2013). These parameters
often reflect pathology such as inflammation and neurode-
generation. Unlike many other quantitative imaging tech-
niques, MRF simultaneously encodes T1 and T2, such that
the corresponding parameter maps can be obtained in an
efficient manner. The simultaneous encoding is established
through a variable flip angle pattern in the data acquisi-
tion process, which, if designed well, creates a characteris-
tic signal evolution for each tissue in the human body. The
T1 and T2 values for each voxel can be found by matching
the measured signal curve to a pre-calculated dictionary
containing the simulated signal evolutions as a function
of the applied flip angle sequence for all possible (T1,T2)
combinations.
The quality of the resulting parameter maps substan-
tially depends on the underlying MRF flip angle sequence.
Recent works have shown that flip angle pattern optimiza-
tion can either improve the accuracy of parameter quan-
tification or reduce the scan time that is needed to achieve
the same accuracy (Sommer et al., 2017; Zhao et al., 2018).
It is also known that increasing the length of the MRF se-
quence improves the accuracy of the parameter maps, in
particular T2 (Cline et al., 2017; Sommer et al., 2017).
Therefore, determining the optimal sequence or flip angle
train is very important.
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However, the process of optimizing a sequence is not
straightforward due to the large solution space and the lack
of well-established measures of encoding quality. More-
over, the optimal sequence may actually be different for
each application, and therefore the application of interest
and its constraints should ideally be taken into account.
Sommer et al. (2017) have shown how a Monte-Carlo type
approach can be used to predict the encoding capability
of different MRF sequences. The measures of encoding
are based on the inner product between neighboring dic-
tionary elements, and the distinction is made between lo-
cal and global measures of encoding. Later, Cohen and
Rosen (2017) and Zhao et al. (2018) formulated the se-
quence optimization problem as an inverse problem, al-
lowing one to actually calculate the optimized sequence
under certain constraints, using a dot product matrix as
the encoding measure. Although these techniques show
promising results, it is not clear yet how the encoding ca-
pability changes within a dictionary when a single number
is assigned to the (global or local) encoding capability of
the dictionary.
In this work we present an alternative approach to judge
the encoding capability of MRF sequences that provides
insight into local capabilities as well as global capabilities
of encoding. We analyze the encoding capability of an
MRF sequence by looking at its corresponding MRF dic-
tionary, describing the relevant signal evolutions for the
application of interest, as was also done in Sommer et al.
(2017). We use the dimensionality reduction technique Hi-
erarchical Stochastic Neighbor Embedding (HSNE) (Pez-
zotti et al., 2016), which is a scalable and robust implemen-
tation of the t-Distributed Stochastic Neighbour Embed-
ar
X
iv
:1
91
0.
02
69
6v
1 
 [e
es
s.I
V]
  7
 O
ct 
20
19
2 Kirsten Koolstra et al.
ding (t-SNE) (Van der Maaten and Hinton, 2008), to trans-
form the high-dimensional MRF dictionary into a low-
dimensional space. The choice of HSNE is motivated by its
capacity to pick up small differences in signals while pre-
serving the manifold structure, which makes it particularly
useful for analyzing data with nonlinear structure such as
MRF dictionaries. This allows us to visualize the entire
MRF dictionary as a colormap, based on which the lo-
cal and global encoding capability can easily be examined.
The color values in these maps are a surrogate for loca-
tion in the low-dimensional space. Moreover, this method
provides a framework for comparing different MRF dictio-
naries and hence sequences. Several targeted experiments
were carried out to demonstrate how our visual representa-
tion of MR and MRF dictionaries correspond to simulation
experiments.
In Section 3.1 we show the principles of the technique
by analyzing dictionaries generated from classical quanti-
tative sequences such as inversion recovery (IR) and turbo
spin echo (TSE). Next, in Section 3.2, we show that this
technique is sensitive enough to pick up small differences in
the encoding of MRF dictionaries by comparing three dif-
ferent MRF sequences. In Section 3.3 we visualize how the
encoding capability changes with the length of the MRF
sequence, and, as a final example, in Section 3.4 we also
demonstrate how the effect of variations in the intensity of
the MR transmit field (B+1 ) on the encoding quality can be
analyzed. The HSNE results are compared to simulation
results for validation.
2. Methods
In MRF, T1, T2 and M0 values are calculated by match-
ing the measured signal evolutions to a calculated dictio-
nary using the inner product as a quality measure. This
is different from traditional parameter quantification, for
which there is a closed form signal equation that describes
the signal intensity of the images. In the latter case, the
measured signal evolutions can be fitted to the signal equa-
tion using least squares minimization methods, resulting
in T1, T2, T ∗2 and M0 estimations. Traditional parameter
quantification, however, can also be approached as a dic-
tionary matching problem if the closed-form signal equa-
tion is used as a model for the dictionary construction.
Here, we create such dictionaries for traditional quantifi-
cation methods, such that the encoding capabilities of clas-
sical sequences can be studied in a similar way as for the
MRF sequences.
2.1. Classical dictionaries
Two different classical sequences were used to generate
three classical dictionaries: the TSE sequence used for T2
mapping (dictionary DTSE), and the IR gradient echo se-
quence used for T1 mapping (dictionary DIR). The IR
sequence was also studied with a shorter maximal inver-
sion time to reduce the degree of T1 encoding (dictionary
DshortIR ). Dictionaries for these sequences were generated
from the closed form signal (S) expression for the TSE
sequence,
S(TE) = M0
(
1− e−TRT1
)
e−
TE
T2 , (1)
and for the IR sequence,
S(TI) = M0
(
1− 2e− TIT1 + e−TRT1
)
e−
TE
T2 . (2)
DTSE was calculated with TR=1.5 s. For DIR, TR=2.5 s
and TE=2 ms was used and the maximal inversion time
was set to TImax=3 s. DshortIR was generated with the same
TE and TR, but with a shorter maximal inversion time:
TImax=200 ms. Signal curves were discretized into 1000
time points to match the number of flip angles used for
calculation of the MRF dictionaries. For simplicity, we set
M0 = 1 in these calculations. T1 values ranged from 20 to
5000 ms in steps of 30 ms, and T2 values ranged from 10
to 1000 ms in steps of 10 ms.
2.2. MRF dictionaries
Two different MRF flip angle sequences were used to
generate three MRF dictionaries. Both sequences consist
of 1000 flip angles using a constant TR=15 ms. The se-
quence shown in Figure 1 contains a smoothly varying flip
angle pattern introduced by Jiang et al. (2015) (dictionary
DJ) and is preceded by a 180◦ inversion pulse. The same
sequence was also analyzed without the inversion pulse
(dictionary D−J ) to reduce the T1 encoding ability. The
third sequence constructed by Sommer et al. (2017) (dic-
tionary DS) has a more jagged random pattern; see also
Figure 1. The three MRF dictionaries were created by
Bloch simulations using the extended phase graph formal-
ism to model a fast imaging with steady state precession
(FISP) sequence (unbalanced) (Scheffler, 1999). The same
T1 and T2 ranges were used as for the classical dictionar-
ies. For Jiang’s pattern (with inversion pulse) a dictionary
DBJ was also generated, taking into account B+1 variations
ranging from 0.4 to 1.3 times the nominal values to mimic
the impact of transmit RF inhomogeneity. All dictionary
calculations only included (T1,T2) combinations for which
T1 is larger than T2.
2.3. Dimensionality reduction
Each dictionary entry was reduced from 1000 to either
2 elements (for the classical sequences) or 3 elements (for
the MRF sequences) with t-SNE, which projects higher-
dimensional data onto a lower-dimensional manifold while
preserving similarity (pairwise distances) between data
points. We used HSNE as the particular implementation
of t-SNE as it has been shown to be much more capable of
reconstructing the underlying low-dimensional manifolds
(Pezzotti et al., 2016). Embeddings were initialized with
random seed placement. Drilling into the next (lower) level
of the hierarchy was performed after the convergence (105
iterations) of the current level, using all the calculated
landmarks. Landmarks that were added on the lower level
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Fig. 1: MRF flip angle patterns used: smoothly varying pat-
tern designed by Jiang et al. (2015) (green line) and randomly
varying pattern designed by Sommer et al. (2017) (blue line).
Both patterns start with an inversion pulse seen at flip angle
number 0.
were initialized by interpolating the locations of their “par-
ents”. Early exaggeration (200 iterations; factor 1.5) was
used for producing the embedding only on the top level of
the hierarchy. The embedding on the bottom (data) level
was selected as the final result; see examples in Figures 2–
4. No additional data standardization (e.g. Z-scoring) was
performed.
One of the parameters to tune in HSNE is the neighbor-
hood size for the kNN search Pezzotti et al. (2016), which
is related to the perplexity parameter of t-SNE (Van der
Maaten, 2013). This parameter influences formation of
clusters in the embedding and is dependent on the size of
the data set (dictionary entries). Therefore, its value was
empirically selected per case resulting in the following val-
ues: 3 · 103 (classical sequences), 103 (MRF), and 5 · 103
(B+1 dictionary). For the classical sequences, such rela-
tively high values of this parameter are motivated by the
very low dependence of these sequences on either T1 (TSE)
or T2 (IR). Hence, capturing more global structure of these
dictionaries requires setting high values of this parameter.
The neighborhood size for the other two cases were set to
values of a similar order.
2.4. Registration of embeddings
To facilitate comparison between different embeddings,
they were mapped to a common reference frame, ensuring
consistency of the color mapping. Without loss of gener-
ality, we selected the embedding EJ corresponding to the
dictionary DJ as the reference for the MRF sequences. For
the comparison between different B+1 scaling factors each
E iJ for i ∈ {0.4 : 0.1 : 1.3} was registered to EJ, which co-
incides with embedding E1.0J corresponding to the subdic-
tionary created with B+1 = 1.0. For the classical sequences
introduced in Section 2.1, we registered EshortIR to EIR. The
registration was performed using a modification of the It-
erative Closest Point (ICP) algorithm (Chen and Medioni,
1992) by Zinßer et al. (2005) that also enables scale es-
timation. In this we assumed that the correspondences
Fig. 2: Comparison of three classical sequences. Two-
dimensional embeddings of the classical dictionaries (top) and
the corresponding color-coded dictionary maps in the (T1,T2)
coordinate system (bottom). In these dictionary maps, similar
colors for certain (T1,T2) combinations indicate similar struc-
ture of the corresponding low-dimensional dictionary elements.
(A) The different echo times in the TSE sequence enable T2
encoding, resulting in a color variation only in the T2 direction
in DTSE. (B) The opposite is true for the IR sequence, where
different inversion times (TImax = 3 s) enable T1 encoding, re-
sulting in a color variation only in the T1 direction in DIR. (C)
A shorter maximal inversion time (TImax = 200 ms) results in
a reduced T1 encoding, shown by the somewhat smaller color
range in the color-coded dictionary map of DshortIR in the T1 di-
mension. The white triangle in the bottom of the color-coded
dictionary maps represents the unsampled region for which T2
is larger than T1.
between the point pairs are known, which allowed skip-
ping the point matching step and significantly simplified
the algorithm.
In our prior work (Dzyubachyk et al., 2019) we demon-
strated, using Jiang’s dictionary (Jiang et al., 2015) as an
example, that embeddings produced using our approach
exhibit a high degree of stability. This means that intrin-
sic stochastic effects resulting from using t-SNE/HSNE can
be neglected. In the same work we also analyzed two ways
of comparing two dictionaries: embedding them separately
and jointly, in both cases followed by registration. Numer-
ical results confirmed very similar performance of the two
approaches, from which the conclusion was drawn that the
former (separate embedding) is preferred for being faster.
In this work we used separate embedding, followed by reg-
istration, for the MRF sequences, while two IR sequences
were embedded together for better assessment of small dif-
ferences in encoding ability.
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Fig. 3: Comparison of three different MRF flip angle patterns.
Three-dimensional embeddings of DJ (A), D−J (B) and DS (C)
(in blue), registered to that of DJ (in green) are shown in the
top row, with their colored versions in the middle row. Em-
beddings for DJ and for DS look very similar, while both being
very different from that for D−J . The corresponding color-coded
dictionary maps in the (T1,T2) coordinate system are shown
in the bottom row, in which similar colors for certain (T1, T2)
combinations indicate similar structure of the corresponding
low-dimensional dictionary entries. Like the embeddings, also
the color-coded dictionary maps for DJ and DS look very sim-
ilar, suggesting comparable encoding capability. The sequence
without inversion pulse results in a color-coded dictionary map
with less color variation in the T1 direction, especially for large
T1 values, suggesting reduced encoding capability compared to
DJ and DS. The white triangle in the bottom of the color-coded
dictionary maps represents the unsampled region for which T2
is larger than T1.
2.5. Color-coding of embeddings
For each dictionary, we mapped the coordinates of the
low-dimensional embedding into a color space. For 3D em-
beddings, the CIE L*a*b* color space (Fairchild, 2013) was
used. For 2D embeddings we used a colormap designed by
Teuling et al. (2011) that produces superior performance
with respect to various validation measures compared to
other 2D colormaps (Bernard et al., 2015). Consequently,
the color of each entry was mapped back to the dictionary
space. In this way a correspondence between each dictio-
nary entry and a color was established, resulting in color-
coded dictionary maps for each (T1,T2) or (T1,T2,B+1 )
combination. Typical examples of the color-coded embed-
dings and dictionary maps are illustrated in Figures 2–6.
In these maps, similar colors indicate similar structure of
the corresponding low-dimensional dictionary elements.
2.6. Simulation experiment
A synthetic image of the brain (Guerquin-Kern et al.,
2012) was resized to a 256 × 256 matrix and binned into
three tissue types representing white matter (WM), gray
matter (GM) and cerebral spinal fluid (CSF). For each
of these three tissues, relaxation time values reported in
literature (Wansapura et al., 1999) were assigned to the
corresponding regions, resulting in ground truth T true1
and T true2 maps. MRF and IR signals were simulated
for the synthetic brain image by assigning to each pixel
the dictionary entry corresponding to the (T true1 ,T true2 )
or (T true1 ,T true2 ,B+1 true) combination. Noise was added to
these signals such that the resulting SNR of an MRF signal
curve was equal to 1. The simulated MRF and IR signals
were then matched back to the dictionary according to
m = argmax
i
{di · s} (3)
with di = di(x, y) denoting the normalized dictionary
entries, s = s(x, y) the normalized MRF signal, and
m = m(x, y) the index pointing to the best match for each
pixel (x, y). Note that this approach results in a T1 map for
the IR sequences, T1 and T2 maps for MRF sequences, and
T1, T2 and B+1 maps for DBJ . In addition, the matching
was repeated for DBJ , this time treating the B+1 value as
a known fixed spatially-invariant value, which is relevant
when a B+1 map is measured beforehand. Note that the
same experiment can be performed for a spatially-variant
B+1 map. Error maps for T1 and T2 were calculated from
E(1:2)(x, y) =
∣∣∣T(1:2)(x, y)− T true(1:2)(x, y)∣∣∣
T true(1:2)(x, y)
· 100%. (4)
Matching errors for gray matter, white matter and CSF
were derived from
E(1:2) =
∣∣∣T (1:2) − T true(1:2)∣∣∣
T
true
(1:2)
· 100%, (5)
where T1 and T2 are the T1 and T2 maps averaged over all
pixels in the corresponding regions.
3. Results
3.1. Classical sequences
Figure 2 shows the low-dimensional (2D) representations
and the corresponding color-coded dictionary maps for the
dictionaries generated for the three classical sequences:
DTSE, DIR and DshortIR . These classical sequences only en-
code one parameter each, and therefore the embeddings
have relatively simple structure (one-dimensional mani-
folds). The multi-echo TSE sequence used for T2 mapping
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Fig. 4: Comparison of different MRF sequence lengths. Three-dimensional embeddings of DJ (top), their colored versions (middle),
and the corresponding color-coded dictionary maps in the (T1,T2) coordinate system (bottom) for sequence lengths ranging from
100 to 1000 flip angles (lengths given on top of each subplot). For each different length the embedding (blue) was registered to
that of length 1000 (green). There is less color variation in T2 direction for the shortest (L ∈ {100, 200}) compared to longer
sequences, suggesting reduced T2 encoding. From 600 flip angles onwards the embeddings and the color-coded dictionary maps
are very similar to that of length 1000, in which case a clear color gradient can be observed both for T1 and for T2. The white
triangle in the bottom of the color-coded dictionary maps represents the unsampled region for which T2 is larger than T1.
only encodes T2, which is confirmed in Figure 2A by the
color change in the T2 direction, while there is no color
change in the T1 direction. The opposite is true for the T1
mapping IR sequence illustrated in Figure 2B. Shortening
the maximal inversion time in this sequence reduces the T1
encoding ability, as represented by the smaller color-range
in Figure 2C compared to that in Figure 2B. These results
are confirmed by the simulation results in Figure 7.
3.2. MRF sequences
Figure 3 shows the embeddings and the color-coded dic-
tionary maps for the dictionaries generated for the three
MRF sequences: DJ, D−J and DS. These sequences encode
T1 and T2 simultaneously, resulting in embeddings that
are more complicated structures (three-dimensional man-
ifolds) compared to those of the classical sequences. The
differences between the three MRF sequences are much
smaller compared to the differences between the classical
sequences. Removing the inversion pulse from Jiang’s se-
quence reduces the encoding capability, which can be ob-
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Fig. 5: Comparison of different B+1 scaling factors embedded together. (A,B) Three-dimensional embedding of DBJ including T1,
T2 and B+1 scaling factors ranging from 0.4 to 1.3. In (A), each embedding point is visualized using the developed color-coding
scheme, while in (B) a single unique color was assigned to all points with the same B+1 value. From these plots it can be observed
that different B+1 scaling factors tend to end up as separate subparts of the embedding, although the subparts have a common
root. (C) The corresponding color-coded dictionary maps in the (T1,T2) coordinate system show that, in general, different B+1
fractions in the dictionary are represented by different colors in the color-coded dictionary maps, suggesting that the B+1 map can
be estimated in the matching process together with the T1 and T2 maps. Some regions, such as represented by short T1 and/or
T2, show very similar colors for different B+1 fractions, suggesting that these (T1,T2,B+1 ) combinations are less well-encoded by
this particular MRF sequence. Please note that the colored squares in the white triangular regions refer to the different colors in
(B). The white triangle in the bottom of the color-coded dictionary maps represents the region for which T2 is larger than T1. It
is worth noting that sharp transitions visible in some of the maps are caused by much more complex structure of the embedding
due to increased dictionary size.
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Fig. 6: Comparison of different B+1 scaling factors embedded separately. Three-dimensional embedding of DBJ for B+1 scaling factors
ranging from 0.4 to 1.3 (top row) and their colored versions (middle row). Subdictionaries were treated as individual dictionaries,
embedded separately (blue) and registered to the embedding corresponding to B+1 = 1.0 (green) afterwards. From a B+1 scaling
factor of approximately 0.9 onwards, the embeddings are very similar to that of B+1 =1.0. The corresponding color-coded dictionary
maps in the (T1,T2) coordinate system are shown in the bottom row with the B+1 fraction given above each subplot. For low B+1
fractions the color-coded dictionary maps shows less color variation in T2 dimension compared to the B+1 = 1.0 case, especially
for long T2, suggesting reduced T2 encoding for low B+1 fractions. The white triangle in the bottom of the color-coded dictionary
maps represents the unsampled region for which T2 is larger than T1.
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Fig. 7: Simulation study of the encoding capability for the classical IR sequence with different maximal inversion times TImax.
(A) The T1 map obtained from DIR is of higher quality compared to that of DshortIR , confirmed by the percentage error maps
calculated according to Equation (4). (B) Percentage errors in T1 averaged over the entire individual tissue components according
to Equation (5) show that the encoding difference is larger for gray matter than for white matter and CSF.
served from the smaller color variation in the T1 direction
in the color-coded dictionary map, especially for long T1
values. The embeddings and the color-coded dictionary
maps for Sommer’s and Jiang’s sequence look very sim-
ilar, suggesting that those sequences provide comparable
encoding quality. These results are confirmed by the sim-
ulation results presented in Figure 8, where the largest
matching error is found for DJ, especially for tissues with
very long T1 values such as CSF.
3.3. Sequence length
Figure 4 shows the 3D embeddings and the color-coded
dictionary maps for DJ and its truncated versions, corre-
sponding to different flip angle sequence lengths. For a
very small number of flip angles, T2 encoding is reduced,
shown by less color variation in the T2 direction. At 600
and above flip angles, the embeddings and the color-coded
dictionary maps start looking very similar to that of the
full-length version. These results are also confirmed by
simulation results presented in Figure 9, which shows a
larger matching error for shorter sequence lengths as was
also shown by Sommer et al. (2017). This effect is espe-
cially visible for T2, for which the encoding principle relies
on stimulated echoes whose contribution becomes larger
for longer sequences. The T2 matching error is smallest
for tissues with long T1 and T2 (CSF), which is also pre-
dicted by the larger color gradient in the T2 direction in
the color-coded dictionary maps for long T1 values, which
is especially visible for a sequence length of 100.
3.4. B+1 scaling factors
Figure 5 shows the embedding and the color-coded dic-
tionary map for DBJ , in which different B+1 scaling factors
represent transmit field inhomogeneities or inefficiencies.
Note that the entire dictionary including B+1 variations
was embedded as one single dictionary, from which B+1
can be estimated together with T1 and T2 in the matching
process. The color-coded dictionary maps show a gradual
color change for different B+1 scaling factors. This color
gradient appears to be smaller for short (T1,T2) combi-
nations, suggesting lower encoding for those regions. The
color gradient appears also smaller in the T2 direction,
suggesting larger matching errors for T2 than for T1. Sim-
ulation results in Figure 10 confirm these findings, showing
a larger matching error for T2 than for T1, and the error
is also larger for gray matter and white matter that have
shorter T1 and T2 values compared to CSF.
Figure 6 shows the embeddings and color-coded dictio-
nary maps for subdictionaries of DBJ , each embedded indi-
vidually. For small B+1 scaling factors the color-coded dic-
tionary map shows less color variation in the T2 dimension,
suggesting reduced T2 encoding. This effect is strongest
in the right half of the color-coded dictionary maps, corre-
sponding to long T2 values. For B+1 scaling factors between
0.8 and 1.3 the embeddings and the color-coded dictionary
maps look rather similar, predicting smaller matching er-
rors for high B+1 values than for low values. These results
are confirmed by simulation results in Figure 11, where the
percentage errors are larger for T2 than for T1. They are
furthermore especially pronounced for tissues with long T2
values (CSF) and for low B+1 scaling factors. In general
these matching errors are much larger than those in Fig-
ure 10, showing the advantage of fixing the B+1 value in
the matching process.
4. Discussion
This work has shown the feasibility of using HSNE to
visualize and compare the encoding capability of different
quantitative sequences. Low-dimensional representations
of the classical sequences showed color variation either in
the T1 or T2 direction, whereas MRF sequences showed
color variations in both the T1 and T2 directions. A very
short MRF sequence results in reduced T2 encoding, and
from a length of 600 flip angles onwards the encoding capa-
bility of Jiang’s pattern (Jiang et al., 2015) is very similar
to that of a sequence with a length of 1000 flip angles.
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Fig. 8: Simulation study of the encoding capability for the three studied flip angle patterns. (A) The T1 and T2 maps obtained
from DJ are of very similar quality to that of DS, confirmed by the percentage error maps calculated according to Equation (4).
The absence of the inversion pulse in D−J reduces the encoding capability compared to DJ. (B,C) Percentage errors in T1 and T2
averaged over the entire individual tissue components according to Equation (5) show that the encoding difference is largest for
tissues with very long T1 values such as is the case for CSF. The lines connecting the markers are shown for visualization purpose
only and have no other meaning.
Different B+1 values are, in general, well distinguishable,
except for very small T1 and/or T2 combinations. When
using the B+1 maps as prior information in the matching
process, the encoding is better for short T2 tissues than for
long T2 tissues. All these results were in agreement with
IR and MRF simulation results, showing additionally that
fixing the B+1 in the matching process results in smaller
errors compared to estimating B+1 in the matching process.
Although in this study t-SNE/HSNE was used to
transform the high-dimensional dictionaries into low-
dimensional space, there are many other dimensionality re-
duction techniques that could be used instead. For several
benchmark data sets, t-SNE has been shown to produce
results of superior quality compared to other non-linear
transformations such as Isomap and Locally Linear Em-
bedding (Van der Maaten and Hinton, 2008). However,
these results need to be reevaluated for MR dictionaries
in order to find out whether these conclusions hold in the
context of quantitative MR sequences.
The results shown in this study provided qualitative
comparisons of different MR sequences by visualizing dif-
ferences using color-coding. Although these qualitative re-
sults were in agreement with simulation results and there-
fore show the proof of principle of the technique, quan-
titative results derived from the color-coded dictionary
maps or the low-dimensional embeddings may facilitate
better and more detailed comparisons between sequences
that show small differences in encoding capability. One
could describe the local shape of the embeddings using e.g.
statistics of the point cloud distribution. Currently the
question of which quantitative measures are suitable for
describing such differences most efficiently, or which mea-
sures describe the encoding capability best, is still open.
In our earlier work (Dzyubachyk et al., 2019) we pre-
sented two different ways to perform the embedding and
registration processes when comparing different sequences.
In that work we embedded each sequence individually, af-
ter which the point clouds were registered to each other us-
ing a modification of the Iterative Closest Point algorithm
with integrated scale estimation (Zinßer et al., 2005). An
alternative approach would be to first combine two dic-
tionaries and treat them as one large dictionary in the
embedding process, after which registration of the two
point clouds corresponding to each of the combined dic-
tionaries can be performed. As we demonstrated earlier in
Dzyubachyk et al. (2019), both approaches provide compa-
rable registration results, and hence result in similar color-
coded dictionary maps. Since the latter approach is com-
putationally more expensive due to the two-fold increase
in the number of high-dimensional data points, the former
approach is more attractive in this application.
The HSNE algorithm is intrinsically stochastic due to
random initialization of the low-dimensional distribution.
Hence, the final embeddings may in general differ from
run-to-run. In Dzyubachyk et al. (2019) we performed
a quantitative stability study on the Jiang’s dictionary
(Jiang et al., 2015) and concluded that the final embed-
ding was highly repeatable. While we did not repeat this
stability study for different dictionaries used in this pa-
per, we performed several runs on the most characteristic
dictionaries from each group and qualitatively concluded
sufficient similarity between the results corresponding to
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Fig. 9: Simulation study of the encoding capability for different sequence lengths. (A) The T2 maps obtained from DJ show only
a minor increase in error (Equation (4)) as the length of the dictionary elements reduces from 1000 to 700 flip angles. Further
shortening the length of the dictionary elements to 100 drastically increases the error in T2. This effect is hardly visible for T1,
again, except for tissues with very long T1 values. (B,C) These results are also summarized in the average percentage errors
calculated over the entire individual tissue components according to Equation (5).
different runs of the algorithm. The perplexity, the only
variable HSNE parameter in our setup, depends on the
number of points in the data set and was thus optimized
per dictionary group. It must also be pointed out that
the T1 and T2 range included in the dictionary also affects
the final embedding structure. Therefore, HSNE parame-
ter(s) should ideally be optimized for each dictionary with
a different size or parameter range.
In visualization applications, special attention should de
paid to selection of the color scheme (Bernard et al., 2015).
While this is rather straightforward in 3D, as most of the
commonly used colormaps are perceptually linear, selec-
tion of a proper 2D colormap is much less trivial as such
colormaps should comply to a large set of quality require-
ments as pointed out by Bernard et al. (2015). Based on
their experiments they concluded that the 2D colormap
designed by Teuling et al. (2011) outperforms all other
analyzed colormaps. Consequently, we selected this col-
ormap for visualization for cases in which the dictionary
was projected onto 2D.
High-dimensional dictionaries can be transformed into
any n-dimensional space using t-SNE for n smaller than
the dynamic length of the dictionary. Natural choices en-
abling straightforward visualization are n = 2 or n = 3.
In this work, all MRF dictionaries were transformed into a
3D space, since 3D embeddings are expected to show larger
differences between dictionaries if the differences between
encoding capability are relatively small (Koolstra et al.,
2019). However, the classical sequences described in Sec-
tion 2.1 exhibit very low dependence on either T1 or T2.
This means that the corresponding embedding will always
lay on a 1D manifold, irrespective of the target embedding
dimensionality of the low-dimensional space. Thus, in this
work we projected these sequences onto a 2D space, which
was preferred to 1D embedding for ease of visualization
and being more commonly used, as dimensionality reduc-
Kirsten Koolstra et al. 11
Fig. 10: Simulation study of the encoding capability for DBJ when matching T1, T2 and B+1 . (A) The error in the T2 maps increases
as the B+1 scaling factor, and therefore the maximum flip angle, decreases. (B,C) This effect is shown again in the percentage
errors averaged over the entire individual tissue components (Equation (5)), which also show that the effect is very small for T1.
A scaling factor of B+1 = 1.0 results in the smallest error for white matter and gray matter.
tion to 1D remains very rare in visualization applications
and its properties are not well known or/and described.
5. Conclusion
HSNE can be used to visualize the encoding capability of
classical quantitative sequences and MRF sequences. The
technique can be used to obtain insight into the encoding
principles, in particular of MRF, by comparing different
sequences. The framework may furthermore be helpful
for MRF sequence optimization, in which the application
of interest and its corresponding constraints can easily be
taken into account. Further work needs to be done to
derive quantitative measures of encoding capability from
low-dimensional embeddings, which may support the use
of thic technique in clinical applications.
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