We generalise a result of Hardy, which asserts the impossibility of a function and its Fourier transform to be simultaneously "very rapidly decreasing", to: (i) all noncompact, semi-simple Lie groups with one conjugacy class of Cartan subgroups; (ii) SL(2, R); and (iii) all symmetric spaces of the noncompact type.
Introduction.
A celebrated theorem of L. Schwartz asserts that a function f on R is 'rapidly decreasing' (or in the 'Schwartz class') iff its Fourier transform is 'rapidly decreasing'. Since this theorem is of fundamental importance in harmonic analysis, there is a whole body of literature devoted to generalizing this result to other Lie groups. (For example, see [18] .) In sharp contrast to Schwartz's theorem, is a result due to Hardy [5] which says that f andf cannot both be "very rapidly decreasing". More precisely, if |f (x)| ≤ Ae −α|x| 2 and |f (y)| ≤ Be −β|y| 2 and αβ > 1 4 , then f ≡ 0. (See [2] , pp. 155-157.) However, as far as we are aware, until very recently no systematic attempt was made to generalize Hardy's theorem to other Lie groups. In [12] , [13] , and [15] , this result has been generalized to the Heisenberg groups H n , the Euclidean motion groups M (n) and for certain eigenfunction expansions. In this paper we establish an analogue of Hardy's theorem for a class of noncompact semisimple Lie groups and all symmetric spaces of the noncompact type.
Hardy's theorem can also be viewed as a sort of 'Uncertainty Principle'. The results in [12] and [13] are presented from this point of view.
(In [1] , Cowling and Price have proved an "L p − L q " version of Hardy's theorem on R. The theorem of Beurling in [9] is similar in spirit to Hardy's theorem, although far more general, and indeed Hardy's theorem, as well as the result of Cowling and Price, can be deduced from it as special cases.)
Notation and Preliminaries.
Let G be a connected, non-compact, semi-simple Lie group with finite centre and K a fixed maximal compact subgroup of G. Let G, K denote the Lie algebras of G and K respectively. Suppose G = K P is a Cartan decomposition of G and B is the Cartan-Killing form of G. It is known that B restricted to P is positive definite. Therefore B defines an inner product on the real vector space P. Let P = exp P. Then G is diffeomorphic to K × P under the map (k, u) → ku for k ∈ K and u ∈ P . Therefore each g ∈ G can be uniquely written as g = g K g P with g K ∈ K and g P ∈ P . Since P and P are diffeomorphic under the exponential map, g P = exp X for a unique X ∈ P. Define g G = B(X, X) 1 2 . Fix a maximal abelian subspace A of P. Let the dimension of A be l.('l' is called the real rank of G.) The restriction B| A×A gives an inner product on A and we can identify A with R l under this inner product. Let ∆ denote the set of roots for the adjoint action of A on G. Fix a Weyl-chamber A + of A and let ∆ + be the corresponding set of positive roots (see [7] for details). Let A = exp A and A + = exp A + . If A + denotes the closure of A + in G then it is known that G = KA + K, the polar decomposition of G i.e. each x ∈ G can be written as x = k 1 ak 2 , for k 1 , k 2 ∈ K and a ∈ A + . If G α denotes the root space corresponding to α ∈ ∆, then we can choose a Haar measure dx on G such that relative to the polar decomposition it is given by dx = J(a)dk 1 dadk 2 where J(a) = α∈∆ + (e α(log a) − e −α(log a) ) n(α) , n(α) = dim G α and 'log' is the inverse of the map 'exp' on
where da is the Haar measure on A. Let G = KAN be the corresponding Iwasawa decomposition of G (see [7] for details). The Iwasawa decomposition gives rise to the projection mappings κ : G → K, a : G → A, and n : G → N . Then we have
If M denotes the centralizer of A in K then P = MAN is the minimal parabolic subgroup of G. Fix ξ ∈ M and let H ξ be the finite dimensional Hilbert space on which ξ acts, d(ξ) = dim H ξ . For λ ∈ A * (the real dual of A), define a representation (ξ, λ) of P by:
where log : A → A is the inverse of the map exp : A → A and ρ = 1 2 α∈∆ + n(α)α, m ∈ M , a ∈ A, n ∈ N . From this representation we get, by induction, a representation π ξ,λ of G acting on the Hilbert space
where · denotes the norm on H ξ . The induced representation π ξ,λ acts unitarily on H o ξ by the formula
Note that the action of K on H o ξ is just the left regular action.
Given ξ ∈ M , it is known that one can find a dense open subset O ξ of A * such that π ξ,λ is irreducible for all λ ∈ O ξ (see [10] , pp. 174 for details). Let W be the Weyl group of the pair (G, A) . Then there is a natural action of W on M ×A * and the only identifications among the irreducible representations in these series of representations are the identifications given by the Weyl group action (see [10] , pp. 174 for details).
For the remaining part of this section we assume that G has only one conjugacy class of Cartan subgroups. Given f in L 1 (G), we can define the group Fourier transform on M × A * bŷ
, we have the Plancherel theorem for such G: There exists an explicitly computable measure µ on M × A * such that
For fixed ξ ∈ M , this measure is of at most polynomial growth on A * (see [10] , pp. 511 and [6] for details). Let A * C = A * ⊗ C. Since B is positive definite on A, it defines an inner product on A. Hence there is a natural inner product on A * , and the corresponding norm on A * will be denoted by · . This real inner product can be extended in a unique fashion as an inner product on the complex vector space A * C and the corresponding norm on A * C will also be denoted by · . By abuse of notation, the norm induced by B on A will also be denoted by · . If 1 is the trivial representation in M , then we denote π 1,λ by π λ . The set of representations {π λ } λ∈A * are called the class − 1 principal series representations of G, and they are realized on the Hilbert space L 2 ( K / M ). Let Φ λ be the "elementary spherical function" corresponding to λ ∈ A where 1 is the constant function 1 on K / M . Also one has;
and any a ∈ A + , we have the following estimate:
where λ + is the element in the fundamental Weyl chamber corresponding to λ (see [4] for details).
Finally, we end this section with a lemma from complex analysis that is crucial for the proof of our main theorem. We shall also denote the standard Euclidean norms on R n and C n by · .
for some positive constants a and C. Then h(z) = Const. e
Proof. To prove this, we will need the following lemma from [17] (pp. 175):
Lemma ( * ). Let h be an entire function on C such that h(z) = O e a|z| for z ∈ C and h(t) = O(e −at ) for t ∈ R + , where a is a positive constant. Then
We shall prove Lemma (2.1) in two steps. First, we prove the lemma for the case n = 1, and then proceed to prove it in general.
Let h be an entire function on C satisfying the following estimates:
for some positive constants a and C. If h is even, then by applying ( * ) to φ(z) = h( √ z), the result will follow immediately. (Note that since h is even and entire φ(z) = h( √ z) is an entire function and will satisfy the assumptions of ( * ).)
Suppose h is an odd, entire function and h satisfies (2.9) and (2.10). Then the function φ(z) = h(z)/z is an even, entire function on C satisfying the estimates (2.9) and (2.10). Therefore, by the even case, we have, φ(z) = h(z)/z = C e −az 2 , z ∈ C, for some constant C . In particular, h(t) = C te −at 2 , t ∈ R. Then by (2.10) it will follow that:
which is impossible, unless C = 0. Hence h ≡ 0.
If h is an entire function on C satisfying the estimates (2.9) and (2.10),
as the sum of even and odd entire functions. Since h satisfies (2.9) and (2.10), it is easy to see, in view of the expressions for h even and h odd , that they also satisfy (2.9) and (2.10) respectively. Applying the even and odd cases to h even and h odd respectively, we conclude that h(z) = Const. e −az 2 , z ∈ C. This proves the lemma in the case when n = 1. Now consider the case n > 1.
Clearly, g is an entire function on C in the variable z. Since h satisfies (2.7) and (2.8), for fixed (u 1 , · · · , u n−1 ) ∈ R n−1 , we have:
Applying the one dimensional case to g we can conclude that
where C n depends only on u 1 , · · · , u n−1 . Setting z = 0, we have
for all (z 1 , · · · , z n−1 , z n ) ∈ R n . However, both sides are entire functions on C n and hence (2.11) must actually hold for all (z 1 , · · · , z n−1 , z n ) ∈ C n . Here we are using the fact that two entire functions on C n which agree on R n have to actually agree on C n . Now from (2.7) and (2.8) it follows that
and applying exactly the same argument as before we will have
, and so
Repeating the above, we finally have
and the proof of the lemma is complete.
In the next section we will state and prove an analogue of Hardy's theorem for a class of semi-simple Lie groups.
3. Semi-simple Lie groups with one conjugacy class of Cartan subgroups.
We retain the notation introduced in Section 2. However we assume that G has only one conjugacy class of Cartan subgroups. Thus, throughout this section, G will denote a connected non-compact semi-simple Lie group with finite centre and having only one conjugacy class of Cartan subgroups. For such groups, as described in Section 2, the Plancherel measure is entirely supported on the various principal series representations associated with the minimal parabolic. We now state and prove an analogue of Hardy's theorem for such groups.
Theorem 3.1. Suppose f is a measurable function on G satisfying the following estimates:
where C, C ξ , α and β are positive constants and C ξ depends on ξ. If αβ > 
where ·, · inside the integral is the inner product on H ξ . Thus
The basis vectors e ξ mo , e ξ no being K-finite, actually belong to C ∞ (K, H ξ ) and hence are bounded as functions into H ξ . Therefore it follows easily that for each x ∈ G, the integral defining Φ mo,no ξ,λ makes sense even for λ ∈ A * C and in fact, for each fixed x, the function λ → Φ mo,no ξ,λ (x) extends as an entire function of λ ∈ A * C ( ∼ = C l ). Writing λ = λ R + ıλ I , one has the following easy estimate from the above integral:
where the constant depends only on m o , n o and ξ. The integral on the right is just the elementary spherical function Φ ıλ I and hence we have the following easy estimate
Using the K-biinvariance of Φ ıλ I , one therefore finally has, if x is written as
(log a) (3.8) where λ + I is the element in the fundamental Weyl chamber corresponding to λ I (see [4] for details). Now define 
H λ I dH = Const. e 
But β −
4α
> 0 and hence we would have
and this is impossible unless the constant on the left hand side is zero i.e. 
Arbitrary semi-simple Lie groups.
We continue to retain the notation introduced in Section 2. In this section, G will denote an arbitrary noncompact semi-simple Lie group with finite centre i.e. we drop the assumption that G has only one conjugacy class of Cartan subgroups. Instead, we impose some restrictions on the kind of functions being considered; we will consider only right K-invariant functions.
For the harmonic analysis of such functions, only the class-1 principal series representations are relevant. Let {π λ } λ∈A * denote the class-1 principal series representations of G (i.e. π λ = π 1,λ where 1 is the trivial representation of M ). These can all be realized on
Thus the group theoretic Fourier transform can be thought of as a function on A * alone, taking values in the Hilbert space L 2 ( K / M ). Keeping these considerations in mind, an examination of the proof of Theorem (3.1) immediately yields the following result:
Theorem 4.1. Suppose f is a measurable right K-invariant function on G (i.e. f (xk) = f(x), x ∈ G, k ∈ K), satisfying the following estimates for some positive constants C, α and β:
If αβ > 1 4 , then f = 0 a.e.
One can view the above as a theorem about functions on G / K , which is a symmetric space of the noncompact type; the group theoretic Fourier transform can be reinterpreted as the Fourier transform on the symmetric space, as introduced by Helgason (see [8] ). A brief discussion from this point of view can be found in [12] .
5. Further remarks.
SL(2, R).
Thus in Section 3, we have established an analogue of Hardy's theorem for a class of semi-simple Lie groups which include all complex groups and real rank-1 groups without Discrete Series representations. However we would like to conjecture that a result of a similar nature is valid for all noncompact semi-simple Lie groups. For instance, in the case when G = SL(2, R), we shall prove the exact analogue of Theorem (3.1). For this we need to recall some facts from the representation theory of SL(2, R). The reader can find the details of the material covered in this section in [3] , [11] and [14] .
In this section, we shall continue to use the notation introduced in Section 2 except that the norm defined on A * in Section 2 is denoted by · A * . For the time being, let G = SL(2, R). Then
The polar decomposition of an element g ∈ G can be written as g = k θ1 a t k θ2 where k θ = cos θ sin θ − sin θ cos θ .
In this case, there are only two irreducible representations of M . Corresponding to the two irreducible representations of M , one gets two sets of
One can easily show that if f satisfies estimates (5.1) and (5.2), then so does each f mn . Clearly, if each f mn = 0, then so is f . Hence, without loss of generality, assume that f satisfies (5.3) for some fixed m, n ∈ Z. Then exactly as in the proof of Theorem (3.1), it will follow that π 1,λ (f ) ≡ 0 and π −1,λ (f ) ≡ 0 as functions of λ. Thus by the inversion formula (see [11] and [14] ) for functions that satisfy ( follows that f (a t ) is a rational function of e −t . Also as noted, when t → ∞ i.e. e −t → 0, each Φ m,n l → 0. So f (a t ) → 0 as e −t → 0. Suppose f (a t ) ≡ / 0 as a function of t. We will arrive at a contradiction. Since f (a t ) is a rational function of e −t , f (a t ) = (e −t ) l g(e −t ) for some positive integer l, where g(e −t ) is also a rational function of e −t and coverges to a finite non zero limit γ as t → ∞ (i.e. e −t → 0). On the other hand |f (a t )| ≤ Ce
where α is a positive constant depending on α and the way the norm is defined on A. Hence we would have (e −t ) l g(e −t ) ≤ Ce −α t 2 as t → ∞. But since g(e −t ) → γ, and γ is non zero, this clearly leads to a contradiction. This completes the proof of the theorem. 5.2. The sharpness of the constant 1 4 . For the group G = SL(2, C), using the normalizations in this paper, we will show that 1 4 is the best possible constant. First we recall a couple of facts. If f is an L 1 -function invariant under the right action of K, then π ξ,λ (f ) = 0 unless ξ is the trivial representation of M . Thus, for such functions, it is enough to consider {π 1,λ } λ ∈ A * . As before, denote 
where dx is the Haar measure on G. So, as before, if we denote the function x → π λ (x)v o , v o by Φ λ (x), we need to consider only the integral our assertion that
