This article presents a reduced-form, two-factor model to price commodity derivatives, which generalizes the model by Schwartz and Smith (2000) . The model allows for two mean-reverting stochastic factors and therefore implies that spot and futures prices can be stationary. An empirical study for the crude oil market tests the new model. Out-of-sample pricing and hedging results for futures and forwards show that the new model dominates the nonstationary model by Schwartz and Smith in the following sense: It works equally well for short-term contracts but leads to major improvements for long-term contracts. This finding is particularly relevant for typical applications like the valuation of commodity-linked real assets with long maturities.
INTRODUCTION
In recent years the trading volume of many commodity contingent claims has grown rapidly, new derivatives products have been developed, and options concepts have gained acceptance as important tools to value commodity-linked real assets. Therefore, it is not surprising that the issues of valuation and hedging of commodity contingent claims have received much attention from practitioners and researchers.
Reduced-form Gaussian models from the affine class are undoubtedly the workhorse valuation models for commodity derivatives.
1 The major advantage of these models is that closed-form solutions for futures and European-style options are available. Moreover, affine Gaussian models lend themselves to maximum likelihood estimation of the unknown model parameters by means of the Kalman filter algorithm. Many specific models have been presented in the literature, following basically two approaches. The first approach uses the notion of a convenience yield (e.g., Brennan, 1991; Brennan & Schwartz, 1985; Casassus & Collin-Dufresne, 2002; Gibson & Schwartz, 1990; Hilliard & Reiss, 1998; Schwartz, 1997, Model 3) . In the second one, the commodity spot price or its logarithm is specified directly as the sum of stochastic factors (e.g., Cortazar & Naranjo, 2003; Ross, 1997; Schwartz, 1997 Model 1; Schwartz & Smith, 2000; Sørensen, 2002) . However, a model presented in terms of a certain factor representation can in general be equivalently presented in terms of another factor representation (see e.g., Schwartz & Smith, 2000, p. 899 ff.) .
A first important aspect of the concrete model choice is how many stochastic factors should be used. Empirical studies by Brennan (1991) and Schwartz (1997) suggest that a single-factor model is often too restrictive to explain observed derivatives prices and their dynamics. However, multi-factor models with three or more factors (e.g., Casassus & Collin-Dufresne, 2002; Cortazar & Naranjo, 2003; Schwartz, 1997 , Model 3) have other disadvantages. Because of the increased number of parameters, estimation becomes less accurate, parameters are more likely to be unstable over time, and there is generally a higher model risk. Moreover, many model applications that involve the valuation of real options (see, e.g., Brennan & Schwartz, 1985) can only be solved numerically. For such problems, models with more than two factors usually cannot be applied because of restrictions in the numerical solutions. Thus, in many cases a two-factor model is a good middle way. 2 A seasonal component is the main focus of Sørensen's (2002) paper and can be added to the models presented here. However, the crude oil futures and forward prices analyzed in the empirical part of this paper do not show seasonal patterns.
A second important aspect of the concrete model choice is the drift specification of the stochastic factors. This second aspect is the main focus of this article, which extends the two-factor model by Schwartz and Smith (2000) to a model with a more general drift specification. In contrast to existing two-factor models that contain at least one nonstationary factor and lead to nonstationary spot and futures prices, the new model variant allows for two mean-reverting factors. Therefore, futures prices can be stationary. It is shown that the seemingly minor change in the drift of the second factor, which leads to only one extra model parameter, has major effects on the pricing and hedging of long-term derivatives contracts.
The new model is tested in an extensive empirical study and compared to a stationary one-factor model and a nonstationary two-factor model. Three aspects of out-of-sample model performance are considered: (1) pricing, (2) short-horizon risk measurement and hedging, and (3) the ability to create synthetic long-maturity contracts from existing short-maturity contracts. The empirical study uses two data sets of crude oil futures and forward contracts that supplement each other. The futures data set (New York Mercantile Exchange crude oil futures prices) covers a relatively long historical time period, which improves the statistical power of the analysis. The forward data set (over-the-counter [OTC] forward prices) covers a wide range of maturities, which allows for an analysis of maturity effects. The empirical results support a clear recommendation for the stationary two-factor model. It dominates the nonstationary model in the sense that it performs equally well for short-term contracts but leads to major improvements for long-term contracts.
MODELS OF THE SPOT PRICE DYNAMICS
The analysis begins with an introduction of different specifications of the exogenous commodity price process. It is assumed that prices consist of several, potentially unobservable components. Following Schwartz and Smith (2000) , a first component can be interpreted as the long-term or equilibrium price level, determined by long-term supply and demand conditions. Deviations from this equilibrium level as a result of temporal shocks on the supply or demand side build a second price component. Finally, a deterministic time trend or seasonal patterns can be superimposed if appropriate.
2 However, note that the reduced-form valuation 3
Modeling the log spot price instead of the spot price guarantees positive prices. models presented here also allow for other interpretations of the stochastic factors. For example, Schwartz and Smith (2000) have shown that their "short-term-long-term" model is equivalent to the stochastic convenience yield model by Gibson and Schwartz (1990) . The zero mean Ornstein-Uhlenbeck (O-U) process of Equation (1) below describes the transitory deviations from the long-term level, where is the mean-reversion parameter, the volatility parameter, and a standard Wiener process:
(1)
The transitory component given in Equation (1) is a common part of all models of the spot price dynamics.
The specification of the long-term or equilibrium price level distinguishes different models. In the simplest case, the long-term price level is an intertemporal constant, ⌰. A combination of this long-term level with the short-term deviations of Equation (1) leads to the following definition of the log spot price, 3 ln S t :
The specification in Equations (1) and (2) is equivalent to the Ornstein-Uhlenbeck process of Equation (3), with stationary mean ⌰,
, and , the model proposed by Schwartz (1997) for the log spot price dynamics.
(3) Schwartz and Smith (2000) suggest an extension of this model. These authors assume a stochastic long-term level which follows the Brownian motion process (4), with drift rate volatility and a standard Wiener process , such that (4) The following definition of the log spot price in Equation (5), (5) results in the stochastic differential Equation (6) for the price dynamics:
and . Equation (6) highlights the interpretation of as a long-term mean level.
Because of the introduction of a second stochastic factor, Equation (6) offers a greater flexibility in the specification of the commodity price dynamics compared to Equation (3). But there is another crucial difference between the two processes. The price process (3) is stationary (mean-reverting), but the stochastic, nonstationary mean level of Equation (4) renders the price process (6) nonstationary. To allow for a (potentially) stationary two-factor model, the analysis further extends model (6).
It is now assumed that the long-term price level follows the O-U process of Equation (7), with stationary mean ⌰, mean-reversion parameter volatility and
With the alternative definition of in Equation (8),
the log spot price process has the same form as in Equation (6), but with from Equation (7) instead of Equation (4). Moreover, and Equations (7) and (8) specify the most general of the three models of the commodity price dynamics. The first model is a special case with and the second one results in the limit for and
PRICING FUTURES CONTRACTS
Because and are unobservable state variables and not prices of traded assets, one can not uniquely deduce the drift rate of the commodity price process under the risk-neutral measure from no-arbitrage arguments. Instead, the analysis introduces market prices of risk and referring to the state variables and as additional parameters. For simplicity, these market prices of risk are assumed to be constant over time. With constant market prices of risk, under the most general specification of the commodity price dynamics of the previous section the risk-neutral processes of the state variables become
Given the dynamics of the state variables under the risk-neutral measure, risk-neutral valuation leads to the prices of derivatives. Duffie and Stanton (1992) show that under the risk-neutral measure the futures price equals the expected spot price at maturity of the contract. In the Appendix, this expectation is calculated under the dynamics in Equations (9) and (10), and the definition of the spot price in Equation (8). The resulting futures price F(0, T) at time zero of a contract maturing at time T equals (11) with Futures prices according to the Schwartz (1997) and Schwartz and Smith (2000) models result from Equation (11) when taking the appropriate limits of the relevant parameters. Notably, if the long-term price level follows a mean-reverting process and the sensitivity of the futures price for changes in decreases with the time to maturity of the contract. However, if the process of the long-term level is not mean-reverting , the sensitivity is the same for all maturities. Thus, Equation (11) suggests that the stationarity or nonstationarity of the spot price process is particularly important for the pricing and hedging of contracts with a long time to maturity.
Closed-form solutions for European options on futures can also be derived for the presented models (details are available from the author upon request). Because the stationarity or nonstationarity of the spot price process affects the distribution of the futures price on the option's maturity date-in particular, the volatility of the futures price-different drift specifications lead to different option prices.
HEDGING LONG-TERM COMMODITY PRICE EXPOSURE
An interesting example for the importance of the drift specification is the problem of hedging long-term commodity price exposure. For many commodities, traded futures and options contracts extend only a couple of
This attention stems mainly from the problems of the German firm Metallgesellschaft in hedging their long-term delivery commitments in oil. Culp and Miller (1999) provide a collection of important contributions to the controversy surrounding the case and the related hedging strategy.
years. In such cases, one way to hedge long-term commodity price exposure is to devise dynamic strategies based on short-maturity futures, which synthetically create long-maturity futures, forwards, or options. The question of how to design such strategies has recently received much attention.
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In theory, if at least two short-term futures contracts with different maturities are available and priced according to one of the model variants presented here, there is a dynamic strategy that delivers the pay-off of a model-consistent long-term derivative. For concreteness, assume that one wants to create a synthetic long-position of one futures contract F 3 with expiration date T 3 , or equivalently hedge a short-position of one such contract. Further assume that two traded futures contracts F 1 and F 2 are always available, with times to maturity t 1 and t 2 , respectively. All contracts refer to one unit of the commodity. The replication strategy is characterized by the hedge positions h 1t and h 2t , that is, the number of contracts held in the two short-term futures. These hedge positions are the solutions to the following system of equations:
For futures prices according to the most general drift specification given in Equation (11), System (12) has the following solution: (13) Equations (14) give the hedge positions for the Schwartz and Smith (2000) special-case model:
Equations (15) give the hedge positions for the Schwartz (1997) onefactor model:
For the one-factor model, one hedging instrument suffices; that is, there can always be a zero position in one of the short-term contracts. Because of the linear relation between the log futures prices and the risk factors, hedge positions are functions of the futures prices and the parameters g and k only. Figure 1 gives a visual impression of the replication strategies that lead to a synthetic 10-year futures contract. The figure shows how the hedge positions h 1t and h 2t that result from the three model variants with different drift specifications vary with the time to maturity T 3 Ϫ t,
, of the long-term futures. Short-term futures have times to maturity of three months (t 1 ) and 7 months (t 2 ). The parameter values g and k are estimates from oil futures data, as given in Table III , and a flat futures curve is used. Figure 1 shows that a negligible hedge position follows the one-factor model (Model 1) for long maturities T 3 Ϫ t. Only when T 3 Ϫ t is less than two years, substantial positions of more than 0.5 contracts appear.
Hedge positions resulting from different model variants (drift specifications). The figure shows the numbers of short-term contracts needed to hedge one long-term contract.
In contrast, the Schwartz and Smith (2000) model (Model 2) leads to larger absolute hedge positions. The net position h 1t ϩ h 2t , which is the natural quantity to compare with h 2t of the one-factor model, equals one for all T 3 Ϫ t,
. Thus, on a net basis, Model 2 leads to a one-to-one hedging strategy.
Model 3, the more general two-factor model with a stationary longterm level, shares with Model 2 the feature that long positions in the seven-months futures and short positions in the three-months futures always appear. However, the sizes of hedge positions derived from the two models are very different. Model 3 has a net hedge position h 1t ϩ h 2t closer to h 2t of the one-factor model, starting from a very low value of about 0.15 for long maturities and gradually increasing to one as T 3 Ϫ t decreases.
According to Figure 1 , the stationarity or nonstationarity of the long-term price level has a strong impact on the (net) hedge positions. The intuition behind this finding is as follows: If follows a Brownian motion (Model 2), then current changes have a permanent effect on the level of the process and thus influence futures prices for all maturities in the same way. As Equation (11) shows, when the futures curve is flat and the sensitivity of the futures price for changes in does not depend on the time to maturity of the futures. When follows an O-U process (Model 3), current changes have only a temporary effect on the spot price level. Prices of futures with short maturities respond more strongly to changes in than do futures with long maturities. Thus, a hedging strategy based on a stationary model needs fewer short-term contracts to replicate a long-term contract.
One can create synthetic long-term options in a way similar to that used for long-term futures. The corresponding replication strategies for European-style options are easily derived from Equations (13) to (15) and the closed-form solutions for the option prices. The replication strategies crucially depend on the options' deltas. Because the deltas are functions of the volatility, which itself depends on the drift specification, the drift specification enters via yet another channel if options on long-term futures are replicated.
EMPIRICAL STUDY
Depending on the kind of application, the empirical performance of a valuation model has several important aspects. First, an investor requests a price quote for a new derivative product, for example. This price quote could be obtained by fitting a model to the prices of commodity derivatives
that depend on the same risk factors as the new product and that already trade in the market. In such an application, a model should lead to a high pricing accuracy.
Second, to measure and manage the risk of a trading portfolio of commodity derivatives on a short-term basis, a valuation model could be used to calculate the portfolio's sensitivities with respect to the relevant risk factors. Here, the model should have good short-term hedging properties.
Third, one could derive from a valuation model a dynamic trading strategy leading to the pay-off of a synthetic long-term derivative contract. For this purpose, a model with good long-term hedging properties is needed.
The empirical study compares the performance of different factor specifications (Models 1, 2, and 3) for pricing accuracy, and short-and long-term hedging quality.
Preliminary Data Analysis
The empirical study uses two data sets that complement each other. The first data set contains weekly prices of New York Mercantile Exchange (Nymex) crude oil futures contracts over the period from July 2, 1986, to December 31, 2002. Prices are settlement prices on the last trading day of a week. The holder of a short position of one Nymex crude oil futures contract is committed to deliver 1,000 barrels of West Texas Intermediate (WTI) crude in Cushing, Oklahoma. Up until 1989, the longest maturity contracts were for 12 months. Currently, contracts with initial maturity of up to 84 months are traded. However, liquidity is very low for the longer-term contracts. Early in the data period, even prices for contracts with maturities of more than nine months were not always available. The analysis concentrates on those maturities for which prices exist over the whole 1986 to 2002 period.
The second data set consists of OTC forward prices for the period from January 22, 1993 , to August 30, 1996 , and was made available by Enron. Again, prices refer to the last trading day of a week. The main advantage of the forward data set lies in its complete coverage of times to maturity from one month to nine years. The main disadvantage compared to the futures data set is the relatively short time period covered.
A preliminary data analysis indicates the appropriateness of certain factor specifications. Table I shows the means and standard deviations of the time series of futures and forward prices for different maturities. On average, the futures curve is downward sloping, that is, the Nymex futures market is in backwardation. The forward data confirm this finding for maturities of up to 10 months. However, for longer maturities, the forward curve is upward sloping on average. A forward curve that is downward sloping at the short end and upward sloping at the long end is not compatible with Model 1, the one-factor model by Schwartz (1997) . The standard deviation of prices generally decreases with the time to maturity. This result confirms the prediction made by all presented valuation models, because each model contains at least one stationary component. 5 An important difference between Models 1 and 3, on the one hand, and Model 2, on the other hand, is the stationarity or nonstationarity of the log spot price process as well as the derived futures price processes. Hence, it is interesting to see if there is an empirical indication for stationarity. 5 Absolute numbers should not be compared between the futures and forward data presented in Table I , because the means and standard deviations refer to different time periods. Dickey and Fuller (1979) , which tests the null hypothesis of a unit root, the second one is the test by Kwiatkowski, Phillips, Schmidt, and Shin (KPSS, 1992) , which states stationarity as the null hypothesis. Because there is no time trend in the data, results show the test variants with a constant term but without a deterministic time trend. The procedure by Hall (1994) is applied to select the number of augmentation terms used in the Dickey-Fuller tests for each series. The KPSS tests are adjusted for autocorrelation by applying the Newey and West (1987) variance estimate, with a number of lags equal to onethird of the sample size.
For the futures data set, the unit root hypothesis is rejected for all maturities on a 5% significance level. This result supports valuation 6 The stationarity of the crude oil spot price is also supported empirically by Pilipovic (1998) . Bessembinder, Coughenour, Seguin, and Smoller (1995) find evidence that investors expect crude oil spot prices to be mean reverting. The null hypothesis of the Dickey-Fuller test is rejected on a 5% significance level for test statistics below: Ϫ2.86, the null hypothesis of the KPSS test is rejected on a 5% significance level for test statistics above 0.463. 8 Schwartz (1997) , Schwartz and Smith (2000) , Sørensen (2002) , Casassus and Collin-Dufresne (2002) , and Cortazar and Naranjo (2003) have applied this approach to models of commodity derivatives. Similar applications to term structure models are, for example, Chen and Scott (1993) , Pearson and Sun (1994) , and Duffie and Singleton (1997) . Kellerhals (2001) contains a detailed treatment of the estimation of continuous-time models via Kalman filter techniques and provides many additional references. models with stationary price processes. 6 For the forward data neither stationarity nor nonstationarity is rejected on a 5% level.
7 Such a finding might be explained by the relatively short data period of less than four years. As the unit roots literature shows, it is not the number of observations, but the length of the data period that is primarily important to detect mean-reversion (see, e.g., Campbell & Perron, 1991 , for an overview and further references).
Model Estimation
To estimate the unknown parameters of the continuous time models, a maximum likelihood approach is used that combines time series and cross-sectional information.
8 Assume that at times the n-vectors of log futures prices with times to maturity are observed. Further denote the length of the sampling interval by h, which is one week in the relevant case of weekly data. Then from the conditional distribution of the bivariate random variable and the valuation formula (11) the following state space model, (16) 
Equation (16) is the transition equation of the state space model. The measurement equation is given as: (17) with n-vector and n ϫ 2 matrix
The n-vectors n t can be interpreted as pricing errors. If the model explains futures prices perfectly, all n t 's equal zero. The n t 's are the only component of the state space model that is not derived from the valuation model. To account for possible serial correlation of the pricing errors, the following AR(1) model is assumed for the n t 's: (18) where the ' s are zero mean i.i.d. normal random vectors and d is a scalar parameter. The assumption of a single d coefficient, irrespective of the time to maturity of the futures contract, has been made to limit the number of free model parameters. For the same reason, a diagonal variance-covariance matrix V of the ' s has been assumed, whose elements are denoted by With constant model parameters, it will usually be impossible to fit all m ϫ n futures prices exactly. For the two-factor models (Models 2 and 3), it is possible to set at most two elements of V equal to zero, that is, chose two contract maturities for which model prices equal observed prices for all . For the one-factor model (Model 1), at most one zero element of V will generally be possible.
The likelihood function of the above state space model is computed recursively by means of the Kalman filter algorithm, and is maximized with respect to the model parameters. In a second step, estimates of the state variables can be obtained (for details see, e.g., Harvey, 1989; Gourieroux & Monfort, 1997, Ch. 15) . Notably, the estimation of Models 1 and 2 proceeds in the same way as the estimation of Model 3, but the matrices must be modified appropriately. It is also notable that all empirical results obtained for Model 2, that is, concerning parameter estimation, pricing accuracy, and hedging performance, also hold for the convenience yield model by Gibson and C, G, ⍀, D t , and H t Schwartz (1990) . The reason is the formal equivalence of the two models, as shown by Schwartz and Smith (2000) . Table III shows the estimation results for the futures data set. Estimates are obtained from 861 weekly observations of futures with maturities closest to one, three, five, seven, and nine months. Because the five-months futures serve as the hedging instrument for strategies based on Model 1, these contracts should be correctly priced, thus s 5 is set equal to zero. The two-factor models impose the restrictions s 3 ϭ 0 and s 7 ϭ 0, because the three-months and seven-months futures serve as hedging instruments. All parameters are significantly different from zero, except for the market prices of risk and , and the drift parameter m in Model 2. In particular the g-parameter in Model 3, which provides evidence on whether the second stochastic factor is mean-reverting or not, has a t-statistic of 12.58.
The last two rows of Table III show the values of the information criteria AIC (Akaike, 1973) and SIC (Schwarz, 1978) , which are useful for a statistical model comparison. Both criteria attain the best (lowest) values for Model 3, followed by Model 2. Model 1 is the worst specification. Table IV shows the estimation results for the forward data set. Estimates are obtained from 186 weekly observations for 10 different futures contracts. In addition to the contracts with one, three, five, seven, and nine months to maturity, the analysis uses 12, 36, 60, 84, and 108-month contracts. All mean-reversion parameters and variance parameters of the risk factors are statistically significant, and the g parameter in Model 3 has a t-statistic of 16.35. A model comparison based on the AIC leads to the same ordering as for the futures data set. According to the SIC, which penalizes large models more heavily than the AIC, a drift specification with two stationary factors (Model 3) is again the best (lowest value). However the ordering of the other two models has changed. The one-factor drift specification (Model 1) is second best, followed by the nonstationary two-factor model (Model 2). 
Results: Pricing Accuracy
The first important aspect of a model comparison based on economic criteria is pricing derivative products conditional on price information contained in other derivatives. Therefore, estimation does not use all futures and forward contracts but keeps certain contracts for model evaluation using cross-sectional predictions. These latter contracts refer to maturities of two, four, six, and eight months for the futures data set. Cross-sectional predictions are obtained from the different valuation models. To avoid the usage of in-sample information, a rolling data window is used to estimate model parameters. The length of the data window is 60 weeks for the futures data set. Because futures contracts with five different times to maturity (one, three, five, seven, and nine months) are available for estimation, the data window contains 300 data points.
The first set of parameter values is estimated from the data of the first 60 weeks. Using the estimated model parameters and estimates of the state variables and , theoretical futures prices for maturities of two, four, six, and eight months are calculated for each of the following 10 weeks. Subtraction of the observed market prices from the theoretical prices delivers 10 pricing errors for each of the four maturities and each of the three model variants. In the next step, parameters are estimated using the data from week 11 to 70. The resulting parameter values are then used in the following 10 weeks to calculate price predictions and pricing errors. The whole procedure is repeated until the end of the data period. As a final result, a time series of 801 pricing errors for each of the four maturities and each of the three drift specifications is obtained. Table V shows the mean absolute pricing errors and the mean pricing errors per barrel of oil for the different model variants and contract maturities. Model 1 leads to the largest mean absolute errors for all maturities, which reach up to $0.42. Compared to the two-factor specifications, pricing errors are significantly larger both economically and statistically for the two-months contracts and the eight-months contracts. This result is highlighted in the last part of the table, which gives the mean differences of the absolute errors together with their standard deviations. 9 The one-factor model does not seem to be flexible enough to price futures of all maturities equally well as the two-factor models.
Because the time series of absolute errors show positive autocorrelation, the analysis uses standard deviations according to the Newey and West (1987) estimator with a lag length equal to one third of the sample size. Mean absolute errors for Models 2 and 3 are almost identical. It seems to make no difference which of the models is used to price the missing contracts.
The mean errors show that the relatively bad performance of Model 1 (high mean absolute errors) is not because of a prediction bias but to a high variance of the prediction errors. The prediction bias is even lower in absolute terms than for Models 2 and 3. Table VI shows the corresponding pricing results for the forward data set. The rolling window that is employed for parameter estimation has a length of 30 weeks here. Because futures contracts with 10 different maturities are used in the cross section (1, 3, 5, 7, 12, 36, 60, 84, and 108 months) , each estimation round is based on 300 data points, the same number as for futures. For the forward data, the analysis makes cross-sectional predictions for contracts with 2, 4, 6, 8, 10, 18, 24, 48, 72 , and 96 months to maturity. The forward data confirm the results of Table V for short-and medium-term maturities of up to 24 months. The one-factor model always leads to the largest mean absolute errors, whereas Model 2 and 3 are very similar in their higher pricing accuracy. For longer-maturity forwards, mean absolute errors increase considerably for all models. The strongest effect is in Model 1, followed by Model 2. A comparison between Model 2 and Model 3 shows important deviations. For the two longest maturities (72 and 96 months), the differences in mean absolute errors of about $0.25 and $0.37 are clearly economically significant. However, as a result of the high autocorrelation and the relatively small sample size of 156 observations, the differences are not statistically significant on a 5% significance level. For the 72-month contract, there is a significance on the 10% level.
In sum, the results on the pricing accuracy show that a two-factor model should be preferred to a one-factor model. The choice of a stationarity or nonstationarity second factor seems to be irrelevant for short-and medium-term contracts. However, for long-term contracts, a stationary factor seems to bring some improvement.
Results: Short-Term Delta Hedging
A second important application refers to short-term risk measurement and hedging. Banks and other firms usually calculate risk measures (e.g., value-at-risk) for their commodity positions on a short-term basis, both for internal use and for external capital requirements. It is common practice for "linear" derivatives positions like forwards and futures to use a delta approximation, based on a valuation model. But which model should be used to calculate deltas? The following analysis provides some empirical evidence on the accuracy of delta-based risk measures derived from different models. Seen from another perspective, the analysis shows how well short-term delta hedging works for different models.
Three different futures portfolios are built at the end of each week of the data period. The portfolios are initially delta neural and therefore instantaneously risk free according to the three model variants with alternative drift specifications. These portfolios contain two futures with different maturities for the one-factor model and three futures with different maturities for the two-factor models. Portfolios referring to Model 1 build on Equations (15): A short position of one contract with maturity closest to nine months to deliver one barrel of crude oil, and h 2t contracts with maturity closest to five months. Portfolio positions referring to Models 2 and 3 build on Equations (14) and (13), respectively, with one contract short in the nine-months futures, h 1t contracts in the three-months futures, and h 2t contracts in the seven-months futures. After a holding period of one week, during which no rebalancing of the portfolio or marking-to-market is considered, the new portfolio value is calculated. Because the portfolio has an initial value of zero and is delta neutral according to the respective model, it would be treated as a zero position for risk measurement purposes. Thus it is natural to ask how far the realized change in value of the portfolio (after one week) deviates from a value of zero, that is, to which extent the risk of the portfolio has been misjudged. The deviations of the realized changes in value from zero can also be interpreted as the weekly hedging errors of a modelbased delta hedging strategy that hedges a short position in nine-months futures with long positions in futures with shorter times to maturity.
To assess the out-of-sample performance of the different model variants, model parameters entering Equations (13) to (15) are again estimated using a rolling data window. The size of the data window is 60 weeks for the futures data set and 30 weeks for the forward data set. After each estimation round, the resulting parameter values have been used to set up the delta-neural portfolios for the following 10 weeks.
Table VII provides mean absolute hedging errors and mean hedging errors for the futures data set. As for the pricing results, Model 1 clearly shows the highest mean absolute error (more than $0.11), and the errors of Models 2 and 3 are very close (a difference of less than $0.001). The differences between the errors of Model 1, on the one hand, and the errors of Models 2 and 3, on the other hand, are statistically significant.
The forward data set allows the investigation of how far the deltas derived from different models capture the comovement between shortand long-term contracts. Thus, different portfolios are constructed with short positions of one futures to deliver one barrel in 9, 24, 48, 72, and 108 months, respectively. Again, Equations (13) to (15) provide the positions in the three-, five-, and seven-months futures, using the appropriate adjustments for the use of forwards instead of futures.
Table VIII provides some evidence on weekly errors of delta hedging the longer-term futures with the shorter-term contracts. For all models, the mean absolute error increases considerably when moving from a nine-months contract to a 24-months contract. However, a further increase of the time to maturity of the long-term contract up to 108 months does not have such a significant effect on the errors. Except for the portfolio that includes the 24-months contract, Model 3 leads to the lowest mean absolute errors. Model 2 shows the highest errors. Differences between models are often statistically significant at least at a 5% significance level. This is true in particular for the two-factor models. For maturities of the long-term contract of 24 months and longer, the errors resulting from the stationary model (Model 3) are significantly smaller than the errors resulting form the nonstationary model (Model 2). Even though a difference between mean absolute errors of about three cents per barrel or about $30 per 1,000 barrel contract does not seem very large, it can well be economically significant. If the portfolio consisted, for example, of 1,000 48-month futures contracts and appropriate positions in the shorter maturity futures, one would still predict the same risk of zero. However, the difference between Models 2 and 3 in the mean absolute realized changes in portfolio value would then be $300,000. In sum, we see from the results of this second application that it never harms to use a stationary two-factor model instead of a nonstationary two-factor model. However, it brings some benefits if long-term contracts are contained in the portfolios. In this case, it might even be better to use a stationary one-factor model instead of a nonstationary two-factor model. 
Results: Synthetic Long-Term Forwards
A third application is the creation of synthetic long-term commodity derivatives by using dynamic trading strategies with short-term derivatives and a risk-free asset. This subsection compares the replication errors of such strategies between valuation models with different drift specification.
The evaluation of a strategy to replicate, for example, the pay-off of a 10-year forward contract with short-term futures, would require 10 The same or similar bootstraps methods have been applied by Ross (1997) , Bollen and Whaley (1998), and Bühler, Korn, and Schöbel (in press) , to evaluate the hedging strategy of the German firm Metallgesellschaft.
hundreds of years of historical data if the analysis were to perform a historical simulation such as that undertaken in the previous subsection. As an alternative approach, available Nymex futures prices are used to estimate a multivariate time series model and to simulate 20,000 sample paths from this data model. For each of these sample paths, model-consistent replication strategies are implemented for the three different drift specifications. These strategies lead to 20,000 replication errors for each model variant.
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The first equation of the data model (19) refers to the log oil price. Because monthly observations on the last trading day of an expiring contract are used to estimate the data model, the price of a one-month futures (the expiring contract) should be a good proxy for the spot price. Therefore, one-month futures prices are used in the first equation. The second to seventh equation of the data model refer to the two-to sevenmonths relative futures bases, that is, the difference between the spot price and the futures price divided by the spot price. Lagged values referring to the same contract explain the relative basis of the k-months futures at time t. Modeling of the relative basis instead of the (log) futures prices avoids unrealistic deviations between spot prices and futures prices in the simulated price paths which the analysis obtains from the data model. The number of lags is specified separately for each equation of the data model using Schwarz's (1978) Table IX shows single equation OLS estimates of System (19) and some results from diagnostic tests. The Ljung-Box tests give no indication of autocorrelation in the residuals of the data model. Moreover, there is little evidence for ARCH effects in the residuals. ARCH effects are always insignificant on a 1% level, and they are significant on a 5% level in only one case. Overall, if there is any time-series dependence in the residuals, it is weak. Based on this result, the analysis can apply a standard bootstrap to sample the residuals of Model (19). In general, whole residual vectors are drawn to maintain any cross-sectional correlation.
The simulation of price paths from the data model starts with the values of the log spot price and relative bases on December 20, 2002, the last trading day of the January 2003 contract. In a first step, a residual vector is drawn from the data model, and the simulated log spot price and bases are calculated for the next month according to System (19) . Starting from these new values, another residual vector is drawn that allows the calculation of new prices again. This procedure is continued until log spot prices and relative bases for a time horizon of up to nine years are generated. From these data, price paths for spot oil and futures u 1t , . . . , u 7t are calculated. These simulated prices together with the parameter estimates from Table III are then used to implement the replication strategies according to Equations (13) to (15). 11 In Equations (13) to (15), the short-term contracts are the five-months futures (Model 1) and the three-and seven-months futures (Models 2 and 3). Initial maturities of the long-term contracts are either 48, 72, or 108 months. Long-term forward prices entering the replication strategies are always theoretical prices, obtained from the simulated prices of short-term futures and the model parameters. The replication portfolios are rebalanced (rolled over) at the end of a month and held constant in the meantime to avoid excessive rebalancing. No daily marking-to-market is considered. After a month, the (positive or negative) proceeds from the short-term futures are calculated and added to a savings account, which allows either investing or borrowing for a fixed rate of 5% per year. At the end of the hedge horizon, replication errors are calculated by subtracting the payments of the expiring long-term forward from the balance of the savings account. Table X shows the mean absolute replication errors and mean replication errors of the strategies implied by different drift specifications. Note. Model parameters and data model have been estimated using the whole data set.
12 Some indication about the statistical significance of the differences would also be useful. In principle, one could bootstrap the data model. Then, for every bootstrap sample, one would have to estimate the data model, simulate the paths, and evaluate all replication strategies. However, this procedure is hardly feasible for a reasonable number of bootstrap samples.
Replication refers to the creation of a synthetic forward that delivers one barrel of crude oil in either 48, 72, or 108 months. Means are taken over the 20,000 replication errors for each strategy. Mean absolute errors are generally quite high. Model 3 shows the smallest values of about $1.3, followed by Models 1 and 2. Differences between model variants lie within the range of $0.43 and $1.8. Thus, there is a significant difference between alternative drift specifications in economic terms. 12 Notably, for the stationary models (Model 1 and Model 3) the mean absolute error barely changes with the time to maturity of the long-term contract. For the nonstationary model, Model 2, the mean absolute replication error is much larger for a 108-months contract than for a 48-months contract. Figure 1 shows a possible reason for this result. Because Model 2 takes a one-to-one net hedge position regardless of the time to maturity of the long-term contract, basis risk increases almost proportionally with the number of times the position is rolled over. In contrast, basis risk should not increase considerably for the stationary models.
A positive mean error, as is observed from Model 2, means that a strategy that is short one long-term forward, and then hedges this position by rolling over short-term futures leads to gains on average. However, a strategy that is long one long-term forward and hedges with short-term futures looses money on average. Thus, a nonzero mean error could be either a desirable or undesirable property in practice, depending on whether a long position or a short position is replicated. However, in comparison to a perfect model, which always delivers a replication error of zero, a nonzero mean error is certainly a model deficiency.
So far, both the parameters of the valuation models and the parameters of the data model used for simulation have been estimated from the whole data set. In this sense, Table X provides in-sample results that might be too optimistic. To check this conjecture, the following control study has been performed: The last 10 years of the data set are reserved for estimation of the data model. The remaining six and half years are used for estimation of the parameters of the valuation models, that is, there is no overlap in the two periods. Accordingly, the new starting date for the simulation is now January 20, 1993, the first date that has not been used to estimate parameters of the valuation models. Table XI shows the results of the control study. As expected, the mean absolute errors increase for all models. The highest increase is for Model 2. Similar to the results of Table X, the errors of the stationary models are relatively stable if the time to maturity increases. But there is an enormous increase in errors with the time to maturity for the nonstationary model.
In sum, the results on the synthetic creation of forwards show again that a stationary two-factor models leads to considerable improvements compared to a nonstationary two-factor model if long-term contracts are involved. In this application, even a stationary one-factor model performs better than the nonstationary two-factor model.
CONCLUSION
This article presents a reduced-form affine two-factor model for the pricing of commodity derivatives. The model generalizes the model by Schwartz and Smith (2000) with respect to the drift specification of the stochastic factors. It allows for two mean-reverting factors and therefore for stationary spot and futures prices.
An empirical study for the crude oil market compares the new model with the stationary one-factor model by Schwartz (1997) and the nonstationary two-factor model by Schwartz and Smith (2000) . Based on statistical criteria and on the results for different pricing and hedging Note. Model parameters have been estimated using the first six and a half years of the data period. The data model has been estimated using the last ten years of the data period.
applications, the paper comes to two main conclusions: First, a onefactor model does not seem to be flexible enough to provide satisfactory results in many instances. Second, the use of the more general stationary two-factor model instead of the nonstationary two-factor model brings additional benefits with no additional costs. Both two-factor models are almost identical in terms of analytical tractability and ease of implementation, because the more general model has only one more parameter. However, this extra parameter could either help or hurt in out-of sample applications. As the results show, it never hurts but leads rather to considerably better results with respect to long maturity contracts. This is an important finding, because for many applications with real options, where the use of more general three-or four-factor models is not feasible, very long time horizons are relevant.
Of course, the analysis of this article is restricted to the crude oil market. However, because mean reversion is a well-known stylized fact for many commodities, it can be conjectured that the simple model extension suggested here is also useful for other markets. Tests of this conjecture are left for future research.
APPENDIX
It follows from the properties of the Ornstein-Uhlenbeck processes in Equations (9) and (10) that conditional on and , the distribution of the state variables at time T under the risk-neutral measure is bivariate normal with the following mean vector and variance-covariance matrix: (20) (21) Using the above moments, the definition of the log spot price in Equation (8) implies the following expectation and variance of ln S T :
(1 Ϫ e Ϫ(kϩg)T ) r xj s x s j (k ϩ g)
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