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1. INTRODUCTION
This article is devoted to the following Problem 2 from [6, p. 401]:
• Let R be a nite local ring with identity. Can R be embedded into
a matrix ring over a commutative ring?
By a local (noncommutative) ring, we mean an associative ring with iden-
tity which has a unique maximal left ideal (it has to be two-sided).
The question is deeply related to the articles of Bergman [2, 5], Bergman
and Vovsi [3], and Bergman et al. [4], which led the author to the mistaken
belief that it was raised by Bergman. The author sincerely thanks Bergman
who kindly pointed out the reference [6] and the referee who made many
improvements on the style of the article and suggested some simplication
of the construction.
First, an example of a nite local ring: Suppose we are given a prime
integer p > 0, an integer n > 0, and integers in; in−1 : : : ; ik; : : : ; i1 ≥ 0.
Let E = End B denote the ring of all automorphisms of the nite abelian
p-group
B= /pn⊕ · · · ⊕ /pn| {z }
in times
⊕/pn−1⊕ · · · ⊕ /pn−1| {z }
in−1 times
⊕
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· · · ⊕ /pk⊕ · · · ⊕ /pk| {z }
ik times
⊕ · · · ⊕ /p⊕ · · · ⊕ /p| {z }
i1 times
= B1 ⊕ B2 ⊕ · · · ⊕ Bα ⊕ · · · ⊕ Br
= Cn ⊕ Cn−1 ⊕ · · · ⊕ Ck ⊕ · · · ⊕ C1;
where Bα = /pkα (with kα ≥ kβ for α ≤ β), r = in + in−1 + · · · +
ik + · · · + i1, and Ck = /pk⊕ · · · ⊕ /pk| {z }
ik times
. As is well known, every el-
ement c ∈ E can be written in the form of a matrix, c = cαβ, where
cαβ ∈ HomBβ;Bα, and the multiplication (and addition) in E is dened
using the usual rule for multiplication (and addition) of matrices and the
composition (and addition) of homomorphisms. Let R = Rpyi1;:::;in ⊂ E be
the subset of all matrices of the form
a · 1+
0@Tnn : : : Tn1::: : : : :::
T1n : : : T11
1A (1)
where a ∈  and every block Tkk ∈ End Ck is lower triangular modulo p,
Tkk ≡
0@ 0 0: : :
∗ 0
1Amod p:
I claim that R is a local ring (in fact, it is a maximal local subring in E
containing the identity of E). Let N denote the ideal of matrices occurring
on the right-hand side of (1). It is not hard to see from the denition that
every member of N sends each Bi into Bi+1 + · · · + Br + pB. Hence any
member of Nr sends B into pB and hence any member of Nrn sends B
into pnB = 0; so N is nilpotent. Therefore, N is contained in NR
(the nilpotent radical of R). Clearly, p · 1 is also contained in NR. Thus,
R/NR is at most /p.
In some sense, the example presented is a general one. For an arbitrary
nite local ring R with the nilpotent radical NR, the eld R/NR can
be lifted into R in the form of a local commutative subring A which can
be described quite explicitly (see the next section).
I have not succeeded in answering the question. The main result is the
Theorem 1. Let R be a nite local ring. Then there is an embedding
R ↪→ Matrm eR preserving identity such that eR = A⊗ Rpyi1;:::;in , where A is
a commutative nite local ring satisfying pnA = 0.
Thus, the question is reduced to the one concerning the concrete nite
local ring Rpyi1;:::;in . It seems likely to me is that it will not in general be
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representable by matrices over a commutative ring. However, even if it is
representable, the representation should be a little bit sophisticated: The
ring Rpy1;0;:::;0;1 is representable and the minimal possible size of matrices
is p. Such a representation is pointed out at the very end of the article.
2. SOME ELEMENTARY REMARKS
Let R be a nite local ring with identity. Denote by NR the nilpotent
radical (= maximal ideal) of R. As is known F = R/NR is a nite eld
of pm elements, where p is a prime integer. Clearly, p = p · 1 ∈ NR
and pn = 0 in R. We take the least possible n to satisfy the last equality.
The multiplicative group of F is cyclic. It is generated by y = y + NR.
Therefore, yp
m−1 = 1 + a, for some a ∈ NR. Since 1 + apN = 1 for
N  0, we obtain ypm−1pN = 1. Since pN and pm − 1 are coprime, we can
replace y by yp
N
. For this new y, we have yp
m−1 = 1.
Denote by A the subring (with identity) generated by y. Obviously, A+
NR = R. Hence, A is a commutative local ring with identity. Moreover,
A/NA ' F . Note that the minimal polynomial for y over the prime eld
Fp ' /p has the form tm − f0t, deg f0 < m. We can regard f0t as a
polynomial over the integers. The commutative Fp-algebra A/pA is gen-
erated by y which satises the equality yp
m = y; therefore, A/pA satises
the identity: zp
m = z, z ∈ A/pA. In particular, A/pA is semisimple, which
means that pA ⊃ NA and, hence, NA = pA. Thus, we obtain
ym = f0y + pg1y;
where g1t is a suitable polynomial over the integers. By use of this equal-
ity, we can replace every term of the form ym+i in g1y by f0yyi +
pg1yyi on the right-hand side of the equality. After few such replace-
ments, we shall acquire the equality ym = f0y + pf1y + p2g2y, where
f1; g2 ∈ t and deg f1 < m. After applying the same procedure to the
terms in g2y, then to those in g3y, and so on, we shall obtain the equal-
ity
ym = f0y + pf1y + · · · + pn−1fn−1y;
where fi ∈ t, deg fi < m, 0 ≤ i < n. Denote f t = f0t+pf1t+ : : :+
pn−1fn−1t. We can regard f t as a polynomial over /pn, deg f < m.
We will show that
A ' /pnt/ Ideal (tm − f t: 2a
Indeed, if gt is a nonzero polynomial over /pn, deg g < m, such that
gy = 0, then, multiplying gt by a suitable power pi, we have pigt =
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pn−1ht for a polynomial ht ∈ t, degh < m, which is nonzero modulo
p. Since the image of hy under the natural map A → F is nonzero,
hy is invertible in A. Thus, the equalities 0 = pigy = pn−1hy imply
pn−1 = 0, contradiction. Arguing similarly, for an arbitrary 0 6= a ∈ A, we
obtain a = piqy, 0 ≤ i < n, deg q < m, and qt is nonzero modulo p.
This means that qy is invertible. Consequently, every ideal in A has the
form piA. From this fact, we can deduce self-injectivity of A by use of
the Baer criterion: If piA → A is an A-module homomorphism from an
arbitrary ideal into A, 0 ≤ i ≤ n, then the image of pi has the form pku,
k ≥ i, with u ∈ A invertible. Therefore, the homomorphism is induced
by multiplication by pi−ku. The same arguments lead to self-injectivity of
A/pkA, k > 0.
The homomorphism A → F ' A/NA induces a homomorphism α x
Aut A → Aut F of groups. I claim that it is an isomorphism. Indeed, if
ϑ belongs to the kernel of α, then ϑ x y 7→ y + pa, a ∈ A. Since y is
nonzero in F , y is invertible in A, so we can write y + pa = y1+ pb for
a suitable b ∈ A. It follows that ϑx ypm−1 7→ ypm−11+pbpm−1; therefore,
1 = 1 + pbpm−1. On the other hand, 1 + pbpN = 1 for N  0. This
means that 1 + pb = 1 and ϑ x y 7→ y. Hence, α is an embedding. The
group Aut F is generated by the Frobenius automorphism φ. It remains to
show that there exists an automorphism of A which maps y to yp. Consider
the group ring of the cyclic group G of order pm − 1 over the ring /pn,
i.e., B = /pnG ' /pnt/ Ideal tpm−1 − 1. There exists an epi-
morphism B→ A which maps t to y. The well-known decomposition of a -
nite commutative ring into a direct sum of local rings, B = B1⊕ · · · ⊕Br , for
some i, yields an epimorphism Bi → A induced by the epimorphism B→
A. (Otherwise the local ring A would contain a nontrivial idempotent.)
The epimorphism Bi → A induces an epimorphism Bi/NBi → A/NA
of elds, which must be an isomorphism. Since pn−1Bi 6= 0; by using the
arguments which led to (2), we have Bi ' /pnt/ Ideal
(
tm − gt,
deg g < m, and card Bi = card A; therefore, Bi → A is an isomorphism.
The automorphism of G mapping x to xp induces an automorphism ψ of
B. Every automorphism of B is formed by automorphisms of Bi’s and a
permutation of Bi’s. We can nd the permutation which corresponds to ψ
by looking at ψ modulo p. Since B/pB ' FpG is a semisimple algebra and
the induced automorphism is given by the rule x 7→ xp, we see that the
permutation is trivial. This yields the automorphism of Bi and, therefore,
the desired automorphism of A. Denote this automorphism of A by ϕ.
Let T = F ⊗ F . For every i = 0; 1; : : : ;m− 1, we dene the ring homo-
morphisms hi x T → F onto F by the rule hi x α ⊗ β 7→ φiα · β. These
homomorphisms have the kernels pairwise different, since hj
(
α⊗ 1 − 1⊗
φiα = φjα − φiα for all α ∈ F . Being semisimple (in view of the
identity zp
m = z), T is the direct sum of elds T = T0 ⊕ · · · ⊕ Tm−1 ⊕ · · ·
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with the isomorphisms Ti ' F induced by hi’s. Comparing cardinalities, we
conclude that T = T0 ⊕ · · · ⊕ Tm−1. Since the T -module F given by hi and
the T -module Ti are isomorphic, we obtain α⊗ 1 · ti =
(
1⊗φiα · ti for
all α ∈ F and ti ∈ Ti. The ring B = A⊗A has a decomposition into the di-
rect sum of local rings B = B0⊕ · · ·⊕Bm−1. Modulo the radical NB = pB
this decomposition induces the decomposition of T . Therefore, for every
bi ∈ Bi, we have
(
y ⊗ 1− 1⊗ ϕiy · bi ∈ pB ∩ Bi = pBi. Thus, unBi = 0,
where u = x− zpi , x = y ⊗ 1, and z = 1⊗ y. The equalities zpipm = zpi
and xp
m = x imply x− u = x− upm = x+pmuv+ u2w for suitable v;w ∈
B. Hence u1+ pmv + uw = 0. Since unBi = 0, the element pmv + uw is
nilpotent modulo the annihilator of Bi in B. Therefore, uBi = 0. Thus, for
every bi ∈ Bi, the subring a ∈ A  a⊗ 1 · bi =
(
1⊗ ϕia · bi contains
y. In other words, a⊗ 1 · bi =
(
1⊗ ϕia · bi for all aA and bi ∈ Bi.
Let M be an arbitrary A;A-bimodule. RegardingM as a left B-module,
we obtain the bimodule decomposition M =M0 ⊕ · · · ⊕Mm−1, where Mi =
BiM . It is clear that ami = miϕia for all a ∈ A and mi ∈Mi
Summarizing, we arrive at the
Proposition 2. Let R be a nite local ring with residue eld F = R/NR
of cardinality pm, where p is prime. Then there exists a y ∈ R such that
yp
m−1 = 1.
The subring A generated by y satises the following properties:
• A is a commutative nite local ring and the ring A/pkA is self-
injective for every k ≥ 0;
• R = A+NR and NA = A ∩NR = pA;
• the group Aut A is naturally isomorphic to the cyclic group Aut F
with the automorphism ϕ x y 7→ yp corresponding to the Frobenius automor-
phism φ;
• every A;A-bimodule M admits an A;A-bimodule decomposi-
tion M = M0 ⊕ · · · ⊕Mm−1 such that ami = miϕia for all a ∈ A and
mi ∈Mi.
3. THE CONSTRUCTION
The idea of this and the next sections is to put A into the center of some
nite local ring eR and represent the initial nite local ring R by matrices
over eR. The construction presented here is composed with the following
picture in mind: The subring A of R is living in Matrm eR in a twisted form
on the diagonal
R ⊃ A 3 a 7→ diag (ϕ0a; : : : ; ϕm−1a ∈Matrm eR:
Let R and A be as in the preceding section. Applying the proposition
to the A;A-bimodules N = NR and R, we obtain two decompositions
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N = N0 ⊕ · · · ⊕ Nm−1 and R = R0 ⊕ · · · ⊕ Rm−1. Since A + N = R and
A ⊂ R0, we see that R0 = A+N0 and Ri = Ni for 0 < i < m. It is easy to
see that R = R0 ⊕ · · · ⊕ Rm−1 is graded by the group Aut A = Aut F . In
particular, R0 is a subring. Note that pn−1r = 0 implies r ∈ N; otherwise,
r would be invertible and pn−1 = 0. On the other hand, if pn−1r 6= 0,
then the ideal a ∈ A  ar = 0 GA does not contain pn−1 and, hence,
equals zero, which means that the left A-module Ar is isomorphic to A.
By using the self-injectivity of A, we can split R0 into a direct sum of left
A-modules, R0 = A ⊕ B0. If pn−1B0 6= 0, then we can similarly split B0:
There exists r1 ∈ B0 such that pn−1r1 6= 0; therefore, B0 = Ar1 ⊕ B1 and
R0 = A⊕Ar1 ⊕B1. Finally, we obtain R0 = A⊕Ar1 ⊕ · · · ⊕Art ⊕Bt with
pn−1Bt = 0. The last equality implies the inclusion Bt ⊂ N . For every ri,
there are two possibilities: either ri ∈ N or N 63 ri ∈ A + N = R. In the
second case ri = a + b, where a ∈ A \N and b ∈ N . Since A is local, we
can replace such an ri by a−1ri = 1 + c, where c = a−1b ∈ N . Note that
A⊕A1 + c = A⊕Ac. Thus, we can suppose that all ri’s belong to N .
Summarizing, we obtain the decompositions of A;A-bimodules
R = A⊕ R0 ⊕ R1 ⊕ · · · ⊕ Rm−1; R0 = A⊕ R0; Ri ⊂ N; 2b
where, for 0 < i < m, we denote Ri = Ri. (Observe that R0 is an A;A-
subbimodule, since it is a left A-submodule and A is in the center of R0.)
We will view all indices modulo m. Denote by
′ x R→ A; r 7→ r ′; i x R→ Ri; r 7→ ri
the respective projections, so that, for every r ∈ R, r = r ′ + r0 + · · · + rm−1.
Let C be a cyclic group of order m on one generator c, let S be the
skew group ring on C over A dened by the relations ca = ϕac, a ∈ A,
and let P = S tA R be the coproduct (free product) of S and R with
amalgamation of the common subring A.
By [1, Corollary 8.1], the A;A-bimodule decomposition (2) of R and
the A;A-bimodule decomposition S = A⊕Ac ⊕Ac2 ⊕ · · · ⊕Acm−1 im-
ply the following structure of P: The ring P is the direct sum of S and the
A;A-bimodules
ci0Rj0c
i1Rj1 · · · cikRjkcik+1; 3
where k ≥ 0, 0 < il < m for l = 1; 2; : : : ; k, 0 ≤ i0; ik+1 < m, and
0 ≤ jl < m for l = 0; 1; : : : ; k. The above summand has the structure of
additive group Rj0 ⊗A · · · ⊗A Rjk with the lth ⊗A twisting the action of
elements of A by ϕil (i.e., rjl−1 ⊗ arjl = rjl−1ϕila ⊗ rjl for a ∈ A, rjl−1 ∈
Rjl−1 , and rjl ∈ Rjl), and the A-bimodule structure of the whole tensor
product likewise twisted via ϕ−i0 on the left and via ϕik+1 on the right. The
multiplication in P is given by the rules
· · · rjci · ci
′
rj′ · · · = · · · rjci+i
′
rj′ · · · if i+ i′ 6= 0;
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· · · rjci · ci
′
rj′ · · · = · · · rjrj′  · · · if i+ i′ = 0 and j + j′ 6= 0;
· · · rjci · ci
′
rj′ · · · = · · · rjrj′ 0· · · +
( · · · rjrj′ ′ · · · ·
if i+ i′ = 0 and j + j′ = 0;
where the product
( · · · rjrj′ ′ · · · · can be calculated with the same rules
by induction.
It is easy to verify that the ring P is /m-graded: the degree of the
term (3) is j0 + · · · + jk − i0 − · · · − ik+1, so that axi = xiϕia for every
a ∈ A and every xi ∈ P homogeneous of degree i. In particular, R is a
/m-graded subring of P .
Denote by Q the centralizer of A in P . As is easy to see ciRi−jc−j ⊂ Q
(in fact Q is generated by all the ciRi−jc−j ’s and A).
There is a standard embedding of a /m-graded ring into the m×m-
matrices over it,
ψx P →Matrm P; x 7→ xi−jij;
where xi stands for the homogeneous component of x of degree i. Let
T = diagc0; : : : ; cm−1. It follows from the rule axi = xiϕia that the
embedding P → Matrm P , x 7→ TψxT−1, maps P into Matrm Q. Conse-
quently, we obtain the embedding
R→Matrm Q; r 7→ ciri−jc−j + δijϕir ′ij;
where δij is the Kronecker delta. Obviously, A is in the center of Q.
4. THE EMBEDDING
Denote by I the ideal of P generated by all Ri. Here we will prove that,
for M large enough, IM ∩

A +P
i;j
ciRi−jc−j

= 0, which thus yields the
embedding R → Matrm eR, where eR = Q/IM ∩ Q is a nite local ring
such that the subring eA constructed from this ring eR as A was constructed
from R lies in the center of eR.
For some q > 0, Nq+1 = 0. We dene Rli ⊂ pA + Ri for l ≥ 1 by
induction on l > 0: For l = 1, put R1i = Ri. For l > 1, put Rli =P
α+β=i R
l−1
α R
1
β . Clearly, R
l
i is an A;A-subbimodule, Rl1i1 · R
l2
i2
⊂
R
l1+l2
i1+i2 , and R
l
i ⊂ Nl. In particular, Rli = 0 for l > q. Now Rli ⊂ Ri
if i 6= 0. For i = 0, let r ∈ Rl0 . We know that r = r ′ + r0 with r0 ∈ R0 ⊂ N ,
r; r0 ∈ N , and r ′ ∈ A; therefore r ′ ∈ A ∩N ⊂ pA and thus Rl0 ⊂ pA+R0.
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It is clear that IM is the sum of
ci0R
l1
j0
ci1R
l2
j1
· · · cikRlkjk cik+1; 4
where k ≥ 1, i1; : : : ; ik 6= 0, q ≥ l1; : : : ; lk ≥ 1, and l1 + · · · + lk ≥ M
(in particular, k ≥ M/q). We will reduce (4) to the canonical form (3)
eliminating the factors Rltjt by using the inclusion R
lt
jt
⊂ pA+ Rjt ,
ci0R
l1
j0
ci1R
l2
j1
· · · cikRlkjk cik+1
⊂ ci0pA+ Rj0ci1pA+ Rj1ci2 · · · cikpA+ Rjkcik+1
⊂ ci0Rj0ci1Rj1 · · · cikRjkcik+1 + pIk−1 + p2Ik−2 + · · · + pn−1Ik−n+1
⊂ ci0Rj0ci1Rj1 · · · cikRjkcik+1 + pIk−n
⊂ ci0Rj0ci1Rj1 · · · cikRjkcik+1 + pIM/q−n;
since pn = 0. Note that the term ci0Rj0ci1Rj1 · · · cikRjkcik+1 is in the canon-
ical form (3).
Now we can apply the same procedure to IM/q−n. Since pn = 0, for M
large enough, we arrive nally at the canonical form (3) with k ≥ 2. This
yields the fact needed.
Proof of the Theorem (the tensor division). Now we can assume that eR
is an A-algebra and has a faithful nite (left) eR-module M (for instance,
M = eR). Using induction on card M , we will show that eR ⊂ eRpyi1;:::;in ⊂
EndA M , where the ring eRpyi1;:::;in is similar to the ring Rpyi1;:::;in described
in the introduction. The only difference between Rpyi1;:::;in and
eRpyi1;:::;in is
that, for the latter, the ring A is used in place of /pn.
Let M ′ = v ∈ M  pv = 0. Since M ′ is an eR-submodule, we have the
homomorphism eR→ EndAM/M ′. The image is a nite local A-algebra
and we can apply the induction hypothesis to it. Thus, M/M ′ has a basis
b1; : : : ; br over A such that M/M ′ =
Lr
α=1Abα(as an A-module), every bα
has additive order pkα, 1 ≤ kα ≤ n (with kα ≥ kβ if α ≤ β), and,
for every c ∈ eR,
cbα =
rX
β=1
aβαcbβ; 1 ≤ α ≤ r;
where aβαc ∈ A, all aααc’s have the same image in F = eR/NeR as c,
and aβαc ∈ pA if β < α and kβ = kα.
Denote by bα ∈ M some preimage of bα. The sum S =
Pr
α=1Abα is
direct: If
Pr
α=1 aαbα = 0, aα ∈ A, then aαbα = 0, hence aα = pkαdα
for some dα ∈ A and every α. Now p
Pr
α=1 p
kα−1dαbα = 0, so
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α=1 p
kα−1dαbα ∈ M ′, which implies pkα−1dαbα = 0 and dα = pfα,
fα ∈ A. Since aα = pkα+1fα and pkα+1bα = 0, the fact follows. More-
over, we have proved that the additive order of bα is pkα+1. As an
A-module, M ′ is simply an F-vector space (recall that F = A/pA).
Clearly, M ′′ = M ′ ∩ S = Prα=1Apkαbα and the pkαbα’s form an F-basis
for M ′′. Note that M ′′ is an eR-submodule: For c ∈ eR,
cbα =
rX
β=1
aβαcbβ + qαc;
where qαc ∈ M ′. Since kα ≥ 1, we obtain cpkαbα =
Pr
β=1 p
kα
aβαcbβ ∈ S. Obviously, cpkαbα ∈M ′. In other words, eRM ′′ ⊂M ′′.
The eR-module M ′ is in fact an eR/peR-module and eR/peR in its turn is
a local nite-dimensional F-algebra. As is known, there is an F-basis for
M ′/M ′′ such that eR/peR acts on M ′/M ′′ in a lower triangular way with
respect to this basis. Denote by br+1; : : : ; br+s some preimage of this
basis.
Now, for c ∈ eR and 1 ≤ α ≤ r, we can write qαc as
qαc =
rX
β=1
gβαcpkβbβ +
r+sX
γ=r+1
a′γαcbγ;
where gβαc; a′γαc ∈ A. For r < ϑ ≤ r + s, we have
cbϑ =
rX
β=1
a′′βϑcpkβbβ +
r+sX
γ=r+1
a′γϑcbγ;
where a′′βϑc; a′γϑc ∈ A, a′γϑc = 0 for r < γ < ϑ ≤ r + s, and all
a′ϑϑc’s have the same image in F = eR/NeR as c.
For 1 ≤ α;β ≤ r < ϑ ≤ r + s, denote a′βαc = aβαc + pkβgβαc
and a′βϑ = a′′βϑcpkβ. For 1 ≤ pi ≤ r + s, denote by pk
′pi the additive
order of bpi . (Thus, for 1 ≤ pi ≤ r, we obtain k′pi = kpi + 1.) It is
straightforward that k′pi ≥ k′δ if pi ≤ δ.
Summarizing, we obtain: For all c ∈ eR and 1 ≤ pi ≤ r + s
cbpi =
r+sX
δ=1
a′δpicbδ;
where a′δpic ∈ A, all a′pipic’s have the same image in F = eR/NeR as c,
and a′δpic ∈ pA if δ < pi and k′δ = k′pi.
The rest is clear: eR ⊂ eRpyi1;:::;in , M = A⊗ B (the nite abelian p-group
dened in the introduction), and eRpyi1;:::;in = A⊗ Rpyi1;:::;in .
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5. REPRESENTABILITY OF Rpy1;0;:::;0;1
Note that the ring Rpy1;0;:::;0;1, n > 1, is generated by 1, en1 ∈
Hom/p;/pn induced by → , 1 7→ pn−1, and e1n ∈ Hom/pn;
/p induced by → , 1 7→ 1, which satisfy the relations
pn = 0; pen1 = 0; pe1n = 0; e2n1 = 0; e21n = 0; e1nen1 = 0; en1e1n = pn−1:
Conversely, if a ring R is generated by en1, e1n, and 1 which satisfy the
above presented relations and pn−1 6= 0, then R is isomorphic to Rpy1;0;:::;0;1:
Every element x ∈ R can be written as a + ben1 + ce1n with a ∈ /pn
and b; c ∈ /p. If x = 0, then 0 = px = pa and a = pn−1a′, a′ ∈ .
Therefore, 0 = xe1n = bpn−1 and 0 = en1x = cpn−1, which implies b = c =
0 and, hence, a = 0. Thus, R has pn+2 elements like Rpy1;0;:::;0;1. Suppose
that R is a subring of Matrm D (with the same identity), where D is a
commutative ring with identity. Then 0 = tre1nen1 = tren1e1n = mpn−1
and m is divisible by p.
Denote by D0 the commutative /p-algebra (without identity) with the
basis b1; b2; : : : ; bp−1; b′; b′′; z and the multiplication given by the rule
b′b′′ = z; b2i = z; i = 1; 2; : : : ; p− 1
(all the others elements in the basis have zero product). Clearly, D30 = 0
and D0 is associative. Consider D0 as a /pn-algebra and adjoin a formal
identity to it. Then identify the elements pn−1 and z in the algebra D1 =
/pn · 1+D0 to obtain
D =

/pn · 1+ /pb1 + · · · + /pbp−1
+/pb′ + /pb′′ + /pz
.
Idealz − pn−1:
Since Idealz − pn−1 = /pz − pn−1, we conclude that pn−1 6= 0
in D. In the ring D, we have b21 = pn−1, b22 = pn−1, : : :, b2p−1 = pn−1,
b′b′′ = pn−1, and b21 + b22 + · · · + b2p−1 + b′′b′ = ppn−1 = 0; therefore, the
matrices
en1 =
0BBBB@
0 : : : 0 b1
0 : : : 0 b2
:::
: : :
:::
:::
0 : : : 0 bp−1
0 : : : 0 b′
1CCCCA and e1n =
0BB@
0 0 : : : 0 0
:::
:::
: : :
:::
:::
0 0 : : : 0 0
b1 b2 : : : bp−1 b′′
1CCA
satisfy the above relations.
At the moment I do not know whether the ring R2y0;1;1 (of 256 elements)
is representable.
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