We study the magnetic phases of a prototype non-equilibrium spin chain, where coherent interactions between neighboring lattice sites compete with gain and loss processes. This competition between coherent and incoherent dynamics drives the spins into distinct stationary states, which are genuinely induced by dissipation. We use this model to investigate transitions between magnetically aligned and highly mixed phases, across which the system changes from a low-to an effective infinitetemperature state. Although in many ways consistent with regular first-and second-order phase transitions, the corresponding stationary states do not exhibit the expected signatures of phase coexistence or symmetry breaking in a conventional sense. Instead, we show that the emergent phases in this system can be described in terms of the dynamical mechanism of parity-time-reversal symmetry breaking, which has no direct analog in the theory of equilibrium phase transitions. Thus, these findings provide important new insights towards a more general understanding of non-equilibrium phases of driven-dissipative quantum many-body systems.
Magnetically ordered and disordered phases are ubiquitous in interacting spin systems and represent an area of intensive research in condensed-matter and statistical physics. Such phenomena are studied in thermal equilibrium where, for example, order-favoring interactions compete with thermal or quantum fluctuations. A topic of growing interest is the study of non-equilibrium properties of interacting spins or other quantum many-body systems, in particular, in the presence of external driving and dissipation [1-5, 7-9, 11-16, 18-20] . Such conditions are naturally found in quantum optical and cold atom settings [21] [22] [23] [24] [25] [26] [27] . In these systems, for example, trapped atoms are highly isolated from the environment, while efficient dissipation channels can be engineered through optical pumping and laser cooling techniques. However, in contrast to their equilibrium counterparts, the stationary states of such systems are no longer determined by energetic considerations or by the minimization of a thermodynamic potential. As a consequence, there is still little known about the general principles that govern the formation and the properties of ordered and disordered phases of such driven-dissipative quantum systems.
In this work we propose and analyze a minimal spin model to obtain deeper insights into non-equilibrium magnetic phenomena that are genuinely induced by dissipation. Compared to many previous studies of the dissipative transverse field Ising and XYZ models [1, 4, 8, 9, 12] , where distinct magnetic phases are already present in equilibrium, here we instead consider the setting depicted in Fig. 1(a) , where neighboring spins in a large bias field are coupled via excitation-conserving XX interactions. This system exhibits only a trivial paramagnetic ground state, but by adding incoherent gain and loss processes-which tend to polarize the spins along opposite directions-this state is destabilized and several distinct phases arise in the long-time dynamics of the system. Of particular interest in this model are transitions between magnetically-aligned and strongly mixed phases, which do not fall in the conventional framework of first-and second-order phase transitions. Most importantly, even in the limit of large spins, none of the stationary phases break the underlying U (1) symmetry of the model, in stark contrast to what is expected from general considerations [18] and mean-field predictions for related dissipative spin systems [4] . We show that this qualitative discrepancy and most properties of the ordered and disordered phases can be explained in terms of the dynamical mechanism of PT (parity and time-reversal) symmetry breaking [28, 29] , which is known for (classical) non-Hermitian systems with gain and loss and has no direct analog in equilibrium physics. The current analysis demonstrates the implications of this effect for the steady-states of finite dimensional quantum systems and thereby pinpoints an essential qualitative difference between equilibrium and driven-dissipative spins systems.
Beyond the specific model considered here, the applied analytic and numerical methods can be readily generalized to identify and characterize similar non-equilibrium effects in other models and higher-dimensional lattice geometries, where exact numerical simulations are no longer available.
Model.-We consider a one dimensional (1D) chain of 2N spin-S systems, which is divided into two sublattices A and B [cf. Fig. 1(a) ]. The spins precess around a static field along the z-direction with Larmor frequency ω 0 and are coupled to their neighbors via spin-flip interactions with alternating strengths g and h. The coherent dynamics of this system is described by the Heisenberg model The S k a,n and S k b,n , with k ∈ {x, y, z, ±}, denote the usual spin operators for spins on sublattice A and B. Within the parameter regime of interest, ω 0 g, h, this model only has a trivial, fully polarized ground state, which would be stabilized by adding decay for all spins. To obtain non-trivial dissipation effects, we thus consider alternately pumping the spins along opposite directions. By changing into a frame rotating with ω 0 , the resulting evolution of the system density operator ρ is then described by the master equation (ME),
where
and Γ g and Γ l are the gain and the loss rate, respectively. In Eqs. (1) and (2) the couplings and pumping rates are scaled by the spin quantum number S to ensure that the relevant timescales of the system dynamics remain the same for different total spin. Note that Eq. (2) preserves the U (1) symmetry associated with a common rotation of all the spins in the x-y plane.
As depicted in Fig. 1(b) , the dissipative terms in Eq. (2) drive the system into a state with a staggered magnetization, while the coherent coupling tends to counteract this imbalance. This competition leads to several distinct phases for the steady state of the spin chain, ρ 0 = ρ(t → ∞), which are summarized in Fig. 1(c) . We identify two types of ordered phases, which exhibit either an anti-ferromagnetic (AM) or a ferromagnetic (FM) alignment of spins. In addition, there are two strongly disordered phases, which are labeled as PT-symmetric (PT) and pseudo-PT-symmetric (PPT) for reasons that will be discussed in more detail below. In the limit S → ∞ the five different phases are separated by sharp boundaries defined by the lines Γ g Γ l = (g ± h)
2 and
2 [30] . Dissipative spin dimer.-As a first step we consider the limit h → 0, where the chain separates into decoupled spin dimers allowing exact numerical diagonalization to be performed. In this case the intermediate mixed phase disappears and for the remaining phases the order parameter m z = M z /(2N S) is plotted in Fig. 2(a) . For Γ g,l g dissipation always dominates and the spins are simply pumped into an anti-aligned configuration, where
arrangement is destabilized by the coherent coupling, which in this regime efficiently redistributes the energy between the two sites. As a result, the stationary state is only determined by the sign of the net damping rate, δΓ = (Γ g − Γ l )/2, and exhibits a ferromagnetic alignment, m z ±1. In this regime the spin alignment even opposes the applied dissipation in one of the sublattices.
Of specific interest is the behavior of the system along the line δΓ = 0, where in the FM regionΓ = (Γ g +Γ l )/2 < g there is no preferred polarization. This situation is reminiscent of a regular Ising ferromagnet in the absence of an external bias field, which then spontaneously aligns itself along one of the two possible directions. Instead, the corresponding non-equilibrium state in this regime is close to the fully depolarized state,
0. This state is very different from the naively expected mixture of the two neighboring FM states and can be considered as a separate phase. As shown in Fig. 2(b) , the transition between the ordered and the depolarized phase becomes sharper for increasing S and turns into a sudden jump of the magnetization for S → ∞. In this limit we obtain a dissipative first-order phase transition, which, however, does not exhibit the usual feature of phase co-existence [18] . In Fig. 2(c) we plot the real part of the lowest non-zero eigenvalues, λ n , of the Liouville superoperator L, which is defined byρ = Lρ. As we approach the transition point Γ = g from the AM phase, we observe a closing of the Liouvillian gap, ε L ∼ 1/S, where ε L = min{−Re(λ n )}. While this behavior is expected for any dissipative phase transition point [3, 18] , we also find that many of the higher eigenvalues of L vanish and remain vanishingly small (in the limit of large S) within the whole PT phase. This indicates that forΓ < g the gain and loss processes cancel out on average and fluctuations, which still occur with rates Γ g,l , are no longer suppressed. Since the energy levels of the system do not change at the transition point, this sudden increase of entropy translates into a jump of the systems' effective temperature [3] . This is a crucial difference to equilibrium systems, where the level of fluctuations is determined by a fixed temperature in all phases. As a consequence of this dynamical mechanism of entropy production, the phase transition becomes very asymmetric. This can be clearly seen from the plot of the entanglement negativity N [44, 45] and the purity P = Tr{ρ 2 0 } in Fig. 2(d) . In the ordered phase substantial quantum correlations up to N = 0.5 [30] are generated through correlated spin excitations. Slightly below the transition point the same mechanism is completely washed out by the large fluctuations in this effective infinite-temperature state.
Dissipative spin chain.-We now return to the fully coupled chain with 0 < h ≤ g, where in addition to the phases described above, a second highly disordered phase appears. Since for N 1 an exact numerical evaluation of the steady state is no longer possible, we focus in the following on the limit of large S, where we can use stochastic methods based on a variant of the truncated Wigner approximation (TWA) [30] to simulate the phase space distribution of the spins. Compared to related previous work [3] [4] [5] [6] this approximation allows us to simulate the long-time dynamics and steady states of dissipative spin systems with N ∼ 100 unit cells. Although only applicable for very large spins, this method goes beyond mean-field theory by accounting for the relevant quantum noise terms. In the ordered phases, these numerical results are in perfect agreement with analytic results based on the Holstein-Primakoff approximation (HPA). In addition, we use infinite matrix product operator (iMPO) and cluster-mean field (CMF) simulations to verify that the main characteristics of the different phases prevail in the limit of small and moderate spin quantum num- bers. For more details about the numerical methods used see [30] .
In Fig. 3 (a) and (b) we plot the mean magnetization of each spin and its variance for a fixed Γ g = 1.5g and varying Γ l . This verifies the existence of two ordered (FM, AM) and an intermediate disordered (PPT) phase. Although the latter still exhibits an imbalanced average magnetization, i.e., S z a = S z b , it is dominated by large fluctuations similar to the PT phase discussed above. Importantly, this characteristic behavior is no longer restricted to a single line and is found in a large region of parameter space, replacing the FM phases in the limit h = g. As expected for dissipative spin systems in 1D [46] , for smaller S the boundaries between the phases are washed out by fluctuations, but even in this limit, the three different phases can be clearly distinguished. In contrast to the case of the spin dimer, the average magnetization changes smoothly when transitioning from the AM into the PPT phase, indicating a second-order phase transition. This claim is further supported by a diverging correlation length, ξ, which is extracted from an exponential fit of the spin correlation function S The numerical value of ν 0.5 agrees very well with the analytic predictions using a HPA in the ordered phase [30] .
While the transition between the AM and the PPT phase exhibits most of the characteristics of a secondorder phase transition, one essential ingredient, the breaking of a symmetry [47] , is missing. Indeed, all of our results show that none of the stationary phases break the U (1) symmetry of our model. This is very surprising, since a mean-field analysis [4, 30] , which is expected to provide accurate results in the limit S → ∞, predicts such symmetry-broken states. To illustrate this point we show, in Fig. 3(d) , the results of a CMF simulation, where the U (1) symmetry is explicitly broken by initializing the spins along a specific direction in the x-y plane. For a cluster size n C = 1 of one lattice site, which corresponds to the regular mean-field approximation, the broken symmetry is retained in the steady states of the PPT and PT phases. However, as one increases the cluster size, the region with broken symmetry rapidly shrinks and does not considerably grow again when the spin S at each lattice site is increased. Further evidence for the absence of symmetry breaking in the limit S → ∞ is provided by dynamical simulations within the PDA, as summarized in [30] . These results demonstrate that fluctuations can play an essential role in determining the stationary states of dissipative spin models. This means that in contrast to thermal or quantum fluctuations in equilibrium, the role of noise does not necessarily become negligible when the local dimension of the system increases. PT symmetry breaking.-While no regular symmetries are broken, the observed effects are reminiscent of the dynamical effect of PT-symmetry breaking. This effect occurs, for example, in systems of coupled classical oscillators with balanced gain and loss, which are described by a non-Hermitian dynamical matrix [29] . In such systems there is a sharp transition between an oscillatory regime, where all the eigenvalues are purely imaginary, and a regime where at least one pair of eigenvalues becomes real. The corresponding eigenmodes then no longer preserve the underlying parity symmetry of the system. In the current dissipative spin model we also find that for Γ g = Γ l , the ME, Eq. (2), is invariant under the combined exchange of sublattices A and B (parity) and the conjugation of the jump operators S + a ↔ S − b (exchanging loss and gain, i.e., reversing time). For the spin dimer, the transition between the PT and the AM phase can thus be interpreted as a stationary PT-symmetry breaking transition [48, 49] in a finite dimensional quantum system. ForΓ < g the system exhibits a weakly damped, primarily oscillatory behavior and relaxes into stationary state with conserved parity symmetry, S , and the dynamics is rapidly damped. For the chain, the intermediate PPT phase corresponds to the case where the analogue non-Hermitian oscillator model [50] has both real and imaginary eigenvalues. Therefore it shares many characteristics of the PT phase, but the symmetry is not fully established.
To further illustrate this behavior, in Fig. 4 we show Γ g,l . Thus, the system transitions slowly between many metastable orientations, which is reflected in the significant fluctuations observed in this phase. Another qualitative change is then found in the PT phase, Γ l = Γ g < (g − h), shown in Fig. 4 (a). Here there are several configurations, where the fluctuations exhibit a purely oscillatory behavior, i.e., Re(µ) = 0, Im(µ) ∼ g, even in the presence of strong local dissipation. These configurations are neither stable nor unstable, which explains the peculiar properties of this phase. Overall, we see that the pattern of growth rates of spin fluctuations provides a characteristic fingerprint for the different non-equilibrium phases, which can also be evaluated for larger lattices where the exact Liouvillian spectrum is no longer accessible.
Conclusions.-In summary, we have studied the nonequilibrium magnetic phases of a dissipative spin model with gain and loss. These phases and the transitions between them differ in many ways from what is expected for equilibrium systems and from our current understanding of dissipative quantum phase transitions [18] . Specifically, we have found that in this system conventional symmetry breaking is overruled by the dynamical effect of PT-symmetry breaking, which also determines most of the properties of the ordered and disordered phases. Note that by redefining the orientation of all spins on sublattice A, i.e., S
be mapped onto an XY model with only decay, as studied, for example, in Ref. [4] . This shows that the predicted effects are relevant for a much broader class of nonequilibrium models, where such PT-symmetry breaking effects and the role of dissipation-induced fluctuations must be taken into account. Beyond purely conceptual considerations, the model considered here can be implemented, for example, with ensembles of cold atoms [13] [14] [15] or solid-state spins [16] , where collective coupling and dissipation mechanisms can be engineered via interactions with optical or microwave cavities [30] .
Supplementary material for: Non-equilibrium magnetic phases in spin lattices with gain and loss
HOLSTEIN-PRIMAKOFF APPROXIMATION
For large spin S and/or a large number of unit cells, N , the master equation, Eq. (2) in the main text, cannot be numerically solved exactly. However, in the ordered FM and AM phases and for large S, it is still possible to make approximate analytic predictions by linearizing the dynamics of each spin around its mean value on the Bloch sphere, which become exact in the limit S → ∞.
The Holstein-Primakoff transformation [S1] provides an exact mapping of the collective spin operators S ± , S z onto a bosonic mode with annihilation operator c,
In the large spin limit this transformation can be used to find a linear representation of the spin operators. As an example we linearize around the spin down state with S z = −S. In this case and for c † c /(2S) 1, we can approximate the spin operators by
Equivalently, in the opposite limit of the spin up state, where S z ≈ S, we find
This approach then allows us to find a description of the system valid for large S in each of the ordered phases described in the main text. For example, within the phase with all spins pointing up, which we label | ⇑⇑ , the system dynamics is described by the master equation ( = 1)
with Hamiltonian
Here we have introduced the bosonic operators c a,b , which describe the left and right spins in each unit cell labeled by n. To proceed we introduce the Fourier transform of the bosonic operators
In this new basis and by assuming periodic boundary conditions the Hamiltonian then reads
with g k = g + he ik .
Phase Boundaries
Using the above form of the master equation it is possible to obtain the steady-state solution of this system in k-space,
and c † a,k c a,k ss = 0 etc. for k = k . To obtain expectation values in real-space, we Fourier-transform back the solutions, e.g.,
In the thermodynamic limit of infinite sites, N → ∞, the sum can be replaced by an integral
.
Equivalently, we find
This then allow us to calculate the magnetization of each of the inequivalent sites as
These solutions only give real numbers when Γ g > Γ l and (g − h) 2 > Γ g Γ l , allowing us to show that the | ⇑⇑ phase is only stable in these regions of the phase diagram. Note that the same conditions can be obtained from the linear equations of motion for the mean values c a/b,n . Equivalent calculations for the | ⇓⇓ phase give
which are only valid for Γ l > Γ g and (g − h) 2 > Γ g Γ l , where this phase is stable. Finally, for the | ⇑⇓ phase we find
which sets the phase boundary for this phase as
To obtain the locations of the phase boundaries for the dimer model one may simply set h = 0 in these expressions.
Correlation length
Close to the points where transitions between the different phases occur we see the build-up of long-range correlations in the steady-state density matrix. To quantify these correlations we calculate
which can be evaluated in the same way as the magnetization above. For example, in the | ⇑⇓ phase and for s > 0 this quantity takes the form
This then lets us express the asymptotic form of the spin-spin correlation function as
with the correlation length ξ = −1/ log(−λ). Close to the phase boundary λ → 1 and the correlation length diverges. We can expand around the transition point, Γ g Γ l = (g + h)
2 , and find
Because of log(1 − x) = −x + O(x 2 ), we find
Similar calculations for the other ordered phases show that the critical exponent for the correlation length in this large-spin limit is always ν = 1/2.
Purity and Entanglement
For Gaussian states we can calculate the purity and entanglement negativity from the covariance matrix [S2] . Since within the Holstein-Primakoff approximation the steady-state is Gaussian we may examine these quantities to understand more about the nature of the phases. This calculation is only analytically tractable in the case of a single dimer, where h = 0, and so we focus on this case below. For the lattice, the same procedure can be carried out numerically.
The covariance matrix for the dimer is defined as
The covariance matrix has the following structure
where V A contains correlations within the first site, V B those in the second site and V C the cross-correlations. The covariance matrix of the steady-state can be derived from the linearized master equation in the respective phases. The resulting analytic expression for V is already quite involved and not explicitly shown here.
Purity
For a given Gaussian state ρ with co-variance matrix V the purity can be calculated as
In the case of the | ⇑⇓ phase the resulting expression for the purity of the steady-state is given by
while in the other two phases | ⇑⇑ and | ⇓⇓ we obtain
We see that the purity vanishes at and below the phase boundary and the same behavior is found numerically for larger chains with h = 0.
Entanglement
We can also calculate the entanglement negativity from the covariance matrix as
By evaluating this expression for both the | ⇑⇑ and | ⇓⇓ phases, we obtain a vanishing entanglement, N = 0, while the negativity is finite in the | ⇑⇓ phase. This can be understood from the fact that in the former two phases the linearized Hamiltonian contains only excitation-conserving interactions,
Along the PT-symmetric line, Γ g = Γ l =Γ, this equation simplifies to
Therefore, the maximal amount of entanglement is reached at the transition pointΓ = g. The same behavior is also found for larger chains when h = 0. Note that within the Holstein-Primakoff approximation a finite amount of entanglement is only found between spins within the same unit cell.
PHASE-SPACE METHODS
The Holstein-Primakoff approximation is only applicable in the ordered phases where the spins can be linearized around a well-defined mean value. In order to also simulate the disordered phases for larger lattices and large spin S, we use approximate numerical methods based on a phase-space representation of the spins [S3-S6] . These methods rely on a representation of the spins in terms of Schwinger bosons. Under certain approximations, the master equation for these bosons can be mapped onto an equivalent Fokker-Planck equation (FPE) for a phase space distribution, which can then be sampled efficiently using stochastic methods.
Schwinger Bosons
As a first step, we map each of the spins onto two independent bosonic modes a and b, by using the Schwinger boson representation:
One can easily show that this transformation preserves the spin commutation relations [S i , S j ] = i ijk S k . To fix the spin quantum number S, we require the additional constraint on the total occupation of both oscillators
In the Schwinger boson representation the master equation for the full spin chain readṡ
Here, a n , b n and c n , d n are the pairs of Schwinger bosons for the spins on the A and B sublattices, respectively.
Fokker-Planck equation
Once expressed in terms of bosonic modes, the master equation, Eq. (S38), can be mapped onto an equivalent partial differential equation for a class of phase-space distributions defined as
where v is a vector of all the bosonic operators and α and β are vectors containing the same amount of complex numbers. For different values of k, this phase space distribution corresponds to the Wigner function (k = 0), the Glauber-Sudarshan P-representation (k = +1) or the Husimi Q-distribution (k = −1). By using the usual substitution rules for a single mode [S7] ,
we can convert Eq. (S38) for the density operator ρ into a partial differential equation for any of the phase space distributions. In the following we show the result only for a single unit cell, where v = (a, b, c, d) and α = (α, β, γ, δ). The generalization to multiple lattice sites is straightforward, but lengthy. We obtain the FPE
Here the first term describes the coherent spin-spin coupling and is given by
The second and the third terms in Eq. (S45) account for the incoherent gain and loss processes and have the form
and
t). (S48)
Finally, the higher order terms (h.o.t), which are ignored in Eq. (S45), include all contributions, which involve thirdor higher order derivatives. Note that in our model, such terms only appear for k = ±1, i.e., for the Wigner-function, but not for the P -representation or the Q-function.
Truncated Wigner and positive diffusion approximation
The partial differential equation (S45) is not yet very useful for numerical simulations and to proceed we must make additional approximations. First of all, for k = ±1, we neglect all third-and higher-order derivatives, which corresponds to the usual truncated Wigner approximation (TWA) [S4] . However, this is not enough, since the resulting FPE still contains non-positive diffusion terms, i.e., the terms underlined in Eqs. (S46)-(S48) . Therefore, the additional approximation we make at this point is to neglect all those terms in order to obtain a FPE with a positive diffusion matrix. The range of validity of this combined approximation, which for simplicity we simply refer to as TWA, is discussed in terms of several numerical examples below. Importantly, this approximation does not introduce any physical inconsistencies. Specifically, the total spin S on each lattice site is still conserved on average,
This is no longer the case when further diffusion terms are neglected, meaning that the most relevant quantum noise terms (for S 1) are still included in this approach.
Stochastic simulations
After the TWA, the resulting FPE with a positive semidefinite diffusion term can be mapped onto an equivalent set of stochastic (Ito) differential equations [S8] . For the full lattice, these stochastic equations read
Here the dW n,i = dW In summary, we have mapped the dissipative dynamics of 2N spin-S systems onto a set of stochastic equations for 4N complex amplitudes. Quantum mechanical expectation values of spin operators can then be obtained via ensemble averages over many random trajectories, e.g.,
where · denotes the ensemble average. As a final remark we point out that the problem of non-positivity could also be overcome by using, e.g., a positive-P representation, where α and α * are treated as independent variables [S3, S7] . In this case, a positive semi-definite diffusion matrix can be obtained for this larger set of variables without neglecting any of the terms. However, it is know from various previous studies that the corresponding stochastic equations are often not well behaved [S7] . In particular, the appearance of "spikes", where individual trajectories diverge at a finite time [S5-S7] , can prevent the simulation of the long-time behavior and of steady-states. We found that this problem exists in our model.
Justification of the positive diffusion approximation
Up to this point our analysis has been carried out for a whole class of phase space distributions parametrized by k. Since it is known that the P-distribution cannot represent number states or squeezed states, we consider for our simulations only the Husimi Q-function (k = −1) and the Wigner function (k = 0). The approximations we make in the two cases are slightly different. For the Wigner function we must neglect high-order derivatives, which is not the case for the Q-function. In turn, the full equation for the Q-function contains non-positive diffusion terms arising from the spin-spin coupling, which are absent in the case of the Wigner function [see Eq. (S46)]. In both cases we neglect non-positive second-order diffusion terms arising from gain and loss processes and the justification for doing so is not a priori obvious. Since the stochastic simulations described above only become accurate for very large S, a direct comparison with exact numerical solutions of the master equation for small lattices or even for a single unit cell is in general not possible. However, we can benchmark the TWA for single spin models, where similar diffusion terms are neglected, and against analytic predictions from the HPA in the ordered phases. In general we find that for S 100 both simulation methods are in very good agreement with the exact results, but under certain circumstances there are subtle quantitative differences.
Initial conditions
While in the main part of the paper we are primarily interested in the long-time behavior, in the following examples we also study the transient dynamics, for which we need to specify the initial conditions. In the Schwinger-boson representation a fully polarized spin state, |S z = S , corresponds to the bosonic number state |n a = 2S |n b = 0 . The Q-function for this state is
which is a well-behaved probability function determining the initial distribution of the amplitudes. In contrast, the Wigner function of a number state is not a valid probability distribution. Therefore, in this case we approximate the same initial condition by the coherent state
with amplitude √ n a . Note that this introduces an uncertainty of the total spin, which, however, is negligible for S 1.
TWA for superradiance
As a first example, we consider the superradiant decay of a single collective spin, which is described by the master equationρ
and the dynamics in phase space is given by Eq. (S48). For k = −1, the TWA then corresponds to neglecting the underlined negative second-order derivative term, for k = 0 higher order derivatives are also neglected.
In Fig. S1 we plot the time evolution of S z for S = 5 and S = 100, with the spin initialized in the highest excited state, |S z = S . For the large spin we find that the results from the stochastic simulations agree very well with those obtained from an exact simulation of the master equation. For smaller values of S the agreement is still good but, as expected, it is worse than in the large S case. Note that for small S the occurrence of individual trajectories with large or even unphysical deviations requires averages over considerably larger number of trajectories and limits the simulations to short times. This problem is worse for the Wigner-function simulations, which take considerably longer to converge to the same level of accuracy. This behavior limits the simulation of larger lattices to spins S ≈ 100−1000, where this problem becomes negligible.
In summary, this comparison shows that for S 100 the omission of negative diffusion terms in the gain and decay terms does not considerably alter the dissipative dynamics. 
TWA for a driven spin
As a second example, we consider the case of a quadratically driven spin, which evolves according to the master equationρ
Here the coherent (S + ) 2 + (S − ) 2 term corresponds to the following term in the Fokker-Planck equation,
Therefore, when performing the TWA for this model, we neglect similar terms as in the spin-spin coupling term in Eq. (S46), as well as higher order derivatives for k = 0.
In Fig. S2 we compare the exact time evolution of the spin expectation values S x,y,z for this model with the predictions from the stochastic simulations. We initialize the spin into an x eigenstate which corresponds to a Wigner function of the form
For S = 10 we observe a similar trend between the two sets of results, but still clear quantitative differences, the agreement becomes considerably better for a larger spin, S = 100. While in this case the precise oscillatory behavior at intermediate times is still not very well reproduced, the time-averaged values or the decay time of the mean value of S x , the relevant quantity for the main text, are accurately predicted. Note that for better visibility this plot only shows the results for the Q-function, since in the relevant case of S = 100 the simulations with k = −1 and k = 0 are in perfect agreement with each other.
In summary, this comparison again supports our conclusion that the omission of the negative diffusion terms arsing from coherent spin interactions is justified in the limit S 1.
Comparison with Holstein-Primakoff approximation
Finally, in the regime of interest, S 1, the numerical results using the TWA can be directly benchmarked by a comparison with analytic results obtain from the HPA in the ordered phases. For example, in Fig. 3(c) of the main text, the correlation length obtained from the numerical simulations agrees perfectly with the analytic predictions. In Fig. S3 we also show a zoom of the mean value of S FM phase the agreement between all the approaches is good. Similar behavior is also found for larger lattices, but without any effect on the correlation length. In summary, for k = 0 and for S 100, the TWA becomes essentially exact in the ordered phases. In the AM phase, neglecting negative diffusion terms from spin-spin interactions introduces a slightly higher noise level for k = −1.
Conclusions
To conclude, the various examples discussed above provide strong support for the validity of the TWA for spin systems with S 100. While for more than two sites we cannot compare our stochastic simulations with exact results, we can directly compare the simulation for k = 0 and k = −1, which involve slightly different approximations. In Fig. S4 we replot the results from Fig. 3 of the main text, for k = 0, with the corresponding results for k = −1. We see that none of the qualitative features depend on the simulation method and apart from small differences in the level of noise, there is also very good quantitative agreement.
In general, the simulations with k = −1 show faster convergence, but due to the inaccuracies of the Q-function simulations in the AM phase, we have used k = 0 for all the results presented in the main paper. For the numerical results presented in Fig. 3(a) -(c) in the main text as well as in all of the figures in this supplementary material we have simulated the stochastic equations presented in Sec. using the Euler-Maruyama method with a timestep of ∆t = 10 −4 g −1 . For efficient simulation, unless otherwise stated, we simultaneously time evolve n traj = 250 trajectories at the same time. After t = 100/g, we sample every 1000th timestep for a total of 250 points per trajectory to obtain the steady-state distribution.
MEAN-FIELD AND CLUSTER MEAN-FIELD THEORY
In this section we summarize the main equations that are used to simulation the dynamics and steady-states of our spin model using mean-field approximations.
Mean-field theory
From the master, equation (2) in the main text, we obtain the following set of equations of motion for the expectation values of the spin operators S
Under the mean-field approximations, we factorize all expectation values between two spin operators as AB → A B also making the replacement (
We then arrive at the closed but non-linear set of equations,
Here we have dropped the n subscripts in these equations since under the mean-field approximations each unit cell is identical. These equations can then be readily integrated numerically using standard ODE solvers.
Cluster mean-field theory
To systematically go beyond the results of the mean-field theory equations above we generalize to the case where all quantum correlations between neighboring sites are included but a mean-field decoupling is made between these clusters [S9] . To achieve this we consider a cluster of N C unit cells exactly, but factorize the interactions between spins in neighboring clusters. Within this approximation the density operator of the whole chain is replaced by a tensor product of N/N C smaller density matrices,
Taking the limit N → ∞ allows us to assume translational invariance and hence we set ρ ( ) C = ρ C . The resulting mean-field master equation for ρ C is then given bẏ
Here, the last line of the Hamiltonian accounts for the mean-field interaction between neighboring clusters. Note that this equation is no longer linear in ρ C and the evolution of the state and the expectation values must be found self-consistently. In our model each unit cell consists of two spin-S systems. This limits the applicability of this method to clusters of size N C = 1, 2 for even moderate values of S. To observe the behavior of the system as the cluster size is increased we thus focus on the symmetric case where Γ g = Γ l =Γ and h = g. This then allows us to make a unitary transformation which results in a fully translationally model in which the unit cell is a single site. By redefining the spin on every A lattice site as S , we obtain a model described by the cluster mean-field master equationρ
This allows us to simulate cluster sizes of n C = 1, 2, 3, 4 lattice sites for spin S ≤ 4.
INFINITE MATRIX PRODUCT OPERATORS
To accurately simulate the behavior of systems with only a relatively small S but on a fully translationally symmetric lattice, i.e. N → ∞ we use the infinite matrix product operator (iMPO) technique [S10, S11] . We may encode the state of the system in a pair of 3-index tensors, A and B, one for each of the A and B lattice sites. These tensors have one external index which runs over the (2S + 1) 2 possible basis states for the local density operator, while the other two indices have variable bond dimension, χ, which encodes the correlations along the chain. We use a standard iTEBD [S11] algorithm to calculate the time-evolution of this object, varying χ to ensure that the values of the observables we calculate do not change when χ is increased. To calculate observables the network is contracted using a termination tensor which corresponds to the eigenvector with the largest eigenvalue of the transfer matrix [S11] . To calculate the long range correlations used in the main text the appropriate number of A and B tensors are contracted together and then terminated in the same way as for single site observables. To obtain the results presented in Fig. 3 of the main text we required a bond dimension of χ = 50 for S = 1/2 while for larger spin S = 2 required χ = 80 to be fully converged.
SYMMETRY-BREAKING
One of the central observations presented in the main text is the absence of spontaneous breaking of the U (1) symmetry of the model in the PPT phase, which persists even in the limit S → ∞. In the main text we illustrated this point via a cluster mean-field calculation finding that the region where symmetry breaking occurs in the steady-state shrinks rapidly with increasing cluster size. At the same time, for a fixed cluster size, the region doesn't substantially grow by increasing the spin quantum number S. This can be contrasted to the analysis carried out in Refs. [S9, S12] , where a similar scaling analysis was performed for dissipative phase transitions which do show a phase with broken symmetry. However, since the cluster mean-field simulations are restricted to moderate spin quantum numbers in this section we provide additional evidence for the absence of symmetry breaking using phase-space simulations for very large S 1. We emphasize that for a finite system the exact steady-state of the master equation, Eq. (2) in the main text, always preserves the U (1) symmetry of the model. However, if the symmetry is broken in the thermodynamic limit we expect that, as we move towards S → ∞, the timescale, τ sb , over which the symmetry is restored should diverge. A prototypical example for such a symmetry-breaking effect is a conventional laser, where the phase diffusion rate decreases inversely with the mean photon number [S7] .
To test if this is the case we prepare the system in a state with broken symmetry and examine τ sb for various spin sizes S. In Fig. S5 we perform such a numerical experiment on our model in the PPT phase, with Γ l = Γ g = g, h = 0.5g and N = 50 unit cells. For this simulation the spins are initialized in a symmetry broken state, close to one of the steady-states obtained from mean-field theory (see Sec. ). The time evolution is then calculated using the stochastic phase-space simulations under the PDA (see Sec. ) which is compared to the results from mean-field theory. Of specific interest in these plots is the evolution of the transverse spin
since a finite value indicates a preferred average direction in the x-y plane and hence breaking of the U (1) symmetry. According to mean-field theory this expectation value stays close to its initial value for the whole of the simulation. However, the stochastic simulation, which includes quantum fluctuations from the dissipation, shows that this average rapidly approaches zero after a time τ sb ∼ 10g −1 , which is also on the order of Γ −1 g,l . Importantly, this time does not considerably increase (by less than a factor of 2), when the spin quantum number is increased by a factor of 16. This gives further evidence to the lack of symmetry breaking in this model.
The results shown here are in contrast to those in the example in Fig. S2 which displays a clear signature of symmetry breaking. In that example the single-spin system has a Z 2 symmetry along the x-direction, which is broken by the initial condition. There the value of S x decreases over long timescales, but by going from S = 10 to S = 100 the corresponding timescale for restoring the symmetry increases by roughly a factor of 10 showing that the symmetry is broken in the thermodynamic limit.
PHYSICAL IMPLEMENTATION
The dissipative spin model discussed in this work requires excitation-number conserving coherent interactions between neighboring spins as well as local dissipation terms, which pump the spins in opposite directions. In Fig. S6 we illustrate a general method for implementing both effects for systems with arbitrary spin quantum number S. Here the large spins are generated by an ensemble of N s = 2S atoms with two stable ground states, |0 and |1 , and two optically excited states, |e and |f at the same energy ω E . The ground states are coupled, via Raman processes, to different cavity modes, which are selected by the choice of detuning and polarization of classical driving fields. The cavity modes and excited states can then be adiabatically eliminated to realizes effective coherent couplings and collective dissipation channels for the spin-S degrees of freedom.
In the following we explicitly show how to obtain our model in the simplest case of a single unit cell with two collective spins A and B. In this case, each ensemble is coupled to one common cavity mode with frequency ω C and bosonic annihilation operator c, and to one local cavity mode with frequency ω L and annihilation operators c a and
By including the decay of the cavity modes with rates γ C and γ L , respectively, the dynamics of the full system density operator ρ tot is then described by the master equatioṅ
In a final step we now assume that (i) |δ C | γ C , G C and (ii) γ L G L and δ L = 0. Under these conditions, the coupling to the collective mode mediates coherent spin-flip interactions, while the resonant coupling to the lossy local modes generates a collective dissipation mechanism. Therefore, after adiabatically eliminating the fast dynamics of the cavity modes we obtain a reduced master equation for the state of the spins, ρ = Tr c,ca,c b {ρ tot }. By neglecting common Stark-shift terms for both ensembles, we obtaiṅ
The described setting could be implemented, for example, using cold atoms in multi-mode optical cavities, similar to the experimental setups in Refs. [S13-S15] . In addition, analogue schemes can be realized with ensembles of solidstate spin qubits which are coupled magnetically to microwave resonators [S16] . Using this approach could provide a more easily scalable implementation of large-S dissipative spin chains.
