In this paper we examine the Kδthe-Toeplitz reflexivity of certain sequence spaces and we characterize some classes of matrix transformations defined on them. The results are used to prove a generalization of a theorem by V. G. Iyer, concerning the equivalence of the notions of strong and weak convergence on the space of all integral functions, and also to generalize some theorems by Ch. Rao.
Let X, Y be two nonempty subsets of the space s of all complex sequences and A = (a nk ) an infinite matrix of complex numbers & nh {n, k = 1, 2, •). For every x -(x k ) e X and every integer n we write
where the sum without limits is always taken from k = 1 to k -oo. The sequence Ax = (A n (x)), if it exists, is called the transformation of x by the matrix A. We say that Ae (X, Y) if and only if Axe Y whenever x e X.
Throughout the paper, unless otherwise indicated, p = (p k ) will denote a sequence of strictly positive numbers (not necessarily bounded in general). The following classes of sequences were defined by Maddox [4] (see also Simons [10] , Nakano [8] [4] ) It was shown in [4] , [5] , [6] , that the sets l(p), L(p), c(p) and c o (p) are linear spaces under coordinatewise addition and scalar multiplication if and only if p e L. The special linear space c Q (l/k) was studied by Iyer [1] , who identified it with the space of all integral functions. Whenever peL we shall write H -supp k and M = max(l, H). Now let E be a nonempty subset of s. Then we shall denote by E* the generalized Kothe-Toeplitz dual of E, i.e., E r = jα: Σ #*#* converges for every x e E > .
The following lemma collects some simple and well-known properties of dual spaces: ( 
Then for every integer N > 1 we have, for i ^ 2N, \a k | iV rA ^ 2~*" and |α Λ ^ĩ " 1 , where k = fc^ Whence αe ί(ί9; 2) -i(p), contrary to the assump- 
Proof. Sufficiency.
Let p e L and αeL(p;2). Then there exists JV > 1 such that sup* | a k | ΛΓ-r^ = JSΓ < oo. Hence | a k \ N~r* Kr ι < 1 for every k and therefore
Necessity.
Let L(p; 2) = L(p) and suppose that there exists a strictly increasing sequence (&;) of positive integers such that p k . > i. Then the sequence a defined by a k -0, k Φ k iy a k . -2, i -1, 2, 3 , belongs to L(£>; 2) -L(p) and this contradicts the assumption that lco(p) is perfect.
THEOREM 6. The following statements are equivalent:
Proof. The proof is trivial.
THEOREM 7. T%e following statements are equivalent: In the second part of this paper we characterize certain classes of matrix transformations and we show that certain theorems proved by K. Ch. Rao (see [9] ) are particular cases of our theorems.
We start by characterizing the class (c(p), c) of matrix transformations. We have the following theorem. 
Necessity. Then necessity of (ii) and (iii) is obvious. For the necessity of (i) we observe that ie(φ),c) whenever Proof. It is enough to prove that in the case p k = l/jfe for every k, condition (i)* and condition (i) of Theorem 9 are equivalent. If condition (i) of Theorem 9 holds then Σ& \ a %k\ B~k ^ C for an absolute constant B > 1 and therefore \a nk \B~~k ^ C for every n, k. Whence,, for every n, k we have
i.e., condition (i)*. On the other hand if condition (i)* holds, then for an integer T ^ max (1, 2D) Proof. The sufficiency is trivial and so is the necessity of (ii). The necessity of (i) is proved by an argument similar to the one that was used to prove Theorem 3 in [3] .
Before we proceed to discuss weak convergence in c o (p) we prove a theorem concerning the relation between the classes c o (p) and l x . Hence (1) (3) is true.
In the proof of our next theorem we will make use of the following Proof. By Theorem 3 in [3] , (1) implies (2) . Now given ε > 0 we choose N > 1 such that ΛΓ" 1 < ε. By (2) there exists n 0 such that Σfc \a nk I N k < 1, π > n 0 , which implies \a nk \ N k < 1 for all k ^ 1, w > n 0 . Therefore for every n > ^0 Hence (2) implies (3). It is easy to see that (3) implies (4) and finally that (4) implies (1) by Theorem 12 and Lemma 3.
This completes the proof of Theorem 14. We conclude this paper with the study of weak convergence in
In 1948, V. G. Iyer [1] proved an interesting theorem concerning the equivalence of the notions of strong and weak convergence in c Q (l/k). Namely In the present paper we show that Iyer's theorem is true for a more general class of c Q (p) spaces, namely for the spaces c Q (p) for which p e c Q .
Before proceeding any further we make some remarks concerning the c o (p) spaces and give some definitions.
It has been shown by Maddox (see Theorem 6 in [6] (p) .
The following definitions are well-known. DEFINITION 1. Let X be a linear topological space. Then we saythat a sequence (x {n) ) of elements of X converges weakly to an element x of X if and only if lim n f(x {n) ) = f(x) for every /el* (i.e., for every continuous linear functional on X). DEFINITION 2. A linear metric space is said to have the Schur property if and only if every weakly convergent sequence of its elements is necessarily convergent in the metric of the space. If the above space is a I?-space then the definition coincides with the one given in [2] .
Note that convergence in metric (strong convergence) implies weak convergence to the same limit.
We now examine the conditions under which the space c o (p) has the Schur property. It has been remarked that peL is necessary and sufficient for the linearity of c Q (p) [n) ) and a positive number I such that
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