One of the central challenges in the study of quantum many-body systems is the complexity of simulating them on a classical computer. A recent advance [LVV15] gave a polynomial time algorithm to actually compute a succinct classical description for unique ground states of gapped 1D quantum systems. Despite this progress many questions remained unresolved, including whether there exist rigorous efficient algorithms when the ground space is degenerate (and poly(n) dimensional), or for the poly(n) lowest energy states for 1D systems, or even whether such states admit succinct classical descriptions or area laws.
Introduction
One of the central challenges in the study of quantum systems is their exponential complexity [Fey82] : the state of a system on n particles is given by a vector in an exponentially large Hilbert space, so even giving a classical description (of size polynomial in n) of the state is a formidable challenge. A priori, the task is not impossible, as the physically relevant states lie in a tiny corner of the Hilbert space. To be useful, the classical description of these states must support the efficient computation of expectation values of local observables. The renormalization group formalism [Wil75] provides a sweeping approach to this corner of Hilbert Space by suggesting that physically relevant quantum states can be coarse-grained at different levels of granularity, or length scales, thereby iteratively eliminating the irrelevant degrees of freedom. Ideally, doubling the length scale in such a coarse-graining process does not increase the size of the description, as it only retains physically relevant degrees of freedom. This lies at the core of Wilson's numerical renormalization group (NRG) approach that successfully solved the Kondo problem [Wil75] . The approach was subsequently improved by White [Whi92, Whi93] , to obtain the famous Density Matrix Renormalization Group (DMRG) algorithm [Whi92, Whi93] , which is widely used for solving for the ground and low energy states of 1D systems.
Formally understanding the success of DMRG (and NRG) has been extremely challenging, since it touches on deep questions about how non-local correlations such as entanglement arise from local interaction Hamiltonians. This tension between the locality of interactions and non-local correlations is manifested in quantum phase transitions, and gives rise to a rich set of quantum phases of matter. While the primary goal of this paper is to present rigorous new results about the nature of entanglement in low-energy states of 1D systems, along with efficient classical algorithms for solving such systems, the techniques introduced here also shed new light on the Renormalization Group (RG) framework.
Central to our approach is a rigorously justified RG transformation that relies on a carefully constructed subclass of Approximate Ground Space Projections (AGSPs). In general, given a ground space T , AGSPs are linear operators that preserve T (or a nearby space) while shrinking the orthogonal complement to T . The AGSPs used for the RG transformation we describe here require a very stringent tradeoff between their entanglement rank and the amount of shrinking they achieve (essentially the condition D∆ < 1 in the AGSPs of Refs. [ALV12, AKLV13] ). The RG transformation instantiates a coarse graining approach that allows us to 'merge' adjacent blocks of particles, creating larger and larger blocks without increasing the effective degrees of freedom: at each length scale there is a representation of the low-energy spectrum of H involving only a small number of states of moderate bond dimension. Specifically, suppose a given 1D system has a low-energy subspace T of dimension r. And suppose that for any block of particles, there is a subspace S of dimension r 1+o(1) of the associated Hilbert space such that the reduced density matrix of every state in T on the block is well-approximated by states from S. Then we provide a prescription, based on the use of our AGSP operator, for merging two such neighboring subspaces into a single subspace S for a block of 2 particles, such that S has the same dimension r 1+o(1) and satisfies the same approximation quality for the subspace T . This is similar in spirit to what the DMRG algorithm is aiming for, except that here the merging process is rigorously controlled and as a result there is no need for the iterative and heuristic left-and-right sweeping procedure that is used in DMRG to improve the overlap with the ground state.
This new RG formalism directly leads to succinct MPS descriptions in the following two settings, previously completely open:
1. Hamiltonians with a Degenerate Gapped ground space (DG): H has smallest eigenvalue ε 0 with associated eigenspace of dimension r = poly(n), and second smallest eigenvalue ε 1 such that ε 1 − ε 0 ≥ γ with γ a constant termed the spectral gap. See Corollary 3.10 for a formal statement of the ensuing area law.
Gapless Hamiltonians with a Low Density of low-energy states (LD):
The dimension of the space of all eigenvectors of H with eigenvalue in the range [ε 0 , ε 0 + η], for some constant η > 0, is r = poly(n). See Corollary 5.4 for a formal statement.
Further work results in efficient algorithms for finding the relevant states in both settings above, running in polynomial time for the first case and quasi-polynomial for the second. (See Theorem 4.2 for a precise statement in the first case, and Theorem 5.6 for the second case.) To a large extent, these algorithms can be viewed as provably efficient numerical RG algorithms. These results should be understood in the context of a substantial body of prior work studying ground state entanglement in 1D systems. Central to this work is the so-called area law for entanglement entropy -a conjecture which states that in ground states of gapped local Hamiltonians the entanglement entropy of a region should scale as its surface area, rather than its volume (see, for example, the review article Ref. [ECP10] ). A landmark result by Hastings [Has07] proved this conjecture for gapped 1D systems with unique ground state. He also proved that for such systems the ground state can be well-approximated by a matrix product state (MPS) with bond dimension that scales polynomially in the number of spins in the system. This rigorously justified DMRG's restriction of its search space to the manifold of succinct MPSs [ÖR95, RÖ97] .
Hastings' bound for the entanglement entropy scales as e O(Jγ −1 log d) for a chain of d-dimensional spins with nearest-neighbor interactions of strength J and spectral gap γ > 0. This bound is exponentially larger than the conjectured bound O(Jγ −1 log d). A very different approach for proving the area law in 1D gapped systems with a unique ground state was pioneered in Refs. [ALV12, AKLV13] , which gave a bound of O(Jγ −1 log 3 (dJγ −1 )) on the entanglement entropy. Central to this new proof was an AGSP with similar entanglement rank to shrinking tradeoff (D∆ < 1) to that of this work. In addition to the improved bound this new proof also showed that the ground state can be well-approximated by an MPS with a bond dimension that scales as a sublinear function of the number of spins in the system, thereby giving a sub-exponential time algorithm for finding such a state. Subsequently, [LVV15] provided an efficient (polynomial time) algorithm that computes MPS descriptions for unique ground states of 1D gapped Hamiltonians. This provided a rigorous counterpoint to DMRG, formally establishing that the computational problem addressed by this heuristic is computationally tractable.
Many systems, even in one dimension, do not strictly satisfy the two essential conditions required for the application of these previous works: (i) the existence of a unique ground state, and (ii) a constant spectral gap above the ground state energy. For example, it may be that the system has a spectral gap, but the ground space is degenerate with polynomially bounded degeneracy -for instance, Ref. [dBOE10] consider a wide class of "natural" frustration-free local Hamiltonians in 1D for which the dimension of the ground space scales linearly with the number of particles. It is also interesting to consider the case of systems which display a vanishing gap (as the number of particles increases), while still maintaining a polynomial density of low-energy eigenstates (see for instance Ref. [KLW15] ). The assumption of polynomial density arises naturally as one considers local perturbations of gapped Hamiltonians: while conditions under which the existence of a spectral gap remains stable are known [BHM10] , it is expected that as the perturbation reaches a certain constant critical strength the gap will slowly close; in this scenario it is reasonable to expect that low-lying eigenstates should remain amenable to analysis.
Even though in all these scenario one would expect an area law, or a logarithmically corrected law, to hold, aside for specific cases where a direct computation is possible few rigorous results are known [ECP10] . Chubb and Flammia [CF15] extended the approach from Ref. [LVV15] to establish an area law (and efficient algorithm) for gapped Hamiltonians with a constant degeneracy in the ground space. Masanes [Mas09] proves an area law with logarithmic correction under a strong assumption on the density of states (slightly stronger than our (LD) assumption), together with an additional assumption on the exponential decay of correlations in the ground state.
The results presented in this paper address these gaps by proving area laws, succinct descriptions and efficient classical algorithms for low energy states in these settings. Moreover, the new algorithms are natural in the sense that they do not rely on the kind of -net discretization used in the algorithms from Refs. [LVV15, Hua14, CF15] . For the case of frustration-free Hamiltonians this results in a tightly-controlled running time: for systems with a unique ground state the algorithm runs in time O(n 1+o(1) M(n)), where M(n) = O(n 2.38 ) is the time required to multiply two n × n matrices.
Background and Methods Before describing our results we briefly review the state of the art. The 1D algorithm from Ref. [LVV15] starts with a partial solution on a small number of particles (d-dimensional qudits) and proceeds iteratively, sweeping along the 1D chain from left to right. At each iteration the procedure extends the partial solution to include an additional particle. The challenge is to perform each iteration in polynomial time, as well as to keep the complexity of the description of the partial solution polynomially bounded. The 1D algorithm uses succinct representations of quantum states known as matrix product states (MPS). Roughly speaking, an MPS over n qudits of dimension d is specified by a set of d matrices of size D × D at each site, where the parameter D is called the bond dimension and determines the amount of entanglement the MPS can support. The iterative step of the algorithm of Ref. [AKLV13] relies on an -net to discretize a constant-radius ball in the linear space of these matrices at each site, and uses a dynamical-programming based approach inspired by [AAI10, SC10] to iteratively find the optimal set of matrices by performing an exhaustive search through the relevant net at each iteration. The size of the -net places a thorny limitation on this approach: the current best estimates for the size of D needed in order to obtain a constant approximation to the ground state scale as D = d O(log 2/3 n) ; since the net has dimension exponential in D its size scales super-polynomially. The solution given in Ref. [LVV15] is to use a constant D and prevent the error from accumulating by approximately projecting intermediate solutions on the ground state using an efficiently implementable but suitably relaxed version of an AGSP. 1 Since its publication the latter algorithm has been extended and improved in a number of ways. In Ref. [Hua14] the AGSP is replaced by a different construction based on ideas of Hastings [Has04, Has10] , resulting in an improved dependence of the running time on the ground state energy. In Ref.
[CF15] the algorithm is augmented to find a basis for a degenerate ground space with constant dimension. In both cases the basic structure of the algorithm, including the use of an -net to discretize the space of matrices, remains unchanged. Besides being somewhat unappealing aesthetically, this brute-force discretization through the -net is also a significant obstacle to adapting the algorithm into a practical heuristic. Even granting a constant D, its size scales exponentially with γ −1 , where γ is the spectral gap, which results in a doubly exponential in γ −1 scaling of the running time of the algorithm. Finally, all algorithms assume the existence of an underlying succinct description of the ground state(s) in the form of MPS (i.e. a form of an area law), limiting their applicability to the case where a sufficient area law is known to hold, i.e. 1D gapped Hamiltonians with a constant degeneracy in the ground space. Although the RG-like approach introduced in this paper can be carried out by adding a particle in each iteration as above, it also naturally lends itself to working on all particles simultaneously in each iteration, combining adjacent blocks of particles to double their size. This allows us to proceed along a tree-like structure, reducing the number of iterations from n to log n. As we shall see this has important implications for the use of this approach to prove area laws.
As described earlier, the basic step in our RG-like approach is a procedure, the Merge process, which takes as input two subspaces S 1 and S 2 of the Hilbert spaces associated to two adjacent blocks of particles such that dim(S 1 ), dim(S 2 ) = dim(T ) 1+o(1) , where T is the low-energy subspace of H. (For clarity we suppress dependence on parameters such as the local dimension d or the spectral gap γ; see Proposition 3.1 for a more precise statement.) The procedure outputs a subspace S of dimension dim(T ) 1+o(1) of the Hilbert space associated with the composite block of 2 particles, such that if S 1 and S 2 approximately preserve the low energy subspace T , then so does S. Merge starts with the trivial subspace obtained as the tensor product S 1 ⊗S 2 , whose dimension dim(S 1 ) dim(S 2 ) is too large, and whose degree of approximation (suitably measured) is worse than desired by a factor of 2 (which is unsustainable in the long run). The first step of Merge consists in selecting a small random subspace of S 1 ⊗ S 2 . This has the effect of drastically reducing the dimension, to even below what is ultimately needed, at the expense of further blowing up the approximation error. The second step controls the induced error by the application of a carefully chosen AGSP, improving the error while only mildly blowing up the dimension. The two-step process may be visualized as a (two stroke) pump: the first step (random projection) reduces the dimension, but leaves the dimension-error trade-off essentially unchanged. The second step (AGSP) improves the dimension-error tradeoff sufficiently so that the two steps together restore both dimension and error to their values at the start of the iteration.
A tensor network picture of the Merge process is provided in the figure below. Beginning with inputs representing subspaces of particles shown on the left, the Merge process (shown on the right) outputs a representation of a small subspace on 2 particles. The algorithm iteratively applies the Merge process, with the resulting tensor network picture after 4 steps given below. 2 Our construction results in a partial isometry that is reminiscent of a MERA [Vid08, Vid09] , and it should be fruitful to compare and contrast them as well as to standard RG. In particular, both our construction and RG build subspaces in a binary tree fashion. However, whereas RG can be realized as a tensor network on a binary tree (where each node represents the partial isometry associated with selecting only a small portion of the previous space), the use of the AGSP in our construction allows for selection of the small subspace outside the tensor product of the previous two spaces.
We now indicate how an area law can be proven using this RG-like approach based on the Merge process, and then explain how it can be made algorithmically efficient. To prove an area law it (essentially) suffices to use the existing constructions of AGSPs from [AKLV13] . The main challenge in designing, and analyzing, the Merge process lies in selecting the right measure of approximation error for a subspace S. We accomplish this by expanding the notion of viable set to the setting of a target subspace T from the setting of a single target vector introduced in Ref. [LVV15] . The properties of such generalized viable sets play a central role in the analysis of our RG-like approach. We note that for the reader solely interested in the proof of an area law for the case of 1D gapped degenerate Hamiltonians Section 7 provides a self-contained proof that is stripped down to its bare essentials: the generalization of the definition of viable set along with the aforementioned "two stroke pump" procedure.
Designing an algorithm to find the kind of efficient representations of low energy states promised to exist by the newly proved area laws is more challenging. Besides the dimension of the subspace S, which corresponds to the number of quantum states stored by the algorithm, the running time is also affected by the description complexity (bond dimension) of states considered at intermediate steps of the algorithm. Controlling this bond dimension requires that the AGSP operators at the heart of the Merge process not only provide a favorable tradeoff between dimension and error, but can also be efficiently constructed and applied. A substantial effort in this paper is devoted towards the construction of a suitable class of AGSPs -termed spectral AGSPs -that meet all these conditions. This relies on modifying the hard truncation procedure used to control the norm of the local Hamiltonian in [AKLV13] to a procedure of soft truncation, which approximates the thresholding function with x → t(1 − e −x/t ). We crucially show that the latter function of a local Hamiltonian can be efficiently encoded as an MPO by leveraging recent results from [MSVC15] based on the use of the cluster expansion [Has06, KGK + 14].
The polynomial factor increase in bond dimension over each iteration yields a quasi-polynomial bond dimension at the end of the log n iterations of the algorithm. This increase can be further controlled by including a step of bond trimming after each application of the AGSP used in the Merge process. The result is a polynomial-time algorithm for computing a basis for a poly(n) gapped degenerate ground space. For the gapless case, a little more work is needed; our main idea consists in creating a slowly decreasing artificial spectral gap, which again lets us implement a suitable AGSP and yields a quasi-polynomial time algorithm.
As noted earlier our new algorithms could potentially be made very efficient. The main bottlenecks are the complexity of the AGSP and the MPS bond dimension that must be maintained. In the case of a frustration-free Hamiltonian with unique ground state we obtain a running time of O(2 O(1/γ 2 ) n 1+o(1) M(n)), where M(n) is matrix multiplication time. This has an exponentially better scaling in terms of the spectral gap γ (due to avoidance of the ε-net argument) and saves a factor of n/ log n (due to the logarithmic, instead of linear, number of iterations) as compared to an algorithm for the same problem considered in [Hua14] . We speculate that it might further be possible to limit the bond dimension of all MPS considered to n o(1) (instead of n 1+o(1) currently), which, if true, would imply a nearly-linear time O(n 1+o(1) ) algorithm.
The ideas in this paper were first reported at the Reunion Workshop for the Quantum Hamiltonian Complexity program at the Simons Institute [ref15] . In subsequent work [Hua15] Huang gave a simple algorithm restricted to the frustration-free with unique ground state case, yielding a different dependence on γ and n.
Organization of the paper. We start with some preliminaries and notation in Section 2. Section 3 introduces our main tool, the Merge process, and employs it to derive an area law for 1D gapped Hamiltonian with polynomial degeneracy in the ground space. In Section 4 we build on the approach to develop an efficient algorithm for the same systems. Section 5 extends these results to the case of gapless Hamiltonians satisfying a low-density of low-energy eigenstates assumption. In Section 6 we describe in detail the constructions of AGSP that underlie our results. Section 7 is a stand alone section that describes a short approach to proving our area law for the gapped degenerate case based on a bootstrapping argument. Appendices A, B and C contain proofs that were omitted from the main text.
Preliminaries and Notation
We begin by describing the basic setup for all our results.
Definition 2.1. Let H = n i=1 h i be a local Hamiltonian acting on the Hilbert space
associated with a 1D chain of n qudits, each of local dimension d. Each h i is assumed to be a non-negative operator with norm at most 1 acting on the i-th and (i + 1)-st qudits. We denote by ε 0 ≥ 0 the smallest eigenvalue (ground energy) of H, and consider the following three assumptions:
(FF) Frustration-Free: H is frustration-free (ε 0 = 0) with a unique ground state |Γ and a spectral gap γ > 0 above the ground state. In this case we let T = Span{|Γ } denote the ground space of H.
(DG) Degenerate Gapped: H has a degenerate ground space T of dimension r = poly(n), along with a spectral gap γ > 0 above the ground space.
(LD) Low Density: There is a constant η > 0 such that the space T spanned by eigenvectors of H with eigenvalue in the range [ε 0 , ε 0 + η] has dimension r at most poly(n).
For A ⊆ {1, · · · , n} we denote the Hilbert associated with the qudits in A by H A , e.g.
corresponds to the first three qudits. Separately, for any operator (Hamiltonian) H, H [a,b] will denote the subspace spanned by the eigenvectors of H with eigenvalues in the interval [a, b] . For a set S of vectors we denote by P S the orthogonal projection onto the span of S and refer to dim(Span(S)) as the size of S, denoted |S|. We often identify sets of vectors with the vector space they span. We use standard O(·), o(·), Ω(·), ω(·) and Θ(·) notation. The use of a tilde, such asÕ(·), will indicate a polylogarithmic overhead, i.e.Õ(f ) = O(f poly log f ). We use f = poly(n) to mean that there is a fixed polynomial p such that f (n) ≤ p(n) for all n.
3 Viable sets, the merge process, and area laws Recall that our goal is to formalize and analyze an RG-like transformation in the spirit of the following claim, which for ease of explanation we state for the gapped degenerate case:
Proposition 3.1. Let H be a local Hamiltonian satisfying Assumption (DG) (q.v. Definition 2.1).
1. For every length scale and contiguous block A of qudits, there is a subspace S ⊆ H A of dimension q = r 1+o(1) eÕ 1 γ log 3 d such that S approximates the ground space T of H, in the following sense: every state in T has large overlap with a state whose reduced density on H A is supported on S.
2. Suppose given two subspaces S 1 ⊆ H 1 and S 2 ⊆ H 2 on adjacent blocks of qudits each, such that each of S 1 , S 2 has dimension at most q and approximates T . Then it is possible to generate a subspace S ⊆ H 1 ⊗ H 2 of the composite system that has the same dimension q and approximates T to the same extent as S 1 , S 2 .
The key feature of the second item in the proposition is that the dimension of the merged set S has not increased: the set has the same size as S 1 , S 2 separately, and yet it combines all the information each of these sets holds about the restriction of the ground space T to H 1 and H 2 respectively.
As we will see, the first item in the proposition leads naturally to an area law and succinct MPS representations for good approximations to states in T . The proof of the first item will be obtained by iteratively performing the merging procedure described in the second item. With additional work the merging procedure can be made efficient, leading to an efficient algorithm for computing these succinct representations.
Viable sets
We formalize the notion of a subspace approximating another as follows.
Definition 3.2. A subspace T is δ-close to a subspace T if
We say that T and T are mutually δ-close if each is δ-close to the other, and denote by ∠ m (T, T ) the smallest δ such that T, T are mutually δ-close.
is the squared sine of the largest principal angle between the subspaces T and T (where the cosines of the principal angles are given by the singular values of P T P T ); in particular the statement that T is δ-close to T is equivalent to the fact that for every |ψ ∈ T there exists |φ ∈ T such that | ψ|φ | 2 ≥ 1 − δ. Note that mutually close subspaces always have the same dimension. With a view towards working with subsystems, we extend the notion of closeness to capture approximation by subspaces defined only on one half of a factored Hilbert space
where
This definition generalizes the definition of a viable set from Ref. [LVV15] , which was specialized to the case where T is a one-dimensional subspace containing a unique ground state. Informally it captures the notion that a reasonable approximation of T can be made using the subspace S ⊗ H B . With the definition in place, we can make the statement of item 1 of Proposition 3.1 precise. For ease of exposition we relax the dependence of q on r toÕ(r 2 ). This dependence can be improved fromÕ(r 2 ) to r 1+o(1) as sketched at the end of Appendix B.
Theorem 3.4. Let H be a local Hamiltonian satisfying Assumption (DG). Then for any block A ⊆ {1, . . . , n} of ≤ n qudits there exists a .015-viable set S ⊂ H A for the ground space T of H of dimension at most
We further note that the dependence of q on the dimension r can be improved toÕ(r), using a direct "bootstrapping" argument that is slightly different from the more "algorithmic" argument that we give in Section 3.3. This improved bound and bootstrapping argument are presented in Section 7.
While the notion of viable set is quite intuitive for small δ, our arguments will also involve viable sets with parameter δ close to 1, a regime where there is less intuition. A helpful interpretation of the definition is that it formalizes the fact that for a viable set S, the image of the unit ball of S ext when projected to T contains the ball of radius (1 − δ).
Lemma 3.5. If S is δ-viable for T then for every |t ∈ T of unit norm, there exists an |s ∈ S ext such that P T |s = |t and |s ≤ 1 1−δ . The proof of this and the following two useful lemmas appear in Appendix A.1. The first summarizes the effect of tensoring two viable sets supported on disjoint spaces. Lemma 3.6. Suppose S 1 , S 2 are δ 1 -viable and δ 2 -viable for T respectively, defined on disjoint sets of qudits. Then the set S := S 1 ⊗ S 2 is (δ 1 + δ 2 )-viable for T .
The second lemma shows that our notion of closeness can be chained together and is compatible with the notion of viable set:
Lemma 3.7. If T is δ-close to T and T is δ -close to T then T is 2(δ + δ )-close to T . Consequently if S is δ-viable for T and T is δ -close to T then S is 2(δ + δ )-viable for T .
The Merge Process
We are ready to outline the merging procedure referred to in item 2 of Proposition 3.1, which lies at the heart of our RG transformation. Assume we are given a decomposition H = H L ⊗ (H 1 ⊗ H 2 ) ⊗ H R of the global Hilbert space. The merge process Merge takes as input two subsets V 1 ⊆ H 1 and V 2 ⊆ H 2 and returns a subset V ⊆ H 1 ⊗ H 2 . To do so, it requires two additional inputs: a finite set of operators {A i } D 2 i=1 each acting on H 1 ⊗ H 2 , along with a positive integer s. The procedure consists of the following three simple steps.
Step 1:
Step 2: Random Sampling. Let W ⊆ W be a random s-dimensional subspace of W .
Step 3: Error Reduction. Set V = Span(∪ i A i W ).
Return V.
The effectiveness of Merge relies on the properties of the operators {A i }, with a sufficiently good choice of these operators leading to a formalization of item 2. of Proposition 3.1. In Section 6 we show how suitable operators can be obtained from the decomposition of an approximate ground state projection (AGSP). The following theorem summarizes the essential properties of the resulting {A i }. Its proof is given in Section 6.4.1. i=1 acting on H M along with a subspaceT ⊆ H such that:
Given a finite collection of operators {A i } we denote by {A i } k the set of all products of k of the A i . The following theorem states the guarantees offered by the Merge process when initialized with operators {A i } satisfying the guarantees of Theorem 3.8.
Theorem 3.9. Let H be a local Hamiltonian satisfying Assumption (DG), and H = H L ⊗ (H 1 ⊗ H 2 ) ⊗ H R a decomposition of the n-qudit space into contiguous blocks. Let {A i } and D be as in Theorem 3.8,
Let V 1 ⊆ H 1 and V 2 ⊆ H 2 be .015-viable subspaces for T of size q = s 2 each. Then with probability
The proof below analyzes the effect of each of the three steps of the Merge process. The first creates the trivial subspace
is too large, and whose overlap with T is worse than desired by a factor of 2. The random sampling step roughly evenly trades off size for overlap: it picks a random s dimensional subspace for s q, at the expense of making the overlap roughly Proof. We analyze each of the three steps of the Merge process:
1. Tensoring. Applying Lemma 3.6 yields that the result of step 1, W = V 1 ⊗ V 2 ⊆ H 1 ⊗ H 2 , is a .03 viable set for T of size q 2 . Using the first condition from Theorem 3.8 and applying Lemma 3.7, W is .07-viable forT .
2. Random Sampling. We show that at the end of this step, with high probability W is (1 − α)-viable forT with α = (.8)s/q 2 . We accomplish this by establishing that with high probability P W ext |v 2 ≥ α for all states |v ∈T , where
Let |v ∈T have norm 1, and |w = P Wext |v ∈ W ext . Using that W is .07-viable forT it follows that |w 2 ≥ .995. Since W ext ⊆ W ext , P W ext |v = P W ext |w . Applying a standard concentration argument (q.v. Corollary A.3 with ε = .1) it holds that P W ext |v 2 ≥ (.9)(.995) will guarantee that with probability at least 1 − η, P W ext |v 2 ≥ (.9)(.995) s q 2 for all |v in the net; hence P W ext |v 2 ≥ (.99)(.9)(.995) s q 2 ≥ .8 s q 2 for all |v ∈T of unit norm. The equation (2) is satisfied with s > 400 2 log q + r 2 log 1 + 47 q 2 s , a condition verified by the choices of s and q made in the theorem.
Step 3: Error Reduction. Applying Theorem 3.8 k times in sequence,
Our choice of k ensures D 2k s = q, and the relation between D and ∆ implies that
Thus V is .001-viable forT , and by Lemma 3.7 it is .012 < .015-viable for T .
Area law for degenerate Hamiltonians
In this section we first prove Theorem 3.4 establishing the claim made in the first item of Proposition 3.1. From the theorem we then deduce an area law for local Hamiltonians satisfying Assumption (DG) (degenerate ground space with a spectral gap; q.v. Definition 2.1).
Proof of Theorem 3.4. Consider a system A of ≤ n consecutive qudits; for ease of notation we'll assume that is a power of 2 and A consists of the first qudits of the n-qudit chain on which H acts. The proof of the theorem is based on the following iterative procedure for constructing the .015-viable set claimed in the theorem. The procedure depends on a set of operators {A i } obtained from Theorem 3.8 for various decompositions of H, and we let s and k be as in the theorem.
Procedure 1. Given a local Hamiltonian H satisfying (DG), returns a viable set for T supported on the first qudits.
where {A i } are as in Theorem 3.8 for the decomposition
, and s and k are as in Theorem 3.9.
The proof of Theorem 3.4 follows by showing that with positive probability Procedure 1 returns a sub-
that is .015-viable for T and such that |V 
The induction step is a direct consequence of Theorem 3.9, which establishes that at each iteration with probability 1 − e −Ω(s) the set
Each merging operation succeeds with independent probability, therefore there is a positive probability that the procedure terminates with a .015-viable set V log 1 for T .
An area law for gapped Hamiltonians with a degenerate ground space follows readily from Theorem 3.4. Indeed, for any desired cut Theorem 3.4 establishes the existence of 0.015-viable sets of size at most q for the block of qudits on either side of the cut. As a consequence each element of the ground space T has a constant approximation by a state of Schmidt rank at most q. Applying a suitable AGSP to the tensor product of two such viable sets one can obtain a δ-viable set, for any desired δ, at a modest (depending on δ) increase in size. This kind of trade-off leads to a standard proof bounding both the Schmidt rank and the von Neumann entropy across the cut for any state in the ground space. We state the result here, relegating the proof to Appendix B.
Corollary 3.10 (Area law for degenerate gapped Hamiltonians). Let H be a local Hamiltonian satisfying Assumption (DG). For any cut and any δ = poly −1 (n) there is subspace S ⊆ H that is δ-close to T and such that every element of S has Schmidt Rank no larger than
Moreover, every state |ψ ∈ T has entanglement entropy
and can be approximated by a state |ψ such that | ψ|ψ | > 1 − δ and |ψ has an MPS representation with bond dimension bounded byÕ
We note that the dependence on r in the bounds for the Schmidt rank and the bond dimension of the MPS approximation can be improved fromÕ(r 2 ) to r 1+o(1) . A sketch for these improvements is given in Appendix B. We do not go through them in detail because there is a simpler way of getting these bounds through a clean "bootstrapping" argument, given in Section 7. The bootstrapping argument has the drawback of being non-constructive, whereas the approach followed here is well-tuned to developing the algorithms exposed in the next section. As shown in Section 5 it also works in the case of gapless Hamiltonians satisfying Assumption (LD).
Moving to algorithms
There are two main obstacles to turning Procedure 1 into an efficient algorithm. The first consists in showing that operators {A i } satisfying the conditions of Theorem 3.8 can be generated efficiently from a description of the Hamiltonian, and that it is possible to apply these operators efficiently, as required to complete the error reduction step of the Merge process. The following theorem states that this can be achieved.
Theorem 4.1 (Efficient AGSP, (DG)). There exists a procedure Generate(H, M, ε M ) which takes as input
• A local Hamiltonian H satisfying Assumption (DG),
• An estimate ε M for the minimal energy ε M of the restriction of H to H M such that |ε M − ε M | ≤ 10, and returns
i=1 acting on H M and of bond dimension at most nÕ (γ −2 ) satisfying the conditions of Theorem 3.8 for some subspaceT ,
The proof of Theorem 4.1 relies on new constructions of approximate ground state projections (AGSP), and we give it in Section 6.5.2. The theorem guarantees that the {A i } can be constructed efficiently provided it is possible to provide a good approximation to the ground state energy of the restriction of H to H M . This is the reason for includingH M as parts of the output of Generate , which is then used by an additional step of energy estimation incorporated in Algorithm 1.
The second difficulty encountered in turning Procedure 1 into an algorithm is that, even if the {A i } can be applied efficiently, due to the logarithmic number of iterations it may be that the bond dimension of MPS representations for the elements of the viable sets we work with increase to super-polynomial. This difficulty can be overcome by introducing a bond trimming component Trim ξ to the Merge procedure, resulting in the following modified procedure Merge' taking an additional trimming parameter ξ as input (ξ will usually be of order poly −1 (n)):
Step 3: Error Reduction. Set V = W . Repeat k times:
Return V .
Correctness of Merge' (for an appropriate choice of ξ) is based on the area law proven in Corollary 3.10. The details of the trimming 4 procedure Trim ξ , together with the analysis of Merge', are given in Appendix C. We describe the resulting algorithm.
Algorithm 1. Given a local Hamiltonian H satisfying Assumption (GS), returns a set V log n 1 that is 0.015-close to the ground space T of H.
Initialization. Set V 0 j = H j and ε 0,j = 0 for j ∈ {1, 2, . . . n}.
Iteration. For i = 1, . . . , log(n) and j ∈ {1 . . .
, where s and k are specified in Theorem 3.9 and ξ = poly −1 (n, r) is chosen small enough (see proof of Theorem 4.2).
New Energy Estimation. Form the subspace
The following theorem proves the correctness of Algorithm 1.
Theorem 4.2. Let H be a local Hamiltonian satisfying Assumption (DG). Then with probability at least 1 − 1 n the set V log n 1 returned by Algorithm 1 is 0.015-viable for T . 5 The running time of the algorithm is
Proof. The proof mirrors the analysis of Procedure 1 given in the proof of Theorem 3.4 in Section 3.3; the two main differences are that we must show that at every step, with high enough probability the call to Merge' yields a good viable set and the New Energy Estimation step yields a sufficiently accurate energy estimate for the next iteration.
Both conditions are satisfied at initialization since each V 0 j is 0-viable for T with |V 2j | ≤ q, and ε i−1,2j−1 , ε i−1,2j both within an additive ±3 of their respective true values (the ground state energy of the restriction of H to the corresponding spaces). As a result ε M is within 7 of the correct value ε M , and by Theorem 4.1 Generate yields a set {A i } with the properties stated in Theorem 3.8. Thus by Theorem 3.9 V i j is .015-viable for T with probability 1 − e −Ω(s) ≥ 1 − 1 n 2 (provided r ≥ log n, which we may always assume without loss of generality). For this we need to check Theorem 3.9 still applies when Merge is replaced by Merge' . The analysis of the trimming procedure given in Lemma C.2 shows that this is the case provided the error reduction parameter ∆ associated with the {A i } is replaced by (∆ + 2 √ krsξ); choosing ξ = poly −1 (n, r) we may ensure that 2 √ krsξ < .0001D −12 (using Corollary 3.10 to bound s by a polynomial at the expense of replacing T by a set that is poly −1 (n)-close to T ). With this choice, the remaining calculation of 3.9 applies to still yields that V i j is .015-viable for T . Once this has been established, an application of the third item from Theorem 3.8 shows that provided the constant implicit in the definition of t is chosen large enough the subpace V obtained after the New Energy Estimation step is O(γ 2 )-viable forT . Using that H M = O(γ −1 log γ −1 ) it follows that ε i,j is within an arbitrarily small constant of the minimal energy ofH M restricted toT . Using the last guarantee from Theorem 4.1, ε i,j is within 3 2 of the minimal energy ε M of the restriction of H to H M . This completes the inductive step.
We have shown that the iterative step succeeds with probability at least 1 − 1/n 2 ; since there are a total of n such merging steps, applying a union bound the final set V log n 1 is .015-viable with probability at least 1 − 1 n . In total the complete algorithm requires only a polynomial number of operations on MPS representations of vectors. Due to trimming, all these vectors have polynomial bond dimension and thus each operation can be implemented in polynomial time. The complexity is dominated by the complexity of the procedure Generate and the application of the operators A i , which is nÕ (γ −2 ) .
We end this section by noting that in case one desires a better than constant approximation to T the final step of Algorithm 1 can be replaced by the following:
Final step. Set K = (1 − H/ H ) and τ = 10 H γ −1 log(1/δ). Choose an orthonormal basis {|y
Return {|z i }, the smallest r eigenvectors of H restricted to W = Span{|y
We claim that the result of this step is a basis {|z i } for a subspace S such that ∠ m (S, T ) ≤ δ. Recall from Theorem 4.2 that we have the guarantee that the set V log n 1 is 0.015-viable for T . Let |ψ be an eigenvector of H with eigenvalue ε 0 , and |v ∈ V log n 1 such that |v = α|ψ + 1 − |α| 2 |v ⊥ , where α ≥ 0.9 and |v ⊥ is supported on eigenvectors of H with eigenvalue at least ε + γ. Following the same analysis as given in the proof of Lemma 6.2 (error reduction for AGSP) it follows that after renormalization the overlap of K|v / K|v with |v has improved from α to
Thus the set K{|y
(1) i } is 0.9(1 + γ/(2 H ))-viable for T . Assuming ξ is chosen small enough, by Lemma C.2 the set {|y (2) i } will remain 0.9(1 + γ/(3 H ))-viable for T . Repeating this procedure τ times yields a set W that is δ-viable for T . Finally, each of the r vectors |z i returned by the algorithm must have energy at most ε 0 + δγ, which using the spectral gap condition implies that Span{|z i } and T are mutually δ-close.
Frustration-free Hamiltonians with a unique ground state
The computation-intensive step of the AGSP-based RG transformation introduced in Section 3 is the construction and subsequent application of the set of operators {A i }. In the special case where the Hamiltonian H satisfies Assumption (FF), i.e. H is frustration-free and has a spectral gap, the operators {A i } can be constructed very efficiently, yielding strong bounds on the running time. We state a specialized theorem for this setting. The proof is given in Section 6.3. i=1 acting on H M such that the following hold:
• There is ∆ > 0 such that D 12 ∆ < 1 2000 and for any S ⊆ H M that is δ-viable for {|Γ } it holds that S = Span{∪ i A i S} is δ -viable for T with δ = ∆ (1−δ) 2 .
• Each A i has bond dimension at most 2Õ (γ −2 log 5 d) .
Moreover, for constant d and γ > 0 the procedure Generate 2(H, M, ε M ) runs in time n (1+o(1)) .
We note that in the case where M consists of all n qudits the procedure returns a single operator A acting on the whole space. The following algorithm is an adaptation of Algorithm 1 to the case of frustration-free Hamiltonians:
Algorithm 2. Given a local Hamiltonian H satisfying Assumption (FF), returns a δ-approximation to its ground state |Γ .
Iteration. For i = 1, . . . , log(n) and all j ∈ {1, . . . ,
, where k, s are as in Theorem 3.9 (with r = 1) and ξ =Θ(n −1/2 ).
Final step. Let K be the unique operator A computed at the last iteration, and τ = 10 H γ −1 log(1/δ).
Choose an orthonormal basis {|y
Return the smallest eigenvector |z of H restricted to W = Span{|y
Theorem 4.4. Let H be a local Hamiltonian satisfying Assumption (FF) and δ = n −ω(1) . With probability at least 1 − 1 n the vector |z returned by Algorithm 3 is such that | z|Γ | ≥ 1 − δ. Moreover the algorithm runs in time O(n 1+o(1) M(n)), where M(n) = O(n 2.38 ) denotes matrix multiplication time.
Proof. The proof follows the same outline as that of Theorem 4.2 analyzing Algorithm 1. To ensure the algorithm is efficient, it is important to choose the trimming parameter ξ to be as large as possible. It follows from the area law for 1D gapped systems [AKLV13] that the ground state |Γ of H can be approximated up to accuracy poly −1 (n) by a matrix product state with sub-linear bond dimension. Thus by Lemma C.2, using that r, s are both constant a choice of ξ = n −(1/2+ω(1)) will suffice to ensure the error remains negligible, while also maintaining the property that all MPS manipulated have essentially linear bond dimension. The essential operations on such vectors required in the algorithm, such as multiplication by an MPO A i of constant bond dimension, or writing in canonical form, can all be computed in timeÕ(nM(B)) where M(B) is matrix multiplication time for B ×B matrices and B is an upper bound on the bond dimension of the MPS being manipulated; M(B) corresponds to the cost of performing individual singular value decompositions on the tensors that form each of the MPS. The claim on the running time follows since the number of iterations of the algorithm is logarithmic.
Gapless Hamiltonians
In this section we extend the results of Section 3 and Section 4, which respectively derived an area law and efficient algorithm for local Hamiltonians satisfying the Degenerate Gapped (DG) assumption, to the case of gapless Hamiltonians satisfying the Low Density (LD) assumption described in Definition 2.1.
Both the proof of the area law, and the algorithm, follow the same outline as those introduced in the previous sections. The main obstacle, of course, consists in dealing with a gapless system. Recall that the existence of a spectral gap seemed crucial for the construction of the operators {A i } that underlie both results.
What makes it possible to tackle the gapless case are the strong properties of a viable set. Suppose that S is a viable set for T , the set of states of energy at most η. Then S is also a viable set for T , the set of states of energy at most η − µ for an arbitrary choice of µ. Now, if we apply an AGSP which amplifies the norm of states with energy less than η − µ, and decreases the norm of states with energy greater than η, this is guaranteed to improve the quality of the viable set. This is because by Lemma 3.5, for each state in T the viable set S contains an approximation to that state that is guaranteed to have no projection onto the orthogonal complement of T in T . In this sense, regarding S as a viable set for T creates a virtual spectral gap µ > 0. This approach is formalized below.
Area Law
The following two theorems are direct analogues of Theorem 3.8 and Theorem 4.1 respectively. The first theorem guarantees the existence of operators {A i } with good properties. The proof is given in Section 6.4.1. i=1 acting on H M along with two subspacesT − ⊆T ⊆ H such that:
• There is a ∆ > 0 such that D 12 ∆ < 1 2000 and for any k ≥ 1 and S ⊆ H M that is δ-viable forT it holds that S = Span{∪
The second theorem states the properties of the Merge procedure, when initialized with operators {A i } satisfying the conditions of the previous theorem. Let V 1 ⊆ H 1 and V 2 ⊆ H 2 be .015-viable subspaces for T = H [ε 0 ,ε 0 +η] of size q = s 2 each. Then with probability e −Ω(s) the space
Proof. The proof follows the same outline as that of Theorem 3.9. The first two steps (tensoring, random sampling) are identical, and guarantee that we initiate the error reduction step with a set W that is (1 − α)-viable forT , with α = .8 s q 2 . The analysis of that step is also similar as before, except we use the fourth item from Theorem 5.1 and replaceT and T in the proof of Theorem 3.9 withT − and T − here.
With Theorem 5.2 in place, the path towards an area law in the gapless case follows the same as in Section 3.3. The following is a direct adaptation of Procedure 1.
Procedure 2. Given a local Hamiltonian H satisfying (LD), returns a viable set for T supported on the first qudits.
Initialization. Let µ < η be a positive constant. Set V 0 j = H j for j ∈ {1, 2, . . . }.
Iteration. For i = 1, . . . , log( ) and all j ∈ {1, 2, . . . , 2 i }: The proof of the following result mirrors that of Corollary 3.10 and we omit it.
Corollary 5.4 (Area law for low-density Hamiltonians). Let H be a local Hamiltonian satisfying Assumption (LD), µ < η any positive constant and T = H [ε 0 ,ε 0 +η−µ] . For any cut and any δ = poly −1 (n) there is a subspace S ⊆ H that is δ-close to T and such that every element of S has Schmidt Rank no larger thañ
Moreover, every state |ψ ∈ T has entanglement entropy S |ψ ψ| ≤ 4 log r +Õ log n µ log 3 d
and can be approximated by a state |ψ such that | ψ|ψ | ≥ 1 − δ and |ψ has an MPS representation with bond dimension bounded bỹ
A quasi-polynomial time algorithm
As in the case of Hamiltonians satisfying Assumption (DG) we are able to show that given a good enough approximation to the minimal energy of H restricted to H M one can generate operators {A i } satisfying the conditions of Theorem 5.1. Due to the absence of a constant spectral gap, and our introduction of an "artificial" gap of order 1/ log n, the procedure now runs in quasipolynomial time eÕ (log 3 n) . The theorem is proved in Section 6.5.2
Theorem 5.5 (Efficient AGSP, (LD)). There exists a procedure Generate(H, M, ε M , η 1 , µ) which takes as input
• A local Hamiltonian H satisfying Assumption (LD), a parameter η 1 ≤ η and a constant µ > 0,
acting on H M and of bond dimension at most eÕ (log 3 n) each along with setT − ,T satisfying the conditions of Theorem 5.1,
• An MPO for an operatorH M such that H M =Õ(log(n/µ)) and the minimal energyε
The following algorithm is a straightforward adaptation of Algorithm 1.
Algorithm 3. Given a local Hamiltonian H satisfying Assumption (LD), 0 < µ < η and δ = poly −1 (n), returns an orthonormal set {|z i } of r = |H [ε 0 ,ε 0 +η−µ] | vectors having energy at most ε 0 + η − µ + δ with respect to H.
Initialization. Set V 0 j = H j , ε 0,j = 0 for j ∈ {1, . . . n}. Iteration. For i = 1, . . . , log(n) and all j ∈ {1, . . . ,
Compute the lowest eigenvalue ε i,j of the restriction ofH M to V .
Final step. Set K = (1 − H/ H ), τ = 10 H log(1/δ) and ξ = e −Ω(log 2 n) . Choose an orthonormal basis {|y
. Repeat for t = 1, . . . , τ :
Set {|y
Theorem 5.6. Let H be a local Hamiltonian satisfying Assumption (LD). With probability at least 1 − 1 n the set {|z i } returned by Algorithm 3 is an orthonormal set of r states each having energy at most ε 0 +η −µ+δ with respect to H. Moreover the running time of the Algorithm is 2 poly log(n) .
Proof. The proof follows closely that of Theorem 4.2 with the following simple modifications: the use of Theorem 3.9 is replaced by Theorem 5.2, Theorem 4.1 is replaced by Theorem 5.5, there is no need to introduce Merge' (since the final running time we are obtaining is already n poly log n anyways), and finally Corollary 3.10 is replaced by Corollary 5.4; as a consequence any choice of ξ for the final step that is of order e − log 1+ω(1) n will suffice to guarantee that trimming induces an error that is negligible compared to
Approximate Ground State Projections
In this section we describe constructions of Approximate Ground State Projectors (AGSPs) from which the operators {A i } used in our results are derived.
We start with some definitions and key properties in Section 6.1. The setup for this whole section is a local Hamiltonian H acting on a 1D chain of n qudits, numbered from 1 to n. The associated Hilbert space H will often be decomposed in two parts H = H J ⊗ H J , or in three, H = H L ⊗ H M ⊗ H R . In the first case qudits in J will be numbered {j 0 , j 0 + 1, . . . , j 1 }, and in the second case qudits in L, M and R will be numbered {1, . . . , i 1 }, {i 1 + 1, . . . , i 2 } and {i 2 + 1, . . . , n} respectively. As usual the restriction of the Hamiltonian to those terms acting inside a region A will be denoted by H A .
We review the general Chebyshev-based AGSP construction from [AKLV13] in Section 6.2. In the following sections we describe three different schemes to truncate a Hamiltonian while preserving its locality and keeping its low-energy eigenspace close to the low-energy eigenspace of the original Hamiltonian. The Chebyshev construction applied to the truncated Hamiltonian forms the basis for the different kinds of spectral AGSP used in the procedures of the previous sections.
In Section 6.3 we describe the simplest truncation scheme, applicable to the case of a frustration-free Hamiltonian. In Section 6.4 we introduce the most general and effective scheme of "hard truncation", which is not algorithmically efficient but yields the necessary results for the area law results presented in Section 3. In Section 6.5 we introduce a method of "soft truncation", which is somewhat less effective but has the advantage that it can be made efficient, as is essential for its use in the algorithms presented in Section 4 and Section 5.2.
Definition and error reduction
AGSPs were defined in the context of proofs of the 1D area law for Hamiltonians with a unique ground state [ALV12, AKLV13] , and were used in algorithms for finding the ground state of a gapped 1D system [LVV15] .
Whereas in previous works an AGSP was primarily constructed to approximate the projector to a unique ground state, here our main focus will be on the case of a degenerate ground space and low-energy states. We therefore introduce a more general definition of an AGSP, which no longer approximates the projector to a ground state. Instead, it is a local operator that increases the norms of eigenvectors in the low part of the spectrum of H, while decreasing (shrinking) the norms of eigenvectors in the high energy part of the spectrum. We refer to this object as a spectral AGSP.
Definition 6.1 (Spectral AGSP). Given H = H L ⊗ H M ⊗ H R and η 0 < η 1 , a positive semidefinite operator K on H is a (D, ∆)-spectral AGSP for (H, η 0 , η 1 ) if the following conditions hold:
• H and K have the same eigenvectors,
• Eigenvalues of H smaller than η 0 correspond to eigenvalues of K that are larger than or equal to 1,
• Eigenvalues of H larger than η 1 correspond to eigenvalues of K that are smaller than √ ∆.
The advantage of an AGSP, compared to an exact projection operator, lies in the fact that one can often construct a much more local operator, i.e., an operator with a much smaller Schmidt rank compared to the exact projector. The existence of an AGSP of small Schmidt rank which greatly shrinks the high energy part of the spectrum can be viewed as a strong characterization of the locality properties of the ground state. A favorable scaling between these two competing aspects (in the case of unique ground states) was the key feature in recent proofs of the 1D area law [ALV12, AKLV13] via the bootstrapping lemma.
Lemma 6.2 (Error reduction -Spectral AGSP
where H has ground state energy ε 0 and has no eigenvalues in the interval (η 0 , η 1 ). Let S ⊆ H M be a δ-viable set for T = H [ε 0 ,η 1 ] of size s.
Then the space V = Span{M i S : 1 ≤ i ≤ D 2 } has dimension no bigger than D 2 s and is a δ -viable set for
Proof. The bound on the dimension of V is straightforward. To show V is δ -viable for T , begin with an arbitrary unit norm vector |v ∈ T . Set |v = 1 K −1 |v K −1 |v , where K −1 is the pseudo-inverse. Then |v is also an element of T . Since S is δ-viable for T , applying Lemma 3.5 there exists an |u ∈ H L ⊗ S ⊗ H R whose projection onto T is, up to scaling, precisely |v ; thus |u = α|v + √ 1 − α 2 |v ⊥ for some α ≥ 1−δ and unit |v ⊥ that is orthogonal to T . In particular |v ⊥ is supported on the span of all eigenvectors of H with eigenvalue outside of [ε 0 , η 1 ) = [ε 0 , η 0 ) ∪ [η 0 , η 1 ) and thus by the property of K, K|v ⊥ 2 ≤ ∆.
Applying K to |u yields K|u = α |v + K|v ⊥ with α = α 1 K −1 |v ≥ α (since |v is supported on eigenvectors of K with corresponding eigenvalue at least 1). Thus
The Chebyshev polynomial AGSP
Given a Hamiltonian H with ground energy ε 0 and a gap parameter γ, a natural way to define an approximate ground state projector is by setting K := P k (H), where P k is a polynomial that satisfies P k (ε 0 ) = 1 and |P k (x)| 2 ≤ ∆ for every ε 0 + γ ≤ x ≤ H . Clearly, K preserves the ground space and reduces the norm of any eigenstate |φ of H with eigenvalue at least ε 0 + γ as K|φ 2 ≤ ∆. Moreover, the lower the degree of P k , the lower the Schmidt rank of K at every cut. Following [AKLV13] we construct such a polynomial based on the use of Chebyshev polynomials. The construction is summarized in the following definition.
Definition 6.3 (The Chebyshev-based AGSP). Let H be a Hamiltonian and η 0 < η 1 two parameters. 6 For any integer k > 0, let T k be the k-th Chebyshev polynomial of the first kind, and P k the following rescaling of T k :
The Chebyshev AGSP of degree k for H is K := P k (H).
The properties of the Chebyshev AGSP are given in the following theorem.
Theorem 6.4. Let H be a Hamiltonian on n qudits, η 0 < η 1 two parameters and γ = η 1 − η 0 . Suppose that for some u 1 < u 2 ∈ {1, . . . , n} and 3 ≤ ≤ (u 2 − u 1 )/2, H can be written as
where each h i is a 2-local operator on qudits {i, i + 1} and H L , H M and H R are defined on qudits J L = {1, . . . , u 1 − }, J M = {u 1 + , . . . , u 2 − } and J R = {u 2 + , . . . , n} respectively. For any integer k > 0 let
The degree-k Chebyshev AGSP K for H satisfies the following properties:
1. K has the same eigenvectors as H.
2. For any any eigenvector |ψ of H with eigenvalue λ such that λ ≤ η 0 + γ/k, |ψ is an eigenvector of K with eigenvalue P k (λ) satisfying
Moreover, any eigenvector of H with eigenvalue λ = η 0 is mapped to a fixed point of K.
3. For every eigenvector |ψ with eigenvalue at least η 1 , K|ψ 2 ≤ ∆. 
The Schmidt rank of K at all cuts in the region
The fact that eigenvectors with eigenvalue η 0 are mapped to fixed points of K follows from P k (η 0 ) = 1. Next suppose |ψ is an eigenvector of H with eigenvalue η 0 + δ where |δ| < η 1 − η 0 . From (7) we see
) as long as x, x + δ ≤ −1. Taking into account the scaling used to define P k ,
where the last inequality uses (6). Item 3 follows by combining (5) and (6). Item 4. is immediate since K is computed as a linear combination of j-th powers of H for j ≤ k. Finally, item 5 follows from Proposition 6.5.
Theorem 6.4 provides us with a powerful recipe for constructing good AGSP. To minimize the Schmidt rank at a cut (u, u + 1) for u ∈ {u 1 , u 2 } we should take k = Θ 2 , which gives a bound of (dk)
much better bound than the naive d O(k) . To guarantee a small ∆ we should choose k large enough to ensure that e −4k √ γ/ H remains small, which requires the Hamiltonian to have a small norm. This is the role of the different truncation schemes that are presented in the following subsections.
For algorithmic purposes it is important that the Chebyshev AGSP can be constructed efficiently once one is given MPO representations for the truncated part of the Hamiltonian. The following proposition states that this is possible.
Proposition 6.5. Let H be a Hamiltonian having a decomposition as in (4), and K the associated degreek Chebyshev AGSP. Assume that H M (but not necessarily H L or H R ) is specified by an MPO with bond dimensions at mostB each.
Then there exists D ≤ (dk) O( +k/ ) such that a family of D 2 MPO {A 1 , . . . , A D 2 } of bond dimension at mostB k each such that there exists B 1 , . . . , B D 2 with K = A i ⊗ B i can be computed in time nD 2BO(k) . Here the A i act on qudits {u 1 , u 1 + 1, . . . , u 2 } and the B i on the remaining qudits. This computation does not require knowledge of η 0 , η 1 .
Furthermore, if H L and H R are also given as MPO with bond dimension at mostB then the B i can be computed as well.
Proof. The proof follows from a close examination of the proof of [AKLV13, Lemma 4.2], which establishes a claim analogous to item 5 in Theorem 6.4. 7 Adapting to our setting (where there are two cuts to consider simultaneously) the argument made in [AKLV13] shows that in order to obtain an MPO for K it suffices to include in the set {A 1 , . . . , A D 2 } MPO representations for operators P i 1 i 2 ,kj 1 j 2 (Z) where i 1 ∈ {u 1 − , . . . , u 1 + − 1}, i 2 ∈ {u 2 − , . . . , u 2 + − 1}, j 1 , j 2 ∈ {0, . . . , k + 2 − 2} and Z is an (4 − 4)-tuple of complex variables which takes on
possible values. For our purposes, a random choice of such values, e.g. distributed uniformly on the unit circle, will lead to a correct construction with probability 1 (i.e. only depending on the number of digits of accuracy). We argue below that for each P i 1 i 2 ,kj 1 j 2 (Z) one can efficiently construct an explicit set of MPO {A α }, where
, such that there exists B i for which A i ⊗ B i is an MPO for P i 1 i 2 ,kj 1 j 2 (Z). This will lead to the claimed bounds as
can be crudely bounded by (dk) O( +k/ ) . Fix i 1 , i 2 and recall that P i 1 i 2 ,kj 1 j 2 (Z) is defined as the sum of those terms in the expansion of (H L + · · ·+H i 1 +· · ·+H i 2 +· · ·+H R ) k which contain exactly j 1 (resp. j 2 ) occurrences of H i 1 (resp. H i 2 ). There are
2j 2 +1 such terms. By cutting to the left of i 1 and right of i 2 we can efficiently construct at most d 2(j 1 +j 2 ) MPO which, properly combined, would give an MPO for the corresponding product. Finally we cut these MPO further so as to make the separation be to the left of u 1 and right of u 2 (or complete them appropriately, depending on whether i 1 ≤ u 1 or i 1 > u 1 , and similarly for i 2 with respect to u 2 ). This last step multiplies the number of MPO by at most d 4 (where we use |u 1 −i 1 |, |u 2 −i 2 | ≤ ), giving the claimed bound.
The frustration-free case
Our first truncation scheme applies to the case of a local Hamiltonian H = i h i that is frustration-free with a spectral gap γ > 0 and a unique ground state |Γ . Replacing each h i by the projection on its range preserves the ground state and, given our normalization assumption 0 ≤ h i ≤ 1, can only increase the spectral gap; thus we may without loss of generality assume that each h i is a projection.
We define a truncated version of H based on the detectability lemma from [AAVL11] as follows.
Definition 6.6 (Truncated Hamiltonian in the frustration-free case). Suppose given a local Hamiltonian H such that H = H J + H J where H J = h j 0 + h j 0 +1 + . . . + h j 1 −1 is a local Hamiltonian acting on a contiguous set of qudits J = {j 0 , j 0 + 1, . . . , j 1 }. Let J e (resp. J o ) denote the subset of indices i ∈ J that are even (resp. odd). Define H J,e := i∈Je h i and H J,o := j∈Jo h i . Then the truncation of H J is given byH J :=H J,e +H J,o , wherẽ
The truncated HamiltonianH associated to region J is given bỹ
Clearly,H J,e andH J,o are projectors and hence their norm is 1. In addition, they are the sum of the identity operator and a product of non-overlapping local terms, and as such, their Schmidt rank is at most d 2 + 1 across any cut. We show thatH has the same ground state as H, as well as a large spectral gap. This is done through the detectability lemma and a new converse to the lemma stated below.
Definition 6.7 (The detectability lemma operator in 1D). Let H = h 1 +. . .+h n−1 be a 1D nearest-neighbor Hamiltonian such that each h i is a projector. Then the DL operator of H is defined by
Note that the operator DL(H) is in general not Hermitian. The usefulness of the definition comes primarily from the detectability lemma [AAVL11]:
Lemma 6.8 (The detectability lemma). Let h 1 , . . . , h m be projectors such that each h i commutes with all but at most g other h j , and let H := i h i . For any state |ψ let |φ := i (1 − h i )|ψ , where the product is taken in any order. Then
, where
The version of the detectability lemma stated above is stronger and more general than the one appearing in [AAVL11] . It also has a much simpler proof, which is given in Ref In addition to the detectability lemma, we will use a converse statement which gives a lower bound on the norm of DL(H)|ψ :
Lemma 6.9 (Converse of detectability lemma). Let H = n−1 i=1 h i be a 1D nearest-neighbor Hamiltonian such that each h i is a projector. Then for any eigenvector |ψ of H,
DL(H)|ψ
2 ≥ 1 − 4ε ψ , where
Also the proof of this lemma is given in Ref. [].
With these two lemmas at hand we show the following.
Theorem 6.10. The truncated HamiltonianH from Definition 6.6 satisfies the following:
1.H is frustration free and has the same ground state |Γ as H.
2. The Schmidt rank ofH at every cut is at most d 2 + 2.
3.H has a spectral gapγ = Ω (γ).
Proof. Property 1. follows from the definition. For property 2. note first that the Schmidt rank of every operator on two d-dimensional qudits is at most d 2 . This implies that the Schmidt rank ofH at every cut in J is at most d 2 + 2: we get a d 2 contribution from the local term that is defined on the cut and the extra 2 comes from terms to the right/left of the cut. Consider now a cut between i, i + 1 for an even i that is in J.
Since i is evenH J,e will contribute at most d 2 , andH J,o at most 1. The terms in H J contribute at most 1 as well, giving the claimed bound of d 2 + 2. To prove 3. let |ψ be orthogonal to |Γ . By the detectability lemma applied to H, DL(H)|ψ ≤ 1 γ/4+1 . By the converse of the detectability lemma applied toH, DL(H)|ψ ≥ 1 − 4γ. Since by construction DL(H) = DL(H), this implies
from which the claim follows.
We end this section by giving the proof of Theorem 4.3 from Section 4.1.
Proof of Theorem 4.3. Let J L = {1, . . . , i 1 }, J M = {i 1 + 1, . . . , i 2 } and J R = {i 2 + 1, . . . , n} be the set of qudits contained in H L , H M and H R respectively. We first construct a suitable AGSP K, from which the operators A i will be derived. The first step in the construction of K consists in truncating the Hamiltonian associated to each of the three regions. For this, introduce a width parameter
and define a HamiltonianH by applying the truncation scheme described in Definition 6.6 thrice, to the regions J L = {1, . . . , i 1 − −1}, J M = {i 1 + +1, . . . , i 2 − −1} and J R = {i 2 + +1, . . . , n} respectively (provided each region is non-empty). Based on Theorem 6.10 the resulting truncated HamiltonianH has norm O(1), the same ground state as H, and a spectral gapγ = Θ(γ). K is obtained by applying Definition 6.3 toH with η 0 = 0, η 1 =γ and k = Θ( 2 ). The bound on D follows from Theorem 6.4, using which one can also verify that the desired trade-off D 12 ∆ < 1 2000 will be achieved provided the right choice of constants is made in the choice of .
By Theorem 6.10H can be represented as an MPO with bond dimension O(d 2 ), from which it follows that we can compute a decomposition
The claim on the running time follows from the estimates provided in Proposition 6.5.
Hard truncation
In this section we introduce a scheme of hard truncation that is appropriate (though not efficient) for truncating the norm of an arbitrary local Hamiltonian in a certain region J, while preserving its low-energy eigenspace H ε 0 ,ε 0 +η . The basic idea is to replace H → HΠ ≤ε 0 +t + (ε 0 + t)Π >ε 0 +t , where Π ≤t projects onto the span of eigenvectors of H with eigenvalue less than t, Π >ε 0 +t := 1 − Π ≤ε 0 +t , and t is chosen to be large enough with respect to η.
Definition 6.11 (Hard truncation). Let t > 0, H = H J + H J where H J = h j 0 + h j 0 +1 + . . . + h j 1 −1 is a local Hamiltonian acting on a contiguous set of qudits J = {j 0 , j 0 + 1, . . . , j 1 }, and let ε J be the ground energy of H J . Let Π − be the projector onto the span of all eigenvectors of H J with eigenvalue less than ε J + t, and Π + := 1 − Π − . Then the hard truncation of H J is given bỹ
and the hard-truncated HamiltonianH t associated to the region J is
We now show that truncating a n-qubit Hamiltonian on a subset J of the qubits leads to a truncated Hamiltonian whose low-energy space is close to that of the original Hamiltonian. The main tool in proving this result is Theorem 2.6 of Ref. [AKL14] , a generalization and strengthening of the truncation result that appeared in Ref. [AKLV13] . Adapting it to the current setting it can be formulated as follows.
Proposition 6.12 (Adapted from Theorem 2.6 of Ref. [AKL14] ). For any η > 0 let Π ≤η denote the projector on the span of all eigenvectors of H with eigenvalue at most η, and similarlyΠ ≤η forH t . Let ε 0 ≤ ε 1 ≤ ε 2 ≤ . . . andε 0 ≤ε 1 ≤ε 2 . . . be the sorted eigenvalues of H andH t , respectively where eigenvalues appear with multiplicity. For any η > 0, let
with C 0 = 24 and C 1 = 1 8 . Then the following holds:
2. For all j for which ε j ≤ ε 0 + η, we have ε j − ξ ≤ε j ≤ ε j .
Proof. The proposition follows from Theorem 2.6 in Ref. [AKL14] by using λ = 1 8 and the fact that ε 0 ≤ε 0 + 2 to bound ∆ε by ∆ε + 2. Here we can take |∂L| = 2 since there are 2 boundary terms connecting the truncated region J and the rest of the system.
The following lemma summarizes the approximation properties of the hard truncation procedure that will be important for us.
Lemma 6.13. For any η > 0, let T η = H [ε 0 ,ε 0 +η] be the low-energy eigenspace of H, J = {j 0 , . . . , j 1 } a contiguous subset of qudits andH t the associated hard-truncated Hamiltonian, with corresponding lowenergy eigenspaceT η =H [ε 0 ,ε 0 +η] . Let ξ be as defined in (14). Then the following hold for any t > η:
1. The ground energyε 0 ofH t satisfies ε 0 − Ce −c(t−η) ≤ε 0 ≤ ε 0 for some universal constants C, c.
For any δ > 0 there is
such that the subspaceT η is δ-close to T η , and T η is δ-close toT η .
Proof. The first item follows directly from the second item in Proposition 6.12. For the second item, we prove thatT η is δ-close to T η , the proof of the second relation being identical. Fix a small width parameter h (to be specified later) and let |ψ = i β i |ψ i be supported on eigenvectors |ψ i of H with eigenvalue
where for each i, |φ i is an eigenvector ofH t with associated eigenvalueλ i . Using the first item in Proposition 6.12,
By Markov's inequality it follows that for any δ > 0
Any |ψ in T η can be written as a linear combination |ψ = j β j |h j with each |h j supported on eigenvectors of H with eigenvalue in a small window of width 2h, and the number of terms at most η−ε 0 2h . Thus
Chosing h = e −Θ(t) , we see that the choice of η made in the statement of the lemma suffices to ensure that this quantity is at most √ δ, as desired.
The combination of Theorem 6.4, Proposition 6.12, and Lemma 6.13 yield a construction that starts with a local Hamiltonian H, produces a truncated HamiltonianH with low energy space close to that of H along with a spectral AGSP K forH with a good trade-off between the parameters D and ∆.
Corollary 6.14. Let H be a 1D local Hamiltonian with ground energy ε 0 , and H = H L ⊗ H M ⊗ H R a decomposition of the n-qudit space in contiguous regions. For any integer and t > 0 there exists a HamiltonianH such that for any ε 0 < η 0 < η 1 there is a spectral AGSP K for (H, η 0 , η 1 ) with the following properties.
Good parameters: K has the parameters
(a) There are universal constants C, c > 0 such that
where ε i ,ε i are the i-th smallest (counted with multiplicity) eigenvalues of H,H respectively.
Proof. Let J L = {1, . . . , i 1 }, J M = {i 1 + 1, . . . , i 2 } and J R = {i 2 + 1, . . . , n} be the set of qudits contained in H L , H M and H R respectively. We define the truncated HamiltonianH by applying the hard truncation transformation described in Definition 6.11 thrice, to the regions J L = {1, . . . , i 1 − − 1}, J M = {i 1 + + 1, . . . , i 2 − − 1} and J R = {i 2 + + 1, . . . , n} respectively (provided each region is non-empty). The resulting truncated HamiltonianH =H t has norm O( + t). Applying Lemma 6.13 thrice in sequence, for the three truncations performed, it follows that the sorted eigenvalues ofH satisfy (15). Eq. (16) similarly follows from item 2. in Lemma 6.13
Finally we define the AGSP K by applying the Chebyshev polynomial construction from Definition 6.3 toH with a choice of k = 2 . The bounds on ∆ and D follow directly from item 3. and 5. from Theorem 6.4 respectively.
AGSP constructions
In this section we provide details for the constructions of AGSP whose existence is claimed in Theorem 3.8 and Theorem 5.1 respectively. Both constructions are derived from Corollary 6.14, merely requiring different choices of parameters.
Proof of Theorem 3.8. Let η 0 = ε 0 + γ/10 and η 1 = ε 0 + 9γ/10. Provided the implied constants are chosen large enough, setting t =Õ( ) and t >Õ( Proof of Theorem 5.1. The main difference with the proof of Theorem 3.8 is that the parameter corresponding to the gap γ is replaced by the quantity µ log n . The proof of the first two items claimed in the theorem then closely mirrors that of Theorem 3.8.
It only remains to verify the third item. Despite having the desired AGSP, unlike in the gapped case we cannot hope to improve the quality of the viable set S for all ofT =H [0,η − µ 3 log n ] by the application of the AGSP K k . However, if we view S as a viable set for the smallerT − =H [0,η − 2µ 3 log n ] ⊆T , we now have an effective AGSP with respect toT − and the orthogonal complement of the largerT and we can proceed as if in the presence of a small spectral gap of µ 3 log n . To see this, fix any vector |ψ ∈T − . Lemma 3.5 shows that there exists a |w ∈ S such that |w = c|ψ + |ψ ⊥ for some |ψ ⊥ orthogonal toT , and c ≥ (1 − δ). This brings us in line with the proof of Lemma 6.2 and we can use the same analysis to show that applying K k improves the parameter of the viable set S from δ to the desired δ =
Soft truncation
In this section we introduce a different scheme of soft truncation that reduces the norm of a local Hamiltonian H in a certain region J in a way that the truncated operator can be well-approximated by an MPO with small bond dimension. The soft truncation procedure approximates (to the first order; see Definition 6.16 for details) H [ε 0 ,ε 0 +t] via the operator t(1 − e −H/t ), and then leverages the truncated cluster expansion [Has06, KGK + 14] and its matrix product operator (MPO) representation from [MSVC15, Section IV] to approximate e −H/t by an operator with polynomial Schmidt rank.
In hard truncation (Definition 6.11) the operator Π ≤ε 0 +t H +(ε 0 +t)Π >ε 0 +t ) is used. This can be written as g t (H), where g t (x) is defined by g t (x) := x for x ≤ ε 0 + t and g t (x) := t for x > ε 0 + t. The main idea of soft truncation is to replace this non-smooth function by the infinitely differentiable function
which results in an operator h t ,t (H) that can be given an efficient representation as an MPO. The following are basic properties of h t ,t .
Lemma 6.15. For any integers t , t ≥ 1 and x ≥ 0,
, and h t ,t (x) ≤ t ln(t ).
Proof. Let g t (y) = −t ln(1 − y), so that g t (f t (x)) = x for any x ∈ [0, ∞). The function h t ,t contains the first t terms of the Taylor expansion of g t around 0, applied to f t (x), and the first inequality follows from Taylor's theorem and f t (x) ≤ x for all x. The second inequality follows since f t (x) ≤ 1 for all x.
In addition to the truncation parameters t and t the soft truncation construction is parametrized by a region J, which specifies the set of local terms on which truncation is to be performed, and a an energy ε J which is meant to be an approximation to the ground state energy of the restriction H J of H to J. Definition 6.16 (Soft truncation). Let H = H J + H J be a 1D Hamiltonian, where H J = h j 0 + · · · + h j 1 −1 acts on a contiguous set J = {j 0 , . . . , j 1 } of qudits. Let ε J be the ground energy of H J , and ε J an approximation to ε J satisfying ε J − 10 ≤ ε J ≤ ε J . For given truncation parameters t ≥ t ≥ 1, the soft truncation of H J is given byH
and the soft-truncated Hamiltonian H associated to region J is
The following lemma shows that for sufficiently large t and t ,H t ,t provides a good approximation to the lower part of the spectrum of H.
Lemma 6.17. Let H = H J + H J be a local 1D Hamiltonian. Given truncation parameters t ≥ t ≥ 2, the soft-truncated HamiltonianH t ,t satisfiesH t ,t ≤ H and for any eigenvector |ψ of H with energy λ (resp. |φ ofH with energy µ ≤ t) it holds that
where ε = ε J + ε J . In addition, if H is gapped with gap γ then provided t = Ω(γ −1 ),H t ,t is gapped with gap γ/2 ≤γ ≤ 2γ.
be the span of all eigenvectors of H (resp.H t ,t ) with associated eigenvalue in the indicated range. Then for any η, δ > 0 there is
Furthermore,
which combined with (20) and H J − ε J 1 ≥ 0 proves the first two inequalities in (18); the other two are obtained in the same way using in addition x ≤ 2h t ,t (x) for 0 ≤ x ≤ t. The relations between the spectral gaps of H andH t ,t follow from these inequalities.
Starting from (19), squaring both sides and using (the square of) the bound from Lemma 6.15 we get the operator inequality
Let |ψ be supported on eigenvectors of H with eigenvalues in the range [λ − h, λ + h] with λ ≤ ε 0 + η and h a small width parameter. Decompose |ψ = i α i |φ i , where for each i, |φ i is an eigenvector ofH t ,t with associated eigenvalueλ i . Thus
where the inequality before last follows by combining (21) and (22). Applying Markov's inequality it follows that for any δ > 0
Chosing h = 1 t t t −1 (η + 10) t , we see that the choice of η made in the statement of the lemma suffices to ensure that this quantity is at most δ, as desired.
The cluster expansion
In this section we show that the soft-truncated HamiltonianH t ,t (Definition 6.16) can be approximated by an operator with polynomial Schmidt rank, and can be computed efficiently. Our construction is based on the cluster expansion from [Has06, KGK + 14] in the 1D case, with some small adjustments. We first state the result.
Lemma 6.18. Let t and t < (ln(2)/2)t be truncation parameters and H a n-qudit local Hamiltonian. For any ξ > 0 there is an MPO representationH for the truncated HamiltonianH =H t,t such that H − H ≤ ξ andH has bond dimension poly(t 2 t n/ξ) across all bonds. Such an MPO can be constructed in time polynomial in its size.
Proof. The truncation h t ,t (H) can be expressed as a linear combination of O(t 2 t ) terms of the form e −βH for values of β in {1/t, . . . , t /t}; moreover the coefficients of the linear combination are at most O(t 2 t ) each. Using Theorem 6.19 and the assumption t /t ≤ ln(2)/2 each e −βH can be approximated, in the operator norm, by an MPO of the form M r (H) with error less than ξ/(t 2 t ) 2 as long as r = Ω(ln((t ) 2 2 2t n 2 /ξ)). Finally, Theorem 6.20 states that such an MPO with the claimed bond dimension can be found efficiently.
Let H = n−1 i=1 h i be a 1D, 2-local Hamiltonian on n qudits of dimension d, with h i ≤ 1 (but the h i are not necessarily non-negative), and let β > 0 be an inverse temperature. We write the cluster expansion e −βH = w f (w), where w runs over all words on {1, . . . , n − 1} and f (w) := (−β) |w| |w|! h w with h w := i∈w h i . For an integer r > 0, let S <r be the set of all those w such that the support of w, the set of qudits on which h w acts non-trivially, consists of connected components of size smaller than r. Let M r (H) := w∈S<r f (w) be the "truncated cluster expansion" of e −βH . The following theorem follows from the proof of Lemma 2 in [KGK + 14]; we give the proof in Appendix A.3.
Theorem 6.19. Let β be such that e β − 1 < 1. Then the following approximation holds in the operator norm:
The next theorem states that the operator M r (H) can be written efficiently as an MPO. This encoding also shows that the operator M r (H) has a low Schmidt rank. The proof, which is given in Appendix A.3, follows very closely the ideas of [MSVC15, Section IV].
Theorem 6.20. The r th order cluster expansion M r (H) of the operator e −βH can be written as an MPO of bond dimension ≤ r 2 d r which can be computed in time nd O(r) .
Efficient AGSP constructions
In this section we use the soft truncation scheme and combine it with the Chebyshev polynomial AGSP to derive the efficient spectral AGSP needed for our algorithms.
Proof of Theorem 4.1. Let J L = {1, . . . , i 1 }, J M = {i 1 + 1, . . . , i 2 } and J R = {i 2 + 1, . . . , n} be the set of qudits contained in H L , H M and H R respectively. We construct an AGSP K from which the operators {A i } claimed in the theorem will be derived.
The first step in the construction of K consists in truncating the Hamiltonian associated to each of the three regions. For this, introduce truncation parameters
a width parameter = Θ(γ −1 log γ −1 ), and define a HamiltonianH =H t ,t by applying the soft truncation transformation described in Definition 6.16 thrice, to the regions J L = {1, . . . , i 1 − − 1}, J M = {i 1 + + 1, . . . , i 2 − − 1} and J R = {i 2 + + 1, . . . , n} respectively (provided each region is non-empty). The resulting truncated HamiltonianH has norm O( + t log t ) = O( ). Note that the computation of the complete HamiltonianH requires estimates for the ground energies of the restriction of H to each of the three regions that are being truncated. We will only need to efficiently compute an MPO forH M , for which a rough estimate for the ground state energy of H M , as provided as input to Generate, will be sufficient. The second step is to apply the Chebyshev polynomial from Definition 6.3 toH to obtain the AGSP K. For this we make a choice of degree
and set the energy parameters η 0 and η 1 to
We first verify that K as defined is a spectral AGSP with the required properties, and then we show how it can be computed efficiently. By item 2. from Theorem 6.4 the scaling parameter ∆ is given by
Furthermore, applying Theorem 6.4 twice, once for the region centered at i 1 and once for the region centered at i 2 , the bond parameter D of K across each of the cuts (i 1 : i 1 + 1) and (i 2 : i 2 + 1) is bounded by
Thus
can be made smaller than 1 2000 , as desired, by choosing the implicit constants to be small enough. Next we apply Lemma 6.17 to evaluate the closeness between the low-energy subspaces of H and H. Since H has a spectral gap the subspace T γ/20 = H [ε 0 ,ε 0 +γ/20] is the ground space T of H, so that setting δ = 0.05 the lemma implies thatH [ε 0 ,ε 0 +γ/10] is δ-close to T as long as the constant implied in the definition (23) of the truncation parameter t is large enough. Conversely, we can write T = T γ/2 = H [ε 0 ,ε 0 +9γ/10] , in which case the lemma implies that T is δ-close toH [ε 0 ,ε 0 +γ/10] . Thus the two spaces are δ-close, as desired. Furthermore, the claim on the ground state energies of H M andH M follows directly from Lemma 6.17 and our choice of t.
Finally we turn to efficiency, and verify that in time n O(k) = nÕ (γ −2 ) one can construct a set of at most D 2 MPO A 1 , . . . , A D 2 acting on H M such that there exists B 1 , . . . , B D 2 acting on H L ⊗ H R such that the AGSP K can be represented as K = A α ⊗ B α . For this we first need to construct MPO representations for the truncated terms in the Hamiltonian. According to Proposition 6.5 this will follow from a boundB on an MPO representation (and computation time) for the truncated termH M = h t ,t (H M ) associated with the region J M . This is provided by Lemma 6.18 (applied to H M − ε M 1), which given our choice of parameters t, t guarantees that an MPO providing inverse polynomial approximation (in the operator norm) toH M can be efficiently computed that has polynomial bond dimension across all cuts.
Proof of Theorem 5.5. The proof is similar to Theorem 4.1, and the construction ofH and K are the same except for a different choice of parameters. Here we choose = Θ log n µ log log n µ , k = 2 and t = Θ( ), t = 4.
The truncated HamiltonianH =H t,t is defined as in the proof of Corollary , and the AGSP K is obtained by applying the Chebyshev polynomial from Definition 6.3 toH, energy parameters η 0 and η 1 to
respectively. As a result the parameters D and ∆ satisfy by a proper choice of implied constants. The conditions on closeness of T , T − andT ,T − follow from an application of Lemma 6.17, observing that our choice of truncation parameters t, t is sufficient to conclude closeness of the appropriate subspaces. The claim on the ground state energies of H M andH M follows directly from Lemma 6.17 as well.
Finally, applying Proposition 6.5 and Lemma 6.18 we see that an MPO for the part of K acting on region M can be computed in time n O(k) = eÕ (log 3 n) .
7 Shortcut: bootstrapping proof of the area law for degenerate Hamiltonians
Here we present a guide to a quick proof of the area Law for the case of a Hamiltonian satisfying Assumption (DG), i.e. having a degenerate gapped ground space. For simplicity consider a cut in the middle of the nqudit chain on which H acts, between the (n/2)-th and (n/2+!)-th qudits. Consider a subspace W ⊂ (C d ) ⊗n/2 of minimal dimension q that is supported on the first n/2 qudits and is .015-viable for the ground space T . The key step in establishing an area law is to bound the size of q:
Theorem 7.1. Let H be a local Hamiltonian satisfying assumption (DG). Then there exists a subspace
The proof combines two ingredients. The first is that we can find subspaces of W whose viability scales proportionally with the size of the subspace: Lemma 7.2. Given W ⊆ (C d ) ⊗n/2 a .04-viable set for T of size q, for any s = Ω(log q + r log Proof. We show that with positive probability a random subspace W ⊆ W of dimension s is (1 − α)-viable for T with α = (.8) s q . We accomplish this by establishing that with high probability P W ext |v 2 ≥ α for all |v ∈ T of unit norm. The proof is exactly the same as the analysis of the random sampling step in the proof of Theorem 3.9, and we omit the details.
The second ingredient is the existence of a suitable AGSP. For this use a small alteration of the AGSP described in Theorem 3.8, along with the error reduction Lemma 6.2.
Lemma 7.3. Let H be a local Hamiltonian satisfying Assumption (DG), and H = H L ⊗H R a decomposition of the n-qudit space in two contiguous blocks. There exists a collection of D 2 operators {A i } D 2 i=1 acting on H M along with a subspaceT ⊆ H such that:
Proof. There are two differences between this AGSP and the one guaranteed in Theorem 3.8. The first is that we are concerned with the decomposition across one cut instead of two, which can be analyzed by thinking of H L in Theorem 3.8 as being empty and H M in the theorem as H L here. The second is the condition D 2 ∆ < 2. If P QP ≥ cP for projections P, Q then for every v ∈ range(P ) of unit norm, there exists w ∈ range(Q), ||w|| = 1 such that P w = c v v for some constant c v with |c v | ≥ c.
Proof. For 1., suppose y ∈ range(Y ) and let y = x + x ⊥ , x ∈ range(X), x ⊥ ⊥ range(X) be the orthogonal decomposition. Since Xx ⊥ , x ⊥ = 0 it follows that Y x ⊥ , x ⊥ = 0 and thus x ⊥ ⊥ range(Y ) as well and hence x ⊥ = 0 and y = x ∈ range(X). For 2., it follows from 1. that if P QP ≥ cP then for any v ∈ range(P ) there exists an r ∈ range(P ) such that P QP r = P Qr = v. So then P QP r, r ≥ c P r, r = c||r|| 2 . But P QP r, r = v, r ≤ ||r||||v||. Putting these two inequalities together along with the assumption that ||v|| = 1 yields ||r|| ≤ 1/c.
Proof of Lemma 3.6. Since S 1 , S 2 are defined on disjoint sets of qudits, it follows that P S (ext) = P S
, and so
The definition of a viable set implies that P T P S (ext) 1
Proof of Lemma 3.7. Notice that P A P B P A ≥ (1 − δ)P A is equivalent to the statement that P B |a 2 ≥ (1 − δ) for all |a ∈ A with |a = 1. It follows for |t ∈ T of unit norm, |t = P T |t has the property that |t 2 ≥ (1 − δ ) and thus |t − |t ≤ √ δ . Similarly |t = P T |t has the property that |t 2 ≥ |t 2 (1−δ) and thus |t −|t ≤ |t √ δ. By the triangle inequality, |t −|t ≤ √ δ + √ δ and since |t ∈ T , this implies that the distance between |t and T is at most
As mentioned, this last statement is equivalent to T being a 2(ν + δ) close to T .
A.2 Random projection lemmas
Lemma A.2 (Johnson-Lindenstrauss). Let |u be a vector in a q-dimensional Hilbert space H A and suppose 0 < ε < 1 2 . Let V be a random s-dimensional subspace of H A . Then
This result follows from applying Lemma 2.2 of Ref. [DG03] as is done in their proof of Theorem 2.1.
Corollary A.3. Let |u ∈ H A ⊗ H B with H A a q-dimensional Hilbert space, and suppose 0 < ε < 1 2 . Let V be a random s-dimensional subspace of H A . Then
Proof. Using the Schmidt decomposition, write |u = q i=1 α i |a i ⊗ |b i , where we are guaranteed that q ≤ q. Then P Vext |u 2 = q i=1 α 2 i P V |a i 2 . Applying Lemma A.2 to each |a i and using the union bound yields
with probability at least 1 − q e − sε 2 4 .
A.3 Constructing an MPO for the cluster expansion
In this section we provide the proof of Theorem 6.19 and Theorem 6.20 from Section 6.5.1.
Proof of Theorem 6.19. For an integer m ≥ 1 we let ρ m be the summation of f (w) over all words w such that there exists m disjoint intervals, each of length at least r, such that the support of w contains each interval but does not contain the two qudits that lie immediately to the left and right of the interval (we call these two qudits the "boundary" of the interval). Using the inclusion-exclusion principle one can verify that
We bound the operator norm of each ρ m individually. Write ρ m = I={I 1 ,...,Im} ρ I , where the summation is over all m-tuples of disjoint intervals I 1 , . . . , I m of length at least r, and each ρ I contains all those h w for which the support of w contains each of the intervals I i but not its boundary and is arbitrary everywhere else. Very roughly, the summation is over at most n 2m /(m!) terms. Using that the boundaries are excluded, it is not hard to see that ρ I = e −βH I m j=1 η(I j ), where H I contains all terms in the Hamiltonian that do not act on the qudits in the boundary of I j and η(I j ) is the sum of all f (w) such that the support of w is exactly I j . Using e −βH I ≤ 1 we can bound
Combining with (28),
where for the third line we used that β is such that e β − 1 < 1.
... 2nd step: creating the MPO of M r (H) We follow the expansion Eq. (30), using a signaling mechanism through which every site tells the site to its right to which ρ I it belongs. This ensures that every nonvanishing contraction of the virtual indices corresponds to exactly one product ρ I 1 ⊗ρ I 2 ⊗· · · from Eq. (30). Virtual bonds are indexed by triples ( , k, α). The virtual bond across sites a, a+1 describes the segment I to which a belongs: ∈ {0, 1, . . . , r − 1} denotes the width of I, k ∈ {1, . . . , r − 1} denotes the position of the site a within I, and α corresponds to the index of the virtual bond in the MPO expansion of ρ I . For example, suppose that site a is in third position in the support of ρ I , where |I| = 8. Then it transmits to site a + 1 the indices = 8, k = 3. Site a + 1 will then transmit to a + 2 the indices = 8, k = 4 and so on. When the last site in ρ I is reached, in our example site a + 5, it transmits to a + 6 the indices (k = 8, = 8). Then a + 6 could either be an empty site, transmitting = k = 0 to the right, or start a new segment I with any > 0. See Fig. 2 for an illustration of this signaling mechanism.
To write a formal definition of the MPO, let us use [A (a) (I)]
i,j α 1 ,α 2 to denote the tensor associated with ρ I at site a ∈ I. In order to simplify notation, when the site a is the left-most (resp. right-most) site in I we use the convention that [A (a) (I)] i,j α 1 ,α 2 is non-vanishing only when α 1 = 1 (resp. α 2 = 1). Finally, we denote each segment I by I( , a) where is the width of the segment and a is its first site. For a non-extremal site a, the tensor A (a) of M r (H) is given by
for k 1 < 1 and 1 = 2 , and k 2 = k 1 + 1,
for k 1 = 1 and 0 < 2 ≤ n − a + 1 and k 2 = 1, δ i,j for k 1 = 1 and 2 = k 2 = 0 and α 1 = α 2 = 1, 0 otherwise.
The first case corresponds to a site a in the interior of the segment I = I( 1 , a − k 1 + 1). The second case corresponds to an a that is the first site of a new segment I = I( 2 , a). Note that the condition 2 ≤ n−a+1 guarantees that this segment does not exceed the right side of the chain. Finally, the third case corresponds to an empty site a.
To complete the definition it remains to specify A (1) and A (n) . Just as the tensors for ρ I , we keep both left and right indices but make them non-zero only when = k = 0 and α = 1. Then A (1) is defined as A (a) with the additional requirement that it is non-vanishing only when 1 = k 1 = 0 and α 1 = 1. The tensor A (n) is defined directly by (31). In that case, for every ( 1 , p 1 , α 1 ) there is at most one triple ( 2 , p 2 , α 1 ) for which A (n) is non-vanishing, and so without loss of generality we can map it to 2 = k 2 = 0 and α 2 = 1.
To finish the proof note that the vritual bond dimension is bounded by r(r − 1)d r < r 2 d r , and therefore the second step can be done in time nd O(r) since it only involves local assignments.
B Proof of bounds for the area law
In this section we prove the three main claims made in Corollary 3.10. For convenience we restate the three claims as three separate corollaries.
Corollary B.1 (Schmidt Rank of Ground Space). Let H be a local Hamiltonian satisfying Assumption (DG). For any cut and any δ = poly −1 (n) there is subspace S ⊆ H that is δ-close to T and such that every element of S has Schmidt Rank no larger than s(δ) =Õ(r 2 )eÕ is .03-viable for T . The tensor product structure ensures that every element of W has Schmidt rank no larger than q. Invoking Corollary 6.14 and proceeding as in the proof of Theorem 3.8 but with = Θ(t 3/4 ) where t = Θ(log δ −1 ) we obtain a spectral AGSP K with D = eÕ Proof. To show the existence of a matrix product state of bond dimension B within δ of |Γ it suffices to show the existence for every cut of a state of entanglement rank B within δ n of |Γ , as it is not hard to see that the errors made at each cut will add up linearly. Thus Corollary B.1 yields the existence of |Γ with an MPS representation with bond dimension bounded by s(δ/n) = eÕ γ −1/4 log 3/4 ( n δ ) log d .
We sketch how the dependence on r can be improved from r 2 to r in all three bounds above. First, the bond on the Schmidt rank from Corollary B.1 can be improved, replacing r 2 with r 1+ , by using AGSPs with a D, ∆-tradeoff of the form D 1/ ∆ ≤ . This can be further improved to r 1+o(1) by directly substituting the bound ∆ desired for error reduction and deducing the correct value of D from the AGSP construction, rather than fixing a D, ∆-tradeoff and using a suitable power of the AGSP to achieve the desired error reduction. We do not provide more details as the shorter "bootstrapping" argument given in Section 7 yields a similar improvement.
C Trimming
In this section we describe the trimming mechanism that underlies the procedure Merge' used in Algorithm 1.
The trimming procedure introduced in previous work [LVV15] relied on the observation that given a good approximation to a target vector |v of low bond dimension, trimming the approximating vector by dropping Schmidt vectors associated with the smallest Schmidt coefficients at each cut yields an almost-asgood approximation to |v with lower bond dimension. In the present scenario the approximating vector is not known: instead we are given a basis for a subspace that contains the approximating vector. The natural idea consists in trimming MPS representations for the basis vectors in a way that guarantees that |v is still closely approximated by some vector in the span of the resulting set. It is not clear if independently trimming each of the basis vectors, as done in Ref. [LVV15] works -indeed, the basis vectors themselves could a priori have a very flat "Schmidt spectrum" (meaning trimming would induce large changes), while |v still does not.
We provide a slightly modified procedure which starts with a basis for the viable set and trims the basis vectors collectively at each cut, from the rightmost to the leftmost cut, as follows: for each cut, project each element of the basis onto the span of the left Schmidt vectors of any basis element that is associated with a large Schmidt coefficient. 
With this notion of trimming, we show that if a set S is a good viable set for a set T whose elements are guaranteed to have low bond dimension (e.g. they satisfy an area law) then the result of trimming the set S does not degrade the quality of the viable set too much.
Lemma C.2 (Trimming). Let S ⊆ H 1 be a δ-viable set for T ⊆ H 1 ⊗ H 2 of dimension s. Suppose H 1 = H 1 1 ⊗ · · · ⊗ H 1 for some . Let r be an upper bound on the Schmidt rank of any vector in T across any cut (j : j + 1) for j = 1, . . . , − 1. Then the ξ-trimmed set Trim ξ (S) is a δ -viable set for T for δ ≤ δ + 2 √ rsξ. Furthermore, a spanning set for Trim ξ (S) containing at most s vectors of Schmidt rank at most sξ −2 across any cut can be computed in time O( M(dsq)), where q is an upper bound on the dimension of MPS representations for a basis of S and M(·) denotes matrix multiplication time.
Proof. Let |v ∈ T and |u = i µ i |u i |v i a unit vector such that | u|v | 2 ≥ 1 − δ. For j = 0, . . . , let |u j = (P . Based on these observations we may upper bound, for any i, ,
where the inequality follows since we are taking the inner product of a vector with largest Schmidt coefficient at most ξ with another vector of Schmidt rank 1. Using the promised bound on the Schmidt rank of |v we deduce
Using that the (|u j − |u j+1 ) are orthogonal for different values of j (which follows since we may assume without loss of generality that the projections P j ≥ξ commute), we deduce that the projection of |v on Span{|u j −|u j+1 , j = 1, . . . , −1} has squared norm at most ξ 2 rs. Thus in particular | v|(u 1 −|u )| ≤ ξ √ 2 rs and the claimed bound on δ follows. For the "furthermore" part, note that |ψ has at most s/ξ 2 Schmidt coefficients larger than ξ across any cut (j : j + 1). The application of each P j ≥ξ reduces the Schmidt rank across the cut (j : j + 1) to at most s/ξ 2 , while never increasing it at any of the previously considered cuts. The left Schmidt vectors of )(P ≥ξ ) |ψ across the cut specified by the division H = H 1 ⊗ H 2 form a spanning set for Trim ξ (S).
In order to compute canonical MPS representations for a basis of Trim ξ (S) we first create an MPS representation for |ψ and reduce it to canonical form. This costs O( M(dsq)) operations, where M(·) is matrix multiplication time, and M(dsq) is the time required to perform required basic operations on tensors of bond dimension O(dsq), such as singular value decompositions. Proceeding from the cut ( − 1, ) to the (1, 2) cut from right to left, we then set the coefficients of the diagonal tensor matrices Λ j from the MPS representation that are smaller than ξ to zero. The resulting re-normalized state is automatically given in canonical MPS form, and a spanning set for Trim ξ (S) can be obtained by cutting the last bond.
