This paper reports a comparison of three neural network models (Multi-Layer Perceptrons, Probabilistic Neural Networks, Self-Organizing Maps) for classifying naming data of aphasic and non-aphasic speakers.
INTRODUCTION
Aphasia is a language impairment following left hemisphere damage. Aphasic patients have defect or loss of production or receptive aspects of written or spoken language (Harley, 2001 ). The most common symptom of aphasia is anomia, the impairment in word retrieval, which has devastating effects on patients ability to carry on meaningful and effective conversation (Raymer and Rothi, 2002) .
The language capabilities of the aphasic patients are tested with standardized aphasia examination procedures, such as Boston Diagnostic Aphasia Examination (Goodglass and Kaplan, 1983 ) (in English speaking countries) or Aachen Aphasia Test (Huber et al., 1984) (in German speaking countries). An integral part of these tests is a picture confrontation naming task, where a subject is to name (i.e., say aloud) single pictures. The picture naming task is used, because picture naming process involves all the major processing stages of speech production (Laine et al., 1992) . Thus, picture naming task may more clearly reveal the underlying mechanism and nature of patient's anomia than the plain analysis of free speech would (Dell et al., 1997; Cuetos et al., 2002) .
Examples of common error types encountered in the naming test include semantic errors ("cat" → "dog"), formal errors ("cat" → "mat"), nonword errors ("cat" → "tat"), mixed errors, where the response is semantically and phonologically related to the target ("cat" → "rat") and finally unrelated word errors where no semantic or phonological relationship can be found between the target and produced word.
The goal of the current study was to investigate the suitability of neural network classifiers for separating healthy individuals from aphasic patients. Three neural network classifiers, Multi-Layer Perceptrons (MLP) (Haykin, 1999) , Probabilistic Neural Networks (PNN) (Specht, 1990) , and Self-Organizing Maps (SOM) (Kohonen, 1998) , were compared for the classification of aphasic and non-aphasic naming data. The performance of the classifiers were compared using the aphasic naming data reported by Dell et al. (1997) which was artificially augmented to suit better for the neural network classifiers.
To our knowledge this kind of research has not been previously reported. For example, Axer et al. (2000) used a MLP classifier and k-nearest neighbor classifier recognize patients' aphasia type with their quite large data set. However, their data set did not contain control data from healthy subjects and thus it cannot be used in the current study.
MATERIALS AND METHODS

Materials
To compare the classifiers, aphasic naming data from Dell et al. (1997) was used (see Table 1 ). The data set contains six attributes describing the Philadelphia Naming Test (PNT) (Roach et al., 1996) results of the subjets: correct answers, semantic errors, formal errors, nonword errors, mixed errors and unrelated word errors. The original data also contained a category for all other miscellaneous errors, but it was excluded from the current study as redundant. The exclusion however explains why the error distributions of the patients rarely sum up to 1.
The data set of Dell et al. is quite small as it only contains naming performances of 23 aphasic patients and an averaged naming distribution of 60 healthy control subjects. Therefore, the data set was augmented to be able to use the neural network classifiers successfully for the task.
The data was augmented with the following procedure using the naming distributions of Table 1 as a basis of data generation.
1. First 23 artificial control subjects were generated from the averaged control subject and then the generated control subjects and the 23 original patient cases were merged producing the base set of 46 subjects.
2. From the base set 10 × 10 cross-validation sets were prepared.
3. Finally, the partitions of the cross-validation sets were augmented so that the total size of the crossvalidation sets were 1000 cases. Thus, each patient and generated control subject served approximately 22 times as a seed for data generation.
The first part of the data generation ensures an equal class distribution between the healthy and patient data. It also ensures that there will be more variation in the generated healthy data than there would be if only the average control subject had been used as the seed for all generated healthy data. The second and third parts ensure that during cross-validation the test and validation sets always contain cases generated from the different seeds than the cases in the training set making the cross-validation process more robust. The values of the variables for each generated test case were calculated as follows. Let v i be the value of the ith variable of the seed, σ(v i ) the standard deviation of variable v i and N(a, b) normal distribution with mean a and standard deviation b. The value v ′ i of the ith variable of the artificial subject was calculated with v
(1) Applying (1) in the data generation produces a cloud of artificial subjects centered around the seed. The absolute value is taken in (1) in order to avoid negative values for the generated variables. Different scaling factors of the variables' standard deviations were experimented, and 0.1 was found to be the most appropriate one. A greater scaling factor would have dispersed the generated cloud around the center too much and the smaller would have resulted too compact clouds.
Methods
The neural network classifiers were compared generating ten data sets with the procedure described in the previous section. Ten data sets were used to smooth the differences between the generated data sets. Each classifier was examined by running a 10 × 10 crossvalidation (Duda et al., 2001) for each data set. The differences between the classifiers were compared by calculating average classification accuracy (ACC) for each classifier over the ten cross-validated data sets. The total classification accuracy for a classifier is given by
where t p c denotes the number of true positive classifications and p c the size of the class c. For more detailed evaluation also true positive rates (TPR) and positive predictive values (PPV) were calculated for the both classes. The true positive rate for class c is given by
and the positive predictive value with
where f p c denotes the number of false positive classifications of the class c. The statistical significance of the differences between the classifiers was tested with Friedman test (Connover, 1999) over the classification accuracies. For MLP, sigmoid activation function was used as network's transfer function. The networks were trained using Levenberg-Marquardt optimized batch mode backpropagation algorithm. To prevent over fitting a separate validation set (chosen from the crossvalidation set) was used for early stopping during the training. The networks were trained at most 100 epochs, but typically less than 100 epochs were used, since the validation set brought the algorithm into early stop after few dozens of epochs. Totally six different network architectures were tested (1, 2-1, 3-1, 4-1, 5-1, 6-1, where x-y corresponds to the number of hidden nodes (x) and output nodes (y)). With PNNs, the standard learning algorithm was used. In PNN learning algorithm, the only parameter that needs to be specified by the user is the width of the Gaussian window determining the radius of the activation functions in the network. Six different Gaussian window widths were experimented (0.01, 0.02, 0.03, 0.04, 0.05 and 0.06).
For SOM, the standard SOM algorithm was used. The network was trained totally 10000 iterations (ten epochs of the training data) of which 1000 iterations were used for initial ordering phase (with learning rate 0.9) and the rest for the convergence phase (with learning rate 0.02). After teaching, the class labels were assigned for each node using majority labeling (see e.g. (Kohonen, 2001) ). Eight different SOM lattice architectures were tested (1×4, 1×5, 1×6, 2×2, 3 × 3, 4 × 4 and 5 × 5).
RESULTS
The results for each classifier are presented in Table 2 . Based on the total classification accuracy, the MLP architecture seems to be the best choice from the tested neural network types for the classification task. The best performing MLP had average accuracy over 2 % higher than the best performing SOM network and over 1 % higher than the best performing PNN network. Also the standard deviations of the classification accuracies followed the same order, with MLP having the smallest deviation.
The TPRs show that the healthy class was easier for the classifiers to recognize than the patient class. MLP performed worst on the healthy class but best on the patient class, whereas SOM performed best with the healthy class but worst with the patient class. The differences of the TPRs between the classes were high for all classifiers. The classifiers also recognized the healthy cases almost perfectly, but the patient cases were harder to recognize. The differences of the TPRs between the classes were well over 10 % with PNN .6 (± 11.9) PNN 0.02 99.2 (± 2.6) 82.7 (± 23.2) 87.7 (± 15.8) 99.1 (± 2.8) 90.9 (± 11.6) PNN 0.01 99.2 (± 2.1) 84.4 (± 21.9) 88.8 (± 14.7) 98.9 (± 4.9) 91.8 (± 10.8) SOM 1 × 7 94.9 (± 7.5) 86.1 (± 19.8) 89.4 (± 14.3) 94.9 (± 6.9) 90.5 (± 9.9) SOM 1 × 4 95.4 (± 7.3) 86.1 (± 19.9) 89.5 (± 14.3) 95.4 (± 6.4) 90.8 (± 9.9) SOM 1 × 6 99.5 (± 1.6) 82.2 (± 24.2) 87.6 (± 15.8) 98.6 (± 9.5) 90.9 (± 11.9) and SOM and almost 10 % with MLP. The difficulty of recognizing the patient class is reflected also with the standard deviations of the TPRs of the patient class which were considerably higher than those of the healthy class. The PPVs show that the most of the misclassifications for all classifier types occurred when a patient was classified into the healthy class. Indeed, the results show that confidence for the correct decision is high for all classifiers when they decided that a sample belongs to the patient class. For the best MLP classifier the PPVs of the both classes were well over 90 % and the difference between the two classes was only 4.6 %. Again, for PNN and SOM the PPVs for the patient class were extremely high, but the overall performance was deteriorated with significantly lower PPV values for the healthy class. The differences between PPVs of the classes were over 10 % for the best PNN and SOM classifiers.
Based on the Friedman test results, MLP and PNN performed statistically equally well. However, the differences between the classification accuracies of MLP and SOM and PNN and SOM were statistically significant with SOM being statistically an inferior classifier than the others. These results were statistically highly significant (at level α = 0.001).
For MLP, the best performing architecture was a network with only one node. It generally had classification accuracy almost 2 % higher than the other tested architectures. PNN performed the best with Gaussian window width of 0.01. Generally, increasing the window width deteriorated the performance of the network and the difference between the accuracies of a network with the best performing window width 0.01 and the worst performing window width 0.06 was ca 2 %. For SOM, the best performing lattice structure was 1 × 6. Other tested lattice structures performed slightly worse their classification accuracies being 1 -2 % lower than the best performing 1 × 6 lattice structure.
CONCLUSIONS
The results show clearly that MLP performed best in separating the aphasic speakers from healthy speakers based on their naming data distributions. MLP's total classification accuracy was 1 -2 % higher than the accuracies of the other classifier types, and their smaller standard deviations of the classification accuracies proved it also to be a more robust classifier than the other tested classifiers. Furthermore, because only one node was needed to implement the most successful MLP architecture, other simple classification methods, such as discriminant analysis and Bayes classifiers should also perform well at the classification task.
Based on the TPRs and PPVs all classifiers were biased towards the healthy class. The MLP architecture favors least healthy data over patient data resulting into highest overall classification accuracy of the compared classifiers. The other two classifiers were even more biased towards the healthy class and correspondingly their classification accuracies were slightly lower than MLP classifiers. The SOM classifier was clearly the weakest classifier type and the differences of the classification accuracies to the other two classifiers were statistically significant. Based on these results, SOM classifiers should not be preferred in patient / healthy classification over simpler classification methods.
The differences between the average classification accuracies of the classifiers were very small and all classifiers had total classification accuracy over 90 %. Therefore, it seems that the choice of classification method is not very crucial for the reported data set. This also supports the choice of the simplest classifier type, the one node MLP, as a preferred classifier. However, it has to be noted that the classification task might have been harder if more real data had been available serving as a basis for the data generation.
On the other hand, the results with the current data suggest that neurolinguistic tests used in aphasia testing separate quite well the healthy subjects and patients from each other. Thus, it is possible that there is no need for using more advanced classification methods in patient / healthy subject separation.
The current classification research should be extended to include more classifier types. Especially traditional classifiers types, such as naïve Bayes classifier, discriminant analysis or k-nearest neighbor classifiers should be investigated, since the success of the one neuron MLP classifiers suggest that the simple classification methods might perform noticeably well with the classification task.
An important question is also how well the used data generation method preserves the characteristics of the original data. This question should be examined in more detail in order to ensure that the data generation does not unnaturally bias the data. Moreover, other aphasia data sets should be tested, although finding a suitable data set with decent number of test cases seems to be problematic.
