The paper is devoted to weighted weak-type inequalities for square functions of continuous-path martingales and identifies the optimal dependence of the weak norm on the characteristic of the weight. The proof rests on Bellman function technique: the estimates are deduced from the existence of special functions enjoying appropriate size conditions and concavity.
Introduction
In [2] , the authors used the Bellman function approach to give new proofs of weighted L 2 -norm inequalities for martingales and Littlewood-Paley square functions with the optimal dependence on the A 2 characteristics [w] A 2 of the weight w and further explicit constants, and in [3] improved the results for the full range 1 < p < ∞ . This paper is a continuation of these works and contains a complete description of the corresponding weak-type estimates in the martingale setting.
Let us introduce the necessary probabilistic background and formulate our main results. Assume that (Ω, F , P) is a complete probability space, filtered by (F t ) t≥0 , a nondecreasing right-continuous sequence of subσ -algebras of F . Suppose in addition that F 0 contains all the events of probability 0 and all (F t ) t≥0 -adapted martingales have continuous paths (for instance, this holds for Brownian filtration). Assume further that X = (X t ) t≥0 is an adapted, uniformly integrable martingale (with no risk of confusion, we will often identify X with its terminal variable X ∞ ) and let X = ( X t ) t≥0 denote its quadratic covariance process (square function). See e.g. Dellacherie and Meyer [5] for more information on the subject.
The inequalities between X and X are of fundamental importance to the theory of stochastic integration, and the principal purpose of this paper is to study certain class of such bounds in the weighted context. In what follows, the word 'weight' will refer to a uniformly integrable martingale W = (W t ) t≥0 ; as in the case of X , we will usually identify W with W ∞ . Any weight W gives rise to the corresponding L p and weak L p spaces, 0 < p < ∞, given by 
where W (A) := E1 A W . Let 1 < p < ∞ be fixed. Motivated by the classical Burkholder-Davis-Gundy inequalities, one can ask about the characterization of weights W for which the estimate
holds true, with some finite constant C p,W depending only on the parameters indicated. The same question can be posed for the weak-type inequality
It can be shown that both (1) and (2) hold true if and only if W satisfies the so-called Muckenhoupt's condition A p . The class A p was originally introduced in the analytic setting by Muckenhoupt [12] during the study of maximal operators on weighted spaces. In the probabilistic context, the appropriate definition was given by Izumisawa and Kazamaki [9] : we say that W satisfies Muckenhoupt's condition A p , if there is a deterministic constant c such that
almost surely for all t . The smallest c with the above property is denoted by As we have mentioned above, the condition A p characterizes the boundedness of square functions on the associated weighted spaces. It turns out that the classes A p arise in the study of analogous boundedness problems for other operators, such as maximal functions, martingale transforms (stochastic integrals) and fractional operators: see [1, 10, 11, 17, 21] and cnsult references therein. One can ask about the refinement of (1) and (2) which concerns the optimal dependence of the constants C p,W and c p,W on the characteristic [W ] A p . The problem is the following. Given 1 < p < ∞, find the least exponents κ p , β p such that C p,
β p A p , where C p and c p depend only on p. Similar question can be asked also for other types of operators. Such problems, considered for various analytic operators, have gained a lot of interest in the literature: consult e.g. [1, 4, 7, 10, 11, 21] . The following weighted L p bound for square functions was obtained in [2] . THEOREM 1. Suppose that W is an A p weight. Then for any 1 < p < ∞ and any X we have the estimate
where K p = O((p − 1) −1 ) as p → 1 and K p = O(p 1/2 ) as p → ∞ . The exponent max{1/2, 1/(p − 1)} is the best possible.
We will study the corresponding problem for weighted weak-type estimates. Here is our main result. THEOREM 2. Suppose that W is an A p weight. Then for any 1 ≤ p < ∞ , p = 2 , and any X we have the estimate
where K p = O(p 1/2 ) as p → ∞. The exponent max{1/p, 1/2} is the best possible.
Quite surprisingly, we do not know the appropriate sharp version of (5) for the case p = 2 . The same unexpected open problem arises in the context of square functions in harmonic analysis [6, 8] . In what follows, we will focus on the case p > 1 , the case p = 1 has been already established by the author in [16] .
The proof of Theorem 2 will exploit the so-called Bellman function method and will rest on the construction of a special function enjoying certain majorization and concavity-type properties. The precise description of our approach (i.e., the reduction to the existence of an appropriate special function) is presented in the next section. In Section 3 we present the proof of (5) in the case 1 < p < 2 ; for these values of p we have found a very simple Bellman function. Section 4 is devoted to the study of the case p > 2 and the final part of the paper addresses the optimality of the exponent max{1/p, 1/2} involved in (5).
On the method of proof
In this section we show how to reduce the proof of our main inequality (5) to the construction of an appropriate special function of four variables. Given 1 < p < ∞ and 1 ≤ c < ∞, consider the domain
Let K, κ ≥ 1 and suppose that U : [−1, 1] × [0, 1] × D p,c → R is a function satisfying the following structural properties. 1 • U is continuous and of class C 2 in the interior of its domain.
4 • For any (x, y, w, v) lying in the interior of the domain of U , the matrix
is nonpositive definite. 
Proof. By homogeneity, we may assume that λ = 1 . The reasoning rests on Itô's formula and appropriate stopping time arguments. Let
with the usual convention inf / 0 = ∞. On the set τ = 0 we have |X 0 | 2 = X 0 ≥ 1 and hence
where in the third passage we have used the inequality W 0 V p−1 0 ≤ c (guaranteed by [W ] A p ≤ c), the fourth follows from the convexity of the function (x, v) → |x| p v 1−p on R × (0, ∞), and the last inequality is due to the inequalities K, κ ≥ 1 and the identity W = V 1−p . On the other hand, on the set {τ > 0}, we apply Itô's formula to the composition of the C 2 function U (see 1 • ) and the process Z t = (X t , X t ,W t ,V t ) to obtain U(Z τ∧t ) = I 0 + I 1 + I 2 /2.
Here
U v (Z s )dV s ,
and the integral defining I 2 is the abbreviated sum of all second-order terms
Let us analyze the behavior of the terms I 1 , I 2 and I 3 . By 2 • , we have I 0 ≤ 0 . The process I 1 is a mean-zero martingale as a function of t , and hence EI 1 1 {τ>0} = 0 . Finally, the assumption 4 • implies that I 2 ≤ 0 , which can be easily seen by approximating I 2 by discrete sums. Putting all the above facts together, we obtain
by Lebesgue's dominated convergence theorem (U is bounded and Z has continuous paths). Consequently, by 3 • ,
and hence, using the identity W τ = E(W |F τ ) and the convexity of the function (
Adding this to (9) , we obtain
It remains to note that { X ∞ > 1} ⊆ {|X τ | ∨ X τ ≥ 1} to get the claim. REMARK 1. The above reasoning (see (9) and (10)) shows that under the assumptions of Theorem 3, we have the estimate
The regularity condition 1 • can be slightly relaxed: roughly speaking, if U is a minimum of several smooth functions satisfying 1 • -4 • , then (8) remains valid. The precise statement is as follows. LEMMA 1. Assume that U 1 , U 2 , . . ., U n : D → R are C 2 functions and define U = min{U 1 ,U 2 , . . . ,U n } . Suppose that U satisfies 2 • , 3 • and for each k we have DU k ≤ 0 on the set {U = U k } . Then (8) holds true.
The proof rests on a simple mollification argument; see e.g. Wang [20] for a similar reasoning. Alternatively, one can apply a variant of Itô's formula which allows the existence of non-differentiability points at the cost of certain local times: see [18] .
When verifying 4 • , it will sometimes be convenient to use the notation
Of course, the concavity condition 4 • is equivalent to saying that Q U (x, y, w, v, d, r, s) is nonpositive for all x , y , w, v , d , r and s. Usually, we will write Q U instead of Q U (x, y, w, v, d, r, s) -in general, d , r , s will be arbitrary, and it will be clear from the context what the variables x , y , w and v are. We will frequently use the linearity Q aU 1 +bU 2 = aQ U 1 +bQ U 2 and the fact that Q U ≤ 0 if U is a concave function depending only on x , w and v .
A special function, 1 < p < 2
In the range 1 < p < 2 the Bellman function is very easy: let
Let us show the majorization 3 • . If |x| ∨ y < 1 , then the estimate is trivial:
Finally, if |x| = 1 and y < 1 , then note that
which is precisely the desired majorization. It remains to verify the matrix condition 4 • . We compute that
To check that this matrix is nonpositive definite, observe that the entry in the rightlower corner is negative and the determinant of the 2 × 2 matrix obtained from D 2 U p by removing the middle row and the middle column, equals
This completes the proof.
The case p > 2, a small characteristic
We turn our attention to the case p > 2 . We will consider two cases separately: c ≤ p and c > p. We would like to emphasize here that the proof presented in the next section works for all c , however, for small characteristics the dependence of the constants on p is not optimal. This is why we consider in this section the additional case of 'small c ': throughout this part of the paper, we assume that c ≤ p. We will need an additional parameter α = (4c) −1 .
We start with a technical lemma, which actually holds in both cases c ≤ p, c > p .
The left-hand side of the latter bound is a concave function of t , so it is enough to prove this estimate for t ∈ {1, c} . For t = 1 both sides are equal, for t = c we must show that 2c 1−1/(4c) ≥ c + 1, or
But ξ (1) = 0 , and for c ≥ 1 we have
the last passage is equivalent to 3c ≥ 1 .
We turn our attention to the bound for D 2 F . First we will show that
To do this, note that the Hessian matrix of F equals (for brevity, write t = wv p−1 ) (11) is equivalent to saying that the matrix
The entry in the left-upper corner is negative, so we will be done if we show that the determinant of the matrix is nonnegative. A little calculation reveals that this determinant is equal to
and it remains to note that pt α−1 ≥ pt −1 ≥ p/c and −2α(2p − 1 − α(p − 1)) ≥ −4α p = −p/c . This yields (11) . Now, we have (11) gives the desired claim.
The corresponding Bellman function U p : D → R is given by
For the sake of convenience, we will also distinguish the function Proof. The regularity condition 1 • is obvious, the property 2 • is also evident (simply use the fact that F(w, v) ≤ 2w, guaranteed by previous lemma). To show the majorization 3 • , recall the estimates F(w, v) ≥ w, |x| ≤ 1 and note that 2pc ≤ 2p 2 ≤ 3 p − p/2 (here is the only place where we use the assumption c ≤ p ). Hence
If 6px 2 ≤ y, then the left-hand side is not smaller than y p/2+1 w ≥ 1 {|x|∨y≥1} w, so the desired estimate holds. On the other hand, if y < 6px 2 < 6p , then the left-hand side of (12) is bigger or equal to
where in the last line we have exploited the estimates p ≥ 2 and cv 1−p ≥ w. Finally, if |x| = 1 , then (12) is trivial: the term p 2 (144pc) p/2 |x| p+2 v 1−p ≥ 144 p/2 w has an overwhelming size.
It remains to verify 4 • . Recall the definition of Q U given at the very end of Section 2. We first look at the building block u 1 . By Lemma 3,
Now we consider two cases. If y ≥ 144pcx 2 , then we skip the last term in the above expression and note that the discriminant of the remaining quadratic function
In the remaining case y < 144pcx 2 , we repeat the above calculation to obtain
Furthermore, the Hessian of the function f (x, v) = |x| p+2 v 1−p equals
as one verifies easily. Therefore,
The discriminant of the right-hand side of (14), considered as a quadratic function of r , is equal to
This gives Q U p ≤ 0 and completes the proof. REMARK 2. From the viewpoint of the concavity condition 4 • , the function u 1 is the main part of U p , in the following sense. Namely, this ingredient itself satisfies the inequality Q u 1 ≤ 0 on the set {y ≥ 144pcx 2 } , and on the compliment of this set we apply the concave 'compensator' (x, v) → −|x| p+2 v 1−p (with an appropriate coefficient). In the next section we will encounter a similar phenomenon.
A special function, p > 2 , large characteristic
Here the analysis will be more involved. We will need the parameters α = (4c) −1 , β = 2/p + (p − 2)/p 3 and q = p + (p − 2)/p. For the sake of clarity, we split this section into two parts.
Technical lemmas
We start with the following statement.
LEMMA 5. Consider the matrix A given by
Then for any |γ| ≤ (5p) −1 we have
Proof. We must show that for any γ as in the statement, the matrix
is nonpositive-definite. We will use Sylvester's criterion and check the signs of the principal minors. Let us perform some operations on the rows and columns to make the calculations simpler. First we add, to the third column, the second column multiplied by 1 − p; then we add, to the third row, the second row multiplied by 1 − p. Finally, we divide the second column by 1 − β and the third column by p − 1 . The obtained matrix is equal to
and the signs of the principal minors are preserved. Note that it suffices to show that the full determinant is nonpositive. Indeed, using the special form of the above matrix (zeros in appropriate places) and the inequality 0 < β < 25 , this will imply that the remaining minors have determinants of alternating signs. A little calculation shows that the determinant is equal to I 1 + I 2 , where 1) ). Now, by the formula for β , we get pβ − 2 = (p − 2)/p 2 and 1 − β = (p − 2)(p 2 − 1)/p 3 . Let us first handle I 1 . We have
Next, discarding the fourth summand in I 2 , we see that
Since p > 2 , this implies I 1 + I 2 ≤ 0 and completes the proof. Finally, we will need the following fact.
Proof. Since β (p − 1) ≤ 2 , we have β (p − 1)(β (p − 1) + 1) ≤ 6 and it is enough to show that
However, this matrix has a negative entry in its left-upper corner and has positive de-
The Bellman function
This time the Bellman function U p : D → R it is built from four pieces:
We see some similarities to the function used in the previous section: actually, the function used there was precisely 2u 1 − 2u 4 , modulo the different coefficient appearing in front of u 4 . Let us verify that U p satisfies all the relevant conditions. Clearly, the property 1 • is not true, but its relaxed version described in Lemma 1 holds: U p is obviously a minimum of C 2 functions. Next, we will show the following. Proof. Observe that
where the last inequality is due to bound F(w, v) ≤ 2w established in Lemma 3. To prove the condition 3 • , observe first that for each x ∈ [−1, 1], the function y → U p (x, y) is increasing. Indeed, u 2 , u 3 have this monotonicity property, u 4 does not depend on y , and it will be shown below (see Lemma 8) that if U p = 2u 1 − 2u 4 , then y ≥ 144pcx 2 (and hence u 1y (x, y, w, v) ≥ 0 ). Therefore, it is enough to show the majorization under the additional assumption y ∈ {0, 1} . We have
as one verifies easily (consider the cases 6px 2 ≤ 1 and 6px 2 ≥ 1 separately).
We turn our attention to the concavity condition 4 • ; we will exploit Lemma 1. Before we proceed, we make a comment similar to that in Remark 2 above. As previously, 'the main ingredient' of U p is the function u 1 and the remaining pieces u 2 , u 3 and u 4 can be regarded as appropriate compensators guaranteeing the concavity condition. To be more specific, let us first observe that the inequality (13) remains valid. Roughly speaking, all our considerations below aim at making Q u 1 nonpositive. The main problematic term is the summand −12pxy p/2 dr , which can be positive, and the way of handling it will be different on each of the sets {U p = u 1 − u 4 } ,
Proof. Let (x, y, w, v) be a point for which U p and 2u 1 − 2u 4 coincide. Then we necessarily have u 2 (x, y, w, v) ≥ 0 and the formula for this function yields
This in turn, combined with the estimate y ∈ [0, 1], gives
This implies Q u 1 ≤ 0 , as we have shown in Lemma 4 above. It remains to note that u 4 is a convex function, so Q u 1 −u 4 ≤ Q u 1 . LEMMA 9. We have Q u 1 +u 2 −u 4 ≤ 0 on the set {U p = 2u 1 + 2u 2 − 2u 4 } .
Proof. If (x, y, w, v) ∈ {U p = 2u 1 + 2u 2 − 2u 4 }, then u 2 (x, y, w, v) ≤ u 3 (x, y, w, v) and u 2 (x, y, w, v) ≤ 0 , which is equivalent to saying that y ≥ 8p 2 x 2 and c β x 2 y q/2−1 w 1−β v β (1−p) ≤ 25 · (144p) p/2−1 c p/2 |x| p v 1−p , (15) respectively. The function u 4 is convex, so (13) gives
To show that Q u 2 'overpowers' the term 12p|x|y p/2 |dr|, we compute that
It is easy to see that A 2 ≥ 0 and hence the second inequality in (15) gives
Moreover, the first inequality in (15) and the bound q − 2 ≤ 2(p − 2) imply
Putting the above facts together, we obtain
where A is the matrix from Lemma 5. Using this lemma and the estimate wv p−1 ≤ c , we get
so Q u 2 ≤ −12p 2 |x|y q/2−1 |dr| ≤ −12p|x|y p/2 |dr| and the claim follows by (16) .
LEMMA 10. We have Q u 1 +u 3 −u 4 ≤ 0 on the set {U p = 2u 1 + 2u 3 − 2u 4 }.
Proof. If (x, y, w, v) ∈ {U p = 2u 1 +2u 3 −2u 4 } , then in particular we have u 3 ≤ u 2 , so y ≤ 8p 2 x 2 .
Observe that by (13) ,
To handle Q u 3 , note that the function (
( u 5y is the partial derivative of u 5 with respect to y ). Furthermore, we have
and by Lemma 6, the latter matrix is less than
Consequently, we have shown that Q u 5 does not exceed
and using (17) , we get the final bound for Q u 3 :
Now, the first term on the right will be overpowered by Q u 4 . To see this, note that the Hessian matrix of the function u 6 (x, v) = |x| q v 1−p is equal to
which is easily shown to be bigger than each of the matrices
Consequently, we can handle the first term in (19) as follows:
since, due to the assumption c ≥ p ,
Combining this with (18) and (19), we get that Q u 1 +u 3 −u 4 does not exceed
where in the last passage we have used the equality 1 − β = (p − 2)(p 2 − 1)/p 3 and the estimates wv p−1 ≤ c, y q/2 ≥ y p/2+1 and β ≥ 2/p . It remains to compute that the discriminant of the above expression, considered as a quadratic function of r , is equal to x 2 y p d 2 240 − 96p 2 ≤ 0 .
Sharpness of the exponent in (5)
Now we will address the optimality of the exponent max{1/p, 1/2} in (5) . We consider two natural cases.
6.1. The case 1 < p < 2
We will show that in this range, the best exponent κ p in the estimate
cannot be smaller than 1/p . We construct an appropriate example. For a given c > 1 , consider the region D p,c and let PQ ⊂ D p,c be the line segment with endpoints P, Q lying on the lower boundary of D p,c , tangent to the upper boundary of this set at (1, c 1/(p−1) ). This line segment is contained in a line of the form w = av + b for some a, b ∈ R . Consider the process (B, aB + b), where B be a Brownian motion starting from 1 . This two-dimensional process starts from (1, c 1/(p−1) ) and, for sufficiently small times, takes values in the segment PQ. Let us stop this process when it reaches P or Q and denote the obtained pair by (W, X). We have (W ∞ , X ∞ ) ∈ {P, Q} , so W ∞ X p−1 ∞ = 1 . Note that W is an A p weight with [W ] A p = c: indeed, for any stopping time τ we have
since the range of (X,W ) is contained in PQ (and hence, in particular, in the region D p,c ). This implies [W ] A p ≤ c , and to see that we actually have equality here, put τ = 0 : then we have
Now, take λ = EX = c 1/(p−1) . We have X ≥ X 2 0 = λ 2 almost surely, so
Since the parameter c > 1 was arbitrary, the optimality of the exponent 1/p is established.
The case p > 2
Now we will prove that for these p, the smallest κ p permitted in the estimate 
Now we will construct an example related to the above inequality. Pick a large positive integer N . Consider a one-dimensional Brownian motion started at 1/2 and introduce the nondecreasing family τ 0 , τ 1 , τ 2 , . . . , τ 2N of stopping times given recursively by τ 2n+1 = inf{t ≥ τ 2n : B t ≥ 3/2 or B t ≤ −1/2}, τ 2n+2 = inf{t ≥ τ 2n+1 : B t ≤ −3/2 or B t ≥ 1/2} for n = 0, 1, 2, . . . , N − 1 . The stopped process X = B τ 2N = (B τ 2N ∧t ) t≥0 enjoys the following behavior. It starts from 1/2 ; then, on the interval [τ 0 , τ 1 ], it evolves until it reaches 3/2 or −1/2 . If the first possibility occurs, the evolution is over; in the second case, the process continues its move, on the time interval [τ 1 , τ 2 ], until it gets to −3/2 or to 1/2 . Again, if the first scenario occurs, then the process terminates; otherwise, the pattern is repeated. Note that X τ 2N = 1/2 with probability 4 −N (indeed: X τ 2N = 1/2 means that X τ n = (−1/2) n for all n ). Furthermore, X is bounded in absolute value by 2 (actually, it is even bounded by 3/2 ). Next, fix c > 1 and consider the weight W = (W t ) t≥0 given as follows:
for n = 0, 1, 2, . . . , N − 1 , and W t = W τ 2N for t ≥ τ 2N . It is easy to see that W is a continuous-path martingale. Furthermore, we know from the above construction that if t ∈ (τ 2n , τ 2n+1 ], then B t ∈ [−1/2, 3/2]; for t ∈ (τ 2n+1 , τ 2n+2 ] we have B t ∈ [−3/2, 1/2]. This implies that if t ∈ (τ n , τ n+1 ], then we have the inclusion W t ∈ [(2 − c −1 ) n c −1 , (2 − c −1 ) n+1 ]. In particular, this implies that for t ∈ (τ n , τ n+1 ] we have
Let us look at both sides of (21). The above considerations imply that the righthand side of (21) is not bigger than (2c − 1) 2κ p 1 + 2 p+1 K p p p − 2 .
On the other hand, we may write
Recall that {X τ 2N = 1/2} is equivalent to saying that B τ n+1 − B τ n = (−1) n+1 for all n . It follows from the independence and the symmetry of increments of Brownian motion that
Coming back to (22), we see that
Plugging all the above observations into (21), we obtain
Now put N = c and let c → ∞ . Then the left-hand side increases linearly with c and hence 2κ p ≥ 1 . This shows that κ p ≥ 1/2 and completes the proof.
