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1. Introduction
It has been argued that the description of spacetime as a smooth manifold is not
adequate at the very small distances such as those of the order of the Planck length.
Instead, in this region, the spacetime structure might require a description in terms
of noncommutative geometry. This may result in numerous consequences, some
already seen at the theoretical level, affecting much of the high energy physics,
including implications for astrophysics. The change in the nature of the spacetime
structure requires the modification of a mathematical setup and eventually leads
to a need of rewriting the quantum field theory in the presence of quantum group
symmetries.
Since the Poincaré group describes the symmetry inherent to the quantum field
theory, it is plausible to assume that the symmetry adequate to such a theory on a
noncommutative space might be described by a quantum deformation of the original
Poincaré group. One way to accommodate this idea is within the framework of Hopf
algebras. One of the most extensively studied Hopf algebras in the role of such a
deformation is the κ-Poincaré algebra,1–14 with κ denoting a masslike deformation
parameter, usually associated with the Planck mass.
1
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It is known for some time that the coproduct of the quantum group codifies the
curvature in the momentum space and that a noncommutative spacetime algebra
multiplication appears as dual to the coproduct on the momentum algebra; moreover
the two dual Hopf algebras together form a noncommutative phase space algebra
built through a cross (smash) product algebra construction, more specifically the
Heisenberg double.15–17 Curiously, the idea that the curvature of momentum space
could imply the noncommutativity of spacetime does not appear to be a recent
one, since it can be traced back to the first half of the past century.18 Later on,
this led to a quantum geometric picture in which curved momentum space is dual
to noncommutative spacetime and where the relation to quantum groups is made
explicit.19
The authors of the present paper find κ-Poincaré algebra and the emergent
κ-Minkowski spacetime interesting from many reasons. However, the following two
may be particularly highlighted. Already in the early study of certain limits of quan-
tum gravity coupled to matter in20–22 a, possible effective quantum field theories on
noncommutative κ-Minkowski space were found by integrating out the gravitational
degrees of freedom from the generating functional.
The κ-Minkowski spacetime and κ-Poincaré group may also provide a setting
appropriate for trapping the signals of quantum gravity effects, what might be an
explanation for the observations of ultrahigh energy cosmic rays, contradicting the
usual understanding of electron-positron pair production in collisions of high energy
photons and other high energy astrophysical processes alike. One possible explana-
tion of the deviations of this kind may rely on the modified dispersion relations,25–28
whose distortion can eventually be traced back to noncommutative structure of the
spacetime, particularly in the case of κ type. All these may be the relics of the
quantum gravity effects and in turn might allow a description in terms of the effec-
tive noncommutative quantum field theories (NCQFT). The latter is particularly
interesting in light of the arguments supporting the assertion of NCQFT on a κ-
Minkowski space emerging from the quantum gravity in a certain low energy limit.20
In29 the properties of the star product in the natural realization of the κ-
Minkowski algebra are investigated, together with the properties of the resulting
free scalar field theory constructed from this particular star product. The above
mentioned realization is the type of a differential representation of the κ-Minkowski
algebra that is intimately related to the so called classical basis of κ-Poincaré.16, 17, 30
These properties have been further studied in31 and the analysis has been extended
to include the implications of the hermitization process on the star product and
the resulting scalar field theory. In this paper, we extend this analysis to include
an arbitrary realization of κ-Minkowski algebra, investigate the corresponding star
products and the effects of hermitization on their properties.
These issues are particularly important when one seeks to find out how the
aThe thesis reported in22 is somewhat different from the ones advocated in20, 21 and has been
partly challenged by.23, 24
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physical results depend on the choice of a realization of the spacetime algebra. In
this direction, the dependence on the realization has been studied for the electro-
dynamics32 and the geodesics33 in κ-Minkowski spacetime. Furthermore, the time
delay phenomenon for photons having different energies has been investigated in the
context of relative locality34 to see how it varies with realizations.35 The properties
of the scalar field propagation in the noncommutative φ4 model are investigated
in36 in the case of the natural realization. It would be interesting to compare these
results with the calculations for other realizations. While it is desirable to identify
the properties universal to all realizations of κ-Minkowski spacetime, those prop-
erties which are not invariant, may, after comparison with the experimental data,
serve to narrow down the set of allowed realizations. We hope that the experiments
may reach the necessary level of sensitivity for this in near future (see astrophysical
review37). To address these issues, it is necessary to set up the adequate framework
and investigate the mathematical properties of the star products related to each of
the realizations of κ-Minkowski. The present paper serves this purpose.
After reviewing in Section 2 the general notions used in the analysis, in Sections
3 and 4 we introduce the star products corresponding to various realizations and
present their properties. Then, in Section 5, we describe the process of hermitization
and its accompanying impact on the properties of the star product. Up to the Section
6 the analysis is general, while in Section 7 we review the most common concrete
examples. New results are presented in Sections 3, 4 and 5 and the most important
technical tools for understanding these sections are developed in Appendices.
2. κ-Minkowski spacetime and κ-Poincaré algebra
We consider the κ-Minkowski space mκ, for which the following commutation rela-
tions
[xˆµ, xˆν ] = i (aµxˆν − aν xˆµ) (1)
are satisfied for a ∈Mn. Latin indices are used for the set {1, . . . , n− 1} and Greek
indices for the set {0, . . . , n− 1}. The metric of the κ-Minkowski space is given by
[ηµν ] = diag(−1, 1, . . . , 1).
The Lorentz algebra, l, is generated by Mµν (Mνµ = −Mµν) satisfying the usual
commutation relations
[Mµν ,Mλρ] = Mµρηνλ −Mνρηµλ −Mµληνρ +Mνληµρ. (2)
The κ-Minkowski space mκ can be enlarged to the Lie algebra gκ which is generated
by Mµν and xˆλ, and where the commutator [Mµν , xˆλ] is
[Mµν , xˆλ] = xˆµηνλ − xˆνηµλ − i (aµMνλ − aνMµλ) . (3)
In,38 it is shown that the relation (3) is the unique way to equip the direct sum of
vector spaces mκ and l with a Lie algebra structure so that mκ and l are its Lie
subalgebras which mutually do not commute.
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It remains to add the momentum generators p0, . . . , pn−1 satisfying the commu-
tation relations
[pµ, pν ] = 0. (4)
Our goal is to enlarge the universal enveloping algebra U(gκ) by the momentum
generators pµ to an algebra Hˆ (see39 for a similar approach). For the beginning, let
us complete the set of commutation relations for elements Mµν , xˆµ and pµ:
[pµ, xˆν ] = −ihµν(p) (5)
and
[Mµν , pλ] = gµνλ(p). (6)
Functions hµν and gµνλ are real, satisfying lima→0 hµν = ηµν · 1, deth 6= 0 and
lima→0 gµνλ = pµηνλ − pνηµλ. Now, we require that all Jacobi identities are satis-
fied. This gives conditions on hµν and gµνλ. If exactly one of the three generators
appearing in a Jacobi identity is pµ, the remaining two generators can either beMµν
and Mλρ, or xˆµ and xˆν , or Mµν and xˆλ. These three cases lead to the respective
system of differential equations:
∂gλρσ
∂pα
gµνα − ∂gµνσ
∂pα
gλρα = gµρσηνλ − gνρσηµλ − gµλσηνρ + gνλσηµρ, (7)
∂hλν
∂pα
hαµ − ∂hλµ
∂pα
hαν = aµhλν − aνhλµ, (8)
∂gµνλ
∂pα
hαρ − ∂hλρ
∂pα
gµνα = hλνηµρ − hλµηνρ + aµgνρλ − aνgµρλ, (9)
putting the constraints on the possible choices of the functions hµν and gµνλ. For
more details see also.40
The system of differential equations (7)-(9) has infinitely many solutions. In
Section 6, we construct a large family of these solutions from a particular one. It
is important to mention that functions gµνλ(p) are completely determined by the
functions hµν(p). Generators Mµν and pµ form κ-Poincaré algebra. This algebra is
denoted by p. Here we consider the algebra structure only. The link with κ-Poincaré
algebra is presented in.41
Let us define the invertible element Z (see38) in Hˆ by the shift property
[Z, xˆµ] = iaµZ, (10)
[Z, pµ] = 0. (11)
and lima→0 Z = 1. Element Z is in Hˆ and we emphasize it because of his properties.
One can show that (10) and (11) together with the boundary condition lima→0 Z = 1
define Z uniquely. Equations (1) and (10) show that xˆµ and Z generate the Lie
algebra.
In the next section we present how Mµν can be expressed as a function of xˆµ
and pµ, while Z can be expressed in terms of pµ. Hence, Hˆ is generated by xˆµ and
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pµ only. To be more precise, Hˆ is the quotient of the free algebra generated by xˆµ
and pµ
b and the ideal generated by the relations (1), (4) and (5). Let us denote by
Aˆ the subalgebra of Hˆ generated by xˆµ. Then we can introduce the action ◮ of Hˆ
on Aˆ defined by
gˆ(xˆ) ◮ 1 = gˆ(xˆ), xˆµ ◮ gˆ(xˆ) = xˆµgˆ(xˆ), gˆ(xˆ) ∈ Aˆ, (12)
pµ ◮ 1 = 0, Mµν ◮ 1 = 0, (13)
pµ ◮ gˆ(xˆ) = [pµ, gˆ(xˆ)] ◮ 1 = pµgˆ(xˆ) ◮ 1, Mµν ◮ gˆ(xˆ) = [Mµν , gˆ(xˆ)] ◮ 1 = Mµν gˆ(xˆ) ◮ 1.
(14)
For more details on the action ◮, see.41
Let us further introduce the anti-involution operator † by λ† = λ, for λ ∈
C and bar denoting the ordinary complex conjugation, xˆ†µ = xˆµ, M
†
µν = −Mµν
and p†µ = pµ. Then Z
† = Z. Since functions hµν and gµνλ are real and [a, b]† =
−[a†, b†] ∀a, b ∈ Hˆ, relations (1)-(6) which define the algebra Hˆ remain unchanged
under the action of †. Also, relations (10)-(11) which define Z remain unchanged.
Thus, the commutation relations defining Hˆ are invariant under operation †.
3. General realizations and the star product
3.1. General considerations
Let us consider realizations of Hˆ. We want to express noncommutative coordinates
xˆµ in terms of commutative coordinates xµ and momenta pµ. Hence, let us consider
the Weyl algebra H, generated by xµ and pµ satisfying
[xµ, xν ] = [pµ, pν ] = 0 (15)
and
[pµ, xν ] = −iηµν · 1. (16)
Generators xµ and pµ satisfy x
†
µ = xµ and p
†
µ = pµ. Now, we realize xˆµ(x, p) in the
form
xˆµ = xαhαµ(p) + χµ(p), (17)
where the constant term in hαµ is δµα and χµ(0) = 0. Note that this is somewhat
more general form of the differential representation than those used in,38, 41, 42 where
it was assumed that χµ = 0. We include the additional term χµ in order to construct
hermitian realizations.
The relation (1), upon substitution (17), gives a differential equation for χ:
∂χν
∂pα
hαµ − ∂χµ
∂pα
hαν = aµχν − aνχµ. (18)
bHˆ should be generated by xˆµ and pˆµ, but we simplify the notation by writing pˆµ ≡ pµ.
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For a given hµν , this differential equation has infinitely many solutions, each of which
generates a realization, which is in general nonhermitian. If we require that xˆµ be
the hermitian operator, then again there will be an infinite subfamily of solutions.
In Section 6, it is shown how to obtain a large class of (hermitian) solutions from
one particular solution.
We further introduce the angular momentum operator Mµν in the following
way. Denote by Pµ a momentum operator pµ, Eq.(5), satisfying the particular com-
mutation relation, namely [Pµ, xˆν ] = −i(Z−1ηµν − aµPν). By comparison with
the Eq.(5), this choice for the commutator corresponds to choosing the function
hµν = Z
−1ηµν − aµPν . Then the angular momentum operator can be introduced as
Mµν = i (xˆµPν − xˆνPµ)Z (19)
(see also29, 30, 38). It is easy to check that M †µν = −Mµν if xˆ†µ = xˆµ.
Let A be the subalgebra of H generated by xµ. Similarly to Hˆ and the action
◮, we define the action ⊲ of H on A by
(1) g(x)⊲ 1 = g(x), xµ ⊲ g(x) = xµg(x), g(x) ∈ A
(2) pµ ⊲ g(x) = [pµ, g(x)]⊲ 1 = pµg(x)⊲ 1.
Again, for more details on the action ⊲, see.41 Since g(x) ◮ 1 = gˆ(xˆ) and gˆ(xˆ)⊲1 =
g(x), for g(x) ∈ A, the action ⊲ is in a certain way the inverse of the action ◮. This
relationship between the two operations is a natural consequence of the fact that
the algebras Aˆ and A are isomorphic as the vector spaces. Moreover, they are also
isomorphic at the algebra level if the pointwise multiplication on A is replaced by
the star product. Let us denote by A⋆ the algebra A in which the star product is
used instead of pointwise multiplication. Then there is a linear map T : Aˆ −→ A⋆
given by
T (gˆ(xˆ)) = gˆ(xˆ)⊲ 1 =: g(x), (20)
where g(x) is the result. It can be shown that this map is an isomorphism. The
essential observation is that the difference xˆµ−xµ is linear or higher order in pν and
we see by induction on the order of monomial that T (xˆi1 · · · xˆik ) equals xi1 · · ·xik
up to the lower order terms. Thus the bijectivity of T easily follows from PBW
theorem. For a detailed discussion of the properties of the operator T (in the case
χ = 0) we refer the reader to Ref.29 In this setting, the star product is defined by
(f ⋆ g)(x) = fˆ(xˆ)gˆ(xˆ)⊲ 1 = fˆ(xˆ)⊲ g(x). (21)
Suppose we have two arbitrary sets {Xµ, Pν} and {xµ, pν} of canonical coordi-
nates and momenta, each forming a set of canonical variables, [Pµ, Xν ] = −iηµν ,
and [pµ, xν ] = −iηµν , respectively. Then, we look for a similarity transformation S
that maps one set to another in the form:
Xµ = SxµS
−1 = xαh˜αµ(p) + χ˜µ(p),
Pµ = SpµS
−1 = Λµ(p). (22)
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Note that Λ is taken to depend on p only because we want to keep linearity of xˆµ
in x. For simplicity, we now assume χ˜µ(p) = 0. Then we can write
xˆµ = XαHαµ(P ) = xν h˜να(p)Hαµ(Λ(p)) = xνhνµ(p), (23)
implying that
hνµ(p) = h˜να(p)Hαµ(Λ(p)). (24)
Since [Pµ, Xν ] = −iηµν , after introducing Pµ and Xν from (22) into this relation,
we obtain
∂Λµ
∂pα
h˜αν(p) = ηµν , (25)
where we have taken into account that the other set of commutative variables is
canonical as well, [pµ, xν ] = −iηµν . Relation (25) then means that the matrix
(
h˜αν
)
is the inverse of the matrix
(
∂Λµ
∂pα
)
,
h˜(p) =
(
∂Λ
∂p
)−1
. (26)
Thus, the similarity transformations (22) allow effective passage between the real-
izations.
3.2. Plane waves
It is clear that the differential realization (17) need not be hermitian in general,
in the sense that the condition (xˆµ)
† = xˆµ may fail. However, for a given hµν(p),
it may be made hermitian by cleverly choosing the function χµ(p). Since for each
realization of the form (17) there is a corresponding star product, this is the case
for the hermitian realizations as well. The star products corresponding to hermitian
realizations are called here the hermitian star products. Note that we do not use this
term in a different sense that the property f ⋆ g = f¯ ⋆ g¯ holds. Indeed, the hermitian
star products in our sense do not need to satisfy this property in general. How-
ever, for some very common orderings (realizations) including the Weyl symmetric
and left-right symmetric ordering, this property is satisfied. It is also noteworthy
that for each hµν(p) there exists a whole family of hermitian realizations (infinitely
many) and consequently there exists a whole family of star products corresponding
to these hermitian realizations. Each star product is thus characterized by specify-
ing two functions, hµν(p) and χµ(p). In what follows we therefore use the symbol
⋆h,χ to denote the star product and also add the subscripts h and χ to various quan-
tities that are to be introduced in the following, to reflect their dependence on the
particular realization in the class (17). The analysis is first carried out for the most
general situation of an arbitrary hµν(p) and χµ(p), not necessarily corresponding to
a hermitian realization, and then only after making this case clear, we specialize it
to the hermitian realization and the hermitian star product.
October 2, 2018 4:52 WSPC/INSTRUCTION FILE hermijmpa
8
Let us define functions Ph and Ch,χ by (cf. Appendix A for justification)
eikxˆ ⊲ eiqx = Ch,χ(k, q)eiPh(k,q)x, (27)
where xˆ on the left hand side is given by (17), with arbitrary hµν(p) and χµ(p).
Similarly, the function Kh can be defined as the special case of the above,
eikxˆ ⊲ 1 = Ch,χ(k)eiKh(k)x, (28)
taking into account that Kh(k) = Ph(k, 0) and Ch,χ(k) = Ch,χ(k, 0). It is shown in
Appendix A that
Ch,χ(k, q) = ei
∫
1
0
(kχ(Ph(tk,q))) dt. (29)
This expression is valid for any hµν(p) and χµ(p). While the dependence of C on χ
is obvious from (29), the dependence on h enters through the function Ph. If χ = 0,
then Ch,χ(k, q) = 1 (see38, 41, 43, 44, 47 for details). It is convenient to use this special
case when χ = 0 to define the function Dh by
eikx ⋆h,χ=0 e
iqx = eiDh,χ=0(k,q)x, (30)
where it is understood that h and χ refer to the functions h = hµν(p) and χµ =
χµ(p), respectively, appearing in the Eqs.(5) and (17). We emphasize here that
for a given hµν(p), the function Dh,χ(k, q) is the same, no matter which form χµ
takes. That is, Dh,χ(k, q) = Dh,χ=0(k, q) ≡ Dh(k, q). It is related to Ph(k, q) by
Dh(k, q) = Ph(K−1h (k), q). More details can be found in.29, 31, 47
We can now introduce the noncommutative plane waves eˆ+k (xˆ) with label + by
eˆ+k (xˆ) =
1
Ch,χ(K−1h (k))
eiK
−1
h
(k)xˆ. (31)
Relation (28) then shows that this noncommutative plane wave can be related to a
commutative plane wave eikx through the isomorphism (20), namely,
eˆ+k (xˆ)⊲ 1 = e
ikx, (32)
showing that eˆ+k (xˆ) corresponds to the commutative plane wave e
ikx.
The star product corresponding to a generic hµν(p) and χµ(p) is readily deduced
from (21) and (32) as
eikx ⋆h,χ e
iqx =
1
Ch,χ(K−1h (k))
eiK
−1
h
(k)xˆ 1
Ch,χ(K−1h (q))
eiK
−1
h
(q)xˆ
⊲ 1. (33)
Particularly interesting may be the star product between two plane waves with ’op-
posite’ momenta, i.e. eiSh(k)x ⋆h,χ e
iqx. Here k 7→ Sh(k) is the antipode defined in
the current context by Dh(Sh(k), k) = Dh(k, Sh(k)) = 0. We come back to this par-
ticular form of the star product below when considering the hermitian realizations
and the star products corresponding to them.
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For the time being, it remains to finalize the calculation for eikx ⋆h,χ e
iqx,
eikx ⋆h,χ e
iqx =
1
Ch,χ(K−1h (k))
1
Ch,χ(K−1h (q))
eiK
−1
h
(k)xˆeiK
−1
h
(q)xˆ
⊲ 1 =
=
1
Ch,χ(K−1h (k))
1
Ch,χ(K−1h (q))
eiDs(K
−1
h
(k),K−1
h
(q))xˆ
⊲ 1
=
Ch,χ(Ds(K−1h (k),K−1h (q)))
Ch,χ(K−1h (k))Ch,χ(K−1h (q))
eiKh(Ds(K
−1
h
(k),K−1
h
(q)))x.(34)
(Appendix B.1)
=
Ch,χ(Ds(K−1h (k),K−1h (q)))
Ch,χ(K−1h (k))Ch,χ(K−1h (q))
eiDh(k,q)x
=
Ch,χ(K−1h (Dh(k, q)))
Ch,χ(K−1h (k))Ch,χ(K−1h (q))
eiDh(k,q)x, (35)
where the identity (Appendix B.1) is again applied in the numerator to simplify the
argument of the C factor.
If we restrict ourselves to the class of realizations where the plane waves eikx
and eiSh(k)x are orthogonal and normalized, that is∫
dnxeiSh(k)x ⋆ eiqx = (2π)
n
δ(n)(k − q),
than the factors C are calculated in a particularly simple way as (see Appendix C
for details)
Ch,χ(K−1h (k)) =
1√∣∣∣∣det(∂(Dh(Sh(k),q))µ∂qν
)
k=q
∣∣∣∣
. (36)
Otherwise, it is calculated as a special case of the more general factor (29) by setting
q = 0, i.e. Ch,χ(k) = Ch,χ(k, 0). In,31 the factor Ch,χ(K−1h (k)) has been calculated
with the help of Eq.(36), for one special hermitian version of the natural realization
and it can be shown that this result is consistent with that obtained through Eq.(29).
We recapitulate this result among other results related to the natural realization in
Section 5.
4. Hermitian realizations
We now turn to the problem of hermitization of the realizations considered so far.
One way to obtain the hermitian realization is to start from the nonhermitian
realization for which χ = 0 and then consider xˆ
( 1
2
)
µ =
1
2 (xˆµ + xˆ
†
µ) (see
31, 42). The
operators xˆ(
1
2
) are hermitian and it remains to prove that they satisfy (1). Actually,
the operators xˆ
(β)
µ of the form xˆ
(β)
µ = βxˆµ + (1− β)xˆ†µ satisfy the relation (1). The
left hand side of (1) has the form
[xˆ(β)µ , xˆ
(β)
ν ] = β
2[xˆµ, xˆν ] + β(1 − β)
(
[xˆµ, xˆ
†
ν ] + [xˆ
†
µ, xˆν ]
)
+ (1− β)2[xˆ†µ, xˆ†ν ]. (37)
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The important observation is the identity [xˆµ, xˆ
†
ν ] + [xˆ
†
µ, xˆν ] = [xˆµ, xˆν ] + [xˆ
†
µ, xˆ
†
ν ].
Hence, (37) transforms to
[xˆ(β)µ , xˆ
(β)
ν ] = β[xˆµ, xˆν ] + (1− β)[xˆ†µ, xˆ†ν ]. (38)
Since xˆµ and xˆ
†
µ satisfy (1), xˆ
(β)
µ also satisfies (1).
For the nonhermitian realization xˆµ = xαhαµ(p), the corresponding hermitian
realization xˆ
( 1
2
)
µ has the form
xˆ
( 1
2
)
µ = xαhαµ(p) +
1
2
[hαµ(p), xα]. (39)
Since [hαµ, xα] = −i∂hαµ∂pα , (39) transforms to
xˆ
( 1
2
)
µ = xˆµ − i
2
∂hαµ
∂pα
. (40)
The last expression is more convenient for calculation.
Now, let us consider few examples that can be hermitized. A large class of
covariant c realizations can be found in.38, 41 The noncovariant realizations are
analyzed in.40 Let A = −(ap) and B = −a2p2. For the natural realization xˆµ =
XµZ
−1 − (aX)Pµ and xˆ(
1
2
)
µ = xˆµ +
i
2
a2Pµ√
1−B where Z
−1 = −A + √1−B. For
the left covariant realization xˆµ = xµ(1 − A) and xˆ(
1
2
)
µ = xˆµ +
i
2
aµ. For the right
covariant realization xˆµ = xµ − aµ(xp) and xˆ(
1
2
)
µ = xˆµ +
ni
2
aµ, with n being the
spacetime dimension. Finally, for the realization xˆµ = xµ − (ax)pµ − aµ(xp), we
have xˆ
( 1
2
)
µ = xˆµ +
n+ 1
2
iaµ.
Let us mention that in the class of realizations with χ = 0 there exists one which
is hermitian (see also45). This one corresponds to the case when [x, hµν(p)] = 0 and
is determined by setting
∂hαµ
∂pα
= 0. (41)
5. Noncommutative plane waves in the hermitian realization and
the hermitian star product
In Section 3 the noncommutative plane wave eˆ+k (xˆ) has been introduced, which,
through the isomorphism (20), corresponds to the ordinary commutative plane wave
eikx. Analogously, one can ask for the form of the noncommutative plane wave that
corresponds to the ordinary commutative plane wave through the same isomorphism
(20), but this time with the ’opposite’ or ’inverse’ momentum, eiS(k)x. The noncom-
mutative plane wave with this property we label with superscript −, thus writing
cWe use the term covariant in a sense that we treat time and space components on equal footing
so that we are able to write all coordinates in a form of a Lorentz/GL(n) vector. Consequently,
all expressions are written in terms of Lorentz/GL(n) tensors.
October 2, 2018 4:52 WSPC/INSTRUCTION FILE hermijmpa
11
eˆ−k (xˆ). To answer the foregoing question and to find the required correspondence, it
is necessary to work with the hermitian realizations. In the case that the realization
for xˆ is hermitian, the noncommutative plane wave eˆ+k (xˆ) is a unitary operator, so
that the hermitian conjugation operation (anti-involution) † is well defined when
applied to it. Proceeding along these lines and using the identity (Appendix B.10),
it is straightforward to establish that the noncommutative plane wave eˆ−k (xˆ), may
be introduced via the formula
eˆ−k (xˆ) =
Ch,χ(K−1h (k))
Ch,χ(K−1h (Sh(k)))
(eˆ+k (xˆ))
†
, eˆ−k (xˆ)⊲ 1 = e
iSh(k)x. (42)
With this and (31), we have defined a complete set of noncommutative plane waves,
appearing in the decomposition of any element in Aˆ . They correspond to the plane
waves on the commutative space, eikx, i.e. eiS(k)x, to which any element of A⋆ is
reduced when shattered into pieces.
Before we proceed and decompose generic elements of A⋆ and Aˆ into their
respective Fourier modes, we need to introduce a generalization of the ordinary
complex conjugation, which serves to define a scalar product on A⋆ in a similar way
as the ordinary complex conjugation (designated by the bar) serves to define the
usual scalar product on A, namely (f, g) = ∫ dnxfg. It should be noted that the
operation † introduced on Hˆ in Section 2 is the adjoint operator with respect to this
scalar product, (f,Ag) = (A†f, g). Namely, the generators xˆµ and pµ of Hˆ can be
viewed as operators via their action on A and their adjoints xˆ†µ and p†µ considered
in the previous sections were calculated with respect to this scalar product on A.
Beside that the generalized complex conjugation operation ∗ is used to define a
scalar product on A⋆
(f, g)κ =
∫
dnxf∗ ⋆ g, (43)
for any f, g ∈ A⋆. It is also required to have a smooth limit to the ordinary bar,
when the deformation parameter goes to zero. The operation which is the adjoint
operation with respect to the scalar product (43) we label by ‡. It is applied to the
operators on A⋆ and for any operator A on A⋆ it satisfies (f,Ag)κ = (A‡f, g)κ, as
usual. Since the class of hermitian realizations is only a subclass of the general type
of realizations that are considered in the paper, the star product corresponding to
any hermitian realization is also given by the expression (35), with the additional
remark that χ has to be of a particular form to provide for the hermiticity of xˆ.
Let us consider the following Fourier decompositions
φ(x) =
∫
dnk
(2π)n
φ˜(k) eikx, (44)
for a generic element of the commutative algebra A and
φˆ(xˆ) =
∫
dnk
(2π)
n φ˜(k) eˆ
+
k (xˆ), (45)
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for the general element of Aˆ . Then the generalized complex conjugation acts ac-
cording to
φ∗(x) =
∫
dnk
(2π)n
(
φ˜(k)
)
(eikx)
∗
, (46)
for f ∈ A⋆.
Having this, it is now straightforward to establish what object does the following
map correspond to
φˆ†(xˆ)⊲ 1 =
∫
dnk
(2π)n
φ˜(k) (eˆ+k (xˆ))
†
⊲ 1
=
∫
dnk
(2π)n
φ˜(k)
Ch,χ(K−1h (Sh(k)))
Ch,χ(K−1h (k))
eˆ−k (xˆ)⊲ 1. (47)
Due to relation (42), this can be written as
φˆ†(xˆ)⊲ 1 =
∫
dnk
(2π)
n φ˜(k)
Ch,χ(K−1h (Sh(k)))
Ch,χ(K−1h (k))
eiSh(k)x. (48)
Since we require the isomorphism (20) to be realized at the level of adjoint operators
as well, that is φˆ†(xˆ)⊲ 1 = φ∗(x), a direct comparison of this requirement with the
relation (48) gives
(eikx)
∗
=
Ch,χ(K−1h (Sh(k)))
Ch,χ(K−1h (k))
eiSh(k)x. (49)
Note that there is a class of star products where the prefactor appearing in (49)
reduces to 1. One example of the star product with such a property is the hermitian
star product corresponding to the natural realization.
With the correspondence just established, one can show the following identity
involving the scalar product on A⋆:∫
dnxfˆ †(xˆ)gˆ(xˆ)⊲ 1 =
∫
dnxf∗(x) ⋆ g(x). (50)
The last expression can be more explicitly calculated for different types of star
products on κ-Minkowski spacetime.29, 31 For a certain subclass of star products it
can be shown to reduce to
∫
dnxf(x)g(x).
For a fixed h, and for any polynomial P = P (∂0, . . . , ∂n−1), we define SP =
Sh(−i∂1, . . . ,−i∂n−1). Then for f(x) = eikx and g(x) = eiqx one checks that∫
dnxf(x) ⋆ (∂µg(x)) =
∫
dnx ((S∂µ)f(x) ⋆ g(x)) . (51)
By Fourier expansion this identity extends to general functions f(x) and g(x). The
formula further generalizes to any polynomial P in ∂µ-s in the place of ∂µ.
We note an interesting observation that
g‡ = S(g), (52)
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where g is any element of the universal enveloping algebra U(so(1, n− 1)⋊Rn) and
bar denotes the ordinary complex conjugation.
We conclude the set of identities with the formula∫
dnxf(x) ⋆ g(x) =
∫
dnx (Zαg(x)) ⋆
(
Z−n+1+αg(x)
)
, (53)
involving also the shift operator Z, which holds for the star product on the κ-
Minkowski spacetime related to any of our realizations (17). It can easily be proved
for the Fourier modes, i.e. for f(x) = eikx and g(x) = eiqx and extending by
bilinearity.
6. General hermitian realization
There is a procedure which from a given realization produces many new realizations,
using unitary similarity transformations. Let
Pµ = U
†pµU,
Xµ = U
†xµU, (54)
for the unitary operator U of the form
U = exp{i(xαΣα + Σ˜− Σ†αxα − Σ˜†)}, (55)
where Σα and Σ˜ have the form
Σα = Σα(A,B) = ipασ1(A,B) + iaαp
2σ2(A,B) (56)
and Σ˜ = σ3(A,B) for some functions σi(A,B), i = 1, 2, 3. If one starts with a
hermitian realization and performs a similarity transformation according to Eq.(54),
then this leads to another realization, which is also hermitian under the assumption
that U is a unitary operator. Thus, we demand that Σα in (55) are hermitian
operators (σ1 and σ2 are antihermitian). In that case, U tends to I as a tends to 0.
Now
Pµ = exp{−[xαΣα + Σ˜− Σ†αxα − Σ˜†]}pµ exp{xαΣα + Σ˜− Σ†αxα − Σ˜†} =
= pµ +
(
Σµ − Σ†µ
)
+
1
2!
(
Σα − Σ†α
) ∂
∂pα
(
σµ − Σ†µ
)†
+ . . . =
= pµ +
(
expO − 1
O
)(
Σµ − Σ†µ
)
, (57)
where
O =
(
Σα − Σ†α
)( ∂
∂pα
)
. (58)
Suppose we want to find all hermitian realizations that are obtained by means
of the unitary transformations (54) from a given hermitian realization, say xˆ
( 1
2
)
µ ,
characterized by hµν . Then, starting from xˆ
( 1
2
)
µ for a fixed hµν , one can generate an
infinite family of hermitian realizations with the same hµν , but different χµ. The
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condition on the unitary transformations U that perform this map and give a set
of hermitian realizations with the same hµν is Σα = Σ
†
α = 0. Hence, it is possible
to introduce the set of unitary transformations (55) that, after performing (54), do
not change hµν in (17), but change only χµ; those transformations are specified by
Σα = Σ
†
α = 0.
7. Examples
In this Section we apply the general results developed so far by working them out
on the four characteristic and important examples that realize the κ-Minkowski
spacetime. Four instances in question are the hermitizations of the following: left-
covariant, right-covariant, Weyl totally symmetric and natural realization.
It is of interest to see how the star product looks like in each of the four re-
alizations mentioned. Crucial to this is to know the form of the C(k, q) factors in
each of them. The knowledge of these factors also makes possible to calculate the
integral
∫
dnx eiSh(k)x ⋆h,χ e
iqx for every and each of the realizations. We particu-
larly consider the hermitian realizations corresponding to β = 12 (that is, hermitian
realizations obtained through the standard symmetrization, xˆ(
1
2
) = 12 (xˆµ+ xˆ
†
µ) (see
Section 4)).
Before going to special cases, we restate the general results for the star product
and a scalar product corresponding to the realization h, χ :
eikx ⋆h,χ e
iqx =
Ch,χ(K−1h (Dh(k, q)))
Ch,χ(K−1h (k))Ch,χ(K−1h (q))
eiDh(k,q)x. (59)
This can also be expressed as
eikx ⋆h,χ e
iqx =
Ch,χ(K−1h (k), q)
Ch,χ(K−1h (k))
eiDh(k,q)x. (60)
The scalar product between two plane waves, with momenta k and q respectively,
is thus proportional to
(eikx, eiqx)κ ∼
∫
dnx eiSh(k)x ⋆h,χ e
iqx
= (2π)
n Ch,χ(K−1h (Dh(Sh(k), q)))
Ch,χ(K−1h (Sh(k)))Ch,χ(K−1h (q))
δ(n)(k − q)∣∣∣∣det(∂(Dh(Sh(k),q))µ∂qν
)
q=k
∣∣∣∣
= (2π)n
Ch,χ(K−1h (Sh(k)), q)
Ch,χ(K−1h (Sh(k)))
δ(n)(k − q)∣∣∣∣det(∂(Dh(Sh(k),q))µ∂qν
)
q=k
∣∣∣∣
. (61)
7.1. Hermitization of the left covariant realization
For the left covariant realization, xˆµ = xµ(1 −A) = xµ(1 + ap), which means that
hµα(p) = (1 + ap)ηµα (62)
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and in this case one gets
Ph,µ(k, q) = kµ e
ak − 1
ak
(1 + aq) + qµ, Kh,µ(k) = kµ e
ak − 1
ak
. (63)
Consequently, K−1h,µ(k) = kµ ln(1+ak)ak and
Dh,µ(k, q) = Ph,µ(K−1h,µ(k), q) = kµZ−1(q) + qµ, (64)
where Z−1(q) = 1+aq. The antipode in turn can be calculated by setting k = Sh(q)
and Dh,µ(k, q) = 0 in the previous expression:
Sh(q)µZ
−1(q) + qµ = 0 ⇔ Sh(q)µ = −qµZ(q). (65)
Since Z−1(q) = 1 + aq for our realization,
Z(q) =
1
1 + aq
. (66)
Next we calculate the determinant appearing in (61) for this particular case of
left covariant realization. In order to simplify calculations, it is convenient to take
a = (a0, 0) and then, due to covariance, to generalize the result to a four-vector aµ
oriented in an arbitrary direction,
J(k) =
∣∣∣∣det(∂Dh,µ(Sh(k),q)∂qν
)
q=k
∣∣∣∣ =
∣∣∣∣∣det
(
∂(Sh(k)µZ−1(q)+qµ)
∂qν
)
q=k
∣∣∣∣∣ =
=
∣∣∣det |(Sh(k)µaν + ηµν)|q=k∣∣∣ . (67)
This leads to
det
(
∂Dh,µ(Sh(k), q)
∂qλ
)
q=k
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1
1+ak 0 0 · · · 0
k1
1+aka0 1 0 · · · 0
k2
1+aka0 0 1 · · · 0
· · · · · · ·
· · · · · · ·
kn−1
1+aka0 0 0 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
1 + ak
. (68)
Following the hermitization procedure for the value β = 12 , it is easy to get xˆ
( 1
2
)
µ =
xˆµ +
i
2
aµ and thus read out the quantity χµ(p) =
i
2aµ, which is important for
determining the C(k, q) factors in Eq. (61). Due to χ being constant, the integration
in (29) becomes trivial, giving Ch,χ(k, q) = Ch,χ(k) = e− 12ak and consequently
Ch,χ(K−1h (k)) =
1√
1 + ak
, Ch,χ(K−1h (Sh(k)), q) =
√
1 + ak. (69)
With these results we have for the hermitized (β = 12 ) left covariant realization
eikx ⋆h,χ e
iqx = eiDh(k,q)x (70)
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and the scalar product between two plane waves, with momenta k and q, respectively
is thus proportional to
(eikx, eiqx)κ ∼
∫
dnx eiSh(k)x ⋆h,χ e
iqx = (2π)
n
(1 + ak)δ(n)(k − q). (71)
7.2. Hermitization of the right covariant realization
For the right covariant realization, xˆµ = xµ − aµxαpα, which means that
hµα(p) = ηµα − aαpµ. (72)
A similar analysis as before, when applied to this particular situation, gives
Dh,µ(k, q) = kµ + Z(k)qµ, (73)
with Z(k) = 1 − ak ( Z−1(k) = 1/(1 − ak)). The opposite momentum, or the
antipode is readily extracted from the function Dh to be Sh(k)µ = −kµZ−1(k).
One can easily check that Z(Sh(k)) = Z(k). Similarly as before the determinant for
the case of right covariant realization can be calculated as
J(k) =
∣∣∣∣∣det
(
∂Dh,µ(Sh(k), q)
∂qν
)
q=k
∣∣∣∣∣ = Zn(Sh(k)) = Zn(k). (74)
Hermitization procedure for β = 12 identifies the χ to be χµ(p) =
in
2 aµ. This leads
to Ch,χ(k, q) = Ch,χ(k) = e−n2 ak and consequently the orthonormality property of
the plane waves in the right covariant realization can be expressed as
(eikx, eiqx)κ ∼
∫
dnx eiSh(k)x ⋆h,χ e
iqx = (2π)
n
Z−n(k)δ(n)(k − q)
=
(2π)n
(1− ak)n δ
(n)(k − q). (75)
7.3. Hermitization of the Weyl symmetric realization
For the Weyl symmetric realization xˆµ = xµhs − aµxpγ1, that is
hµα(p) = ηµαhs − aαpµγ1, (76)
where
hs(A) =
A
eA − 1 , γ1(A) =
1
A
(1− A
eA − 1) ≡
1− hs(A)
A
, A = −ak. (77)
By repeating the same steps as before, we get
Ph,µ(k, q) = Dh,µ(k, q) = hs(k + q)
(
kµ
hs(k)
+ Z(k)
qµ
hs(q)
)
, (78)
where Z(k) = eA = e−ak, Z(Sh(q)) = e−aSh(k). Again, the antipode can be deduced
by setting k = Sh(q) and Dh,µ(k, q) = 0,
Dh,µ(Sh(k), q) = hs(Sh(k) + q)
(
Sh(kµ)
hs(Sh(k))
+ Z(Sh(k))
qµ
hs(q)
)
. (79)
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This implies that the antipode Sh(q) has to satisfy the relation
Sh(qµ)
hs(Sh(q))
+ Z(Sh(q))
qµ
hs(q)
= 0. (80)
The solution is Sh(k)µ = −kµ, in consistency with the results in Appendix B. The
calculation of the determinant in (61) gives
J(k) =
∣∣∣∣∣det
(
∂Dh,µ(Sh(k), q)
∂qν
)
q=k
∣∣∣∣∣ =
(
Z−1(k)
hs(k)
)n−1
, hs(k) =
ak
1− e−ak (81)
where hs(k) =
ak
1−e−ak . Again, the hermitization procedure for β =
1
2 gives rise to
χ, which is this time nontrivial:
χµ(p) =
i
2
aµ(
∂hs(A)
∂A
+ nγ1(A)− ap∂γ1(A)
∂A
) =
i
2
aµ(n− 1)γ1(A).
This leads to
Ch,χ(k, q) =
(
ak + aq
aq
(e−aq − 1)e−ak
e−(ak+aq) − 1
)n−1
2
=
(
hs(k + q)
hs(q)
Z(k)
)n−1
2
and consequently the orthonormality property for the plane waves in the Weyl
symmetric realization can be expressed as
(eikx, eiqx)κ ∼
∫
dnx eiSh(k)x ⋆h,χ e
iqx = (2π)
n
Z
n−1
2 (k)δ(n)(k − q), Z(k) = e−ak.(82)
However, it is interesting to note that the ordinary plane waves are orthonormalized
for the scalar product (, )κ, in the case of Weyl symmetric ordering,
(eikx, eiqx)κ = (2π)
n
δ(n)(k − q). (83)
It is seen from (43) and (49) that, in the case of the Weyl symmetric star product,
the additional factor
Ch,χ(K−1h (Sh(k)))
Ch,χ(K−1h (k))
in (49) cancels out the corresponding factor in
(82), giving rise to the orthonormalization property (83). In the next subsection, we
shall see that the same property holds when the scalar product is introduced in terms
of the natural realization. Therefore, as it was the case with the Weyl symmetric
realization, the plane waves are also orthonormal in the natural realization. This
feature was noticed for the first time in.31 In contrast, for the left and right covariant
realizations our analysis shows that this property does not hold.
7.4. Hermitization of the natural realization
The analysis for the natural realization has already been carried out in,31 so here
we only recapitulate the results obtained there and compare them with other real-
izations. It is specified by the following differential representation for the generators
of the κ-Minkowski algebra,
xˆhµ = xµ(aαp
α +
√
1 + a2pαpα)− (ax)pµ, (84)
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or in another way, it is specified by
hαµ(p) = ηαµ(ap+
√
1 + a2p2)− aαpµ. (85)
This leads to Dh(k, q) with the form
(Dh(k, q))µ = kµZ−1(q) + qµ − aµ(kq)Z(k) +
1
2
aµ(aq)(k)Z(k), (86)
where
Z−1(k) ≡ ak +
√
1 + a2k2, (k) ≡ 2
a2
[
1−
√
1 + a2k2
]
. (87)
The determinant in (61) was found to be
J(k) =
∣∣∣∣∣det
(
∂(Dh(Sh(k), q))µ
∂qν
)
q=k
∣∣∣∣∣ = 1√1 + a2k2 , (88)
so that δ(n) (Dh(Sh(k), q)) =
√
1 + a2k2 δ(n)(q−k). The hermitization procedure,
similarly to the previous cases, produces χ congruent to the β = 12 hermitization to
be
χµ(p) = − i
2
a2pµ√
1 + a2p2
. (89)
Using the formula for the additional factor Ch,χ given by (29), in the case of natural
realization we obtain
Ch,χ(K−1h (k)) = 4
√
1 + a2k2, (90)
Ch,χ(K−1h (k), q) =
4
√
1 + a2D2h(k, q)
4
√
1 + a2q2
. (91)
Also, the star product (35) transforms to
eikX ⋆h,χ e
iqX =
Ch,χ(K−1h (Dh(k, q)))
Ch,χ(K−1h (k))Ch,χ(K−1h (q))
eiDh(k,q)X (92)
=
4
√
1 + a2D2h(k, q)
4
√
1 + a2k2 4
√
1 + a2q2
eiDh(k,q)X , (93)
which in turn gives rise to
(eikx, eiqx)κ =
∫
dnx eiSh(k)x ⋆h,χ e
iqx = (2π)
n
δ(n)(k − q).
In summary we arrange the results in the tabular form
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Left covariant Right covariant
hµα(k) (1 + ak)ηµα ηµα − aαkµ
χµ(k)
i
2aµ
in
2 aµ
Z−1(k) 1 + ak 11−ak
J(k) 11+ak Z
n(k)
K−1h,µ(k) ln(1+ak)ak kµ − ln(1−ak)ak kµ
Ch,χ(k, q) e− 12ak e−n2 ak
Ch,χ(k) e− 12ak e−n2 ak
Ch,χ(K−1h (Sh(k)), q)
√
1 + ak 1
(1−ak) n2
Ch,χ(K−1h (k)) 1√1+ak (1− ak)
n
2
I(k) 1 + ak 1(1−ak)n
(eikx, eiqx)κ (2π)
n(1 + ak)2δ(n)(k − q) (2π)n 1
(1−ak)2n δ
(n)(k − q)
Weyl symmetric Natural
hµα(k) ηµαhs − aαkµγ1 ηµα(ak +
√
1 + a2k2)− aµkα
χµ(k)
i
2aµ(n− 1)γ1 − i2
a2kµ√
1+a2k2
Z−1(k) eak ak +
√
1 + a2k2
J(k)
(
Z−1(k)
hs(k)
)n−1
1√
1+a2k2
K−1h,µ(k) kµ
[
kµ − aµ2 (k)
]
ln(Z−1(k))
Z−1(k)−1
Ch,χ(k, q)
(
hs(k+q)
hs(q)
Z(k)
)n−1
2
4
√
1+a2D2
h
(Kh(k),q)
4
√
1+a2q2
Ch,χ(k) (hs(k)Z(k))
n−1
2
4
√
1 + a2(Kh(k))2
Ch,χ(K−1h (Sh(k)), q)
(
hs(−k+q)
hs(q)
Z(−k)
)n−1
2
4
√
1+a2D2
h
(Sh(k),q)
4
√
1+a2q2
Ch,χ(K−1h (k)) (hs(k)Z(k))
n−1
2
4
√
1 + a2k2
I(k) Z
n−1
2 (k) 1
(eikx, eiqx)κ (2π)
n
δ(n)(k − q) (2π)nδ(n)(k − q)
In the above table hs =
ak
1−e−ak and γ1 =
hs−1
ak
.
It has to be emphasized that in all four cases presented in the tables, the function
χµ(k) is chosen so that it corresponds to the hermitization procedure determined
by the parameter β = 12 (see Section 4). On the other side, the scalar product (the
last line in the tables) is calculated by using Eqs.(43) and (49) as
(eikx, eiqx)κ =
Ch,χ(K−1h (Sh(k)))
Ch,χ(K−1h (k))
∫
dnx eiSh(k)x ⋆h,χ e
iqx,∫
dnx eiSh(k)x ⋆h,χ e
iqx = (2π)
n
I(k)δ(n)(k − q).
(94)
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From the table it is readily seen that the plane waves with different momenta con-
stitute an orthonormal set of vectors in Weyl symmetric and natural basis, while in
left covariant and right covariant do not. This property is rather appealing because
it implies that upon integration the star product of two functions can be replaced
by an ordinary multiplication. It is still an open question whether this property can
be related in some way to the trace property of the action integral or at least shed
some light on this otherwise a notoriously difficult problem. The same constatation
applies to the problem of finding the appropriate integration measure in the action
integral valid for κ-type of deformation, which is a crucial ingredient in discussing
the noncommutative action integral defined on the κ-deformed space. In turn both
of these issues are intimately related to the proper introduction of a gauge theory in
the above setting. Namely, when introducing a gauge field into the theory, then one
might have the trace property satisfied by the gauge field integral because it ensures
a gauge invariance of the action and a theory. We point out that in general different
realizations of κ-Minkowski spacetime might have different physical consequences
(see also35, 46).
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Appendix A. Calculation of C(k, q)
In this section we prove the relation (29). Let us start with the defining relation for
Ch,χ(k, q) and Ph(k, q),
eikxˆh,χ ⊲ eiqx = Ch,χ(k, q)eiPh(k,q)x, (Appendix A.1)
where (xˆh,χ)µ = xˆµ + χµ(p), with xˆµ = xαhαµ(p). The procedure be-
low determines Ch,χ and Ph showing existence and uniqueness,hence that the
ansatz (Appendix A.1) indeed defines them. Alternatively, the form (Appendix A.1)
can be justified by generalizing the reasoning with power series in,47 Section 2. For
χ = 0, (xˆh,χ)µ = xˆµ and e
ikxˆ ⊲ eiqx = eiPh(k,q)x, implying that Ch,χ=0(k, q) = 1. If
we define the family of operators
P (t)µ (k,−i∂) = e−itkxˆ(−i∂µ)eitkxˆ, 0 ≤ t ≤ 1, (Appendix A.2)
parametrized by the free parameter t, then it can be shown (see43, 44) that they
satisfy the differential equation
dP
(t)
µ (k,−i∂)
dt
= hµα(P
(t)(k,−i∂))kα, (Appendix A.3)
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and that they are related to Ph(k, q) as Ph,µ(k,−i∂) = P (1)µ (k,−i∂). Hence, the
link of the operator family (Appendix A.2) with Ph(k, q) is obvious after making
the identification q = −i∂. One just needs to take care about the boundary condition
for the solution of the differential equation (Appendix A.3), which can be put in
the form P
(0)
µ (k,−i∂) = −i∂µ ≡ qµ. Note also that P (t)µ (k, q) = P (1)µ (tk, q) =
Ph,µ(tk, q).
To determine the factor Ch,χ(k, q), act from the left on both sides of the
Eq.(Appendix A.1), first with the operator ∂µ and then with the operator e
−ikxˆ
to yield
e−ikxˆ∂µeikxˆh,χ = Ch,χ(k, q)iPh,µ(k, q). (Appendix A.4)
Make the exchange k → tk in (Appendix A.4) and then differentiate both sides of
the resulting expression with respect to t to get
e−itkxˆ
[
ikα[∂µ, xˆα] + ∂µikαχα(p)
]
eitkxˆh,χ
= i
dCh,χ(tk,q)
dt
Ph,µ(tk, q) + iCh,χ(tk, q)dPh,µ(tk,q)dt . (Appendix A.5)
Due to [pµ, xˆα] = [pµ, (xˆh,χ)α] = −ihµα(p), the last expression turns into
ikα
[
e−itkxˆhµα(p)eitkxˆh,χ + e−itkxˆ∂µχα(p)eitkxˆh,χ
]
= i
dCh,χ(tk,q)
dt
Ph,µ(tk, q) + iCh,χ(tk, q)dPh,µ(tk,q)dt . (Appendix A.6)
It still remains to calculate each of the terms in square brackets. To obtain the first
one, we proceed by applying the operator hµα(p) to both sides of Eq.(Appendix A.1)
from the left (note that the argument p in hµα(p) is an operator )
hµα(p)e
itkxˆh,χ ⊲ eiqx = Ch,χ(tk, q)hµα(−i∂)eiPh(tk,q)x,
= Ch,χ(tk, q)hµα(Ph(tk, q))eiPh(tk,q)x (Appendix A.7)
which, after multiplying by e−itkxˆ, gives
e−itkxˆhµα(p)eitkxˆh,χ ⊲ eiqx = Ch,χ(tk, q)hµα(Ph(tk, q))e−itkxˆ ⊲ eiPh(tk,q)x.
(Appendix A.8)
Since e−itkxˆ ⊲ eiPh(tk,q)x = eiqx, we finally have
e−itkxˆhµα(p)eitkxˆh,χ = Ch,χ(tk, q)hµα(Ph(tk, q)). (Appendix A.9)
Analogously, for the second term in (Appendix A.6) one gets
e−itkxˆ∂µχα(−i∂)eitkxˆh,χ = iCh,χ(tk, q)χα(Ph(tk, q))Ph,µ(tk, q). (Appendix A.10)
Plugging last two expressions back to Eq.(Appendix A.6) gives
ikα
[
Ch,χ(tk, q)hµα(Ph(tk, q)) + iCh,χ(tk, q)χα(Ph(tk, q))Ph,µ(tk, q)
]
= i
dCh,χ(tk,q)
dt
Ph,µ(tk, q) + iCh,χ(tk, q)dPh,µ(tk,q)dt . (Appendix A.11)
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Due to the differential equation (Appendix A.3), the first term on the left-hand side
and the second term on the right-hand side of the above relation cancel each other,
producing the following differential equation
dCh,χ(tk, q)
dt
= iCh,χ(tk, q)kαχα(Ph(tk, q)). (Appendix A.12)
This finally integrates to desired result, Eq.(29), which we have set to prove.
Appendix B. Useful identities
We prove the following identity:
Kh(Ds(K−1h (k),K−1h (q))) = Dh(k, q). (Appendix B.1)
It should first be noted that for each realization there is an ordering prescription
corresponding to it. Thus, for the realization specified by the functions h and χ,
Eq. (17), the corresponding ordering we designate by the symbol : :h,χ. This
correspondence is realized through the requirement
: eikxˆh,χ :h,χ ⊲1 = Ch,χ(Kh,χ(k))eikx (Appendix B.2)
where Ch,χ is defined in relation (28) and the function Kh,χ(k) specifies the ordering
prescription in such a way that
: eikxˆ :h,χ= e
iKh,χ(k)xˆ. (Appendix B.3)
Under the substitution p = Kh,χ(k) and relabeling p → k relation (Appendix B.2)
takes the form
eikxˆh,χ ⊲ 1 = Ch,χ(k)eiK
−1
h,χ
(k)x. (Appendix B.4)
A direct comparison of this with (28) gives the relationship
Kh(k) = K−1h,χ(k), (Appendix B.5)
showing that Kh,χ(k) ≡ Kh(k) also does not depend on χ.
The definition of the star product (21) makes possible to calculate eikx⋆h,χe
iqx,
but this time with the help of the isomorphism (20) specified by the correspondence
(Appendix B.2),
eikx ⋆h,χ e
iqx = 1Ch,χ(Kh,χ(k)) : e
ikxˆh,χ :h,χ
1
Ch,χ(Kh,χ(q)) : e
iqxˆh,χ :h,χ ⊲ 1
= 1Ch,χ(Kh,χ(k))Ch,χ(Kh,χ(q)) : e
i(k ⊕h,χ q)xˆh,χ :h,χ ⊲ 1
= 1Ch,χ(Kh,χ(k))Ch,χ(Kh,χ(q)) : e
iDh(k,q)xˆh,χ :h,χ ⊲ 1.
(Appendix B.6)
Finally, due to (Appendix B.2), the last expression transforms into
eikx ⋆h,χ e
iqx =
Ch,χ(Kh,χ(Dh(k, q)))
Ch,χ(Kh,χ(k))Ch,χ(Kh,χ(q))e
iDh(k,q)x. (Appendix B.7)
This is the same star product as that given in Eq.(34), but only calculated in a dif-
ferent way. Hence, a direct comparison of these two, together with (Appendix B.5),
gives directly the relation (Appendix B.1).
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The identity (Appendix B.1) can be specialized to k→ Sh(k) to yield
eiDh(Sh(k),q)x = eiKh(Ds(K
−1
h
(Sh(k)),K−1h (q)))x. (Appendix B.8)
By letting k = q we have Dh(Sh(k), k) = 0, thus obtaining 1 on the left-hand side
of (Appendix B.8). This means that the right hand side also has to be equal to 1,
yielding
Kh(Ds(K−1h (Sh(k)),K−1h (k))) = 0. (Appendix B.9)
Since K−1h (0) = 0 and Ds(Ss(k), k) = 0, relation (Appendix B.9) in turn implies
K−1h (Sh(k)) = Ss(K−1h (k)) = −K−1h (k), (Appendix B.10)
where in the final step the obvious property, Ss(k) = −k, has been used. Here Ss(k)
is the antipode of k corresponding to the momentum addition rule in the Weyl
totaly symmetric ordering, Ss(k)⊕s k ≡ Ds(Ss(k), k) = 0 in the same way as Sh(k),
satisfying Sh(k) ⊕h,χ k ≡ Dh(Sh(k), k) = 0, defines the antipode corresponding to
a generic ordering prescription : :h,χ.
Appendix C. Calculation of C(k)
In order to calculate C(k), we restrict to the set of realizations whose corresponding
star product satisfies∫
dnxeiSh(k)x ⋆h,χ e
iqx = (2π)
n
δ(n)(k − q). (Appendix C.1)
Now, the general expression for the star product (35), applied for k → Sh(k), shows
that∫
dnxeiSh(k)x ⋆h,χ e
iqx =
Ch,χ(K−1h (Dh(Sh(k), q)))
Ch,χ(K−1h (Sh(k)))Ch,χ(K−1h (q))
∫
dnxeiDh(Sh(k),q)x.
(Appendix C.2)
The last expression gives a δ-function which is readily calculated as∫
dnxeiSh(k)x ⋆h,χ e
iqx =
Ch,χ(K−1h (Dh(Sh(k), q)))
Ch,χ(K−1h (Sh(k)))Ch,χ(K−1h (q))
(2π)
n
δ(n)(Dh(Sh(k), q))
= (2π)
n Ch,χ(K−1h (Dh(Sh(k), q)))
Ch,χ(K−1h (Sh(k)))Ch,χ(K−1h (q))
δ(n)(k − q)∣∣∣det(∂(Dh(Sh(k),q))µ∂qν
)∣∣∣ .
Since this is equal to (2π)
n
δ(n)(k − q), we get a condition
Ch,χ(K−1h (Sh(k)))Ch,χ(K−1h (k)) =
1∣∣∣∣det(∂(Dh(Sh(k),q))µ∂qν
)
k=q
∣∣∣∣
, (Appendix C.3)
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after setting k = q. This is because Dh(Sh(k), k) = 0, and consequently
Ch,χ(K−1h (Dh(Sh(k), k))) = 1. If further Ch,χ(K−1h (Sh(k))) = Ch,χ(K−1h (k)), then
Ch,χ(K−1h (k)) =
1√∣∣∣∣det(∂(Dh(Sh(k),q))µ∂qν
)
k=q
∣∣∣∣
. (Appendix C.4)
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