There are quite a few challenges in the development of an automated writing placement model for non-native English learners, among them the fact that exams that encompass the full range of language proficiency exhibited at different stages of learning are hard to design. However, acquisition of appropriate training data that are relevant to the task at hand is essential in the development of the model. Using the Cambridge Learner Corpus writing scores, which have been subsequently benchmarked to CEFR levels, we conceptualize the task as a supervised machine learning problem, and primarily focus on developing a generic writing model. Such an approach facilitates the modeling of truly consistent, internal marking criteria regardless of the prompt delivered, which has the additional advantage of requiring smaller dataset sizes and not necessarily requiring re-training or tuning for new tasks. The system is developed to predict someone's proficiency level on the CEFR scale, which allows learners to point to a specific standard of achievement. We furthermore integrate our model into Cambridge English Write & Improve TM -a freely available, cloud-based tool that automatically provides diagnostic feedback to non-native English-language learners at different levels of granularityand examine its use.
Introduction
The task of Automated Essay Scoring (AES) focuses on automatically assessing someone's writing competence and providing immediate feedback. 1 Learning to write a foreign language well requires a considerable amount of practice and appropriate feedback.
AES systems provide a learning environment in which foreign language learners can practice their writing in an interactive manner and receive feedback (typically via multimedia presentations, such as text, graphics and sound) within a self-access and/or teacher-directed assessment context. Such systems can be a valid and useful supplement to writing instruction and can facilitate the language-learning process and promote learners' writing development (e.g., they reinforce the material that has been taught). Provision of feedback is a fundamental part of second language writing instruction, while prompt, accurate feedback is a vital component in the learning process that has been shown to increase learning efficiency (e.g., Wang, Shang, and Briody, 2013) . Automating the free-text marking process 2 furthermore contributes to the reliability and consistency in the application of the assessment criteria, as well as to the reduced workload and costs inherent in the process of manual scoring.
To date, a number of AES systems for English-language learners have been developed as commercial products and/or deployed in classrooms. Examples of the earliest ones include e-Rater (Attali & Burstein, 2006; Burstein, 2003) , an automated essay scoring system developed by Educational Testing Service (ETS), the first one to be deployed for operational scoring of high-stakes assessments in 1999; Criterion (Burstein, Chodorow, & Leacock, 2003, 1 Herein, we will use the terms 'essay' and 'text' interchangeably throughout. 2 We note that 'marking' is another term used to refer to 'scoring'.
The CEFR, the Cambridge English Exams and the Cambridge Learner Corpus
The Common European Framework of Reference for Languages: Learning, Teaching, Assessment (CEFR) was developed in the late 1990s to provide 'a common basis for the elaboration of language syllabuses, curriculum guidelines, examinations, textbooks, etc.
across Europe' (Council of Europe, 2001) . The CEFR describes language ability on a scale consisting of six levels from A1 for beginners up to C2 for those who have mastered a language. Its use among language assessment users over the years, however, has had more far-reaching influences than was originally intended. The CEFR today is a well-known international standard for describing language ability, and is used around the world to describe learners' language skills, with many language examination boards linking their exam results to the CEFR scale. Cambridge English in collaboration with Cambridge University Press established the Cambridge Learner Corpus (CLC) in 1993. The CLC was developed to inform both test development and publishing activities focusing on learners. It contains examinee responses systems, overviews of which have been published in various studies (Dikli, 2006; Shermis & Hammer, 2012; Valenti, Neri, & Cucchiarelli, 2003; Williamson, 2009) , involve a wide range of techniques from dimensionality reduction over matrices of terms through to extraction of linguistically deeper features such as types of syntactic constructions and specific error types (e.g., non-agreement of subject and main verb). However, few attempts have been made to automatically predict the proficiency level of learners' writing on the CEFR scale. Dickinson et al. (2012) describe a system for predicting the level of Hebrew-language learners based on placement exam exercises in which the learners have to order words into a grammatical sentence. Hancke and Meurers (2013) investigate CEFR classification of short essays in German and focus on identifying aspects of learner language that characterize the different levels. Vajjala and Lõo (2014) develop a model for predicting a learner's CEFR language proficiency in Estonian, while the systems by , Pilán, Volodina, and Zesch (2016) , Volodina, Pilán, and Alfter (2016) are based on a corpus of second language (L2) Swedish learner texts that have been manually linked to the CEFR levels. Alexopoulou, Yannakoudakis, and Salamoura (2013) and Yannakoudakis, Briscoe, and Alexopoulou (2012) 
Method
Our goal is to automatically predict the proficiency level of learners' writing using the CEFR scale as the basis for the scoring algorithm. In the following sections, we describe our approach to the task, details of the system developed, and the evaluation methodology adopted.
Instruments
Based on the Cambridge English exams, we devised a representative corpus consisting of texts and their CEFR levels. More specifically, we employed a range of prompts, benchmarked at different proficiency levels and covering the full spectrum of language proficiency. We used the responses to these tasks to develop an attainment level predictor for writing. However, different prompts are designed to assess attainment of different levels and are therefore calibrated to different underlying scoring scales and rubrics. As a result, establishing relationships across levels and determining how performance on one exam relates to performance on another is a complex and challenging endeavor; however, a reliable mapping of the scoring scales to a common underlying standard is fundamental for the development of a proficiency-level predictor. Cambridge English exams have been calibrated with explicit links across levels that make it possible to know how a performance would have been evaluated at a different level. We note, however, that this is bounded by the maximum elicited performance at a level: for example, the CEFR B1 scale would be capped at CEFR B2 (for more details on this, see, e.g., Lim, 2012 5 Each of these exams is marked on a scale from 0 to 5 (where 3 is the lowest pass score), and has been calibrated with explicit links across the levels. As detailed in Table 1 , our model predicts a score on a scale from 0 to 13.
The passing scores on each CE exam overlap across the adjacent proficiency levels, and there is an unambiguous and conceptually straightforward mapping between the 0-13 scoring scale and the CEFR levels (where levels A1− and C2+ represent performances beneath and beyond the A1 and C2 level respectively).
Another challenge in the development of the model is that of task biases: that is, different prompts have different topics and registers. Correlations between topic, genre and level can confound the model, as it may end up predicting proficiency levels primarily based on topics and/or register 6 (the latter going beyond the use of topic words) rather than writing competence. 7 One way to ameliorate this problem is to utilize prompts of the same and/or similar topic and register and their responses to eliminate such biases in the data to the extent possible. An example set of such prompts is presented in Table 2 , where we can see that the exact same tasks stretch across two adjacent levels (i.e., A1 / A2, B1 / B2, and C1 / C2), with similar ones used for levels further apart. As new prompts are added to the system, and maintenance of a balanced dataset becomes more expensive, (re-)tuning the model across different tasks should allow for a more robust approach.
Insert Table 1 here   Insert Table 2 9 We randomly select 260 of these texts to test the performance of our final model (i.e., we do not use this subset during model development).
The remaining texts are used to develop our model (see details in the following section). The CEFR level distribution of the data can be seen in Figure 1 .
Procedure
We approach the task of automatically predicting someone's CEFR proficiency level as a Supervised Machine Learning (SML) problem. SML refers to a class of Artificial
Intelligence algorithms that enable machines to learn or otherwise acquire knowledge from data that have been annotated with what we are trying to predict (referred to as training data), and subsequently make inferences about new, unseen and unannotated data. In our case, the training data consist of the set of texts written in response to prompts benchmarked at the various CEFR levels, and annotated by human experts with a CEFR score in the 0-13 scale. The training set is used to generate a set of features per text (along with the text's target variable, that is, the CEFR score that we are trying to predict). Features refer to measurable properties of text that can be automatically calculated and used to "explain" the mapping between a text and a CEFR score (see the following section for more details on the features we employ).
The learning algorithm then tries to learn the function, called the hypothesis, that best describes the relationship between the features and the target variables. This is otherwise known as an input-output mapping function that can map input features to a target variable (i.e., map input features to a CEFR score). Once the model is trained (i.e., the hypothesis function is learned), we can apply it to unseen test examples (i.e., ones whose target variables are unknown to the model), and measure its performance by comparing the predicted scores with those assigned by human experts on the same data.
In its basic form, a SML algorithm can perform classification by learning a linear threshold function that can discriminate data points of two categories (e.g., pass from fail essays). Here, we use the training data to learn a ranking function: a ranking SML model seeks to identify an optimal ordering of the data directly, and outputs a score for each data point / essay, from which a global ordering of the data is constructed (Joachims, 2002) . The intuition behind the use of a ranking model in AES is that this class of SML models can directly exploit the partial ranking implicit in any discrete scoring scale.
The principal advantage of applying ranking to the AES task is that it allows us to explicitly model the relationships between texts (i.e., that some texts are "better" than others) and the gradation of text quality, without necessarily having to specify numerical scores or introduce a pass/fail boundary. This is a more appropriate model for scoring on a discrete ordinal or symbolic scale (such as CEFR levels) and one which exploits the labeling information in the training data efficiently and directly (Briscoe, Medlock, & Andersen, 2010; Yannakoudakis, Briscoe, & Medlock, 2011) .
Concretely, given our set of training samples / feature vectors , , … , and a ranking < such that the relation < holds if and only if should be ranked ahead of , a ranking model computes a weight vector that maximizes the number of correctly ranked pairs of training samples, as formalized by the following constraints on pairwise difference vectors (i.e., the difference between feature vectors and ):
represents the parameters of the model that are learned during training and that define the hypothesis function. The parameters are chosen so that we get the best possible correlation with the human-assigned scores in the training data, and thus predict CEFR scores as accurately as possible. 10 The output from the training procedure is and, now, given a test essay , predictions are made by computing the dot product • . The predicted ranks can then be converted to CEFR scores using, for example, linear regression.
We use the data described in the previous section to train our ranking model.
Specifically, the CEFR level distribution in the training and test sets is presented in Figure 1 (left and right respectively). The test set contains 260 texts and their CEFR scores, and is not used during model development, while the rest of the 2,052 texts are used for training and tuning of the model.
Insert Figure 1 here
Feature space
In order to facilitate learning of the model parameters, the input data should be represented appropriately with the most relevant set of features possible. We focus on developing a model that assesses general writing competence and is not topic-/genre-specific.
Such an approach facilitates the modeling of truly internally consistent "marking criteria"
regardless of the prompt delivered. Systems that measure English competence directly are easier and faster to deploy, since they are more likely to be re-usable and generalize better across different genres than topic-specific models. Topic-specific models, on the other hand, are not immediately usable when new tasks are added, since the model cannot be applied until a sufficient number of manually annotated responses have been collected for a specific prompt. 11
We parse the data using the Robust Accurate Statistical Parsing ( The feature types above are mainly motivated by the fact that (sub-)lexical and grammatical properties should be highly predictive for our task. We use contiguous sequences of characters of up to length 3, extracted from individual words. For example, for the word "home", we extract the character sequences "h", "o", "m", "e", "ho", "om", "me", "hom", and "ome". PoS sequences of up to length 3 are extracted using the RASP tagger, which uses the CLAWS 12 tagset. An example PoS sequence is "VM RR", which denotes a modal auxiliary followed by a general adverb, as in "could clearly". Additionally, hybrid sequences of words and PoS of up to length 3 are used, in which open class words are replaced with their PoS tag; for example, "the NN1", in which the determiner is followed by a singular common noun, as in "the girl".
Based on the most likely parse for each sentence, we extract the rule names from the Phrase Structure (PS) tree. RASP's rule names encode detailed information about the grammatical constructions found. For example, "V1/modal_bse/+-" denotes a verb phrase consisting of a modal auxiliary head followed by an (optional) adverbial phrase, followed by a verb phrase headed by a verb with base inflection. Moreover, rule names explicitly represent information about peripheral or rare constructions (e.g., a sentence with preposed prepositional phrase with adjectival complement, as in "for better or worse, he left"), as well as about fragmentary and likely extra-grammatical sequences (e.g., a text unit consisting of 2 or more sub-analyses that cannot be combined using any rule in the grammar). Therefore, we believe that many (longer-distance) grammatical constructions and errors found in texts can be implicitly captured by features automatically derived from RASP PS rule names. 13 Although the data we use contain information about the linguistic errors committed (Nicholls, 2003) , we estimate an error rate in a way that does not require manually errorannotated data, and therefore allows our model to be applied directly to plain un- (Nicholls, 2003) by detecting word sequences that have been manually annotated as incorrect at least ninety per cent of the times they occur. This way, rules can be extracted from the existing error annotation in the CLC, obviating the need for manually constructed mal-rules. 14 We also extend our set of error rules with classes of incorrect but plausible derivational and inflectional morphology based on a machine-readable dictionary (examples of the automatically generated error rules are presented in Table 3 ). Using this set of error rules, we then generate another error-rate feature that the assessment model can utilize.
We note at this point that the term 'feature type' refers to a category of features (e.g., RASP PS rule names), while the term 'features' refers to instances of a feature type (e.g., RASP PS rule names refers to one feature type, but has over 1K unique instances).
Insert Table 3 here
Results
We measure the quality of the predicted scores (i.e., the output from the ranking model)
by calculating Pearson's product-moment ( ) and Spearman's rank ( ) correlation coefficient against the scores assigned by a human expert on the same test dataset (the texts are marked directly on the full CEFR scale). Pearson's correlation describes the extent to which the human-assigned and the predicted scores co-vary relative to the degree to which they vary independently. Spearman's correlation assesses the strength of a monotonic relation between the two, and measures the quality of the ranking of the predicted scores produced by the model. Additionally, we calculate quadratic weighted (Cohen, 1960 (Cohen, , 1968 , a measure of agreement between the human-assigned and the predicted CEFR scores that is adjusted for chance agreement. For , we use linear regression to convert the predicted scores to realvalued scores in the 0-13 CEFR range, which are then rounded to the nearest score on the CEFR scale (referred to as the 'predicted CEFR scores').
In As mentioned in the previous section, we aim at developing a model that assesses general linguistic competence based on task-independent feature types to the extent possible.
Such types should be able to generalize better, as they are less biased by task idiosyncrasies.
To further investigate this, we develop a CEFR-level model that uses feature types similar to the ones described earlier, but now instead of character sequences, it utilizes word sequences, and open class words are not replaced with their PoS tag; 15 therefore, this model can capture topic directly. In Table 4 (last row), we can see the performance of this model on the test set, referred to as "topic-dependent features". Relying on such features substantially decreases performance, further supporting our hypothesis that our approach generalizes better.
Insert Table 4 here
In order to assess the independent as opposed to the order-dependent additive contribution of the feature types to the overall performance of the system, we conducted a number of ablation tests. An ablation test consists of removing one type from the system at a time and re-evaluating the resulting model on the test set. Table 5 presents ablation results on the test set. We can see that all types have a positive effect on performance, while the error rate and PS rules appear to have the greatest impact, as removing either of these gives the largest decreases in both correlation and agreement.
Insert Table 5 here
As a further analysis of model performance, we also examined performance per CEFR level by looking at how far the predicted CEFR scores are from the human-assigned scores.
This allows us to identify the levels it can predict more accurately. Specifically, we found that disagreements between the predicted and the human scores are higher for the A1 and C2 levels. On the other hand, the model has high agreement with the human scores on the rest of the levels, and particularly with B1 and B2. This can be explained by the CEFR level distribution in the training data: the more training data we have for a level, the better the performance of the model for that particular level. When looking at the distribution of predicted CEFR scores against human-assigned scores on the test data (Figure 1, right) , we can see that the model tends to over-predict B1, B2 and C1 labels, and under-predict the rest.
As mentioned earlier, the model uses a training set of 2,052 texts, and we expect that more training data will further improve its performance. The mean of the human-assigned scores on the test set is 6.604 (standard deviation: 2.312), and the mean of the system-predicted CEFR scores is 6.627 (standard deviation: 1.840). In Table 1 , we can see that a score of 6 represents a high B1 level.
Analysis
A manual inspection of the feature space reveals the specific features that are found to be highly predictive of CEFR levels. Below we can see a subset of those features, together with the weight assigned to them by the model, and example instantiations. A negative weight indicates that the feature contributes negatively to overall performance, whereas a positive weight indicates that it contributes positively to overall performance. For example, the character sequence "cas" has a negative weight (this could, for example, be in the context of a misspelling, such as "ocasion"), whereas the use of the modal "would" has a positive weight. We note, however, that the model uses a combination of a large set of features in order to make a prediction. (Figure 2 ).
Insert Figure 2 here
We employ the assessment model described in the previous sections and extend W&I to provide an overall assessment of someone's proficiency based on the full spectrum of language proficiency as defined in the CEFR. Specifically, given a piece of text, we assign an overall score for someone's writing on a scale from A1 to C2. This is illustrated in Figure 3: given a learner text on the left, the system provides feedback to the learner in a separate column on the right. At the top right, we can see the learner's proficiency level (A2), followed by W&I's topic relevance feedback in the middle, and sentence-level and local word-level diagnostic feedback at the bottom right. Additionally, on the same page, a progress graph is presented to the learner, which shows the CEFR level progression for up to the previous five checks of their text (Figure 4 ). In this example, the learner has progressed within the B level, but has not quite reached the B2 level yet. 18 The assessment time is around 15 seconds, 19 which facilitates incremental and exploratory editing of a text to improve it, giving the learners the ability to try out different ways of correcting a problematic turn of phrase.
Insert Figure 3 here Insert Figure 4 here 18 We note at this point that W&I is already context-aware and assesses whether responses are relevant to what was asked (Cummins et al., 2016) , though a description of this component is beyond the scope of this paper. 19 'Assessment time' refers to the overall time needed by the system to automatically process input text and provide feedback to the learner (see Figure 3 ).
A1 / A2 Describe the kinds of movies you like and why.
B1 / B2
Describe the kinds of movies you like and why. Table 3 . Examples of automatically generated error rules (first and second column) along with the proposed corrections (last column): square brackets indicate left and right context, while '+' indicates that a word needs to be inserted. For example, if "want" is preceded by "he" and followed by "to" (first row), we are confident we have a verb agreement error. Figure 1 . CEFR level distribution in the training and test set according to human expets ('training set' and 'test set' respectively) along with the model's predicted CEFR levels on the test set on the right ['test set (predicted)'].The y-axes refer to the total number of texts assigned to a specific CEFR level (please note that the y-axes are on different scales). The gaps between 'test set'and ' test set (predicted)' for each of the CEFR levels represent the differerence between human scores and system scores (e.g., the system tends to overpredict B1). The mean score in the 'test set' is 6.604 (standard deviation: 2.312 ), and the mean score in 'test set (predicted)' is 6.627 (standard deviation: 1.840).
In Table 1 we can see that a score of 6 represents a high B1 level. 
