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Abstract
Let G be a graph and (G) denote the domination number of G. A dominating set D of a graph G with |D|= (G) is called a -set
of G. A vertex x of a graph G is called: (i) -ﬁxed if x belongs to every -set, (ii) -free if x belongs to some -set but not to all -sets,
(iii) -bad if x belongs to no -set, (iv) −-free if x is -free and (G− x)= (G)− 1, (v) 0-free if x is -free and (G− x)= (G),
and (vi) q -ﬁxed if x is -ﬁxed and (G − x) = (G) + q. In this paper we investigate for any vertex x of a graph G whether x is
q -ﬁxed, 0-free, −-free or -bad when G is modiﬁed by deleting a vertex or adding or deleting an edge.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and preliminary results
For a graph theory terminology not presented here, we follow Haynes et al. [8]. All our graphs are ﬁnite and
undirected with no loops or multiple edges. We denote the vertex set and the edge set of a graph G by V (G) and
E(G), respectively. For a vertex v of G its neighborhood N(v,G) is {x ∈ V (G)|vx ∈ E(G)}, its closed neighborhood
N [v,G] is N(v,G)∪ {v}, and its degree d(v,G) is |N(v,G)|. For a set S ⊆ V (G) its open neighborhood N(S,G) is⋃
v∈SN(v,G) and its closed neighborhood N [S,G] is N(S,G)∪S. For s ∈ S, pnG(s, S)=N [s,G]−N [S −{s},G]
is the private neighborhood of s relative to S and its elements are called the private neighbors of s relative to S. Notice
that u ∈ pnG(u, S) if u is an isolated in G[S]. A dominating set in a graph G is a set of vertices D ⊆ V (G) such that
every vertex of G is either in D or is adjacent to an element of D. The domination number (G) of a graph G is the
minimum cardinality taken over all dominating sets in G. A dominating set D of a graph G with |D| = (G) is called
a -set of G. A vertex x of a graph G is +-critical (−-critical, respectively) if (G − x)> (G) ((G − x)< (G),
respectively). Notice that if e ∈ E(G) then (G− e)− 1(G)(G− e) [19]. If (G− e)− 1= (G) then the edge
e is called a -critical edge of G.
Fricke et al. [6] deﬁned a vertex v of a graph G to be:
(i) -good, if v belongs to some -set of G and
(ii) -bad, if v belongs to no -set of G.
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Sampathkumar and Neeralagi [14] deﬁned a vertex x of a graph G to be:
(iii) -ﬁxed, if x belongs to every -set;
(iv) -free, if x belongs to some -set but not to all -sets.
For a graph G we deﬁne:
D(G)—the set of all -sets of G;
D(x,G) = {M ∈ D(G) : x ∈ M} where x ∈ V (G);
D(G) = {x ∈ V (G) : x is -good };
DB(G) = {x ∈ V (G) : x is -bad};
DF(G) = {x ∈ V (G) : x is -ﬁxed};
D0(G) = {x ∈ V (G) : x is -free and (G − x) = (G)};
D−1(G) = {x ∈ V (G) : x is -free and (G − x) = (G) − 1};
DFp(G) =
{ {x ∈ V (G) : (G − x) = (G) + p} for p1,
{x ∈ DF(G) : (G − x) = (G) + p} for p0;
D0(G) = {x ∈ V (G) : (G − x) = (G)};
D−(G) = {x ∈ V (G) : (G − x)< (G)}.
We need the following results.
Theorem 1. Let G be a graph.
(1) (Bauer et al. [1]) Every +-critical vertex of G is -ﬁxed.
(2) (Sampathkumar and Neerlagi [14]) A −-critical vertex is -ﬁxed if it is isolated and -free otherwise. A vertex v
is −-critical if and only if pnG(v, S) = {v} for some -set S containing v.
(3) (Sampathkumar [13]) If x1x2 ∈ E(G) is -critical, then either
(i) x1 is -ﬁxed and x2 is -bad or vice versa, or
(ii) both x1 and x2 are -free.
(4) (Teschner [18]) x1x2 ∈ E(G) is -critical if and only if either x1 ∈ pnG(x2,M) or x2 ∈ pnG(x1,M) for each
M ∈ D(G).
(5) (Sumner andWojcicka [17]) If x1x2 ∈ E(G) is -critical then there is a ((G− x1x2)− 2)-element set M such that
either M ∪ {x1} dominates all of G − x2 or M ∪ {x2} dominates all of G − x1.
It is well known that for a graph G of order n2 and a vertex v ∈ V (G) that (G)−1(G− v)n−1 [1]. Hence
by the above deﬁnitions and Theorem 1 it follows that:
(a) the setsDB(G),D−1(G),D0(G) andDF(G) are pairwise disjoint andDB(G)∪D−1(G)∪D0(G)∪DF(G)=V (G);
(b) D(G) = D−1(G) ∪ D0(G) ∪ DF(G);
(c) DF(G) =⋃n−2s=−1 DFs(G);
(d) {x ∈ V (G) : x is -free} = D−1(G) ∪ D0(G);
(e) D−(G) = {x ∈ V (G) : x is −-critical} = D−1(G) ∪ DF−1(G);
(f) D0(G) = DB(G) ∪ D0(G) ∪ DF0(G).
We will reﬁne the deﬁnitions of the -free vertex and the -ﬁxed vertex:
Deﬁnition 2. Let x be a vertex of a graph G.
(i) x is called 0-free if x ∈ D0(G);
(ii) x is called −-free if x ∈ D−1(G); and
(iii) x is called q -ﬁxed if x ∈ DFq(G), where −1q |V (G)| − 2.
Results on -ﬁxed vertices in a graph were ﬁrst presented by Bauer et al. [1]. Sampathkumar and Neeralagi [14] have
studied the relationship among -ﬁxed, -free and -bad vertices in a graph. For further results see Teschner [18] and
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Carrington et al. [3].Various authors have investigated graphsG forwhich at least one of the setsDB(G),DF(G),D0(G)
andD−1(G) is empty. For example Brigham et al. [2] introduced the concept of vertex-critical graphs, that is the graphs
having only −-critical vertices, Fricke et al. [6] introduced the concept of -excellent graphs, that is the graphs without
-bad vertices. Results for graphs having exactly oneminimumdominating set (that is the graphswithout -free vertices)
are obtained by Gunter et al. [7], Mynhardt [11] and Fishermann [5]. Haynes and Henning [10] presented a constructive
characterization of all trees without -critical vertices.
Here we examine the effects on (G), DF(G),DB(G),D0(G) and D−1(G) when G is modiﬁed by deleting a vertex
or adding or deleting an edge. In particular, we investigate whether the vertices incident with an edge of a graph are
0-free, −-free, -bad or q -ﬁxed. The goal of this paper is to better understand when an edge of a graph is -critical
or non--critical and to improve some results due to Walikar and Acharya [19], Sampathkumar et al. [14], Favaron et
al. [4] and Teschner [18].
2. Changing and unchanging domination
Let H be a graph. Then, as we have already seen in Section 1, every vertex of H belongs exactly to one of the
sets DB(H),D0(H),D−1(H),DF(H). Let x1 and x2 be nonadjacent vertices of H. The aim of this section is to
determine:
• which set from among DB(H + x1x2),D0(H + x1x2),D−1(H + x1x2),DF(H + x1x2) the vertex xi (i = 1, 2)
belongs to;
• whether or not, x1x2 is a -critical edge of H + x1x2.
2.1. Main theorems
Here we give necessary and sufﬁcient conditions for an edge of a graph to be -critical or non--critical. First we
will characterize when an edge of a graph is -critical.
Theorem 3. Let x1 and x2 be adjacent vertices in a graph G and let G12 = G − x1x2. Then x1x2 is a -critical edge
if and only if one of the following conditions holds:
(1) xi ∈ DB(G), xj ∈ DFq(G) where q1, xi ∈ D−1(G12) ∪ DF−1(G12) and xj ∈ DFq−1(G12), where either
i = 1, j = 2 or i = 2, j = 1;
(2) xi ∈ DB(G), xj ∈ DF1(G), xi ∈ D−1(G12) ∪ DF−1(G12) and xj ∈ D0(G12) ∩ D(G − xi), where either
i = 1, j = 2 or i = 2, j = 1;
(3) xi ∈ DB(G), xj ∈ DF0(G), xi ∈ D−1(G12) ∩ DB(G − xj ) and xj ∈ D−1(G12) ∩ D(G − xi), where either
i = 1, j = 2 or i = 2, j = 1;
(4) x1, x2 ∈ D0(G), x1 ∈ (D−1(G12)∩D(G−x2))∪DF−1(G12) and x2 ∈ (D−1(G12)∩D(G−x1))∪DF−1(G12).
Now we will characterize the non--critical edges of a graph.
Theorem 4.1. Let x1 and x2 be adjacent vertices in a graph G and let G12 = G − x1x2. Then (G12) = (G) if and
only if one of the following conditions holds:
(P0) neither x1 nor x2 is a −-critical vertex of G12;
(P1) x1, x2 ∈ D−1(G), x1 ∈ D−1(G12) ∩ DB(G − x2) and x2 ∈ D−1(G12) ∩ DB(G − x1);
(P2) xi ∈ D−1(G), xj ∈ D0(G), xi ∈ D−1(G12) ∪ DF−1(G12) and xj ∈ DB(G12), where either i = 1, j = 2 or
i = 2, j = 1;
(P3) xi ∈ D−1(G), xj ∈ D0(G), xi ∈ D−1(G12) and xj ∈ D0(G12) ∩ DB(G − xi), where either i = 1, j = 2 or
i = 2, j = 1.
In the next three theorems we will reﬁne the condition (P0).
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Theorem 4.2. Let x1 and x2 be adjacent vertices in a graph G and G12 =G− x1x2. If the one of x1 and x2 is a -bad
vertex of G12 and the other one is not a −-critical vertex of G12 then one of the following holds:
(P4) x1, x2 ∈ DB(G), x1 ∈ DB(G12) ∩ DB(G − x2) and x2 ∈ DB(G12) ∩ DB(G − x1);
(P5) xi ∈ DB(G), xj ∈ D0(G), xi ∈ DB(G12)∩DB(G−xj ) and xj ∈ DB(G12)∩D(G−xi),where either i=1, j=2
or i = 2, j = 1;
(P6) xi ∈ DB(G), xj ∈ D0(G), xi ∈ DB(G12) ∩ DB(G − xj ) and xj ∈ D0(G12), where either i = 1, j = 2 or
i = 2, j = 1;
(P7) xi ∈ DB(G), xj ∈ DFq(G) where q1, xi ∈ DB(G12) and xj ∈ DFq(G12), where either i = 1, j = 2 or
i = 2, j = 1;
(P8) xi ∈ DB(G), xj ∈ DF0(G), xi ∈ DB(G12) ∩ DB(G − xj ) and xj ∈ DF0(G12), where either i = 1, j = 2 or
i = 2, j = 1;
(P9) x1, x2 ∈ D0(G), xi ∈ DB(G12) ∩ D(G − xj ) and xj ∈ DF0(G12), where either i = 1, j = 2 or i = 2, j = 1;
(P10) x1, x2 ∈ D0(G), xi ∈ DB(G12) ∩ D(G − xj ) and xj ∈ D0(G12), where either i = 1, j = 2 or i = 2, j = 1;
(P11) x1, x2 ∈ D0(G), x1 ∈ DB(G12) ∩ D(G − x2) and x2 ∈ DB(G12) ∩ D(G − x1).
Theorem 4.3. Let x1 and x2 be adjacent vertices in a graph G and G12 =G− x1x2. If the one of x1 and x2 is a 0-free
vertex of G12 and the other one is a -good and non-−-critical vertex of G12 then one of the following holds:
(P12) x1, x2 ∈ D0(G) and x1, x2 ∈ D0(G12);
(P13) xi ∈ D0(G), xj ∈ DF0(G), xi ∈ D0(G12) ∩ DB(G − xj ) and xj ∈ DF0(G12), where either i = 1, j = 2 or
i = 2, j = 1;
(P14) x1, x2 ∈ D0(G), xi ∈ DF0(G12) and xj ∈ D0(G12) ∩ D(G − xi), where either i = 1, j = 2 or i = 2, j = 1;
(P15) xi ∈ D0(G), xj ∈ DFq(G) where q1, xi ∈ D0(G12) and xj ∈ DFq(G12), where either i = 1, j = 2 or
i = 2, j = 1.
Theorem 4.4. Let x1 and x2 be adjacent vertices in a graph G and G12 =G− x1x2. If both x1 and x2 are -ﬁxed and
non-−-critical vertices of G12, then one of the following holds:
(P16) x1, x2 ∈ D0(G), x1 ∈ DF0(G12) ∩ D(G − x2) and x2 ∈ DF0(G12) ∩ D(G − x1);
(P17) xi ∈ D0(G), xj ∈ DF0(G), xi ∈ DF0(G12) ∩ DB(G − xj ) and xj ∈ DF0(G12) ∩ D(G − xi), where either
i = 1, j = 2 or i = 2, j = 1;
(P18) x1, x2 ∈ DF0(G), x1 ∈ DF0(G12) ∩ DB(G − x2) and x2 ∈ DF0(G12) ∩ DB(G − x1);
(P19) xi ∈ D0(G), xj ∈ DF1(G), xi ∈ DF0(G12) and xj ∈ DF1(G12) ∩ D(G − xi), where either i = 1, j = 2 or
i = 2, j = 1;
(P20) xi ∈ DF0(G), xj ∈ DF1(G), xi ∈ DF0(G12) and xj ∈ DF1(G12) ∩ DB(G − xi), where either i = 1, j = 2 or
i = 2, j = 1;
(P21) xi ∈ D0(G), xj ∈ DFq(G) where q2, xi ∈ DF0(G12) and xj ∈ DFq(G12), where either i = 1, j = 2 or
i = 2, j = 1;
(P22) x1 ∈ DFp(G), x2 ∈ DFq(G), x1 ∈ DFp(G12) and x2 ∈ DFq(G12), where p1 and q1.
Combining Theorems 4.1–4.4 we have our main result on non--critical edges in graphs.
Theorem 4. Let x1 and x2 be adjacent vertices in a graph G and let G12 =G− x1x2. Then (G12)= (G) if and only
if one of the conditions (P1)–(P22) holds.
2.2. Lemmas
We shall need the following three lemmas for proving our main theorems.
Lemma 5. Let G be a graph of order at least two and x1 ∈ V (G).
(1) Let x1 be −-critical. Then for every M ∈ D(G − x1) and every x2 ∈ N [x1,G], M ∪ {x2} ∈ D(G).
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(2) Let x2 ∈ N(x1,G). Then (G − x1x2) − 1 = (G) if and only if x1 is a −-critical vertex of G − x1x2 and
x2 ∈ D(G − x1), or x2 is a −-critical vertex of G − x1x2 and x1 ∈ D(G − x2).
Proof. (1) Obvious.
(2) Necessity: Immediately follows by Theorem 1(5).
Sufﬁciency: Let without loss of generality, x1 be a −-critical vertex of G − x1x2 and x2 ∈ D(G − x1). Then there
is a -set M of G− x1 with x2 ∈ M . Clearly M is a dominating set of G and we have (G− x1x2)(G)+ 1 |M| +
1 = (G − x1) + 1 = ((G − x1x2) − x1) + 1 = (G − x1x2). 
Lemma 6. Let G be a graph of order n and let x1 ∈ V (G).
(1) Let x1 be −-free.ThenDB(G)∪N(x1,G) ⊆ DB(G−x1) andDF(G)−DF−1(G) ⊆ DF(G−x1)−DF−1(G−x1).
(2) Let x1 ∈ D0(G). Then⋃n−2s=2 DFs(G) ⊆ DF(G − x1) − DF−1(G − x1).
(3) Let x1 ∈ D0(G) ∪ DB(G). Then DF0(G) ∪ DF1(G) ⊆ D(G − x1) − DF−1(G − x1).
(4) Let x1 be -bad. Then D−1(G) ⊆ D−1(G − x1) and if y ∈ N(x1,G) then y is not a −-critical vertex of G − x1.
Proof. For an end-vertex u of G if M ∈ D(u,G) then (M − {u}) ∪ {v} ∈ D(G), where v is the neighbor of u; hence
u is not -ﬁxed. So, if x ∈ DFr (G), r0, then d(x,G)> 1 and hence x /∈DF−1(G − y) for every y ∈ V (G) − {x}.
(1) If y ∈ N(x1,G) then y ∈ DB(G − x1) because of Lemma 5(1). Let x2 ∈ DB(G). If M ∈ D(x2,G − x1) then
by Lemma 5(1) we have M ∪ {x1} ∈ D(x2,G)—a contradiction. Hence x2 ∈ DB(G − x1).
Let x2 ∈ DF(G)−DF−1(G) and M ∈ D(G− x1). From Lemma 5(1) we have that the set M1 =M ∪ {x1} is a -set
of G. Since x2 is -ﬁxed, we have x2 ∈ M1 and also x2 ∈ M . Hence x2 is a -ﬁxed vertex of a graph G − x1.
(2) Let x2 ∈ DFq(G), q2, and M ∈ D(G− x1). Suppose x2 /∈M . Then M1 =M ∪ {x1} is a dominating set of G ,
|M1|=(G−x1)+1=(G)+1 and x2 /∈M1.HenceM1 is a dominating set ofG−x2 with |M1|=(G)+1< (G−x2)—a
contradiction.
(3) Let x2 ∈ DF0(G) ∪ DF1(G). In this case (G) = (G − x1) and there is M ∈ D(G) that x1 /∈M . Hence
M ∈ D(G − x1). Since x2 is -ﬁxed it follows that x2 ∈ M and x2 ∈ D(G − x1) − DF−1(G − x1).
(4) Let x2 ∈ D−1(G) and Q ∈ D(G − x2). By (1), x1 ∈ DB(G − x2). Hence x1 /∈Q and then Q is a dominating
set of G − {x1, x2}. But (G − {x1, x2}) |Q| = (G − x2) = (G) − 1 = (G − x1) − 1. Hence x2 is a −-critical
vertex of a graph G − x1. Because of Lemma 5(1), Q ∪ {x2} ∈ D(G) and if x1x2 ∈ E(G) then Q ∪ {x1} ∈ D(G)—a
contradiction. Hence x2 is not isolated in G − x1 and then x2 ∈ D−1(G − x1). Thus D−1(G) ⊆ D−1(G − x1).
If a connected graph has a bad vertex, then clearly its order is at least three. Suppose y ∈ N(x1,G)∩D−(G−x1). By
Lemma 5(1), there is a -setM ofG−{x1, y} such thatQ=M ∪{y} is a -set ofG−x1. But now,U = (Q−{y})∪{x1}
is a dominating set of G with |U | = |Q| = (G − x1) = (G). Thus U ∈ D(x1,G), contradicting x1 ∈ DB(G). 
Lemma 7. Let x1 and x2 be adjacent vertices in a graph G and let (G12) = (G), where G12 = G − x1x2. Then:
(i) D(G12) ⊆ D(G);
(ii) D(G12) ⊆ D(G), DB(G) ⊆ DB(G12), DF(G) ⊆ DF(G12) and D0(G12) − {x1, x2} ⊆ D0(G) ∪ D−1(G);
(iii) D−1(G12) − {x1, x2} ⊆ D−1(G);
(iv) if x1 ∈ DFr (G12) where r1, then x1 ∈ DFr (G);
(v) if x1 ∈ DF0(G12), then x1 ∈ D0(G) ∪ DF0(G);
(vi) if x1 ∈ D0(G12), then x1 ∈ D0(G);
(vii) if x1 ∈ D0(G12) and x2 ∈ D(G − x1), then ∅ = D(x2,G − x1) ⊆ D(G);
(viii) let x1 ∈ D0(G12) and x2 ∈ DB(G12) ∩ DB(G − x1). Then x2 ∈ DB(G).
Proof. (i) If M is a -set of G12 then clearly M is a dominating set of G. Since (G12) = (G) it follows M ∈ D(G).
(ii) The results immediately follow by (i).
(iii) Let x ∈ D−1(G12)−{x1, x2} andM ∈ D(G12 −x). Then M is a dominating set ofG−x and (G−x) |M|=
(G12 − x) = (G12) − 1 = (G) − 1(G − x). Therefore x ∈ D−1(G).
(iv) , (v) and (vi): Since (G − x1) = (G12 − x1) , (G) = (G12) and D(G12) ⊆ D(G) we have the result.
(vii) Let M ∈ D(x2,G − x1). Then M is a dominating set of G. If x1 ∈ D0(G12) then |M| = (G − x1) = (G12 −
x1) = (G12) = (G) and hence M ∈ D(G).
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(viii) Assume M ∈ D(x2,G). Since x2 ∈ DB(G12) and |M| = (G) = (G12) it follows that M is not a dominating
set of G12. Hence x1 /∈M and M is a dominating set of G12 − x1 = G − x1. Since x1 ∈ D0(G12) we have |M| =
(G12) = (G12 − x1). But then M ∈ D(x2,G − x1)—a contradiction. 
2.3. Proofs of the main results
We can now prove our main results.
Proof of Theorem 3. Sufﬁciency: Observe that if x1 is a −-critical vertex of G12 and x2 ∈ DFs(G12), s0, then by
Lemma 6(1), x2 ∈ D(G−x1). Now if one of the conditions stated in the theorem is satisﬁed then the result immediately
follows from Lemma 5(2).
Necessity: Let (G) = (G12) − 1. Because of Lemma 5(2) we may assume, without loss of generality, that x1 is a
−-critical vertex of a graph G12.
(1) Let x2 ∈ DFq−1(G12) where q1. We have (G − x2) = (G12 − x2) = (G12) + q − 1 = (G) + q and then
x2 ∈ DFq(G). Hence by Theorem 1(3), x1 ∈ DB(G).
(2) Let x2 ∈ D0(G12)∩D(G− x1). In this case (G− x2)= (G12 − x2)= (G12)= (G)+ 1. Then x2 ∈ DF1(G)
and now, by Theorem 1(3) we obtain x1 ∈ DB(G).
(3) Without loss of generality let x1 ∈ DB(G−x2) and x2 ∈ D−1(G12)∩D(G−x1). We have (G−x2)= (G12 −
x2) = (G12) − 1 = (G). Hence x2 ∈ D0(G). Let M ∈ D(G) and suppose x2 /∈M . Then M is a dominating set of
G−x2 with |M|=(G)=(G−x2). HenceM ∈ D(G−x2). Since x1 ∈ DB(G−x2)we have x1, x2 /∈M ∈ D(G)—a
contradiction with Theorem 1(4). Therefore x2 is a -ﬁxed vertex of G and since x2 ∈ D0(G) we obtain x2 ∈ DF0(G).
Now, by Theorem 1(3), x1 ∈ DB(G).
(4) Let x1 ∈ D(G − x2) and x2 ∈ (D−1(G12) ∩ D(G − x1)) ∪ DF−1(G12). Let M1 ∈ D(x1,G − x2) and M2 ∈
D(x2,G−x1). ThenM1 andM2 are dominating sets inGwith |Ms |=(G−xs)=(G12−xs)=(G12)−1=(G) for
s =1, 2. HenceM1,M2 ∈ D(G) and x1, x2 ∈ DF0(G)∪D0(G). Since x2 /∈M1 and x1 /∈M2 we have x1, x2 ∈ D0(G).
There are no other cases possible because of Lemma 5(2). Hence we have the necessity. 
Proof of Theorem 4.1. By Lemma 5(2) we immediately have:
Fact 1. (G12) = (G) if and only if one of the conditions (P0), (A1) and (A2) holds, where
(A1) x1, x2 ∈ D−(G12), x1 ∈ DB(G − x2) and x2 ∈ DB(G − x1);
(A2) xi ∈ D−(G12), xj /∈D−(G12) and xj ∈ DB(G − xi), where either i = 1, j = 2 or i = 2, j = 1.
Now we prove that: (a) (A1) and (P1) are equivalent, and (b) (P2) and (P3) together are equivalent to (A2).
(a) First let (A1) hold. Since x1 ∈ DB(G − x2) and x2 ∈ DB(G − x1) it follows that neither x1 nor x2 is isolated in
G12 and therefore x1, x2 ∈ D−1(G12). For s = 1, 2 we have (G− xs)= (G12 − xs)= (G12)− 1= (G)− 1 which
implies xs ∈ D−1(G). Hence (P1) holds. Finally, clearly (P1) implies (A1).
(b) Let (A2) hold and without loss of generality i=1. Note that x2 is not a p-ﬁxed vertex ofG12 for p0, otherwise
Lemma 6(1) implies x2 ∈ DF(G12 − x1) = DF(G − x1). By (G − x1) = (G12 − x1) = (G12) − 1 = (G) − 1 it
follows x1 ∈ D−1(G). First let x2 ∈ D0(G12). Since x2 ∈ DB(G − x1) it follows that x1 is not isolated in G12 which
implies x1 ∈ D−1(G12). Now, by Lemma 7(vi), x2 ∈ D0(G) and (P3) holds.
Let x2 ∈ DB(G12). Hence (G − x2) = (G12 − x2) = (G12) = (G) and then x2 ∈ D0(G). Let M be a -set of
G− x1. Since x2 ∈ DB(G− x1) we have x2 /∈M . Now by Lemma 5(1), M ∪ {x1} and M ∪ {x2} are -sets of G which
implies x2 ∈ D0(G). Hence (P2) holds.
It remains to note that: (i) clearly (P3) implies (A2), and (ii) if (P2) holds then by Lemma 6(1), DB(G12) ⊆
DB(G12 − x1) = DB(G − x1) and therefore (A2) is satisﬁed. 
Proof of Theorem 4.2. Since (P0) holds, it follows (G) = (G12). Let without loss of generality, x1 ∈ DB(G12).
Since (G − x1) = (G12 − x1) = (G12) = (G) we have x1 ∈ D0(G).
Case 1: x1 ∈ DB(G− x2) and x2 ∈ D0(G12). By Lemma 7(viii), x1 ∈ DB(G). If x2 ∈ DB(G12)∩DB(G− x1) then
again by Lemma 7(viii), x2 ∈ DB(G) and (P4) holds. Let x2 ∈ DB(G12) ∩ D(G − x1). By Lemma 7(ii), DF(G) ⊆
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DF(G12) and then x2 /∈DF(G). By Lemma 7(vii) it follows x2 ∈ D(G). Since (G−x2)=(G12−x2)=(G12)=(G)
we have x2 ∈ D0(G) and (P5) holds. If x2 ∈ D0(G12), by Lemma 7(vi) it follows x2 ∈ D0(G) and hence (P6) holds.
Finally, let x2 ∈ DF0(G12). Assume to the contrary that there is a -setM ofGwith x2 /∈M . ThenM is a dominating set
ofG12 with |M|= (G)= (G12) and x1, x2 /∈M . Hence M is a -set ofG12 and x2 /∈M contradicting x2 ∈ DF0(G12).
Thus x2 is a -ﬁxed vertex of G. Now, by Lemma 7(v), x2 ∈ DF0(G) and then (P8) holds.
Case 2: x1 ∈ D(G − x2) and x2 ∈ D0(G12). By Lemma 7(vii), x1 ∈ D(G) and since x1 ∈ D0(G) we have
x1 ∈ D0(G) ∪ DF0(G). Now by x1 ∈ DB(G12) and Lemma 7(ii) it follows x1 /∈DF(G). Hence x1 ∈ D0(G).
If x2 ∈ D0(G12) then by Lemma 7(vi), x2 ∈ D0(G) and (P10) holds. If x2 ∈ DB(G12) ∩ D(G − x1) then by
symmetry x2 ∈ D0(G) and therefore (P11) holds. Note that if x2 ∈ DB(G12) ∩ DB(G − x1) then renaming x1 and x2
as x2 and x1, respectively, we have Case 1. Finally, let x2 ∈ DF0(G12). Then by Lemma 7(v), x2 ∈ D0(G) ∪ DF0(G)
and by Lemma 7(vii), x2 /∈DF(G). Hence x2 ∈ D0(G) and (P9) holds.
Case 3: x2 is a q -ﬁxed vertex of G12, q1. By Lemma 7(iv), x2 ∈ DFq(G). Let M be a -set of G and x1 ∈ M .
Then x2 ∈ M and M is a dominating set of G12 with |M| = (G) = (G12). Thus M is a -set of G12 with x1 ∈ M
which contradicts x1 ∈ DB(G12). Hence x1 ∈ DB(G) and (P7) holds. 
Proof of Theorem 4.3. Since (P0) holds, we have (G) = (G12). Let without loss of generality, x1 be a 0-free
vertex of G12. By Lemma 7(vi), x1 ∈ D0(G). If x2 ∈ D0(G12) then by symmetry, x2 ∈ D0(G) and (P12) holds.
If x2 ∈ DFq(G12), q1 then (G − x2) = (G12 − x2) = (G12) + q = (G) + q and therefore (P15) holds.
Assume henceforth, x2 ∈ DF0(G12). First let x1 ∈ D(G − x2). Then there is a -set M of G − x2 with x1 ∈ M
and |M| = (G − x2) = (G12 − x2) = (G12) = (G). Hence M is a -set of G and x2 /∈M . Now by Lemma 7(v),
x2 ∈ D0(G) and hence (P14) holds. Finally let x1 ∈ DB(G − x2). Assume to the contrary that x2 /∈M for some -set
M of G. Then M is a dominating set of G− x2 and |M| = (G)= (G12)= (G12 − x2). Hence M is a -set of G− x2
and x1 /∈M . Since (G) = (G12) and x1, x2 /∈M it follows that M is a -set of G12, contradicting x2 ∈ DF0(G12).
Thus x2 is a -ﬁxed vertex of G and by Lemma 7(v), x2 ∈ DF0(G). Hence (P13) holds. 
Proof of Theorem 4.4. Since (P0) holds, it follows (G)= (G12). Let x1 ∈ DFp(G12), x2 ∈ DFq(G12) and without
loss of generality, 0pq. Note that by Lemma 7(iv), if xi ∈ DFr (G12), r1, then xi ∈ DFr (G), i = 1, 2. Hence if
p1 then (P22) holds. Assume henceforth, p = 0.
Case 1: p = 0 and q1. By the above, x2 ∈ DFq(G) and by Lemma 7(v), x1 ∈ D0(G) ∪ DF0(G). First let q2.
By Lemma 6(2), x2 ∈ DF(G − x1) − DF−1(G − x1) ⊆ D(G − x1). Now by Lemma 7(vii), x1 is not a -ﬁxed vertex
of G and then x1 ∈ D0(G). Thus (P21) holds.
Now let q=1 and x2 ∈ D(G−x1). Then by Lemma 7(vii), x1 is not a -ﬁxed vertex ofGwhich implies x1 ∈ D0(G)
and hence (P19) holds. Finally let q = 1 and x2 ∈ DB(G − x1). Assume there is a -set M of G with x1 /∈M . Then
x2 ∈ M and M is a dominating set of G− x1 with |M| = (G)= (G− x1). Hence M is a -set of G− x1 and x2 ∈ M ,
contradicting x2 ∈ DB(G − x1). Thus x2 ∈ DF0(G) and therefore (P20) holds.
Case 2:p=q=0. By Lemma 7(v), x1, x2 ∈ D0(G)∪DF0(G). If x2 ∈ D(G−x1) then by Lemma 7(vii), x1 /∈DF(G).
Hence x1 ∈ D0(G). Now let x2 ∈ DB(G− x1). Assume x1 /∈DF(G). Then there is a -set M of G with x1 /∈M . Hence
M is a dominating set of G − x1 with |M| = (G) = (G − x1) and then M is a -set of G − x1. Thus x1, x2 /∈M
and M is a dominating set of G12 with |M| = (G) = (G12). Hence M is a -set of G12 with x1 /∈M contradicting
x1 ∈ DF0(G12). Thus, if x2 ∈ DB(G−x1) then x1 ∈ DF(G) and since x1 ∈ D0(G)∪DF0(G) it follows x1 ∈ DF0(G).
By symmetry, if x1 ∈ D(G − x2) then x2 ∈ D0(G) and if x1 ∈ DB(G − x2) then x2 ∈ DF0(G). Therefore some of
(P16), (P17) and (P18) is fulﬁlled. 
Proof of Theorem 4. Because of Theorem 4.1, it is sufﬁcient to prove that (P4)–(P22) together are equivalent to
(P0). Clearly each of (P4)–(P22) implies (P0). So, let (P0) hold. Since D−(G12),D0(G12),DB(G12) and DF(G12) −
DF−1(G12) form a partition of V (G12) then for some i, j such that {i, j} = {1, 2} one of the following holds:
(c.2) xi ∈ DB(G12) and xj /∈D−(G12);
(c.3) xi ∈ D0(G12) and xj ∈ D(G12) − D−(G12);
(c.4) xi, xj ∈ DF(G12) − DF−1(G12).
It remains to note that for k = 2, 3, 4, if (c.k) holds then the results follow by Theorem 4.k. 
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3. Corollaries
In this section we characterize when a bridge of a graph is -critical or non--critical. In particular, results for trees
are obtained. We also present a necessary and sufﬁcient condition for a graph G with the property (G+ e)< (G) for
all e ∈ E(G) to have only non--critical edges.
Corollary 8. Let G be a graph, x1, x2 ∈ V (G) and x1x2 ∈ E(G).
(1) (Carrington et al. [3], Samodivkin [12]) If x1 ∈ D−1(G) then N(x1,G) ⊆ (D−1(G) ∪ D0(G)) ∩ DB(G − x1).
(2) (Samodivkin [12]) If x1 ∈ DB(G) then N(x1,G) ⊆ DB(G) ∪ DF(G) ∪ D0(G).
(3) Let x1 ∈ DFq(G − x1x2), q1. Then x1 ∈ DFq(G) ∪ DFq+1(G). If x1 ∈ DFq(G) then (G) = (G − x1x2). If
x1 ∈ DFq+1(G) then (G) = (G − x1x2) − 1.
(4) If x1 /∈DF(G − x1x2) and x1 ∈ DF(G) then (G) = (G − x1x2) − 1.
(5) Let r, s1. Then x1 ∈ DFr (G) and x2 ∈ DFs(G) if and only if x1 ∈ DFr (G − x1x2) and x2 ∈ DFs(G − x1x2).
(6) Let x1 ∈ D0(G − x1x2). Then x1 ∈ D0(G) if and only if (G − x1x2) = (G).
(7) If x1 is −-free then (G − x1x2) = (G).
(8) Let (G − x1x2) = (G). Then x1 is a −-free vertex of G if and only if x1 is a −-critical vertex of G − x1x2.
Proof. (7) In all conditions stated in Theorem 3, neither x1 nor x2 is a −-critical vertex of G.
(1) By (7), (G − x1x2) = (G). Now by Theorem 4.1 (P1)–(P3) we have x2 ∈ D−1(G) ∪ D0(G) and x2 ∈
DB(G − x1) ∪ DB(G). It remains to note that if x2 ∈ DB(G) then by Lemma 6(1), x2 ∈ DB(G − x1).
(2) x2 is not −-critical by (1).
(3) If x1x2 is a -critical edge of G then by Theorem 3(1), x1 ∈ DFq+1(G). If x1x2 is a non--critical edge of G then
one of the following holds: (P7), (P15) and (P19)–(P22). In all of this conditions, x1 belongs to DFq(G).
(4) From among the conditions Theorem 3(1)–(4) and (P1)–(P22) exactly Theorem 3(2) holds.
(5) From among the conditions Theorem 3(1)–(4) and (P1)–(P22) exactly (P22) holds.
(6) Let x1 ∈ D0(G). If x1x2 is a -critical edge then the condition Theorem 3(2) holds and hence x2 ∈ DF1(G).
Now let x1x2 be a non--critical edge. Then, obviously, one of the following holds: (P3), (P6), (P10), (P12)–(P15). In
all of them x1 belongs to D0(G).
(8) If (G− x1)< (G) or (G12 − x1)< (G) then from among (P1) – (P22), one of (P1)–(P3) holds and the result
follows immediately. 
Corollary 9. Let G be a graph and e ∈ E(G). Then (G− e)= (G) if and only if each −-critical vertex of G− e is
a −-critical vertex of G.
Proof. Let e = x1x2.
Sufﬁciency: Let each −-critical vertex of G − e be a −-critical vertex of G. If (G − e)> (G), then by Theorem
3 we have x1, x2 /∈D−1(G) and at least one of x1 and x2 is a −-critical vertex of G − e.
Necessity: Let (G)= (G− e). Clearly DF−1(G)=DF−1(G− e)− {x1, x2} and by Lemma 7(iii), D−1(G− e)−
{x1, x2} ⊆ D−1(G). Now the result follows by Corollary 8(8). 
3.1. 0-ﬁxed vertices
Here we give a few results about the 0-ﬁxed vertices of a graph.
Corollary 10. Let G be a graph, x1 ∈ DF0(G) and x2 ∈ N(x1,G). Then:
(a1) N(x1,G) ⊆ DB(G − x1) ∩ (D0(G) ∪ DF1(G)).
(a2) If x1x2 is a bridge of G and G12 =G− x1x2 then (G)= (G12), x1 ∈ DF0(G12) and x2 ∈ DB(G)∩ DB(G12).
(a3) (G − {x1, x2}) = (G).
(a4) If x2 ∈ DF1(G) then x1 ∈ D−1(G − x2).
(a5) (Samodivkin [12]) There is a cycle through x1.
(a6) (Bauer et al. [1]) If G is a tree then DF0(G) = ∅.
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x4 x3 x2 x1 y1 y3 z1 tn-8
y2 t1
Fig. 1. x1 is a 0-ﬁxed vertex incident with a bridge.
Proof. (a1) From among all conditions stated in Theorems 3 and 4, one of the following holds: Theorem 3(3), (P8),
(P13), (P17), (P18) and (P20). Hence x2 ∈ D0(G) ∪ DF1(G) and x2 ∈ DB(G − x1).
(a2) From among all conditions stated in Corollary 12(1) and (2), exactly (P8) holds.
(a3) By (a1), x2 ∈ DB(G − x1) and then (G) = (G − x1) = (G − {x1, x2}).
(a4) Since (G)= (G− x2)− 1 and by (a3), (G)= (G−{x1, x2}) we have x1 ∈ D−(G− x2). It remains to note
that d(x1,G)> 1 (see the beginning of the proof of Lemma 6) which implies x1 ∈ D−1(G − x2).
(a5) Assume to the contrary that x1 is incident only with bridges. Let G be of smallest order. Now, we obviously
have a contradiction because of (a2).
(a6) It follows from (a5). 
Remark 11. For n9 let Sn be a graph deﬁned as follows: V (Sn) = {x1, x2, x3, x4, y1, y2, y3, z1, t1, . . . , tn−8}
and E(Sn) = {x4x3, x3x2, x2x1, x1y1, x1y2, y1y3, y2y3, y3z1, z1t1, . . . , z1tn−8}. For this graph D(Sn) = {{z1, x1, x3},
{z1, x1, x4}}, (Sn)=3,DB(Sn)={x2, y1, y2, y3, t1, . . . , tn−8},D0(Sn)={x3, x4}, z1 ∈ DFn−8(Sn) and x1 ∈ DF0(Sn).
Observe that x1x2 is a bridge (see Fig. 1). The graphs Sn, n9, are counterexamples to the following, which is claimed
in Bauer et al. [1, Proposition 5] (see also [13, pp. 292, Proposition 10.63, 1]): “If a cut-vertex x of G is in every -set
of G then (G − x)> (G).”
Let G be a connected graph of order n and DF0(G) = ∅. By Corollary 10 we have |E(G)|n. It is easy to verify
that n6. For n6 let Qn = Sn+3 − {x2, x3, x4}. We clearly have DF0(Qn) = {x1} and V (Qn) = E(Qn) = n.
3.2. Bridges and trees
Corollary 12. Let x1x2 be a bridge of a graph G and let G12 = G − x1x2.
(1) (G12) = (G) + 1 if and only if one of the conditions (1), (2) and (4) stated in Theorem 3 holds;
(2) (G12) = (G) if and only if one of the following holds: (P2), (P4), (P6)–(P8), (P12), (P14)–(P16), (P19), (P21),
(P22).
Proof. Obviously, (i) x1 ∈ D(G12) if and only if x1 ∈ D(G−x2), and (ii) x2 ∈ D(G12) if and only if x2 ∈ D(G−x1).
Hence the following conditions fail: Theorem 3(3), (P1), (P3), (P5), (P9)–(P11), (P13), (P17), (P18), (P20). The results
immediately follow by Theorems 3 and 4. 
Corollary 13. Let x1x2 be an edge of a tree G and let G12 = G − x1x2. Then
(1) (G12) = (G) + 1 if and only if one of the conditions (1), (2) and (4) stated in Theorem 3 holds;
(2) (G12) = (G) if and only if one of the following holds: (P2), (P4), (P6), (P7), (P12), (P15), (P22).
Proof. It follows by Corollary 10(a6) that for any tree T, DF0(T ) is empty. Hence the following conditions fail: (P8),
(P14), (P16), (P19), (P21). The results immediately follow by Corollary 12. 
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3.3. Six important classes of graphs
Chapter 5 of [8] surveys the results of studies attempting to characterize the graphs G in the following six classes:
(CVR) (G − v) = (G) for all v ∈ V (G);
(CER) (G − e) = (G) for all e ∈ E(G);
(CEA) (G + e) = (G) for all e ∈ E(G);
(UVR) (G − v) = (G) for all v ∈ V (G);
(UER) (G − e) = (G) for all e ∈ E(G);
(CEA) (G + e) = (G) for all e ∈ E(G).
Additional facts on classes (CEA) and (CVR) can be found in [9, Chapter 16, 15]. Some relationships among these six
classes are established by Haynes [8, pp. 150–153] and Haynes and Henning [10].
Many of the results in the above papers may be obtained using the results proved up to here. For examples: (a) if G
is in (CVR) then by Corollary 8(7), G is in (UER); (b) if G has a bridge then by Corollary 12, G is not in (CVR) and
therefore if G is a tree then G is not in (CVR); (c) if a graph G is without −-critical vertices then for each edge x1x2
of G, (P0) holds. Hence if G is in (UVR) then G is in (UEA), etc.
Here we concentrate on the class (CEA). Let G be in (CEA). Relating edge addition to vertex removal Sumner
and Blitch [16] showed that (G − v)(G) for any vertex v ∈ V (G). Furthermore, (a) Favaron et al. [4] showed
that if D0(G) is nonempty then G[D0(G)] is a complete graph and (b) Haynes and Henning [10] proved that if
G is connected and noncomplete then G is in (UER). Here we present the following strengthening of the above
results.
Corollary 14. Let a graph G be in (CEA). Then V (G) = D−(G) ∪ D0(G).
(1) If D0(G) is not empty, then G[D0(G)] is complete.
(2) If G[D0(G)] is not a component of G then every 0-free vertex of G has a −-free neighbor.
(3) G is in (UER) if and only if G has no components of order two.
Proof. If G is complete then the results are obvious. From now on, assume G is noncomplete. Let x1x2 ∈ E(G). By
Theorem 3 it follows that at least one of x1 and x2 is −-critical and neither x1 nor x2 is -bad. Hence if V (G) = D−(G)
then V (G) − D−(G) induces a complete graph, and by Corollary 8(1), DB(G) is empty.
Assume u ∈ DF(G) − DF−1(G). Then clearly u has a non--ﬁxed neighbor, say v. By Corollary 8(1), v ∈ D0(G)
which implies N [u,G] ⊆ N [v,G]. Since v ∈ D0(G), there is a -set M of G with v /∈M . But now (M − {u})∪ {v} is
a -set of G, contradicting u ∈ DF(G) − DF−1(G). Hence V (G) = D−(G) ∪ D0(G) and (1) holds.
(2) Assume to the contrary, that there is a 0-free vertex v with N [v,G] = D0(G). Clearly, there are at least two
adjacent vertices, say u ∈ D−1(G) and w ∈ D0(G). Since G is in (CEA), by Theorem 3(2) we have v ∈ D(G−u) and
then there is a -set M of G−u with v ∈ M . Now by Lemma 5(1), M ∪ {w} is a -set of G. Since N [v,G]=D0(G) ⊂
N [w,G] and v,w ∈ M it follows that (M − {v}) ∪ {w} is a dominating set of G of cardinality |M|< (G)—a
contradiction.
(3) Necessity: Obvious.
Sufﬁciency: LetGhave no components of order two.Assume to the contrary that (G−x1x2)> (G) for some adjacent
vertices x1 and x2. Then clearly every -set of G contains exactly one of x1 and x2. Since V (G) = D−(G) ∪ D0(G),
by Theorem 3 it follows x1, x2 ∈ D0(G). Hence G[D0(G)] is not a component of G and by (2), there is a −-free
neighbor of x1, say y.
First assume x2y /∈E(G). Since G is in (CEA) it follows by Theorem 3(2) that there is a -set M of G − y with
x2 ∈ M . Then M ∪ {y} is a dominating set of both G and G − x1x2 with |M ∪ {y}| = (G − y) + 1 = (G)—a
contradiction.
Second, let x2y ∈ E(G). By Corollary 8(7), (G − x2y) = (G). Now applying Fact 1 (see the proof of Theorem
4.1) to G and x2y we have x2 ∈ DB(G − y) and by symmetry—x1 ∈ DB(G − y). Let M be a -set of G − y. By
Lemma 5(1), M ∪ {y} is a -set of G. Since x1, x2 ∈ DB(G − y) we have x1, x2 /∈M ∪ {y}—a contradiction. 
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4. Open questions and problems
We close with a list of open problems and questions.
(1) Does there exists a graph G satisfying V (G) = D0(G) ∪ DF0(G) and DF0(G) = ∅?
(2) Does there exists a connected graphG satisfyingV (G)=D0(G)∪DF0(G)∪DF1(G) andDF0(G) = ∅,DF1(G) =
∅?
(3) What is the minimum(maximum) number of edges in a connected graph G of order n for which V (G)=DB(G)∪
DF0(G)?
(4) What is the minimum(maximum) number of edges in a connected graph G of order n for which V (G)=D0(G)∪
DF(G) and DF(G) = ∅?
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