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Abstract. Arterial spin labeling (ASL) magnetic resonance imaging
(MRI) is a powerful imaging technology that can measure cerebral blood
flow (CBF) quantitatively. However, since only a small portion of blood
is labeled compared to the whole tissue volume, conventional ASL suffers
from low signal-to-noise ratio (SNR), poor spatial resolution, and long
acquisition time. In this paper, we proposed a super-resolution method
based on a multi-scale generative adversarial network (GAN) through
unsupervised training. The network only needs the low-resolution (LR)
ASL image itself for training and the T1-weighted image as the anatom-
ical prior. No training pairs or pre-training are needed. A low-pass filter
guided item was added as an additional loss to suppress the noise in-
terference from the LR ASL image. After the network was trained, the
super-resolution (SR) image was generated by supplying the upsampled
LR ASL image and corresponding T1-weighted image to the generator
of the last layer. Performance of the proposed method was evaluated by
comparing the peak signal-to-noise ratio (PSNR) and structural simi-
larity index (SSIM) using normal-resolution (NR) ASL image (5.5 min
acquisition) and high-resolution (HR) ASL image (44 min acquisition)
as the ground truth. Compared to the nearest, linear, and spline interpo-
lation methods, the proposed method recovers more detailed structure
information, reduces the image noise visually, and achieves the highest
PSNR and SSIM when using HR ASL image as the ground-truth.
Keywords: Arterial spin labeling MRI · Super resolution · Unsuper-
vised deep learning · Multi-scale · Generative adversarial network.
? Contributed equally to this work
ar
X
iv
:2
00
9.
06
12
9v
1 
 [e
es
s.I
V]
  1
4 S
ep
 20
20
2 J. Cui et al.
1 Introduction
Arterial spin labeling (ASL) is a non-invasive magnetic resonance imaging (MRI)
technique which uses water as a diffusible tracer to measure cerebral blood flow
(CBF) [28]. Without a gadolinium-containing contrast agent, ASL is repeatable
and can be applied to pediatric patients and patients with impaired renal func-
tion [2, 22]. However, as the lifetime of the tracer is short—approximately the
transport time from labeling position to the tissue—the data acquisition time is
limited in a single-shot [1]. Thus, ASL images usually suffer from low signal-to-
noise ratio (SNR) and limited spatial resolution.
Due to the great potential of ASL in clinical and research applications, de-
veloping advanced acquisition sequence and processing methods to achieve high-
resolution, high-SNR ASL has been a very active research area. Regarding post-
processing methods, non-local mean [7] and temporal filtering [24] has been
developed to improve the SNR of ASL without additional training data. Partial
volume correction methods [5, 20, 21] have also been proposed to improve the
perfusion signal from ASL images with limited spatial resolutions. As for recon-
struction approaches, parallel imaging [4], compressed sensing [15], spatial [23]
or spatio-temporal constraints [11, 26] have been proposed to recover high-SNR
ASL images from noisy or sparsely sampled raw data.
Recently, deep learning has achieved great success in computer vision tasks
when large number of training data exist. It has been applied to ASL image
denoising and showed better results than state-of-the-arts methods [12, 13, 17,
27,29]. Specifically, Zheng et al proposed a two-stage multi-loss super resolution
(SR) network that can both improve spatial resolution and SNR of the ASL
images [19]. These prior arts mostly focused on supervised deep learning where
a large number of high-quality ASL images are required. However, it is not easy
to acquire such kind of training labels in clinical practice, especially for high-
resolution ASL, due to the MR sequence limit and long acquisition time.
Previously, we have proposed an unsupervised deep learning framework for
PET image denoising [8–10]. In this paper, we explored the possibility of using
unsupervised Generative Adversarial Network (GAN) to perform ASL super-
resolution. It does not require high-resolution ASL images as training labels and
no extra training is needed. The main contributions of this work include:
(1) The low-resolution ASL image itself was used as the training label and only
one single ASL volume was needed for GAN training. No training labels nor
large number of datasets is needed. Registered T1-weighted image was fed to
the network as a separate channel to provide anatomical prior information.
(2) Inspired by the pyramid structure of the sinGAN structure [25] which ex-
tracted features from multi-scales, our network consisted of multi-scale feature-
extraction layers. After network training, generator of the last layer con-
taining the finest scale information was used to generate the final super-
resolution ASL image.
(3) Considering the noisy character of the ASL images, a super low-pass filter
loss term was added as an additional loss item to reduce the image noise
and stabilize the network training.
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(4) The voxel size of the generated SR image can be adjusted at will as there is no
requirement of zoom-in ratio and the proposed method is fully unsupervised.
2 Method
Diagram of the whole generative framework is shown in Fig. 1. It can be per-
formed in two steps: multi-scale training and super-resolution generation.
Fig. 1. Diagram of the proposed framework. The network contains multi-scale layers.
Each layer includes a generator and a discriminator.
2.1 Multi-Scale Training Step
A pyramid of generators {G0, ..., GN} was trained against an ASL image pyramid
of x : {x0, ...xN} layer by layer progressively. Meanwhile, a T1-weighted image
pyramid of a : {a0, ..., aN} was inserted to the generators in another channel
to provide anatomical information. The T1 image a was coregistered with the
low resolution (LR) ASL image x. xn and an are downsampled from x and a
by a factor rN−n. At the very beginning, spatial white Gaussian noise z0 was
injected as the initial input of generator G0. Then each generator accepted the
upsampled generative result x˜n−1↑ from the upper layer as the input to generate
4 J. Cui et al.
image x˜n in a higher spatial resolution,
x˜n =
{
G0 (z0, a0) n = 0
Gn (x˜n−1↑, an) 0 < n ≤ N . (1)
For each layer’s training, the generatorGn intended to produce realistic image
like the training label xn to fool the associated discriminator Dn, while the dis-
criminator was trained to distinguish the generated image Gn (x˜n−1↑, an) from
real xn. All the generators and the discriminators share the same architectures
which are a three-layer 3D Unet [6] and Markovian discriminator [16,18], respec-
tively. Each generator used the upper-layer generator’s parameters as the initial
parameters. The network was trained by the Adam optimizer with a learning
rate of 10−3. 2000 epochs were run for each layer.
2.2 Super-Resolution Generation Step
The LR ASL image x was upsampled to x↑ and a↑ is T1-weighted image of the
same size. Both x↑ and a↑ were supplied to the last generator GN and the output
of the generator GN is the final SR ASL image. The multi-scale architecture has
been verified by [25], which can recover structure features from the coarsest
scale to the finest scale. After training, the generator GN learned fine details
and texture information from the last layer. Based on it, we can recover the
missing structure details of the upsampled image x↑.
x˜sup = GN (x↑, a↑) . (2)
2.3 Loss Function
Each GAN in the network was trained with the loss function which is combined
by three part: adversarial loss, mean squared error (MSE) loss and low-pass filter
loss,
min
Gn
max
Dn
Ladv (Gn, Dn) + αLmse (Gn) + βLlp (Gn) , (3)
where α and β are the weighted parameters for MSE loss and Gaussian filter
loss, respectively. The adversarial loss was WGAN-GP loss [14]. The MSE loss
aims to improve Peak SNR (PSNR),
Lmse = ‖Gn (x˜n−1↑, an)− xn‖2. (4)
The low-pass filter loss term calculates the MSE between the generated image
and the real image label after they pass a super low-pass filter F . This term can
reduce the influence of noise and it is formulated as:
Llp = ‖F (Gn (x˜n−1↑, an))− F (xn)‖2. (5)
In this paper, we use Gaussian filter with a sigma of 5.
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3 Experiment
3.1 Overall Design
Two experiments are designed to evaluate the performance of our proposed
method. Firstly, we used low-resolution (LR) ASL image as the training la-
bel and generated normal-resolution (NR) ASL image. As the LR ASL image
was downsampled from NR ASL image, we can calculate peak SNR (PSNR)
and structural similarity index (SSIM) for quantitative analysis. In the second
experiment, we tried to generate SR image which has the same voxel size as
the T1-weighted image by training NR ASL image. The second experiment can
better show the practical usability of the proposed method.
3.2 Data Acquisition and Generation
The ASL MRI image was acquired from a healthy volunteer by a 3T whole-body
scanner (Magnetom Tim Trio, Siemens Healthcare, Erlangen, Germany) using
pseudo-continuous ASL (pCASL) with bSSFP readout (total labeling duration:
1500 ms; post-labeling delay time: 1.2s). The matrix size of the ASL MRI image
is 128 × 96 × 48 with a voxel size of 1.875 × 1.875 × 2.5mm3 and TR/TE =
3.93/1.73ms. There are ASL images of two different spatial resolution considering
different acquisition time: 44 min for high-resolution ASL image and 5.5 min
for normal-resolution ASL image. A three-plane localizer and a T1-weighted
magnetization-prepared rapid gradient echo (MPRAGE) were performed after
the ASL acquisition. The matrix size of the T1-weighted image is 224×176×256
with a voxel size of 0.9766× 0.9766× 1mm3.
In order to verify the performance of the proposed method quantitatively, we
generated the LR ASL image (matrix size: 64× 48× 48; voxel size: 3.75× 3.75×
2.5mm3) by downsampling the NR ASL image (5.5 min acquisition). As the
T1-weighted image was paired with the upsampled ASL image during the train
step and the super-resolution generation step, the T1 image was registered to
different scales of the ASL image by Advanced Normalization Tools (ANTs) [3].
4 Results
In the first experiment, the network was trained using the LR ASL image as
the training label. The super-resolution results were compared with the nearest
interpolation, linear interpolation, and spline interpolation results, as shown in
Fig. 2 (sagital view) and Fig. 3 (transaxial view). It can be seen that images
of the proposed method have a good visual appearance with clear boundaries
and low image noise. The quantitative results of PSNR and SSIM are shown
in Table. 1. One interesting observation is that when using NR ASL image as
the reference image, both linear and spline interpolation have better PSNR and
SSIM than the proposed method. However, the proposed method achieves the
highest PSNR and SSIM when using 44-min HR ASL image as the reference
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image. As the NR ASL image is still noisy and does not have as many details as
the HR ASL image, this conflicting conclusion actually proves that the proposed
method does utilize the structure information from T1-weighted image which
can not be observed from the NR ASL image.
Fig. 2. Visual comparison (sagital view) of different reference images and different
super-resolution method results. The super-resolution was performed on LR ASL image
in the first row.
For the second experiment, we trained the network by using the NR ASL
image as the training label (Fig. 4), and then generated SR ASL image with the
same voxel size (0.9766 × 0.9766 × 1mm3) as the T1-weighted image. Success-
ful super-resolution generation of this experiment can prove that this proposed
framework can be applied to any existing ASL protocols by translating the voxel
size and resolution to that of the T1-weighted image. There is no limit on the
voxel-size ratio between the original ASL and the T1-weighted image, which is
quite flexible. The results in transaxial view and sagital view shown in Fig. 4
demonstrates this point. The linear interpolation result was chosen for compari-
son as it has higher PSNR and SSIM than the nearest and spline interpolation in
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Fig. 3. Visual comparison (transaxial view) of different reference images and different
super-resolution method results. The super-resolution was performed on LR ASL image
in the first row.
Table 1. Quantitative results using NR ASL and HR ASL as reference
groundtruth NR ASL HR ASL
PSNR SSIM PSNR SSIM
Nearest 31.5249 0.7507 30.9289 0.5320
Linear 33.6745 0.8158 32.9041 0.5851
Spline 32.8720 0.7816 32.1518 0.5536
Proposed 32.5795 0.7795 33.3723 0.6488
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the quantification. The structure of the proposed result is sharp and clear while
the linear interpolation result is a little bit blurred.
Fig. 4. Visual comparison of different reference images and different super-resolution
method results. The super-resolution was performed on NR ASL image in the first row.
5 Conclusion
In this paper, we proposed an unsupervised multi-scale GAN framework for
ASL image super-resolution. Corresponding T1-weighted image inserted into
the network works as an anatomical prior to guide the ASL super-resolution
generation process. After being trained layer by layer progressively, the last-layer
generator can capture the finest feature to produce realistic super-resolution
images. In-vivo results show that the proposed framework can simultaneously
improve spatial resolution while also reducing the image noise with the help of
low-pass-filter loss term. Our future work will focus on more quantitative analysis
of the generated CBF map as well as more data evaluations.
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