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for the number of visits to balls
in nonuniformly hyperbolic dynamical systems
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91128 Palaiseau Cedex, France
Abstract
We study the number of visits to ballsBr(x), up to time t/µ(Br(x)),
for a class of non-uniformly hyperbolic dynamical systems, where µ is
the SRB measure. Outside a set of ‘bad’ centers x, we prove that this
number is approximately Poissonnian with a controlled error term. In
particular, when r → 0, we get convergence to the Poisson law for
a set of centers of µ-measure one. Our theorem applies for instance
to the He´non attractor and, more generally, to systems modelled by
a Young tower whose return-time function has a exponential tail and
with one-dimensional unstable manifolds. Along the way, we prove an
abstract Poisson approximation result of independent interest.
Keywords: exponential decay of correlations, Axiom A attractor, dis-
persing billiards, He´non attractor, piecewise hyperbolic maps.
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1 Introduction and main result
Consider a discrete-time, ergodic dynamical system (M,µ, T ) whereM
is a compact space and T :M →M is a map preserving the probability
measure µ. Let U be a subset of M . If µ(U) > 0, ergodicity ensures
that the orbit of µ-almost every x ∈M visits U infinitely many times.
Moreover, once an orbit hits U , the time between two consecutive visits
is of order 1/µ(U) (this is a loose interpretation of Kacˇ lemma).
We are interested in the distribution of the number of times an
orbit visits a set U with positive measure between time 0 and t/µ(U),
that is, the integer-valued random variable
⌊t/µ(U)⌋∑
j=0
1lU ◦ T j
on the probability space (M,µ).
Sets of evident interest are balls Br(x) of center x and radius r
and one expects that, for “small” r, the number of visits up to time
⌊t/µ(Br(x))⌋ be approximately distributed according to a Poisson law,
provided correlations decay fast enough and for “typical” points x.
In the present article, we obtain such a Poisson approximation for
a large class of non-uniformly hyperbolic dynamical systems modelled
by a Young tower whose return-time function has a exponential tail.
Postponing the precise definition of this class to Section 3, let us state
our main theorem. A more precise statement is given in Theorem 3.1.
2
MAIN THEOREM. Let (M,T, µ) be a non-uniformly hyperbolic dy-
namical system modelled by a Young tower whose return-time function
has a exponential tail. Assume that the local unstable manifolds have
dimension one. Denote by µ its SRB measure. Then there exist con-
stants C, a, b > 0 such that for all r ∈ (0, 1):
• There exists a set M̂r such that
µ(M̂r) ≤ Crb ;
• For all x /∈ M̂r one has∣∣∣∣∣∣µ
y ∈M
∣∣∣∣∣
⌊t/µ(Br(x))⌋∑
j=0
1lBr(x)(T
jy) = k
− tkk! e−t
∣∣∣∣∣∣ ≤ C ra,
for every integer k ≥ 0 and for every t > 0.
Let us make some comments on this theorem.
The preceding statement immediately implies that, for µ-a.e. center
x,
µ
y ∈M
∣∣∣∣∣
⌊t/µ(Br(x))⌋∑
j=0
1lBr(x)(T
jy) = k
 r→0−−−→ tkk! e−t . (1)
A crucial ingredient in our proof is an estimate of the measure of
spherical coronas. This estimate relies on several general consequences
of Besicovitch’s covering lemma of independent interest and seem to
be new. This allows us to get explicit estimates on the error term and
on the measure of the set of ‘bad’ centers.
The assumption that unstable manifolds are one-dimensional is likely
to be technical.
What we control is in fact the total variation distance between the
law of
∑⌊t/µ(Br(x))⌋
j=0 1lBr(x) ◦ T j and the Poisson law, see Theorem 3.1
below.
The class of dynamical systems we consider was defined in [20]. It
contains among others Axiom A attractors, the He´non attractor for
“good parameters”, some dispersing billiard maps (e.g., the periodic
Lorentz gas), and piecewise hyperbolic maps of the plane (e.g., Lozi
attractor).
Let us briefly comment on the results which were available so far.
There has been a great deal of work in establishing (1), and quite
often only for k = 0. Most results were obtained for cylinder sets for
some partition, see e.g. [1, 4, 15, 16, 14] and reference therein. The
systems considered are ‘mixing’ processes on finite alphabets, interval
maps, or Axiom A systems.
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There are of course many multidimensional systems for which a
Poisson law is expected. Besides, it is very natural to consider balls
(with respect to the distance on the manifold) instead of cylinders.
Regarding visits to balls for one-dimensional systems (i.e. intervals),
the first result seems to be found in [8] for uniformly expanding maps.
Then several types of non-uniformly expanding maps on the interval
(e.g. parabolic maps, maps with neutral fixed points) were handled in
[3, 4, 6, 7, 12, 17].
In higher dimension, only a few results are available for balls up to date.
Dolgopyat [10] established under adequate assumptions a Poisson law
for a class of uniformly partially hyperbolic systems, including Anosov
diffeomorphisms. Our proof works directly for the case of Axiom A at-
tractors with one-dimensional unstable manifolds. In [9], the Poisson
law is established but only for hyperbolic toral automorphisms which
leave invariant the Haar (Lebesgue) measure. Pe`ne and Saussol [19]
studied return times for the so-called periodic Lorentz gas with ‘finite
horizon’, that is, a planar billiard with periodic configurations of scat-
terers. They obtain a convergence in distribution to the exponential
law for the rescaled return times to balls. Finally, the authors of [13]
prove convergence towards an exponential law for balls in certain two-
dimensional non-uniformly hyperbolic dynamical systems modelled by
a Young tower whose return-time function has a exponential tail. But
their axioms do not allow to capture the He´non attractor.
Content of the article. In Section 2 we establish an abstract Pois-
son approximation bound for sums of {0, 1}-valued dependent random
variables. In Section 3 we describe the class of non-uniformly hyper-
bolic dynamical systems we deal with. Then, in Section 4 we apply our
abstract theorem and control the error-term for that class of systems.
There is an appendix collecting a number of lemmas, some of them
being of general interest.
2 An abstract Poisson approximation re-
sult
In the sequel, we denote by 1lA the indicator function of a set A. We
recall that if Y and Z are random variables taking integer values, their
total variation distance is given by
dTV
(
Y, Z
)
=
1
2
∞∑
k=0
∣∣P(Y = k)− P(Z = k)∣∣.
(Strictly speaking, this is a distance between the laws of Y and Z
and we should write dTV
(
law(Y ), law(Z)
)
.) By Poisson(λ) we denote
4
Poisson random variable with mean λ > 0, namely
P(Poisson(λ) = k) =
λk
k!
e−λ .
THEOREM 2.1. Let (Xn)n∈N be a stationary {0, 1}-valued process
and ε := P(X1 = 1). Then, for all positive integers p,M,N such that
M ≤ N − 1 and 2 ≤ p < N , one has
dTV
(
X1 + · · ·+XN ,Poisson(Nε)
) ≤ R(ε,N, p,M)
with
R(ε,N, p,M) = 2NM
[
R1(ε,N, p) +R2(ε, p)
]
+ R3(ε,N, p,M)
where
R1(ε,N, p) :=
sup0≤j≤N−p,0≤q≤N−j−p
{∣∣∣E(1l{X1=1}1l{SN−jp+1 =q})− εE(1l{SN−jp+1 =q})∣∣∣}
R2(ε, p) :=
∑p−1
ℓ=1 E
(
1l{X1=1}1l{Xℓ+1=1}
)
R3(ε,N, p,M) := 4
(
Mpε(1 +Nε) + (εN)
M
M ! e
−Nε +Nε2
)
.
The error term in the above Poisson approximation looks like the one
obtained by the Chen-Stein method [2], but it involves only future
sigma-algebras. In view of applications to dynamical systems, this is
crucial since correlations (which are related conditional expectations)
are in general controlled only with respect to future sigma-algebras.
Here we use a different method which compares the number of occur-
rences in a finite time interval with the number of occurrences in the
same interval for a Bernoulli process (X˜n) such that P(X˜1 = 1) = ε.
It finally remains to estimate the distance between the number of oc-
currences of this Bernoulli process with a Poisson law, but there exists
a well known sharp estimate [18].
PROOF. Let (X˜n)n∈N be a sequence of independent, identically dis-
tributed random variables taking values in {0, 1}. Let ε = P(X˜1 = 1)
and assume that the X˜n’s are independent of the Xn’s.
We will use the following notations and conventions: Sji := Xi+Xi+1+
· · ·+Xj and S˜ji := X˜i+X˜i+1+ · · ·+X˜j, for 1 ≤ i ≤ j; S˜01 = SNN+1 := 0.
We start by writing a telescoping identity:
P
(
SN1 = k
)− P(S˜N1 = k) = N−1∑
j=0
∆k(j) (2)
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where
∆k(j) := P
(
S˜j1 + S
N
j+1 = k
)− P(S˜j+11 + SNj+2 = k)
=
j∑
ℓ=0
(
j
ℓ
)
εℓ(1 − ε)j−ℓ Φk,j(ℓ),
where in turn we set
Φk,j(ℓ) := P
(
SN−j1 = k − ℓ
)− P(X˜1 + SN−j2 = k − ℓ).
By assumption we have
P
(
X˜1 + S
N−j
2 = k − ℓ
)
=
(1− ε) P(SN−j2 = k − ℓ)+ ε P(SN−j2 = k − ℓ− 1).
Writing
P
(
SN−j1 = k − ℓ
)
= P
(
X1 + S
N−j
2 = k − ℓ
)
= P
(
SN−j2 = k − ℓ−X1
)
= E
[
1l{X1=1}1l{SN−j2 =k−ℓ−1}
]
+ E
[
(1− 1l{X1=1})1l{SN−j2 =k−ℓ}
]
we obtain
Φk,j(ℓ) = E
[
1l{X1=1}1l{SN−j2 =k−ℓ−1}
]− εE[1l{SN−j2 =k−ℓ−1}]
−
(
E
[
1l{X1=1}1l{SN−j2 =k−ℓ}
]− εE[1l{SN−j2 =k−ℓ}]).
We want an estimate for a term of the form
E
[
1l{X1=1}1l{ST2 =t}
]− εE[1l{ST2 =t}], 0 ≤ t ≤ T. (3)
We start by observing that
1l{ST2 =t} = 1l{X2=1}1l{ST2 =t} + 1l{X2=0}1l{ST2 =t}
= 1l{X2=1}1l{ST2 =t} + 1l{X2=0}1l{ST3 =t}
= 1l{X2=1}1l{ST2 =t} +
(
1− 1l{X2=1}
)
1l{ST3 =t},
whence
−1l{X2=1} ≤ 1l{ST2 =t} − 1l{ST3 =t} ≤ 1l{X2=1}.
More generally, we get for every m ≥ 1
−1l{Xm+1=1} ≤ 1l{STm+1=t} − 1l{STm+2=t} ≤ 1l{Xm+1=1}.
Summing these inequalities for m = 1, 2, . . . , p− 1 yields
∣∣1l{ST2 =t} − 1l{STp+1=t}∣∣ ≤ p−1∑
m=1
1l{Xm+1=1}
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for every p ≥ 2. Therefore we have the following bound for (3):∣∣E[1l{X1=1}1l{ST2 =t}]− εE[1l{ST2 =t}]∣∣ ≤∣∣E(1l{X1=1}1l{STp+1=t})−εE(1l{STp+1=t})∣∣+ p−1∑
m=1
E
(
1l{X1=1}1l{Xm+1=1}
)
+pε2.
Collecting all the estimates we get for each k
N−p−1∑
j=0
∣∣∆k(j)∣∣ ≤ 2N[R1(ε,N, p) +R2(ε, p) + 2pε2].
For the last p terms (N − p ≤ j ≤ N − 1) in the sum (2), we cannot
use the above estimate. Instead we directly bound the terms to get
immediately ∣∣Φk,j(ℓ)∣∣ ≤ 4ε
whence
N−1∑
j=N−p
∣∣∆k(j)∣∣ ≤ 4pε .
Therefore we obtain for each k∣∣P(SN1 = k)− P(S˜N1 = k)∣∣ ≤
2N
[
R1(ε,N, p) +R2(ε, p) + 2pε
2
]
+ 4pε. (4)
We now estimate the total variation norm between the law of SN1 and
that of S˜N1 which we write as
N−1∑
k=0
∣∣P(SN1 = k)− P(S˜N1 = k)∣∣ =: I1 + I2 (5)
where
I2 =
N−1∑
k=M
∣∣P(SN1 = k)− P(S˜N1 = k)∣∣.
We have at once
I2 ≤
N−1∑
k=M
P
(
SN1 = k
)
+
N−1∑
k=M
P
(
S˜N1 = k
)
= 2
N−1∑
k=M
P
(
S˜N1 = k
)
+
N−1∑
k=M
[
P
(
SN1 = k
)− P(S˜N1 = k)]
= 2
N−1∑
k=M
P
(
S˜N1 = k
)
+
M−1∑
k=0
[
P
(
S˜N1 = k
)− P(SN1 = k)]
≤ 2
N−1∑
k=M
P
(
S˜N1 = k
)
+ I1.
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We now use the fact [2] that for any λ > 0 and any integer N ≥ 1,
∞∑
k=0
∣∣∣P(S˜N1 = k)− e−λλkk! ∣∣∣ ≤ 2λ2N · (6)
and observe that
N−1∑
k=M
P
(
S˜N1 = k
)
= P
(
S˜N1 ≥M
)
.
Therefore, using (6) with λ = Nε we get
N−1∑
k=M
P
(
S˜N1 = k
) ≤ 2Nε2 + e−Nε (Nε)M
M !
·
Hence
I2 ≤ 4Nε2 + 2e−Nε (Nε)
M
M !
+ I1. (7)
On the other hand, we have from (4) the obvious bound
I1 ≤ 2MN
[
R1(ε,N, p) +R2(ε, p) + 2pε
2
]
+ 4Mpε. (8)
Using the triangle inequality, (5) and (6) with λ = Nε, we obtain
dTV
(
X1 + · · ·+XN ,Poisson(Nε)
)
≤ 1
2
N−1∑
k=0
∣∣P(SN1 = k)− P(S˜N1 = k)∣∣+ 12
∞∑
k=0
∣∣∣P(S˜N1 = k)− e−λλkk! ∣∣∣
≤ 1
2
(
I1 + I2 + 2Nε
2
)
·
Using (7) and (8) we conclude the proof of the theorem.

3 A class of non-uniformly hyperbolic sys-
tems
We work in the setting described in [20, 21] to which we refer for more
details. We first recall (most of) the axioms and then list some of their
consequences we use later on.
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3.1 Axioms
Let T : M 	 be a C2 diffeomorphism of a finite-dimensional Rieman-
nian manifold M .
An embedded disk γ ⊂M is called an unstable disk if for any x, y ∈ γ,
the distance d(T−nx, T−ny) tends to 0 exponentially fast as n → ∞;
it is called a stable disk if for any x, y ∈ γ, the distance d(T nx, T ny)
tends to 0 exponentially fast as n→∞.
We say that a set Λ has a hyperbolic product structure if there exist a
continuous family of unstable disks Γu = {γu} and a continuous family
of stable disks Γs = {γs} such that
1. nu+ns = n where nu = dim(γ
u), ns = dim(γ
s) and n = dim(M);
2. the γu-disks are transversal to the γs-disks with the angles be-
tween them bounded away from zero;
3. each γu-disk meets each γs-disk at exactly one point;
4. Λ = (∪γu) ∩ (∪γs).
A central ingredient is a certain return-time function R : Λ → N. In
the sequel, we denote by Leb the Riemannian measure on M and by
Lebγ the measure on Γ
u induced by the restriction of the Riemannian
structure of M to γ.
(P1) There exists Λ ⊂ M with a hyperbolic product structure and
such that Lebγ(γ ∩ Λ) > 0 for every γ ∈ Γu.
(P2) There are pairwise disjoint sets Λ1,Λ2, . . . ⊂ Λ with the following
properties:
(a) Each Λi has a hyperbolic product structure and its defining
families can be chosen to be Γu and Γsi ⊂ Γs; we call Λi an
s-subset; similarly, one defines u-subsets.
(b) On each γu-disk, Lebγ
(
(Λ\∪i Λi)∩ γ
)
= 0 for every γ ∈ Γu.
(c) There exists Ri ≥ 0 such that TRi(Λi) is a u-subset of
Λ; moreover, for all x ∈ Λi we require that TRi(γs(x)) ⊂
γs(TRix) and TRi(γu(x)) ⊃ γu(TRix).
(d) For each n, there are at most finitely many i’s with Ri = n.
(e) miniRi ≥ R0 for some R0 > 0 depending only on T .
To state the remaining conditions we need to assume that there is a
function s0(x, y) (“separation time” of x and y) which satisfies the
following conditions
1. s0(x, y) ≥ 0 and it depends only on the γs-disks containing the
two points;
2. the maximum number of orbits starting from Λ that are pairwise
separated before time n is finite for each n;
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3. for x, y ∈ Λi, s0(x, y) ≥ Ri + s0
(
TRi(x), TRi(y)
)
; in particular,
s0(x, y) ≥ Ri;
4. for x ∈ Λi, y ∈ Λj, i 6= j, we have s0(x, y) < Ri − 1.
Let T u be the restriction of T to γu. We assume that there exist C > 0
and α < 1 such that for all x, y ∈ Λ, the following conditions hold:
(P3) Contraction along γs-disks: d(T n(x), T n(y)) ≤ Cαn for all n ≥ 0
and y ∈ γs(x).
(P4) Backward contraction and distortion along γu: for y ∈ γu(x) and
0 ≤ k ≤ n < s0(x, y), we have
(a) d(T n(x), T n(y)) ≤ Cαs0(x,y)−n;
(b)
log
n∏
i=k
det DT u(T i(x))
det DT u(T i(y))
≤ Cαs0(x,y)−n.
(P5) Convergence of D(T i
∣∣γu) and absolute continuity of Γs:
(a) for y ∈ γs(x) and n ≥ 0,
log
∞∏
i=n
det DT u(T i(x))
det DT u(T i(y))
≤ Cαn;
(b) for γ, γ′ ∈ Γu, define Θ : γ∩Λ→ γ′∩Λ by Θ(x) = γs(x)∩γ′;
then Θ is absolutely continuous and
d
(
Θ−1∗ Lebγ′
)
dLebγ
(x) =
∞∏
i=0
det DT u(T i(x))
det DT u(T i(Θ(x)))
·
3.2 Some properties
As proved in [20], if for some unstable manifold γ ∈ Γu, one has
∞∑
p=1
Lebγ
{
x ∈ γ ∩ Λ : R(x) > p} <∞, (9)
then (M,T ) admits an SRB measure which we denote by µ.
Define the set
A :=
∞⋃
i=1
Ri−1⋃
j=0
T j(Λi).
This is the attractor of the system and its supports the SRB measure
µ.
We recall that for any measurable set S we have the formula
µ(S) =
∞∑
i=1
Ri−1∑
j=0
m
(
T−j
(
S
) ∩ Λi) (10)
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where m is the SRB measure for (Λ, TR). We refer to [20] for de-
tails. The measure m can be disintegrated using the foliation in local
unstable manifolds. For any integrable function g we have∫
Λ
g dm =
∫
Γu
dν(γ)
∫
γ
g dmγ , (11)
where ν is the so-called transverse measure. Each measure mγ has a
density with respect to Lebγ :
dmγ = ργ dLebγ , (12)
where
B−1 ≤ ργ(x) ≤ B (13)
for some positive constant B > 1 independent of γ ∈ Γu.
Note that the measure Lebγ is not normalised. However, since m is a
probability measure, we have∫
Γu
dν(γ)
∫
γ
ργ dLebγ(γ) = 1 . (14)
Given β ∈ ]0, 1], let Hβ(M) be the Banach space of real-valued Ho¨lder
continuous functions on M (β = 1 gives the Lipschitz functions). We
denote by ‖ · ‖β the Ho¨lder norm. Using [20, 21] and Theorem B.1
in [5], we have the following decay of correlations for Ho¨lder functions
with respect to the SRB measure µ: there is a sequence C(p) = C(p, β)
of positive real numbers tending to zero as p → ∞, such that for any
functions ψ1, ψ2 ∈ Hβ(M), we have∣∣∣∣∫ ψ1 · ψ2 ◦ T p dµ− ∫ ψ1 dµ ∫ ψ2 dµ ∣∣∣∣ ≤ C(p) ‖ψ1‖β ‖ψ2‖β . (15)
It was proved in [21] that
C(p) = O(1)
∑
k>p
m{R > k}.
Notice that (9) implies that
∞∑
p=0
m{R > p} <∞.
The following positive function of s ∈ R will appear repeatedly:
Ω(s) :=
√ ∑
i:Ri≥s
Ri m(Λi).
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Notice that Ω(s)→ 0 as s→ +∞ and that
C(p) = O(1) Ω(p)2.
We will also use repeatedly the positive number
A = ‖DT ‖L∞ + ‖DT−1‖L∞ + ‖D2T ‖L∞ . (16)
Note that A ≥ 2.
3.3 Poisson approximation
We can now formulate precisely our main theorem which is loosely
stated in the introductory section:
THEOREM 3.1. Let (M,T, µ) be a dynamical system obeying the ax-
ioms of Subsection 3.1 where µ is the SRB measure. Moreover assume
that the return-time function R has a exponential tail (with respect to
the measure m) and that the local unstable manifolds are of dimension
one.
There exist positive constants C, a, b such for any r ∈ (0, 1):
• There exists a set M̂r such that
µ(M̂r) ≤ Crb ;
• For all x /∈ M̂r and all t > 0 one has
dTV
(
Zr,x(t),Poisson(t)
) ≤ C ra
where
Zr,x(t) =
⌊t/µ(Br(x))⌋∑
j=0
1lBr(x) ◦ T j
and Poisson(t) is a Poisson random variable of mean t.
4 Proof of Theorem 3.1
We will apply Theorem 2.1 to the class of non-uniformly hyperbolic
dynamical systems described in Section 3. We will take Xn = 1lBr(x) ◦
T n−1, n ≥ 1, where Br(x) denotes the ball of center x and radius r,
whence ε = µ(Br(x)). We will control the error terms R1(ε,N, p) and
R2(ε, p) in Theorem 2.1. From now on, we work under the assumptions
of Theorem 3.1.
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4.1 Estimation of R2(ε, p)
We first estimate the measure of certain points x coming back “too
quickly” into the ball Br(x).
LEMMA 4.1. Let
Mr =
{
x ∈ A ∣∣∃ 1 ≤ k ≤ ⌊c log(r−1)⌋, Br(x) ∩ T k(Br(x)) 6= ∅},
where c := 1/(6 logA). Then there exists a constant D > 0 and, for
any a ∈ (0, 23 logA), there exists b = b(a) > 0 such for any r ∈ (0, 1)
µ
(Mr) ≤ D log(r−1) [r nub2 + Ω2(a log(r− 12 ))] .
Notice that this lemma holds for any nu ≥ 1.
PROOF. Let a0 > 0 such that a0 < c to be chosen later on. We define
the following sets:
M(1)r :=
⌊c log(r−1)⌋⋃
k=⌈a0 log(r−1)⌉
Nr(k),
M(2)r :=
⌊a0 log(r
−1)⌋⋃
k=1
Nr(k),
where
Nr(k) :=
{
x ∈ A ∣∣Br(x) ∩ T k(Br(x)) 6= ∅}.
By definition we have
Mr =M(1)r ∪M(2)r .
We now derive a uniform estimate of µ
(Nr(k)) for k ≥ ⌊a0 log(r−1)⌋.
Assume there exist γ ∈ Γu and integers i, j such that T k−j(x) ∈ γ∩Λi.
Let z ∈ Nr(k) be such that T k−j(z) ∈ γ∩Λi. Note that by the Markov
property, T k+Ri−j(z) ∈ γ(T k+Ri−j(x)). We will use the notations
xˆ = TRi−j(x), and zˆ = TRi−j(z).
We distinguish two cases. Assume first
d
(
T k(xˆ), T k(zˆ)
) ≤ 2d(xˆ, zˆ) .
From (P4)(a) in Section 3 and since k ≥ ⌊a0 log r−1⌋, we have (since
T k(zˆ) ∈ γu(T k(xˆ))
d(xˆ, zˆ) ≤ Cαk ≤ Cαa0 log(r−1).
Hence
d
(
T k(xˆ), T k(zˆ)
) ≤ 2d(xˆ, zˆ) ≤ 2Cαa0 log(r−1) .
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We now consider the case
d
(
T k(xˆ), T k(zˆ)
) ≥ 2d(xˆ, zˆ) .
We observe that Br(x) ∩ T k
(
Br(x)
) 6= ∅ implies that there exists y ∈
Br(x) such that T
k(y) ∈ Br(x). Therefore
d
(
x, T k(x)
) ≤ d(x, T k(y))+d(T k(x), T k(y)) ≤ r+Akd(x, y) ≤ (Ak+1)r .
Let a ∈ (0, 23 logA) and assume that Ri ≤ a log(r−1). Then
2d(xˆ, zˆ) ≤ d(T k(xˆ), T k(zˆ)) ≤ d(T k(xˆ), xˆ) + d(xˆ, zˆ) + d(zˆ, T k(zˆ))
≤ d(xˆ, zˆ) + 2ARi−j(Ak + 1) r
≤ d(xˆ, zˆ) + 4A(c+a) log(r−1)r .
It follows that
d(xˆ, zˆ) ≤ 4A(c+a) log(r−1)r .
This implies
d
(
T k(xˆ), T k(zˆ)
) ≤ Ak d(xˆ, zˆ) ≤ 4 A(2c+a) log(r−1)r = 4 r1−(2c+a) logA .
Since c = 1/(6 logA) and a ∈ (0, 23 logA ), we have 1−(2c+a) logA > 0.
Combining both cases, we obtain
d
(
T k(xˆ), T k(zˆ)
) ≤ C′rb
where C′ is a positive constant (independent of x, z and r) and
b = min
{− a0 logα , 2
3
− a logA} .
Letting γ′ = TRi
(
Λi ∩ γ
) ∈ Γu, it follows immediately that for any i
we have
Lebγ′
{
TRi
(
Λi ∩ γ ∩ T k−j
(Nr(k)))} ≤ C′′rnu b ,
for a positive constant C′′ independent of γ, i, k. Using (P4)(b) and
(P5)(b) we get
Lebγ
{
Λi ∩ T k−j
(Nr(k))}
Lebγ
(
Λi)
≤ C′′′rnu b . (17)
From (10) and the invariance of the measure, we have
µ
(Nr(k)) = µ(T k(Nr(k)))
14
≤
∑
i, Ri≤a log(r−1)
Ri−1∑
j=0
m
{
T−j
(
T k
(Nr(k))) ∩ Λi}+Ω2(a log(r−1)) .
For fixed k, i and j we can use the expression (11) to obtain
m
{
T k−j
(Nr(k)) ∩ Λi} = ∫
Γu
dν(γ)
∫
γ∩Λi∩Tk−j
(
Nr(k)
) ργ dLebγ .
Using the estimate (17) we get
m
{
T k−j
(Nr(k)) ∩ Λi} ≤ C′′′rnub ∫
Γu
dν(γ)
∫
γ∩Λi
ργ dLebγ
= C′′′rnub m
(
Λi
)
.
This implies
µ
(Nr(k)) ≤ C′′′rnub ∑
i, Ri≤a log(r−1)
Ri−1∑
j=0
m
(
Λi
)
+Ω2
(
a log(r−1)
)
≤ C′′′rnu b +Ω2(a log(r−1)) . (18)
This yields
µ
(M(1)r ) ≤ c log(r−1)[C′′′rnu b +Ω2(a log(r−1))] .
We now consider the case 1 ≤ k < ⌊a0 log(r−1)⌋ to estimate µ
(M(2)r ).
For a such a k, we define an integer p(k) by
p(k) =
⌊
log2(a0 log(r
−1))− log2(k)
⌋
+ 1 .
and a radius
r′(k) = 2p(k)
Ak2
p(k) − 1
Ak − 1 r .
Observe that
a0 log r
′(k)
−1 ≤ a0 log r−1 ≤ k′ := k2p(k) ≤ 4a0 log r−1
and since A ≥ 2
r′(k) ≤ A2k2p(k)r ≤ A8a0 log r−1r .
Applying Lemma B.3 we get
Nr(k) ⊂ Nr′(k)(k′) ⊂ NA8a0 log r−1r(k′) .
Using the estimate (18) and choosing
a0 =
1
16 log(A)
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we obtain
µ
(M(2)r ) = µ
⌊a0 log(r−1)⌋⋃
k=1
Nr(k)
 ≤ µ
 2⌊a0 log(r−1)⌋⋃
ℓ=⌊a0 log(r−1)⌋
N
A8a0 log r
−1
r
(ℓ)
 ≤
⌊a0 log(r−1)⌋
(
C′′′ r
nu b
2 +Ω2
(
a log r−
1
2
))
.
The result follows by putting together all the estimates. 
In the next proposition, we provide an estimate for the error term
R2(µ(Br(x)), p).
PROPOSITION 4.1. There exist constants C > 0 and s > 0 such that
for any r ∈ (0, 1), for any a ∈ (0, 23 logA ), for b = b(a) as in Lemma
4.1, and there exists a measurable set Ur satisfying
µ(Ur) ≤
C
[
Ω(s log(r−1)/3) + rs + log(r−1) r
nub
2 + log(r−1) Ω2
(
a log(r−1/2)
)]
.
such that for any x ∈ A \Ur and for all p ≥ 2,
R2
(
µ
(
Br(x)
)
, p
)
≤ Cµ(Br(x))[(log(r−1))3 Ω(1
3
min
{
1
4
,
−c logα
4
}
log(r−1)
)
+max
{
r
1
2 , α
c
2 log(r
−1)
}
+ p
(
r
r
2 + r−3−n Ω2
(
(log(r−1))2
))]
.
The constants r and c are those appearing in Lemma B.2 and Lemma
4.1, respectively.
PROOF. We have
R2
(
µ(Br(x)), p
)
=⌊c log(r−1)⌋−1∑
ℓ=1
+
p−1∑
ℓ=⌊c log(r−1)⌋
E(1lBr(x)1lBr(x) ◦ T ℓ).
The first sum is controlled using Lemma 4.1: it is empty if x ∈ A \Mr.
Thus, from now on, we assume that ℓ ≥ ⌊c log(r−1)⌋.
Let
s :=
1
3
min
{
1
4
,
−c logα
4
}
log(r−1)
and
ℓ0 := (log(r
−1))2.
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We use Corollary A.1 with q = s and ω = ω1 where
ω1 =
√√√√ ∑
i,Ri>s
Ri−1∑
j=0
m
(
Λi
)
and formula (10) to get
E
(
1lBr(x) 1lBr(x) ◦ T ℓ
)
≤
∑
i,Ri≤s
Ri−1∑
j=0
m
{
Λi ∩ T−jBr(x) ∩ T−j−ℓBr(x)
}
+ ω1 µ(Br(x)),
for any x ∈ A outside of the set Cω1 such that
µ(Cω1) ≤ p(n) ω1. (19)
For each i such that Ri ≤ s, we define the set
Λ˜i =
{
x ∈ Λi : ∀j ≤ ℓ0, R((TR)j(x)) ≤ s
}
.
Let λ0, λ1 be the finite positive measures defined by
λ0(S) =
∑
i,Ri≤s
Ri−1∑
j=0
m(Λi ∩ T−jS)
λ1(S) =
∑
i,Ri≤s
Ri−1∑
j=0
m(Λi\Λ˜i ∩ T−jS).
We have
λ1(M) =
∑
i,Ri≤s
Ri−1∑
j=0
m(Λi\Λ˜i) ≤ (s+ 1)
∑
i,Ri≤s
m(Λi\Λ˜i)
≤ (s+ 1) m
 ℓ0⋃
j=0
(
TR
)−j{R ≥ s}

≤ (s+ 1) ℓ0 m{R ≥ s} ,
where the last inequality follows from the TR-invariance of m. We
now apply Lemma A.3 to the measures λ0 and λ1 defined above, and
ω = ω2 defined as
ω2 =
√
(s+ 1) ℓ0 m{R ≥ s}.
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We have
∑
i,Ri≤s
Ri−1∑
j=0
m
(
Λi ∩ T−jBr(x) ∩ T−j−ℓBr(x)
)
≤
∑
i,Ri≤s
Ri−1∑
j=0
m
(
Λ˜i ∩ T−jBr(x) ∩ T−j−ℓBr(x)
)
+ ω2 µ0(Br(x))
≤
∑
i,Ri≤s
Ri−1∑
j=0
m
(
Λ˜i ∩ T−jBr(x) ∩ T−j−ℓBr(x)
)
+ ω2 µ(Br(x)) (20)
for any x ∈ A outside of the set Cω2(λ0, λ1, r) such that
λ0(Cω2(λ0, λ1, r)) ≤ p(n) ω2
which implies
µ(Cω2(λ0, λ1, r)) ≤ p(n) ω2 + ω21. (21)
For any γ ∈ Γu and any finite sequence of integers i0, . . . , im (m ≥ 1),
we define the following (non-empty) subset of γ:
ζi0,...,im(γ) = {x ∈ γ ∩ Λ˜i0 : (TR)p(x) ∈ Λip ∀1 ≤ p ≤ m}.
For any integers i0, j < Ri0 , ℓ and γ ∈ Γu, for any r > 0, we define
Iγ,i0,j,ℓ,r =
{
(i0, . . . , im) minimal such that |T jζi0,...,im(γ)| ≤ r and
m∑
k=0
Rik(x) ≥ j + ℓ for x ∈ ζi0,...,im(γ)
}
,
where | · | denotes the diameter of ζi0,...,im(γ).
By ‘(i0, . . . , im) minimal’ we mean that for the sequence (i0, . . . , im−1)
one of the two conditions is violated. Observe that from minimality
we have either
m−1∑
k=0
Rik(x) < j + ℓ
or
m−1∑
k=0
Rik(x) ≥ j + ℓ and |T jζi0,...,im−1(γ)| > r.
It is easy to verify that for any γ, i0, j < Ri0 , ℓ, r, Iγ,i0,j,ℓ,r is a (finite)
partition of γ ∩ Λ˜i0 up to a set of Lebesgue measure zero.
• If ∑m−1k=0 Rik(x) < j + ℓ, (TR)mζi0,...,im(γ) = Λ ∩ γ1 for some
γ1 ∈ Γu. Since ℓ < Rim ≤ s, we have for some constant c > 0
|T j+ℓζi0,...,im(γ)| ≥ c A−s. (22)
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• If ∑m−1k=0 Rik(x) ≥ j + ℓ and |T jζi0,...,im−1(γ)| > r, then we have
for some γ2 ∈ Γu
(TR)m−1ζi0,...,im−1(γ) = Λ ∩ γ2
and
(TR)m−1ζi0,...,im(γ) = Λim ∩ γ2.
Since the maximal expansion factor is A and Rim ≤ s, we have
|Λim ∩ γ2| ≥ A−s.
Hence
|(TR)m−1ζi0,...,im(γ)|
|(TR)m−1ζi0,...,im−1(γ)|
≥ A−s.
If nu = 1, the distortion of the differential along a backward orbit
of a local unstable manifold is uniformly bounded. Therefore,
since j ≤∑m−1k=0 Rik(x), we get
|T jζi0,...,im(γ)|
|T jζi0,...,im−1(γ)|
≥ C A−s
which implies
|T jζi0,...,im(γ)| ≥ C r A−s.
By the uniform backward contraction along unstable manifolds
(cf. (P4)(a) in Section 3), and since ℓ ≥ ⌊c log(r−1)⌋, we get
|T j+ℓζi0,...,im(γ)| ≥ C α−ℓ r A−s ≥ C α−c log(r
−1) r A−s. (23)
We now estimate the first term in (20). We will use the fact that, if
τ ∈ Iγ,i,j,ℓ,r, T jζτ (γ) ∩ Br(x) 6= ∅ and |T jζτ (γ)| ≤ r, then we have
19
T jζτ (γ) ⊂ B2r(x). We have
∑
i,Ri≤s
Ri−1∑
j=0
m
(
Λ˜i ∩ T−jBr(x) ∩ T−j−ℓBr(x)
)
(24)
=
s−1∑
j=0
m
 ⋃
i:j+1≤Ri≤s
Λ˜i ∩ T−jBr(x) ∩ T−j−ℓBr(x)

=
s−1∑
j=0
∫
Γu
dν(γ)
∫
γ∩
⋃
i:j+1≤Ri≤s
Λ˜i
1l{T−jBr(x)} 1l{T−j−ℓBr(x)}ργdLebγ
=
s−1∑
j=0
∫
Γu
dν(γ)
∑
i:j+1≤Ri≤s
∑
τ∈Iγ,i,j,ℓ,r∫
ζτ (γ)
1l{T−jBr(x)} 1l{T−j−ℓBr(x)}ργdLebγ
≤
s−1∑
j=0
∫
Γu
dν(γ)
∑
i:j+1≤Ri≤s
∑
τ∈Iγ,i,j,ℓ,r
ζτ (γ)∩T−jBr(x) 6=∅∫
ζτ (γ)
1l{T−jB2r(x)} 1l{T−j−ℓBr(x)}ργdLebγ
=
s−1∑
j=0
∫
Γu
dν(γ)
∑
i:j+1≤Ri≤s
∑
τ∈Iγ,i,j,ℓ,r
ζτ (γ)∩T−jBr(x) 6=∅∫
ζτ (γ)
1l{T−jB2r(x)} 1l{T−j−ℓBr(x)}ργdLebγ∫
ζτ (γ)
1l{T−jB2r(x)}ργdLebγ
∫
ζτ (γ)
1l{T−jB2r(x)}ργdLebγ .
We bound the prefactor of the previous integral as follows:∫
ζτ (γ)
1l{T−jB2r(x)} 1l{T−j−ℓBr(x)}ργdLebγ∫
ζτ (γ)
1l{T−jB2r(x)}ργdLebγ
=
∫
ζτ (γ)
1l{T−j−ℓBr(x)}ργdLebγ∫
ζτ (γ)
ργdLebγ
≤ C
∫
ζτ (γ)
1l{T−j−ℓBr(x)}dLebγ∫
ζτ (γ)
dLebγ
·
Let m′ ≤ m be the smallest integer such that
m′∑
k=0
Rik(x) ≥ j + ℓ .
Let
t :=
m′∑
k=0
Rik(x) − j − ℓ .
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We have for τ ∈ Iγ,i,j,ℓ,r
T j+ℓ+t(ζτ (γ)) ⊂ Λ ∩ γ˜, for some γ˜ ∈ Γu.
From (P4)(b) (Section 3) we obtain since 0 ≤ t ≤ s∫
ζτ (γ)
1l{T−j−ℓBr(x)}dLebγ∫
ζτ (γ)
dLebγ
≤ C Lebγ˜
(
T t(Br(x)) ∩ γ˜
)
Lebγ˜
(
T j+ℓ+t(ζτ (γ)) ∩ γ˜
)
≤ CA2sr 1∣∣T j+ℓ(ζτ (γ))∣∣
≤ CA3smax
{
r, αc log(r
−1)
}
,
where the last inequality follows from (22) and (23). Therefore we have
using (24) and the above estimates
∑
i,Ri≤s
Ri−1∑
j=0
m
(
Λ˜i ∩ T−jBr(x) ∩ T−j−ℓBr(x)
)
≤ CA3smax
{
r, αc log(r
−1)
}
×
s−1∑
j=0
∫
Γu
dν(γ)
∑
i:j+1≤Ri≤s
∑
τ∈Iγ,i,j,ℓ,r
ζτ (γ)∩T−jBr(x) 6=∅
∫
ζτ (γ)
1l{T−jB2r(x)}ργdLebγ
≤ CA3smax
{
r, αc log(r
−1)
} s−1∑
j=0
∑
i:j+1≤Ri≤s
∫
Γu
dν˜(γ)
∫
γ
1l{T−jB2r(x)}ργdLebγ
≤ CA3smax
{
r, αc log(r
−1)
}
µ(B2r(x)),
where the last inequality follows from (10). Using Lemma A.2 we get
for x /∈ Er,s that (24) is bounded from above by
C A3s r−s max
{
r, αc log(r
−1)
}
µ(Br(x)).
Collecting the above estimates, we obtain for any ℓ ≤ ℓ0 that
E
[
1lBr(x) 1lBr(x) ◦ T ℓ
]
≤(
ω1 + ω2 + C A
3s r−s max
{
r, αc log(r
−1)
})
µ(Br(x))
for any x outside the set
Tr := Cω1 ∪ Cω2 ∪ Er,s. (25)
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We now consider the case ℓ > ℓ0. We define the following Lipschitz
function:
ψx,r(y) =

1 if d(x, y) ≤ r
2− d(x,y)r if r ≤ d(x, y) ≤ 2r
0 if 2r ≤ d(x, y) .
The Lipschitz constant of ψx,r is 1/r. We have
E
(
1lBr(x) 1lBr(x) ◦ T ℓ
)
≤
∫
ψx,r(y) ψx,r(T
ℓ(y)) dµ(y).
Using the decay of correlations (15), we obtain for any x, for any
r ∈ (0, 1) and for any integer ℓ∫
ψx,r(y) ψx,r(T
ℓ(y)) dµ(y) ≤
(∫
ψx,r(y) dµ(y)
)2
+ r−2 C(ℓ).
Since ψx,r ≤ 1lB2r(x), using Lemma A.2 and Lemma B.2, we get for
x /∈ Er,s ∪ Jr we get
E
(
1lBr(x) 1lBr(x) ◦ T ℓ
)
≤ µ(B2r(x))2 + r−2 C(ℓ)
≤ r−2sµ(Br(x))2 + r−2 C(ℓ)
≤ C rr/2µ(Br(x)) + r−2 C(ℓ) ,
where in the last inequality we chose s ≤ r/4. Using Lemma A.1 for
g = 1, we can write for x /∈ Ar ∪ Jr
E
[
1lBr(x) 1lBr(x) ◦ T ℓ
]
≤ C˜[rr/2 + r−3−n C(ℓ)]µ(Br(x))
for a constant C˜ > 0.
We now fix
s = min
{
1
4
,
1
4 logA
,
−c logα
4
,
r
4
}
and define the set
Ur := Tr ∪ Ar ∪ Jr ∪Mr.
Using (19), (21), (25), Lemma A.2, Lemma B.2, Lemma A.1 and
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Lemma 4.1 we obtain
µ(Ur) ≤ µ(Cω1) + µ(Cω2) + µ(Er,s) + µ
(Jr)+ µ(Ar) + µ(Mr)
≤ C [ω1 + ω21 + ω2 + rs + r + Ω(s log(r−1))
+ log(r−1)
(
r
nu b
2 +Ω2
(
a log(r−
1
2 )
))]
≤ C [Ω(s) + rs +Ω(s log(r−1))
+ log(r−1) r
nu b
2 + (log(r−1))Ω2
(
a log(r−1/2)
)]
≤ C [Ω(s log(r−1)/3)+ rs
+ log(r−1) r
nu b
2 + log(r−1)Ω2
(
a log(r−1/2)
)]
,
since Ω is a decreasing function. We obtain
p−1∑
ℓ=⌊c log(r−1)⌋
E
(
1lBr(x) 1lBr(x) ◦ T ℓ
)
≤

ℓ0
(√
ℓ0Ω(s) + CA
3smax
{
r3/4, α3(c log(r
−1))/4
})
µ
(
Br(x)
)
if p ≤ ℓ0
ℓ0
[√
ℓ0Ω(s) + CA
3smax
{
r3/4, α3(c log(r
−1))/4
}]
µ
(
Br(x)
)
+p
[
rr/2 + r−3−n Ω2(ℓ0)
]
µ
(
Br(x)
)
if p > ℓ0
for any x /∈ Ur. Recall that
s =
1
3
min
{
1
4
,
−c logα
4
}
× log(r−1)
and
ℓ0 = (log(r
−1))2.
We get
p−1∑
ℓ=⌊c log(r−1)⌋
E
(
1lBr(x) 1lBr(x) ◦ T ℓ
)
≤
Cµ
(
Br(x)
)[
(log(r−1))3 Ω
(
1
3
min
{
1
4
,
−c logα
4
}
log(r−1)
)
+
max
{
r1/2, αc log(r
−1)/2
}
+ p
(
rr/2 + r−3−n Ω2
(
(log(r−1))2
)]
.
This ends the proof. 
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4.2 Estimation of R1(ε,N, p)
We shall have to deal with the measure of certain coronas: For any
r ∈ (0, 1], x ∈ A and any δ > 1 we define the corona Cr,δ(x) by
Cr,δ(x) = Br(x)\Br−rδ(x).
Let
v := 1 +
⌈
− logA
logα
⌉
· (26)
Define the set Λˆq,r as the set of points x ∈ Λ such that:
R
(
(TR)ℓ(x)
) ≤ q log(r−1)
whenever ℓ is such that:
ℓ−1∑
q=0
R
(
(TR)q(x)
)
< (v + 1)q log(r−1).
For x ∈ Λˆq,r, define
Lq,r(x) = min
{
ℓ
∣∣∣ ℓ∑
q=0
R
(
(TR)q(x)
) ≥ (v + 1)q log(r−1)}.
Observe that
(v + 1)q log(r−1) ≤
Lq,r(x)∑
q=0
R
(
(TR)q(x)
) ≤ (v + 2)q log(r−1).
Define the following set of pieces of unstable disks
Gq,r =
{(
TR
)−Lq,r(x)(
γu
((
TR
)Lq,r(x)
(x)
))
∩ Λ, ∀x ∈ Λˆq,r
}
.
Observe that Gq,r is a partition of Λˆq,r and that the function x 7→
Lq,r(x) is constant on the elements of Gq,r.
LEMMA 4.2. There exists a constant C > 0 such that for any q > 0,
for any r ∈ (0, 1) and for any η ∈ Gq,r and for any j ≤ q log(r−1), we
have, for all δ > 1,
mγ
{
T−j
(
Cr,δ(x)
) ∩ η} ≤ C rδ/2 Aq log(r−1)
where γ is the element of Γu containing η.
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PROOF. Since T is a diffeomorphism we have
mγ
{
T−j
(
Cr,δ(x)
) ∩ η} = mγ{T−j(Cr,δ(x) ∩ T j(η))}.
We can write for any y ∈ η
T j(η) = T j−R(y)
(
TR(y)(η)
)
.
Observe that from the definition of Lq,r(y) above that for all y ∈ η
TLq,r(y)(η) = γ′ ∩ Λ
for some γ′ ∈ Γu. Therefore, from (P4)(a) and the definition of v in
(26), for all y ∈ η, we have∣∣TR(y)(η)∣∣ ≤ αLq,r(y)−R(y) ≤ αvq log(r−1) ≤ A−q log(r−1) r−q logα.
It follows that TR(y)(η) ⊂ γ” ∈ Γu. Hence TR(y)(η) is a small embed-
ded disk. From the above estimate on
∣∣TR(y)(η)∣∣ we deduce that, for
any 0 ≤ j ≤ R(y), T j(η) is an embedded disk and there is a control on
the size and on the embedding which is uniform in r. Namely, Since
T j(η) is almost flat, there is a uniform constant C > 0 such that∣∣Cr,δ(x) ∩ T j(η)∣∣ ≤ C rδ/2.
The lemma follows from (16) and the fact that 0 ≤ j ≤ q log(r−1). 
PROPOSITION 4.2. There exist constants C > 0, r0 ∈ (0, 1), such
that for any r ∈ (0, r0) and any q > 0, there exists a measurable set
M˜r satisfying
µ
(M˜r) ≤ Cr
and such that for any x ∈ A \M˜r we have for all δ > 1
µ
(
Cr,δ(x)
) ≤ C µ(Br(x))×[
r
δ
2−n−1 A(v+3)q log(r
−1) + r−n−1(1 + vq log(r−1))2 Ω2
(
q log(r−1)
)]
,
where v is defined in (26).
PROOF. We define
M˜r =
{
x
∣∣µ(Br(x)) ≤ rn+1} .
It follows from Lemma A.1 that
µ
(M˜r) ≤ C r .
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We have
µ
(
Cr,δ(x)
) ≤ ∞∑
i,Ri<⌊q log(r−1)⌋
Ri−1∑
j=0
m
{
T−j
(
Cr,δ(x)
)∩Λi}+Ω2(q log(r−1)).
Define the sets Λˆi = Λ ∩ Λˆq,r, where Λˆq,r is defined above.
Now observe that from the definition of Λˆq,r we have
∞∑
i,Ri<⌊q log(r−1)⌋
Ri−1∑
j=0
m
(
Λi\Λˆi
)
≤ q log(r−1)
∞∑
i,Ri<⌊q log(r−1)⌋
m
(
Λi\Λˆi
)
≤ q log(r−1) m
⌊(v+2)q log(r−1)⌋⋃
q=0
(
TR
)−q{R > q log(r−1)}
 .
Using the TR-invariance of m we get
µ
(
Cr,δ(x)
) ≤ (27)
∞∑
i,Ri<⌊q log(r−1)⌋
Ri−1∑
j=0
m
{
T−j
(
Cr,δ(x)
)∩Λˆi}+(1+vq log(r−1))2 Ω2(q log(r−1)).
For any j < Ri < q log(r
−1), and γ ∈ Γu, we have
mγ
{
T−j
(
Cr,δ(x)
) ∩ Λˆi}
mγ
(
Λˆi
)
=
∑
η∈Gq,r
mγ
{
T−j
(
Cr,δ(x)
) ∩ Λˆi ∩ η}∑
η∈Gq,r
mγ
(
Λˆi ∩ η
)
≤ sup
η∈Gq,r ,η⊂γ∩Λˆi
mγ
{
T−j
(
Cr,δ(x)
) ∩ Λˆi ∩ η}
mγ
(
Λˆi ∩ η
) ·
Observe that from the definition of Lq,r(x) above that for all x ∈ η
TLq,r(x)(η) = γ′ ∩ Λ
for some γ′ ∈ Γu. If nu = 1 then
|η| ≥ A−(v+2)q log(r−1)
by (P4)(b) and (16). Therefore by using Lemma 4.2 we obtain
mγ
{
T−j
(
Cr,δ(x)
) ∩ Λˆi}
mγ
(
Λˆi
) ≤ C rδ/2 A(v+3)q log(r−1).
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Using (11) and the previous inequality, we have
m
{
T−j
(
Cr,δ(x)
) ∩ Λˆi}
m
(
Λˆi
) = ∫Γu dν(γ) mγ{T−j(Cr,δ(x)) ∩ Λˆi}∫
Γu dν(γ) mγ
(
Λˆi
)
≤ C rδ/2 A(v+3)q log(r−1) .
This implies, using (27) and (10), that
µ
(
Cr,δ(x)
)
≤ Crδ/2A(v+3)q log(r−1)×
∞∑
i,Ri<⌊q log(r−1)⌋
Ri−1∑
j=0
m
(
Λˆi
)
+ (1 + vq log(r−1))2Ω2
(
q log(r−1)
)
≤ Crδ/2A(v+3)q log(r−1) + (1 + vq log(r−1))2 Ω2(q log(r−1)).
The proposition follows since x /∈ M˜r. 
PROPOSITION 4.3. There exist constants C > 0 and s > 0 such that
for any r ∈ (0, 1), for any a ∈ (0, 23 logA ), for b = b(a) as in Lemma
4.1, and for any p0 > 0 and p > 0, there exists a measurable subset
M̂r of the attractor A satisfying
µ(M̂r) ≤ C
[
Ω
(
s log(r−1)/3
)
+ rs + log(r−1) r
nub
2
+ log(r−1) Ω
(
a log(r−1/2)
)2
+ r +Ω2
(
p log(r−1)
)]
.
such that for any x ∈ A \M̂r, we have for any integers p, ℓ and 0 ≤
q ≤ ℓ∣∣∣∣E(1l{X1=1}1l{Sp+1+ℓp+1 =q}
)
− µ(Br(x))E(1l{Sp+1+ℓp+1 =q}
)∣∣∣∣ ≤
Cµ
(
Br(x)
)[
r + r−n−1(1 + vp0 log(r
−1))2 Ω2
(
p0 log(r
−1)
)
+ ℓr−n−1(1 + vp log(r−1))2 Ω2
(
p log(r−1)
)
+ C r−3
(
n+2+(v+3)p0 logA
)
Ω2
(
2
(
n+ 2 + (v + 3)p logA
) log r
logα
)
+ (log(r−1))3 Ω
(
1
3
min
{
1
4
,
− logα
24 logA
}
log(r−1)
)
+max
{
r
1
2 , α
log(r−1)
12 logA
}
+ 4
(
n+ 2 + (v + 3)p logA
) log r
logα
(
r
r
2 + r−3−n Ω2
(
(log r−1)2
))]
,
where v is defined in (26).
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PROOF. Let M˜r be as in Proposition 4.2. From now on we assume
that x ∈ A \M˜r.
Let δ0 > 1. Define the function φx,r by
φx,r(y) = 1lB
r−rδ0
(x)(y) +
r − d(x, y)
rδ0
(
1lBr(x)(y)− 1lBr−rδ0 (x)(y)
)
.
It is left to the reader to verify that this function is Lipschitz with a
Lipschitz constant r−δ0 (uniform in x). It follows easily using Propo-
sition 4.2 with δ = δ0 to be chosen later on and q = p0, that
0 ≤E
(
1l{X1=1}1l{Sp+1+ℓp+1 =q}
)
− E
(
φx,r1l{Sp+1+ℓp+1 =q}
)
≤ E
(
1lBr(x)1l{Sp+1+ℓp+1 =q}
)
− E
(
1lB
r−rδ0
(x)1l{Sp+1+ℓp+1 =q}
)
≤ E
((
1lBr(x) − 1lBr−rδ0 (x)
)
1l{Sp+1+ℓp+1 =q}
)
≤ µ(Br(x)) − µ(Br−rδ0 (x))
= µ
(
Cr,δ0
)
≤ C
[
r
δ0
2 −n−1 A(v+3)p0 log(r
−1)+
r−n−1(1 + vp0 log(r
−1))2 Ω2
(
p0 log(r
−1)
)]
µ
(
Br(x)
)
.
We now estimate the term E
(
φx,r1l{Sp+1+ℓp+1 =q}
)
using the decay of cor-
relations. Let p′ = [p/2], and let (see Lemma B.5)
Yp′,ℓ(x, r) =
p′+ℓ⋃
k=p′
Vk(x, r) .
From the definition of the sets Vk(x, r), the function
ψ = 1l
{Sp
′+1+ℓ
p′
=q}
1lY c
p′,ℓ
(x,r)
is L∞ and constant on stable manifolds. We would like to use the
decay of correlations proved in [20, 21]. Unfortunately, the function ψ
is not Ho¨lder continuous. However, it is known that for ψ constant on
local stable manifolds, the proof works as well and leads to an estimate
where the Ho¨lder norm of ψ is replaced by its L∞ norm. This follows
easily from the observation that, in this case, Approximation #1 in
[20, Section 4.1] is not necessary. The rest of the proof is identical.
This yields the estimate∣∣∣∣E(φx,r (1l{Sp′+1+ℓ
p′
=q}
1lY c
p′,ℓ
(x,r)
)
◦ T p+1−p′
)
−E(φx,r)E(1l{Sp′+1+ℓ
p′
=q}
1lY c
p′,ℓ
(x,r)
)∣∣∣∣
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≤ C r−δ0 Ω2(p/2) .
From Lemma B.5, we have
E
[
φx,r
(
1l
{Sp
′+1+ℓ
p′+1
=q}
1lYp′,ℓ(x,r)
)
◦ T p−p′+1
]
≤
p′+ℓ∑
k=p′
µ
(
Vk(x, r)
) ≤
≤
p′+ℓ∑
k=p′
µ
(
C˜r,k logα/ log r
)
.
If αp
′
< r/2, we have by using Proposition 4.2 with q = p and suitable
δ’s, ∣∣∣∣E(1l{Sp′+1+ℓ
p′
=q}
1lY c
p′,ℓ
(x,r)
)
− E
(
1l
{Sp
′+1+ℓ
p′
=q}
)∣∣∣∣
≤ µ(Yp′,ℓ(x, r))
≤
p′+ℓ∑
k=p′
µ
(
C˜r,k logα/ log r
)
≤
p′+ℓ∑
k=p′
(
µ
(
Cr+αk,k logα/ log(r+αk)
)
+ µ
(
Cr,k logα/ log r
))
≤ C
[
r−n−1 αp
′/2 A(v+3)p log(r
−1)
+ℓr−n−1(1 + vp log(r−1))2 Ω2
(
p log(r−1)
)]
µ
(
Br(x)
)
.
Using again Proposition 4.2 with q = p0 and
δ = δ0 = 2
(
n+ 2+ (v + 3)p0 logA
)
,
we get the estimate
0 ≤ µ(Br(x)) − ∫ φx,r dµ
≤ µ(Br(x)) − µ(Br−rδ0 (x))
= µ
(
Cr,δ0
)
≤ C [r + r−n−1(1 + vp0 log(r−1))2 Ω2(p0 log(r−1))]µ(Br(x)) .
If
p > p∗ = 4
(
n+ 2 + (v + 3)p logA
) log r
logα
,
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we conclude that∣∣∣∣E(1l{X1=1}1l{Sp+1+ℓp+1 =q}
)
− µ(Br(x))E(1l{Sp+1+ℓp+1 =q}
)∣∣∣∣ ≤
C
[
r + r−n−1(1 + vp0 log(r
−1))2 Ω2
(
p0 log(r
−1)
)
+ ℓr−n−1(1 + vp log(r−1))2 Ω2
(
p log(r−1)
)
+ C r−3
(
n+2+(v+3)p0 logA
)
Ω2
(
2
(
n+ 2 + (v + 3)p logA
) log r
logα
)]
µ
(
Br(x)
)
.
The proposition follows in the case p > p∗.
We now consider the case p ≤ p∗. We can write
E
(
1l{X1=1}1l{Sp+1+ℓp+1 =q}
)
= E
(
1l{X1=1}1l{Sp+1+ℓp+1 =q}
p∗∏
j=p
1l{Xj=0}
)
+ E
1l{X1=1}1l{Sp+1+ℓp+1 =q}
1− p∗∏
j=p
1l{Xj=0}

= E
1l{X1=1}1l{Sp∗+1+ℓp∗+1 =q}
p∗∏
j=p
1l{Xj=0}

+ E
1l{X1=1}1l{Sp+1+ℓp+1 =q}
1− p∗∏
j=p
1l{Xj=0}

= E
(
1l{X1=1}1l{Sp∗+1+ℓp∗+1 =q}
)
− E
1l{X1=1}1l{Sp∗+1+ℓp∗+1 =q}
1− p∗∏
j=p
1l{Xj=0}

+ E
1l{X1=1}1l{Sp+1+ℓp+1 =q}
1− p∗∏
j=p
1l{Xj=0}
 .
Therefore, using the invariance of the measure µ and the inequality
1−
p∗∏
j=p
1l{Xj=0} ≤
p∗∑
j=p
1l{Xj=1} ,
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we obtain∣∣∣∣E(1l{X1=1}1l{Sp+1+ℓp+1 =q}
)
− µ(Br(x)) E(1l{Sp+1+ℓp+1 =q}
)∣∣∣∣
≤
∣∣∣∣E(1l{X1=1}1l{Sp∗+1+ℓp∗+1 =q}
)
− µ(Br(x)) E(1l{Sp∗+1+ℓp∗+1 =q}
)∣∣∣∣
+ 2
p∗∑
j=p
E
(
1l{X1=1}1l{Xj=1}
)
.
The first term is estimated as before, and the second term is bounded
by R2
(
µ
(
Br(x)
)
, p∗
)
, which is estimated using proposition 4.1 for x ∈
A \Ur. The proposition follows if we take
M̂r = M˜r ∪ Ur .

4.3 End of proof
PROPOSITION 4.4. There exist constants C > 0 and s > 0 such that
for any r ∈ (0, 12 [, for any a ∈ (0, 23 logA ), for b = b(a) as in Lemma
4.1, and for any p0 > 0 and p > 0, there exists a measurable subset
M̂r of the attractor A containing M˜r satisfying
µ(M̂r) ≤
C
[
Ω(s log(r−1)/3) + rs + log(r−1) r
nu b
2
+ log(r−1) Ω2
(
a log(r−1/2)
)
+ r +Ω2(p log(r−1))
]
.
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such that for any x ∈ A \M̂r, we have for any integers p, N and M ,
the error term in Theorem 2.1 is bounded by
R
(
µ
(
Br(x)
)
, N, p,M
) ≤ C [NM µ(Br(x))×(
r + r−n−1(1 + vp0 log(r
−1))2 Ω2
(
p0 log(r
−1)
)
+N r−n−1(1 + vp log(r−1))2 Ω2
(
p log(r−1)
)
+ C r−3
(
n+2+(v+3)p0 logA
)
Ω2
(
2
(
n+ 2 + (v + 3)p logA
) log r
logα
)
+ (log(r−1))3 Ω
(
1
3
min
{
1
4
,
− logα
24 logA
}
log(r−1)
)
+max
{
r
1
2 , α
log(r−1)
12 logA
}
+ 4
(
p+ n+ 2 + (v + 3)p logA
) log r
logα
(
r
r
2 + r−3−n Ω2
(
(log(r−1))2
)))
+M pµ
(
Br(x)
) (
1 +Nµ
(
Br(x)
))
+
(
µ
(
Br(x)
)
N
)M
M !
e−µ
(
Br(x)
)
N +Nµ
(
Br(x)
)2]
,
for any M < N and p < N .
PROOF. This result follows at once from Propositions 4.1 and 4.3
with ℓ ≤ N . 
We now finish the proof of Theorem 3.1. Let x ∈ A \M̂r. We
choose for a fixed real number t > 0
N = [t/µ
(
Br(x)
)
] .
Since x /∈ M̂r, we have µ
(
Br(x)
)
> rn+1. We choose p = O(1) log(r−1)
and M = 1 + [log(r−1)]. If there are two constants C > 0 and θ > 0
such that for any s > 0
Ω(s) ≤ C e−θs ,
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it follows that
R
(
µ
(
Br(x)
)
, N, p,M
) ≤
C
[(
1 + [log(r−1)]
) (
r + r−n−1(1 + vp0 log(r
−1))2 exp
(− 2θp0 log(r−1))
+ r−2n−21(1 + vp log(r−1))2 exp
(− 2θp log(r−1))
+ r−3
(
n+2+(v+3)p0 logA
)
exp
(
− 4θ(n+ 2 + (v + 3)p logA) log r
logα
)
+ (log(r−1))3 exp
(
−θ1
3
min
{
1
4
,
− logα
24 logA
}
log(r−1)
)
+max
{
r
1
2 , α
log(r−1)
12 logA
}
+ 4
(
log(r−1) + n+ 2
+ (v + 3)p logA
) log r
logα
(
r
r
2 + r−3−n exp
(− 2θ(log(r−1))2))
+
(
1 + [log(r−1)]
)2
µ
(
Br(x)
)
+
t1+[log(r
−1)](
1 + [log(r−1)]
)
!
+ µ
(
Br(x)
)]
.
We now take p0 large enough so that for any r ∈ (0, 1/2)
r−n−1(1 + vp0 log(r
−1))2 exp
(− 2θp0 log(r−1)) ≤ r .
We then choose p large enough so that for any r ∈ (0, 1/2)
r−2n−21(1 + vp log(r−1))2 exp
(− 2θp log(r−1))
+r−3
(
n+2+(v+3)p0 logA
)
exp
(− 4θ(n+ 2 + (v + 3)p logA) log r
logα
) ≤ r .
We obtain
R
(
µ
(
Br(x)
)
, N, p,M
) ≤ C ra
for some constant a > 0. Similarly, choosing a = 1/(3 logA) there
exists a constant b > 0 such that
µ(M̂r) ≤ C rb .
Theorem 3.1 now follows from Theorem 2.1.
A Some consequences of Besicovitch cov-
ering Lemma
We state and prove a few lemmas which result from a version of Besi-
covitch’s covering Lemma valid on Riemannian manifolds [11, Section
2.8]. Some of these lemmas may be useful in more general contexts.
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LEMMA A.1. Let µ be a probability measure with compact support in
a n-dimensional Riemannian manifold M . Then, for any g > 0, there
exists a constant C > 0 such that for any r ∈]0, 1]
µ
({
x
∣∣ 0 < µ(Br(x)) ≤ rn+g}) ≤ Crg .
PROOF. Let
Fr =
{
x
∣∣µ(Br(x)) ≤ rn+g} .
The family of balls C = {Br(x) : x ∈ Fr} is obviously a covering of Fr.
Therefore, by Besicovitch’s covering Lemma, there is a finite number
p(n) and q collections of balls belonging to C, denoted by H1, . . . ,Hq,
with q ≤ p(n), such that in each collection Hi the balls are pairwise
disjoint, and the collection of all the balls in all the Hi (1 ≤ i ≤ q)
cover Fr. We have
µ
(Fr) ≤ q∑
i=1
∑
B∈Hi, µ(B)>0
µ(B)
≤
q∑
i=1
∑
B∈Hi, µ(B)>0
rn+g.
Since µ has compact support, there is a number R0 > 0 such that
q⋃
i=1
⋃
B∈Hi, µ(B)>0
B ⊂ BR0(0) .
Therefore, since the balls in each Hi are disjoint, there is a constant
C′ such that for any 1 ≤ i ≤ q we have
Card
({
B ∈ Hi
∣∣µ(B) > 0}) ≤ C′ r−n .
This implies
µ
(Fr) ≤ p(n)C′ rg .

LEMMA A.2. Let µ be a Borel probability measure on a n-dimensional
Riemannian manifold M . For r > 0 and s > 0 define
Er,s =
{
x
∣∣µ(B2r(x)) > r−sµ(Br(x))} .
There is a constant C > 0 independent of r and s (it depends only on
n) such that
µ
(
Er,s
) ≤ C rs .
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PROOF. The family of balls C = {Br(x) : x ∈ Er} is obviously a cov-
ering of Er,s. Therefore by the Besicovitch covering Lemma, there is a
finite number p(n) and q collections of balls belonging to C, H1, . . . ,Hq
with q ≤ p(n) such that in each collection Hi the balls are pairwise
disjoint, and the collection of all the balls in all the Hi (1 ≤ i ≤ q)
cover Er,s. For any 1 ≤ i ≤ q, we will denote by Ki the set of centers
of the balls in Hi.
For any 1 ≤ i ≤ q, we consider the set of balls Ci = {B2r(x) : x ∈
Ki}. This is obviously a covering of Ki and the main observation is
that each point is covered by only one ball. Indeed, if some x ∈ Ki,
belongs to a ball B2r(y) with y ∈ Ki, then d(y, x) ≤ 2r which implies
y = x since otherwise Br(x) ∩Br(y) 6= ∅.
Applying once more the Besicovitch Lemma to the covering Ci of
Ki, we conclude that there exists qi ≤ p(n) collections Hi,1, . . . ,Hi,qi
of pairwise disjoint balls of Ci such that each collection is at most
countable and the union of all the balls in all these qi collections covers
Ki.
For any 1 ≤ i ≤ q and 1 ≤ ℓ ≤ qi we have
∑
B∈Hi,ℓ
µ(B) = µ
 ⋃
B∈Hi,ℓ
B
 ≤ 1
which implies
q∑
i=1
qi∑
ℓ=1
∑
B∈Hi,ℓ
µ(B) ≤ p(n)2 .
Since
Er,s ⊂
q⋃
i=1
⋃
x∈Ki
Br(x) ,
we have
µ
(
Er,s
) ≤ q∑
i=1
∑
x∈Ki
µ
(
Br(x)
)
.
From the definition of Er,s we get
µ
(
Er,s
) ≤ rs q∑
i=1
∑
x∈Ki
µ
(
B2r(x)
) ≤ rs q∑
i=1
qi∑
ℓ=1
∑
B∈Hi,ℓ
µ(B) ≤ rs p(n)2 .
This finishes the proof of the Lemma with C = p(n)2. 
LEMMA A.3. Let λ0 and λ1 be two finite positive measures on a n-
dimensional Riemannian manifold M . For ω ∈ (0, 1) and r ∈ (0, 1),
define the set
Cω(λ0, λ1, r) =
{
x ∈M ∣∣λ1(Br(x)) ≥ ωλ0(Br(x))} .
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There is an integer p(n) such that
λ0
(
Cω(λ0, λ1, r)
) ≤ p(n) ω−1λ1(M).
PROOF. The family of balls D = {Br(x) : x ∈ Cω(λ0, λ1, r)} is
obviously a covering of Cω(λ0, λ1, r). Therefore, by the Besicovitch
covering Lemma, there is a finite number p(n) and q collections of balls
belonging to D, denoted by H1, . . . ,Hq, with q ≤ p(n), and such that
in each collection Hi the balls are pairwise disjoint, and the collection
of all the balls in all the Hi (1 ≤ i ≤ q) cover Cω(λ0, λ1, r). For any
1 ≤ i ≤ q, we will denote by Ki the set of centers of the balls in Hi.
Therefore, since the balls in each family are disjoint, we get
λ0
(
Cω(λ0, λ1, r)
) ≤ q∑
i=1
∑
x∈Ki
λ0
(
Br(x)
)
≤ ω−1
q∑
i=1
∑
x∈Ki
λ1
(
Br(x)
)
≤ ω−1 p(n) λ1
(
M) .

The following corollary holds under the notations of Section 3. Its
proof is an immediate consequence of the previous lemma.
COROLLARY A.1. For any non-negative integer q, let µq be the mea-
sure defined by
µq(A) =
∞∑
i,Ri≥q+1
Ri−1∑
j=0
m
(
T−j
(
A
) ∩ Λi) .
Note that µ0 = µ, the SRB measure. For ω ∈ (0, 1) and r ∈ (0, 1),
define the set
Cω =
{
x ∈ A ∣∣µq(Br(x)) ≥ ωµ0(Br(x))} .
There is an integer p(n) such that
µ0
(
Cω
) ≤ p(n) ω−1 ∑
i,Ri≥q+1
Ri m
(
Λi
)
.
B Some technical estimates
The following lemmas hold under the notations and the assumptions
of Section 3.
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LEMMA B.1. There is a constant C > 0 such that for any γ ∈ Γu
and any i, we have
Lebγ
(
Λi
) ≥ C A−nuRi
and
mγ
(
Λi
) ≥ CB−1 A−nuRi ,
where A is the constant defined in (16) and B is the constant appearing
in (13).
PROOF. From the Markov property, it follows that TRi
(
γ ∩ Λi
)
=
γ′ ∩ Λ for some γ′ ∈ Γu. Since the Jacobian of T is bounded above by
Anu , we have
AnuRi Lebγ
(
Λi
) ≥ Lebγ′(Λ) .
By the distorsion property of the Jacobian along the stable holonomy
(see property (P5)(b) in section 3), there is a constant D > 1 such that
for any γ′′ ∈ Γu we have
D−1Lebγ′′
(
Λ
) ≤ Lebγ′(Λ) ≤ DLebγ′′(Λ) .
It follows immediately from (14) that there is a constant D′ > 0 such
that
inf
γ′′
Lebγ′′
(
Λ
) ≥ D′ .
The first estimate of the lemma follows. The second estimate follows
from (12) and (13). 
LEMMA B.2. There exist two constants C > 0, r > 0 and, for any
r ∈ (0, 1), there exists a measurable set Jr such that
µ
(Jr) ≤ C Ω(log(r−1)/(4 logA))
and for any x ∈ A \Jr we have
µ
(
Br(x)
) ≤ C rr.
PROOF. Let r′ > 0 to be chosen later on. We have
µ
(
Br(x)
)
=
∞∑
i=1
Ri−1∑
j=0
m
(
T−j
(
Br(x)
) ∩ Λi)
=
∑
i, Ri<r′ log(r−1)
Ri−1∑
j=0
m
(
T−j
(
Br(x)
) ∩ Λi)+ µ1(Br(x))
where
µ1
(
A
)
=
∑
i, Ri≥r′ log(r−1)
Ri−1∑
j=0
m
(
T−j
(
A
) ∩ Λi).
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Since T is a diffeomorphism we have (see (16))
m
(
T−j
(
Br(x)
) ∩ Λi) ≤ m(B2Ajr(y) ∩ Λi)
for some y ∈ Λi. Using (13) we have
mw
(
B2Ajr(y) ∩ Λi
) ≤ B Lebw(B2Ajr(y)) ≤ B (2Ajr)nu ,
and by (11) and Lemma B.1 this implies
m
(
B2Ajr(y) ∩ Λi
)
=
∫
dν(w) mw
(
B2Ajr(y) ∩ Λi
)
=
∫
dν(w)
mw
(
B2Ajr(y) ∩ Λi
)
mw
(
Λi
) mw(Λi)
≤ O(1) rnu(1−2r′ logA)
∫
dν(w)mw
(
Λi
)
= O(1) rnu(1−2r′ logA)m(Λi).
We choose r′ = 1/(4 logA) and r = nu/2. To finish the proof we apply
Corollary A.1 with q = r′ log(r−1) + 1 and ω = Ω(r′ log(r−1)). This
finishes the proof. 
LEMMA B.3. For any given integer k, for any integer p, and any
r > 0 we have{
x
∣∣∣∣ Br(x) ∩ T k(Br(x)) 6= ∅} ⊂ {x ∣∣∣∣ Bspr(x) ∩ T 2pk(Bspr(x)) 6= ∅} .
where
sp = 2
p A
k2p − 1
Ak − 1 ·
PROOF. We first consider the case p = 1. Let x be such that
Br(x) ∩ T k
(
Br(x)
) 6= ∅. This implies T k(Br(x)) ∩ T 2k(Br(x)) 6= ∅.
Moreover there exists z ∈ Br(x) such that T k(z) ∈ Br(x). For any
u ∈ T k(Br(x)), there is a v ∈ Br(x) such that T k(v) = u. Therefore
d
(
u, T k(z)
)
= d
(
T k(v), T k(z)
) ≤ Akd(v, z) ≤ 2Akr .
This implies by the triangle inequality
d(u, x) ≤ d(u, T k(z))+ d(x, T k(z)) ≤ (2Ak + 2)r .
In other words T k
(
Br(x)
) ⊂ B(2Ak+2)r(x). From the obvious inclusion
T 2k
(
Br(x)
) ⊂ T 2k(B(2Ak+2)r(x)), the case p = 1 follows, namely{
x
∣∣∣∣ Br(x) ∩ T k(Br(x)) 6= ∅}
⊂
{
x
∣∣∣∣ B2(Ak+1)r(x) ∩ T 2k(B2(Ak+1)r(x)) 6= ∅} .
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The general case follows by induction. 
LEMMA B.4. There exists a constant 0 < r0 < 1 such that for all
r ∈ (0, r0), for all i such that Ri ≤ (log(r−1))/(4 logA), for all 0 ≤
j < Ri, for every x ∈ A , for any γ0 ∈ Γu, we have
Card
{
γ ∈ Γu∣∣γ∩Λ ⊂ TRi(γ0∩Λi) and γ∩Λ∩TRi−j(Br(x)) 6= ∅} ≤ 1.
PROOF. Let us assume that the above cardinality is greater than one.
So let γ1 6= γ2 with
γ1, γ2 ∈
{
γ ∈ Γu∣∣γ∩Λ ⊂ TRi(γ0∩Λi) and γ∩Λ∩TRi−j(Br(x)) 6= ∅}.
Let M1 ∈ T j−Ri(γ1 ∩ Λ) ∩ Br(x) and M2 ∈ T j−Ri(γ2 ∩ Λ) ∩ Br(x).
Since M1 and M2 belong to the ball Br(x) we have
d
(
TRi−j(M1), T
Ri−j(M2)
) ≤ ARi−j d(M1,M2) ≤ 2r3/4 .
Let P = γ2 ∩ γs(TRi−j(M1)) ∩ Λ (there is one and only one such
point by property 3) of Γu and Γs). Since the elements of Γu and
Γs are uniformly embedded regular disks with angles bounded away
from zero (cf. property 2) of Γu and Γs), we conclude that there is a
constant C > 0 such that uniformly in r small enough, M1 and γ2, we
have
d
(
TRi−j(M1), P
) ≤ 2C r3/4 .
Let
D0 = γ
s
(
T−j(M1)
) ∩B4C r1/3(T−j(M1)) .
There exists a constant C′ > 0 such that uniformly in r small enough
and in M1 we have by (16)
TRi
(
D0
) ⊃ γs(TRi−j(M1)) ∩BC′ r5/6(TRi−j(M1)) .
Hence, for a uniform r0 small enough and any r < r0, P ∈ TRi
(
D0
)
.
This implies T−Ri(P ) and T−j(M1) belong to γ0 ∩D0. This is a con-
tradiction with property 3) of Γu and Γs, and the lemma is proved. 
LEMMA B.5. Let
Vp(x, r) =
⋃
i
Ri−1⋃
j=0
⋃
γ∈Γs
Tp+j(γ∩Λi)∩∂Br(x) 6=∅
T j
(
γ ∩ Λi
)
.
Then for all x ∈ A , for all r ∈ (0, 1) and for all p, we have
µ
(
Vp(x, r)
) ≤ µ(C˜r,p logα/ log r(x)) ,
where C˜r,p logα/ log r(x) is the corona
C˜r,p logα/ log r(x) = Br+αp(x)\Br−αp(x) .
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PROOF. If T p+j
(
γ∩Λi
)∩Br(x) 6= ∅ then, by the uniform contraction
of stable manifolds (see condtion (P3) in sectionNUDS), we have
T p+j
(
γ ∩ Λi
) ⊂ C˜r,p logα/ log r(x).
Therefore ⋃
γ∈Γs
Tp+j
(
γ∩Λi
)
∩∂Br(x) 6=∅
T j
(
γ ∩ Λi
) ⊂ T−p(C˜r,p logα/ log r(x)),
whence
Vp(x, r) ⊂ T−p
(
C˜r,p logα/ log r(x)
)
.
This implies by the invariance of µ
µ (Vp(x, r)) ≤ µ
(
C˜r,p logα/ log r(x)
)
.

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