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ABSTRACT
The success of Deep Neural Networks (DNN) in classification is accompanied by a drastic
increase in weight parameters which also increases the computational and storage costs.
Pruning of DNN involves identifying and removing redundant parameters with little or no
loss of accuracy. Layer-wise pruning of weights by their magnitude has shown to be an
efficient method to prune neural networks. However, finding the optimal values of the
threshold for each layer is a challenging task given the large search space. To solve this
problem, we use multi population cultural algorithm which is an evolutionary algorithm
that takes advantage of knowledge domains and faster convergence and is used in many
optimization problems. We experiment it on LeNet-style models and measure the level of
pruning through the pruning ratio. Results show that our method achieves the best pruning
ratio (864 on LeNet5) compared with some state-of-the-art DNN pruning methods. By
removing redundant parameters, the computational and storage costs are reduced
significantly.
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Chapter 1

Introduction
Classification is the process of classifying data according to shared qualities or
characteristics. It is the problem of finding a function by training over a given set of
instances whose category membership is known, also known as training data, to classify or
predict new instances. Although there exist many models for classification problems, Deep
Neural Networks have emerged to be the most promising of them all.

1.1 Background
Neural Networks are an information processing paradigm that is inspired by the way
biological nervous systems, such as the brain, process information [1]. Various
architectures of neural networks have successfully achieved high accuracy rates in many
classification problems. A simple Feedforward Neural Network (FNN) consists of an input
layer, one or more hidden layers and an output layer as shown in Figure 1 [2]. Every hidden
layer contains one or more neurons. Every neuron of a layer is connected to all the neurons
of the next layer through weight parameters. In addition, every layer except the output layer
contain one bias parameter for each neuron of the next layer. Each neuron calculates its
1

activation value by computing the sum of the bias parameter with the product of the weight
parameters with their corresponding activation values of the input neurons.
Mathematically,

𝑙−1 𝑙−1
𝑎𝑗𝑙 = 𝜎 (∑ 𝑤𝑗𝑘
𝑎𝑘 + 𝑏𝑗𝑙−1 )

(1)

𝑘

Where 𝑎𝑗𝑙 is the activation value of the 𝑗 𝑡ℎ neuron of the 𝑙 𝑡ℎ layer, 𝑏𝑗𝑙−1 is the bias
𝑙−1
parameter of the 𝑙 − 1𝑡ℎ layer connected to the 𝑗 𝑡ℎ neuron of the 𝑙 𝑡ℎ layer, 𝑤𝑗𝑘
is the

weight parameter connecting the 𝑘 𝑡ℎ neuron of the 𝑙 − 1𝑡ℎ layer to the 𝑗 𝑡ℎ neuron of the
𝑙 𝑡ℎ layer and 𝜎 (z) is known as an activation function. One of the commonly used activation
functions is the sigmoid function which is formulated as,

𝜎(𝑧) =

1
1 + 𝑒 −𝑧

Figure 1 - Architecture of a Feedforward Neural Network [1]
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(2)

The hidden layers of FNN are known as dense layers since every neuron of one layer is
connected to every other neuron of the next layer. It has been shown that FNN are universal
approximators, i.e., FNN can in principle approximate any measurable function to any
desired accuracy, if the network contains enough "hidden" neurons between the input and
output layers [3]. There exist models of Neural Networks with different architecture which
have shown to be more efficient when dealing with complex data. One of the models is
Convolutional Neural Network (CNN) which are used extensively to classify images [4].
CNN consists of one input layer, one or more convolutional layer followed by one or more
dense layer and an output layer as shown in Figure 2.

Figure 2 - Architecture of a CNN

For the convolutional layers, the neurons are arranged in a two-dimensional array known
as a feature map. The weight parameters are also arranged in a two-dimensional array
known as the kernel. The kernel maps a region of the input feature maps to produce the
activation value of a single neuron of the next output feature map as shown in Figure 3.
The kernel then slides through the input layer to produce the entire feature map. An array
of kernels, also known as a filter, produces an array of feature maps which forms the next
convolutional layer. Due to massive weight replication, relatively few weight parameters
are necessary to describe the behavior of a convolutional layer, resulting in small kernel
sizes [5].
3

Figure 3 – Kernel computations in a CNN

There also exists a shared bias parameter for each kernel in the convolutional layer. The
output activation value is expressed as
𝑝

𝑞

𝑙
𝑙−1 𝑙−1
𝑎𝑗,𝑘
= 𝜎 (𝑏 𝑙−1 + ∑ ∑ 𝑤𝑚,𝑛
𝑎𝑗+𝑚,𝑘+𝑛 )

(3)

𝑚=0 𝑛=0

𝑙
where 𝑎𝑗,𝑘
is the activation value of the 𝑘 𝑡ℎ neuron in the 𝑗 𝑡ℎ row of the 𝑙 𝑡ℎ layer, b is the

shared bias, w is the weight parameter of the pxq kernel and 𝜎(𝑧) is the activation function.

Pooling layers are usually used immediately after convolutional layers. They replace the
output at a certain location with a summary statistic of the nearby outputs [6]. One common
pooling operation is the max-pooling operation which simply outputs the maximum
activation in a mxn input region as shown in Figure 4. Other popular pooling functions
include the average of a rectangular neighborhood, the L2-norm of a rectangular
neighborhood, or a weighted average based on the distance from the central pixel [6]. The
last convolutional layer is then flattened into a dense layer.

4

Figure 4 - Max-Pooling

Convolution helps in detecting the same pattern at different locations in the input image.
Thus, convolutional networks are well adapted to the translation invariance of images.

Neural Networks learn through backpropagation where the cost is propagated back to each
neuron of the hidden layer. Based on this cost, the value of each weight and bias parameter
attached to that neuron is updated. This process continues until the values converge giving
high accuracy.

First, the predicted output is compared with the desired output and the cost is calculated.
We have used the cross-entropy cost function shown below -

1
𝐶 = − ∑[𝑦 𝑙𝑛 𝑎 + (1 − 𝑦) 𝑙𝑛(1 − 𝑎)]
𝑛

(4)

𝑥

where n is the number of instances, 𝑦 is the desired output and 𝑎 is the activation output.
The advantage of cross-entropy function over quadratic cost is that it prevents slow

5

learning of sigmoidal function [1]. The error to be backpropagated is also to be
distributed amongst the weight and bias parameters. This distribution is given by the rate
of change of cost with respect to the weight and bias parameters. This rate of change is
given as follows –

𝜕𝐶
1
=
∑(𝜎(𝑧) − 𝑦)
𝜕𝑏𝑗𝑙 𝑛

(5)

𝜕𝐶
1
(𝜎(𝑧) − 𝑦)
𝑙 = 𝑛 ∑ 𝑥𝑗 .
𝜕𝑤𝑗

(6)

𝑥

𝑥

The above two partial derivatives signify the amount of change required to the
corresponding weight and bias parameters. After some iterations the cost tends to approach
zero signifying that the activation output and the desired output are the same.

As the number of layers and neurons in each layer increases, the number of parameters also
increase drastically. Certain parameters of these networks are redundant and removing
them does not affect the accuracy of the network. Hence, pruning a neural network involves
identifying and removing the connections that are not relevant in classifying the data.
However, searching for these redundant parameters is difficult as the search space is huge.
Modern networks like LeNet5 contains 430500 parameters [7] whereas AlexNet contains
60 million parameters [8]. There also exists networks having more than a billion parameters
[9]. Hence, we need to implement an optimization technique that can quickly search for
maximum number of redundant parameters and prune them.

Here, we shall define a general problem statement for pruning a neural network.

6

1.2 Problem Definition
Let a Neural Network model with L+1 layers be represented as

𝑊 = {𝑤 | 𝑤 ≠ 0, 𝑤 ∈ 𝑊 𝑙 , 1 ≤ 𝑙 ≤ 𝐿}

(7)

where 𝑊 𝑙 is a set of weight parameters of the 𝑙 𝑡ℎ layer. For dense layers, it consists of all
the weight parameters that exists between the two layers. Mathematically,

𝑙
𝑊 𝑙 = {𝑤𝑗,𝑘
∶ 1 ≤ 𝑗 ≤ 𝑛𝑙 , 1 ≤ 𝑘 ≤ 𝑛𝑙+1 }

(8)

𝑙
where 𝑤𝑗,𝑘
is the weight parameter connecting the 𝑗 𝑡ℎ neuron of the 𝑙 𝑡ℎ layer to the 𝑘 𝑡ℎ

neuron of the 𝑙 + 1𝑡ℎ layer and 𝑛𝑙 is the number of neurons present in the 𝑙 𝑡ℎ layer.

For convolutional layers, it is the union of all the weight parameters that exists in all the
kernels between the two convolutional layers. Mathematically,

𝑙
𝑙
𝑊 𝑙 = ⋃{ 𝑤𝑗,𝑘
| 𝑤𝑗,𝑘
∈ 𝑘 𝑙 , 1 ≤ 𝑗 ≤ 𝑝, 1 ≤ 𝑘 ≤ 𝑞}
𝑘𝑙

𝑙
where 𝑘 𝑙 is a kernel of size pxq present in the 𝑙 𝑡ℎ layer and 𝑤𝑗,𝑘
is the weight parameter

present in that kernel.

7

(9)

Then, the problem can be stated as [10]:

𝑊 ∗ = 𝑎𝑟𝑔𝑚𝑖𝑛 |𝑊 ′ | 𝑠. 𝑡. 𝑓(𝑊) − 𝑓(𝑊 ′ ) ≤ 𝛿

(10)

𝑊 ′ ⊆𝑊

where |𝑊 ′ | is the size of 𝑊 ′ , 𝛿 is the tolerance, 𝑓(𝑊) is the accuracy of the network
before pruning and 𝑓(𝑊 ′ ) is the accuracy of the network after pruning.

𝑊 ∗ denotes the best pruned model. Thus, pruning of neural network can be considered as
a constraint optimization problem.

1.3 Thesis Motivation
Since the neural networks are modelled after the human biological nervous system, it is
interesting to see how the brain develops its synapses with the passage of time. Table 1
shows that during the first few months of the birth, trillions of synapses are generated in
the human brain. It peaks at 1000 trillion synapses for a one-year old baby. However, at
the age of 10 there are only 500 trillion synapses left in the brain. This is due to a natural
pruning mechanism that removes redundant synapses from the brain [11]. This pruning
reduces the complexity and fastens the information processing in our brain.

Age

Number of Connections

Stage

At birth

50 Trillion

Newly formed

1 year old

1000 Trillion

Peak

10 years old

500 Trillion

Pruned and stabilized

Table 1 - Development of synapses in human brain

8

Also, neural networks are generally regarded as black box algorithm due to the fact that it
is hard to produce interpretable rules from the network of weights. Hence, many ruleextraction algorithms have been built that produce simple human readable rules from the
neural network. In these algorithms [12], pruning the network is usually a preceding step
to rule extraction. It is done as pruning leads to creation of simple rules compared to
unpruned networks that create large number of complex rules.

Moreover, in [13] the authors have stated that the pruned network can further achieve a
space compression up to 40 times the original network using quantization and Huffman
encoding as shown in Figure 5. Thus, pruning a neural network helps in reducing the space
required to store large networks.

Figure 5 - Space reduction due to a sparse matrix of a pruned network.

The most beneficial outcome of pruning a neural network is the reduction in the
computational costs associated it. In dense layers of a neural network, removing neurons
drastically reduces the size and computational cost of the network. Let 𝑛𝑖 denote the
number of neurons in the 𝑖 𝑡ℎ dense layer. The dense layer transforms the input activation
9

layer 𝑥𝑖 𝜖 𝑅 𝑛𝑖 into the output activation layer 𝑥𝑖+1 𝜖 𝑅 𝑛𝑖+1 , which is used as the activation
layer for the next dense layer. The number of operations of the dense layer is 𝑛𝑖+1 𝑛𝑖 . When
a neuron in the (𝑖 + 1)𝑡ℎ layer is pruned, its corresponding input weights are removed,
which reduces 𝑛𝑖 operations. The output weights of the pruned neuron are also removed,
which saves an additional 𝑛𝑖+2 operations.

Similarly, in convolutional layers removing a feature map reduces the size and the
computational cost associated with the network. Let the number of input feature maps for
the 𝑖 𝑡ℎ convolutional layer be denoted by 𝑛𝑖 , ℎ𝑖 be the height and 𝑤𝑖 be the width of the
input feature maps. In the convolutional layer, the input layer 𝑎𝑖 ∈ 𝑅 𝑛𝑖 ∗ℎ𝑖 ∗𝑤𝑖 is transformed
into the output layer 𝑎𝑖+1 ∈ 𝑅 𝑛𝑖+1 ∗ℎ𝑖+1 ∗𝑤𝑖+1 , which is used as the input layer for the next
convolutional layer. To achieve this, 𝑛𝑖+1 3D filters 𝐹𝑖,𝑗 ∈ 𝑅 𝑛𝑖 ∗𝑘∗𝑘 are applied on the 𝑛𝑖
input feature maps 𝑥𝑖 ∈ 𝑅ℎ𝑖 ∗𝑤𝑖 . One filter generates one output feature map 𝑥𝑖+1 ∈
𝑅ℎ𝑖+1 ∗𝑤𝑖+1 . Each filter is composed by 𝑛𝑖 2D kernels 𝐾 ∈ 𝑅 𝑘∗𝑘 . Together, all these filters
constitute the filter matrix 𝐹𝑖 ∈ 𝑅 𝑛𝑖 ∗𝑛𝑖+1 ∗𝑘∗𝑘 . The number of operations of the
convolutional layer is 𝑛𝑖+1 𝑛𝑖 𝑘 2 ℎ𝑖+1 𝑤𝑖+1 [14]. When a feature map 𝑥𝑖+1 is pruned, its
corresponding input filter 𝐹𝑖,𝑗 is also pruned, which saves 𝑛𝑖 𝑘 2 ℎ𝑖+1 𝑤𝑖+1 operations [14].
The kernels associated with the pruned feature maps from the filters of the next
convolutional layer are also pruned, saving an additional 𝑛𝑖+1 𝑘 2 ℎ𝑖+2 𝑤𝑖+2 operations [14].

Thus, pruning deep neural networks saves space and computational costs and is crucial for
other applications including rule extraction algorithms.

1.4 Thesis Statement
The objective of this research is to prune the neural network by removing as many
redundant weight parameters as possible. This will reduce the size of the network. Along
10

with the weight parameters, neurons and feature maps can also be removed for dense and
convolutional layers respectively.

Our approach to prune the network is to remove all the weight parameters whose absolute
value lie below a certain threshold level. However, finding optimal threshold values is a
challenge due the large search space. To find the optimal values quickly, we have used the
modern evolutionary algorithms like Cultural Algorithms (CA) and Multi Population
Cultural Algorithms (MPCA). These algorithms use domain knowledge that will lead to
faster convergence. Moreover, MPCA uses a different population for each parameter to be
optimized which we propose would give better results that a single population used in CA.
In Section 4.2 , we will restate the problem definition taking the thresholds into account.

We measure the quality of our algorithm with pruning ratio which will be explained later.
We expect to see high pruning ratio as that would signify that the network is highly pruned.

1.5 Thesis Contribution
This thesis presents the problem of pruning deep neural networks as an optimization
problem. Two different models of neural networks (LeNet300-100 and LeNet5) were
pruned using the standard Cultural Algorithms (CA). It also uses a novel idea to use the
topography of the network as the situational knowledge of the belief space in the CA.

Moreover, a more sophisticated variant of the standard CA, known as Multi-Population
Cultural Algorithms (MPCA), is also used to prune the network. A comparison is done on
the effectiveness of MPCA over CA.
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Also, dynamic pruning is implemented where an untrained network is pruned and trained
simultaneously. Thus, this thesis contributes by implementing the following strategies –
•

Using CA to prune LeNet300-100

•

Using MPCA to prune LeNet300-100

•

Using CA to prune LeNet5

•

Using MPCA to prune LeNet5

1.6 Thesis Organization

The rest of the thesis/research work is organized in the following manner.

In chapter II, we discuss the related work/literature review in the field of pruning neural
network using different techniques.

In chapter III, we introduce Evolutionary Computation and explain its working in detail.
We also introduce CA and its variants like MPCA that are used in this research.

Chapter IV, we explain our proposed approach which makes it possible to utilize
evolutionary techniques to reduce the search space and prune neural networks.

In Chapter V, we present the experimental setup and results with its assumptions.

In Chapter VI, we compare our work with other state-of-the-art methods and analyze the
result. We also compare the results of CA and MPCA.
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Chapter VII concludes the research, explaining the insights received during the work and
setting up a wide range of opportunities for the future work.
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Chapter 2

Literature Review
Many pruning methods are widely used to prune neural networks [15]. A network is pruned
either by pruning the neurons or by pruning the weight parameters. There exist certain
criteria, which when fulfilled leads to the pruning of neurons or weight parameters. For
many methods, the criterion is incorporated in the form of a threshold which is either fixed
or determined during training. There can also be a different threshold value for each layer.

2.1 Neuron-based pruning
Neuron based pruning methods prune neurons of the layer based on its relevance and the
threshold. All the input and output weights connected with the pruned neuron are also
pruned. For convolutional layers, the feature map is pruned instead of the neuron.
In [16], the sensitivity of a neuron is the criterion of pruning. The researchers calculate the
sensitivity of each neuron and keep only the top 𝑘𝑙 neurons for the layer 𝑙 where 𝑘𝑙 is a
hyper-parameter. It then updates the remaining weights by using the non-linear

14

reconstruction error as the distance between the activation values of the unpruned model.
The sensitivity of each neuron is calculated by the formula -

(𝑙)

𝛿𝑖

(𝑙)

where 𝛿𝑖

(𝑙) 2

(𝑙+1) 2

≈ ∑ (𝑊𝑖ℎ ) . ∑ (𝑊𝑗𝑖
ℎ

(11)

)

𝑗

(𝑙)

is the sensitivity of the 𝑖 𝑡ℎ neuron of the 𝑙 𝑡ℎ layer and 𝑊𝑖ℎ is the weight

parameter that connects the 𝑖 𝑡ℎ neuron of the 𝑙 𝑡ℎ layer to the ℎ𝑡ℎ neuron of the 𝑙 + 1𝑡ℎ
layer. Thus, weight parameters having high absolute values will increase the sensitivity of
the neurons to which it is connected. Intuitively, it keeps neurons that are connected to
weight parameters having high absolute value and prunes neurons that are connected to
weight parameters having low absolute value.

One limitation of this approach is that it depends upon the user defined hyper-parameter
𝑘𝑙 . If the user gives a large value for 𝑘𝑙 , then there would not be optimal pruning of neurons.
On the other hand, if the user gives a small value of 𝑘𝑙 , then even the important neuron will
get pruned from the network. Hence, the efficiency of the network depends upon the
optimal values of 𝑘𝑙 provided by the user.

Another limitation of all neuron based pruning methods is that, although it prunes
redundant neurons, the unpruned neurons are still fully connected. There exist weight
parameters from each neuron of one layer to every other neuron of the next layer. Hence,
the network is still dense. For this reason, weight-based pruning methods have become
more popular.
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2.2 Weight-based pruning
In the weight based pruning approach, the weight parameters of a network are pruned based
on certain criterion. The criterion can be the magnitude of the weight parameters or it can
be calculated iteratively based on regularization.

Although we prune the weight parameters of a network, the neurons can still be pruned. If
all the input weight parameters of a neuron are pruned, then that neuron will never get
activated. Hence it is better to prune that neuron. Similarly, if all the output weight
parameters of a neuron are pruned, then that neuron plays no role in the classification of
the network. Even if such a neuron gets activated, it will not be able to activate any neuron
of the next layer. Hence, it should be pruned.

As shown in Figure 6, the first and the third neuron will be pruned as it does not have any
input or output weights respectively. When a neuron is pruned in a dense layer, the weights
connected to the neuron are also removed. In Figure 6, when the first neuron is pruned, the
output weights connected to it are also pruned.
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Figure 6 - Since the first and third neuron of the hidden layer do not have any input and output weights
respectively, it can be pruned.

In case of a convolutional layer, the weights are arranged in a kernel. When all the weights
within a kernel are pruned, the kernel is assumed to be pruned. When all the input or output
kernels associated with a feature map are pruned, the feature map is also pruned. Similar
to a neuron, when a feature map is pruned, all the remaining kernels associated with that
feature map are also pruned.

Figure 7 - Pruning Feature Map and its associated filters [14]
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As shown in Figure 7, when all the input kernels in the filter 𝐹𝑖,𝑗 are pruned, the
corresponding feature map is also pruned. Then, all the output kernels associated with the
feature map are also pruned.

The researchers in [14] pruned the filters of a convolutional layer in the neural network by
calculating the sum of the absolute kernel weight parameters for each filter. This sum is
the criterion for pruning and is formulated as –

𝑠𝑗 = ∑

𝑛𝑙
𝑙=1

∑|𝐾𝑙 |

(12)

where 𝑠𝑗 is the sum for the 𝑗 𝑡ℎ filter, 𝑛𝑙 is the number of kernels in that filter and |𝐾𝑙 | is the
kernel with absolute values of weight parameters. Once the sum is calculated for all the
filters, the filters having the m smallest sum are pruned where m is a user defined hyper
parameter. Clearly, weight parameters having small absolute value will lead to a small sum
and will be pruned.
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Figure 8 - Weights and neurons before and after pruning [7]

This idea of pruning weight parameters having small absolute value is carried forward in
[7] where the researchers prune weight parameters with absolute value below a certain
threshold level in the trained neural network. It further removes neurons that have zero
input or output weight parameters. This process is repeated iteratively followed by
retraining. Figure 8 shows the sparsity in the network after pruning.

Similarly, Dynamic Network Surgery (DS) [17] calculates the importance of each weight
parameter and prunes the weights if its importance falls below certain threshold. The
importance is calculated as –

𝑖,𝑗

0,

𝑖𝑓 𝑎𝑘 > 𝑊𝑘

𝑖,𝑗

ℎ𝑘 (𝑊𝑘 ) = {𝑇𝑘𝑖,𝑗 , 𝑖𝑓 𝑎𝑘 ≤ 𝑊𝑘𝑖,𝑗 ≤ 𝑏𝑘
𝑖,𝑗

1,

𝑖𝑓 𝑊𝑘 > 𝑏𝑘
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(13)

𝑖,𝑗

where ℎ𝑘 (𝑧) is the importance of the 𝑧 𝑡ℎ weight parameter of the 𝑘 𝑡ℎ layer, 𝑊𝑘 is the
weight parameter connecting the 𝑖 𝑡ℎ weight parameter of the 𝑘 𝑡ℎ layer to the 𝑗 𝑡ℎ weight
parameter of the 𝑘 + 1𝑡ℎ layer, 𝑎𝑘 and 𝑏𝑘 are user defined thresholds for the 𝑘 𝑡ℎ layer and
𝑇𝑘 is a binary matrix of the 𝑘 𝑡ℎ layer which gets updated during each iteration.

There are two novel approaches used in this method. First is the existence of two thresholds
for each layer. This incorporates a small margin which is argued to have increased the
robustness of the method. Another novelty is the dynamic property of the method as against
the greedy approach. This means that a weight parameter that is once pruned can be reestablished if they appear to be more important in the later iterations.

Method

Approach

Prunes

Jiang et al. [16]

Layer-wise pruning of neurons that are

Neurons

less sensitive.

Dynamic Network

Prunes weights based on their

Surgery [17]

importance and threshold levels.

Li et al. [14]

Prunes filters having lowest sum of
absolute kernel weights.
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Weights

Filters

Han et al. [7]

Iterative Greedy search that finds the

Weights

best connections and prunes the rest.

Table 2 - Comparison of various methods to prune neural networks

All the methods described above for pruning neural networks, through neurons or weight
parameters, revolve around the central idea that weight parameters having low absolute
value and neurons associated with such weight parameters are more likely to be pruned.
The idea is that weight parameters with small absolute value do not activate the neurons of
the next layer and hence, pruning them will not affect the result of classification. Recent
researches [10] have found that having different values of threshold for each layer is better
than having a single threshold value for every layer..

2.3 Evolutionary Pruning
In 1990, Genetic Algorithm was used to prune a trained network [18]. A binary
representation was used for the weight parameters with the bits set to 0 to 1 depending if a
weight parameter is pruned or not. Moreover, heavily trained networks are given more
training cycles as a reward for fewer weights.

Since then, various evolutionary techniques have been used for evolving the architecture
of neural networks. Table 3 shows the list of all the recent uses of evolutionary techniques
to prune DNN.
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Author

Approach

Li et al. 2018 [10]

Used Negative Correlated Search (NCS) to prune Deep
Neural Networks

Jaddi et al. 2015 [19]

Used modified bat algorithm to optimize weight and
structure of neural networks

Alencar et al. 2016 [20]

Used Genetic Algorithms to prune Extreme Learning
Machines (ELM)

Samala et al. 2018 [21]

Used Evolutionary pruning for deep convolutional neural
networks

Wong et al. 2016 [22]

Used Evolutionary Algorithms for optimizing and pruning
neural networks

Table 3 - Recent use of evolutionary techniques to prune DNN

A recent and efficient method to prune networks is the Optimization-based Layer-wise
Magnitude Pruning (OLMP) [10], which tries to automatically find the optimal threshold
values using Negatively Correlated Search (NCS) technique. NCS is a population based
heuristic optimization algorithm. The flowchart of the entire process is shown in Figure 9.
It starts with a population of randomly initialized threshold levels for each layer. It prunes
the network using these threshold values to calculate the fitness value, which determines
how much the network has been pruned, incorporating the accuracy constraint. The
thresholds are then updated, and the process is repeated resulting in iterative pruning and
adjusting. The best threshold values are returned to prune the trained model and the pruned
model is then retrained for a better accuracy.
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Figure 9 - The OLMP method of pruning network [10]

OLMP extends magnitude-based pruning where the fitness function is calculated based on
the layer wise error and a threshold value. It achieves a better pruning ratio than other
magnitude-based pruning methods.

23

The model of OLMP has been further investigated and improved in our research. We have
used cultural algorithms and its variants to find the optimal threshold values. Also, we are
pruning and training our network simultaneously, saving the time required by the network
during the training phase.
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Chapter 3
Evolutionary Computation
Optimization is a process which is executed to minimize or maximize an objective function
until an optimum or a satisfactory solution is found. There exist many optimization
problems where the computational time required to find the optimal solution is
exponentially high. Evolutionary Computation contains a set of evolutionary algorithms
(EA) that can find optimal or near-optimal solutions in polynomial time.

3.1 Evolutionary Algorithms
Evolutionary algorithms are metaheuristic optimization algorithms which use mechanisms
inspired by the Darwin’s theory of biological evolution [23]. They are population-based
algorithms using the concepts of mutation, crossover, natural selection, and survival of the
fittest, in order to refine a set of candidate solutions iteratively in a cycle [24].

Optimization using evolutionary algorithms involve understanding the concepts of
phenotypes, genotypes, objective function, fitness function and search operations. The
following definitions are stated in [24].
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Definition 1. (Phenome)
The set of all the elements 𝑥 that can be the solution of the optimization problem is known
as the problem space or the phenome 𝑋.

Definition 2. (Phenotype)
The elements 𝑥 ∈ 𝑋 of the phenome are known as the phenotypes.

Although we need to find the optimal phenotypes, the phenotypes are represented in
mathematical terms so that it is possible to compute their score and execute different search
operations. This representation of phenomes is known as genomes. For example, in pruning
the neural networks, we need to optimize the architecture of the network so that it has a
smaller number of weight parameters and neurons. For this, we find the optimal threshold
values that help in pruning the weight parameters. Thus, although we need to optimize the
architecture of the neural network (phenotypes), we actually optimize the threshold values
(genotypes). This is because the threshold values are a better representation for the
computation purposes as compared to the architectural design. The genotypes are mapped
into their corresponding phenotypes using a mapping function.

Definition 3. (Genome)
The set of all elements 𝑔 which can be processed by the search operations in an
optimization problem is known as the search space or the genome 𝐺.

Definition 4. (Genotype)
The elements 𝑔 ∈ 𝐺 of the genome are known as genotypes.

A genotype may consist of many parameters, where each parameter may represent a certain
property of the genotype. These parameters are known as genes. Genes can be binary,
where it’s value can be either 0 or 1, or real coded, where its value is a real number. The
value of a gene is known as an allele.
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Figure 10 - Relation between Genomes and Phenomes [24]

Figure 10 shows the relation between the genomes and phenomes. The phenomes (problem
space) contains a set of point on the Cartesian plane from which an optimum point is to be
found for a particular optimization problem. This problem space is represented through
genomes (search space) which is computationally easier to optimize. Each genotype
present in the genome has binary genes. Once the optimal genotype is found, it is mapped
into the corresponding optimal phenotype using a genotype phenotype mapping (gpm)
function.

3.2 Genetic Algorithms
One of the most standard evolutionary algorithms is the Genetic Algorithms (GA). Genetic
Algorithms, first proposed by John Holland [25] and popularized by the works of Goldberg
[26], are able find good solutions to problems that were otherwise computationally
intractable. They are heuristic search techniques that starts with a random population and,
based on the fitness evaluation, selects individuals that will produce the successor
population. This process is iterated until a stopping criterion is reached. GA helps in
searching for solutions even when the domain knowledge is minimum [27].
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A population is a group of individuals, where a population corresponds to a genome and
each individual is a genotype. The genes of the individuals can be either binary or real
coded. The search operations - crossover and mutation - directly modify these genes [28].

3.2.1 Crossover Operation

In a crossover over operation, certain genes of one individual are exchanged with the genes
present at the same position of the other individual to produce two new individuals. Figure
11 shows various types of crossover operations. The simplest of all is the single point
crossover where the genes after a particular point are interchanged with the genes of
another genotype. In multi-point crossover, two or more points are used, and every
alternate gene sequence is interchanged. In uniform crossover, there exists a probability
distribution for each gene. This distribution indicates the probability with which a gene
should be exchanged.

Figure 11 - Types of crossover operations
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3.2.2 Mutation Operation

Crossover operation may converge all the individuals to a particular genotype. To maintain
diversity and to explore new genotypes, the mutation operation is applied on a genotype.
Figure 12 shows various types of mutation operations. The operation varies from a single
gene mutation, which mutates only one gene of the genotype, to a complete mutation,
which mutates all the genes of the genotype. Consecutive multi-gene mutation mutates a
sequence of genes whereas uniform multi-gene mutation applies a probability distribution
on each gene indicating the probability with which a gene is to be mutated.

Figure 12 - Types of mutations
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3.3 Cultural Algorithms
The conventional GA have little or no domain knowledge due to which it does not make
full use of the historical or domain information and lack prediction about the search space
[29]. However, if some domain knowledge is incorporated into the search process, then the
search space is drastically reduced. Thus, domain knowledge reduces the search space by
removing undesirable parts of the solution space, and by promoting desirable parts.
Reynolds [30] in 1994 proposed Cultural Algorithms where the search process incorporates
domain knowledge as well as knowledge acquired due to evolution to yield a better result.
Unlike GA, CA enables societies to adapt to their changing environments at rates that
exceed that of biological evolution. Engelbrecht [31] defines a culture as “Cumulative
deposit of knowledge, experience, beliefs, values, attitudes, meanings, hierarchies,
religion, notions of time, roles, spatial relations, concepts of the universe, and material
objects and possessions acquired by a group of people in the course of generations through
individual and group striving”.

Cultural algorithm maintains two search spaces - the population representing the genetic
component and the belief space representing the cultural component. Both these search
spaces evolve in parallel and exert significant influence over one another. The experiences
of individuals in the population space, identified through an acceptance function, are used
for the creation of knowledge residing within the belief space. An acceptance function
determines which individual’s experiences should be considered to contribute to the current
beliefs. This knowledge is stored and manipulated in the belief space – also known as
adjusting the belief space. These adjusted beliefs then influence the evolution of the
population. The communication between the two components, population space and belief
space, is shown in Figure 13.
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Figure 13 - Components of cultural algorithm [31]

3.3.1 Belief Space

The belief space is the central component where knowledge or beliefs of the individuals in
the population space is stored. This knowledge makes the search biased towards a
particular direction, resulting in the significant reduction of the search space. The belief
space is updated after each iteration by the most fit individuals. The belief space has been
classified into five basic categories [32]:
•

Normative Knowledge: This knowledge represents a set of desirable value ranges
residing within the population space. It indicates the acceptable behavior for the
individuals in the population.

•

Domain Specific Knowledge: This reflects some knowledge pertaining to the
problem being optimized. It is also called “prior” in the Bayesian statistics.
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•

Situational Knowledge: This knowledge refers to the beliefs pertaining to the vital
individuals in the search space.

•

Historical/Temporal Knowledge: This knowledge represents the historical or the
temporal patterns of the search space.

•

Spatial Knowledge: This knowledge represents the landscape or topography of the
search space.

3.3.2 Multi-Population Cultural Algorithms

Standard CA have only one population space where all the individuals reside. However,
there have been variants of this approach. In [33], the researchers have created multiple
population spaces with a single belief space as shown in Figure 14. The advantage of
having multiple population spaces is that each population will try to optimize a certain
parameter of the problem which is better than a single population trying to optimize all the
parameters. This fastens the search process as the optimal values of the parameters are
found quickly.

Figure 14 - Architecture of a variant of CA having multiple population space but a single belief space [33]

A more sophisticated variant of CA is having multiple population and belief spaces and
transferring the implicit knowledge through another component as shown in Figure 15.
32

Since the belief space influences the population, it is better to have different belief spaces
for different population spaces. By doing so, each belief space can influence the population
space at a rate and direction that is suitable for the optimization of the parameter of that
population space. Thus, rather than having one belief space influencing all the population
spaces towards optimal value, this architecture would increase the speed of the search
process. Such an architecture is also known as Multi-Population Cultural Algorithms
(MPCA).

Figure 15 - Architecture of a variant of CA having multiple population and belief spaces [34]
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In this research, Normative, Situational and Spatial knowledge have been used for pruning
the neural networks. A comparison is also made between CA and MPCA by pruning the
network through both the approaches.
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Chapter 4

Proposed Approach
In this section, a description of the methods used in the processing of neural networks and
in applying the cultural algorithm to prune them will be given.

4.1 Proposed Strategies to prune DNN
There are two different strategies used to prune DNN. Each strategy is used to prune two
different model of DNN – one Feedforward Neural Network (FNN) and other
Convolutional Neural Network (CNN). Hence there are four approaches as follows –
•

Using CA to prune FNN

•

Using CA to prune CNN

•

Using MPCA to prune FNN

•

Using MPCA to prune CNN

35

4.2 Evolutionary Pruning of DNN
We follow a weight-based pruning approach where the weights having a value below a
certain threshold are pruned. In the layer-wise magnitude-based pruning (LMP) approach
[10], there exists thresholds for each layer.

Let 𝑐 = (𝑐1 , 𝑐2 … 𝑐𝐿 ) be the set of thresholds for each layer. Then, we can redefine our
model from our problem definition in Section 1.2 by incorporating the thresholds as

𝐿𝑀𝑃(𝑊, 𝑐) = {𝑤 | |𝑤| > 𝑐𝑙 , 𝑤 ∈ 𝑊 𝑙 , 1 ≤ 𝑙 ≤ 𝐿}

(14)

where |𝑤| is the absolute value of 𝑤 . Now, we need to find the best values of threshold for
each layer so that the pruned network has minimum number of weight parameters. Thus,
the problem can be restated as [10] -

𝑐∗ =

𝑎𝑟𝑔𝑚𝑖𝑛

|𝑊 ′ | 𝑠. 𝑡. 𝑓(𝑊) − 𝑓(𝑊 ′ ) ≤ 𝛿

𝑐∈𝑅 𝐿 , 𝑊 ′ =LMP(W, c)

(15)

where |𝑊 ′ | is the size of 𝑊 ′ and 𝛿 is the user defined tolerance.

𝑐 ∗ denotes the best threshold values which is found by running the CA and MPCA over a
population of networks. After getting the hyper-parameter vector 𝑐 ∗ , we can get a
corresponding pruned model 𝐿𝑀𝑃(𝑊, 𝑐 ∗ ).
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4.3 Individual Representation
The individual is represented with the threshold values. Each gene of an individual is a
threshold value for a layer of the neural network. This value evolves during the epochs.
Figure 16 shows the genes of an individual. The gene values are uniformly initialized from
the range of 0 to 1.

Figure 16 - Representation of an individual.

4.4 Fitness Evaluation
The objective of pruning the network is to have a high pruning ratio. The pruning ratio is
the ratio of the size of the network before pruning to the size of the network after pruning.
The size of the network is the number of non-zero weight parameters. This ratio indicates
the extent to which a network is pruned. Higher the pruning ratio, more is the network
pruned.

However, there exists a constraint on the objective. We do not want the accuracy to be
drastically less than the accuracy of the unpruned network. Hence, we have defined 𝛿,
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which is the tolerance of the network. Thus, if the accuracy of the network falls by more
than 𝛿, the pruning ratio will be simply ignored.

As before, let 𝑓(𝑊) be the accuracy of the initial network and 𝑓(𝑊 ′ ) be the accuracy of
the pruned network. Let |𝑊| denoted the initial network size and |𝑊 ′ | denotes the pruned
network size. Then,

𝑓(𝑊 ′ ) − 100, 𝑖𝑓 𝑓(𝑊 ′ ) < 𝑓(𝑊) − 𝛿
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = { |𝑊|
,
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
|𝑊 ′ |

(16)

4.5 Pruning Neurons
In the LMP approach, we prune the weights of the network. If all the input weights of a
neuron are pruned, then that neuron will never get activated. Hence it is better to prune that
neuron. Similarly, if all the output weights of a neuron are pruned, then that neuron plays
no role in the classification of the network and is thus to be pruned. Thus, in our algorithm,
we check if there exists any neuron whose input or output weights are all pruned. If such a
neuron exists, then that neuron is immediately pruned. Pruning of neurons takes place in
the spatial component of the culture.

Thus, in our algorithm, we check if there exists any neuron whose input or output weights
are all pruned. If such a neuron exists, then that neuron is immediately pruned. Similarly,
a feature map is pruned if all the input or output kernels have been pruned. Pruning of
neurons and filters take place in the spatial component of the culture.

When a feature map is pruned, the kernels associated with the pruned feature maps are also
removed. Once a neuron or a filter is pruned, it is not considered again for the next
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generations. Also, when a neuron or a filter is pruned for one individual network, then it is
also pruned for all the networks in the population. This reduces the search space and
increases the pruning ratio quickly.

4.6 Adjusting Cultures
The belief space is the most important aspect of the cultural algorithm. In our method, we
have used normative, situational and spatial knowledge to adjust the belief space and
influence the networks. Mathematically, the belief space is a tuple represented as

𝐵(𝑡) = [𝑁(𝑡), 𝑆(𝑡), 𝑆𝑝(𝑡)]

(17)

where 𝐵(𝑡) represents the belief space at generation 𝑡, 𝑁(𝑡), 𝑆(𝑡) and 𝑆𝑝(𝑡) represent the
Normative, Situational and Spatial components respectively. Each of these components get
updated simultaneously and influence every individual of the next generation.

4.6.1 Situational Component

Let 𝑥𝑏𝑒𝑠𝑡 (𝑡) represent the individual having the best fitness value at generation 𝑡. Then, we
update the situational component as follows -

𝑆(𝑡 + 1) = {

𝑥𝑏𝑒𝑠𝑡 (𝑡) 𝑖𝑓 𝑥𝑏𝑒𝑠𝑡 (𝑡) > 𝑆(𝑡)
𝑆(𝑡)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

This property of storing the best individual is known as Elitism.
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(18)

Definition 5. (Elitism)
An elitist approach in an evolutionary algorithm ensures that at least one copy of the best
individual(s) of the current generation is propagated on to the next generation. [24]

Elitism guarantees that the evolutionary algorithm will converge. Hence, once a global
optimum basin is discovered, the algorithm will converge to that basin. However, the
chances of converging to a local optimum also increases due to elitism. At the beginning
of the first generation, the situational component is an empty individual, i.e., an individual
which has all the genes of the value 0. Since the gene value represents the threshold value
below which a weight parameter will be pruned, a gene value of 0 would indicate no
pruning as there cannot be a weight parameter with an absolute value of less than 0.

4.6.2 Spatial Component

The Spatial component stores the dimension of the network. For dense layers, it is the
number of unpruned neurons in that layer. For convolutional layers, it is the number of
unpruned feature maps in that layer. Whenever a neuron or a feature map in any layer is
pruned, the Spatial component is updated. Thus,

𝑆𝑝(𝑡 + 1) = {

[𝑛1 (𝑡), 𝑛2 (𝑡), 𝑛3 (𝑡), … 𝑛𝐿 (𝑡) ], 𝑖𝑓 𝑓(𝑊) − 𝑓(𝑊 ′ ) ≤ 𝛿
𝑆𝑝(𝑡),
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(19)

where 𝑛𝑙 (𝑡) represents the number of neurons for the 𝑙 𝑡ℎ dense layer or the number of
feature maps for the 𝑙 𝑡ℎ convolutional layer at generation 𝑡. This shows that the spatial
component is updated only when the accuracy after pruning is within the tolerance level.
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At the beginning of the first generation, the spatial component is the given input model of
the neural network.

4.6.3 Normative Component

The Normative component stores the lower and upper bounds which decide the size of the
search space. Its representation is similar to [31] –

𝑁(𝑡) = [𝑥𝑚𝑖𝑛,𝑗 (𝑡), 𝑥𝑚𝑎𝑥,𝑗 (𝑡), 𝐿𝑗 (𝑡), 𝑈𝑗 (𝑡)]

where,

𝑥𝑚𝑖𝑛,𝑗 (𝑡 + 1) = {

𝑥𝑚𝑎𝑥,𝑗 (𝑡 + 1) = {

𝑥𝑙𝑗 (𝑡),
𝑖𝑓 𝑥𝑙𝑗 (𝑡) ≤ 𝑥𝑚𝑖𝑛,𝑗 (𝑡) 𝑜𝑟 𝑓(𝑥𝑙 (𝑡)) < 𝐿𝑗 (𝑡)
𝑥𝑚𝑖𝑛,𝑗 (𝑡),
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑥𝑙𝑗 (𝑡),
𝑖𝑓 𝑥𝑙𝑗 (𝑡) ≥ 𝑥𝑚𝑎𝑥,𝑗 (𝑡) 𝑜𝑟 𝑓(𝑥𝑙 (𝑡)) < 𝑈𝑗 (𝑡)
𝑥𝑚𝑎𝑥,𝑗 (𝑡),
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑓(𝑥𝑙 (𝑡)),
𝐿𝑗 (𝑡 + 1) = {
𝐿𝑗 (𝑡),

𝑖𝑓 𝑥𝑙𝑗 (𝑡) ≤ 𝑥𝑚𝑖𝑛,𝑗 (𝑡) 𝑜𝑟 𝑓(𝑥𝑙 (𝑡)) < 𝐿𝑗 (𝑡)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑓(𝑥𝑙 (𝑡)),
𝑈𝑗 (𝑡 + 1) = {
𝑈𝑗 (𝑡),

𝑖𝑓 𝑥𝑙𝑗 (𝑡) ≥ 𝑥𝑚𝑎𝑥,𝑗 (𝑡) 𝑜𝑟 𝑓(𝑥𝑙 (𝑡)) < 𝑈𝑗 (𝑡)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

For each 𝑥𝑙 (𝑡), 1 ≤ 𝑙 ≤ 𝑛𝑝 .
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(20)

In the above set of equations, 𝑥𝑙 (𝑡) represents the 𝑙 𝑡ℎ individual at generation 𝑡, 𝑛𝑝 is the
number of individuals in the populations (also known as the population size), 𝑓(𝑥𝑙 (𝑡)) is
the fitness value of the 𝑙 𝑡ℎ individual at generation 𝑡 and 𝑥𝑙𝑗 (𝑡) is the value of the 𝑗 𝑡ℎ gene
of the 𝑙 𝑡ℎ individual at generation 𝑡. Thus, 𝑥𝑚𝑖𝑛,𝑗 (𝑡) would signify the smallest value of
the 𝑗 𝑡ℎ gene in the population or the value of the 𝑗 𝑡ℎ gene of the 𝑙 𝑡ℎ individual whose
fitness value is less than that of the individual with the smallest 𝑗 𝑡ℎ gene at generation 𝑡.
𝐿𝑗 (𝑡) would represent the fitness value of the smallest 𝑗 𝑡ℎ gene in the population or the
fitness value of the individual that is less that the fitness value of the individual having the
smallest 𝑗 𝑡ℎ gene at generation 𝑡. Similarly, 𝑥𝑚𝑎𝑥,𝑗 (𝑡) would signify the highest value of
the 𝑗 𝑡ℎ gene in the population or the value of the 𝑗 𝑡ℎ gene of the 𝑙 𝑡ℎ individual whose
fitness value is less than that of the individual with the highest 𝑗 𝑡ℎ gene at generation 𝑡.
𝑈𝑗 (𝑡) would represent the fitness value of the largest 𝑗 𝑡ℎ gene in the population or the
fitness value of the individual that is less that the fitness value of the individual having the
largest 𝑗 𝑡ℎ gene at generation 𝑡.

4.7 Influence Functions
Once the belief space is updated, it is used to influence the population of the next
generation. Let the size of the normative component be represented as-

𝜎𝑗 = 𝑥𝑚𝑎𝑥,𝑗 (𝑡 + 1) − 𝑥𝑚𝑖𝑛,𝑗 (𝑡 + 1)

(21)

The individuals of the next generation are updated by using both normative and situational
components. The change in direction is determined by the normative component whereas
the step sizes are determined by the situational component.
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𝑥𝑖𝑗 (𝑡) + |𝜎𝑖𝑗 𝑁(0,1)|

𝑖𝑓 𝑥𝑖𝑗 (𝑡) < 𝑆𝑗 (𝑡 + 1)

𝑥𝑖𝑗 (𝑡 + 1) = {𝑥𝑖𝑗 (𝑡) − |𝜎𝑖𝑗 𝑁(0,1)|
𝑥𝑖𝑗 (𝑡) + 𝜎𝑖𝑗 𝑁(0,1)

𝑖𝑓 𝑥𝑖𝑗 (𝑡) > 𝑆𝑗 (𝑡 + 1)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(22)

𝑁(0,1) represents the normal distribution, 𝑥𝑖𝑗 (𝑡) represents the value of the 𝑗 𝑡ℎ gene of the
𝑙 𝑡ℎ individual at generation 𝑡 and 𝑆𝑗 (𝑡 + 1) is the value of the 𝑗 𝑡ℎ gene of the situational
component.

The situational component also plays a role in the crossover operation. Figure 17 shows
the crossover operation which is defined as –

𝑥𝑗 (𝑡 + 1) = 𝑥𝑗 (𝑡) ∗ 0.5 + 𝑆(𝑡 + 1) ∗ 0.5
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(23)

Figure 17 - Example of the crossover operation.

This is followed by a mutation operation where the gene values of an individual are
increased by a factor of 1.1. The probability of a gene getting mutated is set to 10%. This
is illustrated in Figure 18.
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Figure 18 - Example of the mutation operation

Finally, the spatial component, if updated during a generation, influences all the individuals
of the generation by updating the dimensions of every individual network. Thus, every
individual network prunes the neurons and the features maps that were pruned by one
individual in the previous generation. This drastically reduces the search space and leads
to convergence quickly.

4.8 Using CA to prune DNN
The standard CA starts with a population of neural networks. Each network is initialized
with random weight and bias parameters. Apart from these weight and bias parameters,
each network also has a threshold array which would signify the individual in the
evolutionary algorithm. The size of the array corresponds to the number of layers in the
network. The thresholds for each layer of each network is also randomly initialized. These
threshold values form the genes of the individual.
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Each neural network is then trained for one epoch and the weight parameters whose
absolute value lie below the threshold value are then pruned. This pruned network is further
retrained for one more epoch and the accuracy of the network on the test data is then
calculated. If the accuracy falls by a margin greater than 𝛿, the fitness value is 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 −
100, else the pruning ratio is calculated and is returned as the fitness value. The value
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 − 100 represents the negative error since 100 − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 is the error of the
network. Thus, an individual will have a positive fitness value only if the accuracy is within
the tolerance levels.

The culture of the population is then adjusted based on the fitness values of the individual
networks. The network having the best fitness value gets stored in the situational
component of the belief space. If there exists any individual with a positive fitness value
whose neurons or feature maps can be pruned, then the spatial component is updated with
the new dimension of the network. The normative component is updated to find the
maximum and minimum gene value for each gene of the threshold of the individual. It also
stores the fitness values achieved by such genes.

Once the belief space is updated, it is used to influence the individual to create a new
population. If the spatial component is updated, then the dimension of all the individual
networks are also updated. The situational and normative components are used together to
influence the population as shown in Equation 22. The new population of networks is
created using the crossover and mutation operations. The new threshold values will now
be used in the next generation of the networks.

This process is repeated over a number of generations, which is also the number of pruning
epochs. Once the last epoch ends, the network having the best fitness value from the
population is selected and is further finetuned for another 100 epochs. The weight
parameters, bias parameters and threshold values of this network are then recorded.
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4.9 Using MPCA to prune DNN
MPCA works in a similar way but has a different population for each threshold value. Thus,
a network having four layers of weight parameters would need four threshold values – one
for each layer – and hence would have four populations in the MPCA method. The
individuals in the populations would have only one gene.

Each population has its own belief space. The situational and the normative components
work the same way as they work in the standard CA. Similarly, the spatial component, if
updated for any one of the individuals in any population, will influence all the individuals
in all the populations. The dimensions of the network would thus change for all the
individual network.

An important aspect of the MPCA method is the knowledge migration. Figure 19 shows
the flow of the knowledge migration that happen in MPCA. Initially we start with a
threshold array having all values set to zero. Each population has individuals with only one
gene. Initially these gene values are randomly initialized. The individuals only change that
value of the threshold array to which its population belongs to. Hence, the individuals of
population 1 would only change the value of the first element of the threshold array,
individuals of population 2 would change the second value of the threshold array and so
on. This is done for all the individuals and the fitness value is calculated. The gene value
of the individuals having the best fitness value in each population is then selected. These
best gene values are then set to the threshold array to be used for the next epochs.
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Figure 19 - Example of knowledge migration in MPCA
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Chapter 5

Experiments and Results
In this chapter, we give the details about the experimental setup and the results obtained
from those experiments.

5.1 Dataset
The algorithm was tested on the standard MNIST handwritten digits dataset [35]. The
dataset consists of 60000 training images and 10000 testing images. Each image is a
grayscale handwritten digit of size 28*28 pixels. Each pixel has a value ranging from 0 to
255 with 0 indicating pure black and 255 indicating pure white.

Before using the pixel values directly into our algorithm, we have to normalize the dataset.
To normalize the data, we divide each pixel value by 255. This changes the range of the
pixel values from 0 - 255 to 0 – 1.
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Figure 20 - Images in MNIST dataset that are difficult even for humans to recognize

5.2 Models
We have used the LeNet300-100 and the LeNet5 model which was tested by DS [17] and
OLMP [10]. The LeNet300-100 contains two dense layers. The first dense layer has 300
neurons and the second dense layer has 100 neurons. Thus, the model contains a total of
266200 weight parameters. The LeNet5 model contains two convolutional layers followed
by a dense layer. The first convolutional layer contains 20 feature maps. The second
convolutional layer contains 50 feature maps. The first dense layer contains 500 neurons.
Thus, the model contains 430500 weight parameters. Both the models were tested on the
MNIST dataset.

5.3 Setting Hyperparameters
In the next chapter, we have compared our methods with ITR [7], DS [17] and OLMP [10].
To make our methods comparable with those of other author’s work, the values of various
hyper parameters are same as that of other methods. The value of 𝛿 was set to 6%. In CA,
the population size was 10. In MPCA, each population had 4 individuals. The number of
populations depended on the number of thresholds required in pruning the model. In
LeNet300-100 model, there were three populations while in LeNet5 model, there were four
populations. The number of pruning epochs was 15. After pruning, the network was
finetuned for another 100 epochs.
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The Pruning Ratio (PR) is the ratio of the size of the unpruned network to the size of the
|𝑊|

pruned network, i.e., |𝑊 ′ |.

5.3 Using CA to prune LeNet300-100
Figure 21 shows the best cost achieved by an individual network of the population during
each pruning epoch. The best cost is the Pruning Ratio (PR) if the accuracy of the pruned
network is within the tolerance level, else it is 0. The pruning ratio increased significantly
to end at 200 at the end of the fifteenth epoch.

Figure 21 - Graph showing the best cost achieved at each pruning epoch for pruning LeNet300-100 by CA
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Figure 22 - Improvement in accuracy after finetuning.

Figure 22 shows an improvement of 2% in the accuracy of the network at the end of
finetuning. However, the accuracy remains the same after 20 epochs of finetuning. Hence,
the finetuning is done only for a hundred epochs.

5.4 Using MPCA to prune LeNet300-100
Figure 23 shows the pruning ratio achieved at each epoch after pruning the LeNet300-100
model by using MPCA. At the end of the 14th epoch, the pruning ratio achieved was 277.
Figure 24 shows the effect of finetuning the model after pruning. Similar to the case before,
the accuracy increases by 2% during finetuning.
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Figure 23 - Graph showing the best cost achieved at each pruning epoch for pruning LeNet300-100 by
MPCA

Figure 24 - Finetuning LeNet300-100 after pruning with MPCA
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5.5 Using CA to prune LeNet5
Figure 25 shows the pruning ratio achieved by pruning LeNet5 with the standard CA. The
pruning ratio was 592. This cannot be compared with the pruning ratio achieved in pruning
the LeNet300-100 model since the two models are different. The LeNet5 model contains
more layers and weight parameters as compared to the LeNet300-100 model. Figure 26
shows a similar increase of 2% in the accuracy after finetuning the model.

Figure 25 - Graph showing the best cost achieved at each pruning epoch for pruning LeNet5 by CA
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Figure 26 - Finetuning LeNet5 after pruning with CA

5.6 Using MPCA to prune LeNet5
Figure 27 shows a pruning ratio of 864 achieved after pruning the LeNet5 model with the
MPCA method. This clearly shows that MPCA achieves higher pruning ratio quicker as
compared to the standard CA. Similar to all the cases mentioned above, Figure 28 shows
an increase of roughly 2% in accuracy after finetuning the model.
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Figure 27 - Graph showing the best cost achieved at each pruning epoch for pruning LeNet5 by MPCA

Figure 28 - Finetuning LeNet5 after pruning with MPCA
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5.7 Error Analysis
All the above experiments were run three times and the best result was recorded. However,
the three results didn’t differ by a huge margin. The difference in the error recorded was
less than 1% for each run of the algorithm. The standard deviation in the error was 0.16.
This shows that the results given by the algorithm was consistent throughout the
experiment.
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Chapter 6

Comparison, Analysis and
Discussion
In this chapter, we compare and analyze our results with that of other methods.

6.1 Comparison between CA and MPCA
Figure 29 and Figure 30 show the comparison in the performance of CA and MPCA in
pruning the LeNet300-100 and LeNet5 model respectively. The graphs show the best
fitness value, which is the pruning ratio if accuracy is within the tolerance levels, achieved
by both the methods at each epoch. The graphs show that the MPCA prunes the network
quickly as compared to the CA. For LeNet5, it takes thirteen epochs for CA to reach a
fitness value of approximately 600 whereas MPCA achieves that fitness value within the
fifth epoch.
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Figure 29 - Comparison of CA and MPCA for pruning LeNet300-100

Figure 30 - Comparison of CA and MPCA for pruning LeNet5
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6.2 Comparisons with the LeNet300-100 model
Table 4 compares CA and MPCA with other methods for pruning LeNet300-100. It can be
seen that although our methods slightly increase the error, the PR achieved is way higher
compared to other methods. While ITR achieves the best error rate of 1.59%, the pruning
ratio it achieves is a mere 12. As the various methods increase the pruning ratio, they do
so at the expense of the error. CA further improves the pruning ratio to 200 with a
simultaneous increase in error to 3.75%. The best pruning ratio of 298 is achieved by
MPCA with a corresponding error of 5.17%. It is to be noted that the tolerance level was
set to 6% and hence the error posted by both - CA and MPCA – fall with the tolerance
level.

Method

Error (%)

Pruning Ratio

ITR

1.59

12

DS

1.99

56

OLMP

2.18

114

CA

3.75

200

MPCA

3.44

277

Table 4 - Comparison of PR achieved by different methods for pruning LeNet300-100

Since the LeNet300-100 model contains two hidden layers, it will have three fully
connected (fc) layers of weight parameters. The first fully connected layer (fc1) is between
the input layer and the first hidden layer, the second fully connected layer (fc2) is between
the first hidden layer and the second hidden layer, and the third fully connected layer (fc3)
is between the second hidden layer and the output layer.
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Since each input image has a size of 28*28 pixels, the total number of neurons in the input
layer is 28*28 = 784. The hidden layers have 300 and 100 neurons and the output layer has
10 neurons representing the 10 output categories of digits (0-9). In dense layers, there exist
weight parameters that connect every neuron of one layer to each neuron of the next layer.
Thus, the number of weight parameters is simply the product of the number of neurons
present in the two layers. Hence, the calculations of the number of weight parameters in
each fully connected layer is as follows –

The fc1 layer connects the input layer with 784 neurons to the first hidden layer with 300
neurons. Hence, the total number of weight parameters in fc1 is 784*300 = 235200. The
fc2 layer connects the first hidden layer with 300 neurons to the second hidden layer with
100 neurons. Hence, the total number of weight parameters in fc2 is 300*100 = 30000. The
fc3 layer connects the second hidden layer with 100 neurons to the output layer with 10
neurons. Hence, the total number of weight parameters in fc3 is 100*10 = 1000. Thus, the
total number of weight parameters in the model is 235200 + 30000 + 1000 = 266200.

Table 5 displays the number of initial weight parameters and the percentage of weight
parameters remaining after pruning in each layer of the LeNet300-100 model.

Layer

Params

Params (%)

Params (%)

Params (%)

Params (%)

ITR

DS

CA

MPCA

fc1

235.2K

8%

1.8%

0.38%

0.28%

fc2

30K

9%

1.8%

0.98%

0.49%

fc3

1K

26%

5.5%

15.20%

15.30%

Total

266.2K

8%

1.8%

0.50%

0.36%

Table 5 - Pruning details by each layer of the LeNet300-100 network
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6.3 Comparisons with the LeNet5 model
Table 6 compares CA and MPCA with other methods for pruning LeNet5. Once again,
despite a slight increase in the error, the pruning ratio achieved by CA and MPCA is
considerably higher compared to other methods. Similar to the LeNet300-100 pruning, ITR
achieves the best error rate of 0.77%. However, the pruning ratio is only 12. OLMP has
achieved a significant improvement with a pruning ratio of 298 at the expense of increasing
the error to 0.91%. CA doubles the pruning ratio to 598 with a moderate increase in error
to 2.50%. Finally, the best pruning ratio of 864 is achieved by MPCA with an error of
3.75%.

Method

Error (%)

Pruning Ratio

ITR

0.77

12

DS

0.91

108

OLMP

0.91

298

CA

2.50

592

MPCA

3.75

864

Table 6 - Comparison of PR achieved by different methods for pruning LeNet5

The LeNet5 model contains two convolutional hidden layers and one dense hidden layer.
Thus, it will have four layers of weight parameters – two convolutional (conv) and two
fully connected (fc) layers of weight parameters. The first convolutional layer (conv1) of
weight parameters is between the input layer and the first layer of feature maps and the
second convolutional layer (conv2) of weight parameters is between the first layer of
feature maps and the second layer of feature maps. The second layer is then flattened. The
first fully connected layer (fc1) is between the flattened layer of neurons and the first dense
hidden layer, and the second fully connected layer (fc2) is between the first dense hidden
layer and the output layer.
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The convolutional layer of weight parameters is an array of filters, with each filter being
an array of kernels. The kernel size is 5*5. Hence, the number of weight parameters is 25
is each kernel. The number of filters and the number of kernels in a filter depends on the
number of feature maps present in the input and output layers of feature maps respectively.
The input layer is the input image of size 28*28 pixels. Thus, the number of feature maps
is 1. The first hidden output layer has 20 feature maps. Thus, the number of weight
parameters in the first convolutional layer (conv1) is 25*1*20 = 500. The second hidden
output layer has 50 feature maps. Hence, the number of weight parameters in the second
convolutional layer (conv2) is 25*20*50 = 25000.

When a kernel of size 𝑛 ∗ 𝑛 is applied on a feature map of size 𝑝 ∗ 𝑞, then the output feature
map has size (𝑝 − 𝑛 + 1) ∗ (𝑞 − 𝑛 + 1). Also, in a pooling layer when a max-pool with
size 𝑛 ∗ 𝑚 is applied on a feature map of size 𝑝 ∗ 𝑞, then the output feature map has size
(𝑝/𝑛) ∗ (𝑞/𝑚). Hence, when we apply the kernel of size 5*5 on the input feature map of
size 28*28, then the size of the feature maps of the first hidden output layer is 24*24. After
this, we apply max-pool of size 2*2 which reduces the size of the feature maps to 12*12.
When the kernel is again applied on these feature maps, then the size of the feature maps
in the second hidden output layer is 8*8. Again, max-pool is applied which further reduces
the size of the feature maps to 4*4. This layer of 50 feature maps, with each feature map
of size 4*4, is then flattened. The total number of neurons in this flattened layer is 4*4*50
= 800.

Then, the fc1 layer connects the flattened layer with 800 neurons to the first hidden layer
with 500 neurons. Hence, the total number of weight parameters in fc1 is 800*500 =
400000. The fc2 layer connects the first hidden layer with 500 neurons to the output layer
with 10 neurons. Hence, the total number of weight parameters in fc2 is 500*10 = 5000.
Thus, the total number of weight parameters in the entire LeNet5 model is 500 + 25000 +
400000 + 5000 = 430500.
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Table 7 displays the number of initial weight parameters and the percentage of weight
parameters remaining after pruning in each layer of the LeNet5 model.

Layer

Params

Params (%)

Params (%)

Params (%)

Params (%)

ITR

DS

CA

MPCA

conv1

500

66%

14.2%

19.00%

16.80%

conv2

25K

12%

3.1%

0.66%

0.32%

fc1

400K

8%

0.7%

0.06%

0.06%

fc2

5K

19%

4.3%

4.68%

1.74%

Total

430.5K

8%

0.9%

0.17%

0.12%

Table 7 - Pruning details by each layer of the LeNet5 network

Since our objective function gives more importance to pruning, the layers having a greater
number of weight parameters will be pruned heavily as compared to layers having a smaller
number of weight parameters. This effect can be seen in Table 5 and Table 7. In LeNet300100, the fc3 layer has the least number of parameters – only 1000. Hence, it is the least
pruned layer and retains approximately fifteen percent of all the weight parameters.
Similarly, in LeNet5, the conv1 layer has only 500 parameters and retains more than
sixteen percent of the parameters. In contrast, the fc1 layer has 400K parameters and is
heavily pruned, retaining only 0.06% of the total weight parameters. Thus, layers having
more parameters will be heavily pruned compared to layers having less parameters.

Thus, we have made various comparisons of pruning different models of neural networks
with CA, MPCA and other widely accepted methods. In each model, we have found that
both CA and MPCA achieve a very high pruning ratio compared to its counterparts. Also,
MPCA achieves a higher pruning ratio more quickly than the standard CA. The only
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disadvantage is a slight increase in the error. Despite this increase, the error is still under
the defined tolerance levels.
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Chapter 7

Conclusion and Future Work
We proposed pruning of neural networks as a constraint optimization problem. We solved
this problem by iteratively pruning and retraining the network. The pruning is based on
threshold values which are different for each layer. Cultural Algorithms (CA) and MultiPopulation Cultural Algorithms (MPCA) are used to find the best threshold values for each
layer. Our results show that MPCA outperforms CA in pruning neural networks. Also, it
has achieved better pruning ratio (864 for LeNet5 and 277 for LeNet300-100) compared to
other state-of-the-art methods.

7.1 Limitations
One major limitation is the training of large neural networks multiple times. Consider a
population of ten individuals. This would mean that a large neural network would be
trained for ten times in each generation. However, as the network becomes more smaller,
the time taken to train the network reduces significantly. This may be advantageous for
large networks that have high number of training epochs.
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Moreover, the pruned weight parameters are not realistically pruned but are set to 0 forming
a sparse weight matrix. This matrix needs to be further encoded using techniques like
Huffman encoding as shown by Han et al. [13] to truly achieve space reduction.

7.2 Future Work
We have used our algorithms to prune sequential neural netwoks, where the output of one
layer become the input of the next layer. However, we would also like to extend the use of
CA and MPCA to prune non-sequential deep neural network models such as Recurrent
Neural Networks (RNN), ResNets [36] and Inception [37].

We would also like to test the algorithms on more complex data like the Cifar dataset [38]
and ImageNet [39]. Also, we shall incorporate the idea of pruning layers in a given model
of neural network.

We would also like to have a sensitivity analysis of the effect of the tolerance. We could
change the tolerance value and note the pruning ratio and the error for different values of
tolerance and plot a pareto front.

There exists a lot of scope for the implementation of these algorithms in pruning deep
neural networks. Smaller, simpler and faster neural networks would be highly used in many
applications in various fields.
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APPENDIX
All the experiments were done in Python [40]. Python is an easy to use programming
language

highly

used

in

machine

learning.

It

can

be

download

from

https://www.python.org/downloads/. To develop the above models in python, I would
highly recommend installing the following python libraries –

•

NumPy [41]: It is used for scientific computing in python. The installation steps are
provided in http://www.numpy.org/.

•

Scikit-Learn [42]: It consists of various machine learning model embedded in it.
Creating and using these models are easy using this library.

•

Tensorflow [43]: It is used to build and train complex machine learning models
with

relative

ease

of

coding.

The

installation

steps

are

listed

in

https://www.tensorflow.org/install.
•

Matplotlib [44]: It is used to plot graphs.

The Cultural Algorithm was created using the ideas from Yarpiz [45] who developed CA
in Matlab. The Multi-Population Cultural Algorithm was developed by creating different
belief spaces and populations and implementing knowledge migration in the standard CA.
One may need to change the hyper-parameters, activation functions or even the code used
in the above references to better suit their dataset and experiments.

The code was executed on an Intel® Core™ i5-7200U CPU @ 2.50GHz 2.70GHz
processor.
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