We display the entire structure R2 coding Σ1-and Σ2-elementarity on the ordinals. This leads to the first steps for analyzing pure Σ3-elementary substructures.
Introduction
Let R 2 = (Ord; ≤, ≤ 1 , ≤ 2 )
be the structure of ordinals with standard linear ordering ≤ and partial orderings ≤ 1 and ≤ 2 , simultaneously defined by induction on β in α ≤ i β :⇔ (α; ≤, ≤ 1 , ≤ 2 ) Σi (β; ≤, ≤ 1 , ≤ 2 )
where Σi is the usual notion of Σ i -elementary substructure (without bounded quantification), as in [10, 19, 20] . For work that initiated studies of ordinal structures based on Σ 1 -elementarity, in the above sense, the reader is referred to Carlson [6, 7, 8] . Core(R 2 ), the core of R 2 , i.e. the union of pointwise minimal instantiations of all finite isomorphism types of R 2 , was analyzed in [20] on the basis of [10] and shown to coincide with the initial segment of the ordinals below the proof-theoretic ordinal of Π 1 1 -CA 0 . Recall the relativized Skolem hull-based notation systems T τ that were introduced in [16] on a broad foundation developed mainly by Bachmann, Aczel, Feferman, Bridge, Schütte, Buchholz, Rathjen, and Weiermann, see e.g., [1, 2, 3, 4, 12, 14] , and the introduction of [16] . Variants of systems T τ that can be extended to stronger systems of ordinal notations and arithmetic were provided in [15] , starting with work by Buchholz and Schütte in [5] . State-of-the-art notation systems of this classical type were introduced by Rathjen, culminating in [13] , and have recently been elaborated more completely for an analysis of the provably recursive functions of reflection by Pohlers and Stegert [11] .
Let Ω be the least regular cardinal greater than Card(τ ) ∪ ℵ 0 , where the dependence of Ω on τ is easily understood from the context. For convenience we set T 0 := T 1 = T for the original notation system that provides notations for the ordinals below the proof theoretic ordinal of theories such as Π 1 1 -CA 0 , KPℓ 0 , and ID <ω . In the presence of 0, ordinal addition, and constants for all ordinals less than τ , the stepwise collapsing, total, injective, unary functions (ϑ i ) i<ω , where ϑ 0 = ϑ τ is relativized to τ , give rise to unique terms for all ordinals in the notation system T τ . On the basis of these term systems for initial segments τ ∞ := T τ ∩ Ω of Ord, we developed a detailed ordinal arithmetic in [16] that was further extended in [9] , [10] , and [20] . The following definition transfinitely iterates the closure under τ → τ ∞ = T τ ∩ Ω continuously through all of Ord.
Definition 1.1 (9.1 of [16] ) Let (υ ι ) ι∈Ord be the sequence defined by 1. υ 0 := 0,
3. υ λ := sup{υ ι | ι < λ} for λ ∈ Lim.
In this article we will extend the tracking chains approach taken in [10, 19, 20] , which naturally extends the arithmetical analysis of pure Σ 1 -elementarity given by Carlson in [6] , to show that the sequence (υ ι ) ι>0 is a < 1 -chain through the ordinals, supporting the maximal < 2 -chain through the ordinals (υ ι ) ι∈I where I := {ι ∈ Ord | ι > 1 and not of a form ι = λ + 1 where λ ∈ Lim}.
Here maximality means that for any ι ∈ I (actually for any ordinal ι), the enumeration of all < 2 -predecessors of υ ι is given by (υ ξ ) ξ∈I∩ι . For ι ∈ Ord− I the ordinal υ ι is υ ι− · 1 -≤ 1 -minimal, i.e. there does not exist any α ∈ (υ ι− · 1 , υ ι ) such that α < 1 υ ι , and does not have any < 2 -successor. For every ι ∈ I the ordinal υ ι is a ≤ 2 -predecessor of every proper multiple of υ ι . The ordinals of the form υ λ where λ ∈ Lim comprise the set of suprema of < 2 -chains of limit order type. This provides an overview of the structure R 2 , and a detailed picture will be established here through a generalization of Theorem 7.9 and Corollary 7.13 of [10] , see Theorem 3.5 and Corollary 3.9, respectively. This will enable us to prove in Section 4 that on the initial segment υ ω 2 +2 the structures R 2 and R 3 agree, where R 3 = (Ord; ≤, ≤ 1 , ≤ 2 , ≤ 3 ) and
is the least occurrence of a < 3 -pair in R 3 . A detailed arithmetical analysis of the structure R 3 is subject of ongoing work.
Generalized Tracking Sequences and Chains
In this section we establish connections with earlier work, in particular [16] , [10] , [19] , and [20] , and provide preliminaries in generalized form to be applicable to the entire ordinal structure R 2 . This will also serve as a concise targeted review of central notions and results of the cited articles, which renders the present article more easily accessible and less heavily dependent on [10] , [19] , and [20] .
Tracking sequences relative to limit υ-segments
Let Lim 0 denote the class {0} ∪ Lim where Lim is the class of limit ordinals. By P we denote the class of additive principal numbers, by M the class of multiplicative principal numbers. Let E denote the class of all epsilon numbers and E 1 := {1} ∪ E. For τ ∈ E 1 note that τ ∞ ∈ Im(υ) and (τ, τ ∞ ) ∩ Im(υ) = ∅. Let us extend the definition of the µ-and λ-operators, see Definition 3.4 of [10] and Definition 7.5 of [16] , respectively, by µ τ τ ∞ := (τ ∞ ) ∞ =: λ τ τ ∞ , and for λ ∈ Lim set λ υ λ := υ λ+1 .
We obtain µ υ λ+k = υ λ+k+1 = λ υ λ+k for λ ∈ Lim 0 and k ∈ (0, ω). The expressions λ 0 and µ υ λ for λ ∈ Lim 0 remain undefined. Recalling Definition 3.13 of [10] , which in turn is based on the notion of localization introduced in Section 4 of [16] , we define for convenience ts 0 := ts 1 = ts, and extend the definition of ts τ to
The function υ gives rise to a segmentation of the ordinals into intervals [υ ι , υ ι+1 ), which we now use for a generalization of the notion of tracking sequence.
Definition 2.1 (υseg, λ -ts) For α ∈ Ord let (λ, m) ∈ Lim 0 × ω be < lex -minimal such that α < υ λ+m+1 and define υseg(α) := (λ, m), the υ-segment of α. For better readability we set γ := (υ λ+1 , . . . , υ λ+m ) and γ := υ λ+m . In the case α ∈ P we define λ -ts(α) 
Extending the original definition from P ∩ 1 ∞ to all of P, we define ts(α) := λ -ts(α).
We recall the following definition of TS τ from [10] , thereby correcting a flaw in the original formulation that caused a deviation from the intended meaning. Definition 2.2 (corrected 4.2 of [10] ) Let τ ∈ E 1 . A nonempty sequence (α 1 , . . . , α n ) of ordinals below τ ∞ is called a τ -tracking sequence if Definition 2.7 (cf. 3.14 of [19] ) Let α ⌢ β ∈ λ -TS, where α = (υ λ+1 , . . . , υ λ+m ) ⌢ (α 1 , . . . , α n ) ∈ λ -RS for the maximal such m < ω and β = MNF β 1 · . . . · β k . Let β ′ := 1 if k = 1 and β ′ := β 2 · . . . · β k otherwise. We set α 0 := 1 + υ λ+m , α n+1 := β, h := ht α0 (α 1 ) + 1, and γ i := ts αi−1 (α i ) for i = 1, . . . , n, while
ts αn (β 1 ) otherwise, and write γ i = (γ i,1 , . . . , γ i,mi ), i = 1, . . . , n + 1. We then define the set
≤h of sequences of natural numbers ≤ h of length at most h, ordered lexicographically. We may now define o(α ⌢ β) recursively in lSeq(α ⌢ β), as well as auxiliary parameters n 0 (α ⌢ β) and γ(α ⌢ β), which are set to 0 where not defined explicitly.
1. If α = () and β = 1 + υ λ , then o((β)) := β.
If α = () and β
4. Otherwise. Then setting
The just defined extension of the evaluation function o to λ -TS is easily seen to have the following desired properties. 1. For α ∈ P let λ be as in Definition 2.1. Then we have o(λ -ts(α)) = α.
For α
3. o is strictly increasing with respect to the lexicographic ordering on λ -TS and continuous in the last vector component.
Connectivity components of R 2
We can now extend the system of enumeration functions of (relativized) connectivity components. To this end we extend the domain of κ () to all of Ord and define functions κ α and ν α for () = α ∈ λ -RS where λ ∈ Lim 0 , extending Definition 4.1 of [19] (Definition 2.4 of [20] ) to λ -RS. We first define these functions on the additive principal numbers. Definition 2.9 (cf. 2.4 of [20] ) Let α ∈ λ -RS where λ ∈ Lim 0 , α = (υ λ+1 , . . . , υ λ+m ) ⌢ (α 1 , . . . , α n ) for the maximal such m < ω, and set α 0 := 1 + υ λ+m . If α = (), we define for β such that
Now let β ∈ P such that β ≤ λ αn if that exists (i.e. λ + m > 0) and β ≤ υ 1 otherwise. Let β = MNF β 1 · . . . · β k and set β ′ := (1/β 1 ) · β. We first define an auxiliary sequence γ ∈ ξ -RS for some ξ ∈ Lim 0 , ξ ≤ λ.
Case 1: β ≤ α n . Here we consider two subcases: Subcase 1.1: n > 0 and there exists i ∈ [0, . . . , n − 1] such that α i < β. Then we set
, and set γ := (υ ξ+1 , . . . , υ ξ+l ).
Case 2: β > α n . Then γ := α.
Writing γ = (γ 1 , . . . , γ r ) we now define
For arbitrary β ∈ P let (λ, m) ∈ Lim 0 × ω be ≤ lex -minimal such that β ≤ υ λ+m+1 and set α := (υ λ+1 , . . . , υ λ+m ).
Writing κ β instead of κ () β , we define κ β := κ α β , and call κ the global κ-function of R 2 .
Remark 2.10
The restriction of the global κ-function of R 2 to the initial segment 1 ∞ = υ 1 enumerates all ≤ 1 -minimal ordinals, the largest of which is υ 1 . For arbitrary β ∈ Ord let again (λ, m) := υseg(β) according to Definition 2.1. Then the ordinal υ λ+m + κ β denotes the β-th υ λ+m -≤ 1 -minimal ordinal.
In order to extend the above definition to non-principal indices β, we need some preparation. We introduce a term measure on terms that use finitely many parameters from Im(υ). Suppose λ ∈ Lim 0 , m < ω, and α ∈ T υ λ+m . This term representation uses finitely many parameters below υ λ+m , each of which in turn can be represented in a system T υι for some ι < λ + m with parameters below υ ι . Resolving hereditarily (using transfinite recursion) all parameters results in a term representation of α that makes use of finitely many relativized ϑ 0 -functions ϑ τ where τ ∈ (υ ι1 , . . . , υ ι l ) for an increasing sequence of indices 0 < ι 1 < . . . < ι l = λ + m. A term measure can therefore be defined elementary recursively relative to such resolved term representation for any ordinal α. We adapt this motivation to the setting of λ -RS as follows. For λ = m = 0 we obtain a parameter-free representation for notations below υ 1 as in [20] . [20] )) Setting α 0 := 1+υ λ where λ ∈ Lim 0 , let α ∈ λ -RS be of a form α = (υ λ+1 , . . . , υ λ+m , β 1 , . . . , β n ) where m, n < ω and β 1 ∈ (υ λ+m , υ λ+m+1 ) if n > 0. The term system λ -T α is obtained from T αm+n by successive substitution of parameters from (α i , α i+1 ) by their T αi -representations, for i = m + n − 1, . . . , 0. The parameters α i are represented by the terms ϑ αi (0), 0 ≤ i ≤ m + n. For α ∈ T αm+n in λ -T α -representation where λ ∈ Lim let (υ ι1 , . . . , υ ι l ) be the non-empty finite increasing sequence up to υ λ needed to resolve all parameters of α, in the case λ = 0 we set l := 0. This results in a T τ -representation of α, where τ = (υ ι1 , . . . , υ ι l ) ⌢ α, that uses relativized ϑ 0 -functions ϑ τi for i = 1, . . . , l + m + n. Setting τ 0 := 1, the length l τ (α) of a T τ -term α is defined inductively by
Definition 2.12 (cf. 4.4 of [10] ) Let α ∈ λ -RS where α = (υ λ+1 , . . . , υ λ+m ) ⌢ (α 1 , . . . , α n ) and α 0 := 1+υ λ+m . We define global functions κ, dp : Ord → Ord, omitting superscripts () for ease of notation, as well as, for α = (), local functions κ α , dp α where dom(κ α ) = [0, λ αn ] and dom(dp α ) = dom(κ α ) if n > 0 while dom(dp α ) = υ λ+m+1 if n = 0, simultaneously by recursion on l τ (β), extending Definition 2.9. The clauses extending the definition of κ α are as follows.
γ + dp α (γ) + κ α δ for β = NF γ + δ. dp α is defined as follows, using ν as already defined on λ -TS.
1. dp(υ ξ ) := 0 for all ξ ∈ Ord.
2. dp α (0) := 0, dp α (1) := 0, and dp α (α n ) := 0 in case of α = (), 3. dp α (β) := dp α (δ) if β = NF γ + δ, 4. dp α (β) := dp
5. for β ∈ P >αn \ E let γ := (1/α n ) · β and log(γ) = ANF γ 1 + . . . + γ m and set dp α (β) := κ α γ1 + dp α (γ 1 ) + . . . + κ α γm + dp α (γ m ),
. . , α n , β), and define dp α (β) := ν
+ dp γ (λ αn β ).
Recall Definitions 3.1 and 3.9 of [10] .
Definition 2.13 (cf. 4.4 of [10] ) Let α ∈ λ -RS be of the form α = (υ λ+1 , . . . , υ λ+m ) ⌢ (α 1 , . . . , α n ) = () and set α 0 := 1 + υ λ+m . We define the local function ν α on [0, µ αn ], extending Definition 2.9 and setting α := o(α), by
It is easy to see that the properties of κ-, dp-, and ν-functions established in Section 4 of both [10] and [19] extend as expected to the functions defined above. We therefore omit a reiteration of these results in the form of straightforward generalizations.
Extending the concept of tracking chains
As outlined at the beginning of Section 5 of [10] , addressing the (relativized) connectivity components of the relations (≤ i ) 1≤i≤n for some n < ω would require us to rearrange indices into an n-column form in which the i + 1-st column allows for entries regarding the order type of ≤ i -chains (i = 1, . . . , n − 1). Note that such order types of ≤ i -chains are in direct correspondence to the occurrence of (relativized) ≤ i+1 -connectivity components. In such notation, the least ordinal, the set of ≤ 2 -predecessors of which has order type ω, which is the ordinal υ ω , would then be ((υ 1 , υ 2 , ω)). The least ordinal that has a < 3 -successor in R 3 , which is υ ω 2 , would then be addressed by ((υ 1 , υ 2 , ω 2 )), and its < 3 -successor υ ω 2 +2 would be addressed by ((υ 1 , υ 2 , ω 2 ), (υ ω 2 +1 , υ ω 2 +2 )), noticing that υ ω 2 +2 is the maximum of a < 1 -chain of multiples of υ ω 2 +1 that itself does not have any < 1 -successor.
As our main focus is the structure R 2 we avoid this general bookkeeping formalism and employ the familiar format of tracking chains for patterns of order 2. In so doing we will be talking about the ordinals υ λ where λ ∈ Lim in an implicit manner as they drop out of the 2-dimensional format of tracking chains for R 2 , e.g. we will denote the ordinal υ ω 2 +2 , which we considered above in the context of R 3 , simply by ((υ ω 2 +1 , υ ω 2 +2 )).
For an easy example of the difference between these two ways of addressing components consider the ordinal υ m+2 where 0 < m < ω: In our familiar tracking chain notation, we denote this ordinal by the (lengthy) ((υ 1 , . . . , υ m+2 )), where 0 -ts(υ m+2 ) = (υ 1 , . . . , υ m+2 ), while the general 3-column notation would give ((υ 1 , υ 2 , m)). In the case of υ ω+2 the 3-column notation reads ((υ 1 , υ 2 , ω + 1)), while the ω -ts-based notation we will use is ((υ ω+1 , υ ω+2 )). The case in which the < 2 -chain extends further within the interval (υ m+2 , υ m+3 ) is addressed in the familiar formalism by ((υ 1 , . . . , υ m+2 , α 1 , . . . , α n )), whereas the 3-column notation would continue with entries in the second column ((υ 1 , υ 2 , m), (−, α 1 ), . . . , (−, α n )), where − indicates that the respective entry can be left blank. This latter notation is in obvious analogy with the situation of nested ≤ 1 -components: An ordinal β = κ β1 + . . . + κ βn for suitable indices β 1 > . . . > β n has the tracking chain ((β 1 ), . . . , (β n )). The address space indexing the relative ≤ i -components for all i ∈ (0, ω) of the structure R ω therefore consists of ω × ω-matrices of ordinals all but finitely many entries of which are left blank.
As we will see, ordinals υ λ where λ ∈ Lim have υ λ+1 -many υ λ -≤ 1 -minimal successors. We will denote the ordinal υ λ by the chain ((υ λ )), its least < 2 -successor υ λ · 2 by ((υ λ · 2)), and the largest υ λ -≤ 1 -minimal ordinal υ λ+1 by ((υ λ+1 )). The least < 2 -successor of υ 1 above υ λ is denoted by ((υ λ + υ 1 )). This shows that we lose a nice property of the original tracking chains: Namely that all < 2 -predecessors of an ordinal occur as initial chains of its tracking chain. However, in the presence of infinite < 2 -chains this property cannot be kept anyway.
We are now going to extend Definition 5.1 of [10] to a system of tracking chains for all of R 2 . The first sequence of a generalized tracking chain α will determine the υ-segment in which the ordinal addressed by α is located. This will be called υseg(α), the υ-segment of α.
Definition 2.14 (cf. 5.1 of [10] ) Proceeding by induction along the lexicographic ordering of the index pairs (n, m n ), we define a tracking chain to be a vector α = (α 1 , . . . , α n ), where n ≥ 1, that consists of sequences α i = (α i,1 , . . . , α i,mi ) of ordinals with m i ≥ 1 for 1 ≤ i ≤ n and satisfies certain conditions enumerated below. We define dom(α) to be the set of all index pairs of α, that is
The vector τ = (τ 1 , . . . , τ n ) defined by τ i,j := end(α i,j ) for (i, j) ∈ dom(α) (that is, τ i,j is the least additive component of α i,j ) is called the chain associated with α.
The initial chains α↾i,j of α, where (i, j) ∈ dom(α), are
By α↾i we abbreviate α↾i,m i . For convenience we set α↾i,0 := () for i = 0, 1 and α↾i+1,0 := α↾i,m i −1 for 1 ≤ i < n.
We list the conditions that must hold for α to be a tracking chain. Along the way we introduce required terminology.
1. All proper initial chains α↾i,j of α are tracking chains.
2. α 1,1 ∈ [υ λ , υ λ+1 ] for some λ ∈ Lim 0 , where
and unless α = ((0)), all indices α i,j are non-zero.
3. For i ∈ {1, . . . , n} such that m i > 1 τ i,j ∈ E and α i,j+1 ≤ µ τi,j for j = 1, . . . , m n − 1.
Let t < ω be maximal such that α 1 is of the form α 1 = (υ λ+1 , . . . , υ λ+t , γ 1 , . . . , γ l ), hence γ 1 < υ λ+t+1 if l > 0. Then (λ, t) indicates the υ-segment of α, υseg(α) := (λ, t).
The sequences
(υseg(α i,1 )) 2≤i≤n and (υseg(τ i,1 )) 2≤i≤n
are weakly decreasing with upper bound (λ, t).
Let s 1 ∈ {1, . . . , n} be minimal such that τ s1,1 < υ λ if that exists, in which case we further let s 1 < . . . < s p ≤ n indicate all indices i ≥ s 1 where υseg(τ i,1 ) strictly decreases, hence υseg(τ sj −1,1 ) > υseg(τ sj ,1 ) for j = 2, . . . , p, otherwise we set p := 0. Let (λ j , t j ) := υseg(τ sj ,1 ), j = 1, . . . , p, indicate the corresponding υ-segments. If p = 0, let s 0 := 1, (λ 0 , t 0 ) := (λ, t).
The i-th unit τ ⋆ i of α and its index pair i ⋆ for 1 ≤ i ≤ n is defined as follows.
We define the i-th critical index of α, written as ρ i (α), in short as ρ i if no confusion is likely, by
and in case of τ
The < lex -greatest index pair (i, j) of α after which the elements of α fall onto the main line starting at α i,j is called the critical main line index pair of α. The formal definition is as follows: If there exists a maximal i ∈ {1, . . . , n} such that there is a maximal j ∈ {1, . . . , m i − 1} with α i,j+1 < µ τi,j and if (i, j) satisfies the following conditions:
• χ τi,j (τ i,j+1 ) = 1 and By TC we denote the set of all tracking chains. For a tracking chain α with υseg(α) = (λ, t) we also write α ∈ (λ, t) -TC or α ∈ λ -TC. By (i, j) + we denote the immediate < lex -successor of (i, j) in dom(α) if that exists and (n + 1, 1) otherwise. For convenience we set (0, 0) + := (1, 1) and (i, 0)
An extension of a tracking chain α is a tracking chain of which α is an initial chain. A 1-step extension is an extension by exactly one additional ordinal.
Due to frequent future occurrences we introduce the following notation for the modification of a tracking chain's last ordinal.
Remark 2.15 Note that α[ξ] might not be a tracking chain. This has to be verified when this notation is used. In the case ξ ∈ (0, α n,mn ) the second part of condition 6 has to be checked.
The following definition describes a procedure to extend a given tracking chain stepwise in a maximal manner. Tracking chains of the form ((υ λ+1 , . . . , υ λ+m )), which in principle could be maximally extended infinitely many times, are excluded from this procedure as they do not play any role in criterion 7 for tracking chains.
The extension candidate for α is defined via the following cases, setting τ := τ n,mn and τ ′ := τ ′ n : 0. τ n,mn ∈ Im(υ): Then an extension candidate for α does not exist (or is not defined).
1. m n = 1: We consider three subcases:
Then α is already maximal. An extension candidate for α does not exist.
Then α is extended by α n,2 := µ τ .
Otherwise: Then α is extended by
2. m n > 1: We consider three subcases.
τ = 1:
Here we consider another two subcases.
Otherwise: Then α is extended by α n,mn+1 := µ τ .
Otherwise:
We consider again two subcases.
If the extension candidate for α exists we denote it by ec(α), and if it is a tracking chain then we call it the maximal 1-step extension of α.
The iterated extension of α starts with t 0 := α. Suppose t n has already been defined. If t n is maximal or is not a tracking chain, then the extension process ends with t n . Otherwise we continue the extension process with the extension candidate t n+1 for t n .
If after finitely many steps, some t n0 is reached that is a tracking chain that cannot be extended further or the extension candidate of which is not a tracking chain then we call t n0 the maximal extension of α, me(α). We define
In the following definition we will provide a notion of reference sequence that will replace the notion of characteristic sequence in Definition 5.3 of [10] and allow us to see the analogues of Lemmas 5.7, 5.8, and 5.10 of [10] without reiterating similar arguments given in the respective proofs. . . , α n ) ∈ TC, where α i = (α i,1 , . . . , α i,mi ), with associated chain τ and p, s 1 , . . . , s p as defined in 2.14.
For i ∈ {1, . . . , n} and j ∈ {0, . . . , m i } the reference sequence rs i,j (α) of α at (i, j) is defined by
where σ := (τ i,1 , . . . , τ i,j ).
and setting
For convenience we also define ers 1,0 (α) := ().
Remark 2.18
Note that rs i,j (α), ers i,j (α) ∈ RS for appropriate indices.
The evaluationsτ i,j andα i,j for (i, j) ∈ dom(α) are defined as follows, setting ς := ers i,j (α).
The initial values {o i,j (α) | (i, j) ∈ dom(α)} of α are defined, setting for convenience m 0 := 0, o 0,0 (α) := 0, and
We define the value of α by o(α) := o n,mn (α) which is the terminal initial value of α.
Remark 2.20
It is easy to see that
Definition 2.21 (5.13 of [10] ) We define a linear ordering < TC on TC as follows. Let α, β ∈ TC be given, say, of the form
Let (i, j) where 1 ≤ i ≤ min{n, l} and 1 ≤ j ≤ min{m i , k i } be < lex -maximal such that α↾i,j = β↾i,j, if that exists, and (i, j) := (1, 0) otherwise.
Lemma 2.22 (5.14 of [10] ) For all α, β ∈ TC we have
Proof. As in [10] . ✷ Corollary 2.23 (cf. 5.15 of [10] ) For any α ∈ Ord there exists at most one tracking chain for α. ✷
We will obtain an order isomorphism between (Ord, <) and (TC, < TC ) once we extend the inverse function tc from Definition 6.1 of [10] to all of Ord. For convenience, we introduce terminology that aligns the generalized setting with the formalism used in [10] , cf. Definitions 4.16, 5.1, and 5.9.
Definition 2.24 Let α = (α 1 , . . . , α n ) ∈ TC, where α i = (α i,1 , . . . , α i,mi ) for 1 ≤ i ≤ n, with associated chain τ . Set α := o(α) and let β ∈ P, β ≤ end(α). Fix i ∈ [1, . . . , n] and j ∈ [0, m i ). The tracking sequence ts[τ ↾i,j](β) of β relative to τ ↾i,j is defined as follows.
Case 2: Otherwise. Let (ξ, u) := υseg(β) and
Definition 2.25 (cf. 6.1 of [10] ) For α ∈ Ord we define the tracking chain assigned to α, tc(α), by recursion on the length of the additive decomposition of α. We define tc(0) := ((0)), and if α ∈ P we set tc(α) := (ts(α)). Now suppose tc(α) = α = (α 1 , . . . , α n ) to be the tracking chain already assigned to some α > 0, where α i = (α i,1 , . . . , α i,mi ) for 1 ≤ i ≤ n, with associated chain τ , (λ, t) := υseg(α), and p, s l , (λ l , t l ) for l = 1, . . . , p as in Definition 2.14, and let β ∈ P, β ≤ end(α). For technical reasons, we set α n+1,1 := 0 and m n+1 := 1. The definition of tc(α + β), the tracking chain assigned to α + β, requires the following preparations.
• For 1 ≤ i ≤ n and 0 ≤ j < m i let (β
• Let (i 0 , j 0 ), where 1 ≤ i 0 ≤ n and 1 ≤ j 0 < m i0 , be < lex -maximal with
. Then there are three subcases:
1.3: β >τ i0,j0 . Then there is an r 0 < r such that, setting β 0 := 1, β r0 = τ i0,j0 , and tc(α + β) is defined
Case 2:
Then there are the following subcases:
Then β =τ n,mn , and tc(α + β) is defined by
provided this vector satisfies Condition 7 of Definition 2.14, otherwise we have β =τ i0,j0 , and tc(α + β) is defined as in case 1.2.
2.3:
Otherwise. Then k 0 > i 0 and α k+1,1 + β
, provided this vector satisfies Condition 7 of Definition 2.14, otherwise we have β =τ i0,j0 , and tc(α + β) is defined as in case 1.2.
Remark 2.26 Case 1.3 uniformly covers two rather different situations: The situation (i 0 , j 0 ) = (1, 0) will be shown to correspond to the scenario in which adding β to α means to jump into a larger (υ λ -)≤ 1 -connectivity component, whereas the situation (i 0 , j 0 ) = (1, 0) corresponds to jumping into a larger ≤ 2 -connectivity component on the surrounding main line. Notice that we could have incorporated Case 1.2 into Case 1.3, say, by setting β r+1 := 1. Case 2.1 takes care of Condition 6 of Definition 2.14.
a) tc(α) ∈ TC, i.e. tc(α) meets all conditions of Definition 2.14.
b) There exists exactly one tracking chain for α, namely tc(α) satisfies o(tc(α)) = α.
Proof. By straightforward adaptation of the proof of Lemma 6.2 of [10] . ✷ Corollary 2.28 (cf. 6.5 of [10] ) tc is a <-< TC -order isomorphism between Ord and TC with inverse o. We thus have tc(o(α)) = α for any α ∈ TC and α < β ⇔ tc(α) < TC tc(β)
for all α, β ∈ Ord. ✷
Closed sets of tracking chains
We are now going to generalize the notion of closed sets of tracking chains that was introduced in Section 3 of [20] . Closed sets are easily seen to be closed under the operation of maximal extension (me) introduced in Definition 2.16. We will need closedness to find all parameters from Im(υ) involved in (tracking chains of) elements of R 2 . These play a key role in handling all (finitely many) "global" < 2 -predecessors needed to locate ordinals in R 2 : As we will see in the next section, ordinals of the form υ λ+m , where λ + m > 0, λ ∈ Lim 0 , and m ∈ N \ {1}, have arbitrarily large < 2 -successors, namely all ordinals of the form υ λ+m + υ λ+m− · 1 · (1 + ξ), ξ ∈ Ord. For illustration, consider the easy example of the ordinal υ ω · υ 17 , the greatest < 2 -predecessor of which is υ ω , while its ≤ 1 -reach is lh(υ ω · υ 17 ) = υ ω · υ 17 + υ 17 , which in turn has the greatest < 2 -predecessor υ 18 . Another instructive example would be to consider the ordinal ε υω+υ17+1 , where closure under· (see Section 8 of [16] and Section 5 of [9] ) becomes essential, which holds for closed sets of tracking chains, cf. Lemma 3.19 of [20] . The term decomposition of components of tracking chains in a closed set M via the operations of additive decomposition, logarithm, λ-, and·-operator expose all bases of greatest < 2 -predecessors of elements in o[M ], cf. also Lemma 3.20 of [20] in a more ambitious context in order to enable base minimization, cf. Definition 3.26 of [20] .
We call τ an υ-sequence if it is of the form either τ = (υ λ ) where λ ∈ Lim or τ = (υ λ+1 , . . . , υ λ+m ) where λ ∈ Lim 0 and m ∈ (0, ω). A tracking chain α ∈ TC is called an υ-sequence if it is of the form (τ ) where τ ∈ TS is an υ-sequence.
1. α is called convex if every ν-index of α is maximal, i.e. given by the µ-operator.
2. If α satisfies m n > 1 and α n,mn = µ τ , where τ := τ n,mn−1 , then α is called a principal chain to base τ , and τ is called the base of α. If α ∈ M then we say that α is a principal chain in M and that τ is a base in M . 
, unless this is a υ-sequence, 3. unfolds minor ≤ 2 -components: if α ∈ M , m n > 1, and τ < µ τ ′ then:
. maximizes me-µ-chains: if α ∈ M , m n ≥ 1, and τ ∈ E >τ ′ , then:
, unless this is a υ-sequence, and
, unless this is a υ-sequence,
Set ξ := ξ 1 + . . . + ξ k , unless ξ > 0 and α ⌢ (ξ 1 + . . . + ξ k ) ∈ TC (due to condition 7 of Definition 2.14), in which case we set ξ := ξ 1 + . . . + ξ k−1 . Suppose that ξ > 0. Let α + denote the vector {α ⌢ (ξ)} if this is a tracking chain (condition 6 of Definition 2.14), or otherwise the vector α ↾n−1 ⌢ (α n,1 , . . . , α n,mn , µ τ ). Then the closure of {α + } under clauses 4 and 5 is contained in M .
7. supports bases: if β is a principal chain in M to base τ such thatτ
Remark 2.32 Due to the exclusion of υ-sequences from closure in clauses 2 and 5 above it is easy to see that closure of a set M ⊆ fin TC under clauses 1 -7 results in a finite set of tracking chains. This is due to decreasing ht-and l-measures of the terms involved, cf. Definition 3.26 of [16] and Definition 2.11. Closedness under clauses 1 -6 only results in M being a spanning set of tracking chains, first introduced in Section 5 of [19] .
3 The Structure R 2
We are now prepared to generalize Theorem 7.9 and Corollary 7.13 of [10] to all ordinal numbers. For an indepth discussion of the initial segment of R 2 below 1 ∞ = υ 1 in arithmetical terms, as secured by Theorem 7.9 and Corollary 7.13 of [10] , the reader is referred to Subsection 2.3 of [20] . There we called this arithmetical characterization C 2 , and in [19] we showed that it is an elementary recursive structure.
In order to proceed toward generalization of the arithmetical analysis established in [10] , recall the notion of relativized ≤ i -minimality for i ∈ {1, 2}: α is β-≤ i -minimal if and only if there does not exist any γ ∈ (α, β) such that γ < i β. Hence, 0-≤ i -minimality is equivalent to ≤ i -minimality. As in Definition 7.7 of [10] we denote the greatest < i -predecessor of an ordinal α by pred i (α) if that exists and set pred i (α) := 0 otherwise. Note that the latter case can have two reasons: either α is ≤ i -minimal or the order type of its < i -predecessors is a limit ordinal. Pred i (α) denotes the set of all < i -predecessors of α, Succ i (α) denotes the class of all β such that α ≤ i β, and lh i (α) denotes the maximum of Succ i (α) if that exists and ∞ otherwise, lh := lh 1 .
As outlined in Section 7 of [10] we have finite-set criteria to verify ≤ i -relationships, i < ω, between ordinals. We give a reformulation for the reader's convenience. The following criterion can be extended successively to provide criteria for relations ≤ i , i < ω, which we will do in the next section in order to have a finite-set criterion for < 3 . 
For all finiteỸ
+ , whereỸ ⊆Ỹ + ⊆ α, h can be extended to an isomorphism h + such that
If for all such X and Y there exists a setỸ that satisfies property 1, then we have α < 1 β. IfỸ can be chosen so that additionally property 2 holds, then we even have α < 2 β.
Proof. The proof is given in [10] . See also Proposition 4.1, the proof of which is given in detail. ✷ According to [6] , for α = CNF ω α1 + . . . + ω αn < ε 0 , where n > 0 and α n = ANF ρ 1 + . . . + ρ m , we have
While, as shown in [6] , the structure R 1 becomes periodic in multiples of ε 0 , with the proper multiples of ε 0 characterizing those ordinals α which satisfy lh(α) = ∞, in R 2 this isomorphic repetition of the interval [1, ε 0 ] with respect to additive translation holds only up to the ordinal ε 0 · (ω + 1), since the pointwise least < 2 -pair is ε 0 · ω < 2 ε 0 · (ω + 1) and hence lh(ε 0 · (ω + 1)) = ε 0 · (ω + 1), as was shown in [10] .
Remark 3.2 The criterion for ≤ 1 can be applied to see that in R 2 we have α ≤ 1 α + 1 if and only if α ∈ Lim and for every < 2 -predecessor β of α the ordinal α is a proper supremum of < 2 -successors of β, see Lemma 7.2 of [10] . It is also easy to see that whenever α < 2 β, α must be the proper supremum of an infinite < 1 -chain, i.e. the order type of the set of < 1 -predecessors of α must be a limit ordinal, see Lemma 7.5 of [10] .
Another useful elementary observation proven in [10] is the following Lemma 3.3 (7.6 of [10]) Suppose α < 2 β, X ⊆ fin α, and ∅ = Y ⊆ fin [α, β).
1. There exist cofinally manyỸ ⊆ β such that X ∪Ỹ ∼ = X ∪ Y . More generally, for any Z ⊆ fin α with X < Z, if α |= ∀x∃Z (x <Z ∧ "X ∪ Z ∼ = X ∪Z") then this also holds in β.
2. Cofinally in α, copiesỸ ⊆ α of Y can be chosen which besides X <Ỹ and X ∪Ỹ ∼ = X ∪ Y also "maintain ≤ 1 -connections to β": For any y ∈ Y such that y < 1 β the correspondingỹ satisfiesỹ < 1 α. ✷ For the reader's convenience we cite the following Definition 3.4 (7.8 of [10] ) Given substructures X and Y of R 2 , a mapping h : X ֒→ Y is a covering of X into Y , if
1. h is an injection of X into Y that preserves ≤, and
We call h a covering of X if it is a covering from X into R 2 . We call Y a cover of X if there is a covering of X with image Y .
The proof of our main theorem below is a modifying and generalizing rewrite of the proof of Theorem 7.9 of [10] with several corrections and notational adjustments. We keep the proof structure and case numbering comparable to structure and numbering chosen in the proof of Theorem 7.9 of [10] , however, with a more explicit numbering of subcases. The Special Case in Subcase 1.2, as well as Subcases 1. The situation where the order type of Pred 1 (α) is a limit ordinal is characterized by the following two cases:
b) We have α is υ ξ -≤ 2 -minimal ⇔ m n ≤ 2 and τ ⋆ n = 1 + υ ξ for some ξ ∈ Lim 0 , and in terms of pred 2 we have
The order type of the set of < 2 -predecessors of α is a limit ordinal if and only if α = υ λ > 0:
and if this is the case, we have Pred 2 (α) = {υ ζ+k | 0 < ζ + k < λ where ζ ∈ Lim 0 and k ∈ N \ {1}} .
Proof. The proof is by induction on α. In the case α = 0, equivalently α = ((0)), there is nothing to show, so let us assume that α > 0, whence α n,mn > 0. Setting ς := ers n,mn (α), see Definition 2.19, we distinguish between cases concerning m n and whether α n,mn is a limit or a successor ordinal.
Case 1: m n = 1. We define
and consider cases regarding α n,1 . Subcase 1.1: α n,1 is a successor ordinal, say α n,1 = ξ + 1. Thus, τ n,1 = 1, τ ⋆ n = 1, α is a successor ordinal, say α = β + 1, and clearly ≤ 2 -minimal. We have β = δ + κ ς ξ + dp ς (ξ).
Note that the tracking chain of any ordinal in the interval [δ, β] has the initial chain α↾n−1,m n−1 . In the case n = 1 we have to show that α is υ λ -≤ 1 -minimal. This will be the special case δ = υ λ . Generally, for n ≥ 1 we now show that α is δ-≤ 1 -minimal, which follows from Claim 3.6 There exists a finite set Z ⊆ (δ, α) such that there does not exist any cover X ∪Z of X ∪ Z with X <Z and X ∪Z ⊆ β, where X is the finite set that consists of δ and all existing greatest < 2 -predecessors γ of elements in Z such that γ ≤ δ.
Proof. In order to prove the claim, let us first consider the case ξ = 0. Then δ = β and α is clearly δ-≤ 1 -minimal. We trivially choose X := {δ} and Z := ∅. Now let us assume that ξ = ANF ξ 1 + . . . + ξ r > 0. Since α ∈ TC, we then have α[ξ] ∈ TC if and only if condition 6 of Definition 2.14 holds, and accordingly set
Let tc(β) =: β, where β i = (β i,1 , . . . , β i,ki ) for i = 1, . . . , l, which is equal to me(γ) since due to the fact that α ∈ TC, γ (and hence also β) does not possess a critical main line index pair. Let σ be the chain associated with β and set k 0 := 0. The i.h. yields δ < γ := o(γ) ≤ 1 β, δ < 1 γ if δ > 0, and we clearly have k l = 1 by the choice of γ and the definition of me. Hence there exists a ≤ lex -minimal index pair (e, 1) ∈ dom(β) such that both n ≤ e ≤ l and β e,1 ∈ E >σ ⋆ e . Let
Notice that due to the minimality of e the case k e−1 = 1 can only occur if e = n > 1, m n−1 = 1, and hence δ = η. Setting β ′ := β↾(e,1), β ′ := o(β ′ ), and setting ς ′ := ers e,1 (β) in general we have
βe,1 , and β ′ + dp ς ′ (β e,1 ) = β.
Note that due to the remark following Definition 2.17 we have dp ς ′ (β e,1 ) = dp rs e ⋆ (β) (σ e,1 ). We now consider cases regarding β e,1 in order to define in each case a finite set Z η ⊆ (η, α) such that there does not exist any cover X η ∪Z η of X η ∪ Z η with X η <Z η and X η ∪Z η ⊆ β, where X η is the finite set that consists of η and all existing greatest < 2 -predecessors less than or equal to η of elements in Z η .
Case A: σ e,1 = 1. Then l = e, and by the i.h. applied to β ′ = β, which is of the form β = β • + 1, there are X ′ ⊆ fin η + 1 and Z ′ ⊆ fin (η, β) according to the claim, with the property that there does not exist any cover
Clearly, if there were a setZ η ⊆ (η, β) such that X η ∪Z η is a cover of
Case B: β e,1 = σ ⋆ e ∈ E. Then β ′ is maximal, implying that l = e and β ′ = β. Note that by monotonicity and continuity (cf. Lemma 4.5 of [10] or Corollary 4.7 of [19] )
By the i.h. we see that β is a successor-< 2 -successor of its greatest < 2 -predecessor pred 2 (β) according to the i.h. Accordingly, X η := {pred 2 (β), η} and Z η := {β} has the requested property.
Case C: β e,1 = NF ζ + σ e,1 where ζ, σ e,1 > 1. Since ζ + 1, σ e,1 + 1 < β e,1 we can apply the i.h. to
, obtaining sets X 1 , Z 1 and X 2 , Z 2 according to the claim, respectively. We then set
Then X η and Z η have the desired property due to the fact that
which in turn follows from the i.h. Clearly, we exploit the i.h. regarding β ζ and β σ in order to see that a hypothetical cover of X η ∪ Z η would imply the existence of a cover of either
Case D: Otherwise. Then σ ⋆ e < σ e,1 = β e,1 ∈ E 1 , and we have k e = 1, (e + 1, 1) ∈ dom(β), and 0 < β e+1,1 = log((1/σ ⋆ e ) · σ e,1 ) < σ e,1 .
By the i.h. applied to β
we obtain sets X ′ and Z ′ ⊆ (η, β • ) according to the claim. Define
Arguing toward contradiction, let us assume there were a setZ η ⊆ (η, β) with X η <Z η such that X η ∪Z η ⊆ β is a cover of X η ∪ Z η . Since by the i.h. β ′ ≤ 1 β, thus β ′ ≤ 1 Z η and hence µ := min(Z η ) ≤ 1Zη , we find cofinally many copies ofZ η below β ′ . We may therefore assume thatZ η ⊆ (η, β ′ ) and moreover for some ν ∈ (0, β e,1 ) such that ν ≥ σ ⋆ e and log((1/σ
where
and using that due to the i.h. we have
we obtain a cover
, which contradicts the i.h. Now, in the case δ = η we are done, choosing X := X η and Z := Z η . Let us therefore assume that δ < η. We claim that for every index pair (i, j) ∈ {(0, 0)} ∪ dom(β) with (n − 1, m n−1 ) ≤ lex (i, j) < lex (e, 1), where m 0 := 0, setting η 0,0 := υ λ and η i,j := o i,j (β) for (i, j) ∈ dom(α), there is Z i,j ⊆ fin (η i,j , α) such that there does not exist any cover X i,j ∪Z i,j of X i,j ∪ Z i,j with X i,j <Z i,j and X i,j ∪Z i,j ⊆ β, where X i,j consists of η i,j and all existing greatest < 2 -predecessors less than or equal to η i,j of elements of Z i,j . This is shown by induction on the finite number of 1-step extensions from β↾(i,j) to β ′ . The initial step where (i, j) = (e − 1, k e−1 ) and η i,j = η has been shown above. Now assume (i, j) < lex (e − 1, k e−1 ) and let (u, v) := (i, j) + . Let X u,v and Z u,v ⊆ (η u,v , α) be according to the i.h. The i.h. provides us with knowledge of the < i -predecessors of η u,v (i = 1, 2), which in turn is in ≤ 1 -relation with every element in Z u,v . We consider cases regarding (u, v).
Case I: (u, v) = (i, j + 1). Then (i, j) ∈ dom(β), and letting σ := σ i,j and σ ′ := σ ′ i,j we have σ ′ ≤σ and β i,j+1 = µ σ . The i.h. applied to βσ := o(β↾(i,j) ⌢ (σ + 1)) yields sets Xσ and Zσ ⊆ (η i,j , βσ) according to the claim. Setting β σ := o(β↾(u,v) ⌢ (σ)) we now define
and assume that there were a cover X i,j ∪Z i,j of X i,j ∪ Z i,j with X i,j <Z i,j and X i,j ∪Z i,j ⊆ β. Notice that the possibly redundant element β σ is the least < 2 -successor of η u,v and provided explicitly for a practical reason, while Z u,v must contain at least one < 2 -successor of η u,v which, however, we do not keep track of here. Thus, the image µ := min(Z i,j ) of η u,v must have a < 2 -successor and therefore by the i.h. be a tracking chain ending with a limit ν-index. Setting ς ′ := ers i,j (β) andσ := κ ς ′ σ we have tc(η i,j +σ) = β↾u,v [1] , and the assumption can be fortified to assumingZ
I for a least ζ, which using the i.h. can easily be seen to satisfy ζ ∈ E ∩ (σ, σ) and
The minimality of ζ actually allows us to assume that
Since ζ ∈ (σ, σ), setting ϕ := π where ζ = (ζ, ζ 1 , . . . , ζ h ) with g, h ≥ 0. Let
Let g 0 ∈ {1, . . . , g} be minimal such that ξ g0,1 < ζ if that exists, and g 0 = g + 1 otherwise. We can now define the base transformation of ι by
In order to clarify the definition, note that t(ι) = β↾i−1
The part ξ g0 , . . . , ξ g , which is empty in case of g 0 = g + 1, refers to the addition of a parameter below o(β↾(i,j) ⌢ (ζ)) which is the reason why relevant indices are not subject to base transformation. It is easy to see that t(ι) ∈ TC and therefore
Using t and applying the i.h. in combination with the commutativity of ϕ with all operators acting on the indices, as shown in Lemma 7.10 of [16] and Section 3 of [10] , we obtain
since thanks to σ ′ < ζ < σ it is easy to see that η i,j + κ ς ′ ζ and η i,j +σ have the same greatest < 2 -predecessor (which then is less than or equal to η i,j ) unless both are ≤ 2 -minimal. The setZ i,j := o • t • tc[Z i,j ] therefore gives rise to another cover of X i,j ∪ Z i,j with the assumed properties. We havẽ
corresponding to µ. In the case ϕ(µ ζ ) < µ σ = β u,v , we may first assume thatZ i,j is contained in the interval
and then may even assume thatZ i,j ⊆ [η u,v , β), since otherwise, as seen directly from the i.h., we could exploit the isomorphism
which shifts J into the interval [η u,v , β).
We have now transformed the originally assumed cover X i,j ∪Z i,j to a cover X i,j ∪Z i,j of X i,j ∪Z i,j which fixes η u,v = min(Z i,j ) and still has the assumed property X i,j ∪Z i,j ⊆ β. DefiningZ u,v to be the subset corresponding
(by the minimality of e) and (u, v) + = (i + 1, 2) with β i+1,2 = µ σu,v . We define
and observe that, setting X ′ := X u,v \ {η u,v }, we have X i,j = X ′ ∪ {η i,j } since for any greatest < 2 -predecessor ν of an element in Z i,j we have ν ≤ η i,j . Assume there were a cover X i,j ∪Z i,j of X i,j ∪ Z i,j with X i,j <Z i,j and X i,j ∪Z i,j ⊆ β. By the i.h. we may assume thatZ i,j ⊆ (η i,j , η u,v ). The i.h. shows that we have the following isomorphism
which shows that definingZ Notice that we have ρ n−1 ≥ σ and ξ < λ σ . We consider the following subcases:
Here we can argue comfortably as in the treatment of Subcase 1.1.1: however, in the special case where χ σ (α ′ ) = 1 consider γ := me(α ⋆ ). Using Corollary 5.6 and part e) of Lemma 5.12 of [10] we know that ec(γ) exists and is of a form σ · (ζ + 1) for some ζ as well as that the maximal extension of α ⋆ to γ does not add epsilon bases (in the sense of Definition 2.14) between σ ′ and σ. In the cases where χ σ (α ′ ) = 0 we set γ := α ⋆ . Clearly, as ξ < σ ∈ E >σ ′ , σ is a limit of ordinals η such that log((1/σ ′ ) · end(η)) = ξ + 1, which guarantees that end(η) > σ ′ , and η can be chosen large enough so that setting
Observe that by the i.h.δ and δ then have the same < 2 -predecessors and the same < 1 -predecessors belowδ. The i.h. shows that
whence choosingỸ :=δ + (−δ + Y ) satisfies our needs.
1.1.2.2:
ξ ≥ σ. Then we consequently have α n−1,mn−1 ∈ Lim, hence τ > 1 and α ′ is a successor ordinal. We further have σ ∈ Lim(E), and according to Lemma 8.1 of [16] σ is a limit of ρ ∈ E with ϕ(λ
The additional requirement ρ >σ yields the bounds ϕ(λ ρ ) < λ σ (cf. Lemma 8.2 of [16] ) and ϕ(µ ρ ) ≤ µ σ by Lemma 3.8 of [10] .
Note that for any y ∈ Y the tracking chain tc(y) is an extension of tc(δ), and is of a form 
. , r(y).
Notice that k 0 (y) > 0 implies that τ ∈ E >σ and ξ ≥ τ . We now define r 0 (y) ∈ {1, . . . , r(y)} to be minimal such that end(ζ for every y ∈ Y , every u ∈ [0, r 0 (y)), and every v ∈ {1, . . . , k u (y)}. We set
and easily verify using the i.h. that δ andδ have the same < 2 -predecessors in Ord and the same < 1 -predecessors in X. By commutativity with π the ordinalδ has at least π(ξ)-many immediate ≤ 1 -successors, i.e. ρ n (δ) ≥ π(ξ). Settingς := ers n,2 (δ) letβ :=δ + κς π(ξ) + dpς (π(ξ)).
Using ϕ we define the embedding t :β + 1 ֒→ β + 1 that fixes ordinals ≤ α ⋆ and performs base transformation from ρ to σ, thereby mappingδ to δ andβ to β, as follows. For any tracking chain
of an ordinal in the interval (α ⋆ ,β], write ζ u = (ζ u,1 , . . . , ζ u,ku ) and let r 0 ∈ {1, . . . , r} be minimal such that end(ζ r0,1 ) < ρ if that exists and r 0 := r + 1 otherwise. Then apply ϕ to every ζ u,v such that u < r 0 and v ≤ k u as well as to ζ r0,1 unless r 0 = r + 1. By the i.h. t establishes an isomorphism betweenβ + 1 and Im(t), and by our choice of ρ we have Y ⊆ Im(t), so that definingỸ
we obtain the desired copy of Y .
Subcase 1.1.3: n = 1 and λ > 0. We then have 0 < δ = υ λ < ξ + 1 = α 1,1 , and is easy to see that we can choose an ordinal ν < λ large enough so that X ⊆ υ ν , all parameters occurring in (the tracking chains of) the elements of Y are contained in υ ν , and all existing greatest < 2 -predecessors of elements in Y are less than υ ν . We may then apply straightforward base transformation π υν ,υ λ to produce the desired copyỸ .
Special case: α = υ λ > 0. According to the i.h. α is the supremum of the infinite < 1 -chain of ordinals υ ξ where ξ ∈ (0, λ) and of the infinite < 2 -chain of ordinals υ ξ where ξ ∈ (1, λ) is not the successor of any limit ordinal. This shows the claims for α in parts a) and b).
Remaining cases: α > υ λ . By monotonicity and continuity in conjunction with the i.h. it follows that α is the supremum of ordinals either ≤ 1 -minimal as claimed for α or with the same greatest < 1 -predecessor as claimed for α, whence unless δ = 0, δ is the greatest < 1 -predecessor of α. This shows part a). We now turn to the proof of part b). If δ = 0, i.e. α is ≤ 1 -minimal, we are done. We therefore assume that δ > 0 from now on. Let γ be the ordinal claimed to be equal to pred 2 (α). We first show that α is γ-≤ 2 -minimal. Arguing towards contradiction let us assume that there exists γ ⋆ such that γ < γ ⋆ < 2 α. Then clearly γ ⋆ ≤ 2 δ, and due to Remark 3.2 we know that m n−1 > 1 in case of γ ⋆ = δ and n > 1. Applying the i.h. to δ we see that < 2 -predecessors of δ either
, if that exists, and (k, l) := (i 0 , j 0 ) otherwise. We observe that
due to Corollary 5.6 of [10] , cf. Section 2.2 of [20] , since τ n,1 = τ and α is maximal. In case of τ k,l < α k,l let η be such that α k,l = NF η + τ k,l , otherwise η := 0. We set
For the reader's convenience we are going to discuss the following cases in full detail. Subcase 1.2.1.2 below treats the situation in which a genuinely larger ≤ 2 -connectivity component arises. Subcase 1.2.2.2.2 is a correction of the corresponding subcase in [10] . Subcase 1.2.3 is completely new due to the extended claim of the theorem. 
Let λ ′ ∈ Lim ∪ {0} and q < ω be such that logend(α i,j+1
. In this case it is easy to check that α i,j+1 is a supremum of indices η + ν such that ̺ ≤ ̺ τ η+ν and χ τ (ν) = 0: If χ τ (λ ′ ) = 1 we distinguish between q ≤ 1, where we have ̺ τ αi,j+1 = τ · λ ′ and ξ < λ ′ , and q > 1,
. If on the other hand χ τ (λ ′ ) = 0 we have ̺ < τ · λ ′ in case of q = 0, while for q > 0 we again obtain α i,j+1 = sup{η + ω
. By the i.h. we have
and
for the ν specified above. Choose ν as specified above large enough so that X ⊆ γ ν and let Y ν be the isomorphic copy of Y according to 1. By the i.h. we obtain a copyỸ ⊆ γ ν according to criterion 3.1. LetỸ + withỸ ⊆Ỹ + ⊆ γ be given, and set U := X ∪Ỹ + ∩ γ ν , V :=Ỹ + − γ ν . Since by the i.h. clearly γ ν < 1 γ we obtain a copyṼ such that U <Ṽ ⊆ γ ν and U ∪Ṽ ∼ = U ∪ V . SettingỸ
+ be the isomorphic copy of Y + ν according to 1. This provides us with the extension of Y according toỸ + as required by criterion 3.1.
. Recalling that we have χ τ (̺) = 1 this implies (i, j + 1) + = (i + 1, 1) by condition 7 of Definition 2.14 and Corollary 5.6 of [10] , which also shows that here the case q = 0 does not occur. We now have α i,j+1 = sup{η + ω λ ′ +q−1 · r | r ∈ (0, ω)}, and in the case χ τ (λ
, while in the
and we chooseỸ to be the isomorphic copy of Y under this isomorphism. LetỸ + withỸ ⊆Ỹ + ⊆ γ be given. Let U := X ∪Ỹ + ∩ α ν and V :=Ỹ + − α ν . Since by the i.h. we have α ν < 1 γ there existsṼ with U <Ṽ < α ν and U ∪Ṽ ∼ = U ∪ V . Now let Y + be the copy of (Ỹ + ∩ α ν ) ∪Ṽ under 2. This choice satisfies the requirements of criterion 3.1.
We argue similarly as in Subcases 1.1.1 and 1.1.2 above.
1.2.2.1: l = 1. This subcase corresponds to Subcase 1.1.1. Here we have (k, l)
+ dp ς ′ (α k+1,1 ) we now obtain the isomorphism
via a mapping of the corresponding tracking chains defined similarly as in Subcase 1.1.1. In fact, since γ < 2 α ν by the i.h., proving that γ < 2 α shows that this isomorphism extends to the suprema, that is, mapping α ν to α. Exploiting 3 and using that the criterion holds for γ, α ν we can now straightforwardly show that the criterion holds for γ, α.
1.2.2.2: l > 1.
Here we proceed in parallel with Subcase 1.1.2. Let ξ := α k+1,1 in case of (k, l) + = (k + 1, 1) and ξ := τ k,l otherwise, whence α = β + κ ς ′ ξ + dp ς ′ (ξ). Let further σ := τ k,l−1 and σ ′ := τ ′ k,l−1 . In the case α k,l ∈ Lim let α ′ ∈ (η, α k,l ) be a successor ordinal large enough so that, setting
otherwise let α ′ := α k,l − · 1. Notice that we have ρ k (α↾(k,l)) ≥ σ and ξ < λ σ . We consider two cases regarding ξ.
1.2.2.2.1: ξ < σ. In the special case where χ σ (α ′ ) = 1 consider α ′ := me(α ⋆ ). Using Corollary 5.6 of [10] and part e) of Lemma 5.12 of [10] we know that ec(α ′ ) exists and is of a form σ · (ζ + 1) for some ζ as well as that the maximal extension of α ⋆ to α ′ does not add epsilon bases between σ ′ and σ. In the cases where χ σ (α ′ ) = 0 we set α ′ := α ⋆ . Clearly, σ is a limit of ordinals ρ such that log((1/σ ′ ) · end(ρ)) = ξ + 1, which guarantees that end(ρ) > σ ′ , and ρ can be chosen large enough so that setting
Observe that by the i.h. β ν and β then have the same < 2 -predecessors and the same < 1 -predecessors below β ν . The i.h. shows that α ν := β ν + κ ς ′ ξ + dp ς ′ (ξ) ∼ = β ν ∪ [β, α) and γ < 2 α ν which we can exploit to show that criterion 3.1 holds for γ, α from its validity for γ, α ν , implying that the above isomorphism extends to mapping α ν to α.
1.2.2.2.2:
ξ ≥ σ. Then we consequently have α k,l ∈ Lim, hence τ k,l > 1, α ′ is a successor ordinal, and σ ∈ Lim(E). We proceed as in Subcase 1.1. ) with k u (y) ≥ 1 for u = 1, . . . , r(y). Notice that k 0 (y) > 0 implies that τ k,l ∈ E >σ and ξ ≥ τ k,l . We now define r 0 (y) ∈ {1, . . . , r(y)} to be minimal such that end(ζ y r0(y),1 ) < σ if that exists, and r 0 (y) := r(y) + 1 otherwise. For convenience let ζ y r(y)+1,1 := 0. Using Lemma 8.1 of [16] we may choose an epsilon number ρ ∈ (σ, σ) satisfying τ k,l , ξ ∈ T σ [ρ] and λ ρ ≥ π(ξ), where π := π ρ,σ , large enough so that ζ y r0(y),1 , ζ
for every y ∈ Y >α ⋆ n = υ λj +tj for some j ∈ {1, . . . , p} where λ j ∈ Lim 0 and t j > 0. 1.2.3.1: γ < υ λ . Here we argue as in Subcase 1.2.2, as α 1,1 is clearly a submaximal index. Cofinally in λ we find ρ such that Y ∩ υ ρ = ∅ and all parameters below υ λ from components of tracking chains of elements of Y \ υ λ and of α = o(me(α ↾1,1 )) are contained in υ ρ . Applying base transformation π := π υρ,υ λ to the elements of Y \ υ λ then results in an isomorphic copy of X ∪ Y below α ρ := π(α), which itself satisfies γ < 2 α ρ by the i.h., so that again we can derive the validity of the criterion for γ < 2 α and X ∪ Y from its validity for γ < 2 α ρ using the embedding from α ρ into υ ρ ∪ [υ λ , α) via inverted base transformation π −1 .
1.2.3.2: γ = υ λ . Setting ξ := α 1,1 we have α = κ ξ + dp(ξ), α = me(((ξ))), and χ υ λ (ξ) = 1.
We again choose a sufficiently large ρ < λ, where now ρ = λ ′ + t ′ + 2 for suitable λ ′ ∈ Lim 0 , and t ′ < ω, such that X < υ ρ and all parameters below υ λ of α (equivalently, ξ) and of all components of tracking chains of the elements of Y are contained in υ ρ . Setting π := π υρ,υ λ and ζ := (υ λ ′ +1 , . . . , υ λ ′ +t ′ +2 ), choose ν ∈ P ∩ υ ρ+1 such that
Setting µ := ν ζ ν , we now obtain our master copyỸ of Y bỹ
Now, let a finite setỸ + such thatỸ ⊆Ỹ + ⊆ υ λ be given. If necessary, letZ be a copy ofỸ + \ µ + , where
and set
It is now easy to see that the isomporphism of X ∪Ỹ and X ∪ Y extends to an isomorphism of X ∪Ỹ + and X ∪ Y + .
Case 2: m n > 1.
Subcase 2.1: α n,mn is a successor ordinal, say α n,mn = ξ + 1. Let τ := τ n,mn−1 and α ′ := o(α[ξ]). We consider cases for χ τ (ξ):
Subcase 2.1.1: χ τ (ξ) = 0. In order to verify part a) we have to show that pred 1 (α) = α ′ . By monotonicity and continuity we have
which by the i.h. is a proper supremum over ordinals whose greatest < 1 -predecessor is α ′ .
We now proceed to prove part b) and consider cases regarding ξ.
2.1.1.1: ξ = 0. By part a) α ′ = o n,mn−1 (α) is the greatest < 1 -predecessor of α.
2.1.1.1.1: m n = 2. By the i.h., α ′ is either ≤ 1 -minimal or has a greatest < 1 -predecessor, whence it does not have any < 2 -successor, and thus α ′ < 2 α as claimed. Clearly, any < 2 -predecessor of α then must be a < 2 -predecessor of α ′ as well. If pred 2 (α ′ ) > 0 then using the i.h. α is seen to be a proper supremum of < 2 -successors of
2.1.1.1.2: m n > 2. Then α ′ < 2 α as according to the i.h. α then is the supremum of < 2 -successors of α ′ , hence pred 2 (α) = α ′ , as claimed.
2.1.1.2:
ξ is a successor ordinal. Then by the i.h. α ′ has a greatest < 1 -predecessor, and as it is the greatest < 1 -predecessor of α, α ′ does not have any < 2 -successor, in particular α ′ < 2 α. In the special case m n = 2 & τ
As to part b) we first show that α is α ′ -≤ 2 -minimal, arguing similarly as in the proof of (relativized) ≤ 2 -minimality in Subcase 1.2., but providing the argument explicitly again for the reader's convenience. We will then prove α ′ < 2 α which as above implies the claim. Recall that we have pred 1 (α) = o(δ) = δ according to part a). Any < 2 -predecessor γ of α then satisfies γ ≤ 2 δ, so that by the i.h. γ := tc(γ) is an initial chain of δ. Let δ = (δ 1 , . . . , δ r ) where δ i = (δ i,1 , . . . , δ i,ki ) for 1 ≤ i ≤ r with associated chain σ. Then r ≥ n, k n ≥ m n , δ n,mn = ξ, and δ i,j = α i,j for all (i, j) ∈ dom(δ) such that (i, j) < lex (n, m n ). According to Lemma 5.5 of [10] , cf. Section 2.2 of [20] for an in-depth analysis, we have (n, m n ) < lex (r, k r ) and α ′ < 2 δ, and as verified by part e) of Lemma 5.12 of [10] we have, setting ς δ := ers r,kr (δ), α = δ + κ ςδ τ ·(η+1) . Arguing toward contradiction, let us assume that γ > α ′ , thus γ = o i,j+1 (δ) for some (i, j + 1) ∈ dom(δ) with (n, m n ) < lex (i, j + 1). We then have σ i,j > τ and set θ := o i,j (δ) as well as β := δ + κ ςδ τ ·η + dp ςδ (τ · η), so that α = β +τ . According to Claim 3.6 of the i.h. for o(δ ↾i,j ⌢ (τ + 1)) = θ +τ + 1 there exist finite sets X ⊆ θ + 1
and Z ⊆ (θ, θ +τ + 1) such that there does not exist any cover X ∪Z of X ∪ Z with X <Z and X ∪Z ⊆ θ +τ . By the i.h. we know that for every ν ∈ (0, δ i,j+1 ),
Since δ i,j+1 = µ σi,j ∈ P we directly see that below γ there are cofinally many copiesZ γ such that X ∪ Z ∼ = X ∪Z γ . By Lemma 3.3 and our assumption γ < 2 α we now obtain copiesZ α of Z cofinally below α (and hence above β) such that X ∪ Z ∼ = X ∪Z α . The i.h. reassures us of the isomorphism
noting that the ordinals of the interval (β, α) cannot have any < 2 -predecessors in (θ, β] and that the tracking chains of the ordinals in (θ, θ +τ ) ∪ (β, α) have the proper initial chain δ↾(i,j). This provides us, however, with a copyZ ⊆ (θ, θ +τ ) of Z such that X ∪ Z ∼ = X ∪Z, contradicting our choice of X and Z, whence γ < 2 α is impossible. Therefore α is α ′ -≤ 2 -minimal.
We now show that α ′ < 2 α. In order to reach a contradiction let us assume to the contrary that α ′ < 2 α. Under this assumption we can prove the following variant of Claim 3.6: Claim 3.7 Assuming α ′ < 2 α, there exist finite sets X and Z ⊆ (α ′ , α], where X consists of α ′ and all existing greatest < 2 -predecessors of elements of Z, such that there does not exist any cover X ∪Z of X ∪ Z with X <Z and X ∪Z ⊆ α.
Proof. The proof of the above claim both builds upon Claim 3.6 and is similar to its proof, but for the reader's convenience we give it in detail. We are going to show that for every index pair (i, j) ∈ dom(δ) such that (n, m n ) ≤ lex (i, j) ≤ lex (r, k r ), setting η i,j := o i,j (δ), there exists a finite set Z i,j ⊆ (η i,j , α] such that for X i,j consisting of η i,j and all existing greatest < 2 -predecessors of elements of Z i,j there does not exist any cover X i,j ∪Z i,j of X i,j ∪ Z i,j with X i,j <Z i,j and X i,j ∪Z i,j ⊆ α. We proceed by induction on the finite number of 1-step extensions from δ↾(i,j) to δ: The initial step is (i, j) = (r, k r ), hence η i,j = δ. Recalling that α = δ +κ ςδ τ ·(η+1) , we can apply Claim 3.6 of the i.h. to δ + κ ςδ τ ·η+1 to obtain sets X ′ and Z ′ ⊆ (δ, δ + κ ςδ τ ·η+1 ) such that there does not exist any cover
) be the sets according to Claim 3.6 of the i.h. so that there does not exist any cover X ζ ∪Z ζ of X ζ ∪ Z ζ with X ζ <Z ζ and X ζ ∪Z ζ ⊆ η i,j + κ ς ′ ζ + dp ς ′ (ζ), otherwise set X ζ := ∅ =: Z ζ . We now define
In order to show that this choice of Z i,j satisfies the claim let us assume to the contrary the existence of a set Z i,j such that X i,j ∪Z i,j is a cover of X i,j ∪ Z i,j with X i,j <Z i,j and X i,j ∪Z i,j ⊆ α. Let Z ′ := {η u,v } ∪ Z u,v andZ ′ be the subset ofZ i,j corresponding to Z ′ . Due to the property of Z ζ in the case ζ > 0 we havẽ
and since η u,v < 1 α there are cofinally many copies
below η u,v keeping the same < 2 -predecessors. The ordinal µ := minZ ′ corresponds to η u,v in Z i,j , and since µ ≤ 1Z
′ we see that there exists ν ∈ (ζ, δ u,v ) such that setting η ν := η i,j + κ
which again we may assume to satisfy ν ≥ σ ⋆ u and log((1/σ
since η u,v and η ν have the same < 2 -predecessors. Exploiting this isomorphism and noticing that
Case B: (u, v) = (i, j + 1). Setting σ := σ i,j we then have δ i,j+1 = µ σ and proceed as in the corresponding case in the proof of Claim 3.6. Applying Claim 3.6 of the i.h. to o(δ↾(i,j) ⌢ (σ + 1)) yields a set Zσ ⊆ (η i,j , η i,j + κ ς ′ σ+1 ) such that there does not exist a cover X i,j ∪Zσ of X i,j ∪ Zσ with X i,j <Zσ and X i,j ∪Zσ ⊆ η i,j + κ ς ′ σ + dp ς ′ (σ). We now define
In order to show that Z i,j has the desired property we assume that there were a cover X i,j ∪Z i,j of X i,j ∪ Z i,j with X i,j <Z i,j and X i,j ∪Z i,j ⊆ α and then argue as in the corresponding case in the proof of Claim 3.6 in order to drive the assumption into a contradiction.
The final instance (i, j) = (n, m n ) establishes Claim 3.7. ✷
We can now derive a contradiction similarly as in the previous subcase. Let X, Z be as in the above claim. Without loss of generality me may assume that pred 1 (α) = δ ∈ Z. We set
By Lemma 3.3 we obtain cofinally many copiesZ 
. ChoosingZ ′ accordingly we may assume that both X ′ < o(α[ν]) and logend(ν) < logend(ξ). Notice that using the i.h.
′ by the i.h., we may further assume thatZ ′ ⊆ o(α[ν + 1]) as elements ofZ ′ 0 are not affected. Noticing that since χ τ (ν) = χ τ (ξ) = 1 we have ν · ω < ξ, and setting
we can use the isomorphism
which is established by the i.h., in order to shiftZ ′ by the translatioñ
This results in the cover
and that for allγ ∈Z ′ 0 the corresponding element inZ ⋆ satisfies
+ dp ς (̺ τ ν·ω ), we may finally exploit the isomorphism
we obtain the cover X ∪Z of X ∪ Z which satisfies X <Z and X ∪Z ⊆ α. Contradiction.
Part a) follows from the i.h. by monotonicity and continuity, according to which
In order to see part b) we simply observe that according to part a) and the i.h. (o(α[ξ])) ξ<αn,m n is a < 1 -chain of ordinals either ≤ 2 -minimal as claimed for α or with the same greatest < 2 -predecessor as claimed for α. ✷ For the reader's convenience we cite the following Definition 3.8 (7.12 of [10] ) Let α ∈ TC where α i = (α i,1 , . . . , α i,mi ) for 1 ≤ i ≤ n and set
We define the (index pair of the) greatest branching point of α, gbo(α), by
Corollary 3.9 (cf. 7.13 of [10] ) Let α ∈ Ord with tc(α) = α where α i = (α i,1 , . . . , α i,mi ) for 1 ≤ i ≤ n, with associated chain τ , (λ, t) := υseg(α) and p, s l , (λ l , t l ) for l = 1, . . . , p as in Definition 2.14.
Case 1: α ∈ Im(υ).
1.1: α = 0. Then lh 2 (α) = lh(α) = α.
1.2: α = υ λ+1 . Then lh 2 (α) = α and lh(α) = ∞. and let ν, ξ be such that κ ς ̺ + dp ς (̺) =τ · ν + ξ and ξ <τ .
Writing η max := ν − · χ τ (τ n,mn ) we then have Proof. In Case 1 claims regarding lh follow directly from Theorem 3.5. The claim regarding lh 2 in Subcases 1.2 and 2.1 follows from Remark 3.2, since according to Theorem 3.5 cofinal < 1 -chains do not exist. We now consider the situations in Subcases 1.3, 1.4, and 2.2. If β is a < 2 -successor of α, according to the theorem either α ⊆ β := tc(β), where m n > 1, or α = υ λ+t , where λ ∈ Lim 0 , t ∈ N \ {1}, and λ + t > 0. In the situation of Subcase 1.3 let τ := υ λ =:τ , in Subcase 1.4 let τ := υ λ+t ′ =:τ , and in Subcase 2.2 let τ andτ be as defined there. Note that ≤ i -successorhip is closed under limits, i = 1, 2, so it is sufficient to consider successor-< 2 -successors β of α, which are immediate < 2 -successors, as by the theorem non-immediate < 2 -successors cannot be successor-< 2 -successors. Suppose therefore that β = (β 1 , . . . , β l ) where β i = (β i,1 , . . . , β i,ki ) for i = 1, . . . , l is a successor-< 2 -successor of α, whence by the theorem pred 2 (β) = α, k l = 1, and τ = σ ⋆ l = β l,1 > 1, where σ is the chain associated with β. Clearly, the converse of this latter implication holds as well. Therefore, if β is a successor-< 2 -successor of α, then it must be of the form α +τ · (η + 1) for some η. In Subcase 2.2 we see that such η must be bounded as claimed, since then β is a proper extension of α, whence β ≤ α + κ ς ̺ + dp ς (̺), with strict inequality if χ τ (τ n,mn ) = 1. Note that any ordinal greater than α and bounded in this way has a tracking chain that properly extends α.
Having seen that all < 2 -successors of α are of the claimed form, we now assume β to be of the form α+τ ·(η+1) for some η, bounded as stated in the situation of Subcase 2.2. Let tc(β) =: β = (β 1 , . . . , β r ) where β i = (β i,1 , . . . , β i,ki ) for i = 1, . . . , r, with associated chain σ. According to our assumption we have end(σ r,kr ) =τ .
We first consider the situation of Subcase 2.2, where α ⊆ β as we have seen above. Assuming that σ r,kr = 1, which implies k r > 1, we would haveσ r,kr −1 =τ , hence by part 5 of Remark 2.20 (r, k r − 1) = (n, m n − 1) and thus α = β, which is not the case. We therefore have σ r,kr > 1, and by part 5 of Remark 2.20 it follows that we must have k r = 1, moreover, as we cannot have σ r,1 ∈ E >σ ⋆ r , we have σ r,1 = σ ⋆ r and r ⋆ = (n, m n − 1), whence by the theorem α < 2 β.
Next, we consider the situation of Subcase 1.3, where α = υ λ > 0 and β = υ λ · (1 + η + 1) for some η. Then we have end(σ r,kr ) = υ λ , which implies k r = 1, σ ⋆ r = υ λ , and hence by the theorem pred 2 (β) = α. Finally, in Subcase 1.4, we have α = υ λ+t ′ +1 and τ = υ λ+t ′ =τ . Then we have end(σ r,kr ) = υ λ+t ′ < α, which again implies that k r = 1, σ ⋆ r = υ λ+t ′ and hence by the theorem pred 2 (β) = α. It remains to show part b) of the Corollary. We argue as in the corresponding proof of Corollary 7.13 of [10] . Let α ′ := (α↾(n 0 ,m 0 )) ⋆ using the ⋆ -notation from Definition 3.8, according to which the vector α ′ does not possess a critical main line index pair. We set α + := o(me(α ′ )).
If o n0,m (α) ∈ Im(υ), we have α + = o(α ′ ) ∈ Im(υ), otherwise inspecting definitions as was done in part d) of Lemma 5.12 of [10] we obtain α + = o n0,m (α) + dp ς (τ n0,m ).
We first show that α ≤ 1 α + .
In the case m 0 = 1 we have (n 0 , m 0 ) = (n, m n ), and the claim follows directly from Theorem 3.5. Now assume that m 0 > 1. By Theorem 3.5 we have α
we are done with showing 4. Otherwise let cml(α ⋆ ) =: (i 1 , j 1 ) and let l 0 be maximal so that for all l ∈ (0, l 0 ) cml((α↾(i l ,j l +1)) ⋆ ) =: (i l+1 , j l+1 ) exists. Clearly, the sequence of index pairs we obtain in this way is < lex -decreasing, and by Definition 3.8 (i l0 , j l0 + 1) = (n 0 , m 0 ). Theorem 3.5 yields the chain of inequations
In the case o n0,m (α) ∈ Im(υ) the claim follows directly from the theorem, so let us assume otherwise. We claim that pred 1 (α + + 1) < o(α ′ ).
To this end note that tc(α + + 1) must be of a form α↾i ⌢ (α i+1,1 + 1) where i ≤ n 0 . By Theorem 3.5 α + + 1 is either υ λ -≤ 1 -minimal or the greatest < 1 -predecessor is o(α i−1,mi−1 ). Hence 5 follows, which implies that α ≤ 1 α + + 1. We thus have lh(α) = o n0,m (α) + dp ς (τ n0,m ). Proof. Assuming that the criterion holds, we have α < 2 β by Proposition 3.1. Let ϕ(w, x, y, z) be a quantifierfree formula of the language (≤, ≤ 1 , ≤ 2 , ≤ 3 ). Let γ ⊆ α be a list of parameters instantiating w and first assume α |= ∃x ∀y ∃z ϕ(γ, x, y, z).
Let ξ ⊆ α be a list of witnesses for x, so that α |= ∀y ∃z ϕ(γ, ξ, y, z). Since α < 2 β this sentence also holds in β, whence β |= ∃x ∀y ∃z ϕ(γ, x, y, z),
which we now in turn assume in order to prove the converse. Let ξ ⊆ β be a list of withnesses for x so that β |= ∀y ∃z ϕ(γ, ξ, y, z). Without loss of generality we may assume that ξ ⊆ [α, β) since elements below α can be considered part of the parameter list γ. Define X := {γ | γ ∈ γ}, Y := {ξ | ξ ∈ ξ}.
LetỸ ⊆ α be according to the criterion and letξ consist of the elements ofỸ in the appropriate order. We claim α |= ∀y ∃z ϕ(γ,ξ, y, z).
In order to prove the claim, let an instantiationζ ⊆ α of y be given. We have to show that α |= ∃z ϕ(γ,ξ,ζ, z). . By assumption we have β |= ∃z ϕ(γ, ξ, ζ, z). Let δ ⊆ β be witnesses for z so that β |= ϕ(γ, ξ, ζ, δ), and define
By property 3 of the criterion there exists a superset Ỹ ⊆ α ofỸ + and an extension
