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Abstract
Our interest lies in the recoverability properties of compressed tensors under the canonical
polyadic decomposition (CPD) model. The considered problem is well-motivated in many appli-
cations, e.g., hyperspectral image and video compression. Prior work studied this problem under
somewhat special assumptions—e.g., the latent factors of the tensor are sparse or drawn from
absolutely continuous distributions. We offer an alternative result: We show that if the tensor
is compressed by a subgaussian linear mapping, then the tensor is recoverable if the number
of measurements is on the same order of magnitude as that of the model parameters—without
strong assumptions on the latent factors. Our proof is based on deriving a restricted isometry
property (R.I.P.) under the CPD model via set covering techniques, and thus exhibits a flavor
of classic compressive sensing. The new recoverability result enriches the understanding to the
compressed CP tensor recovery problem; it offers theoretical guarantees for recovering tensors
whose elements are not necessarily continuous or sparse.
1 Introduction
Many signal processing problems boil down to an inverse problem. Consider a system of linear
equations, i.e.,
y = Φx (1)
where Φ ∈ RM×J denotes a sensing system, y ∈ RM is the observed measurement vector, and
x ∈ RJ is the signal of interest. The task of the inverse probem is to recover x from y with
the knowledge of the sensing system Φ. In many cases, the number of measurements is much
smaller than that of the signal dimension, i.e., M ≪ J , which makes the inverse problem highly
under-determined. In general, recovering x is impossible under such cases—an infinite number of
solutions exist because Φ admits a nontrivial null space [1].
To recover x when M ≪ J , one workaround is to exploit some special structure of x. For
example, in compressive sensing (CS) [2–4], it is now well-known that if x is a sparse vector,
recovery is possible under some conditions. This is not entirely surprising, since if the number of
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nonzero elements in x is small, the system of linear equations in (1) is “essentially over-determined”.
An extension of CS is low-rank matrix recovery (LMR) [5, 6]. Similarly, when x = vec(X) and
X ∈ RI1×I2 is a low-rank matrix, the number of unknowns can be much smaller than I1I2, which
again makes the inverse problem virtually over-determined. Both CS and LMR have received
tremendous attention due to their wide spectrum of applications [7–10].
As a step further, tensor compression and recovery [11–15] is also quite well-motivated, since
many real-world signals are naturally low-rank tensors. For example, remotely sensed hyperspec-
tral images are third-order tensors (each data entry has two spatial coordinates and one spectral
coordinate) [16, 17]. For sensing devices deployed on satellites or aircrafts, compression is needed
for transmitting the acquired data back to earth stations [11, 14]. This way, the communication
overhead can be substantially reduced. A lot of data arising in machine learning are also tensors,
e.g., social network data [18] and traffic flow data [13]. Compressing such data helps save space for
storage and overhead for transmission.
A number of works have considered recoverability properties in tensor compression. The recent
work [12] considers recovering tensors from random measurements under the Tucker model, hier-
archical Tucker (HT) model, and the tensor train (TT) model, respectively. The works in [19–21]
consider recovering compressed tensors under the canonical polyadic decomposition (CPD) model.
Notably, [19] shows that tensors with low CP rank and sparse latent factors can be recovered from
compressed measurements, via solving a series of CS problems in the latent domain. The work [21]
shows that if the latent factors are drawn from a certain joint continuous distribution, then the
compressed tensor can be recovered almost surely if the number of measurements is larger than or
equal to that of the parameters in the CPD model. These are all plausible results—showing that
recovering compressed tensors is viable under some conditions.
In this work, we offer a new result regarding recoverability of compressed tensors that follow
the CPD model (or, CP tensors for short). Our result is different from the existing recoverability
arguments in [19, 21] in the sense that no sparsity or distributional assumption is imposed on the
latent factors in our case. Our technical approach is based on set covering and deriving a new
restricted isometry property (R.I.P.) for CP tensors, which is similar to the route of proof in [12]
that considers the Tucker, HT and TT models. Showing that a compression system satisfies R.I.P.
for CP tensors is challenging since the latent factors of the CPD model cannot be orthogonalized
in most cases—as CPD is essentially unique under mild conditions. However, orthogonality of the
latent factors are hinged on to show R.I.P. for Tucker/HT/TT tensors. Nevertheless, we show
that recovering a tensor with low CP rank from limited measurements is possible—if the latent
factors are reasonably well-conditioned. Unlike existing results, our recovery proof does not impose
sparsity or continuity constraints on the latent factors of the CP tensor, and thus covers cases
whose recoverability properties were unknown before.
2 Problem Statement and Background
2.1 Tensor Preliminaries
An Nth order tensor X ∈ RI1×...×IN is an array whose elements are indexed by N indices, namely,
i1, . . . , iN , which can be considered as a high-dimensional extension of a matrix. Unlike matrices
whose definition for rank is singular, there are many different definitions of tensor rank [22, 23].
Among them, a popular and useful one is CP rank. Specifically, the CP rank of a tensor X,
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rankC(X) = F means that F is the smallest integer such that X is expressed as follows:
X =
F∑
f=1
A(1)(:, f) ◦ . . . ◦A(N)(:, f) ∈ RI1×...×IN , (2)
where A(n) ∈ RIn×F denotes the mode-n latent factor under CPD and “◦” is the outer product; see
details in [23]. The term A(1)(:, f) ◦ . . . ◦A(N)(:, f) is called a rank-one tensor. CPD is seemingly
similar to the matrix SVD, since SVD can also be understood as a summation of rank-one matrices.
However, the A(n)’s in (2) cannot always be orthogonalized as in the SVD case, because the CPD
is essentially unique under mild conditions; see details in the tutorial on CPD uniqueness [23].
Besides CPD, many other tensor decomposition models exist in the literature. For example,
Tucker decomposition [24], hierarchical Tucker (HT) decomposition [12] and tensor train (TT)
decomposition [25] are also considered useful in representing tensor data in parsimonious ways.
2.2 The Compressed Tensor Recovery Problem
Our interest lies in the following linear system:
y = A (X♮) , (3)
where X♮ is the “ground-truth signal” of interest, A(·) : RI1×...×IN → RM is a linear mapping,
i.e., A(X♮) = Φvec(X♮) where Φ ∈ RM×(
∏
N
n=1 In). When M ≪ ∏Nn=1 In, the inverse problem
of recovering X♮ from y may have an infinite number of solutions. However, if X♮ is a low CP
rank tensor with rankC(X♮) = F and the number of linear measurements M is larger than the
number of unknown parameters (i.e., (I1+ . . .+ IN − 1)F ), then the inverse problem is “essentially
over-determined”, and recovering X♮ is possible—which is the starting point of our work.
Consider a recovery criterion as follows:
Recovery Criterion:
minimize
X
‖y −A(X)‖2F (4a)
subject to rankC(X) ≤ F (4b)
We are concerned with the recoverability properties of Criterion (4). Specifically, assume that one
can solve Problem (4) to optimality using a certain algorithm, does the optimal solution(s) (denoted
by Xopt) recover the uncompressed signal X♮ under some conditions on A(·) and X♮? In addition,
how many measurements are needed to recover X♮?
2.3 Related Work
2.3.1 Tucker, HT, and TT Tensors
The recent work in [12] considered a similar problem but the tensors admit low-rank Tucker, HT,
or TT representation. Assuming that a subgaussian mapping A(·) is used, then when the number
of measurements is on the same order of magnitude as that of the tensor parameters, then recovery
is possible under the Tucker, HT, and TT models.
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2.3.2 CP Tensors
It is also of great interest to study the recoverability properties of CP tensors, since exact CPD
exists for every tensor without modeling error [23]. In addition, the CP representation is very
economical in terms of the number of unknowns (i.e.
∑N
n=1 INF −F ), which only increases linearly
with the tensor order N (while Tucker’s number of parameters increases exponentially with N).
Several notable works on CP tensor recovery appeared in recent years. Specifically, the work
in [19] considers a case where X♮’s latent factors are all sparse. Using a special sensing system
Φ = Φ1⊗ . . .⊗ΦN where “⊗” denotes the Kronecker product, the tensor recovery problem can be
recast as a series classical CS problems in the latent factor domain—which helps establish the iden-
tifiability of A(n)’s, thereby that of X♮. The work in [20] extends this latent factor recovery-based
approach to dense A(n)’s, with the price of using many more different compressed measurements
in parallel. The works in [19, 20] are both based on the assumption that the compressed mea-
surements are small tensors that admit unique CPD. In [21], this assumption is relaxed. There,
almost sure recoverability of X♮ is shown under the assumption that A(n)’s and Φ are drawn from
certain joint continuous distributions. The sample complexity proved in [21] is appealing, which
is exactly the number of unknowns. The caveat is that the A(n)’s have to follow a certain contin-
uous distribution—which means that some important types of tensors (e.g., tensors with discrete
latent factors that have applications in machine learning [18, 26, 27]) may not be covered by the
recoverability theorem in [21].
3 Main Result
In this work, we consider the recoverability problem for CP tensors as in [19–21]. Unlike these prior
works, we do not restrict X♮ and its compressed versions to admit unique CPD or assume that
X♮’s latent factors are drawn from joint continuous distributions. As a trade-off, we restrict the
entries of the sensing matrix Φ to be zero-mean i.i.d. subgaussian (see [28] for more details about
subgaussian matrices). Subgaussian sensing matrices are widely used in compressive sensing and
dimensionality reduction, since they have a lot of appealing features [2, 5, 12, 28]. Fortunately, in
many scenarios, the sensing/compressing matrix is under control of the system designers (e.g., in
communications)—and thus assuming subguassianity of Φ is considered reasonable in such cases.
3.1 Recoverability under CP Tensor R.I.P.
Let us consider the following definition:
Definition 1 (CP tensor R.I.P.) Assume that for all X ∈ {X ∈ RI1×...×IN | rankC(X) ≤ F and
0 ≤ δF < 1}, the following holds:
(1− δF )‖X‖2F ≤ ‖A(X)‖2F ≤ (1 + δF )‖X‖2F. (5)
Then, it is said that the mapping A(·) satisfies the restricted isometry property (R.I.P.) with pa-
rameter δF for tensors with CP rank being F .
If a mapping on a set of tensors satisfies R.I.P., then recoverability of this set of tensors can be
readily established:
Lemma 1 (Recoverability under R.I.P.) If A(·) satisfies R.I.P. for tensors whose CP rank is
smaller than or equal to 2F with parameter 0 ≤ δ2F < 1. Assume that rankC(X♮) ≤ F . Then, the
optimal solution to Problem (4) is Xopt = X♮.
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Proof: The proof is the same as that in matrix recovery [5]. Assume that there is a rank-F
tensor Z and Z 6= X♮ which satisfies A(Z) = y. Then, we have
0 = ‖A(X♮ −Z)‖2F ≥ (1− δ2F )‖X♮ −Z‖2F > 0,
which is a contradiction. In the above, we have used the facts that rankC(X♮ −Z) ≤ 2F and that
A(·) satisfies R.I.P. for all rank-2F CP tensors. 
From Lemma 1, one can see that, if we could prove that for all the tensors in S = {X | rankC(X) ≤
2F, X ∈ RI1×...×IN}, some A(·) satisfies R.I.P. with 0 ≤ δ2F < 1, then the recoverability can be
established. Showing this for all rank-2F tensors is, unfortunately, challenging. As we will see, it
turns out that the conditioning of A(n)’s plays an important role of establishing R.I.P. for low-rank
CP tensors. This is quite different from the low-rank matrix (or the Tucker/HT/TT tensor) case,
where only the matrix size and rank matter. This contrast makes sense, since the matrix latent
factors under SVD are always orthonormal, and thus the condition numbers of the latent factors
are constants. But for CP tensors, since A(n)’s are essentially unique and not orthogonalizable
in many cases, the impact of their conditioning naturally shows up. To proceed, we define the
following parameter:
Definition 2 The condition number κ(X) of the CP tensor X ∈ RI1×...×IN is defined as follows:
κ(X) =
∏N
n=1 σmax(A(n))
σmin
(⊙Nn=1A(n)) .
One can see that κ(X) < ∞ implies that rank(A(1) ⊙ . . . ⊙A(N)) = F , which is a necessary
condition for the CPD of X being essentially unique [23]. The parameter κ(X) is clearly related
to the condition numbers of A(n)’s. This may be clearer when In ≥ F and rank(A(n)) = F for all
n. Under such cases, we have
σmin
(⊙Nn=1A(n)) = min‖x‖2=1 ∥∥(⊙Nn=1A(n))x∥∥2 (6a)
= min
‖x‖2=1
∥∥(⊗Nn=1A(n))Px∥∥2 (6b)
≥
N∏
n=1
σmin(A(n))‖P ‖2‖x‖2 (6c)
=
N∏
n=1
σmin(A(n)) (6d)
where ⊙ denotes the Khatri-Rao product and P is a column selection matrix (and thus ‖P ‖2 =
σmax(P ) = σmin(P ) = 1) and we have used the fact that the columns of A ⊙ B is a subset of
the columns of A ⊗ B. The above leads to κ(X) ≤
∏
N
n=1 σmax(A(n))∏
N
n=1 σmin(A(n))
=
∏N
n=1 cond(A(n)), where
cond(Y ) denotes the matrix condition number of Y . Hence, κ(X) can be understood as a pa-
rameter that reflects the conditioning of the latent factors. From the above, another note is that∏N
n=1 σmax(A(n)) ≥ σmax(⊙Nn=1A(n)), resulting in κ(X) ≥ 1, which resembles the property of the
matrix condition number, i.e., cond(Y ) ≥ 1 for any Y .
With this parameter defined, our main result is stated in the following theorem:
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Theorem 1 Assume that A(·) : RI1×...×IN → RM is a mapping such that A(X♮) = Φvec(X♮),
where Φ ∈ RM×(
∏
N
n=1 In) has i.i.d. zero-mean
√
α/M -subgaussian entries. In addition, assume
that κ(X♮) ≤ τ and rankC(X♮) ≤ F . Then, for a certain constant C > 0, the criterion in (4)
recovers X♮ at its optimal solution with a probability larger than or equal to 1− η if
M > Cα2max
{(
1 + 2
N∑
n=1
InF
)
log(3(N + 1)τ), log
(
η−1
)}
.
Note that
√
α/M is known as the subgaussian parameter which is related to the subgaussian
distribution that generates the entries of Φ. For example, N (0, αM ) is
√
α/M -subgaussian; see
more details in [28, 29]. Also note that since we only need δ2F < 1 to establish recoverability, the
lower bound of M does not contain δ2F explicitly.
From Theorem 1, one can see that with M = Ω(
∑N
n=1 InF ), recovering X♮ from compressed
measurements is possible. This M and the number of unknowns (I1 + . . . + IN − 1)F have the
same order of magnitude—which is quite plausible. In addition, there is no sparsity or continuous
distribution assumptions on A(n), which means that Theorem 1 may be able to cover cases where
previous recoverability results in [19,21] do not support.
3.2 Proof of Theorem 1
In this section, we outline the proof of Theorem 1 in a concise way. Some of the details can be
found in the supplementary materials. Consider the following set of low-rank tensors:
SF,τ =
{
X˜
∣∣∣∣ X˜ = X‖X‖F , rankC(X) ≤ F, κ(X) ≤ τ
}
.
We will show that (5) holds for X˜ ∈ SF,τ with high probability if Φij is drawn from a subgaussian
distribution. This will imply that (5) holds for all the X ’s associated with X˜ ∈ SF,τ since the
mapping in (5) is linear. Note that
X(i1, . . . , in)
‖X‖F =
F∑
f=1
∏N
n=1 σmax(A(n))
‖X‖F︸ ︷︷ ︸
λ˜
N∏
n=1
A(n)(in, f)
‖A(n)‖2︸ ︷︷ ︸
A˜(n)(in,f)
=
F∑
f=1
λ˜
N∏
n=1
A˜(n)(in, f).
Since ‖X‖F = ‖(⊙Nn=1A(n))1‖2 ≥ σmin
(⊙Nn=1A(n))√F ,
λ˜ =
∏N
n=1 σmax(A(n))
‖X‖F ≤
∏N
n=1 σmax(A(n))
σmin
(⊙Nn=1A(n))√F = κ(X)√F .
Consequently, we have
σmax(A˜(n)) = ‖A˜(n)‖2 = 1, λ ≤ κ(X)/√F ≤ τ/√F . (7)
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For notational simplicity, we now represent all the tensors in SF,τ as X =
q
λ,A(1), . . . ,A(N)
y ∈
SF,τ , where A(n) and λ satisfy (7) and ‖X‖F = 1. The set SF,τ has an infinite number of elements.
To establish R.I.P. we construct an ε-net (w.r.t. Euclidean norm) that covers SF,τ . An ε-net of
SF,τ , denoted as S¯F,τ , is a finite set such that for any X ∈ SF,τ , one can find a X¯ ∈ S¯F,τ such that
‖X¯ −X‖F ≤ ε [30]. We have the following proposition:
Proposition 1 There exists an ε-net S¯F,τ ⊆ SF,τ with respect to the Fronenius norm such that the
cardinality of S¯F,τ is upper bounded by the following inequality:
|S¯F,τ | ≤ (3(N + 1)τ/ε)1+
∑
N
n=1 InF .
The proof of Proposition 1 is given in the supplementary materials. With Proposition 1 at hands,
we show that
Proposition 2 For X ∈ SF,τ and zero-mean
√
α/M -subgaussian sensing matrix Φ ∈ RM×
∏
N
n=1In,
δF -R.I.P holds for 0 ≤ δF < 1 and for a certain constant C > 0 with probability larger than 1 − η
provided that
M ≥ Cα2δ−2F max
{(
1 +
N∑
n=1
InF
)
log(3(N + 1)τ), log
(
η−1
)}
.
Proposition 2 invokes Corollary 5.4 in [28] (see more details of the proof in the supplementary
materials).
Combining Propositions 1-2 and Lemma 1, and the fact that recoverability holds with δ2F < 1,
one can easily show Theorem 1.
4 Numerical Validation
In this section, we present numerical results to validate Theorem 1. We randomly generate the
latent factors of third-order tensors with CP rank F such that the condition number of the latent
factors satisfy cond(A(1)) = cond(A(2)) = cond(A(3)) = κ˜. In order to generate the latent factor
with desired condition number, we first generate the entries of the latent factors uniformly at
random. Then we change the singular values of the latent factor, while keeping the singular vectors
unchanged.
Using the latent factors, we generate the tensor X using Eq. (2). This way, we have generated
X˜ = X/‖X‖F ∈ SF,τ where τ = κ˜3. We employ Φ ∈ RM×(I1+I2+I3)F such that the entries are
randomly chosen from the normal distribution with zero mean and variance 1M . This makes the
entries of Φ to be i.i.d zero mean
√
1/M -subgaussian. The observations y ∈ RM are then generated
using Eq. (3). In order to solve the tensor recovery problem in (4), we employ the Gauss-Newton
based algorithm proposed in [21]. We stop the algorithm when the relative change in the objective
function is less than the machine accuracy. For each κ˜, we run 100 random trials and each trial is
counted towards a successful tensor recovery if the mean squared error (MSE) is lower than 10−10,
where the MSE is defined as MSE = ‖X −Xrec‖2F/(I1I2I3) where Xrec is the recovered tensor.
Fig. 1 shows the number of successful recovery cases against the condition number κ˜ for different
values of In and F = 3. Note that the tensor recovery problem in (4) is NP-hard [31] and thus
numerical optimizers may not necessarily output optimal solutions. However, when F is small, the
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problem can be solved very well by the algorithm in [21] according to our extensive simulations.
The numerical results here can therefore serve as reasonably reliable references. It can be observed
that as the condition number κ˜ increases, successful tensor recovery becomes harder to attain under
both settings. This is consistent with the result in Theorem 1 which indicates that a larger τ needs
larger M for successful tensor recovery.
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Figure 1: Effect of κ˜ on successful tensor recovery.
5 Conclusion
In this work, we considered the recoverability problem for compressed CP tensors. Unlike pre-
vious works which tackled this problem leveraging CPD uniqueness of the compressed tensors or
assumptions on the latent factors’ distribution, we offered a recoverability theory without making
such assumptions. The result derived in this work can potentially cover more cases in practice.
The proof also offers insights on how the conditioning of the latent factors of a CPD model can
affect recoverability of compressed tensors. We also presented experimental results supporting our
theoretical claims.
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A Proof of Proposition 1
To proceed, we first show the following lemma:
Lemma 2 Suppose that ‖A(n)‖2 = σmax(A(n)) = 1, ∀n ∈ {1, . . . , N}. For any integer L ∈ Z+
such that L ≤ N and any subset of {1, . . . , N} with L elements, i.e., {k1, . . . , kL} ⊆ {1, . . . , N},
we consider a term W = A(k1) ⊙ . . . ⊙A(kℓ) ⊙ U ⊙A(kℓ+1) ⊙ . . . ⊙ A(kL), where ℓ ∈ {0, . . . , L}.
By definition, when ℓ = 0, U appears in the leftmost position of the term; when ℓ = L, U is in the
rightmost of W . Then, we have the following:
‖W ‖2 ≤ ‖U‖2.
Proof: We prove the lemma with ℓ = 0. For ℓ = 1, . . . , L, the proof is almost identical.
Note that ‖U ⊙A(k1)⊙ . . .⊙A(kL)‖2 = ‖U ⊗ (A(k1)⊙ . . .⊙A(kL)))P ‖2, where P is a submatrix
of the identity matrix which does column selection. We have the following chain of inequalities:
‖U ⊙A(k1) ⊙ . . .⊙A(kL)‖2
= ‖U ⊗ (A(k1) ⊙ . . . ⊙A(kL)))P ‖2
≤ ‖U‖2‖(A(k1) ⊙ . . .⊙A(kL))‖2‖P ‖2
= ‖U‖2‖(A(k1) ⊗ . . .⊗A(kL))P
′‖2‖P ‖2
≤ ‖U‖2‖(A(k1) ⊗ . . .⊗A(kL))‖2‖P
′‖2‖P ‖2
= ‖U‖2‖A(k1)‖2 . . . ‖A(kL)‖2‖P ′‖2‖P ‖2 ≤ ‖U‖2.
where P ′ is also a proper column selection matrix, and we have used ‖P ‖2 = ‖P ′‖2 = 1. Note that
the last equality holds due to the fact that ‖A(k1) ⊗ . . . ⊗A(kL)‖2 = ‖A(k1)‖2 . . . ‖A(kL)‖2. 
Consider a tensor X =
q
λ,A(1), . . . ,A(N)
y ∈ SF,τ . This tensor can be represented as X =∑F
f=1 λ
(◦Nn=1A(n)(:, f)), which is a short-hand notation for the expression in (2). Now consider
another tensor X¯ =
q
λ¯, A¯(1), . . . , A¯(N)
y ∈ SF,τ . The Euclidean distance between the two tensors
are bounded because of the following inequalities:
‖X¯ −X‖F
=
∥∥∥∥∥∥
F∑
f=1
λ¯
(◦Nn=1A¯(n)(:, f)) − F∑
f=1
λ
(◦Nn=1A(n)(:, f))
∥∥∥∥∥∥
F
≤
∥∥∥∥∥∥
F∑
f=1
(λ¯− λ) (◦Nn=1A¯(n)(:, f))
∥∥∥∥∥∥
F
+
∥∥∥∥∥∥
F∑
f=1
λ
(◦Nn=1A¯(n)(:, f)) − F∑
f=1
λ
(◦Nn=1A(n)(:, f))
∥∥∥∥∥∥
F︸ ︷︷ ︸
Qλ
≤ ∥∥A¯(N) ⊙ . . .⊙ A¯(1)∥∥2 |λ¯− λ|√F +Qλ
≤ |λ¯− λ|
√
F +Qλ. (8)
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where Eq. (8) is obtained by Lemma 2. Now consider,
Qλ =
∥∥∥∥∥∥
F∑
f=1
λ
(◦Nn=1A¯(n)(:, f)) − F∑
f=1
λ
(◦Nn=1A(n)(:, f))
∥∥∥∥∥∥
F
≤
∥∥∥∥∥∥
F∑
f=1
λ
(
A¯(1)(:, f)−A(1)(:, f)
) ◦ (◦Nn=2A¯(n)(:, f))
∥∥∥∥∥∥
F
+
∥∥∥∥∥∥
F∑
f=1
λA(1)(:, f) ◦
(◦Nn=2A¯(n)(:, f)− ◦Nn=2A(n)(:, f))
∥∥∥∥∥∥
F︸ ︷︷ ︸
QA(1)
≤ ∥∥A¯(N) ⊙ . . .⊙ (A¯(1) −A(1))∥∥2 |λ|√F +QA(1)
≤ ‖A¯(1) −A(1)‖2τ +QA(1) . (9)
where Eq. (9) is obtained by invoking Lemma 2 and using the fact λ
√
F ≤ τ as given by Eq. (7). In
this way, we can obtain similar inequalities for all QA(n) , n = 1, . . . , N and we can finally establish
the below relationship:
‖X − X¯‖F ≤
N∑
n=1
‖A¯(n) −A(n)‖2τ + |λ¯− λ|
√
F.
Hence, to show that there exists a τǫ-net covering SF,τ we only need to show that there exists a
set coveringA(n) with width ǫ/(N+1) and the same applies to λ
√
F/τ . Since bothA(n) and λ
√
F/τ
live in respective unit norm balls (unit matrix 2-norm ball for A(n) in particular), it is well-known
that there exist ǫ/(N + 1)-nets that cover them, which have the cardinalities bounded by (3(N +
1)/ǫ)InF and 3(N+1)/ǫ respectively [2,5,28]. Overall, the τǫ-net of SF,τ has (3(N+1)/ǫ)1+
∑
N
n=1 InF
points inside. Or, if we let ε = τǫ, we have ε-net of SF,τ with (3(N + 1)τ/ε)1+
∑
N
n=1 InF elements.
B Proof of Proposition 2
Consider the following lemma:
Lemma 3 (Corollary 5.4 [28]) Let S1, . . . , Sk be subsets of a Hilbert space H and let S = ∪ki=1Si.
Set Si,nv = {x/‖x‖H : x ∈ Si} where ‖.‖H is the induced norm on H and Snv = ∪ki=1Si,nv. Suppose
that Si,nv has covering dimension Ki with parameter ci and base covering N0,i with respect to the
induced metric on H. Set K = maxiKi, c = maxi ci and N0 = maxi N0,i. Let Φ be a subgaussian
map which maps Snv to R
M . Then, for some constant C > 0, for any 0 < δ, η < 1, restricted
isometry constant δS,Φ of Φ on S satisfies Pr(δS,Φ ≥ δ) ≤ η provided that
M ≥ Cα2δ−2max{log k + logN0 +K log(c), log(η−1)}.
In our case, k = 1. The set SF,τ belongs to the Hilbert space which is the Euclidean space with
Euclidean distance as the induced metric. If the covering number of a Hilbert space with respect
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to unit norm ball is bounded by an expression of the form N0(
c
ε
)K for any 0 < ε ≤ 1, then N0 is
the base covering and K is the covering dimension with parameter c (Def. 5.1, [28]). Therefore,
according to Proposition 1, we have N0 = 1, K = 1 +
∑N
n=1 InF and c = 3(N + 1)τ. By applying
these parameters in Lemma 3, we get the result in Proposition 2.
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