Closed-orbit theory for spatial density oscillations by Brack, Matthias & Roccia, Jerôme
ar
X
iv
:0
91
1.
02
84
v1
  [
ma
th-
ph
]  
2 N
ov
 20
09
October 19, 2018 7:32 WSPC/INSTRUCTION FILE mbxvinpw
International Journal of Modern Physics E
c© World Scientific Publishing Company
CLOSED-ORBIT THEORY FOR SPATIAL DENSITY
OSCILLATIONS
MATTHIAS BRACK and JE´ROˆME ROCCIA
Institute of Theoretical Physics, University of Regensburg, D-93040 Regensburg, Germany
e-mail: matthias.brack@physik.uni-regensburg.de
Received (October 19, 2018)
Revised (revised date)
We briefly review a recently developed semiclassical theory1 for quantum oscillations in
the spatial (particle and kinetic energy) densities of finite fermion systems and present
some examples of its results. We then discuss the inclusion of correlations (finite tem-
peratures, pairing correlations) in the semiclassical theory.
1. Introduction
We have recently proposed1 a semiclassical theory for quantum oscillations in the
local particle densities and kinetic-energy densities of a system of N fermions in a
local potential in D dimensions, described by the stationary Schro¨dinger equation{
− ~
2
2m
∇2 + V (r)
}
φn(r) = En φn(r) . (1)
The potential V (r) can be considered to represent the self-consistent mean field of
an interacting system of fermions obtained in density functional theory (DFT).2
The single-particle wavefunctions φn(r) then are the Kohn-Sham orbitals
3 and ρ(r)
in (2) is the (ideally exact) ground-state particle density of the interacting system.4
Ordering the spectrum {En} and choosing the energy scale such that 0 < E1 ≤
E2 ≤ · · · ≤ En ≤ . . . , we fill the lowest levels up to the Fermi energy λ and define
the particle density by
ρ(r) := 2
∑
En≤λ
|φn(r)|2,
∫
ρ(r) dDr = N . (2)
The factor 2 accounts for the spin degeneracy (the number N is assumed to be
even). Further degeneracies, which may arise for systems in D > 1 dimensions, will
not be spelled out bout included in the summations over n. For the kinetic-energy
density, we consider two different definitions
τ(r) := − ~
2
2m
2
∑
En≤λ
φ∗n(r)∇2φn(r) , τ1(r) :=
~
2
2m
2
∑
En≤λ
|∇φn(r)|2, (3)
which upon integration both yield the exact total kinetic energy.
1
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The density of states g(E) of the system (1) is given by
g(E) =
∑
n
δ(E − En) , N = N(λ) = 2
∫ λ
0
dE g(E) . (4)
Separating its smooth and oscillatory parts by defining
g(E) := g˜(E) + δg(E) , (5)
the smooth part g˜(E) is given by the extended Thomas-Fermi (ETF) theory (see
chapter 4.4.3 of Ref.5), while the the oscillating part δg(E) can be described, to
leading order in ~, by the semiclassical trace formula6,7
δg(E) ≃
∑
PO
APO(E) cos
[
1
~
SPO(E)− pi
2
σPO
]
. (6)
The sum here is over all periodic orbits (POs) of the corresponding classical system
described by the Hamilton function H(q,p) = p2/2m+V (q). SPO(E) is the action
integral along the periodic orbit:
SPO(E) =
∮
PO
p(E,q) · dq , (7)
with the classical momentum given by p(E, r) = (r˙/|r˙|)√2m[E − V (r)]. For sys-
tems in which all orbits are isolated in phase space, explicit expressions for the
amplitudes APO(E), which depend on the stabilities of the orbits, and for the
Maslov indices σPO have been given by Gutzwiller.
6 For systems with continuous
symmetries and for integrable systems, alternative expressions for the amplitudes
and Maslov indices have been derived by many authors; they may be found in Ref.5
Separating smooth and oscillating terms of the spatial densities
ρ(r) := ρ˜(r) + δρ(r) , τ(r) := τ˜ (r) + δτ(r) , τ1(r) := τ˜1(r) + δτ1(r) , (8)
the smooth parts are given by the ETF theory. For their oscillating parts we have
obtained1 the following semiclassical expressions, valid again to leading order in ~:
δρ(r) ≃
∑
γ
Aγ(λ˜, r) cos
[
Φγ(λ˜, r)
]
, (9)
δτ(r) ≃ p
2(λ˜, r)
2m
∑
γ
Aγ(λ˜, r) cos
[
Φγ(λ˜, r)
]
, (10)
δτ1(r) ≃ p
2(λ˜, r)
2m
∑
γ
Aγ(λ˜, r)Qγ(λ˜, r) cos
[
Φγ(λ˜, r)
]
. (11)
The sum here is over all closed orbits γ starting and ending in the point r, and
Φγ(λ˜, r) =
1
~
Sγ(λ˜, r)− pi
2
µγ − pi
4
(D + 1) . (12)
The action function Sγ(λ˜, r) = Sγ(λ˜, r, r
′ = r) is gained from the general open
action integral for an orbit starting at r and ending at r′ at fixed energy E = λ˜
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Sγ(λ˜, r, r
′) =
∫
r
′
r
p(λ˜,q) · dq , (13)
and µγ is the Morse index that counts the number of conjugate points along the
orbit.6,7 For the functions Aγ(λ˜, r) and Qγ(λ˜, r) we refer to our articles.1,8,9 The
quantity λ˜ is the Fermi energy of the smooth (ETF) system, defined by
λ = λ˜+ δλ , N = 2
∫ eλ
0
dE g˜(E) . (14)
Since for POs the action integral SPO(λ˜) is independent of r, they do not yield any
oscillating phases in the above expressions; their contributions vary only smoothly
with r through APO(λ˜, r) and QPO(λ˜, r). The leading contributions to the density
oscillations come from the non-periodic orbits (NPOs). For one-dimensional sys-
tems (D=1) it has, in fact, been shown1,8 that the contributions of the POs are
completely absorbed by the smooth (TF) densities. In higher-dimensional systems,
the POs must be included in (9) - (11) in connection with symmetry breaking at
r = 0 for spherical systems, and with bifurcations at finite distances |r| > 0 in
general, as demonstrated explicitly for the two-dimensional circular billiard.9
2. Selected results
In this section we give some selected results of our semiclassical theory. We first
present a very general result that may have interesting consequences for DFT. From
(9), (10) one finds directly – without knowledge of the orbits γ – the relation
δτ(r) ≃ [λ˜− V (r)] δρ(r) , (15)
which we call the (differential) local virial theorem (LVT) because it relates the
potential and kinetic-energy densities locally at any given point r. The relation (15)
was derived10 for isotropic harmonic oscillators in arbitrary dimensions from their
quantum-mechanical densities in the asymptotic limit N →∞. In our semiclassical
theory it is obtained for arbitrary potentials. Since no assumption about the po-
tential or the nature of the closed orbits γ must be made to derive the LVT (15),
it holds for arbitrary (integrable or non-integrable) systems in arbitrary dimensions
with a local potential V (r), and hence also for interacting fermions in the mean-field
approximation given by the DFT. We recall, however, that (15) is not expected to
be valid close to the classical turning points where the semiclassical expressions (9)
- (11) diverge and must be regularized by appropriate uniform approximations.8,9
A direct consequence of the LVT in (15) is the following relation:
τ(r) ≃ τTF[ρ(r)] . (16)
Hereby τTF[ρTF(r)] = τTF(r) is the exact functional relation between the TF
kinetic-energy and particle densities. Eq. (16) states that this TF functional (with-
out gradient corrections!) holds approximately, for arbitrary local potentials V (r),
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also between the exact quantum-mechanical densities τ(r) and ρ(r) including their
quantum oscillations. [It was shown in Ref.8 to be exact up to first order in δρ(r).]
In Fig. 1 we test (16) explicitly for the coupled two-dimensional quartic oscillator
V (x, y) =
1
2
(x4 + y4)− κx2y2 , (17)
whose classical dynamics is almost chaotic11,12 in the limits κ = 1 and κ → −∞,
but in practice also for κ = 0.6 (see, e.g., Ref.13).
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Fig. 1. TF relation (16) for the potential (17) with κ = 0.6 (units: ~ = m = 1) with N = 632.
Cuts along the diagonal x = y. The solid line is the l.h.s., and the dashed line is the r.h.s. of (16).
We find an excellent agreement over the whole region. That the TF kinetic-energy
functional holds also for the oscillating exact densities to a surprising degree has
been noted long ago,14 but not understood until now. Similarly good numerical
results are obtained also for the LVT (15), except very close to the classical turning
points, for many systems8,9 with not too small particle numbers N .
0.0 0.2 0.4 0.6 0.8 1.0
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0
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Fig. 2. Particle density in the 2-dimensional circular billiard with various particle numbers N
(units: ~2/2m = R = 1). Dotted lines: quantum results, solid lines: semiclassical results.9
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Next we present some results for the particle densities. Figure 2 shows ρ(r) for
four values of the number of N particles bound in the two-dimensional circular
billiard. The dotted line is the quantum result (2), and the solid line the converged
semiclassical result (9), complemented by uniform approximations at the critical
points as explained in detail in Ref.9 Similar results are obtained also for the
kinetic-energy densities, and for other types of potentials.1,8
It should be emphasized that, due to a factor 1/Tγ(λ˜, r) in the semiclassical
amplitudes Aγ(λ˜, r) in (9) - (11), the sums over the orbits γ converge much faster
than in the trace formula (6) for the level density.
Note the Friedel oscillations in Fig. 2 near the surface (r = R), which are char-
acteristic of a fermionic system near a steep boundary. In our semiclassical theory,
the Friedel oscillations are caused by the shortest orbit with one reflection from the
boundary (in Refs.1,8 called the primitive “+” orbit). Its regularized contribution
to the particle density of a spherical billiard in D dimensions is8
δρ+(r) = −ρ(D)TF 2νΓ(ν + 1)
(
R
r
)ν−1/2
Jν(z)
zν
, (18)
where ρ
(D)
TF is the TF density, ν = D/2, z = 2 (R − r) pλ/~, and pλ = (2mλ˜)1/2 is
the smooth Fermi momentum. Integrating (18) over the whole space, we obtain
δN+ =
∫
dDr δρ+(r) = − 1
2piD/2~D−1
Γ(D/2)
Γ(D)
pD−1λ SD , (19)
where SD = 2piD/2RD−1/Γ(D/2) is the hypersurface of the D-dimensional sphere.
It is interesting to note (see also Ref.15) that (19) corresponds precisely to the
surface term in the Weyl expansion16 of the particle number N(λ˜) which varies
smoothly with the Fermi energy (the volume term being given by the TF theory).
3. Inclusion of finite temperatures in the semiclassical theory
In the following we outline how to include finite temperatures in the semiclassical
formalism. Extensions of semiclassical trace formulae to finite temperatures have
been used long ago in the context of nuclear physics17 and more recently in meso-
scopic physics.18 We shall present here a derivation by means of a suitable folding
function, which has proved useful also in the corresponding microscopic theories19
and allows for a straightforward generalization to include other types of correlations.
For a grand-canonical ensemble of fermions embedded in a heat bath with fixed
temperature, the variational energy is the so-called grand potential Ω defined by
Ω = 〈Hˆ〉 − TS − λ〈Nˆ 〉 , (20)
where Hˆ and Nˆ are the Hamilton and particle number operators, respectively, T is
the temperature in energy units (i.e., we put the Boltzmann constant kB equal to
unity), S is the entropy, and λ the chemical potential.a Note that both energy and
aThe quantities S and T without subscripts should not be confused with the actions Sγ and
periods Tγ of the classical orbits.
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particle number are conserved only on the average. For non-interacting particles,
we can write the Helmholtz free energy F as
F = 〈Hˆ〉 − TS = 2
∑
n
Enνn − TS . (21)
Here νn are the Fermi occupation numbers
νn =
1
1 + exp
(
En−λ
T
) , (22)
and the entropy S is given by
S = −2
∑
n
[νn log νn + (1− νn) log(1− νn)] . (23)
The chemical potential λ is determined by fixing the average particle number
N = 〈Nˆ〉 = 2
∑
n
νn . (24)
Note that all sums in (21) – (24) and below run over the complete (infinite) spectrum
of the Hamiltonian Hˆ .
It has been shown19 that the above quantities F , N and S can be expressed in
terms of a convoluted finite-temperature level density gT (E) defined by a convolution
of the “cold” (T = 0) density of states (4)
gT (E) :=
∫ ∞
−∞
g(E′) fT (E − E′) dE′ =
∑
n
fT (E − En) , (25)
whereby the folding function fT (E) is given as
fT (E) =
1
4T cosh2(E/2T )
. (26)
The free energy then is given by
F = 2
∫ λ
−∞
E gT (E) dE , (27)
and the average particle number by
N = 2
∫ λ
−∞
gT (E) dE . (28)
To show that the integral (27) gives the correct free energy (21), including the “heat
energy” −TS, requires some algebraic manipulations. From F , the entropy S can
always be gained by the canonical relation
S = −∂F
∂T
. (29)
The same convolution can now be applied also to the semiclassical trace formula
(6) for the oscillating part of the density of states which we re-write as
δg(E) ≃ Re
∑
PO
APO(E) eiΦPO(E) (30)
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with the phase
ΦPO(E) =
1
~
SPO(E) − pi
2
σPO . (31)
The oscillating part δgT (E) of the finite-temperature level density is obtained by
the convolution of (30) with the function fT (E) as in (25). In the spirit of the
stationary-phase approximation, we take the slowly varying amplitude APO(E)
outside of the integration and approximate the action in the phase by
SPO(E
′) ≃ SPO(E) + (E′ − E)TPO(E) , (32)
so that the result becomes a modified trace formula
δgT (E) ≃ Re
∑
PO
APO(E) f˜T [TPO(E)] eiΦPO(E), (33)
where
TPO(E) = TPO(E)/~ (34)
and the temperature modulation factor f˜T is given by the Fourier transform of the
convolution function fT :
f˜T (T ) =
∫ ∞
−∞
fT (ω) e
iT ω dω . (35)
The Fourier transform of the function (26) is known20 and yields
f˜T (T ) = piTT
sinh(piTT ) . (36)
The “hot” trace formulae (33) with the modulation factor (36) has previously been
obtained in Refs.17,18 The trace formula for the oscillating part of the free energy
then becomes5,17 to leading order in ~
δF ≃ Re
∑
PO
APO(λ˜)
(
~
TPO(λ˜)
)2
f˜T [TPO(λ˜)] eiΦPO(eλ). (37)
For the spatial densities we can proceed exactly in the same way. For the particle
density, e.g., the microscopic expression (2) is replaced by
ρT (r) = 2
∑
n
|φn(r)|2νn , (38)
where the sum again runs over the complete spectrum. Starting from the semiclas-
sical expression (9) for δρ(r) at T = 0, we rewrite it as
δρ0(λ˜, r) ≃ Re
∑
γ
Aγ(λ˜, r) eiΦγ (eλ,r), (39)
where Φγ(λ˜, r) is the phase (12). The finite-T expression is given by the convolution
integral
δρT (λ˜, r) ≃
∫ eλ
−∞
δρ0(λ˜− E, r)fT (E) dE . (40)
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Expanding the phase under the integral as above, we arrive at
δρT (λ˜, r) ≃ Re
∑
γ
Aγ(λ˜, r) f˜T [Tγ(λ˜, r)] eiΦγ (eλ,r) , (41)
where Tγ(λ˜, r) = Tγ(λ˜, r)/~. The corresponding expressions for the temperature-
dependent kinetic-energy densities are obvious.
For the smooth parts of the densities, we recall that the ETF theory at T > 0
is well known (see, e.g. Ref.21, where expressions up to 4-th order in ~ are given,
and the literature quoted therein).
Other types of correlations can be included in the semiclassical theory in the
same way, as soon as a suitable folding function fcorr(E) – corresponding to fT (E)
in (26) – and its Fourier transform are known. One example is given by the pairing
correlations discussed in the following section.
4. Inclusion of pairing correlations in the BCS approximation
A self-consistent microscopic approach to include pairing correlations is given by
the Hartree-Fock-Bogolyubov (HFB) approach; we refer to an extended article19
for a recapitulation of this theory and the relevant literature. In the simplified BCS
approach with constant paring gap ∆, the total energy of a system is written as
EBCS =
∑
n
Env
2
n −∆
∑
n
unvn , (42)
where the sum goes over the complete spectrum (including all degeneracies) and
the occupation numbers un and vn are given by
vn =
1√
2
[
1 +
(λ− En)
En
]1/2
,
un =
√
1− v2n . (43)
Hereby En is the so-called quasiparticle energy
En(λ) = +
√
(λ − En)2 +∆2 . (44)
It was shown19 that the BCS energy (42) is correctly given, including the pair
condensation energy
Ep = −∆
∑
n
unvn , (45)
by the convolution integral
EBCS =
∫ λ
−∞
E f∆(E) dE , (46)
where the folding function f∆(E) is defined as
f∆(E) :=
∆2
2 [E2 +∆2]
3/2
. (47)
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The Fermi energy λ in all above expressions is fixed by the average particle number:
N =
∫ λ
−∞
g∆(E) dE =
∑
n
v2n . (48)
The “paired” level density g∆(E) is given by
g∆(E) =
∑
n
∆2
2 [En(E)]3
. (49)
The Fourier transform of f∆(E) is found
20 to be
f˜∆(T ) = ∆TK1(∆T ) , (50)
where K1(z) is a modified Bessel function.
22 Hence, replacing f˜T in (33) by f˜∆,
the semiclassical trace formula for the oscillating part of the paired level density
becomes
δg∆(E) ≃ Re
∑
PO
APO(E) f˜∆[TPO(E)] eiΦPO(E). (51)
The trace formula for the oscillating part of the total BCS energy becomes, analo-
gously to (37),
δEBCS ≃ Re
∑
PO
APO(λ˜)
(
~
TPO(λ˜)
)2
f˜∆[TPO(λ˜)] eiΦPO(eλ). (52)
That for the pair condensation energy, using Ep = ∆ ∂EBCS/∂∆ and exploiting a
recurrence relation for the Bessel functions,22 becomes
δEp ≃ ∆2 Re
∑
PO
APO(λ˜)K0[TPO(λ˜)] eiΦPO(eλ). (53)
A similar result has recently been obtained in Ref.23
For the spatial densities we can, in principle, proceed as above. The pair-
correlated particle density is quantum-mechanically given by19
ρ∆(r) =
∑
n
|φn(r)|2v2n . (54)
The semiclassical expression of its oscillating part becomes, similarly as above,
δρ∆(λ˜, r) ≃ Re
∑
γ
Aγ(λ˜, r) f˜∆[Tγ(λ˜)] eiΦγ (eλ,r) . (55)
Corresponding results hold for the pair-correlated kinetic-energy densities.
This is, however, not the end of the story. If one wants to express the pair-
condensation energy (45) as a space integral, one requires an anomalous density
matrix κ(r, r′), defined by19
κ(r, r′) =
∑
n
φn(r)φn¯(r
′) , (56)
where n¯ refers to the time-reversed state of n. The semiclassical evaluation of this
anomalous density matrix is the object of our ongoing research.
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