This paper discusses evaluation techniques of the robustness function of trusses, which is regarded as one of measures of structural robustness, under the uncertainties of member stiffnesses and external forces. By using quadratic embedding of the uncertainty and the S-procedure, we formulate a quasiconvex optimization problem which provides lower bounds of the robustness functions. A bisection method is proposed, where we solve a finite number of semidefinite programming problems in order to obtain a global optimal solution to the proposed quasiconvex optimization problem. The lower bounds of the robustness functions are computed for various trusses under several uncertainty circumstances.
Introduction
In structural and mechanical design, deterministic design optimization models have been successfully developed. Recently, the robust structural design has received increasing attention, which may decrease the sensitivities of mechanical performance with respect to various uncertain parameters. For this purpose, a number of reliability-based optimization methods as well as the robust optimal design methods have been proposed (Ben-Tal and Nemirovski, 1997; Choi et al., 2001; Doltsinis and Kang, 2004; Kharmanda et al., 2004; Tsompanakis and Papadrakakis, 2004) .
Based on stochastic uncertainty models of mechanical parameters, various techniques were proposed for evaluation and estimation of failure probability (Kharmanda et al., 2004; Tsompanakis and Papadrakakis, 2004) , that can be utilized in the reliability-based structural design methods. Various formulations for sensitivity analysis of probabilistic structural performance were also proposed (Choi et al., 2001; Doltsinis and Kang, 2004) .
Besides stochastic uncertainty models, non-probabilistic uncertainty models have also been developed, where so-called unknown-but-bounded uncertain parameters are included in a system. Ben-Haim and Elishakoff (1990) developed the so-called convex model , with which Pantelides and Ganzerli (1998) proposed a robust truss optimization method. For various classes of convex optimization problems, a unified methodology of robust optimization, or robust counterpart scheme, was developed by Ben-Tal and Nemirovski (2002) , where the data in optimization problems are assumed to be unknown but bounded. Calafiore and El Ghaoui (2004) proposed a method for finding the ellipsoidal bounds of the solution set of uncertain linear equations by using the semidefinite program. Ben-Tal and Nemirovski (1997) solved the minimization problem of compliance of a truss under unknownbut-bounded external forces.
Recently, as a measure of robustness of mechanical systems, Ben-Haim (2001) proposed the concept of robustness function, which expresses the greatest level of non-probabilistic uncertainty at which any constraint on mechanical performance cannot be violated. The robustness function has an advantage, compared with the reliability analyses based on stochastic uncertainty models, such that engineers have to estimate neither the level of uncertainty nor the probabilistic distribution of uncertain parameters, which are often difficult to estimate in practical situations.
In many practical problems, it is difficult to compute the robustness functions, which has prevented us from applying the robustness function to the robust mechanical design. Indeed, in order to compute the robustness function for general cases, we have to solve an optimization problem with infinitely many constraint conditions. See, for more details, Section 3.3. Hence, it is strongly desired to develop an efficient method for computing the robustness functions of trusses. Under the assumption that only the external forces possess uncertainty, the authors proposed computable formulations of the robustness functions of trusses (Kanno and Takewaki, 2004a) . Takewaki and Ben-Haim (2005) computed the robustness functions in a particular case where the most critical case can be obtained analytically. However, to the authors' knowledge, no efficient method has ever been proposed which enables us to evaluate the robustness functions when the stiffness matrix of a truss also includes uncertain parameters.
In this paper, we deal with a linear elastic truss subjected to uncertainties of external forces and stiffness of members. Particularly, we pay much attention to the case where the truss can be modeled as combination of two trusses, which have different characteristics of uncertainty. Consider the following two trusses:
(i) a truss with the certain member stiffness supporting the uncertain external forces; (ii) a truss consisting of members with uncertain stiffness under the certain external forces.
The member locations of these trusses are assumed to be certain. Small rotations and small strains are assumed. We say that a truss obeys separable uncertainty model if the truss is modeled as a combination of trusses (i) and (ii). By separable we mean that a structure can be divided into the two components (i) and (ii), where the truss (i) possesses uncertain parameters only in the external forces, and the truss (ii) includes uncertain parameters only in the member stiffnesses.
In many practical situations, e.g., structure-soil interaction models, we can divide a structural system into two parts, one of which principally suffers the uncertain external loads, and the other has relatively large uncertainties of the stiffness parameters. In such cases, the separable uncertainty models of trusses can be used as approximation models of the uncertainty structural systems. In the case of a structure-soil interaction model, the stiffness parameters of the structure are relatively certain, whereas the soil has very large uncertainties of the stiffness parameters. It is obvious that the separable uncertainty model includes a structure consisting of either the truss (i) or (ii).
Our purpose is to propose an efficient algorithm for computing the robustness functions of trusses with separable uncertainties. Particularly, we formulate a numerically tractable optimization problem which provides a lower bound on the robustness function. Note that a lower bound is regarded as a conservative estimation of the robustness function, i.e., a level of uncertainty at which the satisfaction of the constraints of mechanical performance is guaranteed. Hence, finding a lower bound, not an upper bound, is meaningful when it is difficult to find the exact value of the robustness function.
Our approach in this paper is summarized as follows. We first show that the robustness function can be obtained as the optimal objective value of an optimization problem with a finite number of variables and infinitely many constraint conditions. Secondly, by using quadratic embedding of the uncertainty and the S-procedure (Ben-Tal and Nemirovski, 2001, Section 4.10.5), we formulate a finite-dimensional optimization problem that provides a lower bound on the robustness function. This fundamental idea is similar to that used in Calafiore and El Ghaoui (2004) . The obtained problem is shown to be a quasiconvex optimization problem. Finally, we propose a bisection algorithm based on a convex feasibility problem (Boyd and Vandenberghe, 2004, Section 4.2.5) , which finds a global optimal solution of the proposed problem by solving a finite number of the semidefinite programming (SDP ) problems (Wolkowicz et al., 2000) . At each iteration of the algorithm, an SDP problem can be efficiently solved by using the primal-dual interior-point method (Kojima et al., 1997) .
It should be emphasized that this approach can be extended to a more general representation of uncertainty models. Indeed, as shown in Section 4, the assumption of separable uncertainty is not necessarily to constructing a quasiconvex optimization problem providing a lower bound on the robustness function. In this context, we shall observe that the separable uncertainty is regarded as a special case where the size of problems solved in our algorithm size can be reduced. See, for more details, Remarks 4.5 and 4.7.
This paper is organized as follows. In Section 2, in order to make this paper self-contained, we introduce SDP and quasiconvex optimization problems, as well as some useful technical results. Section 3 introduces a separable uncertainty model of trusses. We formulate in Section 3.3 an optimization problem with infinitely many constraints such that the optimal objective value coincides with the robustness function of trusses. Section 4 presents a quasiconvex optimization problem with a finite number of variables and constraints in order to compute a lower bound on the robustness function. We also propose an algorithm which finds a global optimal solution of the present quasiconvex optimization problem. Numerical experiments are presented in Section 5 for trusses under various uncertainty circumstances. We conclude the paper in Section 6.
Preliminary results
In this paper, all vectors are assumed to be column vectors. However, for vectors p ∈ R m and q ∈ R n , we often simplify the notation (p , q ) as (p, q).
denotes the non-negative orthant defined by
For a set X, we denote by P(X) the power set of X.
Semidefinite program
Let S n ⊂ R n×n denote the set of all n × n real symmetric matrices. S n + ⊂ S n denotes the set of all positive semidefinite matrices. We write P O and P Q, respectively, if P ∈ S n + and P − Q ∈ S n + .
For any P ∈ S n and Q ∈ S n , we designate by P • Q the standard inner product of P and Q in the linear space S n , i.e.,
The semidefinite programming (SDP ) problem refers to the optimization problem having the form of (Wolkowicz et al., 2000) min C • X,
where X is a variable matrix, and 
which is also an SDP problem.
Recently, SDP has received increasing attention for its wide fields of application (Ben-Tal and Nemirovski, 2001; Ohsaki et al., 1999; Wolkowicz et al., 2000) . It is well known that linear program (LP ), second-order cone program (SOCP ), etc., are included in SDP as the particular cases (Ben-Tal and Nemirovski, 2001 ). The primal-dual interior-point method, which has been first developed for LP, has been naturally extended to SDP (Kojima et al., 1997; Wolkowicz et al., 2000) . It is theoretically guaranteed that the primal-dual interiorpoint method converges to optimal solutions of the primal-dual pair of SDP problems (1) and (2) within the number of arithmetic operations bounded by a polynomial of m and n (Ben-Tal and Nemirovski, 2001; Wolkowicz et al., 2000) .
Quasiconvex optimization problem
A function f is called quasiconvex if its domain and all its sublevel sets L f (α) for α ∈ R are convex. 
Technical lemmas
The reminder of this section is devoted to introducing some technical results that will be used in the following sections.
, and r ∈ R. Then the following two conditions are equivalent:
PROOF. See Lemma A.3 in Calafiore and El Ghaoui (2004) .
, and r i ∈ R. Then the implication
PROOF. See Boyd et al. (1994, Section 2.6 .3) and references therein.
Lemma 2.2 implies that (5) is a sufficient condition for the implication (4) to be true. Note that there exists a particular case in which (5) and f ∈ R n d , respectively, denote the vectors of nodal displacements and external forces. The system of equilibrium equations can be written as
where K ∈ S n d denotes the stiffness matrix of the truss.
Let a = (a i ) ∈ R n m denote the vector of cross-sectional areas, where n m denotes the number of members. For a truss, it is well known that the stiffness matrix K can be written as
where
, are constant matrices and constant vectors.
Constraints on mechanical performance
Consider mechanical performance of trusses that can be expressed by constraints in terms of displacements. Let Q l ∈ S n d , q l ∈ R n d , and γ l ∈ R. Suppose that the constraints on mechanical performance can be written in the following quadratic inequalities in terms of u:
where n c denotes the number of constraints. Let Q l , q l , and γ l be functions of r c ∈ R n r . Here, r c is regarded as the vector of parameters representing the levels of performance, and n r denotes the number of these parameters. Define
Letting P(R n d ) denote the power set of the set R n d , define a point-to-set mapping F :
Then the constraints (8) are rewritten as
Note that we have restricted ourselves to cases in which the constraints on the truss can be represented by a finite number of quadratic inequalities. However, there exist various constraints that can be described in the form of (9) from a practical point of view, because it is known that any single polynomial inequality can be converted into a system of (a finite number of) quadratic inequalities (see, e.g., Kojima and Tunçel (2000) ).
Example 3.1 As an example, we show the explicit reformulation of the stress constraints of trusses into (10). Let E denote the elastic modulus of truss members; let i denote the initial unstressed length of the ith member. From (7) it follows that the stress constraints are written as
Uncertainty model
The system (6) of equilibrium equations is rewritten as
Similarly, K i and b i are decomposed as
with
Suppose that f a and K f are the certain vector and matrix, respectively, whereas K a and f f depend on some unknown-but-bounded parameters. We call this uncertainty model of trusses separable uncertainty. We further assume that the uncertainty of K a is caused only by the uncertainties of stiffness of n . The locations of nodes are assumed to be certain. We describe the uncertainties of member stiffness via the uncertainties of cross-sectional areas of the corresponding n m a members, say, the uncertainties of a 1 , . . . , a n m a .
f denote the parameter vectors that are considered to be unknown, or, uncertain. We describe the uncertainties of (a 1 , . . . , a n m a ) and f f , respectively, by using ζ a and ζ f . (1), (2), and (3) are denoted by a 1 , a 2 , and a 3 , respectively. Suppose that a 2 , a 3 , and f a are certain. On the contrary, a 1 and f f are assumed to possess uncertainties in terms of unknown-but-bounded parameters ζ a1 ∈ R and ζ f ∈ R 2 , respectively, i.e.,
Here, a 1 ∈ R and f f ∈ R 2 denote the constant nominal values of a 1 and f f , respectively; δa 1 : R → R and δf f : R 
where ζ a1 and ζ f are the uncertain parameters, and u is the variable vector. Thus, we can see that (14) and (15) include, respectively, the uncertain parameters only on the left-hand side matrix and right-hand side vector, which validates that the truss obeys the separable uncertainty model. 2
Let a = ( a i ), f f , and f a denote the nominal values of a, f f , and f a , respectively. Consider the following uncertainty model: . . , a n m a and f f , respectively. We further assume that a n m a +1 , . . . , a n m and f a are certain. For simplicity, we write
Then we achieve the following separable uncertainty model of K and f :
where ζ a ∈ R n m a and ζ f ∈ R n d f are the uncertainty parameters. Define two point-to-set mappings Z a :
For a given α ≥ 0, the uncertain parameters ζ a and ζ f in (16) and (17), respectively, are assumed to be running through uncertain sets Z a (α) and Z f (α) defined by (18) and (19). Roughly speaking, ζ a ∈ Z a (α) and ζ f ∈ Z f (α) perturb around the origin with the 'width' of α.
Remark 3.3 Note that we have used the l ∞ -and l 2 -norms, respectively, in order to define Z a and Z f in (18) and (19). There exist several reasons why we choose these norms. Recall that ζ ai describes the uncertainty of stiffness of the ith member. Since a truss is an assemblage of nodes connected by some independent members, the perturbation of stiffness of a member from its nominal value does not affect those of the other members. Hence, we choose the l ∞ -norm which represents the independent uncertainties of scalars ζ a1 , . . . , ζ an m a . Moreover, the assumption (18) is necessary for our approach. Precisely, we shall use a specific characteristic of the l ∞ -norm in the proof of Proposition 4.2. On the contrary, it is not easy to justify what kind of uncertainty set should be used for ζ f from the mechanical point of view. This is because there exist various phenomena that may possibly cause the uncertainty of external forces. We have used the l 2 -norm in (19) as one of adequate choices. In addition, using the l 2 -norm makes the presentation in Section 4 simple. The l ∞ -norm can be an alternative choice that also seems to be adequate, i.e., letting
we may assume ζ f ∈ Z int f (α). The uncertainty set Z int f is conventionally used in interval analyses of structures (see, e.g., Muhanna and Mullen (2001) ). We shall show in Remark 4.5 that Z int f can be dealt with by our approach developed in Section 4. However, we use Z f for presenting our main result in Section 4 for simplicity. From the point of view of numerical computation, using Z f has an advantage that the optimization problems solved in our algorithm have less numerical complexity compared with the case where we use Z int f . Indeed, Z int f requires more variables in our formulation, which is discussed in Remark 4.7. 2 Consequently, the system (6) of equilibrium equations is reduced to
Let U(α, a) ⊂ R n d denote the set of all the possible solutions to (21) and (22), i.e., U is the point-to-set mapping U :
Robustness function
In this section, we show that the robustness function (Ben-Haim, 2001 ) of trusses is obtained as the optimal objective value of a mathematical programming problem with infinitely many constraint conditions. For calculating the robustness function of a simple illustrative truss, see Kanno and Takewaki (2004a, Section 3) .
It is easy to see that the uncertainty sets Z a and Z f defined by (18) and (19) obey socalled info-gap models (Ben-Haim, 2001 ). Especially, they satisfy the axioms of nesting and contraction (Ben-Haim, 2001 , Section 2.5), i.e., we
Consider the following semi-infinite programming problem:
where F and U have been defined in (9) and (23) Consequently, the robustness function α can be obtained by solving the optimization problem (24). However, it should be emphasized that Problem (24) is numerically intractable, because it has infinitely many constraints. This motivates us to develop an approximation algorithm for solving Problem (24), which provides a lower bound of the robustness function.
Lower bounds of robustness functions
In this section, we propose an approximation algorithm for Problem (24), which provides a lower bound on the robustness function α( a, r c ). Note that finding a lower bound on the robustness function is more significant than finding an upper bound, since a lower bound is regarded as a conservative estimation of the robustness function, i.e., as a level of uncertainty at which the constraints of mechanical performance are guaranteed not to be violated.
We start with embedding (22) into a quadratic inequality.
Proposition 4.1 The condition (22) is equivalent to
PROOF. From the definition (19) of Z f (α), it is easy to see that (22) is equivalent to
which can be rewritten as (26).
We next embed (21) into a quadratic inequality. Define the matrix
where b ai is defined in (13) . In what follows, we assume
which is usually satisfied for trusses. Let
where rank Ψ denotes the row rank of Ψ. Then we see n
a ×n n denotes a basis for the nullspace of Ψ, where the nullspace of Ψ is the set of all vectors η ∈ R n m a satisfying Ψη = 0.
and 
The following proposition shows the reduction of (21) into a quadratic inequality:
PROOF. From (7) and (13), K ai is rewritten as K ai = b ai b i . Hence, we see
By using (29), the equality in (21) is reduced to
, from which it follows that the uncertain system (21) is equivalent to
Here, w = (w i ) ∈ R n m is an auxiliary variable vector. Observe that, for p ∈ R and q ∈ R, the implication
holds, from which it follows that (31) is equivalent to
Moreover, we see that any solution to (30) can be written as
with ν ∈ R n n . Consequently, by using (32) and (33), we see that (30) and (31) are equivalent to
which can be rewritten as (28).
For α ∈ R + and r
, by
The following proposition, which plays a key role in constructing a relaxation of Problem (24), shows a relaxation of infinitely many constraints by using a finite number of constraints:
holds if there exist ρ l and (τ 1l , . . . , τ n m a l ), l = 1, . . . , n c , satisfying
PROOF. From Proposition 4.1 and Proposition 4.2 it follows that the system of (21) and (22) is equivalent to
Observe that the constraints (8) are reduced to
Consequently, the implication (34) holds if and only if the implication
holds for each l = 1, . . . , n c . The assertion of this proposition is obtained by applying Lemma 2.1 and Lemma 2.2 to (37). Fig.3 illustrates the relation among the three propositions presented in this section. By using Propositions 4.1-4.3, we have shown that the set of constraints (35) and (36) is a sufficient condition for the infinitely many constraints of Problem (24) to be satisfied. Based on this sufficient condition, we next construct lower bounds of Problem (24).
Lemma 4.4 Consider the following problem in variables
n m a n c with ρ = (ρ 1 , . . . , ρ n c ) and τ = (τ 11 , . . . , τ n m a 1 , . . . , τ 1n c , . . . , τ n m a n c ):
(ii) Problem (38) is a quasiconvex programming problem. (24) are satisfied if the constraints of Problem (38) are satisfied, which completes the proof.
PROOF. (i) Recall that the robustness function α is defined by (25) with Problem (24). It follows from Proposition 4.3 that the constraints of Problem
(ii) Observe that we can reformulate the standard form of quasiconvex optimization prob-lem (3) into the following problem in variables (t, x) ∈ R × R n : min s,
where the s-sublevel set L f 0 (s) of f 0 is convex for any s ∈ R. For a given t and for each l = 1, . . . , n c , define a set T l by
We easily see that T l (t) is convex for any given t ∈ R, since T l is defined by a linear matrix inequality. By regarding t ∈ R as an auxiliary variable, we can rewrite Problem (38) as max t,
By putting t = −t, Problem (40) is reduced to min t ,
We can embed Problem (41) into Problem (39), i.e., Problem (41) is shown to be a quasiconvex optimization problem, which completes the proof.
Remark 4.5 The assumption of separable uncertainty is unnecessary in order to obtain a result similar to Lemma 4.4, i.e., to formulate a quasiconvex optimization problem similar to (38) providing a lower bound of α( a, r c )
2
. In (a)-(d) below, we introduce a framework that can represent a broader class of uncertainty models, and briefly show the outline of constructing a corresponding quasiconvex optimization problem.
(a) Definition of the uncertainty model: let
Here, we have to choose Θ p so that Z f (α) becomes a bounded set for any α ≥ 0. Various uncertainty models can be described by choosing Θ p appropriately. Putting n m a = n m in (18), consider the following uncertainty model:
By introducing auxiliary variables η ∈ R n d and using (42) and (43), the system (6) of equilibrium equations is reduced to
It should be emphasized that the uncertainty model defined by (42) and (43) does no longer require that the system (6) of equilibrium equations can be decomposed into two parts as (16) and (17). Clearly, the separable uncertainty model introduced in Section 3.2 is included as a particular case of (42) and (43). Moreover, Z f itself is an extension of Z f defined by (19), i.e., Z f can be expressed in the form of Z f by letting q = 1 and Θ 1 be an identity matrix. The interval uncertainty set (20) introduced in Remark 3.3 is also included in Z f as the particular case where 
For consistency with the formulations below, defining ξ ∈ R n n +2n d +1
and
,
we rewrite (46) as
which has been shown to be equivalent to (45). (c) Reduction of (44) (analogous to Proposition 4.2): by introducing w ∈ R n m , we see that (44) is equivalently rewritten as
By using quadratic embedding and eliminating w, we see that (47) is equivalent to
Thus, the condition (44) is embedded into the following series of quadratic inequalities:
, are defined as (48) is a quasiconvex programming problem.
Lemma 4.4 (ii) is important, since it guarantees that Problem (38) can be solved by using a bisection method (Boyd and Vandenberghe, 2004 , Section 4.2.5). Let I denote the identity matrix with an appropriate size. For a fixed t, consider the following problem in variables
which is regarded as a convex feasibility problem of Problem (38) Algorithm 4.6 (Bisection method for Problem (38))
Step 0: Choose t 0 and t 0 satisfying 0 ≤ t 0 ≤ t * ≤ t 0 , and the tolerance > 0. Set k := 0.
Step 1:
Step 2: Find an optimal solution (s * , ρ * , τ * ) to the SDP problem (49).
Step 3: If s * ≤ 0, then set t k+1 := t and t k+1 := t k . Otherwise, set t k+1 := t and t k+1 := t k .
Step 4: Set k := k + 1, and go to Step 1. Algorithm 4.6 finds a global optimal solution to Problem (38) by solving some SDP problems, where exactly log 2 ((t 0 − t 0 )/ ) iterations are required before the algorithm terminates. Here, for p ∈ R, p denotes the minimum integer that is not smaller than p. At Step 0, we may simply choose t 0 = 0, and a sufficiently large t 0 . As a possible choice of t 0 , we may compute the robustness function in the case where the vector of member cross-sectional areas a is certain, and only f f has uncertainty without changing the settings in (17). Since this situation can be regarded as a restricted case of the perturbation defined by (16) and (17), the square of the robustness function with the certain a 1 , . . . , a n m a corresponds to an upper bound of t * with the uncertain a 1 , . . . , a n m a . It should be emphasized that, by using Proposition 5.1 in Kanno and Takewaki (2004a) , the exact value of the robustness function can be computed easily if all the member cross-sectional areas are certain. If t * is not bounded from above, then we cannot choose t 0 satisfying the condition in Step 0. In this case, Algorithm 4.6 terminates with t = t k for any positive (finite) t 0 . The positive infinite robustness function implies that the uncertainty considered is not critical for the truss in the sense of mechanical performance constraints (10). Hence, from a practical point of view, it suffices to know that t * is very large, even if no guarantee is obtained for t * and/or α( a, r c ) to be positive infinite.
At
Step 2 of each iteration, we solve Problem (49), which can be embedded into the dual SDP problem (2) . It should be emphasized that a global optimal solution to an SDP problem (49) can be obtained by using the primal-dual interior-point method, where the number of arithmetic operations is bounded by a polynomial of m and n (Kojima et al., 1997; Wolkowicz et al., 2000) . This indicates that the computational cost required by Algorithm 4.6 does not increase drastically even for large scale trusses.
Remark 4.7 Recall that we have introduced a framework of uncertainty representation in (42) and (43) of Remark 4.5. It has been illustrated that this framework can express a broader class of uncertainty models including the separable uncertainty defined in Section 3. Then we have attained the quasiconvex problem (48) providing a lower bound on the robustness function. In a manner similar to Algorithm 4.6, we can obtain the optimal solution of Problem (48) by using the bisection method in which we solve some convex feasibility problems formulated as the SDP problems. Note that Problem (48) has a slightly different form than Problem (38). Hence, the resulting SDP problem will be different from Problem (49). Since the uncertainty representation (42) and (43) includes the separable uncertainty model, we can obtain a lower bound of the robustness function of a truss with the separable uncertainty by solving Problem (48). However, it is desirable to solve Problem (38) rather than Problem (48) if a truss obeys the separable uncertainty model. In what follows, we investigate the size of SDP problems solved in the bisection method for Problems (38) and (48), i.e., we compare m and n when the corresponding feasibility problems are transformed into the dual standard form (2).
(a) Consider the separable uncertainty model. Then the optimal solution of Problem (38) is obtained by solving Problem (49) (42) and (43). Then the the convex feasibility problem for Problem (48) is transformed into the form of Problem (2) 
Numerical experiments
The lower bounds on the robustness functions are computed for various trusses by using Algorithm 4.6. In Step 2 in Algorithm 4.6, the SDP problem (49) is solved by using SeDuMi Ver. 1.05 (Sturm, 1999) , which implements the primal-dual interior-point method for the linear programming problems over symmetric cones. Computation has been carried out on Pentium M (1.5 GHz with 1 GB memory) with MATLAB Ver. 6.5.1 (The MathWorks, Inc., 2002) .
3-bar truss
Recall the three-bar truss introduced in Example 3.2 and is illustrated in Fig.1 . Nodes (a) and (b) are pin-supported at (x, y) = (0, 0) and (100, 0) in cm, respectively. The location of node (c) in the direction of the x-axis is constrained at x = 100 in cm. The lengths of members (1), (2), and (3), respectively, are 50.0 cm, 100 √ 2 cm, and 50.0 cm. The elastic modulus is 200 GPa.
We assume that the cross-sectional area of member (1) has uncertainty, whereas those of members (2) and (3) The coefficients of uncertainty in (16) and (17) We denote by σ i the stress of the ith member. Consider the stress constraints of all members formulated as
where σ In order to verify these results, we randomly generate a number of ζ a and ζ f satisfying (18) and (19), respectively, by putting α = (t * ) 1/2 , and compute the corresponding member stresses σ i . Fig.4 and Fig.5 show the obtained stress states (σ 1 /σ c 1 , σ 3 /σ c 3 ) for (Case 1) and (Case 2), respectively. It is observed from Fig.4 and Fig.5 that the stress constraints (50) for members (1) and (3) are satisfied for all generated (ζ a , ζ f ). σ 2 also satisfies (50) for all generated (ζ a , ζ f ), where |σ 2 | is always strictly smaller than σ We assume that the cross-sectional area of members (1)- (5) have uncertainty, whereas those of members (6)- (20) are obtained as 1.2679, 2.1243, and 2.1645 for (Case 1), (Case 2), and (Case 3), respectively, where 16 iterations are required in the algorithm for each case. Thus, the robustness functions depends on the nominal cross-sectional areas. Note that n n = 1 in this example, where n n has been defined in (27) . Hence, if we embed the SDP problem (49) into a dual standard form (2), the dimensions of the resulting problem are n = 480 and m = 121. The average and standard deviation of CPU time, respectively, required to solve each SDP problem (49) are 7.08 sec and 1.64 sec.
We next randomly generate a number of ζ a and ζ f satisfying (18) and (19), respectively, by putting α = (t * ) 1/2 , and compute the corresponding member stresses σ i . Fig.7, Fig.8 , and Fig.9 show the obtained member stresses σ i /σ c i , i = 1, . . . , 20, for (Case 1), (Case 2), and (Case 3), respectively. It is observed from Figs.7-9 that the stress constraints (50) for all members are satisfied for all generated (ζ a , ζ f ), which verifies that the obtained values
are certainly lower bounds of α. In (Case 1), it is observed from Fig.7 that the worst case corresponds to (ζ a , ζ f ) such that the constraints σ 2 ≤ σ is very close to the exact value of α in each case.
Conclusions
In this paper, we have proposed an approximation algorithm for computing the robustness functions of trusses under the load and structural uncertainty models. The effective method for computing lower bounds of the robustness functions may permit us to apply the infogap decision theory (Ben-Haim, 2001 ) to designing trusses which never encounter violation of mechanical performance constraints under the uncertainty considered.
We have introduced an uncertainty model referred to as a separable uncertainty model, where the external forces as well as the member stiffness include uncertain parameters. More general framework has been also defined to represent coupled uncertainties of the external forces and the member stiffnesses. We assume that the constraints on mechanical performance can be expressed by using some quadratic inequalities in terms of displacements. In fact, we can deal with the polynomial inequality constraints in terms of displacements by converting them into a finite number of quadratic inequalities. Then the robustness function is obtained as the optimal objective value of a semi-infinite optimization problem having a finite number of variables and infinitely many constraint conditions. By using quadratic embedding of the uncertainty and the S-procedure, we have formulated some finite-dimensional semidefinite constraints corresponding to a sufficient condition for the infinite number of constraints. Then a quasiconvex optimization problem is formulated, which provides the lower bound, i.e., a conservative estimation, of the robustness function. In order to obtain a global optimal solution of the present quasiconvex optimization problem, a bisection method has been proposed, where a finite number of SDP problems are successively solved by the primal-dual interior-point method.
In the numerical examples, lower bounds on the robustness functions of trusses with separable uncertainties have been computed under various conditions of uncertainties by using the proposed algorithm. It has been shown that the lower bounds of the robustness function, as well as the worst cases, depend on the nominal values of member cross-sectional areas and external forces. We have also illustrated that the obtained lower bounds are very close to the exact values of the robustness function. 
(8) Fig. 9 . Stress states of the 20-bar truss (Case 3) for randomly generated ζ a ∈ Z a (α) and ζ f ∈ Z f (α) with α = 2.1645.
