ABSTRACT The acquisition performance of weak global navigation satellite system signals, especially those with secondary codes, is susceptible to sign transitions. To better understand and overcome the negative impact of sign transitions, this paper derived a new receiver auto-correlation function. The straightforward formula shows that sign transitions can reduce the accuracy of the Doppler estimate. To meet the initialization requirements of the tracking block, a two-stage high-sensitivity acquisition frame is proposed based on sign combinations search using matrix notation. The first stage adopts the conventional non-coherent combination (NC) algorithm to obtain the coarse code phase. And the second stage achieves high-resolution frequency estimation through fast Fourier transform (FFT). Besides, a novel grouping FFT algorithm is proposed to reduce the complexity of the second stage. The Beidou navigation satellite system (BDS) B1I signal is used as an example to verify the performances. Compared with conventional NC algorithm, the statistical performance of the new algorithm, in terms of the detection probabilities and frequency errors, can be greatly improved. To be specific, the proposed algorithm can actualize the 90% detection possibility of BDS B1I signal at a carrier-to-noise ratio (C/N 0 ) of 23.9 dB-Hz within 200 ms with a Doppler accuracy of about 31 Hz. And the computing load of the second stage is reduced by about 11.6% compared with the conventional FFT approach. Actual data test further verifies the superiority of the new method. Inevitably, the total processing time increases by about 30%.
I. INTRODUCTION
With the proceeding of global navigation satellite system (GNSS), such as the modernized American global positioning system (GPS), the European Galileo, and the Chinese Beidou navigation satellite System (BDS), secondary code modulation has become a trend of modern GNSS signals [1] . The secondary code is a known binary sequence, which multiplies the pseudo-random noise (PRN) code, or ranging code by its function, to create a longer tiered code [2] . Accordingly, several advantages are introduced, such as spectrum sharing, interference suppression ability improvement, and easier data synchronization [3] . However, secondary code is always accompanied by sign transitions, which is one of the main limitations for high sensitivity receivers [4] .
To improve the sensitivity of standalone receivers, it is relevant to improve the performance of the acquisition module, since it occupies the first step of baseband signal processing [5] . The basic concept of acquisition is to search for the corresponding Doppler shifts and code delays introduced when transmission [4] . In harsh urban environments, accumulating the outputs of several code periods is an effective access to high sensitivity. By this way the white Gaussian noise is averaged and the signal of interest is collected on the aligned cell [6] . Coherent combination (CC), noncoherent combination (NC), and differential coherent combination (DC) are three basic approaches for high sensitivity acquisition. Bearing in mind that circular correlations are required in the auto-correlation function (ACF), traditional acquisition algorithms are quite sensitive to potential sign transitions between two consecutive code intervals [2] .
Among all high sensitivity acquisition algorithms, the CC algorithm possesses the maximum increase of signalto-noise ratio (SNR) owing to the direct accumulation of the correlations, thus it is also the most vulnerable to sign transitions [7] . A typical modified method performs two CCs each time with two consecutive 10 ms signals, and the one with higher peak indicates no transition occurs [8] . However, the modified CC method is ineffective when dealing with secondary code. To extend the integration time, the NC algorithm accumulates the squared correlations of different code intervals; as is well known, the square loss will lead to performance reduction [9] , [10] . Innovatively, the DC algorithm multiplies the correlator output and its delayed conjugate for long integration time [11] . By this way, the DC outputs will be affected by the polarity of the product of two consecutive secondary code chips rather than the polarity of secondary code, which enables longer integration time. Nevertheless, traditional DC approach will cease to be effective when secondary codes are considered, since frequent polarity changes will occur.
In addition, as illustrated in [12] and [13] , sign transitions will bring peak split to the ACF on the frequency dimension. That is to say, if the basic correlator outputs encounter sign transitions, so will the accumulated results. To improve the accuracy of frequency, literature [14] introduces the Viterbi algorithm to estimate the bit information for long DC integration time. For standalone receivers, the zero-padding algorithm processes the input signal of two code periods each time, and multiplies it with a special local generated code composed of one period of the primary code and one period of zeros [15] . The above method can overcome the negative impact of sign transitions at the expense of twofold computing load. In literature [2] , a modified fast Fourier Transform (FFT) based method is proposed to reduce part of the useless calculations of the zero-padding algorithm, and the operations can be reduced by 21%. Literature [16] uses the top 5 ms tiered code for acquisition; however the required computations will increase by 19 times. A secondary code search method that tests all possible sign combinations of the correlator outputs is proposed in [17] to extend the integration time; unfortunately, the algorithm will consume a huge amount of storage, to be more specific, the required memory increases exponentially with the increase of the integration time. Literature [5] extends the use of FFT and Walsh-Hadamard transforms for the enumeration of sign combinations. In this way, all sign combinations are tested by correlating the two-dimensional (2-D) variables of several code periods with a special m-sequence [18] . However, the FFT-based correlation is not efficient for such shortlength sequences [19] . Moreover, the combination search methods can obtain remarkable performance when sign transitions happen to start with the first chip; if not, the performance will drop. Overall, acquisition with sign transitions is complicated which requires additional computing load. Besides, the accuracy of the Doppler estimate of the above methods, if no prior information is available, cannot benefit from the operations increased. This paper proposes a grouping FFT based two-stage high sensitivity acquisition algorithm for the application of signals with secondary code in urban environments. Based on the traditional NC method, a fine frequency search method with high accuracy is proposed. The sign combinations are tested in the frequency domain using matrix notation. Moreover, a new grouping FFT method is presented which can reduce the complexity of FFT for the new acquisition algorithm. The remainder of this paper is organized as follows: Section II describes the signal and system model briefly and analyzes the negative impact of sign transitions in detail, which is one of the main contributions of the paper. Section III presents detailed descriptions of the proposed acquisition scheme. Section IV includes the comparisons of the algorithms by means of Monte Carlo simulations and actual data tests. In Section V conclusions are drawn.
II. SYETEM MODEL AND SIGN TRANSITION ANALYSIS A. SIGNAL MODEL
The signal entering the signal processing part of a receiver is a combination of GNSS signals emitted by several satellites. Signals of different satellites can be analyzed separately owing to the quasi-orthogonality of ranging codes. After filtering, down conversion, sampling, and digitization in the front-end, the data component of the digital intermediate frequency (IF) signal of one certain satellite can be modeled as [20] (1) where, d, c, and s represent the navigation bits, the ranging codes, and the secondary codes, respectively. A is the amplitude; n ∈ N, and nT s is the discrete time; T s = 1/f s stands for the sampling interval with f s being the sampling frequency; f IF represents the IF; f 0 , τ 0 , and ϕ 0 stand for the Doppler frequency, the code delay, and the carrier phase introduced when transmission, respectively. F 0 = f IF + f 0 stands for the center frequency of the IF signal. η IF represents the stationary white Gaussian noise with variance σ 2 0 . The length of secondary code is usually an integer multiple of the ranging code length. Meanwhile, the ranging code, secondary code and navigation bits are time synchronized.
B. ACQUISITION MODEL
In the acquisition block, the input signal is multiplied by local replicas of the code and carrier, and then accumulated over one or more code periods to obtain the final decision variable [4] . The output of the correlator is produced as [14] 
where, F D and τ stand for the carrier frequency and code delays to be tested. c loc represents the local generated ranging code, and N is the number of samples within one ranging code interval; η is the system noise caused by the acquisition process.
The existence of secondary code leads to a significant increase in the rate of sign transitions compared with that without secondary code. Therefore, the assumption, that the polarity of navigation bit does not reverse during the correlation process, is no longer true. In this part, the new ACF with sign transitions taken into account is derived.
Assume that the local code is perfectly aligned with the input signal, namely, τ = τ 0 , after variable substitution, the random variable can be expressed as
Bearing in mind that the high frequency components will be mitigated through integration, a simplification can be conducted. The simplified random variable takes the following form
where, F stands for the frequency difference between the incoming signal and the local one, namely,
denotes the position where sign transitions occur, namely
Then,
The two terms in (6) are truncated geometrical series which can be simplified as
where,
The detailed derivation process of (7) is shown in Appendix. When the ranging code is taken into consideration, the random variable should be expressed as the following general form
where, τ = τ 0 − τ represents the code delay difference between the local and input code, and R(·) is the normalized self-correlation function of the ranging code with the following property [21] 
with λ being the number of samples per chip.
It is well known that the ACF without bit transitions is [5] 
ClearlyṼ (F D , τ ) stands for the special case when sign transitions are absence, whereas the last term in (8) indicates the distortion of ACF introduced by sign transitions. In weak signal environments, the decision variable is obtained through combining the correlator outputs V (F D , τ ) over M (M ∈ N + ) code intervals for noise suppression. The decision variable of NC can be written as [10] 
| · | stands for the element-wise absolute value, and the subscript m is introduced to distinguish the outputs of different code intervals. Meanwhile, the output of DC can be presented as [11] 
where (·) * stands for the conjugate operator. The decision variables are 2-D matrices with the peak corresponding to the right Doppler shift and code phase of the two dimensions, respectively.
The serial search scheme requires correlations on every unit of the 2-D hypothesis plane. By exploiting the efficiency of FFT, the parallel code phase search algorithm is proposed which can actualize all circular correlations in one time [22] . Diagram of this method is shown in Fig. 1 .
C. NEGATIVE IMPACT OF SIGN TRANSITIONS
To reveal the influence of sign transitions more intuitively, the new ACF is presented under the condition that the local code is aligned with the input signal. Fig. 2 shows the magnitude of normalized ACF peak versus frequency differences and start points of sign transitions. Meanwhile, Fig. 3 selects VOLUME 6, 2018 FIGURE 2. Magnitude of normalized ACF peak with aligned codes. four representative positions, and shows the deterioration of the ACF envelopes.
Evidently Fig. 2 and Fig. 3 show that the position of ACF peaks will deviate in some degree from the expected frequency value, or the zero-error point, when sign transitions are present. The magnitude of ACF on the zero-error point decreases as the code delay increases, and the peak splits to two gradually until the code delay equals half a code period. Considering that Doppler shift and code delay are obtained by peak detection, the estimated Doppler error can reach 750 Hz, leading to a failed acquisition.
Further on, when the local carrier is also aligned with the input signal, the ACF can be easily simplified by equivalent replacement of the infinitesimals as
The normalized ACF peak on the code phase dimension with aligned Doppler is shown in Fig. 4 . It is clear that the magnitude of the peak is determined by the start point of the ranging code. In the best case, the input ranging code starts with the first chip and the ACF peak will be max. Whereas in the worst case, the input ranging code starts at the middle point of the code interval, there will only be noise in the ACF. In other cases, a reduced peak will be detected.
III. GROUPING FFT BASED TWO-STAGE ACQUISITION FRAME
In order to resolve the problem that conventional acquisition performance is vulnerable to sign transitions, a two-stage acquisition frame is proposed. The flow diagram of the proposed frame is shown in Fig. 5 .
Stage one conducts conventional NC approach to obtain the coarse code phase, namelŷ
Whereas the Doppler shifts is estimated on stage two through frequency spectrum analysis. Before that, the incoming signal is demodulated by multiplying the local ranging code in the time domain. Moreover, the symbol combinations of secondary codes, together with the navigation data, are tested and removed in the frequency domain which takes the advantages of the linearity property of FFT. To skip potential sign transitions, samples belonging to different secondary code chips are processed separately. Therefore, the zero-padding block is required to make the length of the sub-series identical to that of the final sequence, which is the premise of the final symbol combinations test. The grouping FFT method is proposed to reduce the computing load which can be substituted with conventional FFT. Detailed description of the grouping FFT method is presented after the sign combinations search module so that the readers can have a holistic understanding of the system first. And, the frequency resolution and the computing load are analyzed at last.
The concrete steps of stage two are as follows. First of all, select an appropriate processing length according to the desired frequency accuracy and define it as the window. Secondly, strip the ranging code off the input signal using the code phaseτ 0 , and the sequences C i , 1 ≤ i ≤ V C are obtained. The subscript i is introduced to distinguish the realizations of different PRN code intervals, and V C will be defined later. And then, pad the sequences C i with appropriate zeros to make them the same length as the window, and the corresponding zero-padded sequences Z i are obtained. Next, convert the sequences Z i into frequency domain through FFT or the new grouping FFT approach, thus the frequency series F i (f ) are attained. Finally, test the symbol combinations of secondary codes and navigation bits.
A. ZERO PADDING
Once the code phase is obtained, the binary PRN code can be stripped off easily by multiplying the input signal and the local PRN code. Before that, the input signal is truncated to make the signal easier to process in the second stage, as shown in Fig. 6 . Samples of a common PRN code period are taken as a processing unit to exclude potential sign transitions. Furthermore, the sequences C i are padded with zeros according to their relative receiving time to make their length identical to that of the window.
B. SIGN COMBINATIONS SEARCH
Taking advantage of the linearity property of FFT, the zeropadded sequences are combined in the frequency domain to test the polarities of secondary codes and navigation data. Let V C and N 2 denote the secondary code chips and number of samples covered by the window, namely, V C = N 2 /N , where · stands for the top integral function. Thus V C FFTs of the zero-padded sequences are obtained sequentially, and are stored in the following vector
. . .
is the FFT operator, and f represents the frequency variable.
The final frequency spectrum is obtained by testing all possible sign combinations. In this way, the random variables are generated
where
is the symbol matrix. Each row of M defines a sign combination. For example,
N C is the number of possible sign combinations determined by the length of window. On the one hand, V C chips can generate 2 V C sign combinations, but at most 2 V C −1 combinations are of interest. That is due to the fact that a pair of sign combinations with completely opposite polarity is functionally equivalent to each other. On the other hand, the number of sign combinations is actually limited by the secondary code which introduces another upper bound, as shown in Fig. 7 . Let V H denotes the length of the secondary code. Then, only V H + V C − 1 sign combinations are possible considering the secondary code. Therefore, the number of sign combinations to be tested is bounded by
Clearly, when V C < 6, N C = 2 V C −1 ; otherwise, V H + V C − 1 will hold the advantage. It should be noted that V C is restricted to V H , namely the length of secondary code, otherwise the VOLUME 6, 2018 sign combinations will increase greatly and (17) will no longer be applicable. On top of this, the index of the final decision variable is
where, ||·|| ∞ represents the infinite norm operator. For example, G i (f ) = [g 1 g 2 g 3 ] leads to the infinite norm ||G i (f )|| ∞ = max{|g 1 |, |g 2 |, |g 3 |}. Therefore, the right sign combination and the decision variable are M i 0 and G i 0 (f ). Meanwhile, the estimate of the center frequency of the IF signal iŝ
Since there are many zeros contained in the FFT, the grouping FFT algorithm is proposed to predigest the calculations. Considering FFT is just a fast computation algorithm for discrete Fourier transform (DFT), the analysis of grouping FFT starts from DFT, but the conclusions are adaptable to both methods. The DFT of an N 2 -point sequence x(n) is defined as [23] X (k) =
where, W N 2 = exp(−j2π/N 2 ). Let V and L denote the number of subsequences and the length of the subsequences, namely, N 2 = LV . Then, the index of the input and output sequence can be remarked as
Therefore, the new input sequence x(l, v) can be regarded as the matrix representation of x(n), of which the columns are indexed by v and the rows are indexed by l. Then, there is the equivalent expression of DFT
Equation (21) shows that the original DFT is converted to short sequence DFTs and a correction process using the twiddle factors. Let V equals V C if N 2 /N is an integer, if not, then V C − 1. In this way, according to the structure of the zero-padded sequences, there at most will be one non-zero element in each row of x(l, v), and the pair-wise position (l 0 , v 0 ) of the i th 0 zero-padded sequence satisfies
As a result, the V -point DFT can be simplified as a complex number multiplies a complex vector, namely
D. FREQUENCY RESOLUTION AND COMPUTING LOAD
In this paper, only the case where the window does not exceeds the secondary code duration is considered. The reason is that a longer window will greatly increase the number of possible sign combinations but the frequency accuracy will not improve evidently. Meanwhile, since circular correlations are not requisite, the length of window can be selected as arbitrary appropriate positive integer. Therefore, only numbers that are powers of 2 are considered for their great advantage in radix-2 FFT. The resolution of the spectrum is proportional to the ratio of sampling frequency to the number of samples [24] , whereas the maximum frequency error, denoting as f , equals half of the frequency resolution, namely
If the FFT of local code is calculated and stored in the receiver in advance, then the NC algorithm requires one FFT and one IFFT on each frequency unit, as shown in Fig. 1 . The N -point FFT/IFFT requires (N /2) log 2 N complex multiplications, thus the computing load of conventional NC algorithm is 25) where N f is the frequency units to be tested, and its representative value is 41 which is also the case of this paper. Since the secondary code and navigation data are binary, the search of sign combinations only involves additions and subtractions of which the computing load can be ignored [2] . Therefore, only the computing load of the FFT module is considered in the second stage of the new algorithm. V C code intervals will bring about N C possible sign combinations, and V C N 2 -point FFTs are required. Thus, the average computing load without grouping FFT is
When grouping FFT is adopted, the computing load is
From (26) and (27), it can be concluded that the grouping FFT approach is superior to conventional FFT when V is greater than 4. Take a sampling frequency of 16.368 MHz for example, the maximum frequency error and additional computing loads of the second stage normalized by that of the NC algorithm are shown in Fig. 8 . It is clear that the frequency accuracy will improve as the number of samples increases, but more and more slowly. In contrast, the computing load of the second stage increases gradually. And, when the window covers twenty secondary code chips, the computing load ratios of conventional FFT and grouping FFT to that of NC are 30% and 26.5%, respectively. In other words, the computations of the new grouping FFT approach can be reduced by about 11.6% compared with the conventional one.
IV. SIMULATED AND ACTUAL DATA TESTS
Comprehensive assessments of different algorithms in terms of detection probability, frequency error, and relative processing time, were conducted through Monte Carlo simulations. In addition to the conventional NC method, the zero-padding method that excels at overcoming bit transitions, and the DC approach with prior information of the sign of secondary code and navigation data were also used for comparison. The DC approach with sign recovery can be expressed as
d m andŝ m stands for the rough estimate of the binary navigation bit and secondary code of the m th code interval. Many acquisition methods have made various attempts to estimate the above parameters for long integration time, for instance, [5] , [14] , [17] . In this paper, the sign message was set as a priori information, and the modified DC method with sign recovery was used as a representative of this kind of methods.
Moreover, the detection probability means that the desired signal is present and correctly aligned with the local replicas. To be specific, the recommendations given in [25] were
where, T I is the integration time in the correlator, and T I = NT s . In addition, the parameter 1/(2T I ) is the frequency step. Such a cell size results in a minimum requirement for the subsequent tracking module. The smaller the frequency and code delay errors are, the faster the tracking module converges on the fine center frequency. Conversely, if the errors exceed the above requirements, the tracking module will diverge. The BDS B1I signal, of which the lengths of ranging code and secondary code are respectively 2046 chips and 20 ranging code periods, is studied as an example. The following basic settings were used to simulate the digital BDS B1I IF signal in MATLAB: the chosen PRNs were 1, 4, 5, 6, 9, 10, 12, and 14. The BDS signals were generated with an IF of 4.092 MHz and a sampling frequency of 16.368 MHz. The Doppler shift and code delay distribute uniformly in [−10000, +10000] Hz and [0, 2045] chips, respectively, if not otherwise specified. Furthermore, additional white Gaussian noise was generated for each trial. The front-end filter bandwidth was set to 4.5 MHz, and the power spectral density of noise was −205 dBW/Hz. And, 1000 trials were used for each probability and frequency value.
Meanwhile, the following acquisition parameters were used: PRN6 was used for acquisition. The integration time T I was set to 1 ms, thus the frequency step was 500 Hz. And the total integration time was set to 200 ms. The false alarm probability was set to 0.01. The parallel code phase search algorithm was adopted for conventional acquisition process.
A. ROBUSTNESS ANALYSIS
To verify the robustness of the new algorithm, the code phase error distribution of conventional NC method was simulated from 1000 runs. And, the tests of which the peaks exceed the threshold were counted in Fig. 9 of the top panel. It shows that at a C/N 0 of 24 dB-Hz, about 91.3% runs can reach the threshold, and the code phase errors mainly distribute within the range of 0.125 chip, in other words, one sampling interval. In Fig. 9 of the bottom panel, the detection probabilities of the second stage were plotted based on the preset code phase error. The detection probabilities can reach about 100% when the code phase error of NC does not exceed 0.25 chip. When the code error is larger, the detection probability will decrease, however, the code phase error scarcely exceeds 0.25 chip as shown in Fig. 9 , which owes to the good selfcorrelation of ranging code. Fig. 10 shows the influence of code phase error on the frequency spectrum of the second stage in a straightforward way at a C/N 0 of 24 dB-Hz when the window spans 17 code intervals. Some errors were added artificially to the code phase. As a result, the noise power in the spectrum becomes stronger as the code phase error increases, and the spectrum of the signal will be completely annihilated at last. However, the scenario of the bottom panel is improbable based on the analysis of Fig. 9 .
B. ACQUISITION PERFORMANCE AGAINST C/N 0 Fig. 11 tests the acquisition performance of conventional and the proposed algorithms versus C/N 0 ranging from 20 dB-Hz to 30 dB-Hz. The detection probability of the proposed algorithm can reach 90% when the C/N 0 is 23.9 dB-Hz, which is 20% higher than that of conventional NC algorithm. Howbeit the zero-padding method is better, and it has an advantage of about 1 dB-Hz in C/N 0 over the proposed method for the 90% detection probability. At a C/N 0 higher than 25 dB-Hz, the proposed algorithm can acquire the input signal with a probability of 100%; however, the sensitivity of the NC method only shows small improvement. The reason is the performance of the NC approach is mainly affected by sign transitions rather than C/N 0 under the circumstance.
In addition, Fig. 11 shows that the NC algorithm exhibits a better performance compared with conventional DC method though the former has to endure squared losses. As mentioned earlier, conventional DC algorithm will suffer considerable performance degradation when secondary code is present. If prior information of sign message was utilized, the detection probability of the DC method could be greatly improved compared with that without prior information; however the detection probability could only reach about 90%. This is due to the fact that the so-called sign recovery only eliminates the self-cancellation phenomenon of the ACF peaks caused by polarity reversals; the peak-split still exists. Fig. 12 compares the average frequency error of conventional methods and the proposed approach. There is no doubt that the frequency estimate of the proposed method is more accurate than other methods. For the NC, DC, and zero-padding methods, the average frequency error is around 125 Hz, which is in accordance with the frequency step. Nevertheless, the frequency accuracy of the proposed method improves as the window length of the second stage increases. When the length of window spans seventeen ranging code intervals, the simulated frequency accuracy can reach 20 Hz which is of great benefit for the subsequent tracking block.
C. ACQUISITION PERFORMANCE AGAINST POSITION OF SIGN TRANSITION
To better observe the impact of sign transitions, the acquisition sensitivity of different algorithms are compared against the position of sign transitions. The C/N 0 is set to 30 dB-Hz, and the integration time is 200 ms.
In Fig. 13 , the acquisition performance of the proposed method and the zero-padding method are not affected by sign transitions, and all incoming signals can be acquired correctly. The conventional NC method and the DC method with sign recovery also show detection probabilities of 100% when there are no sign transitions. However, the detection probability of NC reduces by about 24% when sign transitions start with the middle point of the ranging code interval; the detection probability of DC with sign recovery is even worse, which reduces by about 42%.
Fig. 14 presents the frequency error distributions of the above algorithms. The notes after the commas indicate the starting point of bit transitions. Clearly, when sign transitions happen to start at the middle point of the ranging code interval, the frequency errors of the NC algorithm and the DC algorithm with sign recovery can even exceed 500 Hz. In contrast, neither the zero-padding method nor the proposed method shows increase of the frequency error due to bit transitions. The difference is the frequency accuracy of the proposed method is obviously much higher than that of the zero-padding method.
Since results of the second stage of the proposed frame is based on the acquired code phase of the NC algorithm, if the NC method fails to obtain the right code phase, so will the proposed algorithm. However, there indeed presents some difference in the detection probability, which is a strong proof that sign transitions can lead to decreased frequency accuracy, even failed acquisition. 
D. PROCESSING TIME
The processing time of conventional NC method, the zeropadding method, and the proposed approach on software implementation using MATLAB was measured to get a comprehensive judgment. The proposed method adaptively adjusts the FFT approach, namely conventional FFT or the grouping FFT, according to the length of the window. The processing time normalized by that of conventional NC approach is shown in Fig. 15 . Clearly the processing time occupied by the zero-padding method is the longest, which is about 2.1 times of that of conventional NC method. Meanwhile, the proposed algorithm also requires more processing time than the NC method. When the window spans 20 PRN code intervals, the processing time increases about 30% compared with the NC approach, however it is still 80% less than that of the zero-padding method. In other words, the proposed method takes up no more than 62% of the time of the zero-padding method.
E. ACTUAL DATA TEST
To further verify the performance of the new approach, real BDS B1 signal has been collected by a HG SOFTGPS06 signal analyzer with sampling frequency f s = 16.369 MHz, and the center frequency of the IF signal is 3.996875 MHz. The non-coherent integration time was 100 ms combined with 1 ms coherent integration, and V C was set to 16.
The 2-D ACF of the conventional NC algorithm and the frequency spectrum of the second stage of satellite 6 are shown in Fig. 16 . It is shown that the Doppler frequency and code phase corresponding to the peak of the ACF is 500 Hz and 1213 chips, respectively. However, there exists a second peak when the Doppler is 1500 Hz on the same code phase axis. This is consistent with the analysis of Section II that bit transitions will lead to peak split on the frequency axis. As a result, the accuracy of the Doppler estimate will no longer be so reliable. In contrast, the peak of the proposed method is sharp, and it locates just between the two peaks. The above phenomena show that the method proposed in this paper is superior.
V. CONCLUSIONS
In this paper, the problem of weak signal acquisition with frequent sign transitions is addressed. A new straightforward formula of the receiver ACF is derived, which indicates that sign transitions will lead to Doppler shift errors of up to 750 Hz. Therefore, a two-stage acquisition frame is proposed to correct the Doppler estimate based on frequency spectrum analysis. Further on, the grouping FFT method is proposed to reduce the computing load of the new acquisition frame.
The acquisition performance is analyzed from a statistical point of view in terms of the detection probabilities, frequency errors, and processing time. The proposed algorithm can actualize the 90% detection possibility of BDS B1I signal at a C/N 0 of 23.9 dB-Hz within 200 ms without any assistance. Moreover, the frequency accuracy of the new method can reach about 31 Hz, which is much more accurate than conventional NC and the zero-padding algorithms. Inevitably, the computing load increases by 23.6% compared with the NC method. In summary, when the C/N 0 is higher than 24 dB-Hz, the new method can occupy no more than 62% of the time of the zero-padding method to actualize almost the same detection probability with significant improvement in the accuracy of Doppler estimate. Furthermore, actual data has been collected and used to further support the theoretical analysis and the acquisition performance. The new method can also be applied to other GNSS signals with secondary codes.
APPENDIX DERIVATIVE OF THE ACF WITH BIT TRANSITIONS
When the parameter A exp(−jϕ 0 )/2 is removed, the remaining part of (6) 
