Abstract: We study the properties of the electroweak sphaleron on a finite lattice. The cooling algorithm for saddle points is used to obtain the static classical solutions of the SU(2)-Higgs field theory. Results are presented for
Introduction
In this paper we will study the sphaleron solutions for the SU(2)-Higgs field theory, using the lattice approximation and an algorithm to find saddle-point solutions. The sphaleron is a solution of the static equations of motion, i.e. a stationary point of the energy functional, which has precisely one unstable direction. This direction corresponds to the tunnelling path associated to the (approximate) instanton. Due to the spherical symmetry, variational analysis using a radial ansatz has provided accurate results quite some time ago [1, 2] . However, due to the recent interest of studying the sphaleron transition rates on a lattice [3] , the question arises how big the lattice artefacts are for the particular sizes of lattices that are employed in the numerical analysis. The lattice destroys the rotational invariance and a variational analysis does no longer seem very practical. Furthermore, in the absence of rotational symmetry in the continuum, the method discussed can be used with the same ease.
We have reported earlier [4] on the sphaleron solutions where the length of the Higgs field is frozen. In the unitary gauge this means that we only need to consider gauge degrees of freedom. We recall that above M H = 12M W the sphaleron undergoes a series of bifurcations [5] , acquiring at each bifurcation an additional negative mode, while new solutions, so-called deformed sphalerons split off. For infinite M H , where the model is identical to the gauged non-linear sigma model, there is an infinite number of solutions ranging in energy from 5.41M W /α W to the energy of the lowest deformed sphaleron 5.07M W /α W , which has only one negative mode (the number of unstable modes increases with increasing energy). These solutions are related to the electroweak skyrmions [6] .
Here we will include the scalar field in the analysis to allow study of the electroweak sphalerons (at θ W = 0) for a more interesting range of parameters. We will report results for M H = M W and M H = 3 4 M W , the latter value corresponding to M H ≈ 60GeV, the present experimental bound for the Higgs mass [7] . Since for finite values of the Higgs self-coupling the scalar field is allowed to vanish at the center, these solutions are smoother (have smaller lattice artefacts) than for the electroweak skyrmions. We first present the new algorithm to find the extremum of the energy functional, based on minimizing the square of the equations of motion. A careful analysis of the finite size scaling is performed, to allow for a reliable extrapolation to the infinite volume limit. The results agree accurately with those obtained from the variational analysis. For M H = M W the lattice artefacts are to a good degree described by the formula 
The model
The dynamical variables for the SU(2)-Higgs model on the lattice are the gauge group variables V µ (x), defined on the link that runs from x to x +μ, and the Higgs field in the fundamental representation of SU(2) (a complex two-component spinor) defined on the site x. This Higgs field can be represented by its length ρ(x) (in the continuum this neutral Higgs field will be denoted by φ(x)) and a SU(2) matrix σ(x), which is associated to the gauge degree of freedom and can be reabsorbed into the links via the change of variables [8] 
This gives the Higgs model in the unitary gauge. The lattice action is (
(2) For n = 4 (n = 3) the continuum action (energy) functional is recovered by rescaling the fields and coupling constants. Introducing a lattice spacing a, to convert to dimensionful parameters, one first scales the fields to get the correct normalizations for the kinetic terms.
where τ a are the Pauli matrices. The continuum parameters M W , M H andλ are given bȳ
with v the lattice vacuum expectation value
Introducing the parametersκ
one can eliminate λ and κ in favour of these more physical parameters
Note that for r → ∞, v → 1 and κ →κ.
In this paper we are interested in the energy functional, with U 0 (x) = I, and all fields time independent. Note that restricting the sums over the indices to three dimensions leaves an extra term −2κρ
2 (x) from the time component of the hopping term. We have chosen our conventions such that the gauge coupling constant can be factored out, allowing us to express the energies in units of
From now on all indices are assumed to run over the values 1-3. The constant C 0 normalizes the vacuum (U µ (x) ≡ I and ρ(x) ≡ v) energy to zero,
For ease of reference we quote the continuum expression for the energy functional in the unitary gauge using our conventions (
Cooling
Cooling algorithms [9] are designed to find a solution for the equations of motion associated to a local minimum of the energy functional. It is relatively easy to write down the lattice equations of motion. In particular it should be noted that the energy functional depends linearly on the links. One finds
whereŨ
The equations of motion for the links are solved by
The positive sign is to be taken in order for the solution to have a smooth continuum limit. The solution for the scalar field ρ(x) is given by the root of a cubic polynomial. If 1 − 2κ − 2λ ≥ 0, equivalent to the condition (aM H ) 2 ≤ 12, there is only one real root, ρ(x) = ρ s (ρ(x)), where
Cooling is performed by iterating these equations, i.e. replacing the link and the scalar field by the right-hand side of these equations, sweeping in a particular order through the lattice. With only nearest-neighbour interactions, checkerboard-type updates are most efficient and allow for vectorization of the algorithm. We use this cooling to first bring a random configuration down to one that is smooth. But since the solutions we are interested in have an unstable direction, we should switch to an algorithm that does not make the solution decay along the unstable direction (to the vacuum). This is achieved by taking the square of the equations of motion as the minimizing functional [10] , and devising an efficient algorithm for minimization [11, 4] . There are of course more sophisticated algorithms to avoid decay along an unstable direction, but they tend to require information on the Hessian of the energy functional, which is expensive for large lattices.
Saddle-point cooling
We defineŜ by summing the squares of the equations of motion, (
where f is an arbitrary positive constant. One can show that in the continuum limit
which has the dimension of M 3 W . Consequently, we will quote values ofŜ in units of M 3 W /α W . For r finite, κ has a non-zero limit when a → 0 (e.g. κ(a = 0, r = 1) = 0.1245), we therefore took f = 1. Saddle-point cooling introduced in ref. [11] is designed to minimizê S down to its minimal value of zero. The value ofŜ is a direct measure for how close the cooled configuration is to an exact lattice solution.
Finding an algorithm to minimizeŜ is more complicated due to the quadratic dependence on the link variables. It is not possible to analytically find the minimum ofŜ as a function of a single given link, keeping all others (and ρ(x)) fixed. If f = 0, where the scalar degree of freedom is absent, the following algorithm [11, 4] always lowersŜ
4
We use the same algorithm here and add the prescription for updating the scalar field. The definitions of W µ (x) and M(U µ (x)) (specifying the parts ofŜ respectively linear and quadratic in U µ (x)) will be split according to
where the index 0 stands for the pure gauge part (κ = 0, see ref. [11] ), the index 1 for the κ dependent term arising through the modified link equations of motion [4] , cmp. eqs. (11, 12) , and the index 2 stands for the part that comes from the scalar equations of motion. Using the notation of V α µ (x) for the 2(n−1) staples in eq. (12), we have
and 
with the unit vectorsâ,b ∈ {±1, · · · , ±n}, and the convention U −a (x) ≡ U † a (x −â). We only give the explicit form for W (1) µ (x) and W (2) µ (x), referring for W (0) µ (x) to eq. (19) of ref. [11] . To implement this algorithm it is useful to point out that W (0) µ (x) can be obtained by a sum over all links in each staple ofŨ µ (x; 0) (see eq. (12)), with each link U ℓ replaced by the sum over 2U ℓ (U † P −U P ), where U P are plaquettes that end at this particular link, not overlapping with the original staple. Likewise, W (12), deleting in its sum over staples the one staple that will have a link in common with the link (x, x +μ). For infinite Higgs self-coupling one puts ρ(x) ≡ 1, and f = 0 to obtain the algorithm of ref. [4] . This is consistent with the fact that
vanishes when the scalar equations of motion are enforced. Note that accidentally ref. [4] only listed the last of the three terms in W (1) µ (x). To verify the convergence of this part of the algorithm, we note thatŜ changes by the following exact amount [11] 
For finite values of λ, M(U µ (x)) is no longer positive. Nevertheless, for f = 1 and smooth configurations (near the continuum limit) one easily sees that M (2) (U µ (x)) scales to zero, and δŜ ≈ −112 δU 2 /(g 2 a 3 ), see ref. [11] (below eq. (24)). To complete the description of the algorithm for the general case, we have to specify how to update the scalar field. We found that the ordinary cooling, where we replace ρ(x) by ρ s (ρ(x)) (eq. (15)) worked well. The apparent reason is that the unstable mode is dominated by the gauge part of the energy functional. For large values of M H this is no longer expected to be the case. We have also devised an updating of the scalar field that is guaranteed to lowerŜ. Considering only the partŜ ρ(x) that depends on ρ(x), we find up to irrelevant constant factors,
where
and
As before we takeâ,b ∈ {±1, · · · , ±n} and use the convention that U −a (x) ≡ U † a (x−â) and U −a (x; 0) ≡Ũ † a (x−â; 0). Note thatŜ is a sixth order polynomial in ρ(x). We will show that under very mild conditionsŜ is a convex function of ρ(x). This greatly simplifies the problem of minimizingŜ with respect to ρ(x), using ordinary Newton-Raphson. Provided (aM H ) 2 ≤ 12, the second derivative ofŜ with respect to ρ(x) has a unique minimum at
(x)), with ρ s defined as in eq. (15) . At this minimum
As C(x) ≥ 0, this is always positive provided 27λρ
Sinceρ (23) is rapidly found by the iteration
where s is a free parameter used to speed up the algorithm (the standard value being s = 1). The convexity guarantees thatŜ is always strictly lowered, unless ρ(x) is already at its minimum, like for eq. (18). For each sweep one performs both iterations only once for each site (one does not gain speed by multiple iterations per site, as the convergence of the algorithm is determined by the lowest eigenvalue of the square of the Hessian of the energy functional [11] ). Although the algorithm may seem difficult to implement, its main advantage is that it is deterministic, with a good understanding of its convergence [11] . Most importantly, the stringent tests thatŜ must always decrease under saddle-point cooling, and the condition that for a solutionŜ must vanish to a high degree of accuracy, are guarantees that the algorithm was programmed correctly. Also the test for convexity ofŜ was never seen to be violated after initial ordinary cooling. Testing the algorithm without this initial cooling is, even in the absence of the scalar field, not very useful as it tends to get trapped in dislocations when starting from a random configuration. This is avoided by ordinary cooling due to the choice of positive sign in eq. (14).
Finite size scaling
To obtain infinite volume results in the continuum one needs to first extrapolate at a fixed volume LM W = N κ/2 to the continuum by taking the limitκ = 2(aM W ) 2 → 0, which is achieved by fitting to
For small enough lattice spacings this extrapolation can be done accurately. Subsequently one extrapolates these continuum results to an infinite volume. The more information one has available on the asymptotic behaviour of E(L) the more accurate one can extract E ∞ sph ≡ E sph (∞). Introducing the shifted field ϕ = φ − (8λ)
2 M H , we denote by (Ā,φ) the infinite volume solution [5] and by (δ L A, δ L ϕ) the correction due to the periodic boundary conditions. The linearized equations of motion are those of non-interacting massive vector and scalar fields. For the vector field the linearized equations of motion impose ∂ i A a i (x) = 0 and the most general rotationally covariant solutions are given by
where δ is non-zero for the deformed sphalerons [5] (M H > 12M W ) and zero for the ordinary sphalerons (M H < 12M W ). These functions describe the solution (Ā,φ) at large distances r ≡ x → ∞. At distances 1 2 L ≥ R ≫ M −1 from the center of the solution, the fields satisfy the linearized equations of motion up to relative errors of the order of e −M R , where M is the smallest of the two masses in the problem. In this region the solution can be described by periodic copies
We will now split the energy density V (Ā + δ L A,φ + δ L ϕ) into V (Ā,φ) and terms linear and quadratic in the shifted fields. Higher order terms are suppressed to O(e −3M L/2 ). To this order the term quadratic in the shifted fields, sums with the zeroth order term to the energy of the sphaleron in an infinite volume, after integration over the periodic box. This is because the dominating contribution for the quadratic term comes from the region near the boundary of the periodic box where one can neglect the interactions between the copies. To O(e −3M L/2 ) all volume dependence is therefore determined by the term linear in the shift of the fields, for which we can use the (Ā,φ) equations of motion, leaving only a boundary term
The surface integral is evaluated using eq. (31), together with the explicit expressions of eq. (30). Each of the six faces of the cube gives the same contribution to the surface integral. We extend the integral over one face to the whole plane, at the expense of an error of O(e − √ 2M L ). To this order only the nearest copy will contribute and we can ignore the non-linear term in the expression for the field strength. With y = x−1L, one has
, the integrand between curly brackets can be simplified to
. Performing the surface integral one easily sees that the term proportional to sin(2δ) is a total derivative with respect to x 2 and x 3 , whereas at x 1 = 1 2 L the other terms reduce after some partial integrations to (
and sds = rdr, and the fact that the integrand is a total derivative in r, we get the following exact result
The dimensionless constants δ, C W and C H are expected to depend on the ratio M H /M W . We have thus found the remarkable result that subleading corrections are not powerlike (as was assumed in ref. [4] ), but exponential. With the help of these asymptotic expansions we will be able to extract E ∞ sph to rather high accuracy from our data.
Results
As is usual in lattice gauge theories, or for that matter any discretization technique, there are two conflicting sources of numerical errors. On the one hand the correlation length (1/M) should be much larger than the lattice spacing to minimize lattice artefacts, on the other hand it should be much smaller than L = aN to minimize finite size errors.
For small values of aM W the electroweak sphaleron tends to develop additional unstable modes. There are two reasons due to finite volume effects. The first reason is that the rotational invariance will only be approximate such that the energy functional will no longer be flat as a function of the rotational moduli. As saddle-point cooling works irrespective of the number of unstable modes, the solution might be attracted to a saddle point with additional (usually small) negative eigenvalues of the Hessian. Secondly, the saddle point associated to the pure gauge finite volume sphaleron [11] , obtained by putting κ = 0, will be lighter than the electroweak sphaleron for small volumes. At finite values of the Higgs self-coupling the pure gauge finite volume sphaleron remains an exact solution by putting ρ(x) = 0. It has an energy 72.605/(g
At infinite Higgs selfcoupling the solution will be deformed (we have no freedom to choose ρ(x) = 0 to make the gauge field massless). In this case the crossing occurs at M W L ≈ 2.5. We observed below the crossing of these distinct solutions that the electroweak sphaleron acquires additional unstable modes. (The other saddle point acquires extra unstable modes for larger volumes. Close inspection reveals that the changes do not occur exactly at the crossing.)
For large values of aM W both translational and rotational invariance will be broken by the coarseness of the lattice. This will cause the energy functional to develop spurious saddle points and one might get trapped in one with additional negative modes, as for the breakdown of rotational invariance due to a finite volume. We typically will choose aM W such that the eigenvalues of the Hessian associated to the approximate zero modes are not too big. For finite values of the Higgs self-coupling another feature will cause problems at large values of aM W , associated to an enhanced gauge symmetry of the solution. In the unitary gauge the energy functional is generally only invariant under global gauge rotations. However, suppose that the exact lattice solution will have ρ(0) = 0, as is true in the continuum. It is then easily seen that the hopping term of the energy functional is insensitive to all links connected to the origin. The energy functional is therefore invariant under a gauge transformation that is non-trivial at x = 0 only, as this does not affect the plaquette contribution to the energy. In particular at no expense in energy one can flip the sign of the trace of the links connected to the origin. In the way we prepared the configurations this will not occur if all links are close to the identity. But at moderately large lattice spacing or small volumes ρ(0) is no longer exactly zero. The hopping term now depends weakly on the gauge transformation at the origin. This tends to favour a negative value of the trace for only one of the links connected to the origin. (From this we also found solutions with the trace of all links positive, with almost identical energies.) Initially, a negative value for the trace of one of the links mislead us to believe that we were dealing with dislocations.
Putting all constraints in we found for M H = ∞ the window of allowed values to be Figure 1 gives the energy density profiles of the electroweak sphaleron at each of the three Higgs masses. We should not directly use eq. (2), but first average over all directions of the links connected to a point x (without affecting the total energy), in order to compute the energy density at this point. Note that for M H = ∞ the solution is very much more peaked in the core region and will have larger lattice artefacts. The behaviour in the tail region is similar to the case where
M W this tail region is dominated by the decay of the scalar field. Also plotted in figure 1 is the behaviour of
Because of finite volume effects the scalar field does not exactly equal its expectation value at the boundary. Likewise it does not quite go to zero at the center, which is also due to finite lattice spacing errors. The way we obtained the required configurations was by first constructing a sphaleron for the frozen-length Higgs model, starting at N = 8. All links at the boundary were first put to the identity, which serves the purpose of positioning the solution in the center of the lattice and of lifting the energy of the finite volume sphaleron by a considerable amount. The latter helps avoid getting trapped in that solution. Centering the energy profile will reduce the probability of getting stuck in a saddle point with spurious unstable modes due to the breakdown of translational and rotational invariance. We then release the frozen boundary condition and compute the Hessian after cooling to verify that we have one unstable mode only. This way the maximal energy density occurs at the center of a plaquette, see fig. 1 . The solutions where the maximum occurs at a lattice point are higher in energy. One can now change the lattice spacing in small steps to scan the desired range of parameters. For N = 12 and 16 the initial configurations were generated from the one at N = 8, by embedding it in the large lattice (links parallel to the boundary remain constant and those perpendicular to the boundary are put to unity) and adjusting the lattice spacing. For M W = M H we generated the sphalerons for N = 8 from the frozen-length sphaleron (in not too small a volume) by adding the scalar field, set to its expectation value v. Varying the lattice spacing in small steps allows one again to scan the desired range of parameters. Finally, the sphalerons with M H = 0.75M W were generated from the ones with M W = M H by simply adjusting the parameters. 
Higgs model [4] we have here performed some further cooling down toŜ < 10 −5 M 3 W /α W for N = 16 (and one or two orders of magnitude smaller for N = 8 and 12), to justify the five digit accuracy (estimated errors in the last digit given between brackets). As was to be expected, one finds appreciable lattice artefacts for the case M H = ∞. On the other hand they are comfortably small for M H ≈ M W . To demonstrate this further we also computed at M W = M H and N = 8 the energies for aM W = 0.644, 0.663, 0.788 and 0.825 giving respectively E = 3.493, 3.476, 3.355 and 3.305M W /α W . These are solutions with a negative trace for one of the links, as described above, which is why we did not use these values for the finite size scaling. Nevertheless, it shows that even for these rather coarse lattices, the error in the sphaleron energy is only 10%, which was somewhat surprising. For these solutions the lattice artefacts are described well by the fit to the lattice spacing dependence given in the table (at M W L = 4.8 for M W = M H ). [5] , particularly for M W = M H , where we achieve an accuracy of better than .05%. For M H = ∞, a much better fit with E ∞ sph = 5.075(5)M W /α W is obtained when dropping the largest-volume data point. This was the only case where the energy is lowered significantly as compared to ref. [4] , seemingly because we are unable to avoid being trapped in saddle points with additional unstable modes at N ≥ 12. Note that at some point subleading exponential corrections will start to become relevant too. For M H = M W , dropping the last point gives E An alternative method for studying the electroweak sphaleron on the lattice is being considered by Ambjørn and Krasnitz, using the Chern-Simons functional to constrain the cooling [12] . It has the advantage of allowing ordinary cooling rather than saddle-point cooling and might also be used for computing the energy along the tunnelling path. In the continuum the sphaleron has a Chern-Simons number of a half (compared to the trivial vacuum). Its disadvantage is that implementing the Chern-Simons functional on a lattice, the electroweak sphaleron will only approximately be characterized by a Chern-Simons number of exactly one half. As the tunnelling rate depends exponentially on the sphaleron energy, our results might be particularly useful in numerical checks of the semiclassical determination [13] of the tunnelling rate at small temperatures [3, 14] (for the Abelian Higgs model in 1+1 dimensions see ref. [15] ), as our method gives the exact saddle-point solution for the sphaleron on a lattice.
