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We examine the use of sensitivity analysis with a particular focus on calculating the
bounds of imprecise previsions in Bayesian statistics. We explain the use of importance
sampling in approximating the range of these imprecise previsions and we develop an
approximation function for the imprecise posterior prevision based on generating a ﬁnite
number of random variables. We develop a convergence theorem that shows that this
approximation converges almost surely to the posterior prevision as we generate more
and more random variables. We also develop a useful accuracy bound for the approxima-
tion for a large ﬁnite number of generated random variables. We test the efﬁciency of this
approximation using a simple example involving the imprecise Dirichlet model.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Robustness testing is an important part of Bayesian statistics, particularly in its application to real world decision prob-
lems. The kind of invariance conditions that underlie the operational Bayesian paradigm lead to very general model forms. To
reach the stage of prescribing a decision in any speciﬁc problem, it is often the case that assumptions are required which may
go beyond the manifestly reasonable, giving rise to legitimate debate. As with any application of mathematics this is quite
natural; after all, mathematics only tells us the logical consequences of our own assumptions. In any case, we are led nat-
urally to enquire as to the sensitivity of our analysis to those assumptions that we believe are open to debate.
2. Sensitivity analysis
This question of sensitivity should not be viewed as an afterthought. In fact, this position can be based on foundational
arguments which reject the strict measurability requirements inherent in the basic quantitative coherence axioms of Bayes-
ian statistics. Walley [17] provides such a derivation and Ríos Insua and Ruggeri [15] give a summary of the ﬁeld. Berger [5]
explains the situation as follows:
There is a common perception that foundational arguments lead to subjective Bayesian analysis as the only coherent
method of behaviour. . . . Subjective Bayesian analysis is, indeed, the only coherent mode of behaviour, but only if it is
assumed that one can make arbitrarily ﬁne discriminations in judgement about unknowns and utilities. . . . It is less well known
that realistic foundational systems exist, based on axiomatics of behaviour which acknowledge that arbitrarily ﬁne dis-
crimination is impossible. . . . The conclusion of these foundational systems is that a type of robust Bayesian analysis is the
coherent behaviour. Roughly, coherent behaviour corresponds to having classes of models, priors, and utilities, which
yield a range of possible Bayesian answers (corresponding to the answers obtained through combination of all model-
prior-utility triples from the classes). If this range of answers is too large, the question of interest may not, of course,
be settled, but that is only realistic. . . (pp. 6–7, emphasis in original). All rights reserved.
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The determination of the range of possible Bayesian answers referred to above is called global sensitivity analysis, follow-
ing Leamer [13]. Suppose that we have the standard Bayesian situation1 where invariance conditions lead us to a family of
plausible sampling measures which is indexed by a parameter h 2 H . We have some prior belief about this parameter with prior
density p and we observe data x giving us the likelihood function Lx. The posterior density is then determined by Bayes rule:1 Set
2 ForpðhjxÞ / LxðhÞpðhÞ:
Given some ﬁxed action, we suppose that we have utility function m which is a function of the parameter h. It follows that
the posterior prevision (that is, the posterior expected utility) is given by2Rm  EðmðhÞjxÞ ¼
R
mðhÞLxðhÞpðhÞdhR
LxðhÞpðhÞdh :For any measurable function k of the parameter h we deﬁneBk 
Z
kðhÞLxðhÞpðhÞdh:This allows us to express the posterior prevision as Rm = Bm/B1.
Under a global sensitivity analysis, we vary the utility function, likelihood function and prior over some other reasonable
range to obtain a range of possible posterior previsions. To make matters simpler, we can index the plausible utility func-
tions, likelihood functions and prior densities by some parameters t,k and p respectively for some reasonable ranges
t 2  , k 2 K and p 2P. Conditioning on these parameters we have posterior densitypðhjx; k; pÞ / LxðhjkÞpðhjpÞ
and posterior previsionRmðt; k; pÞ  EðmðhjtÞjx; k; pÞ ¼
R
mðhjtÞLxðhjkÞpðhjpÞdhR
LxðhjkÞpðhjpÞdh :For any measurable function k of the parameter h we deﬁneBkðt; k; pÞ 
Z
kðhjtÞLxðhjkÞpðhjpÞdhso that Rm(t,k,p) = Bm(t,k,p)/B1(t,k,p).
Indexation by the parameters t, k and pwill generally be chosen so that the utility function, likelihood and prior densities
are analytical functions of these respective parameters. That is, these indexes will be ‘parameters’ of the various functions. In
any case, we obtain the range of possible posterior previsions:Xmð ;K;PÞ  Bmðt; k; pÞB1ðt; k; pÞ : t 2  ; k 2 K; p 2 P
 
:In this case we can be satisﬁed that Rm 2 Xm ( ,K,P) even though we are not conﬁdent of specifying our utility, likelihood or
prior with any greater certainty.
In robust Bayesian analysis we refer to such a judgement as an imprecise prevision. It is useful to note that by replacing the
utility function with an indicator function for an event we obtain the probability of that event. In this case, we refer to our
judgement as an imprecise probability.
Walley [17] shows that, under basic foundational assumptions of consistency, these imprecise beliefs form a convex hull,
so that if we consider two speciﬁcations of such a value to be reasonable then we must consider any point between them to
also be reasonable. This means that the range of the imprecise prevision Xm( ,K,P) will be a single connected interval hav-
ing lower bound (called the lower prevision):Rm ¼ inf Xmð ;K;PÞ ¼ inf
t2
inf
k2K
inf
p2P
Bmðt; k; pÞ
B1ðt; k; pÞand upper bound (called the upper prevision):Rm ¼ supXmð ;K;PÞ ¼ sup
t2
sup
k2K
sup
p2P
Bmðt; k; pÞ
B1ðt; k; pÞ :out in Chapter 4 of Bernardo and Smith [3].
convenience we will follow the notation in Evans and Swartz [9].
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the upper prevision can be framed in terms of the lower prevision and vice versa by Rm ¼ Rm. Indeed, Walley [17] describes
his axiom system directly in terms of lower previsions with upper previsions being derived by exactly this method. Since the
rationality criteria of Bayesian statistics direct us to maximise our prevision, this lower prevision represents the most that we
would pay (in utility) for a payment having the utility function in question.
4. Prior sensitivity analysis
We may wish to perform a global sensitivity analysis in which we are satisﬁed with the invariance conditions that deter-
mine the utility function and likelihood, so that we are willing to take these as known. This situation is common in Bayesian
statistics and arises from the fact that we are often far more conﬁdent in specifying invariance conditions pertaining to our
utility and to our beliefs about observables than pertaining to our beliefs about limiting quantities (parameters), which—
even in principle—are unobservable. This kind of analysis is called prior sensitivity analysis.
Reviews of prior sensitivity analysis can be found in Berger [4,5], Wasserman [19] and Berger et al. [6]. It is worthwhile to
note that prior sensitivity analysis is a special case of global sensitivity analysis where the plausible range of possible utility
functions and likelihood functions is a single point. Thus, the same basic principles hold for either case. Under a prior sen-
sitivity analysis we have posterior previsionRmðpÞ  EðmðhÞjx; pÞ ¼
R
mðhÞLxðhÞpðhjpÞdhR
LxðhÞpðhjpÞdh :For any measurable function k of the parameter h we deﬁneBkðpÞ 
Z
kðhÞLxðhÞpðhjpÞdhso that Rm(p) = Bm(p)/B1(p) and so that the range of the imprecise posterior prevision is given byXmðPÞ  BmðpÞB1ðpÞ : p 2 P
 Again, Xm(P) will be a single interval with lower bound:Rm ¼ inf XmðPÞ ¼ inf
p2P
BmðpÞ
B1ðpÞand upper bound:Rm ¼ supXmðPÞ ¼ sup
p2P
BmðpÞ
B1ðpÞ :It is well known that choice of prior belief is one of the most problematic areas of applied Bayesian statistics. Prior sensitivity
analysis provides a useful means of representing the uncertainty that follows from having a plausible range of prior beliefs.
Indeed, robust Bayesian statistics solves the problem of objectivity in prior selection by allowing the practitioner to choose
an objectively constructed class of prior beliefs that satisfy particular rationality criteria. Walley [18] gives an example of a
situation where such rationality criteria cannot be satisﬁed by a single prior belief, but are indeed satisﬁed by using an objec-
tive range of priors.
5. The computational problem
We have seen that, in order to undertake a proper sensitivity analysis we are concerned with calculating the lower and
upper previsions. In some simple cases, solving this kind of problem may involve only the application of standard calculus
techniques. However, in general, calculation of these values can be problematic. In particular, it is often the case that the
integrand cannot be integrated analytically so that we are unable to calculate the upper and lower previsions analytically.
Solution of the upper and lower previsions then requires the use of numerical methods.
In this paper we apply importance sampling to develop a computational method that can be used to determine upper and
lower previsions. The method is based on Monte Carlo integration and involves reducing the above problem to one of con-
strained or unconstrained optimization of a closed form function. The latter can be solved with most modern mathematical
software. This approach is not new. Indeed, it is a well-known way of solving Bayesian integration problems, and is set out in
a summary of such techniques in Evans and Swartz [9]. However, we will expand on this basic method by considering the
numerical approximation of the prevision as a function of the prior index rather than as a point estimate. This will allow us to
vary the prior index to ﬁnd the upper and lower previsions. In addition to presenting this basic method, we will develop a
useful bound on the accuracy of this approach.
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To calculate Rm and Rm using computational methods, we will use importance sampling to construct a workable approx-
imation; that is, an approximation that is in closed form and is amenable to maximisation and minimisation by the appli-
cation of standard calculus and numerical techniques.
To construct such an approximation function we choose a kernel g for the parameter h with a support that completely
covers the supports of all possible prior densities under consideration. That is, we choose g such that3 For
analysisfh 2 H : gðhÞ > 0g 
[
p2P
fh 2 H : pðhjpÞ > 0g:We then generate the random vector h  (h1,h2, . . . ,hn) with each element being generated independently from the corre-
sponding density for the kernel g. Of course, g must be chosen so that we are able to generate these values and this will usu-
ally involve choosing g to be the kernel of some standard probability distribution.
For any measurable function k of the parameter h we deﬁne kk,i bykk;iðpÞ  kðhiÞhiðpÞ where hiðpÞ  LðhiÞpðhijpÞgðhiÞ :Regardless of the function k, we clearly haveEðkk;iðpÞÞ ¼ E kðhÞLðhÞpðhjpÞgðhÞ
 
¼
Z
kðhÞLðhÞpðhjpÞ
gðhÞ
 
gðhÞdh
¼
Z
kðhÞLðhÞpðhjpÞdh
¼ BkðpÞso that Bk(p) = E(kk,i(p)). In addition, we further deﬁne Sk(p)2  Var(kk,i(p)) and Ck(p)  Cov(k1,i(p), kk,i(p)), both of which are
also taken with respect to the generating kernel g. We then deﬁnebBk;nðpÞ  1n Xn
i¼1
kk;iðpÞ;
bSk;nðpÞ2  1n 1 Xn
i¼1
ðkk;iðpÞ  bBk;nðpÞÞ2; and
bCk;nðpÞ  1n 1 Xn
i¼1
ðk1;iðpÞ  bB1;nðpÞÞðkk;iðpÞ  bBk;nðpÞÞ;as the standard minimum variance unbiased estimators of Bk(p), Sk(p)2 and Ck(p) respectively. It is worth noting that we can
choose any generating kernel g which satisﬁes the stated support criterion. Regardless of what generating kernel is chosen
we have Bk(p) = E(kk,i(p)).
To approximate the posterior prevision of interest we deﬁne the function bRm;n by
bRm;nðpÞ  bBm;nðpÞbB1;nðpÞ :The relationship between bRm;nðpÞ and the posterior prevision Rm(p) is established as follows. For all n 2 N it can easily be
shown that BkðpÞ ¼ EðbBk;nðpÞÞ so thatRmðpÞ ¼ BmðpÞB1ðpÞ ¼
EðbBm;nðpÞÞ
EðbB1;nðpÞÞ 
bBm;nðpÞbB1;nðpÞ ¼ bRm;nðpÞ:
Obviously, the larger the number of random variables n that we generate as part of our approximation function, the closer we
would expect this approximation to be to the actual value to be estimated. Indeed, we have the following basic convergence
theorem.
Theorem 1. If Ejkm,i(p)j <1 then RmðpÞ ¼ limn!1bRm;nðpÞ almost surely. h
Proof. See Appendix. hbrevity of notation, and given that the utility function and likelihood function are generally known, we will deal here with the case of prior sensitivity
. Extension to global sensitivity analysis (with an unknown utility and likelihood) follows along the same lines.
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imate the upper and lower bounds of the imprecise probability by Rm  infp2PbRm;nðpÞ and Rm  supp2PbRm;nðpÞ respectively.
This approximation reduces the problem to one of constrained optimization of a closed form function; that is, maximising
and minimising the approximation function over the relevant range. Although this problem is by no means trivial, it is cer-
tainly easier than dealing with the associated integral. In particular, by choosing an appropriate kernel gwe can signiﬁcantly
simplify the approximation function.4
The value of this approximation lies in the fact that the approximation function is a closed form function of the various
probability densities and is therefore more amenable to standard optimization methods than the associated integral. It is
also worth noting that, once we have generated the vector h we do not need to generate these values again for evaluation
of the function at different points. Thus, although the initial generation of the function takes as much effort as a Monte Carlo
evaluation, subsequent evaluations of the function can be accomplished without having to regenerate these values. Indeed,
we should not regenerate these values to evaluate the function at different points.
The problem of constrained optimization generally involves the use of calculus techniques coupled with numerical meth-
ods. However, most modern mathematical software can solve problems in constrained optimization without signiﬁcant ef-
fort for the user. This may involve calculation of ﬁrst and second order information such as the gradient vector and Hessian
matrix. This can either be done analytically or by numerical approximation.
An adequate general treatment of optimization techniques is far beyond the scope of this paper. Sufﬁce to say, it is a vast
ﬁeld with much existing literature. For the purposes of this paper, we will not be concerned with a general treatment of opti-
mization of the approximation function. Rather, we will instead be concerned with the accuracy and efﬁciency of the approx-
imation method and the rate of convergence.
7. Accuracy of the approximation
Although encouraging, Theorem 1 does not allow us to ensure any particular level of accuracy in application of the
approximation. Since we are only able to generate a ﬁnite number of random variables to construct the approximation func-
tion, we require some more useful convergence theorem for ﬁnite n.
To test the accuracy of our approximation method we will be interested in two different measures of error. We let4 Eva
exercise
estimat
close ap
valid reeabsn ðpÞ  jRmðpÞ  bRm;nðpÞj
be the absolute error and we letepropn ðpÞ 
RmðpÞ  bRm;nðpÞ
RmðpÞ

be the proportional error. To measure the error in our approximation of the posterior expectation, we will use the following
approximation, based on generating a large number of random variables for the approximation function.
Theorem 2. Letc^m;nðxjpÞ 
bB1;nðpÞx bBm;nðpÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃbSm;nðpÞ2x2  2bCm;nðpÞxþ bS1;nðpÞ2qand deﬁnet^abse;n ðpÞ  1þ Uðc^m;nðbRm;nðpÞ  ejpÞ ﬃﬃﬃnp Þ  Uðc^m;nðbRm;nðpÞ þ ejpÞ ﬃﬃﬃnp Þ
and:t^prope;n ðpÞ  1þ Uðc^m;nðð1 eÞbRm;nðpÞjpÞ ﬃﬃﬃnp Þ  Uðc^m;nðð1þ eÞbRm;nðpÞjpÞ ﬃﬃﬃnp Þ:
For large n we have Pðeabsn ðpÞ > eÞ  t^abse;n and Pðepropn ðpÞ > eÞ  t^prope;n ðpÞ.
Derivation. Follows from the central limit theorem using the results in Hinkley [11] or Marsaglia [14]. See Appendix for
details. h
We can use Theorem 2 directly to obtain the p-value for a known level of error. We can also use Theorem 2 to obtain a useful
measure of accuracy of our approximation at the same time as we make our estimate. Given some signiﬁcance level t > 0 wens and Swartz [9] show that a generating kernel should be chosen that closely approximates the posterior distribution. Clearly this is not a trivial
, since it is not always easy to approximate the posterior distribution. Moreover, since we are dealing with an approximation function rather than an
e, a particular generating kernel may approximate the posterior distribution well for some values of the hyper-parameters but poorly for others. Thus, a
proximation must be weighed against the desire for simplicity and ease of generation of random variables. In any case, the results we present will be
gardless of the generating kernel chosen.
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prop
t;n as the solution to t ¼ t^prope^propt;n ðpÞ;nðpÞ. It follows that, for large n, we
have5 ThaPðeabsn ðpÞ > e^abst;n ðpÞÞ  t and Pðepropn ðpÞ > e^propt;n ðpÞÞ  t:
Finally, although not useful for setting the initial number of generated random variables, we can use Theorem 2 to reﬁne this
number to see how many generated random variables we require in our approximation to obtain some known signiﬁcance
level t > 0 for the error level e > 0. If we begin with some initial number of random variables n0 then we can reﬁne this to nabs1
by solving:t  1þ U c^m;n0 ðbRm;n0 ðpÞ  ejpÞ ﬃﬃﬃﬃﬃﬃﬃﬃnabs1q  U c^m;n0 ðbRm;n0 ðpÞ þ ejpÞ ﬃﬃﬃﬃﬃﬃﬃﬃnabs1q 
or we can reﬁne this to nprop1 by solvingt  1þ U c^m;n0 ðð1 eÞbRm;n0 ðpÞjpÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃnprop1q  U c^m;n0 ðð1þ eÞbRm;n0 ðpÞjpÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃnprop1q :
Thus we see that Theorem 2 allows us to gain some conﬁdence in the accuracy of our approximation, even for ﬁnite n. In
particular, when we generate our approximation we can also generate the error bound corresponding to any speciﬁed sig-
niﬁcance level. By setting this signiﬁcance level sufﬁciently low and setting the number of generated random variables in our
approximation function sufﬁciently high, we hope to be able to obtain a low error bound. This would allow us to be highly
conﬁdent that our approximation is close to the true posterior expectation.
8. An example of the computational method
We apply the above analysis to a problem involving the estimation of imprecise probabilities. We will use an example
using the imprecise Dirichlet model presented in Walley [18] and in Bernard [2].
Model 1 (Imprecise Dirichlet model). Let x  (x1,x2,x3, . . .) be an exchangeable superpopulation of values5 with ﬁnite range
1, 2, . . .,m and suppose that we observe xk  (x1,x2, . . . ,xk). Then, from the representation theorem of de Finetti [7] (see also
pp. 176–177 of Bernardo and Smith [3]) we have sampling density:pðxkjhÞ /MuðxkjhÞ /
Ym
i¼1
hnii ¼ Lxk ðhÞwhere n  (n1,n2, . . . ,nm) are the counts ni 
Pk
j¼1I ðxj ¼ iÞ with k ¼
Pm
i¼1niðxkÞ and where h  (h1,h2, . . . ,hm) are the long run
proportions with hi  limk?1ni(xk)/k. Under the imprecise Dirichlet model we then have prior densitypðhjd; pÞ ¼ DiðhjdpÞ /
Ym
i¼1
hdpi1iwhere d 2 Rþ is the known prior strength and p  E(h) is the unknown imprecise prior location parameterwhich is only known
to be within the parameter spacep 2 P  p 2 ½0;1m :
Xm
i¼1
pi ¼ 1
( )
: In order to demonstrate the technique in this paper, suppose that we observe xk which we believe to be from an exchange-
able superpopulation of values as in Model 1. Suppose that we are interested in the entropy H of h given byHðhÞ  
Xm
i¼1
hi lnðhiÞ:Suppose that we wish to approximate the lower bound of the posterior expectation of the entropy over the prior space p 2P.
That is, we wish to ﬁnd RH  infp2PRH (p) whereRHðpÞ  EðHðhÞjxk; d; pÞ ¼
R
HðhÞLxk ðhÞpðhjd; pÞR
Lxk ðhÞpðhjd; pÞ
:In order to approximate this lower bound using the technique in this paper, we let gðhkÞ 
Qm
i¼1h
ni1
k;i and we generate
h1,h2, . . . ,hn  Di(n). We can then approximate the posterior expectation by bRH deﬁned by
bRH;nðpÞ  Pnk¼1HðhkÞhkðpÞPn
k¼1hkðpÞt is, for all k 2 N the probability distribution for xk is invariant under permutations of the elements of xk.
276 B. O’Neill / International Journal of Approximate Reasoning 50 (2009) 270–278where6 Thi
and WehkðpÞ 
Lxk ðhkÞpðhkjd; pÞ
gðhkÞ ¼
Ym
i¼1
hdpik;i :For a given n we can ﬁnd the approximating valuep^min;n  pmin;n  arg inf
p2P
bRH;nðpÞ:We will estimate this value by converting the problem to one of unconstrained optimization and solving the resulting prob-
lem using computer software that uses a variant of the Newton–Raphson technique set out in Dennis and Schnabel [8] and in
Schnabel et al. [16]. We are then able to approximate the lower posterior expectation of the entropy by bRH;nðp^min;nÞ  RH;n.
The reader should note that there are two sources of error in our approximation of the lower posterior entropy. The ﬁrst
source of error comes from using the approximation method in this paper. The second source of error comes from our at-
tempt to optimise of the approximation function itself, which is done only approximately, through numerical techniques.
This latter source of error can also involve additional error if we ﬁnd only a local maximum or minimum rather than a global
maximum or minimum.
We will be interested in looking at the accuracy of our approximation method for different numbers of generated random
variables n. For each different value of nwe will generate the approximation function bRH;n and determine the value p^min;n. We
will then determine the value bRH;n  bRH;nðp^min;nÞ of the approximated lower posterior expectation of the entropy and we will
also determine the value e^propt;n  e^propt;n ðp^min;nÞ of the approximated upper bound on the proportional error of this approxima-
tion for a signiﬁcance level t = 0.01.
The reader should note that this measure of error includes a source of error from the attempt to optimise the approxima-
tion function. We will not concern ourselves with disaggregating these different sources of error and will instead focus on
the overall error of using the approximation method (including the approximate optimization). We will see below that the
overall error converges to zero as we generate more and more values for our approximation function.
Since H is a concave function, we can use Theorem 2 of Hutter [12] to ﬁnd the exact value of the lower bound RH. This
allows us to exactly determine the true value of epropn  epropn ðp^min;nÞ. We will also determine the p-value t^propn  t^prope;n ðp^min;nÞ
which is the probability that the proportional error of our estimate of the lower bound would exceed epropn .
Example 1. We apply this analysis to the example in Hutter [12]. In this example we use Model 1 with d = 1,m = 2, n1(xk) = 3,
n2(xk) = 6 and k = 9. With these values, Hutter (2003) shows that we have the exact lower bound isRH ¼ 35536300  0:5639683:We optimise the resulting approximation function using the nlm function6 in R or S-Plus. Taking various different numbers
of iterations, the results are as follows:ns function uses
iss [16].103a variation of the Newton–Raphson al104gorithm. Details of this algorithm are105set out in Dennis and Schnabel [8] and106epropn 3.744563  103 1.347800  103 5.431910  104 3.470938  105
e^prop0:01;n 3.244105  102 9.737241  103 3.080469  103 9.741695  104bRH;n 0.5618564 0.5647284 0.5636619 0.5639487
t^propn 0.7662153 0.7214365 0.6496806 0.926876We can see from the decreasing error values that the approximation does indeed appear to be converging to the true va-
lue of the lower bound of the posterior expectation. In this case, even taking n = 104 gives us very good accuracy, with the
proportional error measure expected to exceed one percent error less than one percent of the time.
Since our approximation is clearly converging to the true lower entropy it is also clear that the error from our attempt to
optimise the approximation function is small relative to the error from using the approximation function. This means that
wemay take the error values above as essentially being the error of the approximation function rather than the optimization.
It should be noted that calculation of the above values was able to be performed with a typical personal computer.
Although this is a fairly simple example, it certainly appears that this method would be within the realms of computability.
Indeed, since the minimisation of the approximation function was performed using numerical methods, it is unlikely that a
more complicated problem would pose insoluble computational problems. As such, this method could provide a reasonable
means of solving problems in Bayesian sensitivity analysis.in Schnabel, Koonatz
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The method in this paper is presented for prior sensitivity analysis only. However, the method can easily be extended to
global sensitivity analysis by parameterisation of the likelihood function or the utility function.
The method is presented for a parametric class of priors. Other classes of interest include non-parametric classes and clas-
ses deﬁned by generalised moment conditions, both of which are discussed in Rı´os Insua and Ruggeri (Eds.) [15]. In partic-
ular, Basu [1] considers a non-parametric Bayesian model based on extension of the imprecise Dirichlet process used above.
10. Conclusion
The method presented above provides a simple but powerful method for calculating upper and lower imprecise proba-
bilities. The method reduces the problem of ﬁnding imprecise previsions from one of optimization of an integral function
(generally an intractable integral) to a problem of optimization of a simpler function. The latter is by no means trivial,
but can generally be accomplished using standard mathematical software.
Appendix. In this Appendix we present a proof of Theorem 1 and a derivation of the approximation in Theorem 2.Proof of Theorem 1. Since the elements of h are independent and identically distributed and under the condition of the The-
orem, it follows from Kolmogorov’s second strong law of large numbers that limn!1bBk;nðpÞ ¼ R kðhÞLxðhÞpðhjpÞdh almost
surely. Since the ratio bRm;nðpÞ ¼ bBm;nðpÞ=bB1;nðpÞ is a continuous function of the numerator and denominator it follows that
RmðpÞ ¼ bRmðpÞ almost surely. h
Derivation of Theorem 2. We have already seen that EðbB1;nðpÞÞ ¼ B1ðpÞ and EðbBm;nðpÞÞ ¼ BmðpÞ. It can also easily be shown
that VarðbB1;nðpÞÞ ¼ S1ðpÞ2=n, VarðbBm;nðpÞÞ ¼ SmðpÞ2=n and CovðbB1;nðpÞ; bBm;nðpÞÞ ¼ CmðpÞ=n. Now, since h1,h2,h3, . . . are indepen-
dent random variables, it then follows from the multivariate central limit theorem (see [10]) that7 The
when th
have us
strictlyﬃﬃﬃ
n
p bBm;nðpÞ  BmðpÞbB1;nðpÞ  B1ðpÞ
 !
!Dist N 0
0
 
;
SmðpÞ2 CmðpÞ
CmðpÞ S1ðpÞ2
 ! !
:It follows that, for large n, we have the approximate joint densitypðbB1;nðpÞ; bBm;nðpÞÞ  N BmðpÞ
B1ðpÞ
 
;
1
n
SmðpÞ2 CmðpÞ
CmðpÞ S1ðpÞ2
 ! !
:Thus, we see that, for large n, the value bRm;nðpÞ is the ratio of two normal random variables. Using the results in Hinkley [11]
for the ratio of correlated normal variables7 we havePðbRm;nðpÞ 6 xÞ ¼ P bBm;nðpÞbB1;nðpÞ 6 x
 !
 UðcmðxjpÞ
ﬃﬃﬃ
n
p ÞwherecmðxjpÞ 
B1ðpÞx BmðpÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SmðpÞ2x2  2CmðpÞxþ S1ðpÞ2
q :We therefore havePðeabsn ðpÞ 6 eÞ ¼ PðjbRm;nðpÞ  RmðpÞj 6 eÞ
¼ PðRmðpÞ  e 6 bRm;nðpÞ 6 RmðpÞ þ eÞ
 UðcðRmðpÞ þ ejpÞ
ﬃﬃﬃ
n
p Þ  UðcðRmðpÞ  ejpÞ
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andPðepropn ðpÞ 6 eÞ ¼ P
bRm;nðpÞ  RmðpÞ
RmðpÞ

 6 e
 !
¼ Pðð1 eÞRmðpÞ 6 bRm;nðpÞ 6 ð1þ eÞRmðpÞÞ
 Uðcðð1þ eÞRmðpÞjpÞ
ﬃﬃﬃ
n
p Þ  Uðcðð1 eÞRmðpÞjpÞ
ﬃﬃﬃ
n
p Þ:reader should note that Hinkley [11] gives an exact derivation for the ratio of correlated normal variables as well as an approximation which applies
e denominator is highly likely to be strictly positive. In our case, since the denominator in our approximation theorem is always strictly positive, we
ed the latter. We note that it is only our approximation of normality—from the central limit theorem—that vitiates the fact that the denominator is
positive. These results can also be derived from the results in Marsaglia [14].
278 B. O’Neill / International Journal of Approximate Reasoning 50 (2009) 270–278Replacing cm(p) with the estimate c^m;nðpÞ and replacing Rm(p) with the estimate bRm;nðpÞ we then have
Pðeabsn ðpÞ > eÞ  1þ Uðc^m;nðbRm;nðpÞ  ejpÞ ﬃﬃﬃnp Þ  Uðc^m;nðbRm;nðpÞ þ ejpÞ ﬃﬃﬃnp ÞandPðepropn ðpÞ > eÞ  1þ Uðc^m;nðð1 eÞbRm;nðpÞjpÞ ﬃﬃﬃnp Þ  Uðc^m;nðð1þ eÞbRm;nðpÞjpÞ ﬃﬃﬃnp Þ
which was to be shown. h
References
[1] S. Basu, in: D. Rı´os Insua, Ruggeri (Eds.), Bayesian Robustness and Bayesian Nonparametrics, 2000.
[2] J.M. Bernard, An introduction to the imprecise Dirichlet model for multinomial data, International Journal of Approximate Reasoning 39 (2003) 123–
150.
[3] J.M. Bernardo, A.F.M. Smith, Bayesian Theory, John Wiley, Chichester, 1994.
[4] J.O. Berger, Robust Bayesian analysis: sensitivity to the prior, Journal of Statistical Planning and Inference 25 (1990) 303–328.
[5] J.O. Berger, An overview of robust Bayesian analysis (with discussion), TEST 3 (1) (1994) 5–124.
[6] J.O. Berger, D. Rı´os Insua, F. Ruggeri, in: D. Ríos Insua, Ruggeri (Eds.), Bayesian Robustness, 2000.
[7] B. de Finetti, Foresight its logical laws its subjective sources, in: H.E. Kyberg, H.E. Smokler (Eds.), Studies in Subjective Probability, Dover, New York,
1980, pp. 93–158.
[8] J.E. Dennis, R.B. Schnabel, Numerical Methods for Non-Linear Equations and Unconstrained Optimisation, Prentice-Hall, New Jersey, 1983.
[9] M. Evans, T. Swartz, Methods for approximating integrals in statistics with special emphasis on Bayesian integration problems, Statistical Science 10
(3) (1995) 254–272.
[10] T.S. Ferguson, A Course in Large Sample Theory, Chapman and Hall, New York, 1996.
[11] D.V. Hinkley, On the ratio of two correlated normal random variables, Biometrika 56 (1969) 635-639. See also correction in D.V. Hinkley, Correction: on
the ratio of two correlated normal random variables. Biometrika 57(3) (1970) 683.
[12] M. Hutter, Robust estimators under the imprecise Dirichlet model, in: Proceedings of the 3rd International Symposium on Imprecise Probabilities and
their Applications, 2003, pp. 274–289.
[13] E.E. Leamer, Speciﬁcation Searches, Wiley, New York, 1978.
[14] G. Marsaglia, Ratios of normal variables and ratios of sums of uniform variables, Journal of the American Statistical Association 60 (1965) 193–204.
[15] D. Ríos Insua, F. Ruggeri (Eds.), Robust Bayesian Analysis, Springer, New York, 2000.
[16] R.B. Schnabel, J.E. Koonatz, B.E. Weiss, A modular system of algorithms for unconstrained minimisation, ACM Transactions on Mathematical Software
11 (4) (1985) 419–440.
[17] P. Walley, Statistical Reasoning with Imprecise Probabilities, Chapman and Hall, London, 1991.
[18] P. Walley, Inferences from multinomial data learning about a bag of marbles, Journal of the Royal Statistical Society 58 (1) (1996) 3–57. Series B.
[19] L. Wasserman, Recent methodological advances in robust Bayesian inference, in: J.M. Bernardo, J.O. Berger, A.P. Dawis, A.F.M. Smith (Eds.), Bayesian
Statistics 4, Oxford University Press, Oxford, 1992.
