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Summary
The National Research Council's Committee on Hearing, Bioacoustics, and Biomechanics formed a panel to review and evaluate the effectiveness of techniques designed to remove noise from noise-degraded speech signals. This report describes both the techniques themselves and how they are currently evaluated. The panel surveyed the published literature and held a workshop of scientists and engineers active in the area. The panel was particularly concerned with applications to live radio or telephone communications and to the extraction of information from similarly noisy recordings, but it also reviewed the related area of developing and testing speech-enhancement devices for hearing-impaired people.
A number of noise reduction techniques have been developed that appear to reduce the perception of noise in the processed speech signal. However, these techniques have received only minimal acceptance and use, in part because standardized tests have shown that the intelligibility of the processed speech does not improve. For example, no improvement in intelligibility of processed speech has been demonstrated by closed-response tests such as the diagnostic rhyme test. Accordingly, evaluation techniques, such as intelligibility testing, were reviewed to determine their suitability, particularly for assessing changes in the performance of workers who might use such noise reduction equipment on a dailyIntroduction For over two decades, researchers have been investigating techniques for improving the quality and intelligibility of speech received in the presence of noise (Beek, Neuberg, and Hodge, 1977; Lim, 1983) . Terms such as noise removal, noise stripping, noise reduction, and speech enhancement have been used to refer to such techniques. In this report, we shall use the term noise reduction to refer to techniques whose purpose is to reduce the perception of noise in a noisy speech signal. Noise reduction procedures received considerable attention about ten years ago, when digital computers made this type of speech processing practical. The refinement of these basic signal processing techniques is continuing. The advent of very-large-scale integration (VLSI) technolog ' has also made it possible to incorporate noise reduction techniques in hearing aids.
Listeners generally agree that noisy speech processed by noise reduction techniques sounds less noisy and is easier to listen to (Lim, 1983) . The sale of commercial noise reduction products in the last several years attests to the belief by users that such products are useful for their particular applications. Despite this, it would be fair to say that current noise reduction techniques have not been widely accepted for general application in the areas of speech communication, monitoring, and transcription. While there may be market-related reasons for the limited use of noise reduction devices (such as price), one important reason for the apparent lack of confidence in noise reduction techniques has been the fact that standardized intelligibility tests have consistently failed to show improvements in speech intelligibility when those techniques are used. In some cases a reduction in intelligibility has been reported (Lim, 1983) . While informal reports of listener preference suggest that there may be performance benefits to be gained by installation of noise reduction systems, the negative quantitative findings of the more formal tests have made it difficult for many potential users to justify expenditures for system development and installation. The apparent contradiction between qualitative subjective impressions and quantitative findings from behavioral tests raises as many questions about the testing methods as about the speech processing techniques themselves.
To help resolve this apparent contradiction between listener impressions and formal test results, the Committee on Hearing, Bioacoustics, and Biomechanics (CHABA) of the National Research Council convened a panel of scientists and engineers who are expert in areas such as signal processing, speerh in noise, psychoacoustics, experimental psychology, electronics, acoustical engineering, speech processing by computers, and telecommunications. The panel was charged with reviewing and evaluating the body of open literature to 3 determine whether, in fact, intelligibility can be increased by processing the noisy speech signal and to indicate those modifications that appear to be most promising.
As part of its study, the panel held a workshop February 26-27, 1987 , in Washington, D.C., to which a number of scientists and engineers expert in relevant areas were invited. The workshop and the panel's deliberations focused primarily on the relevant open literature, its validity, ar . its promise for future improvement of intelligibility of speech in noise. While anecdotal evidence was helpful to the panel, the emphasis was chiefly on information available in the open literature and on the formal testing of noise reduction techniques.
Although there are methods available that can help remove the effects of noise through the use of additional sensors and through the proper treatment of the acoustic environment of the transmission or recording, this report is concerned solely with single-microphone transmissions and recordings for which the acoustic environment is not under the listener's control. The topic of noise reduction under these conditions was reviewed previously by Beek et al. (1977) in the context of military communications and surveillance of communication channels.
Our review of the state of the art of removing noise from speech received in noise includes a critical examination of testing and evaluation procedures, as well as consideration of the structure and mathematical bases of the signal processing techniques. The review was conducted with the objective of identifying and discussing the issues related to actual jobs and tasks thac involve listening to, and obtaiAing information from, a noisy speech signal.
The report is organized as follows. The section following this introduction gives a classification of application areas in which noise reduction can benefit the listener, followed by a section describing the different types of noise of interest. The next section reviews the various methods that have been developed for the reduction of noise in a noisy speech signal. The following section provides an overview of behavioral evaluation techniques for use in assessing the performance of noise reduction methods and includes a summary of reported test results for various noise reduction methods. The final section presents the conclusions of the panel on the current status of noise reduction techniques and their evaluation, followed by recommendations for future work in the development of new noise reduction methods as well as the development of evaluation techniques that can be used to assess the performance of noise reduction systems in the various application areas.
Classification of Application Areas
The various environments of interest and the measurement of human performance in those environments requires an understanding of the areas of application of noise reduction. Three such areas were considered by the panel:
(1) Two-way communication by voice, (2) Transcription of a single, important recording, and (3) Transcription of quantities of recorded material.
Of these, the third was considered the most important to the panel's charge.
The first area of application-noisy, two-way communication-is typified by flightcontrol communication between an airplane and a ground station. The communication activity consists of sequences of short messages. Noise may be present because of standard atmospheric radio interference, other transmitters using the same channel, and cockpit or tower audio interference picked up by the microphone. Noise reduction appears to be of benefit in this application because it would reduce the necessary concentration for the listening task by, one assumes, reducing listener fatigue and/or enabling the listener to focus attention more on the tasks of scheduling, routing, and collision avoidance. This application area may be characterized by a need for rapid response to spoken messages and by high task-related psychological stress. However, the listening part of the task is eased by the use of a highly redundant sublanguage with strict protocols or syntax and a limited vocabulary as well as by the two-way nature of the communication. The person receiving a message usually gives a confirmation and may, except in extremely urgent situations, ask for repeat transmission ot questionable communications. Since in this application speech intelligibility is typically maintained by the language and protocol constraints, noise reduction would probably affect oth-.. pects u; job performance, such as listener fatigue. Testing of noise reduction for thi" ",ation would need to take into account and possibly simulate all of the factors discus.
The second -trea o" nplication-transciption of a single, important recording-represents a very different . .ication of noise reduction. By definition, there is one, important, noisy message ,be understood. The analysis of a cockpit voice recorder following an airplane accident is une such application; the analysis of forensic material is another. The forensic recordings could come, for example, from the monitoring of the telephone lines of a law enforcement agency or from a hidden recorder. In all cases, the recording would be expected to contain a considerable amount of background audio noise and only a small amount of rc,.UeJ material would need to be transcribed. The spoken material itself would be drawn from an unconstrained vocabulary and have a general grammar plus ungrammatical expressions. In analyzing this material, the transcriber is under little time pressure and may replay the recording many times and take repeated and long rests from the transcribing task. There is no task-related stress other than that of the concentration required for listening to noisy and distorted speech material. As related in the appendix to this report, written by one of the panel members who has extensive experience as an expert tra:.scriber, an important ability is being able to listen to many different types of presentations of the same signal. These presentations usually involve different filterings and different playback speeds, but could also incorporate a noise reduction process. Some of the filtering for these presentations is analogous to part of the noise reduction process, but the latter employs complicated designs based on measurement of the actual noise. Hence, there probably are benefits to be obtained from using automated noise reduction techniques. Testing of noise reduction in this application would need to take into account the influence of the virtually unlimited opportunity for replaying and relistening to the original material.
The third area of application-transcription of quantities of recorded material-represents the most important area for this review of noise reduction. Two examples define possible sources for such materials and the tasks involved. In each, the material may be seen to be divided into messages or conversations of moderate length. Individual messages can differ in importance. The first example is that of a news and information agency that monitors and records the public broadcasts from a wide geographical area in a search for interesting, newsworthy developments. A second possible source of a similar volume of recorded material would be the monitoring of the telephone lines of a critical facility such as a nuclear power-generation station. The investigation following an incident could include making transcriptions of all conversations for the preceding weeks. Either radio interference or telephone line noise and background acoustic noise could be present in the recordings.
The characteristics of the task defined by these examples may be examined and compared with those of the tasks in the other two areas. Like the two-way communication task, transcription of quantities of recorded material is a full-time job, in which fatigue could seriously affect performance. However, it is a job in which there is no task-related stress other than that generated by the transcription process. There may be time pressure arising from the need to transcribe a certain quota of material. The requirement for accurate transcription can be addressed by replaying the recordings, but this must be balanced against the need to complete all the transcriptions in a reasonable time. The replaying process usually does not involve different presentations, such as different filterings, but could involve changes of speed. The spoken material has a large vocabulary, and both grammatical and ungrammatical expressions are common. The effects of noise reduction on this application should be evident b) measuring the accuracy and volume of the transcriptions produced from test material of known content and specified noise conditions. Presumably, it would then be pos~ible to develop tests for predicting the performance and impact of noise reduction procedures on actual transcription material and to devise procedures for validating the results of such predictive testing.
Noise reduction is also important to the users of hearing aids. The application has elements in common with the first and third application areas mentioned above. While the noise reduction techniques reviewed in this report might be used in hearing aids (in fact, certain noise reduction techniques have been developed especially for use in hearing aids), this application, with all iUs special considerations, is beyond the scope of this report.
Types of Noise
Definition of the signal processing task also requires specification of the types of noise to be reduced by processing. Not only do the different types of noise affect listeners differently, but also the noise reduction techniques depend on the types of noise. The description of noise types is limited to those that commonly occur and that have been addressed, with some qualitative success, by noise reduction techniques. It should be noted that the techniques themselves modify the speech as well as the noise. Noise reduction is therefore often achieved at the cost of some speech distortion or the introduction of a different, lower-amplitude noise.
The major types of noise that have been addressed by noise reduction methods can be classified as either impulsive or continuous. Continuous noise can be further subclassified as either wideband or narrowband (including tones).
Impulse noise is characterized by the occurrence of additions to the signal that have durations not exceeding several tenths of milliseconds (ms) and that are separated by longer time intervals. Impulse noise is further characterized as nonrhythmic, occurring at unpredictable times, and having a variable signal shape. (Although it is possible that there is impulse noise that occurs at fixed, predictable intervals or having fixed, measurable signal shapes, it has not been identified as being significant in speech processing.) Impulse noise can occur as a result of sudden, brief atmospheric disturbances or switching of the characteristics of transmission equipment. It is typically heard as clicks superimposed on the speech, even at very low amplitudes. However, noise reduction techniques have addressed only the removal of impuilse noise whose amplitude is larger than the neighboring speech signal.
Continuous noise is characterized by the fact that it is present on a continuing basis and that its characteristics change slowly relative to variations in the speech signal. Different types of continuous noise are usually described in terms of their frequency or spectral characteristics. Narrowband continuous noise typically occurs as tones whose frequencies and amplitudes are slowly varying relative to the variation of the spectrum of the speech signal. Tonal inference can arise from, among other things, competing transmitters in a broadcast channel, malfunctions of radio or telephone transmission equipment, excessive audio feedback, or machinery that generates acoustic noise.
Broadband continuous noise is characterized by having energy in a large band of frequencies that effectively overlaps a major part of the speech spectrum. This type of noise is typically random in nature and can arise electrically from thermionic sources in 7 the atmosphere or in the equipment being used, from the combined occurrence of electrical disturbances, such as lightning strikes, or the combined effect of competing equipment in the same communications channel. Noises that are individually impulsive, tonal, or otherwise structured can appear in the aggregate to be continuous and unstructured. This type of noise can also arise acoustically from wind near the microphone, irregular operation of machinery, or summed structured acoustic sources. Background voices or babble, which may be considered to be a noise of this type, is a particularly significant noise for hearing aid development.
Because broadband continuous noise overlaps the speech signal in both time and frequency, it is the most difficult type of noise to remove. Unfortunately, it is also the most ubiquitous type of noise and has received the greatest attention in the development of noise reduction techniques.
Methods for Noise Reduction
In the past two decades, a number of different methods have been developed with the aim of reducing the perceived noisiness and increasing the intelligibility of noise-corrupted speech signals. Many of these methods are contained in a set of papers collected by Lim (1983) . The tutorial by Lim and Oppenheim (1979) presents a good review of the literature on noise reduction methods developed prior to 1979.
In this section we present a brief overview of the major techniques employed in the various noise reduction methods, with emphasis on methods that have found their way to real-time implementation. Since most of the methods have been developed to deal chiefly with slowly varying continuous noise, broadband as well as narrowband, much of the discussion focuses on that topic. Methods for reducing continuous noise can be classified generally into frequency-domain and time-domain approaches, and they are discussed in separate sections below. In contrast, the reduction of impulse noise has received relatively little attention; the relevant literature in that area is reviewed in a third section below. Figure 1 shows a canonical diagram for frequency-domain noise reduction. The incoming noisy speech signal is analyzed on a short-term basis, one block at a time. A block, which is typically in the range of 20 to 40 ms, is known as a frame. Each frame of noisy speech is spectrally decomposed (either by a discrete Fourier transform or a bank of bandpass filters), into a set of magnitudes and a set of associated phases, each magnitude-phase pair corresponding to a distinct frequency component. The noise reduction is achieved by appropriate adjustment of the set of spectral magnitudes. A waveform reconstruction process then combines the adjusted magnitudes with the nonmodified phases (through either an inverse Fourier transform or a set of bandpass filters), resulting in a signal that can be viewed as an estimate of the noncorrupted speech signal. The whole process is repeated for each frame of input signal.
FREQUENCY-DOMAIN METHODS

Overall Approach
The varirius noise reduction methods differ primarily in their approaches to spectral magnitude adjustment. All methods typically employ a speech activity detector, which detects when speech is present. If a decision that speech is not present is made, then one can estimate the spectrum of the background noise. This estimate is updated on a continuing basis to reflect possible changes in the background noise. For each frame of input signal, the then-current estimate of the noise spectrum is employed in some appropriate adjustment of the signal spectrum.
The different methods for signal spectral magnitude adjustment can be divided into two types: frequency-selective methods and transform-domain methods. Frequency-selective methods adjust the spectral magnitudes on a frequency-specific basis, i~e., the adjustment is performed at each frequency separately, while transform-domain methods perform the adjustment indirectly in a domain that is a mathematical transform of the spectrum. The two types of methods are described further below.
Yequency-Selectlve Methods
In frequency-selective methods, a speech-to-noise power ratio is computed at each frequency component, using the current estimate of the noise spectrum and the speech spectrum for the input frame. The signal spectral magnitude is then attenuated for each frequency component by an amount determined by a precomputed characteristic that gives the amount of attenuation for each speech-to-noise ratio. As a result, different frequency components are generally attenuated by different amounts, depending on the speech-to-noise ratio computed for each frequency component.
Because of their frequency-selective property, it is possible to use these methods to perform noise reduction with broadband noise as well as narrowband noise, including timevarying tones.
A number of approaches have been taken to derive suitable relations between magnitude attenuation and speech-to-noise ratio. In particular, the method of spectral power subtraction has been developed by several researchers (see, for example, Schroeder and Noll, 1965; Lim, 1978; Berouti, Schwartz, and Makhoul, 1978; Boll, 1979; Preuss, 1979) . McAulay and Malpass (1980) have developed techniques based on Wiener filtering and maximum likelihood estimation; improvements in the latter approach have been made by Ephraim and Malah (1984) . Examples of some of these attenuation versus speech-to-noise ratio plots are shown in Figures 2 and 3 . In general, as the speech-to-noise ratio decreases, i.e., the power of the speech decreases relative to the power of the noise at each frequency of interest, the attenuation of the spectral magnitude at that frequency is increased. In tb is fashion, regions in which the noise power is relatively more dominant are attenuated more than regions in which the speech power is more dominant. The result of this process is a reduction in the perceived level of noise. In addition to significant reduction in the perception of noise, the various approaches often introduce various types of low-level distortions in the signal. Most common is a lowlevel noise that has a musical or tonal quality that can be annoying to the listener. Several researchers have attempted to maintain high speech quality by using less attenuation while adding low-level white noise to the output to mask the musicality of the processed noise (Berouti et al., 1979; Ephraim and Malah, 1984) .
SPEECH-TO-NOISE RATIO (d9)
Heavy attenuation of spectral magnitudes can completely eliminate the perception of noise-but at the cost of reduced speech intelligibility, principally through the severe attenuation of low-energy speech sounds, such as consonants. Typically, some compromise is made between noise reduction and possible loss in speech quality or intelligibility. The issue of measuring possible enhancement in speech intelligibility is addressed below in the section on assessing human performance.
The effectiveness of noise reduction methods can be enhanced by exploiting certain time-dependent properties of the speech and noise. In addition to speech activity detection, which depends on the assumption that the noise statistics change more slowly in time than do those of the speech, improved speech quality can be effected by smoothing the spectral magnitudes in time in a manner that depends on whether the speech power level is rising or falling. An increasing speech level may reflect the onset of a speech event; hence, the smoothing time constant is shortened to capture better any low-energy speech information, such as in an initial consonant. A decreasing speech level uses a longer time constant to prevent any low-level trailing speech energy from being attenuated.
Transform-Domain Methods
In transform-domain methods, the signal spectrum is first transformed to another domain in which the noise reduction processing takes place. The most notable example of these methods is the one used in the INTEL system developed by Weiss and Aschkenasy (1975) , which began with an effort that predated the development of frequency-selective methods. In the INTEL method, the signal spectral magnitudes are first compressed by taking the fourth root of each magnitude (Aschkenasy, 1986) . (Various types of compression were attempted, including logarithmic compression and various nth-root compression rules, where n was varied over a wide range, but fourth root compresion yielded the best compromise between noise reduction with minimal speech distortion and real-time processing.) The compressed magnitudes are then transformed via a Fourier transform into a set of ordered transform coefficients. (For logarithmic compression, these coefficients are known as cepstral coefficients [Oppenheim and Schafer, 1975] but no standard name exists for arbitary nth-root compression.) Because broadband noise is typically concentrated in the low-order transform coefficients while speech is spread out over a wide range of coefficients, noise reduction is effected by attenuating the low-order transform coefficients through a transform subtraction process, whereby a weighted estimate of the noise transform is subtracted from the signal transform, taking care to retain the sign of each coefficient. (The weighting is higher for low-order coefficients by a factor of two approximately.) An inverse Fourier transform f. >.-wed by a process of expansion (by taking the fourth power for fourth-root compression) yields the set of adjusted spectral magnitudes, which are then combined with the original phases to obtain the output processed speech (see Figure 1) . The process also includes a smoothing technique that restores much of the power contour of the signal.
The INTEL process has been effective in reducing the perception of broadband noise. However, the method was not intended and, in fact, cannot be used to reduce the perception of narrowband noise, including tones. The reason is that, unlike broadband noise, narrowband noise affects the whole range of transform coefficients, not just the low-order coefficients. A separate frequency-selective method is used, therefore, to deal with narrowband noise (Aschkenasy, 1986) .
A different transform-domain method was developed by Suzuki and others (Suzuki, 1976; Suzuki, Igarashi, and Ishii, 1977; Nakatsui, 1979 ) whereby a Fourier transform of the signal power spectrum (the square of the spectral magnitudes) is taken first, resulting in an autocorrelation sequence. The low-order coefficients of this sequence are then attenuated to reduce the effects of broadband noise. Here the method diverges from that shown in Figure 1 in that the waveform reconstruction process is performed by splicing sections of the autocorrelation sequences of consecutive frames, followed by a spectral square-rooting process to maintain the proper spectral magnitudes. In effect, this method also modifies the short-term phase. The question of the possible benefits of phase modification is discussed next.
The Role of Phase
The canonical method for noise reduction shown in Figure 1 depends on adjusting the magnitudes of the short-term signal spectrum while keeping the phases the same. The question arises as to whether some adjustment of the short-term phase could aid in the noise reduction process. Theoretical arguments based on simplifying assumptions that model speech as a Gaussian random process show that keeping the short-term phase the same is the best one can do in estimating the speech from a noisy speech signal with additive Gaussian noise (Ephraim and Malah, 1984) .
In addition to the theoretical arguments that justified the focus on adjusting the magnitudes and not the phases of the short-term spectra, Weiss and Aschkenasy (1975) , Wang and Lim (1982) , and Ephraim and Malah (1984) performed controlled experiments to determine the relative perceptual importance of modifying the magnitudes and phases of the short-term spectrum. In one experiment, the spectral magnitudes of the noisy speech were not modified at all but the phases were set equal to those of the corresponding clean speech; the result of the waveform reconstruction was a signal that was perceptually the same as the noisy speech, with no perception of noise reduction. In the second experiment, the reverse was done: the spectral magnitudes were set equal to those of the corresponding clean speech, but the phases were kept unmodified as in Figure 1 . The result in this case was a signal that was perceptually similar to the clean speech, with complete elimination of the noise.
Theoretical as well as experimental evidence, therefore, points to spectral magnitude adjustment as the primary vehicle for noise reduction, with phase adjustment having little or no effect on noise reduction.
It should not be concluded from the above that the short-term phase is unimportant and therefore could be set to arbitrary values. Indeed, one could adjust the phase to distort the signal drastically, resulting in reduced quality and intelligibility. The correct conclusion is that by adjusting only the phase, one cannot hope to improve the quality of the noisy speech signal in any substantial way.
TIME-DOMAIN METHODS
The canonical frequency-domain noise reduction process depicted in Figure 1 can be viewed equivalently as a time-varying linear filtering process, wherein the spectral characteristics of the linear filter for each frame of input signal depends on the spectrum of the signal as well as the estimated spectrum of the noise. Since this linear filter does not adjust the phases of the input signal, it can be considered to have linear phase (or constant delay) for all frequency values and for all time. In several of the frequency-selective methods mentioned above, the linear filter is computed as the one that attempts to minimize the minimum mean-squared error between the estimated speech and the clean speech signal. Such a filter, known as a Wiener filter (Van Trees, 1968) , can be implemented in the frequency domain as in Figure 1 . A time-domain canonical implementation of the same filter is shown in Figure 4 . In this case, the Wiener filter operates on the input signal on a sample-by-sample basis. As in Figure 1 , the system in Figure 4 employs time-varying decisions, including speech activity detection and the estimation of the noise spectrum. This time-domain approach has been taken by Graupe et al. (1987) , who has developed noise reduction techniques for hearing aid applications. Separate parameter vectors for modeling the speech and the noise are estimated and used to design the Wiener filter. The Wiener filter is used whenever a decision is made that noise is present; if a no-noise decision is made, then the output is set equal to the input. Graupe states that the filter design further employs heuristics based on the characteristics of speech sounds. Although the general theory of Graupe's approach has been presented (Graupe, 1984) , a great deal of the detailed information needed to implement his techniques has not been published.
One approximation to the Wiener filter that has been used in noise reduction applications is Widrow's least-mean-squares (LMS) method (Widrow et al., 1975) . Usually, this method requires a second microphone to receive a correlated measurement of the noise process, but, owing to the fact that speech is highly correlated in time, the second input can be approximated by a delayed version of the noisy input, as shown in Figure 5 . A commercial product based on this approach has been developed by Paul (1978) . In some implementations of the LMS approach (Sambur, 1978; Veenemand and Mazor, 1987) , the delay is taken to be a pitch period, but this approach can lead to speech distortion during pitch changes and, more significantly, can result in the attenuation of unvoiced speech (as in consonants such as f, s, p, t, k). Furthermore, this approach requires knowledge of the pitch, which in itself is difficult to estimate in noise. Chabries et al. (1982 Chabries et al. ( , 1987 have tried to reduce these effects by using a delay of less than 0.5 ms, a duration over which the speech samples should be highly correlated. However, effective noise cancellation then depends on the assumption that the noise is uncorrelated over this short duration, which decreases the usefulness of the approach if the noise is narrowband or if slowly varying tones are present.
Even though the inner workings of time-domain methods are generally not as transparent as frequency-domain methods in their effect on the signal spectrum, the fundamental nature of what they are trying to accomplish is very similar. One salient difference between the two sets of methods, however, is the treatment of phase. In contrast with the frequency-domain methods mentioned above in which the short-term signal phase is not modified, time-domain methods typically modify the phase as well as the signal spectrum. However, whatever phase modification takes place is more a by-product of the time-domain operations than a deliberate attempt to manipulate the phase in the hope of reducing the noise. The remarks made above concerning the role of phase in noise reduction should also apply to time-domain methods.
IMPULSE NOISE REDUCTION
Previous sections described methods that were designed to reduce the effects of broadband noise and narrowband noise, including slowly varying tones. These methods are generally ineffectual against impulsive or intermittent noise. Therefore, a different approach is needed to reduce the perception of this type of noise. A number of methods have been developed in the context of reducing the effects of channel errors in digital transmission of speech, which is similar to the problem of removing impulse noise (Steele and Goodman, 1977; Kundu and Mitra, 1987) . Weiss and Aschkenasy (1978) have used similar techniques to remove impulsive interference occurring in a speech signal.
Ideally, it is desired to filter only those points in the input signal that are corrupted by impulse noise and leave the uncorrupted data points as they are. In general, this process requires a technique for thresholding and, if the threshold is passed, the data point is declared to be corrupted by noise and is subsequently filtered. The filtering usually involves a deletion of the noisy data and an interpolation to replace the deleted region by some speechlike waveform. A block diagram for a canonical impulse noise reduction procedure is shown in Figure 6 .
CONCLUSIONS
Different noise reduction methods have been designed to be most effective for different types of interference. Reduction of impulsive noise, for example, requires the use of timeselective modification of signal values, while slowly varying continuous noise (broadband and narrowband) is obtained chiefly through adjustment of the magnitude of the short-term signal spectrum. Modification of the short-term phase does not appear to be especially useful in the reduction of continuous noise. Generally, mathematical and statistical criteria have been used in the design of noise reduction methods with little regard for perceptual criteria derived from listening tests with human subjects. However, additional time-varying decisions that depend on knowledge of properties of speech and noise have been fruitfully incorporated. Examples include speech activity detection, estimation of the noise spectrum, and voiced/unvoiced decisions.
It is not surprising that the effectiveness of any noise reduction technique can be enhanced through the judicious application of properties of speech signals and noise and of human auditory perception. Although many noise reduction techniques have been based on one or another mathematical model of speech and noise, it is through research aimed at exploiting additional properties of speech and auditory perception that future improvements in the effectiveness of noise reduction techniques will be expected to emerge. The needed perceptual knowledge will require additional research effort into understanding further the perception of speech in noise by human listeners, as well as the formulation of such knowledge in appropriate mathematical form for use in the design of perceptually based noise reduction techniques.
Assessing Human Performance
The effectiveness of noise reduction techniques depends ultimately on their utility for human listeners. Upon examination of the existing literature on noise reduction methods, it is apparent that, although a good deal of engineering effort has gone into the design and implementation of noise reduction methods, there has been a conspicuous absence of parallel efforts aimed at the formal and controlled evaluation of these methods and devices using human listeners. Quantitative data on changes in speech intelligibility, comprehension, and operator workload when a particulr noise reduction method is used are often not available in the published literature. The limited test data that are currently available are unfortunately equivocal. Although the data show that speech quality may be improved by noise reduction techniques, parallel improvements in speech intelligibility have not been observed in any of the formal listening tests reviewed by the panel. In some cases, the data show decreases in performance with a particular algorithm. There is the suggestion that the failure to find improvements in speech intelligibility may be more a result of the particular tests used to measure speech intelligibility than a limitation of the noise reduction methods tested (Schmidt-Nielsen, 1987) . Developing more discriminating performance measures and retesting promising noise reduction techniques using those measures may assist in advancing the state of the art in this area.
In an attempt to understand better the results obtained in testing noise reduction techniques and to aid in the formulation of appropriate recommendations for future work, the panel felt it was important to consider first several of the major factors that have been shown to influence human performance in speech communication tasks. A summary of these factors is given in the next section. Following that is a review of the most common behavioral measures or tests currently used to assess speech intelligibility, quality, comprehension, communicability, and listener fatigue and workload. Then we summarize published results for several noise reduction methods that were tested in a small number of formal and informal studies.
The human listening tests used in evaluating noise reduction methods have been limited in scope. Although many of the systems developed have initially reported improvements in intelligibility, more rigorous testing under controlled laboratory conditions has generally , ielded negative 6itidings. Despite the limited and generally negative nature of these results, we end this discussion with some general conclusions about the effectiveness of these methods and about the appropriateness of existing perceptual tests for measuring speech intelligibility in noise. In some cases, our conclusions are based in part on unpublished 17 experimental data, on anecdotal evidence, and on the testimony of highly experienced listeners who have used a variety of techniques to help identify degraded speech signals.
FACTORS AFFECTING HUMAN PERFORMANCE
The performance of human listeners in any speech communication task is affected by a number of perceptual and cognitive factors (Pisoni, Nusbaum, and Greene, 1985) . To provide a framework for interpreting the results of human performance studies, we first consider a number of variables, exclading speech-to-noise ratio, that may affect an observer's performance in speech communication tasl's: (1) the specific requirements of the task, (2) the physiological and anatomical limitations of the human observer, (3) the experience and training of the human listener, (4) the message characteristics, (5) the structure of the speech signal, and (6) secondary or indirect effects of noise on performance. These factors often overlap and they interact in various ways to affect human performance.
Task Requirements
In some tasks the demands are relatively simple, such as deciding which of two known words was spoken. Other tasks are extremely complex, such as trying to recognize an unknown utterance from a virtually unlimited number of response alternatives. In addition to the primary communication task, the listener may also be engaged in some activities that already require substantial effort and processing resources. There is research in the cognitive psychology and human factors literature demonstrating the powerful effects of perceptual set, instructions, subjective expectancies, cognitive load, and response set on performance in a variety of perceptual and cognitive tasks (Wickens, 1984) . The amount of context and the degree of uncertainty in the task also strongly affect an observer's performance in substantial ways (Kantowitz and Sorkin, 1983) . Thus, it is necessary to understand the requirements and demands of a particular task before drawing any strong inferences about the listener's performance or about the utility of a particular speech processing technique. At the present time, the panel was unable to find any studies that investigate the interactions between these task variables and the effects of different noise reduction algorithms.
Physiological and Anatonical Limitations of the Observer
The second factor influencing perception of speech concerns the physiological and anatomical limitations on the human's ability to input, encode, store, and retrieve information. Because the nervous system cannot maintain all aspects of sensory stimulation, there are constraints on the human observer's capacity to input and encode raw sensory data. The listener must rapidly transform the input sensory data into abstract internal codes suitable for temporary storage in the working or short-term memory stem (Baddeley, 1986) . Encoded data from different sensory channels must pass through this limited capacity system before further information processing. Finally, information that has been sufficiently processed in short-term memory may be transferred to the long-term memory system for later retrieval. The bulk of research in perception and cognitive processes over the past 25 years has identified the short-term memory system as the major bottleneck in the internal flow of information (Shiffrin, 1976) . The amount of informatio that can be processed and held in short-term memory is severely limited by the listener's attentional state, past experience, and the quality of the original sensory input. These processing limitations interact with other factors to affect the listener's performance in a particular task.
Experience and Training
The third factor concerns the ability of human observers to learn rapidly effective cognitive and perceptual strategies to improve their performance in almost any task. When given appropriate feedback and training, subjects can learn to classify novel stimuli, remember complex stimulus sequences, and respond to rapidly changing stimulus patterns in different sensory modalities (Watson, Kelly, and Wroton, 1976; Kidd, Mason, and Green 1986; Nickerson and Freeman, 1974) . Clearly, the flexibility of subjects in adapting to the specific demands of a task is an important factor that must be considered in attempts to evaluate the effectiveness of any speech processing technique. Some changes may be dramatic, whereas others may require a more gradual period of perceptual learning and adaptation. One member of the panel suggested that some processing techniques may produce improvements in the performance of relatively inexperienced listeners, while other techniques may be of help only to highly experienced listeners who have had many hours of exposure to degraded speech signals. Apparently this issue has not been addressed in the published literature, although it is obviously relevant to the current problem.
Message Characteristics
The fourth factor concerns the constraints on the number of possible messages and the organization and linguistic properties of the messages. (This is clearly a major component of the general task requirements factor and is one of the better-studied areas of speech communication.) We summarize this factor by referring to the totality of all potential messages as the message set. A message set may consist of words that are distinguished only by a single phoneme, or it may consist of words and phrases of very different lengths, stress patterns, and phonetic variability. Use of these constraints by listeners depends on prior linguistic knowledge (Miller, Heise, and Lichten, 1951) . The choice and arrangement of speech sounds into words is constrained by rules of allowable sound sequences in a language; the arrangement of words in sentences is constrained by the grammar of the language; and finally, the meaning of individual words and the overall meaning of sentences in a text is constrained by the set of concepts that can be communicated in that language. The contribution of these various sources of knowledge to speech perception will vary substantially from isolated words, to sentences, to passages of fluent continuous speech. The effects on performance due to the characteristics of the message set are shown in Figure  7 , which is a plot of intelligibility (in percentage correct) as a function of the speech-to-noise level for different message sets (Webster, 1978) . At a given speech-to-noise level, increases in the predictability of the rnaterials yield improved intelligibility. The top horizontal scale of the figure shows a transformation of the speech-to-noise ratio called the articulation index. The articulation index is a procedure used to predict the effects of noise on speech by considering the weighted speech-to-noise levels in a set of frequency bands spaced across the speech spectrum (French and Steinberg, 1949; American National Standards Institute, 1969) .
Structure of the Speech Signal
The fifth factor refers to the physical structure of the speech signal itself. Speech signals may be thought of as the acoustic realization of a complex and hierarchically organized system of linguistic rules that map concepts into sounds. The acoustic properties of the speech signal are constrained in substantial ways by vocal tract acoustics and articulation (Stevens, 1964) Speech to noise ratio (dB)
Intelligibility of different test materials as a function of speech-to-noise ratio. Source: Webster (1978) . Reprinted by permission.
questions versus statements). Speech degraded by noise represents an impoverished acoustic signal that contains only a limited subset of the normal information-bearing elements of speech (Kryter, 1985) .
Secondary or Indirect Effects
Apart from its effect on the intelligibility of speech, a noisy environment may produce secondary or indirect effects on the performance of some tasks. Removing noise from a noisy speech signal may result in an improvement in the comfort or performance of a listener who is required to work for an extended listening period. However, it is not known whether long-term performance improvement can occur in the absence of observed changcs in traditional measures of intelligibility. The panel was unable to find any published research that addresses the issue of long-term improvement in human performance using noise reduction techniques. Investigators studying the effects of noise reduction on performance have suggested several hypotheses about the possible mechanisms involved in improving human performance (Hockey, 1983; Kryter, 1985; Loeb, 1986) :
(a) Reduction of some interference with "inner speech" (interference with working memory or rehearsal processes) or other cognitive processes.
(b) Modification of the information-processing strategies of the worker, for example, by changing the worker's attentional or observational strategies, speed-accuracy trade-off, or response criteria.
(c) Reduction of fatigue, arousal, distraction, and other effects related to noise as a stressor.
These hypotheses are not unreasonable; the noise literature includes some studies that support and others that fail to suggest each hypothesis. Unfortunately, given the present base of published data, it is not possible to draw conclusions about the validity of any of the hypotheses with regard to the usefulness of noise reduction algorithms.
EVALUATION OF SPEECH COMMUNICATION SYSTEMS
A number of well-established techniques for the evaluation of speech communication systems are presently available. In reviewing these techniques and their applicability to the evaluation of noise reduction devices, it is important to recognize that these evaluation techniques differ on an objective-subjective dimension. The words objective and subjective have widely different meanings to people with different backgrounds. Many engineers, for example, classify any evaluation technique involving human listeners as subjective; the term objective is reserved for evaluation techniques that are performed by mechanical means, such as a measuring instrument or a computer. To behavioral scientists, both terms are used to describe evaluation techniques that employ human observers: objective methods are those for which the responses of the human observer can be scored as correct or incorrect against a standard, while subjective methods elicit a judgment of preference that cannot be scored as correct or incorrect. In this report, when discussing tests that involve human listeners, our use of the terms subjective and objective conforms to the usage by behavioral scientists.
At one extreme, a communication system can be evaluated by measuring some physical parameters of the system (bandwidth, speech-to-noise ratio) and an evaluation index can be calculated, based solely on these physical measurements. Two examples of this approach are the articulation index (AI), first developed by French and Steinberg (1949) and later refined by Kryter (1962) , and the speech transmission index (STI) of Steeneken and Houtgast (1980) . At the other extreme, one can simply ask the listeners to evaluate the quality of a communication system. Such opinions can be quantified to some degree by using a rating scale or by counting the number of times one system is preferred to another. The basic response, however, is purely subjective; it is simply a personal preference of the listener. Between these two extremes are a number of well-established objective evaluation methods used by behavioral scientists to evaluate the performance of speech communication systems. A prime example is an intelligibility test, in which a list of words is transmitted and the percentage of words correctly understood by a human observer is the primary measure of performance. Such an evaluation technique is clearly not simply a matter of opinion; it reflects how well the human listener can discriminate or identify a set of speech signals heard through the communication system under evaluation. in part the problem one faces with many noise reduction devices is that there is a conflict between the purely subjective response and the intelligibility score results. Speech passed through the system sounds less noisy and may therefore be preferred in terms of a purely subjective response. The device does not, however, produce a higher score on the less subjective test in terms of the number of words correctly understood. Interpreting and understanding this conflict was one of the primary problems faced by the panel.
Of course, the valid evaluation of a system's effectiveness may be attainable only by studying actual users operating in the intended environment. Most of the experimental data with noise reduction systems has been obtained in laboratory situations that may not accurately emulate all the relevant operator, system, and environmental variables. To some extent, measures of system performance, whether or not based on objective measurements, are only as good as they can accurately predict performance in the real application environment.
We list below the types of techniques that have been em ployed in evaluating speech communication systems. They are discussed starting with the simpler procedures and proceeding to the more complex. The first throe procedures are all scorable in terms of a correct or incorrect response; the last procedure is purely subjective.
Speech Intelligibility Tests
The rrimary goal of speech communication is for the listener to identify the message produced by the speaker. The speech intelligibility test measures how well this goal is achieved. The speaker reads from a set of messages and the listener responds by transcribing the message. The intelligibility test score is the percentage of correctly received messages. An important variable in determining this score, as discussed earlier, is the size and structure of the potential set of messages. The message set used in most evaluations may be composed of isolated syllables, words, or sentences.
A variable of considerable importance in determining performance is whether the listener knows the set of potential message alternatives. If the listener knows items in the response set, we say the message set is closed. In that case, the listener is forced to select from a limited set of response alternatives on each trial. The set of messages can be less restricted, for example, to include all English words. In that case, we say the message set is open. This closed/open distinction is of importance for the present problem, since almost all speech intelligibility tests used in the early evaluations of noise reduction systems employed closed message sets (usually consisting of only two response alternatives).
The most common intelligibility tests use isolated words and closed response sets. Examples of these tests inrlude the modified rhyme test (MRT), which uses six alternatives that differ by a single consonant in either initial or final position (House et al., 1965) and the diagnostic rhyme test (DRT), which h&., Lwo-alternative responses on each trial consisting of pairs of words that differ by one distinctive feature in the initial consonant (Voiers, 1977b (Voiers, , 1983 . Because the answer sheets in these tests are multiple choice, the influence of the experience and training factor (discussed above) on the testing situation is minimized.
Other intelligibility tests present monosyllablic words in isolation or in standard carrier phrases using an open-response format in which the listener repeats the word heard on each trial. Examples of such open-response tests include word lists developed at the Central Institute for the Deaf (Hirsh et al., 1952) and at Northwestern University (Tillman and Carhart, 1966) . In contrast to closed-response tests, open-response tests require the listener to have a greater natural language ability, but such abilities may not correspond to those needed to perform a specific task.
-I IE I I II III Intelligibility scores have also been obtained for words presented in sentences as well as phonemes in isolated consonant-vowel or vowel-consonant nonsense syllables. In the latter c.se, confusion matrices can be generated and used for diagnostic purposes in identifying specific problems in the communication system (Miller and Nicely, 1955; Wang and Bilger, 1973) .
More recent efforts have been directed at the development of sets of sentences that differ in predictability, such as the speech perception in noise (SPIN) test (Kalikow, Stevens, and Elliott, 1977) or sentences in which there is a predominance of specific phonemes in various phonetic environments, such as the phoneme specific sentences test (Huggins aad Nickerson, 1985) . A property of all these intelligibility teats is that they involve measures of performance expressed as a percentage of correct responses. In all cases, subjects are required to transcribe or respond to the acoustic-phonetic properties of the speech signal (see also Picheny, Durlach, and Braida, 1985) . It is assumed that these minimal properties contribute substantially to speech perception and subsequent spoken language understanding.
Comprehension and Communicability Tests
A more global assessment of the performance of a communication system is the listener's ability to understand and respond to selected aspects of the linguistic message. Comprehension tests typically involve answering questions or verifying statements about the semantic or pragmatic content of speech produced in short sentences. The primary dependent variable in these tests is response latency (or delay), since accuracy scores are nearly perfect when the speech is presented under clear conditions. Under less favorable conditions, accuracy and response latencies may trade off, depending on the subject's criterion.
Communicability tests typically use a two-way communication task in which pairs of subjects interact using a given transmission system (Schmidt-Nielsen and Everett, 1982; Schmidt-Nielsen, 1985) . In some tests the subjects are required to carry out a specific task that involves the active exchange of information to solve a problem interactively. These tasks are often referred to as utility tests because the communication system is being used as it might be used in an actual application. The major advantage of a two-way test is that, because it is interactive, the talkers can adapt to the transmission system by talking more loudly or clearly, for example, if needed. This approach to assessing speech perception may be constrasted with the more traditional one-way tests that are concerned with testing the limits of a system to transmit attributes of the speech signal in isolation using speech intelligibility or speech quality tests.
Tests of Listener Fatigue, Workload, and Processing Capacity
A variety of experimental techniques can be used to measure the amount of processing capacity and resource allocation required for a given task. The results of these tests are typically interpreted as some index of the amount of mental effort or attention required by a listener to carry out a specific task. Many of the procedures involve memory tasks in which subjects are required to memorize and subsequently recall lists of words under different recall conditions (Rabbitt, 1966 (Rabbitt, , 1968 Luce, Feustel, and Pisoni, 1983) . Other techniques involve dual tasks in which the human operator is required to carry out at least two simultaneous tasks (Kantowitz and Sorkin, 1983) .
A number of experiments have measured the accuracy and speed of performance when additional tasks are added to the primary task. Primary and secondary task performance is assessed as a function of the difficulty of both task components (Wickens, 1984) . In addition to measures of cognitive workload based on performance, worker opinion questionnaires, interviews, and rating scales have also been employed. Some researchers have attempted to develop physiological measures of mental workload based on heartbeat rhythm and on components of the cortical evoked potential. At the present time, however, there are no standards for assessing workload that have been generally accepted (Gopher and Donchin, 1986) .
Speech Quality Tests
Numerous prccoduiees a.:3 tests have been developed over thu years tc mcasure speech quality and to quantify some of the more prominent subjective attributes or dimensions of speech (Munson and Karlin, 1962; Hawley, 1977; Nickerson and Huggins, 1977; Voiers, 1977a; Woodward and Cupples, 1983; Kitawaki, Honda, and Itoh, 1984) . The most common of these tests involve rating scales, questionnaires, or direct paired-comparisons that are used to elicit magnitude estimations or scaling responses from listeners. The scores obtained from these tests are often subjected to multidimensional scaling analyses to obtain psychological dimensions that can be related to physical properties of the particular systems under study (Shepard, 1972; Wish and Carroll, 1974) . Although often very highly correlated with each other, speech intelligibility and speech quality tests are assumed to measure different attributes of speech.
The human observer is an extremely flexible processor of information and is able to adapt his or her behavior quickly to specific task demands so as to produce optimal or near-optimal performance despite variation in certain irrelevant dimensions. In the case of traditional speech intelligibility tests, for example, listeners are often able to ignore stimulus attributes related to quality and naturalness and direct their attention to the acoustic-phonetic properties of the speech signal that distinguish minimal pairs of words. Similarly, listeners are able to ignore many attributes related to phonetic intelligibility and focus their attention instead on judgments of speech quality or preference. The degree to which speech intelligibility and quality attributes can be selectively ignored by the listener depends largely on the specific demands of the listening task.
EVALUATION OF NOISE REDUCTION METHODS
Over the years, a number of noise reduction methods have been developed to improve the quality and the intelligibility of speech degraded by background noise, and a number of perceptual tests have been carried out to assess the effects of those methods on listener performance. Lim and Oppenheim (1979) have reviewed many of these methods and have reported the results of speech discrimination and speech quality tests. The general conclusion that emerged from their survey was that, although many of the proposed noise reduction systems obtained higher ratings in speech quality in terms of reduced perception of noisiness, there was little if any corresponding improvement in speech intelligibility scores for familiar materials. Indeed, of the systems reviewed, almost all of them actually reduced intelligibility scores, and those that did not appeared to introduce other degradations in speech quality, as previously mentioned. Thus, the results of their survey were less than encouraging and led them to conclude that a great deal more basic research remained to be done before any improvements would be observed.
Since the Lim and Oppenheim (1979) review, research has continued on the development of noise reduction methods; several methods were described in the previous major section.
The Rome Air Development Center (RADC) speech enhancement unit (SEU), developed by Weiss and Aschkenasy (1978) , was tested in an Air Force operational radio communication environment having a relatively low speech-to-noise ratio (Woodard and Cupples, 1983) . The unit was evaluated in several ways using traditional speech intelligibility tests (DRTs), a speech quality evaluation test measuring readability (i.e., overall speech quality) using a five-point subjective rating scale, and copying-time measures. The results of these tests using the SEU showed no overall increase in DRT intelligibility scores, an increase of one point in the five-point speech quality (readability) scores, and a decrease in message copying times. These findings were interpreted as improvements in human processing efficiency and, therefore, as decreases in operator workload with the processing unit in use (Cupples and Foelker, 1987) .
Representative of the frequency-selective noise reduction methods is that of McAulay and Malpass (1980) , which showed no improvement in intelligibility as measured by the closed-response DRT (Sandy and Parker, 1982) .
Some performance tests have been conducted recently with a noise reduction system for hearing aids, the Zeta Noise Blocker (a chip-level hardware version of the Wiener filter described above), developed by Graupe et al. (1987) . Speech intelligibility tests using the Northwestern University monosyllabic word lists under five noise conditions were carried out by Stein and Dempsey-Hart (1984) . Depending on the noise spectra, statistically reliable increases in intelligibility were observed in both normal-hearing listeners and listeners with a sensorineural hearing loss. The largest improvements in intelligibility scores were observed with iow-frequency noise (600 to 800 Hz) and with a noise referred to as "cafeteria noise," the characteriestics of which were not specified. No improvement was observed with noise having a flat spectrum.
Another study of the Zeta Noise Blocker was carried out by Wolinsky (1986) using 18 subjects with moderate to severe sensorineural hearing loss. Monosyllabic words from the Northwestern University lists were presented in four noise conditions. Of the 18 patients, 17 displayed statistically significant improvements using the Zeta adaptive filter in one or more of the noise conditions. As in the previous study, the greatest improvements were observed in the low-frequency noise and the "cafeteria noise" conditions, although some patients showed improvements in the higher-frequency noise condition. In both studies (Stein and Dempsey-Hart, 1984; Wollinsky, 1986) , subjects were allowed to adjust the volume controls of their hearing aids in both filter-on and filter-off conditions. It is therefore not possible to determine unequivocally what proportion of the observed improvements were attributable to the action of the Zeta Noise Blocker, the change in overall hearing aid gain that would result from adjustment of the volume control, or the interaction between these two factors.
In addition to these studies, anecdotal evidence from some highly experienced listeners suggests that noise reduction techniques may be helpful in analyzing speech from noisy rccordings. Despite the absence of quantitative evidence to support their conclusions, expert listeners consistently report that noise reduction methods and other signal processing techniques appear to be beneficial in performing transcription tasks with poor quality speech (see the appendix). Other experiments have also shown, however, that listeners can learn to listen to severely distorted speech and increase their comprehension of it (Tobias and Irons, 1973) .
Finally, no independent evaluations comparing two or more noise reduction methods under similar conditions have been reported in the literature. This situation makes it difficult, if not impossible, to choose among competing methods on an objective basis.
CONCLUSIONS
Performance data on the evaluation of noise reduction devices present a mixed picture. No improvement in speech intelligibility has ever been reported when a test using a closedresponse set has been used to evaluate speech intelligibility. The most frequently used test is the diagnostic rhyme test, which involves discriminating between only two response alternatives. Balanced against these negative test results are the findings obtained in evaluations based on purely subjective judgments of speech quality. These assessments almost always show that noise reduction devices produce improved ratings of speech quality. Trying to resolve this conflict became a major preoccupation of the panel. In recent intelligibility tests, using an open-response format, increases in intelligibility have been observed for at least one noise reduction method under a few noise conditions for both normal and pathological ears. However, several reservations were noted about the experimental procedures used in these studies.
The panel concludes that any increases in intelligibility that may result from the use of existing noise reduction techniques are sufficiently small in magnitude that they cannot be measured by closed-response tests such as the DRT. The panel therefore recommends the use and development of intelligibility testing methods with higher sensitivity, such as open-response tests, to assess speech intelligibility with noise reduction methods. Promising noise reduction techniques should then be tested using these intelligibility tests. Since no studies have been reported to assess the effects of noise reduction techniques on listener fatigue, workload, or mental effort, such studies obviously need to be performed as well. In general, the panel believes that noise reduction devices may be beneficial in many situations and recommends that more extensive assessment be instituted.
After reviewing and evaluating the effectiveness of several techniques designed to remove noise from noise-degraded speech signals, the panel reached a number of conclusions.
(1) Some noise reduction methods at present appear to be useful in improving the quality of speech in noise. short-term (20 to 40 ms) spectral magnitude of the noisy speech signal, rather than by adjustment of the short-term phase. (7) Mathematical and statistical criteria have mainly been used in the design of noise reduction methods with minimal regard for perceptual criteria derived from studies using human listeners. (8) Noise reduction is enhanced by the use of short-term time-dependent decisions, such as estimation of the noise spectrum, temporal speech characteristics, and type of speech (e.g., voiced or unvoiced).
The above conclusions lead to several corollary recommendations, which point to the need for a program of basic and applied research to develop new testing procedures that are more appropriate for evaluating noise reduction methods and to reassess promising noise reduction methods using the new testing procedures. For developing improved noise reduction techniques, the panel stresses the need for discovery and mathematical formulation of properties of human speech perception in noise, to be used in the derivation of new perceptually based design criteria. Specifically, the Panel makes six recommendations. 
RECOMMENDATIONS (1)
. i II
One of the members of the panel, Thomas Stockham, has had many years' experience as a part-time tape analyst and transcriber. This experience, which began with his participation as one of the six members of the advisory panel on White House tapes appointed by Chief Judge John J. Sirica in 1973, has involved a wide variety of real-life tapes. These tapes have brought him in contact with a number of speech recordings in which the speech was embedded in quantities of noise that seriously compromised the intelligibility or of the transcribability of the speech signal. Over the last 14 years, Stockham transcribed approximately 15 tapes averaging five or so minutes in duration. As is usually the case, there was never a ground-truth transcript to compare with the results. Nevertheless, certain aspects of the transcribing experience, the way the meanings of the transcript evolve, and occasional and informal interactions with the conversational participants convinced him that the technical aids used for enhancing the accuracy and completeness of such transcripts are distinctly effective. Stockham estimates that an additional 5 to 20 percent of the text can be transcribed, depending on the methods used and the signal being transcribed, with the increase often containing pivotal material. By virtue of his working habits, Stockham has had occasion to notice an important phenomenon. After much listening time without technical aids had produced a transcript, the introduction of technical aids almost always produced a new flurry of discovery. Although possible, it seems unlikely to him that this new discovery comes from heightened perception induced by the anticipation of what the new method might bring. Neither does it seem likely to him that the new discovery is a chance phenomenon.
While he always works alone, Stockham has often had occasion to share his experiences concerning each transcription with others. There is general agreement concerning the independently discovered advantages of the methods described below. In addition, there seems to be a protocol for listening that is common to the habits of listeners who work in this area. Indeed, in these discussions the ranking of the effectiveness of many techniques among different workers seems to be similar.
In the course of trying to develop as complete a transcript as possible while seeking high accuracy, Stockham employed a collection of signal processing and playback methods as aids to understanding the speech. These methods spanned the spectrum from highly sophisticated computer-based algorithms to the relatively simple use of tone controls, tape speedup or slowdown, etc. These analyses generally place a high premium on accuracy with essentially no time constraints. It seems likely that these experiences apply broadly, and
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Stockham is convinced that the use of these methods materially aids in the production of an accurate transcript.
The methods Stockham used in producing as complete a transcript as possible from a noisy tape recording involved not only the processing of the recorded signal by various methods, but also a discipline of listening and listening practice. The processing methods involved a variety of computer-based techniques for the removal of noise, reverberation, resonance, tones, and static. (Some of these techniques are similar to those examined in this report.) In addition to these, he used real-time hardware such as highpass and lowpass tunable filters, octave and one-third-octave-band equalizers, accurate tone controls, volume compressors and expanders, variable-speed tape players, computer-based random access digital audio editors, and sound-conditioned listening rooms. All of these were used in a variety of combinations or separately. As part of the listening discipline, a variety of practices have been found useful in increasing productivity:
" Listening at high levels and low levels. " Repetitive listening to single sentences or important phrases.
• Enforced periods of rest. " Alternation of concentrated examination of critical sections with global review of the entire recording.
In addition, it is clear to Stockham that regular listening practice was an important ingredient in the productivity and accuracy of his efforts. This practice was important regardless of the number of technical aids employed. In conclusion, Stockham's judgment as an experienced listener is that software and hardware processing of noise-contaminated speech recordings can almost certainly produce transcripts superior to those that can be obtained without their use.
