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Abstract
We obtain the distribution of the sum of n random vectors and the distribution of their
quadratic forms: their densities are expanded in series of Hermite and Laguerre polynomials.
We do not suppose that these vectors are independent. In particular, we apply these results to
multivariate quadratic forms of Gaussian vectors. We obtain also their densities expanded in
Mac Laurin series or in the form of an integral. By this last result, we introduce a new method
of computation which can be much simpler than the previously known techniques. In
particular, we introduce a new method in the very classical univariate case. We remark that we
do not assume the independence of normal variables.
r 2003 Elsevier Inc. All rights reserved.
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0. Introduction
Let X be a p  n random matrix deﬁned on a probability space ðO;A;PÞ; X ¼
fXi;jg ¼ ðX1;X2;y;XnÞ; where Xj ¼ ðX1;j;y; Xp;jÞ0ARp for j ¼ 1;y; n: It is neither
assumed that X is normal nor that X1;X2;y and Xn are independent. It is assumed
only that X has a density j with respect to Nnpð0; InpÞ; jAL2:
In this paper one obtains the probability density function of Y ¼ ðY1;y; YpÞ0 for
two cases: (i) Yi ¼
Pn
j¼1 Xi;j and (ii) Yi ¼
Pn
j¼1 X
2
i;j ; i ¼ 1;y; p: In order to obtain
this result, the properties of Hermite and Laguerre polynomials are used.
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Of course, many applications of these results are possible. But the main one is the
calculation of quadratic forms of Gaussian vectors. Their importance is well known.
Of course, the univariate case is the most used case. Recall that the density of Y has
been obtained as an expansion in Laguerre polynomials by Gurland [17], Tiku [39],
Kotz et al. [24] and Gideon and Gurland [12] when the Xj ’s are independent (cf. also
[8,13,14,35]). Of course, we know that this assumption is not important because it is
always possible to bring back in this case.
It is not the same thing for the multivariate case. Then, in order to obtain the
distribution of Y ; it was necessary to assume that X1;X2;y and Xn are independent
(cf. also [21]).
Under this assumption, several authors have studied this problem by using
Laguerre polynomials. D’jachenko [11], Grifﬁths [15], Jensen [19], Sarmanov [36],
Lai and Moore [26], Royen ([33], [34]) have studied the case p ¼ 2: Krishnamoorty
and Parthasarathy [25], Khatri et al. [22] have extended these results to the
multivariate case ðp42Þ:
Let S2s ¼ ðXs;1  Xs:Þ2 þ ðXs;2  Xs:Þ2 þ?þ ðXs;n  Xs:Þ2 with Xs: ¼ ð1=nÞðXs;1 þ
Xs;2 þ?þ Xs;nÞ: Then, Jensen [19] has obtained the distribution of ðS21;S22;y;S2pÞ
by using Laguerre polynomials.
On the other hand, the distribution of ðX 20 þ X 21 ; X 20 þ X 22 ;y; X 20 þ X 2n Þ has been
also studied when ðX0; X1;y; XnÞBNnþ1ð0; Inþ1Þ (where Inþ1 is the identity matrix
ðn þ 1; n þ 1Þ). In particular, Kibble [23] has used Laguerre series. Mathai and
Moschopoulos [27] have studied the distribution of ðX 20 ; X 20 þ X 21 ; X 20 þ X 21 þ
X 22 ;y; X
2
0 þ X 21 þ X 22 þ?þ X 2n Þ:
Recall that several authors have used other methods to obtain these distributions
(cf. [21] or Blacher [2]). Recall also that Blumenson and Miller [3], Miller and
Sackrowitz [28], Jensen [19] and Sarmanov et al. [37] have extend some results at the
non-central case. Now, by using these ways, according to Johnson and Kotz [21,
p. 230], derivation of explicit expression for the joint distribution is difﬁcult.
In this paper, we shall see that we can resolve all these problems, by a simple way
and in a general form. With this aim, we use the Hermite polynomials Hj and
hj ¼
ﬃﬃﬃ
j!
p
Hj and the Laguerre polynomials L
a
j and L
a
j ¼ 2jGðaÞ1=2 ½Gðj þ
aÞj!1=2Laj : ð2pÞ1=2
R
HjðxÞHkðxÞex2=2 dx ¼ 2aGðaÞ1
R
Laj ðxÞLakðxÞxa1ex=2 dx ¼
dj;k where dj;k is the Kronecker delta. We shall prove that L
n=2
q ðxÞ ¼
CqEfH2q½ðBxÞ1=2g where E is the expectation, Cq is a constant, and
BBBetað1=2; ðn  1Þ=2Þ; the beta distribution on ½0; 1 with parameters 1=2 and
ðn  1Þ=2:
Theorem A. Let n41: Assume that there exists two random matrices U ¼ fUi;jg ¼
ðU1;U2;y;UnÞBNnpð0; InpÞ and B ¼ ðB1; B2;y; BpÞ0ARp where BjBBetað1=2;
ðn  1Þ=2Þ for j ¼ 1; 2;y; p: Let Z ¼ ðZ1;Z2;y;ZnÞ ¼ iU þ X where i2 ¼ 1:
Suppose that X has a density jAL2ðRnp; Nnpð0; InpÞÞ with respect to Nnpð0; InpÞ:
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Then, in case (i) Y has a density fAL2ðRp; Npð0; nIpÞÞ with respect to Npð0; nIpÞ:
f ðy1; y2;y; ypÞ ¼
X
ðq1;q2;y;qpÞANp
E
Yp
j¼1
Zj;1 þ Zj;2 þ?þ Zj;nﬃﬃﬃ
n
p
 qj( )

Hq1ð y1ﬃﬃnp ÞHq2ð y2ﬃﬃnp ÞyHqpð ypﬃﬃnp Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q1!q2!yqp!
p :
In case (ii), Y has a density gAL2ðRp; gðn=2; 2Þ#pÞ with respect to gðn=2; 2Þ#p ; the
product chi-square distribution on Rp:
gðy1; y2;y; ypÞ ¼
X
ðq1;q2;y;qpÞANp
E
Yp
j¼1
½Z2j;1 þ Z2j;2 þ?þ Z2j;nqj
( )
 EfH2q1ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B1y1
p ÞH2q2ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2y2
p ÞyH2qpð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Bpyp
p Þgﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2q1!2q2!y2qp!
p :
Then, this theorem is the generalization of the previously known results under the
hypothesis that X1;X2;y;Xn are independent. It is also the generalization at non-
normal case and at multivariate case.
Of course, it can be applied to calculate the density of Y when it is possible to
compute moments, for example, when X has a density which is polynomial, uniform,
beta, trigonometric or normal. Moreover, it can be used to compute the rate of
convergence in Central Limit Theorem.
Now, remark that, if p ¼ 1; the density of X1 þ X2 þ?þ Xn; is equal to
f ðyÞ ¼
XN
q¼0
nq=2E
½Z1 þ Z2 þ?þ Znq
q!
 
hq
yﬃﬃﬃ
n
p
 
;
and the density of X 21 þ X 22 þ?þ X 2n ; is equal to
gðyÞ ¼
XN
q¼0
EfðZ21 þ Z22 þ?þ Z2nÞqg
2q!
Efh2qð
ﬃﬃﬃﬃﬃﬃ
By
p
Þg:
This very interesting form has been obtained by using remarkable properties of
Hermite and Laguerre polynomials. Recall that the efﬁciency of these polynomials is
known: in other mathematical problems, they have given remarkable proofs and
results (e.g. Daubechies–Grossman [10] by Bargmann transform). Then, Theorem A
can be probably useful to obtain other statistical results. In this paper, we shall show
how, by using Theorem A, it is possible to obtain g under very practical form for
Gaussian vectors.
Then, in this introduction, we assume from now on that XBNnpðm; CÞ with jCja0
(jCj is the determinant of C). Of course, X has a density j with respect to Nnpðm; CÞ:
If jAL2; one can apply Theorem A.
Now, assume Inp  CX0 (the matrix Inp  C is positive semi-deﬁnite): it is always
possible to assume that by using a random vector k1X instead of X : In this case, j;
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the density of X ; belongs to L2: Moreover, Theorem A holds with the topology of
uniform convergence on all compact sets.
Theorem B. Assume XBNnpðm; CÞ with n41; Inp  CX0 and jCja0: Let T ¼
fTi;jg ¼ ðT1;T2;y;TnÞBNnpð0; Inp  CÞ and S ¼ fSi;jg ¼ ðS1;S2;y;SnÞ ¼ iT þ m
where m ¼ fmi;jg ¼ ðm1;m2;y;mnÞ ¼ EfXg:
Then, X has a density function j with respect to Nnpð0; InpÞ;
jAL2ðRnp; Nnpð0; InpÞÞ; and, in case (ii), Y has a density gAL2ðRp; gðn=2; 2Þ#pÞ
with respect to gðn=2; 2Þ#p :
Moreover, with the topology of uniform convergence on all compact set of R
p
þ;
gðy1; y2;y; ypÞ ¼
X
ðq1;q2;y;qpÞANp
E
Yp
j¼1
½S2j;1 þ S2j;2 þ?þ S2j;nqj
( )
 EfH2q1ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B1y1
p ÞH2q2ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2y2
p ÞyH2qpð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Bpyp
p Þgﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2q1!2q2!y2qp!
p :
Then, by using Theorem A, we shall prove the following theorems (cf also [29,32]).
Theorem C. We keep the hypotheses of Theorem B. Then, for all ðy1; y2;y; ypÞARpþ;
gðy1; y2;y; ypÞ ¼
X
ðq1;q2;y;qpÞANp
dq1;q2;y;qp y
q1
1 y
q2
2 yy
qp
p ;
with
dq1;q2;y;qp ¼
Yp
j¼1
Gðn=2ÞGð1=2þ qjÞ
Gð1=2ÞGðn=2þ qjÞ2qj!
 !
 E
Yp
j¼1
e
S2
j;1þS2j;2þ?þS2j;n
2 ðS2j;1 þ S2j;2 þ?þ S2j;nÞqj
( )
:
Theorem D. We keep the hypotheses of Theorem B. Let In be the modified Bessel
function of the first kind. Then, for all ðy1; y2;y; ypÞARpþ;
gðy1; y2;y; ypÞ
¼ 2
pðn2Þ
2 Gðn=2ÞpE
Yp
j¼1
e
S2
j;1þS2j;2þ?þS2j;n
2
In2
2
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðS2j;1 þ S2j;2 þ?þ S2j;nÞyj
q
Þ
fðS2j;1 þ S2j;2 þ?þ S2j;nÞyjg
n2
4
8><
>:
9>=
>;:
We remark that if C ¼ In; Y has a non-central w2 distribution: one retrieves
the classical formula with S21 þ S22 þ?þ S2n ¼ m21 þ m22 þ?þ m2n (e.g. cf. [20, (5),
p. 133]).
Of course, one can also obtain the density of Y when Yi ¼ St;sas;tXi;sXi;tX0: for
each i; one can write Yi ¼ SjðX ni;jÞ2 with X ni;j ¼ Stgi;j;tXi;t: The density of Y is
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obtained by using Theorem D with fX ni;jg: We remark that Xni;1; X ni;2;y; and Xni;n are
independent for each i: But, that does not mean that the X ni;j’s, i ¼ 1;y; n;
j ¼ 1;y; p; are independent.
As a matter of fact, if p41; it is generally impossible to bring back in the
case where the vectors X1;X2;y; and Xn are independent. Therefore, by using
Theorems B–D, g can be computed in very numerous cases for which it
was impossible by using previously known results. In particular, by using these
theorems, classical results obtained under the independence hypothesis can be
generalized to almost all kind of mixing processes. For example, in this paper, we
consider the generalization of the results of Rao about Wishart distribution to
ARMA processes.
Moreover, Theorem D gives a very simple way to compute g: For example,
by using MATLAB, one can obtain g immediately with minimal com-
putations. Then, in some cases, this method is much simpler than the previous
ones.
Therefore, this method is useful, not only for the cases previously unknown, but
also for the case where the old methods were complicated. In particular, if p ¼ 1; it
also provides a new method to compute the distributions of X 21 þ X 22 þ?þ X 2n
which can be much simpler than classical methods.
1. Properties of Hermite and Laguerre polynomials
The following results are needed.
Lemma 1.1. Let U and B be two independent random variables with UBNð0; 1Þ and
BBBetað1=2; a  1=2Þ: Then the following properties hold:
(i) For all jAN; H2jðxÞ ¼ H2jðxÞ; H2jþ1ðxÞ ¼ H2jþ1ðxÞ; H2jðxÞ ¼ L1=2j ðx2Þ:
(ii) For all jAN; a41=2; hjðxÞ ¼ E½ðiU þ xÞj and Laj ðxÞ ¼ 1ð2jÞ! E½ðiU 
ﬃﬃﬃﬃﬃﬃ
Bx
p Þ2j:
(iii) Laj ðxÞ ¼ 12j! Efh2jð
ﬃﬃﬃﬃﬃﬃ
Bx
p Þg:
(iv) Let a41=2: For every K41; and for all compact set K; there exists JAN; such
that, for all jXJ and all xAK; jh2jðxÞjpK
2jð2jÞ!
2j j! and jLaj ðxÞjpK2j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðjþaÞ
j!GðaÞ
q
:
(v) For all t and xAC; extt
2=2 ¼PNj¼0 hjðxÞ tjj!:
(vi) xj ¼P½j=2s¼0 j!2ss! ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðj2sÞ!p Hj2sðxÞ:
(vii) For all jANn; xEfðiW þ xÞjg ¼ EfðiW þ xÞjþ1g þ jnEfðiW þ xÞj1g where
WBNð0; nÞ; nANn:
(viii) Let X and U be two independent normal variables, XBNð0; s2Þ and UBNð0; 1Þ:
Let S2 ¼ s2  1: Then, for all kAN; E½ðiU þ X Þ2kþ1 ¼ 0 and E½ðiU þ XÞ2k
¼ S2k2k!
2kk!
:
(ix) If Sa0; E½HjðiUþXS ÞHkðiUþXS Þ ¼ dj;k:
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Equalities (i) and (ii) are known (cf. [38, 5-6-1, p. 105]; [18, A-30, p. 312]). The
second equality of (ii) is proved by using moments of Beta density. One proves (iv)
by using moments of normal distributions.
Equality (v) is Taylor’s theorem. This theorem is often given when x and tAR (cf.
[38, 5-5-7, p. 105]). But, this result is also true if x and tAC:
Equalities (vi) and (viii) are obtained by using properties of Hermite polynomials.
Equality (vii) follows from [7, 2-28, p. 153].
In order to prove (ix), one remarks that E½ðiU þ X Þk ¼ ½Sk=skE½X k and one
writes HjðxÞ ¼
Pj
s¼0 aj;sx
s:
Now, we study the Fourier transforms of Hermite and Laguerre
polynomials.
Lemma 1.2. For all jAN; the following equalities hold:
ð2pÞ1=2
Z
eitxhjðxÞex2=2 dx ¼ ðitÞjet2=2;
Z
eitxLaj ðxÞ
xa1e
x
2
2aGðaÞ dx ¼
1
2j j!
2it
1 2it
 j
1
ð1 2itÞa:
These equalities are proved by integrating by parts (cf. [18, A-28, p. 312; 38, (19),
p. 376] or [12]).
An explicit inversion formula of Fourier transform is deduced.
Proposition 1.3. Let fM be the characteristic function of a probability M
defined on Rn: Then, M has a density function f with respect to Nnð0; sInÞ;
fAL2ðRn; Nnð0; sInÞÞ:
f ðx1; x2;y; xnÞ ¼
X
ðk1;k2;y;knÞANn
ak1;k2;y;kn Hk1ðx1=sÞHk2ðx2=sÞyHknðxn=sÞ;
if and only if
fMðt1; t2;y; tnÞ
¼
X
ðk1;k2;y;knÞANn
ak1;k2;y;kn
ðsit1Þk1ðsit2Þk2yðsitnÞknﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k1!k2!ykn!
p
0
@
1
Aes2ðt21þt22þ?þt2nÞ=2;
with
P
ðk1;k2;y;knÞANn ðak1;k2;y;knÞ
2oþN:
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Proposition 1.4. Assume M defined on R
p
þ: Then M has a density function g, with
respect to gðn=2; 2Þ#p ; gAL2ðRp; gpðn=2; 2Þ#pÞ:
gðx1; x2;y; xpÞ ¼
X
ðk1;k2;y;kpÞANp
ak1;k2;y;kp L
n=2
k1
ðx1ÞLn=2k2 ðx2Þ?L
n=2
kp
ðxpÞ;
if and only if
fMðt1; t2;y; tpÞ ¼
Yp
s¼1
ð1 2itsÞn=2
 ! X
ðk1;k2;y;kpÞANp
ak1;k2;y;kp

Yp
s¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gðn=2þ ksÞ
Gðn=2Þks!
s
2its
1 2its
 ks !
;
with
P
ðk1;k2;y;kpÞANp ðak1;k2;y;kpÞ
2oþN:
In order to prove these results, it is enough to use the following lemma.
Lemma 1.5. Let Q be a probability defined on Rn: Let fBkgkANn be an orthonormal
basis of L2ðRn;QÞ and let fakgkANn be a real sequence such that
P
kANn a
2
koþN: Let
x ¼ ðx1; x2;y; xnÞARn and t ¼ ðt1; t2;y; tnÞARn: We set dx ¼ dx1dx2ydxn:
Then
R
eitx
0 ðPkANn akBkðxÞÞQðdxÞ ¼PkANn ak R eitx0BkðxÞQðdxÞ; the sum of
the summable family fak
R
eitx
0
BkðxÞQðdxÞgkANn with the topology of uniform
convergence.
Proof. Let D be a ﬁnite subset of Nn: Then, by Schwartz inequality,Z
eitx
0 X
kANn
akBkðxÞ
 !
QðdxÞ 
X
kAD
ak
Z
eitx
0
BkðxÞQðdxÞ
 

2
p
Z X
keD
akBkðxÞ
 !2
QðdxÞ ¼
X
keD
a2k: &
2. Distribution of the sum and of quadratic forms
2.1. Some propositions
At ﬁrst, suppose that X has a density with respect to normal distribution.
Proposition 2.1. Let V ¼ ðV1; V2;y; VpÞ0ARpBNpð0; IpÞ; such that V and X are
independent. Assume that X has a density jAL2ðRnp; Nnpð0; InpÞÞ with respect to
Nnpð0; InpÞ:
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Then, in case (i), Y has a density function f with respect to Npð0; nIpÞ;
fAL2ðRp; Npð0; nIpÞÞ:
f ðy1; y2;y; ypÞ
¼
X
ðq1;q2;y;qpÞANp
E
Yp
j¼1
½iVj þ n1=2ðXj;1 þ Xj;2 þ?þ Xj;nÞqjﬃﬃﬃﬃﬃ
qj!
p
( )
 Hq1
y1ﬃﬃﬃ
n
p
 
Hq2
y2ﬃﬃﬃ
n
p
 
?Hqp
ypﬃﬃﬃ
n
p
 
:
Proof. For all x ¼ fðx1;1; x1;2;y; x1;nÞ;y; ðxp;1; xp;2;y; xp;nÞgARnp; one can write
jðxÞ ¼PkANnp akðQpj¼1 Qns¼1 Hkj;sðxj;sÞÞ; where k ¼ fðk1;1; k1;2;y; k1;nÞ;y;
ðkp;1; kp;2;y; kp;nÞg:
Then, in order to prove Proposition 2.1, it is enough to use Lemma 1.1(ii) and the
following property.
Lemma 2.2. Under the assumptions of Proposition 2.1, Y has a density with respect to
Npð0; nIpÞ:
f nðy1; y2;y; ypÞ ¼
X
ðq1;q2;y;qpÞANp
Tq1;q2;y;qp Hq1
y1ﬃﬃﬃ
n
p
 
Hq2
y2ﬃﬃﬃ
n
p
 
y
Hqp
ypﬃﬃﬃ
n
p
 
AL2ðRp; Npð0; nIpÞÞ;
with Tq1;q2;y;qp ¼
P
jkj¼q akf
Qp
j¼1 ð
Qn
s¼1 ðkj;s!Þ1=2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qj!=nqj
p g; where Pjkj¼q is the
sum over all k ¼ fðk1;1; k1;2;y; k1;nÞ;y; ðkp;1; kp;2;y; kp;nÞgANnp such that
kj;1 þ kj;2 þ?þ kj;n ¼ qj for j ¼ 1; 2;y; p:
Proof. One can write the following equalities:
Efexp½it1ðX1;1 þ X1;2 þ?þ X1;nÞ þ?þ itpðXp;1 þ Xp;2 þ?þ Xp;nÞg
¼
X
kANnp
ak
Yp
j¼1
Yn
s¼1
Z
eitjxj;s Hkj;sðxj;sÞð2pÞ1=2ex
2
j;s=2 dxj;s
 !
ðby Lemma 1:5Þ
¼
X
kANnp
ak
Yp
j¼1
Yn
s¼1
ðitjÞkj;sﬃﬃﬃﬃﬃﬃﬃﬃ
kj;s!
p et2j =2
 !( )
ðby 1:2Þ
¼
X
qANp
X
jkj¼q
ak
Yp
j¼1
Yn
s¼1
ðkj;s!Þ1=2
 !
ðitjÞqj ent2j =2
 !( )
ðcf : proof of Lemma 1:5Þ
¼
X
qANp
Tq
Yp
j¼1
ðqj!Þ1=2ðn1=2itjÞqj ent2j =2
 !
:
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Then, by Schwarz inequality,
T2qp
X
jkj¼q
a2k
8<
:
9=
;
X
jkj¼q
Yp
j¼1
Yn
s¼1
ðkj;s!Þ1
 !
qj!=n
qj
 !8<
:
9=
;:
Now,
X
jkj¼q
Yp
j¼1
Yn
s¼1
ðkj;s!Þ1
 !
qj!=n
qj
 !
¼
Yp
j¼1
qj!
nqj
X
kj;1þkj;2þ?þkj;n¼qj
1
kj;1!kj;2!ykj;n!
0
@
1
A ¼ 1:
Therefore,
P
qANp T
2
qoþN:
Then, by Proposition 1.3, we deduce the result. &
Now, one obtains the same type of results if X has a density with respect to a
gamma distribution.
Proposition 2.3. We suppose that X has a density #jAL2ðRnp; gð1=2; 2Þ#npÞ with
respect to gð1=2; 2Þ#np : #jðxÞ ¼PkANnp bk½Qpj¼1 Qns¼1 L1=2kj;s ðxj;sÞ:
Then, in case (i), Y has a density with respect to gðn=2; 2Þ#p :X
ðq1;q2;y;qpÞANp
Bq1;q2;y;qp L
n=2
q1
ðy1ÞLn=2q2 ðy2ÞyLn=2qp ðypÞAL2ðRp; gðn=2; 2Þ#pÞ;
with
Bq1;q2;y;qp ¼
Yp
j¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qj!Gðn=2Þ
Gðn=2þ qjÞ
s ! X
jkj¼q
bk
Yp
j¼1
Yn
s¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gð1=2þ kj;sÞ
kj;s!Gð1=2Þ
s( !8<
:
9=
;:
Proof. This result is proved in the same way as Lemma 2.2.
At ﬁrst, by Lemma 1.2,
Efexp½it1ðX1;1 þ X1;2 þ?þ X1;nÞ þ?þ itpðXp;1 þ Xp;2 þ?þ Xp;nÞg
¼
X
qANp
Bq
Yp
j¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gðn=2þ qjÞ
qj!Gðn=2Þ
s
2itj
1 2itj
  qj 1
ð1 2itjÞn=2
( )
:
We know
ð1 xÞn=2 ¼
XN
q¼0
Gðn=2þ qÞ
q!Gðn=2Þ x
q ¼
Yn
s¼1
XN
ks¼0
Gð1=2þ ksÞ
ks!Gð1=2Þ x
ks
 !
if jxjo1:
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Therefore,
X
jkj¼q
Yp
j¼1
Yn
s¼1
Gð1=2þ kj;sÞ
kj;s!Gð1=2Þ
 !
qj!Gðn=2Þ
Gðn=2þ qjÞ
( )
¼ 1:
We deduce
P
qANp B
2
qoþN: Then, we apply Proposition 1.4. &
Remark 2.4. In [1], the same type of results is obtained under the assumption
that X has a density with respect to Nðm1;1; s21;1Þ#?#Nðm1;n; s21;nÞ#?
#Nðmp;1; s2p;1Þ#?#Nðmp;n; s2p;nÞ in 2.1, and gða1;1; l1Þ#?#gða1;n; l1Þ#?
#gðap;1; lpÞ#?#gðap;n; lpÞ in Proposition 2.3.
Moreover, we need the distribution of fX 21 ; X 22 ;y; X 2n g:
Proposition 2.5. We suppose that ðX1; X2;y; XnÞ has a density with respect to
Nnð0; InÞ: X
ðk1;k2;y;knÞANn
ak1;k2;y;kn Hk1ðx1ÞHk2ðx2ÞyHknðxnÞAL2ðRn; Nnð0; InÞÞ:
Then, fX 21 ; X 22 ;y; X 2n g has a density with respect to gð1=2; 2Þ#n :X
ðk1;k2;y;knÞANn
a2k1;2k2;y;2kn L
1=2
k1
ðx1ÞL1=2k2 ðx2ÞyL
1=2
kn
ðxnÞAL2ðRn; gð1=2; 2Þ#nÞ:
Proof. The following equalities hold:
Efexp½it1X 21 þ?þ itnX 2n g
¼
X
kANn
a2k
Yn
s¼1
Z xs¼þN
xs¼N
eitsx
2
s L
1=2
ks
ðx2s Þð2pÞ1=2ex
2
s =2 dxs
 !
ðby Lemma 1:1ðiÞÞ
¼
X
kANn
a2k
Yn
s¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gð1=2þ ksÞ
ks!Gð1=2Þ
s
2its
1 2its
  ks 1
ð1 2itsÞ1=2
 ! !
:
Then, by Proposition 1.4, the result is deduced. &
2.2. Theorem A
First, we prove Theorem A.
Proof of Theorem A. The ﬁrst equality of Theorem A is a corollary of Proposi-
tion 2.1.
In order to prove the second one, remark ﬁrst that Gð1=2þkÞ
k!Gð1=2Þð2kÞ! ¼ ð2kk!Þ2 if kAN:
Now, replace n by np in Proposition 2.5.
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Then, with the notations of Proposition 2.3,
bk ¼ a2k ¼ E
Yp
j¼1
Yn
s¼1
ðiUj;s þ Xj;sÞ2kj;sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2kj;s!
p
( )
:
Then,
Yp
j¼1
2qj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gðn=2þ qjÞ
Gðn=2Þqj !
s !
Bq1;q2;y;qp
¼ E
X
k1;1þk1;2þ?þk1;n¼q1;y;kp;1þkp;2þ?þkp;n¼qp
Yp
j¼1
Yn
s¼1
ðiUj;s þ Xj;sÞ2kj;s
kj;s!
8<
:
9=
;
¼ E
Yp
j¼1
X
kj;1þkj;2þ?þkj;n¼qj
Yn
s¼1
ðiUj;s þ Xj;sÞ2kj;s
kj;s!
2
4
3
5
8<
:
9=
;
¼ E
Yp
j¼1
½Pns¼1 ðiUj;s þ Xj;sÞ2qj
qj !
( )
: &
Assumption 2.6. jAL2 Let us recall that X has a density j with respect to Nnpð0; InpÞ;
if and only if X has a density c with respect to the Lebesgue measure: cðxÞ ¼
ð2pÞnp=2jðxÞexx0=2:
Then, jAL2ðRnp; Nnpð0; InpÞÞ if and only if
R
cðxÞ2exx0=2 dxoN: if p ¼ 1;R
cðxÞ2ex2=2 dxoN: This assumption is really strong. For example, if X is bounded,
jAL2: But, if X has the exponential distribution, jeL2: Moreover, all normal
densities does not belong to L2: if cðxÞ ¼ ð2ps2Þ1=2ex2=ð2s2Þ; jAL2 if and only
if s2o2:
Remark 2.7. (1) All the moments deﬁned in Theorem A exist because of Chihara [7,
p. 158] and (H) Hermite polynomials are a basis of L2ðR; Nð0; 1ÞÞ:
(2) In Blacher [1], obtained the same type of results with assumption that X has a
density with respect to Nð0; s21Þ#?#Nð0; s21Þ#?#Nð0; s2pÞ#?#Nð0; s2pÞ:
2.3. Non-Gaussian examples
Theorem A can be used when samplings are too small to use the Central limit
theorem.
Example 2.8 (Hilbertan test). Let fx˜1t g ¼ f194; 15; 41; 29; 33; 181g and fx˜2t g ¼
f50; 254; 5; 283; 35; 12g be the successive times between failures of airconditioning
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systems (cf. Cox-Lewis [9] or Proschan [30]). Let s1 ¼ 120; s2 ¼ 150 and s3 ¼ 133:
One wants to test the hypotheses Hð1Þ: fx˜jtg is a sampling with density s1j ex=sj for
j ¼ 1; 2 and Hð2Þ: fx˜3t gt¼1;y;12 ¼ fx˜1t g,fx˜2t g is a sampling with density s13 ex=s3 :
For that, one uses the Hilbertian test obtained by orthogonalizing xh; h ¼
1=2; 1=3; with respect to the exponential densities s1j e
x=sj : We denote by Ash; h ¼
1; 2; the orthonormal functions obtained. According to Bosq [4–6], one tests Hð1Þ
and Hð2Þ using the following Hilbertian statistics: S21 ¼ ð1=6Þ
P2
j¼1ð
P6
t¼1 A
j
1ðX˜jtÞÞ2
and S22 ¼ ð1=12Þ
P2
h¼1ð
P12
t¼1 A
3
hðX˜3t ÞÞ2:
Using Theorem A, one can compute the density of S2j when X˜
j
t has exponential
densities s1j e
x=sj : For example, the density of S22 with respect to the Lebesgue
measure is given by the following graph.
Now, for the sampling fx˜3t g; one obtains S22 ¼ 2; 32: Then, one can accept Hð2Þ
and it is the same for Hð1Þ:
Example 2.9 (Covariance). Let XðtÞ ¼ Siaiuti where ut is IID with uniform
distribution on ½1=2; 1=2 and ai is decreasing with aiX0: One wants to test that
XðtÞ is a moving average.
For example, assume that f0:27 0:66 0:77 0:47  0:05 0:39 0:80 0:45 0:26
0:17  0:20 0:39 0:12  0:26 0:06 0:05g is a sample of X with ai ¼ ð1:5Þi or
0. One wants to test ai ¼ 0 for iX10; that is H0: a10 ¼ 0 against H1 : ai ¼ ð1:5Þi for
each i: Then, one can use Cð10Þ ¼ ð1=6Þ P1ptp6 XtXtþ10: Indeed, by Theorem A,
one can obtain the density of Cð10Þ under H0 and H1: For example, under H1; the
density of 61=2Cð10Þ with respect to the Lebesgue measure is given by the
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following graph.
Here Cð10Þ ¼ 0:0336: Then, one can accept the independence hypothesis.
Example 2.10 (Rate of convergence in Central Limit theorem). It is well known
that, for some distributions, the rate of convergence in Central Limit theorem can be
very large. Clearly, Theorem A can allow to compute the L2 distance to Nð0; 1Þ:
Let Ut and Vt be two IID sequences of random variables with distributions on
½1=2; 1=2; uniform and Beta(2,2), respectively. Let fLjg and fJjg be the orthonormal
Legendre polynomial and the orthonormal Jacobi Polynomials associated. Then,
one obtains following L2 distances to normal density for stationary processes
Xt ¼
P
iANn giðUtþiÞ:
n Process
Ut Vt
P
i 2
iUtþi
P
i 2
iVtþi
P
i 4
iLiðUtþiÞ
P
i 4
iJiðVtþiÞ
5 0.106 0.105 0.125 0.123 0.106 0.107
10 0.050 0.048 0.086 0.084 0.050 0.051
15 0.033 0.028 0.069 0.702 0.032 0.032
20 0.020 0.018 0.041 0.041 0.021 0.023
Remark 2.11. Examples of polynomial, uniform, beta and trigonometric densities
are in [2].
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3. Distribution of quadratic forms of Gaussian vectors
Theorem A can be useful to obtain other mathematical results. In this section, we
see how it is possible to obtain g under very practical form in the normal case. Then,
we assume that XBNnpðm; CÞ with n41 and jCja0:
3.1. Some properties of Gaussian vectors
First, remark that, if Inp  CX0 does not hold, one can replace X by k1X (cf.
Proof of Lemma 3.1).
Lemma 3.1. Let C˜ ¼ ð1=gÞC; where g ¼ supj;sðnps2j;sÞ and s2j;s ¼ EfX 2j;sg  EfXj;sg2:
Then, Inp  C˜X0:
We specify the condition necessary to jAL2:
Lemma 3.2. Let li; i ¼ 1; 2;y; np; be the eigenvalues of C ðli40Þ and let jjdi;jlijj
be the associated diagonal matrix. Then, jAL2ðRnp; Nnpð0; InpÞÞ if and only if lio2 for
all i.
Now, j can be expanded in series of Hermite polynomials.
Proposition 3.3. Let Dn be the set of symmetric matrices k ¼ jjks;s0 jj;
1ps; s0pn; ks;s0AN; such that ks;s ¼ 0 for all sAf1; 2;y; ng: For all symmetric
matrix H ¼ jjHs;s0 jj; 1ps; s0pn; and for all kADn; we set
HkðHÞ ¼
ðHk1;21;2 Hk1;31;3yHk1;n1;n Þ  ðHk2;32;3 Hk2;42;4yHk2;n2;n ÞyðHkn2;n1n2;n1Hkn2;nn2;nÞðHkn1;nn1;nÞ
ðk1;2!k1;3!yk1;n!Þðk2;3!k2;4!yk2;n!Þyðkn2;n1!kn2;n!Þðkn1;n!Þ :
Assume that p ¼ 1; m ¼ 0; ss ¼ s1;s ¼ 1 for all sAf1; 2;y; ng and
jAL2ðRn; Nnð0; InÞÞ: Then, in L2ðRn; Nnð0; InÞÞ;
jðx1; x2; x3;y; xnÞ
¼
X
kADn
HkðCÞhk1;1þk1;2þ?þk1;nðx1Þhk2;1þk2;2þ?þk2;nðx2Þyhkn;1þkn;2þ?þkn;nðxnÞ:
If jeL2; this theorem has been proved by Mehler and Kibble with the topology of
pointwise convergence (cf. also [16]). Remark that the proof is much simpler if
jAL2: it is enough to use Lemma 1.2 (cf. [2]).
We deduce the moments of Gaussian vectors (cf. [1]).
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Proposition 3.4. Assume p ¼ 1 and m ¼ 0; but not jCja0: For all sAf1; 2y; ng; we
set S2s ¼ s2s  1: Then, for all ðj1; j2;y; jnÞANn;
E
Yn
s¼1
X jss
( )
¼
X½j1=2
r1¼0
X½j2=2
r2¼0
y
X½jn=2
rn¼0
X
ks;1þks;2þ?þks;n¼js2rs
s¼1;2;y;n
HkðCÞ
0
BB@
1
CCA

Yn
s¼1
js!s2rss
2rs rs!
 !
;
E
Yn
s¼1
ðiUs þ XsÞjs
( )
¼
X½j1=2
r1¼0
X½j2=2
r2¼0
y
X½jn=2
rn¼0

X
ks;1þks;2þ?þks;n¼js2rs
s¼1;2;y;n
HkðCÞ
0
BB@
1
CCA Y
n
s¼1
js!S
2rs
s
2rs rs!
 !
:
Lemma 3.5. Assume Inp  CX0: Then, for all kANnp;
E
Yp
j¼1
Yn
s¼1
ðiUj;s þ Xj;sÞkj;s
( )
¼ E
Yp
j¼1
Yn
s¼1
ðiTj;s þ mj;sÞkj;s
( )
:
This lemma suggests replacing Z ¼ iU þ X by S ¼ iT þ m (cf. Theorems A and
B). In any case, one can also replace Z by a random vector YþBNnpðm; C  InpÞ with
C  Inp40 e.g. if XBNnpðm; ð3=2ÞInpÞ:
If C ¼ In; we recognize the results of Tiku.
Corollary 3.6. Assume XBNnðm; InÞ: Then, EffS21 þ S22 þ?þ S2ngqjg ¼ fm21 þ m22þ
?þ m2ngqj :
3.2. Practical computations
Theorems B, C and D allow to compute the densities of quadratic forms of
Gaussian vectors by several methods. In this paper, we use a new way: we compute
the expectation deﬁned in Theorem D. With this aim, we choose the following way.
ARTICLE IN PRESS
R. Blacher / Journal of Multivariate Analysis 87 (2003) 2–2316
Let St ¼ fSti;jg; t ¼ 1;y; T ; be a sequence of Rnp: We set gT ðy1;y; ypÞ ¼
1
T
PT
t¼1 YffSti;jg; yg; where
YffAi;jg; yg ¼ 2
pðn2Þ
2 Gðn=2Þp
Yp
j¼1
e
ðAj;1Þ2þ?þðAj;nÞ2
2
In2
2
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ððAj;1Þ2 þ?þ ðAj;nÞ2Þyj
q
Þ
fððAj;1Þ2 þ?þ ðAj;nÞ2Þyjg
n2
4
:
Then, if St is correctly chosen, gTðy1; y2;y; ypÞ converges to gðy1; y2;y; ypÞ as
T-N:
In this paper, we assume that St is an IID sequence of pseudorandom vectors,
StBNnpð0; Inp  CÞ:
We remark that we do not use a sample of X in order to deduce a simulated
estimator of g: We compute an expectation. Therefore, the rate of convergence is
larger. Moreover, there is no problem of density estimation as those of edges.
Anyway, the aim of this method is not to simulate a law of probability. We have
chosen StBNnpð0; Inp  CÞ because it is a simple technique: for example in
MATLAB, one can ﬁnd routines of simulation of normal distributions, Bessel
functions and factorization of Cholesky. Then, one can compute g very easily; it is
enough to do the following stages:
(1) Program function Y:
(2) By factorization, compute a matrix B such that B0B ¼ Inp  C:
(3) Simulate a sampling fUti;jg; t ¼ 1;y; T of Nnpð0; InpÞ and set Sti;j ¼
i:BUti;j þ m:
(4) Compute gT ðyÞ ¼ ð1=TÞ
P
YfSti;j; yg:
Now, if a faster rate of convergence is necessary, one can choseSt in another way
in (3). For example, one can replace fUti;jg by fFi;jðs=KÞg; s ¼ 1; 2;y; K  1; where
F1i;j ¼ G; the distribution function of the standard normal density, and K is an
integer suitably chosen.
Moreover, if Inp  CX0 does not hold or if Yi ¼
P
ai;s;tXi;sXi;t; one brings back to
the previous cases by classical methods.
3.2.2. Comparison with the methods of Laguerre series or Mac Laurin series
By deﬁning Bessel’s function, the equation of Theorem D ðp ¼ 1Þ is equivalent at
gðyÞ ¼ E e
s2
1
þs2
2
þ?þs2n
2 chð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
BðS21 þ S22 þ?þ S2nÞy
q
Þ
( )
:
Now, by the Taylor theorem (Lemma 1.1(v)) this equality is also equivalent to
gðyÞ ¼ E
XN
q¼0
fS21 þ S22 þ?þ S2ngqﬃﬃﬃﬃﬃﬃ
2q!
p H2qð ﬃﬃﬃﬃﬃﬃByp Þ
( )
;
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and by our proof (Proof of Theorems B and D), equivalent to
gðyÞ ¼
XN
q¼0
E
fS21 þ S22 þ?þ S2ngqﬃﬃﬃﬃﬃﬃ
2q!
p
( )
EfH2qð
ﬃﬃﬃﬃﬃﬃ
By
p
Þg:
This equation is equality of the deﬁnition equality of Laguerre series.
Therefore, if the method of this paper is used, the series is already summed, and it is
the same for Mac Laurin series. Then, by this way, computation of moments is not
needed. Therefore, it is for these reasons that the method of this paper can be much
simpler than other methods previously known.
Condition 3.7. Inp  CX0 In Lemma 3.1, we have showed that if Inp  CX0 does not
hold, one can use k1X instead of X : By Lemma 3.11, Inp  CX0 is equivalent to
0olip1 where the li’s are the eigenvalues of C:
Moreover, Theorem D is not proved if C is singular: in some cases, it is false.
Then, computations can be difﬁcult if some li are very small, that is to say, if k1 is
very small.
Remark 3.8. If m ¼ 0; the writing of g can be more simple (cf. [2]). For example, if
p ¼ 1;
gðyÞ ¼ 2ðn2Þ=2Gðn=2Þ jðIn  CÞ
1  Inj1=2
jIn  Cj1=2
E
Jðn2Þ=2ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðL21 þ L22 þ?þ L2nÞy
q
Þ
fðL21 þ L22 þ?þ L2nÞygðn2Þ=4
8<
:
9=
;;
where Jn is the Bessel function of the ﬁrst kind and ðL1; L2;y; LnÞB
Nnð0; ððIn  CÞ1  InÞ1Þ:
3.3. Examples
Example 3.9. Let Y ¼ Xbþ e be a classical model of linear regression: Y ¼
ðY1; Y2;y; YpÞ is a n  p matrix, X ¼ ðX1; X2;y; XkÞ a n  k matrix, b ¼
ðb1; b2;y; bpÞ a k  p matrix and e ¼ ðe1; e2;y; epÞ a n  p matrix, eBNnpð0; CÞ:
Let #b ¼ ðX 0XÞ1X 0Y with the notations of 8.c of Rao, but we do not assume that the
et’s, t ¼ 1;y; n; are independent where et ¼ ðet;1; et;2;y; et;pÞ: In order to obtain an
estimator of variances, one can use R0 ¼ fR0ði; jÞg where R0ði; jÞ ¼ Y 0j Yi  Y 0j X #bi: If
the et’s are independent, the random vector R0 has a Wishart distribution. Of course,
it is not the same if the et’s are correlated. In this case, one can obtain the density of
estimators of variances by using Theorem D.
Now, #b is not the best linear unbiased estimator (BLUE) if the et’s are
not independent. For example, assume that p ¼ 2; k ¼ 3; and that, for i ¼ 1; 2;
the covariance matrix of e0i ¼ ðe1;i;y; en;iÞ is siGi where Gi is known: et;1 ¼P
i 2
iutþi and et;2 ¼
P
i 4
ivtþi where ðut; vtÞ is IID with ðut; vtÞBN2ð0;CÞ;
Efu2t g ¼ s21; Efv2t g ¼ s22 and Efutvtg ¼ ð1=4Þs1s2: Then, for each component,
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#bi ¼ ðX 0G1i XÞ1X 0G1i Yi is the BLUE. In this case, #sðiÞ ¼ ðn  2Þ1ðY 0i G1i Yi 
Y 0i G
1
i X
#biÞ is an estimator of the variance si for i ¼ 1; 2: Then, the Zt;i ¼
G
1=2
i et;i; t ¼ 1; 2;y; n are independent for i ¼ 1; 2: But, it is not the case for the
ðZt;1; Zt;2Þ: However, Theorem D allows to obtain the distribution of f #sð1Þ; #sð2Þg:
For example, if Y 01 ¼ f7:1 5:1 7:5 8:1 7:1 6:9g; Y 02 ¼ f5:2 6:0 8:5 6:4 6:3 8:4g;
X 01 ¼ f4:2 3:4 4:9 5:3 5:6 6:4g; X 02 ¼ f3:4 2:4 3:1 1:2 2:8 1:6g; X 03 ¼
f1:2 4:1 3:0 2:5 1:6 4:7g; b01 ¼ f1 0:5 0:3g; b02 ¼ f0:4 0:3 1:3g; the distribution
of fðn  2Þ #sð1Þ; ðn  2Þ #sð2Þg is given by the following graph.
One can obtain easily other examples of applications by generalizing usual results
of the independent situation. In particular, one can generalize other applications of
Chapter 8 of Rao [31] about Wishart distribution to the case where fXig is a mixing
process.
Other examples are also given in [2].
3.4. Proofs
First, the following lemma is needed.
Lemma 3.10. Let R be an orthogonal matrix such that jjdi;jlijj ¼ RCR0: Then,
Inp  C ¼ R0jjdi;jð1 liÞjjR:
The following properties are deduced.
Lemma 3.11. With the previous notations, Inp  CX0 if and only if lip1:
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Lemma 3.12. If Inp  CX0; jAL2ðRnp; Nnpð0; InpÞÞ (by Lemma 3.2).
Proof of Lemma 3.1. Because, li þ l2 þ?þ lnp ¼ trðCÞ; 0olio1 if npðsj;sÞ2p1
for all ðj; sÞ:
Lemma 3.13. Let EK ¼ Efexp½ðK=2Þð
Pp
j¼1
Pn
s¼1 T
2
j;sÞg where KAR: Then, EKo
þN for all K such that K maxð1 liÞo1:
Proof. Let WBNnpð0; InpÞ and C ¼ R0jjdi;jð1 liÞ1=2jjW : Then, EfCC0g ¼ Inp  C:
Then, one can assume that C ¼ T : Therefore,
EK ¼ E eK
T 0T
2
 
¼ E eK
W 0 jjdi;jð1liÞjjW
2
 
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2pÞnpp
Z
eK
x0jjdi;jð1liÞjjx
2 e
x0x
2 dxoþN:
Proof of Theorems B and D. By Lemma 3.12, X has a density jAL2ðRnp; Nnpð0; InpÞÞ:
Without loss of generality, one can assume that B and T are independent. Then, by
Theorem A and Lemma 3.5,
gðy1;y; ypÞ ¼
X
ðq1;y;qpÞANp
E
Yp
j¼1
ðS2j;1 þ?þ S2j;nÞqj
H2qj ð
ﬃﬃﬃﬃﬃﬃﬃﬃ
Bjyj
p Þﬃﬃﬃﬃﬃﬃﬃﬃ
2qj!
p
( )
in L2ðRp; gðn=2; 2Þ#pÞ:
Let K be a compact set of R
p
þ:
By Lemma 1.1(iv), there exists J such that, for all qXJ; H2qð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Bsys
p ÞjpK
q
0
ﬃﬃﬃﬃﬃﬃ
2q!
p
2qq!
for
all s ¼ 1; 2;y; p and all ðy1; y2;y; ypÞAK where K040 and K0 maxð1 liÞo1:
Therefore,
E
X
q1XJ;q2XJ;y;qpXJ
Yp
j¼1
ðS2j;1 þ S2j;2 þ?þ S2j;nÞqj
H2qj ð
ﬃﬃﬃﬃﬃﬃﬃﬃ
Bjyj
p Þﬃﬃﬃﬃﬃﬃﬃﬃ
2qj!
p


8<
:
9=
;
pE
X
q1XJ;q2XJ;y;qpXJ
Yp
j¼1
ðT2j;1 þ m2j;1 þ T2j;2 þ m2j;2 þ?þ T2j;n þ m2j;nÞqj
K
qj
0
2qj qj!
j
( )
peðK0=2Þð
Pp
j¼1
Pn
s¼1 m
2
j;sÞEfeðK0=2Þð
Pp
j¼1
Pn
s¼1 T
2
j;sÞgoþN:
Therefore, there exists a constant C0ðKÞ such that, for all ðy1; y2;y; ypÞAK;
E
X
ðq1;q2;y;qpÞANp
Yp
j¼1
ðS2j;1 þ S2j;2 þ?þ S2j;nÞqj
H2qj ð
ﬃﬃﬃﬃﬃﬃﬃﬃ
Bjyj
p Þﬃﬃﬃﬃﬃﬃﬃﬃ
2qj!
p


8<
:
9=
;pC0ðKÞ:
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Then, by Lemma 1.1(v),
X
ðq1;q2;y;qpÞANp
E
Yp
j¼1
ðS2j;1 þ S2j;2 þ?þ S2j;nÞqj
H2qj ð
ﬃﬃﬃﬃﬃﬃﬃﬃ
Bjyj
p Þﬃﬃﬃﬃﬃﬃﬃﬃ
2qj!
p
( )
¼ E
X
ðq1;q2;y;qpÞANp
Yp
j¼1
ðS2j;1 þ S2j;2 þ?þ S2j;nÞqj
H2qj ð
ﬃﬃﬃﬃﬃﬃﬃﬃ
Bjyj
p Þﬃﬃﬃﬃﬃﬃﬃﬃ
2qj!
p
 !8<
:
9=
;
¼ E
Yp
j¼1
e
S2
j;1
þS2
j;2
þ?þS2j;n
2 chð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
BjðS2j;1 þ S2j;2 þ?þ S2j;nÞyj
q
Þ
( )
¼ 2
pðn2Þ
2 Gðn=2ÞpE
Yp
j¼1
e
S2
j;1
þS2
j;2
þ?þS2j;n
2
In2
2
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðS2j;1 þ S2j;2 þ?þ S2j;nÞyj
q
Þ
fðS2j;1 þ S2j;2 þ?þ S2j;nÞyjg
n2
4
8><
>:
9>=
>;
¼def gnðy1; y2;y; ypÞ:
Moreover, the previous inequalities are correct for all ðy1; y2;y; ypÞAK and for
allK: Therefore, the convergence is uniform on all compact sets. Therefore, g ¼ gn
almost surely. &
Proof of Theorem C. We have the following inequalities:
E
X
ðq1;q2;y;qpÞANp
Yp
j¼1
e
S2
j;1
þS2
j;2
þ?þS2j;n
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
BjðS2j;1 þ S2j;2 þ?þ S2j;nÞyj
q 2qj
2qj!


8><
>:
9>=
>;
peð1=2Þð
Pp
j¼1
Pn
s¼1 m
2
j;sÞE eð1=2Þð
Pp
j¼1
Pn
s¼1 T
2
j;sÞ
X
ðq1;q2;y;qpÞANp
Yp
j¼1
8<
:
 y
qj
j ½
Pn
s¼1 ðT2j;s þ m2j;sÞqj
2qj !
)
¼ eð1=2Þð
P
j;s
m2j;sÞE eð1=2Þð
P
j;s
T2j;sÞ
Yp
j¼1
ch
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
s¼1 ðT2j;s þ m2j;sÞyj
q ( )
peð1=2Þð
P
j;s
m2j;sÞE
Yp
j¼1
e
ﬃﬃﬃ
yj
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
s¼1 T
2
j;sþ
Pn
s¼1 m
2
j;s
p
þð1=2Þð
Pn
s¼1 T
2
j;sÞ
( )
pe
P
j
ﬃﬃﬃ
yj
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s
m2
j;s
p
ð1=2Þð
P
s;j
m2j;sÞE
Yp
j¼1
e
ﬃﬃﬃ
yj
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s
T2
j;s
p
þð1=2Þð
P
s
T2j;sÞ
( )
:
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Then,
E
Yp
j¼1
e
ﬃﬃﬃ
yj
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s
T2
j;s
p
þð1=2Þð
P
s
T2j;sÞ
( )
¼
X
DCf1;2;y;pg
Z
iD
Yp
j0¼1
e
ﬃﬃﬃ
yj
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s
T2
j;s
p
þð1=2Þð
P
s
T2j;sÞ
 !
dP;
where ID ¼ f
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s T
2
j;s
q
o 2
ﬃﬃﬃ
yj
p
K01 if jAD and
2
ﬃﬃﬃ
yj
p
K01p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s T
2
j;s
q
if jAf1;y; pg\Dg:
Now,Z
ID
Yp
j¼1
e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s
yjT
2
j;s
p
þ
P
s
T2j;s
2
 !
dP
¼
Z
ID
Y
jAD
e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s
yjT
2
j;s
p
þ
P
s
T2j;s
2
 ! Y
jeD
e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
s
yjT
2
j;s
p
þ
P
s
T2j;s
2
 !
dP
p
Z
ID
Cte0
Y
jeD
eK0
P
s
T2j;s
2
 !
dPpCte0 E
Y
jeD
eK0
P
s
T2j;s
2
 !
oþN
ðwhere Cte0 is a constantÞ:
Then,
P
and E can be interchanged. We deduce Theorem C. &
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