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Abstract: This paper presents a generic method for the safety assessments of models with partial 
monotonicity. For this purpose, a Bayesian interpolation method is developed and implemented in the Monte 
Carlo process. integrated approach is the generalization of the recently developed techniques used in safety 
assessment of monotonic models and it substantially increases the efficiency of Monte Carlo method. The 
formulation of this development is provided in this paper with an example showing its ability to dramatically 
improve efficiency of simulation. This is achieved by employing prior information obtained from monotonic 
models and outcomes of the preceding simulations. The theory and numerical algorithms of this method for 
multi-dimensional problems and their integration with the probabilistic finite element model of a real-world 
example are presented. 
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1. INTRODUCTION 
In this paper, we introduce a Bayesian Monte Carlo Method for Partially Monotonic (BMCPM) models. 
Applying the BMCPM significantly reduces simulation time of monotonic models for a desired accuracy 
levels. Monotonic models are used extensively in practice as shown in [1-3].  
There are already two methods introduced for the reliability assessment of monotonic models in [4]. The 
method of Dynamic Bounds (DB) incorporates the monotonic information of the structures in the reliabaility 
assessment. This method is applied to a complex case study in New Orleans [1]. The method of Improved 
Dynamic Bounds (IDB) is also developed for the reliability assessment of monotonic models given the 
model response order. The application of this method to flood defence systems is presented in [5]. The 
Bayesian Monte Carlo method also has been developed to capture model’s prior information as presented in 
[6]. This paper presents a significant improvement by integrating these methods into one generic form. We 
present a flexible formulation that can be applied to fully monotonic, partially monotonic, and non-
monotonic models. This novel approach also integrates the prior information form the neighboring points. 
These neighboring points represent the information of prior simulations. In other words, we capture the 
information of prior simulation as well as the partially monotonic models. This premise is based on 
assumption that the global uncertainty is related to local uncertainties [4, 7]. These outcomes are interesting 
for the interpolation schemes. We, however, progress further and use the outcomes for the reliability 
estimation of infrastructures. We use the Monte Carlo method as the basis for our simulations. 
With this modeling approach, simulation times can be reduced in predictive tools developed to forecast 
system reliability estimates. A logical dependence between neighboring points is assumed for each randomly 
generated point. The uncertainty of this assumption is investigated for all calculated data points and error 
limits are developed.  This approach is flexible as it permits inclusion of additional prior information in the 
modeling if warranted. Generalize Beta (GB) distribution is used to capture the monotonic prior, and the 
Gaussian distribution is used for the non-monotonic priors. Regarding the calculation time, the presented 
approach is recommended for the reliability assessment of complex structures where every realization counts 
regarding the overall calculation efforts. It is assumed that readers are familiar with the Bayesian techniques 
[8] and application of Bayes’ Theorem in practice [9] .  
2. MATHEMATICAL FORMULATION 
2.1. A NOVEL BAYESIAN INTERPOLATION METHOD 
Consider a continuous function U  that we wish to estimate at a number of discrete points. We define the iu  
set of discrete points by a vector u  assigned to discrete points (pixels). The elements of observed data points 
are id  defined by vector 1[ , , ]nd d d  , and their locations are stored in a n-dimensional vector. Let 
( | , )jP u D I  be the univariate probability density function (pdf) for an arbitrary pixel ju . The data D  and 
informational context I can be found from the simulations and model, respectively. The global uncertainty 
(1) (2) ( )[ , , , ]n      (e.g., global standard deviation), where each uncertainty is associated with its 
respective dimension  (1) (2) ( )[ , , , ]nx x x x   of the limit state equation ( )G x  at any point jx  is ju . The 
global uncertainty was first used in [7, 10] to define a nuisance parameter. With marginalization, the global 
uncertainty can be written as  
  ( | , ) ( , | , ) .j jP u D I P u D I d        (1) 
By application of Bayes’ Theorem, we find 
  ( | , ) ( | ) ( | , ) .j jP u D I P u P D I d          (2) 
With the global uncertainty ( ) defined, we can now estimate the value of LSE at an arbitrary point ix  from 
an interpolation function (model) f  using information about its neighboring points. Let the estimate be ˆiu . 
In this model, the value of iu  is estimated by its neighbor points. There are 1m   neighboring points for 
each arbitrary location among these points. The model mf  is defined using Equation (2), where index m is 
the order of model (function). We can estimate value of  LSE at  the point x  close to the middle of its 
neighboring points Equation (3) [11-13].  
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2.2. GAUSSIAN ERROR ESTIMATE FOR ONE-DIMENSIONAL PROBLEMS 
We first define ( | )jP u  in write hand side (RHS) of Equation (2) for a one-dimensional problem. The 
value of error with a zero mean could be positive or negative and its unknown variance is 2j . Assume the 
standard deviation of error is proportional to the shortest distance from its neighboring data points. We use 
the Gaussian density function for the error (Equation (5)) of the model as a standard error form [14]. The 
Gaussian error is defined as  
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where je  is the error and 
2
j is an unknown variance. By making the change of variable from je  to ju , we 
find the following multivariate pdf for pixels ju  as: 
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Following the approach used in [3, 4] to associate the global and local uncertainties, and assuming the logical 
independence between the errors and making appropriate substitutions, we obtain the posterior for ju as:                
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2.3. BETA ERROR ESTIMATE FOR ONE-DIMENSIONAL PROBLEMS 
For monotonic model, we first define ( | )jP u  in write hand side (RHS) of Equation (2) for a one-
dimensional problem. The value of error with a zero mean could be positive or negative and its unknown 
variance is 2j . We use the Generalized Beta (GB) density function for the error to assure monotonic 
constraint of the model. The GB distribution ensures that ˆ ( )j ju f x  is bounded between 1ju   and 1ju   and 
its density function for error is a suitable choice. The GB density is defined as  
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for  c x d   and  ( , )B p q  is the Beta function. Using the GB distribution at the interval of  1 1[ ]j ju u   and 
assuming  1 1j ju u  , we have 
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where 1 1j ju x u   . The estimate of the pixel value is =ju x and the  error function is defined as 
  1= .j j je u u    (10) 
Substitution of Equation (10) into Equation (9) gives 
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Now, following the steps indicated in [15, 16] to associate the global and local uncertainties, and assuming 
the logical independence between the errors and making appropriate substitutions, we obtain the posterior for 
ju as:                
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where  (.,.)B  is the Beta function as indicted in Equation (8),  jp and  jq are the local Beta parameters 
obtained by the following equations. 
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2.4. INTEGRATED ERROR ESTIMATE FOR MODELS WITH PARTIAL MONOTONICITY 
In this section, we integrate the two distributions into one model to capture prior information of partially 
monotonic models. This is a necessity for analysis of dependent variables. Assume a limit state equation 
( )G x , where x  is composed of vectors monx and nonmonx . We use the Generalized Beta and Gaussian 
distributions to capture the monotonic and non-monotonic part of the model, respectively. These were 
described in Sections  2.3 and  2.2. In this case, we define a vector of global uncertainties 
(1) (2) ( )[ , , , ]n     , where each global uncertainty ( )i  is associated with its corresponding dimension 
( )ix , where ( )ix  belongs to (1) (2) ( )[ , , , ]nx x x x   of the limit state equation ( )G x . The exact value of 
( )G x  at any point jx  is ju . Having the data points at neighborhood of point jx , we can estimate the 
response model using function f  according to Equation (3). This estimate is ˆ ju and the error is obtained by 
the following equation 
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where p  is the number of required data points for response estimation and q  is the response order. These 
numbers ( ,p q ) depend on dimensions of the problem and the model order. For example, in a linear 
estimation of a two dimensional problem, three data points are required, and p  is equal to 3 while the model 
is linear and 1q  . In presence of higher number of data points, data points with the shortest distance from 
ju  are selected since a closer neighbor is assumed to have a greater influence on the estimate than the other 
neighbors. Equation (2) is used for the multidimensional problems and the first term in its RHS is 
 (1) ( ) ( 1) ( )( | ) ( | , , , , ),m m nj jP u P u        (16) 
where n  is the problem dimension, m  is the number of monotonic variables, ju is the target pixel and 
( )i is 
the global uncertainty associated with i-th dimension. Following the process for monotonic model (Equation 
(11)) and non-monotonic models (Equation (6)) and assuming independent global uncertainties of different 
dimensions gives  
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The second term of the RHS of Equation (2) is ( | , )P D I which can be obtained on the basis of Equations 
(7) and (12). The rest of the process is a straight forward process and the JPDF of ju is obtained. We present 
an application example of the proposed method in the next section. 
 
3. APPLICATION TO THE FLOOD WALL IN NEW ORLEANS 
The method is demonstrated here for the 17th Street Flood wall. The failure of this structure was studied 
before, and we use this real-world example to compare the outcomes with previous studies. This recent 
structural failure problem has been investigated by many researchers [1, 17, 18]. Located on the 17 th  Street 
Canal in New Orleans, USA, the 17 th  Street Flood Wall was breached during Hurricane Katrina when the 
surge level exceeded 8.0 feet. All data and information about the geometry and material properties of the 
17 th  Street Flood Wall were obtained from published materials on internet websites [17, 18]. 
The 17th Street Flood Wall can be considered as a monotonic model, and as shown in [1], the first three 
influential variables for the 17 th  Street Flood Wall sufficed to provide the desired level of accuracy using a 
finite element model as depicted in Figure 1. The same model is used here to describe implementation of 
our method for three influential variables to investigate fail-safe characteristics of 17 th  Street Flood Wall and 
develop probability of failure estimates. The candidates for the first three influential variables are shown in 
Table 3 in [1]. The product moment correlation (  )  criterion for the first three influential variables is used 
here to obtain probability estimates shown in [1]. In this analysis, parameters for soil number 3, 8, and 2 are 
indeed the controlling variables for failure of the flood wall1 according to [1]. 
 
Figure 1. The finite element model of 17th Street Flood Wall in New Orleans. 
The controlling variables of the 17th Street Flood Wall 1 3,...,v v  are shown in [1]. Predicted variable estimate 
are dependent on these variables, and different estimates would be obtained with a different set of variables. 
For each randomly generated data point (pixel) in the limit state equation, we developed JPDF of the 
estimate. The integration of joint pdf over the stable or unstable regions determines location of the target 
pixels (or data points).  As the simulation progresses, the accuracy of estimates will improve with increasing 
size of ensemble population (data points) that reduces the predictive errors. Figure 2 shows a comparison 
between the estimated joint pdf of a two-dimensional Gaussian problem 1 2( , )v v  for 5 versus 20 data points. 
                                                 
1The rank correlation shows that variables 3, 8, and 4 are the most influential variables and this sequence may change 
when the structure's response becomes nonlinear at the high water level, W.L.=+8 ft (2.4 m). 
Results on Figure 2 show that the accuracy of predicted estimates is improving with the progression of MC 
simulations. Taking advantage of these characteristics saves enormous computational time in the MC 
simulations. 
  
a) 1 3( | , , ,  5 data points)jP u v v I  b) 1 3( | , , ,  20 data points)jP u v v I  
Figure 2. A comparison between the estimated joint pdf of a two‐dimensional Gaussian problem  1 2( , )v v  for 5 
versus 20 data points. 
The number of simulations required for the Bayesian Monte Carlo method for the 17th Street I-Wall 
application for water level +8 ft is shown in  
Table 1. Results are provided for the Bayesian Monte Carlo for a monotonic model, Bayesian Monte Carlo 
for a non-monotonic model, classical Monte Carlo (MC) and Dynamic Bounds (DB) methods, showing that 
only a fraction of MC simulation is required when the Generalized Beta distribution is used to capture 
monotonicity. The method of Dynamic Bounds is briefly described here since it has been fully described in 
previous publications (see References). It is used in the comparisons shown here with a monotonic model. 
The proposed method in this paper is flexible and can be used for totally monotonic, non-monotonic, and 
partially monotonic models. This novel approach, therefore, is not subjected to the limitations of use of the 
DB method. An uncertainty model association is used to relate the local uncertainty i  to the global 
uncertainty   in the form of i i   , where i corresponds to the cubic root of the distance of ix  with its 
closest neighbour.  The cubic root relation for the third order model response is used [5]. 
 
Table 1. The calculated probabilities of failure for the 17th Street I‐Wall structure obtained with the BMC for 
monotonic models, BMC for non‐monotonic models, MC and DB methods using product moment correlation [1]  for 
three most influential variables. 
Method W.L. (ft) 
Number of 
simulations 
ˆ fp  ˆ( )fp  
BMC for monotonic model 
(G. Beta error estimation) 
+8 (2.4 m) 53 51.2 0.042 
BMC for non-monotonic model 
(Gaussian error estimation) +8 (2.4 m) 
185 49.2 0.048 
Dynamic Bounds method +8 (2.4 m) 221 52 0.024 
Monte Carlo method +8 (2.4 m) 1500 52 0.024 
 
4. CONCLUSIONS 
A technique is developed in this paper to significantly increase the efficiency of Monte Carlo method for 
partially monotonic, totally monotonic and non-monotonic models. This is in great importance for complex 
finite element applications or other time consuming processes which are employed for modeling linear and 
nonlinear behavior of structures. This technique integrates advantages of three recently developed reliability 
methods (DB [19], IDB [4] and BMC [20]) into a generic form for the Monte Carlo family.  
The theoretical formulation and numerical implementation details of a novel Bayesian interpolation method 
developed for this purpose are provided. The proposed Bayesian model integrates the Gaussian and 
Generalized Beta density functions. Our  proposed method enjoys inclusion of a new concept in Bayesian 
formulation that relates the global and local uncertainties [10]. As a result, an unbiased estimate for the 
Monte Carlo method has been obtained. In other words, this novel technique preserves fundamental 
properties of the classical MC method, and greatly improves the computational efficiency by using different 
types of prior information. 
This newly developed method is applied to investigate load-response characteristics of the 17 th  Street Flood 
Wall. Results of previous numerical realizations (simulations), termed here as the prior information, are used 
in the current simulation with the Bayes theory and the Bayesian Monte Carlo method. The prior information 
is obtained from previously completed Monte Carlo simulations. A partial or total monotonicity of a model is 
considered as another source of prior information integrated to the simulation by use of the Generalized Beta 
distribution. As a result, separation of data points in this manner avoids unnecessary simulations in the 
Monte Carlo method and substantially reduces computational burdens.   
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