In the present state of the art of authorship attribution there seems to be an opposition between two approaches: the cognitive and the stylistic methodologies. It is proposed in this paper that these two approaches are complementary and that the apparent gap between them can be bridged using Systemic Functional Linguistics (SFL) and in particular some of its theoretical constructions, such as codal variation. This paper deals with the theoretical explanation of why such a theory would solve the debate between the two approaches and shows how these two views of authorship attribution are indeed complementary. Although the paper is fundamentally theoretical, two examples of experimental trials are reported to show how this theory can be developed into a workable methodology of doing authorship attribution.
scientific linguistic theory and has to be reliably and quantitatively tested. Chaski (2001) tried to show empirically what she claims theoretically by trying to demonstrate that the cognitive methodology, exemplified by her analysis of syntactic structures, performs better than other kinds of methodologies. According to Chaski, forensic stylistics is not on her terms scientific, it fails to replicate its results in her test and, furthermore, it 'rests on erroneous assumptions about individuality in linguistic performance and violates theoretical principles of modern linguistics' (Chaski, 2001: 3) .
Some critiques of both approaches
Both sides of this debate claim the high ground of scientific status. More than once McMenamin (2002) collocates the noun science with the word stylistic. Chaski, however, claims that McMenamin's approach is not empirical and she fails to replicate a version of stylistic analysis in her experiment. She in contrast declares her approach to be scientific and she argues that her syntactic markers are perhaps easier to replicate and evaluate than some of the stylistic markers used in forensic stylistics. This is because Chaski's syntactic markers can be selected a priori to approaching a text and they are amenable to clear objective definition and grounded in a linguistic theory. In contrast, a stylistic approach will not define the specific markers to be used in advance of approaching a text. When stylistic contrasts are drawn, these are sometimes loosely defined and can be harder to measure and evaluate. This makes it hard to replicate the analysis and therefore to claim objectivity and universality.
A problem then for forensic stylistics is that it does not provide the linguist with an array of markers that has to be used each time and in every case. This lack leads to a significant difficulty. The method starts with the analysis of texts and the search for style markers which will distinguish between texts but it could be the case that there are always arrays of markers that distinguish texts, even when those texts are produced by the same author. The 4 generalisation from observations of texts to conclusions about authorship may be weakly evidenced. Where this occurs the weighting of evidence and judgements will then depend upon a more subjective expertise of the analyst. One danger for the forensic analyst is that the result of a forensic stylistic analysis will always be subject to the analyst's bias. In other apparently more objective areas of forensic science such as forensic finger print examination it has been shown that analysts' decision making is always susceptible to bias. It is also shown that such biases can significantly affect outcome decisions by forensic scientists (Dror et al., 2011; Dror et al., 2006) . The issue of subjectivity might be reduced if the markers are defined and consistent across cases. The a priori definition of markers is conversely the strength of those who take the cognitive approach. Chaski (2001) develops a set of features described as syntactically classified punctuation, for example, distinguishing between commas used as clause boundaries and commas used in lists. These provide a good example of markers which are defined clearly in advance of any forensic problem. The most important difficulty with their application is that Chaski does not explain why and how her maker should be able to distinguish authors (Grant & Baker, 2001; Grant, 2010) . The justification that Chaski claims for her syntactic markers is that syntactic analysis is grounded in linguistic theory and that syntactic behaviour is 'automatized, unconscious behaviour and therefore is difficult either to disguise or imitate' (Chaski, 2001: 8) . She does not state, however, why there should be difference in syntactic behaviour between individuals. This weakness in the cognitive method reflects a strength in the more stylistic methods of authorship analysis. Stylistic methods do provide a justification on why their markers distinguish authors. The differences in spelling, word forms, grammatical constructions and so on originate from the different sociolinguistic background that each individual presents.
A proposal for complementarity
The question that this paper deals with is therefore: is it possible to bridge the gap between these two stances and find a method that has the advantages of both?
A possible step towards this goal is the method that Grant & Baker (2001) nod towards at the end of their paper. They propose to use a statistical technique such as Principal Component Analysis (PCA) to find which of a large set of authorship markers is more distinctive for each author in the pool of suspects. PCA is just one approach of a set of statistical and computational approaches which allow the analyst to find which marker is able to 5 differentiate the authors in an individual case. By using the resulting variable or variables, it is then possible to assign the questioned text to its author. Since 2001 there have been considerable advances in data driven text analytic approaches for both authorship analysis and other classification tasks. Reviews include Grieve (2007) and Stamatatos (2009) .
This collection of methods might be used to solve the major problem of McMenamin's original approach. This computational data driven analysis is an objective method that can be applied in every case and that includes a clear definition of markers to be used each time, avoiding therefore the problem of analyst's bias. However, and this is a point that Chaski (2001) and Howald (2009) raised, the methods lack a theory of idiolect. Grant & Baker explain that 'In PCA strange combinations of markers [...] might prove to be effective discriminatory components. The explicit lack of validity, however, prevents any generalization beyond the data set analysed' (Grant & Baker, 2001: 77) .
If a linguistic theory of idiolect could be added to a multivariate data driven method, then the picture would be complete and it could be possible to develop a method that is:
1. Grounded in modern linguistic theory; 2. Justified by a theory of idiolect that explains why individuals should vary, both in cognitive and in sociolinguistic terms; 3. Objective, in the sense that it is always applied in the same way for every case using always the same markers.
The position of this paper is that a theoretical base for a linguistically valid, more objective method of authorship attribution may be bridged using Systemic Functional Linguistics.
Systemic Functional Linguistics, Codal Variation and a theory of idiolect
Systemic functional linguistics (SFL) is a holistic theory of language developed by M.
A. K. Halliday from 1961 (for a general review of SFL see Halliday & Matthiessen (2004) , Eggins (2004) and Matthiessen (1995) ). With the term 'holistic' it is meant that it is a linguistic theory that describes every level of language within one single model, starting from phonology to pragmatics up to sociolinguistic variation. That being so, it is proposed in this paper that SFL is a good candidate for a valid theory applicable to authorship attribution, since this holistic approach provides consistent terminology and coherence between the analytic tools. In addition to this, SFL is a sociolinguistic theory of language that expects a variation at group level and a variation at the individual level. It is, therefore, exactly the theory that McMenamin (2002) invokes when he suggests that what is needed is a theory that conceives variation as 6 inherent in language. In addition, SFL has also found support of its basic principles at the cognitive level thanks to the work of Lamb (2013) , who developed correlations between neurocognitive linguistics and SFL. SFL presupposes three kinds of variation which are inherent in language. This means that it is expected that each stretch of language produced is a function of three sources of variation. These kinds of variation are: registerial (from the register of a text), codal (from the code of an individual or group of individuals) and dialectal (from the dialect of a group of individuals or individual) (Matthiessen, 1995; .
Registerial variation and dialectal variation are well established in more general linguistic theory and analysis. However, in SFL these two have a precise and specialist definition. Registerial variation is formally the skewing of probability of selection of options in the systems of a language that depend on contextual variables. For example, if we take a general reference corpus of English, we might find that the frequency of occurrence of a certain variable, say, 'past tense', is a number X per thousand words. In SFL terms, this translates into a certain probability X for 'past tense' to be selected in the system TENSE, whose other options would include 'present tense' and 'future tense'. However, if we randomly extract from that general reference corpus a sub-corpus of narrative texts, then we might find out that the frequency of occurrence (or, again, the probability of selection) for the variable 'past tense' has changed into the number Y, which is higher than X. If we analyse the texts closely, we perhaps find out that this skewing of probability is due to the contextual or generic nature of the texts, that is, the fact that those texts have to narrate past events more often than the average. This variation in the semantics (as 'past tense' is part of the 'interpersonal meaning' of a clause) can only be explained by reference to the context and it is defined in SFL as registerial variation.
Dialectal variation, on the other hand, is the realisations of the options of the systems.
What we normally call 'dialect' in SFL is the realisation of semantic options like, as in the previous example, 'past tense'. These semantic options are shaped by a phonic or graphic substance. Therefore, for instance, two possible realisations of the past tense of the verb burn are burned or burnt. This is defined as dialectal variation, since the semantic option selected by the speaker is the same (the meaning of 'past tense') and what varies is the realisation of this (burned or burnt). Since SFL explains that the realisations of semantic features are norms established by a network of people that interact with each other, dialectal variation depends on the individual's social-geographical background, as it is the version of the language that they know (Matthiessen, 2007: 538) .
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In addition to this, SFL attempts to answer a further question: How do we explain the variation that depends on the social background of the speaker/writer but that involves meanings rather than form? This kind of variation can be explained by referencing one of the most cited cases in the forensic linguistics literature: the Derek Bentley case (Coulthard & Johnson, 2007) . In this case, Coulthard showed that the position of then in respect of the pronoun I (therefore then I versus I then) varied significantly in relation to what group of speakers produced the report: lay people or police officers. It is important to note here that what varies in this case is the semantics. According to SFL, the difference in the position of the pronoun in this case changes the Theme of the clause, which is then in the first case (focus on the sequence of events) and I in the second case (focus on the person who is acting in the event).
That being so, this variation cannot be defined as dialectal, since neither group is using words or pronunciations that are not used by the other group. However, this variation does not seem registerial either, since in this case both groups operated in a similar context (a report). SFL, therefore, lists another form of variation that explains cases like this: codal variation. Formally speaking, codal variation is a variation in the skewing of probability of selection of options in the systems of a language (like in the registerial variation) but that is caused by the social background of an individual or group of individuals or, more specifically, by how different social groupings interpret the context.
Codal variation is a concept elaborated by Hasan (1990) . In her work, Hasan shows that there is a significant difference in how mothers interact with their children in terms of the probability of occurrence of certain linguistic features and that this difference can be accounted for only in relation to the social class of the mothers. She explains that this is so because a code is the style that people adopt in a certain context as a way to respond to that context in relation to what interpretation of that context they learned. The interpretation of context is given by the social background of the individual or, in extreme cases, by the individual themselves and becomes part of their cognition, as Vygotsky suggested (quoted in Hasan, 2009 ). In the Bentley case, two social groupings interpreted the context in different ways. It is reasonable to hypothesise that the lay people believed that in a context of police report the important piece of information is the temporal sequence of events. On the other hand, the police officer believed that, in this same context, the focus of the clauses should be the person who is doing the action.
What shapes the code of an individual is therefore the experience of a certain context that the individual has gathered, which is in turn shaped by their social background.
Idiolect
The consequence of applying this theory to authorship profiling is obvious; social groupings such as age, sex, ethnicity, social class (but also job, activities, ideologies and anything that can be used to classify social groupings) are revealed through language choices reflecting codal variation. In the authorship attribution task, codal variation, if pushed to the extreme, may also explain phenomena of the single cognition of an individual which are a function of the personality and habits of that individual in a certain context. Even two individuals that have a compatible social positioning (same age, sex, social class, education and so on) are nonetheless likely to differ because of the variation in the different interpretation of the context given by the different experience of the context that they had in their life. Matthiessen (2007) describes the sum of a person's interpretations of all the possible contexts (that is, the sum of their codes) as their personalised meaning potential or, in other words, their idiolect. In SFL, the idiolect is therefore the path through the network of systems of a language that an individual habitually selects in a certain context because of their unique sociolinguistic background. An idiolect is therefore the sum of the codal variation and dialectal variation that an individual presents in every context. It is only measurable, however, by keeping the context constant, avoiding in this way the interference of registerial variation.
SFL, linguistic variation and the multidimensional analysis of language
At this point it is necessary to introduce another tool for calculating variation in language that is theoretically consistent with theories of SFL and codal variation: Biber's (1988) multidimensional approach.
The multidimensional approach is a methodology based on multivariate statistics used by Biber (1988) to study registerial variation in English. Biber (1988) and, subsequently, other corpus linguists, applied this methodology to study variation in the English language, especially to the study of registerial variation. Biber in particular pioneered the use of factor analysis to examine a number of linguistic variables extrapolated from a general corpus of English. The result he obtained was a set of six dimensions of variations that significantly separated the 23 genres of the English language considered, which included a vast sample of the English language, from conversation and speeches to newspapers, fiction and non-fiction books, letters, academic prose and official documents. Those dimensions create a sixdimensional space where texts can be located and for which the distribution of a number of variables is known. It is therefore possible, having a text, to determine the scores for this text for each dimension and thus locate the text in the six-dimensional space. This will verify in which genre the text belongs or, in case we already know the genre of the text, it will allow an evaluation of how different a text is from the normalised score for its genre. Biber's results were replicated by other studies, even in other languages (e.g. Grieve et al. 2011; Biber 1995; Biber 2003 ).
The possibilities offered by Biber's multidimensional analysis are extremely powerful for forensic purposes. Knowing how a genre locates in a multidimensional space is equivalent to knowing the population base-rate of linguistic features for that genre. It is a step forward in solving an issue that forensic linguistics has had since the beginning: the issue of populationlevel distinctiveness (Grant, 2010; Grant, 2007: 22-23) . Working on this method could lead to the possibility of calculating objectively the distinctiveness of a certain author for a certain genre by using a base-rate knowledge of what is typical for the text's genre.
The relevance of the multidimensional analysis in this paper resides in the fact that this method's theoretical assumptions are compatible with our discussion of codal variation. Finegan & Biber (1994) reach the same conclusions as Hasan when they claim that social groups differ in the kinds of communicative tasks that they can be competent with and that therefore they vary in the employment of different kinds of registers and in how they realise them with language. In fact, Finegan & Biber (2001) 's register axiom is indeed another way of formalising what is claimed in Hasan's codal variation theory, as both authors claim essentially that the kinds of registers a speaker has access to will influence the use of linguistic features in their social dialects.
Furthermore, saying that genres vary in relation to the co-occurrence of linguistic variables (frequency of past tense, number of verbs, nouns, nominalizations and so on) means saying that it is the probability of occurrence of a combination of choices in the systems of a language that determines register variation, which is what SFL claims. In the same way, if we keep this variation constant by keeping the genre constant, any other significant variation in this distribution of probabilities of occurrences or frequencies will be due to the social characteristics of the author, or, in SFL, to their code.
In this paper, Biber's method is interpreted as a reliable way of computationally calculating registerial and codal variation and it will be further explored in Trial 2 below.
A theory-based stylistic authorship analysis
Using this SFL understanding it is possible to develop a socio-cognitive based theory of stylistic authorship attribution situated within a modern linguistic theory. In this hypothetical method, McMenamin's fundamental concept of choice as distinctive of human behaviour would be taken into account, as choice is the fundamental concept in SFL. At the same time, this method would include and account for syntactic markers, such as those advocated by
Chaski, and why these should vary between authors. In fact, we can think of the analysis of the frequency of occurrence of any of Chaski's syntactic markers as an instance of analysis of codal variation, since those syntactic markers represent different ways of creating meanings.
Furthermore, the method also addresses an apparent weakness of stylistic approaches such as
McMenamin (2002); the method solves the issue of replicability by providing a list of markers that has to be tested every time, thus avoiding this aspect of the analyst's bias. The analysis is firmly grounded in linguistic theory, allows for quantification and its underlying theory explains not only why there is idiolectal variation but also how this can be measured (as suggested by Howald (2009) ).
Empirical exploration
The theoretical discussion above can only be transformed into a methodology after extensive testing and there is not scope for this in the current paper. We are, however, able to exemplify and extend the theoretical into the practical through the exploration of some data in brief trials. Although the goal of the present paper is to bridge the theoretical gap, it was felt that the points argued could be presented and explained more thoroughly by producing empirical trials, which can then be used in the future as pilot studies for further, more widescale experiments. We intend that it will be possible to see the practical dimension of the theoretical points previously elaborated and the following trials can be taken as a first step towards this elaboration of a methodology. In particular, this experimental dimension is important to show why the multidimensional analysis is needed and why just applying a SFL analysis may not be enough.
Dataset
The data for the trials was collected from three second year undergraduate students of a UK university and conducted with approval of the University ethics committee. Just as Chaski 11 (2001) selected demographically close participants, the participants in this study were selected from a wider pool having been matched for gender, age, education level, degree programme, and ethnicity. We were unable to also match for regional variation as Chaski did. Nonetheless, in the current study this was considered of less importance, as within the framework of SFL geographical origin is more likely to significantly affect dialectal variation rather than codal variation (Matthiessen, 2007: 538) . The rationale for choosing people coming from a similar background is the same proposed by Chaski (2001: 4) : an authorship attribution technique has to be tested in extreme conditions, that is, when the possible candidate authors come from very similar linguistic backgrounds.
Each participant contributed three academic assignments from which the first 300 words were chosen. As in Chaski's (2001) experiment, we wanted to test short texts and also control for their extra-linguistic contextual parameters, that is, their combination of Field, Tenor and Mode, also defined in SFL as Contextual Configuration (Halliday & Hasan, 1989) .
Controlling for the Contextual Configuration would guarantee that the texts are in a comparable contexts and that therefore only codal variation can be measured with little or no significant influence of registerial variation. Although the texts analysed are not texts on their own but fragments of longer texts, this is not problematic for the theory because what was chosen was the first 300 words of the "Introduction" section only. Although the Contextual Configuration of an academic assignment is relatively unexplored, it is still possible to conclude that the first 300 words of the Introduction section to an essay are produced within a comparable phase of the genre of academic assignment and can be therefore said to belong to the same Contextual Configuration.
Trial 1
Texts were analysed and tagged using UAM CorpusTool (O'Donnell, 2010), which allows the SF analyst to upload systems and manually tag the data to produce counts. The systems used for the analysis are the ones elaborated by the seminal work of Halliday & Matthiessen (2004) and Matthiessen (1995) . A sample of the system network can be seen in Appendix 1.
A fragment of the result of the tagging appears in Table 1 As-themematter 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
As-transitivityrole 0.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 1.00 Table 1 -A Fragment of the results for THEME analysis cannot be applied. The proliferation of variables, as well as the limited data is therefore the first problem of a possible methodology based on codal variation. To side-step this problem, an ANOVA was run on the variable set to verify whether there were variables that would vary more between-authors than within-authors, thus at least confirming the hypotheses produced by the theory of codal variation exposed above.
An ANOVA was run for each system. Post-hoc tests and visual inspection of the error bars with 95% Confidence Limit determined the specific location of the between-author variation and the following results:
1. Clause Complex: no significant differences found; 13 2. Conjunction: no significant differences found;
3. Modal Assessment: no significant differences found; 4. Mood: no significant differences found;
5. Nominal Group: showed significant variation between authors under the following systems:
• demonstrative vs personal (p = 0.049, discriminating Author1 from Author2);
• inter-conscious (p = 0.031, discriminating Author1 from Author2);
• determinative vs interrogative (p = 0.001, discriminating Author1 vs Author2 6. Theme: no significant differences; 7. Transitivity: relational (p = 0.012, discriminating Author2 vs Author1 and Author3).
For each system where a quantitative difference was found the data can be explored in more detail.
The difference between demonstrative and personal in the nominal group resolves as the choice between using a determiner or a pronoun in the Deictic of a nominal group. In Figure   1 below examples of these features are presented. Quantitatively, A1 and A2 show differences in this respect whereas A3 cannot be discriminated from other two. A1 and A2 use a high level of demonstratives, as is typical of the genre. However, A2 has a higher use. The result is that A1's texts are less formal and more involving through a higher use of pronouns. A3, on the other hand, is not consistent in either style as it sometimes selects more demonstrative, sometimes more personal. Another variable that separates A1 from A2 is the system labelled inter-conscious. This counts the selection of non-plural conscious personal Deictics (he, his, she, her). Here A2 is distinctive; they never select this option, favouring other kinds of personal reference. A1, on the other hand, selects inter-conscious more frequently and A3, just as before, falls in between.
The variable interrogative, which is complementary to the variable determinative, counts nominal groups constituted by relative pronouns. The distinction between determinative or interrogative nominal group is critical to distinguish A1 from the other two. This is because A1 always selects determinative whenever possible, therefore with a significant consistency, whereas the other two authors select determinative very often but use some interrogative nominal groups too. In Error! Reference source not found. Figure 2 below, we can see that A2 and A3 present some interrogative nominal groups, whereas this is never the case in A1.
A2 A3
In addition to this, the language used is a variety which fulfils a different the purpose of conveying with precision the intricacies of the law, and as such this places those who are trained to fully understand this language in an immediate position of power and strength.
It is the power balance, or rather imbalance, deriving from these factors which have been of great interest to those researching the language of the court. et al. (2008) conclude that it can be unreliable.
Trial1 -Discussion
The overall picture that emerges is that A1 and A2 each have a distinctive and internally consistent style. A3 is less consistent in their style across these texts which will make their texts more difficult to attribute correctly. We can also see how A1 and A2 are more different between themselves than other pairings.
The homogeneity in style across texts that has been found is as predicted by codal variation theory: the subjects share the same background and had experience with the genre, therefore they share most of the style. However, as hypothesised, even in this extreme case of homogeneity between texts and authors, there are significant differences that can be explained by idiolect variation or, in SFL terms, personalised meaning potential caused by personal codal variation. The historico-social explanation of why it is exactly those variables that vary significantly, and not others, cannot be answered here and perhaps not at all. The difference that we expect in terms of personal codal variation, according to codal variation theory, is generated by the different experiences that the individuals have of that genre, in this case, of the different readings and academic writing that they had done before, the different approaches to academic writing that they have been taught, etc.
However, it has been pointed out during the description of the trial that many problems would arise if a method based on this analysis had to be developed. First of all, we cannot determine why these particular variables vary significantly. One of the reasons might be the different topics of the essays, for example. A qualitative assessment of the variables is therefore a necessary step for the method. Equally fundamental is the possibility that quantification of how distinctive a variable be possible. This issue of the difference between the expected variation due to the context, compared with observable variation due to the code of the individual must be resolved if the method is to be applied. To achieve this, something similar to a base-rate knowledge of the variables that would form the basis of the method is needed. In addition to this problem, two other problems have arisen: the issue of reliability of subjective coding, as noted for transitivity analysis, and the sheer number of system variables. When a large number of variables has to be analysed, the issue is not just one of time or effort. The statistical methods used to classify texts can work only if the total number of variables is low.
Using few variables becomes therefore a necessity. These three issues are addressed and partially resolved by applying Biber's multidimensional analyses, as shown in Trial 2.
Trial 2
After Trial 1, it is clear that just applying a SFL analysis on forensic data of the kind similar to the ones analysed can be problematic. We encountered specifically three problems:
(1) base-rate knowledge: the base-rate distribution of the SFL variables is not known and in this way it is difficult to demonstrate distinctiveness; (2) proliferation of variables: there are too many variables in a SFL analyses and typically in a forensic scenario the data is scarce.
This means that the ratio variables/cases is not in favour of classificatory statistical techniques or multivariate statistics; (3) SFL analysis is at times too subjective to be reliable for forensic purposes (e.g. transitivity). If we had an extensive and comprehensive corpus of the English language automatically tagged with a SFL parser we would solve all of these problems, as we would know the base-rate distribution of all the variables by genre and at the same time this analysis would be based on computer algorithms that are reliable to reproduce. Unfortunately, such an endeavour is not available. It is for this reason that Biber's Multidimensional Analysis has been chosen (Biber, 1998) .
As previously introduced, Biber selected 67 linguistic variables from a survey of previous studies and fed them in a factor analysis to determine how these variables covary and can distinguish the main genres of the English language that he considered. Using his work we therefore have at our disposal a computerised set of algorithms to compute frequencies of variables and we have the distribution of these variables for a large set of genres. If we assume that these 67 variables are an approximation to a full SFL analysis then we have a way to solve the three problems encountered. First of all, the framework solves subjectivity of analysis, since
Biber used algorithms that would determine automatically certain variables using a computer programme. Additionally, it solves the problem of the proliferation of variables as well, since the variables analysed are only the six factors that take into account the covariation of the 67 grammatical variables. Finally, as mentioned above, it is reasonable to assume that Biber's method is theoretically compatible with SFL and codal variation.
A second trial, Trial 2, was run so to use Biber's Dimensions as variables. To calculate the Dimensions, the first step was to calculate the 67 linguistic variables that Biber used. These variables were collected by Biber from previous studies and represent linguistic features that are known to vary between genres. Examples of these are: frequencies of pronouns, frequencies of nouns, or frequencies of relative clauses (the complete list can be found in the appendix of Biber (1988) ). The texts have been processed using the CLAWS part of speech tagger, which automatically tags words for parts of speech. Each of the 67 variables used by Biber (1988) was then calculated semi-automatically using WordSmith (Scott, 2011) , carefully following the precise algorithms given in Biber's (1988) appendix. Once the values for each of the 67 variables were obtained for each text, the factor scores for each text for each Dimension were calculated using the guidelines provided again by Biber (1988: 93) .
The result of the analysis was a set of six variables for each text for each author. The six variables are the factor scores for each Dimension. The radar graphs reproduced in Graph 3, 2, 3 and 4 below show Biber's scores for the genre academic prose, and also the mean scores for each of the authors. 
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Graph 4 -Dimension scores for 'Academic prose' (as found by Biber (1988) ) and for each author
As the graphs suggest, the only considerable difference found was related to Dimension 1, the dimension that measures the involvedness/informational character of a text. More specifically, the difference exists between the authors' scores and Biber's (1988) average score for Dimension 1 for academic prose, with the authors being more 'involved' than expected.
The authors' values clustering around -8 are distinctive for the genre, as a much lower score was expected (around -15) . This difference can be observed qualitatively in Figure 4 . The examples reproduced in this figure show only four of the variables accounted for by Dimension 1: nouns and attributive adjectives for the Informational pole; pronoun it and demonstrative pronouns for the Involved pole. These four variables were chosen as they were the most frequent ones in the samples. Figure 4 shows qualitatively that the sample from A2 is less nominal and information packaged and at the same time more contextually dependent on the knowledge of the reader, as it uses more pronominal forms. Although it could be objected that the sample in Figure 4 is taken from an engineering academic text, which would thus seem to be more informational than a typical academic text from the humanities such as A2's text, Biber (1988) found that the difference between the two sub-types of academic prose genres is rather small. Biber (1988: 185) found that the difference of the averages of natural science academic prose and humanities academic prose amounts to roughly five, with natural science academic prose being therefore just slightly more informational than the humanities one.
It is possible to conclude, therefore, that the authors in this experiment are consistent and distinctive in their style of writing in the academic prose genre. Conclusions about the 22 between-author difference is not possible as more data would be needed and in these case, as with much forensic linguistic casework, the conclusion to be drawn is that attribution is not possible.
Example from Although attribution could not be reliably assigned because of paucity of data, it is still possible to observe from this example how the method can be used to gather pieces of evidence to show distinctiveness of authorial style compared to a genre. Once the full multidimensional analysis is completed and the analyst knows the value for each of the 67 variables, it is possible to show distinctiveness by using the base-rate knowledge for the genres that Biber studied.
In addition to this application to comparative authorship analysis it is possible to note how promising this method could also be for authorship profiling. By looking at the typical scores that one expects from the genre, the analyst can objectively conclude that all these texts are more involved than expected, that is, they have an anomalously high score on Dimension 1. The statistical difference ought to be checked qualitatively in order to avoid to draw the 23 wrong inferences from the data. An anomalous score can be given by several facts and it is up to the analyst to assess the difference and express an expert opinion on what causes it. In this case, since we know that the texts analysed are sampled from the academic prose genre, a qualitative exploration of the data confirms that the most likely explanation for the highly Involved score of these texts is that the authors are not competent writers in that genre.
Furthermore, this involvedness character of student writing has actually been found before by
Grabe & Biber, who conclude that '[student essays] use the surface forms of academic writing (e.g. passives), but they are relatively non-informational and involved ' (Grabe & Biber 1987 , quoted in Biber 1988 . This conclusion corroborated by previous literature is a claim that involves the students' code: we can conclude that the author's experience with the genre is not that of a master of academic writing; indeed as second year undergraduate students it turns out they are all academic apprentices. As well as these case-specific conclusions, it is possible that similar reasoning around codal variation measured in this way offers the possibility of deducing a writer's gender or age. This is already suggested by Biber's work (Biber et al., 1998) and theorised by Martin within the SFL framework (Martin, 1992: 578) .
The problem of genre comparability Biber's (1988) framework and SFL share a similar model of the concept of genre. This is interpreted by both as being a configuration of situational parameters, such as channel, extent of shared space, relationship between interactants and so on, or, in SFL terms, combinations and interactions across Field, Tenor and Mode (Biber, 1988: 39) . Theoretically speaking, this interpretation of genre can help to solve a problem often found in forensic authorship analysis:
the genre incompatibility between the texts that have to be analysed.
If a method based on codal variation theory as presented in this paper is to be applied, (Hasan, 1995) . Confirmation of this hypothesis is being currently pursued within SFL. Although some preliminary studies showed a more conservative position (Thompson, 1999) , recent empirical work indicates that there is indeed a correlation between contextual parameters and linguistic variables, at least for Mode (Clarke, 2013) . It is therefore possible to expand this work by conceiving empirical tests pertinent to forensic cross genre attribution problems.
Conclusions
This paper started with the argument between stylistic and the cognitive approaches to forensic authorship analysis and their associated strengths and weaknesses. A theoretical discussion showed that these two methods are not in opposition but that can be seen as complementary if we observe them through the lenses of SFL codal variation. The summary of the theoretical points is given in Table 2 Theory of idiolect is not necessary.
Individual linguistic variation is theorised.
The individual is unique because of cognitive differences.
The individual is unique because of stylistic choices.
The individual is unique because of stylistic choices given by their code, which in turn is influenced by cognitive differences.
Analysis of syntactic structures. Analysis of style markers.
Since in SFL the syntactic structures can be imagined as the results of choices in the systems, and since the systems are network of choices (therefore, style markers), those two positions of analysis coincide.
Variability caused by differences in cognitive structures.
Variability caused by sociohistorical differences.
Codal variation theory points to a view of the mind as personalised brain shaped by the context: it therefore provides a theoretical stance that reconciles the two kinds of variability presupposed by the two approaches After the theoretical discussion, however, a pilot study showed that SFL in itself is not enough to support a new method of authorship attribution. Biber's multidimensional analysis was then proposed so to solve the issues raised by Trial 1. With Trial 2 it has been shown that the application of Biber's multidimensional analysis combined with the SFL theory of codal variation can be a way to provide a theory to the stylistic approach. If this methodology of doing forensic stylistics proves valid with further experimentation and application, it could be potentially showed that a codal variation theoretically motivated forensic stylistics indeed coincides with cognitivists' syntactic approach, although interpreted through the lenses of stylistics and sociolinguistics. Finally, this kind of analysis provides forensic stylistics with methods that resolve potential biases in replication and scientific method.
To conclude, we provide here a description of the SFL-MD theoretically based method of authorship attribution that we propose for further studies. The procedure is described in Figure 5 below using a flowchart.
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Further experiments are carried out at the moment to improve this methodology and to find out the qualitative significance of the variables used by Biber for the purpose of authorship profiling and attribution.
Appendix 1 -Sample of system network: the system of THEME finite-major-clause THEME-TYPE single multiple MULTIPLE-TYPE interpersonal-adjunct textual-adjunct both-types THEME-SELECTION marked-theme THEME- 
