Abstract: New long-duration clear-water scour data were collected at single cylindrical piers with the objective of investigating the effect of sediment coarseness, D p =D 50 (D p = pier diameter; D 50 = median grain size) on the equilibrium scour depth and improving the scour depth time evolution modeling by making use of the exponential function suggested in the literature. Experiments were carried out for the flow intensity close to the threshold condition of initiation of sediment motion, imposing wide changes of sediment coarseness and flow shallowness, d=D p (d = approach flow depth). The effect of sediment coarseness on the equilibrium scour depth was identified; existing predictors were modified to incorporate this effect for U=U c ≈ 1.0; D p =D 50 > ≈60 and d=D p ≥ 0.5; the complete characterization of a known scour depth time evolution model was achieved for U=U c ≈ 1.0, 60 < D p =D 50 < 500 and 0.5 ≤ d=D p ≤ 5.0.
Introduction
It is widely recognized that local scour at bridge foundations is a common cause of bridges failure. In spite of the research efforts on this topic during the last five or six decades, the time evolution of scour depth and its ultimate equilibrium value remains a subject of concern for hydraulic engineers and researchers.
Research on local scouring has been made mostly through experimentation. The duration of most of the reported experiments was too short to guarantee equilibrium; also, most of them covered small sediment coarseness ratios, D p =D 50 (D p = pier diameter; D 50 = median grain size). These time and coarseness limitations of experimental studies may be among the causes of reported discrepancies between field observations and predictions obtained through formulations derived from experimentation. That is reported, e.g., in National Cooperative Highway Research Program (NCHRP) (2011) or by Lee and Sturm (2009) 
Time plays an important role in scour. It is well established that, under live-bed conditions, scour depth tends to equilibrium very quickly, while under clear-water conditions scour evolves much slower. Ettema (1980) identified three phases of the scouring process: the initial phase, the principal phase, and the equilibrium phase, assumed to occur when the scour depth practically does not increase anymore. In clear-water scour, the principal phase lasts for a long time and the equilibrium scour depth is approached asymptotically.
Many researchers attempted to develop equations to predict local scour time evolution. Franzetti et al. (1982) proposed an exponential function that involves the equilibrium scour depth, d se , and two coefficients, a 1 and a 2 . Melville and Chiew (1999) introduced a time factor in their scour predictor that includes the time needed to attain equilibrium, i.e., time to equilibrium. This time factor was recently modified by Melville and Sheppard as reported in NCHRP (2011) . Hager (2002, 2005 ) developed a predictor that was not aimed to be valid up to the equilibrium phase. More recently, Kothyari et al. (2007) kept the structure of Oliveto and Hager's model but included a criterion for an ultimate scour depth which occurs at time to equilibrium.
The equilibrium concept is rather subjective and different authors present different approaches to cope with it. Some argue that equilibrium is reached in a finite time (Melville and Chiew 1999; Kothyari et al. 2007) . Others state that equilibrium scour cannot be achieved in a finite time (Franzetti et al. 1982) or implicitly discard that scour depth values are upper bounded.
In this work, it is assumed that equilibrium scour is achieved in infinite time. The question of how long should experiments last to sufficiently approach equilibrium emerges. According to Lança et al. (2010) , the extrapolation to infinite time of at least seven-day-long scour depth records, adjusted by a six-parameter polynomial function, renders robust values of the equilibrium scour-depth at single cylindrical piers characterized by D p in the range 63 mm < D p < 80 mm, d=D p ≈ 2.0 and 49 < D p =D 50 < 93. Simarro et al. (2011) performed a comparative study of different contributions and concluded that the exponential function of Franzetti et al. (1982) describes scour-depth time evolution with a noticeable precision, with the advantage of using only two coefficients (a 1 and a 2 ) and the equilibrium scour depth, d se . In this study, coefficients a 1 and a 2 , as well as d se , are postulated to depend on the parameters that control scouring. The practical use of the exponential function requires a priori knowledge of the equilibrium scour depth (Franzetti et al. 1982) . Important studies on scouring (e.g., Ettema 1980; Melville and Chiew 1999) have successively assumed that the normalized equilibrium scour depth, d se =D p , does not depend on the sediment coarseness ratio, D p =D 50 , for D p =D 50 > ∼50. This view has been disputed in the last decade by, e.g., Sheppard et al. (1995 Sheppard et al. ( , 1999 Sheppard et al. ( , 2004 and Lee and Sturm (2009) . According to those studies, d se =D p decreases with increasing sediment coarseness ratio, for D p =D 50 > ∼50.
In spite of those recent contributions, there is still lack of information on scouring for comparatively high sediment coarseness ratios. The explanation is as follows: for clear water scour, close to the condition of initiation of motion, bed sediment must be such that D 50 > ∼0.6 mm to avoid ripples; consequently, large sediment coarseness ratios require large values of the pier diameter, D p , and of the approach flow depth, d, in order to satisfy the simultaneous need to simulate realistic values of flow shallowness, d=D p . Also, in order to avoid wall and contraction effects-for large pier diameter and flow depth-wide facilities and flow discharges, that do not exist in most laboratories, are needed.
In this study, the availability of two comparatively large flumes rendered possible to generate additional scour data for values of sediment coarseness ratio in the range 58 ≤ D p =D 50 ≤ 465, while covering flow shallowness values, d=D p , in the range 0.5 ≤ d=D p ≤ 5.0, for flow intensity, U=U c (U = average approach flow velocity; U c = critical average velocity for the beginning of sediment motion), close to the condition of initiation of motion (U=U c ≈ 1). A total of 38 tests lasting between 7 and 14 days were run for this purpose.
The data of this study were obtained with the specific objectives of (1) revisiting the influence of sediment coarseness on the equilibrium scour depth and (2) improving scour depth time evolution modeling by making use of the exponential function suggested by Franzetti et al. (1982) .
Framework for Analysis
Pier scour depth at a given instant, t, can be described by the following set of independent variables: d s ¼ φ flowðd; S e ; gÞ; fluidðρ; νÞ; bed materialðD 50 ; σ D ; ρ s Þ;
where apart from the variables already defined, d s = scour depth at instant t; S e = slope of the energy line; g = acceleration of gravity; ρ and ν = fluid density and kinematic viscosity, respectively; σ D = gradation coefficient of the bed material; ρ s = sediment density; K θ and K s = coefficients expressing pier alignment and shape, respectively; B = channel width; S 0 = channel bed slope; and K g = coefficient describing the geometry of the channel cross section. For uniform flows in wide rectangular channels, S e ¼ S 0 , K g ¼ 1, and B does not influence scour. In this context, wide channels are those where the effects of flow contraction due to the presence of piers as well as wall effects are negligible. For clear-water flat bed flows, S e can be replaced by both the friction velocity, u Ã ¼ ðgdS e Þ 0.5 , or the average approach flow velocity, U. If the bed material is composed of uniform, non-ripple-forming sand, which implies D 50 > ∼0.6 mm, σ D < 1.5 and ρ s ≈ constant, then σ D and ρ s can be eliminated from Eq. (1). For cylindrical piers, K s ¼ 1 and K θ ¼ 1. In the case of fully developed flow on a flat bed, where the relation u Ã =u Ãc ¼ U=U c (u Ãc = critical bed shear velocity for sediment entrainment) holds, and keeping in mind Shields' diagram as well as assuming that within the scour hole the flow is fully rough irrespective of the approach flow regime, it can be assumed that the kinematic viscosity, ν, no longer influences the scouring process.
Under these assumptions, Eq. (1) can be transformed into (Fael 2007) 
For U=U c = constant (usually U=U c ≈ 1.0 in laboratory conditions so as to maximize the scour depth), nondimensional equilibrium scour depth reads
since t no longer interferes. The first objective of this study aims, in practice, at the improved characterization of Eq. (3). The second objective consists of further specifying the model suggested by Franzetti et al. (1982) , in the sequence of the findings of Simarro et al. (2011) . The model reads
According to the original reference, a 2 should be constant (a 2 ≈ 1=3), while a 1 is rather small and varies in the range 0.021 < a 1 < 0.042. By comparing Eqs. (2) and (4), it becomes obvious that the model suggested by Franzetti et al. (1982) may be completed by relating a 1 and a 2 with the parameters that do not explicitly appear in Eq. (4), i.e., the flow shallowness, d=D p , and the sediment coarseness ratio, D p =D 50 . For U=U c = constant, it seems reasonable to assume, a priori, that
The experiments reported herein were designed so as to contribute to the definition of the functional relations φ 1 , φ 2 , and φ 3 of Eqs. (3), (5), and (6), respectively.
Experimental Setup and Procedure
Two flumes were used in the experimental study. One, located at the University of Beira Interior, is 28.00 m long, 2.00 m wide, and 1.00 m deep. Discharge was measured by an electromagnetic flow meter with an accuracy of AE0.5% of full scale. At the entrance of the flume, two honeycomb diffusers aligned with the flow direction smoothed the flow trajectories and guaranteed a uniform transversal flow distribution. Immediately downstream from the diffusers, a 5.00-m-long bed reach was covered with small gravel to provide proper roughness and guarantee fully developed flow. The central reach of the flume, starting at 14.00 m from the entrance, includes a 3.00-m-long, 2.00-m-wide, and 0.60-m-deep recess box in the channel bed. At the downstream end of the flume, a tailgate allows the regulation of the water depth.
Single vertical cylindrical piers were simulated by PVC pipes with diameters D p ¼ ½50, 75, 110, 160, 200, 250, 315, 350 ,400 mm, placed at ∼1.0 m from the upstream boundary of the bed recess box.
The second flume, located at the University of Porto, is 33.15 m long, 1.00 m wide, and 1.0 m deep; its central reach starts at 16.00 m from the entrance. Provisions similar to the ones described above for the 2.0-m-wide flume (honeycomb and floor roughness) were installed to guarantee similar working conditions for the flow recirculation circuit on this flume. The recess box is 3.20 m long, 1.0 m wide and 0.35 m deep. The maximum pier diameter was 200 mm, so as to minimize contraction effects.
A uniform quartz sand (ρ s ¼ 2,650 kg m −3 ; D 50 ¼ 0.86 mm; σ D ¼ 1.36) was used to fill each of the recess boxes of the two channels. Prior to each experiment, the sand bed was perfectly leveled. The area located around the pier was covered with a thin metallic plate to avoid uncontrolled scour at the beginning of each experiment. The flumes were filled gradually, imposing a high water depth and low flow velocity. The discharge corresponding to the chosen approach flow velocity was then adjusted to pass through the flumes. The flow depth was regulated by adjusting the downstream tailgates. Once the discharge and flow depth were established, the metallic plates were removed and the experiments started.
Scour immediately initiated and the depth of scour hole was measured, to an accuracy of AE1 mm, with adapted point gauges, approximately every 5 minutes during the first hour. Afterwards, the interval between measurements increased and, after the first day, only a few measurements were carried out each day. When the scour rate was less than approximately 2 mm (≈2D 50 ) in 24 hours and at least 7 days had passed, the experiments were stopped. The sand bed approach reach located upstream of the piers stayed undisturbed through the entire duration of the experiments; this long-term stability ensured that the scour depth was not supplemented by upstream bed degradation.
Results and Discussion

Data Characterization
The values of the most important control variables and non-dimensional parameters characterizing the experiments are summarized in Table 1 . It can be concluded that a reasonably high relative flow depth (0.050 m ≤ d ≤ 0.400 m; 58 < d=D 50 < 465) was always guaranteed. The average flow intensity, U=U c , varied in the range 0.93 ≤ U=U c ≤ 1.04, with U c being calculated using the predictor of Neil (1967) . The aspect ratio B=d was guaranteed to be greater than 5.0, this way avoiding significant wall effects on the flow field.
The ratio of channel width to pier diameter, B=D p , was at least 5.0, being higher than 8.0 in 30 (out of 38) tests and higher than 10.0 in 27 tests. Contraction scour seemed absent since no Ballio et al. (2009) , for such a range of values of d=D p , significant increases of scour depth ascribable to contraction effects may be observed only for B=D p < 3. Ballio et al. (2009) also pointed out that contraction manifests itself mostly at early stages of the scour process. Breusers and Raudkivi (1991) suggested that contraction scour is negligible for values of B=D p as low as 2.0 to 2.5. Cardoso and Bettess (1999) have shown that, shortly after the beginning of the scouring process, the flow field remains practically unaffected over the flat bed out of the scour hole since the intercepted discharge tends to be conveyed through the scour holes. Thus, it seems safe to conclude that, if eventually present, contraction effects were minor in the present study.
The pier Reynolds number, R p ¼ UD p =ν, varied between 13,625 (test 8) and 13,2000 (test 16 ). According to the literature, it may be assumed that viscous effects are negligible. In fact, the conditions suggested by Oliveto and Hager (2002) -D 50 > 0.8 mm-or quoted by Franzetti et al. (1994) -R p ¼ UD p =ν > 7,000-are both satisfied. However, the effect of viscosity on scouring seems to be a topic for further research since none of the reported conditions guarantees that the approach flow is rough turbulent.
On average (see http://w3.ualg.pt/∼rlanca/largepierstime.pdf), the duration of the experiments was 2.51 times longer than the time to equilibrium given by the criterion suggested by Melville and Chiew (1999) : Δd s < 0.05D p , Δd s = increment of scour depth in 24 hours. Also, that duration was 2.52 times longer than the time to equilibrium implicitly adopted by Ettema (1980) After screening, NCHRP (2011) identified 233 and 210 valid tests published to date, respectively, on clear-water and live-bed scour at single piers. Those numbers reduce to 109 tests falling in the range 0.90 ≤ U=U c ≤ 1.10. The vast majority of these tests were rather short: only 12 lasted t d ≥ 4 days (t d = test duration). For the range of sediment coarseness covered by the present experimental campaign, i.e, for D p =D 50 > ∼60, only 9 tests correspond to t d ≥ 4 days and an even smaller number, 6, correspond to t d ≥ 7 days. These numbers only marginally increase to 13, for t d ≥ 4 days, and to 9, for t d ≥ 7 days, if 0.85 ≤ U=U c ≤ 1.20. It is clear that a distinctive contribution of the present study is the long duration data of careful clear-water scour experiments for comparatively wide piers.
Time records of the scour depths are available at http://w3.ualg .pt/∼rlanca/largepierstime.pdf. The tests 1 to 7, corresponding to d=D p ¼ 0.5, are plotted in Fig. 1(a) in the coordinates suggested by Hager (2002, 2005) , i.e., 
where
Here, the gradation coefficient is defined as σ D ¼ ðD 84 =D 16 Þ 0.5 and Δ ¼ ðρ s − ρÞ=ρ. Fig. 1(a) also plots the predictor of Oliveto and Hager (2005) , as a solid line, by assuming a shape factor of 1 (cylindrical pier), as well as the AE25% band around the predictor. Similar plots were produced for the other seven d=D p groups; they do not substantially differ from Fig. 1(a) . The inspection of this figure reveals that the predictor proposed by Oliveto and Hager (2005) does not match the data. The plots do not either display any horizontal plateau, a denoting factor of the equilibrium phase as proposed by Cardoso and Bettess (1999) for vertical wall abutments. The applicability of the time-factor model of Melville and Sheppard as quoted at NCHRP (2011) was also not supported by the data [see Fig. 1(b) ], particularly in the early stages of the scour process. The reasons for these discrepancies probably derive from the difficulty to fully characterize the functional relation of Eq. (1).
According to Franzetti et al. (1994) , half of the experiments should have reached equilibrium since Ut d =D p exceeded 2 × 10 6 . However, equilibrium scour does not seem to have been unambiguously reached in any of the present experiments. Yet, it is postulated here that finite equilibrium scour depth must exist. It is recognized that the probability of occurrence of a sufficiently Fig. 1 . Time evolution of scour depth measurements versus the predictors of (a) Oliveto and Hager (2005) and (b) Melville and Sheppard as quoted at NCHRP (2011), for d=D p ¼ 0.5 strong turbulent event capable of entraining sediment grains from the scour hole will never be null though this probability decreases as scour develops, tending asymptotically to zero. Thus, it is also assumed that the time needed to achieve finite equilibrium scour may be rather large, conceptually infinite. For this reason, scour depth records were fitted by using regression with the following polynomial function:
so as to obtain the equilibrium scour depth, d se , as suggested by Lança et al. (2010) . In the above polynomial equation, parameters p 1 ; p 2 ; : : : ; p 6 have no physical meaning; however, it is obvious that, for
The equilibrium scour depths obtained through the fitting procedure are included in Table 1 , together with the scour depth, d sm , measured at end of the experiment. The equilibrium scour depths, d se , obtained through extrapolation are, on average, 10% higher than d sm . Defining d seE = scour depth at time to equilibrium implicitly adopted by Ettema (1980) and d seM = scour depth at time to equilibrium defined according to Melville and Chiew (1999) Ettema (1980) or Melville and Chiew (1999) . It seems that such experiments, though the closest to equilibrium to date, produced scour depths between ≈80% and ≈90% of the true equilibrium scour depth.
Equilibrium Scour Depth
The values of d se =D p are plotted against D p =D 50 in Fig. 2 . Data of six long duration clear-water experiments (t d ≥ 6 days) by Sheppard et al. (2004) for D p =D 50 > 500 and U=U c sufficiently close to 1.0 (0.85 to 1.21) are also included in the figure for completeness. It should be mentioned here that these original data were used instead of those retained by NCHRP (2011) since both sets do not exactly coincide, particularly, in terms of the duration of tests. These literature data are characterized in Table 2 as identified by the prefix Sh. Fig. 2 separates the data-those of this study as well as those of Sheppard et al. (2004) -into six classes of d=D p . Due to experimental limitations of the present study the figure includes few values for d=D p > 3.0. It is clear that the parameter D p =D 50 influences d se =D p , leading to decreasing normalized scour depth as D p =D 50 increases in the range of the study. This conclusion qualitatively corroborates the findings of Sheppard et al. (1995 Sheppard et al. ( , 1999 Sheppard et al. ( , 2004 and Lee and Sturm (2009) . According to Sheppard (2004) , pressure gradients in the proximity of small size piers are larger than near larger ones, inducing larger forces on the sediment grains around the former. For a given sediment size, some local scour mechanisms diminish in magnitude with increasing pier width. Ettema et al. (2006) investigated the scale of the turbulence in the wake region for different pier sizes and related the differences with the decreasing dependence of scour on increasing pier width. Lee and Sturm (2009) related the decrease of the relative scour depth with different large scale unsteadiness of the horseshoe vortex for different pier sizes and sediment coarseness. These explanations remain unproven and deserve to be checked against detailed measurements of flow field around different-scale piers.
In spite of the scatter, Fig. 3 , which includes the envelop curves of the equilibrium scour data, shows that d se =D p increases with d=D p for a given class of D p =D 50 , within the range 0.5 ≤ d=D p ≤ 5.0.
The double dependence of d se =D p on flow shallowness, d=D p , and sediment coarseness, D p =D 50 , is captured by the following regression equations:
In the range D p =D 50 ≤ 500, the determination coefficient is r 2 ¼ 0.90 and the root mean square error is RMSE ¼ 0.12, for 0.5 ≤ d=D p ≤ 2.0, while RMSE ¼ 0.22, for 2.0 < d=D p ≤ 5.0. According to Eq. (10), the effect of D p =D 50 is constant for D p =D 50 > ≈500. This result corroborates the finding of Lee and Sturm (2009) who stated that, for D p =D 50 > 400, d se =D p ≈ 1.3. It is also clear that the classical upper bound defined by d se =D p ≈ 2.4 for narrow piers was exceeded for sediment coarseness D p =D 50 ¼ ½58.1 − 87.2. This result is in line with the findings of Sheppard et al. (2004) and Lee and Sturm (2009) , these last referring to field data where d se =D p largely exceeds 2.4. Since these data correspond to different values of U=U c , piers' shape and piers' alignment, they were back corrected to the standard cylindrical pier and may inherently convey uncertainties. Likewise, the values of d se =D p obtained in the present study cannot be excluded to reflect the assessment of the equilibrium scour depth as occurring at t ¼ ∞. Thus, for prudence, the curves included in Fig. 3 do not completely envelop all the data and, for practical applications, the following upper-bound scour predictor is suggested:
where K d is the predictor of Melville (1997) modified to read
and K D50 is given by
Eq. (13) constitutes the envelope curve of the K D50 data plotted in Fig. 4 . The values of K D50 were back calculated from the values of d se =D p reported in Table 1 by assuming K d to be given by the modified predictor of Melville (1997), Eq. (12) .
In practice the use of Eqs. (11)- (13) for safe upper bound scour depth prediction requires the use of appropriate multiplying factors to take into account the effects of flow intensity, pier shape, pier alignment, gradation coefficient of bed the material, flow contraction, cross-section shape, and time. The upper bound value of d se =D p , occurring for values of D p =D 50 < 100, is not critical for sand bed (D 50 < 2 mm) since the predicted equilibrium scour depths will be similar irrespective of the tuning of the upper bound predictor. The importance of the present contribution arises for D p =D 50 > 100 by reinforcing the proposals by Sheppard et al. (2004) and Lee and Sturm (2009) .
Time Evolution of Scour Depth
Since the value of d se is known for each experiment (Table 1) , Eq. (4) could be fitted to each scour depth time record and the output of the fitting process were the values of a 1 and a 2 . The associated determination coefficients, r 2 , were always higher than 0.97. The values of a 1 and a 2 are included in Table 3 and plotted against D p =D 50 in Fig. 5 .
From Table 3 , it can be concluded that a 1 varies in the range 0.005 ≤ a 1 ≤ 0.080, with an average value of 0.031, while a 2 varies within the range 0.212 ≤ a 2 ≤ 0.458, with an average value of 0.311. These intervals of a 1 and a 2 contain the proposals of Franzetti et al. (1982) , i.e., a 1 ¼ 0.028 and a 2 ¼ 1=3. From Fig. 5 , it is clear that a 1 displays a clear dependence on the sediment coarseness, D p =D 50 . The dependence of a 2 on the same parameter is also clear. No obvious variation of a 1 or a 2 with d=D p was identified. The coefficients a 1 and a 2 relate with D p =D 50 as follows: The determination coefficients are r 2 ¼ 0.76 and 0.77, respectively. From the above, the use of the model of Franzetti et al. (1982) for the prediction of scour depth time evolution, Eq. (4), is suggested. The new contribution of this study is the specification of coefficients a 1 and a 2 through Eqs. (14) and (15). It is worth stressing that this contribution only applies to cylindrical piers inserted in uniform, fully developed turbulent flows, in wide rectangular channels with a flat bed composed of uniform, nonripple-forming sand, close to the condition of beginning of sediment motion (U=U c ≈ 1.0).
Validation of the New Predictors
Excluding the data of Sheppard et al. (2004) -which was used to derive Eqs. (10)-(13)-only data of Ettema (1980) and Graf (1995) are found in NCHRP (2011) for tests' duration t d ≥ 4 days and 0.9 ≤ U=U c ≤ 1.1. It is assumed here that such data correspond to tests that sufficiently approached the equilibrium. It must be retained here that, in the present experimental study, d s4 =d se ¼ 0.82 AE 0.06 (d s4 = scour depth measure at t ¼ 4 days). Those data (11)- (13) are characterized in Table 2 ; they were used for validation of the suggested equilibrium scour depth predictors. Fig. 6 (a) shows that, with one exception, Eq. (10) predicts the observed equilibrium scour depths within deviations of AE25% around the line of perfect agreement, while Fig. 6(b) indicates that Eqs. (11)- (13) constitute a reasonable upper-bound predictor of equilibrium scour depth. The exceptions on Fig. 6 correspond to the experiment of Graf (1995) , where t d ¼ 4 days, which highlights the crucial importance of the time effect on the equilibrium scour depth. Simarro et al. (2011) have published five long-duration experiments on scouring at cylindrical piers that respect the restrictions of the present study. The data from these experiments, as well as from seven additional tests carried out in this study, were used for validation of the suggested scour time evolution model. Three experiments from Grimaldi (2005) were also included in the analysis. The control variables of these data sources are summarized in Table 4 . Their scour depth time records are also included in http:// w3.ualg.pt/∼rlanca/largepierstime.pdf. Other time evolution data sources identified in the literature (see, e.g., NCHRP 2011) were not assessed since they are published in graphical form only and the experimental conditions are not known.
Eq. (4) was used to predict the scour depth time evolution. The outputs are compared with measurements in Fig. 7 , where the results obtained in this study are included in Fig. 7(a) while the experiments of Simarro et al. (2011) and Grimaldi (2005) are used in Fig. 7(b) .
The inspection of Fig. 7 reveals that the suggested predictor describes the scour depth time evolution for independent data sets within deviations of AE25% around the line of perfect agreement.
Conclusions
The most important conclusions of this study are as follows:
1. The equilibrium scour depth decreases with D p =D 50 , for D p =D 50 > ∼100, corroborating the findings of Sheppard et al. (1995 Sheppard et al. ( , 1999 Sheppard et al. ( , 2004 and Lee and Sturm (2009) , which implies refuting the classical assumption according to which the equilibrium scour depth would not depend on D p =D 50 for D p =D 50 > ∼25. The sediment size factor, K D50 , may be obtained through Eq. (13). Simarro et al. (2011) and Grimaldi (2005) 
