Feature Cross Search via Submodular Optimization by Chen, Lin et al.
Feature Cross Search via Submodular Optimization
Lin Chen1 #
Simons Institute for the Theory of Computing, University of California, Berkeley, CA, USA
Hossein Esfandiari #
Google Research, New York, NY, USA
Gang Fu #
Google Research, New York, NY, USA
Vahab S. Mirrokni #
Google Research, New York, NY, USA
Qian Yu #
Department of Electrical and Computer Engineering, University of Southern California, Los
Angeles, CA, USA
Abstract
In this paper, we study feature cross search as a fundamental primitive in feature engineering. The
importance of feature cross search especially for the linear model has been known for a while, with
well-known textbook examples. In this problem, the goal is to select a small subset of features,
combine them to form a new feature (called the crossed feature) by considering their Cartesian
product, and find feature crosses to learn an accurate model. In particular, we study the problem of
maximizing a normalized Area Under the Curve (AUC) of the linear model trained on the crossed
feature column.
First, we show that it is not possible to provide an n1/ log log n-approximation algorithm for
this problem unless the exponential time hypothesis fails. This result also rules out the possibility
of solving this problem in polynomial time unless P = NP. On the positive side, by assuming
the naïve Bayes assumption, we show that there exists a simple greedy (1 − 1/e)-approximation
algorithm for this problem. This result is established by relating the AUC to the total variation of
the commutator of two probability measures and showing that the total variation of the commutator
is monotone and submodular. To show this, we relate the submodularity of this function to the
positive semi-definiteness of a corresponding kernel matrix. Then, we use Bochner’s theorem to
prove the positive semi-definiteness by showing that its inverse Fourier transform is non-negative
everywhere. Our techniques and structural results might be of independent interest.
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1 Introduction
Feature engineering is one of the most fundamental problems in machine learning and
it is the key to all supervised learning models. In feature engineering, we start with a
collection of features (a.k.a., raw attributes) and turn them into a new set of features, with
the purpose of improving the accuracy of the learning model. This is often done by some
basic operations, such as removing irrelevant and redundant features (studied as feature
selection [10, 32, 33, 26, 11, 25, 18]), combining features (a.k.a., feature cross [30, 20]) and
bucketing and compressing the vocabulary of the features [2, 7, 28, 1].
1 Authors are ordered alphabetically.
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Finding an efficient set of features to combine (i.e., cross) is one of the main primitives
in feature engineering. Let us start with a text book example to show the importance of
feature cross for the linear model. Consider a model with two features, language, which can
be English or Spanish, and country, which can be Mexico or Scotland. Say if English appears
with Scotland, or if Spanish appears with Mexico, the label is 1. Otherwise the label is 0.
It is easy to see that in this case there is no linear model using these two features with a
nontrivial accuracy (i.e., the best model matches the label with probability 1/2). By crossing
these two features, we get a new feature with four possible values (English, Mexico), (English,
Scotland), (Spanish, Mexico), (Spanish, Scotland). Now, a linear model based on this new
feature can perfectly match the label. This is a well-known concept in feature engineering.
Unlike feature selection and vocabulary compression, and despite the importance of feature
cross search in practice, this problem is not well studied from a theoretical perspective. While
some heuristics and exponential-time algorithms have been developed for this problem (e.g.,
[30, 20]), the complexity of designing approximation algorithms for this problem is not
studied. This might be due to the complex behavior of crossing features on the accuracy
of the learning models. In this work, we provide a simple formulation of this problem, and
initiate a theoretical study.
Let us briefly define the problem as follows and defer the formal definition of the problem
to a later section: Given a set of n features, and a number k, compute a set of at most
k features out of n features and combine these k features such that the accuracy of the
optimum linear model on the combined feature is maximized. To measure the accuracy we
use normalized Area Under the Curve (AUC). The bound k is to avoid over fitting.2 This
is a very basic definition for the feature cross search problem and can be considered as a
building block in feature engineering. In fact, as we discuss later in the paper, it is still hard
to design algorithms for this basic problem.
First, we show that there is no n1/ log log n-approximation algorithm for feature cross
search unless the exponential time hypothesis fails. Our hardness result also implies that
there does not exist a polynomial-time algorithm for feature cross search unless P = NP. It
is easy to extend these hardness results to other notions of accuracy such as probability of
matching the label. Obviously, this hardness result holds for any extension of the problem as
well.
In fact, often, the real world inputs are not adversarially constructed. Usually, the inputs
follow some structural properties that allow simple algorithms to work efficiently. With this
intuition in mind, to complement our hardness result, for features under the naïve Bayes
assumption [22, 29, 9], we provide a (1 − 1/e)-approximation algorithm that only needs
polynomially many function evaluations. We further discuss and justify this assumption in
Section 1.1.
In Section 1.1, we define the problem formally and present our results as well as an overview
of our techniques. In Section 2, we provide the preliminary definitions and observations that
will be used later in the proofs. In Section 3, we present our hardness results. We relate
the maximum AUC to the log-likelihood ratio and the total variation of the commutator
of two probability distributions in Section 4. Section 5 establishes the monotonicty and
submodularity of the maximum AUC as a set function. This section forms the most technical
part of the paper. In Section 6 we present other related works. Finally, Section 7 concludes
the paper.
2 In practice this number is chosen by tracking the accuracy of the model on the validation data. However,
this is out of the scope of this paper.
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1.1 Problem Statement and Our Contributions
We start with some definitions necessary to present our results, and then, we present our
contributions. Assume that the dataset comprises n = |U | categorical feature columns and a
binary label column, where U is the set of all feature columns. Let the random variable Xi
denote the value of the i-th feature column (i ∈ U) and C ∈ {0, 1} be the value of the binary
label. The random variables X1, . . . , X|U |, C follow a joint distribution D. Additionally, we
assume that the support of the random variable Xi is a finite set Vi ⊆ N. The set Vi is also
known as the vocabulary of the i-th feature column. If A ⊆ U is a set of feature columns, we
write VA for
∏
a∈A Va and write XA for (Xa|a ∈ A), where (Xa|a ∈ A) is a vector indexed by
a ∈ A (for example, if A = {1, 2, 4}, the vector XA is a 3-dimensional vector (X1, X2, X4).
Suppose that we focus on a set of feature columns and temporarily ignore the remaining
feature columns. In other words, we consider the dataset modeled by the distribution of
(XA, C). Let R = R∪ {−∞, +∞} denote the set of extended real numbers. Given a function
σ : VA → R that assigns a score to each possible value of XA, and given a threshold τ , we
predict a positive label for XA if σ(XA) > τ and predict a negative label if σ(XA) < τ .
If σ(XA) = τ , we allow for predicting a positive or negative label at random. Let TPR
and FPR denote the true and false positive rate of this model given a certain decision rule,
respectively. Note that both true and false positive rates lie in [0, 1]. If one varies τ from −∞
to ∞ while fixing the score function σ, a curve that consists of the collection of achievable
points (FPR, TPR) is produced and the curve resides in the square [0, 1] × [0, 1]. The area
under the curve (AUC) [4] is then defined as the area of the region enclosed by this curve,
and the two lines FPR = 1 and TPR = 0.
An equivalent definition is that AUC is roughly the probability that a random positive
instance has a higher score (in terms of σ) than a negative instance (we say roughly because
in Definition 1, we have to be careful about tiebreaking, i.e., the second term).
▶ Definition 1 (Area under the curve (AUC) [4]). Given a set of feature columns A and a
function σ : VA → R, the area under the curve (AUC) of A and σ is
AUCσ(A) = Pr[σ(X+A ) > σ(X
−
A )|C
+ = 1, C− = 0] + 12 Pr[σ(X
+
A ) = σ(X
−
A )|C
+ = 1, C− = 0] ,
where (X+A , C+), (X
−
A , C
−) ∼ D are i.i.d. and XγA = (Xγa |a ∈ A) obeys a marginal distribu-
tion of D (γ is either + or −).
The maximum AUC is the AUC of the best scoring function. It is a function of the set of
feature columns and independent of the scoring function.




Now we are ready to present our results. We start with Observation 3 which provides a
characterization of AUC via the total variation distance.
▶ Observation 3 (AUC as total variation distance). Let P Ai be the conditional distribution
Pr[XA|C = i] on VA and let dT V (P, Q) denote the total variation distance between two
probability measures P and Q. We have











∣∣P A1 (x)P A0 (y) − P A0 (x)P A1 (y)∣∣ ,
where P A1 × P A0 and P A0 × P A1 denote the product measures.
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Recall that if P and Q are two probability measures on a common σ-algebra F , the total
variation distance between them is
dT V (P, Q) ≜ sup
A∈F
|P (A) − Q(A)| ∈ [0, 1] .
If the sample space Ω (the set of all outcomes) is finite, Scheffé’s lemma [27] gives
dT V (P, Q) =
1





|P (ω) − Q(ω)| . (1)
We present the proof of Observation 3 in Section 4. Observation 3 shows that the
maximum AUC is an affine function of the total variation distance between P A1 × P A0 and
P A0 × P A1 , where P Ai is the probability measure conditioned on the label. In light of (1), we
have dT V (P A1 × P A0 , P A0 × P A1 ) = 12 ∥P
A
1 × P A0 − P A0 × P A1 ∥1. We call the signed measure
P A1 × P A0 − P A0 × P A1 the commutator of the two probability measures P A0 and P A1 . Our
second remark is that since the total variation distance always resides on [0, 1], the range of
the maximum AUC is [1/2, 1].
The next theorem is our main hardness result, stating that it is not possible to approx-
imate feature cross search, unless the exponential time hypothesis [12] fails. We consider
maximization of 2 AUC∗(A) − 1 rather than AUC∗(A) in (2) because the range of the maxi-
mum AUC is [1/2, 1] (as we remark before) and assigning the same score to all feature values
in VA attains an AUC of 1/2, thereby achieving at least a 1/2-approximation. In light of its
range, we consider its normalized version 2 AUC∗(A) − 1 whose range is [0, 1]. We prove this
theorem in Section 3. In fact, our hardness result also implies that the feature cross search
problem is NP-hard (see Corollary 14).
▶ Theorem 4. There is no n1/ poly(log log n)-approximation algorithm for the following maxi-
mization problem unless the exponential time hypothesis [12] fails.
max
A⊆U,|A|=k
(2 AUC∗(A) − 1) . (2)
Although the above hardness result rules out the existence of an algorithm with a good
approximation factor in the general case, it is very rare to face such hard examples in
practice. We consider the naïve Bayes assumption that all feature columns are conditionally
independent given the label. We borrowed this assumption from the widely-used naïve Bayes
classifier [22]. For example, under the same assumption, [15] established the submodularity
of mutual information and [6] proved that in the sequential information maximization
problem, the most informative selection policy behaves near optimally. [29] conducted an
empirical study on the public software defect data from NASA with PCA pre-processing.
They concluded that this assumption was not harmful. Although relaxing the assumption
could produce numerically more favorable results, they were not statistically significantly
better than assuming this assumption. In another example [9], based on their analysis on
three real-world datasets for natural language processing tasks (MDR, Newsgroup and the
ModApte version of the Reuters-21578), they drew a similar conclusion that relaxing the
assumption did not improve the performance.
▶ Assumption 1 (Naïve Bayes). Given the label, all feature columns are independent. In
other words, it holds for A ⊆ U and i = 0, 1 that
Pr[XA = xA|C = i] =
∏
a∈A
Pr[Xa = xa|C = i] . (3)
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Our major algorithmic contribution is to show that under the naïve Bayes assumption the
set function AUC∗ is monotone submodular, which in turn, implies that a greedy algorithm
provides a constant-factor approximation algorithm for this problem.3
▶ Theorem 5. Under the naïve Bayes assumption, the set function AUC∗ : 2U → R is
monotone submodular.
This theorem implies the following result in light of the result of [24].
▶ Corollary 6. Under the naïve Bayes assumption, there exists a (1 − 1/e)-approximation
algorithm that only needs polynomially many evaluations of AUC∗ for feature cross search.
To show Theorem 5, we prove Proposition 7. Proving this proposition requires an involved
analysis and it may be of independent interest in statistics.
▶ Proposition 7 (Proof in Section 5). Let U be a finite index set. Assume that for every
a ∈ U , there are a pair of probability measures P a0 and P a1 on a common sample space Va.
For any A ⊆ U , define the set function F : 2U → R≥0 by













The set function F is monotone and submodular.
Its proof is presented in Section 5. In fact, the most technical part of this paper is to
prove Proposition 7 which claims that the total variation of the commutator of probability
measures is monotone submodular. The monotonicity is a consequence of the subadditivity
of the absolute value function. Submodularity is the technically harder part and is shown in
the following four steps.
First, we introduce the notion of involution equivalence. An involution is a map from a set
to itself that is equal to its inverse map. Two probability measures P and P ′ are said to be
involution equivalent if there exists an involution f on the sample space Ω such that for every
x ∈ Ω, it holds that P (x) = P ′(f(x)). Note that if P (x) = P ′(f(x)) holds for every x ∈ Ω,
we have P ′(x) = P (f(x)) also holds for every x ∈ Ω. In fact, it defines a symmetric relation
on probability measures on Ω. If P and Q are two probability measures on a common sample
space, the product measures P × Q and Q × P are involution equivalent and connected by
the natural transpose involution f that sends (x, y) ∈ Ω2 to (y, x) ∈ Ω2.
The second step is in light of a key observation that summing a bivariate function of two
involution equivalent probability measures over the common sample space remains invariant
under the swapping of the two measures. Based on this key observation, if P and P ′ are
involution equivalent, for every x in their common sample space, we construct the probability
measures of two Bernoulli random variables Ux and U ′x such that Ux(1) = U ′x(0) =
P (x)
P (x)+P ′(x)
and Ux(0) = U ′x(1) =
P ′(x)
P (x)+P ′(x) . The two Bernoulli probability measures Ux and U
′
x
are again involution equivalent and connected by the swapping of 0 and 1. To establish
submodularity, one has to check an inequality that characterizes the diminishing returns
property (see equation (5) in Section 2.2). Another key observation is that after defining the
Bernoulli probability measures, the desired inequality can be shown to be a conic combination
of the same inequality with some (not all) probability measures in the inequality replaced
3 We will review the definition of submodular and monotone set functions in Section 2.2.
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by the Bernoulli probability measures Ux and U ′x. To make the above observation work, we
have to require that the remaining probability measures unreplaced in the inequality must
be either of the form P × Q or its transpose Q × P . Using this approach, we reduce the
problem to the Bernoulli case.
Third, after reducing the problem to the Bernoulli case, performing a series of more
involved algebraic manipulations, we re-parametrize the desired inequality that formulates
the diminishing returns property and obtain that the inequality is equivalent to the positive
semi-definiteness of a quadratic form with respect to a kernel matrix. However, this re-
parametrization is valid only for elements of a positive measure with respect to some
probability measures in the inequality. As a consequence, prior to the algebraic manipulations
and re-parametrization, we have to eliminate those elements of measure zero by showing that
their total contribution to the sum is zero. We would like to remark here that the individual
terms may not be zero but they are canceled out under the summation.
Finally, to show that the aforementioned kernel matrix is positive semi-definite, we prove
that it is induced by a positive definite function. We establish the positive definiteness of the
function by showing that its inverse Fourier transform is non-negative everywhere (this is an
implication of the Bochner’s theorem, see Section 2).
Theorem 5 is a straightforward corollary of Proposition 7.
Proof. Let P Ai [·] denote Pr[XA|C = i], the conditional probability measure on VA given the
labeling being i, where i = 0, 1. When A = {a} is a singleton, we write P ai for P
{a}
i as a





or in a more compact way,
P Ai = ×
a∈A
P ai .
By Observation 3, we have



















Since F (A) is monotone submodular by Proposition 7, so is AUC∗. ◀
2 Preliminaries
Throughout this paper, let ∆Ω denote the set of all probability measures on a finite set Ω
and we always assume that the sample space Ω is finite. The set of extended real numbers is
denoted by R and defined as R ∪ {−∞, +∞}.
2.1 Involution Equivalence
We first review the definition of an involution.
▶ Definition 8 (Involution). A map f : Ω → Ω is said to be an involution if for all x ∈ Ω, it
holds that f(f(x)) = x.
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In this paper, we introduce a new notion termed involution equivalence, which forms an
equivalence relation on ∆Ω. Intuitively, two probability measures on a common sample space
Ω are involution equivalent if they are the same after renaming the elements in Ω via an
involution.
▶ Definition 9 (Involution equivalence). Let P, P ′ be two probability measures on a common
sample space Ω. We say that P and P ′ are involution equivalent if there exists an involution
f such that for all x ∈ Ω, P (x) = P ′(f(x)). If P and P ′ are involution equivalent, we denote
it by P f∼ P ′ or P ∼ P ′ with the involution f omitted when it is not of our interest.
▶ Remark 10. If P f∼ P ′, we have P ′(x) = P ′(f(f(x)) = P (f(x)).
▶ Remark 11 (Transpose involution). If P and P ′ are two probability measures on a common
sample space Ω, the product measure P × P ′ is involution equivalent to P ′ × P via the
natural transpose map ⊤ that sends (x, y) ∈ Ω2 to ⊤(x, y) = (y, x) ∈ Ω2. Thus we write
P × P ′ ⊤∼ P ′ × P and term ⊤ a transpose involution.
2.2 Submodular and Monotone Set Functions
Let us recall the definition of submodular and monotone set functions. Submodular set
functions are those satisfying that the marginal gain of adding a new element to a set is no
smaller than that of adding the same element to its superset. This property is called the
diminishing returns property, which naturally arises in data summarization [23], influence
maximization [34], and natural language processing [19], among others.
▶ Definition 12 (Submodular set function, [24, 14]). A set function f : 2U → R≥0 is
submodular if for any A ⊆ U and a, b ∈ Ω \ A such that a ̸= b, it satisfies
f(A ∪ {a}) − f(A) ≥ f(A ∪ {a, b}) − f(A ∪ {b}) . (5)
The above Equation (5) formulates the diminishing returns property. Its left-hand side is
the marginal gain of adding a to a set A while the right-hand side is the marginal gain of
adding the same element a to the superset A ∪ {b}.
A monotone set function is a function that assigns a higher function value to a set than
all its subsets.
▶ Definition 13 (Monotone set function). A set function f : 2U → R is monotone if for any
A ⊆ B ⊆ U , we have f(A) ≤ f(B).
3 Hardness Result
In this section we show the hardness of approximation of the feature cross search problem.
We say an algorithm is an α-approximation algorithm for the feature cross search problem if
its accuracy (i.e., 2 AUC −1) is at least α times that of the optimum algorithm.
As a byproduct, we show a hardness result for a feature selection problem based on mutual
information defined as follows. In the label-based mutual information maximization problem
we have a universe of features U and a vector of labels C, and we want to select a subset S
of size k from U that maximizes the mutual information I(S; C). In other words we want to
solve argmaxS⊆U,|S|=k I(S; C). We say an algorithm is an α-approximation algorithm for
the label-based mutual information maximization problem if it reports a set S such that
α ≤ I(S;C)maxS′⊆U,|S′|=k I(S′;C) .
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For both problems, we show that an α-approximation algorithm for the problem implies
an α-approximation algorithm for the k-densest subgraph problem. In the k-densest subgraph
problem we are given a graph G(V, E) and a number k and we want to pick a subset S of
size k from V such that the number of edges induced by S is maximized. Recently, [21]
shows that there is no [almost polynomial] n−1/ poly(log log n)- approximation algorithm for
k-densest subgraph that runs in polynomial time unless the exponential time hypothesis fails.
The best known algorithm for this problem has approximation factor n−1/4 [3].
▶ Theorem 4. There is no n1/ poly(log log n)-approximation algorithm for the following maxi-
mization problem unless the exponential time hypothesis [12] fails.
max
A⊆U,|A|=k
(2 AUC∗(A) − 1) . (2)
Proof. We prove this theorem via an approximation preserving reduction from k-densest
subgraph. Let G(V, E) be an instance of k-densest subgraph problem. We construct a set
of features as follows. There are n = |V | features each corresponding to one vertex of G.
For a vertex v ∈ V we indicate the value of the feature corresponding to v by xv. There
are three possible feature values, 0, 1 and #. The values of the features are determined
by the following random process. Select an edge (u, v) uniformly at random from E. The
value of the features xv and xu are chosen independently and uniformly at random from
{0, 1}. The value of all other features are #. The value of the label is xv ⊕ xu. To show the
hardness of approximation of the feature cross search, we show that any solution of accuracy
ϕ = 2 AUC −1 corresponds to a subgraph of G with k vertices and ϕm edges and vise versa.
Let H be a subgraph of G with k vertices and ϕm edges. Let S be the set of features
corresponding to the vertices in H. We analyze this in two cases.
Case 1. The value of the crossed feature contains zero or one numbers (i.e., all are #, or
all but one are #). Note that this case corresponds to a scenario that the pair of features
with binary value are not both in S and hence it happens with probability m−ϕmm = 1 − ϕ.
Moreover, note that in this case the value of the crossed feature is independent of the value
of the label (i.e., given the value of the feature the label is 0 or 1 with probability 1/2 ).
Case 2. The value of the crossed feature contains two numbers. In this case one can
easily predict the correct label with probability 1 (i.e., if the numbers are both 0 or both 1
output 0, otherwise output 1). Moreover, note that this case corresponds to a scenario that
the pair of features with binary values are both in S and hence it happen with probability
ϕm
m = ϕ.
Case 1 happens with probability 1 − ϕ and in this case the label is independent of the
value of the crossed feature, and Case 2 happens with probability ϕ, where the label can be
predicted with probability 1. Therefore, we have AUC =
∫ 1





which gives us 2 AUC −1 = ϕ as claimed. ◀
In fact, the densest subgraph problem in NP-hard as well, and hence the reduction in the
proof of Theorem 4 directly implies the NP-hardness of feature cross search as well.
▶ Corollary 14. The feature cross search problem is NP-hard.
Similar proof to that of Theorem 4 implies the hardness of feature selection via label
based mutual information maximization.
▶ Theorem 15. There is no n−1/ poly(log log n)-approximation algorithm for feature selection
via label based mutual information maximization unless the exponential time hypothesis fails.
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Proof. Similar to Theorem 4 we prove this theorem via an approximation preserving reduction
from k-densest subgraph. Consider the hard example provided in the proof of Theorem 4.
Here we show that for any arbitrary set of features S if the induced subgraph of the
corresponding vertices has ϕm edges, we have I(S; C) = ϕ. We define a random variable X
as follows. X is 0 if none or one of the features in S has a binary value, and X is 1 if two of
the features in S have binary values. Note that the value of C is independent of X, and thus
we have I(S; C) = I(S; C|X). Hence, we have
I(S; C) = I(S; C|X) = EX [I(S, C)|X]
= Pr[X = 0](I(S; C)|X = 0) + Pr[X = 1](I(S; C)|X = 1) .
Note that given X = 0, S and C are independent and hence we have (I(S; C)|X = 0) = 0.
On the other hand if X = 1, S uniquely defines C, and hence we have (I(S; C)|X = 1) = 1.
Therefore we have I(S; C) = EX [I(S, C)|X] = Pr[X = 1] = ϕmm = ϕ, as claimed. ◀
4 Reformulating Maximum AUC
Here, we prove Observation 3 and thereby reformulate the maximum AUC as an affine function
of the total variation of the commutator of two probability measures. Furthermore, we show
that the maximum AUC is achieved by a specific scoring function, i.e., the log-likelihood
ratio.
We start with some definitions. We define the log-likelihood ratio of an event E by
L(E) = log P1[E]P0[E] provided that P0[E]P1[E] ̸= 0, where Pi[·] = Pr[·|C = i]. If P0[E] = 0, the
log-likelihood ratio L(E) is defined to be +∞. If P1[E] = 0, it is defined to be −∞. As
a result, the range of the log-likelihood ratio is the set of extended real numbers, denoted
by R = R ∪ {−∞, +∞}. Proposition 16 shows that the maximum AUC is achieved by a
specific scoring function, i.e., the log-likelihood ratio L. Here we abuse the notation and
define the score L(xA) assigned to each xA ∈ VA to be L(XA = xA), where XA and C are
jointly sampled from D. In other words, if we assign to each value in VA a score accordingly,
then the AUC is maximized.
▶ Proposition 16. The log-likelihood ratio achieves the maximum AUC among all functions




The above proposition is a folklore result. However, we provide a proof for completeness,
and the proof steps are also used to prove Observation 3.
Proof of Proposition 16 and Observation 3. To prove the above proposition, it suffices to
show that for any scoring function σ, its achieved AUC is no greater than that achieved by
using the log-likelihood ratio as the scoring function. In other words, we aim to prove that
for any σ : VA → R,
AUCL(A) ≥ AUCσ(A).
Recall Definition 1. The AUC given a scoring function σ can be described using i.i.d.
random variables (X+U , C+), (X
−
U , C
−) ∼ D. We can express this quantity using indicator
functions as follows






A ) = σ(X
−
A )}|C
+ = 1, C− = 0] .
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Note that 1{σ(X+A ) > σ(X
−
A )} + 1{σ(X
+
A ) = σ(X
−
A )} + 1{σ(X
+
A ) < σ(X
−














A ) < σ(X
−
A )}|C






1{σ(X+A ) > σ(X
−
A )} − 1{σ(X
+
A ) < σ(X
−
A )}|C






sign (σ(X+A ) − σ(X
−
A ))|C
+ = 1, C− = 0
]
. (6)
To maximize the AUC, we focus on the term E[sign (σ(X+A ) − σ(X
−
A ))|C+ = 1, C− = 0].
By symmetrizing this quantity, we obtain the following equations.
E[sign (σ(X+A ) − σ(X
−
A ))|C
+ = 1, C− = 0]
= 12
(
E[sign (σ(X+A ) − σ(X
−
A ))|C
+ = 1, C− = 0] + E[sign (σ(X−A ) − σ(X
+
A ))|C




E[sign (σ(X+A ) − σ(X
−
A ))|C
+ = 1, C− = 0] − E[sign (σ(X+A ) − σ(X
−
A ))|C











































sign (σ(x+A) − σ(x
−
A)) . (7)
The above expression can be upper bounded by the total variation distance between P1 × P0
and P0 × P1.
E[sign (σ(X+A ) − σ(X
−
A ))|C








= dT V (P A1 × P A0 , P A0 × P A1 ) .
(8)






A] is non-zero, the log-likelihood ratios
L(x+A) and L(x
−























Consequently, all equality conditions in (8) can be achieved by using log-likelihood ratio as
the scoring function, and we have
E[sign (σ(X+A ) − σ(X
−
A ))|C
+ = 1, C− = 0] ≤ E[sign (L(X+A ) − L(X
−
A ))|C
+ = 1, C− = 0]
= dT V (P A1 × P A0 , P A0 × P A1 ) .
(9)
Combining (6) and (9), we have the following bound that holds true for any σ,






1 × P A0 , P A0 × P A1 ) , (10)
which completes the proof. ◀
According to Proposition 16 and equation (10), Observation 3 directly follows.
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5 Total Variation of Commutator of Probability Measures
In this section, we prove Proposition 7, which states that the total variation of commutator
of probability measures is a monotone submodular set function.
▶ Proposition 7 (Proof in Section 5). Let U be a finite index set. Assume that for every
a ∈ U , there are a pair of probability measures P a0 and P a1 on a common sample space Va.
For any A ⊆ U , define the set function F : 2U → R≥0 by













The set function F is monotone and submodular.
5.1 Monotonicty Part of Proposition 7
We first show the monotonicity part.
Proof of Proposition 7 (Monotonicity). Let A and B be two subsets of U such that A ⊆ B.
For any A ⊆ U , let P Ai =×a∈A P ai . Using the above notation, we have P Bi = P Ai × P B\Ai .



































∣∣∣P A1 (x)P A0 (y)P B\A1 (z)P B\A0 (w) − P A0 (x)P A1 (y)P B\A0 (z)P B\A1 (w)∣∣∣
= dT V (P A1 × P
B\A











P B1 × P B0 , P B0 × P B1
)
= F (B) .













1 (w) = 1
and the inequality is a consequence of the triangle inequality. ◀
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5.2 Submodularity Part of Proposition 7
To prove the submodularity part, we need the following lemmas.
▶ Lemma 17 (General case, proof in the full version [5]). Let R, R′ ∈ ∆Ω1 , S, S′ ∈ ∆Ω2 , and
P, Q ∈ ∆Ω, where Ω1, Ω2, Ω are finite sets. If R
f∼ R′ and S g∼ S′, it holds that
dT V (R × S × P × Q, R′ × S′ × Q × P ) − dT V (R × P × Q, R′ × Q × P )
−dT V (S × P × Q, S′ × Q × P ) + dT V (P × Q, Q × P ) ≤ 0 .
We begin with the Bernoulli case where Ω1 and Ω2 in its statement are both {0, 1} so
that R, R′, S, S′ are all probability measures of a Bernoulli random variable.
▶ Lemma 18 (Bernoulli case, proof in the full version [5]). Let R, R′, S, S′ ∈ ∆{0,1} such that
R
f∼ R′ and S f∼ S′, where f is a function on {0, 1} such that f(0) = 1 and f(1) = 0. Let
P, Q ∈ ∆Ω, where Ω is a finite sample space. The following inequality holds
dT V (R × S × P × Q, R′ × S′ × Q × P ) − dT V (R × P × Q, R′ × Q × P )
−dT V (S × P × Q, S′ × Q × P ) + dT V (P × Q, Q × P ) ≤ 0 . (11)
Proof sketch. To prove the Bernoulli case, we first show that under the summation (recall
that according to Equation (1), the total variation distance is half of the L1 distance, and
the L1 distance is the sum of the absolute value of the difference on each singleton), any
term that involves an element of measure zero (with respect to P or Q) has no contribution
to the expression on the left-hand side. We would like to emphasize that while the term
itself may be non-zero, it will be canceled out under the summation. In our second step, we
will consider quantities of the form
√
P (x)Q(y)
Q(x)P (y) in which Q(x) and P (y) must be non-zero
for all x and y. As a result, we have to eliminate elements of measure zero in first step by
showing that their total contribution is zero.
As the second step, we perform a series of algebraic manipulations and substitutions and
finally show that the opposite of left-hand side can be re-written as a quadratic v⊤Mv, where
v is a vector and M is a symmetric square matrix. Recall that the promised inequality claims
that the left-hand side is non-positive (thus the opposite of the left-hand side is non-negative).
Therefore, we will show it by establishing the positive semi-definiteness of M .
In fact, the matrix M is induced by a positive definite function. The problem of
establishing the positive semi-definiteness of M reduces to the problem of proving that the
function that induces M is positive definite. In light of the Bochner’s theorem (see the full
version [5]), we show its positive definiteness by computing its inverse Fourier transform,
which turns out to be finite-valued and non-negative everywhere. ◀
The high-level strategy of proving Lemma 17 is to use Observation 19 to reduce the
problem to the Bernoulli case (Lemma 18). The proof details can be found in the full version
[5].
▶ Observation 19. Let P, P ′ ∈ ∆Ω be such that P
f∼ P ′ and ϕ : R2 → R be a homogeneous
bivariate function, i.e., ϕ(λx, λy) = λϕ(x, y) holds for any x, y, λ ∈ R. For every element
x ∈ Ω, we define the Bernoulli probability measure Ux on {0, 1} such that Ux(1) = P (x)P (x)+P ′(x)
and U ′x(1) =
P ′(x)
P (x)+P ′(x) . The following equation holds∑
x∈Ω
ϕ(P (x), P ′(x)) =
∑
x∈Ω
P (x) + P ′(x)
2 (ϕ(Ux(1), U
′
x(1)) + ϕ(U ′x(1), Ux(1))) .
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Before presenting the proof of Observation 19, we introduce the involutionary swapping
lemma, which is also used in the proof of Lemma 17. Intuitively, the involutionary swapping
lemma implies that two involution equivalent probability measures can be swapped inside a
summation of a bivariate function.
▶ Lemma 20 (Involutionary swapping lemma). Let P, P ′ ∈ ∆Ω be such that P
f∼ P ′ and
ϕ : R2 → R be any bivariate function. Then we have∑
x∈Ω
ϕ(P (x), P ′(x)) =
∑
x∈Ω
ϕ(P ′(x), P (x)) .
Proof. Under the assumption of the lemma statement, we have∑
x∈Ω












ϕ(P ′(x), P (x)) .
The first equality is because for any x ∈ Ω, we have P (x) = P ′(f(x)) (by the definition of
involution equivalence) and P (f(x)) = P ′(x) (Remark 10). The second equality is obtained
by setting x′ = f(x) (this is because any involution map f is a bijection). The final equality
is obtained by renaming x′ to x. ◀
Proof of Observation 19. Under the assumption of the observation statement, we have∑
x∈Ω
ϕ(P (x), P ′(x)) = 12
∑
x∈Ω
ϕ(P (x), P ′(x)) + 12
∑
x∈Ω




ϕ(P (x), P ′(x)) + 12
∑
x∈Ω




P (x) + P ′(x)
2 (ϕ(Ux(1), U
′
x(1)) + ϕ(U ′x(1), Ux(1))) .
We use Lemma 20 in the second term on the second line and the third equality is because ϕ
is homogeneous. ◀
We are in a position to show the submodularity part, which follows from Lemma 17.
Proof of Proposition 7 (Submodularity). To show that F is submodular, we need to check
its definition that for any A ⊆ U and a, b ∈ U \ A such that a ̸= b, it holds that
F (A ∪ {a}) + F (A ∪ {b}) ≥ F (A ∪ {a, b}) + F (A) ,
If we define P Ai =×a∈A P ai , the above definition is equivalent to
dT V
(
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Re-arranging the terms yields
dT V
(












P A1 × P A0 , P A0 × P A1
)
≤ 0 .
The above inequality follows from Lemma 17 if we set P = P A1 , Q = P A0 , R = P a1 × P a0 ,
R′ = P a0 × P a1 , S = P b1 × P b0 , and S′ = P b0 × P b1 . Note that R ∼ R′ and S ∼ S′ via the
transpose involution (see Remark 11). ◀
6 Other Related Works
As discussed before, our problem falls in the category of feature engineering problems.
Perhaps, the most studied problem in feature engineering is feature selection [10, 32, 33,
26, 11, 25, 18, 31]. In this problem, the goal is to select a small subset of the features to
obtain a learning model with high accuracy and avoid over-fitting. Here we just mention a
couple of feature selection algorithm related to submodular maximization and refer to [10]
for an introduction to feature selection and many relevant references. [8] used the notion
of weak submodularity to design and analyze feature selection algorithms. [16] used the
submodularity of mutual information between the sensors to design a (1−1/e)-approximation
algorithm for sensor placements, which can be directly used for feature selection. However,
as we show in Theorem 15, it is not possible to design such algorithms to maximize the
mutual information between the features and the label.
Another related well-studied problem in this domain is vocabulary compression [2, 7,
28, 1]. The goal of vocabulary compression is to improve the learning and serving time,
and in some cases to avoid overfitting. Vocabulary compression can be done by simple
approaches such as filtering and naive bucketing, or more complex approaches such as
mutual information maximization. [1] and [28] used clustering algorithms based on the
Jenson-Shannon divergence to compress the vocabulary of features. [7] proposed an iterative
algorithm that locally maximizes the mutual information between a feature and the label.
Recently, [2] considered this problem for binary labels and presented a quasi-linear-time
distributed approximation algorithm to maximize the mutual information between the feature
and the label. There are polynomial-time local algorithms for binary labels that maximize
the mutual information [17, 13], studied in the context of discrete memoryless channels.
[30] designed an integer programming based algorithm for feature cross search and applied
it to learn generalized linear models using rule-based features. They show that this approach
obtains better accuracy compared to that of the existing rule ensemble algorithms. [20]
proposed a greedy algorithm for feature cross search and show that the greedy algorithm
works well on a variety of datasets. Neither of these papers provide any theoretical guarantees
for the performance of their algorithm.
7 Conclusion
In this paper, we considered the problem of feature cross search. We formulated it as a
problem of maximizing the normalized area under the curve (AUC) of the linear model trained
on the crossed feature column. We first established a hardness result that no algorithm can
provide n1/ log log n approximation for this problem unless the exponential time hypothesis
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fails. Therefore, no polynomial algorithm can solve this problem unless P = NP. In light of
its intractable nature, we motivated and assumed the naïve Bayes assumption. We related
AUC to the total variation of the commutator of two probability measures. Under the naïve
Bayes assumption, we demonstrated that the aforementioned total variation is monotone
and submodular with respect to the set of selected feature columns to be crossed. As a
result, a greedy algorithm can achieve a (1 − 1/e)-approximation of the problem. Our proof
techniques may be of independent interest. Finally, an empirical study showed that the
greedy algorithm outperformed the baselines.
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