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FORMULE DES TRACES ET FONCTORIALITE´ :
LE DE´BUT D’UN PROGRAMME
EDWARD FRENKEL, ROBERT LANGLANDS ET NGOˆ BAO CHAˆU
Introduction
L’un de nous, Langlands, encourage´ par les travaux d’un deuxie`me,
Ngo, sur le lemme fondamental dont l’absence d’une de´monstration
pendant plus de deux de´cennies entravait a` maints e´gards tout progre`s
se´rieux de la the´orie analytique des formes automorphes, avait esquisse´
un programme pour e´tablir la fonctorialite´, l’un des deux objectifs prin-
cipaux de cette the´orie. Le troisie`me, Frenkel, a observe´ que quelques
ide´es et formules extraites de la forme ge´ome´trique de la correspondance
(parfois dite re´ciprocite´ ou correspondance de Langlands) pre´vue entre
formes automorphes et repre´sentations galoisiennes appuient fortement
la strate´gie envisage´e. Ce sont la` les trois points de de´part de cet article.
Le lemme fondamental est maintenant acquis graˆce aux re´sultats de
[N] et par conse´quent la formule des traces stable a` porte´e de main.
Quoique conscients des obstacles qui restent et de leur difficulte´ et
sans eˆtre encore en e´tat de les surmonter, nous entreprenons dans cet
article et ceux qui le suivront la premie`re e´tape du programme esquisse´
dans [L4] qui a pour but d’e´tablir les liens envisage´s entre les formes
automorphes et la ge´ome´trie alge´brique, diophantienne ou non. Nous
sommes conscients que la premie`re e´tape, pour ne pas parler de celles
qui suivent, n’est pas tenue pour re´aliste par la plupart (presque tous)
des arithme´ticiens et meˆme des spe´cialistes de la the´orie des formes au-
tomorphes. Nous espe´rons ne´anmoins qu’ils lisent attentivement, avec
un esprit ouvert, cet article et ceux qui le suivront.
Quoique dans ce premier article nous n’envisageons que la the´orie
sur les corps de nombres et les corps de fonctions de dimension un
sur un corps fini, nous voulons dans la suite traiter, non pas d’une
fac¸on uniforme mais d’une fac¸on paralle`le, la the´orie pour les courbes
alge´briques sur le corps des nombres complexes, mais il y a toujours
des points obscurs qu’il reste a` e´claircir.
La recherche de Edward Frenkel a e´te´ subventionne´e par DARPA (grant n.
HR0011-09-1-0015) et Fondation Sciences mathe´matiques de Paris.
La recherche de Ngoˆ Bao Chaˆu a e´te´ subventionne´e par Simonyi Foundation.
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Nous pouvons expliquer en quelques mots le contenu de cet article.
Dans la premie`re section nous re´sumons brie`vement les ide´es de [L3]
mais en utilisant en plus des de´rive´es logarithmiques des fonctions L
automorphes ces fonctions elles-meˆmes. Nous observons que cette fac¸on
d’aborder la fonctorialite´ a des relents de la the´orie classique des corps
de classes. Dans la deuxie`me section, qui est la seule dans laquelle le
corps F est restreint a` un corps de fonctions, nous ve´rifions un lemme
ge´ome´trique qui se justifie en anticipant la correspondance entre formes
automorphes pour le corps F de fonctions sur une courbe sur Fq et
repre´sentations ℓ-adiques de Gal(F sep/F ). Ensuite, apre`s avoir rappele´
et reformule´ la formule des traces stable dans la troisie`me section, nous
introduisons dans la quatrie`me ce que nous appelons l’ade´lisation de
la formule des traces. Dans la formule des traces interviennent des me-
sures. Dans le passe´ ces mesures ont rendu difficile l’utilisation efficace
de la formule car elles introduisent des facteurs qui empeˆchent l’exploi-
tation de la me´thode de Poisson, a` peu pre`s la seule me´thode qui semble
prometteuse. Il y a pourtant une observation importante : avec des hy-
pothe`ses tout a` fait anodines, la partie la plus inte´ressante de la forme
stabilise´e de la formule, a` savoir la somme sur les e´le´ments re´guliers,
est a` peu pre`s une somme sur un espace vectoriel V de dimension finie
sur F d’une fonction sur V ⊗ AF dont le comportement permet l’ap-
plication de la formule de Poisson pour la paire V ⊂ V ⊗ AF . Il nous
faut utiliser cependant des travaux ante´rieurs de Kottwitz sur les fac-
teurs donne´s par les mesures, car ses formules permettent de conclure
que ces facteurs sont constants, ce qui est a` notre avis un miracle. Le
lecteur est invite´ a` se pencher sur les renvois aux travaux de Kottwitz
et sur ce que nous en de´duisons et d’y re´fle´chir. Nous soulignons que
ces facteurs ne se simplifient que pour la formule stable. Nous ajoutons
que pour utiliser la formule de Poisson il nous faudra tronquer l’espace
V ⊗AF et a` cette fin nous avons emprunte´ une ide´e de Jayce Getz, une
ide´e qu’il utilise lui-meˆme dans un autre contexte mais toujours dans
le cadre de la formule des traces. Nous lui sommes reconnaissants de
nous l’avoir explique´e.
Il est impossible de souligner toute l’importance de cette possibilite´
de traiter les proble`mes analytiques que pose la formule des traces.
Jusqu’a` pre´sent personne ne s’en est aperc¸u. Nous n’abordons pas ce-
pendant dans cet article l’analyse des sommes de Poisson, mais nous
ve´rifions dans la dernie`re section que le premier terme, θˆ(0), de la
somme discre`te sur F de la transforme´e θˆ qui y apparaˆıt est la contri-
bution dominante, celle des repre´sentations automorphes de dimension
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un. C’est un tre`s bon signe. Nous ajoutons cependant que cette contri-
bution, bien que dominante, n’est gue`re la plus importante.
L’un de nous est particulie`rement content que cet article apparaisse
dans un nume´ro de´die´ a` Paulo Ribenboim, car c’est a` la suite d’une
demande de sa part que les premiers balbutiements de l’endoscopie ont
e´te´ re´dige´s et ont paru dans le Journal canadien de mathe´matiques.
1. Poˆles des fonctions L et fonctorialite´
Pour les de´finitions de base des fonctions L rattache´es aux repre´sent-
ations automorphes nous renvoyons au livre Automorphic forms, repre-
sentations and L-functions [BC]. Il y a d’excellentes introductions plus
re´centes a` la the´orie des repre´sentations automorphes, telles que [AEK],
qui toutefois ne traitent pas les fonctions L. Le lecteur aura besoin en li-
sant cet article de quelque compre´hension de la formule des traces stable
et des applications pre´vues, donc des formes automorphes au-dela` de
l’endoscopie. A` certains e´gards et malgre´ les contributions he´ro¨ıques et
fondamentales de Arthur, la formule des traces stable n’existe toujours
que sous une forme rudimentaire [A2, A3, K2, L2]. Nous voulons ex-
pliquer dans cet article et ceux qui le suivent ce qu peuvent eˆtre ses
objectifs et comment avec son aide on peut espe´rer les re´aliser. Nous
n’avanc¸ons qu’a` taˆtons mais pour orienter le lecteur nous commenc¸ons
avec une description du fond.
Les fonctions L sont des produits (pris sur toutes les places v finie
ou infinie)
L(s, π, ρ) =
∏
v
L(s, πv, ρ)
rattache´s a` des formes automorphes ou plutoˆt a` des L-paquets de
formes automorphes d’un groupe G et a` une repre´sentation ρ de son
L-groupe.
Arthur ([A1]) a propose´ une classification des formes automorphes
qui ne sera re´alise´ qu’a` partir de la fonctorialite´, qui elle-meˆme ne peut
sans doute eˆtre e´tablie qu’en meˆme temps que la classification. Pour
comprendre notre strate´gie il faut comprendre au moins quels seront les
e´le´ments d’une telle classification. Pour l’e´tablir en ge´ne´ral, on s’attend
a` utiliser la formule des traces et des re´currences. Nous verrons dans
les prochaines pages comment tenir compte des conse´quences de cette
classification en maniant cette formule.
On s’attend a` pouvoir rattacher a` une repre´sentation automorphe
π = πG plusieurs objets dont d’abord un homomorphisme φ = φπ de
SL(2) dans LG, ensuite pour presque toute place v une classe de conju-
gaison {AG(πv)} = {A(πv)} dans le centralisateur connexe λGφ,v de
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φ(SL(2)) dans LGv et meˆme pour toute place v un homomorphisme du
groupe de Weil local dans λGφ,v. On s’attend meˆme a` pouvoir construire
un groupe de Galois automorphe et un homomorphisme ξ de ce der-
nier dans le centralisateur global λGφ qui engendre les classes locales
{A(πv)}. Il s’agit d’un projet mais d’un projet qui est cense´ mener a`
sa propre re´alisation.
En fait ce groupe de Galois serait inutilement gros et guinde´. Plus
utiles seraient les groupes λHπ de´finis par les cloˆtures de l’image de
l’application hypothe´tique ξ pour la topologie de Zariski. Ils sont plus
primordiaux que les homomorphismes ξ et on s’attend, le cas e´che´ant, a`
pouvoir de´finir un groupe de Galois automorphe apre`s avoir de´termine´
les λHπ. Le proble`me de la de´termination de
λHπ fut entame´ dans [L3].
On cherche meˆme un groupe re´ductif H sur F , un homomorphisme
surjectif
ψ : LH → λH ⊂ λGφ
a` noyau central, et une repre´sentation πH telle que
{A(πv)} = {ψ(A(πH,v)}
pour presque tout v. Selon la classification propose´e par Arthur, il
y a une classe particulie`re de repre´sentations, celles, dites de type
Ramanujan, qui satisfont a` la conclusion de la conjecture de Rama-
nujan. On veut que πH soit de type Ramanujan, c’est-a`-dire que les
classes {A(πH,v)} soient unitaires. Le proble`me aborde´ dans [L3] fut la
construction, dans le cadre de la formule des traces, des donne´es φ, H ,
πH et ψ a` partir de π. Nous remarquons en passant qu’on ne s’attend
pas a` ce que ces donne´es soient uniques. Il y aura des questions de
multiplicite´ lie´es a` ces constructions qui ont e´te´ aborde´es d’une fac¸on
concre`te par Song Wang [WS].
On s’attend a` pouvoir de´montrer deux choses en utilisant une re´cur-
rence convenable avec la formule des traces stable et en se fondant sur
le principe de fonctorialite´ : d’une part, que les classes {A(πH,v)} sont
unitaires de sorte que les valeurs propres de ρH(A(πH,v)) sont de valeur
absolue 1 pour toute repre´sentation ρH de
LH et d’autre part, que les
fonctions L(s, πH , ρH) sont holomorphes pour Re s > 1 avec au plus un
nombre fini de poˆles sur la droite Re(s) = 1 et aucun ze´ro sur cette
droite critique. (Si le corps F est un corps de fonctions sur un corps
fini a` q e´le´ments, on compte les poˆles modulo 2πi/ ln q.) Observons
que l’influence d’un nombre fini de places dans le produit eule´rien est
tre`s faible de sorte que le comportement de´crit est au fond celui des
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fonctions L partielles
(1.1) LS(s, π, ρ) =
∏
v/∈S
L(s, πv, ρ).
La repre´sentation ρ et l’homomorphisme φ×ψ de´finissent une repre´-
sentation du produit SL(2) × LH , laquelle se de´compose en somme
directe,
(1.2)
⊕
j
σj ⊗ ρjH ,
ou` chaque σj est irre´ductible. Supposons que la repre´sentation σj de
SL(2) soit de dimensionmj+1 et par conse´quent que son poids maximal
soit µj : (1,−1) → mj . La fonction L se de´compose en un produit, a`
savoir
(1.3) LS(s, π, ρ) =
∏
j
∏
i
LS(s+ i, πH , ρ
j
H)
ou`
i ∈
{mj
2
,
mj
2
− 1, . . . ,−mj
2
}
.
E´videmment le comportement de ces fonctions de´pend fortement des
entiers mj . Pour mj = 0 la droite critique est s = 1, la bande critique
est 0 ≤ Re s ≤ 1, et son centre Re s = 1/2. Pour mj > 0, les singula-
rite´s commencent plus toˆt pour s de´croissant. Si toutefois mj > 0, alors
dimH < dimG de sorte que nous pouvons supposer par re´currence, soit
sur dimG, soit sur dim ρ, que nous comprenons le comportement des
fonctions LS(s, πH , ρ
j
H) et que nous avons de´montre´ les hypothe`ses de
Arthur pour H , en particulier l’hypothe`se de Ramanujan. Nous rappe-
lons que cette dernie`re hypothe`se e´quivaut a` l’hypothe`se que, pour les
repre´sentations telles que φ est trivial, L(s, π, ρ) se prolonge jusqu’a` la
droite Re s = 1.
Pour eˆtre plus pre´cis, de la formule des traces on de´duit d’abord une
formule pour les sommes
(1.4)
∑
π
∏
v∈S
tr(πv(fv))LS(s, π, ρ).
Les fonctions fv, lisses et a` support compact, sont a` peu pre`s arbitraires
et nous permettent d’isoler a` la fin de l’argument les re´presentations π,
ou au moins leurs classes stables, les se´parant les unes des autres. En
plus il est implicite dans de telles expressions que la somme se fait sur
les π non ramifie´s en-dehors de S. Puisque l’on connaˆıt les sous-groupes
LH et les φ tels que l’image de φ commute avec LH , nous saurons par
re´currence de´duire de la formule des traces pour les groupes H une
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formule pour les contributions a` (1.4) qui proviennent d’un H qui n’est
pasG lui-meˆme. Il faudra toutefois tenir compte de la possibilite´ qu’une
seule π provient de plusieurs H , par exemple de H1 et H2 tels que
LH1 ⊂ LH2. Des exemples sugge`rent aussi que π puisse provenir de deux
sous-groupes isomorphes mais non conjugue´s, un phe´nome`ne qui semble
eˆtre lie´ a` l’existence de multiplicite´s plus grandes que 1 [WS]. On attend
des e´claircissements au fur et a` mesure que les recherches progressent.
Tout π qui apparaˆıt dans la diffe´rence sera alors hypothe´tiquement de
type Ramanujan de sorte que la diffe´rence est cense´e eˆtre une fonction
de s holomorphe dans le domaine Re s > 1 et le proble`me principal sera
de le montrer et d’en de´duire la conjecture de Ramanujan. E´videmment
ce proble`me ne sera gue`re facile. Nous l’abordons d’un coˆte´ facile dans
la partie §5. Le re´sultat n’est pas de´pourvu d’inte´reˆt ! Il est e´vident
qu’une de´monstration de la fonctorialite´ en ge´ne´ral est implicite dans
ces propos.
Il est pre´fe´rable d’e´carter les H diffe´rents de G en deux e´tapes. On
soustrait d’abord les contributions des paires (φ, ψ) telles que φ n’est
pas trivial. Pour elles les poˆles des fonctions (1.3) apparaissent pour
Re s plus grand de sorte que les comparaisons, qui se font dans des
petits intervalles juste a` la droite des poˆles, puissent se faire successi-
vement et inde´pendamment. L’objectif est d’en tenir compte a` tour de
roˆle en passant de droite a` gauche. A` la fin on aura isole´ les π pour
lesquels φ est cense´ eˆtre trivial et de´montre´ que la fonctorialite´ pre´dite
par l’hypothe`se de Arthur est au moins vraie pour φ non trivial. Les
repre´sentations π pour lesquelles φ est trivial sont celles pour lesquelles
il faut de´montrer la conjecture de Ramanujan, donc pour lesquelles il
est ne´cessaire de de´montrer que pour tout ρ la fonction L(s, π, ρ) se
prolonge a` la re´gion Re s > 1.
De toute fac¸on nous aurons une somme semblable a` (1.4) sauf que
dans la somme n’apparaˆıtront que les repre´sentations π qui sont cense´es
eˆtre de type Ramanujan. Donc de cette fac¸on nous aurons isole´ les
repre´sentations de G de type Ramanujan. Il faudra ensuite, pour un ρ
donne´, isoler celles dont la fonction L(s, π, ρ) a un poˆle d’un ordre donne´
en s = 1, ou en n’importe quel autre point donne´ sur la droite critique
Re s = 1. Pour isoler une repre´sentation donne´e il faudra profiter du
choix arbitraire des fonctions fv dans (1.4) de l’ensemble S.
Nous pouvons, a` partir de la formule des traces, exprimer des sommes
de tr(π(f)) sur toutes les repre´sentations automorphes π pour des fonc-
tions f =
∏
v fv a` peu pre`s arbitraires. Au de´but ([L3]) il semblait
pre´fe´rable de mettre dans (1.4) non pas les fonctions L de (1.1) qui sont
des produits mais leurs de´rive´es logarithmiques, car pour ces de´rive´es
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les re´sidus sont additifs. Cela me`ne a` des sommes semblables a` la somme∑
p≤X
ln p,
rencontre´e dans la de´monstration du the´ore`me des nombres premiers.
Nous les appellerons des sommes arithme´tiques. Bien que nous passe-
rons plus tard aux sommes ge´ome´triques (1.4), nous commenc¸ons avec
les sommes arithme´tiques.
Si π est non ramifie´ en dehors de S, la de´rive´e logarithmique de (1.3)
prise avec un signe ne´gatif est e´gale a`
(1.5) − L
′
S(s, π, ρ)
LS(s, π, ρ)
= −
∑
v/∈S
L′v(s, π, ρ)
Lv(s, π, ρ)
=
∑
v/∈S
lnN pv
∑
n
trρn(A(πv))
Npnsv
.
Si l’on avait la conjecture de la conjecture de Ramanujan en main, on
pourrait e´crire (1.5) comme une somme,
(1.6)
∑
v
lnN pv
trρ(A(πv))
Npsv
+
∑
v/∈S
O(
1
Np2v
).
Cependant ce re´sultat n’est pas disponible de`s notre point de de´part.
C’est un objectif.
Comme de´ja` explique´, on ne s’attend pas a` calculer (1.5) pour une
seule repre´sentation π. Ce que la formule des traces stable donne est
(1.7)
∑
v/∈S
lnN pv
∑
n
{∑
πst
m(πst)
∏
v∈S
trπstv (fv)
trρn(A(πv))
Npnsv
}
,
ou
(1.8)
∑
v/∈S
lnN pv
{∑
πst
m(πst)
∏
v∈S
trπstv (fv)
trρ(A(πv))
Npsv
}
,
car on peut trouver dans l’alge`bre de Hecke en la place v une fonction
Knv telle que
trρn(A(πv)) = trπv(K
n
v ).
Les fonctions fv sur G(Fv) sont lisses et a` support compact mais ar-
bitraires a` part ces deux conditions. Cela nous permet de se´parer a`
certaines fins les repre´sentations qui interviennent, ou plutoˆt les L-
paquets , note´s πst, car ce sont eux qui interviennent dans la formule
des traces stable. La multiplicite´ m(πst) est une multiplicite´ stable, une
notion dont la de´finition ge´ne´rale et pre´cise ne sera sans doute donne´e
qu’au fur et a` mesure de la cre´ation d’une formule des traces stable.
Pour le moment, elle n’a pas e´te´ donne´e que dans des cas particuliers ;
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voir par exemple [LL]. Dans tous les cas, elle sera un nombre possi-
blement fractionnaire. Rappelons que la fonction LS(s, π, ρ) ne de´pend
que du L-paquet qui contient π. Elle est donc par de´finition stable.
La formule des traces exprime (1.7) comme une somme sur des classes
de conjugaison (stables) et la difficulte´ sera l’analyse de l’e´galite´ qu’elle
donne. A` nos fins il est mieux de prendre d’abord une repre´sentation ρ
irre´ductible et non triviale du groupe LG = Gˆ⋊Gal(K/F ), l’extension
galoisienne e´tant suffisamment grande. Par exemple, pour G = {1},
ρ est n’importe quelle repre´sentation complexe, irre´ductible et de di-
mension finie du groupe du Galois. En ce moment, il ne semble pas
que la question des ze´ros des fonctions L(s, π, ρ) sur la droite Re s = 1
doit nous pre´occuper. Ils sont cense´s ne pas exister. Nous avons de´ja`
constate´ que les contributions a` (1.7) ou (1.8) des repre´sentations π
pour lesquelles le parame`tre φ n’est pas trivial puissent se traiter par
re´currence, la dimension du centralisateur de φ e´tant plus petite que
la dimension de LG. On obtiendra a` la fin une formule dans laquelle
toutes les repre´sentations automorphes qui interviennent sont de type
Ramanujan, de fac¸on qu’en principe les fonctions L pour lesquelles les
sommes (1.7) ou (1.8) n’ont pas de poˆle a` la droite de la ligne Re s = 1.
On obtient l’ordre du poˆle en multipliant l’une ou l’autre des deux ex-
pressions par s − 1 et en faisant s ց 1. Il y a aussi d’autres fac¸ons
analytiques d’extraire l’ordre du poˆle de (1.5) ou (1.6) qui puissent
s’ave´rer plus utiles, mais ce qui importe ici, c’est que ces informations
sont recele´es dans ces deux expressions.
Si π est de type Ramanujan on s’attend, et pour de tre`s bonnes rai-
sons, a` ce que l’ordre µ(π) = µ(πst) du poˆle de la de´rive´e logarithmique
de L(s, π, ρ) en s = 1 soit la multiplicite´ de la repre´sentation triviale
dans la restriction de ρ a` λHπ, de sorte que la somme
(1.9)
∑
πst
µ(π)m(πst)
∏
v∈S
trπstv (fv)
sur des repre´sentations de type Ramanujan se retrouve dans la formule
des traces et peut en principe en eˆtre extraite. Si ρ est irre´ductible et
non trivial, cette multiplicite´ sera nulle sauf pour quelques π tels que
λHπ 6= LG. Par conse´quent, elle sera nulle pour la plupart des π. Les
autres π proviennent des groupes λHπ, donc des groupes H qui seront
tous de dimension plus petite que celle de G et donc en principe bien
compris, mais seulement une fois la fonctorialite´ e´tablie. En utilisant la
formule des traces pour ceux-ci et la restriction ρH de ρ a`
LH → LG,
nous pouvons, de nouveau en principe, calculer (1.7) comme une somme
sur H . Si la multiplicite´ de la repre´sentation triviale dans ρH est µ(ρH),
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la somme (1.7) doit eˆtre e´gale a`
(1.10)
∑
H
µ(ρH)
∑
πst
H
m(πstH)
∏
v∈S
trπstv (fv).
Cette somme est renferme´e dans la formule des traces pour les groupes
H rattache´s aux groupes λH quoiqu’il faudra tenir compte des ennuis
qui accompagnent les chaˆınes d’inclusion LG ⊃ λH ⊃ . . .
Ce que nous venons de de´crire serait une confirmation de la fonctoria-
lite´ en utilisant la formule des traces stable, mais ce n’est pas cela que
nous avons propose´. Nous proposons plutoˆt de ve´rifier la fonctorialite´
par les meˆmes arguments. Cela ne s’ave`re pas facile, car l’analyse des
sommes sur des classes de conjugaison qui intervienent dans la formule
des traces ne l’est point ([L3]). Une autre possibilite´ est sugge´re´e par le
lemme de la prochaine section. Quoique les logarithmes ont l’avantage
formel important que les multiplicite´s µ(π) y apparaissent line´airement
et sans s’encombrer de facteurs inutiles, traiter les fonctions L elles-
meˆme semble plus facile du point de vue analytique. En plus des dif-
ficulte´s analytiques elles-meˆmes, dans l’e´galite´ de (1.9) et (1.10) est
cache´e une difficulte´ meˆme tre`s grave, a` savoir la fonctorialite´ pour les
plongements λH → LG. Ici intervient en plus une difficulte´ mineure,
que nous discuterons lorsque l’occasion se pre´sentera. Le groupe λH
plonge´ dans LG n’est pas lui-meˆme dual a` un groupe H . Il est l’image
d’un groupe LH par rapport a` une application admissible surjective.
Cela n’a aucune importance, mais il faut l’expliquer. La difficulte´ cle´
est que la strate´gie que nous proposons exige que nous de´montrions,
en principe en utilisant encore la formule des traces, la fonctorialite´
pour l’application LH → LG. Jusqu’a` pre´sent nous ne savons pas com-
ment le faire. Nous abordons le proble`me a` pas compte´s. Expliquons la
strate´gie.
De´finissons l’ope´rateur de Hecke K
ρ,(n)
v de sorte que
(1.11) tr(πv(K
ρ,(n)
v )) = trρ
(n)(A(πv)),
ρ(n) e´tant le produit syme´trique de ρ de degre´ n. Posons
Lv(s, ρ) =
∞∑
n=0
q−nsv K
ρ,(n)
v .
Bien que les sommes et produits que nous allons introduire par la suite
convergent pour Re s suffisamment grand, il y a certains avantages a`
les traiter comme des se´ries formelles en t = q−s, ou` N pv = qv = q
deg v
ou, pour le cas des corps de nombres, comme des se´ries de Dirichlet
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formelles. E´videmment
(1.12) tr(πv(Lv(s, ρ))) = Lv(s, πv, ρ)
si πv est non ramifie´ et 0 sinon.
Notre but dans cet article et ceux qui le suivront est d’entamer une
discussion des conse´quences possibles d’une formule des traces stable.
Nous sommes preˆts a` escamoter quelques questions de base, qui pour
les proble`mes avec lesquels nous commenc¸ons ne posent pas de diffi-
culte´. Dans une the´orie syste´matique on dit qu’une repre´sentation πv
irre´ductible de G(Fv) est non ramifie´e si le groupe Gv est quasi-de´ploye´
sur Fv et de´ploye´ sur une extension non ramifie´e et s’il y a un vecteur
non nul stabilise´ par un sous-groupe hyperspe´cial donne´. On dit qu’un
paquet πstv est non ramifie´ si chacun de ses e´le´ments est non ramifie´
pour un choix convenable de ce sous-groupe hyperspe´cial. A` partir du
groupe G sur F , ou plutoˆt a` partir d’une famille d’e´quations qui le
de´finit, on obtient des groupes non seulement sur chaque Fv mais aussi
sur les anneaux Ov, au moins pour presque toute place finie v. Les sous-
groupes G(Ov) sont hyperspe´ciaux presque partout. Nous exigeons en
choisissant S que ceci est le cas en-dehors de S. Si l’on choisit une autre
famille d’e´quations alors les sous-groupes G(Ov) ainsi obtenus sont les
meˆmes presque partout. Ces choix faits, l’e´quation (1.11) sera valable
en-dehors de S mais pour un seul e´le´ment du paquet des πv qui y in-
terviennent. Cet e´le´ment et l’alge`bre de Hecke sont fixe´s par le choix
de G(Ov). Pour les autres e´le´ments du paquet, tr(πv(K(n)v )) = 0. Donc
les formes pre´cises de (1.11) et de (1.12) sont
tr(πstv (K
(n)
v )) = trρ
(n)(A(πv))
et
tr(πstv (Lv(s, ρ))) = Lv(s, πv, ρ).
La factorisation
LS(s, π, ρ)
∏
v∈S
tr(πstv (fv)) =
∏
v/∈S
tr(πv(Lv(s, ρ)))
∏
v∈S
tr(πstv (fv)).
implique que la somme
(1.13)
∑
πst
m(πst)LS(s, π, ρ)
∏
v∈S
tr(πstv (fv))
est donne´e par la formule des traces stable pour la fonction
(1.14) f = ⊗v/∈SLv(s, ρ)
⊗
⊗v∈Sfv.
Il y a dans ces formules un me´lange d’additif et de multiplicatif. Ne´an-
moins on peut espe´rer pouvoir e´carter encore et de la meˆme fac¸on
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par re´currence les contributions des repre´sentations qui ne sont pas
de type Ramanujan. La somme qui restera sera e´gale a` la diffe´rence
entre une somme donne´e par la formule des traces pour le groupe G
de de´part et pour des groupes relie´s a` des plongements non triviaux
de SL(2) dans LG. Dans la cinquie`me section nous abordons le cas le
plus simple, celui du plongement principal de SL(2) dans LG et nous
montrons comment de´celer dans la formule des traces stable pour G les
repre´sentations rattache´es a` celui-ci. Dans cet article, nous n’irons pas
plus loin et nous sommes plus convaincus par l’e´le´gance et la simplicite´
des principes nouveaux que par nos re´sultats. Nous espe´rons revenir
dans un tre`s proche avenir a` ces questions, donc de de´gager dans la
formule des traces les contributions des autres repre´sentations qui ne
sont pas de type Ramanujan, donc rattache´es a` des φ qui ne sont ni
triviaux ni principaux.
Cela e´tant fait, on arrivera a` partir de la formule des traces stable a`
une expression, mettons Ξ(s), pour une somme comme (1.13) mais dans
laquelle seules les repre´sentations de type Ramanujan interviennent, au
moins en principe. Pour celles-ci, les fonctions LS(s, π, ρ) ne devraient
avoir ni poˆle ni ze´ro dans le domaine Re s > 1 et l’on espe`re pouvoir tirer
cette conclusion de cette expression. De toute fac¸on, les repre´sentations
πst qui contribuent a` cette expression seront de types diffe´rents, a` savoir
celles qui proviennent des sous-groupes λH tels que la restriction de ρ
a` λH ne contient pas de repre´sentation triviale et les autres. Pour un ρ
donne´ ces premie`res n’ont pas d’influence sur le poˆle de Ξ(s) en s = 1
et nous pouvons les jeter au rancart.
Les classes qui proviennent par transfert d’un groupe H tel que
la composition de ρ avec l’homomorphisme λH → LG contient la
repre´sentation triviale sont les seules qui contribuent a` cette partie
principale. Ces groupes H sont de dimension plus petite que celle de
G, et, par conse´quent, en principe compris. On peut donc, a` partir de
la formule des traces stable pour ceux-ci, calculer leur contribution a` la
partie principale de Ξ(s) en s = 1. En sommant ces parties principales
sur tous les H et en comparant cette somme a` la partie principale de
Ξ(s), on devrait trouver une e´galite´ qui confirmerait encore une fois la
fonctorialite´, ou mieux me`nerait a` sa de´monstration en ge´ne´ral. Nous
abordons ces calculs dans la cinquie`me section d’une fac¸on modeste
mais le vrai travail reste a` faire.
Il y a une difficulte´ au coeur de cette strate´gie que n’est pas encore
tout a` fait re´solue mais qui ne nous semble pas grave. Nous utilisons les
fonctions L et non pas leurs de´rive´es logarithmiques. Donc si πH n’est
pas l’image par fonctorialite´ d’une repre´sentation d’un groupe H ′ de
dimension plus petite que celle de H et si la restriction de ρ a` λH
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la somme de m fois la repre´sentation triviale et d’une repre´sentation τ
qui ne contient pas la repre´sentation triviale, alors en principe
LS(s, π, ρ) = ζ
m
F (s)LS(s, π, τ),
ou` le deuxie`me facteur n’a ni ze´ro ni poˆle en s = 1. Il a ne´anmoins
une influence sur la partie principale en s = 1. Par contre, la formule
des traces stable est une somme ( !) sur les classes stables des π qui ne
meˆle pas multiplicativement les fonctions L rattache´es aux classes πst
diffe´rentes.
La grosse difficulte´ sera l’analyse du comportement asymptotique de
la somme (1.13) mais avec tous les termes enleve´s pour lesquels φ est
non trivial. Nous ne l’avons pas encore entame´e, mais les sections 3,4
et 5 sont pre´paratoires a` cette fin.
2. Le cas des corps de fonctions
L’ope´rateur
∏
v/∈S Lv(s, ρ) admet une interpre´tation fort agre´able
dans le cas ou` le corps global F est celui des fonctions rationnelles d’une
courbe X ge´ome´triquement connexe de´finie sur un corps fini κ = Fq.
L’ensemble fini S est dans ce cas un sous-sche´ma ferme´ d’une courbe
projective lisse X sur κ. Soit U son comple´ment.
En de´veloppant le produit infini
∏
v/∈S Lv puis en regroupant les
termes ayant le facteur q−ds pour chaque entier naturel d, on a l’identite´
de se´ries formelles
(2.1)
∏
v/∈S
Lv(s, ρ) =
∑
d∈N
q−ds
∑
∑
i divi∈Ud(κ)
∏
i
Kρ,(di)vi
ou` Ud de´signe la d-ie`me puissance syme´trique de U et ou` la deuxie`me
sommation est e´tendue sur l’ensemble des diviseurs effectifs de degre´ d
de U . Les ope´rateurs
(2.2) Kρ,d =
∑
∑
i divi∈Ud(κ)
∏
i
Kρ,(di)vi
admettent une interpre´tation ge´ome´trique.
Au lieu du groupe G de´fini sur F , on se donne un X-sche´ma en
groupes lisse de fibres connexes ayant G comme fibre ge´ne´rique et dont
la restriction a` l’ouvert U est re´ductif, meˆme quasi-de´ploye´ et de´ploye´
sur un recouvrement e´tale et fini. Il est commode d’utiliser la meˆme
lettre G pour de´signer ce sche´ma en groupes re´ductifs. Nous ne fai-
sons en effet que re´pe´ter dans un langage ge´ome´trique nos conditions
sur l’ensemble S. Soit Ox le comple´te´ formel de OX en le point x. En
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une place x /∈ U , la donne´e de ce sche´ma en groupes fixe un sous-
groupe compact G(Ox) de G(Fv) qui n’est pas ne´cessairement maxi-
mal. Le choix de ce sche´ma en groupes est essentiellement e´quivalent
au choix d’un sous-groupe compact ouvert G(OA) du groupe ade´lique
G(A). L’espace des doubles classes
G(F )\G(A)/G(OA)
peut s’interpre´ter en termes de G-torseurs au-dessus de X . Le champ
BunG classifiant des G-torseurs sur X est un champ alge´brique d’Artin
localement de type fini. 1 L’ensemble de ses k-points est une re´union
disjointe des espaces des doubles classes
(2.3) BunG(κ) =
⊔
ξ∈ker1(F,G)
Gξ(F )\Gξ(A)/Gξ(OA)
pour une collection de formes Gξ de G, les indices ξ parcourant le sous-
ensemble ker1(F,G) des classes ξ ∈ H1(F,G) localement triviales pour
la topologie e´tale, la forme Gξ e´tant construite a` partir de la torsion
inte´rieure associe´e a` ξ.
Les ope´rateurs de Hecke sont incarne´s par certains faisceaux pervers
ℓ-adiques sur le champ des modifications. On note Hecke le champ de
modules des quadruplets (x, E,E ′, φ) ou` x est un point deX , ou` E et E ′
sont des G-torseurs sur X et ou` φ est un isomorphisme entre les restric-
tions de E et E ′ a` X−{x}. Autrement dit, φ est une modification de E
en le point x dont le re´sultat est E ′. Il est raisonnable de se restreindre,
au moins au de´but, aux lieux de modification {x} ⊂ U . La fibre de
Hecke au-dessus d’un couple (x, E) est alors une Grassmannienne af-
fine. C’est un ind-sche´ma muni d’une action de G(Ox). Pour toute
repre´sentation de dimension finie du groupe dual ρ : LG→ GL(V ), on
dispose d’un complexe Aρ sur HeckeU tel que la restriction de Aρ a` la
fibre de Hecke au-dessus d’un point x ∈ U et d’un G-torseur E fixe´ est
le faisceau pervers sur la Grassmannienne affine qui correspond a` ρ par
1. Pour plusieurs raisons un fondement des faisceaux ℓ-adiques sur le champ
de modules des G-torseurs nous manque. D’une part, il manquait une the´orie
ade´quate des faisceaux ℓ-adiques sur un champ alge´brique d’Artin. Cette the´orie
a e´te´ heureusement e´tablie par Laszlo et Olsson ([LO]). D’autre part, les
spe´cialistes de la the´orie dite de Langlands ge´ome´trique se sont inte´resse´s a`
la construction des formes cuspidales particulie`res. A` leurs fins un fondement
n’e´tait pas strictement ne´cessaire. Puisque nous nous inte´ressons a` la formule
des traces, donc a` toutes les formes automorphes simultane´ment, un fondement
ade´quat nous est indispensable. Nous espe´rons le mettre en place dans un ar-
ticle poste´rieur. Pour le moment deux re´fe´rences possibles sont [LMB] et le projet
http://www.math.upenn.edu/∼kresch/teaching/stacks.html. Pour le champ
BunG lui-meˆme on peut consulter un article de Jochen Heinloth [H].
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l’e´quivalence de Satake ge´ome´trique ([MV]). Le support de ce faisceau
est donc de dimension finie quoique la fibre elle-meˆme est de dimension
infinie. Ces faisceaux pervers Kρ s’organisent en un complexe au-dessus
de Hecke. Ce complexe est un faisceau pervers apre`s un bon de´calage.
L’ope´rateur sur Db(BunG)
(2.4) F 7→ Kρ(F) = pr2,!(pr∗1F ⊗ Kρ)
est l’interpre´tation de Kρ,1 de la formule (2.2) dans le cadre des fais-
ceaux. Ici, pr1 et pr2 sont les projections de (x, E,E
′, φ) sur la compo-
sante E et E ′ respectivement.
Graˆce a` (2.3) et a` la trace de Frobenius sur les fibres∑
i
(−1)itr(Fr, H(i)(Fx))
qui permet le passage, de´crit par le dictionnaire de Grothendieck, d’un
complexe de faisceaux a` une fonction, la the´orie classique des formes
automorphes se transforme en une the´orie ge´ome´trique, sauf que le
corps des nombres complexes est remplace´ par la cloˆture alge´brique
de Qℓ ([Lm2]). Rappelons que l’ope´rateur de Hecke habituel admet
l’interpre´tation ge´ome´trique
F 7→ Heckeρ(F) = prBunG×U,!(pr∗1F ⊗Kρ)
ou` prBunG×U est la projection (x, E,E
′, φ) 7→ (E ′, x). Ainsi l’ope´rateur
(2.4) consiste a` inte´grer Heckeρ(F) le long de U .
Pour que le parame`tre de Arthur
(2.5) σ = φ× ψ : SL2 ×WF → LG
de´finisse un faisceau ℓ-adique il faut interpre´ter le groupe LG comme
un groupe de´fini sur la cloˆture alge´brique Q¯ℓ du corps Qℓ et WF
comme un sous-groupe du groupe de Galois Gal(F sep/F ), le sous-
groupe des e´le´ments dont l’image dans Gal(F sep/F ) est une puissance
de F. On rattache d’abord a` σ et ρ une gradation de l’espace de ρ,
de´finie par l’action du tore diagonal de SL2, donc par les valeurs propres
{mj, mj − 2, . . . ,−mj} de σj(1,−1), ou` σj est donne´ dans (1.2) et en-
suite un syste`me local gradue´, donc une repre´sentation ψ′ du groupe
WF compatible avec la gradation. Elle est donne´e par
ψ′ : w → φ
(
qn/2 0
0 q−n/2
)
ψ(w),
ou` l’image de w dans Gal(F nr/F ) est Fn. Nous soulignons que nous
supposons que Qℓ est plonge´ dans C pour que q
n/2 puisse s’interpre´ter
comme un e´le´ment de Qℓ. Il y a donc une ambiguite´ curieuse quoique
familie`re de signe.
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Le faisceau F est un faisceau propre pour les ope´rateurs de Hecke
ayant comme valeur propre le parame`tre de Arthur (2.5) s’il existe un
isomorphisme 2
Heckeρ(F) ≃ F ⊠ Lρ(σ)
ou` Lρ(σ) est le syste`me local gradue´ obtenu en composant ρ◦σ : WF ×
SL2 → LG puis en restreignant a` WF . En particulier, si la restriction
de σ a` SL2 est triviale, Lρ(σ) est concentre´ en degre´ ze´ro. De plus, on
veut une compatibilite´ avec le produit tensoriel de repre´sentations de
LG. Si F est un faisceau propre pour les ope´rateurs de Hecke ayant
comme valeur propre le parame`tre de Arthur, on a
Kρ(F ) ≃ F ⊗H∗c(U,Lρ(σ)).
Pour tout d ∈ N, le champ de modification Hecked au-dessus de
la puissance syme´trique Ud classifie les quadruplets (D,E,E
′, φ) ou`
D ∈ Ud est un diviseur effectif de degre´ d dans U , ou` E et E ′ sont des
G-torseurs sur X et ou` φ est un isomorphisme entre les restrictions de
E et E ′ a` X − D. Au-dessus d’un G-torseur fixe E ∈ BunG et d’un
diviseur effectif fixe D =
∑r
i=1 dixi de support re´duit x1 + · · · + xr
de longueur r, Hecked s’identifie au produit de r copies de la Grass-
mannienne affine. Chacune correspond a` un point xi. Au-dessus de
Hecked, on peut construire un complexe Kρ,d tel qu’au-dessus d’un
diviseur
∑
dixi se trouve
⊗r
i=1Kρ,(di)xi ou` Kρ,(di)xi est le faisceau per-
vers sur la Grassmannienne affine correspondant a` la di-ie`me puissance
syme´trique de ρ. L’existence de ce faisceau pervers ne va pas de soi
mais sera explique´e dans un prochain article [FN]. Notons que dans le
cas ou` G = GLn et ρ est la repre´sentation standard, il a e´te´ construit
par Laumon dans [Lm1] et la construction ge´ne´rale n’en est pas tre`s
diffe´rente. L’ope´rateur sur Db(BunG)
F 7→ Kρ,d(F ) = pr2,!(pr∗1F ⊗Kρ,d)
est l’interpre´tation de Kρ,d de la formule (2.2) dans le cadre des fais-
ceaux. Ici, pr1 et pr2 sont les projections de (D,E,E
′, φ) sur la com-
posante E et E ′ respectivement.
2. Le lecteur plus a` son aise avec la the´orie classique est encourage´ a` s’arreˆter
sur l’e´quation (2.4) et se convaincre qu’elle implique la de´finition classique de Hecke
pour les fonctions rattache´es aux faisceaux et que la relation qui suit implique que
la fonction rattache´e au faisceau par la trace satisfait, graˆce a` l’isomorphisme de
[MV], a` celle connue depuis Hecke, sauf que les coefficients appartiennent a` un corps
diffe´rent.
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Lemme 2.6. Si F est un faisceau propre pour les ope´rateurs de Hecke
ayant comme valeur propre le parame`tre de Arthur σ, on a
(2.7) Kρ,d(F ) = F ⊗ SdH∗c(U,Lρ(σ)).
De´monstration. Puisque ce lemme n’est donne´ qu’a` titre d’arrie`re-fond
de notre strate´gie, nous nous contentons ici d’un argument fonctionnel
et reportons la de´monstration de l’e´galite´ (2.7) de faisceaux a` l’article
[FN]. On note f la fonction sur G(F )\G(A)/G(OA) qui correspond au
faisceau F selon le dictionnaire de Grothendieck. Par de´finition, Kρ,d(f)
est la somme sur les diviseurs effectifs D de degre´ d dans U∑
D∈Ud(Fq)
KD,ρ(f)
ou` l’ope´rateur KD,ρ attache´ a` un diviseur D =
∑
dixi est le pro-
duit
∑
iK
ρ,(di)
xi dont le transforme´ de Satake est la fonction trace de
la repre´sentation de LG sur la di-ie`me puissance syme´trique ρ
(di).
Puisque F est un faisceau propre pour les ope´rateurs de Hecke avec
valeur propre σ, f est une fonction propre pour chacun des ope´rateurs
KD,ρ avec valeur propre
tr(Frq,
s⊗
i=1
SdiLρ(σ)xi).
La formule des traces de Grothendieck-Lefschetz implique alors l’e´galite´
∑
D∈Ud(Fq)
tr(σD,
s⊗
i=1
SdiLρ(σ)xi) = tr
(
Frq,H
∗
c(Ud ⊗κ κ¯, SdLρ(σ)xi)
)
qui est le reflet du lemme sur les fonctions. 
Dans le cas ou` Lρ(σ) est concentre´ en degre´ ze´ro, le complexe H
∗
c(U⊗κ
κ¯,Lρ(σ)) est concentre´ en degre´ 0, 1 et 2 et en les seuls degre´s 1 et 2 si
U est affine. Si Lρ(σ) n’a ni sous-faisceaux ni quotients constants, alors
H∗c(U ⊗κ κ¯,Lρ(σ)) est concentre´ en degre´ 1. La puissance syme´trique
SdH∗c(U,Lρ(σ)) est calcule´e par la formule suivante
⊕
d0+d1+d2=d
Sd0H0c ⊗
d1∧
H1c ⊗ Sd2H2c [−d1 − 2d2]
ou` on a omis les parenthe`ses e´videntes (U ⊗κ κ¯,Lρ(σ)) suivant H∗c . Au
niveau des fonctions le de´calage du degre´ n’est gue`re qu’une forma-
lite´. Si Lρ(σ) n’a pas ni sous-faisceaux ni de quotients constants, alors
SdH∗c(U,Lρ(σ)) = 0 pour d plus grand que dimH1c(U⊗κ κ¯,Lρ(σ)). Cette
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dimension peut eˆtre calcule´e en fonction de la ramification sauvage de
Lρ(σ) par la formule de Grothendieck-Ogg-Shafarevich [R].
3. Hypothe`ses, mesures et la formule des traces stable
3.1. Hypothe`ses. Soit G un groupe re´ductif sur un corps global F
qui est ou bien une extension finie de Q ou bien le corps des fonctions
rationnelles d’une courbe X sur un corps fini κ a` |κ| = q e´le´ments.
Notons AF l’anneau des ade`les de F .
La the´orie des repre´sentations automorphes se re´partit en trois par-
ties diffe´rentes : l’endoscopie et les L-paquets qui rame`nent tout a` la
formule des traces stable sur des groupes quasi-de´ploye´s ; la comparai-
son des repre´sentations automorphes sur un groupe G et celles sur sa
forme inte´rieure quasi-de´ploye´e, donc la de´monstration de the´ore`mes,
dont celui dit parfois le the´ore`me de Jacquet-Langlands est le plus
simple, bien que lui appartient aussi a` la the´orie de l’endoscopie ; la
fonctorialite´ pour les groupes quasi-de´ploye´s. Maintenant que le lemme
fondamental est acquis, nous pouvons nous attendre a` des progre`s ra-
pides avec les proble`mes des deux premie`res parties ([A3]). Notre ob-
jectif principal dans cet article et ceux qui le suivront est d’entamer,
si Dieu le permet, l’e´tude de la fonctorialite´, qui sera de loin la partie
la plus difficile. Nous supposerons donc que G, et par conse´quent aussi
son groupe de´rive´ Gder, est quasi-de´ploye´.
3
L’usage des z-extensions, notion qui a e´te´ formalise´e dans [K1], per-
mettra de se ramener au cas ou` le groupe de´rive´ est simplement con-
nexe. Une z-extension d’un groupe G est, en particulier, une extension
G′ → G telle que le groupe de´rive´ G′der est simplement connexe et
telle que les homomorphismes G′(F )→ G(F ) et G′(AF )→ G(A) sont
surjectifs. Dans un sens, la the´orie des formes automorphes sur G est
contenue dans la the´orie pour G′. Nous supposons donc dans cet article
que le groupe de´rive´ Gder de G est simplement connexe. Le cas d’un
corps global de caracte´ristique positive n’est pas traite´ dans [K1]. Faute
de temps nous ne le traitons dans cet article que d’une fac¸on lacunaire.
Soit Z la composante neutre du centre de G. Il y a une suite exacte
(3.1) {1} → A→ Z ×Gder → G→ {1}, A = Gder ∩ Z.
3. Un rapporteur a e´te´ trouble´ par notre tendance de louvoyer dans l’utilisation
de cette hypothe`se. La raison est simple. Du point de vue d’une the´orie ultime de
la formule des traces stable, la formule pour un groupe G arbitraire, quasi-de´ploye´
ou non, mais, disons, avec Gder simplement connexe, peut eˆtre traite´e comme une
formule pour G mais en utilisant comme un de ses groupes endoscopiques sa forme
quasi-de´ploye´ Gqd ou comme une the´orie pour Gqd en utilisant la transforme´e en-
doscopique fGqd de la fonction fG sur G. Notre hypothe`se est donc au fond inutile,
mais elle rend parfois les explications plus simples.
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Nous de´crirons plus tard la structure des points sur F dans ce que
nous appellerons la base de Steinberg-Hitchin mais qui ne signifie que
l’ensemble des classes de conjugaison stables. Le nom de Hitchin y est
rattache´ parce que nos re´flexions ont e´te´ influence´es par la the´orie pour
les alge`bres de Lie, mais les e´le´ments essentiels de la classification des
classes stables dont nous avons besoin sont ante´rieurs a` cette the´orie.
Ils se trouvent dans les articles de Steinberg et Kottwitz, quoique ni
l’un ni l’autre n’a insiste´ sur les parame`tres line´aires. Il est possible de
de´crire la classification dans un cadre plus familier si le groupe fini A est
e´tale. Si la caracte´ristique de F est ze´ro, c’est toujours le cas. Si l’ordre
de A est premier a` la caracte´ristique c’est aussi le cas, mais il n’est
pas toujours ainsi. Le cas le plus simple ou` cette difficulte´ ennuyeuse se
pre´sente est le groupe G = GL(2) sur un corps de caracte´ristique 2. Le
groupe A est le sous-groupe de GL(1) de´fini par z2 = 1. Pour simplifier
la taˆche de re´daction nous supposons que A est e´tale sur F . Cependant,
pour cre´er une the´orie comple`te il faudra enlever cette condition.
Nous ne pouvons utiliser la formule des traces effectivement que si
le spectre automorphe contient une partie discre`te. Ce n’est pas le cas
si le centre de G contient un F -tore de´ploye´. Dans ce cas le quotient
G(F )\G(AF ) a un volume infini. Il faudra alors ou bien remplacer
G(AF ) par un groupe plus petit comme le fait Arthur ou bien remplacer
G(F ) par un groupe plus grand. En fin de compte, la diffe´rence entre
les deux choix est petite. Nous pre´fe´rons toutefois remplacer G(F ) par
un groupe plus grand, ce qui nous semble la solution la plus e´le´gante.
Notons Zsp le plus grand F -tore de´ploye´ dans Z et Z
′
sp le plus grand
quotient de G qui est un F -tore de´ploye´. L’homomorphisme Zsp → Z ′sp
qui s’en de´duit est alors une isoge´nie dont on notera Z ′′sp le noyau.
Notons sG le rang de Zsp et de Z
′
sp. Choisissons un sous-groupe
Z
sG ⊂ Zsp(AF )
tel que le quotient ZsGZsp(F )\Zsp(AF ) est compact. L’intersection des
deux groupes ZsG et Z ′′sp est ne´cessairement triviale de sorte que Z
sG →
Z ′sp(AF ) est un plongement de Z
sG dans Z ′sp(AF ). Pour tout sous-groupe
H de G, nous allons noter
H+(F ) = ZsGH(F ).
En particulier, on a G+(F ) = ZsGG(F ). Le quotient
Z
sGZ(F )\Z(AF ) = Z+(F )\Z(AF )
est un groupe compact.
Le caracte`re central d’une repre´sentation automorphe irre´ductible π
de´finit un caracte`re ̟ de Z(F )\Z+(F ) = ZsG. Il existe un caracte`re
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̟′ de Z ′sp(F )\Z ′sp(AF ) dont la restriction a` ZsG est ̟. En remplac¸ant
π par π ⊗ ̟′−1, on obtient une repre´sentation automorphe dont le
caracte`re central est trivial sur Z+(F ). On peut donc se restreindre aux
repre´sentations automorphes ayant cette proprie´te´ et ne conside´rer que
le quotient
G+(F )\G(AF )
qui a un volume fini pour la mesure invariante sur G(AF ).
3.2. Mesures. Il est bien connu comment associer une mesure a` une
forme volume sur une varie´te´ diffe´rentiable re´elle. On peut faire de
meˆme pour une varie´te´ sur un corps local non-archime´dien du moment
qu’on a choisi une mesure sur celui-ci qui joue le roˆle de la mesure de
Lebesgue sur le corps des nombres re´els. Il en est de meˆme des ade`les.
Ces mesures peuvent se de´finir d’une fac¸on canonique qu’il est tre`s
important pour nous de comprendre mais qui est mal explique´e meˆme
dans les re´fe´rences les plus souvent cite´es ([W1, W2]). Puisqu’il nous
sera vraiment important d’avoir une re´fe´rence pre´cise et aussi bre`ve
que possible nous reprenons les de´finitions ici. On va donc commencer
par fixer des mesures compatibles sur l’anneau des ade`les AF et sur les
corps locaux Fv pour toutes les places v ∈ |F |.
Une mesure invariante de Haar sur le groupe localement compact
AF est bien de´finie a` une constante pre`s. Comme le quotient de AF
par le groupe discret F est un groupe compact, on peut normaliser
la mesure d’une seule fac¸on telle que le quotient F\AF ait la mesure
un. C’est cette mesure invariante dx sur AF qu’on va choisir pour le
reste de l’article, mais il est pre´fe´rable de ne pas la de´finir directement
par la condition que la mesure du quotient soit 1 mais a` partir de
mesures dxv sur les corps locaux Fv, v une place de F , elles-meˆmes
de´finies a` partir d’un caracte`re additif continu global. C’est cette suite
de de´finitions et sa logique qui est mal explique´e dans [W2] et qui me`ne
a` des difficulte´s sur le plan mne´monique et, en fin de compte, sur le
plan logique, lorsque l’on arrive a` la formule des traces sur les groupes
re´ductifs. On commence avec un caracte`re global χ, qui donne a` chaque
place v un caracte`re χv. A` partir de χv on de´finit une mesure dxv. Si
|F | est l’ensemble de toutes ces places alors dx = ⊗v∈|F |dxv sera la
mesure sur AF .
Conside´rons l’ensemble des caracte`res continus χ : AF → C× tels que
χ(b) = 1 pour tout b ∈ F et χ(bb′) = 1 pour tout b ∈ F si et seulement
si b′ ∈ F . C’est un espace principal homoge`ne sous le groupe F×. Il est
embeˆtant que l’existence d’un tel caracte`re est ve´rifie´e pour les corps
de fonctions autrement que pour les corps de nombres et meˆme peut-
eˆtre troublant pour ceux qui sont e´pris de la pierre de Rosette. Dans
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les deux cas n’importe quel caracte`re χ est de´fini par ses composantes
locales, χ(a) =
∏
v χv(av)
Si F est le corps des fonctions rationnelles sur une courbe X pro-
jective et lisse sur le corps fini κ a` q e´le´ments, on choisit une forme
diffe´rentielle me´romorphe non nulle ω sur X . On a alors un caracte`re
AF → κ de´fini par
x 7→ res(xω) =
∑
v
tr
Fv/κ(resv(xω))
qui est trivial si x = b ∈ F . On en de´duit un caracte`re χ : AF → C×
de´fini par
(3.2) x 7→ exp
(
2iπ
p
trκ/Fp(res(xω))
)
.
Si F = Q et x ∈ AF , on pose
χ0(x) =
∏
v
χv(xv),
ou` χ∞(x∞) = exp(−2πix∞) et χp(xp) = exp(2πix′) si x′ ∈ Q est un
nombre rationnel dont le de´nominateur est une puissance de p et tel
que |x′−xp|p ≤ 1. Enfin, pour n’importe quelle extension finie F de Q,
on pose
(3.3) χ(x) = χ0(trF/Q(x)).
Ayant fixe´ un caracte`re χ de AF , on a pour toute place v un caracte`re
χ = χv de Fv. Il existe alors une unique mesure de Haar dx = dxv sur
Fv qui est autoduale par rapport a` la transformation de Fourier
fˆ(y) =
∫
f(x)χ(xy)dx,
c’est-a`-dire une mesure par rapport a` laquelle on a
ˆˆ
f(x) = f(−x). Si v
est non archime´dien et
d−1v = d
−1
v (χ) = {x |χ(xy) = 1 ∀ y ∈ Ov},
alors la mesure autoduale assigne la mesure N d
−1/2
v a` Ov. L’ide´al dv
est lie´ a` la diffe´rente locale, mais il n’est pas e´gal a` cette diffe´rent ; il
est rattache´ au caracte`re. A` cause de lui il n’y a pas des calculs lo-
caux canoniques. L’ide´al dv est toutefois e´gal a` Ov presque partout.
Donc il y a des formules canoniques presque partout. Des calculs ha-
bituels montrent qu’a` une place re´elle la mesure autoduale rattache´e
au caracte`re χ(x) = exp(2πiyx) est |y|1/2dx ; a` une place complexe la
mesure rattache´e a` χ(z) = exp(2πiRe(w¯z)) est |w|dxdy, ou` z = x+ iy,
w = u+ iv, |w| = √u2 + v2.
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Ayant fixe´ le caracte`re global χ, nous avons fixe´ en meˆme temps
les mesures autoduales locales dxv aussi bien que la mesure globale
dx =
∏
v dxv sur AF qui sera aussi autoduale. Cette dernie`re mesure
est inde´pendante du choix de χ en vertu de la formule du produit∏
v |b|v = 1 pour tout b ∈ F×. Puisque le groupe dual a` F\AF est F il
suit facilement de la the´orie ge´ne´rale de la transforme´e de Fourier pour
les groupes compacts que
(3.4) mes(F\AF ) = 1
et que
∑
b∈F
fˆ(−b) =
∑
b∈F
f(b).
C’est la` la formule de Poisson qui donne l’e´quation fonctionnelle des
fonctions L rattache´es a` F .
Soit X une varie´te´ alge´brique lisse de dimension n sur F . La donne´e
d’une n-forme diffe´rentielle partout non nulle ω sur X de´finit une me-
sure |ω| sur l’espace topologique X(AF ). Pour tout point x ∈ X(Fv), il
existe un voisinage analytique de x dans X(Fv) isomorphe a` un poly-
disque ouvert de coordonne´es a1, . . . , an. Sur ce polydisque la n-forme
ω s’e´crit ω = fda1∧· · ·∧dan ou` f est une fonction analytique inversible
sur le polydisque. La mesure |f |da1 · · ·dan, transfere´e au voisinage de
x, est en fait inde´pendante du choix des coordonne´es locales. Cette me-
sure ne de´pendant que de la n-forme ω, on la note |ω|v. Si on se donne
en plus un mode`le lisse X de X sur Ov et si on suppose que la n-forme
ω s’e´tend en une n-forme invariante partout non nulle sur le sche´ma
X , on a la formule
(3.5)
∫
X(Fv)
1X (Ov)|ω|v = q−nv N d−n/2v |X (κv)|
ou` κv est le corps re´siduel de Ov, qv est son cardinal, |X (κv)| de´signe
le nombre de κv-points de X et finalement 1X (Ov) de´signe la fonction
caracte´ristique du compact X (Ov). Le cas le plus simple de ces principes
est e´videmment le cas d’une forme invariante sur un espace vectoriel
de dimension finie.
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Soit G un groupe alge´brique. 4 La donne´e d’une n-forme invariante
sur G est e´quivalente a` la donne´e d’un vecteur ω non nul dans le F -
espace vectoriel ∧ng de dimension un ou` g est l’alge`bre de Lie de G.
La n-forme invariante ω associe´e est alors non nulle partout sur Fv et
presque partout sur Ov. Pour toute place v, elle de´finit une mesure
invariante |ω|v sur G(Fv). Il n’est en ge´ne´ral pas possible de prendre la
mesure
⊗
v∈|F | |ω|v sur le groupe ade´lique car la formule (3.5) implique
que le produit infini
∏
v µv est en ge´ne´ral divergent, ou` µv de´signe la
mesure du sous-groupe compact G(Ov) :
µv =
∫
G(Fv)
1G(Ov)|ω|v =
∫
G(Ov)
|ωv|.
En particulier, si G est le groupe multiplicatif de´fini sur le corps des
nombres rationnels Q, pour tout nombre premier p, la mesure locale
µp = 1−p−1 est la valeur en 1 de l’inverse du facteur en p de la fonction
zeˆta de Riemann.
La ne´cessite´ de modifier les mesures locales avant de prendre le pro-
duit pour arriver a` une mesure bien de´finie exige l’utilisation de plu-
sieurs mesures locales. Bien qu’elle ne soit pas absolument ne´cessaire,
quelques auteurs introduisent non pas seulement la mesure produit glo-
bale mais une renormalisation de cette mesure. Dans cet article nous
utilisons une notation qui distingue toutes ces mesures, en ajoutant des
notations plus simples pour celles, qui au nombre de deux ou trois, se-
ront utilise´es dans des articles a` suivre. Posons d’abord dgeomgv = |ω|v.
Elle est la mesure donne´e directement par la forme ω. Elle de´pend
e´videmment de cette forme. Soit σG la repre´sentation du module galoi-
sien des caracte`res G→ Gm de´finis sur la cloˆture alge´brique F¯ . Ils sont
aussi de´finis sur la cloˆture se´parable. La fonction L d’Artin rattache´e a`
4. Bien que ces de´finitions pre´liminaires sont valables pour tout groupe, nous
supposons de`s le de´but qu’il est re´ductif. Il ne faut pas qu’il soit quasi-de´ploye´ mais
arrive´s a` la formule des traces stable, nous posons cette condition supple´mentaire.
Rappelons que la the´orie de la formule stable, donc de l’endoscopie, rame`ne l’e´tude
des formes automorphes sur un groupe re´ductif arbitraire a` la the´orie pour les
groupes quasi-de´ploye´s. Cependant, nous ne supposons pas qu’ils se de´ploient sur
une extension non ramifie´e de F .
Il est tre`s re´pandu parmi les ge´ome`tres d’e´viter la ramification ou de ne traiter que
la ramification mode´re´e. D’un point de vue ge´ome´trique il y a certainement des
avantages en ne conside´rant que la the´orie des ope´rateurs de Hecke et en e´vitant
maints proble`mes de l’analyse harmonique non invariante, ou de la ramification
qui est si re´pandue dans l’arithme´tique. Ces proble`mes e´clairent toutefois maintes
questions de structure qui nous seront importantes lorsque nous examinerons la
formule des traces.
FORMULE DES TRACES 23
la repre´sentation sur σG admet un de´veloppement en produit eule´rien
L(s, σG) =
∏
v
Lv(s, σG)
sur le demi-plan Re s > 1. La mesure locale normalise´e sur G(Fv) est
de´finie par
(3.6) dgv = dnormgv = Lv(1, σG)dgeomgv.
Une fois les de´finitions de base bien comprises, nous n’utiliserons pour
cette dernie`re que la notation dgv sans indice infe´rieur supple´mentaire
parce qu’elle est la mesure locale principale.
La mesure produit
(3.7) dg = dprodg =
⊗
v∈|F |
dgv
ne de´pend pas de ω a` cause de la formule
∏
v∈|F | |c|v = 1 valable pour
tout c ∈ F×. Cette mesure produit est bien de´finie d’apre`s Ono (voir
l’appendice 2 de [O3]). Si f est une fonction de la forme f = ⊗v∈|F |fv
avec fv lisse a` support compact et e´gale a` la fonction caracte´ristique
de G(Ov) presque partout, le produit infini∏
v∈|F |
∫
G(Fv)
fvdgv
est absolument convergent.
On ajoute souvent une renormalisation supple´mentaire globale, mais
nous pre´fe´rons ne pas le faire. Ne´anmoins nous l’expliquons. Le rang
de la partie triviale du module galoisien σG est e´gal au rang sG de Zsp,
et la fonction L(s, σG) a un poˆle d’ordre sG en s = 1. Si
(3.8) ρG = lim
sց1
(s− 1)sGL(s, σG),
alors
(3.9) dg˜ = ρ−1G dprodg
est la mesure doublement renormalise´e, mais nous ne l’utiliserons pas
souvent. Nous introduisons pourtant les deux mesures, la mesure pro-
duit, “measprod”, de´finie par dprodg, les mesures locales e´tant renor-
malise´es, et simplement “meas” pour la mesure doublement renorma-
lise´e, non pas parce qu’elle est plus importante mais parce qu’elle est
plus re´pandue. Cela pourrait entraˆıner dans cet article l’apparence
fre´quente du premier symbole qui est moins commode, mais en fait
nous l’e´viterons. L’avantage principal de la mesure produit est qu’elle
24 EDWARD FRENKEL, ROBERT LANGLANDS ET NGOˆ BAO CHAˆU
est plus facile a` manier dans le cadre ade´lique, traditionel pour l’ana-
lyse harmonique sur G et que nous introduisons aussi sur la base de
Steinberg-Hitchin.
Nous avons choisi le sous-groupe discret G+(F ) en sorte que le quo-
tient G+(F )\G(AF ) est de mesure finie. Sa mesure
meas(G+(F )\G(AF )),
qui apparaˆıt dans la formule des traces, se calcule facilement a` partir de
la mesure de Tamagawa τ(G) telle que de´finie et calcule´e dans l’article
de Ono ([O3]). Introduisons la suite exacte
{1} → G1 → G→ G2 → {1}
ou` G1 est connexe et G2 est un tore de´ploye´ de rang sG. L’image
re´ciproque de G2(AF ) dans G(AF ) est le groupe G
1
A de [O3]. La mesure
meas
(
G+(F )\G(AF )
)
,
calcule´e par rapport a` la mesure normalise´e globale, est le produit des
mesures de G(F )\G1A et du quotient de G1A\GA par l’image de G+(F ),
un groupe discret. Ce quotient Q est compact, isomorphe a` ZsG\RsG
dans le cas d’un corps de nombres et a` un groupe fini dans le cas d’un
corps de fonctions. Ces mesures sont calcule´es selon les de´finitions de
[O3]. Donc
(3.10) meas
(
G+(F )\G(AF )
)
= τ(G)
∫
Q
dt.
Ce dernier facteur anodinmG =
∫
Q
dt de´pend du choix de G+(F ), donc
de ZsG . Le facteur τ(G) est le nombre de Tamagawa. 5
Si le groupe G est un tore T , alors graˆce a` (3.5) les facteurs du
produit infini
(3.11)
∏
v
∫
T (Fv)
fv|ωv|
sont e´gaux presque partout a` 1/Lv(1, σT ). Si T est anisotrope, c’est-
a`-dire si sT = 0, alors le the´ore`me de Dirichlet et ses ge´ne´ralisations
impliquent que le produit
(3.12)
∏
v
1
Lv(1, σT )
converge conditionellement si on prend les v dans l’ordre qui correspond
a` la taille de qv, qv = |Fv|, et (3.12) est alors e´gal a` 1/ρG. Donc (3.11)
5. Nous laisserons au lecteur le soin d’expliquer pour un corps de fonctions la
signification ge´ome´trique de ZsG aussi bien que la signification de mG.
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donne un re´sultat qui ne diffe`re de
∫
fdg˜ que du produit d’un nombre
fini de facteurs locaux.
3.3. La base de la fibration de Steinberg-Hitchin. Dans cet ar-
ticle nous ne traiterons que la partie elliptique re´gulie`re de la formule
des traces, qui sera utilise´e pour une fonction f =
∏
v fv, les fv e´tant
lisses et a` support compact. Pour l’utiliser il nous faudra une descrip-
tion convenable des classes de conjugaison semi-simples stables, donc de
ce que nous appelons la base de la fibration de Steinberg-Hitchin. Nous
commencerons avec le cas d’un groupe semi-simple simplement connexe
et de´ploye´, pour passer ensuite au cas d’un groupe semi-simple et sim-
plement connexe quasi-de´ploye´, lui-meˆme suivi par le cas des groupes
semi-simples et simplement connexes arbitraires, et enfin au cas le plus
ge´ne´ral que nous traitons, celui d’une z-extension, pour laquelle, nous
le rappelons, le groupe de´rive´ est simplement connexe. Nous soulignons
toutefois que stabilisation signifie implicitement un passage a` un groupe
quasi-de´ploye´ !
La partie principale de la formule des traces est une somme sur les
classes de conjugaison elliptiques et re´gulie`res ; la partie principale de
la formule des traces stable e´tant une somme sur les classes stables,
elliptiques et re´gulie`res. Leurs descriptions pour un tore et pour un
groupe semi-simple, simplement connexe sont diffe´rentes, mais, dans
le cas ge´ne´ral, il faut meˆler les deux, car G est construit a` partir de
Gder et du centre Z. A` part quelques complications cohomologiques qui
restent a` de´crire les classes de conjugaisons semi-simples dans G(F ),
mettons stables, sont des produits d’un e´le´ment de Z(F ) et d’une classe
de Gder(F ). L’analyse harmonique, locale ou globale, sur G revient en
fin de compte a` l’analyse harmonique sur ces deux facteurs. Il s’ave`re
que les classes stables dans Gder(F ) sont rattache´es aux points d’un
espace vectoriel de dimension finie sur F et cela permet de traiter la
somme qui apparaˆıt dans la formule des traces d’une tout autre fac¸on
que celles utilise´es ante´rieurement.
Pour les lecteurs avec une formation ge´ome´trique, nous anticipons
nos conclusions pour qu’ils soient bien conscients des proble`mes analy-
tiques que pose la formule des traces et auxquels la structure additive
que nous de´crivons offre peut-eˆtre une solution, et pour qu’ils ne soient
pas trop entrave´s par leurs connaissances ge´ome´triques. Nous leur rap-
pelons surtout que le corps F peut eˆtre aussi bien un corps de nombres
alge´briques qu’un corps de fonctions !
La conclusion sera que la partie elliptique de la formule des traces
stable sera une somme sur η ∈ h, ou` l’ensemble h reste a` de´crire,
de sommes sur l’ensemble (3.15), un ensemble qui sera introduit plus
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tard. Si nous divisons par |A(F )|, nous pouvons meˆme faire la somme
sur Bη(F )× Zη(F ). Quoique la somme sur η n’est pas finie, pour une
fonction f =
∏
v fv donne´e, il n’y a qu’un nombre fini de η pour lesquels
la contribution n’est pas 0. Il suffit donc de traiter la contribution d’un
seul Bη(F )×Zη(F ). Il y a une action simplement transitive du groupe
Z(F ) sur Zη(F ). La somme sur Zη(F ) est donc une somme sur Z(F )
et par conse´quent peut eˆtre traite´e par la formule de Poisson pour
la paire Z(F ) ⊂ Z(AF ) ou plutoˆt pour Z+(F ) ⊂ Z(AF ). Ce qui est
nouveau ici et qui n’est pas apparu auparavant, c’est — a` peu pre`s —
que Bη(F ) est un espace vectoriel et que, pour un z ∈ Zη(F ) donne´,
la somme sur Bη(F ) est une somme de Poisson des valeurs aux points
de Bη(F ) d’une fonction ade´lique dont le comportement est assez bon
pour que la formule de Poisson puisse eˆtre utilise´e. L’expression “a` peu
pre`s” se rapporte aux conse´quences des lemmes (4.1) et (4.2). Pour
utiliser la formule de Poisson un tronc¸onnage est ne´cessaire, car sinon
on ne serait pas en e´tat de ve´rifier que la somme duale qui apparaˆıt
dans cette formule converge. Pour cela il faut des majorations qui ne
sont disponibles que localement et meˆme alors pas encore disponibles
sauf dans quelques cas particuliers qui seront donne´s dans [L5]. Les
proble`mes ne se posent qu’apre`s le tronc¸onnage permis par le lemme
de Getz, qui est introduit dans cet article surtout pour pouvoir formuler
la proposition 5.6, mais qui a des objectifs plus ambitieux.
Apre`s avoir explique´ toutes les de´finitions, nous donnerons l’exemple
simple de GL(2) pour bien mettre en e´vidence la partie de la formule
des traces que nous proposons utiliser dans la formule de Poisson.
Soit T un tore de G suppose´ de´ploye´ et, pour le moment, semi-
simple et simplement connexe. Soient α1, . . . , αr les racines simples
de T par rapport a` un ordre choisi de fac¸on arbitraire. Rattache´s a`
ces racines simples sont les poids fondamentaux µ1, . . . , µr de´finis par
µi(αˆj) = δi,j. Soit ρi = ρµi la repre´sentation de poids maximal µi et
soit bi(t) = trρi(t). Les bi sont alge´briquement inde´pendants sur F et le
quotient de T par le groupe de Weyl est l’espace affine SpecF [b1, . . . , br].
Ce quotient est la base de Steinberg-Hitchin A dans lequel b1, . . . , br
seront nos coordonne´es pre´fe´re´es. Par contre sur T nos coordonne´es
seront γi = t
λi , ou`
(3.13) λi =
∑
j
ai,jµj, avec det(ai,j) = ±1.
Le choix pre´cis de la matrice d’entiers (ai,j) est sans importance. Dans
ce cas la base A est aussi sa partie line´aire que nous notons B. Lorsque
G 6= Gder cela n’est plus le cas.
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Le groupe fini des automorphismes du graphe de Dynkin se rele`ve a`
un groupe d’automorphismes, dont chacun est de´fini sur F , du groupe
semi-simple, simplement connexe et de´ploye´ G. Un groupe quasi-de´-
ploye´ mais simplement connexe et semi-simple se de´finit a` partir d’un
cocycle a` valeurs dans ce groupe d’automorphismes, donc d’un homo-
morphisme σ → ϕ(σ) du groupe Gal(F¯ sep/F ) = GalF dans le groupe
d’automorphismes du graphe de Dynkin. Ce dernier groupe agit aussi
sur T , un sous-groupe de Cartan de´ploye´, et sur G, les actions e´tant
de´finies sur F .
Il y aura donc une action a` droite de GalF sur l’ensemble des repre´-
sentations fondamentales ρ1, . . . , ρr,
σ : ρi 7→ ρiσ , ρiσ(g) = ρi(ϕ(σ)(g)),
et par conse´quent sur leurs caracte`res b1, . . . , br. Observons que
ρ(iτ )σ(g) = ρiτ (ϕ(σ)(g)) = ρi(ϕ(τ)ϕ(σ)(g)) = ρi(ϕ(τσ)(g)) = ρiτσ(g).
Soit provisoirement Gϕ le groupe quasi-de´ploye´ de´fini par le cocycle
σ 7→ ϕ(σ). L’action du groupe de Galois sur Gϕ(F¯ sep), qui comme
ensemble n’est que G(F¯ sep), est
σϕ : g → ϕ(σ)(σ(g)) = σ(ϕ(σ)(g)),
σ(g) e´tant de´fini par rapport a` G.
Si {hσ} est, par rapport a` cette action, n’importe quel cocycle a`
valeurs dans le centre de Gϕ(F¯
sep) = G(F¯ sep), alors ρi(hσ) ∈ F¯ sep est
un scalaire ǫi(σ). En plus, σ(ǫiσ(τ))ǫi(σ) = ǫi(στ), car
σ(ρiσ(hτ ))ρi(hσ) = ρiσ(σ(hτ ))ρi(hσ) = ρi(ϕ(σ)(σ(hτ ))hσ) = ρi(hστ ).
Par conse´quent nous pouvons tordre l’espace line´aire sur F a` coor-
donne´es b1, . . . , br en utilisant le cocycle
(3.14) σ : (b1, . . . , br)→ (b′1, . . . , b′r) avec b′i = ǫi(σ)biσ .
En particulier, en prenant pour {hσ} le cocycle trivial, nous obtenons
une forme tordue de la base de Steinberg-Hitchin pour le groupe semi-
simple, simplement connexe et de´ploye´ qui est la base de Steinberg-
Hitchin pour toute forme inte´rieure du groupe quasi-de´ploye´ Gϕ rat-
tache´ a` l’homomorphisme ϕ, en particulier, pour Gϕ lui-meˆme. Cette
base est toujours un espace vectoriel sur F .
Nous passons maintenant au cas ge´ne´ral ou` le groupe de´rive´ Gder de
G est simplement connexe. Pour e´viter des proble`mes d’inse´parabilite´,
nous avons suppose´ que la caracte´ristique de F est premie`re a` l’ordre
|A| du groupe A de (3.1). Nous escamotons donc encore une fois une
petite difficulte´.
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Selon la Proposition 2.2 de [BT] tout e´le´ment g de G(F¯ sep), donc
en particulier de G(F ), est un produit g = g1g2, g1 ∈ Gder(F¯ sep), g2 ∈
Z(F¯ sep). Si g ∈ G(F ), alors pour chaque σ ∈ GalF , on a σ(g1)−1g1 ∈
A(F¯ sep) et il est e´gal a` σ(g2)g
−1
2 . Puisque g1 n’est donne´ qu’a` partir d’un
e´le´ment de A(F¯ sep), seulement l’image η(g) du cocycle {σ(g1)−1g1} dans
H1(F,A) est de´finie. Soit h le sous-ensemble des H1(F,A) obtenu de
cette fac¸on.
Nous voulons de´crire l’ensemble des points F -rationnels sur la base
A = AG de Steinberg-Hitchin de G comme la re´union sur η ∈ h, ou
meˆme sur H1(F,A), des points rationnels sur un ensemble qui est un
quotient, a` savoir,
(3.15) {Bη(F )× Zη(F )}/A(F )
ou`Bη est un espace line´aire, une forme tordue de l’espace line´aire sous-
jacent a` la base de Steinberg-Hitchin de Gder sur laquelle A(F ) comme
sous-groupe du centre de Gder(F ) agit et ou` Zη est le torseur sur Z
de´fini par η sur lequel A(F ) agit comme sous-groupe de Z(F ). A` cette
fin, choisissons et fixons pour chaque η ∈ h un cocycle h = {hσ} qui le
repre´sente. Si η ou h ne devient pas trivial dans H1(F, Z), alors Zη(F )
est vide. Par contre, s’il devient trivial, alors Zη(F ) peut eˆtre identifie´
avec l’ensemble des g2 possibles pour ce h donne´. L’ensemble de tout
z ∈ Z(F¯ sep) tel que {σ(z)z−1} = {hσ} sont les points d’un torseur Zη.
C’est l’ensemble de tous les g2 possibles pour ce h.
Supposons que
(3.16) σ(g1)
−1g1 = hσ
pour tout σ et soient b1(g1), . . . , br(g1) les coordonne´es line´aires de
l’image β(g1) de g1 dans la base de Steinberg-Hitchin Ader de Gder.
Nous avons remarque´ que cette base est, pour n’importe quelle forme
tordue inte´rieure d’un groupe quasi-de´ploye´ semi-simple et simplement
connexe, e´gale comme varie´te´ sur F a` la base de Steinberg-Hitchin
du groupe quasi-de´ploye´ dont nous avons de´crit la structure. En par-
ticulier, elle est un espace line´aire, une forme tordue de la base du
groupe de´ploye´. Nous tordons ce dernier espace line´aire de dimension
r sur F par le cocycle rattache´ a` {hσ} comme dans l’e´quation (3.14).
Ve´rifions que la condition (3.16) est e´quivalente a` la condition que
β(g1) soit rationnel dans l’espace tordu. Nous soulignons que l’espace
line´aire fondamental est alors la base de Steinberg-Hitchin du groupe
quasi-de´ploye´ !
Selon (3.14) la condition de rationalite´ b′i = bi pour tout i, devient
b′i(β(g1)) = b
′
i(g1) = ǫi(σ)σ(biσ(g1)).
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On a β(σ(g1)) = σ(β(g1)). Plus pre´cise´ment, puisque la base de Stein-
berg-Hitchin de Gder est la forme tordue de´ja` de´crite de la base de
Steinberg-Hitchin du groupe semi-simple, simplement connexe de´ploye´
dont Gder lui-meˆme est une forme tordue, on a
bi(σ(g1)) = σ(biσ(g1)).
C’est-a`-dire, l’action de GalF sur la base est donne´e par (3.14), le co-
cycle {ǫi(σ)} e´tant trivial, donc
σ : (bi) 7→ (σ(biσ)).
Bien que l’action du groupe de Galois sur la base de Steinberg-Hitchin,
ou plutoˆt sur l’espace line´aire y rattache´ par les coordonne´es bi, soit
celle sur la base de Steinberg-Hitchin du groupe de´ploye´, l’action sur
Gder(F¯
sep) est celle de´duite de l’action sur G(F¯ sep), et non pas celle
de´duite de l’action sur un groupe de´ploye´ ou quasi-de´ploye´.
Nous avouons que traˆıner toutes ces de´finitions dans le bagage de
l’article est fastidieux, mais la structure line´aire de la base de Steinberg-
Hitchin d’un groupe semi-simple et simplement connexe est a` nos fins
un des e´le´ments fondamentaux de la formule des traces.
En traitant la classe des groupes re´ductifs de´crite dans la section 3.1,
il faut introduire le cocycle {ǫi(σ)} de (3.16) et la forme tordue de la
base de Steinberg-Hitchin du groupe de´ploye´ semi-simple, simplement
connexe y rattache´e par (3.14). Nous affirmons que par rapport a` cette
forme l’image β(g1) est de´finie sur F , donc que
bi(β(g1)) = bi(g1) = ǫi(σ)σ(biσ(g1)).
En effet,
σ(biσ(g1)) = bi(σ(g1)) = bi(h
−1
σ g1) = ǫ
−1
i (σ)bi(g1).
Nous ne pourrons pas e´viter les ennuis qui proviennent du tore
de´ploye´ dans le centre de G. Alors les classes de conjugaison a` traiter
seront non pas les classes de G(F ) mais les classes de G′(F ). Puisque
toute telle classe contient le produit zt d’un e´le´ment de Z˜ et d’un
e´le´ment de G(F ), la description de (3.15) reste grosso modo exacte.
Il faut simplement remplacer Zη par le groupe discret Z
+
η = Z
sGZη,
car si z′t′ = g−1ztg, avec t′, t et g dans G(F ) et z, z′ dans ZsG, alors
z−1z′ ∈ ZsG ∩G(F ) = {1}.
Nous notons A(F ) l’ensemble des points sur F sur la base de Stein-
berg-Hitchin de G, avec une notation semblable pour Fv ou pour AF .
Soit c(g) l’image dans A d’un e´le´ment g ∈ G. Selon ce que nous venons
de ve´rifier, il est une re´union sur η de Bη(F ) × Z+η (F ) quotiente´ par
A(F ). L’ensemble Zη est un torseur sur F et donc un espace homoge`ne
principal sur Z+(F ) qui se plonge dans Z(AF ). D’autre part,Bη(F ) est
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un espace vectoriel de dimension finie que se plonge dans Bη(AF ), un
module libre de rang fini sur AF . La technique qui vient a` l’esprit pour
exploiter la formule des traces est alors d’utiliser la formule de Poisson
pour Z+(F ) ⊂ Z(AF ) et pour Bη(F ) ⊂ Bη(AF ). Nous choisissons les
mesures globales et locales pour Z et Bη comme dans la section 3.2.
Toutes ces explications faites, il est e´vident que le cas de base est le
cas d’un groupe semi-simple, simplement connexe et dans les dernie`res
sections de cet article nous nous bornerons a` ce cas. Il serait ne´anmoins
utile d’ajouter quelques pre´cisions pour le groupe GL(2). La base de
Steinberg-Hitchin est de dimension deux et l’application c est donne´e
par t→ (b, a) ou` X2 − bX + a est le polynoˆme caracte´ristique de t. Le
parame`tre η est un choix a0 de amodulo l’ensemble des carre´s c
2 de F×,
donc un choix du cocycle σ → σ(√a0)/√a0. On e´crit alors a = c2a0,
b = d
√
a0, de sorte que d = b/
√
a0 est un point a` coordonne´es dans F
dans un espace principal homoge`ne sur le groupe additif. La dualite´ de
Poisson additive sera utilise´e pour la somme sur b — ou sur d. Cette
description est valable meˆme sur un corps de caracte´ristique 2, mais
alors la topologie convenable sur F n’est pas la topologie e´tale. Ce sont
la` des questions pour une autre occasion.
3.4. Les e´le´ments elliptiques re´guliers dans la formule stable
des traces. Pour cette partie de l’article, les travaux de Kottwitz et
de Ono inclus dans la bibliographie sont essentiels. 6 Les notes [L2]
pourraient aussi eˆtre utiles. Nous supposons toujours que le groupe
Gder est quasi-de´ploye´ et simplement connexe.
Rappelons que pour arriver a` la partie elliptique re´gulie`re de la for-
mule stable, nous commenc¸ons avec la somme
(3.17)
∑
γ
measprod(T
+
γ (F )\Tγ(AF ))
∫
Tγ(AF )\G(AF )
f(g−1γg)dg¯.
La mesure du premier terme est donne´e par dprodt. Celle du second
terme, dg¯, est la mesure quotient
dprodg
dprodt
=
∏
v
dg¯v avec g¯v =
L(1, σG)
L(1, σT )
dgeomgv
dgeomtv
.
6. Puisque nous voulons en principe traiter non seulement le cas ou` F est un
corps de nombres mais aussi le cas ou` F est un corps de fonctions, ces re´fe´rences ne
sont pas ade´quates. Nous avons ne´anmoins de´cide´ de ne pas nous en occuper pour
le moment.
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La ve´rification formelle de la formule (3.17) est facile. Le noyau de
notre ope´rateur est ∑
γ∈T+(F )
f(g−1γh).
La trace s’obtient formellement de l’inte´grale∫
G+(F )\G(AF )
f(g−1γg)dg,
qui est e´gale formellement a` une somme sur les classes de conjugaison
{γ} dans G+(F ) de
(3.18)
∫
G+γ (F )\G(AF )
f(g−1γg)dg.
En fait cette somme n’a pas en ge´ne´ral de sens. Ne´anmoins dans la vraie
formule des traces (voir par exemple [A2]) la somme des expressions
sur l’ensemble des classes de conjugaison elliptiques et re´gulie`res dans
G+(F ) apparaˆıt. C’est cette somme qui nous inte´resse dans cet article,
car toute recherche sur la formule des traces commence avec l’e´tude
de la contribution des classes elliptiques re´gulie`res. Si γ est elliptique
re´gulier, alors son centralisateur est un tore, donc connexe. 7
Puisqu’il s’agit de la formule des traces stable nous travaillons non
pas avec des classes de conjugaison mais avec des classes de conjugaison
stable. Selon (3.15) les parame`tres de ces classes sont les points dans
la base de Steinberg-Hitchin Bη(F ). Si G n’est pas son propre groupe
de´rive´, la pre´sence de Zmsp et de Zη(F ) rendent les formules plus com-
plique´es. C’est pour cela que nous avons suppose´ que G = Gder, mais
pour nous rappeler de temps en temps que ce n’est pas le cas le plus
ge´ne´ral, nous utilisons parfois une notation qui tient compte du cas
ge´ne´ral. Ce qui est important c’est que Bη est un espace vectoriel sur
F .
Examinons les termes (3.18) en ajoutant une somme sur ZsG pour
que nous n’oublions pas que ce sont les classes de conjugaison dans
G+(F ) qui comptent et non pas celles dans G(F ), donc conside´rons
(3.19)
∑
z∈ZsG
∫
G+γ (F )\G(AF )
f(g−1zγg)dg.
Le groupe Gγ, parfois de´note´ Tγ , est le centralisateur de l’e´le´ment re´gu-
lier semi-simple γ. Dans [L2] la partie re´gulie`re elliptique de la formule
des traces est convertie en une somme sur les groupes endoscopiques
de la formule des traces stables. Nous ne nous inte´ressons ici qu’a` la
7. Pour le moment nous ne donnons pas de re´fe´rence. Il faudra aussi trouver une
de´monstration en caracte´ristique positive du the´ore`me 4.4 de Kottwitz ([K1]).
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contribution de G lui-meˆme, qui est toujours, nous le rappelons, tel
que Gder soit simplement connexe, et en ce moment, pour simplifier les
choses, e´gal a` Gder. Nous expliquons brie`vement sa forme en citant [K2]
autant que possible, car la` les notations et les explications sont plus
faciles a` comprendre que celles de [L2].
D’abord l’inte´grale ∫
G+γ (F )\G(AF )
f(g−1zγg)dprodg
de (3.19) est e´crite sous la forme,
(3.20) measprod(T
+
γ (F )\Tγ(AF ))
∫
T (AF )\G(AF )
f(g−1γg)dprodg¯.
Ayant fait cette modification presque formelle, on prend d’abord la
somme de (3.3) non pas sur toutes les classes re´gulie`res {γ} de G(F )
comme dans (3.1) mais sur tous les γ qui sont conjugue´s dans G(AF )
a` un γ donne´. Cela donne un facteur, de´note´ dans [K2] par
| ker[E(T/F )→ E(T/AF )]|, ou` T = Tγ .
Mais ensuite pour arriver a` une somme sur des groupes endoscopiques,
on introduit un de´veloppement par rapport aux caracte`res d’un groupe
K(T/F ). Cela me`ne, au moins lorsqu’on ne conside`re que la contribu-
tion du groupe endoscopique G lui-meˆme, donc la partie stable, au
coefficient
(3.21) ι(F, T,G) =
| ker[E(T/F )→ E(T/AF )]|
K(T/F )
,
de [K2], la notation e´tant tout a` fait pareille a` celle de [L2]. Il est ve´rifie´
dans [K2], Lemma 8.3.2, re´dige´ avant les de´monstrations comple`tes de
la conjecture de Weil ([K3]) sur les nombres de Tamagawa et de celle
de Kneser sur le principe de Hasse, que
(3.22) ι(F, T,G) =
τ(G)
τ(T )
.
Introduire le facteur (3.21) et passer a` la formule des traces stables
a pour conse´quence que la somme sur γ de (3.1) est remplace´e par
la somme sur les classes stables elliptiques re´gulie`res, donc effecti-
vement par une somme sur les e´le´ments elliptiques re´guliers de la
base de Steinberg-Hitchin. Pour les sous-groupes de Cartan elliptiques
mT = mG et, graˆce a` (3.10) le facteur de (3.20)
measprod(T
+
γ (F )\Tγ(AF )) = mTρT τ(T ) = mGρT τ(T )
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multiplie´ par (3.22) est e´gal a`
(3.23) mGτ(G)ρT = mGρGτ(G)
ρT
ρG
.
Ce qui reste est∫
T (AF )\G(AF )
f(g−1γg)dprodg¯ =
∏
v
∫
T (Fv)\G(Fv)
fv(g
−1γg)dg¯v.
Nous introduisons la notation∫
T (Fv)\G(Fv)
fv(g
−1γg)dg¯v = Orb(γ, fv),
Prenant la somme de ces dernie`res inte´grales sur des repre´sentants des
classes de conjugaison dans la classe de conjugaison stable de γ, nous
obtenons les inte´grales orbitales stables Orb(γst, fv), γst de´notant la
classe stable de γ. Dans la formule des traces ce sont les produits
(3.24)
∏
v
Orb(γst, fv)
qui interviennent. Avec une notation pre´cise mais balourde on mettrait
l’indice “st” deux fois en l’ajoutant a` “Orb”.
Le facteur mGρGτ(G) ne de´pend pas de T . Donc pour le moment
nous le mettons au rancart. Dans lui sont cache´s des re´sultats cohomo-
logiques et de mesures dont nous n’aurons plus de besoin explicite. La
repre´sentation σG est une sous-repre´sentation de σT . Soit σT/G le quo-
tient. Pour T elliptique ce quotient ne contient pas la repre´sentation
triviale et
ρT
ρG
= L(1, σT/G) = lim
sց1
L(s, σT/G).
C’est le produit
(3.25) L(s, σT/G)
∏
v
Orb(γst, fv), s > 1,
qui nous inte´ressera dans la partie suivante. Ce produit est de´fini pour
toute classe de conjugaison stable dans T (F ) meˆme si elle n’est pas
elliptique. Toutefois, lorsque s 7→ 1, la limite n’existe pas si la classe
n’est pas elliptique. Puisque nous n’utiliserons jamais une seule for-
mule des traces mais toujours des sommes de plusieurs avec des signes
diffe´rents, il est tout a` fait le´gitime d’ajouter une partie qui devient in-
finie lorsqu’on passe a` la limite dans une des formules, pourvu que cette
partie apparaisse avec un signe oppose´ dans une autre. Nous aurons des
exemples non pas dans cet article mais dans la suite de celui-ci.
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3.5. Inte´gration le long des classes de conjugaison stable. Il
existe un ouvert dense Ars de A tel que pour tout g ∈ G d’image a ∈
Ars, le centralisateur de g est un tore. Pour tout e´le´ment a ∈ Ars(Fv),
l’ensemble des Fv-points de G au-dessus de a, non vide d’apre`s Kottwitz
[K1], forme une classe de conjugaison stable. L’ensemble Ars(Fv) est
l’ensemble des classes de conjugaison stable semi-simples et fortement
re´gulie`res.
Notre objectif dans cette section est d’exprimer l’inte´grale∫
G(Fv)
fv(gv)dgv
en inte´grant d’abord le long des fibres de c : G→ A, puis en inte´grant
sur A(Fv). Nous aurons besoin de la formule qui en re´sulte dans la
dernie`re partie de l’article. Il s’agit d’abord de fixer des mesures de
fac¸on compatible. Choisissons des mesures en suivant les de´finitions de
la section 3.2. En particulier, on fixe une forme volume ωG sur G et
une forme volume ωA sur A de´finies sur F . Avec le choix du caracte`re
additif, on en de´duit des mesures |ωG|v sur G(Fv) et |ωA|v. On a aussi
des mesures normalise´es dgv = Lv(1, σG)|ωG|v et dbv = Lv(1, σZ)|ωA|v,
les facteurs de normalisation Lv(1, σG) = Lv(1, σZ) e´tant les meˆmes.
La premie`re observation est qu’il est possible de se restreindre a`
Ars(Fv) et a` G
rs(Fv) ou` G
rs est l’image re´ciproque de Ars.
Lemme 3.26. Soit fv une fonction lisse a` support compact sur G(Fv),
dg une mesure invariante sur G(Fv). Notons avec les meˆmes notations
leurs restrictions a` Grs(Fv). Alors, l’inte´grale∫
Grs(Fv)
fv(gv)dgv
est absolument convergente et e´gale a`
∫
G(Fv)
fv(gv)dgv.
Ceci de´coule du fait ge´ne´ral que l’ensemble des Fv-points d’un sous-
sche´ma ferme´ strict a une mesure nulle. 8
Soit γ ∈ Grs(F sep) d’image a ∈ Ars(F sep) et soit T = Gγ son centra-
lisateur. On a une suite exacte d’espaces tangents
0→ Tanγ(c−1(a))→ TanγG→ Tanb(A)→ 0
8. Nous aurions pre´fe´re´ ajouter une re´fe´rence ou des re´fe´rences. La
de´monstration de ce lemme doit eˆtre bien plus simple que la de´monstration ge´ne´rale
pour un “sous-sche´ma ferme´ strict”. Il est parfois ne´cessaire mais ne´anmoins dan-
gereux d’utiliser des re´sultats dont on ne comprend pas la de´monstration et nous
ne voulons pas encourager cette habitude. Malheureusement faute de temps, nous
avons accepte´ de baˆcler dans cet article plusieurs points de moindre importance.
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qui induit une e´galite´
(3.27) ∧d g = ∧nTana(A)⊗ ∧d−nTanγ(c−1(a))
ou` d = dim(G), n = dim(A). Ainsi le choix d’une d-forme invariante
ωG sur G et une n-forme partout non nulle ωA sur A induit une (d−n)-
forme ωa = ωG ⊗ ω−1A sur la fibre c−1(a), non nulle et G-invariante.
Cette fibre, ou plutoˆt l’ensemble des points sur la fibre a` coefficients
dans Fv, se pre´sente de deux fac¸ons. C’est d’abord une re´union fi-
nie d’espaces T (Fv)\G(Fv) donne´s par {g−1γ′g} ou` γ′ parcourt un en-
semble de repre´sentants des classes de conjugaison dans la classe de
conjugaison stable rattache´e a` γ, et deuxie`mement l’image inverse de
a par rapport a` c. La mesure traditionnelle dans sa premie`re forme
est donne´e comme dans la formule (3.17) par le quotient de mesures
locales normalise´es dg¯v = dgv/dtv. Par contre, sur l’image inverse de
a, il y a soit localement soit globalement la forme ωa et les mesures
|ωa|v rattache´es a` elle. Ces deux mesures ne sont pas les meˆmes. Nous
avons pre´fe´re´ utiliser la deuxie`me, qui est plus ge´ome´trique, dans la
de´monstration de la proposition 5.6. Mais c’est la premie`re qui est tra-
ditionnelle et aussi plus utile dans l’analyse harmonique, donc dans la
the´orie des inte´grales orbitales, cre´e´e par Harish-Chandra mais avec des
contributions importantes de Shalika et, dans le cadre de l’endoscopie,
de Shelstad. Puisque nous aurons besoin de cette the´orie par la suite,
il nous faudra comprendre la relation entre les deux mesures, qui est
assez simple.
Puisque les deux mesures sont invariantes par rapport au centre Z,
il suffit de traiter le cas que G = Gder, qui est selon nos hypothe`ses
simplement connexe. Soit r = rder le rang de Gder et soient ξ1, . . . , ξr les
poids dominants des repre´sentations ρi de 3.3. Soit ωT = dξ1∧· · ·∧dξr
et soit ωT\G une forme comple´mentaire invariante a` droite. Elle de´finit
alors les mesures dg¯v. On pose ωG = ωT ∧ ωT\G. Nous choisissons pour
ωA, qui est sous notre hypothe`se une forme sur B, a` savoir
(3.28) ωA = ωB = db1 ∧ · · · ∧ dbr,
les bi e´tant par abus de notation des fonctions sur T et sur B.
L’application T = Gx → A est e´tale au-dessus de Ars. L’image inverse
de ωA est e´videmment db1∧· · ·∧dbr. Fixons un ordre sur les caracte`res
de Gx.
Proposition 3.29. Si on choisit un ordre sur les racines et si on pose
∆(t) = ±t−ρ
∏
ξ>0
(ξ(t)− 1),
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alors
ωA = db1 ∧ · · · ∧ dbr = ±∆(t)dξ1 ∧ · · · ∧ dξr = ±∆(t)ωT .
Le signe dans cette e´quation n’a aucune importance. Le carre´ de
∆(t) est D(t) =
∏
ξ(ξ(t) − 1), ce qui est une fonction invariante et
par conse´quent une fonction sur A et B. Nous e´crivons aussi D(a). La
fonction ∆(a) n’est de´finie qu’a` un signe pre`s mais nous utilisons les
normes |∆(a)|v qui sont bien de´finies.
Avant de de´montrer la proposition, calculons ωa. A` cette fin il faut
fixer ωG et ωA. Cela fixe des mesures locales d’une fac¸on arbitraire,
ce qui n’est pas grave, car il n’y a aucun effet global. Les mesures ωA
et ωT sont donne´es. l’application (γ, g) → g−1γg de T × T\G dans
G donne l’application Tan × TanT\G. Soient, avec une notation dont
l’interpre´tation est e´vidente,
ωT\G = ∧ξdξ, ωG = ωT ∧ ωT\G,
ou` ξ parcourt les racines de G. Alors l’application t × g¯ 7→ g−1tg =
t(t−1g−1tg) de T × T\G vers G est e´tale sur T rs × T\G et l’image de
ωT ∧ ωT\G est
{
∏
ξ
(ξ(t)− 1)}ωT ∧ ωT\G = ∆2(t)ωT ∧ ωT\G = ∆2(t)ωG.
La proposition donne par conse´quent
(3.30) ωa = ±∆(t)ωT\G.
De cette e´quation de´coule la relation
(3.31)
∫
c
−1(a)
fv(g)|ωa|v = |∆(t)|vLv(1, σT/G)Orb(tst, fv),
ou` c(t) = a. L’inte´grale a` gauche a des avantages du point de vue
ge´ome´trique, mais c’est l’expression a` droite qu’on emploie traditionnel-
lement dans l’analyse harmonique locale. L’e´quation (3.31) est valable
si les mesures sont choisies de la fac¸on explique´e, ce que nous suppo-
sons par la suite. Donc a` gauche, la mesure est la mesure ge´ome´trique,
tandis qu’a` droite la mesure est la mesure normalise´e locale. On se perd
facilement entre les deux ! Les spe´cialistes de l’analyse harmonique non
abe´lienne sont habitue´s a` l’expression de droite ; les ge´ome`tres, a` celle
de gauche. L’e´galite´ reste valable pour un groupe G avec Gder simple-
ment connexe. Nous posons
(3.32) θv(a; s) = Lv(s, σT/G)|∆(t)|vOrb(tst, fv), s ≥ 1, c(t) = a,
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en observant que pour t = γ ∈ T (F ) re´gulier, l’expression (3.25) est
e´gale a` θ(a; s) =
∏
v θv(a; s), γ 7→ a, car
∏
v |∆(γ)| = 1. Si γ n’est pas
re´gulier elle est 0.
Observons que le comportement local de θv(a; s), et par conse´quent
le comportement global de sa transforme´e de Fourier, dont l’e´tude
sera commence´e dans [L5], est fortement influence´ par les facteurs
Lv(s, σT/G), car la valeur de ces fonctions de´pend de la classe de T ,
qui a` son tour de´pend de a.
Nous nous permettons une de´monstration de la proposition sur le
corps de nombres complexes. La proposition sur un corps arbitraire s’en
de´duit facilement. Que le signe dans la proposition 3.29 soit arbitraire
est clair. Il de´pend du choix de l’ordre sur les racines. Il est aussi e´vident
que ∆ est une somme a` coefficients entiers de caracte`res tλ de T car
chaque ai l’est. Ces entiers sont inde´pendants du corps F . Il suffit donc
de ve´rifier la formule sur C. Alors ∆(t) est e´videmment une fonction de
t alternante. Si s est une re´flexion du groupe de Weyl alors ∆(s(t)) =
−∆(t), car les ai sont des fonctions syme´triques et le de´terminant de s,
comme application line´aire de l’espace des caracte`res, est e´gal a` −1. Il
en re´sulte que ∆(t) s’annule sur les varie´tie´s tα = 1 dans T . On a par
conse´quent
(3.33) ∆(t) = ±Q(t)t−ρ
∏
α>0
(1− tα),
ou` Q(t) est une combinaison line´aire des fonctions tλ, λ un caracte`re de
T . En plus, si s est la re´flexion rattache´e a` une racine simple β, alors
s
( ∏
α>0, α6=β
(1− tα)
)
=
∏
α>0, α6=β
(1− tα),
et
s(tβ) = t−β, s(t−ρ) = tβ−ρ,
de sorte que Q(t) est une fonction invariante sous le groupe de Weyl.
Donc
(3.34) Q(t) =
∑
λ≥0
aλSλ(t),
ou` Sλ est simplement la somme sur tous les conjugue´s λ
′ de λ de tλ
′
.
Prenons le plus grand λ pour lequel aλ 6= 0. Alors le poids le plus grand
a` droite de (3.33) est λ+ρ. Puisque chaque bi est une somme semblable
a` (3.34), mais dans laquelle le poids le plus grand pour lequel aλ 6= 0
est le poids fondamental µi.
Puisque le corps de base est devenu aux fins de cette de´monstration
le corps des complexes, nous avons un me´lange de notations additives
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et multiplicatives : ξi = e
µi(z), ou` z =
∑
i ziαˆi est dans l’alge`bre de Lie
de T . Alors
dξ1 ∧ · · · ∧ dξr = exp(ρ(z))dz1 ∧ · · · ∧ dzr,
tandis que
dbi = exp(µi(z))dzi + . . . ,
ou` les termes qui manquent sont tous de la forme exp(µ(z)), µ < µi. Il
re´sulte alors que le terme exp(λ(z)) dans ∆(t) avec λ maximal est λ =∑
i µi = ρ. Par conse´quent, Q(t) est une constante et cette constante
est 1.
Dans une exposition plus syte´matique il faudrait donner une de´mon-
stration valable pour tout corps de base F . Nous ne sommes pas aussi
ambitieux a` ce stade-ci.
4. Ade´lisation de la formule des traces
Les fonctions θv(a; s) de la formule (3.32) sont des fonctions sur Av
a` support compact. Il est bien connu qu’elles sont borne´es mais pas
ne´cessairement lisses. Nous offrons comme re´fe´rences, celles que nous
utiliserons dans des articles a` suivre : pour les groupes sur R et C
le livre [V] de Varadarajan ; pour les corps p-adiques l’article [Sh] de
Shalika ; pour les groupes sur les corps locaux de caracte´ristique posi-
tive, nous n’avons pas de re´fe´rence. En plus des questions locales, le
comportement du produit
θ(a; s) =
∏
v
θv(av; s), a =
∏
v
av,
n’est pas e´vident meˆme pour s = 1 et fv e´gal a` la fonction caracte´r-
istique de G(Ov). En particulier, la transforme´e de Fourier locale,
θˆv(a; s), n’est pas a` support compact et la convergence de l’inte´grale
qui de´finit la transforme´e de Fourier globale θˆ(a; s) =
∏
v θˆv(a; s) n’est
pas acquise. Puisque nous proposons d’utiliser la formule de Poisson,
le comportement de θv et de θ exige une e´tude plus pousse´e. Nous la
commenc¸ons dans cet article et pour le groupe SL(2) on la poursuivra
dans un prochain article. On espe`re revenir a` la question ge´ne´rale assez
toˆt.
La formule de Poisson dans sa forme habituelle ade´lique est une
application de l’analyse harmonique a` la paire autoduale F ⊂ A. Le
mauvais comportement de la fonction sugge`re l’utilisation d’une forme
tronque´e, et plus pre´cisement dans une forme sugge´re´e par une obser-
vation de Jayce Getz, qui avait dans [G] de´ja` rencontre´ une difficulte´
semblable.
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Lemme 4.1. Soit T un tore sur le corps global F . Soit X le groupe des
caracte`res rationnels de T , un groupe pourvu d’une action du groupe
de Galois Gal(F sep/F ). Supposons que Λ = {λ1, . . . , λn} ⊂ X et que Λ
soit invariant par rapport a` Gal(F sep/F ). Supposons enfin que S soit
un ensemble fini de places de F qui contient toutes les places infinies
et que, pour chaque v ∈ S, un sous-ensemble compact Uv ⊂ T (Fv)
soit donne´. Alors il existe un sous-ensemble fini S ′ ⊃ S tel que si
t ∈ T (F sep), t ∈ Uv pour tout v ∈ S, et |λ(t)|v = 1 pour tout v /∈ S et
tout λ ∈ Λ, alors
n∏
j=1
(1− λj(t)) = 0
ou
|1− λj(t)|v = 1
pour tout j et tout v /∈ S ′.
Quoique le lemme est important, sa de´monstration est facile. Il y a
certainement un nombre positif A tel que 1/A ≤ |λ(t)|v ≤ A pour tout
λ ∈ Λ et tout v ∈ S. En plus |1 − λj|v ≤ 1 pour v /∈ S. Conside´rons
α =
∏
j(1 − λj(t)). Il appartient a` F . Pour v /∈ S, |α|v ≤ 1, et pour
v ∈ S, |α|v ≤ An. Il n’y a qu’un nombre fini de places en dehors de S
telles que Fv contient un e´le´ment de valeur absolue positive mais plus
grande ou e´gale a` A−n, donc telles que qv ≤ An. Soit S ′ leur re´union
avec S. L’ensemble S ′ satisfait aux conditions du lemme et ne de´pend
que de S, A et n. Il est e´vident que l’ensemble S ′ devient de plus en
plus grand, et a` une allure inquie´tante, lorsque S croˆıt ou les ensembles
Uv, v ∈ S, grandissent.
Le lemme 4.1 permet une nouvelle formulation de la formule des
traces qui nous sera importante. Nous commenc¸ons avec une observa-
tion e´le´mentaire sur la formule de Poisson ade´lique. Soit S ′ un ensemble
fini de places de F qui contient toutes les places infinies. Fixons un ca-
racte`re global χ de AF avec la proprie´te´ habituelle : l’ensemble des
b ∈ AF tels que χ(ba) = 1 pour tout a ∈ F est F . Nous supposons
que S ′ soit suffisamment grand pour que la mesure auto-duale sur Fv,
v /∈ S ′, donne a` Ov la mesure 1. Donc l’ensemble des x ∈ Fv tels que
χv(x) = 1 est Ov. Soit AS′F le sous-ensemble des a ∈ AF tels que av ∈ Ov
pour v /∈ S ′. Soient
OS′ =
∏
v/∈S′
Ov, AS′ =
∏
v∈S′
Fv FS′ = F ∩ AS′F .
Nous identifions FS′ avec son image dans AS′.
40 EDWARD FRENKEL, ROBERT LANGLANDS ET NGOˆ BAO CHAˆU
Lemme 4.2. Si S ′ est suffisamment grand alors Ov est auto-dual par
rapport a` χv pour v /∈ S ′ et
(4.3) AF = A
S′
F + F.
En plus FS′ ⊂ AS′ est auto-dual par rapport a` la restriction de χS′ a`
AS′ et la mesure produit sur AS′ donne meas(FS′\AS′) = 1.
Il est e´vident que ce lemme implique un lemme semblable pour n’im-
porte quel espace vectoriel de dimension finie sur F . Nous l’utiliserons
dans cette forme plus ge´ne´rale.
Nous disons que S ′ est suffisamment grand s’il contient un sous-
ensemble fini convenable que nous allons construire. Pour simplifier la
notation nous de´notons ce sous-ensemble S ′. Il est e´vident que l’e´quat-
ion (4.3) est la cle´ car elle implique que
AF = F +OS′ + AS′.
Un caracte`re de AS′ trivial sur FS′ s’e´tend d’une fac¸on unique a` un
caracte`re de OS′ + AS′ trivial sur OS′ + FS′ et ensuite a` un caracte`re
de AF trivial sur F . Il suffit donc de de´montrer le lemme pour un seul
S ′. Il sera alors valable pour tout ensemble plus grand.
Le corps F est une extension finie et se´parable d’un corps F 0, soit
le corps des nombres rationnels, soit le corps de fonctions sur la droite
projective P1 sur un corps fini. Nous pouvons choisir pour S ′ l’ensemble
des places au-dessus d’un ensemble S ′0 de places de F
0. Nous choisis-
sons cet ensemble tel qu’il existe une base {α1, . . . , αd} de F/F 0 pour
laquelle le de´terminant det(trαiαj) soit de valeur absolue 1 pour tout
v en-dehors de S0 et pour laquelle chaque αi appartienne a` FS′ . Il est
alors e´vident que
FS′ = {
∑
i
aiαi | ai ∈ F 0S′0}, A
S′
F = {
∑
i
aiαi | ai ∈ AS
′
0
F 0}.
Il suffit par conse´quent de de´montrer le lemme pour F = F 0. Pour
F = Q, il est e´vident que le lemme est valable si S ′ = {∞}. Pour
le corps de fonctions de P1, on peut prendre pour S ′ une seule place,
n’importe laquelle.
La partie principale de la formule des traces est une somme sur les
classes de conjugaison elliptiques et re´gulie`res. Nous avons observe´ qu’il
y a un facteur commun a` tout terme de la somme, le facteur mGρGτ(G)
qui est e´gal a` 1 si G est semi-simple et simplement connexe. Pour
simplifier les formules nous n’incluons pas ce facteur par la suite. En
effet, puisque le but principal de cet article est d’introduire la somme
donne´e par la formule des traces comme une somme de Poisson, il est
convenable de ne conside´rer de´sormais que les groupes semi-simples et
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simplement connexes. En ge´ne´ral on a une somme sur η ∈ h, sur Bη(F )
et sur Zη(F ). C’est la somme sur Bη(F ) qui pose des difficulte´s et pour
laquelle on utilise la dualite´ de Poisson. Les parame`tres z ∈ Zη(F ) et
η ne sont a` toutes fins utiles que des indices. Il est donc pre´fe´rable de
les e´carter en supposant que G = Gder est semi-simple et simplement
connexe.
Graˆce au lemme 4.1, pour une fonction f =
∏
fv, ou` les fv sont lisses
et a` support compact, le produit∏
v
Orb(γst, fv)
est 0 sauf pour un nombre fini de classes de conjugaison stables et
re´gulie`res. Dans cet article comme il arrive souvent avec la formule des
traces, les classes singulie`res sont mises a` part pour eˆtre traite´es plus
tard lorsque les grandes lignes de l’argument sont plus claires. Elles ne
le sont pas encore. Donc∑
γ
L(1, σT/G)
∏
v
Orb(γst, fv) = lim
sց1
∑
L(s, σT/G)
∏
v
Orb(γst, fv).
Puisque |∆(γ)| = ∏v |∆(γ)|v = 1 pour les classes semi-simples et
re´gulie`res, cette expression est e´gale a`
(4.4) lim
sց1
∑
θ(c(γst); s).
Dans la somme, a = c(γst) ne parcourt encore qu’un sous-ensemble de
l’ensemble B(F ), l’indice η e´tant omis maintenant qu’il n’y en a qu’un
seul. Ce qui manque, ce sont les γst qui ne sont pas elliptiques.
Choisissons un ensemble S ′ qui satisfait aux conditions des lemmes
4.1 et 4.2. Nous supposons aussi que, en dehors de S ′, le groupe G est
quasi-de´ploye´ et de´ploye´ sur une extension non ramifie´e et que fv est la
fonction caracte´ristique d’un sous-groupe hyperspe´cial. Les conditions
du deuxie`me de ces lemmes sont inde´pendantes des fonctions fv uti-
lise´es dans la formule ; celles du premier de´pendent du support de ces
fonctions. Lorsque nous commenc¸ons l’analyse des sommes de Poisson
il faudra en tenir compte. Dans cet article ces fonctions seront fixe´es
aussi bien que S ′, mais il est certain que le fait que S ′ de´pende des
fonctions fv rendra ulte´rieurement l’analyse plus difficile.
Nous avons choisi S ′ tel que si v /∈ S ′ et si l’inte´grale orbitale
Orb(γst, fv) 6= 0 alors |∆(γ)|v = 1. Nous rappelons quelques formules
des articles [O1, O2, O3]. Soit κv le corps re´siduel par rapport a` v.
D’abord pour un tore T avec bonne re´duction en une place v ou`
dv = Ov, le coˆte´ droit de la formule (3.5) est e´gal a`
(4.5) q−dimTv |T (κv)| = L(1, σT )−1,
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cette e´galite´ e´tant la formule (1.2.6) de [O1]. Nous ve´rifions en plus que
sous nos hypothe`ses sur γ, c’est-a`-dire,
(i) |λ(γ)|v = 1 pour tout caracte`re λ du sous-groupe de Cartan T et
(ii) |1− α(γ)|v = 1 pour toute racine α,
on a
(4.6) Orb(γst, fv) = q
− dimGder
v |Gder(κv)|.
Cette e´quation re´sulte de deux conse´quences des hypothe`ses (i) et
(ii) sur γ :
(a) l’e´le´ment γ lui-meˆme n’est contenu que dans un seul sous-groupe
hyperspe´cial ;
(b) la classe de conjugaison stable de γ a une intersection non vide avec
tout sous-groupe hyperspe´cial K de Gder.
Ceci est une conse´quence des proprie´te´s des immeubles rattache´s a`
G(Fv). Malheureusement, mais certainement faute d’efforts, en de´pit
de l’usage presqu’universel des immeubles, nous n’avons pas trouve´
de re´fe´rences qui donnent exactement ce que nous cherchons. Nous
continuons ne´anmoins. Supposons que la fonction fv soit la fonction
caracte´ristique du sous-groupe K et que K soit hyperspe´cial. Soit x le
point de l’immeuble de Bruhat-Tits qui de´finit K. En remplac¸ant γ par
un e´le´ment auquel il est stablement conjugue´, nous pouvons supposer
qu’il est contenu dans K. Si γ′ est stablement conjugue´ a` γ alors γ′ =
g−1γg, G ∈ G(F sep). Si γ′ fixe K ou x, alors il re´sulte de la premie`re
des trois conse´quences, mais pour une extension finie de F , que g fixe
x, mais le cocycle σ → gσ−1 prend alors ses valeurs dans K = G(Ov).
Il re´sulte du the´ore`me de Lang qu’il est trivial et que γ′ et γ sont
conjugue´s dans K. Par conse´quent,
Orb(γst, fv) =
1
Lv(1, σT/G)
measgeomKv
measgeom(Kv ∩ T )
= q−dimGderv |Gder(κv)|.
Rappelons ([O3]) que le produit
ΠS′ =
∏
v/∈S′
q− dimGderv |Gder(κv)|
converge. Il est e´videmment inde´pendant de T . Nous posons
ΠS′(γst, sd) = LS′(s, σT/G)ΠS′.
Conside´rons la formule des traces, ou plutoˆt sa partie elliptique, qui
est devenue apre`s nos transformations la formule (4.4), pour une fonc-
tion f =
∏
fv donne´e et choisissons l’ensemble S
′ suffisamment grand.
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Il re´sulte du choix de S ′ que |∆v(γ) = 1| pour v /∈ S ′ de sorte que
(4.7) θ(γst; s) = LS′(s, σT/G)ΠS′
∏
v∈S′
θv(γst; s).
Nous avons introduit la troncation de Getz pour e´viter une seule dif-
ficulte´ : nous ne savons pas ve´rifier que le comportement de la trans-
forme´e de Fourier de θ(a; s), s > 1, permet l’application de la dualite´ de
Poisson. Une telle possibilite´ est peu probable. L’e´quation (4.7) soule`ve
une autre difficulte´ car le facteur L(s, σT/G) fait apparaˆıtre dans (4.7) le
facteur LS′(s, σT/G) qui de´pend de γ par l’interme´diaire de T . Puisque
pour un f donne´ il n’y a qu’un nombre fini de γ nous pouvons, en choi-
sissant S ′ suffisamment grand, le choisir tel que le facteur LS′(s, σT/G)
est sur un intervalle ouvert (1, 1+ǫ) aussi proche de 1 que de´sire´ et cela
sans modifier le dernier facteur de (4.7). Le deuxie`me facteur change
d’une fac¸on uniforme, donc inde´pendamment de γ, et il s’approche de
1 lorsque S grandit. Puisque l’ensemble des γ qui apparaissent dans
(3.25) ne change pas lorsqu’on fait grandir S ′, nous pouvons remplacer
la somme des termes (3.17) par la somme sur le meˆme ensemble des γ
de
(4.8) ΠS′
∏
v∈S′
θv(γst; 1) = ΠS′ lim
sց1
∏
v∈S′
θv(γst; s).
Si on tient compte du fait que ΠS′ s’approche de 1 nous pouvons aussi
et pour les meˆmes raisons le supprimer. 9
Nous avons escamote´ toutefois une petite difficulte´. C’est que le pro-
duit infini qui de´finit LS′(s, σT/G) ne converge pas uniformement sur
l’intervalle. Ce qui converge uniforme´ment est le produit exte´rieur dans
∞∏
n=1
{ ∏
n<qv≤n+1
Lv(s, σT/G)
}
.
Il s’agit d’une forme du the´ore`me dit de Chebotarev dont une forme
se trouve dans [IK]. Nous n’avons pas cherche´ d’autre re´fe´rence. Il y
9. Nous offrons a` ce stade-ci une explication bre`ve de notre usage du mot
ade´lisation. Les espaces vectoriels V sur le corps F et leur produit tensoriel AF ×V
interviennent dans la the´orie analytique des nombres pour e´tudier, en utilisant
la formule de Poisson, les sommes
∑
v∈V
ϕ(v), ϕ =
∏
v
ϕv et leur comportement
asymptotique. Cette formule est un des seuls outils disponibles. Nous voulons l’uti-
liser pour θ(a; s). Cela nous est interdit car les fonctions θv ne sont pas lisses. Il
apparaˆıt par contre que leur comportement est assez bon pour que leur utilisation
soit permise non pas dans le cas des produits infinis restreints des corps locaux mais
dans le cas des produits tronque´s. Malheureusement nous ne sommes pas en e´tat de
tout expliquer en quelques pages. Pour eˆtre francs, nous n’avons gue`re nous-meˆmes
entame´ l’e´tude des proble`mes qui ressortent de ces questions ([L5]).
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en a beaucoup. Nous supposons par conse´quent que S ′ est toujours un
ensemble de´fini comme {v | qv ≤ n}, ce qui ne l’empeˆche pas d’eˆtre
suffisamment grand.
Pour e´tudier la somme des termes de (4.8) qui apparaˆıt dans la for-
mule des traces, mais avec ΠS′ supprime´, a` savoir,
(4.9)
∑∏
v∈S′
θv(γst; s),
nous pouvons utiliser la dualite´ de Poisson pour la paire FS′ ⊂ AS′. En
effet, selon le lemme 4.1 et le choix de S ′, c(γst) est entier en dehors de
S ′ si θv(γst, 1) 6= 0 pour tout v ∈ S ′. Par conse´quent, la somme (4.9)
s’e´crit
(4.10)
∑
b∈BS′
∏
v∈S′
θv(b; s),
ou` BS′ est de´fini comme SpecFS′[b1, . . . , br].
Notre affirmation que nous pouvons utiliser la dualite´ de Poisson
est optimiste et, en plus, pas encore tout a` fait correcte. D’abord les
fonctions θv(b; s) ne sont pas lisses. Elles sont singulie`res sur la sous-
varie´te´ D(b) = 0. Il est toutefois probable qu’elles sont suffisament
lisses, donc que leurs singularite´s sont assez mode´re´es, pour que la
somme de Poisson duale,
(4.11)
∑
b∈BS′
∏
v∈S′
θˆv(b; s),
converge absolument et soit e´gale a` la somme de Poisson pour la fonc-
tion
∏
S′ θv(b; s). L’un de nous espe`re ve´rifier ceci pour SL(2) dans un
prochain article ([L5]). Il n’y a pas de raison de croire que le re´sultat
sera tellement difficile meˆme pour un groupe arbitraire. Les fondements
de la the´orie ne´cessaire se trouvent en toute probabilite´ dans [Sh, V].
Il sera utile par la suite d’avoir des notations plus pre´cises,
(4.12) θS′(b; s) =
∏
v∈S′
θv(b; s), θˆS′(b; s) =
∏
v∈S′
θˆv(b; s).
Une deuxie`me difficulte´ est que nous avons e´carte´ de`s le de´but les
b qui ne de´finissent pas un tore elliptique. Nous pouvons les ajouter
a` (4.10). Mais alors il faut ensuite les soustraire, car ceux-ci posent
des proble`mes de convergence. En particulier pour eux la fonction
LS′(s, σT/G) converge vers l’infini lorsque S
′ devient de plus en plus
grand et s ց 1. On peut toutefois supposer que ces divers infinis
se compenseront. Par exemple pour le groupe SL(2), il est naturel
en examinant le comportement des sommes telles que (1.4) de sous-
traire la contribution des repre´sentations qui sont les transferts de
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repre´sentations des groupes die´draux et d’y ajouter meˆme le tore de´-
ploye´, ce qui rend le processus d’addition et de soustraction plus na-
turel. Il reste ne´anmoins un casse-teˆte. Comment dans la formule ainsi
obtenue s’annulent mutuellement les deux infinis. On revient a` cette
question dans [L5].
Pour le faire il faudra introduire et e´tudier la notion de transfert
stable f = fG 7→ fH et des facteurs de transfert. A` la fin on e´tudiera
non pas les sommes de Poisson pour la seule fonction θ ou θˆ mais pour
des diffe´rences θ − ϕ et θˆ − ϕˆ, ou` ϕ est de´fini a` partir des transferts
fH . Meˆme sans ϕ nous pouvons examiner le terme θˆ(0; s) qui reste
fini lorsque s → 1 meˆme si on ajoute les termes rattache´s aux tores
non elliptiques. Nous verrons, mais non pas dans cet article, que la
contribution de ϕˆ(0; s) sera 0.
Avant de commencer rappelons la suite de modifications. Nous in-
troduisons le parame`tre s > 1, qu’il faut faire converger vers 1. Ensuite
nous introduisons l’ensemble S ′ suffisamment grand et nous passons a`
la somme tronque´e. Pour cette somme tronque´e nous utilisons la dualite´
de Poisson. Mais alors le terme
θˆS′(0) = lim
s→1
θˆS′(0; s)
dans la somme duale de´pend de S ′. Pour obtenir une valeur inde´pend-
ante de S ′, il faut passer a` la limite double 10
(4.13) θˆ(0) = lim
S′→∞
sց1
θˆS′(0; s),
dans laquelle S ′ devient de plus en plus grand de la fac¸on prescrite.
C’est cette valeur limite dont il est question dans la dernie`re section
de cet article. Il faudra passer a` cette limite double non pas seulement
pour le terme principal, mais aussi pour la somme
∑
b6=0 θˆS′(b; s) qui
reste. Pour elle il faudra traiter non pas ce terme lui-meˆme mais la
diffe´rence ∑
b6=0
θˆS′(b; s)−
∑
b6=0
φˆS′(b; s).
On n’entreprendra l’e´tude des termes φˆS′(0; s) que dans un prochain
article.
10. Un rapporteur a e´te´ trouble´ par cette limite double. Avec raison. En effet
l’ordre des limites est indiffe´rent. Ces limites, en particulier, la limite s ց sont
discute´es avec plus de soin dans [L5]
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5. Le terme dominant
A` pre´sent l’e´vidence la plus persuasive de la promesse de notre
strate´gie est qu’elle permet d’isoler la contribution dominante pour
G semi-simple et simplement connexe ; en effet, pour n’importe quel
groupe qui satisfait a` nos conditions, il n’y a que des questions for-
melles qui distinguent le cas G = Gder du cas ge´ne´ral. Il s’ave`re que ce
terme dominant est donne´ par θˆ(0).
Nous supposons que G = Gder. En plus, G est quasi-de´ploye´ presque
partout, meˆme partout. Par conse´quent le sous-groupe de´rive´ Gder(Fv)
estGder(Fv) lui-meˆme.
(
Nous n’avons pas cherche´ la meilleure re´fe´rence,
mais [St2] est une possibilite´.
)
Il en re´sulte que la seule repre´sentation
automorphe de dimension 1 de Gder(AF ) est la repre´sentation triviale
π0. Selon la formule (1.3), le terme dominant pour une repre´sentation
ρ de LG et pour la fonction f de (1.14) est alors
(5.1)
∏
i
ζS(s+ i)
∏
v∈S
trπv(fv)
ou` la variable s est comme dans la section 1. Les entiers i sont ceux
donne´s par le plongement φ de SL(2) dans LG rattache´ a` l’e´le´ment
unipotent principal. Les i sont la moitie´ des poids de
z → ρ · φ(
(
z 0
0 z−1
)
).
L’expression (5.1) est e´gale a` tr(π0(f)), donc a`∫
G(AF )
f(g)dg =
∏
v
∫
G(Fv)
fv(gv)dgv.
La prochaine formule de´coule de la formule (3.31),
(5.2)
∫
G(Fv)
fv(gv)dgv =
∫
A(Fv)
θv(bv; 1)dbv,
ou plus ge´ne´ralement de
(5.3)
∫
G(Fv)
Lv(s, σT/G)
Lv(1, σT/G)
fv(gv)dgv =
∫
θv(bv; s)dbv = θˆv(0; s).
Nous soulignons que la fonction dans cette inte´grale de´pend de bv ou de
gv par l’inte´rme´diaire de T = Tgv , le centralisateur de l’e´le´ment re´gulier
gv. Il est convenable de l’e´crire comme
fv(gv; s) =
Lv(s, σT/G)
Lv(1, σT/G)
fv(gv).
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Observons que le quotient L(s, σT/G)/L(1, σT/G) est borne´ pour 1 ≤
s ≤ 1 + ǫ car il est le produit de facteurs (1 − α/qv)/(1 − α/qsv) ou`
|α| = 1 ou` les α appartiennent a` un ensemble fini de racines de l’unite´.
Le seul cas meˆme un peu de´licat est α = 1 mais alors 1−1/qv ≤ 1−1/qsv
pour s ≥ 1.
Le lemme suivant est e´quivalent a` la formule (4.6) mais dans une
forme qui plaˆıt plus aux ge´ome`tres.
Lemme 5.4. Soit v ∈ |F | une place ou` G a une re´duction re´ductive.
Le morphisme c : G→ A s’e´tend alors a` Ov. Supposons que les formes
volumes ωG et ωA s’e´tendent en des formes partout non nulles sur leur
Ov-mode`le. Soit fv la fonction caracte´ristique du compact G(Ov). Pour
tout bv ∈ Ars(Ov), on a alors
(5.5) θv(bv; 1) = q
−dim(G)+dim(T )
v
|G(kv)|
|T (kv)| = Lv(1, σT/G)
Gder(κv)
q
dim(Gder)
v
.
Ici T est le centralisateur d’une section gv ∈ Grs(Ov) au-dessus de bv
et un tore de´fini sur Ov.
Le re´sultat qu’il s’agit de de´montrer est le suivant.
Proposition 5.6. On a l’e´galite´,
lim
S′→∞
sց1
θˆS′(0, s) =
∫
G(A)
f(g)dg.
Le produit infini ∏
v
∫
G(Fv)
f(gv)dgv
converge. En plus, pour un v donne´,
lim
s→1
θˆv(0, s) =
∫
G(Fv)
fv(gv)dgv.
Il s’agit donc de montrer que pour un S ′′ donne´ fini,
lim
S′→∞
sց1
{
∏
S′−S′′
θˆv(0, s)−
∏
S′−S′′
∫
G(Fv)
fv(gv)dgv} = 0.
On choisit naturellement S ′′ de sorte que tous les ennuis possibles sont
e´carte´s.
Il s’agit de deux produits, dont le deuxie`me vaut∏
S′−S′′
∫
G(Fv)
fv(gv)dgv =
∏
S′−S′′
|Gder(κv)|
qdimGderv
=
∏
S′−S′′
(1 +O(q−2v )),
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de sorte qu’il converge absolument. Rappelons que nous avons sup-
pose´ que G = Gder. Pour terminer la de´monstration il ne faut qu’une
majoration semblable
(5.7) θˆv(0, s) = 1 +O(q
−3/2
v )
des facteurs dans le premier produit.
Nous avons constate´ que les fonctions fv(gv; s) sont uniforme´ment
majore´es et porte´es par les compacts G(Ov). Toutefois, elles sont as-
sez complique´es et deviennent tre`s irre´gulie`res lorsqu’on s’approche du
diviseur donne´ par le carre´ D de la fonction ∆. Puisque cette fonction
est invariante, elle est aussi une fonction, que nous appelons le discri-
minant, sur la base de Steinberg-Hitchin. Pour le groupe SL(2), si le
polynoˆme caracte´ristique est X2 − bX + 1 et les valeurs propres, α et
α−1, alors D = (α2 − 1)(α−2 − 1) = 4 − b2 est un diviseur sur la ligne
droite a` deux points simples, au moins si la caracte´ristique n’est pas
e´gale a` 2 ! Nous escamotons ce cas dans cet article.
La de´monstration de (5.7) est fonde´e sur les observations suivantes.
D’abord, sur l’ouvert compact Gtvl(Ov) (l’indice “tvl” veut dire trans-
versal) de G(Ov) des e´le´ments gv ayant une re´duction g¯v re´gulie`re, mais
pas ne´cessairement semi-simple et dont le discriminant D(gv) a une va-
luation plus petite ou e´gale a` 1, la valeur fv(gv; s) ne de´pend que de g¯v.
Deuxie`mement, cette valeur s’exprime facilement a` l’aide d’un faisceau
ℓ-adique sur le groupe G sur le corps κv. Enfin, le comple´ment de cet
ouvert dans G(Ov) est de mesure trop petite pour nuire a` la majoration
(5.7).
Quoique les ge´ome`tres n’en ressentiront pas le besoin, pour faciliter
la compre´hension de l’argument par les spe´cialistes de la formule des
traces ou des formes automorphes, nous rappelons au fur et a` mesure les
proprie´te´s que nous utilisons, en nous plac¸ant dans le cadre du groupe
SL(2) et en les exprimant d’une fac¸on concre`te . Par exemple, pour
SL(2) l’ouvert Gtvl(Ov) est de´fini par la condition qu’une valeur propre
α satisfait a` |1−α2|v ≤ q−1/2v . Donc, si la caracte´ristique re´siduelle n’est
pas 2, les α qui sont exclus, ou plutoˆt pour lesquels un argument plus
de´licat est exige´, sont ceux pour lesquels |1 ∓ α|v = 1, q−1/2v . Donc,
comme en ge´ne´ral, pour SL(2) transversal veut dire que les valeurs
propres de g dans gg\g assument des valeurs suffisamment distantes de
1. Cependant pour le cas ge´ne´ral, la de´finition pre´cise est plus com-
plique´e.
Lemme 5.8. Le comple´mentaire de Gtvl(Ov) dans G(Ov) est de mesure
O(q−2v ).
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De´monstration. Soit Gsing le ferme´ de Zariski de G comple´mentaire
de l’ouvert Greg des e´le´ments re´guliers, semi-simple ou pas. D’apre`s
Steinberg ([St1]) on sait que Gsing est un ferme´ de codimension trois.
Par exemple, pour G = SL(2) il est {±I}.
La fonction discriminant D de´finit un diviseur re´duit divD sur T/W ,
donc sur la base de Steinberg-Hitchin A. Notons divDsing le sous-
sche´ma ferme´ de divD ou` le discriminant s’annule avec un ordre au
moins e´gal a` deux, donc ou` sa diffe´rentielle est nulle. Ce ferme´ est
ge´ne´ralement de codimension deux, donc vide si G = SL(2), mais il
y a des exceptions. Sauf pour ces exceptions, son image re´ciproque
dans Greg est de codimension au moins deux puisque le morphisme
c : Greg → A est lisse. Puisque Gsing est de codimension trois, la re´union
de c−1(divDsing) ∪ Gsing est un sous-sche´ma ferme´ de codimension au
moins deux de G.
Le cas exceptionel le plus simple est le groupe SL(2) lorsque la ca-
racte´ristique est 2 et D = b2 car alors divDsing contient le point b = 0.
Pour e´viter ce genre de proble`me il suffit d’exiger que la caracte´ristique
soit plus grande que 2. L’argument qui suit est alors valable. Nous
soulignons cependant que la the´orie recherche´e est cense´e eˆtre valable
sans exception. Malheureusement pour le moment nous n’avons pas de
de´monstration comple`te, mais nous avons de´ja` mis de coˆte´ pour une
autre occasion quelques cas de petite caracte´ristique.
Pour tout g¯v ∈ G(κv), l’ensemble des e´le´ments gv ∈ G(Ov) de re´duct-
ion g¯v est de mesure q
− dim(G). Par conse´quent, sous nos hypothe`ses,
l’ensemble des gv ∈ G(Ov) ayant une re´duction dans c−1(divDsing) ∪
Gsing est de mesure O(q−2v ) lorsque qv tend vers l’infini.
Notons G′ l’ouvert comple´mentaire de c−1(divDsing) ∪Gsing dans G.
Soit gv ∈ G(Ov) de re´duction g¯v ∈ G′(κv). Si g¯v n’appartient pas a`
c−1(divD − divDsing), le discriminant de g¯v a la valuation nulle et gv
appartient a` Gtvl. Si g¯v ∈ c−1(divD − divDsing), la diffe´rentielle de D
induit une forme line´aire non nulle sur l’espace tangent de g¯v. Il s’ensuit
que la fraction d’e´le´ments a` re´duction g¯v que l’on obtient en de´formant
un gv donne´ est 1/qv de sorte que l’ensemble des gv ∈ Greg(Ov) −
Gtvl(Ov) ayant la re´duction g¯v est de mesure q
− dim(G)−1
v . En plus, les
points de G annule´s par le discriminant forment un diviseur de G.
Puisque le diviseur c−1(divD − divDsing) est de codimension un, le
comple´mentaire de Gtvl(Ov) dans G
′(κv) a aussi une mesure O(q
−2
v )
lorsque qv tend vers l’infini. Le lemme s’en de´duit. 
Observons que d’apre`s sa de´finition Gtvl est contenu dans Grs(Fv),
donc dans l’image re´ciproque c−1(Ars)(Fv). Conside´rons la re´solution
simultane´e de Grothendieck-Springer π : G˜ → G dont la restriction a`
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Grs est un morphisme fini πrs : G˜rs → Grs. Rattache´s a` un point de G˜rs
il y a un tore maximal et un sous-groupe de Borel qui le contient. Il
y a e´videmment une identification canonique de l’ensemble des sous-
groupes de Borel qui contient un tore maximal donne´ avec le groupe de
Weyl. L’image directe πrs∗ Qℓ est donc un faisceau ℓ-adique muni d’une
action de W . Nous pouvons introduire le faisceau
(5.9) (πrs∗ Qℓ ⊗X∗(T ))W ,
mais nous avons besoin d’un objet plus de´licat.
Il faut utiliser des re´sultats de l’article [N] de´montre´s sous l’hypothe`se
que la caracte´ristique re´siduelle ne divise pas l’ordre du groupe de Weyl,
une hypothe`se que nous admettons pour les fins de cet article lacunaire.
L’application de g sur la partie semi-simple de sa de´composition comme
produit d’un e´le´ment semi-simple et d’un e´le´ment unipotent, donne
une application G → T/W . Il y a aussi une application G˜ → T . Elles
donnent
G˜ −−−→ Ty y
G −−−→ T/W
Ce diagramme donne par restriction un diagramme carte´sien
G˜reg −−−→ Ty y
Greg −−−→ T/W
L’argument est le suivant. Le morphisme Greg → T/W est lisse et apre`s
un changement de base le morphisme Greg ×T/W T → T est aussi lisse.
Par conse´quent, le produit fibre´ est aussi lisse et donc normal. On a un
morphisme G˜reg vers le produit fibre´ qui est d’une part fini, car on sait
que G˜reg → Greg est fini, mais aussi birationnel car le diagramme est
clairement carte´sien au-dessus de Grs. La normalite´ implique mainte-
nant que le morphisme
G˜reg → Greg ×T/W T
est un isomorphisme. Il en re´sulte que le groupe W agit sur G˜reg ; cette
action ne s’e´tend pas sur G˜.
Il est alors permis d’introduire le faisceau
L = (πreg∗ Qℓ ⊗X∗(T ))W .
La restriction (5.9) de L a` l’ouvert Grs est un syste`me local dont la mo-
nodromie est donne´e par le reveˆtement e´tale galoisien ge´ome´triquement
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G˜rs → Grs et l’action de W habituelle sur X∗(T )⊗Qℓ. On a suppose´
G semi-simple. Par conse´quent la repre´sentation de W sur X∗(T ) ne
contient pas de repre´sentation triviale et L n’admet pas un faisceau
constant comme sous-quotient.
Puisque G est simplement connexe, les centralisateurs des e´le´ments
re´guliers semi-simples sont connexes et la restriction du sche´ma des
centralisateurs I sur G a` l’ouvert Grs est un tore I×GGrs. Les caracte`res
de ce tore forment un syste`me local sur Grs qui apre`s le changement
de coefficients a` Qℓ, est isomorphe a` L. Nous n’avons pas trouve´ de
re´fe´rences pour cette affirmation mais l’analogue dans le cas de l’alge`bre
de Lie a e´te´ de´montre´ par Donagi et Gaisgory dans [DG]. La proposition
2.4.7 de [N] est aussi une re´fe´rence commode. La de´monstration dans
le cas d’un groupe simplement connexe est tout a` fait semblable a` celle
pour l’alge`bre de Lie.
Si gv : Spec(Ov) → G est un trait transversal au diviseur discrimi-
nant, l’image re´ciproque de Spec(Ov) dans G˜ est une re´union de traits,
autrement dit un reveˆtement fini et normal de Spec(Ov). L’argument
justifiant cette affirmation peut eˆtre trouve´ dans la de´monstration de
4.7.3 de [N]. Le lemme suivant, qui de´crit la fibre de Lg¯v a` la re´duction
g¯v de gv, s’en de´duit.
Lemme 5.10. Soit gv ∈ Gtvl(Ov). Notons X∗(Tgv) le module des ca-
racte`res du tore Tgv . Il est de´fini sur une extension alge´brique finie de
Fv et muni d’une action continue du groupe de Galois de Fv. La partie
(X∗(Tgv)⊗Qℓ)Iv invariante sous le groupe d’inertie est alors isomorphe
a` la fibre Lg¯v comme Qℓ-espaces vectoriel munis d’une action de Fro-
benius.
Graˆce a` ce lemme nous pouvons introduire au lieu de la fonction
fv(gv, s) la fonction f
′
v(gv, s) supporte´e par G
reg(Ov) qui associe a` gv ∈
Greg(Ov) la valeur
f ′v(gv, s) = 1− tr(Frv,Lg¯v)q−1v + tr(Frv,Lg¯v)q−sv
= 1− tr(Frv,Lg¯v)
(
q−1v − q−sv
)
.
Il suffit de comparer l’inte´grale des deux fonctions sur l’ouvert Gtvl(Ov)
car l’inte´grale de l’une ou de l’autre sur son comple´ment est O(q−2v ).
Sur Gtvl(Ov) leur diffe´rence est aussi majore´e par q
−2
v .
Pour de´montrer la proposition 5.6, nous observons d’abord que∫
Gtvl(Ov)
dgv =
∫
G(Ov)
dgv +O(q
−2
v ) = q
−dimG
v |G(κv)|+O(q−2v )
et que
(5.11) q−dimGv |G(κv)| = 1 +O(q−2v ).
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Cette dernie`re e´galite´ se trouve dans les articles de Ono sur les nombres
de Tamagawa.
Puisque la codimension de Greg est 3, pour terminer la de´monstration
de la proposition 5.6, il suffit de ve´rifier la majoration,
(5.12) q− dimGv
∑
g¯v∈Greg(κv)
tr(Frv,Lg¯v) = O(q−1/2v ).
C’est une conse´quence imme´diate du lemme suivant.
Lemme 5.13. Lorsque qv →∞, on a la majoration∑
g¯v∈Greg(κv)
tr(Frv,Lg¯v) = O(qdim(G)−1/2v ).
D’apre`s la formule des traces de Grothendieck-Lefschetz pour le fais-
ceau L sur le sche´ma Greg restreint a` Specκv , l’expression ci-dessus est
e´gale a`
2 dim(G)∑
i=0
(−1)itr(Fr,Hic(Greg ⊗Ov κ¯v,L)).
Notons que les dimensions des ces groupes de cohomologie sont inde´-
pendantes de la place v a` l’exception d’un nombre fini d’entre elles.
D’apre`s le the´ore`me principal de [D], les valeurs absolues des valeurs
propres de Frobenius sur Hic(G
reg ⊗Ov κ¯v,L) sont majore´es par qi/2v . Il
suffit donc de de´montrer que H
2 dim(G)
c (Greg,L) = 0. Mais cela re´sulte du
fait que L n’admet pas de syste`me local trivial comme sous-quotient.
Pour le groupe SL(2) et une caracte´ristique re´siduelle impaire la
de´monstration de la proposition 5.6 peut se faire d’une fac¸on e´´le´ment-
aire. Il y a trois types de tore sur Fv : de´ploye´, non ramifie´ et ramifie´.
Leurs contributions a` l’inte´grale de la fonction constante 1 sont de la
forme
a1 + a2q
−1
v +O(q
−2
v ), b1 + b2q
−1
v +O(q
−2
v ), c2q
−1
v +O(q
−2
v ).
On ve´rifie a` la main que a1 + b1 = 1 et a2 + b2 + c2 = 0. Leurs contri-
butions au coefficient de q−1v − q−sv sont respectivement de la forme a3,
b3 et 0. On ve´rifie, encore a` la main, que a3 + b3 = O(q
−1
v ). C’est ce
deuxie`me calcul qui exige un traitement bien plus raffine´ — la formule
de Grothendieck-Lefschetz — dans le cas ge´ne´ral.
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