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A BSTR A C T
The control of nonlinear systems is one of the frontiers of nonlinear dynamics. Unlike 
linear systems, nonlinear systems can exhibit a variety of complex behaviors. Because of 
this, one all-encompassing theory on the control of nonlinear systems may be impossible 
to develop. Here, we study the control of one particular class of nonlinear system; near- 
integrable systems. By near-integrable system we imply one whose phase space, for short 
times and a certain param eter range, has a similar structure to tha t of an integrable 
Hamiltonian .system.
We begin this dissertation by studying the control of integrable systems to their own 
solutions. The controller uses dissipative and conservative term s to target a solution of 
the uncontrolled dynamics. We will find th a t when a dissipative controller is applied to an 
integrable Hamiltonian system, a Takens-Bogdanov bifurcation can occur. The presence 
of this highly degenerate bifurcation implies tha t the control will be extremely susceptible 
to noise. We will present and demonstrate a systematic m ethod of estimating the noise 
instability threshold for integrable Hamiltonian systems. In particular, we will study the 
control of two- and four-dimensional integrable Hamiltonian systems. We then illustrate 
our results on integrable Hamiltonian systems generated by finite-mode truncations of 
solutions to the nonlinear Schrodinger equation (NLS).
We also study the control of plane wave solutions of the Ginzburg-Landau equation. 
The Ginzburg-Landau equation is a near-integrable system which reduces to  the NLS in 
the limit of zero dissipation and diffusivity. We will show th a t as long as dissipative terms 
of the Ginzburg-Landau equation are small enough, we can control plane wave in the 
Ginzburg-Landau equation to the plane wave solution of the NLS (the related integrable 
system). Further, we will also show that, in the param eter range in which the NLS plane 
wave solution is a viable control target, a Takens-Bogdanov bifurcation will occur in this 
system in the limit of no control. In this param eter range, we can apply our method of 
estimating the noise instabihty threshold.
xiv
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CHAPTER 1
Introduction
The science of physics is about explaining the behavior of systems in terms of m athe­
matics. Once a reliable description of a particular system is obtained {i.e. we understand 
the system), the next step is oft.en asking if we can make that system do what we wish. 
This is the topic of control.
The theory of the control of linear systems is well developed. This is, in large part, due 
to the  limited behaviors which linear systems can posess. Nonlinear systems, however, 
have rich dynamics and can have many complex behaviors such as chaos. Therefore, 
one single all-encompassing theory on controlling nonlinear systems seems unlikely. It 
seems th a t the best strategy for controlling nonlinear systems is to learn how to control 
a particular class of systems. The class of systems I am interested in controlling are 
those systems whose dynamics in some limit are well described by integrable Hamiltonian 
models. The reasons for this choice will be explained later in this chapter. Before focusing 
on my work, however, I thought it would be good to review some other methods currently 
being used to control other classes of nonlinear systems.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
31.1 M ethods of Controlling Nonlinear Physical Sys­
tem s
Many fields of physics have their own jargon. Control theory is no exception. Before 
describing some of the m ethods available to control nonlinear systems, I thought it nec­
essary to give a review of some of th a t jargon. Typically, we wish to control a system to 
one particular state. For example, we may wish to stabilize the inverted pendulum. Our 
desired final state for the system is known as the control target or target. The drive term  
which we apply to our system in order to control it to  the target is known as the controller. 
We will also have two different spaces of interest. First is the state space, where a point in 
this space corresponds to a  state  of the system. A trajectory in the sta te  space illustrates 
how a  system goes from one state  to the next. The phase space for Hamiltonian systems 
has the  typcial coordinate system of conjugate momentum vs. physical coordinate and 
has a symplectic stracture. A phase space is a special type of state space. Finally, we 
have new term s to describe our system. The uncontrolled (undriven) system is known as 
the open-loop system. The controlled system is known as the closed-loop system. Now 
that we are armed with these terms, we can explore the world of controlling nonlinear 
systems.
1.1.1 Passivity-Based Control
In [1 ], Ortega et al. study a m ethod known as passivity-based control for Euler- 
Lagrange systems. An Euler-Lagrange system is one whose equations of motion are de­
rived from the Euler-Lagrange equation:
d d L  d L  ^
d td q   ^ ^
where L  =  L{q, q, t) is the Lagrangian of the  system and Q represents external forces. 
They chose this class of system because they describe the behavior of a large variety
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4of current engineering problems. In fact, Euler-Lagrange systems are the first ones we 
physicists begin to  study. Ortega et al  prefer to work in term s of the Lagrangian. One 
can recall [2] tha t Euler-Lagrange systems can often be transform ed into a Hamiltonian 
system using the Legendre transform ation (see next chapter).
As presented in [1 ], Passivitiy Based Control has two essential steps. First, the 
potential energy is modified such th a t the new potential energy has a unique global 
minimum at the control target. Typically, one takes an equilibrium point from the original 
potential energy and turns tha t into a global minimum. There is no prescribed method for 
finding the new potential energy. The second step in Passivitiy Based Control is to modify 
the dissipation so th a t the control target becomes asymptotically stable (as t  —»■ oc). The 
second step of Passivitiy Based Control is quite similar to the m ethod of control which 
will be studied in this dissertation. For more information on Passivitiy Based Control, 
the interested reader should consult [1 ], which is a very readable introduction.
1.1.2 Aut oresonance
Autoresonance occurs when a nonlinear oscillating system phase locks to a small 
amplitude oscillating drive with a  slow frequency chirp [3, 4, 5, 6 , 7]. Autoresonance results 
in self-consistent control of the amplitude of the system as the drive frequency changes 
because the driven system changes its sta te  in space and/or tim e in order to phase lock 
to the drive. For systems like the simple pendulum, where the frequency is a function 
of amplitude, this means th a t phase locking can be used to m anipulate the amplitude 
without feedback and using a small gain (coupling), e. The result of autoresonant control 
of the pendulum is shown in Figure 1 .1 . Here, we are modeling the driven pendulum:
6 +  Wq sm(0) =  e cos((/>(f)),
4>{t) = u)ot — at^/2,  (1 -2 )
oj{t) =  (p{t) = u>o — at,
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where: wq =  27t, a  =  0.001, and e =  0.046. W hen t  ~  0 the drive frequemcy is resonant
■S
I
t
time
FIG. 1.1: Autoresonant excitation of the simple pendulum.
with the natural frequency o f the pendulum at zero amplitude, cjq. A s the drive frequency 
chirps (downward) past wq, the pendulum phase locks to the drive, thus remaining in 
resonance with the drive. Since the amplitude of the pendulum is inversely related to its 
frequency, as the drive frequency decreases, the amplitude of the system increases. This 
is all done with the very small drive strength of e =  0.046.
The theory of autoresonance has been applied by Eriedland and co-workers to  a 
large variety of systems including: particle accelerators [8 ], the pendulum [3], nonlinear 
waves [4, 5, 6 ], and even the migration of the outer planets [7].
1.1.3 Controlling Dissipative Chaos
Perhaps the most popular topic in the control of nonlinear systems in the dynamics 
community is th a t of chaos control. While the literature on this topic is quite extensive,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6one of the most im portant papers are by O tt, Grebogi, and York (OGY) [9]. This m ethod 
of control takes advantage of the nature of a chaotic dynamical system. The trajectories 
of chaotic systems often live on a “strange a ttrac to r” in the state space. Trajectories on 
the strange attractor are confined to a bounded region of state space and they diverge 
from their neighbors on average exponentially fast [10]. This is due to the stretching and 
folding which occurs on the strange attractor. For a clear description of this, the interested 
reader is referred to [10]. In the immediate vicinity of the strange attractor there are an 
infinite number of unstable periodic orbits (U PO ’s). The behavior of the trajectories on 
the strange attractor is similar to balls in a pinball machine. Multiple balls s tart close 
together, but take very different paths as they bounce off the various structures in the 
pinball machine. The structures (such as bumpers, etc...) represent the U PO ’s. In OGY 
control, one selects the UPO with the period you wish to control the system to. Then 
one stabilizes this UPO by making small time-dependent param eter perturbations. The 
advantage of a chaotic system is th a t one can select from an infinte number of periodic 
orbits to stabilize. Because of this variety, chaotic systems are sometimes considered 
excellent candidates for control.
1.1.4 Phase Space M ethods
Often, infomation about the controllability of a system can be obtained by studying 
the phase space of the controlled system. A new trend in spacecraft trajectory control is 
using phase space methods to understand families of trajectories for the craft. One such 
example of this is the Genesis probe [11]. In [1 1 ], the topology of the phase space of the 
three-body problem is used to target unstable trajectories for the Genesis probe. In this 
example, the topology of the phase space of the three-body problem is used to guide the 
Genesis probe into a halo orbit around the Lagrange point, LI (which lies between the 
E arth  and the Sun), in order to collect solar wind samples and return them  to Earth. This
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7is done by manuevering the spacecraft onto stable manifolds in the phase space of the 
Earth-Sun-Genesis system. The logistics of sample and return missions require tha t the 
craft return  to the E arth  on its day side. This is so th a t craft can be captured by helicopter 
before it hits the ground where it would be contaminated. The point L l does not have 
an unstable manifold which connects to Eai’th  at the appropriate location. Therefore, 
the craft follows the unstable manifold of L l to the stable manifold of L2 (which lies 
beyond the Eax'th along the Earth-Sun line), which then has an unstable manifold th a t 
connects to the day side of Earth. P lotting  out a flight plan typically requires a bit of 
numerical trial and error in order to find the appropriate pathways in the phase space on 
which to guide the craft. These manifolds (think of them  as natural pathways) provide 
the pathways which require the least amount of fuel. These pathways are solutions to 
the three-body problem and therefore the craft could follow that trajectory naturally. 
“U nnatural” methods of space travel, such as Hohmann transfers between Kepler orbits 
require a lot of fuel. But there is a tradeoff... the natural pathways are not the quickest 
way to the destination, just the most fuel efficient. So if you are not in a rush, the 
manifolds in the phase space of the three-body problem have the m ajor advantage of 
fuel conservation. The necessary control A v  for these missions can be as small as 50 
centimeters per second.
1.2 Our Control Strategy
As I previously mentioned, the best strategy for controlling nonlinear systems is 
to pick a particular class of system to control. Our class of interest are those systems 
whose dynamics, in some limit, are well described by integrable Hamiltonian models. 
We will call these systems “near-integrable” because for short times and some param eter 
regime, the phase space flow of these systems will be similar to tha t of integrable ones. In 
particular, we are interested in studying nonlinear wave systems whose dynamics reduce
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
to the nonlinear Schrddinger equation (NLS), an integrable Hamiltonian system. Our 
choice of control target is a particular solution to the integrable Hamiltonian system. In 
order to justify the selection of this particular class of nonlinear system (and target), 
I will review the basics of integrable Hamiltonian systems. For more information on 
this topic, the interested reader should consult [2, 12]. Chapter 2 of this disseratation 
contains background material which will be helpful in understanding the presentation of 
the material in [1 2 ] and through-out this dissertation.
1.2.1 Integrable Hamiltonian System
Consider the following open-loop {i.e. undriven) dynamical system,
i  = F{z) = .JVH{z), (1.3)
where z G and z =  (p, q) are the “natural” physical coordinates (p, q  € M^). We say 
th a t the system (1.3) has N  degrees of freedom, and has a 2N-dimensional phase space. 
The matrix, J , is the 2N  x 2N  matrix:
/
J  =
\
0 1 .
(1.4)
-1  0
where the O’s and I ’s are N  x  N  zero and identity matrices and H{z)  is the Hamiltonian, 
a scalar function of z. Systems of the form, (1.3), are called Hamiltonian systems and the 
equations of motion can be w ritten as;
dH {p,  q)
qk =
dpk
dqk
for Ic =  1 , 2 , . . . ,  iV. Typically the form of these equations is quite complicated. Hence, 
getting any kind of insight about the behavior of the system from (1.5) may be difficult. 
We would like to be able to find a set of coordinates in which the equations of motion are 
simple. In this way, we could gain insight into the system’s behavior.
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9In general, the system (1.3) is called an integrable Hamiltonian system  if there exists 
N  first integrals of (1.3), F i ,F 2 , . . . ,  F ^,  which are:
1. independent (The V F j’s are linearly independent. In other words, we cannot 
construct new Tl/’s by simply taking powers or functional combinations of the other 
ones),
2. in involution (The Poisson bracket, (F,;,T)} =  0 for all i , j .  For the definition of the 
Poisson bracket, see Chapter 2).
By Liouville’s Theorm [12], if the level sets of the isolating integrals are compact, then 
regions of the phase space are locally foliated by invariant manifolds with the topology 
of N-tori [1 2 ], In these regions, we can canonically transform the coordinates z =  (p, q) 
into the  action-angle coordinates (1 , 4>) [1 2 ] which evolve according to the equations:
i i  =  0 ,
= ~=u;,{l),  (1.6)
oli
where i — I . . ,N .  The equations (1 .6 ) describe a shear flow where each neighboring torus 
has a slightly different rotation rate  and direction. The coordinates can be thought of as 
the following: the action, / ,  dictates which torus the flow is on, while the angle, 4>, gives 
an angular coordinate on th a t torus.
For more information on canonical transformations, action-angle coordinates, and 
the underlying m athematics to this theory, please consult Chapter 2 of this dissertation. 
The simplicity of (1 .6 ) makes action-angle coordinates the coordinate system of choice for 
integrable Hamiltonian systems. However, there is a price to pay for this simplicity. As 
shown in the next chapter, obtaining the action variables is not trivial and is sometimes 
not possible in closed form.
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1.2.2 Back to Our Control Strategy
We begin by studying the control of integrable Hamiltonian systems. The most 
im portant thing to note about the action-angle coordinates is th a t in the form, (1 .6 ), 
the equations of motion reduce to quadrature and can therefore be solved. Because we 
choose to target solutions of our systems, once control has been obtained we can turn  
off the controller. The solutions are natural motions in the system and therefore, the 
system wants to display that particular behavior without the application of external 
forces. Hence, we see the advantage of studying the control of integrable Hamiltonian 
systems to their solutions, the solutions can be foundl More importantly, once control 
is obtained, there is no need to continue using the controller, the solution is a natural 
motion of the system.
Our systems of interest, however, are the  near-integrable systems discussed earlier. 
Recall tha t the near-integrable system’s phase space is similar to tha t of the integrable sys­
tem s’s phase space for short times and some param eter regime. This means tha t for short 
times and some param eter values, the near-integrable system behaves like the integrable 
one. Therefore, the solutions of the integrable system may be valid control targets for the 
near-integrable system under certain circumstances (dealing with the param eter regime 
restrictions). We choose the solution of the integrable system as the control target due to 
its availability and, as I will show, successful control to this target can often be achieved. 
Typically, one cannot solve the near-integrable system in closed form, so targeting exact 
solutions of the near-integrable system may not be possible due to the lack of availability 
of the solution. Note tha t now we lose the ability to turn  off our controller once control is 
obtained, since this solution is not a natural (exact) motion of the near-integrable system, 
but is only an approximate solution.
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1.3 The System s of Interest
Throughout this dissertation, I’ll illustrate our results predominantly on two systems, 
the nonlinear Schrodinger equation {an integrable Hamiltonian system) and the Ginzburg- 
Landau equation, which is a near-integrable system related to the nonlinear Schrodinger 
equation. The presence of dissipation in the Ginzburg-Landau open-loop dynamics implies 
tha t there are no regions in the phase space which are foliated by invariant tori.
1.3.1 The Nonlinear Schrodinger Equation
Earlier I commented tha t 1 am interested in controlling systems whose dynamics, in 
some limit, are well described by integrable Hamiltonian models. The equation which is 
the test bed for all the theories presented in this dissertation is the focusing nonlinear’ 
Schrodinger equation (NLS),
iqt +  q-x.x +  2|gpg =  0. (1.7)
There exists another form of the NLS known as the defocusing NLS. In the defocusing 
NLS, there is a minus sign in front of the nonlinear term. In this dissertation, 1 am 
concerned only with the focusing NLS and therefore when 1 refer to “the NLS”, I mean 
the focusing NLS.
The NLS sei'ves as the basic integrable Hamiltonian model to which our nonlinear 
systems of interest reduce. This particular class of nonlinear systems describes an impor­
tan t set of nonlinear waves which describe a vai’iety of phenomenon. The NLS is used as 
a model system in fields such as plasma physics [13], nonlinear optics [14], and deep ocean 
waves [15]. The NLS is the generic equation for waves which to leading order are nearly 
monochromatic and weakly nonlinear. It describes the slow time, and long spatial, dy­
namics of the envelope of a high frequency carrier wave. Here we choose to study periodic 
boundary conditions on the NLS with boxsize, L. One im portant property which we will 
be interested in is tha t plane waves (spatially independent solutions) are modulationally
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unstable when k < 2a [16], where k and a are the wavenumber and amplitude of the 
carrier wave, respectively. For more information on the Hamiltonian structure of the NLS 
a.s well as proof of the m odulational instability, please see Chapter 2.
The NLS has a very special class of exact solutions tha t are associated with mod­
ulational instabilities [16]. Ultimately, we wish to use this special class of solutions to 
design control laws for NLS-type systems such as the Ginzburg-Landau equation [17] and 
D ysthe’s equation [18]. The Ginzburg-Landau and Dysthe equations are not integrable, 
bu t NLS appears as a limiting case. It is hoped th a t the current work described in this 
dissertation will provide insights in developing control laws for these near-integrable sys­
tems as well. Such control laws, for example, might be designed to suppress instabilites or 
to exploit them for pulse formation. However, we found th a t understanding the control 
of low-order truncations of the NLS was quite a challenge on its own. Therefore, this 
dissertation (Chapters 4 and 5) will focus on controlling systems generated by low-order 
truncations of the NLS to solutions of the truncated system. These truncated systems will 
also be integrable Hamiltonian systems. We hope tha t by understanding the low-order 
truncations, we can begin to get a handle on understanding the control of the full PDE.
1.3.2 The Ginzburg-Landau Equation
Integrable Hamiltonian systems are typically used as model systems to  simplify a 
physical system for study. The m ajor advantage of doing this is tha t the integrable 
Hamiltonian model can be solved exactly, providing insight th a t would not otherwise be 
available. However, the simplification to an integrable Hamiltonian model can ignore some 
of the physics. Real systems (plasmas and ocean waves, for example) contain properties 
like dissipation which destroy the Hamiltonian nature.
The Ginzburg-Landau equation:
iqt + i a q + { l  -  -f 2 ( 1  -f i 'j) \q fq  =  0 , (1 .8 )
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is a near-integrable generalization of the NLS which includes dissipation (a), a diffu­
sion term  (/?), and nonlinear dampening (7 ). Notice th a t we recover the NLS when 
a = 0 = j  = 0. The Ginzburg-Landau equation is commonly found in a variety of 
applications involving spatially extended systems and when studying the effects of non- 
linearities in pattern  dynamics and instabilities. In [17], Lega reviews the “traveling hole” 
solutions to  the Ginzburg-Landau equation as well as providing examples of applications 
of the Ginzburg-Landau in the introduction. For additional references for (1.8) please see 
Chapter 6 .
In Chapter 6 , we will study the control of the Ginzburg-Landau equation. In the spirit 
of our control strategy outlined above, we will attem pt to control the  Ginzburg-Landau 
equation (a near-integrable system) to solutions of the NLS (an integrable Hamiltonian 
system). We will lose the ability to “turn-off” the controller if control can be obtained 
since the target is not a solution to the open-loop system. We will be interested to find 
what insights (if any) into controlling the  Ginzburg-Landau equation can be obtained by 
studying the controlled NLS (an integrable Hamiltonian system).
1.4 Integrable H am iltonian System s and Control
One of the main results of this dissertation deals with studying the controllability of 
integrable Hamiltonian systems. In this section, I will develop the basic ideas behind the 
controller of interest. Consider a particular solution of (1.3), zo{t), which lies on one of 
the invariant tori (zq — JV iJ(zo )). We assume, for the moment, th a t zo(t) is periodic, 
zo{t + T) = zo{t), and apply a controller which targets Zo{t):
z =  JViL(z) -f e • f(zo, z), (1.9)
where zq € and f  is a 2 N-dimensional time-dependent vector field such th a t f  (zq, zq) =
0. The control coupling (gain), e, is a 2 N  x  2N  m atrix whose entries need not be small.
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In principle, the control law f  can also involve the past history of z(t) {i.e. ‘feedback’). 
The equation (1.9) will be called our “closed-loop” (or driven/controlled) dynamics. Note 
tha t the control is applied in the “natural coordinates” , z(f). It is common in the litera­
ture of the control of integrable Hamiltonian systems to apply the control in action-angle
coordinates. While one may be able to find those coordinates in theory, obtaining them 
in practice may be another issue. If you do not know the action-angle coordinates, you 
simply cannot apply a controller in those coordinates.
Our problem is: How do we choose f  so th a t the given “target” orbit, zq, in the 
open-loop dynamics becomes an attractor in the closed-loop dynamics? By adding the 
controller, f, we are locally breaking up the tori and stabihzing one particular orbit.
One choice for f  is simply:
z =  r(z) +  € ■ (zo(t) -  z), (1.10)
where e is the real 2 N  x 2 N  matrix, e =  £i?,l -f eiJ,  ‘1’ is the 2 N  x 2 N  identity m atrix 
and (e/j, t j)  are real constants with sr > 0. As we we’ll show, this form of control can, 
for large enough eH, lead to synchronization of z to our target orbit, zq [19].
Notice,
=  (e^ — €j)l +  (1 -1 1 )
therefore {cr, e/) act like real and imaginary parts of a complex scalar gain under m atrix 
multiplication of e.
In Chapter 4 and Appendix B, we will see th a t the control term  contains dissipative 
(cr)  and conservative (e/) terms. Each of these terms will be im portant for control. 
Hamiltonia.n (conservative) systems preserve volumes in phase space (see Chapter 2). 
This means th a t attractors cannot appear in their phase space. We wish to convert Zo 
into an a ttrac to r for control purposes, therefore we need some dissipation. Since we are 
interested in stabilizing a  soltuion of the Hamiltonian system, we are not concerned about 
preserving the Hamiltonian structure of the system, which is destroyed by the disspiative
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term , tR. It is the dissipative term  th a t will produce the interesting new result which is 
at the core of this dissertation.
1.5 Summary
The controlled dynamics of (1.9) have a very complicated behavior. In this last part 
of the  Chapter, I will present the general results obtained by studying (1.9). As the reader 
delves into the material presented in this dissertation, it is easy to forget the big picture. 
If you find this happening, it is best to return  here and remind yourself of these m ajor 
ideas;
1. A Takens-Bogdanov bifurcation occurs at the target when a dissipative controller is 
applied to an integrable Hamiltonian system. This highly degenerate bifurcation 
comes about due to the degenerate shear flow structure which is inherent to all 
integrable Hamiltonian systems. The linear dynamics of the degenerate shear flow is 
non- diagonalizable.
2. The basin of attraction for a fixed point undergoing a Takens-Bogdanov bifurcation 
scales differently (0 (e^ ) , 7  >  1 ) than one undergoing a normal saddle-node 
bifurcation (0{en), see Chapter 3). This changed scaling can be measured in tenns of 
a noise threshold {i.e. size of the smallest finite amplitude noise impulse needed to 
drive the system unstable).
3. We have developed a systematic m ethod of estimating the noise threshold for systems 
whose linear dynamics are non- diagonalizable. Previously, such scalings were only 
obtainable for systems whose linear dynamics are diagonalizable.
4. Under certain circumstances, we can extend our work to near-integrable systems.
The meaning of “near- integrability” is th a t the open-loop dynamics behave similarly
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
16
to  the open-loop dynamics of an integrable system for short times and certain 
param eter values.
The next two chapters are review chapters dealing with symplectic geometry and 
bifurcation theory. These chapters review the topics from these fields which will be used 
throughout this disseration. The rea.der who is alreay familiar with these topics may skip 
these chapters without loss of continuity and proceed directly to Chapter 4.
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CHAPTER 2
Sym plectic M anifolds and  
H am iltonian  System s
In this chapter, I will review some ideas from symplectic geometry and illustrate 
their importance to physics. This chapter contains a review of ideas such as manifolds, 
Lie groups, Lie algebras, and symplectic structures. None of the work in this chapter is 
new and it may be skipped by those familiar with the topic without loss of continuity. 
For more information on this subject, the interested reader is referred to [12, 20]. At the 
end of this chapter, I will review some of the theory behind the Hamiltonian structure of 
the nonlinear Shrodinger equation.
2.1 M anifolds
A manifold is a set which at every point, p, has neighborhoods th a t look locally like 
where A" is a positive integer. Each point p € M  has its own open neighborhood 
around it which we will call Up. In order for M  to be a manifold, at each point, p, 
there must exist a one-to-one and invertible mapping, where is an
17
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open subset of which is associated to  the point p E  M  through the mapping ibp, 
see Figure 2 .1 . The mapping, ipp, and the neighborhood, Up, are known collectively 
as a chart. The collection of all charts (for all points p E  M )  is known as an atlas. 
The mapping takes the point p and sends it to a point in which is an A^-tuple. 
Therefore the  mapping assigns an A^-tuple to p in R ^ . Such an A^-tuple can be written 
as x(p) =  'ijj{p) =  {xiip), X2 {p), . . . ,  X]^{p)). The m apping into is an im portant one. It 
is used to define operations such as differentiation the manifold. Therefore, we can map 
the point p E  M  to using tpp, perform our operation and m ap back to M .
M
x(p)
FIG. 2.1: The m ap tpp assigns coordinates to  all the point in Up C M.
Because every point, p, has an open neighborhood around it, there must be regions 
where neighborhoods of different (but nearby) points overlap. Suppose we have two points, 
P i , P 2 € M  with corresponding charts, {Up. ,^tj)p^  : Up^  R ^ ) and {Up^ ,(f>p2 : Up^  R ^ ), 
respectively. Suppose there is a point, p in the open set V  = Up, The point,
p, maps to two different subsets of R ^ , see Figure 2 .2 . Using tp, the point pi maps 
to coordinates x(p) and (f> maps P2 to the coordinates y(p). We now have a function
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y  = rj{x) = (j>p^ o where ?? ;  ^ K-^. If the partial derivatives to order k  of
all the r]iS exist and are continuous, then we say th a t the charts and {Up ,^(l)p2 )
are said to be C^-related. If one can construct an atlas such th a t all the charts of M  
are C^-related, then we say th a t M  is a differential manifold As we will see, differential 
manifolds play an im portant role in physics.
M
y(p)
FIG. 2 .2 ; The construction of ?](x) =  o ipp^{x) :
2.1.1 Curves and Functions on Manifolds
A a real scalar function, /  : M  —> R, on the manifold takes a point, p €  M , and 
assigns to it a real number. As discussed above, we can smoothly map any point in M  into 
a reg io n o fR ^ . The function /  now becomes a scalar function on R-'  ^via g'fx) =  f  (-x.). 
see Figure 2.3. If the function, g, is differentiable in R-^, then we say /  is differentiable 
on M  as well.
Another concept concerning manifolds are curves on the manifold. Consider a smooth 
mapping 7  th a t takes a set of points p e  M  and parameterizes them  with a real number
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M
' Y(t)
•  #
FIG. 2.3: A function, / ,  and curve, 7 , on a manifold, M .
in an open subset of R, in other words, 7  : i ?  C  M M . The curve is the set of points 
on the manifold which are the image of all the t  E R  under 7 .
2.1.2 Tangent Spaces
Associated with each point, p  € M , Ls another space known at the tangent space at the 
point p, and is denoted by TMp.  The tangent space, TMp  is constructed by considering all 
possible curves through p. The point, p, has an infinite number of curves passing through 
it. The space, TMp,  contains the vectors “tangent” to all those curves. But what does 
“tangent” and, more precisely, “tangent vector” mean? There are two ways of looking 
at this, an extrinsic definition of tangent and an intrinsic one. First, we can embed the 
A”-dimensional manifold, M,  in Then we can think of TMp  as the space tangent
to M  a t the point p. By “tangent” we mean the regular intuitive definition taught during 
elementary calculus, much in the same way as we can draw a plane tangent to a point on a 
sphere. However, sometimes this doesn’t make sense physically. In the theory of General
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Relativity, for example, the manifold is locally R^, the universe. However, what does it 
mean physically for the universe to  have a tangent space? There is no physically obvious 
embedding of the universe th a t can be done. Therefore, while the embedding technique 
may be easy to visualize, it does not always make physical sense. Instead, we will use an 
intrinsic m ethod of defining TMp.
Consider a point, p, on a manifold, M .  Through this point, there is a curve 7  which 
is parameterized by t € R  such th a t the point, p, corresponds to t =  0. Each point on this 
curve, which lies entirely in M , can be m apped to an open subset of by some smooth 
mapping, tp. Therefore, the curve, j{ t ) ,  has coordinates tp{j(t)) = x(f) € R'^. Further, 
we also have a t-dependent function, gpx{t)), on We want to  know how g changes 
along the curve, tp('j{t)), at the point ip(p). By the chain rule;
dg dxi 
dt
i . ( i  =  0 ) | - b )
=  m  (2 .1 )
where I have used the Einstein summation convention. The set of all first order differential 
operators, X ,  at the point, p, forms a iV-dimensional vector space. Therefore the operator, 
X ,  is a ‘vector’ in this space. In this space, X  is called a vector tangent to the point p. 
The space of all such vectors is known a.s the tangent space at the point p, and is denoted, 
TMp.  Once we have chosen a coordinate basis, (xi (p) , . . . ,  Xjv(p)), a convenient basis for
TMp  is;
“  dxi
for i =  1 , . . . ,  jV. The values x* are the components of the tangent vector and are numbers. 
Notice that (2.1) can be written as a linear superposition of the operators Cj for any curve 
7 . In dynamical problems the space, TMp  can be thought of as the space of velocities 
at the point, p. The tangent bundle is the collection of all tangent spaces a t each point,
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p €  M ,  and is denoted, T M .
2.1.3 Cotangent Spaces and Differential Forms
Associated with a vector space, V, is a dual space to V  denoted as y*. Elements of 
V* are linear functions a; ; F  —> R:
Lu{a^ +  bp) =  aio{^) +  buj{p) (2.3)
where a, 6 €  R  and p E V .  Hence, if € H, then ta(^) =  z where z € R. Further, if we 
enforce tha t for Wi, W2 € H*, ^ € F , and a, fe € R:
{atoi +  bu)2){0 ~  +  boOiiOf (2-4)
then V* is also a vector space, and we call the elements of V* dual vectors. We can choose 
a basis for V* by choosing dual vectors, e* such that:
ei(ei) =  5*j, (2.5)
where ey are a set of basis elements of V.
The space TMp  also has a  dual vector space known as the cotangent space at the point
p, which is denoted, T*Mp. The elements of T*Mp, u> : TMp  —> R, are known as I-forms
and are linear functions on elements in TMp.  An example of a 1-form is the gradient. 
Consider a curve on M , 7 (t), which is parameterized by t  such th a t y (t =  0) =  p. On 7  
there is a function, /  : M  R. We want to find how /  changes along 7  in some direction 
f,. The vector ^ is a vector tangent to the curve 7  at the point, p. This is a deriviative. 
Recall that each point p along 7  can be assigned coordinates using some mapping, if. We 
can assign the point 7 (0 ) € M  to the point Xo € R ^  using the m apping ip. Then we can 
think of /  as a  function on R-'  ^ and in an abuse of notation consider the function /(xo). 
We can begin by thinking about Newton’s definition of a derivative:
dt
(0)=tolfi2lzi(£L±if), (2 ,6 )
€-^0 6
7
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We can Taylor expand f{xo + to  got:
f{xQ + e^) — f{xo) + e V f  ■ ^ + O(e^).
By inserting this into Newton’s definition for a derivative we obtain;
(o) = v / - e
dt
23
(2.7)
(2 .8)
Hence, we see th a t the gradient (V /)  acts on a vector { ,^ ts t  =  0) and produces a number, 
df / d t  a t t  =  0. Therefore, the gradient is a 1-form.
We can generalize the idea of 1-forms to something known as a fc — fo rm .  A fc-form 
takes an ordered set of k elements of TMp  and produces a real number. The k-form is linear 
in each argument and is antisymmetric when you swap the order of any two arguments. 
For our purposes, we will only need 2-forms. A 2-forrn, : TM p  x TMp  R, satisfies:
(2.9)
and
o;(2)(e,C) =  -a ;(^ )(C ,6 , (2-10)
where 6  TM p  and a, 6 € R. Together, these properties show that is bi-linear. 
These properties are similar to  a determinant. A special example of a 2-form on a two- 
dimensional vector space is the determinant:
6  Cl 
6  Cs
(2 . 11 )
There is a m ethod of creating 2 -forms from 1-forms. It is known as the exterior 
product, sometimes known as the wedge product. By taking the exterior product of two
1-forms, one can produce a 2-form. For two 1-forms, and the exterior product 
is defined to be:
(cnf^ (2 .12)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
24
Notice tha t and act on V  which is N-dimensional. It is clear tha t this is a 2-form 
by the properties of the determ inant which imply bi-Iinearity.
2.1.4 An Example
Now let’s see how all of this applies to  physics! To do this we will discuss the 
above ideas in the context of the two-dimensional harmonic oscillator (2dH0) which has 
rotational symmetry about the gs — axis .  In generic physical systems, the configuration 
space is the manifold M  of above. For example, in the 2dH 0 the motion of two individual 
oscillators is periodic, however, the two frequencies may not be commensurate {i.e. the 
ratios of the frequencies may not be rational). The configuration space of each oscillator 
on its own is 5^, the circle. Therefore, the configuration space for the 2dH 0 is M  =  R^, 
the torus. Therefore, each possible s ta te  of the 2dH 0 system has associated with it some 
point, p E M.  Through some mapping, we can assign generalzied coordinates to the point 
p,  we will call these coordinates q  € R^, where 1 have a.dopted the physics notation of 
vectors begin written in bold.
The motion of the system (or how it goes from one state to the next) is represented 
by a curve, 7  ( 7  : R  M ), which is parameterized by the time, t. We will choose 
7 (t =  0 ) =  p. W’e can then follow the m otion of the system by assigning each point on the 
curve coordinates, q (7 '(t)). This describes the motion of the oscillator in more familiar 
terms (how we are used to thinking of things in Classical Mechanics). Now we can think 
of q(t) as a function on the manifold. How q  changes along 7  at the point t — 0 can then 
be denoted as ^ii=o, and is, of course, the velocity, v  € TMy(o).
Now we have covered the ideas of the: manifold, coordinates, and tangent vector. 
How does the cotangent vector come in? We begin by thinking in term s of the Lagrangian, 
^ ( ? ) + qI) ~  +  ?2 )> "where all constants are set to unity. Next, we define
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the canonical momentum, p, as:
, ■ 5L(q, q; t)
Pi(q ,q ;^) =  — — • (2-i3)
By substituting the above Lagrangian into (2.13), we get p,;(q) (remember, we have fixed 
the point on the manifold meaning we have fixed q and t). Now look what we have, p  takes 
a velocity at a particular point, q, and produces a number. The canonical momentum, 
p , is a cotangent vector! The fact tha t the momentum and the velocity live in different 
spaces takes some getting used to. Typically, we think of momentum as p  =  rnv, but 
this is, in fact, a linear function of the velocity (multiplying the velocity by the mass, 
a scalar). In the next section, we will apply these ideas to a type of manifold of great 
interest to physics known as symplectic manifolds.
2.2 Sym plectic M anifolds
Let M h e  & 2 iV-dimensional differentiable manifold. A symplectic structure on M.  is 
a 2 -form, which has the following (additional) properties at each point p E M \
1 . dJ^  — 0  (closed),
2. V ^ 7  ^0 3 p : w^(^, Tj) ^  0, where (^, rj) G T M x  (nondegenerate).
If the above properties hold for then we say tha t (A^^^,w^) is a symplectic mani­
fold. As we will see later, property 1 will imply tha t flows on the manifold will conserve 
projected area elements in the manifold. This idea is a generalization of the more famil­
iar concept of 2-dimensional Hamiltonian flows conserving areas in 2-dimensional phase 
space. For more details into property 1 , the interested reader is referred to [1 2 ].
2.2.1 Canonical Transformations
Now let’s specialize to a symplectic mainfold which is im portant to physics, M  
where z  e  M  and is parameterized by f € R, we also have the vectors, u ,v  G T ^ M .
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We [1 2 ] can always write the 2 -form, R, in the following way:
2N
^  a . i j { z ) d z i  A  d z j  (2 -1 4 )
tj= i
where Oij =  and dzk E T * M .  We ask what happens to uj^  under a coordinate
transformation. Suppose our coordinate transform ation takes the form of, Z  =  Z{z),
where Z  is an invertible function of the original coordinates, Therefore the 1-form, dz^
transforms like;
2 N ^
dzi =  (2.15)
A~ 1  ^
where Mik is the Jacobian of the transformation at the point Z  and is a matirx, not a 
manifold. Now we insert this into (2.14):
2N
~  ° ' i i i ^ ) { ^ i k d Z k )  A  ( M j i d Z j ) ,
2N
=  X T  i ^ k i < h j { Z ) M j i ) d Z k  A  d Z i ,
2N
—  ^  a'j^{Z)dZk A  dZi, (2.16)
k,l
where M  denotes the transpose of the matrix, M . Here we. defined the matrix, a' — M a M .  
Further, if the transform ation preserves the 2-form if a' =  M a M  =  a at every point, z, 
on the manifold.
The symplectic structure is a 2 -form with a specific, a matrix. We call this matrix, 
J , and is defined to be:
(2.17)
Here, the I ’s and O’s are N  x  N  block matrices. For an satisfying the conditions 
(1 ) and (2 ) above, D arboux’s Theorem [1 2 ] states tha t you can always find coordinates 
such that a — J.  I will dicuss more about D arboux’s Theorem later in this Section. 
Coordinate transform ations with the property, M J M  ~  J,  a t every point, ;z, on the
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manifold are called symplectic (or canonical) transformations. Notice tha t the condition 
for a transform ation to  be symplectic is a condition on the Jacobian of the transformation. 
If the Jacobian m atrix, M ,  satisfies this condition, we call it a symplectic matrix. There is 
a lot to  be said about symplectic matricies, and we will discuss them  later in this chapter.
2.2.2 Flows
At each point on the manifold, z, there exists two associated spaces, the tangent 
space a t the point 2 , and the cotangent space at the point z, T * M .  In our systems 
of interest { M — these spaces are finite (A-dimensional) and therefore a mapping
exists between them. Consider the function, /  : Ad —> R, which is a function on the 
point z. Recall th a t we can create the 1-form df  from this function at the point, z, and 
this 1-form lives in T*A4. We can think of the 1-form as a row vector. We introduce the 
mapping, / ,  which converts tha t row vector into a column vector and multiplies it by the 
matrix, J. Hence, I  : T * M - ^  T ^ M .  The mapping, / ,  associates a cotangent vector at 
the point z to a unique tangent vector a t the point z, denoted Id f .
If we now consider functions on the entire manifold, then using this method we create 
a vector field, which assigns a tangent vector to each point z on the manifold. In this 
case, I  : T * M —^ T M ,  and we say th a t /  generates the flow, Idf .  The flow is also known 
as the system’s equations of motion.
2.2.3 The Symplectic 2-form and the Foisson Bracket
Physicist typically like to work with the manifold in the coordinates, z =  
(pi,P2 , • • • J Pn, 9 2 . • ■ •, <ln,) where the qfs  are coordinates and pi is the momentum conju­
gate to  Qi. D arboux’s Theorem [12] states th a t we can always locally find such coordinates
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and in these coordinates the symplectic 2 -form takes the form:
N
•up" =  d p i  A  dqi- (2 .18)
i = l
However, since we are working in we can find a global set of such coordinates. Then 
we can compute uj' {^u , v), where u , v  E T^M,  by;
N
uP{u, v) = dpi{u)dqPv) -  dpi{v)dqi{u), (2.19)
2 = 1
where dppu)  =  -u,; for i =  1 , . . . ,  n  and dqpu)  =  for j  =  n  +  1 , . . . ,  2n.
Recall that a canonical tranform ation preserves the symplectic structure. You may 
also recall th a t a canonical tranform ation preserves the Poisson brackets [2] of a system. 
In what follows, we will dem onstrate a relationship between Poisson brackets and the 
symplectic structure.
Consider the manifold M .— Suppose you have two scalar functions f{ z ) ,g {z )  : 
Ad R with z  £ M .  We can turn  /  and g into the 1-forms (cotangent vectors) df, dg 
as above. Finally, we can then apply I  to each cotangent vector to  create the vectors 
Idf ,  Idg  at the point 2:. Using these vectors we can write the relation:
u ; \ l d f , I d g )  = { f , g }  (2 .20)
where { f , g }  is the Poisson bracket of the functions f { z )  and g{z).
Proof of (2.20): Consider the symplectic manifold, with 2  =  {p, q) € where 
q,p  are Y-vectors. Further, suppose we have two functions f{ z) ,g{z )  : —> R. Then
then the 2 Y-dimensional vectors v /  and Vg can be defined by:
/
V/ === Id f
- f c
\
91
f q N
fpi 
\  fpN J
(
, Vg = Idg
\
9qi
~9qN 
9pi
\  9pN j
(2 .21)
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where subscripting denotes partial differentiation with respect to tha t variable. By in­
serting these into (2.19) one can obtain,
N
' J -{ Id fJdg)  =  'Y^dpi{ f )dqi{g)-dpi{g)dqi{ f ) ,
i-1
N
~  f/}i9pi +  Qqifvii
i=l
=  (2 .22)
where { f , g }  is the Poisson bracket of the functions /  and g. This ends the proof, and 
now we can see the relationship between Poisson brackets and the symplectic structure. 
Therefore, we see th a t tranform ations th a t preserve the symplectic structure also preserve 
the Poisson brackets. This is im portant because the equations of motion can be written 
in terms of Poisson brackets.
2.2.4 Poisson B rackets, E quations of M otion, and Conserved 
Quantities
We begin by defining a Hamiltonian system. A Hamiltonian system contains the 
following parts:
1 . An even-dimension manifold {e.g. M?^).
2. A closed non-degenerate 2-form.
3. A preferred scalar function specifically, H  : M  R,  which generates vector fields 
through the above 2 -form.
The equations of motion for a system can then be written in term s of the Poisson bracket 
of that variable with the Hamiltonian:
=  ( * ' « >  =
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for i =  1 , . . . ,  iV.
A quantity, F,  is conserved if {F^H}  =  0 . The Hamiltonian is then (trivially) a 
conserved quantity { { H ,H }  =  0). Geometrically, this means th a t flows generated by 
the Hamiltonian are restricted to  a constant ff-surface in the phase space (a level set 
of H).  Other conserved quantities (if present) have equally im portant roles. If F  is 
another conserved quantity (like angular momentum for example), then we can look at 
flows generated by F.  Such flows will have to lie on a surface of constant F.  However, 
the flow must also lie on a surface of constant H.  Therefore, the flow is restricted to the 
intersection of two surfaces, one of constant F  and the other of constant H.  Hence, we see 
that conserved quantities restrict the the flow in phase space to particular sub-surfaces.
So we now see the im portance of the Poisson bracket (and hence, the symplectic 
structure). The Poisson brackets give the equations of motion and defines the surfaces 
on which the flow is restricted. Further, the Poisson bracket generates families of vector 
fields, each family is generated by a particular conserved quantity. Physically im portant 
quantities are coordinate independent. Any quantity which is physically fundamental 
can typically be expressed in terms of the Poisson brackets and the symplectic structure. 
Hence, under a canonical change of coordinates (which preserves the symplectic structure), 
these quanties are unchanged. If angular momentum is conserved in cartesian coordinates, 
it is also conserved in spherical coordinates, for example.
Further, the flow generated by the conserved quantity, F,  commutes with the flow 
generated by the Hamiltonian because {F, H }  =  0. Suppose we have a point in the phase 
space z{to) = q{to)) which is acted upon by the flow generated by the Hamiltonian
from to to tim e ti .  This takes the point z{to) to some new location, z{ti).  Then we allow 
the flow generated by F , (a conserved quantity) to act on the point z{t\)  for t i  to time 
t 2 , taking z{ti)  to the point 2 (^2 )• Now suppose we switch the order in which the flows 
act on z{to) and th a t this combination of flows take us to the point z'{t2 )- See Figure 2.4 
for an illustration. If z{t2 ) — z'{t2 ) {i.e. we end up at the same point in phase space),
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then we say the flows commute. Any scalar function, G, on the phase space may be used 
to generate a flow in a similar form as Id G  (where G : A4 W), but th a t flow will 
not commute in general with flows generated by the Hamiltonian. For an example of 
commuting flows, see below.
IdH ^
IdF
IdG
z'(h) —z(y-z(y  IdH
IdH
A B
FIG. 2.4: Example of commuting (A) and non-commuting (B) flows.
W hile we are on the topic of conserved quantities, we should also discuss the concept 
of an integrable Hamiltonian system. An integrable Hamiltonian system is one with a 
special set of N  conserwed quantities, Fi. These quantities must be in involution (i.e. 
{Fi ,Fj}  =  0 for all i , j )  and independent {dFi are linearly independent). Further, the 
surfaces of constant Fi (level set of Fi) must each isolate the phase space into two distinct 
regions, Fi < 0  and Fi > C, for some constant, C. If the level sets of the Fi are compact, 
then Liouville [12] showed that these regions of the phase space are foliated by invariant 
W tori. In this case, the equations of motion can be reduced to quadrature and the flow is 
restricted to those tori. Integrable Hamiltonian systems are a very special class of physical 
system because they can be solved exactly. In later chapters, we will discuss this special
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type of system in greater detail.
2.2.5 Example: Two-Dimensional Harmonic Oscillator
Consider a two-dimensional harmonic oscillator with rotational symmetry about the
i-axis. Restricted to the a:y-plane, this system has the Hamiltonian,
,2
The angular momentum in the i-direction is a conserved quantity;
L = ^ r x p ^ y p ^ ~  xpy,
(2.24)
(2.25)
as is demonstrated by, {L, H] =  0. Hence, we can generate flows using both H  and L. 
The flow generated by H  is:
(2.26)
( . C ^ 0 0 - 1  0 ^ f  fT \^Px ^ —LOqX ^
Py = I d H  =
0 0 0 - 1 Hy , - ^ I v
x' 1 0  0 0 H . Px
V y ' ) ^ 0 1 0  0 y \  H y  ) \  Py )
The flow generated by L is:
p,
x'
I d L  =
\  y
This  can be re-written as:
^ 0 0 - 1  0  ^ (  L  \
0  0  0  - 1 ^Py Px
1 0  0  0 - y
^ 0 1  0  0  j \  Ly ) \  X  )
f p C ^ 0 - 1
P'y 1 0
x' 0 0
K y ' ) 0
Py
X
\  y  J
(2.27)
(2.28)
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2(0
IdH
IdL
FIG. 2.5; Example of two commuting flows.
Thus we can see tha t the flow generated by the angular momentum is simply a rotation 
about the z-axis.
Figure 2.5 illustrates th a t these flows commute. We start a t the point x(to) and evolve 
under the flow generated by H  for some tim e tj. Then we evolve z(ti)  for tim e t  = t 2 
and reaches the point z{tf ).  Then we take z{to) and evolve it under the flow generated 
by L for t  =  t2 and then by H  for t = ti  and it also reaches the point z(t f ) .  Hence we 
see tha t the flows commute. W hile this Figure is a 2-d projection of the full 4-d phase 
space, it is still an accurate description of the trajectory. This is due to the fact tha t the
2-d harmonic oscillator is an integrable Hamiltonian system and, as discussed above, its 
dynamics are restricted to  the 2 -d surface of a torus.
In the next section, we will review the concepts of groups and algebras. This will 
enable us to study more in depth the properties of the symplectic matrices introduced in 
this section.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
34
2.3 Lie Groups and H am iltonian System s
In this section, we will discuss a  special type of group known as a Lie group and 
explain its relationship to Hamiltonian systems. Before getting into the details of this, 
we must review groups and algebras, and more specifically, Lie groups and Lie algebras.
2.3.1 Groups
A group, A,  is a set with an additional ‘structure’, x, a product rule. The product 
rule takes an ordered pair of elements of the set and produces a th ird  element of the set. 
The elements of the set and the product rule obey the following properties:
1 . 3 e € A : V a € A ,  a x e  =  e x o  =  a. (There exists an identity element in A.)
2 . \ / a ^ A 3 b E A : a x b  = b x a  = e. We denote b as (Each element has an 
inverse which also lives in the group.)
3. y  a, d e A B c E A :  a x d ~ c .  (The product of two elements in the  set produces 
another element in the set. The operation, x , is closed.)
We say a group is commutative ii a x  d = d x  a for all a, d € A.  Sometimes we can 
form subgroups from groups. A subgroup, C C A  (where A is a group under x ) , is a 
subset of A  which is still a group under x . For example, the set of integers is a subgroup 
of the real numbers under addition. Next, we move on to the more complicated topic of 
Lie groups. Lie groups are fundamental to  understanding Hamiltonian systems.
2.3.2 Lie Groups
A Lie group is a differentiable manifold, M  {i.e. the set of elements, A,  is a manifold), 
whose elements obey the group properties outlined above. Each point on the  manifold 
corresponds to a group element. This is a powerful idea. All of the things we discussed
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about manifolds previously, such as functions and curves on the manifold, can now be 
applied to this group. Note that the identity element of the group, e, corresponds to  a 
unique point on M..
Consider a point, e, which is the identity of a Lie group, M..  At the point e, there 
is a tangent space T M e  and in this tangent space there is a vector, v = d/dt.  Running 
through the point, e, are an infinite number of curves which have v as their tangent vector 
at the point e. These curves are parameterized by the variable t. One of these curves, 
7 , forms a one-parameter commutative subgroup. If gt  ^ and gt  ^ are points along this 
curve, then their product, g .^^- =  gtigt^, is also a point on this curve. Consider a second 
vector, IV G T M e -  There is a curve 7 '(p) passing through the identity (p =  0) with, 
w — d/dg,  as it tangent vector. The curve j ' ( g )  also forms a one-parameter subgroup. 
For an illustration of this, see Figure 2 .6 . For each tangent vector of TM.e,  there is 
a one-parameter subgroup (a curve). There is an infinte number of curves (subgroups) 
passing throug the identity element each with a unique tangent vector. However, for our 
purposes, we will only consider the two curves, 7 (f) and 7 '(p).
The Exponential Map
Here we will develop the exponential map as done in [20]. Under the mapping xp : 
M - ^  , the coordinates along the curve, 7 , are given by Xi{t) and at t = to there is
a vector v = d /d t  tangent to the curve 7  at x{to). Is there a relationship between say 
the point Xj(fo) and a neighboring point at Xi{to + et)? Since we are dealing with a Lie 
group, these points are actually group elements. The ciuestion then becomes one of a 
relationship between nearby group elements. Because the manifold is differentiable, the 
coordinates are smooth functions of t  (along the curve 7 ) and therefore we can Taylor
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FIG. 2.6: Two one-parmeter subgroups of M..
expand Xi{tQ +  et):
Xi{to +  et) ^  x(to) +  ei a^t to
1 , , 2 (fXi
+  I F 3-----to
d 1 , , 2 cP
to
exp { et— ] Xi{to). (2.29)
The mapping, exp : TM.^ M ,  takes a tangent vector, d/dt ,  at the identity and maps 
it to  a point on the manifold. The exp map is a convenient short-hand notation for an 
operator (in this case a differential operator) th a t when applied to x{t) and evaluated 
at to I gives the above Taylor series. Since etd/dt  is an infinitesimal ‘motion’ along a 
curve, then its exponentiation gives a  finite motion [20]. Note that the exp map here is 
a differential operator, this is because of the representation of the group. If TM.^,  is a 
space of matricies, for example, then the computation of exp becomes the exponentiation 
of a matrix. Hence, the numerical computation of exp requires a choice of representation 
for the group.
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Suppose the manifold is a Lie group with X(to) corresponding to the identity element 
which has passing through it a  curve Tangent to  7 (f) a t the point x{to) is a vector, 
V. Recall tha t the curve defines a one-parmeter subgroup of M .  Using the exponential 
map, we can translate from the  origin to a nearby point on 7 , but tha t point is also a 
member of the supgroup. Thus, we can genei’ate subgroup elements near the identity 
using the exponential map. Those other elements must be connected to the identity by 
7 , therefore, if the group M.  is dissconnected, only those elements in the same connected 
component as the identity may be generated in this way.
The Lie Bracket
In quantum  mechanics, it is often desirable to know if certain operators commute 
with other operators. The same is true in classical mechanics. However, here we are 
interested in commuting vector fields. In general, not all vector fields commute. Suppose 
we have two vector fields, v = d/d t  and w = d/dfjL. If those vector fields commute then 
the flows generated by them  will also commute. We end up at the same point regardless 
of the order in which the vector fields act. However, what happens if the two vector fields 
don’t commute? The commutation of the two vector fields can be w ritten as;
d d d d _  d d d d
d t d n  df idt  ^  dxi  ^dx j  ^dx j   ^dxi
E Bw^ i 3 \ — ^  3vj 3dxi dx-i ^  ^dx.idxi
3w.^ 3v.j
V i ~  -  W i ^  dXi dXi
8
a
dxj
d _d 
dU dp
[v^w] (2.30)
Hence, we see th a t the commutator of two vector fields produces a  new vector field and, 
therefore, the commutation is a closed operator. This comm utator is known as the Lie
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
38
bracket and has the following properties:
1 . [x,y] = —[y,x], anti-symmetric
2 . [x, [y, z]] -f [y, [z, x]] -i- [z, [x, y]] =  0 , Jacobi identity.
For a geometrical description of the Lie bracket, consider the following argument which 
relates to Figure 2.7. We begin at the point, e, and travel a distance et along the curve 
which passes through e and has tangent vector, v. We arrive at the point, A. We can find 
the position of A  using the exponential map:
Xi{A) = exp{etv)xi{e).  (2.31)
Then we travel a distance e/j, along a curve whose tangent vector at A  is w {w € T^M,  
the vector w is translated to the point A) to arrive at the point B:
Xi{B) — exp{ejj,w)xi{A) =  exp(e;U'Uj) exp(etx)xi(e). (2.32)
Next, we attem pt to return  to our point of origin by following the same steps in the
opposite direction as before:
Xi{D) =  exp(—e/iw) exp(—etu) exp(e/xu;) exp(etu)xj(e). (2.33)
By Taylor expanding the above in e, we find:
Xi{D) = Xi{e) +  e^ty\v, w] +  O(e^). (2.34)
We can connect the points Xj(e) and Xi{D) by a  curve. Equation (2.34) tells us th a t the
vector tangent to tha t curve at the point X j ( e )  is the vector formed from the Lie bracket 
of V and w. Therefore, the Lie bracket is related to the gap between the two final points, 
e and D.  In other words, it give a measure of how far the two vector fields are from 
commuting.
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FIG. 2.7; The dotted line is a geometric interpretation of the Lie bracket.
Vector Spaces and Algebras
One m athem atical structure which is im portant to all of physics is the vector space. 
We have already encountered T M p  and T*M p vector space, V,  over a field F  which for 
all n,u,  tn G V and r , s  e  F  satisfies:
1 . u + v E V ,
2. 0 +  u =  u,
3. u + V = V + u,
4. u + {v + w) = (u + v) + w,
5. TV G V,
6. Ov =  0,
7. r(u + v) = ru + rv,
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8 . (r +  s)v = rv + sv,
9. {rs)v = r{sv).
Another m athem atical structure which will be im portant in this section is an algebra. 
An algebra, B,  over a field, F,  is a linear vector space with a rule for multiplying elements 
X,  y ,  z  of the algebra:
1. {c x ) ' y  = X  ■ {cy) — c{x ■ y )  V c GF.
2 . {x + y) ■ z  = {x ■ z) + {y ■ z), right distributive
3. X ■ {y z) — {x ■ y) + {x ■ z), left distributive
We will use these concepts to describe a special set associated with Lie groups, the
Lie algebra.
The Lie Algebra
The Lie bracket is a product rule on T M ^  and makes it an algebra that we call the 
Lie algebra, g, of the Lie group, G. An element of g is uniquely associated with a one- 
param eter subgroup. This association is indicated by the m apping called exp : g x R  G. 
The exponential mapping gives us a m ethod of generating the Lie group elements near 
the identity using the Lie algebra. Typically, in physics, we often focus on the elements 
of the Lie algebra. However, in theory, we can reconstruct the group using the exp map.
The form of the Lie bracket depends on the form of the elements of the Lie algebra. 
For example, if the algebra in question is a m atrix Lie algebra (where the elements of the 
algebra are matrices), then the bracket is defined as the usual commutator;
[ A , B] = A B  -  B A  (2.35)
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where A  and B  are square matrices. In the next chapter, we will see the Lie bracket 
appear again, but in terms of vector functions instead of matricies. In this case:
[f(x),g(x)] =  g - V x f - f - V . g  (2.36)
where f  and g axe vector functions on the vector x.
Next I ’ll illustrate these ideas w ith an example, the symplectic group which is im­
portant in Hamiltonian systems.
2.3.3 Exam ple: The Symplectic Group
Consider smooth invertible coordinate transformations on These form a group 
denoted Diff (R^^).  It is an infinite-dimensional Lie group. Now restrict these transfor­
mations to those tha t preserve all of the Poisson brackets (and, hence, the symplectic
2-form) of scalar functions on R^^. These are the canonical transformations, also a Lie 
group. At any point, the Jacobian of these tranformations is a 2 N  x 2 N  real m atrix, M , 
satisfying M J M  — J. Matrices satisfying, M J M  =  J ,  are called symplectic matrices. 
Consider a symplectic matrix, M .  The simplest property of a symplectic m atrix  is tha t 
det(M ) =  ±1. This is most easily seen as follows:
M J M  =  symplectic condition 
d e t(M JM ) =  d e t(J ), take the determ inant 
det(M ) de t(J) det(M ), =  det (.J), property of the determ inant 
det(M ) det(M ), =  1,
det(M )^ =  1, since det(M )—det(M)
therefore, det(M ) =  ±1. If det(M ) =  1 , then we say the transform ation is orientation 
preserving. Otherwise, if det(M ) =  —1 , M  is not smoothly connected to the identity. 
This set of matrices forms a group, known as the symplectic group:
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1. Identity: The identity matrix, 1, I J l  =  J .
2. Inverse: This comes from using =  —1:
M J M  =  J,
{ - J M J ) M  =  1,
M - i  =  i - J M J ) .
We also know th a t exists because det(M ) =  ±1, from above.
3. Closed under m atrix multiplication. Assume M  and T  are symplectic matricies such 
th a t A  = M T :
A J A  = T M J M T ,
=  t J T ,
=  J.
The group of symplectic matrices has an associated manifold, where each point on the 
manifold can be associated with a symplectic 2 N  x 2 N  matrix. We denote this Lie group 
as Sp{2N).  Because they preserve, the Poisson bracket, symplectic transform ations are 
very im portant to physics. In what follows, we will explore the relationship between 
symplectic matrices, the theory of Lie groups, and Hamiltonian systems.
We begin by asking what are the elements of the Lie algebra, sp{2N),  when we 
choose a m atrix representation of the Lie group, Sp{2N).  We can answer this by using 
the exponential mapping:
M  =  exp(em), (2.37)
where M  satisfies M J M  =  J  and is sufficiently near the identity, m  € sp{2N),  and e is 
a  real constant param eter. Because we are using a matrix representation, we can expand
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
43
the exponential mapping:
M  J  M  ~  (14" ew +  +  e?7i +  •■■)
=  J  +  e (m J +  J m )  +  . . . .  (2.38)
Because M  satisfies the symplectic condition, M J M  — J,  all terms of 0(e) and higher 
must be zero. This leaves us with: fhJ  +  J m  =  0, which can be solved if:
m  =  JS,
m  =  - S J ,  (2.39)
where S' is a 2 N  x 2 N  symmetric matrix. Hence, elements of sp{2N)  are of the form
m  = J S ,  where S  is some symmetric matrix. We can generate our symplectic matrices,
M ,  by using the exponential map:
M  = exp(eJS).  (2.40)
We can verify tha t M  ~  exp{eJS)  by inserting it into the symplectic condition:
M J M  — exp{eJS)J exp(eJS)  
=  exp{—e S J )J  exp(eJS)  
= J J - ^  e x p (-e 5  J )  J  exp(e J 5 )  
=  J  exp{—eJ^^SJ^)exp{eJS)  
=  J  exp{—eJS)  exp{eJS)
= J,
where =  — 1 and J~^ = —J  has been used. Symplectic matrices play an im portant 
role in Hamiltonian dynamics when one wishes to perform a coordinate transform ation 
and maintain the symplectic structure (and all the nice things tha t come along with it). 
The equation (2.40) is an im portant identifier of conservative (Hamiltonian) dynamics in
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dynamical systems. Here, a brief example is in order. Consider the simple linear system:
z =  A l , (2.41)
where z =  (pi, • .. ■ • • >9n.) a^ n-d A  is a 2iV x 2iV constant matrix. This system is
easily solved (formally):
z(t) =  e‘^z(0). (2.42)
The equation (2.42) is a one param eter family of maps. Comparing (2.42) to (2.40) we 
can see th a t (2.42) is a symplectic mapping il A  — J S ,  where 5  is a symmetric matrix. If 
(2.42) is a symplectic mapping, then the dynamics of (2.41) are conservative (it preserves 
the symplectic 2-form and thus the Poisson brackets). Therefore, we can immediately tell
if those dynamics are conservative in the Hamiltonian sense, simply by noting the form
of the m atrix A.
Further, consider a Hamiltonian system with Hamiltonian, H{z),  z  E Suppose 
there is a fixed point in this system at the origin. If the fixed point is not at the origin, 
we can always shift our coordinate system so tha t it is. We can linearize the Hamiltonian 
about tha t fixed point:
H{z)  = H{0)  +  z ■ V H |,=o +  - z +  . . . .  (2.43)
Here, ViJ|z=o — 0 because z =  0 at z =  0 by assumption. The term  is a symmetric 
matrix, S. Therefore the linear dynamics are:
z =  J V H  =  J S z .  (2.44)
Which can be solved:
z(t) =  exp{tJS)z{0) .  (2.45)
Hence we see th a t the dynamics generated by the linearized Hamiltonian also generates 
symmplectic transformations. Thus a Hamiltonian system is conservative.
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In order to understand the dynamics of the map (2.42), we must study the properties 
of symplectic matrices. In the next section, I will discuss some other im portant properties 
of symplectic matrices.
2.3.4 Eigenvalues of Symplectic Matrices
Understanding the properties of symplectic matricies will give one insight into the 
underlying dynamics of a Hamiltonian system. W hile the focus on this section is on maps, 
it is easy to see tha t these ideas can be carried over to flows.
Let’s look at the eigenvalue structure of a symplectic matrix, Ad. We do this by 
looking at the characteristic polynomial of M  and by using the facts:
1. =  —J M J  (which comes from the symplecitc condition and .P = -1 ) ,
2 . Ad = -JM~^J,
3. det (J)  =  — 1,
4. det (M) =  1.
The characteristic polynomial of Ad (a real m atrix), P { \ )  is [12]:
P(A) =  d e t ( M - A ) ,
=  det — x j  , fact no. 2
=  det + A  ^ , mult, by det( J )  on left and right
=  det (—1 +  A M ) , mult, by det(M ) =  1 
=  A^^ det , factor out A
=  A"^P(1/A). (2.46)
Therefore, if A is an eigenvalue of M , so is 1/A. If A is a complex eigenvalue of M, then
A* must also be one (because M  is a real m atrix).
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Consider the case in which N  ■= 1. If the symplectic matrix, M , has two real 
eigenvalues, then by the previously stated rules, one eigenvalue will have |Ai| >  1 and 
the other will have IA2 I =  l/ |A i| <  1. Such a pair is shown in Figure 2.8A and is the 
eigenvalue structure of a saddle. For complex A we have conjugate pairs, a similar pair 
is shown in Figure 2.8B. The only other possibilities are A =  1 or —1. If |A| =  1 , - 1  
then there is a degeneracy which corresponds to a shear flow of some type (Figure 2.8C 
illustrates the |A| =  1 case).
For iV =  2 we can have the cases above with the new possibility of quartets. The 
quartet that is shown in Figure 2.8D corresponds to swirling m ixture of expansion and 
contraction and is result of inverted complex conjugate pairs. The im portant thing to 
note here is that if we have growth in one direction, there will be decay in another a t the 
same rate, therefore, “volume” is preserved in the phase space.
B
D (N=2 only)
FIG. 2.8: Figure 2.8 shows the possible spectrum  for a symplectic m atrix, M .
Finally, let’s look in detail w hat a sample symplectic 2 x 2  m atrix looks like. This 
m atrix will be connected to the identity element of the group since we will use the expo­
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nential map to generate it from a generic element of the Lie algebra. For simplicity we 
stick to  iV =  1 and therefore, M  is a 2 x 2 matrix. A¥e generate the m atrix using the 
exponential map. We  begin with a general 2 x 2  symmectric matrix, S:
(
S  =
a b 
b d
(2.47)
Next, we multiply it by J :
J
/
0 -1  
1 0
(2.48)
To get the matrix, m  €  sp{2):
m =  J S
a
-b - d  ^
(2.49)
Notice th a t M J M  — J  implies th a t the det(AL) =  1 and therefore all unit determinant 
2 x 2  matrices are symplectic. Now we use the exponential map to get M  €  Sp{2):
I
M  ~  exp(eJS') =  ^
D cosh(eH) — 6 sinli(eD) —dsinh(eD) (2 50)
osinh(eD) T)cosh(eD) +  6sinh(eD)
where D =  -v/ — det(M ) =  y/b'  ^ — ad and e is a real constant param eter. We need to 
keep in mind the above properties; 1) det(M ) =  1 and 2) the eigenvalues must come in 
complex conjugate pairs, or A, 1/A (inverted) pairs. Property 1 is easily checked using the 
properties of the hyperbolic trigonometric functions. For property 2, we simply find the 
eigenvalues of M ,  which are:
A =  cosh(e£>) ±  sinh(eiA) — exp(±eD ). (2-51)
For 6^  >  ad, A comes in inverted pairs and for ad > 6 ,^ A comes in complex conjugate 
pairs. For the special cases of e =  0 or 6^  =  ad, the eigenvalues are degenerate at 1 and 
-1 respectively. Note th a t this is similar to a rotation ma.trix. Rotations are examples of 
symplectic transform ations.
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2.4 A ction-A ngle  Coordinates
A useful coordinate system for integrable Hamiltonian systems is known as action- 
angle coordinates [2, 12, 21] which we denote as {I, </>). In this section, we will focus only 
on simple two-dimensional systems. There are two reasons for this. First, visualizing 
action-angle coordinates and finding the appropriate coordinate tranform ation is simple 
in two-dimensions. Second, I will use action-angle coordinates only for two-dimensional 
systems in this dissertation.
We begin by considering an integrable Hamilontian system with Hamiltonian;
(2.52)
where g is the coordinate, p is the conjugate momentum, and V{q) is the potential. The 
phase space for this system will look similar to Figure 2.9.
FIG. 2.9: The phase space for (2.52).
Each curve in Figure 2.9 represents a level set of (2.52) with the value of H{p, q) = E  
on each level set, with E  € M.. We can then think of p as a dependent variable which 
depends on q and is parameterized by E.  The curves can be re-written as p =  p(g; E):
p = ± y j 2 m { E - V { q ) ) . (2.53)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
49
Notice that this is multivalued. We would now like to canonically transform to  a set of 
coordinates (I, (p) where I  labels the level set and 4> denotes the position on th a t curve. 
These coordinates are action(I)-angle(<;6) coordinates. But, what do the equations of 
motion look like? Before describing the transformation explicitly, we develop a heuristic 
argument of what the equations of motion must look like.
Suppose our Hamiltonian transform s to H (p, q) = H  {I, p ) . We know th a t without 
external forcing we can not jum p from curve to curve in the phase space (this would 
violate conservation of energy). Since I  denotes the level set the trajectory is on, this 
variable will not to change with time. Further, since we are making a canonical coordinate 
transform ation we expect:
However, since we cannot jum p from curve to curve: 1 = 0. Hence, we see th a t the 
Hamiltonian does not depend on cp, the angular variable. Further, because I  is constant:
d H
(p — = constant. (2.55)
The angle variable, evolves linearly in time. The equations of motion become:
/  =  0 ,
^  (2.56)
with a phase space flow as illustrated in Figure 2.10.
We now ask: how does one transform  from (p, q) to ( /, p)? This is done by noting tha t 
two-dimensional canonical coordinate tranform ations preserve area in the phase space. 
Figure 2.11 illustrates this for the particular case where the area is tha t enclosed within 
the level set of energy, E.
In Figure 2.11, the areas Ai  =  A -2 because we are performing a canonical coordinate 
transformation. Recall that canonical transform ations presei-ve the symplectic 2-form and 
which in two dimensions is equivalent to the area in phase space. In (p, g)-space (top) we
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2n
FIG. 2.10: The phase spaee in action-angle coordinates.
can calculate the area to be {where the integral is taken along the curve in the sense of 
the arrows of Figure 2.11):
Al  — ^  dp A dq,
Ai  = - 2  f  p{q] E)dq,  
J 01
(2.57)
'9 1
rq2
Ai  = - 2  d q ^ 2 m { E  -  V{q)).
J g i
In ( /,  (^)-space:
^2 =  27t/ .  (2.58)
We can equate these areas to obtain the formula for I:
I f 9 2  _^_____________________
I  = -  d q i /2 m { E  - V { q ) ) .  (2.59)
Jqi
This gives I  = I{E) ,  we can invert this relation to get H  =  H{I) .  To find cp we develop 
the generating function [2]:
92
91
Then <p is found to be:
p{q, I)dq = S{q, I).
d r
(2.60)
(2.61)
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\ ( E )
FIG. 2.11: The areas Ai, A2 are equal due to the canonical coordinate transformation.
Typically, action-angle coordinates are not global. In other words, the same set of 
action-angle coordinates cannot be used all through-out the phase space. The regions of 
differing action-angle coordinates are divided by separatricies. Action-angle coordinates 
can be used in the regions of the phase space where the level sets of the integrals of motion 
are compact (the closed curves in Figure 2.9). The major advantage to  action-angle vai’i- 
ables is that they simplify the equations of motion dramatically. In fact, they reduce the 
solution of the evolution equations to  quadrature. Here lies the “solvability” of integrable 
Hamiltonian systems. For a very readable introduction to action-angle coordinates, the 
interested reader should consult [21].
2.5 T h e  N onlinear Schrodinger equation
In this section, we will study some of the theory behind the nonlinear Schrodinger 
equation (NLS). In this section, we will only scratch the surface of what is a very deep 
theory. For more information, the interested reader is directed to [22, 23, 24].
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As mentioned in Chapter 1, the NLS:
iqt +  +  2|gpg =  0, (2.62)
is an integrable Hamiltonian system. In this section, we will discuss the Hamiltonian 
structure of (2.62). The “phase space variables” for the NLS are the fields (g*,g)- Here 
q* is analogous to the the conjugate momentum. The phase space is the set of all such 
functions which are C°°. In general, the field, g, can be w ritten as:
CO
q{x,t) = ^  Unit) exp{27rinx/ L ) . (2.63)
n = — OO
Hence, we see th a t the phase space is infinite-dimensional as each exponential term  defines 
a “basis direction” .
The Hamiltonian for the NLS is:
fXo+L
H[q] =  /  (|g|^ -  \qx?)dx, (2.64)
we will set the boxsize L =  1. The NLS can be obtained from (2.64) in a method similar 
to Ham ilton’s equations using a functional derivative:
6H
(2.65)
We can define the functional derivative by considering some functional, F[u{x)]:
F[u, u^, u^.^,...] =  j  dxf{u{x) ,  u^{x) ,u„{x) ,  ■ ■ •)• (2.66)
W here F  operates on the entire function of u{x).  The function u{x)  is analogous to the 
vector X in a vector function g(x). Next we can ask how F  changes when we perturb its 
argument in some direction, s(x):
F[u{x) -f es(x)] == J  dxf{u{x)  +  es(x)),
= J d x  (^f{u{x)) -f e^\u{^)s{x)  + O (e^)j , (2.67)
= F [ u { x ) ]  + € j  ^ U(.^)5(x) +  0(e^).
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We can compute the functional derivative using Newton’s formula;
de
Therefore, substituting (2.67) into (2.68) gives:
dF[u +  es] f X O + l  § p
=  /  d x — ~ - s { x ) .  (2.69)
6=0 i.^0de
Hence, we see tha t the functional derivative is the kernal of the operator acting linearly 
on s{x).
Now we can derive the NLS from its Hamiltonian. We begin by perturbing the 
Hamiltonian in some direction ^(a:):
H[q +  es] =  [  dx{{q +  esf(q*  +  es*) -  +  es.:c){ql +  ^4)))
Jo
=  H[q\ +  dx{{qxx +  2|g|^g)5* +  (g*,^ .. +  2|gpg*)s) +  O(e^).
Hence we can compute the functional derivative of H:
SH
q = - i j ^  = qxx + 2\q\^q. (2.71)
Further, the symplectic 2-form (see Chapter 2) can be w ritten as [25];
(2.70)
u;(2)
f^o+L
= dq A dq*dx, (2.72)
Jxci
where “A” is the wedge product.
Due to the integrable Hamiltonian nature of the NLS, its phase space has embedded 
within it invariant M -tori {M = 1 , 2 , 3 , . . .  <  oo). We will see th a t by (brutally) truncating 
the series, (2.63), at rr =  1,2 we can produce a finite-dimensional system which will retain 
the integrable Hamiltonian nature of the full infinite-dimensional system. These truncated 
systems will also have many of the same properties as the full PD F such as the plane wave 
instability.
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Next, we will dem onstrate the plane wave instability of the NLS. This will follow 
th a t done in [16]. The “plane wave” solution is, go =  We begin by perturbing the
plane wave solution in the following manner:
q{x, t) =  (2.73)
where e, Ai ,  A 2 £ R  with e -C 1 and (p ^  exp{ikx — iQt) with k G~R and fl €  C. We plug 
this into the NLS and linearize to  get:
[(2a^ +  fi -  k^)(j) + 2aV *]^ i +  [(2o^ -  12* -  k^ )(f>* +  2a^(j)]A2 =  0,
(2.74)
[(2a^ +  Q* -  k ^ ) f  +  2a (^f)]Ai +  [(2a^ -  Q -  k^ )4> +  2 aV * ]^  =  0,
where the second equation is the complex conjugate of the first. Non-trival solutions 
to (2.74) occur only if the determ inant of the coefficients is zero. Upon solving for the 
determinant, we obtain:
n  = ± k V k ^  -  4aL (2.75)
Hence, we see th a t plane waves are modulationally unstable when k < 2a. The solution 
^g2i.a^ t exponentially fast from (2.73).
2.6 Conclusions
The ideas presented in this chapter are meant to  be a m athem atical framework for 
the following chapters and as a primer for the subject of symplectic geometry. The 
knowledge of symplectic manifolds and Lie groups is certainly not a prerequisite to  solve 
many everyday physics problems. However, understanding these ideas gives one a deeper 
appreciation for the theory behind the m athem atical machinery we use each day. In 
the following chapters, I will apply this m aterial to the development and evaluation of 
dissipative and conservative controllers for nonlinear physical systems.
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C H A P T E R  3 
Introduction  to  B ifurcation  T heory  
and N orm al Form A nalysis
In this chapter, I will outline some of the basic ideas of bifurcation theoiy and normal 
form analysis. Like Chapter 2, this is a review chapter and much of the work in this chapter 
is not new. One exception is the Mathematica normal form algorithm presented in this 
chapter. I wrote this program in Mathematica due to the lack of availability of such a 
code in the literature. The code appears in Appendix A, but applications of this code 
appear throughout this dissertation.
There are many outstanding texts in the subjects of bifurcation theory and normal 
form analysis. One very readable text is [10] which gives a  gentle introducation to bifur­
cation theory and nonlinear dyanmics with several examples from a large variety of fields. 
A more advanced text is [26]. While [26] is more advanced, it is still very readable and 
covers many of the topics in [10] but more in depth. Most im portantly (at least to this 
disseration) [26] gives an excellent introduction to normal form analysis. The presentation 
of normal form theory in this dissertation comes largely from [26]. Finally, for the more 
advanced reader, I would recommend [27]. This covers many of the topics in both [10]
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and [26], but focuses more on the mathematics. W hile I am not attem pting to  improve 
upon any of these texts, I present this information here only to keep my dissertation as 
self-contained as possible.
3.1 The Basics
In this section, I will review many of the basic tools and concepts used in nonlinear 
dynamics. I will study both one and two-dimensional dynamical systems and make some 
comments on higher-dimensional systems. In particular, I will cover the different types 
of fixed points which can occur in each case as well as linear stability analysis. Much of 
this material comes from [10].
3.1.1 One-Dimensional Dynamical Systems
Consider the one-dimensional dynamical system:
x = f { x ) ,  (3.1)
where x £ R  and /  : R —^ R. We adopt the conventional notation:
i  =  (3.2)
We say the point, x^, is a fixed point  (or critical point) if f i x f i  — 0. Consider the system,
X =  4 — x^. (3.3)
Figure 3.1 is a plot of (3.3). By setting the left hand side of (3.3) to zero, we can find the
fixed points to be x^ = i 2 .
By understanding the sign of /  near the fixed points, x^, we ca,n determine their
stability. This is illustrated in Figure 3.2. From Figure 3.2, we see th a t /  is positive (x
increases as x increases) when — 2 < x <  2, and /  is negative when jxj >  2 (x decreases
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- X
FIG. 3.1: A plot of (3.3).
when X increases beyond ±2). Hence the point, 2: =  2, is a stable fixed point. Because /
is negative for x < - 2 ,  the point x =  - 2  is an unstable fixed point.
We can also gain insight by performing a perturbation about our fixed point, x(t)  =
Xc +  Sx(f),  where 5 <C 1. We insert the perturbation into (3.1) to get:
Sx = f ( x c  + Sx) 
«  f (xc)  +  Sx ■£dx
+  0(Sx^
■Xc
»  6 x - f { x c ) ,
where f { x c )  € R. We can immediately solve the truncated equation to  find:
5x(t) =
(3.4)
(3.5)
We find th a t if f '{xc) > 0, then the perturbation gets larger and larger as time progresses, 
and we say tha t Xc is a linearly unstable fixed point. If on the other hand, f { x c )  < 0, then 
we see that the perturbation decays to zero and we say the point is a  linearly stable 
fixed point.
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f<0
FIG. 3.2: The flow of (3.3).
Going back to our example (3.3):
f ' { x )  =  - 2 x .  (3.6)
Immediately, we see the point x =  2 is a stable fixed point and the point x =  — 2 is 
an unstable fixed point. One-dimensional systems have very simple dynamics. The only 
structures allowed in their phase space are fixed points. The next system we will discuss 
has much more interesting dynamics and can allow for oscillations, for example.
3.1.2 Two-Dimensional Dynamical Systems
The dynamics in two-dimensional systems can be much more complicated than  in 
one-dimensional systems. They can have a variety of fixed points of different types and 
structures called limit cycles, which are closed orbits in the phase space. In this section, 
we will only focus on fixed points because tha t is most relevant to the  work presented in 
this dissertation. The reader interested in limit cycles should consult Chapter 7 of [10] 
for an introduciton.
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We begin with the two-dimensional system;
y).
g{x,y), (3.7)
where x, ^ G M and / ,  ^ > R. A fixed point is a point, (xc, yc)^ such that: f{xc,  Vc) — 0
and g{xc,yc) =  0- We can then linearize the system about the fixed point by inserting 
X = Xe + eu and y = yc + ev into (3.7), where e <C 1. L et’s look at the x  equation from 
(3.7);
eu =  f{xc  +  eu, ye +  ev)
f { ^ c ,  Vc) +
d f  d f  2xeu-r— h — h 0 (e  ),
ox  ay
(3.8)
where all derivatives are evalua.ted a t the point {xc, Vc)- By truncating to first order in r], 
we obtain the linear system;
f i f
(3.9)d f  d fu  =  u —  -f V — . 
ax  oy
Similarly, for the y equation;
dg , dg
V =  U — + V — .
ox  oy
(3.10)
The linearized system can be w ritten in m atrix form;
di  ^  
dx  dy
\
2s. 2l
y  Bx By f
( \
(3.11)
where the m atrix in (3.11) is the Jacobian of the coordinate tranform ation at the point 
(xcVc)- For compactness, we will write (3.11) as:
u =  Au (3.12)
where A  is the Jacobian m atrix  which is time independent because /  and g are time 
independent.
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Just as in the one-dimensional system, we can extract stability information from
(3.10). Because A  is time-independent, we look for special solutions in the form of:
u{t) =  e^*w, (3.13)
where w  is a two-dimensional vector. By substituting this into (3.12), we obtain:
j4w  =  Aw. (3-14)
Now we see th a t we have an eigenvalue problem, where A is an eigenvalue of A  and w  
is an eigenvector of A.  We then compute the eigenvalues (Ai and A2 ) and eigenvectors 
(w i and W2 ) of A  and we know from elementary ordinary differential equations tha t the 
solution takes the form:
u(t) =  cie^^*wi + C2e^^*W2 , (3.15)
so long as Wi is linearly independent from W2 .
This solution gives a  lot of information. The eigenvalue, Aj, gives the stability of 
the solution Wj. Let’s begin by considering the case of A, G R. If Aj >  0 then the eigen- 
direction Wj is unstable. Likewise, Aj <  0 gives a stable eigen-direction. A particular fixed 
point can have A’s of various signs. A fixed point whose eigenvalues are all negative (all 
eigen-directions are stable) is known as a node. Figure 3.3A illustrates a node. The area 
of phase space tha t contains intial conditions tha t a ttrac t to the node is known as tha t 
node’s basin of  attraction. If a fixed point has one positive and one negative eignenvalue, 
one stable and one unstable eigen-direction, then it is called a saddle point. An example
of a saddle point is illustrated in Figure 3.3B. Finally, a fixed point tha t has all positive
eigenvalues (all eigen-directions are unstable) is known as a source, (not illustrated).
The dynamics, however, get interesting when Aj’s are complex. Because A is a real 
2 x 2  matrix, the eigenvalues must come in complex conjugate pairs. If Aj =  ±i/3, then 
the solution looks like:
u{t) =  cie’'^^wi -f C2e“®^‘w2, (3.16)
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<>-
FIG. 3.3: Illustration of a node (A) and a saddle (B).
where ca =  cl and wa =  w^. Equation (3.16) describes an oscillation about the fixed 
point. This is known as a center and is illustrated in Figure 3.4A. If a fixed point is a 
center, nearby initial conditions neither a ttrac t to  it or repel away. The eigenvalues can 
also be of the form: a  ±  i(3. In this case the solution is of the form:
u{t) =  +  C2e-*^'w2), (3.17)
where Ca =  c\ and wa =  w |. Such eigenvalues describe a growing or decaying oscillation 
depending on the sign of a . If o; >  0 then the ocillation is growing and the point is known 
as an unstable spiral. If a  < 0, then it is decaying and the point is known as a stable 
spiral (shown in Figure 3.4B). Table 3.1.2 summarizes the classification of each type of 
fixed point.
Before moving on, let’s approach the problem of solving (3.12) in a different way. 
Here, we will perform a coordinate tranform ation on u  th a t diagonalizes A. This will give 
us insight into the solution of (3.12) when Wx and W2 ai'e linearly dependent.
We begin by studying the case where w i is linearly independent of W2 . F irst, we
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Type ai 0-2 l3
Node 
Repellor 
Saddle 
Center 
Stable Spiral 
Unstable Spiral
a i  <  0
Ql >  0 
o i >  0
« i — 0 
Oi <  0 
cti >  0
0:2  <  0 
0(2 > 0 
02 < 0 
02 = 0 
02 <  0 
02 >  0
0
0
0
non-zero
non-zero
non-zero
TABLE 3.1; Classification of fixed points with eigenvalues Xi = ai ±  ifS
make the coordinate transformation u  =  Rv.  The columns of R  are the eigenvectors of A.  
The matrix, R,  is invertibile if and only if the eigenvectors of A  are linearly indepenent. 
The dynamics (3.12) then becomes;
V =  R ^ ^ A R v ,
=  D v ,
where;
(3.18)
V 0 A,
(3.19)
/
and Ai, A2 are the eigenvalues of A.  Hence our coordinate transform ation diagonalizes A.  
In this coordinate system, the solution (after exponentiating D)  is;
 ^  ^ 0 \ i U:(0) \
(3.20)
\ 0 /
ui(
^^2 (0 ) y
Hence, our new coordinate transform ation, v, casts our dynamics in the simplest form. 
By simplest form, we mean th a t there are as few linear terms as possible in the dynamics 
{i.e. few, if any, terms off of the diagonal).
Next, we consider the case where A  is non-dia.gonalizable, w j and wg are linearly 
dependent. In this case the eigenvalues are degenerate and the eigenvectors are parallel. 
As we will see in later chapters, such a case generically occurs in the control of integrable 
Hamiltonian systems. We can not diagonalize A,  however, we can always cast it into
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FIG. 3.4: Illustration of a  center (A), and a stable spiral (B).
Jordan canonical form, where the only non-zero terms are the main diagonals and the 
diagonal adjacent to the main diagonal. We will then perform our coordinate transfor­
mation; u  =  R v  such tha t the matrix, R,  casts A  into Jordan form:
D = R - ^ A R
0 Ai
(3.21)
/
and our new dynamics are: v  =  D'v.  We can find the solution to this system of equations 
by exponentiating the D  matrix:
 ^ T.pr^" ? ) i i u i
(3.22)
\
0 /
ui(0)
«2(0)
If Ai <  0, we have a  stable node, however, the new term  in (3.22), represents a
phenomena known as transient amplification. This will be discussed in Chapter 4.
The eigen-directions are also known as eigenspaces. W hile the eigenspaces in two- 
dimensions are simple, if eigenvalues are real, one can imagine th a t they get quite non­
trivial in higher dimensions. For pairs of complex eigenvalues, the eigenspace is defined
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as the real space spanned by wx and W2 =  w j. Eigenspaces come in three varieties; 
stable, unstable, and center, and are denoted E®, and (respectively). The type 
of eigenspace depends on the eigenvalue associated with it. Tangent to the eigenspace 
is special structure known as the manifold, W ,  associated with th a t space. The mani­
folds also come in three varieties: stable, unstable, and center. The manifolds have the 
same stability as their eigenspaces and are denoted: bk®, and (respectively). 
Trajectories th a t within along the stable manifold approach the fixed point a.s t 0 0 . 
Trajectories on the unstable manifold move away from the fixed point. We also say that 
they approach the fixed point as t  ^ —0 0 . Trajectories on the center manifold neither 
repel or a ttract. For a saddle, and W® are curves whose tangent vectors at the fixed 
point are the eigenvectors in E'^ and E® respectively. It is im portant to visualize the sta­
ble and unstable manifolds of saddles to get a complete understanding of the dynamics. 
However, the only way to do this is to integrate the system of interest. To obtain the 
unstable manifold, simply integrate the system forward in tim e with an intial condition 
very close to the fixed point. Similarly, to obtain the stable manifold, integrate the system 
backwards in tim e at an initial condition close to the fixed point of interest.
Now le t’s consider an example so tha t we may visualize some of these concepts a 
little better. Consider the system:
X =  4 —
y = - y -  (3.23)
The system (3.23) has fixed points at: {xcVc) ~  (±2,0) .  We begin by linearizing the
system about the point (xc, Pc) =  (2,0) using:
X =  2 +  e u ,
y = ev. (3.24)
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Subsituting this into (3.23) gives:
u  =  —2u
V =  — V.  (3.25)
Thus, our Jacobian m atrix becomes:
( - 2  0 \
(3.26)An
\  “ - V
and we can immediatly see the eigenvalues to be: A — —1, —2. Therefore, the point (2,0) 
is a node,.hence the subscript, n. Now, let’s look at the point (—2,0).  By following the 
same procedure, we find the Jacobian m atrix to  be:
\
(3.27)
2 0
A
Again, we can immediately find the eigenvalues to be 2 and —1. Hence, the point (—2,0) 
is a saddle point, hence the subscript, s. We can then find the approriate manifolds for the 
saddle and node by integrating (3.23). Figure 3.5 illustrates the phase plane for (3.23).
In Figure 3.5, we see the two fixed points, S  and iV, the saddle and node respectively. 
We also see the stable and unstable manifolds of the saddle as well (IF^, W'“ respectively). 
Notice how one piece of the unstable manifold of the saddle connects to a stable manifold 
of the node. This is known as a saddle-sink connection. One of the most im portant 
things to note in Figure 3.5 is th a t trajectories to  the left of do not a ttrac t to  the 
node. They remain on the left side of IF" and go to infinity in the x-direction. The 
region in which trajectories a ttrac t to the node is called the basin of attraction for tha t 
node. The stable manifold of the saddle, IF®, marks off the basin boundary. Hence the 
visualization of stable manifolds is im portant so th a t one can know the basin of attraction 
for a pai'ticular node.
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FIG. 3.5: Illustration of the phase space of (3.23).
3.1.3 Higher Dimensional Systems
Systems with dimension higher than  two can display very complicated behavior. Once 
the dimension is three or greater, chaos can occur. The analysis for the fixed points in 
higher dimensional systems is done similarly as presented for the two-dimensional case. 
The m ajor differences are the size of the m atrix one must compute and the varieties of 
behavior possible. Also, the stable and unstable manifolds may be surfaces instead of 
lines. Fixed points may be stable in some dimensions and unstable in another. As we will 
see in this dissertation, as the number of dimensions for a system increases, so does the 
potential for very complex behavior.
There is an im portant methodology to  nonlinear dynamics that should be mentioned 
here. A thorough study of a dynamical systems begins with finding all of the fixed points
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of the system. Once the fixed points ai'e found, each point should be classified. After 
understanding the stability of the points, a study of the stable, unstable, and center 
manifolds for each point should be done. In this way, one can begin to get a picture of 
the phase space for the system. The phase space describes all possible behaviors that the 
system may possess.
In the next section I will discuss a powerful tool used to simplify the analysis of 
dynamical systems, normal form analysis.
3.2 Norm al Form  A nalysis
Consider the following ODE:
X =  F(x), (3.28)
where x G and F is a vector function acting on x. Suppose we wish to perform the 
following coordinate transformation:
X =  g(y), (3.29)
where g is smooth and invertible. Our new dynamics is then:
y  =  M-^(y)F(g(y)) =  G(y), (3.30)
where the matrix, is the inverse of the Jacobian of the transform ation. This is how 
our dynamics transforms under a general coordinate transform ation. Now suppose we 
wish to simplify our original system of equations using coordinate transformations. The
systematic simplification of ODEs or P D E ’s using near-identity transform ations is known
as normal form analysis.
The simplification of dynamical systems via changes of dependent variables {i.e. 
coordinate transformations on the phase space) is an im portant endeavor. We have already 
discussed the most basic tool for simplification, linearization. We now consider the effects
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of the nonlineax terms. Typically, only a few of those nonlinear terms contribute to the 
topology of the phase space locally about th a t point. Normal form analysis provides 
a way of identifying which nonlinear term s are im portant to the topology of the phase 
space about a fixed point. The im portant nonlinear terms are known as resonant terms. 
The elimination of the non-resonant term s is done through a sequence of nonlinear near­
identity transformations. Although the transform ations are nonlinear, finding the proper 
transform ation turns out to require the solution of a sequence of linear problems. One 
of the  most astonishing results from normal form analysis is th a t the simplified linear 
dynamics about the fixed point completely determines the nonlinear resonant terms.
There is a wide literature on normal form analysis. The interested reader should 
consult [26, 27] for more information. In [28], Holmes provides an excellent review of 
normal form analysis and works through computing the normal form of a system from 
aeronautical engineering. This presentation parallels that done in [26], except th a t I will 
keep track of some of the higher order term s th a t [26] neglects. In Appendix A, we 
present a Mathematica algorithm which can be used to compute the resonant terms of a 
dynamical system. This algorithm mirrors the m ethod presented below.
3.2.1 Computation of the Normal Form of a Dynamical System
We begin by looking at the A"-dimensional dynamical system:
w  =  G (w ), (3.31)
where w  G and G  ; R ^ . Suppose the system (3.31) has a fixed point, The
first step is to change coordinates so th a t the fixed point, Wc, is a t the origin.
w  =  W(. -b X (3.32)
Next, we insert (3.32) into (3.31) and Taylor expand in powers of x:
X =  A x -f  f2 (x) +  fs(x) 4 - - (3.33)
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Wliere A  is an x m atrix with constant coefHcients and fj is a vector function of x  
which contains only term s of 0 ( |x |’), |x |’' =  with i = Ui + . . .  + njv. Now
it is tim e to begin the simplification! The first order of business is to simplify A  as much 
as possible. To do this, we will find a matrix, R,  which will put A  into Jordan canonical 
form, A, under a similarity transformation.
A =  R - ^ A R  (3.34)
Then the coordinates, x, transform like;
X =  R.y (3.35)
As we know, similarity transformations preserve the eigenvalues, hence, the stability char­
acteristics are not changed. Applying R, to (3.33),
R~^x =  R -^A R y +  i?“ ^f2 (i?y) +  R -% (R y ) +  ■■.. (3.36)
We can re-write this as;
y  =  Ay +  F 2 (y) +  F 3 (y) +  . . . ,  (3.37)
W here F i(y ) are nonlinear polynomials of y  of 0 (|y |* ) and Fj =  R^^fi. Next, we perform 
a near-identity transformation to attem pt to eliminate as many second order term s as 
possible:
y  i-H’ z +  h 2 (z), (3.38)
where h2 is the most general form of a polynomial of 0 (|zp). At this point, h2(z) is 
unknown. By a proper choice of the terms of A2 , we can eliminate as many term s from F 2 
as possible. This transform ation will modify terms 0 ( |z |^ )  and higher. W hen performing 
a ‘generic analysis’, one need not worry about computing the modified coefficients. Typi­
cally the goal of a generic analysis is only to identify the resonant terms. However, when 
performing a ‘particular analysis’, the coefficients m ust be computed. W hen using this
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substitution in (3.37) the left hand side becomes:
y  -  (1 +  Vh2)z. (3.39)
Note tha t (1 +  V h 2 ) is the  Jacobian of the near identity transform ation and V h 2 is linear
in z. We can expand the inverse of the Jacobian:
(1 +  Vhz)-^ =  1 -  Vhs +  (Vha)^ +  . . . ,  (3.40)
where 1 is the N  x  N  identity matrix. The right hand side of (3.37) is:
A(z +  hi2(z)) +  Fa(z +  h 2 (z)) +  Fs(z +  h 2 (z)) +  . . .  (3.41)
By equating (3.39) and (3.41) and keeping only the 0 ( |x |^ )  terms, we get:
z =  Az — \ 7h 2Az +  Ah2 (z) +  F 2 (z) +  F 3 (z) +  . . . ,  (3.42)
where:
with,
Az =  0(|z|),
-VhaAz + Ah2 (z) + Fs(z) =  0(|zp), ( 3 . 4 3 )
F 3 (z) =  0(|zp),
F 3 ( z )  =  Fs(z) +  ha ■ VFa(z) -  Vh 2 F 2 (z) +  (Vh 2 )^Az -  Vh 2 Ah2 (z). ( 3 . 4 4 )
Note tha t by performing a near-identity transformation at quadratic order, we have 
changed the third order (and higher) terms.
Let’s pause a moment to inspect the 0 ( |z p )  terms:
—\ 7h 2A z  +  A h 2 ( z )  +  F 2 ( z )  ( 3 . 4 5 )
The vector function, h 2 (z), is to be chosen so that it simplifies the second order terms.
In other words, cancel as many terms in F 2 as possible. The best we can hope for is th a t
we can choose h 2 such that:
F 2 ( z )  =  V h 2 A z  — A h 2 ,  ( 3 . 4 6 )
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then all the second oi’der terms would cancel and the nonlinea,rities would be pushed to 
th ird  order. However, this generally cannot be done and there will be some left over 
second order term s denoted, F j. The question now is: “How do I choose h -2 in such a way 
tha t it will cancel as many of the terms in F 2 as possible?”
The right hand side of (3.46) may look familiar. If I re-write it in the form,
F s =  VhaAz -  (VAzjha (3.47)
you can see th a t the right hand side is just a Lie Bracket (see Chapter 2). This is a special 
Lie bracket which has one of its arguments fixed (Az). Hence, we can think of it as a 
linear operator on the vector ha. I stated earlier th a t by a good choice of h-2 , you can 
eliminate many (if not all) term s in F 2 . Let’s re-write (3.47) in bracket notation:
F 2 =  [h2 ,Az] =  L f ( h 2 ). (3.48)
By fixing Az, we can view the Lie bracket as a linear operator acting on H 2 , the space of 
second order vector monomials, of which h 2 is a member. Note that : H 2 H 2 . Since 
we have identified the space on which operates and since we know : H 2 H 2 , by 
choosing a basis we can put into a m atrix form. I will elaborate more on this later. 
If the equality (3.47) holds, then we can eliminate all of the second order term s with a 
proper choice of h 2 . Generically, this is not the case and, therefore, some of the terms in 
F 2 lie in the nullspace of These ai'e the resonant terms.
Our problem reduces to solving:
i f  hs =  F 2 ~  c, (3.49)
where c is the part of F 2 which is in the nullspace of i f . The elements of c are those 
elements of F 2 th a t cannot be eliminated by a proper choice of I1 2 . Hence, the elements of c 
are the resonant terms of F 2 , F j. Below, I will discuss how to find a m atrix representation 
of i f  so th a t we may perform calculations to  find c and li2 . For now let’s suppose we 
know the m atrix representation of i f .
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
72
Suppose th a t we have calculated the h.2 which eliminates all but the resonant terms 
of F 2 . We insert this choice of h 2 into (3.42) to get:
z =  Az +  F 2’'(z) +  F 3 (z) +  . . . ,  (3.50)
where F 2^(z) contains the terms of F 2 which correspond to the elements of c, the nullspace 
of L f .
Next, we begin to simplify the th ird  order terms. We perform a new near-identity 
transformation:
z =  a - l-h 3 (a), (3.51)
where hs contains all possible term s of 0(|a|®). The dynamics are now:
a  =  Aa +  F 3 (a) — \ 7ii3Aa +  AI13 -1- F 4 (a) +  . . . .  (3.52)
The near identity transformation changes terms of 0 ( |a |^ )  and higher. Notice tha t the Lie 
bracket, —V hsA a +  Ahs, appears again when it comes time to eliminate the third-order 
terms. The Lie bracket will occur at each order. Hence, simplifying the dynamics at 
each order boils down to solving the operator equation, L^'^(hj) =  F^. We can choose the 
nonlinear near-identity transformation th a t simplifies our system by solving a problem 
from linear algebra!
Returning to our system, once the resonant third-order term s are found, we are left 
with:
a  =  Aa -f F 2 (a) -f- Fg(a) -f F 4 (a) +  . . . ,  (3.53)
where all th a t remains are the resonant third order terms, found by examining the 
nullspace of which now acts on H^, the vector space of th ird  order monomials.
We see th a t computing the normal form of a  system is equivalent to solving a linear 
operator equation, F,; =  l/j(^(hj). The operator, L a , acts on the vector space of order 
monomials. W hat remains to be seen is how to put in a m atrix representation so tha t 
we can do some calculations.
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The Vector Space, Hi
We begin by describing the space, H 2 , the vector space that ha and Fa live in. This 
space contains all iV-tuples of monomials of quadratic order in our variables. The basis 
of H 2 will be formed by taking the product of the standard basis of and monomials 
of degree 2 . So for a two-dimensional system, a basis for H 2 is:
/
64
/  a / X1X2
r  j
( \ ( 00 0
= , 65 =
 ^ / X1X2
63 —
0
(3.54)
(3.55)
This is sometimes called the Space o f  Vector- Valued Monomials of Degree 2. This can be 
generalized to any degree k by starting  with a basis of and taking the product with 
monomials:
k
.. X mk\
i = l
W here N  is the dimension of the dynamical system and k  is the order of the nonlinear 
terms which you are interested in simplifying. Note th a t the dirn{Hi) grows rapidly.
( 2 ’)M atrix R epresentation of L \
A special Lie bracket occurs when one of the arguments is Ax, we call this Lie bracket, 
I/A- While typically, we think of the Lie bracket as an operator which takes two tangent 
vectors and produces another one, by fixing one of the input vectors, we can th ink of 
the Lie bracket as operating on a single vector. The operator, is special in th a t it 
leaves the order of the operand invariant. In otherwords, : Hi —> Hi. Hence we can 
generate the m atrix representation of by allowing it to operate on basis vectors of H i . 
Because A ?  leaves the order of the operand invariant for each order of vector monomials,
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the m atrix of all , L,
L a
is a block diagonal m atrix where ( -^a ) — L' l^^  for i — j  and is zero otherwise. Note th a t
V /  i j
=  A.
Below, I dem onstrate an example of this using H 2 - Suppose the  vector h  €  i?2 - 
Hence, h  is a vector valued function of quadratic order. Consider the basis of H2 in the 
example from the above section. We can wnite h  as:
H 2
V  • J
(3.56)
 ^ h ix \  +  h2XiX2 +  hzxl  ^
&=i h^xl + hzXiX2 +  heXj
(3.57)
We can also summarize this as the six-dimensional vector:
C C
h
hi
h-5
(3.58)
\ h e  j
We let the  Lie bracket operate on all the basis elements of i?2  and then re-expand on 
the basis as dem onstrated above to form new column vectors. For example le t’s construct 
the matrix representation of :^
A
7  6
(3.59)
We will consider the second order terms, and therefore allow to act on the basis
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vectors above. An example of this calculation on ei is: 
=  VeiAx. -  Aei,
2xi 0
0 0
ax(  +  2 px iX 2
a  /? 
7  (5
i f  (ft) =
(3.60)
(3.61)
We can then rewrite this into the given basis:
/  a  ^
2/?
0 
0 
0 
0
\  0  /
We operate on each basis element forming five more vectors. We form the Lie 
operator m atrix by appending all of the new column vectors. Because we choose to use 
column vectors, the nullspace which we will be interested in is the set of vectors which 
are left eigenvectors with eigenvalue zero (i.e. vectors which are not in the span of the 
column space of ). The easiest way of seeing how this process is done is by example.
3.2.2 An Exam ple of a Normal Form Calculation
Here I will present an illustrative example of normal form analysis. The core of this 
example is developed in [26]. Consider the two-dimensional system:
X — y + 4-
y — Axy +  7x^. (3.62)
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We wish to find the normal form of the system about the origin (a fixed point). We will 
focus on computing the normal form to quadratic order. The system can be re-written to 
be:
/  . \
X
\ y  /
y o  o y
\
y
-h
/
/  ,  5 \3x +  6y 
^ Axy +  ly^ j
(3.63)
We see that the linear matrix term  is already in Jordan form:
A
0 0
(3.64)
/
Because we are interested in the quadratic order of a two-dimensional system, our space, 
H 2 , is the one listed as the example in Section 3.2.1. We now compute the Lie bracket 
the first basis element, ei =  (a;^,0 ), of H 2 :
f  £
This summarizes as:
V eiA x — Aei
2 x 0  
0 0
/  \xy
\  « /
V
2 6 2
0  1 
0  0
\  /  \X
■A ei
/  0  ^ 
2 
0 
0 
0
\  °  /
0 1 
0 0
(3.65)
(3.66)
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Again, we do this for each result and then we append the columns together to form the 
Lie matrix:
^ 0 0 0  - 1  0 0 ^
2 0 0 0 G O
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 2 0 0
0 0 0 0 1 0
We wish to compute the terms of F 2 which are im portant to the phase space of our system 
about the origin. These are the resonant terms. Recall from above tha t the resonant terms 
are the ones which cannot be eliminated by the equation I-A(h2 ) =  F 2 . If we cannot solve 
this linear operator equation, tha t means th a t some of the terms in F 2 are in the nullspace 
of L a(112). The resonant term s are those terms of F 2 th a t are in the nullspace of LA(h2 )- 
Let’s pause for a moment to recall some linear algebra. Consider the system of 
equations:
A x =  b, (3.68)
/
for now, suppose that x  and b are real W dimensional vectors and A is a real N  x  N  
matrix. If there exists some v  such th a t vA  =  0, then:
vA x
0
v b ,
vb.
(3.69)
If vb  ^  0, then there is no soution to (3.68). However, if we write, b =  bo +  bx, with 
vbo =  0, [i.e. bo € nullspace{A)), then there can be a solution to the system, A x =  bx  
This can be found by using the projector, P±, which projects to the complement of the
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nullspace of A:
Ax =  bo +  bj_, 
P_iAP±P±x = bx
This can be w ritten in block m atrix form as:
PxAP±  0 
0 0
\  /  \x±
/
(3.70)
By inverting the m atrix P xA P x,  we can solve for the elements of x  which are not in the 
nullspace of A, x x . We can continue this analogy to the normal form problem by relating 
to A, F j to b , and h^ , to x. Hence, we see that we can eliminate the terms, (F i)x, 
those terms of Fj that do not lie in the nullspace of .
Since we have a m atrix representation of we simply need to  find the nullspace
of tha t matrix. The null space vectors are those that are not in the span of the column 
space. Therefore, we find the left eigenvectors of zero for (3.67) to obtain the resonant 
terms. We choose left eigenvectors of zero because those are the one which cannot be 
obtained by linear combinations of the column vectors of The columns of are 
formed by having the Lie bracket operator act on basis elements of Therefore, vectors 
orthogonal to the columns of are in the nullspace of The left eigenvectors of 
zero are the transpose of the following vectors:
0  
0
0
1 
2
\ 0  J
/  0  ^
0  
0 
1 
0
w
(3.71)
These vectors are the basis vectors of the nullspace of (3.67). They correspond to  the
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nonlinear terms:
/  \  I n \
(3.72)
'
Thus, we identify these terms with those in (3.62) and we find the normal form (to 
quadratic order) to be:
X = y +
y = ^xy. (3.73)
In fact, one can create many different bases for the nullspace of (3.67) by taking the 
nullspace vectors I found and creating linear combintations of them  with basis vectors of 
the column space of (3.67). Another possibility is:
0 \
2Xy y
(3.74)
Then the normal form becomes:
X =  y,
y =  4xy +  7 x l  (3.75)
3.2.3 M athem atica  Algorithm
The Mathematica algorithm I developed for computing the  resonant terms of the 
normal forms appears in Appendix A. This algorithm was used in the computation 
of many of the normal forms which appear in this dissertation. W hile the example I 
demonstrated in the above section is simple, similar computations to higher order in higher 
dimensional systems quickly become unwieldly. For example, computing the resonant 
third order terms for a three-dimensional system require a Lie m atrix which is 30 x 30. 
A four-dimensional system to the same order requires an 80 x 80 Lie matrix. Finding the 
nullspaces of these matrices w ithout the aid of a computer is almost impossible. Further,
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when keying in such a matrix, typographical errors are bound to happen. The algorithm 
I developed eliminates th a t error. The only two inputs are the Jordan form of the linear 
dynamics about the fixed point of interest. There is also some adjustm ent that needs to 
be made on each run, such as the dimension of the system and the order of the term  that 
you want to simplify. The output of the code is the resonant terms in terms of the basis 
of the original system.
3.2.4 Normal Form Wrap-up
As you can see, normal form analysis is one m ethod of systematically simplifying 
dynamical systems. The normal form describes the dynamics about a fixed point. Those 
dynamics contain only the terms which are im portant to the topology of the phase space 
locally about a fixed point. The resonant terms are dictated solely by the linear dynamics. 
This can be seen by noting tha t the Lie bracket depends only on the A m atrix (the Jordan 
form of the linear dynamics). The normal form is a local description. One use for the 
normal form is to find other nearby local fixed points. Nonlinear systems typically have 
many nonlinear terms which make solving for other fixed points in the system difficult. 
The reduction to normal form leaves a much smaller number of nonlinear terms, so tha t 
finding other fixed points can be easier. Normal forms are also used to  study bifurcations 
(see below). If one is interested in computing the normal form for a particular bifurcation 
then the bifurcation param eters in the system must be at the critical values for the 
bifurcation to occur. The normal form is then computed at the critical values. To study 
the bifurcation, one then perturbs about those critical values. In the next section, 1 will 
dem onstrate this w ith a  bifurcation known as the saddle-node bifurcation.
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3.3 Saddle-Node Bifurcations
A bifurcation is a qualitative change in the dynamics of a system due to the change 
of one or more parameters in the system. The classic example is tha t of a beam which is 
experiencing a  compressive force, F^, a t each end [10]. Wlien the force is small, the beam 
is straight. This “staight-beam ” solution is stable, and one can think of this solution as 
a fixed point in the beam ’s state  space. Once the compressive force gets large enough 
the beam buckles. In terms of nonlinear dynamics, the “straight-beam ” solution becomes 
unstable and the “buckled-beam” solution becomes a new stable fixed point. For an 
illustration of this see Figure 3.6.
B
FIG. 3.6: The compressive force increases and causes the beam to buckle.
There are many different types of bifurcations. Some bifurcations occur when a fixed
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point changes stability. O ther times two or more fixed points collide as various parameters 
are changed. The points can collide and disappear from the phase space altogether. An 
example of this type of bifurcation is known as the saddle-node bifurcation. In saddle- 
node bifurcations, a saddle point and a node collide and disappear from the phase plane 
(the fixed points become complex). This an im portant type of bifurcation in terms of 
control. In the next chapter, where we condsider nonlinear control, a control “target” 
will be a node in the phase space of a system. As we have seen, any saddle points tha t 
are nearby will determine the basin of a ttraction for tha t node. Knowing the param eter 
values for which the saddle-node bifurcation occurs is critical. If the node is not present 
(due to the bifurcation), control cannot be obtained.
In this section, I will illustrate three different types of saddle-node bifurcations. The 
first type is the one-dimensional saddle-node bifurcation. The second is a two-dimensional 
non-degenerate saddle-node bifurcation. The third type will be the degenerate saddle- 
node bifurcation. The degenerate saddle-node bifurcation is vital to undertanding the 
controller of integrable Hamiltonian systems which will be presented in Chapter 4.
3.3.1 One-dimensional Saddle-Node Bifurcations w ith a Scalar 
Input
We begin by looking at the simplest type of saddle-node bifurcation, the one with a 
scalar bifurcation param eter. Consider the system:
X ~  f { x ,  A) (3.76)
where: f{ x ,  A) : —s- R, x €  R  is our dynamical variable, and A € M. We can think
of A as a dynamical variable, too, but with A =  0. We trea t /  as a function of both x  
and A. Now suppose we are interested in only the / ’s which have behavior similar to th a t 
illustrated in Figure 3.7.
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f(x,2)
f(x,A)
X= X
/ \
f(xA)
X < X
FIG. 3.7: The one dimensional saddle-node bifurcation.
For A >  Ac, we have two fixed points, one in white and one in black. The nature of 
these points will be shown once we have a form for / .  W hen A ~  A^ the points collide 
in a bifurcation a t x =  Xc- W hen A <  Ac, there ai'e no fixed points present. We want the 
simplest form of /  up to  the leading nonlinear term  in x  which describes this behavior. In 
effect, we want the normal form. We obtain this by Taylor expanding /  about the point 
(xc, Ac):
dx
dj_
{x,X)
where . . .  denotes term s of 0 ( (x  — Xc)®, (A — Ac) ,^ (x — Xc)^(A — Xc)). We know that 
f{xc, Ac) =  0  and (from the diagram) the partial of /  with respect to  x  at the critical 
point is also zero. Therefore, we are left with the equation:
d f
x  = f i x ,  A) =  /(Xc, Ac) +  (x -  Xc)
-f- (A — Ac)
+
(x^X)
(x -  Xc)  ^ Tdx^
(3.77)
+  (A -  Ac)
{cCc ,^ c) dX
+ (3.78)
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Next, we set y — x  ~  and A' == A — and we condense the constants;
*"2
5 /
dX
d ^ f
dx^
( ® C , A c )
(3.79)
(•:Cc,Ac)
to get:
y = -ay'^ + hX! + . . . ,  (3.80)
where we have forced a  >  0 so tha t we get the function illustrated in Figure 3.7. Finally, 
set u = ay to get:
X - u ^ +  (3.81)
W here A is the new scaled input abX! and not the original A from (3.76) (I kept this 
confusing notation so th a t it matches the control param eter from Figure 3.7). Recall tha t 
(3.76) came about due to a Taylor expansion, and therefore it describes the dynamics 
accurately only near the point [u, A) =  (0 , 0 ).
Now le t’s truncate (3.81) to quadratic order and do a linear stability analysis on the 
fixed points for A >  0  (noting that A,.. =  0  due to  the transform ations made). The fixed 
points are easily found to be: «c± =  ±-\/A. Recall th a t for one-dimensional systems, fixed 
points are classified by the derivative of / :
/'(%/A) =  - 2 VA,
/ ' ( - V ^ )  =  2V a. (3.82)
Immediately, we see th a t ric+ is a stable point and is an unstable point. Hence, we 
have a saddle-node bifurcation at A =  Ac =  0 . The phase flow diagram for this bifurcatino 
is illustrated in Figure 3.8. Note tha t for A > Ac, the shortest “distance” from the stable 
fixed point to the unstable one is ss 0(y/X) {uc+ — Uc- =  4\/A), This is the largest 
impulsive “kick” which allows our system to relax back to Uc+-
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-►  X  > X
//
\
x=x
KA-c
\ \
FIG. 3.8: The phase flow for the one dimensional saddle-node bifurcation.
3.3.2 One-dimensional Saddle-Node Bifurcations with a Vector 
Parameter
Now we consider a one-dimensional system that depends on a finite number (>  1) of 
parameters, a vector which we’ll call A. Suppose our system depends on m  parameters. 
Then, A £ R™, and is an m-vector. Our system becomes:
X = f i x ,  A) (3.83)
where x € R  and /  : > R. We are looking for a  function which behaves like the one
illustrated in Figure 3.7, this tim e the saddle-node bifurcation occurs at A =  A .^ Hence, 
the fixed points are defined to be at /(xc(Ac), Ac) =  0. The condition:
dx
=  0, (3.84)
means that there is an (m —l)-dimensional critical surface on which the bifurcation occurs. 
We choose an arbitrary point on this surface as our Ag.
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As an example of this consider A =  (Ai, A2 ). The the fixed point condition, f{Xc^ Ai, A2 ) 
0 implies tha t Xc — Xc(Ai, A2 ). Further, the condition that:
dx a:c(Ac) dx
(xc(Ai, A2), Ai, A2) — 0 , (3.85)
is one condition on two variables. Hence, in the A-plane, this implies th a t our critical 
surface is locally a line illustrated in Figure 3.9. Hence, we will choose A  ^ to be some 
point in a region where the line is smooth.
J V , /
FIG. 3.9: A critical surface of A.
Returning to (3.83), we can Taylor expand /  about the point (xc, A^):
+  (A -  Ac) • V x/|(.t„,Ac) +  —
(tTc,Ac)
(3.86)
By imposing the same conditions as in the previous section: Next, we set y — x  — x^ and 
A' =  A -  Ac and set:
® 2  5x2
(3.87)
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Notice th a t b  is a constant vector. Next, we make the above substitutions to get:
y =  -ay 2  +  b - A '  +  . , . .  (3.88)
Finally, just as before, we then set u = ay to get the final form:
u = h - X ' - u ^ ,  (3.89)
where I have also truncated to second order in u. Notice th a t only the component of A' 
that is parallel to Vx/l(a;^,x^) affects the bifurcation. Also notice tha t A’ is a constant.
Hence, we see th a t even though this one-dimensional system has many parameters, 
in fact, there is only one combination of param eters tha t determines the bifurcation, 
b - V x /|(2:<,,Ac)- Sometimes this is referred to as a co-dimension one bifurcation. In the 
most simple terms, a co-dimension r bifurcation occurs when the bifurcation depends 
on r different param eters. This can happen if the critical surface is locally not smooth 
(like a cusp) or when multiple critical surfaces intersect. The identification of the number 
of im portant param eters is typically done by a normal form analysis. Although the 
calculations performed in this section and in the previous one do not appear similar to 
what I eai'lier described as a normal form cacluation, it is indeed a normal form analysis. 
All of the tranform ations I performed above, would have to be carried out to all orders
of u, then we can begin to simplify the higher order terms. In the next section, I will
present the two-dimensional saddie-node bifurcation.
3.3.3 Two-Dimensional Saddle-Node Bifurcations
In this section, I will develop the normal form for the saddle-node bifurcation. Recall 
that Figure 3.7 showed a saddle-node bifurcation occured in one-dirnension when f {x ,  A) 
tangentially intersected the x-axis. This occured when A =  A^ . In this case, the saddle- 
node bifurcation occured at the origin. We now wish to generalize this bifurcation to 
two-dimensions.
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Consider the system with one param eter. A:
X = f {x , y ;X) ,  
y = g{x,y;X). (3.90)
The fixed points are the points {xc, yc, K )  such th a t f {xc,  yc, Ac) =  0 and g{xc, Vc- Ac) =  0. 
These points can be found by finding the intersections of the nullcUnes of /  and g. 
Nullclines are the level-sets /  =  0  and 5  =  0, and are sometimes called zero-loci. Let’s shift 
the origin to  the fixed point, hence, choose: (xc, Vc, Xc) — (0,0,0). Suppose the nullclines 
of /  and g intersect tangentially at the point (0 , 0 , 0 ) (similar to the one-dimensional case). 
This puts a restriction on the Jacobian matrix:
\
(3-91)
M iL
dx dy
§3- ^
dx d y  J
where each derivative is evaluated at the fixed point. The Jacobian m atrix must be rank 
one at the fixed point and hence, V /H V 5  at the fixed point. Next, we rotate coordinates 
so V /  and V g  lie in the x — direction^ see Figure 3.10. We see th a t similar to the 
one-dimensional case, as we change A, we go from having two-fixed points (A), to one 
degenerate fixed point (B), then to no fixed points (C).
We begin with the above restrictions on the Jacobian m atrix such tha t the m atrix 
has one zero and one non-zero eigenvalue:
u
b 0
- f - . . (3.92)
This is in the form u =  Au. Here, the eigenvalues are: A — 0, a. Note th a t although one of 
the eignvalues is zero, the eigenvectors are not degenerate (parallel). We can diagonalize 
A  using a similarity transformation using the matrix, R:
R
b 1
(3.93)
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/ /
/= 0
- g=0
FIG. 3.10: The gradient of the nullclines are parallel near the  fixed point (the circle).
The new coordinate system is attained from R  using, u  =  Ry.  In the new coordinates, 
our dynamics becomes:
\
+  . . . .  (3.94)
\ X  j
a  0 
0 0
/
We wish to find the normal form of a  system with the linear dynamics of (3.94). 
The linear m atrix is already in .Iordan canonical form, therefore we can begin to compute 
the resonant second order terms by finding the Lie operator matrix. Using the formula 
pre.sented in Section 3.2.1 we can compute the Lie bracket of each basis element of H -2 
(note: this is the same developed in the example in Section 3.2.1). Recall th a t the 
formula for the Lie bracket is:
i K i h )  =  V 4 A 4  -  Aefc, (3.95)
where e* is a basis element of i?2 - By letting L  act on each of the basis elements of H -2
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above, we get the Lie matrix:
'^ a  0  0  0  0 0 ^
\
(3.96)
/
0 0 0 0 0 0
0  0  —a 0  0  0
0  0  0  2 a 0  0
0 0 0 0 o 0
0 0 0 0 0 0
Recall th a t the nullspace of interest is the space of left eigenvalues of zero (we need a 
linearly independent set of vectors orthogonal to column space of L).  It is easy to see 
th a t the m atrix L  has a two-dimensional nullspace. The basis of this nullspace is:
0 
1
/ n \
0 
0 
0
y O y
0 
0 
0 
0
w
(3.97)
These nullspace vectors correspond to the second order terms;
^  ■ 0
(3.98)
Hence we know the normal form of our dynamics, to quadratic order, at the bifurcation
is:
/  . \y
y X  j
a 0  
0 0
/  \(3ixy
I
Ar . . . . (3.99)
Notice that (3.99) has the same x  dynamics as the one-dimensional case a t the bifurcation 
(A =  0). The system (3.99) has one fixed point at the origin, we can cause a bifurcation 
in this system by perturbing it (adding the vector ey, e <C 1). This perturbation will be
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similai' to how we introduce dissipation in integrable Hamiltonian systems in Chapter 4. 
Then (3.99) becomes:
y
X
a' 0  
0  e
Pixy
+ ;
P2X
\
.2J  y ' - ’ t y y x y  y  J
where a' = a + e. The origin is still a fixed point, and now there is a new fixed point at 
{x =  —e, y =  0). Next, we make the coordinate transformation, x =  —e +  z;
y = - a 'y  +  f3ixy, + . . .
(3.101)
X ~  X — x^ + . . . ,
where we chose /? =  1 to eliminate the linear term  in the x-equation and A =  — e^/4. 
We have also forced the sign of a' to be negative, so th a t the linear dynamics are tha t 
of any exponential decay onto the x-axis. This is required for the system to describe 
a saddle-node bifurcation (provides the stable direction for the saddle). The equations 
(3.101) are the equations for a two-dimensional saddle-node bifurcation. Note th a t in 
many discussions, the xy  term  in the y  equation is left out, however, the normal form 
dictates tha t it should be there, generically.
Now that we have a set of equations, we can draw a flow duagram. Figure 3.11 
illustrates the two-dimensional saddle-node bifurcation. For A >  0 (left), we have a 
saddle-node pair. At the bifurcation point, A =  0, the fixed points collide at the origin. 
The system has a contracting dynamic in the ^/-direction and a flow towards — x over the 
x-axis. The flow stagnates at x =  0. After the bifurcation, the fixed point is gone, but it 
still affects the flow in th a t region. A ghost effect occurs which serves as a bottleneck for 
the flow. The flow slows down in th a t region, but passes through.
Saddle-node bifurcations occur in many model systems. In his book, Strogatz [10] 
works through many examples of such systems and provides many references. Here are 
but a few of them: Josephson junctions (pg. 266), overdamped pendulums (pg. 101),
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X>0
FIG. 3.11: The two-dimensional saddle-node bifurcation.
and genetic control systems (pg. 243). The next case we will study is the degenerate 
saddle-node bifurcation, also known as the double-zero eigenvalue problem.
3.3.4 Two-Dimensional Degenerate Saddle-Node B ifurcation
The type of bifurcation which is the most im portant for this dissertation is the two- 
dimensional degenerate saddle-node bifurcation, sometimes called the double-zero eigen­
value bifurcation. The degenerate saddle-node bifurcation is often called a Takens-Bogdanov 
bifurcation after Takens [29] and Bogdanov [30] who studied different forms of this bifur­
cation. There is a huge literature on this problem. In this section, I will only present the 
information which is relevant to this dissertation. For a complete review of this bifurca­
tion, the interested reader should consult [26, 27]. There has a.lso been work [31, 32] done 
studying the noise response of systems which contain a degenerate saddle-node bifurca­
tion. Degenerate saddle-node bifurcations occur in several physical models. One such 
example is in aeroelastic flutter models [28]. As we will see, however, they are generic in
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control problems for integrable Hamiltonian systems, see Chapter 4. This is one of the 
prim ary results of this dissertation. In Chapter 4, I will expand upon what was presented 
here. In particular, I will discuss the implications tha t the presence of a Takens-Bogdanov 
bifurcation has on the controllability of a system.
Consider a system whose linear dynamics are the following;
0 1 
0 0
/  . \
X \ ( \ X
\ y  J
The normal form of this system:
 ^ ' C  1
0 0y
\  / \
X
V
+
+ (3.102)
/
0
hix'^ +  h^xy
+ (3.103)
Note th a t the m atrix in the linear dynamics is non-diagonalizable. This means tha t the 
eigenvectors are degenerate (parallel), therefore, they do not span the phase space. This is 
the m ajor difference between this problem and the standard two-dimensional saddle-node 
bifurcation. The linear dynamics of (3.99) are diagonalizable with eigenvectors which ai'e 
independent of one another. To study the saddle node bifurcation associated with (3.103), 
we m ust perturb in a way similar to how we will apply a controller in Chapter 4;
. \ /  , \ f \ f . \
—e 1
/ \
0 — £
■f
/
0
hix'^ +  b-2xy
(3.104)
Note tha t there are different ways such a perturbation (unfolding) can be done 
However, for simplicity, I want the examples in this chapter to parallel the problems 
explored in the next chapter. We find th a t the fixed points for this system are:
{xo,yo) =  (0 , 0 )
i ^ s , y s ) = fr^Vr.r-^V (3-ios)\b i  4- b2e bi -I- b-2e J
We see that if e <§; 1 and O(fei) ~  0{b-2), then the tei'm dominates in determining the
location of the second fixed point, (xs ,ys)-  For our purposes, this means th a t we can
ignore the xy  term , and from here on out, we set 62 =  0 .
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By directly looking at the linear dynamics of (3.104), we see th a t the point (xo,r/o) is 
a degenerate node. This can be seen by noting tha t the eigenvalues of the linear matrix 
of (3.103) are: —e, —e. Figure 3.12 illustrates the dynamics near the node. We see that 
the stable manifold of the saddle i}¥^) makes a closer approach, <Tc, to the node, O, 
than in the normal saddle-node bifurcation discussed in the previous section. This means 
that, locally, the basin of attraction for the node is smaller than would be expected from 
the normal case. Further, this distance of closest approach is not along the saddle-sink 
connection, bu t in some other direction, a^.
FIG. 3.12: The phase space of the system (3.104) with e 0.
Next, we linearize about the point, { x s ,y s ) ’- 
\  (  . \  /
V
-e 1 
2 6  ^ - e
-h
y
0 ^
y bix^ j
(3.106)
where u ~ x  — x s  and v ~ y  — ys- The eigenvalues of the linear dynamics of (3.106) are:
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(—1 ±  V2)€, which clearly shows tha t the point ys)  is a saddle. The eigenvectoi'S are:
\  / . \
(3.107)
1
eV 2
1
Y - e \ / 2  J
We see that as e —> 0, the eigenvectors (and hence and W^) become parallel. The 
angle, 9 (see Figure 3.12), between the eigenvectors can be found using the dot product:
9 «  2 eV2 . (3.108)
This tells us th a t the angle between the stable and unstable manifold is very small, see 
Figure 3.12.
For the purposes of this dissertation, the most im portant aspect of the topology of 
the phase space of the degenerate saddle-node bifurcation is Uc, shown in Figure 3.12. 
This is a measurement of how “close” the stable manifold of the sa,ddle approaches the 
node. There is no metric on the phase space and, therefore, we can irot measure distances 
in phase space. However, we can estim ate a noise threshold in term s of a perturbation to 
the system. The quantity, ac, then represents the smallest perturbation from the point, 
(xo, ?/o), which causes the system to leave the basin of attraction. The border of the basin 
of attraction for the  node (known as the basin boundary) is m arked off by the stable 
manifold of the saddle. In [32] it was shown th a t <7 c «  where 7  >  1 . Prom equation
(3.100), we see th a t for a non-degenerate saddle-node bifurcation, Uc ~  0(e). Physically, 
one can think of <7  ^ as the minimum amount of noise a system can tolerate before it 
is destabilized. This is im portant to control problems, where one may be interested in 
controlling the system to the node. Knowing the amount of noise required to  force the 
system out of the basin of attraction for the targeted node gives one an estim ate on the 
noise tolerance for the controllability to  tha t node. The quantity ac is sometimes called 
a subcritical noise threshold.
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CHAPTER 4
Control of Two-Dimensional 
Integrable Hamiltonian Systems
This chapter begins the part of this dissertation in which I describe my research 
results. The work contained in the remaining chapters is original work. In this Chapter, 
I describe our results concerning the control of two-dimensional integrable Hamiltonian 
systems, using the controller described in Chapter 1 . We begin by setting up the control 
problem in 2j¥-dimensions. Then, we describe two-dimensional integrable Hamiltonian 
systems in terms of action-angle coordinates. The action-angle coordinates clearly show 
that a Takens-Bogdanov bifurcation occurs when e/j, €/ —> 0 in these systems. This 
bifurcation makes control of integrable Hamiltonian systems difficult to  analyze. At the 
end of this chatper, I will illustrate these results on plane wave solutions of the NLS, an 
integrable Hamiltonian system (for details see Chapter 1). The work presented in this 
Chapter comes from [33].
96
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4.1 The Controller
In this section, we will study some of the details pertaining to the controller tha t was 
left out of the discussion in Chapter 1 . This work will be done in 2 Af-dimensions. 
Consider the following system of ordinary differential equations (ODEs):
z =  F (z), (4.1)
where z ,F  G and z are the “lab” coordinates, undei’stood as the “natural” physical 
coordinates.
As mentioned in Chapter 1 , we specialize to F (z) =  J V H  where
\
(4.2)
0 1
J
- 1  0
and the O’s and I ’s are N  x  N  zero and identity matrices and H{z)  is the Hamiltonian, 
a scalar function of z. As mentioned in Chapter 1, the system (4.1) is called integrable if 
there exists N  first integrals of (4.1) which are independent and in involution. If the level 
sets of the integrals are compact, then regions of the phase space are locally foliated by 
invariant manifolds with the topology of iV-tori [12]. In what follows, we assume (4.1) is 
an integrable Hamiltonian system and we study the control of (4.1) on a typical (though 
arbitrary) invariant torus in its phase space.
Consider a particular solution of (4.1), z o ( t ) ,  which lies on one of those tori ( zq =  
F(zo)). We now apply a controller which targets zo(t):
z =  F (z) +  e ■ f(zo, z), (4.3)
where zo(t) G and f  is a 2-¥-dimensional vector such th a t f(zo, zq) =  0. The control 
couphng (gain), e, is a 2N  x 2N  m atrix whose entries need not be small. In principle, the 
control law f  can also involve the past history of z{t) {i.e. ‘feedback’). The equation (4.3) 
will be called our “closed-loop” (or driven/ controlled) dynamics. Note th a t the control is 
applied in the “physical coordinates” , z(t).
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Our problem is; How do we choose f  so th a t the given “target” orbit, Zq, in the 
open-loop dynamics becomes an attractor in the closed-loop dynamics? By adding the 
controller, f, we are locally breaking up the tori and stabilizing one particular orbit.
One choice for f  is simply:
z =  F (z) +  e • (zo(t) -  z), (4.4)
where e is the real 2 N  x 2 N  matrix, e =  e^l +  e /J , ‘1’ is the 2 N  x 2 N  identity matrix, 
and (cfl, tj)  are real constants with > 0. As we we’ll show, this form of control can, 
for large enough e/?, lead to synchronization of z  to our target orbit, z q  [19]. Notice,
=  (cfl — Cj)l + 2€j€r,J, (4-5)
therefore (en, e/) act like real and imaginary parts of a complex scalar gain under m atrix 
multiplication of e.
We can study the nature of the control law (4.4) by performing a linear analysis
about the target, Suppose z =  Zo(t) +  dz(t) and insert this into our closed-loop
dynamics (4.4),
5z  =  JS{ t)5z  — efife, (4.6)
where S{t) is a symmetric 2 N  x 2 N  m atrix  and involves the Hessian of the Hamiltonian 
evaluated on the target orbit zo^
d'^H
=  (4.7)
and 5jk is the 2 N  x 2 N  Kronecker delta function. In the case of £/?. T oo and e/ =  0,
(4.6) becomes 6 z  ss —€r6 z. This gives 5z.{t) se e""'^^*(Jz(0) which shows tha t in the limit
of 6/  == 0 the control law in (4.4) is purely dissipative and z(t) —^ Zo(t) on a timescale of
0 (efi-^).
Now consider the case where cr =  0. For short times {i.e. t  t + h) S{t)  can be 
considered as a constant m atrix and (4.6) integrates to,
5z{t + h) =  exp {hJS)  5z{t). (4.8)
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It is known from the theory of Lie groups [12] (and see Chapter 2) that the m atrix 
M { t  + h, t )  =  exp {hJS{t,  ej)) is a symplectic m atrix as long as S  is symmetric, which it is 
by (4.7). Hence, the control law in (4.4) generates symplectic maps in the case of €r  = 0 
{i.e. it generates tim e dependent canonical transformations). The orbits near zq neither 
a ttrac t to zq nor repel away from it and the controller is conservative.
In Appendix B, we show th a t in the neighborhood of Zo(t) (4.4) can be rewritten in 
terms of a new set of canonical variables, Z;
Z =  JVzA'(Z, t) -  6r Z  -  e/J5o(t)Z +  0{Z^), (4.9)
where So{t) is a symmetric m atrix  and K  is a new Hamiltonian. In this discussion we 
study the specific case in which So{t) is constant. The presence of non-constant So{t) 
complicates the analysis and is beyond the scope of this discussion. As we will show, the 
presence of a constant S q is already a serious complication in terms of nonlinear analysis 
of the control law. In Section 4.4, we will see tha t this simplification (of a constant S q ) 
holds for the nonlinear Schrodinger equation.
In this section, we have set up the control problem in 2A'-dimensions. The analysis 
of the generic, 2Ai-dimensional problem is difficult to do. Therefore, in this dissertation, 
we will focus on the two and four-dimensional cases. In this Chapter, we will study the 
=  1 (two-dimensional) case.
4.2 Tw o-Dim ensional Integrable H am iltonian System s
Consider a Hamiltonian system with one degree of freedom and Hamiltonian H  =  
H{q,p),  with g,p G R. The evolution of p and q is dictated by the canonical equations;
. dH{p,q)q ^ ^ ^
dH(p,q)
V =  X •dq
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Suppose tha t for this system, the Hamiltonian has regions with compact level sets, imply­
ing there are regions of the phase space which are foliated by circles (1-tori) [1 2 ]. These 
circles are invariant, under the flow generated by H{p,q).  On a given family of these 
tori, the coordinates (p, q) can be canonically transformed to  the action-angle coordinates 
( /, ^) and the Hamiltonian can be written as H{p,q)  =  H{I) .  The evolution of ( / ,^ )  is 
of the form;
/  =  0 ,
• dH ( I )
In these coordinates the dynamics of (4.11) looks locally like a shear flow with each neigh­
boring torus having a .slightly different (constant) rotation rate  (see Figure 4.1). The 
evolution of the action-angle va.riables is quite simple, making them the natural coordi­
nates for this region of the phase space. It is im portant to keep in mind, however, th a t the 
evolution in the original (p, q) coordinates, although periodic, ca,n be quite complicated.
The .system (4.10), or equivalently (4.11), will be our open-loop dynamics for control. 
The technique used to control (4.10) is simple. F irst we must choose some target orbit of 
(4.10), (/o,<^o), where
— £U()t -l- S (4.12)
with S being an arbitrary angle between 0 and 27t and ooq =  dH{I) /dI \ j„.  Without, loss 
of generality, we will set 5 =  0. After choosing a target, we transform  our canonical 
coordinates to make the target fixed at the origin, using a tim e dependent canonical 
transforma.tion. This puts the target orbit at rest, a t the origin. We then turn  on the 
controller which converts the origin into an attractor. We will find tha t a.pplying the 
controller results in a Takens-Bogdanov bifurcation [27]. The presence of the Takens- 
Bogdanov bifurcation has an im portant effect on our ability to control the system to 
the target. Further, we’ll see that, as the control becomes more conservative {i.e. as 
t  oo); the controllability, as measured by the minimum ‘kick’ required to  destabilize
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the target, is greatly improved even when +  e/^ is fixed. However, there is a tradeoff: 
while a  large e/ and small €r may produce a large basin of attraction it will also have a 
long decay tim e to the target, 0 (1 /€r).
L et’s choose our target to be: /  =  Jo and (p =  <^o(t) with 4>o defined as above. We per­
form the previously mentioned canonical coordinate transform ation using the generating
function [21, 2] F 2 ( / ',  <p,t) = {(p — wot)(/' -I- I q) with:
dF2
I  =
d(p r  +  Jo,
$
dF,
d l
-  — (p — LUot,
dF,
(4.13)
K i n  = H ( F  + 1,) + - ^ = .  H ( I '  + Jo) -  (!' + h W
Note th a t this transform ation places the control target at the origin, ( / ' ,$ )  =  (0,0).
Now we examine the dynamics about the origin via Taylor exapansion of the new 
Hamiltonian, K (I ' )  about the target:
8 H,  iS ^ iJ ,
K{I ' )  =  H ( h )  +  ^ \ j J '  + + (Jq + (4.14). 2Qlr2
Next, we ignore the constant terms, iJ(/o) and ujqI q, and collect terms of 0(1'^)  and 
higher into a  function h(I'),
K i n HI')-
This Hamiltonian gives the following equations of motion,
^
\ d ' /
0 A
0 0 /
+ f i n
0
\
/
(4.15)
(4.16)
where / ( / ' )  =  dh /d l '  is 0 ( / '^ ) . The equation (4.16) is our open-loop dynamics and 
describes a shear flow with the entire J ' =  0 line fixed. Figure 4.1 shows the flow field 
of the dynamics of (4.11) and (4.16). Such shear flow dynamics, characterized by a 
degenerate linear term, are the setting for a Takens-Bogdanov bifurcation [32].
Next, we examine the closed-loop dynamics. Recall equation (1.10):
z =  F(z) -f (ej?l +  e/J)(zo(t) -  z),
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FIG. 4.1; Figure 4.1A .shows the flow field of the open-loop dynamics of (4.11). Figure 4.IB 
shows the flow field of the open-loop dynamics of the transformed coordinate. sy.stem (4.16). 
Notice that the linear part of (4.16) has only one eigendirection which lies along the line of 
stagnation (I' =  0).
with F (z) =  JV iJ (z )  and Zo(t) is a solution to the open-loop dynamics {cr =  e/ =  0). 
Recall from Chapter 1 that €r is the dissipative term  and ej is the conservative term. While 
the second term  of the RHS of (1.10) is linear in the “physical coordinates” « =  ip,q) 
it will, in general, contain nonlinear terms in z =  ( / ',  $ )  due to  the nonlinear nature of 
the transformation from [p,q) to ( /', 3>). Using (4.16) and the results from Appendix B, 
we can always write the dynamics in the following form (possibly after a near identity 
canonical transform ation on ( / ',  ^>)):
/  , \  \  /   \
- m i
A
-^R
+ (4.17)
where the e notation in fi  refers to both  and ej. The minus sign in front of the ej 
term  ensures th a t a center opens up at the target (when the product Xpei >  0 ), as will 
be discussed below, and:
/ i ( A $ T )  =  / ( / 0  +  e A ( / ' , $ ; e ) ,
/ 2 ( r ,$ ; e )  =  e /2 (/',<h;e).
(4.18)
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The general solution to the linear dynamics of (4.17) is: 
/
/'(O)
(4.19)
cos(v'A?7e/t) y/^sin(V 'A ?7^t)
 ^ ~\/^sm(v'A?ie7^) cos(VA^t) ^
Hence, we can see tha t the system undergoes a decaying oscillation which will eventually 
settle onto the target (origin) with a decay time scale of 0 ( l/e jj)  and oscillation period 
0 ( l/v T 7 ) .
The nonlinear behavior of systems with linear degeneracy can be subtle. To develop 
an idea of how each term  in the closed-loop dynamics (purely dissipative and conservative) 
behaves, we consider two limits: i) ,4 0 , e/ =  0, and ii) e/ 7  ^ 0, e/i =  0. We first treat 
their linear behavior. For a visual description of the behavior in each of these limits, see 
Appendix F.
In Case i) (1.10) becomes,
z =  F(z) +  enizoi t )  ~  z),
which is a purely dissipative drive, therefore we expect both linear and nonlinear dissipa­
tive terms in {!', $ )  coordinates. In action-angle coordinates the dynamics becomes (see 
Appendix B),
\
(4.20)+
In general, f i  and f -2 will be nonlinear functions in I '  and $  and contains both linear 
and nonlinear term s in 6r .  It is clear th a t the linearized dynamics of (4.20) is non- 
diagonalizable even though linearly stable. A Takens-Bogdanov bifurcation can occur 
and, as we will see in Section 4.3, will limit our ability to control (4.10) to our desired 
state. In Section 4.3 we will also discuss the effect of breaking the degeneracy in the 
diagonal term of (4.20).
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The solution for the linear dynamics of (4.20) is:
V /
$ (0)
/ '(o )
(4.21)
$ (f) I I e Xte
r{t) I { 0
where the t e x p ( —€ut) term represents an effect known as transient amplification which 
will be described in Section 4.3. After the transient amplification, we see exponential 
decay to the target on a tim e scale of l/e^ ,^.
In Case ii) (1-10) becomes,
z =  F (z) +  ejJ  ■ ( z o ( t )  -  z),
which in Chapter 1 was shown to be a conservative drive. W hen the drive is periodic and 
resonant, we expect Islands to open in the phase space centered around our target orbit. 
It is well known (see Appendix C) th a t the width of those islands will generically be of 
Figure 4.2 illustrates this.
W hen =  0 (the purely conservative case), the equation (4.17) becomes:
0 A
-rjci 0
/
\
$
/
+
\
(4.22)
/
where 77 is constant, and fi  are nonlinear functions of ( / ',  4>), and in geneneral, contain 
linear and nonlinear terms in e/ and will be zero at the origin (note tha t the f f s  will 
be different than those in (4.17) and (4.20)). Because we have applied a conservative 
controller to our system, the closed-loop dynamics (4.22) is also a Hamiltonian system; 
therefore areas in the phase space are conserved, and no attractors can be present. In 
terms of control, this means th a t if the system is in an initial sta te  which is inside the 
island, then the trajectory “orbits” the target but never settles onto it. Some dissipation 
must be present in order for control to  be achieved.
Setting =  0 in (4.19) the linear term  of (4.22) can be solved to give,
/ sm{y/Xr]cjt) \
\  - V ^ s i n ( v 'A 7?e/t) cos{y/Xf]eft) j
(
\
# ( 0)
J'(0)
(4.23)
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FIG. 4.2: An illustration of an island (of width A =  0 { y / e i ) )  opening around the target (at 
the origin). The island opens due to the presence of a conservative controller in resonance with 
the target solution.
Hence, we see th a t the trajectories orbit the target with frequency and never
settle on to it. Further, the tei'm in the off-diagonal entries of (4.23) show that the 
island which is formed is very thin. This can be seen by following an orbit which starts  
at (T(0) =  0, $(0) =  A $). The orbit, centered about the origin, is elliptical and will 
intersect the I '  axis when t ~ t i  = (one quarter of the period). We can see from
(4.23), that the orbit Intersects the I '  axis a t ( / '  =  — $  =  0), hence the island
is very thin ( 0 ( y ^ ) )  compared to the initial A #  displacement. However, this island will 
'open up ’ rapidly as e/ is increased.
In the next section, we will show th a t the presence of the e/ terms in the linearized 
dynamics enlarges the basin of attraction associated with the Takens-Bogdanov bifurca­
tion and thus improves the control. In Section 4.4 we will give an explicit example of this 
result using a driven NLS equation.
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4.3 Takens-Bogdanov Bifurcations
In Section 4.2 we showed that, in general, the linearized dynamics of an integrable 
Hamiltonian system becomes non-diagonalizable in the limit of no control (e^ |  0 and e/ —>
0). When a system ’s linearized dynamics becomes non-diagonalizable, a Takens-Bogdanov 
bifurcation occurs. The interested reader is directed to the most recent edition of [27] for 
a thorough discussion of Takens-Bogdanov bifurcations and [31, 32] for a discussion of 
estimating the distance to the basin boundary in the subcritical case, and aspects of noise 
driven escape in the purely dissipative case. We do not consider the full ‘unfolding’ of the 
Takens-Bogdanov bifurcation, but only those param eter ranges relevant to the present 
control problem (i.e. those having a basin of attraction). In particular, we study the 
unfolding using the natural param eterization inherited from of our control law rather 
than that of [27] (note tha t we keep the target fixed at the origin, while the standard 
param eterization moves it). In this section, we will present the information most relevant 
for our work here as well as expand upon the results of [31, 32] to include the conservative 
term.
We begin by considering the purely dissipative case, ej =  0. We will use (4.20) 
as our generic example of a system exhibiting a Takens-Bogdanov birfurcation. For the 
situation of interest here, the Takens-Bogdanov bifurcation involves a degenerate saddle- 
node bifurcation in (4.20) when J, 0. The degenerate node at the origin will be the 
solution of (4.10) which is the target for control.
When — 0 (Figure 4.IB), the linear dynamics has a line of neutral stability which 
bounds two shear flow regions ( / ' >  0, and I '  < 0). W hen cr becomes greater than 
zero (Figure 4.3) a stable node appears, denoted O. The effect of the previous shear 
flow can still be seen, however, as the trajectories must approach the node tangentially 
along the old neutrally stable line with very slow transverse dynamics. The further a 
trajectory starts  away from the node the greater the effect of the shear flow which forces
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FIG. 4.3; A qualitative sketch of the dynamics when £r > 0. The node is denoted by the point,
O.  The nonlinear terms have not yet been added. The effect of “transient amplification” is 
clearly present. The horizontal line is the old line of neutral stability which separated the two 
shear flow regions.
the trajectory to travel further in the horizontal direction before being attracted  to the 
node. This effect is known as “transient amplification” since the distance to the node will 
typically grow, before the slow decay to the node sets in. If the diagonal terms of (4.20) 
are slighly different (e^i ^ 6^ 2 ), Figure 4.3 changes slightly because the exact degeneracy 
of the eigenvectors is lifted. However, transient amplification still occurs since it is due to 
the linear term being ill-conditioned [31, 34, 35, 36].
Provided certain conditions are met (described in [32]) a saddle-point appears in 
the neighborhood of the node. In Figure 4.4, we zoom in on the area around the node 
with €r >  0 and we include the nonlinear terms f i  and /s . One half of the line of
ws
FIG. 4.4: Illustration of the “triangle relation” of [32]. The shortest distance to the basin 
boundary, <Tc, is now along some other direction in the phase space besides the saddle-sink 
connection.
neutral stability becomes one half of the unstable manifold (W"“) for the saddle point, 
sometimes called the saddle-sink connection. This piece of the unstable manifold ends
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at the degenerate node, O. The other piece of the unstable manifold ( iy “) can lead to 
another a ttractor of some type (not shown). In Figure 4.5, we show the full basin of 
attraction for the node, O. The saddle point. S', also has a stable manifold (IT*) which
<l>
FIG. 4.5: A typical basin of attraction for a node undergoing a Takens-Bogdanov bifurcation. 
Notice the distinctive tear drop shape of the basin due to the near-degeneracy of IF® and W^.
forms the boundary of the basin of attraction for O. Extending W* typically gives a 
tear-drop shaped basin near O which is one hallmark of a Takens-Bogdanov bifurcation. 
Some sample trajectories are included in Figure 4.5 and labeled, %. Notice th a t while one 
of the trajectories, Ti, is attracted  directly into the node, the other trajectory, T2 , misses 
the node on its first approach and m ust travel in the vicinty of IT® before connecting 
to the node. There is only one direction in which a trajectory may approach the node, 
along the saddle-sink connection. The tear-drop shape for the basin comes about because, 
as j, 0 , the eigenvectors of the linear dynamics in the vicinity of the saddle become 
degenerate (parallel) and, therefore, the angle between the stable and unstable manifold 
of S  decreases. The near-degeneracy of IT™ and W® can be seen in Figure 4.5.
Due to the shape of the basin of attra.ction, systems exhibiting a Takens-Bogdanov 
bifurcation are extremely sensitive to noise and param eter uncertainty [31], and the sub­
critical threshold of instability (i.e. the distance to the basin boundary) scales differently
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from normal saddle-node and Hopf bifurcations [32]. Both [31] and [32] demonstrate tha t 
the distance to the basin boundary, (Tc, is proportional to ( 7  >  1 ), where 7  can be 
computed using a simple formula once the normal form of the dynamics in the neighbor­
hood of the target is found. A normal form analysis simplifies the dynamical system near 
the target using near-identity transformations. The normal form reveals which nonlinear' 
terms govern the topology of the phase space irear the target {e.g. the location of the 
basin boundary of the target) and, for tR >  e/ (see below), gives the location of the 
saddle, S.  In some applications, noise may be applied randomly in the phase space, and 
therefore cr^ . also gives a noise threshold for instability. However, when €r  1 0  and e/ ^  0, 
the normal form can give misleading results, as will be shown.
We consider the case in which the controller contains both dissipative and consei'va-
tive terms. Our goal is to derive a subcritical threshold scaling, ac{eR,ei). We will use a
method similar to th a t in [32]. Following our results from Chapter 3, the normal form of 
our model system to leading order in the vicinity of the control target is;
—fip A 1 $  I 0
(4.24)
\ ’ ' j
+
T'
where we have chosen Ajye/ >  0 and 6 1 , 6-2 are constants. The open-loop {tR — ei = 0) 
form of (4.24) is sometimes known as the Bogdanov form  [27]. The nonlinear terms are 
the generic dominant term s for a Takens-Bogdanov system [32], found by casting the 
open-loop dynamics of (4.17) into normal form. We now describe how to estimate 
using the triangle relation of [32].
First, find the location of the saddle by setting $  =  /  =  0 and solving:
T Ti {^‘r  + 
■; ^ S ~ (4.25)(61A + eRb-2 ) ’ (A61 -|- £1262)A
As in [32], we see th a t the $ 2  term  is dominant if A5i and 62 are 0 (1 ). It is im portant 
to note, however, tha t when tR — O and e/ ^  0, the dynamics of (4.24) are diagonalizable 
and not degenerate. In this case, the normal form is suspect because we need to include
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higher order term s so that we may correctly describe the location of the saddle and the 
shape of W'^. This is because the island is so thin, and hence the saddle is far away from 
the target. Hence, the location of the saddle, as predicted by the low-order truncation, 
may not be correct. In what follows, we assume ej
Second, linearize (4.24) about the saddle point ($  =  $ 5  +  u , I  = I s  + v):
(   ^ \  I \  I— €f> A  \  U u I
(4.26)
/ . \u
w \ - € r
+
(4.27)
(4.28)
The eigenvalues of the linear dynamics are: — ±  v  +  A?]e/. This verifies th a t the
second fixed point is indeed a saddle-point (recall, we fix 'qti >  0 ), for A >  0.
Third, find the angle between W'^ and in Figure 4.4, which we denote, 6. This 
is done by finding the eigenvectors of the linear dynamics of (4.26) and using the cosine 
relation for the dot product of the  two vectors. It can be shown that:
Finally, the triangle relation from Figure 4.4 [32] provides the estimate:
<7, 77
where e/ <C tR. For discussion of the higher order corrections to (4.28), see Appendix D. 
As dem onstrated in Appendix D, the largest source of error in the triangle relation comes 
from not including the curvature of the stable manifold in (4.28). The triangle relation 
arises from the first order term  in a Taylor series approximation of the stable manifold. 
In Appendix D, we estimate the error in (4.28) by including the next higher order term s 
in the Taylor series approximation. We see from (4.28) th a t in the purely dissipative 
case, £/ == 0, (7 c «  e/?®, and we recover the result from [32]. Hence, (4.28) shows th a t 
the presence of a  conservative term  in the control law increases a^- This is sketched in 
Figure 4.6. Notice that in Figure 4.6 th a t has dram atically increased as compared to 
Figure 4.-5 and now, the node has become a degenerate spiral as demonstrated in (4.19).
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FIG. 4.6: A qualitative sketch of a typical basin of attraction for a node in a Takens-Bogdanov 
system with a conservative term present. Notice how much larger the basin is here, as compared 
to Figure 4.5 and note also the target point is now a stable spiral.
In Section 4.4, we will apply the results from this section and Section 4.2 to a simple 
control scheme for a driven Nonlinear Schrodinger Equation.
4.4 Control of the Nonlinear Schrodinger Equation
(4.29)
The one dimensional focusing nonlinear Schrodinger Equation (NLS),
iqt +  f e  +  2|g|'^g =  0,
governs the envelope dynanrics of waves that, to leading order, are weakly nonlinear, 
nearly monochromatic, and dispersive. Here, we consider solutions of (4.29) tha t are 
periodic in space (i.e. q(x,t) =  q{x +  L , t )  for some box size, L, and we choose L =■ 1 ). 
The NLS is used as a model system in many areas of physics such as plasmas, water 
waves, and nonlinear optics. The interested reader is referred to [16] which contains many 
references for applications of the NLS in its introduction and develops a special class of 
exact solutions to the NLS, specifically those associated with modulational instabilities. 
Ultimately, we wish to use this special class of solutions to design control laws for NLS- 
type systems such as the Ginzburg-Landau equation [17] and Dysthe’s equation [18]. The
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Ginzburg-Landau and Dysthe equations are not. integrable, but NLS appears as a limiting 
case. It is hoped th a t the current work described here will provide insights in developing 
control laws for these non-integrable systems as well. Such control laws, for example, 
might be designed to  suppress insta.bilites or to exploit them  for pulse formation. In what 
follows (4.29) will be our open-loop dynamics.
As discussed in Chapter 1 , the NLS is an integrable Hamiltonian system with Hamil­
tonian,
■ff =  ^  -  \<lx\^)d^- (4.30)
where q* is the complex conjugate of q{x,t).  We restrict our attention to q,q* th a t are 
C°°. We consider the set of all such functions to be our ‘phase space’ with (q,q*) as 
dynamical variables on that space. Recall from Chapter 1 th a t the phase space variable, 
q, can be written as,
q{x,t) = ^  a„,(i) exp(2 -7rma;/L),
n——oo
thus each define a ‘basis direction’ in the phase space, which is infinite-dimensional
and has embedded within it invariant iV-tori. The 0-function solutions of [16] give explicit 
representations of the dynamics on the A-tori. In what follows, we will be interested only 
in qo{x,t) — aexp{2iaH),  thus restricting ourselves to targets th a t lie on a 1-dimensional 
invariant torus. This allows a very complete analysis and shows th a t th is control problem 
is exactly of the form discussed in Section 4.2.
4.4.1 The Controller
Our goal is to control (4.29) to some target qo{x,t) which is an exact solution to 
(4.29). We proceed as we did above by choosing our closed-loop dynamics to be;
+  Qxx + 2|gpg =  i{eR +  i€i){qo -  q), (4.31)
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Note tha t the presence of the i in front of the control law keeps eji and e the dissipative 
and the conservative (respectively) part of the  controller. This controller is the same form 
as the one used in (1.10). We choose ej <  0 so tha t the target, go, is at the center of the 
island in the conservative limit (e/j =  0) as discussed in Section 4.2.
Equation (4.31) is a particular example of a driven nonlinear Schrodinger equation 
and has been studied extensively by Li, McLaughlin et al. [37], Haller [38], and by Li and 
Wiggins [39] in the case of ej =  0. This body of work has revealed the rich geometrical 
structure th a t exists in the solution space of the driven NLS. These authors have extended 
the finite dimensional methods of invariant manifolds, Melnikov theory, homoclinic tan ­
gles, etc. to the infinite-dimensional solution space of this nonlinear PDE. We, however, 
will ask different questions. As stated earlier, our ultim ate interest is to learn how to 
control physical systems for which NLS-type dynamics are reasonable models. We will 
exploit the integrability of the open-loop dynamics to  gain insight into geometrical aspects 
of the control problem. The previously mentioned authors found th a t complex behavior 
exists throughout the NLS’s solution space. Our goal is to suppress this behavior in the 
neighborhood of certain target solutions.
We consider ‘plane wave’, i.e. spatially uniform, solutions of (4.29) hence, q^x ~  0. 
Fix go to be qo(t) — aexp(2ia'^(t — to)) where a is some  real positive constant. For 
simplicity, we will choose to =  0. Hence, we first restrict ourselves to the invariant 
manifold of plane waves, denoted as He in [37]. Note th a t Uc is an invariant manifold of 
the closed-loop (4.31) dynamics because go € H^, therefore, if q(t =  0) is a plane wave, 
then it will remain so. In what follows, we will assume q(t = 0) €  He.
We ask under what conditions does g —*• go? We will find, as is demonstrated 
in [37, 38, 39], tha t two attracting solutions can exist on H^ ,. For €r  (e/ =  0),
however, the whole complex plane a ttrac ts to the node. We will also show th a t the 
open-loop dynamics of (4.29) are tha t of a shear flow and therefore a Takens-Bogdanov 
bifurcation occurs at the target go when the control is applied. As discussed in Section 4.3,
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the presence of the Takens-Bogdanov bifurcation means th a t as J. 0, the target has 
a small basin of attraction in the purely dissipative case (c/ =  0). Thus, only a small 
amount of noise {ac ~  see below) causes loss of control of the system when a purely
dissipative control law is applied. Once control is lost, the system settles onto the other 
attractor, which is a plane wave of much smaller amplitude. In Section 4.2 we explained 
th a t the presence of the conservative term , ej, will cause the basin of attraction for qo to 
increase in size, hence, increasing the controllability of the system. In what follows we 
will dem onstrate tha t effect as well.
Before we move on, it is worth mentioning th a t Friedland has shown that the NLS can 
be autoresonantly excited [4, 5] and controlled. Autoresonance occurs when a nonlinear 
oscillating system phase locks to a small amplitude oscillating drive with a slow frequency 
chirp. Autoresonance results in self-consistent control of the amplitude of the  system as 
the drive frequency changes because the driven system changes its state in space and/or 
tim e in order to phase lock to the drive. For systems like NLS, where the frequency is 
a function of amplitude, this means tha t phase locking can be used to m anipulate the 
amplitude without feedback and using a small gain (coupling), e. In [4], Friedland and 
Shagalov dem onstrate tha t the plane wave sta te  of the NLS can be autoresonantly excited, 
and th a t as the amplitude reaches a certain threshold, a spatially modulated form arises 
and eventually becomes a shape not unlike a soliton. In [5], Friedland extends his work to 
standing waves, and more recently with Shagalov [6 ] has shown how to excite multi-phase 
solutions of the  Korteweg-de Vries (KdV) equation. Our work complements th a t done 
in [4, 5, 6 ]: their work deals with a drive with fixed gain and a frequency chirp, ours has 
a drive with a’fixed ‘target’ (no chirp) and we consider the size of the basin of attraction. 
For more information on autoresonance, please see Chapter 1 .
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4.4.2 Analysis
Restricting ourselves to plane waves and using qo(t) — aexp{2iaH)  as our control 
target, (4.31) becomes:
iqt + 2lgpg =  i(€R +  ie/)(aexp(2ia^t) -  q). (4.32)
We begin our analysis by writing q{x,t)  in the form, q{t) =  p(t)e®^ (*^  (where p and d 
are real functions of time) and subsituting it into (4.29) to study the open-loop dynamics. 
Upon substitution into (4.29) we get,
p =  0,
(4.33)
e = 2 p^.
As shown in Figure 4.7A, (4.33) describes a shear flow as expected from Section 4.2. 
We can also transform into coordinates rotating with the target (the bold circle in Fig­
ure 4.7A) of the closed-loop dynamics by setting tplt) = 2dH — 6{t) and looking at the 
p — tp dynamics as shown in Figure 4.7B where tp =  2(a^ —p^). Thus relating the dynamics 
of NLS to (4.16).
Next, we analyze the closed-loop dynamics by inserting our ansatz, q{t) = p{t)e^^*\ 
into (4.32) to get,
p =  eij(acos(^) — p) -  ejasin('0 ),
(4.34)
xp ~  2(a^ — p^) — sm{'ip) — —(acos('0 ) — p).
P P
Figure 4.8 illustrates the sta te  space of (4.34). The variables are the real (x =  
pcoslxp)) and imaginary (y =  p sin (^ )) parts of g with ej =  0 and cr — 0.4. The tear drop 
shaped basin of attraction, B,  for the target, O, is clearly present and is characteristic 
of the Takens-Bogdanov bifurcation. Notice how small B  is locally, even though the 
strength of the dissipation is quite high (e/j =  0.4). Physically, this tells us th a t only a 
small region of “nearby” states are controllable to our target. Worse yet, there is a small
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Im(q) Im(q)
IRe(q)
A
TRe(q)
B
FIG. 4.7; The dynamics for (4..33) are shown in Figure 4.7A, note that this is a shear flow.
The bold circular orbit has |g| =  a. Figure 4.7B shows the dynamics of (4.3.3) transformed 
into coordinates rotating with the target. Notice that Figure 4.7B is a shear flow with a fixed 
circle of netural stability.
noise threshold for instability. This can be quantified by measuring the shortest distance, 
crc(ei?.), between the basin boundary , W^,  and the target, O, in the  negative x-direction. 
The point in Figure 4.8 denoted S  is a saddle point whose location will play a crucial role 
in computing Cc as was shown in Section 4.3. The unstable manifold of the saddle, S’, is 
denoted 1T“ . The stable spiral, Q, is associated with a small am plitude plane wave.
In Section 4.2 we stated th a t the presence of the conservative term  in the controller 
(e/) will enlarge the basin, B.  Figure 4.9 illustrates this effect. Figure 4.9 shows the state 
space of (4.32) with e .^ =  0.4 and e/ =  —0 .1 . Notice how much larger B  is in Figure 4.9 as 
compared to Figure 4.8. The labels in Figure 4.9 denote the same points and manifolds 
as in Figure 4.8. It is interesting to note tha t the conservative term  need not be large in 
order for its effect on <Tc to be noticeable.
As is implied in Section 4.2, the most useful set of coordinates will be the action-angle
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FIG. 4.8: The state space diagram for (4.34) with a =  1, ej =  0, and en =  0.4. The variables 
are x  =  Re{g)  and y  =  Im{q) .  Notice bow the stable manifold { W “) of the saddle (6') creates 
the tear drop shaped basin of attraction, B, for the target, O.  The unstable manifold of the 
saddle (S) is denoted by TF“. The large value of &r  was chosen to accentuate the features of 
the basin.
coordinates. The action can be found using (g*,g) as our dynamical variables, (p, g), and 
integrating pdq around one cycle (noting tha t the period, T  =  2t: /u  =  rr/p^) [1 2 , 21, 2],
1 r 1 r rin 1
I  -
27T =  =  (4-35)
We can then rewrite q{t) in terms of action-angle coordinates {I,4>) by q{t) — 
s / J exp(t^) with the target action, Jo =  a^. Using (4.30) we can re-write the Hamil­
tonian,
H{I)  =  |g|^ =  / ^
(4.36)
^  =  2J.
In Section 4.2, we transformed our angle coordinate into a new coordinate rotating 
with the target angle using a generating function, F2 {I', Recall that this transfor­
mation does not change the action coordinate. Following similar arugments presented in
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Re(q)
FIG. 4.9: The state space diagram for (4.32) with a =  1, e/ =  —0.1, and cr =  0.4. Notice that 
the tear drop shaped basin of attraction is still present, but is larger than in Figure 4.8. Even 
though ei is small compared to cr, its effect is quite noticeable.
Section 4.2 we find,
F 2 =  ( ^ - 2 Jo t)(/' +  /o),
I  =  I' +  h ,
K{i)  =  H{I'  +  /o )  -  2Jo(Jo +  / ' ) ,
$  =  d' -  2 /ot.
This transformation is equivalent to substituting q{t) =  exp(2 m^t) into (4.32), 
iv)t — 2a^w +  2\w\^w — i{en +  i t j){a  — w).
(4.37)
(4.38)
We can write w{t) in terms of action-angle coordinates w{t) =  V 7 'exp(t$ ), substitu te 
this into(4.38) and expand about the target, I '  = + y  and $  =  0 +  x to get,
/
+
f  \  €£ 2 _  2X
\ y  j
2
+  ejxy
(4.39)
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note th a t (x,y)  are now linearization variables and not the variables from Figure 4.8. 
Further, note that from Section 4.3, we know th a t the term in the y  equation is the 
dominant nonlinearity. After performing a near-identity transformation of 0 (e /) , the 
normal form of (4.39) can be cast in the form:
/  \  (  _ \  /  \  /
V
—en 2 
2eioP
+
\ V
0
+ (4.40)
Note, the near-identity transform ation does not effect the leading order (in terms of en 
and ei) nonlinear terms. Further, we notice th a t in order for an island to open around the 
target, e; must be negative because rj =  2a^ > 0. Prom now on, we insert the negative 
sign explicitly. In this case, the bifurcation is exactly as discussed in Section 4.3.
Next, we find the position of the saddle:
xs
6r  +  4o^e/ €r ^ -f 4a^e/
Vs =  - - (4.41)2a?-cr Aa?
and we enforce, e; -C en, for the reason discussed previously. Following Section 4.3, the 
next step is to find the dynamics of (4.40) lineaiized about the saddle with x  = x s  + u  
and , y  = ys  + v,
/
- € j ?  2
6r ^ +  2a^ei -CR
Next, we find the angle, 6, between the eigenvectors of (4.42). Using the formula for 6 
from Section 4.3, we find that:
\  / \
/
(4.42)
=  ^ ^ 2 e \  + Aa?ei, (4.43)
(4.44)
hence, using the triangle relation we find:
^/2€r  ^+ Aa^ei . 2
^ -------------- - \ j 2 e l  + Aa^€i,
where ej -C €r . The higher order corrections are developed in Appendix D. We see 
tha t the basin boundary in the purely dissipative case is only a distance of 0 ( € r ) away
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(because for NLS bi = —a^eg). In standard saddle-node bifurcations, ac scales like 0{tR).  
In Figure 4.10, we compare the results for finding Oc using the triangle m ethod with 
the results from an approximation of the stable manifold using higher order terms in 
the Taylor series expansion (see Appendix D for more details) for the  purely dissipative 
case. Figure 4.10 plots the difference between the numerical value of ac and the value
O  -1 0  -
-12
-16
* triangle relation 
» second order Taylor
In(sR)
FIG. 4.10: R,elative error in predicting The triangles denote the error using the first order 
Taylor {i.e. triangle relation) approximation of <Jc and the squares denote the error using 
the second order Taylor approximation of Here, relative error means the magnitude of 
the difference between the numerical result of Oe and the Gc predicted by the two methods of 
approximation.
estimated by each of the two methods. The numerical value of ac is found by computing 
where the stable manifold intersects the x-axis of the sta te  space (similar to  Figure 4.8). 
It is im portant to note tha t the equations integrated for Figure 4.10 are not (4.39), but 
rather the equations of motion for the real and imaginary parts of (4.32). For more 
details on this, please consult Appendix E. Figure 4.10 shows th a t the error in both 
methods converges to zero, however, the manifold approximation m ethod does so much 
more quickly. Even though the normal form analysis is performed in the limit tg  —^ 0 and,
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hence, the predictions are only valid in this limit, Figure 4.10 shows the purely dissipative 
scaling of Uc ~  predicted by the triangle relation, is good for a large range of ej^’s.
4.5 Conclusions
In this chapter I have shown that a Takens-Bogdanov bifurcation occurs when a dissi­
pative controller is applied to an integrable Hamiltonian system. The control is extremely 
sensitive to noise as a result of this bifurcation. However, the controllability can be im­
proved by adding a resonant conseiwative term  to the controller. The conservative term  
opens an island at the target. This island is large compared to the basin of attraction 
in the Takens-Bogdanov bifurcation. We have shown th a t successful controllers for inte­
grable Hamiltonian systems are more conservative than dissipative. The dissipative term  
must be large enough to allow the system to settle onto the control target in a reasonable 
amount of time. We have verified these results for the plane wave solutions of the NLS.
Our long term  interest lies in the suppression of instabilities in nonhnear wave sys­
tems, in particular, those th a t reduce to the NLS is some limit. These systems are mod­
eled by P D F ’s and are infinite-dimensional. Infinite-dimensional systems can possess very 
complex behaviors which cannot be modeled by two-dimensional systems. For example, 
in order for a system to possess chaotic behavior, it m ust have at least three-dimensions. 
Before studying the infinite-dimensional problem, it is prudent to study an intermediate 
case, finite(> 2)-dimensional systems. In the next chapter, I will present generic 2N-  
dimensional integrable Hamiltonian systems and I ’ll study the relevant controller through 
severa.l examples.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 5
C ontrol o f H igher-D im ensional 
System s
In this chapter, we will study the control of 2iV-dimensional integrable Hamiltonian 
systems. Just as before, the controller targets an exact solution of the open-loop dynamics. 
We begin the chapter by studying the generic 2iV-dimensional control problem. We will 
see that, generically, the linear open-loop dynamics about the target consists of N  non­
interacting Takens-Bogdanov subspaces. This implies tha t a Takens-Bogdanov bifurcation 
of very high dimension can occur when control is turned on. However, this non-interacting 
nature can be broken at linear order when the conservative term  is applied. The number 
and location of the conservative terms in the linear dynamics depends on the problem at 
hand. Therefore, a general analysis similar to  th a t done in Chapter 4 for two-dimensional 
systems cannot be done. Instead, I will focus on some sample four-dimensional control 
problems based on the NLS.
122
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5.1 Control of Generic 2A^~Dimensional System s
Consider a Hamiltonian system with N  degrees of freedom and Hamiltonian H  =  
H{ p ,  q) where p, q G R ^. The evolution of p and q is dictated by the canonical equations;
• ^  S H j p ,  q)
® dpk ’ . 5
■ ^ g ( p .q )  ■
dqk ’
for fc =  1 , 2 , . . . ,  iV. Further suppose tha t (5.1) is integrable as defined in Chapter 1 . This 
implies tha t regions of the phase space of (5.1) are foliated by iV-tori which are invariant 
under the flow generated by H{ p ,  q). Just as in the 2-dimensional case, the coordinates 
(p, q) can be canonically transformed (locally) to  the action-angle coordinates (I, (f>) and 
the Hamiltonian can be rew ritten as H(T). The evolution of (I, 4>) is of the form:
4  =  0 ,
. d m i )
where & =  1 , . . . ,  iV. The description of the dynamics (i.e. the shear flow structure with 
each torus ha.ving its own constant rotation rate) in action-angle coordinates is similar to 
tha t of the 2 -dimensional case, but now in higher dimensions.
Our technique used to control (5.1), and therefore (5.2), is similar to th a t done in 
Chapter 4 except now we generalize to higher dimensions. We choose a  target (Iq, ^o(^)) 
where, 4>o{t) -= ^ o t, is an iV-vector and we have eliminated the arbitrary phase angle as 
in Chapter 4 . Now that we have chosen our target, we will fix it at the origin via a time 
dependent canonical transformation with the generating function:
42(1,4^ , t )  =  ( 4> — u P ot)  ■ (T -f lo),
dFo
h  = - ^  =  I'k + Iok. (5.3)
^  9 F2 ^
=  uTT ^okt,a r k
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(5.4)
for fc =  1, 2 , . . . ,  A^ . This gives the new Hamiltonian:
K (i')  =  i f ( i '+ i „ )  +  ^ .
Following the m ethod in Chapter 4, we now examine the dynamics about the target 
(origin) via a Taylor expansion of the Hamiltonian, i f  (I'),
if(T ) =  ■ C  • r  +  h{l') (5.5)
where we have ignored the constant term H{Iq) — ujq - Iq, h{l') contains terms of O(T^) 
and higher, and the N  x  N  symmetric matrix, C,  is defined as;
d'^H
Cjk — T ,  I l 0  • (5.6)dPjd l ' k
Note tha t since we label our coordinates ($ , T), the matrix, C, is the  lower right N  x  N
( _  I .
\
(5.7)
sub-block of the full Hessian m atrix of K{I' )  of the Hamiltonian, Kij  =
(
V
0 0 
0 c
Beacuse C  is a real symmetric matrix, we can diagonalize it with a similarity transforma­
tion using a rotation m atrix, R.  Therefore:
\
(5.8)
This transformation is symplectic. For notational simplicity, in w hat follows we drop the 
prime notation from the I " ’s. The m atrix, C,  transforms ds D  = R ^ ^ C R  with, D,  a 
diagonal m atrix containing the eigenvalues of C, Xi {i ~  0 , 1 , . . . ,  N ) ,  such that:
K'{I)
4 0 ,
d K \ I )  
<94 ’ (5.9)
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for fc =  1 , 2 , . . . ,  iV.
After re-ordering the basis, the new equations of m otion are:
 ^ 0 1  ^ ^ 0 Al 0 0 0 ■ - 0 0 ^ (  e A  ^ 91(I) ^
/ i 0 0 0 0 0 - • 0 0 h 0
0 2 0 0 0 A2 0 • ■ 0 0 0 2 92 (1)
I 2 z=z 0 0 0 0 0 - • 0 0 I 2 -b 0
&N 0 0 0 0 0 • • 0 Aw 0 w 9iv(I)
\  I n  ) 0 0 0 0 • • 0 0 J \  I n  ) V 0 y
(5.10)
where the contains term s of 0 ( F )  and higher. The system of equations (5.10) is our 
open-loop dynamics for an Ai-dimensional integrable Hamiltonian system whose origin 
lies at the control target ( I q =  0, © o =  0). The linear term  of (5.10) is separated into N  
non-interacting subspaces whose dynamics are those of a  shear flow, as expected. This 
potentially leads to Takens-Bogdanov bifurcations of very high dimensionality. It is clear 
from (4.9) th a t for the closed-loop linear dynamics, the cr  terms appear only on the 
diagonal of (5.10). The e/ terms, however, can occur througout the linear matrix. In 
general, the placement of the conservative terms, depends on the problem at hand. We 
know from Chapter 4 th a t the conseiwative terms open an island around the target. As 
shown in Appendix C, this island scales like It is the dissipative term s tha t cause the 
Takens-Bogdanov bifurcation to occur and, hence, are the new source of the complication 
in the dynamics. Therefore in this Chapter, we will set e/ =  0 and study the effects of a 
dissipative controller on an integrable Hamiltonian system.
The normal form analysis (as done in Chapter 4) will give information on how the 
basin would scale in each direction, but is quite involved due to the high dimensionality. 
This problem is still open and requires further study. The potential presence of a high­
dimensional Takens-Bogdanov bifurcation could, in fact, be illustrating th a t for 2 N { N  >
l)-dimensional systems, this controller may not be the most effective choice for targeting
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an exact solution of the open-loop dynamics. In this chapter, we will study the N  = 2 
(four-dimensional) case. In this way, we can begin to get a handle on the complexities 
th a t can occur in higher dimensional systems. Studying four-dimensional systems is the 
next step in understanding the control of an infinite-dimensional system such as the NLS. 
Even though we restrict ourselves to a small N,  the dynamics can still be quite difficult to 
analyze due to the large number of resonant terms in the normal form (even at quadratic 
order). Therefore, the best m ethod of understanding the control of four-dimensional 
integrable systems is to study a few examples. In particular, we will study the control of 
a two-mode truncation of NLS [40] in order to get an idea of some of the various behaviors 
a controlled four-dimensional integrable Hamiltonian system can exhibit.
While there is a large literature on the topic of N-dimensional Hamiltonian sys­
tems, I would like to mention one especially relevant study by Litvak-Hinenzon and 
Rom-Kedar [41]. These authors study a phenomenon called parabolic resonance which 
occurs when a Hamiltonian perturbation (in our case, controller) is applied to an N (>  
3)-dimensional integrable Hamiltonian system. The integrable Hamiltonian system has a 
torus which is resonant to the perturbation and has a parabolic stability (at least one pair 
of the eigenvalues are zero). They show th a t parabolic resonances cause regions of insta­
bility. This is of obvious interest to the controllability of the system as such instabilities 
must be suppressed in order for successful control to be attained.
5.2 TwO"Mode T ru n ca tio n  of NLS
The work in this section, parallels the development in [40]. We begin with the NLS,
iwt + Wzz+ 2\w\‘^ w — 0, (5.11)
which we recall from Chapters 1 and 4 is an infinite-dimensional integrable Hamiltonian 
system. Note th a t we have changed our spatial variable from x  to z. This is to  avoid con­
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fusion later when we study the two-mode truncation. Next, we transform to a coordinate 
system which places the solution, w{z, t )  = aexp{2iaH),  at rest {but not at the origin). 
This transformation is canonical. By setting w{z, t )  =  q(z, t)exp{2iaH)  and inserting it 
into (5.11), we obtain:
iqt +  Qzz +  2(|g'p — a^) =  0. (5.12)
Next, we consider the two-mode truncation from [40]:
q(z, t )  = c(t) + b{t)cos{kz),  (5.13)
where, c{t) and b{t) are complex. We insert this into (5.12) to obtain:
c =  2i{\c\^ -f — a^)c +  i{c*h +  ch*)h,
h =  2 i( |cp  +  -  {~k^ -1- a^))b -I- 2i{bc* -7 cb*)c,
(5.14)
which is a two-dimensional system of complex variables (four-dimensional real system). 
This system admits the two first integrals (see [40] and references therein):
I  = \c\  ^+ h b \ ^
. (5-15)
H  = ijc j"  +  -f j\b\^ -  i ^k^  +  a=)|fip -  2a2|cp -f ^(fcV^ +  c^b*^).
Note tha t the equations (5.14) and (5.15) are slightly different than  those in [40] due to 
the form of NLS having slightly different coefficients. The first integrals, I  and H,  are 
independent and are in involution and therefore the system (5.14) is a four-dimensional 
integrable Hamiltonian system with phase space corrdinates: (cj,CR,bi,bR) w ith Poisson 
bracket:
I f  \  ^
\ d c i d c R  dcndc j  dbjdbn d b R db j )  ’ ^
where f , g  are functions of ci, cr, bi, and bR.
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(5.17)
(5.18)
We U.56 the following set. of variables:
y{t) = Im{c{t)),  
x{t) =  Re{c{t)), 
v{t) =  Im{b{t)), 
u{t) =  Re{b{t)).
In these variables, (5.14) becomes;
y =  2 x(x^ + y^ + +  2u{xu + yv),
I
X = —2y{x^ +  +  v^) — a^) — 2v{xu +  yv),
V = 2u(x^ + y^ + +  v^) — ( ^ P  +  oF)) +  4x{xu  +  yv),
u = —2v{x^ + y'  ^+ (^w-  ^+  v^) — + a^)) — ^y{xu  +  yv).
The first integrals then become:
I  = x^ + y^ + + v^),
H  — ^{x'^ + y^) +  ^(u^ +  x^) +  x^y~  ^+  ^  ^  5(?/ '^y  ^+  u^x^)) (5.19)
— (^fe^ +  a^){u^ +  x^) — 2a^{x^ +  y^) +  Axyuv.
One im portant property, which is of interest to us, is th a t plane wave solutions 
are modulationally unstable when k < 2a [16]. This will have direct consequences for 
controlling the NLS to the plane wave solution, =  a. The modulational instability was 
not a concern in the two-dimensional case since the system did not allow for spatially non- 
uniform solutions of the NLS. The m odulational instability is retained in the truncated 
system (5.18), as will be shown below. This is a new element not present in the plane 
wave case. Now the open-loop phase space has a saddle structure already. The fact th a t 
the truncated system retains the instability is im portant. We want to retain as many 
properties of the full PD E as possible so tha t the behavior of the truncated system will be 
similar to the full PDE. In this way, studying the control of the truncated system should 
give insight into the control of the full PDE.
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Circle (c,b)
C l (oe*^, 0 )
C2 (0 ,e * '^ y |(a 2 +  |fc2 ))
C3 e*^V2(4a2 -  k^)/15)
TABLE 5.1; The solutions of (5.18) in (c, 6 ) coordinates.
Circle (y,x,v,u)
C l (0 ,a , 0 , 0 )
C2 (0 , 0 , 0 , , y | ( a 2 +  i F ) )
C3 (0, ^/(fc^ +  a ^ )/5 ,0, ^2(40.2 -  k^) / l5)
TABLE 5.2: The solutions of (5.18) in ( y , x , v , u )  coordinates.
There ai’e several special solutions of (5.18) presented in [40]. We are interested in 
using three of them as control targets. They are listed in the tables below G [0, 27t]): 
Note tha t C l is the plane wave target from Chapter 4. The different solutions are 
illustrated in Figure 5.1. As we will see, each of these solutions will be interesting control 
targets and will demonstrate a variety of possible behaviors tha t the  controlled system 
can exhibit.
5.3 Analysis o f th e Closed-Loop D ynam ics
In this section, I will present the problem of controlling (5.18) to  the solutions pre­
sented above. The analysis will be done in a slightly different way than  what was done 
in Chapter 4. In this chapter, we exploit the fact th a t the normal form analysis does 
not require knowledge of the action-angle coordinates. We know that (5.18) is integrable, 
therefore, we expect the Takesn-Bogdanov bifurcation to occur. The analysis will be done 
as follows:
1. Perform a coordinate transformation which places the target orbit a t the origin.
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C3
|ql
/  C2
z
FIG. 5.1: A plot of Circle 1 (C l), Circle 2  (C2 ), and Circle 3 (C3).
Here, we will truncate the dynamics at quadratic order.
2 . Next, we perform a linear coordinate transform ation which places the linear 
dynamics from Step 1 into Jordan canonical form. We then identify the quadratic 
terms which are resonant to the linear dynamics via the “normal form” algorithm 
presented in Chapter 3. In this Chapter, I will still refer to the resulting dynamics as 
the “normal form about the target” as is done in
3. Use the equations from step 2 to  find the  scalings (in e_R.) for the fixed points near the 
target.
4. Now th a t we know how the fixed points scale in cr, we can go back to the original 
equations and compute the location of those fixed points.
5. We are interested in fixed points which are saddles th a t bifurcate with the target 
when =  0. For these problems, it turns out th a t there is only one saddle th a t is
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induced by the control (as distinct from the saddle already present in the open-loop 
dynamics).
6 . We then find the angle, 6, between the eigenvectors of the saddle which are becoming 
degenerate (parallel) when |  0. As in Chapter 4, this will involve one pair of stable 
and unstable eigenvectors becoming degenerate.
7. Finally, we use the triangle relation to estim ate CTc.
Notice th a t we will not be extracting Uc directly from our normal form. From our 
experience, the normal form can provide spurious roots. Hence it is always best to double 
check to see if the roots given by the normal form correspond to fixed points in the 
original equations. Hence, we -will be finding ac from the equations of motion in the 
physical coordinates.
Just as in Chapter 4, our controlled dynamics will be;
iqt -fi qzz + 2(lg|^ -  a^) =  i(en +  ie/)(go ~  q), (5.20)
where go is a solution to the uncontrolled {cr =  e/ =  0) dynamics, either Circle 1, 2, or
3. As in Chapter 4, sr is the dissipative control term  and ej is the conservative control 
term. In Chapter 4 it was shown th a t the dissipative term  (er) causes a Takens-Bogdanov 
bifurcation to occur at the target. This bifurcation severly limits the controllability of 
the system to the target. The conservative term  (e/) opens an island at the target and 
improves the controllability of the system. As discussed earlier, we will set e/ =  0.
5.3.1 Targetting Circle 1
In this section we focus on the problem of controlling the truncated NLS, (5.18), to 
Circle 1 , which is the plane wave solution from the two-dimensional problem presented in 
Chapter 4. We begin by substituting (5.13) into (5.20), with qo = a and e/ =  0. Then we
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(5.21)
follow the procedure used to obtain (5.18):
y =  +  2 x(x^ +  ~  “^) +  2 n(xi{ +  yv),
X =  £ij(a — x) — 2y{x'^ + y'  ^+ ^{u^ + v^) — a^) — 2v{xu +  yv),
3 1
V =  —e/ju +  2u(x^ +  +  ^(w^ +  v^) -  { -k^  + a^)) + 4x(xu +  yv),
3 1
u = —enu -  2v{x^ +  2/  ^+  -(it^  +  u^) — (-A;^ +  a^)) — Ay{xu + yv).
The target is located at (y =  0, x =  a, u =  0, w =  0).
Next, we shift the target to the origin and keep only the linear and quadratic terms 
{e.g. X — a + X ,  X  1):
/ y \
X  
V
\ U  /
( -6R Aa^ 0
0  —eR 0
0 0 
0
0
0
\  / y \
0
X  
V
+  / 2 (Y) +  . . . , (5.22)
where:
/ 2 (Y)
(  2a{Y^ + ^  + ^  + 3X2) ^ 
- 4 a T X  -  2aVU
\
(5.23)
/
Aa{ZXU +  Y V )
- A a V X  -  AaYU
As  discussed in Chapter 3, the eigenvalues of the Hnear m atrix gives the stability for the 
target. The eigenvalues of the m atrix in (5.22) are: —e^, —€r , —tR ±  ky/Aa?‘ — k^. Just 
like in Chapter A, the target is a degenerate node in one subspace. Further, the target
becomes unstable when k < 2a and er < k v A a F X W .  This is how the modulational 
instability appears in the control problem. The problem is split in two different cases; 
one where the plane waves are m odulationally stable and the other where they are not.
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The Case in which Plane Waves are M odulationally Stable
'Wlien k > 2a, the target is an attractor. Therefore, we ca.n consider computing a a^ . 
for it. We do this by continuing with the  steps outlined in Section 5.3.
Next, we calculate the normal form of (5.22) to  second order about the target when 
6r  — 0. The normal form of (5.22) about the target is found using the transformation:
/ 1 0 0
0
0
0
V
X-2 
Xi 
\ X , J
(5.24)
0 0 1 1
Note tha t this m atrix transforms the linear dynamics of (5.22) into Jordan canonical form 
when eR =  0. Further note tha t from (5.24), Y  and X  are proportional to Xi and X2 , 
respectively. The coordinates U and V  are linear cominations of xs and X4 . The m atrix 
(5.24) is the R  m atrix from the normal form discussion in Chapter 3. The normal form 
of (5.22) about the target is;
X2 
Xi 
\ X i  /
(
\
1
0  - t R  
0 0
0 0
0
0
~eR -  h 
0
0  ^ 
0  
0
-ei?+ )
where 6  =  k\ / ia?  — /c^  and
/
i"2 (x) =
c c
X2  
X i  
\ X 4  J
\
(5.25)
(5.26)
2 axl  
-AaxiX2 
0  
0
and the new coordinates, x  are found using the transformation: The dynamics, (5.25), 
consist of two non-interacting subspaces, a “plane wave plane” (xiX2-plane) and a “side­
band plane” (x3 X4-plane). We see th a t trajectories which s tart off the XiX2-plane will
V
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settle onto it because k > 2a. The resonant term s in (5.25) were those identified by the 
Mathematica code referenced in Appendix A.
We see from (5.25) th a t all of the fixed points near the target lie in the xiX2-plane. 
We can also see tha t these fixed points come in the form: x% =  e^ai^ X2 — €^* 2^ , and 
Xs = Xi = 0. Using the transform ation (5.24), this translates to: looking for fixed points 
which lie in the X T -plane {U = V  = 0) and scale like in the T-direction and in 
the X-direction. Note tha t the origin is the target. We will insert these scalings into the 
original equations, (5.21), to find the location of the fixed points. Then, our coordinate 
tranform ation becomes, x = a + e^a 2 , y =  efiCq, and u = v — 0. Note that when 
u = V — 0 the u and v equations of (5.21) are identically zero. Therefore, we have th a t 
our fixed points lie only on the x^z-plane. W hen we plug these scalings into (5.21) to get:
A l — ( —CKi +  2a(2aoi2 +  CKi))e/} -T O (e ^ ) ,
(5.27)
A2 =  (—0:2 — 2 a i ( 2 aQ2 -1- a i))e/j +  O(e^),
by rescaling time, we can get rid of the e/j, on the right hand side of these equations. Next, 
we solve for « i and to find the location of the saddle:
. .  =  - 1  +  0 ( 4 ) .
(5.28)
Vs =  0 ,
Us ^  0 ,
as the position of the only fixed point near the target to leading order in e j^. Next, we 
need to  find the linear term  of the dynamics of (5.21) linearized about the second fixed 
point. We do this using: x =  X5  -f t?X, y = ys  + rjY, u — yU, v — rjV, (where 77 ^  1) to
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get;
/  y \  
X  
V  
\ U  J V
0
0
0
0
0  
0
-3en 4a^ — h
U2
^ 2^
0  ^ ( Y )
0 X
p2 _  5fi V
[ u  )
+  . . (5.29)
where we ignore terms O(e^) and higher, as well as terms 0{rj) and higher. The eigenvalues 
of the m atrix in (5.29) are:
Al — ( — 1 +  \ / 2 )eij +  O(e^), 
A-2 =  ( — 1 — V2)en  +  0{e \ ) ,
As =  -^ \/4a2  -
2 a 2 + 0{e l ) ,
(5.30)
\ a ej? +  C>(e|).2a?
Next, we need to find the eigenvectors of (5.29) to  leading order in tn:
Vl
V2
1 , 0 , 0  1 ,
1 , 2-%/22d^ £i}, 0 , 0  ,
2fjS
'W
(5.31)
t>3 =  0, 0, 1, fcV4a2 -  A;2
V4 =  0 , 0 , 1 , -fe\/4a2 -  fc2 -  ^  ^  .
Hence, we see th a t the point is a stable spiral (in the (3,4), i.e. u  and v, directions)
and a degenerate saddle (in the (1, 2)-plane, i.e. xy-plane). Since we know the  location
of the fixed points and their stability, we can now visualize parts of the phase space of 
(5.21) near the target. Since the fixed points lie solely in the xy-plane, we will look at 
only this plane in the phase space as is illustrated in Figure 5.2. In Figure 5.2, we see 
the target, O, has the tradem ark tear drop shaped basin of a ttraction  in this plane. The 
saddle point, S, lies near the target. One piece of the saddle’s unstable manifold (IF “)
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FIG. 5.2: The xy-plane in the phase space of (5.21) near the target.
goes to the target while the other piece goes to the spiral (not shown) in the xr/-plane. 
This spiral is the same one from the two-dimensional problem presented in Chapter 4.
We see th a t the two eigenvectors in the xy-plane are becoming degenerate (parallel) 
as tR i  0. Hence, we need to find the angle, 6. between those two eigenvectors. Using the 
dot product of these two vectors, we find that:
eflA/ 2
2 a 2 ’
(5.32)
and therefore (using the triangle relation):
\y s^CTc 4a3
(5.33)
Therefore, the scaling for the four-dimensional system is the same as tha t in the two 
dimensional problem. This is because our target orbit is stable in the u and n-directions.
In Appendix D, I discuss how to improve our estim ate (5.33) as well as compute the 
error terms by including more terms in the Taylor approximation of the stable manifold of
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the saddle. Note that the triangle relation gives an approximation of the linear term  of the 
stable manifold’s Taylor series. In this problem, the stable manifold is three-dimensional 
(see eigenvalue structure of saddle). However, we are fortunate tha t the dynamics of 
the saddle (and the node) are normal and attracting in directions off of the xy-plane. 
Therefore, we can reduce this problem to finding the one-dimensional curve of the stable 
manifold in the xy-plane. We will approxim ate the stable manifold in this plane with a 
quadratic polynomial;
^{y) =  Cl -I- C2V -h czy'^ (5.34)
We find the coefficients, Cj, by constructing the function F  (see Appendix D):
i? =  ^  + a^) 35^
dy —^Rp +  2x(x'^ + y^ — a^)
We then insert our quadratic approximation of x(y)  into the LHS of (5.35) to solve for Ca 
and C3 . By evaluating x(y)  at the saddle point, we can find Ci. Doing this, we get:
■  (I; +
The error of O(efj) is due to the y  term  in the equation above. The error terms in the 
constant and y'  ^ terms are O(ej^). By Figure 5.2, we can estimate the correction to  (5.33) 
to be: (7c w a — x(y  ~  0 ),
(5-37)
Figure 5.3 verifies this scaling. In Figure 5.3, we have the relative error (as in Chapter 4) 
between (5.33) and (5.37). We see tha t the estim ate of made by the triangle relation 
(triangles) is not as good as th a t made by the quadratic approximation (squares), as 
is expected. Further, as in Chapter 4, we see th a t the quadratic approximation of the 
stable manifold converges a little quicker than  the triangle relation. Again, it is im portant 
to point out th a t the much faster com putation of the triangle relation gives the correct 
scaling for ctc in e^. The true value of ctc is obtained by integrating (5.21) starting  at the
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saddle in the direction of the stable manifold backwards in time. The intersection of the 
stable manifold and the x — axis  is approximately cTc-
» triangle relation 
■ second order Taylor
In(ER)
FIG. 5..3: The relative error of the triangle relation (triangle) and the polynomial approximation 
(squares).
Hence, when k > 2a, planes waves are modulationally stable (as all 3 fixed points are 
attracting off the xt/-plane) and qo = a is a viable target. The four-dimensional problem 
differs little from the two-dimensional problem studied in Chapter 4. Next, we will look 
at the case in which planes waves are modulationally unstable.
The Case in which Plane W aves are M odulationally U nstable
As can be .seen from the eigenvalue structure of (5.22), if k < 2a then the Circle 1 
target is unstable if 6r < k\/A(j? — k^. This provides a threshold for control, the time scale 
for control {0(1/€r )) must be faster than the exponential growth rate of the in.stability 
{k-\/Aa^ -  /c^). When tR is below the thre.shold (ky/Aa^ — k?) then the system cannot be 
controlled to the target. In fact, when is below the threshold, two other attracting
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fixed points exist which we call A+ and A_. The location of A +  and A -  is not easy 
to find. Figure 5.4 shows the profile of |g| vs. z at each one of these attractors. As
A-0.5
0 2 tcZ
FIG. 5.4; A |g| vs. z  profile of the attractors A+ and A_.
€r —» k^/AaP — A+ and collide at the point, (y =  0 , x =  a, u =  0 , u =  0), and form
the target. Fi'om Figure 5.4 one cair see that the “addition” of A.^ and A -  yield a plane 
wave (spatially uniform wave). For en > ky^Aa^ — k^, the target is the sole attracting 
fixed point.
To sum up, when plane waves are modulationally unstable, go =  o,-. is not a via.ble 
target for control unless the applied dissipation (eft) is large enough to overcome the linear 
growth rate. W hen attem pting to control the full PDE (5.12), a similar threshold will 
arise. Hence, this result is expected from the analysis of the PDE.
5.3.2 Targetting Circle 2
Next, we consider the problem of targeting circle 2. We begin by obtaining the 
closed-loop equations following the same procedure as we did for (5.21) (this time with
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y^4/3(a^ +  fc^/2 ) cos{kx)):
y = - t R y  +  2 x(x^ + y^ + -  [u^ + v^) — a^) +  2u{xu +  yv),
X — ~€rx  -  2 y(x^ + y^ + +  v^) — a^) — 2v{xu  +  yv),
3 1
V — - C r V +  2 t t ( x ^  +  y ^  +  -  {c?  +  2 ^ ^ ) )  +  ^ y { x u  +  j /u ) ,
3 1
u  =  £h(/3 -  u) ~  2v{x^ + y^ + -{u^  + v^) -  {a^ + ~  4x{xu +  yv),
(5.38)
where p  = \jA.jZ{a^ +  k'^/2), the amplitude of the target which is located at (?/ =  0  , x =  
0 , , u =  0, u = j3). Next, we compute the linearized dynamics about the target to linear 
order using similar coordinates for (5.22):
/f y \
X  
V
J
where:
- € r 2{a^ + e )  0
(a2 -  fc2) 
0  
0
/2(Y)
0
- e n  0  0
0 —€ r  2 { 2 o?  + k " ^ )
0  0  - e n
2bXU  +  ^ Y V  
~ ^ { Y U  + V X )
2hX^ + 1  y 2 +  f  [ / 2  +  | y 2
\  /  y  \  
X
y  
V ^ /
+  h { Y )  (5.39)
\
\ -hVU -  f  F X
(5.40)
and b — \/l2a?- +  6kP-.
The eigenvalues of the linear m atrix are:
±  - ^ V a ^  - (5.41)
Immediately, we notice three things. First, the Takens-Bogdanov dynamics in the UV-  
plane. Second, tha t the linear dynamics consist of two non-interacting subspaces, similar 
to the Circle 1 problem. Third, similar to  the Circle 1 problem, w'e have two cases, one in 
which k a and one in which k = a. W hen k ^  a there are two classes of problems. One
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where the target is stable in all directions {k > a) and one where the target is unstable 
{k < a). W hen k = a there are two non-interacting Takens-Bogdanov subspaces in the 
linear dynamics. This is distinct from the Circle 1 problem (plane wave) where there was 
Takens-Bogdanov dynamics in one subspace, but non-degenerate behavior in the other 
subspace.
The Case in  W hich k ^  a
We will begin by looking at the case where k > a. In this case, the target is stable 
in all directions and we can consider computing a noise threshold for the system. We 
begin by casting the linear dynamics of (5.39) in Jordan canonical form and then find the 
resonant quadratic terms. The transform ation from (5.39) to the normal form is carried 
out using the coordinate transformation:
y
X  
V
u /  \
1
0
0
1
0
0
0
0
0
X-2 
xs 
\  X4 y
(5.42)
n 1^ 2(2a^Wj /
We see th a t the coordinates, X  and T , are linear combinations of the Xi and coordinates 
and the coordinates, U and V,  ai'e proportional to the X3 and X4 coordinates. The normal 
form of (5.39) about the target is:
X2 
i s
V X4 y
/ —d — tR 
0  
0  
0
0
d - t R
0
0
0
0
-^R
0
0  ^ 
0  
1
-£r  j
d-F 2 (x) 4- . . . , (5.43)
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where d — and,
F.
0
0
\
(5.44)
+  k^xl  
y —\/6\ /2a^ + k^XsX4 j
From (5.43) we are interested in obtaining how fixed points near the target scale in 
We see tha t the fixed points near the target come in the form; Xs =  e^ai, X4 =  £^0 :2 , 
and xi =  X2 =  0 . This translates to looking for fixed points tha t are in the C/F-plane 
( X  = Y  — 0) and scale like en in the F-direction and e|j in the [/-direction. As in in the 
Circle 1 problem, we will insert these scalings into the original equations, (5.38), to find 
the location of the fixed points. We will use, x = y ~ 0 ,  u — (3 + e | a 2 ) and v = e^a i. 
Note that when x  — y — 0 the y  and x  equations of (5.38) are zero. Therefore, we have 
tha t our fixed points lie only on the tiu-plane. W hen we plug these scalings into (5.38) to 
get:
d ' l  =  ( — a i  +  ‘^ VV2cfi~+ ~^{^a\ + ^ \ / l 2 a ?  - 1 -  Qk'^))tR +  O(e^),
^ ^ ^  (5.45)
d 2 =  ( - 0:2 -  2 a i { - a l  +  ~ V l 2 a ' ^  +  Qh3))eR +  0{e%).
We can then solve these equations to find ai  and a^- The location of the fixed point is:
y s  = 0, 
xs =  0,
^^ 5 =  — . ;w +
(5.46)
Us  = j3- V 6 (2 a 2 -f ^2)3/2
+  0 (e |) .
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Next, we linearize (5.38) about this fixed point and keep only the leading order (in e^) 
terms;
\  /  w \/ Y   ^
X
V
u
( 2 a 2 +  2 P
V
| ( a 2 - f e 2 )
0
0
3
0
0 /
+ (5.47)
0 0
0 0
—3e;j 4a^ +  
efl
where the capitilized coordinates are similar to those used to find (5.29). The eigenvalues 
of (5.47) are:
Ai =  - e  +  ^ i/4 e |j  +  3(a^-fc4),
Y  
X
V  
\ U  j
(5.48)
A2 — —e — -  y  4e|j +  3(a^ — A:^ ),
A3 =  ( — 1 +
A4 =  (—1 — V 2)e[i,
and we see tha t the fixed point is a saddle (recall fc >  a) in the  nu-plane and is a stable 
spiral in the z?/-directions. Next, we find the eigenvectors of (5.47):
= (  1. 0, 0 )  ,
«  = (» .  0. 1.
'’* = ( 0 .  », 1.
For simplicity, eigenvalue-eigenvector pairs share the same subscript. We see tha t and 
U4 are becoming degenerate as ej? J, 0. Now that we know the fixed point’s location and 
stability, we can visualize the phase space around the target. Similar to the Circle 1 case, 
we can restrict ourselves to looking at only one plane in the phase space, the uu-plane. 
Figure 5.5 shows the nn-plane near the target. In Figure 5.5, the tear-drop shape basin 
for the target, O, is clearly present. The tear-drop shaped basin of attraction is a, sign
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FIG. 5.5: The wu-plane in the phase space of (5.38) near the target.
of a Takens-Bogdanov bifurcation in this plane. Another piece of the unstable manifold 
(W“ , not shown) connects the saddle, S,  to a spiral (also not shown). Physically, the 
spiral represents a cosine wave with an amplitude of 0 {eR).
Next, we find the angle between vs and V4 :
_  V 2 gR
“  2fl2 +
Thus, we can find using the triangle relation of
2
(5.50)
(Jc (5.51)
\/3(2a^ -1-
Just as in the Circle 1 problem, we can find the error in (5.51) by approximating the 
stable manifold of the saddle with a higher order Taylor expansion.
We will compute the  quadratic approximation of the the stable manifold in the same 
way tha t we did for Circle 1, because the dynamics are normal off of the uv-plane. We 
begin by noting tha t we are interested in the curve of the stable manifold that lies in the
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nv-plane. Therefore, we will set x =  =  0 and use:
_  du  ^ eniP - u ) -  2v{l {u^ + -  (a^  +
dv —env +  2u{j{u^ +  v ‘^ ) — {a ’^ +  ^k^))
To approximate the stable manifold, we use the quadratic polynomial:
u(v) =  Cl +  C-2V +  Csv .^ (5.53)
By following the same procedure as we did for Circle 1 , we obtain (to leading order in
ejj):
u(v) =  /? ------------- -^---------e |  —  ^ - --V ------------------= v'^  +  . . . .  (5.54)
 ^  ^ \/6(2a2 +  *2)3/2 2a2 +  *2 ^2(2a2 +  *2)
We can then find a,C'
+ 0 ( 4 ) .  (5.55)
The relative error plot, Figure 5.6, shows the relative error of (5.51) and (5.55). We see 
tha t the quadratic approximation of the manifold is better, however, just as in the Circle 
1 problem, the triangle relation obtains the proper sealing of ac in ejj.
We can also consider the case in which k < a. In this case, the target is unstable as 
in the Circle 1 problem for k < 2a. In the Circle 1 problem, two new attractors appeared 
off of the x?/-plane and were connected to the target via its unstable manifold. In the 
Circle 2 problem, however, no new attractors appear. The target is connected to the spiral 
(mentioned earlier) in the uv-plane. Hence, when k < a, if the initial condition of the 
wave has any plane wave component {i.e. either x{t  =  0 ) or y{t =  0 ) are non-zero), then 
the target is not a viable control target. Similar to the Circle 1 case, if — k'^
(see eigenvalue structure of target), then the target becomes a global attractor.
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 ^triangle relation 
»second order Taylor
In(ER)
FIG. 5.6: The relative error of the triangle relation (triangle) and the polynomial approximation 
(squares) for the Circle 2 problem {k ^  a) .
The Case in W hich k ~  a
When k = a, then the dynamics linearized a.bout the target becomes:
y ) ^ —Er  4a^ 0  0  ^ ( y )
0  — 0  0 X
V 0  0  —eji 6a^ V
u  I  ^ 0 0  0  —er j [ u  )
+  /2(Y) +  ...
where:
/
/ 2 (Y) =
\
V /
(5.56)
(5.57)
6 a V 2 X U  +  2 a V 2 Y V  
- 2 a V 2 { Y U  + V X )
Qas/2X^ +  2 a V 2 Y 2 +  §a^i j2  ^  ^ y 2
- 3 a V 2 V U  -  A a V 2 Y X  
and the linearization variables are the same as used for the k ^  a problem. We see what 
appears to be two non-interacting Takens-Bogdanov subspaces in the linear dynamics.
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We can compute the normal form (see above) of (5.56) to obtain scalings for the nearby 
fixed points. Using the coordinate transformation, Y  =  5x , with:
/  y  \ / 0 0 1 0  
X  0 0 0
V  1 0  0 0
\ U J [o ^  0 0 J
the normal form can be found to be:
0  ^ 
0 
1
- e n j
/ — Cj? 1 0
X2 0 — £i?. 0
Xs 0 0 —^R
± 4 V 0 0 0
X2
Xs 
V X4 /
^2 
Xs 
\ x ,  J
(5.58)
+  Fa(x) (5.59)
where:
/
F 2 (x)
\
+ (5.60)
6 a%/2 xiX3 
-2ay/2x2Xs ~
6ay/2xl  +  ^ x l
-3aV5(2xiX2 +  X3X4 ) J
By inspecting (5.59), one can see tha t fixed points scale like €r  in the xi (U) and X3 (Y) 
directions, and like e |  in the X2 {U) and X4 (X) directions. Therefore, we can input the 
appropriate scalings into (5.38) to  get:
Y  =  (da^Y -  y  +  2aV 2 F y )e^  +  0 ( e |) ,
X  =  ( - X  -  2 a^ /2V X  -  2aV2U Y  -  3V^Y  -  2Y^)en  +  0 ( e |)
V  = (6a^ ~ V +  2ay/2Y'^ +  ~ V ^ ) e R  +  0 ( e |) ,
V  2
= ( - U -  3 a V 2 U V  -  4 a V 2 X y  -  6U y^  -  +  0 { e \ ) .
(5.61)
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We can rescale tim e and solve for the location of the fixed point:
Vs =  0 )
Xs ^  0 ,
« 2
(5.62)
Vs 3a v r -
Next, we linearize about the nearby fixed point (exactly as done before) and keep
term s up to 0 (€ |): 
/ y  \
X  
V
J
0
V 0
IE.
3
0
0
0 0
0 0
6 a 2 - g
X  
V
\ U  /
(5.63)
The eigenvalues to leading order in are:
Ai -
- 9 - 6 ^ /2
■eH;
 ^ - 9  + 6 ^ 2
X, = ------^------en,
(5.64)
As =  ( — 1 — V2)tR,
A4 =  (—1 +  \ / 2 )ei?.-
We see that while all eigenvalues are going to zero as cr J, 0, there is only one unstable 
direction (A4 >  0). Therefore, the Takens-Bogdanov bifurcation of interest lies only in 
one plane. The eigenvectors of (5.63) are:
' ’ > =  (  1 0 0 )  ■
»2 =  ( i  0 0 ) ,
= ( 0 0 1 ) .
(5.65)
Va 0  0  1
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where eigenvector-eigenvalue pairs share an index. We see tha t there are only one pair of 
stable and unstable eigenvectors which are becoming degenerate as tR J, 0, vz and V4,. The 
vectors Vi and V2 are also becoming degenerate as > 0 , however, they both correspond 
to stable directions and, therefore, are of no interest here. Hence, the Takens-Bogdanov 
bifurcation of interest occurs in the tiu-plane. We wish to  know the angle, 0, between 
those two eigenvectors
Hence, using the triangle relation, we can find ctc-
o~c ~  ^  —  (5.67)
Next, we approximate the stable manifold using a quadratic polynomial. By following 
the exact same procedure as we did before, we find:
+  (5-68)
R'om which we can calculate:
o-c ~  ^ 4  +  O(e^). (5.69)
We can then go back and compare these results to the previous section. If we were to 
substitute k ~  a into the results of the previous section, we would obtain the exact same 
results as in this section. We were lucky here. It appears in (5.56) tha t there are two 
independent (at the linear level) subspaces with Takens-Bogdanov dynamics. However, 
the saddle point has only one pair of stable and unstable eigendirections going degenerate 
when €r  I  0. The other two eigenvectors are going degenerate in the limit, however, they 
are both stable eigenvectors. The Takens-Bogdanov bifurcation we are interested in occurs 
when an unstable and a stable eigenvector become degenerate. Hence the dynamics we 
are interested in is limited only to a two-dimensional plane.
Hence we see tha t the problem of controlling (5.18) to  the Circle 1 and Circle 2 
solutions are very similar. The Takens-Bogdanov bifurcations occur in either the xy-plane
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or the uu-plane. This makes the analysis relatively simple, especially when extracting 
scalings from the normal form and using them  in the original equations. In the Circle 3 
problem, we will see tha t such a simple translation from the normal form to the original 
equations does not exist. We will then have to rely on the normal form equations to carry 
out the analysis.
5.3.3 Targetting Circle 3
This problem demonstrates the power of the technique of calculating in this dis­
sertation. We will see that in the physical coordinates, the linear dynamics about the 
target are not obviously Takens-Bogdanov. However, the Takens-Bogdanov nature will 
be obvious when we examine the normal form of the dynamics.
We begin with the equations for the closed-loop system targetting Circle 3. These 
equations are obtained in the same way tha t we obtained (5.21) and (5.38), this time with 
go =  \/(fc^ -f a^)/5 -t- y^2{4a^ — k^)/15cos{kx):
X =  -€r{/3c -  x ) -  2y{x^ + y^ + ^{u^ +  v^) -  a^) -  2v{xu -1- yv),
y — —eny -1- 2x{x^ + +  2u(xu + yv),
3 1
ii =  £k(/?6 ~ u) — 2v(x^ + y^ + + v^) — (<2  ^ +  2 ^^^  ^ ~  ^
3 1
i} =  - enV  + 2u{x^ +  +  v^) ~  (a^ + r^^)) +  4y(xu  -t yv),
(5.70)
4 ' ' ' 2
where Pc =  \ / V 5 ( P ”+ o ^ ,  Ph — A/2/15(4a2 — k^), and the target is located at {y =  
0, , x  — Pc, , v  — 0, , u  — Ph). Next, we linearize about the target (using same variables 
as before);
(  y \ ( — ^ R 5 " 0
X 15" —^R
V 0 p c —^R
) V ~ —bc15"" 0 5 "
U c \  f
X  
V  
\ U  J
+
6%/5
(5.71)
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where b — ^ /6{4aM-W),  c =  V a7+ ~ P  and;
^ 12cy2 +  46YF +  Q{cX^ +  2hXU  +  (V^ +  W M )  ^
- i { 6 c Y X  + bVU) -  2{bVX  +  ScVU)
4bY^ +  24cF F  +  3(46X2 ^  24cXU  +  {V^ +  36/2)6)
\  -6 (4 c X F  +  bUV) -  8{bYX  +  8cYU)
Immediately, we see th a t this problem is different than the previous ones. The eigenvalues 
of the linear dynamics of (5.71) ai'e: —cr, - € r , —cr ±  [4a? — fe2)(a2 +  k^)- This
is the first hint of a Takens-Bogdanov bifurcation (two degenerate eigenvalues). Further we 
see th a t if A: >  2a, the target is has a saddle structure. If c r  > |- y '^ \ / (2 a  —  k){2a + k){(Y + k' ]^ 
then it becomes a global a ttracto r ju st as in the  previous case. We are not interested in 
this case, therefore, we will keep k < 2a.
Next, we compute the normal form (see above) of (5.71) using the transformation:
(5.73)
where:
/  y  \  ^ Ru R*n R i3 0 ^ (  X  \i
X 0 0 0 i?24
1/ M l M l  ^ ^ Xs
U J  ^ 1 1 0 JR44 y [ X 4  J
Rn  =
R i3 — 
i?2i =  ~
^24
/3
2 V 4a^ — k ‘^  ’
V4a2 -
V 6 (a2 +  fc2 ) ’
x/3
4 V 2 (4 a2 -fc2 )(a2 + )j2 )’
i?3i =  - i i /3 (4 a 2  -  A;2)y'l4(a2 4- fc'2), 
1
R-44 4a2 —
(5.74)
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Using the above transformation, the normal form of (5.71) about the target is:
/  n \U . ) ^ d* 0  0  0  ^ (  \  Xx
X2 0  d  0  0 X2
X3 0  0  1 2 :3
\  X4  J ^ 0  0  0  — Er  y \  ^ 4  )
+
\
0 
0
v/30(7«2+2A:b
7b ^3
o x /3 0 (7 q " + 2 A ^ )
7b ^3^4
(5.75)
where d =  — e;j4 -7| y ^ i / ( 4 a 2 — hP'){a? +  kP‘). W hat we notice here is th a t just like before, 
there is one plane with a Takens-Bogdanov bifurcation going on while the dynamics are 
normal in the other directions.
Next, we find the fixed points. Earlier it was mentioned tha t in our experience, 
the normal form can give some spurious roots. This is why we used the normal form 
to extract scalings of the fixed points and then used those scalings to  find fixed points 
in the original equations. Here, the original equations are too complicated to find the 
roots, even when the scalings a.re known. Therefore, we will work solely in the normal 
form coordinates. Equation (5.75) gives two roots besides the target. One scales like, 
Xci =  (a^ i = 0 , X2 — 0 , X3 =  O(eR), Xi =  0 (e |) ) , and the other scales like, Xc2 =  
(xi =  0, X2 =  0, Xs =  0{€fi), Xi — 0). We need to find which root, if any, is spurious. 
This is done by finding the scalings of these points in the original equations (5.71) by 
applying the above transform ation m atrix to Xd and x ^ . We then find that in the 
xci Y d  =  (Y -  O(efi), X  =  0 {e l ) ,  V  =  0{ea),  U =  0 (e^ )) and x ^  Y ,2  =  (Y =  
X  = 0, V  = 0{eR), U =  0). Note tha t these are not roots of (5.71), however, 
fixed points of (5.71), if they exist, should have the same scalings in Because solving 
for these roots in (5.71) is difficult, we can use Newton’s m ethod to find roots with these 
scalings. This was done using the algorithm provided in Mathematica. We found th a t only 
one root exists, and tha t is the root associated with Xd. In the normal form coordinates,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
153
this point is:
x i s  =  0 , 
X2S =  0 , 
xss
xas
7s/ic
2\/30(7a2 +  2k^) 
7 \/3 ’\/4a^ — 2
4x/T0(7a2 +  2 fc2 ) 
Next, we linearize (5.75) about the point (5.76):
0 0  ^
0 0
^R,
4
(5.76)
 ^ d* 0
0 d
^3 0 0
U J I 0 0
The eigenvalues are:
Efs. 0
2 ^
Ai — d,
A2 =  d*,
As =  2 ^ ^  4“ v '^ )efi! 
A4 =  ~  VTO)eii.
(  X  ^  \
X2 
Xz 
\ X A  J
(5.77)
(5.78)
Hence, we see th a t the point (5.76) is a saddle point. Next, we find the eigenvectors of 
(5.77):
vi =  ( 1 , 0 , 0 , 0 ),
(5.79)
U2 =  (0 , l , 0 , 0 ),
U3 =  (0 ,0 ,l , i (2  +  4l0)€H),
U4 =  (0 , 0 , l , i ( 2 - v ^ ) e H ) .
We see th a t the vectors vz and va are becoming degenerate as 0. The angle between 
those vectors is, 6 = V^eR.  We can now compute cTc from the triangle relation:
|0a:35|
2Vld(7a2 +  2 fc2 )
(5.80)
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Using F (x s ;x 4 ) =  dx^/dx^, we can compute a quadratic approximation to the stable 
manifold. This produces:
49V4a2 -  fc2 2
+  (5.81)
6 v ^ (7 a 2  +  2 fc2 )
Hence, we get a similar scaling for as before. The point of this calculation is tha t 
although the Takens-Bogdanov bifurcation is not obvious in the physical coordinates, it 
becomes clear when we transform to coordinates tha t places the linear dynamics in .Jordan 
canonical form {i.e. “normal form coordinates” ).
5.4 Conclusions
W hen attem pting to control a high-dimensional integrable Hamiltonian system to one 
of its solutions, a high dimensional Takens-Bogdanov bifurcation can occur. In our NLS 
examples, only a low dimensional Takens-Bogdanov bifurcation occured. This is because 
the solutions we are targetting have a saddle structure to them, while the equation for
(5.10) assume a generic solution. In each of the cases above, the wavenumber, A;, deter­
mines whether the target solution is a saddle or a node. This physically makes sense for 
the NLS since the wavenumber determines whether or not plane waves are modulationally 
stable. When targetting Circles 1 and 2, we found tha t the Takens-Bogdanov bifurcation 
occured either in the x^-plane (for Circle 1) or the un-plane (for Circle 2 ). This is because 
tha t target lies solely in its respective plane. In these problems, the Takens-Bogdanov 
bifurcation is obvious in the physical (y, x, u, u) coordinates. The Takens-Bogdanov 
bifurcation th a t occured in the Circle 3 problem did not occur in either of those two 
planes. This is because the Circle 3 target does not lie on either plane alone. However, 
the presence of the Takens-Bogdanov bifurcation is clear when our coordinates are cho­
sen such th a t the linear dynamics are in Jordan canonical form. The low dimensionality 
of the Takens-Bogdanov bifurcations in this Chapter allowed us to use the m ethods de-
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veloped in Chapter 4 to estim ate a noise threshold. The analysis of higher-dimensional 
Takens-Bogdanov bifurcations will require modifications our current techniques. Such 
modifications will be im portant when we want to study problems involving the full PDE.
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CHAPTER 6
C ontrol o f  th e G inzburg-Landau  
E quation
Recall tha t the long term  goal of this project is to develop controllers for nonlinear 
systems whose dynamics in some limit reduce to integrable Hamiltonian models. We 
call these systems “near-integrable” because for some short times and some param eter 
range, the structure of the phase space is similar to th a t of an integrable one. This will be 
elaborated upon later. In the previous two chapters, we studied the problem of controlling 
integrable Hamiltonian systems. We can think of the integrable model as our ‘base system ’ 
for the related near-integrable system. In this dissertation, the choice of base system is 
the NLS. In this chapter, we will study the control of a related near-integrable system, 
the Ginzburg-Landau equation.
6.1 B ackground
The Ginzburg-Landau equation has been extensively studied because of its wide range 
of applicability. The Ginzburg-Landau equation appears in many subfields of physics in-
156
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eluding: nonlinear waves [42], nonlinear optics [43], ma.gnetic fluids [44], and supercon­
ducting networks [45]. For a review of the Ginzburg-Landau equation (from a condensed 
m atter point of view) the interested reader is directed to  [46]. In [46], the authors also 
comment tha t the Ginzburg-Landau equation has been used in describtng diverse phe­
nomena such as Bose-Einstein condensation and strings in field theory. It is clear th a t 
understanding the Ginzburg-Landau equation is im portant in many sub-fields of physics.
As we will see in the next section, the Ginzburg-Landau equation is, essentially, 
the NLS with added linear and nonlinear dissipation and a diffusive term. Hence, when 
all of these ‘ex tra’ term s are zero, we recover the NLS. Therefore, we can think of the 
Ginzburg-Landau equation as having an integrable limit (one in which all of those added 
terms are zero). The goal of this chapter is to see what, if any, insights into controlling 
a near-integrable system can be obtained from understanding the control of its related 
integrable system. Our question of interest is: Are the solutions o f integrable systems 
viable control targets fo r  related near-integrable systems? I f  so, under what conditions? 
The controller will be the same as th a t introduced in Chapter 1 and used in Chapters 4 
and 5. We will attem pt to target a solution of the NLS (the related integrable system). 
We choose the solutions of the related integrable system as control targets because we 
can find those solutions (recall tha t in action-angle coordinates the dynamics are reduced 
to qudratures). Generally, one cannot fiird non-trivial closed form solutions of near- 
integrable nonlinear systems. It is hoped tha t as long as the system is close to  integrable 
(for Ginzburg-Landau, the above ‘extra term s’ are small) then these solutions will be 
viable control targets. However, because these soltuions are not solutions of the near- 
integrable system, we will lose the ability to turn  off the controller once sucessful control 
is obtained.
Before studying the control problem, we wiU develop a heuristic derivation of the 
Ginzburg-Landau equation.
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6.2 A ‘D erivation’ of th e  Ginzburg-Landau Equation
In this section, we will go through a heuristic derivation of the Ginzburg-Landau 
equation. The derivation is performed by studying a dispersion relation which includes 
particular terms of interest. By doing this, we will see that the Ginzburg-Landau equa­
tion is the generic equation for weakly nonlinear nearly monochromatic waves th a t also 
includes linear and nonlinear dissipation as well as diffusion. Hence, the wide applica­
bility of the equation. In the limit of no diffusion and dissipation, the Ginzburg-Landau 
equation reduces to the NLS. These new term s are the ‘real-world’ terms which break the 
integrability of the system. Studying the  control of the Ginzburg-Landau equation is the 
next step in understanding the control of ‘real-world’ nonlinear systems.
For a uniform and tim e-stationary background, the solution of a hnear wave system 
can be written as a superposition of plane waves. Consider a single element of a Fourier 
series of a linear wave:
=  (6 .1)
where fc € R  and a; € C, hence, \ip\  ^ can grow or decay in tim e according to  the sign of 
Linear wave systems are represented by partial differential equations such as the 
wave equation. In order for (6 .1 ) to be a solution to it’s corresponding PDE, (6.1) must 
satisfy some dispersion relation, D{u), k) =  0. Here, we will be considering initial value 
problems; hence — 0 ) is known and we solve for where t >  0 .
In order for (6 .1 ) to be an approxim ate solution to a weakly nonlinear wave system, 
it must satisfy a dispersion relation as well. I t is physically reasonable th a t the leading 
order behavior is still governed by the linear dispersion relation but the nonlinear term s 
will introduce higher order effects. Consider the sine-Gordon equation as an example:
/  (9^  \
For small amplitude waves (|y |^ <C 1), we consider only the linear term  in the Taylor series
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of the sine term  of (6 .2 ):
Therefore, the dispersion relation becomes:
U) = ± V W ^ .  (6.4)
Now, if we consider the next term  in the Taylor series, the equation (6.2) becomes a 
nonlinear system:
The dispersion relation then becomes:
UJ
where a ' is some consant. Here we see tha t for the weakly nonlinear sine-Gordon equation, 
the linear dispersion relation dominates the behavior of however, there is an added 
correction due to the nonlinear effects.
One common feature of nonlinear waves is th a t the amplitude of the wave explictly 
depends on the dispersion behavior of the wave (as above). Another example of this is 
the simple pendulum which is an ODE. However, notice th a t if =  0, (6.2) we get the 
pendulum equation. Sometimes, the amplitude of the wave can cause an instability in 
the wave if the amplitude is above some threshold as described for the NLS in Chapter
2. In order to include this effect in the disperion relation, the amplitude of the wave 
appears in the dispersion relation, D(fc,w, It/ip) =  0. Because we are considering initial 
value problems, we can solve D(k,to, [V’P) =  0 for w to get, u> =  oo{k,
Another common assumption is tha t the wave (6 .1 ) is dominated by some fundamen­
tal wavenumber, ko € R, and frequency, wq € C. Any slow variation in the frequency and 
wavenumber is contained in the envelope. By expanding the Fourier transform of xp,
pP{x, t )  = j  , (6.7)
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we can show th a t we can re-write ij: to be:
=  a(x, (g.S)
We now see th a t by having u>o G C, \'tp\ can either grow or decay in time, depending on 
the sign of loqi- By matching this with (6 .1 ) we get:
a{x, t) = (6.9)
where oq is some real positive constant. We then Taylor expand uj{k, |ap) about the 
fundamental values k — and a — 0 :
Lu{k, |op) =  Lo{kQ, 0 ) -f 0Jk{k — ko) + ~^kk{k — ko)^ +  ui\a]'^ \a)^  +  • • • , (6 .1 0 )
where subscripting denotes partial differentiation with respect to th a t variable evaluated 
at the point (feo,0). Next, we make the following substitutions into (6.10):
Lo{ko, 0) =  Wo =  <^ 0R +  i^o h
(6 .1 1 )
^kk — Cl,
^\a\^ C2.
The physical meaning of these variable are: Vg is the group velocity , Re{u!kk) is the “group 
velocity dispersion” , Im{uJkk) is related to diffusive effects, Re{L0 a^\^ ) is the “nonlinear fre­
quency shift” , and Im{oj\ap) will be the nonlinear damping. We insert these substitutions 
into (6 .1 0 ) to get:
u)[k, |ctp) — x>ojr, — iu>oi =  -\-Vg{k — ko) -T ~^{k  — ^o)^ T  C2|np, (6.12)
We next make the association {k — ko) —id .^ and (w — ujfi) —> idt'-
{k — ko)a — —ia^,
{k  ko) Cl Clxs;,
(w — wofi)a =  iat- (6.13)
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Hence, we can find the PDE which corresponds to the dispersion relation (6.12):
i{at +  VgUic + +  - ~ a x x  -  Wjap |al^a =  0. (6.14)
Next, we go to the group frame and rescale t, and a:
x ' = X ~  Vgt, 
t' =  -2ukkt,
d  d
dx dx ' ’
d d ^ d
d t  “
After this change of variables we obtain the Ginzburg-Landau equation:
iqt +  iaq  +  (1 -  i/3 )fe  +  2(1 +  i'y)\q fq  =- 0, (6.15)
where I have explicitly inserted the sign of (3 and a , / 3 , 7  are real. Notice that in the limit 
of a , /3, 7  —z 0, we recover the NLS.
In the next section, I will present the research results for this chapter. In particular, 
we will look at the control problems associated with the Ginzburg-Landau equation. We 
will study a two-dimensional system based on spatially uniform solutions of the Ginzburg- 
Landau equation similar to that done in Chapter 4 for the NLS. This will begin to answer 
the question of whether near-integrable systems can be controlled to the solutions of 
integrable systems.
6.3 The Two-Dim ensional Control Problem
In this section, we will look at spatially uniform solutions of (6.15) and hence, q^x =  0. 
As discussed above, we will target a solution of the NLS. Since we are interested in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
162
spatially uniform solutions for (6.15), we will target the spatially uniform solution of 
NLS, go =  aexp{2ia^t) using the same controller as in (4.32). Therefore, (6.15) becomes:
iqt + ia q +  2{l + i''i)\q\^q =  i{€R +  ze7 )(ae^“ "* -  g). (6.16)
We expect tha t for small a  and 7 , (6.16) may behave similar to the integrable control 
problem (4.32). However, as these param eters get larger, (6.16) will mo.st likely not 
resemble the NLS case. Therefore, we have two questions: 1) W hat is the maximum 
allowed linear (ama^;) and nonlinear {%nax) dissipation such tha t the behavior of the 
phase flow near the target is similar to  th a t of the related integrable system? and 2 ) For 
cc <  (and 7  <  if such maxima exists), what is the noise tolerance for control, 
Oc?. We can break this problem up into three cases: 1 ) 7  =  0 , a  5  ^ Q, 2) 7  ^  0 , a  =  0, 
and 3) both 7  and a  are nonzero.
6.3.1 The case 7  =  0
In this case, we have no nonlinear damping ( 7  =  0), we will also set e/ =  0 for 
simplicity. Later, we will re-introduce ej and observe its effects on the dynamics of (6.16). 
Now (6.16) becomes:
iqt +  iaq + 2|gpg =  ■ieij(aexp(2io^f) — g). (6-17)
L et’s begin by visualizing the sta te  space for the closed-loop dynamics. We begin by 
finding the equations for the closed-loop dynamics in terms of the real (x) and imaginary 
[y] parts of g from (6.17) under the conditions stated  above. This is done with a m ethod 
similar to tha t done for (E.3) in Appendix E using (6.17) instead of the (4.32):
X =  —a x  + en{a — x) -I- 2 j/(x^ + y^ — c?),
(6.18)
y -= - a y  -  -  2 x(x^ ■+ 2/  ^ -  a^)-
Figure 6.1 shows the state  space of (6.18) for: a  =  0.001, — 0.4, and a =  1 with similar
sta te  space variables as done for the NLS. There are a few things to note here. First, and
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FIG. 6.1: The state space for (6.18). Note the tear drop shape basin attraction for the target,
O.  This is indicitive of a Takens-Bogdanov bifurcation.
most obvious, notice the tear drop shape basin of attraction for the point, O, resulting 
from the small angle between the stable and unstable (W “) manifolds of the saddle, 
S. Both features are hallmarks of a Takens-Bogdanov bifurcation. Second, while it is 
difficult to see here, the point, O, has moved and it is not at (x =  a  =  l , j /  =  0) any 
longer. That is due to the fact th a t the target is not a solution to the open-loop system. 
Instead, the fixed point, O, has moved a distance of 0 {a )  from the target. Thus we see our 
first result; The exact solutions to integrable Hamiltonian systems can be effective control 
targets for nearby dissipative systems. The fixed point is not exactly a t the. target because 
the target is not a solution to the open-loop system. However, if a  is small enough, the 
position of the fixed point is very close to the target. We also see th a t when a  is small 
enough, the phase space flow of the sta te  space neai' the target for (6.18) is very similar 
to th a t of the NLS.
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E stim a tin g  ama,:i:.
Next, we estim ate ama.t- We can look at the open-loop dynamics of (6.17) by inserting 
q{t) = p{t) exp(i0 (f)) into (6.16) with £h =  7  =  0 ;
P = - a p ,
(6.19)
e =  2p3.
We see tha t (6.19) describes a decaying spiral in polar coordinates. This demonstrates 
what we mean by the Ginzburg-Landau equation being “near-integrable” . The phase 
space dynamics of the Ginzburg-Landau equation are th a t of a  spiral. In the two- 
dimensional NLS we studied in Chapter 4, the phase space was foliated by circles. While 
a spiral and a circle are certainly topologically different, for short time intervals, the dy­
namics of a slowly decaying spiral are very similar to tha t of a circle. Hence, for short 
times, the phase space of the Ginzburg-Landau equation is similar to  th a t of the NLS and 
we say the Ginzburg-Landau equation is “near-integrable” .
We can integrate the p equation in (6.19). We will integrate p from a to p' and t 
from zero to some t ' . This gives:
p' ;
(6 .20)
= a — aat' -f 0 { t^ ) .
The dissipation, a, will be the param eter which determines whether or not the system 
can be controlled to the target. If a  is too large then a trajectory  decays too quickly past 
the target. We know where the basin boundary is for the NLS, p' =  a — ac, therefore we 
substitute this in for p', truncate to leading order in t' we find;
amo-j: =  (6 .2 1 )at'
The size of a^ax thus is dependent upon because eu determines the width of the basin 
of attraction for the target, a^ . ~  G(e^) for the NLS, and the tim e scale for decay onto 
the target, f  «  0 ( 1 / €r ) as shown in Chapter 4. Therefore, amox. ~  0 { e \) .  W hat we are
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saying here is tha t the trajectory cannot decay more than the width of the basin faster 
than the  decay time for control if control is to be obtained. In what follows, we will 
present a less heuristic way of finding a,nax ■
A s a amax. another bifurcation occurs. Wlien a  < amax, the target exists as a 
node in the phase space (see Figure 6.1). W hen a  > amax, the target no longer exists 
in the phase space and the spiral is the only attracting fixed point. The bifurcation tha t 
occurs at a  =  amax shows itself in the sta te  space as a saddle-node bifurcation. Just as 
in Chapter 3, the saddle and node collide. We can then compute amax by finding when 
the saddle and node collide.
We begin our calculation of amax by finding the location of the target and the saddle 
in (6.18) for a  ^  eR-.
a
xo  = Cl a,
cr
4a^
yo
+ \/aF~—~A 3a^  — 2e|j + 3a^  y j (6.22)
xs =  H------------- -— V - a ,
2a 2atR-Ja^ -  t \
€r , a ^ - e |  +  a V a ^ - 4  „Vq — —  -{- .......  — Q^,
2a a{a^ ~  — ef?)
where the subscript, O, denotes the location of the target and the subscript, S, denotes 
the location of the saddle. Note tha t when cr |  0, the target and the saddle go to infinity 
and the origin is the only attractor, as demonstarted in (6.19). We know th a t when 
a  =  amax the target and the saddle collide. One natural response to this would be to find 
when the two points collide by solving for the param eters where;
V {xo -  x s f  + {yo -  y sY )  =  0 (6.23)
for a. Solving this for amax gives:
amax = ^ , + 0 { t \ ) .  (6.24)
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Figure 6 .2  verifies the scaling presented in (6.24). Figure 6 .2  was generated by fixing an Cr 
value in (6.18). Then we slowly increased a  until we noticed the saddle-node bifurcation. 
This value of a  is an approximation of a-ma^ r.- We see tha t our results match with (6.24) 
quite well, in fact the two sets of da ta  are almost indistinguisable.
« approximation 
B numerics
-5  -4
ln(8R)
FIG. 6.2: Verification of the scaling (6.24). The diamonds denote the approximation (6.24) 
and the squares we obtained by the method described in the text.
Including the €j term complicates m atters. We know th a t the effect of e; is to increase 
C7c because ej opens an island about the target. Recall th a t the island scales like 0(i/e7)- 
Therefore, we expect th a t the presence of the ej term  will increase a^nox- Figure 6.3 
demonstrates the effect of the ej term  on amax where we fixed c r =  0 .0 1  and varied e;. 
We found amax using the same m ethod as before. Notice th a t ej has a strong influcence in 
enlarging amax) for comparison amaxi^R =  0.01,6/ == 0 ) ss lO""®. Therefore, the presence 
of an 6 / term, then, allows the system to behave like an integrable Hamiltonian system fo r  
larger values o f a.
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0  ® ®
0,002 0.004 0.006 0.008
FIG. 6.3: A plot of amaxi^R =  0.01, e/).
Estim ating Uc
Now that we understand a^nax, we can estimate for the condition tha t a  < a,ruix- 
We will follow the procedure outlined in Chapter 4. To follow the discussion above, we 
will also set cj — 0. We begin with (6.16);
iqt +  iaq  +  2\q\^q =  ieR{a exp{2iah) — q).
We tranform to a coordinate system th a t is rotating with the target, q{t) — w{t) exp{2idH):
iwt — 2a^w +  iaw  +  2 \w fw  =  — w). (6.25)
Next, we change coordinates again to ones th a t are similar to the action-angle coordinates 
of the NLS, w{t) =  ^ / l ( t )  exp{i(t){t)):
i  =  —2 a l  +  2 aVleRC 0 s{(j)) -  2epJ,
^ — 21 — 2c? ------------sin(^).
V I
(6.26)
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Note tha t in (6.26), the target is not at the origin. We can find the position of the target 
using (6 .2 2 ):
I o ^ x %  + yQ=^a^ -  — a  +  O(a^),
(f)o =  tan ~^  f “ 1  =  +  O (a ^ ) .
(6.27)
) =  2 ^ a  +  0 ( a " ) .
\X o J  4
Now, we linearize (6.26) about the target using I  = I q + I '  and (^  =  +  3>. Similar to
that done in Chapter 4, we compute the normal form of the linearized dynamics and then 
we perform a near-identity transform ation in a  and ej we obtain (to first order in a , en, 
and Cj):
-  a
0
(
- f -
0
+ (6.28)
Next, we solve for the location of the saddle;
V — — f l -  _  . ^ Q -  
^ 4a2 4a2 ’
as ^
We can then linearize (6.28) about the saddle using I ' = Ig + v  and $  =  $ 5  -f u:
(6.29)
(  . \u - € r  -  a 2
-eb — a
\ ( \u
(6.30)
V
We see th a t the m atrix  in (6.30) is different from (4.42) (the NLS dynamics linearized 
about its saddle) by a shift. Therefore, the eigenvectors of the two matrices are the same, 
and hence so is the angle between them:
= (6.31)
Hence we can use the triangle relation to find a^-
Or (6.32)
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We see th a t (6.32) differs from the NLS’s by 0 {a ) ,  as expected. The point of this 
calculation is tha t to leading order in a, the controlled Ginzburg-Landau equation behaves 
like the controlled NLS in the limit of small linear dissipation. We will not pursue the 
quadratic approximation of the stable manifold since it will not shed more light on this.
We have shown two things: first, for a fixed ea an a.,rua: exists, and second, to 
leading order in a, Oc for the Ginzburg-Landau equations scales similar to the for 
the NLS. We now know that there is a param eter regime where our controlled near- 
integrable system behaves like a controlled integrable Hamiltonian one. Further, not only 
does a conservative controller make integrable Hamiltonian systems more controllable (by 
increasing the subcritical noise threshold), it also allows the related near-integrable system 
to behave like its integrable counter part for a larger range of a ’s. Physically, this means 
tha t the near-integrable system can be effected by larger amounts of dissipation and still 
have the same control properties as the integrable ones, as long as a conservative control 
term  is present.
6.3.2 The case a =  0
Next, we will look at the effects of nonlinear dissipation. We set a  ~  0 and (6.16) 
becomes:
iqt +  2(1 +  i'-'/)\q\^q =  i(eR -f iei)(aexp{2iaH ) -  q). (6.33)
We start by looking at the uncontrolled dynamics (e j^ =  e/ =  0) using the same transfor­
mation as for (6.19):
P =
e =  2 p2 .
We integrate the p ecjuation as we did before to obtain:
P'
(6.34)
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where we chose the positive root as the  solution of interest based on physical grounds. 
Hence, for small t' and a =  0 (1 ), we see th a t the nonlinear dissipation causes a similar 
rate  of decay in the amplitude as the linear dissipation. Hence, we can make a similar 
type of argument for =  0 (e |)  as we did for the amax scaling.
E stim a tin g  '-fmax
We can estim ate ^max in n similar way as we did for amax ■ By using transformations 
on (6.33) similar to those used on (6.17) to obtain (6.18), we can obtain a set of equations 
for (6.33) in cartesian coordinates:
X =  tni.0, - x ) -  t iy  +  2 (x^ +  y^){y ~  yx) -  2a^y,
(6.36)
y =  - ^ rV +  e/(a -  x) -  2 (x^ +  y'^){x + yy) +  2a^x
Just as before, we begin by looking at the purely dissipative limit, t j  = 0. P lotting the 
state  space of (6.36) with a sufficiently low y gives a similar plot as Figure 6 .1 . Next, we 
find the roots to (6.36) by assuming y  <C 1:
2a^
xo  = a  y,
8 a®
Vo =  - 2- 7 ,
+  ( '^ 0? €fi 6 a® — 5ae (6.37)
xs  -  -— ^  + ---------- ^  +  y 7 = f= %  7,2a \ € r  a 2eR^/aF- j
,22a{-a^ +  2 e | -  a^y'a^ -  e |)  +  ~
Vs — 7T ---------------------    ^   y.
2a — a'^  +
By following the exact same calculation, using the distance in param eter space, used to
obtain amaxi we can show that:
7 ma.. =  ^  +  0(e®e). (6.38)
The extra factor of 1 / 20?  makes sense when (6.20) and (6.35) are compared. Figure 6.4 
shows how well (6.38) approximates The “approxim ation” data  was obtained by
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performing the same method done to obtain the similar da ta  for Figure 6.2 except this 
tim e we used (6.36). Further, we see from Figure 6.5 th a t when ej is re-introduced in
• approximation 
■ numerics
-5  -4
FIG. 6.4: Verification of the .scaling (6.38). The diamonds denote the approximation (6.38) 
and the squares we obtained by the method described in the text.
(6.36), 'ymax is increased just like a^nax was increased in the previous section.
Hence, we see tha t for sufficiently low nonlinear dissipation, the phase space of the 
controlled Ginzburg-Landau equation has a similar topology as the controlled NLS. Next, 
we must estimate a^-
Estim ation o f ac
For this Cc calculation, we will set ej = 0 for simplicity. Throughout this calculation, 
we assume that 7  <  'jmax' We begin by computing the dynamics of (6.33) in the NLS 
action-angle coordinates. We do this by following a procedure similar to th a t done to
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FIG. 6.5: A plot of ^maxi^R =  0.01, e/).
obtain (6.26). In the NLS’s action-angle coordinates, (6.33) becomes:
/  =  —4 7 /^  — 2ejil +  2a€R \/l cos(^),
-  2a^ -  ~ € r sm{4>).
Next, we find the location of the target to leading order in 7 :
4a^
-7 ,
f
(
\ V  j
-6r  -  2a^-f
\
\  m 
The saddle is located at:
7  - t R -  6 0 ^ 7
-7-
$
(6.39)
(6.40)
We then linearize (6.39) about the target using similar coordinates as used in (6.28):
- . . . .  (6.41)
/
+
£r  , f 16a^ ,
r
\
+  .
(6.42)
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Prom here, the algebra gets messy and there are no deep insights to be obtained. There­
fore, I will skip these parts and simply sta te  the results. The next step in the calculation 
is to  linearize (6.41) about the saddle and find the angle, 0, between the eigenvectors of 
the linear dynamics:
9 = €r +  7 . (6.43)
Using the triangle relation, we can obtain ac-
( 20a^
^  ) • (6.44)
Hence, we see tha t ac scales similarly to tha t the NLS problem. Hence, as long as 
the nonlinear dissipation is low enough ( 7  <  jmax) the the controlled Ginzburg-Landau 
equation behaves like the controlled NLS.
6.3.3 The case 7  7  ^0 and 0
We now study the full problem where ej = 0:
iqt + iaq  +  2(1 -f- i'j)\q\^q — ieji{aexp{2idh) — q). (6.45)
As before, we study the uncontrolled dynamics:
p =  ~ a p  -  2 7 p®, 
e = 2 p \
We can solve for p, with the same limits of integration:
(6.46)
p — a — a{a + 2ar^)t +  0 { t  ) (6.47)
Now using the arguments above, we note tha t the sum of a.ynax and 7 , ^ 3. must be less 
than 0 { e \)  in order for the target to be viable.
We can write (6.16) in term s of the cartesian coordinates x  and y:
X =  —a x  +  £fl(a -  x) +  2 (x^ +  y'^){y -  7 x) -  2a^y, 
y =  - a y  -  eRV -  2{x^ -f y^){x -f yy)  +  2a^x.
(6.48)
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Next we find the location of the target and the saddle to leading order in a  and 7 :
Xo =  a  +  7 X0 7  +  OLXoa +  • • •,
Vo ~  72/07 +  ^VOa +  • ■ •,
X s  =  --------------------- -- +  73^57 +  “ 3:5a +  • ■ • )
2/S =  ^  +  72/57 +  “ 2/Sa +  • • • , 
where, for example, the term  X0 7  is the coefficent which is the 0 (7 ) corection of the 
targe t’s location in the case in which a  — 0. In other words, we can simply add the 
corrections to the location of each fixed point obtained in each case above. We can then 
find ^rnax and otma.i: by solving the system of equations:
Xo + Xs =  0 ,
(6.50)
2/0 +  2/s =  0,
for a  and 7 . However, from (6.47), we see th a t we are only interested in the sum of them. 
Hence, by solving this system of equations and adding their solutions, we obtain;
g3
= l ^ i  ^  (6.51)
Notice tha t if we plug in our previously calculated values of Oma.® and jmax into (6.47), 
we obtain (6.51) as well. The ac computation is messy and would yield no new insights, 
therefore, it will not be presented here.
6.4 Conclusions
We see th a t as long as the dissipation is low enough, the controlled Ginzburg-Landau 
behaves hke the controlled NLS. W hat we mean by this statem ent is that: 1) NLS targets 
are viable control targets for the controlled Ginzburg-Landau equation, and 2 ) the geom­
etry of the phase space flow near the target for the controlled Ginzburg-Landau equation 
is similar to th a t of the NLS. Further, we have shown th a t we can effectively estim ate the
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maximum tolerable linear and nonlinear dissipation (a-maa: and 7 maa;-, respectively) so that 
conditions 1) and 2) are true. We found tha t while 7 .,^^ <  amax, the difference between 
the two is simply a multiplicative contstant {i.e. does not involve en)- The param eter 
dependences (in terms of en) can be estimated by observing the uncontrolled dynamics 
of p for short times. However, a  more effective means of estimating a.,ruix and 'y„M-x is by 
finding the value of either a  or 7  when the saddle and target collide in the phase space. 
W hen both linear and nonlinear dissipation is present, we can make similar arguments. 
We find that when both types of dissipation are present, then th a t condition for maxi­
mum dissipation depends on the  sum of a  and 7 . In all cases, the values of a.,nax and jmax 
increase when a conservative term  is present. W hen the conditions on the dissipation for 
the existence of the target are satisfied, then we find that Uc scales similarly to the NLS 
problem {i.e. 0{£j^)) with an 0 { j )  or 0 (a )  correction. This is as expected.
The next step in extending the  work presented in this chapter, is to study a two-mode 
truncation problem for the Ginzburg-Landau equation similar to  th a t done in Chapter 5. 
W ith that, we can begin to pu t bounds on /?, the diffusive term , simlar to what we did 
here for a  and 7 . The calculation of a 0max would give some insight on controlling these 
near-integrable systems to spatially non-uniform solutions. More on this will be discussed 
in the next chapter.
Through this example, we begin to make the case th a t under certain conditions, 
neai-integrable systems can be coirtrolled to their related integrable system ’s solutions. 
However, by no means is the m aterial presented in this chapter proof of tha t statement. 
Such a proof is well beyond the scope of this dissertation but is cited as possible future 
work.
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Conclusions
In this dissertation, we have studied the control properties of integrable Hamiltonian 
systems and a specific near-integrable system (Ginzburg-Landau equation). For concrete­
ness, we used the NLS as our example of an integrable Hamiltonian system. The results 
of this work are:
1. The degenerate shear flow structure inherent to integrable Hamiltonian systems 
causes a Takens-Bogdanov bifurcation to occur at the target solution. The 
Takens-Bogdanov bifurcation occurs because a dissipative controller is applied to the 
integrable system.
2. The noise threshold, ac, for a fixed point in a system undergoing a Takens-Bogdanov 
bifurcation is very small compared to the standard saddle-node bifurcation. Hence 
the control has a  very high noise sensitivity (0 (e |) , generically for two-dimensional 
systems).
3. We have developed a systematic m ethod of estimating ac for systems whose 
uncontrolled linear dynamics are non-diagonalizable. Previously, such scalings were 
only obtainable for systems whose linear dynamics are diagonalizable (eigenvectors
176
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span the phase space).
4. Through an example (the Ginzburg-Landau equation), we found th a t under certain 
cii'cumstances a near-integrable system can be controlled to  the solutions of its 
related integrable dynamics. For the Ginzburg-Landau case studied in Chapter 6 , 
this m eant th a t the dissipation (both linear and nonlinear') had to be less than 0(e%). 
Most importantly, this threshold comes out naturally by understanding the related 
integrable dynamics (i.e. knowledge of Cc for NLS).
The original intention of this work was to be able to  suppress modulational insta­
bilities (as discussed in Chapter 2) tha t occur in the NLS and related neai'-integrable 
systems. Examples of such systems include Ginzburg-Landau and D ysthe’s equation [18]. 
Typically, D ysthe’s equation is used to model deep ocean waves [47] and can be thought 
of as a higher order correction to the NLS. There are also variants of Dysthe’s equation for 
waves in plasmas. We attem pted to suppress these instabilities by dissipatively control­
ling these systems (NLS, Ginzburg-Landau, and Dysthe’e equation) to the ©-function [16] 
solution of the NLS. The 0-function solutions represent the modulational instabilities in 
NLS, where a plane wave becomes unstable, a pulse forms, saturates, and the process 
repeats with some characteristic time scale.
We found that very high values of ejj were needed before we could control the NLS 
to ©-functions, even after a conservative term  was included in the controller. Hence, we 
began to study the NLS problem presented in Chapter 4. The discovery of the Takens- 
Bogdanov bifurcation in the control problem was a m ajor step in understanding the 
control of the full PD E systems. We speculate th a t something similar to a very high­
dimensional Takens-Bogdanov bifurcation occurs in the infinite-dimensional system when 
control is applied. In [32], it was shown that, =  0(e]j), where 7  >  1 and depends 
on the dimension of the system. Higher dimensional systems have larger 7 ’s. Note th a t 
we did not see this effect in Chapter 5 because our targets had a saddle structure to
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them. Taking 7 ’s dependence on dimension into consideration, it is then possible th a t the 
round-off error (even in double precision) is producing enough noise to kick the PD E ’s 
off the 0-function target. However, it is im portant to note th a t with large values of Ck, 
both Ginzburg-Landau and Dysthe’s equation could be controlled to states similar to the 
©-function. In other words, both of these equations would form pulses at the same time 
the ©-function would, however, there was an amplitude discrepancy between the solution 
of the equations and the ©-function. This should not be surprising as a similar thing 
occurs with the plane wave solutions of Ginzburg-Landau in Chapter 5.
We are far from understanding the control of the full PDE systems using the methods 
outlined in this dissertation. However, there are many other outstanding problems which 
could serve as future work based on this dissertation. While the two-dimensional problem 
presented in Chapter 7 seems to be well-understood genercially, the same cannot be said 
about the four-dimensional problem. As mentioned in Chapter 5, generically, the four­
dimensional problem has a large number of nonlinear terms. If the e/ term  is included, 
there could also be a large number of linear terms tha t couple the subspaces at the linear 
level. Understanding the generic control properties of this system would involve a full 
analysis of the normal form of (5.10). The resulting dynamics are complex. This would 
be a daunting task and may serve as a dissertation project on its own!
Another problem is the extension of the  four-dimensional NLS work to the Ginzburg- 
Landau equation. This would involve performing the two-mode truncation done in Chap­
ter 5 for the Ginzburg-Landau equation. By targetting  the various four-dimensional NLS 
solutions, especially those th a t are spatially non-uniform, we would be able to place 
bounds on a 0max^ the maximum amount of allowed diffusion such th a t the controlled 
Ginzburg-Landau equation behaves similar to the controlled NLS. Probably the most 
im portant solution to study is the Circle 2  solutions. Circle 2  is spatially non-uniform. 
Understanding the control of the Ginzburg-Landau equation to Circle 2 may provide some 
insight into controlling it to the ©-function target as well.
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Finally, understandnig the infinite-dimensional problem is vital to understanding the 
control of nonlinear wave systems and, for th a t m atter, any system whose dynamics are 
modeled by PD E ’s. This is an extremely difficult problem. The dissipative control of 
infinite-dimensional integrable Hamiltonian systems is not well studied. In most of the 
literature, the controllers are always conservative, so as to preserve the nice integrable 
structures in the phase space. To understand the infinite-dimensional control problem 
using our controller would require the development of new techniques to analyze Oc- 
Because of the possiblility of a very high-dimensional Takens-Bogdanov bifurcatoin being 
present, it may turn  out th a t dissipative controllers are simply not effective for infinite­
dimensional systems. If the generic four-dimensional problem is complex enough for an 
entire disseration project, certainly, the infinite-dimensional problem will generate at least 
two such projects!
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A P P E N D IX  A
T he N orm al Form C ode
(* th is  n o t e b o o k  c o m p u t e s  t h e  r e s o n a n c e  t e rm s  f o r  a  n o r m a l  f o r m  
c o m p u t a t i o n  u s i n g  a  2 — d i m e n s i o n a l
s y s t e m  w i t h  T a k e n s  — B ogdanov  d y n a m i c s  *)
«  Linear Algebra' M atrixM an ipu la tion '';
(* in ser t the d im ensionality  o f  the system  o f  in terest *)
n  := 2
(* i n s e r t  v a r i a b l e  c o m b i n a t i o n s , 
t h e s e  c o m b i n a t i o n s  w i l l  f o r m  t h e  b a s i s  o f  HL2, *) 
m  : =  0
D o[m  =  m  +  1; Subscript [v a r ,  m ]  =
Subscript[cc, i] * Subscript[5c,j], { i ,  n } , { j ,  i ,  n}]
180
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nu m  =  m
{* i n s e r t  l i n e a r  m a t r i x  *)
J  :=  { { 0 ,1 } ,  {0 , 0}}; M atrixForm[J]
1“ V
(* the linear vector *) 
lin
(* f o r m  b a s i s  v e c t o r s  o f  J?_2, t y p e  t h e s e  i n  b y  h a n d  *)
D o [Subscript [v, if =  {{Subscript [-yar, i]} , {0 }};
Subscript[y, i  +  n u m ]  =  { {0 } ,  {Subscript[var, i ] } } , { i ,  1, num }]
ex =  Subscript [y, 5]
{{0 } , (xi  X2 }}
(*d im en sion  o f  J3’_2 *) 
d im N  — m *  n
6
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(* c o m p u t e  the m a t r i x  f o r m  o f  t h e  L i e  o p e r a t o r ,  
i n  t h e  s m a l l e r  b a s i s  o n l y * )
Do[ g r a d h  =  Table[Dbi[b', 1]]? { j ,  1, n } , { z ,  1, n}];
Subscript [jL, i] =  g r a d h .  J . l i n  — J.  Subscript [u , i ] ,  { i ,  1 ,  dim iV}]
exl =  Subscript [L, 1]
{ { 2  x i X2 }, {0 }}
{* change the previously calculated colum ns to the larger basis *)
Do[Lcoli — Table[0, {d im N }, {1}], {i, 1, dimN}]
Do[Lcol i^z =  Table[CoefBcient[Ti[[z, l \ \ , v a r j \ ,
{ j , n u m } ,  { ! } ] ,  { i ,  1, d i m N } ,  { z ,  1, n } ,  { j ,  1, n u m } ]
Do[LCj =  AppendColumns[Lco?i,i, Lcoli_2] ,{i, 1, dim N}]
L C ,
(* F orm  m a trix  representation o f  L ie operator
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tem pi :=  LC \
Do[templ =  AppendRows[templ, LC J, {i, 2, dim N}]
Lieop tem pi]  MatrixForni[Lieop]
' ^ O O O - I O  0 ^  
2 0 0 0 - 1  0
0 1 0 0 0 -1
0 0 0 0 0 0
0 0 0 2 0 0
0 0 0 0 1 0 /
(* n e e d  l e f t  e igen vec to rs  o f  z e r o ,  t h e r e f o r e ,  
c o m p u t e  n u l l  s p a c e  o f  t r a n p s o s e  o f  L i e o p  *)
nul :=  NullSpace[Transpose[Lieop]j
(* the nuUspace vectors appear as the rows o f  nul *)
(* i n p u t  t h e  d im e n s io n  o f  t h e  n u l l  space  *) 
d i m n u l l  — Length[NullSpace[Xieop]]
rew rite nullspace basis vectors in  sm aller basis *)
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Do{temp =  AppendRows[temp, nulveci], {?, 2, dimnull}]
{* each colum n o f  th is  m a tr ix  is a nonlinear term  which m u s t be kept. *)
nullm at :=  temp] MaihxFoTm[nullmaf\
^ 2 x 1  0  ^
VXi X2 Xi
{* these are the term s o f  F2 tha t rem ain  *)
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APPENDIX B
T he Transform ed C ontrol Law
Consider (1.10):
z =  JS/^H {z) +  e ■ (zo(t) -  z), (B .l)
where e =  en l +  ^jJ- We transform to a new set of coordinates, Z € via a time de­
pendent transform ation on z =  z(Z ;t) such th a t Z (0;t) =  Z o ( t ) .  We first find Z =  d Z /d t  
following an arbitrary orbit z{t) — z (Z (t);t) . Define the Jacobian of the transformation 
to be:
(B.2)
and note th a t M  =  M (Z ;t). Further, we denote the Jacobian following the target orbit 
as Mo(t) =  M (0 ;t). We also assume th a t the transform ation is smooth and invertible 
{i.e. det(M ') 0 for all Z and t). The tim e derivative of z becomes:
dzk _
dt dZi dt d t ’ 
z =  M Z +  — , (B.3)
where summation over repeated indices is implied. Equation (B.3) holds for any orbit.
Note tha t since Z =  0 is a fixed point, we have:
Z0 =  |^ |(Z = 0,) . (B.4)
185
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The gradient transforms as:
Therefore,
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® ® (B.5)
d z k  d z k  d Z „
r d r d Z ^  d
J k i - ^  =  -h i-z— ( B. 6 )OZi OZi oZ-m
Noting th a t M ~ j =  dZm jdzi and substituting the above results into (B .l) we get:
Z =  Vz-ff (z(Z; t)) -  +  M -^  • e • (zo(t) -  z(Z; t)}, (B.7)
where Af denotes the transpose of M .
The equation (B.7) is true for a general coordinate transformation. In particular, we 
are interested in canonical transformations. In canonical transformations, M J M  — J  for 
all Z and we say tha t M  is symplectic. Because the set of symplectic matrices form a
group, the symplectic condition also holds for for any M  in the symplectic group. We
further note that from the theory of canonical transform ations [2 ], the M '^^dz/d t term  can 
be re-cast in Hamiltonian form and the open-loop dynamics written as Z =  J V z K iZ ^ t )  
for some new tim e dependent Hamiltonian, K . W hat interests us most is the form of 
the control term s (with control gain e) under the transformation. We find this by Taylor 
expanding z(Z; t) about the target, Zq,
z (Z ; t )  =  Zo(t) +  Afo(t) ■ Z +  O(Z^),
-  Mo{t) +  0 (Z ),
M~^ =  M o - \ t )  + 0 {Z ) .  (B.8 )
The control term  then becomes:
A f-i ■ e ■ (zo(t) -  z(Z; t)) =  -  ■ e ■ Mo ■ Z  + 0{Z^),
M o ^ { e R l  +  e r J ) M o  =  c r I +  € [ M q ^ J M o,
=  6r 1 + ejJM oMo, (B.9)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
187
where we have used the symplectic condition to write M q~^J =  JM q.
If we define S'o(t) =  M qM q, (B-7) becomes:
Z =  JVzK(Z; t) -  cfil - Z -  6/ JSo(t) • Z +  0(Z2), (B.IO)
as quoted in the text.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
A PPEN D IX  C
Derivation of the Island W idth for 
Conservative Control
The typical scaling of the island w idth with purely conservative control can be most 
easily demonstrated by example. Consider a nonlinear one-dimensional Hamiltonian sys­
tem with Hamiltonian:
H  = l p  + h{I), (C .l)
where h{I) contains term s of 0 { P )  and higher. In this system, the target oribit is ( /  =  
0 , ^  =  oJot). We add a general conservative perturbation, which is periodic and resonant 
with the target:
K'{1,4>) =  -  aei cos((^) +  h{I), (C.2)
the appearance of the minus sign in front of the cosine term  ensures th a t the island opens 
at the target, as explained in the tex t. It is easy to verify th a t the fixed points for the 
sy.stem with Hamiltonian, K ', are a t [I =  0, =  mr) for n  — 0 ,1 ,2 ,—  Figure 4.2
illustrates the phase space for our controlled system (0.2), while Figure 4.IB  shows the 
open-loop dynamics for this system. The value of K ' along the separatrix is given by its
188
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value at the saddle point, K'{0, - t t )  =  aej. Therefore, along the separatix
— aei cos{(j)) — aej. (C.3)
Solving (C.3) for the action Is[4>) is a t a maximum when ^  =  0, therefore it is easy
to solve for the width of the island, A  Ri 0 { p a l i) .
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APPENDIX D
Higher Order Estimates of Uc
In this Appendix, we will examine an approximate equation for the stable manifold 
of the saddle in order to obtain an error estim ate for (4.28) and for (E.8 ). This will be 
done using a Taylor approximation for the stable manifold of the saddle. In Section 4.3, 
we mentioned tha t the triangle relation is a first order Taylor series approximation for 
the stable manifold. The first order Taylor approximation is, of course, a striaght line. 
As can be seen from Figure 4.8, the stable manifold has a curvature to it which requires 
higher order terms in the Taylor approximation for a more accurate measurement of 
We will see tha t while the triangle relation doesn’t not take into account this curvature, 
it still yields the correct leading order dependence in ej? for For simplicity, we will 
consider only the purely dissipative case (e/ =  0 ).
D.0.1 Approximation of the Stable Manifold of (4.24)
Recall th a t our generic two-dimensional dynamics about the target are:
/  . \  /  .  \  /  „ \
+
0
j
(D .l)
190
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Finding an approximate equation for the stable manifold of the saddle is the same as 
finding an approximate equation for / '( $ )  near the saddle point. Hence, we are interested 
in solving the equation,
(D.2)
- e n ^  + X r
for / '( # ) .  We can think of as a function of the angle, # , parameterized by the
action I '. The stable manifold will be a cuiwe, / '($ ) ,  which passes through the saddle 
point in the direction of the saddle’s stable eigenvector.
Next, we approximate / '( $ )  by a quadratic polynomial (Taylor series to second order):
/ '( # )  +  +  (D-3)
We insert the approximation into the left hand side of (D.2) and Taylor expand the right 
hand side of (D.2) about the saddle:
I r, (2Xbi +  enb2)eji bi  m /l^aa +  2a3$ =  —  ----------------------------------------------------(D.4)
(Xbi +  tRh j^X 2e/i
By equating terms of similar powers of #  gives:
(2A6i +  ej?&2)cj?
0L2
«3  —  „  ■
2 ej?
(Abi +  €i?&2)A 
hi
(D.5)
The term  a i  is found by observing that:
I's^^s') — CKl +  0:2^5 +  (D.6 )
this gives:
^  2 e |  7Afei +  4 b2ej^
 ^ (6iA + enb2)X 4(6iA + enb^)'
We can approximate Uc by finding where the stable manifold intersects the $-axis (see 
Figure D .l below, where locally the x  coordinate is analagous to  I '  and y  is locally
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analagous to $ ). Hence:
^  _  2g|; 7Xbi +  462e/?.)
{biX +  &Rh2)X 4(6iA +  C[ib2
We see tha t (D.8 ) is w ritten in the form: ac ~  crf‘''g{eR), where cTc°^  is the noise threshold 
given by the triangle relation. Immediately, we see tha t the  triangle relation gives the 
correct param eter dependence (in €r ). The multiplicative constant not present in the tri­
angle relation results is due to the curvature of the stable manifold and does not change 
the leading order param eter dependence. For a clarification of this, see Figure D .l be­
low. We can systematically improve this estim ate by including more terms in the Taylor 
expansion (D.3). Next, we will compute for the NLS problem.
D.0.2 Manifold Approximation for NLS
We will use the equations developed in Appendix E to derive an approximation of 
the saddle’s stable manifold. We begin with the equations:
X = e^(a — x )+  2y{x'^ + — a^), (D-9)
y  =  - £ /? ? / - 2x(x^-f 2/  ^ -  a^), (D.IO)
where (D.9) and (D.IO) describes the time evolution of the real (x) and imaginary {y) 
part of q in (4.32). The location of the saddle in this coordinate system is:
=  2 ^ )  ■
We are interested in finding a curve x{y) which approximates the stable manifold. As in 
the earlier case, we study the ratio:
, _ d x  €R{a -  x) +  2y{x^ + y ^ ~  aP)
We will approximate the stable manifold with a quadratic polynomial,
x{y] Cl + C2V + csy'^■ (D.13)
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The coefficients cs and C3 can be using the m ethod outlined above. We can see from 
Figure 4.8 tha t lies approximately along the x-axis. Therefore, the most im portant 
term in the approximation will be ci. We find Ci by evaluating (D.13) a t the saddle point;
Cl «  a ■ 18a3 +  0{e%) + ----
(D.14)
Because we approximate ac as lying along the x-axis, tjc «  a — Ci:
5
18a3
(D.15)
We see that just like in the generic case, we have a  multiplicative correction to the leading 
order term due to the curvature of the stable manifold (see Figure D .l). Figure D .l, shows
D.OS
0 .0 4 w
D .0 3
w
0 .D2
0.01
0 .9 9 70 0 .9 9 8 0 .9 9 90 .9 9 6
X
FIG. D.l: The state space of (D.9),(D.IO) near the target. The straight line is the approxima­
tion of the stable manifold used by the triangle relation.
the s tate space of (D.9),(D.IO) near the target. The curve is the stable manifold of the 
saddle, 5, and is the unstable manifold which connects the saddle to the target, O. 
The straight line is the approximation of the stable manifold used by the triangle relation.
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a  first order Taylor approximation of . The second order Taylor approximation of IT® 
is indistinguisable from IT® at this scale. We see immediately that (E.8 ) gives the correct 
scaling (as shown in Figure 4.10) for bu t (4.44) is off by a constant. This can be seen 
by noting the scale of the x-axis in Figure D .l. In fact, (E.8 ) is slightly less than  the true 
value of (Tc (which is where IT® intersects the x-axis) mainly due to the curvature of IT®. 
W hile this plot is generated with a specific value of eij — 0.1, the shape of the manifolds 
is characteristic of this unfolding of the Takens-Bogdanov bifurcation.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
A PPEN D IX  E
Finding ( J q  using th e  R eal and  
Im aginary P arts o f (4.32)
In this section, we will present the equations and the analysis used to develop the 
numerical results of Figure 4.10. In Section 4.4, we chose to use action-angle coordinates 
because it mirrored the analysis done in Section 4.3. However, the more familiar coordi­
nates of Re{q) and Im{q) provide more insight into the physics of the problem. The <7^
used in Figure 4.10 is the one computed below. We will see tha t both (4.44) and (E .8 ) 
have the same scaling in €r .
We begin by subsituting q(t) =  into (4.32):
p =  €R{acos{'ip) — p) -  e /as in (^ ), (E .l)
p'ij} = 2p{a^ — p^) — ei[{acos{ip) -  p) — eRasiii(pp). (E-2)
These equations now describe the system in a frame rotating with the target solution. 
However, note that the target is not at the origin, it is at [p = a , ~  0). Next, we
195
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transform to cartesian coordinates: x — pcos{ip), y = psin{'ip):
X = €R{a -  x) -  €iy +  2y{x^ + y'^  -  a^),
(E.3)
y  =  - £ rV +  e/(a -  x) -  2 x(x^ +  -  a^)-
The equations (E.3) are the equations from which we will derive a^ ,. The target is located 
at (x =  a, y =  0). For the purposes of Figure 4.10, we will be only interested in the purely 
dissipative case. Hence, we will set ej =  0. Next, we will compute the normal form about 
the target to second order (including the terms) with y =  /?i and x  — a + /32-
V /32 j V 0 / \ h  j
+
—2a/3j 
 ^ 4a/?i/?2 j
(E.4)
We can solve for the location of the saddle using (E.4):
(E.5)
Next, we linearize (E.4) about the saddle, /?i — Pis +  cci, ^ 2  =  p2S +  (^2 '-
3ep 
\  8^ 0 /
ai
(E.6 )
The angle, between the eigevectors of the linear part of (E.6 ) can be shown to be:
4a2 •
Finally, using the triangle relation, =  Pis^-, we find:
Gr 16a3
(E.8 )
where the error terms have been computed in Appendix D.
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APPENDIX F
The T akens-Bogdanov B ifurcation
In this Appendix, we will study the global effects of the dissipative and conservative 
control terms on an integrable Hamiltonian system by visualizing the controlled system ’s 
phase space. To do this, we will use the plane wave solutions of the  NLS as our sample 
system.
Consider the equations of motion for the two-dimensional NLS problem studied in 
Chapter 4 in action-angle coordinates (recall q =  vTe'"*'-’);
i  = o,
(F .l)
^  =  2 /  -  2 a ^
The flow described by (F .l)  is a shear flow centered upon a circle whose radial coordinate 
is a, the target amplitude. Figure F .l  illustrates the phase space of (F .l) .
Next, we apply the control which targets the plane wave, q —
i  = 2\/l(eRacos{cp) -f e/a sin(^)) — 2 ej//,
(F.2)
<j) =  21 — 2a  ^— I  '^^ (^e/jasin(</)) — e/acos((?i)) 4- e/.
Note that the target is not a t the origin of the system (F .2 ). We begin our study of the 
control by first considering only the conservative term  (cr =  0). Figure F.2 illustrates the 
phase space in this case. We see th a t a saddle, S, appears and an island opens around
197
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Im(q)
Re(q)
FIG. F.l: The phase space of (F.l). The bold circle is the target plane wave solution, Jq = ou­
tlie control target (the point O) just like in the case studied in Appendix C. The point 
Q corresponds to the original origin of (F .l) . The trajectories inside the islands illustrate 
tha t the orbits inside the islands do not settle onto the fixed point at the center of the 
island. For control to either fixed point to occur, dissipation must be present.
Next, we apply a small amount of dissipation {en -C e/). Figure F.3 illustrates this. 
In Figure F.3, we see tha t the presence of dissipation (en) turns the previous centers (O 
and Q) into stable spirals. In Figure F.3, the unstable manifolds connect the saddle, S  
to the points O and Q. Since is very small, the decay time onto the control target, O, 
is very long. We also notice th a t the island has “broken” and the stable manifold of the 
saddle forms the basin of attraction for the target. The tear-drop shaped basin is also 
present although it is very wide and distorted. Recall tha t a tear-drop shaped basin of 
attraction is the hallmark of a Takens-Bogdanov bifurcation. The two pieces of the stable 
manifold (which look like one line due to  the smallness of en) spiral around out to infinity.
In Figure F.4, we increase so th a t = ej. We notice th a t the basin for O  has
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Im(q)
Re(q)
FIG. F.2: The phase space of (F.2), for =  0.
become a little smaller and th a t the  decay time onto the target has also decreased.
Finally, we look at the purely dissipative case, e/ =  0, illustrated in Figure F.5. 
W ithout the conservative term, the basin of attraction for O  is veiy small and the Takens- 
Bogda.nov structure is clearly present. The target is no longer a stable spiral, but is a 
degenerate node.
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Im(q)
FIG. F.3: The phase space, of (F.2), for cr C. ej.
Im(q)
-2
Re(q)
FIG. F.4: The phase space of (F.2 ), for =  e/.
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Im(q)
Re(q)
FIG. F.5: The phase space of (F.2), for e; =  0.
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