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Abstract
This paper is concerned with various Mallows
ranking models. We study the statistical proper-
ties of the MLE of Mallows’ φ model. We also
make connections of various Mallows ranking
models, encompassing recent progress in math-
ematics. Motivated by the infinite top-t ranking
model, we propose an algorithm to select the
model size t automatically. The key idea relies on
the renewal property of such an infinite random
permutation. Our algorithm shows good perfor-
mance on several data sets.
1. Introduction
Ranked data appear in many problems of social choice,
user recommendation and information retrieval. Examples
include ranking candidates by a large number of voters in
an election (e.g. instant-runoff voting), and the document
retrieval problem where one aims to design a meta-search
engine according to a ranked list of web pages output by
various search algorithms. In the sequel, we use the words
ranking and permutation interchangeably. A ranking model
is given by a collection of items, and an unknown total
ordering of these items.
There is a rich body of literature on probabilistic ranking
models. The earliest work dates back to (Thurstone, 1927;
1931) where items are ranked according to the order statis-
tics of a Gaussian random vector. (Bradley & Terry, 1952)
introduced an exponential family model by pairwise compar-
isons, which was extended by (Luce, 1959; Plackett, 1975)
with comparisons of multiple items. See also (Hunter, 2004;
Cattelan, 2012; Chen & Suh, 2015; Shah & Wainwright,
2017; Hung & Fithian, 2019) for algorithms and statistical
analysis of the Bradley-Terry model and its variants.
A more tractable subclass of the Bradley-Terry model was
proposed by (Mallows, 1957) as follows. For n ≥ 1, let
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Sn be the set of permutations of [n] := {1, . . . , n}. The
parametric model
Pθ,pi0,d(pi) =
1
Ψ(θ, d)
e−θd(pi,pi0) for pi ∈ Sn, (1.1)
is referred to as the Mallows model. Here θ > 0 is the
dispersion parameter, pi0 is the central ranking, d(·, ·) :
Sn ×Sn → R+ is a discrepancy function which is right
invariant: d(pi, σ) = d(pi ◦ σ−1, id) for pi, σ ∈ Sn, and
Ψ(θ, d) :=
∑
pi∈Sn e
−θd(pi,pi0) is the normalizing constant.
Mallows primarily considered two special cases of (1.1):
• Mallows’ θ model, where d(pi, σ) = ∑ni=1(pi(i) −
σ(i))2 is the Spearman’s rho,
• Mallows’ φ model, where d(pi, σ) = inv(pi ◦ σ−1),
called the Kendall’s tau,
where inv(pi) := #{(i, j) ∈ [n]2 : i < j and pi(i) > pi(j)}
is the number of inversions of pi. The general form (1.1) was
suggested by (Diaconis, 1988) along with other discrepancy
functions. (Diaconis, 1988; 1989) and (Critchlow, 1985)
also pioneered the group representation approach to ranked,
and partially ranked data.
In this paper we are primarily concerned with the statistical
properties of the maximum likelihood estimate (MLE) of
the Mallows’ φ model and its infinite counterpart. Special-
izing (1.1) with the Kendall’s tau, the Mallows’ φ model is
expressed as
Pθ,pi0(pi) =
1
Ψ(θ)
e−θ inv(pi◦pi
−1
0 ) for pi ∈ Sn. (1.2)
It is easily seen that Pθ,pi0 has a unique mode pi0 if θ > 0.
The Mallows’ φ model (1.2) is of particular interest, since
it is an instance of two large classes of ranking models:
distance-based ranking models (Fligner & Verducci, 1986)
and multistage ranking models (Fligner & Verducci, 1988).
The one parameter model (1.2) also has an n− 1 parameter
extension where θ is replaced with ~θ := (θ1, . . . θn−1) by
factorizing the inversion. This n−1 parameter model, called
the Generalized Mallows (GM~θ,pi0 ) model, will be discussed
in Section 2. See (Critchlow et al., 1991; Marden, 2014) for
a review of these ranking models.
(Fligner & Verducci, 1988) showed that if the central rank-
ing pi0 is known, the MLE of θ (or ~θ) can be easily found by
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convex optimization. But it is harder to compute the MLE
of pi0, and only a few heuristic algorithms are available. As
pointed out in (Meilaˇ et al., 2012), the problem of finding
the MLE of pi0 for the Mallows’ φ model is the Kemeny’s
consensus ranking problem which is known to be NP-hard
(Young, 1986; Bartholdi et al., 1989). They also gave a
branch and bound search algorithm to estimate simultane-
ously θ (or ~θ) and pi0. See also (Cohen et al., 1998; Ailon
et al., 2008; Mandhani & Meilaˇ, 2009) for approximation
algorithms for consensus ranking problem, (Busa-Fekete
et al., 2014; Irurozki et al., 2016; 2018) for efficient sam-
pling and learning of Mallows models, and (Lebanon &
Mao, 2008; Chierichetti et al., 2018) for various general-
izations of Mallows ranking models. Though there have
been efforts in developing algorithms to estimate θ (or ~θ)
and pi0, not much is known about the statistical properties
of the MLE θ̂ and pi0 even for the simplest model (1.2). We
provide statistical analysis to the MLE of the model (1.2),
and answer the following questions in Section 3: Are the
MLEs θ̂, pi0 consistent ? Is the MLE θ̂ unbiased ? How fast
does the MLE pi0 converge to pi0 ?
When the number of items n is large, learning a complete
ranking model becomes impracticable. A line of work by
(Fligner & Verducci, 1986; Busse et al., 2007; Meilaˇ & Bao,
2010; Meilaˇ & Chen, 2012) focused on the top-t orderings
for the GM~θ,pi0 model. Among these work, (Meilaˇ & Bao,
2010) proposed a probability model over the top-t order-
ings of infinite permutations, called the Infinite Generalized
Mallows (IGM~θ,pi0 ) model:
P~θ,pi0(pi) =
1
Ψ(~θ)
· exp
− t∑
j=1
θjsj(pi ◦ pi−10 )
 , (1.3)
where s(pi) := (s1(pi), s2(pi), . . .) is the inversion table of
pi defined by
sj(pi) := pi
−1(j)− 1−
∑
j′<j
1{pi−1(j′)<pi−1(j)}, (1.4)
and Ψ(~θ) =
∏t
j=1(1−e−θj )−1 is the normalizing constant.
By convention, θj = 0 for any j > t. The integer ‘t’ is
referred to as the model size of the IGM model. If θ1 =
· · · = θt = θ, the IGM~θ,pi0 model is called the single
parameter IGM model.
As explained in (Meilaˇ & Bao, 2010), the IGM~θ,pi0 model
(1.3) is the marginal distribution of a random permutation
of positive integers. The single parameter IGM was called
the infinite q-shuffle in (Gnedin & Olshanski, 2010) with
parameterization q = e−θ. They provided a nice construc-
tion of the infinite q-shuffle, which is reminiscent of ab-
sorption sampling (Rawlings, 1997; Kemp, 1998) and the
repeated insertion model (Doignon et al., 2004). The infinite
q-shuffle was further extended by (Pitman & Tang, 2017) to
the p-shifted permutations of positive integers. But the link
between Meilaˇ-Bao’s infinite ranking model and infinite
q-shuffle or p-shifted permutations does not seem to have
been previously noticed. So we point out this connection
which will be detailed in Section 2.
One disadvantage of the aforementioned top-t ranking mod-
els is that they all require choosing ‘t’ manually. Small
model size ‘t’ often leads to poor accuracy, and large model
size ‘t’ needs a considerable amount of training time. It was
observed in (Pitman & Tang, 2017) that the random infinite
limit of the single parameter IGM model has a remarkable
renewal property. This suggests a heuristic procedure to se-
lect the model size ‘t’ automatically based on Meilaˇ-Bao’s
search algorithms. We will discuss such an approach in
Section 2.
To summarize, the main contributions of this paper are:
• Provide statistical analysis to the MLE of the Mallows’
φ model as well as the single parameter IGM.
• Propose a selection algorithm for the model size ‘t’ of
the top-t Mallows ranking models.
See also (Lebanon & Lafferty, 2002; Lu & Boutilier, 2011;
2014; Awasthi et al., 2014; Vitelli et al., 2017; Liu & Moitra,
2018) for the approximate Baysian inference of Mallows’
mixture models for clustering heterogeneous ranked data,
and (Huang & Guestrin, 2012; Huang et al., 2012; Meek &
Meila, 2014) for hierarchical ranking models.
2. Mallows Models: ‘t’ Selection Algorithm
In this section we provide background on various Mallows
ranking models, encompassing the closely related q-shuffles
and p-shifted permutations. We also give an algorithm to
select the model size ‘t’ for the IGM model (1.3). We
follow closely (Fligner & Verducci, 1988; Meilaˇ & Bao,
2010; Pitman & Tang, 2017).
2.1. Finite Mallows Models
Given n items labelled by [n], a ranking pi ∈ Sn is repre-
sented by
• the word list (pi(1), pi(2), . . . , pi(n)),
• the ranked list (pi−1(1)|pi−1(2)| . . . |pi−1(n)).
Here pi(i) = j means that the item i has rank j, and con-
versely pi−1(j) = i means that the jth most preferred is
item i. The idea of multistage ranking is to decompose
the ranking procedure into independent stages. The most
preferred item is selected at the first stage, the best of the
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remaining at the second stage and so on until the least pre-
ferred item is selected. The correctness of the choice at any
stage is accessed through a central ranking pi0. For exam-
ple, if pi0 = (3|1|2), then the ranking pi = (3|2|1) gives
a correct choice at the first stage, since item 3 is the most
preferred in both pi and pi0. But at the second stage, among
the two remaining items 1 and 2, item 2 is selected by pi
while the right choice is item 1 according to pi0.
For any ranking pi ∈ Sn and j ∈ [n − 1], let
(s1(pi), . . . , sn−1(pi)) be the inversion table of pi defined by
(1.4). It is easy to see that sj(pi) ∈ {0, . . . , n−j}, and there
is a bijection between a ranking pi and the inversion table
(s1(pi), . . . , sn−1(pi)). The quantity sj(pi ◦ pi−10 ) measures
the correctness of the choice at stage j: sj(pi ◦ pi−10 ) = k
means that at stage j the (k + 1)th best of the remaining
items is selected. In the example with pi0 = (3|1|2) and
pi = (3|2|1), we have s1(pi◦pi−10 ) = 0 and s2(pi◦pi−10 ) = 1.
(Fligner & Verducci, 1986) introduced the multistage rank-
ing models of the form:
Pp,pi0(pi) =
n−1∏
j=1
pj
(
sj(pi ◦ pi−10 )
)
, (2.1)
where pj(·) is a probability distribution on {0, . . . , n− j}
at stage j. The choice of pj(k) = (1 − e−θ)e−kθ/(1 −
e−(n−j+1)θ) for k ∈ {0, . . . , n − j} in (2.1), and the re-
markable identity
∑n−1
j=1 sj(pi) = inv(pi) for any pi ∈ Sn
yield the Mallows’ φ model (1.2).
This one parameter model has a natural n − 1 parameter
extension by simply taking pj(k) = (1− e−θj )e−θjk/(1−
e−(n−j+1)θj ) for k ∈ {0, . . . , n− j}. The n− 1 parameter
model, called the Generalized Mallows (GM~θ,pi0 ) model, is
then defined by
P~θ,pi0(pi) =
1
Ψ(~θ)
exp
− n−1∑
j=1
θjsj(pi ◦ pi−10 )
 , (2.2)
where Ψ(~θ) =
∏n−1
j=1 (1− e−(n−j+1)θj )(1− e−θj )−1 is the
normalizing constant. The GM~θ,pi0 model is also called the
Mallows’ φ-component model. The model (2.2) can also be
expressed in the form e−d~θ (pi, pi0)/Ψ(~θ), with d~θ(pi, pi0) :=∑n−1
j=1 θjsj(pi ◦ pi−10 ).
2.2. Infinite Mallows Models
Given a countably infinite items labelled by N+ :=
{1, 2, . . .}, a ranking pi over N+ is a bijection from N+
onto itself represented by the word list (pi(1), pi(2), . . .)
or the ranked list (pi−1(1)|pi−1(2)| . . .). A top-t order-
ing of pi is the prefix (pi−1(1)| . . . |pi−1(t)). Motivated by
the GM~θ,pi0 model (2.2), (Meilaˇ & Bao, 2010) proposed
the Infinite Generalized Mallow (IGM~θ,pi0) model (1.3),
which can also be put in the form e−d~θ(pi,pi0)/Ψ(~θ), with
d~θ(pi, pi0) :=
∑t
j=1 θjsj(pi ◦ pi−10 ). In particular, sj is dis-
tributed as Geo(1 − e−θj ) on {0, 1, . . .}. As explained in
(Meilaˇ & Bao, 2010), one can regard pi as a top-t ordering,
and pi0 as an ordering over N+. If θ1 = · · · = θt = θ, then
the model (1.3) simplifies to
Pθ,pi0(pi) =
1
Ψ(θ)
exp
−θ t∑
j=1
sj(pi ◦ pi−10 )
 , (2.3)
called the single parameter IGM model.
It is easily seen that the single parameter IGM model (2.3)
is the marginal distribution of a random permutation of
positive integers. Formally, this random infinite permutation
is distributed as
Pθ,pi0(pi) =
1
Ψ(θ)
exp
−θ ∞∑
j=1
sj(pi ◦ pi−10 )
 . (2.4)
In the terminology of (Gnedin & Olshanski, 2010), for pi de-
fined by (2.4), pi ◦ pi−10 is the infinite e−θ-shuffle. The latter
was generalized by (Pitman & Tang, 2017) to p-shifted per-
mutations, where p = (p1, p2, . . .) is a discrete distribution
on N+ with p1 > 0. Here we present a further extension of
p-shifted permutations.
Let P = (pij)i,j∈N+ be a stochastic matrix on N+ with
pi = (pij)j∈N+ being the i
th row of P . Assume that
limn→∞
∏n
i=1 (1− pi1) = 0. Call a random permutation
Π ofN+ a P -shifted permutation ofN+ if Π has the distribu-
tion defined by the following construction from the indepen-
dent sample (Xi)i≥1, with Xi distributed as pi. Inductively,
let Π1 := X1, and for i ≥ 2, let Πi := ψ(Xi) where ψ is
the increasing bijection from N+ to N+ \ {Π1, · · · ,Πi−1}.
For example, if X1 = 2, X2 = 1, X3 = 2, X4 = 3,
X5 = 4, X6 = 1 . . ., then the associated permutation is
(2, 1, 4, 6, 8, 3, . . .).
Now the aforementioned infinite ranking models are sub-
cases of the P -shifted permutations.
• If pi = pwith p1 > 0 for all i, then we get the p-shifted
permutation.
• If pi = Geo(1− e−θ) on N+ for all i, then we get the
single parameter IGM model, or infinite e−θ-shuffle,
i.e. Π d= pi ◦ pi−10 for pi distributed according to (2.4).
• If pi = Geo(1 − e−θi) on N+ for each i, then Π d=
pi ◦ pi−10 for pi an infinite version of the IGM model
(1.3).
2.3. ‘t’ Selection Algorithm
We present an algorithm to select the model size ‘t’ automat-
ically for the top-t IGM models. The heuristic comes from
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the renewal property of the single parameter IGM model
(2.3). We need the following vocabulary.
Let Π be a permutation of N+. Call n ∈ N+ a splitting
time of Π if Π maps [1, n] onto itself. The set of splitting
times of Π is the collection of finite right endpoints of some
finite or infinite family of components of Π, say {Ij}. So Π
does not act as a permutation on any proper subinterval of
Ij . These components Ij form a partition of N+, which is
coarser than the partition by cycles of Π. For example, the
permutation pi = (1)(2, 4)(3) ∈ S4 induces the partition
by components [1][2, 3, 4].
The idea is to use the single parameter IGM model to prese-
lect ‘t’, which hinges on the renewal property of the latter.
Then we proceed to train a top-t ranking model. (Pitman
& Tang, 2017) proved that for p = (p1, p2, . . .) a discrete
distribution with p1 > 0 and
∑
i≥1 ipi < ∞, a p-shifted
permutation Π is a concatenation of independent and identi-
cally distributed (i.i.d.) components. That is, Π is character-
ized by L a distribution on N+, and (Qn)n≥1 a sequence of
distributions on indecomposable permutations such that
• the lengths of components (Li)i≥1 are i.i.d. as L,
• given the length of a component Li = ni, the reduced
component defined via conjugation of Π by the shift
from the component to [ni] is distributed as Qni .
To illustrate, ( 2, 3, 4, 1︸ ︷︷ ︸
L1=4
, 6, 8, 7, 10, 5, 9︸ ︷︷ ︸
L2=6
, 12, 13, 11︸ ︷︷ ︸
L3=3
, . . .)
Moreover, the probability generating function of L is given
by F (z) = 1 − 11+∑∞n=1 unzn , with un :=
∏n
i=1
∑i
j=1 pi.
Specializing this renewal construction to the single parame-
ter IGM model, we get the following proposition which is
the foundation of Algorithm 1 described right after.
Proposition 2.1. Let Π be a random permutation of N+
distributed as Pθ,id defined by (2.4). Let L be the common
distribution of lengths of components of Π. Then
EL =
1
(e−θ; e−θ)∞
, (2.5)
where (a; q)∞ :=
∏∞
k=0(1 − aqk) is the Q-Pochhammer
function.
Pitman-Tang’s theory indicates that for the single parameter
model (2.4), the first component of pi ◦ pi−10 has length L
whose expectation is 1/(e−θ; e−θ)∞. Given the dispersion
parameter θ, a complete permutation is expected to occur
at some place close to 1/(e−θ; e−θ)∞. The latter can be
regarded as the effective length of the random infinite per-
mutation, which suggests a natural candidate for ‘t’ in top-t
ranking models. Since θ is unknown, we would like to find
the ‘t’ closest to the effective length. Given t in a suitable
range T, we fit the single parameter IGM model (2.3) to get
Figure 1. Plot of θ → 1/(e−θ; e−θ)∞ for θ ∈ [0, 5].
Algorithm 1 ‘t’ selection algorithm
θ0 ← MB(1) (Run Meilaˇ-Bao’s algorithm)
Choose T 3 1/(e−θ0 ; e−θ0)∞ of a small range
Initialize Err ←∞, t SEL← 0
for t in T do
θ ← MB(t) (Run Meilaˇ-Bao’s algorithm)
if |t− 1/(e−θ; e−θ)∞| < Err then
Err ← |t− 1/(e−θ; e−θ)∞|
t SEL← t
end if
end for
return min(t SEL, λtmax)
the MLE θ̂(t) by the algorithms in (Meilaˇ & Bao, 2010).
Those algorithms also work for partially ranked data. Then
we search for
t := min
{
argmins∈T
∣∣∣∣∣s− 1(e−θ̂(s); e−θ̂(s))∞
∣∣∣∣∣ , λtmax
}
,
(2.6)
where T is the range of search for model sizes, λ ∈ (0, 1)
is a user-defined cutoff fraction to avoid overfitting, and
tmax is the maximum length of permutations in the data.
Practically, one starts with ‘s’ of small values to narrow
down the choices for the effective length. That way, one
only needs to search for a small proportion, not the full
range of [tmin, tmax]. With ‘t’ selected according to (2.6),
we can then fit the IGM model (1.3) by means of MLE.
3. Statistical Properties of the MLE
In this section we provide statistical analysis to the MLE of
Mallows models.
3.1. Main Theorems
(Mukherjee, 2016) proved that the MLE θ̂ for the general
Mallows model (1.1) is consistent if pi0 is known. His ap-
proach relies on the concept of permutons (Hoppen et al.,
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2013). The following result shows that the MLE θ̂ is always
biased upwards for the Mallows’ φ model.
Theorem 3.1 (Bias of θ̂). Let Pθ,pi0 be defined by (1.2), and
θ̂ be the MLE of θ with N samples. Then for each N ≥ 1,
Eθ,pi0 θ̂ > θ. (3.1)
The analysis of the MLE pi0 is more subtle since it lives in a
discrete space. By general results of (Newey & McFadden,
1994; Choirat & Seri, 2012), one can prove the consistency
of pi0. Here we establish a concentration bound of pi0 at
pi0 from which the consistency is straightforward. This
concentration bound also gives a confidence interval for the
central ranking in the Mallows’ φ model.
Theorem 3.2 (Convergence rate of pi0). Let Pθ,pi0 be defined
by (1.2), and pi0 be the MLE of pi0 with N samples. Then
for N large enough,
Pθ,pi0(pi0 6= pi0) ≥
1
1− e−θ
√
2
piN
(
cosh
θ
2
)−N
, (3.2)
and
Pθ,pi0(pi0 6= pi0) ≤ (n−Hn)n!
(
cosh
θ
2
)−N
, (3.3)
where Hn :=
∑n
i=1
1
i is the harmonic sum.
To the best of our knowledge, Theorems 3.1 and 3.2 are new.
Their proof will be given in the next two subsections.
Similar to Theorem 3.1, the MLE of θ is biased upwards for
the single parameter IGM model, confirming an observation
in (Meilaˇ & Bao, 2010).
Theorem 3.3 (Bias of θ̂). Let Pθ,pi0 be the distribution of
the single parameter IGM model, and θ̂ be the MLE of θ
with N samples. Then for each N ≥ 1,
Eθ,pi0 θ̂ > θ. (3.4)
Let us mention a few open problems. The rate of θ̂ is open
for both the Mallows’ φ model and the single parameter
IGM model. We believe that the rate is of order 1/
√
N for
the Mallows’ φ model by applying the delta method with
a finer variance analysis. We can ask the same questions
for the generalized Mallows model (GM~θ,pi0 ). It is expected
that the rate of pi is of order e−Nβ(~θ) but the explicit formula
of β(~θ) is still missing. Deriving a bound of β(~θ) would
also be interesting. The convergence rate of pi0 for the single
parameter IGM model seems to be difficult, since the size
of permutations goes to infinity. We leave the analog of
Theorem 3.2 open.
3.2. Proof of Theorem 3.1
We first consider the case where the central ranking pi0 is
known. Assume w.l.o.g. that pi0 = id by suitably relabelling
the items. Then the model (1.2) simplifies to
Pθ,id(pi) = exp (−θ inv(pi)− ln Ψ(θ)) . (3.5)
Given N samples (pii)1≤i≤N , the MLE θ̂ is the solution to
the following equation:
− Ψ
′(θ)
Ψ(θ)
=
1
N
N∑
i=1
inv(pii). (3.6)
Now by writing Ψ(θ) = f(e−θ) with f(q) :=∑
pi∈Sn q
inv(pi), we have
−Ψ
′(θ)
Ψ(θ)
= g(e−θ), with g(q) :=
qf ′(q)
f(q)
.
So θ̂ = − log g−1( 1N
∑N
i=1 inv(pii)). The function f(q) is
known as the q-factorial (Stanley, 2011). We have
g(q) = q
n−1∑
k=1
1− (k + 1)qk + kqk+1
(1− q)(1− qk+1) . (3.7)
As observed by (Mallows, 1957; Gnedin & Olshanski,
2010), for pi distributed according to (3.5), the number of
inversions has the same distribution as a sum of independent
truncated geometric random variables. That is,
inv(pi)
d
= Ge−θ,1 + · · ·+Ge−θ,n for pi ∼ Pθ,id,
where P(Gq,k = i) = qi(1 − q)/(1 − qk) for i ∈
{0, 1, . . . , k − 1}. Thus, E inv(pi) = g(e−θ). By elemen-
tary analysis, θ 7→ g(e−θ) is strictly convex and decreasing.
So its inverse function q 7→ − log g−1(q) is strictly convex.
By Jensen’s inequality, −E log g−1
(
1
N
∑N
i=1 inv(pii)
)
>
− log g−1
(
E
(
1
N
∑N
i=1 inv(pii)
))
, which implies that
Eθ̂ > θ.
Now consider the case where the central ranking pi0 is un-
known. The MLE θ̂ is given by
θ̂ = − log g−1
(
1
N
N∑
i=1
inv(pii ◦ pi−10 )
)
, (3.8)
where g is defined as in (3.7), and pi0 is the MLE of pi0. By
the definition of pi0,
N∑
i=1
inv(pii ◦ pi−10 ) ≤
N∑
i=1
inv(pii ◦ pi−10 ).
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Since q 7→ − log g−1(q) is strictly convex and decreasing,
we get
Eθ̂ = −E log g−1
(
1
N
N∑
i=1
inv(pii ◦ pi−10 )
)
≥ −E log g−1
(
1
N
N∑
i=1
inv(pii ◦ pi−10 )
)
> − log g−1
(
E
(
1
N
N∑
i=1
inv(pii ◦ pi−10 )
))
= θ,
where the last equality follows from the fact that pii ◦ pi−10
is distributed according to (3.5) for each i.
3.3. Proof of Theorem 3.2
Assume w.l.o.g. that the true central ranking pi0 = id.
We aim to find the bounds of Pθ,id(pi0 6= id) given the
dispersion parameter θ.
For pi, pi′ ∈ Sn, we say that pi is more likely than pi′, de-
noted pi  pi′, if ∑Ni=1 inv(pii ◦ pi−1) ≤ ∑Ni=1 inv(pii ◦
pi′−1). For 1 ≤ j < k ≤ n, let (j, k) be the transposition of
j and k. By the union bound, we get
Pθ,id((1, 2)  id) ≤ Pθ,id(pi0 6= id) ≤
∑
pi∈Sn
Pθ,id(pi  id).
Lower bound: For any permutation pi ∈ Sn, if pi(1) >
pi(2), then inv(pi◦(1, 2)) = inv(pi)−1, and if pi(1) < pi(2),
then inv(pi ◦ (1, 2)) = inv(pi) + 1. Thus, ∑Ni=1 inv(pii ◦
(1, 2)) equals to
N∑
i=1
inv(pii)+#{i : pii(1) < pii(2)}−#{i : pii(1) > pii(2)}.
Consequently, Pθ,id((1, 2)  id) is given by
Pθ,id
(
#{i : pii(1) < pii(2)} ≤ #{i : pii(1) > pii(2)}
)
= Pθ,id
(
#{i : pii(1) > pii(2)} ≥ N
2
)
. (3.9)
Note that Pθ,id(pii(1) > pii(2)) = e−θPθ,id(pii(1) < pii(2))
which implies that
Pθ,id(pii(1) > pii(2)) =
1
1 + eθ
. (3.10)
Combining (3.9) and (3.10) yields
Pθ,id((1, 2)  id) = P
(
Bin
(
N,
1
1 + eθ
)
≥ N
2
)
∼ 1
1− e−θ
√
2
piN
(
cosh
θ
2
)−N
,
where Bin(N, p) is a binomial random variable with param-
eters (N, p), and the last estimate follows from the large
deviation bound (Arratia & Gordon, 1989) that for p < a,
P(Bin(N, p) > aN) ∼ (1− p)
√
a
(a− p)√2pi(1− a)N e−NH(a,p),
where H(a, p) := a log
(
a
p
)
+ (1 − a) log
(
1−a
1−p
)
is the
relative entropy between Bin(N, p) and Bin(N, a).
Upper bound: We need the following comparison result.
Proposition 3.4. For j, k ∈ {1, . . . , n} and j < k, we have
Pθ,id((j, k)  id) ≤
(
cosh
θ
2
)−N
. (3.11)
Now decompose each permutation pi ∈ Sn into a product
of transpositions, say pi = σ1 ◦ · · · ◦ σk. We have
Pθ,id(pi  id)
≤ Pθ,id(∃i ∈ [k] : σ1 ◦ · · · ◦ σi  σ1 ◦ · · · ◦ σi−1)
≤ #trans(pi)
(
cosh
θ
2
)−N
, (3.12)
where #trans(pi) is the number of transpositions in pi. For
any permutation pi ∈ Sn, #trans(pi) = n−#cyc(pi) with
#cyc(pi) the number of cycles in pi. The upper bound
(3.3) follows from (3.12), the union bound and the fact
that
∑
pi∈Sn #cyc(pi) = n!Hn.
Proof of Proposition 3.4. A similar argument as before
shows that
P((j, k)  id) = P((1, 2)  id) for k − j = 1.
Now let ` := k − j ∈ {1, . . . , n− 1}. It is not hard to see
that for any permutation pi ∈ Sn, the number of inversions
inv(pi ◦ (j, k)) can take 2` values:
inv(pi ◦ (j, k)) ∈ {inv(pi)±m : m = 1, 3, . . . , 2`− 1)}.
For m ∈ {−2`+ 1,−2`+ 3, . . . , 2`− 3, 2`− 1}, let
pm := Pθ,id
(
inv(pi ◦ (j, k)) = inv(pi) +m
)
.
Observe that Pθ,id((j, k)  id) is given by
Pθ,id
(
N∑
i=1
(
inv(pii ◦ (j, k))− inv(pii)
)
≤ 0
)
= P
(
N∑
i=1
Zi ≤ 0
)
, (3.13)
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where Zi are i.i.d. categorical random variables such that
Zi = m with probability pm for m ∈ {−2` + 1,−2` +
3, . . . , 2` − 3, 2` − 1}. By Cramer’s theorem (Dembo &
Zeitouni, 2010),
P
(
N∑
i=1
Zi ≤ 0
)
≤ exp
(
−N sup
λ
{− logF (λ)}
)
,
(3.14)
where
F (λ) :=
2`−1∑
m=−2`+1,m odd
pme
λm,
is the moment generating function of Zi. Note that for m >
0, we have p−m = eθmpm. Therefore,
∑2`−1
m=1,m odd pm(1 +
eθm) = 1. Moreover,
2`−1∑
m=1,m odd
pm(1 + e
θm) =
2`−1∑
m=1,m odd
pme
θm
2 (e
θm
2 + e−
θm
2 )
≥
2`−1∑
m=1,m odd
pme
θm
2 (e
θ
2 + e−
θ
2 ),
which yields
∑2`−1
m=1,m odd pme
θm
2 ≤ 12 (cosh θ2 )−1. As a
consequence,
sup
λ
{− logF (λ)} ≥ − logF
(
θ
2
)
= − log
2`−1∑
m=1,m odd
2pme
θm
2
≥ − log
(
cosh
θ
2
)−1
.
(3.15)
By (3.13), (3.14) and (3.15), we get the estimate (3.11).
4. Experimental Results
In this section we apply Algorithm 1 to provide experi-
mental results on synthetic data and two real-world data:
APA election data (large N , small tmax), and University’s
homepage search (small N , large tmax).
4.1. Synthetic Data
We generate 50 sets of N = 1000 rankings from the IGM
model (1.3) with ~θ = (1, 0.9, 0.8, 0.7, 0.6, 0.5, 0, . . .) and
pi0 = id. We restrict all observed rankings to the first
tmax = 6 components. Table 1 displays the percentage of
the model sizes selected by Algorithm 1.
Now we fit the IGM model by MLE with the preselected
model size t. The estimate θ̂1 lies in the range [0.94, 1.08]
with mean 1.0 and standard deviation 0.03, and θ̂2 in the
range [0.84, 0.95] with mean 0.9 and standard deviation
Table 1. Percentage of model sizes selected for 50 simulated data
sets.
MODEL SIZE t 1 2 3 4 5 6
PERCENTAGE (%) 0 65 35 0 0 0
Table 2. Accuracy of estimated rank & average training time
for 50 simulated data with tmax = 10 (resp. tmax = 20,
tmax = 40) and ~θ = (1, 0.975, . . . , 0.775, 0, . . .) (resp. ~θ =
(1, 0.975, . . . , 0.525, 0, . . .), ~θ = (1, 0.975, . . . , 0.025, 0, . . .))
by the IGM model of model size t = 1, t = 10 and Algorithm 1.
tmax = 10 IGM(t = 1) IGM(t = 10) ALG 1
ACC. EST. RANK 100% 100% 100%
AVE. TIME 1.56 S 14.45 S 2.80 S
tmax = 20 IGM(t = 1) IGM(t = 10) ALG 1
ACC. EST. RANK 94% 100% 100%
AVE. TIME 5.73 S 54.45 S 24.42 S
tmax = 40 IGM(t = 1) IGM(t = 10) ALG 1
ACC. EST. RANK 82% 100% 100%
AVE. TIME 70.26 S 684.65 S 391.20 S
0.02. Moreover, the estimated central rankings restricted to
the top 6 ranks are always (1|2|3|4|5|6).
We also generate 50 sets of N = 1000 rankings from the
IGM model restricted to the first tmax = 10, 20 and 40 com-
ponents. Table 2 shows the accuracy of estimated ranking
and average training time by the IGM model of model size
t = 1, t = 10 and Algorithm 1. For rankings of small
length, the IGM model of small size gives good accuracy
and uses less training time. Algorithm 1 is more appealing
for rankings of large length. It has better accuracy than the
IGM model of small size, and is less time-consuming than
the IGM model of large size.
4.2. APA Data
We consider the problem of ranking with a small num-
ber of items and large sample size. The data consists of
N = 15449 rankings over tmax = 5 candidates during
the American Psychological Association’s presidential elec-
tion in 1980. Among these rankings, there are only 5738
complete rankings and the number of distinct rankings is
n = 207. See (Coombs et al., 1984; Diaconis, 1989) for
further background.
Table 3 displays the estimate of θ for the single parameter
IGM with different model sizes. Applying Algorithm 1
yields the selection of t = 2. Then by fitting the IGM
model with t = 2, we get θ̂1 = 0.46, θ̂2 = 0.54 and pi0 =
(3|1|5|4|2). By the second order analysis, (Diaconis, 1989)
argued that there is a strong effect of choosing candidates
{1, 3} and {4, 5}, with candidate {2} in the middle. Our
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Table 3. Estimates of θ for the single parameter IGM model with
t ∈ [1, 5].
MODEL SIZE t 1 2 3 4 5
ESTIMATED θ 0.47 0.50 0.54 0.62 0.72
Table 4. A list of 10 universities and their estimated ranks.
UNIVERSITY’S NAME ESTIMATED RANK
OREGON HEALTH SCIENCES UNIV. 2
OUACHITA BAPTIST UNIV. 1
OUR LADY OF THE LAKE UNIV. 6
PACIFIC BAPTIST UNIV. 2
PACIFIC CHRISTIAN COLLEGE 8
PACIFIC LUTHERAN UNIV. 1
WORCESTER STATE COLLEGE 1
YESHIVA UNIV. 19
YORK COLLEGE OF PENNSYLVANIA 6
YOUNG HARRIS COLLEGE 1
result suggests that the pair of candidates {1, 3} be in a
more favorable position.
4.3. University’s Homepage Search
We consider the problem of learning a domain-specific
search engine with the data collected by (Cohen et al., 1998).
The data consists of 157 universities, the queries, and 21
search engines, the experts. Each expert search engine out-
puts a ranked list of up to tmax = 30 URLs when queried
with the university’s name. The target output is the univer-
sity’s homepage. There are 10 universities without data,
and some search engines return empty list. So there are
147 ranking problems with sample size N ≤ 21, and each
sample has length ranging from 1 to 30.
For each query, we fit the IGM model by MLE with Algo-
rithm 1 to calculate the rank of the university’s homepage
under the estimated central ranking pi0. This rank measures
the correctness of the model. If the target homepage is not
among the URLs returned by the search engines, we put it
to the end of the list. The central ranking is estimated by the
SORTR heuristic (Meilaˇ & Bao, 2010). Table 4 is an extract
of the estimated rank of the target homepages.
Our training model is slightly different from that in (Meilaˇ
& Bao, 2010), since they used the parameterization ~θ =
(θ1, . . . , θt−1, θt, . . . .θt, 0, . . .) for the top-t IGM model.
Figure 2 provides the estimates of θ for the single parameter
IGM model with different model sizes. By Algorithm 1,
68% select t = 5, 20% select t = 1, and 11% select t = 2
over all 147 queries. We also computed the rank of the
homepage for each query and each model size t. Table 5
summarizes the mean and the median of the target rank for
these models.
(Meilaˇ & Bao, 2010) got a mean rank around 15 and a
Figure 2. Estimates of θ for the single parameter IGM model with
t ∈ {1, 2, 3, 6, 10, 30}.
Table 5. Mean and median rank of the target homepage under the
IGM models.
SIZE t 1 2 3 6 10 30 ALG 1
MEAN R. 3.7 4.2 4.9 8.0 13.2 18.9 6.8
MED. R. 2 2 2 3 5 6 3
median rank around 10. Compared to their results, our ex-
periments give better target rank for small model sizes. This
is reasonable because for each query there are only N ≤ 21
samples and large model sizes may cause overfitting. Small
median ranks in Table 5 also supports the validity of the
IGM model.
5. Conclusion
In this paper we study various Mallows ranking models.
The parameters of interest are the dispersion θ (or ~θ), and
the central ranking pi0. Though there have been efficient
algorithms to estimate the MLE (θ̂, pi0), not much is known
about the statistical properties of (θ̂, pi0) except the consis-
tency of θ̂. Aiming to fill this gap, we prove the biasedness
and convergence rate of the MLE of the Mallows’ φ model
and the single parameter IGM model.
To compare a large number of items, an infinite ranking
model is often useful. A natural infinite generalization of the
finite Mallows model appeared in several contexts (Gnedin
& Olshanski, 2010; Meilaˇ & Bao, 2010). But neither of
them are aware of the other. In this work we make a clear
connection between these infinite rankings with further anal-
ysis. Relying on a renewal property of the single parameter
IGM model, we propose an algorithm to choose the model
size ‘t’ automatically. The ‘t’ selection algorithm is tested
over synthetic and real data, and shows good performance.
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