The two-dimensional striation model consists of a nonlinear system of PDE's which arises in the modeling of the ionospheric plasma. The local-in-time existence of strong solutions is first proved using Banach's fixed point theorem. Then, under physically relevant assumptions, the system is shown to be nonlinearly unstable as soon as it is linearly unstable. Moreover, the instability occurs before the possible blow-up time of the solution. The proof relies on an earlier work of Guo and Hwang [13] . The first step of the proof is to investigate under which conditions the linearized system is unstable and to prove that its spectrum is bounded, by means of a variational formulation. The second one consists in constructing a family of solutions depending on the parameter δ measuring the smallness of the perturbation to the steady-state. Thanks to the boundedness of the linearized spectrum, this family of solutions is shown to be unstable by means of a power series expansion in δ.
Introduction
This paper is concerned with the initial value problem and nonlinear instability of the two-dimensional striation model which is used to model the ionospheric plasma. The ionospheric plasma is located in the upper layers of the earth atmosphere and is generated by the ionization of air molecules by solar radiations. It is subject to numerous instabilities, which have been widely investigated in the physics literature. The reader can find an introduction to space plasma physics in [17] , [21] . For reviews on ionospheric instabilities, we refer to [10] or [11] . We are interested in layers of the ionosphere where the primary instability mechanism is the so-called E × B drift instability (see [5] , [15] , [16] , [18] , [19] , [20] , [22] ). This instability can produce largeamplitude small-scale inhomogeneities of the plasma density, called ionospheric striations. These inhomogeneities are strongly elongated along the magnetic field lines, sometimes over several hundreds of kilometers.
A well suited model to study these kinds of irregularities is the dynamo model ( [9] , [24] ) which describes the evolution of the quasi neutral ionospheric plasma in the earth magnetic field under the influence of the irrotational electric field induced by the so-called ionospheric dynamo effect. This effect takes place because, as a consequence of collisions, the neutral particles of the low ionosphere drag the charged plasma particles across the magnetic field lines. An induced electric field is created and immediatly transmitted to the upper layers of the ionosphere because of the very large plasma conductivity along the magnetic field lines. The dynamo model consists of coupled transport equations for the plasma density and the electron and ion velocities with the continuity equation (which takes the form a divergence-free constraint on the electric current by quasineutrality). Although very simplified compared with a full Euler-Maxwell model, the dynamo model remains three-dimensional and is too expensive for practical purposes. A dimensional analysis (see [1] ) allows to identify a small dimensionless parameter κ, the ratio of the collision frequency against neutrals to the cyclotron gyro-frequency in the earth magnetic field.
Let us assume that the magnetic field B is constant, uniform and aligned with z, where (x, y, z) denotes an orthonormal coordinate system. In this presentation, we assume that the earth magnetic field can be well-approximated by a uniform field, which is true if we focus on regions of typical extensions of a few hundreds of kilometers. We can choose the scaling units such that |B| = 1, so that B = e 3 where e 3 is the unit vector in the z-direction. For any three-dimensional vector a = (a x , a y , a z ), we define a = (a x , a y ) its projection onto the two-dimensional plane orthogonal to B. In particular, if X = (x, y, z), then X = (x, y). We also define ∇ = (∂ x , ∂ y ) t the two-dimensional gradient.
We consider a three-dimensional domain V of cylindrical type, that is, of the form U × [a, b] , where U is an open subset of R 2 . When κ → 0, the dynamo model written on V reduces to the the so-called striation model (see [1] ) :
with φ = φ(X), σ(X) = b a nνdz, U N = b a nνu N dz. In this model, n = n(X, t) denotes the plasma density, u = u(X, t), the plasma velocity, E = E(X, t) the electric field (we note that its component along the magnetic field is zero), u N = u N (X, t) is the velocity of the neutral molecules, and is supposed known (in other words, there is no retro-action of the plasma onto the neutral atmosphere), φ = φ(X, t) is the electric potential (which only depends on the two-dimensional coordinate X and time), J = J(X, t) is the field-integrated electric current density, and ν(X, t) is the collision frequency of plasma particles against neutrals and is a data of the model. The striation model couples a three-dimensional convection-diffusion equation (1a), (1b) for the density n with a two-dimensional elliptic equation (1e) for the electric potential φ. The coefficients of the elliptic equation (1e) involve integrals of the other unknowns over z (i.e. along the magnetic field lines). This is because the very large conductivity of the plasma along magnetic field lines constrains the electric potential φ to be constant along these lines, i.e. to depend only on the two-dimensional coordinate X.
If we additionally suppose that the neutral wind u N is orthogonal to B, that all data and unknowns are independent of z and that the scaling units are chosen such that ν = 1, the striation model reduces to the following monolayer striation model:
where now, all variables and vectors are two-dimensional (except B = e 3 ) and the underlying of two-dimensional vectors has been omitted. Notice that the velocity field u becomes a divergence free vector. We have introduced h which is the relative velocity of the electrons and ions.
For any vector v in R 2 , we note v ⊥ the rotation of v by the angle π 2 , and ∇ ⊥ = (−∂ y , ∂ x ) t (where now we use (x, y) for the coordinate system). The two-dimensional striation model, in its reduced form, is then written :
It consists of two coupled equations, describing the evolution of the density and the electric potential of the plasma. The first one is a transport equation for the density. Its velocity depends on the electric potential of the plasma, which is given by a stationary elliptic equation. This second equation expresses the conservation of the current, and depends on the neutral wind. The whole system can alternatively be seen as a nonlinear nonlocal hyperbolic equation in two dimensions. The two-dimensional -monolayer-striation model has been extensively used because the reduction to a two-dimensional system of equations generates a considerable increase of computational efficiency. Numerical simulations based on the this model have been done in [2] , [3] . In [4] , the geometry of the magnetic field is taken into account. However, up to our knowldege, this model has not been previously studied from the mathematical point of view.
Our first result is the existence, locally in time, of classical solutions for this system. The proof relies on a fixed point theorem and Sobolev energy estimates. We then show that the system is nonlinearly unstable about smooth steady states. The proof is inspired from the method used in [13] to study the nonlinear hydrodynamic Rayleigh-Taylor instability.
A heuristics analysis of the instability has been carried out in [2] and [3] , along with the proof of the linear instability of the system about particular steady states -e.g. of exponential and Heaviside type, for which explicit computations can be made. It appears that the crucial assumption for instability to occur is that the density gradient and the neutral wind are of opposite signs ; this assumption is physically relevant. We first extend the linear instability result to a general smooth steady state. The main difficulty is that computations can not be carried out anymore, because the coefficients of the linearized system are, in general, not constant. However, the system has -like the density-dependent incompressible Euler system, see [6] , [13] , [14] -a remarkable variational structure, which allows us to find exponentially increasing solutions. Moreover, thanks to this property, we also show that the spectrum of the system is bounded.
In general, for a system of PDE's, it is rather difficult to deduce nonlinear instability from linear instability, because one can not easily control the growth rate of the nonlinear part of the solutions. Here, we use a technique first introduced by Grenier in [12] (see also [7] , [8] , [13] ) : we explicitly construct a family of solutions of the nonlinear system, depending on a parameter δ, and prove that it is unstable, using a power series expansion on δ. The boundedness of the linearized spectrum is crucial. Here, the proof is complicated by the fact that the system is not a pure evolution system. We also have to check that instability occurs before the possible blow up of the solution.
The paper is organized as follows : in section 2, we introduce the notations and state the main results. Section 3 deals with Sobolev energy estimates and local existence for the system. The study of the linearized system is carried out in 4. The main theorem concerning the nonlinear instability is proved in section 5.
Results and notations
In R 2 , let us define the strip ω = {(x, y) | x ∈ R, 0 ≤ y ≤ 2π}. We denote by Ω the corresponding cylinder : Ω = R×R/2πZ. We consider the two-dimensional striation model (3) on Ω, with periodic boundary conditions in the y direction, and vanishing boundary conditions in the x direction for the potential φ :
We will assume that the neutral wind u N is in the direction of x, and constant :
For any k and p in N, we note W k,p the Sobolev space of functions, whose derivatives of length smaller or equal than k are in L p (Ω). We note W k,p the standard norm on these spaces. We write
Letn be a function on Ω, depending only on x. It is clear that the pair (n, φ) = (n, 0) is a steady state of (4). We consider the following assumptions onn :
•
Notice that (H 3 ) states that there exists a point, such that the steady densityn and the neutral wind are of opposite signs. We first focus on the existence of solutions for (4) :
Theorem 1 Let k ∈ N, k ≥ 3; letn fulfills (H 1 ) and (H 2 ), and n 0 be such that n 0 −n ∈ H k and inf(n 0 ) ≥ κ > 0. Then, there exists T > 0, such that the system (4) has a unique strong solution (n, φ),
The main result of this paper is the nonlinear instability of (4) around the steady state (n, 0), in the L 2 and L ∞ norms for the density and the velocity :
Theorem 2 Let k be an integer larger than 3, and suppose thatn fulfills (H 1 ), (H 2 ) and (H 3 ). Then, the steady state (n, 0) is unstable : there exists ε 0 > 0, such that for any (small) δ > 0, there exists a solution (n δ , φ δ ) of (4) such that n δ (0, .) −n H k ≤ δ, but, for a suitable
Moreover, instability occurs before the possible breakdown of the solution, e.g. T δ is inferior to the existence time of the classical solution of (4).
The proof of this result relies on the precise study of the linear instability. The linearized system of (4) around (n, 0) is written, in variables (η, ψ) :
, the system (5) is shown to have particular solutions of plane wave type, which are exponentially growing in time, with a growth rate bounded by a constant Λ. The essential fact is that Λ also controls the growth rate of any solution of (5) :
Theorem 3 Let k ∈ N, and (η, ψ) be the solution of (5) with initial data η 0 ∈ H k . Then, there exists a constant C, depending only on k, u N andn,such that :
We will not use directly this result, remarkable in itself, but a slightly different one :
We consider the system (5), with additional right hand sides f (x, y, t) and g(x, y, t), and initial condition 0 :
where f and g are such that f (t, x, 0) = f (t, x, 2π), g(t, x, 0) = g(t, x, 2π), and f and ∇ · g vanish when x goes to infinity. Moreover, we suppose that f and g satisfy the following growth estimates :
where µ and C are positive constants. Then,
We should point out that theorem 4 cannot be deduced from theorem 3 by the use of the resolvent and Duuhamel's formula. Indeed, since equation (4b) is stationary, if we view (4) as a pure evolution system, it must be as a scalar nonlocal hyperbolic equation on n :
where φ(n) is given by the second equation. Then, when we consider system (4) with right hand sides f and g, not only we add the righthand side f to equation (7), but we also change the expression of φ(n).
We should add that the fact that the second equation is stationary is the reason why the growth rate assumption in theorem 4 is for f and ∂ t g (and not g).
To deduce the nonlinear instability from the linear instability, we consider (n δ , φ δ ), solution of (4) with initial datan + δη K (0), where (η K , φ K ) is a well chosen exponentially increasing solution of (5). Our aim is to show that this family is unstable. Because of the strong nonlinearity of the striation system, we cannot show directly that (n δ , φ δ ) behaves like (η K , φ K ), from the instability point of view. Hence, we build an approximate solution (n a , φ a ) of (n δ , φ δ ), as a power series expansion in δ. The order of this expansion is chosen, such that the remainder (n δ − n a , φ δ − φ a ) is negligible. Then, we show that (n a , φ a ) is unstable. To prove it, we control its coefficients, by using theorem 4.
In order to simplify the computations, let us introduce a useful tool. Let α be a multi-index, with |α| ≤ k, and f , g two functions on Ω. We define, as soon as this makes sense,
It is clear that the commutator [D α , f ] is a differential operator of order strictly smaller than k. More precisely, we have, for a universal constant C :
(10) The estimate (9) comes from a direct computation. The estimate (10) comes from Gagliardo-Nirenberg-Moser interpolation estimates (see for instance [23] ).
Sobolev estimates and local existence
The proof of theorem 1 lies on a priori estimates, and the Banach fixed point theorem. In all this section, k ∈ N, k ≥ 3. We first turn on equation (4a) :
and it satisfies the following estimates :
where C is a constant depending only onn.
Proof. Thanks to the embedding H k → W 1,∞ , we have ∇ ⊥ φ ∈ W 1,∞ . Then, the velocity field ∇ ⊥ φ is a globally lipschitz function in the space variables, and n is given by a characteristic formula. Thus, the equation is well posed, and its solution fulfills the first two estimates. To prove the third one, notice that (4a) can also be written :
We obtain the estimate (11) by multiplying the equation by n −n, integrating, and using Green's formula, along with the fact that ∇n ∈ L ∞ and ∇ · (∇ ⊥ φ) = 0. To prove the Sobolev estimate (12) , let α be a multi index, 1 ≤ |α| ≤ k. We apply D α to (4a), and obtain :
We multiply by D α n, integrate on Ω, and use Green's formula. Notice that the boundary terms in this formula vanish. Using the fact that ∇ ⊥ φ is divergence free, we get :
We simplify by D α n L 2 , and bound the commutator, using (10) :
We sum over α, and obtain :
Remark 1
The Sobolev estimate is not obtained rigorously, because we apply D α to (4a), without knowing ∇n ∈ H k−1 . However, this difficulty can be easily overcome by regularizing (4a). We note J ε the convolution by a regularizing kernel of parameter ε, and replace (4a) by ∂ t n ε + J ε (∇ ⊥ φ) · ∇n ε = 0, with the same initial and boundary conditions than before. Notice that J ε (∇ ⊥ φ) satisfies a uniform estimate in ε :
is smooth, the regularized density n ε is smooth, and the computations above, made on n, become rigorous for n ε :
. Now, we obtain the corresponding estimate on n by letting ε tend to 0, and passing to the limit.
We now consider the equations on the velocity : Lemma 2 Let t ≥ 0, and n(t, .) ∈n + H k , with 0 < κ ≤ n(t, .) ≤ K. Let φ satisfying (4b)-(4e)-(4f). Then, we have :
where the constant C depends only on κ, u N andn.
Proof. Since the equations considered are stationary, the dependence in time of n and φ will be omitted. We first make the additional assumption that n is smooth (say n ∈ C ∞ (Ω)). Since n is uniformly positive, the equation satisfied by φ is elliptic, and thus well posed in the variational sense, that is, there exists a variational solution φ of (4b)-(4e)-(4f) in H 1 . We consider (4b), multiply it by φ, integrate it on Ω, and use Green's formula :
To prove the H k estimate, we take α a multi-index, 1 ≤ |α| ≤ k, and apply D α to (4b). The quantity D α φ satisfies the following equation :
We multiply this expression by D α φ, integrate on Ω, and use Green's formula on each term :
Using n ≥ κ in the l.h.s., and Cauchy-Schwarz inequality in the r.h.s., yields :
We estimate the commutator, thanks to (10), and get :
We sum over α (1 ≤ |α| ≤ k), to obtain :
Thanks to the L 2 estimate,
We have, thanks to a convexity inequality for the Sobolev norms, and the L 2 estimate :
If ∇φ H k ≥ 1, we deduce from the previous inequality :
. Thus, in the general case,
We now weaken the assumption on n : we remove the hypothesis of the smoothness of n -it is still inn + H k . Under this new assumption, (4b)-(4e)-(4f) is well posed, and its solution φ satisfies the estimates of lemma 2. The proof of this result is straightforward : we introduce a regularized system of parameter ε, in which n is replaced by J ε (n), where J ε is a regularizing kernel. We apply the computations we made for smooth densities to the regularized system. We then pass to the limit ε → 0.
Proof of theorem 1. We introduce the functional J, defined on the Banach space X (which will be defined later) : if n is in X, we compute φ, solution of (4b)
If we show that J admits a unique fixed point in X, the system (4) will have a unique solution in X. The main difficulty is to find a suitable X, on which J is a contraction. Putting together lemmas 1 and 2, we notice that we have an estimate in H k for n −n, locally in time. Thus, the first idea is to take for X a subspace of C(0, T ;n + H k ), for T small enough. However, due to a phenomenon of loss of derivatives, the continuity of J on this space is not guaranteed. Hence, we have to use a larger space, more precisely, a subspace of
. If T is a positive number, we note ||n|| = sup 0≤t≤T n(t, .) −n L 2 . We define
, n ≥ κ and sup
It is a Banach space, for the norm || ||. The following lemma allows us to apply Banach's fixed point theorem.
Lemma 3 For T small enough, J maps X T,R into itself, and is a contraction on this space.
Proof. The proof is classical, and is left to the reader.
Hence, the functional J admits a unique fixed point in X T,R , for T small enough. We noteñ the fixed point of J. We then consider φ, solution of (4b)-(4e)-(4f). By construction, (ñ,φ) is solution of (4) (withñ in C(0, T ;n+H k ) andφ in C(0, T ; H k+1 )), equation (4a) being understood as :ñ
Using this equation, we see that in fact,ñ ∈ Lip(0, T ; H k−1 ) ; thus, (ñ,φ) is a classical solution of the system.
Linear instability
The linearized equations, unlike the original ones, have a priori estimates in all the Sobolev spaces
Lemma 4 Let η satisfying (5a)-(5c)-(5d), with ψ smooth. Then, there exists a constant C, depending only onn, such that :
Let ψ satisfying (5b)-(5e)-(5f), with η smooth. Then, there exists a constant C, depending only onn, such that :
Proof. Let α be a multi-index, |α| ≤ k. To prove (13), we apply D α to (5a). We obtain :
. Thus, if we multiply by D α η and integrate, we get :
Thus, by a direct computation :
where the constant C depends only on n W k+1,∞ . Hence,
We then prove (14) . We first treat the case k = 0. If we multiply (5b) by ψ, integrate and use Green's formula, we get :
Sincen is bounded from below, we deduce : ∇ψ L 2 ≤ C η L 2 . Now, let α be a multi-index of length less than k, α = 0; we compute the equation solved by D α ψ ; it is :
As usual, we multiply by D α ψ, integrate, and use Green's formula :
We deduce :
Sincen is bounded from below, ∇D α ψ 2 L 2 ≤ C Ωn |∇D α ψ| 2 . We also have, thanks to (10) 
Here, the constant C depends only onn. The previous estimate leads to :
We sum these estimates over α, using the L 2 estimate for α = 0, and simplify by ∇ψ H k . We get :
But we know that :
We apply this estimate to ∇ψ, with ε = 1 2C :
Once we have established these estimates, we can turn on the Cauchy theory for the linearized system : Proposition 1 Let η 0 ∈ ∩ k∈N H k . Then, the system (5), with initial value η 0 , admits an unique global classical solution (η, ψ). Moreover, this solution is smooth, e.g., for all j ∈ N, η and ψ are in
This result is straightforward, and is left to the reader.
In order to study the instability of the linearized system, we look for plane wave solutions of (5), e.g., for p ∈ N, non zero solutions of the form : (η p , ψ p ) = (η p (x)e ipy e λpt ,ψ p (x)e ipy e λpt ), where λ p ∈ R. We get the following system of equations for (η p ,ψ p ) :
This leads to the following equations satisfied byψ p :
The l.h.s. is a one-dimensional differential operator of elliptic type. We will use this property to obtain an explicit variational formula for some of its eigenvalues.
Lemma 5
If we take for λ p the quantity :
then (15) admits a non zero solutionψ p , which is, up to a multiplication by a constant, the unique minimum, on H 1 (R), of the functional
Moreover,ψ p is smooth.
Proof. The functional q is differentiable on H 1 (R), and strictly convex. The set {ψ ∈ H 1 (R) , 2π 0 −U (∂ xn )ψ 2 = 1} is included in a ball of H 1 (R) (of radius 1/ U ∂ xn L ∞ for instance). Hence, q admits a unique minimum on this set. Let's call itψ p . The constraint is differentiable, thusψ p fulfills the following equation (where λ p is a Lagrange multiplier) :
This equation is precisely the equation (15) in variational formulation. A solution of this equation is unique, up to a multiplicative constant. Indeed, up to multiply it by the right constant, we can suppose it fulfills the constraint. Therefore, it is the solution of the minimization problem. We now check the variational formula for λ p , and the fact that λ p > 0. Letting φ =ψ in (17), we get, becauseψ satisfies the constraint, that q(ψ p ) = λ p . Therefore,
and :
By homogeneity,
Notice that, thanks to (H 3 ), there exists x 0 , such that −U ∂ xn (x 0 ) > 0. Because ∂ xn is continuous, there exists ψ ∈ H 1 (R), such that
Lemma 6 The sequence (λ p ) p∈N is increasing and, as p goes to infinity, λ p goes to Λ, where :
Proof. The sequence (λ p ) p∈R is clearly increasing. We have λ p ≤ Λ, and then, lim sup p→+∞ λ p ≤ Λ. If we take ε > 0, we can find ψ 0 ∈ H 1 (R), such that :
On the other hand, we have, for all p > 0,
We deduce that :
Letting ε going to 0, we get : lim inf p→+∞ λ p ≥ Λ.
From the definition of Λ, we deduce immediately the following inequality, for any w ∈ L 2 (R 2 ) :
Notice that we don't obtain all the eigenvalues with this variational formula. However, Λ, the lowest upper bound of the λ p , is also "almost" an upper bound for the whole spectrum. This is what theorem 3 states more precisely. We now show this theorem.
Proof of theorem 3. We proceed by induction on k. The core of the proof is the use of coupled energy estimates for the system (5), and the use of (18) . Let α be a multi-index, |α| ≤ k. For f in H k , we define :
,n is uniformly bounded from above and below. Thus, | | k is a norm equivalent to the H k norm. This norm will be useful in the computations below.
• L 2 estimates (k = 0).
We apply ∂ t to (5b), and get : −∇ · (n∂ t ∇ψ) = U ∂ y ∂ t η. We then multiply by ψ, integrate and use Green's formula in both sides of the equation :
We now replace ∂ t η by its value :
We use (18) to bound the r.h.s. :
We recognize :
We apply Gronwall's lemma, and get :
We deduce, thanks to (14) ,
Now, using (13), we deduce :
• H k estimates.
Let α be a multi-index of length smaller than k. The derivatives D α η and D α ψ satisfy the following equations :
We will need the Lemma 7 If (η, ψ) is solution of the linearized system (5), we have, for any integer k : ∂ t ∇ψ H k ≤ C ∇ψ H k , where C depends only on n.
Proof of the lemma. We differentiate (5b) with respect to time. Then, ∂ t ∇ψ fulfills the following equation : −∇ · (n∂ t ∇ψ) = U ∂ y ∂ t η.
Using the H k estimate (13), we get :
Proof of theorem 3 (cont.) Let us take k positive integer, and suppose that the theorem holds for any integer smaller than k − 1. Let α be a multi-index of length smaller than k, α = 0.
We proceed as for the L 2 case. The difference is that we need to control the commutators which appear in (19) . We apply ∂ t to the first equation of (19) . Sincen and U don't depend on time :
We then use the second equation of (19) , to get :
We multiply by D α ψ, integrate, and use Green's formula :
Now, we control the various terms of the r.h.s. First, we apply (18) to get :
where C depends only onn. We also estimate the other commutator :
where C depends only onn. Finally, we notice that the l.h.s. of (21) is
We sum these estimates over α, using the L 2 estimate for the case
We simplify by |∇ψ| k , and use the fact that | | k is equivalent to the
Now, we use the induction hypothesis :
We multiply this inequality by e −Λt , and notice that it becomes :
We integrate between 0 and t, and obtain :
Thanks to (14) , we have |∇ψ(0,
We also use the elementary inequality t ≤ 1 + t k , and get :
Hence, ∇ψ(t, .)
We obtain the growth rate estimate for η, by using (13) :
Proof of theorem 4. We now prove briefly theorem 4. The arguments are essentially the same as for theorem 3. We define | | α and | | k as in the proof of theorem 3. We proceed by induction on k.
• L 2 estimates (case k = 0).
We apply ∂ t to (6b), and use (6a) to replace ∂ t η by its value. Then, we multiply by ψ, integrate, use Green's formula, and apply lemma 18. We obtain :
We deduce, thanks to the growing estimates on f and ∂ t g :
Since ∇ψ(0, .) = 0, the previous inequality yields :
Then, |∇ψ| 0 ≤ C(e Λt + e µt ). But | | 0 is equivalent to the L 2 norm. Thus, ∇ψ L 2 ≤ C(e µt +e Λt ). Since the initial data of (6) is 0, we have, using the L 2 energy estimate on (6a) :
The result of the lemma for k = 0 follows from these estimates.
We proceed by induction on k. Let α be a multi-index, with |α| ≤ k. As in theorem 3, we apply ∂ t D α to (6b), multiply by D α ψ and integrate, using (6a) and lemma (18) . The difference with the proof of theorem 3 is that we have additional terms, depending on f and g. Notice that the estimate between ∂ t ∇ψ H k and ∇ψ H k becomes :
After computations, we obtain the following differential inequality on |∇ψ| k :
Thus, using the induction hypothesis and the growing estimates for f and g :
We integrate between 0 and t, and obtain, because ∇ψ(0, .) = 0 :
We deduce : |∇ψ(t, .)| k ≤ C(1+t k )e Λt +Ce µt . Since | | k is equivalent to the H k norm, the same growing estimate is true for ∇φ(t, .) H k . Moreover, the H k energy estimate for (6a) yields, because η(0, .) = 0 :
Thus, the proof is done.
Nonlinear instability
We are now ready to prove theorem 2. We define K to be an integer, such that λ K > Λ 2 (there exists such K), and λ = λ K . For δ > 0, we note (n δ , φ δ ) the solution of (4) with initial datan + δη K (0), where (η K , ψ K ) is an exponentially increasing plane wave solution of (5), of wave number K, with exponential growth rate λ.
We will choose the instability time T δ of the form
, where θ is a constant, to be chosen later, smaller than 1 2 , which doesn't depend on δ. The first thing we need to check is that, if θ is small enough, (n δ , φ δ ) exists at least until T δ .
Lemma 8 let T δ M be the existence time of (n δ , φ δ ) in the framework of theorem 1 :
We make the following computations for t ≤ T . We note η δ = n δ −n. It is a solution of :
Using techniques similar to those used in the proof of lemma 1, we get :
The quantity φ δ satisfies the following equation :
Notice that ∇ · (nu ⊥ N ) = 0. We first deduce from this that ∇φ δ L 2 ≤ C η δ L 2 , with a constant independent of δ. Then, using techniques similar to those used in the proof of lemma 2, we get, for any multiindex α of length smaller than k :
where the constants don't depend on δ. We deduce :
We use the following elementary inequality :
with a constant independent of δ. If we put together the estimates for η and φ δ , we have
Finally, for any t smaller than T , we have :
If we let t go to T , we obtain :
We consider the system satisfied by (η δ , φ δ ), where η δ = n δ −n is the perturbed density. We put all the nonlinearities in the r.h.s. of the equations, and obtain :
We now construct the approximate solution (η a , φ a ), up to any order N . We write n a =n + N j=1 δ j n j , and φ a = N j=1 δ j φ j . The -smooth -coefficients n j and φ j are defined by induction, in the following way.
We take (n 1 , φ 1 ) = δ(η K , ψ K ). Notice that n 1 and φ 1 are smooth, thanks to proposition 1. If we know (n p , φ p ) for all p between 1 and j, we take for (n j+1 , φ j+1 ) the solution, with initial datum (0, 0), of the following inhomogeneous linear system :
Notice that this system is obtained by formally replacing in (22) the unknowns by their expansion in power series, and by identifying the terms of the same order in δ. The homogeneous part of this system is (5). The inhomogeneous part, the r.h.s., is smooth, by induction. Thus, thanks to proposition 1, (n j+1 , φ j+1 ) is globally defined, and smooth. Moreover, using theorem 4, we can estimate the growth rate of these coefficients. This is the purpose of the Lemma 9 Let k ∈ N, k ≥ 3. Then, for any positive integer j there exists a constant C, such that :
Proof. We proceed by induction on j. For j = 1, the estimates hold by construction. Let us now consider a positive integer j, and suppose that the growing estimates hold for all p ≤ j, and all k greater than 3. We fix k ∈ N, k ≥ 3. We notice that (23) is the system (6), with f = − p+q=j+1 ∇ ⊥ φ p · ∇n q and g = p+q=j+1 n p ∇φ q . Thanks to the induction hypothesis, and the fact that H k is an algebra, we have :
To bound ∂ t g H k by Ce (j+1)λt , it is sufficient to prove that, for any p smaller than j, ∂ t n p H k ≤ Ce pλt . This comes directly from the identity :
We proved that both f H k and ∂ t g H k are bounded by Ce (j+1)λt . We apply theorem 4, and get that n j+1 H k and ∇φ j+1 H k are bounded by C(1 + t k )e Λt + Ce (j+1)λt . But, since λ > Λ 2 , Λ < (j + 1)λ, and (1 + t k )e Λt ≤ Ce (j+1)λt . Therefore, n j+1 (t, .) H k ≤ Ce (j+1)λt , and ∇φ j+1 (t, .) H k ≤ Ce (j+1)λt .
We have to prove the third estimate. Thanks to the second equation of (23), we have :
We apply ∂ t to this equation. We notice that it is linear in n j+1 and φ j+1 . Thus, the H k energy estimate for this equation is :
Both terms of the r.h.s. are bounded by Ce (j+1)λt : the second by the induction hypothesis, and the first by the expression of ∂ t n j+1 we get by using the first equation of (23) . Therefore, the proof is done.
We are going to show that (n a , φ a ) is an approximate solution of (22) , that is, (n a , φ a ) is solution of a system which is "close" to (22) . We note η a = n a −n. By a straightforward computation, we get :
Notice that F N gathers all the terms of ∇ ⊥ φ a ·∇η a of order (in δ) lesser than N , and G N gathers all the terms of η a ∇φ a of order (in δ) lesser than N . Introducing
we have :
We can estimate precisely R N (t) and S N (t), by using lemma 9 :
Lemma 10 For any integer k larger than 3, we have :
Proof. Let k be an integer. We have :
Using lemma 9, we get :
Now, recall that we consider times t such that t ≤ T δ ≤ Let n d = n δ − n a , and φ d = φ δ − φ a . Notice that n d (0) = 0. We will use energy-type estimates. Notice that, in this section, we use the original system (4), and not (22) . We have :
and
We then deduce that n d and φ d satisfy :
We will need the Lemma 11 Let k be an integer. Then, for t ≤ T δ , we have, for some constant C independent of δ :
Proof of the lemma. Recall that η a = N j=1 δ j n j , ∇φ a = N j=1 δ j ∇φ j . Thus, using lemma 9, we deduce that η a H k and ∇φ a H k are bounded by C N j=1 (δe jλt ) j . But , because δe λt ≤ This concludes the proof. Proposition 2 Let k be an integer larger than 3. For N large enough,
We integrate ; recall that n d (0, .) = 0, so : Proof of theorem 3. We are now ready to prove L 2 and L ∞ instability. We take N large enough, such that proposition 2 holds.
• L 2 instability.
Let's estimate ∇φ δ L 2 at a time T δ 2 = θ 2 λ ln( 1 δ ) (θ 2 to be chosen later). We have ∇φ δ = ∇φ a + ∇φ d . Thus :
Now, we use lemma 9 and proposition 2 to get :
Recall that φ 1 (t, .) L 2 = C 1 e λt , where C 1 is a positive constant. Notice that δe λT δ 2 = θ 2 . Thus, we get :
Define h(θ 2 ) = C 1 − N j=1 C i+1 (θ 2 ) i . We have : ∇φ δ (T δ 2 , .) L 2 ≥ θ 2 h(θ 2 ). The continuous function h is equal to C 1 for θ 2 = 0. Thus, for θ 2 small enough, h(θ 2 ) ≥ C 1 2 , and
Thus, theorem 2 holds in the L 2 case, by choosing ε 0 = C 1 θ 2 2 > 0.
• L ∞ instability.
The proof is nearly the same as in the L 2 case. We have, similarly :
Now, we bound the L ∞ norms of ∇φ j and ∇φ d by their H 2 norms, and use lemma 9 and proposition 2. Moreover, ∇φ 1 (t, .) L ∞ = C 1 e λt , with C 1 > 0. We deduce : ∇φ δ L ∞ ≥ C 1 θ 2 − N +1 j=2 C i (θ 2 ) i . We conclude that theorem 2 holds, as previously.
Conclusion
In this paper, we have first established an existence result -locally in time -for strong solutions of the two-dimensional striation system. We then have proved the nonlinear instability of this system about a general class of smooth steady states, under a physically relevant assumption, and in physically meaningful norms. This indicates that the nonlinear striation system is well suited to describe the E × B drift type irregularities which occur in the atmospheric plasma.
