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11 LES NŒUDS DE LORENZ
par Pierre Dehornoy 1)
RE´SUME´. Cet article est un expose´ de synthe`se sur les nœuds de Lorenz. Nous de´crivons la construction
initiale, de´montrons de fac¸on pre´cise un certain nombre de proprie´te´s classiques, en particulier le fait que la cloˆture
d’une tresse positive est un nœud fibre´, et explicitons la correspondance de Ghys entre nœuds modulaires et nœuds
de Lorenz. Par ailleurs, nous montrons deux proprie´te´s nouvelles, a` savoir que, suivant la correspondance de
Ghys, les images des orbites triviales forment un sous-groupe du groupe des classes, et, d’autre part, que l’image
re´ciproque d’un e´le´ment du groupe des classes et de son inverse sont des orbites isotopes.
ABSTRACT. This article is a survey on Lorenz knots. We describe the original construction, prove several
classical properties, in particular the fact that the closure of a positive braid is a fibered knot, and describe
Ghys’correspondance between modular knots and Lorenz knots. We also prove two new properties, namely that
following Ghys’ correspondance, the images of trivial orbits of the Lorenz flow form a subgroup of the class
group, and that the reverse images of an element in the class group and of its inverse are isotopic orbits.
Les nœuds de Lorenz sont les nœuds qui peuvent eˆtre re´alise´s comme orbites pe´riodiques du flot
ge´ome´trique de Lorenz. Tous les nœuds ne sont pas des nœuds de Lorenz : par exemple, le nœud trivial
et le nœud de tre`fle en sont, mais pas le nœud de huit ; plus ge´ne´ralement, on ne compte que vingt
nœuds de Lorenz parmi les nœuds ayant au plus seize croisements. Pourtant, la famille des nœuds de
Lorenz est vaste, puisque tous les nœuds toriques et tous les nœuds alge´briques sont des nœuds de
Lorenz. Introduits par J. Birman et R. Williams en 1983, ces nœuds ont fait l’objet de travaux assez
nombreux, car ils posse`dent de riches proprie´te´s et de multiples facettes. On sait depuis les travaux
de R. Ghrist qu’il existe un flot non singulier dans R3 tel que tout nœud est re´alise´ comme orbite
pe´riodique dudit flot; mais le re´sultat ne fournit en ge´ne´ral aucun controˆle des nœuds ainsi engendre´s.
A l’oppose´, la combinatoire spe´cifique du flot de Lorenz, qui s’exprime par des liens avec les mots
de Lyndon et les diagrammes de Young, donne acce`s pour les nœuds de Lorenz a` des parame`tres
topologiques comme le genre ou l’indice de tresse qui sont difficiles a` calculer dans le cas ge´ne´ral.
De la sorte, la famille des nœuds de Lorenz apparaıˆt comme une e´tape naturelle dans une e´tude des
nœuds partant des plus simples et allant progressivement vers davantage de complexite´ : plus riche que
celle des nœuds toriques ou celle des nœuds alge´briques, la famille de nœuds de Lorenz est ne´anmoins
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assez petite pour qu’une description effective des proprie´te´s de ses e´le´ments soit possible. Re´cemment,
l’inte´reˆt porte´ a` ces nœuds a e´te´ renforce´ par la de´couverte par ´E. Ghys d’une correspondance naturelle
entre les nœuds de Lorenz et les nœuds dits modulaires, qui apparaissent comme orbites pe´riodiques du
flot ge´ode´sique sur la surface modulaire, un certain orbifold lie´ a` l’arithme´tique des corps quadratiques
et a` la ge´ome´trie hyperbolique.
Ce que nous faisons dans ce texte, c’est principalement de passer en revue les proprie´te´s des nœuds
de Lorenz connues a` ce jour. La plupart des de´monstrations sont seulement esquisse´es, a` l’exception de
quelques-unes qui, dans la litte´rature, apparaissent de fac¸on sche´matique ou dans un contexte diffe´rent,
et que nous pre´sentons ici de fac¸on de´taille´e. Par ailleurs, nous e´tablissons deux re´sultats nouveaux
dans la ligne´e de la correspondance de Ghys, a` savoir, d’une part, que, pour tout ordre d’un anneau
d’entiers quadratiques, les classes d’ide´aux dont l’image par la correspondance de Ghys est un nœud
trivial forment un sous-groupe du groupe des classes de la forme (Z/2Z)d dont la multiplication peut
eˆtre de´crite de fac¸on explicite, et, d’autre part, que deux e´le´ments inverses l’un de l’autre dans le
groupe des classes ont pour image le meˆme nœud par la correspondance de Ghys.
Le plan de l’article est le suivant. Dans une premie`re partie, on effectue un bref rappel historique
sur l’origine des nœuds de Lorenz. Puis on introduit les nœuds de Lorenz a` partir du patron de Lorenz,
qui est une surface branche´e de R3 lie´e a` la dynamique d’un certain syste`me diffe´rentiel chaotique. Un
interme`de est alors de´die´ a` le the´orie des surfaces branche´es. On de´duit ensuite un codage des nœuds
de Lorenz a` l’aide des mots de Lyndon, qui sont des mots particuliers sur un alphabet a` deux lettres.
Ce codage permet d’e´nume´rer syste´matiquement tous les nœuds de Lorenz, et il est a` la base de toute
l’e´tude ulte´rieure. Notre exposition ici est base´e sur l’article original de J. Birman et R. Williams [5],
a` l’exception de la section 1.3, et des sections 1.6 et 1.7 ou` nous de´veloppons une nouvelle variante
moins redondante du codage initial a` l’aide de diagrammes de Young.
La deuxie`me partie est consacre´e a` l’e´tendue de la famille des nœuds de Lorenz et a` leurs principales
proprie´te´s topologiques. On montre que tout nœud de Lorenz est premier. On y explique que tous les
nœuds toriques et tous les nœuds alge´briques sont des nœuds de Lorenz, le cas des nœuds alge´briques
se de´duisant d’une e´tude plus ge´ne´rale des nœuds de Lorenz qui sont des nœuds satellites. On montre
ensuite que tout nœud de Lorenz est un nœud fibre´, et on en de´duit une formule pour le genre des
nœuds de Lorenz, ainsi qu’un crite`re permettant d’exclure certain nœuds de la liste des nœuds de
Lorenz. Les re´sultats de cette partie apparaissent principalement dans les articles [5], [17], et [52].
Pour ce qui est du caracte`re fibre´, il est de´duit dans [5] de re´sultats ge´ne´raux de Stallings [46]. Il
peut e´galement eˆtre de´duit de travaux de K. Murasugi [38] et D. Gabai [19, 20] sur les fibrations. Dans
le cas de nœuds qui sont cloˆtures de tresses positives, l’argument est spe´cialement simple et visuel.
Comme il semble n’avoir jamais e´te´ re´dige´, tout au moins de fac¸on concise, nous le de´taillons ici.
Dans la troisie`me partie, nous poursuivons l’e´tude topologique des nœuds de Lorenz. On introduit la
famille des tresses de Birman-Williams, qui fournit une nouvelle fac¸on d’exprimer un nœud de Lorenz
comme cloˆture d’une tresse positive, et on en de´duit une de´termination explicite de l’indice de tresse
d’un nœud de Lorenz comme nombre de brins d’une tresse de Birman–Williams associe´e. Le re´sultat
original est duˆ a` J. Franks, H. Morton et R. Williams [18]. Nous proposons ici une version comple`te de
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la de´monstration base´e sur l’introduction d’une variante du polynoˆme HOMFLY.
La quatrie`me partie est consacre´e a` la correspondance de Ghys entre les nœuds de Lorenz et les
orbites pe´riodiques du flot ge´ode´sique sur la surface modulaire, lesquelles sont intimement lie´es a` des
objets tre`s usuels de la the´orie des nombres depuis Gauss, a` savoir les classes de conjugaison de
matrices dans SL2(Z) , les classes de formes quadratiques a` coefficients entiers et les classes d’ide´aux
dans des corps quadratiques. Pour expliquer ce lien entre topologie et arithme´tique, nous partons de la
correspondance naturelle entre les classes d’ide´aux dans certains corps quadratiques et les classes de
conjugaison dans SL2(Z) , qu’on peut caracte´riser en termes de mots de Lyndon. On en de´duit le lien
entre les nœuds modulaires et les nœuds de Lorenz qui constitue la correspondance de Ghys. Notre
exposition dans cette partie est base´e sur [9] et [24]. Par ailleurs, c’est la` que nous e´tablissons les
deux re´sultats nouveaux mentionne´s plus haut concernant les orbites repre´sentant l’e´le´ment neutre du
groupe des classes (the´ore`me 4.19) et les orbites repre´sentant des e´le´ments inverses l’un de l’autre
(proposition 4.20).
Enfin, dans une bre`ve cinquie`me partie, nous mentionnons quelques questions ouvertes mettant en
jeu les nœuds de Lorenz. L’une des plus fascinantes concerne la possibilite´ de de´finir directement sur
les nœuds de Lorenz une multiplication qui serait la contrepartie de celle des classes d’ide´aux d’un
ordre d’un corps quadratique.
Remerciements. Je remercie vivement ´Etienne Ghys pour m’avoir inite´ aux nœuds de Lorenz,
m’avoir guide´ pendant ce travail, et pour de passionnantes conversations. Je remercie e´galement Hugh
Morton pour avoir partage´ son expe´rience sur les nœuds de Lorenz et re´pondu a` plusieurs de mes
questions. Je remercie Maxime Bourrigan et les deux referees d’une version pre´ce´dente pour de
nombreuses remarques, ayant en particulier permis de lever certaines impre´cisions.
1. DESCRIPTION COMBINATOIRE DES NŒUDS DE LORENZ
Cette premie`re partie introduit les nœuds de Lorenz et leur codage par des mots de Lyndon et des
diagrammes de Young. Dans la section 1.1, nous rappelons le contexte du syste`me diffe´rentiel chaotique
de Lorenz, puis, dans la section 1.2, nous introduisons le patron de Lorenz qui permet de mode´liser
ge´ome´triquement le comportement des solutions du syste`me de Lorenz. La section 1.3 est un interme`de
introduisant la the´orie des patrons qui a e´te´ de´rive´e de l’e´tude des nœuds de Lorenz. La section 1.4
est consacre´e au codage des orbites pe´riodiques du flot de Lorenz, donc des nœuds de Lorenz, a` l’aide
de mots de Lyndon. Dans la section 1.5, nous montrons que tout nœud de Lorenz est cloˆture d’une
tresse de permutation particulie`re. Dans la section 1.6, nous montrons comment re´duire la redondance
du codage en introduisant les mots de Lyndon dits minimaux, puis, dans la section 1.7, nous passons
au langage des diagrammes de Young.
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1.1 LE SYSTE`ME DE LORENZ, GUCKENHEIMER ET WILLIAMS
En 1963, le me´te´orologiste E. N. Lorenz a exhibe´ un syste`me dynamique aux proprie´te´s remar-
quables [32]. Issu d’un mode`le simplifie´ de convection atmosphe´rique, il est de´crit par les e´quations
diffe´rentielles
(1.1) x˙ = −10x+ 10y, y˙ = rx− y− xz, z˙ = −8/3z+ xy,
ou` r est un parame`tre re´el proche de 24. Ce syste`me induit un flot de´terministe sur R3 : le passe´ et le
futur d’un point de R3 sont de´termine´s par sa seule position. Par contre, (1.1) est un syste`me chaotique,
au sens ou` une petite perturbation du point de de´part change l’allure globale de l’orbite qui en est
issue. Bien avant Lorenz, l’existence de syste`mes chaotiques avait e´te´ observe´e par H. Poincare´ dans le
cadre du proble`me des trois corps [40] et par J. Hadamard pour le flot ge´ode´sique sur des surfaces a`
courbure ne´gative [29]. Pourtant, l’exemple de Lorenz, peut-eˆtre a` cause de son origine me´te´orologique,
ou peut-eˆtre a` cause de la simplicite´ des e´quations qui le de´crivent, a suscite´ un grand engouement, se
trouvant meˆme a` l’origine du populaire « effet papillon» [33].
Quand on effectue des simulations nume´riques des e´quations de Lorenz (1.1), on observe le
phe´nome`ne suivant : l’orbite issue de presque tout point semble plonger tre`s vite vers une surface
branche´e, puis, une fois au voisinage de celle-ci, l’orbite de´crit une suite de tours autour de deux
points critiques, dans un ordre apparemment ale´atoire (figure 1.1). Ayant observe´ ce phe´nome`me,
J. Guckenheimer a sugge´re´ un mode`le ge´ome´trique simple pour de´crire les orbites de ce syste`me [27],
a` savoir une surface de R3 munie d’un semi-flot imitant la dynamique observe´e nume´riquement et le
long de laquelle s’enroulent les orbites. Ce mode`le de Guckenheimer a ensuite e´te´ e´tudie´ et enrichi
dans des travaux communs avec R. Williams [28, 51], ou` il est notamment e´tabli que le mode`le est
persistant, c’est-a`-dire qu’une perturbation de classe C0 du champ de vecteurs me`ne a` un syste`me du
meˆme type que celui de Lorenz. La corre´lation entre les mode`les de Lorenz et de Guckenheimer, et
en particulier le fait que les orbites de Lorenz s’accumulent effectivement le long du patron e´tudie´ par
Guckenheimer et Williams, n’a en fait jamais e´te´ comple`tement prouve´e. En 1999, W. Tucker [49, 50]
a montré que les orbites du flot de Lorenz s’accumulent le long d’un patron, qui est du type de celui
prédit par Lorenz. Cependant, rien ne garantit que ce patron contienne autant d’orbites que celui de
Guckenheimer-Williams. Ce dernier est donc une sorte de sur-patron du flot de Lorenz, c’est-à-dire
qu’il décrit toutes les orbites du flot de Lorenz, et peut-être un peu plus 2 ).
Le flot ge´ome´trique de Guckenheimer et Williams contient une infinite´ de´nombrable d’orbites
pe´riodiques. Au de´but des anne´es 1980, J. Birman et R. Williams ont initie´ l’e´tude de ces dernie`res du
point de vue de la the´orie des nœuds [5]. Cette approche suit l’ide´e, attribue´e a` Poincare´, d’e´tudier un
syste`me dynamique via ses orbites pe´riodiques. De ce point de vue, il est trop toˆt pour de´cider si cette
taˆche a e´te´ re´alise´e. Par contre, nous allons voir que les nœuds de Lorenz sont une famille riche du
point de vue de la the´orie des nœuds.
2 ) Avec le vocabulaire de la définition 1.3, il n’est pas garanti que toutes les suites en L et R apparaissent comme codes
d’orbites du flot de Lorenz, voir aussi la remarque 1.9
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FIGURE 1.1
Une simulation nume´rique des e´quations de Lorenz (1.1). Partant d’un point ge´ne´rique, le flot
s’accumule sur une surface et tourne autour de deux points critiques.
1.2 LE PATRON DE LORENZ
Dans la suite de cet article, nous de´laissons les syste`mes diffe´rentiels et repartons du mode`le
ge´ome´trique sugge´re´ par Lorenz, Guckenheimer et Williams. On rappelle qu’e´tant donne´ un champ de
vecteurs X sur une surface S , on appelle flot de X l’application Φ de R× S dans S dont la de´rive´e
en t = 0 coı¨ncide avec X et qui, pour tout point P de S , ve´rifie
Φ(t1 + t2,P) = Φ(t1,Φ(t2,P)),
c’est-a`-dire que Φ(t,P) de´crit l’orbite partant de P le long du champ X , lorsqu’une telle application
existe. Un semi-flot est une application semblable, mais de´finie seulement sur R+ × S .
DE´FINITION 1.1. (Voir figure 1.2.) (i) Le patron de Lorenz est la surface branche´e de R3 obtenue
comme suit. On part de quatre bandes rectangulaires ouvertes B1, . . . ,B4 , munies chacune d’un champ
de vecteurs paralle`le a` deux coˆte´s oppose´s. Ces bandes sont de´forme´es et recolle´es le long de trois
axes A,A1 et A2 comme montre´ sur la figure. La surface branche´e obtenue est munie du champ de
vecteurs obtenu en recollant les champs des quatre bandes.
(ii) On appelle semi-flot de Lorenz le semi-flot engendre´ par le champ de vecteurs du patron de
Lorenz. L’axe A est identifie´ au segment ]0, 1[ de sorte que l’abscisse du point M ou` la surface se
se´pare soit 1/2, et que l’application de premier retour sur l’axe A en suivant le flot, qu’on note pr,
soit identifie´e a` la fonction t 7→ 2t mod 1.
Par construction, le patron de Lorenz est une surface ouverte, branche´e le long de A . Le champ de
vecteurs est de´fini en tout point, sauf au point M ou` la surface se se´pare. Par conse´quent, le semi-flot
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est de´fini sur toute la surface prive´e des pre´orbites du point M . En particulier, il n’est pas de´fini pour
les points de A dont l’abscisse est de la forme m/2n pour m et n entiers. En suivant le semi-flot
a` partir d’un point P de A diffe´rent de M , on recoupe A apre`s un temps fini. Par contre, le passe´
n’est pas de´fini : le long de A , chaque point a deux pre´orbites, on a donc bien affaire a` un semi-flot.
Ne´anmoins, par habitude autant que par commodite´, nous utilisons ici l’appellation flot.
Dans la suite, on s’inte´resse aux orbites du flot de Lorenz, et particulie`rement aux orbites pe´riodiques.
Conside´rons par exemple l’orbite issue du point A d’abscisse 1/7. En suivant le semi-flot, elle fait le
tour de la boucle gauche du patron, passe par le point 2/7, suit la boucle gauche, arrive au point 4/7,
suit la boucle droite, et, enfin, revient au point 1/7. On a donc une orbite pe´riodique qui coupe trois
fois l’axe du patron. Sur la figure 1.2 sont repre´sente´es les orbites passant par les points d’abscisses 1/7
et 3/7. On verra que le flot de Lorenz contient une infinite´ d’orbites pe´riodiques. On appelle pe´riode
d’une telle orbite le nombre d’intersections de celle-ci avec l’axe du patron. Ce qui nous inte´resse ici
est le fait que de telles orbites pe´riodiques peuvent former des nœuds non triviaux.
DE´FINITION 1.2. Un nœud est une classe d’isotopie de plongement du cercle S1 oriente´ dans
l’espace R3 oriente´. Un entrelacs est une classe d’isotopie de plongements de plusieurs cercles dans
l’espace 3 ).
Un nœud K est appele´ nœud de Lorenz s’il existe une orbite pe´riodique γ du flot de Lorenz sur
le patron de Lorenz repre´sentant K , c’est-a`-dire dont K est la classe d’isotopie.
`A partir d’un nœud K , on obtient naturellement le nœud oppose´ ˜K en renversant l’orientation
de S1 , et deux nœuds miroirs par syme´trie de K et ˜K par rapport a` un plan. En ge´ne´ral, ces quatre
nœuds ne sont pas isotopes. Cependant, nous verrons que tout nœud de Lorenz est isotope a` son oppose´
(proposition 4.20). Par contre, leurs images-miroir ne sont pas des nœuds de Lorenz (corollaire 2.28),
en particulier, elles ne leurs sont pas isotopes.
1.3 INTERME`DE : LA THE´ORIE DES PATRONS ET LE PATRON UNIVERSEL DE GHRIST
Apre`s l’introduction du patron ge´ome´trique de Lorenz par Guckenheimer, et l’e´tude de ses orbites
pe´riodiques initie´e par Birman et Williams, une the´orie des patrons (templates en anglais) a e´te´ lance´e,
en tant que branche de la the´orie des nœuds, en particulier par R. Ghrist, Ph. Holmes et M. Sullivan [23].
Le but est de relier des proprie´te´s des orbites pe´riodiques d’un patron a` la seule forme du patron et
a` son plongement dans R3 . Par exemple, un analogue du the´ore`me d’Alexander selon lequel tout
entrelacs peut eˆtre re´alise´ comme cloˆture d’une tresse existe pour les patrons, ainsi que des analogues
des mouvements de Reidemeister.
Notons que la classe d’isotopie d’une orbite pe´riodique du flot ge´ome´trique de Lorenz de´pend du
plongement du patron dans R3 . On obtient une infinite´ de plongements diffe´rents en ajoutant un nombre
3 ) On troque parfois l’espace ambiant R3 contre son compactifie´ d’Alexandroff, la sphe`re S3 . Ce sera notamment le cas
dans les sections 2 et 4 de ce survol. Ceci ne change pas les classes d’isotopies conside´re´es.
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M
axe Apoint critique gauche point critique droit
axe A1 axe A2
B1 B2
B3
B4
FIGURE 1.2
Le patron de Lorenz. Le dessin du haut repre´sente le patron projete´ sur un plan horizontal. Les
segments A,A1 et A2 sont les axes de recollement des bandes B1, . . . ,B4 , le segment A e´tant l’axe de
branchement du patron. Le flot de Lorenz est figure´ en pointille´s. L’abscisse du point M est 1/2 , la
surface s’y se´pare et le flot n’y est pas de´fini. Le dessin du bas montre le patron sous la forme d’un
livre a` trois pages.
arbitraire de tours sur chacune des deux branches du patron. Plus pre´cise´ment, on associe a` chaque
couple d’entiers relatifs (p, q) un patron L(p, q) obtenu a` partir du patron de Lorenz en rajoutant p
demi-tours sur la branche gauche, et q demi-tours sur la branche droite, comme sur la figure 1.3. 4 )
Les nœuds associe´s a` des orbites pe´riodiques du flot de´fini sur ces attracteurs de Lorenz ge´ne´ralise´s
de´pendent fortement des entiers p et q . Cependant, a` l’aide d’arguments visuels de de´formations et de
de´coupages simillaires a` ceux de la figure 3.1, M. Sullivan montre que pour tout n entier, tout entrelacs
re´alise´ par une collection finie d’orbites pe´riodiques de L(0, n) l’est e´galement par une collection
d’orbites de L(0, n − 2) [47]. Ainsi, rajouter des tours ne´gatifs sur une des deux branches du patron
4 ) Si p ou q est impair, on obtient ainsi un patron non orientable.
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de Lorenz ne peut qu’enrichir la famille des nœuds re´alise´s.
FIGURE 1.3
A` gauche, un patron de Lorenz ge´ne´ralise´ L(−2, 3) . A` droite, le patron universel de Ghrist.
En 1996, Ghrist [22] a exhibe´ un patron universel U , au sens ou` tout entrelacs est re´alise´ par un
ensemble d’orbites pe´riodiques de U . En fait, on retrouve U comme sous-patron de L(0,−1) et de
L(0,−2) , impliquant que les patrons L(0,−n) sont universels pour tout entier n strictement positif.
Signalons que si tout nœud est re´alise´ par une orbite pe´riodique de U , il n’est pas facile, pour un nœud
donne´, de pre´dire la longueur minimale d’une telle orbite. Les bornes données par la démonstration de
Ghrist sont exponentielles, et ne permettent par exemple pas de savoir si le nœud de huit est re´alise´
par une orbite pe´riodique de U coupant moins de 11.358.338 fois un des axes de U ! 5 )
Dans cet article, et plus ge´ne´ralement quand on parle de nœuds de Lorenz, on ne s’inte´resse qu’au
plongement L(0, 0) du patron de Lorenz montre´ sur la figure 1.2 qui, lui, n’est pas universel.
1.4 CODAGE DES ORBITES
On cherche maintenant a` de´crire l’ensemble des orbites pe´riodiques du flot de Lorenz. Pour cela,
on associe a` toute orbite du flot de Lorenz un mot sur un alphabet a` deux lettres. Restreinte aux orbites
pe´riodiques et aux mots dits de Lyndon 6) , la correspondance ainsi de´finie est bijective.
DE´FINITION 1.3. Soit γ une orbite du flot de Lorenz. En suivant γ a` partir d’un point P de l’axe
A et en notant L chaque fois que γ coupe l’axe A apre`s avoir fait un tour de l’attracteur gauche du
patron, et R chaque fois que γ coupe l’axe A apre`s un tour de l’attracteur droit, on associe a` γ un
mot infini en les lettres L et R , appele´ code de γ et note´ c(γ,P) .
5 ) Il semblerait qu’une recherche informatique exhaustive exhibe un nœud de huit coupant seulement 25 fois l’un des axes
du patron, voir la the`se de Vadim Meleshuk [35].
6 ) Les mots de Lyndon apparaissent dans un tout autre contexte comme codes d’une base de l’alge`bre de Lie libre [3, 7, 34].
Cependant, [41] rappelle qu’ils e´nume`rent naturellement les classes de formes quadratiques et les classes de conjugaison du
groupe PSL2(Z) . Comme nous allons montrer dans la section 4 que les nœuds de Lorenz, a` travers leur correspondance avec
les nœuds dits modulaires, admettent une e´nume´ration simillaire, nous utilisons de`s maintenant l’appellation mot de Lyndon.
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Une orbite γ est pe´riodique de pe´riode n si et seulement si le code de γ est lui-meˆme pe´riodique
de pe´riode n , au sens ou` il existe un (unique) mot w de longueur n tel que c(γ,P) est le mot infini
wwww... On dit alors que w est un code re´duit de γ relativement a` P , et on le note cr(γ,P) .
Le code d’une orbite γ de´pend du choix du point de de´part P : par exemple, si on part du point
de premier retour pr(P) , le code associe´ c(γ, pr(P)) est le mot obtenu a` partir de c(γ,P) en effac¸ant la
premie`re lettre. Pour associer a` chaque orbite pe´riodique du flot de Lorenz un code re´duit inde´pendant
du point de de´part, on fixe un ordre lexicographique sur les mots en L et R et on choisit comme
repre´sentant distingue´ celui des divers codes re´duits de l’orbite, qui est le plus petit vis-a`-vis de cet
ordre. Ceci revient a` attribuer un rang aux lettres successives d’un code, correspondant a` l’ordre selon
lequel on rencontre les points d’intersection de l’orbite avec l’axe du patron de Lorenz quand on le
parcourt de gauche a` droite.
DE´FINITION 1.4. Soit w un mot de longueur n sur l’alphabet {L,R} . On appelle de´cale´ de w le
mot obtenu en de´plac¸ant la premie`re lettre de w en queue de mot. On le note de´c(w) . Pour 1 6 i, j 6 n ,
on de´clare que i est avant j dans l’ordre de Lyndon associe´ a` w si de´ci−1(w) pre´ce`de de´cj−1(w) dans
l’ordre lexicographique e´tendant L < R . On note alors i <w j .
Par exemple, si w est le mot LLRLR , on a 1 <w 4 car le mot de´c3(LLRLR) est LRLLR , qui est
plus grand lexicographement que LLRLR . On trouverait de meˆme 1 <w 4 <w 2 <w 5 <w 3.
LEMME 1.5. Soit γ une orbite pe´riodique de pe´riode n du flot de Lorenz issue d’un point P
de l’axe A. Pour 1 6 i, j 6 n, le point pri−1(P) est a` gauche du point prj−1(P) sur l’axe A si et
seulement si on a i <cr(γ,P) j .
De´monstration. Notons w le mot cr(γ,P) et x l’abscisse du point P . Par construction, pr est
l’application t 7→ 2t mod 1 ; comme l’orbite γ est pe´riodique, elle ne passe jamais par le point M
d’abcisse 1/2, donc x admet un de´veloppement en base 2 unique. De plus, la position de pri−1(P)
dans la moitie´ gauche ou droite de l’axe A de´termine le i-ie`me chiffre du de´veloppement dyadique
de x , le cas ambigu¨ e´tant justement exclu. Par conse´quent, si on remplace les L par des 0 et les R par
des 1 dans w , l’abscisse de pri−1(P) est 0, wiwiwi . . . , ou` wi de´signe le mot de´ci−1(w) . Or l’ordre
canonique sur les re´els correspond a` l’ordre lexicographique e´tendant 0 < 1 sur le de´veloppement
dyadique, donc pri−1(P) est a` gauche de prj−1(P) si et seulement si wi pre´ce`de wj dans l’ordre
lexicographique.
REMARQUE 1.6. Soit P un point d’intersection de γ avec A et x son abscisse. Alors la condition
prn(P) = P se reformule en 2nx = x mod 1, soit x = m/(2n−1) pour un certain m entier. Les abscisses
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des points d’intersection de γ avec A sont alors les rationnels 2im/(2n − 1) mod 1. Inversement, on
ve´rifie que l’orbite issue tout point d’abscisse de cette forme est pe´riodique 7).
DE´FINITION 1.7. Un mot w de longueur n sur l’alphabet {L,R} est dit de Lyndon si w est
primitif, c’est-a`-dire s’il n’est pas de la forme uk avec k > 2, et si w pre´ce`de lexicographiquement
de´ci(w) pour tout 1 6 i < n .
Par exemple, les mots L,R, LR, LLR, LRR, LLLR, LLRR, LRRR, LLRLR sont des mots de Lyndon. Par
contre LRL n’est pas de Lyndon puisque sont de´cale´ LLR le pre´ce`de lexicographiquement. Comme
tout mot primitif admet un unique de´cale´ qui soit de Lyndon, on de´duit que le nombre ℓn de mots de
Lyndon de longeur n ve´rifie ℓn = 1n
(
2n −∑k|n kℓk) , d’ou` ℓn ∼ 2n/n .
PROPOSITION 1.8 ([5]). Pour chaque orbite pe´riodique γ de pe´riode n du flot de Lorenz, il existe un
et un seul mot de Lyndon de longueur n codant γ , et, inversement, tout mot de Lyndon de longueur n
est code re´duit d’une orbite pe´riodique de pe´riode n du flot de Lorenz.
De´monstration. Soit γ une orbite pe´riodique de pe´riode n et P l’intersection de γ avec l’axe A
la plus proche du point critique de gauche. Alors le code re´duit cr(γ,P) est un mot de Lyndon. En
effet, si cr(γ,P) est de la forme uk , alors le point pr|u|(P) est confondu avec P , donc on a k = 1,
et par conse´quent le mot cr(γ,P) est primitif. D’autre part, d’apre`s le lemme 1.5, les codes re´duits
associe´s a` d’autres points d’intersection de γ avec A sont apre`s cr(γ,P) dans l’ordre lexicographique.
L’application ainsi construite est injective, car l’application pr de premier retour sur A est dilatante,
donc les orbites issues de deux points distincts de A ne peuvent coı¨ncider sur un nombre infini de tours
conse´cutifs autour de l’attracteur, et donc leurs codes non plus. Elle est surjective, puisque pour tout
mot infini w sur l’alphabet {L,R} non ultimement constant, et en particulier pour tout mot pe´riodique
de pe´riode au moins 2, w est le code de l’orbite issue du point d’abscisse 0, w , ou` on a remplace´ les
lettres L par des 0 et les R par des 1.
De´sormais, on appelle code de Lyndon d’une orbite pe´riodique l’unique mot de Lyndon qui la code.
Par exemple, le code de Lyndon de l’orbite issue du point d’abscisse 1/7 est le mot de Lyndon LLR .
De meˆme, celui de l’orbite issue de 5/31 est le mot de Lyndon LLRLR .
REMARQUE 1.9. L’hypothe`se que l’application pr est identifie´e a` t 7→ 2t mod 1 est cruciale. Si,
par exemple, les deux bandes B1 et B2 du patron de Lorenz de la figure 1.2 sont colle´es, non avec
les parties ]0, 1/2[ et ]1/2, 1[ de l’axe A , mais avec les parties ]0, k0[ et ]k1, 1[ , avec k0 < 1/2 < k1 ,
alors tous les mots possibles sur l’alphabet {L,R} ne sont pas re´alisables comme suite des tours d’une
7 ) Si k est impair, d’apre`s le the´oe`me d’Euler, k divise 2ϕ(k) − 1, donc tout nombre rationnel a` de´nominateur impair est
de la forme m2n−1 .
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orbite du syste`me de Lorenz modifie´. On a alors un syste`me Lk0,k1 dont l’ensemble des orbites est
un sous-ensemble de celui qu’on vient de de´crire. Les nœuds de Lorenz correspondent au cas le plus
ge´ne´ral, ou` tous les mots sont re´alise´s par une orbite 8 ).
1.5 TRESSES DE LORENZ
D’apre`s un the´ore`me ce´le`bre d’Alexander [1], tout nœud est cloˆture d’une tresse 9 ). Pour toute orbite
pe´riodique γ du flot de Lorenz, on de´crit maintenant une tresse particulie`re dont la cloˆture est γ .
On rappelle qu’a` toute tresse b a` n brins on associe une permutation π de {1, . . . , n} en appelant
π(k) la position finale du brin initialement en position k . Chaque permutation π est associe´e a` une
infinite´ de tresses. Par contre, il en existe une et une seule dont tous les croisements sont oriente´s
positivement 10), c’est-a`-dire que le brin venant d’en haut a` droite passe au-dessus de celui venant de
gauche, et telle que deux brins quelconques se croisent au plus une fois. Cette tresse est appele´e tresse
de permutation associe´e a` π .
THE´ORE`ME 1.10 ([5], voir figure 1.4). Soit γ une orbite pe´riodique du flot de Lorenz coupant
n fois l’axe A et coupant p fois la partie ]0, 1/2[ de cet axe. Alors γ est la cloˆture d’une (unique)
tresse de permutation a` n brins. La permutation π associe´e est un cycle, et elle ve´rifie
(1.2) 1 < π(1) < π(2) < . . . < π(p) = n > π(n) > π(n− 1) > . . . > π(p+ 1) = 1.
Re´ciproquement, toute tresse de permutation telle qu’il existe une permutation π qui est un cycle
et qui ve´rifie (1.2) se referme en un nœud de Lorenz.
Dans le contexte ci-dessus, la tresse de permutation associe´e a` γ est appele´e la tresse de Lorenz
de γ , et la permutation π est appele´e la permutation de Lorenz de γ .
Esquisse de la de´monstration. Il s’agit de de´crire en termes de tresses la partie centrale du patron de
Lorenz tel qu’il est repre´sente´ sur la figure 1.2. On obtient une tresse de la forme de celle de la figure 1.4.
Comme l’application pr est croissante sur ]0, 1/2[ , deux brins quelconques parmi les p premiers ne se
coupent pas et on a 1 < π(1) < π(2) < . . . < π(p) . Comme pr est aussi croissante sur ]1/2, 1[ , deux
brins parmi les n−p derniers ne se coupent pas non plus et on a π(p+1) < π(p+2) < . . . < π(n) < n .
8 ) Guckenheimer et Williams montrent dans [28] que, si le flot ge´ome´trique de Lorenz n’est pas structurellement stable,
au sens ou` une petite perturbation du champ de vecteur le de´finissant ne le transforme pas en un champ conjugue´, ce flot est
ne´anmoins persistant, au sens ou` une petite perturbation l’envoie sur un champ de´finissant un flot de type Lk0,k1 .
9 ) voir [6] pour une introduction a` la the´orie des tresses
10 ) Il existe deux conventions d’orientation des croisements pour les nœuds et pour les tresses, l’une utilisée majoritairement
par les théoriciens des nœuds (voir par exemple [26, p. 4]), l’autre par les dynamiciens (voir [23, p. 6]). Nous adoptons la
convention des noueurs et décrétons que les croisements de la figure 1.4 où tous les brins sont orientés de haut en bas sont
positifs. Cette convention implique par exemple que si un entrelacs se projette de sorte que les croisements entre ses composantes
sont positifs, alors chaque composante coupe positivement une surface bordée par une autre composante. La convention des
dynamiciens, qui est opposée, implique que si on part de courbes planaires de la forme (t, xi(t)) et qu’on les rele`ve dans l’espace
en (t, xi(t), x′i (t)) , alors les projections horizontales se coupent positivement.
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p = 12 n− p = 16
t = 9n1 n2 m6 m4 m2
FIGURE 1.4
Un exemple de tresse de Lorenz. Les p premiers brins vont vers la droite et les n − p derniers vont vers
la gauche en passant par-dessus les premiers. Le pas t (de´finition 3.1) est le nombre de brins du
premier groupe qui finissent dans le second groupe. L’indice ni (de´finition 1.14) est le nombre de brins
du premier groupe qui passent par-dessous i + 1 brins du second groupe, l’indice mj est le nombre de
brins du second groupe qui passent par-dessus j + 1 brins du premier groupe.
Qu’un brin du premier groupe passe sous un brin du deuxie`me découle du plongement du patron montre´
sur la figure 1.2. On a alors bien une tresse de permutation ve´rifiant (1.2). Comme on s’inte´resse a` un
nœud et non a` un entrelacs, la permutation a un unique cycle.
Re´ciproquement, une tresse b de permutation, associe´e a` une permutation πb ve´rifiant (1.2) et
n’ayant qu’un cycle, de´termine un mot de Lyndon wb a` n lettres comme suit : la i-e`me lettre de wb
est un L si on a πi−1(1) 6 p et un R sinon. On ve´rifie alors que la cloˆture de b est le nœud de
Lorenz admettant wb pour code de Lyndon.
EXEMPLE 1.11. La tresse de Lorenz associe´e a` l’orbite issue du point d’abscisse 1/7 est la tresse
σ2σ1 dont la cloˆture est un nœud trivial, et la permutation de Lorenz associe´e est le cycle (123) . En
revanche, la tresse de Lorenz associe´e au point 5/31 est σ3σ2σ1σ4σ3σ2 dont la cloˆture est un nœud
de tre`fle, la permutation de Lorenz associe´e est le cycle (13524) .
1.6 STABILISATION
La proposition 1.8 fournit une e´nume´ration de toutes les orbites pe´riodiques de l’attracteur de
Lorenz. Cependant, des orbites diffe´rentes peuvent eˆtre isotopes, c’est-a`-dire repre´senter le meˆme nœud,
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et donc plusieurs mots de Lyndon peuvent coder le meˆme nœud de Lorenz. Pour re´duire la redondance
du codage, on introduit maintenant la notion de stabilisation d’une orbite et du mot de Lyndon associe´.
Une transformation de Markov a` droite sur une tresse b a` n brins consiste a` ajouter un n+ 1-ie`me
brin et un croisement σ±1n (voir figure 1.5). Elle ne change pas la classe d’isotopie de la cloˆture de
la tresse. On remarque que, si b est une tresse de Lorenz a` n brins, alors bσn est encore une tresse
de Lorenz, cette fois-ci a` n + 1 brins. On peut de meˆme introduire une transformation de Markov a`
gauche : si on note ˜b la tresse b ou` tous les indices des ge´ne´rateurs σi ont e´te´ augmente´s de 1, alors
la tresse ˜bσ1 est une tresse a` n + 1 brins dont la cloˆture est la meˆme que celle de b . Comme dans
le cas de la transformation a` droite, si b est de Lorenz, alors ˜bσ1 est aussi de Lorenz. En termes
d’orbites sur le patron de Lorenz, les transformations de Markov reviennent a` ajouter une petite boucle
faisant le tour d’un des deux points critiques de l’attracteur de Lorenz a` la partie de l’orbite passant
le plus pre`s de celui-ci. La pe´riode est alors augmente´e de un 11 ).
FIGURE 1.5
Une transformation de Markov : la tresse b de Bn est remplace´e par la tresse bσ±1n de Bn+1 .
Il est alors facile de traduire l’invariance des nœuds par transformations de Markov en termes de
mots de Lyndon.
PROPOSITION 1.12. Soit w un mot de Lyndon, wL le mot obtenu en ajoutant une lettre L en teˆte
de w et wR le mot obtenu en inse´rant une lettre R apre`s la i-e`me lettre de w , ou` i est maximal
pour l’ordre de Lyndon <w . Alors les orbites pe´riodiques du flot de Lorenz ayant w , wL , et wR pour
codes de Lyndon respectifs sont isotopes.
De´monstration. Soit γ, γL et γR les orbites ayant pour codes de Lyndon les mots w,wL et wR .
Alors, par de´finition du code, ajouter un L en teˆte de w revient a` ajouter une boucle faisant le tour de
point critique gauche a` l’orbite γ , soit, en termes de la tresse de Lorenz, a` effectuer une transformation
de Markov a` gauche. Donc γL est isotope a` γ .
De meˆme, si i est maximal pour l’ordre de Lyndon associe´ a` w , ajouter un R apre`s la i-e`me lettre
de w revient a` effectuer une transformation de Markov, a` droite cette fois, car, d’apre`s le lemme 1.5,
11 ) En termes de permutations de Lorenz, une transformation de Markov a` droite correspond a` modifier le motif n 7→ i
en n 7→ n + 1 7→ i , et une transformation de Markov a` gauche a` augmenter d’une unite´ tous les indices supe´rieurs a` 1 et a`
remplacer le motif 1 7→ i+ 1 en teˆte par 1 7→ 2 7→ i + 1.
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la i-e`me lettre de w correspond a` l’intersection de γ avec l’axe A situe´e au plus pre`s de l’attracteur
droit. Donc γR est isotope a` γ .
Avec les notations de la proposition 1.12, on dira que γL est obtenue par stabilisation a` gauche a`
partir de γ , et que γR est obtenue par stabilisation a` droite. De meˆme, on dira que wL est obtenu par
stabilisation a` gauche a` partir de w , et que wR est obtenu par stabilisation a` droite.
Par exemple, les mots LLLRLR, LLLLRLR, LLRRLR , et LLLLRRRLR sont tous obtenus par
stabilisation a` partir du mot LLRLR . Les orbites associe´es sont donc toutes isotopes (en l’occurrence,
elles repre´sentent toutes des nœuds de tre`fle).
Comme on peut stabiliser inde´finiment un mot de Lyndon sans changer le nœud correspondant,
nous de´duisons :
COROLLAIRE 1.13. Tout nœud de Lorenz apparaıˆt comme classe d’isotopie d’une infinite´ d’orbites
pe´riodiques du flot de Lorenz.
1.7 DIAGRAMMES DE YOUNG
Lorsqu’on le repre´sente comme sur la figure 1.4, le diagramme d’une tresse de Lorenz e´voque un
diagramme de Young. On peut rendre cette correspondance formelle et, alors, les transformations de
Markov correspondent a` une ope´ration simple sur les diagrammes associe´s.
On de´finit une correspondance entre tresses de Lorenz et diagrammes de Young comme suit. Soit
b une tresse de Lorenz. Dans le diagramme en segments de b , on efface des fragments des brins de
fac¸on a` ne garder que les portions qui se trouvent entre deux croisements, voir figure 1.6. En tournant
et de´formant la figure pour donner a` chaque segment une orientation horizontale ou verticale, on obtient
un diagramme de Young, e´ventuellement comple´te´ par deux segments, l’un vers la droite sur l’axe
horizontal, l’autre vers le haut sur l’axe vertical.
FIGURE 1.6
A` une tresse de Lorenz on associe un diagramme de Young, augmente´ ici de deux segments a` gauche et
a` droite, en ne gardant que la partie e´paissie de la tresse de Lorenz. Le pas t (de´finition 3.1) est e´gal a`
la longueur du coˆte´ du carre´ grise´, plus 1. Pour tout i > 0 , il y a alors ni colonnes de hauteur i et mi
lignes de largeur i .
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DE´FINITION 1.14. Soit γ une orbite pe´riodique de Lorenz, b la tresse de Lorenz a` n brins associe´e,
π la permutation de Lorenz et p le nombre de brins de b allant vers la droite, c’est-a`-dire l’unique p
vérifiant π(p) = n . Pour 0 6 i 6 n , on de´finit
ni = card{j |π(j)− j = i+ 1 et π(j) < π2(j)}(1.3)
mi = card{j | j− π(j) = i+ 1 et π(j) > π2(j)}.(1.4)
Le diagramme de Young augmente´ associe´ a` b est le diagramme de Young ayant un maˆt gauche de
hauteur n0 , une base horizontale de longueur m0 , et ni colonnes de hauteur i . 12 )
Les entiers ni (resp. mi ) correspondent au nombre de brins du premier (resp. second) groupe passant
par-dessous (resp. par-dessus) i+ 1 brins de l’autre groupe (voir figure 1.4).
Par exemple, le diagramme de Young comple´te´ associe´ a` l’orbite de code de Lyndon LLR est un
segment horizontal d’une unite´ de long. Le diagramme de Young associe´ au code de Lyndon LLLRLR
est un diagramme a` deux cases avec un segment additionnel .
PROPOSITION 1.15. La correspondance ci-dessus e´tablit une bijection entre les tresses de Lorenz
et les diagrammes de Young augmente´s.
De´monstration. Partons d’un diagramme de Young augmente´ de largeur p− 1 et de hauteur q− 1.
On oriente le diagramme convenablement, on prolonge les segments, et on fait de chaque intersection un
croisement de tresse positif. La tresse ainsi obtenue est une tresse de permutation dont ni les p brins de
gauche, ni les q brins de droite ne se coupent entre eux. D’apre`s la re´ciproque dans le the´ore`me 1.10,
c’est une tresse de Lorenz. Il est clair que la correspondance ainsi de´finie est la re´ciproque de celle
de´crite dans le chapeau de cette section.
PROPOSITION 1.16. Tout nœud de Lorenz peut eˆtre obtenu comme cloˆture d’une tresse de Lorenz
associe´e a` un diagramme de Young standard (c’est-a`-dire non augmente´).
De´monstration. Soit K un nœud de Lorenz, et b une tresse de Lorenz dont la cloˆture est K .
D’apre`s la proposition 1.15, la tresse b correspond a` un diagramme T , a priori augmente´. Vue la
description de la correspondance entre tresses de Lorenz et diagrammes de Young, supprimer un segment
additionnel horizontal dans un diagramme comple´te´ revient a` effectuer une de´stabilisation gauche sur la
tresse associe´e, tandis que supprimer un segment vertical revient a` effectuer une de´stabilisation droite.
Partant du diagramme T , on arrive en un nombre fini d’e´tapes du type pre´ce´dent a` un diagramme
standard. Par construction, celui-ci est associe´ au nœud initial K .
Par exemple, le nœud de tre`fle est associe´ au tableau . Ze´rologiquement, le nœud trivial est
associe´ au tableau n’ayant aucune case.
12 ) On dit que le diagramme est augmente´ en raison du maˆt et de la base non standards qu’on lui a ajoute´s.
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REMARQUE 1.17. En termes de mot de Lyndon, un diagramme de Young non augmente´ correspond
a` un mot w qui est minimal au sens ou`, quand on oˆte a` w la premie`re lettre L , alors le mot w′
obtenu n’est pas un mot de Lyndon et, quand on oˆte a` w la lettre R dont la position i est maximale
dans l’ordre de Lyndon <w , alors i n’est pas maximal dans <w′ . On de´duit alors directement de la
proposition 1.16 que tout nœud de Lorenz peut eˆtre repre´sente´ par une tresse de Lorenz code´e par un
mot de Lyndon minimal.
Par exemple, le mot de Lyndon LLLRLR n’est pas minimal, puisque, si on lui oˆte le premier L ,
on obtient le mot LLRLR , qui est un mot de Lyndon. De meˆme, le mot de Lyndon LLRRLR n’est pas
minimal. En effet, l’entier maximal dans l’ordre de Lyndon associe´ est 3 et, quand on oˆte la lettre R
en position 3, on obtient LLRLR , et 3 reste maximal dans l’ordre de Lyndon associe´ a` ce dernier
mot. Par contre, LLRLR est minimal, puisque, d’une part, LRLR = (LR)2 n’est pas un mot de Lyndon
et, d’autre part, l’entier maximal dans l’ordre de Lyndon associe´ a` LLRLR est 3 , alors que l’entier
maximal dans l’ordre de Lyndon associe´ a` LLLR est 4 .
`A ce point, on a donc une application qui associe a` tout diagramme de Young un nœud de Lorenz,
et tout nœud de Lorenz est repre´sente´ par au moins un diagramme de Young (standard, c’est-a`-dire
non augmente´). La question de la redondance du codage ainsi obtenu se repose naturellement :
QUESTION 1. Un nœud de Lorenz donne´ peut-il eˆtre repre´sente´ par plusieurs diagrammes standards ?
par une infinite´ de diagrammes standards ?
Il est facile de voir que la re´ponse a` la premie`re question est positive : le nœud de tre`fle est
repre´sente´ par chacun des deux diagrammes de Young et , correspondant aux deux mots de
Lyndon minimaux LLRLR et LRLRR . Ce fait est un cas particulier d’un re´sultat plus ge´ne´ral. On
appelle transpose´ d’un diagramme le diagramme obtenu par syme´trie autour de la premie`re diagonale,
c’est-a`-dire en e´changeant lignes horizontales et verticales.
PROPOSITION 1.18. Les orbites de Lorenz associe´es a` un diagramme de Young et a` son transpose´
sont isotopes.
De´monstration. Le patron de Lorenz est invariant par la rotation autour d’une droite passant par
le milieu M de l’axe et e´changeant les deux points critiques. Une orbite code´e par un diagramme de
Young est alors envoye´e sur l’orbite code´e par le diagramme transpose´.
Par contre, on e´tablira une re´ponse ne´gative a` la seconde question avec le corollaire 2.25 : un nœud
de Lorenz ne peut eˆtre repre´sente´ que par un nombre fini de diagrammes de Young non augmente´s.
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2. PROPRIE´TE´S TOPOLOGIQUES DES NŒUDS DE LORENZ
Dans cette partie, nous e´tudions l’e´tendue de la famille des nœuds de Lorenz, ainsi que leurs
principales proprie´te´s topologiques. Dans une bre`ve section 2.1, nous observons que tout nœud de
Lorenz est premier. Dans la section 2.2, nous montrons que tout nœud torique est un nœud de Lorenz,
et que tout nœud satellite d’un nœud de Lorenz est de Lorenz, d’ou` il re´sulte que tout nœud alge´brique
est de Lorenz. Puis, dans la section 2.3, nous montrons que tout nœud de Lorenz est fibre´. Enfin, dans
la section 2.4, nous en de´duisons les genres des nœuds de Lorenz, avec une application au codage par
les diagrammes de Young.
Pour la suite de l’article et pour plus de commodite´s, nous identifions la sphe`re S3 avec R3∪{∞} ,
et plongeons tous les nœuds conside´re´s dans S3 .
2.1 PRIMALITE´
DE´FINITION 2.1. Un nœud K est dit premier s’il n’est pas somme connexe de deux nœuds
non triviaux.
Autrement dit, un nœud K est premier si, pour toute sphe`re S de dimension 2 coupant K en deux
points, l’une des deux boules ainsi de´limite´es contient une corde non noue´e de K .
THE´ORE`ME 2.2 ([52]). Tout nœud de Lorenz est premier.
Sche´ma de la de´monstration. Soit K un nœud de Lorenz et S une sphe`re coupant K en deux
points. Le fait que K soit une orbite pe´riodique sur le patron de Lorenz donne des contraintes sur la
position de S dans S3 et en particulier sur l’intersection de S avec le patron de Lorenz, lesquelles
se trouvent eˆtre suffisamment fortes pour montrer que l’une des deux cordes de´limite´es par S est non
noue´e.
2.2 NŒUDS TORIQUES, SATELLITES ET ALGE´BRIQUES
DE´FINITION 2.3 (voir figure 2.1). Soit p et q deux entiers relatifs premiers entre eux. Un nœud
est dit torique de type (p, q) s’il peut eˆtre trace´ sur la surface d’un tore oriente´ plonge´ de manie`re
standard dans S3 , de sorte qu’il coupe p fois chaque me´ridien (oriente´) du tore, et q fois chaque
paralle`le (oriente´). On le note T(p, q) 13 ).
PROPOSITION 2.4 ([5]). Tout nœud torique de type (p, q) avec p et q positifs est un nœud de
Lorenz.
13 ) `A l’aide d’une isotopie de S3 e´changeant les faces externes et internes du tore, on montre que les nœuds T(p, q) et
T(−p,−q) sont isotopes. Par contre, les nœuds T(p, q) et T(p,−q) ne sont jamais isotopes.
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FIGURE 2.1
A` gauche, le nœud T(4, 3) dessine´ a` la surface d’un tore. Au centre, la surface du tore est de´coupe´e le
long d’un paralle`le et d’un me´ridien, puis de´plie´e, faisant apparaˆıtre un diagramme avec 12 croisements.
A` droite, une tresse positive dont la cloˆture redonne le meˆme diagramme. .
De´monstration. Par construction, le nœud T(p, q) est cloˆture d’une tresse ou` p brins passent
paralle`llement par-dessus q autres brins (voir figure 2.1). D’apre`s le the´ore`me 1.10, une telle tresse est
une tresse de Lorenz.
Le nœud torique T(p,−q) est l’image-miroir de T(p, q) . Il est e´galement obtenu comme cloˆture
d’une tresse ou` p brins venant de gauche passent paralle`llement par-dessous q autres venant de droite.
Par contre, ce n’est pas un nœud de Lorenz, l’orentation des croisements n’e´tant pas la bonne.
DE´FINITION 2.5 (voir 2.3). Soit Kc un nœud dans S3 et Ki un nœud dans S1 × D2 non isotope
a` S1 × {0} . ´Etant donne´s un voisinnage tubulaire Nc de Kc et une identification f de S1 × D2 avec
Nc , le nœud satellite de Ki sur Kc associe´ a` f est le nœud f (Ki) . Si Ki est un nœud torique, on dit
aussi que le nœud obtenu est un caˆblage de Kc .
REMARQUE 2.6. L’identification f est importante, puisque le satellite est de´termine´ a` la fois par
Kc , Ki et par la classe d’isotopie de f , c’est-a`-dire par le choix d’un paralle`le sur le tore f (S1 × S1) ,
soit encore par le nombre d’enlacement entre Kc = f (S1 × {0}) et f (S1 × {1/2}) .
La notion de satellite ge´ne´ralise celle de somme connexe : s’il existe x dans S1 et un disque
dans D2 × S1 isotope a` D2 × {x} coupe´ une fois exactement par Ki , alors tout satellite de Ki sur Kc
est la somme connexe de ces deux nœuds.
PROPOSITION 2.7 ([5]). Si Kc est un nœud de Lorenz et T(p, q) un nœud torique, avec p, q > 0 ,
plonge´ naturellement dans un tore plein, alors le satellite de T(p, q) sur Kc associe´ a` la trivialisation
donne´e par le patron de Lorenz est encore un nœud de Lorenz.
La de´monstration est esquisse´e sur la figure 2.3.
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Kc Ki
FIGURE 2.2
Exemple de construction d’un nœud satellite. Le nœud Kc est un nœud de tre`fle (en haut a` gauche), un
choix de paralle`le est e´galement figure´. Le nœud Ki est un nœud trivial dans S3 , mais pas dans le tore
solide (en haut a` droite) dont on a e´galement marque´ un paralle`le. Le satellite (au centre) est obtenu
en envoyant le tore sur un voisinnage tubulaire de Kc et en identifiant les deux paralle`les marque´s.
´Etant donne´e une courbe alge´brique complexe H a` singularite´s isole´es dans C2 , identifie´ avec R4 ,
et un point P sur H , l’intersection KH,ε entre H et la sphe`re re´elle de rayon ε centre´e en P est un
entrelacs, avec e´ventuellement des points singuliers. Dans [36], J. Milnor montre que, pour ε assez petit,
l’entrelacs KH,ε n’a pas de points singuliers, et par conse´quent sa classe d’isotopie est inde´pendante
du rayon ε . Si P est un point re´gulier de la courbe, alors l’entrelacs en question est le nœud trivial.
Par contre, si P est un point singulier irre´ductible, c’est un nœud, et il n’est jamais trivial.
DE´FINITION 2.8 ([36]). Un nœud K est dit alge´brique s’il est la classe d’isotopie de l’intersection
d’une courbe alge´brique de C2 , identifie´ avec R4 , avec une sphe`re centre´e sur un point de la surface
et de rayon suffisamment petit.
EXEMPLE 2.9. Conside´rons le polynoˆme P(x, y) = y3 − x2 . Pour tout ε , l’intersection Kε du lieu
d’annulation de P et de la sphe`re de rayon ε est de´finie par x2 = y3 et |x|2 + |y|2 = ε . ´Etant donne´
un point (λ, µ) du nœud Kε , ce dernier est alors parame´tre´ par t 7→ (λe2iπt/2, µe2iπt/3) . Il s’agit d’un
nœud de tre`fle.
PROPOSITION 2.10 ([5]). Tout nœud alge´brique est un nœud de Lorenz.
Sche´ma de la de´monstration. Il est de´montre´ dans [15] et [36] que tout nœud alge´brique peut eˆtre
obtenu par caˆblages successifs a` partir d’un nœud torique. La proposition 2.7 assure alors qu’a` chaque
e´tape de caˆblage, le nœud obtenu est de Lorenz.
La re´ciproque de la proposition 2.10 est fausse. Par exemple, le nœud associe´ au mot de Lyndon
LRLR3LR3 n’est pas alge´brique, puisque par exemple son polynoˆme d’Alexander a des racines de
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FIGURE 2.3
Construction d’un nœud satellite d’un nœud de Lorenz. On part d’un nœud de Lorenz Kc plonge´ dans
le patron de Lorenz, ici a` gauche. On e´paissit les brins de Kc en p brins paralle`les, ici au milieu avec
p = 2 . Au voisinage d’un quelconque des deux points critiques du patron, ici celui de droite, on fait
passer le brin le plus proche du point critique par-dessous ses p − 1 brins voisins. Cette ope´ration peut
eˆtre re´pe´te´e un nombre q premier avec p quelconque de fois, ici q = 1 . D’apre`s la re´ciproque dans le
the´ore`me 1.10, la tresse obtenue est de Lorenz, et donc on obtient un nœud de Lorenz, a` droite. Ce
nœud est le satellite de T(p, q) sur Kc associe´ a` la trivialisation donne´e par le patron de Lorenz.
module diffe´rent de 1, au contraire de tous les nœuds alge´briques. Le re´sultat suivant, duˆ a` M. El Rifai,
est une re´ciproque partielle de la proposition 2.7.
THE´ORE`ME 2.11 ([17]). Tout nœud de Lorenz qui est un satellite d’un nœud de Lorenz est satellite
selon le sche´ma de la proposition 2.7, c’est-a`-dire un caˆblage sur un nœud de Lorenz.
Sche´ma de la de´monstration. L’ide´e de base est la meˆme que pour de´montrer la primalite´ : si K
est un nœud de Lorenz qui est un satellite, alors il existe un tore T plonge´ de manie`re noue´e dans S3 ,
contenant K en son inte´rieur mais ne contenant pas de boule contenant K . Encore une fois, le fait
que K soit une orbite pe´riodique du flot de Lorenz donne suffisamment de contraintes sur T et sur
son intersection avec le patron de Lorenz pour montrer qu’il est un voisinage tubulaire d’un nœud de
Lorenz, et qu’en son inte´rieur le nœud K ne fait que tourner comme un nœud torique.
Ce dernier re´sultat est spe´cialement inte´ressant, puisqu’il de´termine quels nœuds de Lorenz sont
alge´briques, et, lorsque c’est le cas, comment ils apparaissent comme orbites pe´riodiques du flot de
Lorenz.
2.3 CARACTE`RE FIBRE´
Le the´ore`me 1.10 e´nonce une proprie´te´ capitale des nœuds de Lorenz, a` savoir qu’ils peuvent eˆtre
re´alise´s comme cloˆtures de tresses positives. Une conse´quence notable est le fait qu’ils sont fibre´s.
D’une part, ceci permet calculer le genre des nœuds de Lorenz (proposition 2.23), et, d’autre part, cela
corrobore l’intuition que les nœuds de Lorenz sont des nœuds simples : la structure du comple´mentaire
d’un nœud fibre´ est bien mieux comprise que celle d’un nœud quelconque.
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DE´FINITION 2.12. Soit K un entrelacs oriente´ dans S3 . On appelle surface de Seifert pour K une
surface oriente´e de S3 dont le bord oriente´ est K . On appelle genre de K le genre minimal d’une
surface de Seifert pour K .
Notons qu’un nœud est trivial si et seulement si il borde un disque dans S3 , donc si et et seulement
si son genre est nul.
FIGURE 2.4
Une surface de Seifert pour le nœud de Lorenz de code LLRLRRLR . La meˆme construction fournit une
surface de Seifert, dite standard, pour toute cloˆture de tresse. D’apre`s la proposition 2.22, cette surface
est de genre minimal dans le cas des tresses positives.
DE´FINITION 2.13. Un nœud K dans S3 est dit fibre´ si son comple´mentaire fibre sur le cercle S1 ,
c’est-a`-dire s’il existe une surface de Seifert ΣK pour K et un diffe´omorphisme h de ΣK pre´servant
le bord tels que le comple´mentaire de K dans S3 est isomorphe a` ΣK × [−π, π]/(h(x),−π)∼(x,π) .
On remarque que, via l’isomorphisme de la de´finition 2.13, la projection θ sur le deuxie`me facteur
de´finit une fonction de S3 r K sur S1 = [−π, π]/−π∼π qui posse`de les proprie´te´s suivantes 14 ) :
(i) θ est lisse et sans point critique ;
(ii) sur un voisinage tubulaire N(K) du nœud home´omorphe a` un tore plein S1 ×D2 , la fonction θ
s’identifie a` la fonction argument sur le facteur D2 .
Le nœud trivial est un exemple de nœud fibre´. On part d’un cercle en me´tal que l’on trempe dans
du savon liquide ; quand on ressort le cercle, le savon forme un disque borde´ par le nœud en me´tal,
lequel est topologiquement trivial. En soufflant sur la pellicule de savon pour la gonfler jusqu’a` son
e´clatement, on de´finit une fibration sur l’intervalle [0, π[ . En refaisant la meˆme ope´ration en soufflant
de l’autre coˆte´, on de´finit une fibration sur ]− π, 0] .
14 ) On dit alors que couple (K, θ) est un livre ouvert dont K est la reliure et les fibres θ−1(t) sont les pages.
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Regardons S3 comme la sphe`re unite´ de C2 , c’est-a`-dire comme l’ensemble des couples (z1, z2) de
nombres complexes ve´rifiant |z1|2+|z2|2 = 1. Pour tout λ dans C∪{∞} , l’ensemble {(z1, z2) | z1 = λz2}
est un nœud trivial dans S3 . Un entrelacs constitue´ par une union quelconque de tels nœuds triviaux
est un entrelacs dit de Hopf : deux composantes distinctes ont un nombre d’enlacement e´gal a` +1.
Par exemple, l’ensemble {(z1, z2) ∈ S3 | z1 = ±z2} est un entrelacs de Hopf a` deux composantes.
PROPOSITION 2.14 ([36]). Tout entrelacs de Hopf est fibre´.
De´monstration. Soit Hn un entrelacs de Hopf a` n composantes. Par définition, il existe des
nombres complexes k1, . . . , kn différents de 1 tels que Hn est l’intersection dans R4 de S3 et du lieu
d’annulation du polynoˆme
Pn(z1, z2) =
n∏
k=1
(z1 − kiz2).
Pour tout θ dans [−π, π] , l’ensemble {(z1, z2) ∈ S3 | arg(Pn(z1, z2)) = θ} est une surface dont le bord
est Hn . L’argument du polynoˆme P est alors une fibration de S3 r Hn sur S1 .
La de´monstration pre´ce´dente peut eˆtre adapte´e pour montrer que tout entrelacs alge´brique est
fibre´ [36]. Le re´sultat principal de cette section est une ge´ne´ralisation qui implique en particulier que
les nœuds de Lorenz sont fibre´s.
THE´ORE`ME 2.15 ([5, 46]). Tout entrelacs qui est cloˆture d’une tresse positive est fibre´.
L’ide´e de la de´monstration que nous pre´sentons est de construire de proche en proche une fibration
pour chaque tresse positive en ajoutant un a` un les croisements. Comme l’entrelacs de Hopf a` deux
composantes est fibre´, on l’utilise comme brique e´le´mentaire. D’autre part, on peut recoller certaines
fibrations dans S3 si elles sont non triviales sur des ensembles suffisamment disjoints. La notion de
somme de Murasugi formalise cette ide´e, et on va l’utiliser comme ciment de la construction.
DE´FINITION 2.16. (voir figure 2.5) Soit Σ1 et Σ2 deux surfaces oriente´es plonge´es dans S3 de
bords respectifs K1 et K2 . Soit Π une sphe`re (que l’on voit comme un plan horizontal dans R3∪{∞} )
se´parant S3 en deux boules ouvertes B1 et B2 . On suppose que
(i) Σ1 est incluse dans l’adhe´rence de B1 et Σ2 dans l’adhe´rence de B2 ;
(ii) Σ1 ∩ Σ2 est un 2n -gone P contenu dans Π ;
(iii) K1 et K2 sont deux entrelacs se coupant uniquement aux sommets x1, . . . , x2n de P .
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On de´finit alors la somme de Murasugi Σ1 #P Σ2 des surfaces Σ1 et Σ2 le long de P comme leur
re´union Σ1 ∪ Σ2 . Par extension, on de´finit la somme de Murasugi K1 #P K2 des nœuds K1 et K2 le
long de P comme le nœud K1 ∪ K2 r
⋃]xi, xi+1[ 15 ).
FIGURE 2.5
La somme de Murasugi de deux surfaces a` bord.
La somme de Murasugi ge´ne´ralise la somme connexe, qui correspond au cas n = 1 dans la de´finition.
Elle ge´ne´ralise e´galement le plombage, qui correspond au cas n = 2. La somme de Murasugi est une
ope´ration ge´ome´trique naturelle pour les surfaces (et pour les entrelacs qu’elles bordent), a` savoir
qu’elle conserve plusieurs proprie´te´s importantes [19, 20], comme par exemple le fait d’eˆtre une surface
incompressible, le fait d’eˆtre une surface de Seifert de genre minimal, ou encore le fait d’eˆtre un
entrelacs fibre´, comme nous allons le voir.
L’ide´e fondamentale pour montrer que la somme de Murasugi de deux entrelacs fibre´s est fibre´e
consiste a` de´former pre´alablement les fibrations associe´es pour qu’elle soient non triviales sur des
ensembles disjoints, d’ou` la de´finition suivante.
DE´FINITION 2.17. Soit K un entrelacs fibre´, θ : S3 r K 7→ S1 de´finissant la fibration associe´e et
Π une sphe`re divisant S3 en deux boules B1 et B2 . Soit N(K) un voisinnage tubulaire de K . On dit
que la fibration θ est tangente infe´rieurement (resp. supe´rieurement) a` Π si
(i) il existe un polygone P de sommets x1, x2, . . . , x2n sur Π tel que K rencontre Π le long des
coˆte´s [x1x2], [x3x4], . . . , [x2n−1x2n] (resp. [x2x3], . . . , [x2nx1] ) de P et K ne rencontre pas B2 (resp. B1 ) ;
(ii) N(K)∩Π consiste en un ε -voisinage des coˆte´s [x1x2], . . . , [x2n−1x2n] de P (resp. [x2x3], . . . ) ;
(iii) a` l’exte´rieur du ε -voisinage N(∂P) du bord du polygone P dans Π , la fonction θ vaut 0 a`
l’inte´rieur de P et π a` l’exte´rieur ;
15 ) Plus ge´ne´ralement, on de´finit la somme de Murasugi de surfaces Σi, i = 1, 2 le long de deux polygones Pi dont un coˆte´
sur deux est dans le bord ∂Σi comme la classe d’isotopie dans S3 de la somme de deux surfaces P̂i isotopes a` Pi et ve´rifiant les
crite`res (i), (ii) et (iii) , le re´sultat ne de´pendant alors pas du choix des P̂i dans leur classe d’isotopie. On la note Σ1 #P1∼P2 Σ2
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(iv) a` l’inte´rieur de N(∂P) r N(K) , la fonction θ prend ses valeurs dans l’intervalle ]0, π[
(resp. ]− π, 0[).
Si on voit une fibration comme le de´placement continu d’une fibre qui remplit tout le comple´mentaire
d’un nœud, alors une fibration est tangente supe´rieurement a` un plan si, sous ce plan, la fibre se de´place
comme la bulle de savon de´crite pour la fibration du nœud trivial. Le re´sultat suivant assure qu’e´tant
donne´ un entrelacs fibre´ et un polygoˆne P inclus dans une fibre, on peut supposer la fibration tangente
a` une petite sphe`re e´paississant P .
LEMME 2.18. Soit K un entrelacs fibre´ et θ : S3rK → S1 la fibration associe´e. Soit P un polygone
a` 2n coˆte´s inclus dans une fibre θ−1(t) , et rencontrant K le long ses coˆte´s [x1x2], . . . , [x2n−1x2n]
(resp.[x2x3], . . . , [x2nx1] ). Alors il existe une sphe`re Π dans S3 contenant P, rencontrant K uniquement
le long des arcs [x1x2], . . . , [x2n−1x2n] (resp.[x2x3], . . . , [x2nx1] ), et telle que K soit contenu dans une
seule des deux boules ferme´es de´limite´es par Π . De plus, on peut reparame´trer θ de sorte que θ soit
tangente infe´rieurement (resp. supe´rieurement) a` Π .
t
t
t + ε 0
π
FIGURE 2.6
De´formation de la fibration pour obtenir une fibration triviale dans le demi-plan supe´rieur.
De´monstration. (voir figure 2.6) Comme P est contractile, au voisinnage de celui-ci, la fibration
θ est isomorphe a` la projection sur le second facteur P× [t− ε, t+ ε] → [t− ε, t+ ε] . Soit B2 l’image
re´ciproque de P × [0, t + ε] et Π son bord. La sphe`re Π consiste alors en deux copies de P , l’une
dans la fibre θ−1(t) et l’autre dans une fibre θ−1(t+ ε) , et un anneau ∂P×]0, ε[ , comme sur la partie
gauche de la figure 2.6.
Composons θ a` gauche par un diffe´omorphisme du cercle envoyant l’intervalle [t, t+ ε] sur [0, π] .
Si on pense au parame`tre de la fibration comme a` un temps, cela revient a` ralentir le temps pour passer
un temps π dans la (petite) boule B2 . La fibration obtenue est tangente infe´rieurement a` Π . En effet,
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si on zoome sur B2 pour lui faire remplir tout le demi-espace supe´rieur, la fibration est alors semblable
a` celle qui est repre´sente´e sur la partie droite de la figure 2.6, laquelle est tangente infe´rieurement au
plan horizontal.
Ces pre´liminaires nous permettent de montrer le re´sultat-cle´ suivant.
THE´ORE`ME 2.19 ([19]). Soit K1 et K2 deux entrelacs fibre´s dans S3 admettant pour fibres respectives
deux surfaces Σ1 et Σ2 . Soit P1 (resp. P2 ) un polygone a` 2n coˆte´s sur Σ1 (resp. Σ2 ) dont les coˆte´s
pairs (resp. impairs) sont inclus dans le bord K1 (resp. K2 ) de Σ1 (resp. Σ2 ). Alors la somme de
Murasugi K1 #P1∼P2 K2 est fibre´e de fibre Σ1 #P1∼P2 Σ2 .
FIGURE 2.7
Le collage de deux fibrations pour obtenir une fibration de la somme de Murasugi de deux nœuds.
De´monstration. (voir figure 2.7) Soit Π le plan horizontal dans R3 . Pour i = 1, 2, soit θi une
fibration associe´e a` Ki avec Σi pour fibre. D’apre`s le lemme 2.18, on peut de´former K1 et θ1 de sorte
que θ1 soit tangente infe´rieurement a` Π , et de meˆme on peut de´former K2 et θ2 de sorte que θ2 soit
tangente supe´rieurement a` Π . La somme de Murasugi K1 #P1∼P2 K2 est alors obtenue en recollant le
demi-espace infe´rieur associe´ a` K1 et le demi-espace supe´rieur associe´ a` K2 , et en supprimant les arcs
formant le bord du polygoˆne P = x1 . . . x2n dans Π .
On de´finit une nouvelle fonction θ , dont nous montrerons par la suite qu’elle induit une
fibration. Sur le demi-espace infe´rieur, θ coı¨ncide avec θ1 , sauf sur un voisinage tubulaire des arcs
[x1, x2], . . . , [x2n−1x2n] (ou` θ1 est suppose´e du type fonction-argument). De meˆme, sur le demi-espace
supe´rieur, θ coı¨ncide avec θ2 , sauf sur un voisinage tubulaire des arcs [x2, x3], . . . , [x2nx1] .
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Au voisinage des arcs [x1, x2], [x3, x4], . . . , [x2n−1x2n] , la fonction θ est de´finie sur le demi-espace
supe´rieur, et varie de π a` 2π quand on se de´place de l’exte´rieur vers l’inte´rieur du polygoˆne. Elle est
e´galement de´finie sur le demi-espace infe´rieur jusqu’a` la frontie`re d’un voisinage tubulaire de ces arcs,
et varie e´galement de π a` 2π quand on se de´place de l’exte´rieur vers l’inte´rieur sur cette frontie`re. Il
reste donc a` prolonger θ sur n cylindres disjoints, sachant que, sur le bord de ces cylindres, θ varie
de π a` 2π comme indique´ sur la gauche de la figure 2.8. On le fait a` l’aide de la fonction hauteur
indique´e a` droite de la figure 2.8. De meˆme, on prolonge θ avec des valeurs dans l’intervalle [0, π]
dans le demi-plan supe´rieur au voisinage des arcs [x2, x3], . . . , [x2nx1] .
FIGURE 2.8
Comple´tion de la fibration d’un somme de Murasugi a` partir de la re´union des fibrations associe´es a`
chacun des demi-espaces. A` gauche, la fibration au voisinage d’un arc de type ]xi, xi+1[ pour chacun des
deux nœuds K1 (en bas) et K2 (en haut). Les arcs repre´sentent les niveaux de la fonction θ , et plus
pre´cise´ment l’intersection des fibres avec un voisinage tubulaire de K1 et K2 respectivement, sur la
partie du bas, on a e´galement ajoute´ les niveaux de θ dans le plan Π de recollement. En haut a` droite,
la partie sur laquelle il faut de´finir de nouvelles valeurs pour la fonction θ , qui est un cylindre. Les
conditions au bord sont alors fixe´es. En bas a` droite, un feuilletage d’un cylindre remplissant ces
contraintes de bord.
La fonction θ est alors de´finie sur tout S3 r N(K1 # K2) , et a` valeurs dans S1 .
Pour ve´rifier que θ est une fibration, e´tablissons que la fonction θ n’a pas de singularite´. Comme les
fonctions θ1 et θ2 sont tangentes au plan Π de recollement hors de N(∂P) , et sans singularite´, et comme
θ coı¨ncide partout hors de N(P) avec l’une de ces deux fonctions, la fonction θ y est sans singularite´.
Au voisinnage des arcs ]xixi+1[ , c’est-a`-dire a` l’inte´rieur de la diffe´rence syme´trique N(K1)∆N(K2) , le
prolongement de θ a e´te´ justement choisi pour ne pas faire apparaıˆtre de singularite´.
Pour comple´ter la de´monstration, il reste a` ve´rifier que θ est bien un argument au voisinage des
sommets x1, . . . x− 2n du polygone P . La figure 2.7 montre que la fonction θ y est bien de la forme
de´sire´e.
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On applique maintenant aux tresses les re´sultats ge´ne´raux qui pre´ce`dent.
LEMME 2.20. Pour tout entier n strictement positif, la cloˆture de la tresse σn1 est un entrelacs
fibre´.
FIGURE 2.9
Construction ite´rative d’une surface de Seifert pour la cloˆture de σn1 .
De´monstration. Le cas n = 1 correspond au nœud trivial, tandis que le cas n = 2 correspond
a` l’entrelacs de Hopf a` deux composantes. Sinon, on obtient la surface de Seifert standard Σn pour
la cloˆture de σn1 en collant les surfaces standards Σn−1 et Σ2 le long du quadrilate`re grise´ sur la
figure 2.9. Le lemme 2.19 assure alors qu’a` chaque ite´ration, l’entrelacs est fibre´ avec Σn pour fibre.
On est maintenant preˆt pour de´montrer que la cloˆture de toute tresse positive est un entrelacs fibre´.
De´monstration du the´ore`me 2.15. D’apre`s le lemme 2.20, la cloˆture d’une tresse-colonne σni est
un entrelacs fibre´. La figure 2.10 montre comment juxtaposer une a` une les surfaces standards associe´es
a` chaque colonne par somme de Murasugi, afin d’ainsi obtenir la surface standard associe´e a` la cloˆture
de n’importe quelle tresse positive. D’apre`s le lemme 2.19, l’entrelacs obtenu est fibre´, avec la surface
standard pour fibre.
REMARQUE 2.21. On a utilise´ la positivite´ de b de manie`re cruciale en affirmant que chaque colonne
e´le´mentaire est fibre´e avec la surface standard pour fibre. En effet, si la tresse b a un croisement positif
et un croisement ne´gatif conse´cutifs dans une meˆme colonne, celle-ci peut ne´anmoins eˆtre fibre´e, mais
la surface standard ne sera pas une fibre. Le the´ore`me 2.19 ne s’applique alors plus dans la construction
par re´currence, et donc la preuve s’effondre.
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FIGURE 2.10
Collage de deux tresses l’une a` coˆte´ de l’autre. En bleu, le polygone de collage.
Par contre, l’argument peut eˆtre e´tendu au cas d’une tresse homoge`ne, de´finie comme une tresse
posse´dant une de´composition dans laquelle, pour chaque i , l’un au plus des ge´ne´rateurs σi ou σ−1i
apparaıˆt. Ceci montre par exemple que le nœud de huit, cloˆture de la tresse σ1σ−12 σ1σ
−1
2 , est fibre´.
2.4 GENRE
Dans la section pre´ce´dente, on a montre´ qu’un nœud qui est cloˆture d’une tresse positive est fibre´.
La technique utilise´e a e´galement permis de construire une fibre pour la fibration associe´e. Dans cette
section, nous utilisons ces informations pour calculer le genre des nœuds de Lorenz et en de´duire un
crite`re simple permettant de montrer qu’un nœud donne´ n’est pas un nœud de Lorenz.
PROPOSITION 2.22. Soit b une tresse positive, K sa cloˆture et Σ la surface de Seifert standard.
Alors Σ est une surface de Seifert de genre minimal pour K .
De´monstration. Soit g le genre de la surface Σ . Reprenons les notations de la section pre´ce´dente.
On a vu que le nœud K admet une fibration de´finie par une fonction θ telle que Σ = θ−1(0) . Comme
θ de´finit une fibration de S3 rK , le reveˆtement cyclique infini du comple´mentaire de K est isomorphe
a` θ−1(0) × R , et donc son groupe fondamental est un groupe libre de rang 2g . De plus, le lacet
horizontal ∂Σ(0)×{0} dans Σ×R est le produit de g commutateurs dans π1(S3 rK) , et pas moins.
Soit Σ′ une surface de Seifert quelconque pour K de genre g′ . En passant au reveˆtement universel,
on plonge Σ′ dans Σ×R , et en particulier son groupe fondamental π1(Σ′) se plonge dans π1(Σ×R) .
Le lacet ∂Σ′ est, dans π1(Σ′) , le produit de g′ commutateurs. Or il est isotope dans Σ × R au
lacet ∂Σ× {0} , qui est le produit de g commutateurs et pas moins. On en de´duit l’ine´galite´ g 6 g′ ,
comme voulu.
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FIGURE 2.11
Construction ite´rative de la fibration associe´e a` la cloˆture d’une tresse positive. Chaque brique
correspond a` un entrelacs de Hopf a` deux composantes. En les empilant dans l’ordre prescrit, on
s’assure que la somme de Murasugi fibre a` chaque e´tape de la construction.
PROPOSITION 2.23. Soit γ une orbite pe´riodique de pe´riode n du flot de Lorenz, K le nœud
associe´ et c le nombre de croisements de la tresse de Lorenz associe´e. Alors le genre g de K est
donne´ par la formule 2g = n− c.
De´monstration. La fibre θ−1(0) exhibe´e dans la preuve du the´ore`me 2.15 est une surface de
Seifert de genre minimal. Or, il s’agit de la surface de Seifert standard, qui par conse´quent est de
genre minimal. On ve´rifie facilement que sa caracte´ristique d’Euler est 1+ c− n et qu’elle n’a qu’une
composante de bord ; par conse´quent son genre est (n− c)/2.
On a vu dans la proposition 1.13 que tout nœud de Lorenz est re´alise´ par une infinite´ d’orbites du
flot de Lorenz, et, par conse´quent, est associe´ a` une infinite´ de tresses de Lorenz. La proposition 2.23
implique que, pour toutes ces tresses, la quantite´ n − c , diffe´rence entre le nombre de brins et le
nombre de croisements, prend la meˆme valeur. La proposition 2.23 se reformule directement en termes
de diagrammes de Young.
COROLLAIRE 2.24. Le genre d’un nœud de Lorenz associe´ a` un diagramme de Young est la moitie´
du nombre de cases de ce diagramme.
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Nous avons vu avec la proposition 1.18 que deux diagrammes de Young distincts peuvent coder le
meˆme nœud de Lorenz. Nous pouvons maintenant borner supe´rieurement le de´faut d’injectivite´ de ce
codage.
PROPOSITION 2.25. Pour tout nœud de Lorenz K , il n’y a qu’un nombre fini de diagrammes de
Young standards associe´s a` K .
De´monstration. Si K a pour genre g , tout diagramme de Young associe´ K a 2g cases en vertu
du corollaire 2.24. Or il n’existe qu’un nombre fini de diagrammes de Young ayant 2g cases.
Ce re´sultat fournit un moyen de de´montrer qu’un nœud donne´ n’est pas un nœud de Lorenz. Par
exemple, le nœud de huit n’est pas un nœud de Lorenz, car son genre est 1, et les seuls diagrammes
de Young a` deux cases sont tous deux associe´s au nœud de tre`fle.
PROPOSITION 2.26. Parmi tous les nœuds admettant un repre´sentant planaire ayant au plus seize
croisements, exactement vingt sont des nœuds de Lorenz.
De´monstration. Dans [12], nous avons de´termine´ les polynoˆmes d’Alexander et de Jones de tous
les nœuds de Lorenz de pe´riode au plus 21. Cette liste inclut en particulier tous les nœuds de Lorenz de
genre au plus 9. Or elle ne compte que vingt nœuds ayant au plus seize croisements. Si on s’inte´resse
a` la question de savoir quels nœuds ayant au plus seize croisements sont de Lorenz, cette liste est
suffisante puisqu’un nœud ayant au plus 2g + 1 croisements est de genre au plus g . Par conse´quent,
les nœuds ayant au plus seize croisements sont de genre au plus 8, et donc ont e´te´ recense´s dans la
liste de [12].
Signalons une dernie`re proprie´te´ ge´ome´trique des nœuds de Lorenz.
PROPOSITION 2.27 ([5]). La signature de tout nœud de Lorenz est strictement positive.
De´monstration. Un the´ore`me de L. Rudolph [43] affirme que la signature de la cloˆture de toute
tresse positive est positive. Il s’applique aux tresses de Lorenz.
Comme la signature de l’image-miroir d’un nœud est l’oppose´ de la signature du nœud, on de´duit :
COROLLAIRE 2.28. Aucun nœud de Lorenz n’est isotope a` son image-miroir.
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3. L’INDICE DE TRESSE
Nous poursuivons maintenant l’e´tude topologique des nœuds de Lorenz en de´terminant de fac¸on
de´taille´e leur indice de tresse, c’est-a`-dire le plus petit nombre de brins d’une tresse repre´sentant ce
nœud. Pour ce faire, nous introduisons dans la section 3.1 une nouvelle famille de tresses, dite de
Birman-Williams, de sorte qu’une orbite de Lorenz donne´e est cloˆture de la tresse de Birman-Williams
associe´e. Le nombre de brins d’une tresse de Birman-Williams est, par de´finition, le pas de l’orbite de
Lorenz associe´e, une donne´e combinatoire qui se lit par exemple sur les mots de Lyndon. Nous montrons
ensuite que cette tresse minimise le nombre de brins parmi les tresses ayant la meˆme cloˆture. Pour ce
faire, nous utilisons un re´sultat ge´ne´ral sur l’indice de tresse d’un nœud qui est cloˆture d’une tresse
positive, duˆ a` J. Franks, H. Morton et R. Williams (the´ore`me 3.5) 16 ). Nous donnons une de´monstration
de´taille´e de ce re´sultat, a` la fois pour son inte´reˆt propre et pour offrir une version plus de´taille´e que
celle de l’article original [18]. La section 3.2 rappelle la construction re´cursive du polynoˆme HOMFLY
a` partir des relations d’e´cheveau et introduit le formalisme des arbres de calcul positifs. Dans la
section 3.3, nous introduisons une variante du polynoˆme HOMFLY qui est bien adapte´e au cas des
nœuds qui sont cloˆtures de tresses positives. Ceci nous me`ne dans la section 3.4 a` la de´monstration
du the´ore`me 3.5 et a` son application au calcul de l’indice de tresse des nœuds de Lorenz. Enfin,
dans la section 3.5, nous de´taillons le lien entre entrelacs de Lorenz et T -entrelacs, une autre famille
d’entrelacs admettant une description combinatoire simple.
3.1 TRESSE DE BIRMAN–WILLIAMS ET INDICE DE TRESSE
Dans le the´ore`me 1.10, on a associe´ a` toute orbite γ du flot de Lorenz une tresse privile´gie´e,
dite tresse de Lorenz, dont la cloˆture repre´sente le nœud K associe´ a` γ . En de´formant le patron
comme sur la figure 3.1, on fait apparaıˆtre une autre tresse dont la cloˆture est K . Cette tresse, dite
de Birman–Williams, est, comme la tresse de Lorenz, une tresse positive. Par contre, ce n’est pas une
tresse de permutation. Elle fournit un repre´sentant plus e´conome que la tresse de Lorenz dans la mesure
ou` elle met en jeu moins de brins et moins de croisements.
Pour de´crire les tresses de Birman–Williams, on de´finit d’abord le pas d’une orbite de Lorenz.
DE´FINITION 3.1. On appelle pas d’une orbite pe´riodique du flot de Lorenz le nombre d’occurrences
du mot LR dans le code de Lyndon de cette orbite.
En termes de tresses de Lorenz (voir la figure 1.4), le pas correspond au nombre de brins qui
traversent de gauche a` droite la ligne imaginaire se´parant les p premiers brins des n− p derniers. En
termes de diagrammes de Young (voir la figure 1.6), le pas est le plus grand entier t tel qu’on puisse
inscrire un carre´ (t− 1)× (t − 1) dans le diagramme de Young correspondant a` l’orbite.
16 ) Le nom de H. Morton n’apparaıˆt pas dans les auteurs de l’article [18], mais il y est mentionne´ que ce dernier est aussi
l’auteur d’une de´monstration du the´ore`me 3.5.
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FIGURE 3.1
Le patron de Lorenz de´forme´ de sorte que le flot soit ascendant sur la branche droite et descendant sur
la branche gauche.
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On rappelle que, pour t entier positif, ∆2t de´signe la tresse (σ1 . . . σt−1)t correspondant a` un tour
complet de t brins sur eux-meˆmes. Par ailleurs, une tresse positive b est dite multiple de ∆2t s’il existe
une tresse positive b′ ve´rifiant b = ∆2t b′ .
THE´ORE`ME 3.2 ([5] et consulter l’erratum). Soit γ une orbite pe´riodique du flot de Lorenz de
pas t , et ni et mi de´finis par les e´quations (1.3) et (1.4). Soit K le nœud associe´, et b la tresse a` t
brins
(3.1) ∆2t
t−1∏
i=1
(σ1σ2 . . . σi)ni
1∏
i=t−1
(σt−1 . . . σi)mt−i.
Alors la cloˆture de la tresse b est un repre´sentant de K .
Principe de la de´monstration. On de´crit l’image de la tresse de Lorenz de la figure 1.4, quand on
la de´forme selon le sche´ma indique´ sur la figure 3.1.
La tresse de´finie par la formule (3.1) est appele´e tresse de Birman-Williams pour l’orbite γ .
EXEMPLE 3.3. Revenons a` l’orbite partant du point 5/31. Le mot de Lyndon associe´ est LLRLR ,
qui contient deux fois LR . Le pas vaut donc 2. La permutation de Lorenz est (13524) , le seul indice
non nul dans la tresse de Birman-Williams est alors n1 qui vaut 1, et donc la tresse de Birman-Williams
associe´e est σ31 , dont la cloˆture est bien un nœud de tre`fle. Pour comparaison, la tresse de Lorenz
correspondante est σ2σ1σ3σ2σ4σ3 .
Notre but dans la suite de cette partie est de de´montrer le re´sultat suivant.
THE´ORE`ME 3.4. L’indice de tresse d’un nœud de Lorenz est e´gal au pas de toute orbite du flot de
Lorenz le re´alisant.
Eu e´gard au the´ore`me 3.2, le the´ore`me 3.4 est un corollaire direct du re´sultat suivant, qui est celui
que nous allons de´montrer dans la suite.
THE´ORE`ME 3.5 ([18]). Soit K un nœud qui est la cloˆture d’une tresse positive b a` t brins multiple
de ∆2t . Alors l’indice de tresse de K est e´gal a` t .
3.2 LE POLYNOˆME HOMFLY ET LES ARBRES DE CALCUL
La de´monstration du the´ore`me 3.5 va faire appel au polynoˆme HOMFLY, aussi appele´ HOMFLY-PT.
Celui-ci est une extension a` deux variables du polynoˆme de Jones, et, comme ce dernier, il admet une
de´finition simple en termes de relations d’e´cheveau pour les diagrammes planaires.
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Soit K un entrelacs oriente´ et K une projection planaire re´gulie`re de K , c’est-a`-dire ne posse´dant
qu’un nombre fini de points multiples et telle que ceux-ci soient tous des points doubles. Choisissons
un point double M de K . De´finissons K+ et K− comme les entrelacs admettant K pour projection,
sauf e´ventuellement au point M , ou` K+ est projete´ sur un croisement positif, et K− sur un croisement
ne´gatif 17 ). De´finissons K0 comme l’entrelacs oriente´ ou` le croisement en M a e´te´ supprime´ (voir
figure 3.2). Alors, par de´finition, les polynoˆmes HOMFLY des trois entrelacs associe´s sont relie´s par
la relation
(3.2) x PK+ + x−1PK− + y PK0 = 0,
dite relation d’e´cheveau. De´signons par © le nœud trivial. En imposant P© = 1, le polynoˆme PK
est alors de´fini de manie`re unique pour tout nœud K . On montre que la relation d’e´cheveau impose
P©k =
(−(x+ x−1)/y)k−1 , ou` ©k de´signe la re´union de k nœuds triviaux deux a` deux non enlace´s.
Le polynoˆme de Jones correspond a` la spe´cialisation y = 1. 18 )
K+ K− K0
x P(K+)+ x−1P(K−)+ y P(K0) = 0
FIGURE 3.2
La relation d’e´cheveau de´finissant le polynoˆme HOMFLY.
Le calcul effectif du polynoˆme HOMFLY d’un nœud peut s’effectuer en introduisant un arbre de
calcul dont les bifurcations successives correspondent aux points doubles ou` la relation d’e´cheveau (3.2)
est invoque´e. Un choix arbitraire des points doubles peut mener a` une boucle, par exemple si on choisit
deux fois de suite le meˆme point. Par contre, on va voir que, pour autant qu’on change de point
d’application a` chaque e´tape, le processus de calcul converge en un nombre fini d’e´tapes.
Comme nous conside´rons dans la suite des tresses qui ne posse`dent pas toutes le meˆme nombre
de brins, il est commode de de´finir une tresse marque´e comme un couple (b, n) ou` b est une tresse a`
au plus n brins, et une tresse positive marque´e comme une tresse marque´e (b, n) ou` b est une tresse
positive a` au plus n brins.
DE´FINITION 3.6. On dit que deux tresses marque´es (b, n) et (b′, n′) sont relie´es par une
transformation de Markov positive si
– ou bien on a n′ = n et b′ est conjugue´e a` b dans le groupe des tresses a` n brins,
– ou bien on a n′ = n+ 1 et b′ = bσn ,
– ou bien, syme´triquement, on a n = n′ + 1 et b = b′σn .
17 ) Remarquons que K coı¨ncide avec K+ ou avec K−
18 ) Une description plus pre´cise du polynoˆme HOMFLY peut eˆtre trouve´e par exemple dans [31, chapitre 15].
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Remarquer que, si on note c(b, n) la diffe´rence entre le nombre de croisements positifs dans (b, n)
et le nombre de croisements ne´gatifs, alors la quantite´ c(b, n)− n est invariante par transformation de
Markov positive. La proprie´te´ que nous utiliserons dans la suite est que, si deux tresses marque´es sont
relie´es par une suite de transformations de Markov positives, alors leur cloˆtures sont isotopes. 19 )
Afin de suivre le sche´ma de calcul sugge´re´ par la relation d’e´cheveau (3.2), J. Conway a introduit
pour les tresses marque´es une relation qui en est la contrepartie.
DE´FINITION 3.7. Soit (b, n) une tresse marque´e. On dit que deux tresses marque´es (b0, n) et (b−, n)
sont obtenues par scindement de Conway a` partir de (b, n) s’il existe des tresses b1, b2 et ve´rifiant
(3.3) b = b1σib2, b0 = b1b2, et b− = b1σ−1i b2.
Si (b, n) est une tresse marque´e, on note P(b,n) le polynoˆme HOMFLY de sa cloˆture. La relation
d’e´cheveau (3.2) implique que, si (b0, n) et (b−, n) sont obtenues par scindement de Conway a` partir
de (b, n) , alors on a
(3.4) P(b,n)(x, y) = −x−1yP(b0,n)(x, y)− x−2P(b−,n)(x, y).
On peut alors de´finir un arbre de calcul pour le polynoˆme P , qui mime en termes de tresses marque´es
le calcul du polynoˆme HOMFLY de la cloˆture.
DE´FINITION 3.8. Soit (b, n) une tresse marque´e. Un arbre de calcul positif pour (b, n) est un arbre
oriente´, binaire, fini, dont chaque sommet est e´tiquete´ par une tresse marque´e, dont chaque areˆte est
e´tiquete´e par un monoˆme de Z[x, x−1, y, y−1] , et qui satisfait aux proprie´te´s suivantes :
(i) La racine est e´tiquete´e (b, n) .
(ii) Si S est un sommet e´tiquete´ (bs, ns) qui n’est pas une feuille, et si Sg et Sd sont ses fils,
e´tiquete´s respectivement (bg, ng) et (bd, nd) , alors (bg, ng) et (bd, nd) s’obtiennent a` partir de (bs, ns)
en faisant d’abord une suite de transformations de Markov positives, puis un scindement de Conway.
(iii) Si, de plus, les areˆtes reliant S a` Sg et Sd sont e´tiquete´es par les monoˆmes pg et pd
respectivement, alors on a P(bs,ns) = pgP(bg ,ng ) + pdP(bd,nd) .
(iv) Si f est une feuille e´tiquete´e (bf , nf ) , alors bf est la tresse triviale a` nf brins.
S’il existe un arbre de calcul positif A pour une tresse marque´e (b, n) , il devrait eˆtre clair que cet
arbre fournit une strate´gie pour de´terminer le polynoˆme HOMFLY de la cloˆture de (b, n) , en ite´rant
la relation d’e´cheveau (3.4). En effet, notons F l’ensemble des feuilles de A , et, pour une feuille f
dans F , notons pf le produit des monoˆmes rencontre´s sur les areˆtes de A le long du chemin allant
de la racine a` f . Alors, par construction, on a
19 ) Dans la section 1.6, on a mentionne´ les transformations de Markov ge´ne´rales, ou` on peut aussi passer de (b, n) a
(bσ−1n , n + 1) . Rappelons que le the´ore`me de Markov affirme que les cloˆtures de deux tresses marque´es sont des entrelacs
isotopes si et seulement si on peut passer de (b, n) a` (b′, n′) par une suite finie de transformations de Markov (ge´ne´rales).
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P(b,n)(x, y) =
∑
f∈F
pf ·
(
−x+ x
−1
y
)nf−1
.
Par contre, il n’est pas e´vident a priori qu’un tel arbre de calcul existe pour toute tresse. Nous allons
montrer maintenant que c’est bien le cas. `A partir de maintenant, on ne travaille plus qu’avec des
tresses positives 20 ). Commenc¸ons par un re´sultat technique sur les transformations de Markov positives.
LEMME 3.9. Soit (b, n) une tresse positive marque´e. Alors, par une suite de transformations de
Markov positives, on peut transformer (b, n) en (b′, n′) , ou` b′ est soit la tresse triviale sur n′ brins,
soit une tresse positive qui est multiple de σ2i pour au moins un entier i .
De´monstration. De´finissons le poids π d’un mot de tresse positif par π(σi) = i et π(w1w2) =
π(w1) + π(w2) . Nous allons prouver le re´sultat par re´currence sur le poids d’un mot de tresse w
repre´sentant b . Le seul mot de tresse de poids nul est le mot vide, correspondant a` la tresse triviale,
pour laquelle le re´sultat est vrai. Soit m le plus grand entier tel que σm apparaıˆt dans le mot w .
Si σm n’apparaıˆt qu’une fois dans w , alors w est de la forme w0σmw4 , et donc b est conjugue´e
a` la tresse de´crite par le mot w4w0σm . Une transformation de Markov positive supprime alors le σm
final. Comme π(w4w0) = π(w) − m , par hypothe`se de re´currence, le re´sultat est vrai pour la tresse
repre´sente´e par le mot w4w0 , et donc pour la tresse b .
Sinon, on peut supposer que σm apparaıˆt au moins deux fois dans w . Alors le mot w se de´compose
en w0σmw2σmw4 de sorte que w2 ne contienne aucun σm . Il y a alors trois cas possibles :
Premier cas : σm−1 n’apparaıˆt pas dans w2 . La tresse repre´sente´e par le mot σmw2σm est e´galement
repre´sente´e par w2σ2m , et par conse´quent b est conjugue´e a` la tresse repre´sente´e par w4w0w2σ2m .
Deuxie`me cas : σm−1 apparaıˆt une fois exactement dans w2 . Alors w2 se de´compose en
w1σm−1w3 , et la tresse b , repre´sente´e par le mot w0σmw1σm−1w3σmw4 , est e´galement repre´sente´e
par le mot w0w1σmσm−1σmw3w4 , dont le poids est aussi π(w) . Mais, d’apre`s la relation de tresse
σm−1σmσm−1 = σmσm−1σm , b est aussi repre´sente´e par le mot w0w1σm−1σmσm−1w3w4 , dont le poids
est π(w)− 1. L’hypothe`se de re´currence s’applique alors.
Troisie`me cas : σm−1 apparaıˆt au moins deux fois dans w2 . Alors, w2 se de´compose sous la forme
w1σm−1w′2σm−1w3 , avec w
′
2 ne contenant aucun σm−1 . On re´ite`re le processus a` partir du mot w′2 , a`
la recherche de la lettre σm−2 . `A chaque ite´ration, soit on trouve un mot repre´sentant la tresse b et
contenant un facteur σ2i , soit le poids de´croıˆt, soit l’indice m du ge´ne´rateur recherche´ de´croıˆt. Cette
dernie`re e´ventualite´ ne peut se produire une infinite´ de fois, par conse´quent le processus s’ache`ve.
Le re´sultat suivant justifie l’introduction des arbres de calcul positifs, puisqu’il donne un moyen de
calculer le polynoˆme HOMFLY des tresses positives. On de´finit la longueur ℓ(b) d’une tresse positive b
comme la longueur de n’importe quel mot de tresse positif repre´sentant b .
20 ) Si on autorise e´galement des scindements de Conway ne´gatifs, c’est-a`-dire ou` les roˆles de σi et σ−1i sont e´change´s, les
arbres de calculs existent en fait pour toute tresse marque´e. La de´monstration est un peu plus longue, mais repose sur les meˆmes
arguments [18].
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THE´ORE`ME 3.10 ([18]). Il existe un arbre de calcul positif pour toute tresse positive marque´e.
De´monstration. Soit (b, n) une tresse positive marque´e. La preuve se fait par re´currence sur la
longueur ℓ(b) . Si b est de longueur nulle, alors la tresse b est triviale, et l’arbre n’ayant qu’un sommet
e´tiquete´ (b, n) convient.
Sinon, on utilise le lemme 3.9 : la tresse positive marque´e (b, n) peut eˆtre convertie par une suite
de transformations de Markov positives en (b′, n′) , ou` b′ est soit la tresse triviale, soit de la forme
b′′σ2i avec b′′ positive. Dans le premier cas, la tresse b′ est elle-meˆme triviale et l’arbre n’ayant qu’un
sommet e´tiquete´ (b, n) convient. Dans le second cas, on utilise un scindement de Conway sur un des
deux croisements σi , et les deux fils sont alors e´tiquete´s (b′′σi, n′) et (b′′, n′) . Par construction, les
tresses positives b′′σi et b′′ ont une longueur strictement infe´rieure a` celle de b , donc, par hypothe`se
de re´currence, on peut comple´ter l’arbre de calcul sous les sommets e´tiquete´s (b′′σi, n′) et (b′′, n′) , et,
de la`, sous (b, n) .
3.3 UNE VARIANTE DU POLYNOˆME HOMFLY
Dans la de´monstration du the´ore`me 3.10, toutes les branches gauches de l’arbre construit sont
e´tiquete´es −x−1y et toutes les branches droites −x−2 . Introduisons alors une variante du polynoˆme
HOMFLY qui se comporte bien vis-a`-vis des tresses marque´es et des arbres de calcul positifs.
PROPOSITION 3.11. (i) Pour toute tresse positive marque´e (b, n) , il existe un polynoˆme J(b,n)(R,C, T)
a` coefficients entiers positifs ve´rifiant
(3.5) P(b,n)(x, y) = J(b,n)
(
−x−2,−x−1y,−x+ x
−1
y
)
.
(ii) Si on donne a` R, C et T les degre´s 1 , 2 et −1 respectivement, alors J(b,n)(R,C, T) est
homoge`ne de degre´ ℓ(b)− n+ 1 ,
(iii) Le polynoˆme J(b,n) ne de´pend que de la classe d’isotopie de la cloˆture de (b, n) .
(iv) Si q est le nombre de composantes de la cloˆture de (b, n) , alors on a J(b,n)(0,C, T) = CpTq−1 ,
ou` p est un entier.
(v) Le degre´ en T de J(b,n)(R,C, T) est strictement infe´rieur a` l’indice de tresse de b.
De´monstration. Nous reprenons les arbres de calcul positifs construits plus haut, mais en modifiant
l’e´tiquetage des areˆtes. Soit (b, n) une tresse positive marque´e. Soit A un arbre de calcul positif
pour (b, n) , construit selon le proce´de´ de´crit dans la de´monstration du the´ore`me 3.10. Par construction,
toutes les areˆtes allant vers un fils gauche de A sont e´tiquete´es −x−1y et toutes les areˆtes allant vers
un fils droit sont e´tiquete´es −x−2 . Remplac¸ons ces e´tiquettes par C et R respectivement. Notons F
l’ensemble des feuilles de A . De´finissons alors jf (R,C) comme le monoˆme produit de toutes les
e´tiquettes R et C rencontre´es le long du chemin allant de la racine a` f . Enfin, posons
(3.6) J(b,n)(R,C, T) =
∑
f∈F
jf (R,C) · Tnf−1.
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A priori, la valeur de J(b,n) de´pend de l’arbre de calcul choisi. C’est seulement lorsque nous aurons
de´montre´ le point (iii) que nous en de´duirons que J(b,n) ne de´pend que de la cloˆture de (b, n) .
Le point (i) se de´duit imme´diatement de la de´finition de J , puisque, pour le de´finir, on a repris
les arbres de calcul positifs introduits pour calculer le polynoˆme HOMFLY, en remplac¸ant les −x−2
par R , les −x−1y par C , et les − x+x−1y par T . Or, pour toute feuille f dans F , le nombre nf de
brins de l’e´tiquette est e´galement le nombre de composantes de l’entrelacs (trivial) associe´.
De´montrons le point (ii) . Si on a une areˆte e´tiquete´e C et reliant des sommets de A e´tiquete´s
respectivement (b0, n0) et (b1, n1) , alors, par de´finition de l’arbre de calcul et des scindements de
Conway, on a
ℓ(b1)− n1 = ℓ(b0)− n0 − 2 = ℓ(b0)− n0 − deg(C).
De meˆme, si on a une areˆte e´tiquete´e R , on a
ℓ(b1)− n1 = ℓ(b0)− n0 − 1 = ℓ(b0)− n0 − deg(R).
Par re´currence, si la racine de A est e´tiquete´e (b, n) et si f est une feuille dont l’e´tiquette est une
tresse triviale a` nf brins, on a
ℓ(b)− n = deg(jf )− nf = deg
(jf · Tnf−1)− 1.
Somme de monoˆmes tous de meˆme degre´, J(b,n)(R,C, T) est donc homoge`ne de degre´ ℓ(b)− n+ 1.
De´montrons maintenant le point (iii) . Revenons aux arbres de calcul positifs calculant le polynoˆme
HOMFLY. On remarque que, si f est une feuille de A , on a l’e´galite´ deg(jf ) = degx(pf ) . Or, si (b, n)
est l’e´tiquette de la racine de A et si f est une feuille, on a
ℓ(b)− n = deg(jf )− nf = degx(pf )− nf .
Par conse´quent, il existe un exposant s(f ) ve´rifiant pf (x, y) = ±ys(f )xn−ℓ(b)−nf , d’ou`
pf (x, y) ·
(
−x+ x
−1
y
)nf−1
= ±ys(f )−nf+1xn−ℓ(b)+1(1+ x−2)nf−1.
Posons k = n− ℓ(b)+ 1. Par de´finition d’un arbre de calcul positif, on a alors
P(b,n)(x, y) = xk
∑
f∈F
±ys(f )−nf−1(1+ x−2)nf−1.
Il existe par conse´quent des entiers aij uniques ve´rifiant
P(b,n)(x, y) =
∑
i,j
aijxk−jyi+j((x+ x−1)/y)j =
∑
i,j
(−1) i−k2 aij(−x−2)−
i+k
2 (−y/x)i+j(−(x+ x−1)/y)j.
En substituant C = −x−2,R = −y/x et T = −(x+ x−1)/y , on obtient
(3.7) P(b,n)(x, y) =
∑
i,j
(−1) i−k2 aijRi+jC−
i+k
2 T j.
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Appelons J˜(R,C, T) le polynoˆme du second membre de (3.7). Alors J˜ est homoge`ne de degre´ −k si
on donne a` R,C et T les poids 1, 2 et −1 respectivement. Comme les aij ne de´pendent que de P(b,n) ,
le polynoˆme J˜ est l’unique polynoˆme homoge`ne se spe´cialisant en P(b,n) lorsqu’on substitue −x−2
a` C , −y/x a` R et −(x + x−1)/y a` T . Or J(b,n) a les meˆmes proprie´te´s, donc les polynoˆmes J(b,n)
et J˜ coı¨ncident. Par conse´quent, J(b,n) ne de´pend que du polynoˆme P(b,n) , et donc a fortiori que de la
cloˆture de (b, n) .
Pour ce qui est de (iv) , remarquons que la seule branche de l’arbre A ne comportant aucune
e´tiquette R est la branche la plus a` droite. Soit (b0, n0) l’e´tiquette d’un sommet de cette branche, et
(b1, n1) l’e´tiquette de son fils droit. Alors, par construction de A , il existe un entier i tel qu’on passe
de b0 a` b1σ2i par des transformations de Markov positives. Ces transformations ne changent pas le
nombre de composantes de la cloˆture, et, d’autre part, en supprimant un facteur σ2i d’une tresse, on ne
change pas non plus le nombre de composantes de sa cloˆture. Par conse´quent, les cloˆtures de (b0, n0)
et (b1, n1) ont le meˆme nombre de composantes. De proche en proche, on en de´duit que les nœuds
associe´s a` la racine et a` la feuille la plus a` droite de A ont le meˆme nombre de composantes, d’ou`
le point (iv) .
Enfin, pour (v) , on revient a` la formule (3.6). Observons que l’exposant maximal de T dans J(b,n)
est de la forme nf − 1 pour une certaine feuille f de A . Or, le nombre maximal de composantes d’un
entrelacs associe´ a` une feuille est borne´ par le nombre de brins d’une tresse ayant cet entrelacs pour
cloˆture. Donc, partant d’une tresse marque´e a` n brins, notre construction d’arbre de calcul positif ne
fait pas apparaıˆtre de tresse a` plus de n brins, d’ou` le point (v) .
3.4 APPLICATION AU CALCUL DE L’INDICE
Les re´sultats pre´ce´dents permettent de de´terminer avec pre´cision l’indice de tresse de la cloˆture de
certaines tresses positives, en particulier des tresses de Birman-Williams.
PROPOSITION 3.12. Supposons que (b, n) est une tresse positive marque´e et que A est un arbre
de calcul positif dont la racine est e´tiquete´e par (b, n) et tous les sommets par des tresses positives.
Alors, si A a un sommet e´tiquete´ par une tresse dont la cloˆture est un entrelacs a` n composantes,
l’indice de tresse de la cloˆture de (b, n) est n .
De´monstration. Soit (b0, n) le sommet de A dont l’entrelacs associe´ a n composantes. D’apre`s
le point (iv) du the´ore`me 3.11, le polynoˆme a` coefficients positifs J(b0,n) a au moins un monoˆme dont
l’exposant de T est e´gal a` n−1. Alors, en utilisant l’arbre de calcul A , on de´duit J(b,n) = P1J(b0,n)+P2 ,
ou` P1 et P2 sont des polynoˆmes a` coefficients positifs. Par conse´quent, J(b,n) a au moins un terme
dont le degre´ en T est au moins e´gal a` n − 1. D’apre`s le point (v) de la proposition 3.11, l’indice
de tresse de la cloˆture de (b, n) est au moins n . D’un autre coˆte´, b est une tresse a` n brins, donc
l’indice de tresse de sa cloˆture est au plus n . De ces deux ine´galite´s, on de´duit que l’indice de tresse
de la cloˆture de (b, n) est n exactement.
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Nous sommes maintenant preˆts a` de´montrer le the´ore`me 3.5.
De´monstration du the´ore`me 3.5. D’apre`s la proposition 3.12, il suffit de montrer que, pour toute
tresse positive b a` au plus t brins, il existe un arbre de calcul positif pour (∆2t b, t) contenant un
sommet e´tiquete´ (∆2t , t) . On proce`de par re´currence sur la longueur de b . Pour b = 1, le re´sultat est
trivial. Supposons b = σib′ . On sait, voir par exemple [21], qu’il existe une tresse positive ∆′ ve´rifiant
∆2t = ∆
′σi . On a alors ∆2t b = ∆′σ2i b′ . Il existe donc un scindement de Conway de la tresse positive
marque´e (b, t) en les tresses positives marque´es (∆′σib′, t) , c’est-a`-dire (∆2t b′, t) , et (∆′b′, t) . Comme
la longueur de b′ est strictement infe´rieure a` celle de b , l’hypothe`se de re´currence garantit qu’il existe
un arbre de calcul positif A′ pour (∆2t b′, t) contenant un sommet e´tiquete´ (∆2t , t) . Comme ∆′b′ est
une tresse positive, on peut comple´ter A′ en un arbre de calcul positif pour (∆2t b, t) , lequel contient
un sommet e´tiquete´ (∆2t , t) puisqu’il inclut A′ .
3.5 NŒUDS DE LORENZ ET T -ENTRELACS
Le the´ore`me 3.2 fournit, pour tout nœud de Lorenz, une tresse ayant un nombre de brins minimal.
Cependant, il existe diffe´rentes orbites du flot de Lorenz qui sont isotopes, mais fournissent des tresses
de Birman-Williams diffe´rentes. Ainsi, la repre´sentation n’est pas injective. Re´duire la redondance de
ce codage, ou trouver des mouvements passant d’une tresse de Birman-Williams a` une autre de´crivant
le meˆme nœud de Lorenz est donc un objectif inte´ressant.
Re´cemment, J. Birman et I. Kofman [4] ont montre´ que les nœuds de Lorenz, et plus ge´ne´ralement
les entrelacs de Lorenz ge´ne´ralise´s (pour lesquels on autorise diffe´rentes composantes a` suivre des
trajectoires paralle`les sur le patron de Lorenz), admettent une autre description combinatoire.
DE´FINITION 3.13. Soit 2 6 r1 6 r2 6 . . . 6 rk et s1, . . . , sk > 0 des entiers. On de´finit le T-entrelacs
T ((r1, s1), . . . , (rk, sk)) comme la cloˆture de la tresse
(σ1σ2 . . . σr1−1)s1(σ1σ2 . . . σr2−1)s2 . . . (σ1σ2 . . . σrk−1)sk .
La famille des T -entrelacs ge´ne´ralise celle des entrelacs alge´briques, puisque le T -entrelacs
T ((r1, s1), . . . , (rk, sk)) est alge´brique si et seulement si r1|r2| . . . |rk et si > ri pour tout i . Le re´sultat
suivant affirme qu’on passe des entrelacs alge´briques a` ceux de Lorenz justement en levant ces conditions.
THE´ORE`ME 3.14 ([4]). La famille des entrelacs de Lorenz ge´ne´ralise´s et celle des T -entrelacs
coı¨ncident.
La de´monstration se base sur des manipulations alge´briques dans le groupe des tresses a` partir de
la tresse de Birman-Williams permettant de la transformer en une T -tresse. Elle donne e´galement des
formules pour les parame`tres ri et si en fonction des parame`tres ni et mi de´finis en (1.3) et (1.4).
Bien que ce the´ore`me permette de re´duire encore la redondance du codage des nœuds de Lorenz,
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il ne permet pas de re´soudre directement le proble`me d’isotopie, puisque, par exemple, la syme´trie
du patron de Lorenz montre que les entrelacs T ((r1, s1), (r2, s2)) et T ((s2, r2 − r1), (s1 + s2, r1)) sont
toujours isotopes.
4. NŒUDS DE LORENZ, NŒUDS MODULAIRES ET THE´ORIE DES NOMBRES
Cette partie est consacre´e au lien entre nœuds de Lorenz et nœuds modulaires. On y explique
l’origine arithme´tique de ces derniers a` partir des classes de conjugaison dans SL2(Z) , on de´crit la
correspondance de Ghys, et on e´tablit les re´sultats nouveaux annonce´s dans l’introduction. Dans la
section 4.1, nous de´terminons des repre´sentants des classes de conjugaison dans SL2(Z) . La section 4.2
est centre´e sur la correspondance classique entre les classes de conjugaison pre´ce´dentes et les classes
d’ide´aux dans un ordre d’un corps quadratique. Nous introduisons la surface modulaire et les nœuds
modulaires dans les sections 4.3 et 4.4. C’est dans la section 4.5 que nous de´crivons la correspondance
de Ghys proprement dite. Puis, dans la section 4.6, nous rappelons la de´finition du groupe des classes.
Enfin, c’est dans la section 4.7 que nous e´tablissons les re´sultats sur les orbites triviales et inverses.
classes de formes quadratiques
a` coefficients entiers
classes d’ide´aux dans
des corps quadratiques
classes de conjugaison
dans SL2(Z)
nœuds
modulaires
nœuds
de Lorenz(Gauss)
(Ghys)
?
?
FIGURE 4.1
Liens entre les nœuds de Lorenz et la the´orie des nombres. L’existence d’un lien direct entre les nœuds
de Lorenz et les classes de formes quadratiques d’une part, et les classes d’ide´aux d’autre part, reste
hypothe´tique.
4.1 CLASSES DE CONJUGAISON DANS SL2(Z) SOUS L’ACTION DE GL2(Z) .
Nous commenc¸ons par un re´sultat pre´paratoire sur les e´le´ments de PSL2(Z) , a` savoir la de´termination
des classes de conjugaison de matrices hyperboliques. On rappelle qu’une matrice est dite hyperbolique
si la valeur absolue de sa trace est strictement plus grande que 2.
Dans PSL2(R) , les classes de conjugaison sont faciles a` de´terminer, puisque, a` trace t fixe´e, il y
a une classe de conjugaison si |t| > 2 et deux classes si |t| 6 2 (les matrices de rotation rot(θ) et
rot(−θ) ne sont pas conjugue´es dans PSL2(R) ).
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PROPOSITION 4.1 (voir [30], chap. 3.5). Dans PSL2(Z) , on note a la classe contenant les deux
matrices ±
(
0 1
−1 0
)
et b la classe contenant ±
(
0 1
−1 1
)
. Alors le groupe PSL2(Z) est engendre´
par a et b, avec les relations a2 = b3 = 1 .
Appelons mot re´duit un mot en les lettres a et b ne contenant aucun sous-mot a2 ou b3 . La
proposition 4.1 implique que tout e´le´ment de PSL2(Z) est repre´sente´ par un unique mot re´duit 21).
LEMME 4.2. Tout e´le´ment de PSL2(Z) qui n’est conjugue´ ni a` a , ni a` b , ni a` b2 , est conjugue´,
dans PSL2(Z) , a` un e´le´ment dont le repre´sentant re´duit commence par b et finit par a.
De´monstration. Soit g dans PSL2(Z) . Par conjugaison, on peut permuter cycliquement l’ordre des
lettres du mot re´duit associe´. Si g a un repre´sentant re´duit contenant des lettres a et b , alors on peut
en permuter les facteurs afin que b soit en teˆte, et a en queue. Sinon, les seuls mots re´duits qui ne
comportent pas a` la fois des a et des b sont a , b et b2 .
Passons au groupe SL2(Z) , et posons X =
(
1 0
1 1
)
et Y =
(
1 1
0 1
)
. On de´duit du lemme 4.2 une
caracte´risation des classes de conjugaison hyperboliques de SL2(Z) .
PROPOSITION 4.3. Toute matrice hyperbolique de SL2(Z) est conjugue´e, dans SL2(Z) , a` un produit
de matrices X et Y contenant au moins un facteur X et au moins un facteur Y , et ce produit est
unique a` permutation circulaire des facteurs pre`s.
De´monstration. Soit M une matrice de SL2(Z) de trace > 2. La classe de X dans PSL2(Z) est ba
et celle de Y est b2a . Par conse´quent, d’apre`s le lemme 4.2, il existe un produit P de matrices X
et Y tel que M est conjugue´e a` ±P . Or les traces de M et P sont positives, donc M est conjugue´e
a` P . D’autre part, pour tous m et n entiers, on a tr(Xm) = tr(Yn) = 2. Or on a suppose´ tr(M) > 2.
Donc P ne peut eˆtre ni de la forme Xm , ni de la forme Yn , et il contient donc au moins un facteur X
et au moins un facteur Y .
Si P′ est obtenu a` partir de P par permutation cyclique des lettres, alors P′ est conjugue´ a` P , et
donc a` M . Enfin, l’unicite´ de P de´coule de l’unicite´ du repre´sentant re´duit du lemme 4.2.
En rapprochant la proposition 4.3 de la proposition 1.8 affirmant que les orbites pe´riodiques du flot
de Lorenz sont repre´sente´es par les mots en deux lettres L et R , uniques a` permutation cyclique des
lettres pre`s, on peut entrevoir un lien entre classes de conjugaison dans SL2(Z) et nœuds de Lorenz.
C’est ce lien qui sera explicite´ et approfondi dans la section 4.5. Dans un groupe, un e´le´ment g est
dit primitif si l’e´galite´ g = hk implique k = ±1. C’est une proprie´te´ invariante par conjugaison.
21 ) Autrement dit, le groupe PSL2(Z) est isomorphe au produit libre Z/2Z ∗ Z/3Z .
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COROLLAIRE 4.4. Les classes de conjugaison de matrices de SL2(Z) hyperboliques et primitives
sont indexe´es par les mots de Lyndon.
EXEMPLE 4.5. Des tests rapides permettent de ve´rifier qu’il n’y a que trois mots de Lyndon associe´s
a` des classes de conjugaison de matrices de trace 10 et de de´terminant 1, a` savoir les mots X8Y,X4Y2 et
X2YXY . D’apre`s le re´sultat pre´cedent, toute matrice primitive de SL2(Z) de trace 10 est donc conjugue´e
a` l’un de ces produits.
Conside´rons par exemple la matrice M =
(
5 −8
−3 5
)
. L’algorithme d’Euclide applique´ a` la premie`re
colonne de M permet de de´composer celle-ci en le produit Y−2X3Y−2 . Dans PSL2(Z) la classe de
ce produit est (b2a)−2(ba)3(b2a)−2 = (ab)2(ba)3b(ab)2 = abab2abab2ab . Une permutation cyclique
des e´le´ments de ce produit montre qu’il est conjugue´ a` (ba)2(ba2)(ba)(ba2) , qui est la classe du
produit X2YXY . On en de´duit que la matrice M est conjugue´e a` X2YXY . Le meˆme proce´de´ permet
de de´terminer le mot de Lyndon repre´sentant la classe de conjugaison de n’importe quelle matrice
primitive hyperbolique de SL2(Z) .
Dans la suite, nous allons conside´rer des classes un peu plus grosses que les classes de conjugaison
par des matrices de SL2(Z) . On note GL2(Z) l’ensemble des matrices a` coefficients dans Z de
de´terminant ±1. On s’inte´resse maintenant a` la conjugaison par des matrices de GL2(Z) .
PROPOSITION 4.6. Toute matrice hyperbolique et de trace positive de SL2(Z) est conjugue´e,
dans GL2(Z) , a` un produit de X et de Y contenant au moins un facteur X et au moins un facteur Y ,
et ce produit est unique a` permutation circulaire des facteurs pre`s et a` interversion des caracte`res X
et Y pre`s.
De´monstration. Comme SL2(Z) est un sous-groupe (d’indice 2) de GL2(Z) , si deux matrices sont
conjugue´es via des matrices de SL2(Z) , elles le sont via des matrices de GL2(Z) . D’autre part, toute
matrice de de´terminant −1 est le produit d’une matrice de SL2(Z) par la matrice T =
(
0 1
1 0
)
. Donc
il suffit de connaıˆtre le re´sultat de l’action de la matrice T par conjugaison sur X et Y pour adapter
la proposition 4.3. Or on a TXT−1 = Y et TYT−1 = X , donc conjuguer par T revient a` intervertir les
lettres X et Y .
4.2 CLASSES D’IDE´AUX ET CLASSES DE CONJUGAISON
Nous allons maintenant e´tablir une correspondance classique en the´orie des nombres entre classes
d’ide´aux d’un ordre dans un corps quadratique et classes de conjugaison de de´terminant non nul dans
M2(Z) sous l’action de GL2(Z) . Les re´sultats s’e´tendent a` des corps de degre´ supe´rieur et des matrices
de taille supe´rieure. Cependant, ils s’e´noncent plus facilement dans le cas de la taille 2 qui nous
inte´resse ici.
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Un corps quadratique est un corps de la forme Q[α] avec α nombre alge´brique de degre´ 2 .
L’anneau des entiers O de Q[α] est l’ensemble des e´le´ments de Q[α] admettant un polynoˆme
minimal unitaire a` coefficients entiers. Un ordre de O est un sous-anneau de O contenant l’e´le´ment 1
et non isomorphe a` Z . Un re´sultat classique affirme que O est un re´seau de Q[α] , c’est-a`-dire un
Z-module libre de rang 2 dans Q[α] . Un ordre est alors un sous-re´seau de O contenant 1.
EXEMPLE 4.7. Dans le corps Q[√5] , l’anneau des entiers est Z[ 1+
√
5
2 ] . Deux exemples d’ordres
sont Z[
√
5] , qui est d’indice 2, et Z[ 1+3
√
5
2 ] , qui est d’indice 3.
Un ide´al I d’un ordre o est un sous-groupe additif de o stable par multiplication par les e´le´ments
de o . Si {ω1, ω2} est une Z-base de o , alors tout ide´al I de o admet une Z-base {α1, α2} ou` α1
et α2 sont deux e´le´ments du re´seau engendre´ par ω1 et ω2 .
Un ide´al I d’un ordre o est dit principal s’il existe un e´le´ment a dans I tel que I est exactement
l’ensemble des multiples de a par des e´le´ments de o . On note alors 〈a〉 cet ide´al. Soit I, I ′ deux
ide´aux de o . On dit que I et I ′ sont dans la meˆme classe s’il existe a, a′ non nuls dans o ve´rifiant
〈a〉 I = 〈a′〉 I ′ . Il s’agit d’une relation d’e´quivalence entre ide´aux. Par exemple, la classe de l’ide´al 〈1〉
est l’ensemble des ide´aux principaux de o . Le re´sultat principal de cette section est le suivant.
PROPOSITION 4.8 (voir [9]). Soit t et d deux entiers vérifiant t2 > 4d > 0 . Soit P(x) le
polynoˆme x2 − tx + d et soit α une racine de P. Alors il existe une bijection entre les classes
de conjugaison sous l’action de GL2(Z) de matrices A de M2(Z) ve´rifiant P(A) = 0 d’une part, et
les classes d’ide´aux de l’ordre Z[α] d’autre part.
De´monstration. Soit A dans M2(Z) ve´rifiant P(A) = 0. Alors A admet α et d/α pour valeurs
propres et P pour polynoˆme caracte´ristique. Soit v un vecteur propre de A associe´ a` la valeur propre α .
Le vecteur v est unique a` multiplication par un scalaire pre`s et peut eˆtre choisi dans Z[α]2 . On le
note alors
(
α1
α2
)
. Par de´finition, on a A
(
α1
α2
)
= α
(
α1
α2
)
. Par conse´quent, pour tout polynoˆme Q
a` coefficients entiers, on a Q(A)
(
α1
α2
)
= Q(α)
(
α1
α2
)
. Donc {α1, α2} est une Z-base d’un certain
ide´al Iv de Z[α] .
Si v′ est un autre vecteur propre associe´ a` la valeur propre α dont les coordonne´es sont dans Z[α] ,
alors on a v′ = λv pour un certain λ dans Z[α] , et donc l’ide´al associe´ est 〈λ〉 Iv . La classe de Iv
ne de´pend donc que de A . On note cette classe Φ(A) .
Si A′ est conjugue´e a` A par une matrice M de GL2(Z) , alors le vecteur M−1v est un vecteur
propre associe´ a` la valeur propre α de A′ . Comme M est de de´terminant ±1, l’ide´al IM−1v est
e´gal a` Iv , mais la base associe´e est diffe´rente. La classe Φ(A) ne de´pend donc que de la classe de
conjugaison de A sous l’action de GL2(Z) . Donc Φ induit une application bien de´finie, e´galement
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note´e Φ dans la suite, de l’ensemble des classes de conjugaison de matrices A ve´rifiant P(A) = 0 vers
les classes d’ide´aux de l’ordre Z[α] .
Dans l’autre direction, soit I un ide´al de Z[α] et {β1, β2} une base de I . Comme I est stable par
multiplication par α , il existe une matrice B dans M2(Z) ve´rifiant B
(
β1
β2
)
= α
(
β1
β2
)
. Par conse´quent
B admet α pour valeur propre et
(
β1
β2
)
pour vecteur propre associe´. Comme la trace de B est entie`re,
l’autre valeur propre α′ de B est e´gale a` n− α , pour un certain n dans Z . On a alors
det B = α(n− α) = nα− α2 = nα− (tα− d).
Or det B est entier, ce qui entraıˆne n − t = 0, et donc α′ est le conjugue´ de α . Par conse´quent, la
matrice B ve´rifie P(B) = 0.
Si on choisit une autre base {β′1, β′2} de I , alors il existe T dans GL2(Z) ve´rifiant
(
β′1
β′2
)
= T
(
β1
β2
)
.
La matrice associe´e est alors TBT−1 . La classe de conjugaison de B ne de´pend donc que de I . On
note cette classe de conjugaison Ψ(I).
Si on choisit un autre ide´al I ′ dans la classe de I , on ve´rifie e´galement que la matrice associe´e a`
toute base de I ′ est dans Ψ(I) .
On a ainsi construit deux applications Φ et Ψ entre classes de conjugaison dans M2(Z) sous l’action
de GL2(Z) et classes d’ide´aux dans des corps quadratiques. La de´finition de Ψ montre imme´diatement
que Φ et Ψ sont inverses l’une de l’autre.
La question est maintenant de calculer effectivement la bijection Φ de la proposition 4.8, a` savoir,
a` partir des matrices, de calculer des e´le´ments des classes d’ide´aux correspondants. Une notion adapte´e
a` cette fin est la suivante.
DE´FINITION 4.9 (voir [9]). Soit o un ordre dans Z[α] et I un ide´al de o . Une matrice M dans
M2(Z) est dite ide´ale pour I s’il existe une base {ω1, ω2} de o et une base {α1, α2} de I telles
que M
(
ω1
ω2
)
=
(
α1
α2
)
.
PROPOSITION 4.10. Soit P(x) = x2 − tx + d un polynoˆme unitaire irre´ductible et α une racine
de P. Alors toute matrice A dans M2(Z) ve´rifiant P(A) = 0 est de la forme XICPX−1I , ou` XI est une
matrice ide´ale pour un ide´al I appartenant a` Φ(A) et ou` CP est la matrice compagnon
(
0 1
−d t
)
du polynoˆme P. Re´ciproquement, toute matrice X dans M2(Z) ve´rifiant X−1AX = CP est la matrice
ide´ale d’un ide´al appartenant a` Φ(A) .
46 PIERRE DEHORNOY
Noter que la relation A = XICPX−1I n’implique pas que la matrice A est conjugue´e a` CP
dans GL2(Z) , car en ge´ne´ral, la matrice XI n’est pas de de´terminant ±1.
De´monstration. Par de´finition de α , on a α
(
1
α
)
=
(
α
tα− d
)
, donc, par la de´monstration de la
proposition 4.8, la matrice CP est la matrice de Ψ
(〈1〉) associe´e a` la base {1, α} de l’ide´al 〈1〉 .
Soit A une matrice de M2(Z) annulant P . On lui a associe´ dans la de´monstration de la proposition 4.8
une base {α1, α2} d’un ide´al I appartenant a` Φ(A) . Par de´finition, la matrice ide´ale XI correspondante,
relativement aux bases {1, α} de Z[α] et {α1, α2} de I , ve´rifie XI
(
1
α
)
=
(
α1
α2
)
. On a donc
X−1I
(
α1
α2
)
=
(
1
α
)
, d’ou` CPX−1I
(
α1
α2
)
= CP
(
1
α
)
= α
(
1
α
)
, et donc
XICPX−1I
(
α1
α2
)
= αXI
(
1
α
)
= α
(
α1
α2
)
.
Par conse´quent, on a A = XICPX−1I , comme annonce´.
Pour la re´ciproque, soit {α1, α2} une base de l’ide´al correspondant a` A . On a alors A
(
α1
α2
)
=
α
(
α1
α2
)
. Soit X ve´rifiant X−1AX = C . On a donc XCX−1
(
α1
α2
)
= α
(
α1
α2
)
, d’ou` CX−1
(
α1
α2
)
=
αX−1
(
α1
α2
)
. Comme α est une valeur propre simple de C , le vecteur X−1
(
α1
α2
)
est propre, et
donc il existe p, q dans Q(α) ve´rifiant X−1
(
α1
α2
)
=
p
q
(
1
α
)
, soit X−1
(
qα1
qα2
)
=
(
p
pα
)
, d’ou`(
qα1
qα2
)
= X
(
p
pα
)
. Par conse´quent, X est la matrice ide´ale de l’ide´al 〈qα1, qα2〉 , lequel appartient a`
la classe Φ(A) .
La de´monstration de la proposition 4.10 montre en particulier que la classe des ide´aux principaux
de Z[α] correspond a` la classe de matrices contenant la matrice compagnon CP du polynoˆme
caracte´ristique P de α . Dans le cas P(x) = x2 − tx + 1, la classe des ide´aux principaux correspond
e´galement a` la classe de matrices engendre´e par la matrice Xt−2Y , puisque Xt−2Y est conjugue´e a` CP
par la matrice
(
1 0
−1 1
)
, qui est dans GL2(Z) .
EXEMPLE 4.11. Revenons aux matrices de trace 10 et de de´terminant 1. Le polynoˆme minimal
correspondant est P(x) = x2− 10x+ 1, dont les racines sont 5+ 2√6 et 5− 2√6. Le corps quadratique
associe´ est Q[√6] , dont l’anneau des entiers est Z[√6] ; en revanche, nous nous inte´ressons ici a`
l’ordre Z[2
√
6] et a` ses classes d’ide´aux. Nous avons vu dans l’exemple 4.5 que toute matrice de
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trace 10 et de de´terminant 1 est conjugue´e a` l’un des trois produits X8Y,X4Y2 ou X2YXY , c’est-a`-dire
a` l’une des matrices
(
1 1
8 9
)
,
(
1 2
4 9
)
ou
(
2 3
5 8
)
. Par la proprie´te´ 4.8, il y a donc trois classes
d’ide´aux dans l’ordre Z[2
√
6] .
On vient de voir que la classe de la matrice X8Y =
(
1 1
8 9
)
correspond a` la classe des ide´aux
principaux, donc
(
1 2
4 9
)
et
(
2 3
5 8
)
correspondent aux deux classes d’ide´aux non principaux. Comme
les matrices conjuguant ces deux e´le´ments a` CP sont
(
2 0
−1 1
)
et
(
3 0
−1 1
)
, et que la base de Z[2
√
6]
associe´e a` CP est {1, α} = {1, 5 + 2
√
6} , on en de´duit au passage que les ide´aux 〈2, 4+ 2√6〉 et〈
3, 4+ 2
√
6
〉
sont repre´sentants des deux classes d’ide´aux non principaux de Z[2
√
6] .
4.3 LA SURFACE MODULAIRE
Dans [24] et [25], ´E. Ghys de´montre, et illustre visuellement, que les nœuds de Lorenz apparaissent
comme orbites pe´riodiques du flot modulaire de´fini sur la varie´te´ PSL2(R)/PSL2(Z) . Afin d’expliquer
ce re´sultat, nous allons d’abord donner plusieurs descriptions de la varie´te´ modulaire, et de´crire le flot
en termes de re´seaux du plan.
Le groupe PSL2(R) agit sur le demi-plan de Poincare´ H par homographie :(
a b
c d
)
. z =
az+ b
cz+ d ,
l’action e´tant transitive et fide`le. Un domaine fondamental D pour cette action est donne´ par
{z ∈ C | ℑz > 0,−1/2 6 ℜz 6 1/2, |z| > 1} .
La restriction de l’action a` PSL2(Z) est discre`te, elle n’est pas libre car certains points, en fait
les orbites des points i et j , ont des stabilisateurs non triviaux. Le quotient H/PSL2(Z) est alors un
orbifold, c’est-a`-dire une surface avec deux points singuliers (correspondant aux orbites des points i
et j) au voisinage desquels l’angle total n’est pas 2π mais respectivement 2π/2 et 2π/3. Cet orbifold,
qui n’est donc pas une surface a` proprement parler, est traditionnellement appele´ surface modulaire et
note´ Σmod dans la suite. Il s’identifie naturellement a` D modulo les recollements − 12 + iy ∼ 12 + iy
pour y >
√
3/2 et ei(pi2 −α) ∼ ei( pi2 +α) pour 0 < α 6 π/12. Il he´rite de la me´trique hyperbolique de H .
Comme le jacobien d’une homographie vaut toujours 1, l’action s’e´tend au fibre´ unitaire tan-
gent T1H ≃ H × S1 . Elle devient alors transitive et libre, par conse´quent, les varie´te´s T1H
et PSL2(R) sont isomorphes. Comme l’action de PSL2(Z) sur T1H est discre`te, les varie´te´s quo-
tients PSL2(R)/PSL2(Z) et T1H/PSL2(Z) = T1Σmod sont isomorphes. Le fibre´ unitaire tangent T1Σmod
a` la surface modulaire est alors une varie´te´ de dimension 3, naturellement munie d’une me´trique rie-
mannienne g . Il s’identifie de manie`re canonique a` D × S1 modulo les recollements sur les bords
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(− 12 + iy, θ) ∼ ( 12 + iy, θ) d’une part, et (ei(
pi
2 −α), θ − α) ∼ (ei(pi2 +α), π + θ + α) d’autre part, qui se
prolongent aux coins en (i, θ) ∼ (i, θ + π) et (j, θ) ∼ (j, θ + 2π3 ) .
Un re´seau du plan est dit de covolume 1 s’il admet une maille d’aire 1. Un tel re´seau est
de´termine´ par les coordonne´es des vecteurs d’une base, donc par une matrice A de SL2(R) .
De plus, changer la base (ordonne´e) du re´seau revient a` multiplier a` gauche A par un e´le´ment
de SL2(Z) . On obtient ainsi un isomorphisme h entre l’espace des re´seaux de covolume 1 et la
varie´te´ SL2(R)/SL2(Z) ≃ PSL2(R)/PSL2(Z) . Ainsi, les trois varie´te´s PSL2(R)/PSL2(Z), T1Σmod et
l’espace des re´seaux de covolume 1 sont canoniquement isomorphes. De´taillons le lien entre les deux
dernie`res (voir e´galement la figure 4.2).
Soit Λ un re´seau de covolume 1 dans le plan, identifie´ a` C . Nous allons lui associer un point f (Λ)
de T1Σmod , c’est-a`-dire un point de Σmod et un vecteur unitaire tangent en ce point. L’ide´e est de
passer par un re´seau semblable ρeiθΛ ayant une base de la forme {1, z} , ou` z est un point de D .
0 1
i
z
2θ θ
vv
′
z1
2θ1
v1
v2 = v
′
1
v′2
z2
2θ2
D
FIGURE 4.2
Comment associer un point de T1Σmod a` un re´seau de covolume 1 . Les deux vecteurs tangents
repre´sente´s en z1 et z2 correspondent au meˆme re´seau, repre´sente´ a` droite, et sont donc identifie´s.
Supposons d’abord que Λ n’a que deux plus courts vecteurs que nous nommons v et −v . Supposons
ensuite que Λ n’a que deux plus courts vecteurs non coline´aires a` v , nous les nommons v′ et −v′
de sorte que la base (v, v′) soit directe. Il existe une unique simillitude directe envoyant v en 1. On
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de´signe par z l’image de v′ et par θ l’angle de la simillitude. Remarquons que, si θ de´pend du
choix de v que nous avons fait, ni z , ni 2θ n’en de´pendent. Il se trouve que z est a` l’inte´rieur du
domaine D , et on de´finit alors sans ambiguı¨te´ f (Λ) par la formule f (Λ) = (z, 2θ) .
Dans la construction pre´ce´dente, s’il y a deux choix possibles pour v′ , alors ces options fournissent
deux points z de D de la forme − 12 + iy et 12 + iy , qui correspondent au meˆme point de Σmod . Comme
la simillitude ne de´pend pas du choix de v′ , ces deux choix possibles de z dans D me`nent au meˆme
angle θ , et donc au meˆme point de T1Σmod . On peut alors de´finir fΛ) par la meˆme formule sans
ambiguı¨te´.
S’il y a plus deux choix possibles pour v , alors soit Λ est a` maille carre´e, soit a` maille triangulaire
e´quilate´rale, soit a` maille triangulaire isoce`le non e´quilate´rale. Dans le dernier cas (illutre´ sur la
figure 4.2), il y a quatre choix possibles pour v , menant a` deux points z de D de la forme ei(pi2 −α) et
ei(
pi
2 +α) , qui correspondent encore au meˆme point de Σmod . Les angles des simillitudes correspondantes
diffe`rent de π2 +α , dont le double est exactement la diffe´rence duˆe au recollement de D . Par conse´quent,
on peut encore de´finir f (Λ) sans ambiguı¨te´.
De meˆme , dans le cas d’une maille carre´e, le point z associe´ est le point i , et les diffe´rents
choix du plus court vecteur v sont compense´s par l’identification (i, θ) ∼ (i, θ + π) . Et dans le cas
d’une maille triangulaire équilatérale, les diffe´rents choix possibles, a` la fois pour v et pour v′ sont
compense´s par les identifications (j, θ) ∼ (j, θ + 2π3 ) ∼ (j+ 1, θ) . On a alors
PROPOSITION 4.12. L’application f e´tablit un isomorphime entre l’espace des re´seaux de covolume 1
et le fibre´ unitaire tangent T1Σmod .
4.4 FLOT MODULAIRE, NŒUDS MODULAIRES ET CLASSES DE CONJUGAISON
Soit Λ un re´seau de R2 de covolume 1 et (b1, b2) une base de Λ . Pour tout t , les vecteurs
bt1 =
(
et 0
0 e−t
)
b1 et bt2 =
(
et 0
0 e−t
)
b2 forment encore une base d’un re´seau de covolume 1, lequel
ne de´pend que de Λ . On de´finit φt(Λ) comme le re´seau engendre´ par les vecteurs bt1 et bt2 . Le flot φ
est appele´ flot modulaire sur l’espace des re´seaux de covolume 1. Par la proposition 4.12, il induit un
flot sur la varie´te´ T1Σmod . Il se trouve que ce dernier est le flot ge´ode´sique associe´ a` la me´trique g
sur T1Σmod .
Si les vecteurs bt01 et b
t0
2 appartiennent au re´seau Λ et sont minimaux, alors on a φt0 (Λ) = Λ et
l’application t 7→ φt(Λ) restreinte a` l’intervalle [0, t0] de´finit un lacet ferme´ dans T1Σmod , et donc un
nœud dans ce meˆme espace. Le re´sultat suivant de´crit les circonstances ou` un tel e´ve´nement se produit
et annonce la correspondance de Ghys.
PROPOSITION 4.13. Les orbites pe´riodiques du flot modulaire sont indexe´es par les classes de
conjugaison de PSL2(Z) .
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Sche´ma de la de´monstration. Comme le flot modulaire coı¨ncide avec le flot ge´ode´sique sur le
quotient de H par PSL2(Z) , une orbite modulaire pe´riodique provient d’une ge´ode´sique λ de H
qui est invariante sous l’action d’un certain e´le´ment hyperbolique A de PSL2(Z) . Quand on passe
au quotient H/PSL2(Z) , cette ge´ode´sique λ devient invariante sous l’action de toute la classe de
conjugaison de A dans SL2(Z) . Re´ciproquement, les seuls e´le´ments de PSL2(Z) fixant λ sont les
conjugue´es des puissances de A . Une orbite modulaire pe´riodique est donc naturellement associe´e a`
une classe de conjugaison dans SL2(Z) sous l’action de SL2(Z) , a` savoir la classe de A dans SL2(Z) ,
ou de sa plus petite racine si A n’est pas primitive. Or le corollaire 4.4 fournit une bijection entre les
mots de Lyndon et les classes de conjugaison de matrices primitives hyperboliques.
COROLLAIRE 4.14. Les orbites pe´riodiques du flot modulaire sont indexe´es par les mots de Lyndon.
On a maintenant obtenu de manie`re naturelle des nœuds sur le fibre´ unitaire tangent a` la surface
modulaire. Or celui-ci se trouve eˆtre isomorphe a` la sphe`re S3 prive´e d’un nœud de tre`fle, via aux
coordonne´es suivantes, introduites par Gauss, pour les re´seaux de R2 . Identifions R2 avec C , et posons
g2(Λ) = 60
∑
z∈Λ\{0}
z−4 et g3(Λ) = 140
∑
z∈Λ\{0}
z−6.
Les sommes g2 et g3 convergent et il se trouve que l’application Λ 7→ (g2(Λ), g3(Λ)) est injective,
c’est-a`-dire que le re´seau Λ est entie`rement de´termine´ par les valeurs des fonctions g2 et g3 . De
plus, la non-de´ge´ne´rescence de Λ correspond a` la condition g32 − 27g23 6= 0. Enfin, le fait que Λ est
de covolume 1 impose une condition de renormalisation sur g2(Λ) et g3(Λ) . Quitte a` changer de
renormalisation, on peut supposer
(4.1) |g2(Λ)|2 + |g3(Λ)|2 = 1.
Cette dernie`re condition permet d’identifier l’image de (g2, g3) a` une partie de la sphe`re S3 , qui est le
comple´mentaire d’un nœud de tre`fle, note´ , dans S3 . On a ainsi un isomorphisme entre S3r et
la varie´te´ modulaire PSL2(R)/PSL2(Z) , qui nous permet de plonger les nœuds modulaires de manie`re
naturelle dans S3 22 ).
DE´FINITION 4.15. Un nœud est dit modulaire s’il peut eˆtre re´alise´ comme orbite pe´riodique du flot
modulaire sur l’espace des re´seaux de covolume 1, plonge´ dans S3 via l’application (g2, g3) .
4.5 NŒUDS MODULAIRES ET NŒUDS DE LORENZ
`A ce point, nous avons introduits deux familles de nœuds, les nœuds de Lorenz et les nœuds
modulaires, dont les e´le´ments sont naturellement en bijection avec les mots de Lyndon. Le re´sultat de
Ghys affirme que ces familles coı¨ncident.
22 ) Consulter [39, 14, 11, p. 83] pour des preuves plus visuelles de´taillant la topologie de T1Σmod .
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THE´ORE`ME 4.16 ([24, 25]). Plongeons T1Σmod dans S3 a` l’aide de l’application (g2, g3) ◦ f−1 .
Alors, pour tout mot de Lyndon w , le nœud modulaire et le nœud de Lorenz associe´s a` w coı¨ncident.
Sche´ma de la de´monstration. L’ide´e principale est de de´former continuˆment la me´trique sur Σmod
et T1Σmod pour amener tout le flot ge´ode´sique au voisinage du segment reliant les images des points
i et j de H . En contractant la direction stable du flot, les orbites viennent alors s’accumuler sur un
patron, qui se trouve eˆtre le patron ge´ome´trique de Lorenz.
Pour plus de de´tails, nous renvoyons a` [24], et a` [25] ou` l’on trouvera des repre´sentations anime´es
tre`s spectaculaires.
EXEMPLE 4.17. Revenons au cas des ide´aux de Z[2
√
6] . On a vu qu’il y a trois classes d’ide´aux,
dont trois repre´sentants sont
〈
1, 5+ 2
√
6
〉
,
〈
2, 4+ 2
√
6
〉
et
〈
3, 4+ 2
√
6
〉
. Les trois nœuds modulaires
associe´s sont les nœuds correspondants aux mots X8Y,X4Y2 et X2YXY . Notre e´tude des nœuds de
Lorenz et la correspondance de Ghys montrent que ceux-ci sont respectivement un nœud trivial, un
nœud trivial, et un nœud de tre`fle.
4.6 NŒUDS DE LORENZ ET CLASSES D’IDE´AUX
On a maintenant une application naturelle associant a` une classe d’ide´aux dans un ordre d’un corps
quadratique une unique classe de mots en X et Y , de´finis a` permutation circulaire des lettres et a`
e´change des caracte`res X et Y pre`s. Or on ne change pas un nœud de Lorenz en e´changeant tous
les caracte`res L et R dans le mot de Lyndon associe´ : cela correspond a` une rotation autour de l’axe
passant par le centre du patron et e´changeant les deux points critiques, ou encore a` une rotation de
180◦ de la tresse de Lorenz autour d’un axe vertical. On a donc une bijection entre classes d’ide´aux
dans certains corps quadratiques et nœuds de Lorenz, modulo syme´trie du patron. La question est alors
de savoir si l’existence de cette bijection a des conse´quences inte´ressantes.
Celles-ci pourraient venir de la structure de groupe qui existe naturellement sur les classes d’ide´aux
dans un corps quadratique. Pre´cise´ment, soit Q[α] un corps quadratique, O son anneau des entiers,
o un ordre d’indice n dans O , et I1 et I2 deux ide´aux de o . Alors la classe de l’ide´al I1I2 ne de´pend
pas du choix de I1 et I2 dans leurs classes respectives. Par conse´quent, l’ope´ration de multiplication
est bien de´finie sur les classes d’ide´aux. On ve´rifie facilement que la classe des ide´aux principaux est
un e´le´ment neutre pour cette ope´ration, donc l’ensemble des classes d’ide´aux forme un monoı¨de. De
plus, toute classe contenant au moins un ide´al I dont la norme N(I) est premie`re avec l’indice n
admet un inverse pour la multiplication, c’est-a`-dire qu’il existe I ′ tel que II ′ est un ide´al principal,
voir [10, p. 122]. L’ensemble de ces classes est stable par produit, par conse´quent l’ensemble des
classes contenant au moins un ide´al I dont la norme est premie`re avec n forme un groupe, appele´
groupe des classes de l’ordre o .
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EXEMPLE 4.18. Revenons une dernie`re fois aux ide´aux de Z[2
√
6] . L’ide´al 〈1, 5+ 2√6〉 est
principal, c’est donc un repre´sentant de la classe des ide´aux principaux. Pour ce qui est de
〈
2, 4+ 2
√
6
〉
,
on ve´rifie facilement que tout e´le´ment de sa classe a une norme qui est multiple de 2. Or l’indice
de Z[2
√
6] dans Z[
√
6] est 2, donc la classe de
〈
2, 4+ 2
√
6
〉
n’appartient pas au groupe des classes
de Z[2
√
6] . De fait, on ve´rifie l’e´galite´
〈
2, 4+ 2
√
6
〉2
= 〈2〉 〈2, 4+ 2√6〉 , donc, si cette classe e´tait
dans le groupe des classes, elle en serait l’e´le´ment neutre. Or cette position est de´ja` occupe´e par la
classe des ide´aux principaux. Quant a` 〈3, 4+ 2√6〉 , sa norme est 3, qui est premier a` 2 , donc sa
classe appartient au groupe des classes. Le groupe des classes de Z[2
√
6] est donc Z/2Z . Notons que,
dans la correspondance de Ghys, le nœud associe´ a` l’e´le´ment neutre est le nœud trivial et le nœud
associe´ a` l’autre e´le´ment est le nœud de tre`fle.
Pour un autre exemple, conside´rons les matrices de trace 22 et de de´terminant 1. L’ordre associe´
est Z[2
√
30] , qui compte six classes d’ide´aux, correspondant aux matrices X20Y , X10Y2 , X5Y4 , X6YXY ,
X4YX2Y et X2YX2Y2 . Les nœuds associe´s sont le nœud trivial pour les trois premie`res classes, le nœud
de tre`fle pour les deux suivantes, et le nœud torique T(5, 2) pour la dernie`re. Le groupe des classes
de Z[2
√
30] a quatre e´le´ments, car les classes correspondant aux mots X10Y2 et X4YX2Y ne sont
pas inversibles. Ce groupe est le groupe de Klein (Z/2Z)2 . Vis-a`-vis de la correspondance de Ghys,
l’e´le´ment neutre a pour nœud associe´ le nœud trivial, et les trois autres e´le´ments du groupe sont associe´s
respectivement au nœud trivial, au nœud de tre`fle et au nœud T(5, 2) .
4.7 DEUX RE´SULTATS NOUVEAUX
Comme on a associe´ a` chaque classe d’ide´aux un nœud de manie`re canonique, la question se pose
naturellement de savoir si la multiplication du groupe des classes d’ide´aux a un pendant du coˆte´ des
nœuds, c’est-a`-dire si on peut de´finir directement une ope´ration de multiplication des nœuds et, par
exemple, mieux comprendre les observations de l’exemple 4.18. Les seules re´ponses connues a` ce jour,
tre`s partielles, sont les re´sultats suivants, qui semblent nouveaux.
Le premier re´sultat de´crit comple`tement le sous-groupe du groupe des classes d’ide´aux forme´ par
les classes associe´es au nœud trivial. On note ∧ l’ope´ration de pgcd de deux entiers et ∨ leur ppcm.
THE´ORE`ME 4.19. Soit t > 2 un entier, α une racine du polynoˆme x2 − tx + 1 , et G le groupe
des classes associe´ a` l’ordre Z[α] . L’ensemble des e´le´ments de G associe´s au nœud trivial forme
un sous-groupe G0 de G qui est isomorphe a` (Z/2Z)d−1 ou` d est le nombre de diviseurs premiers
de t− 2 . Les matrices correspondant aux e´le´ments de G0 sont de la forme XmYm′ avec mm′ = t− 2
et m ∧m′ = 1 . Exprime´e en termes de matrices, la multiplication de G0 est donne´e par la formule
Xm1 Y (t−2)/m1 · Xm2 Y (t−2)/m2 = Xm3Y (t−2)/m3 , avec m3 = m1 ∨ m2
m1 ∧ m2 .
De´monstration. Le nœud trivial e´tant le seul nœud obtenu comme cloˆture d’une tresse a` un brin,
c’est le seul nœud de Lorenz de pas 1. Par conse´quent, les orbites triviales du flot de Lorenz sont
exactement celles qui sont associe´es aux mots de la forme XmYm′ .
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Comme inverser dans le groupe des classes revient a` transposer la matrice, les classes correspondant
aux mots XmYm
′
et Xm
′
Ym sont inverses l’une de l’autre. Or ces classes coı¨ncident, puisqu’au niveau
des ide´aux l’e´change des caracte`res X et Y et la permutation circulaire des lettres ne modifient pas la
classe. Par conse´quent, ces classes sont d’ordre 2 dans le groupe des classes G .
L’ordre associe´ aux matrices de trace t est Z[α] , ou` α = −t+
√
t2−4
2 , et l’ide´al associe´ a` la
matrice XmYm′ , c’est-a`-dire la matrice
(
1 m
m′ 1+ mm′
)
, est 〈m, α− 1〉 . D’apre`s [8, p. 220], la forme
quadratique associe´e est mx2 +mm′xy+m′y2 , et, d’apre`s la proposition 5.2.5 de [8], la condition pour
qu’un ide´al soit inversible est que les coefficients de la forme quadratique associe´e soient premiers
entre eux, soit, dans le cas pre´sent, m ∧ m′ = 1. Les nœuds triviaux apparaissant dans le groupe des
classes correspondent donc aux mots de la forme XmYm′ , avec mm′ = t − 2 et m ∧ m′ = 1.
Il reste a` ve´rifier la stabilite´ par produit des e´le´ments associe´s a` des nœuds triviaux, et la forme
explicite du produit annonce´e. Calculant au niveau des ide´aux, on trouve
〈m1, α− 1〉 · 〈m2, α− 1〉
=
〈
m1m2,m1(α− 1),m2(α− 1), α2 − 2α+ 1
〉
= 〈(m1 ∧ m2)(m1 ∨ m2), (m1 ∧m2)(α− 1), (t− 2)α〉
= (m1 ∧m2)
〈
m1 ∨ m2, α− 1, t − 2
m1 ∧m2 α
〉
.
Les diviseurs de t − 2 se divisent en quatre cate´gories : ceux qui ne divisent ni m1 ni m2 dont nous
noterons le pgcd p−− , ceux qui divisent m1 et pas m2 dont nous noterons le pgcd p+− , ceux qui
divisent m2 et pas m1 dont nous noterons le pgcd p−+ , et ceux qui divisent m1 et m2 dont nous
noterons le pgcd p++ . On a alors
m1 ∨ m2 = p−+p+−p++ et t − 2
m1 ∧ m2 = p−−p−+p+−,
d’ou` (m1 ∨ m2) ∧ t − 2
m1 ∧ m2 = p−+p+− =
m1 ∧ m2
m1 ∨ m2 . On en de´duit
(m1 ∧m2)
〈
m1 ∨ m2, α− 1, t − 2
m1 ∧m2α
〉
= (m1 ∧ m2)
〈
m1 ∧ m2
m1 ∨ m2 , α− 1
〉
.
Ce dernier ide´al est dans la meˆme classe que
〈
m1 ∧ m2
m1 ∨ m2 , α− 1
〉
, dont la matrice ide´ale est
X
m1∨m2
m1∧m2 Y (t−2)
/
m1∨m2
m1∧m2 .
Notre seconde observation est un re´sultat de syme´trie tre`s simple. Si w est un mot (de Lyndon),
on appelle miroir de w le mot obtenu en renversant l’ordre des lettres de w .
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PROPOSITION 4.20. Pour tout mot de Lyndon w , les nœuds de Lorenz correspondants a` w et a`
son miroir sont les meˆmes.
De´monstration. Transpose´ en termes de nœuds modulaires, l’e´nonce´ devient : les nœuds sur le
fibre´ unitaire tangent a` la surface modulaire T1Σmod qui correspondent au parcours dans un sens et
dans l’autre d’une ge´ode´sique pe´riodique de la surface modulaire Σmod sont les meˆmes. Or, vis-a`-vis
de la me´trique riemannienne g introduite au de´but de la section, l’involution de T1Σmod qui associe au
vecteur tangent v de T1xΣmod le vecteur −v de T1xΣmod est une isome´trie de T1Σmod 23 ), qui pre´serve
l’orientation. Par conse´quent, elle envoie tout lacet sur un lacet isotope, et les nœuds associe´s coı¨ncident.
Ce re´sultat montre l’inte´reˆt de la correspondance de Ghys et du lien entre nœuds de Lorenz et
nœuds modulaires. Sur le patron de Lorenz, une seule involution naturelle apparaıˆt, a` savoir la syme´trie
par rapport a` l’axe du patron, qui correspond a` la syme´trie par rapport a` la premie`re diagonale sur les
diagrammes de Young associe´s. La proposition 4.20 re´ve`le une autre syme´trie sur les orbites du flot de
Lorenz, naturelle dans le langage du fibre´ tangent T1Σmod a` la surface modulaire, mais cache´e sur le
patron de Lorenz. Par exemple, elle montre que les orbites associe´es aux mots de Lyndon LLRRLRRR
et LLRRRLRR , correspondant aux tableaux comple´te´s et , sont isotopes.
EXEMPLE 4.21. Comme dernie`re illustration, conside´rons les nœuds associe´s a` des matrices de
trace 40. L’ordre associe´ est Z[−20+ 3√11] . Un logiciel de calcul alge´brique, comme par exemple
PARI/GP 24 ), fournit la structure du groupe des classes associe´, ici Z/2Z×Z/4Z , et des repre´sentants
des classes associe´es a` chaque e´le´ment. En termes de matrices, les huit e´le´ments du groupe des classes
d’ide´aux de l’ordre Z[−20+ 3√11] sont les suivants.
G = Z/2Z× Z/4Z (·, ¯0) (·, ¯1) (·, ¯2) (·, ¯3)
(¯0, ·) X38Y X3Y3X2Y XYXY12 X3YX2Y3
(¯1, ·) X19Y2 X2Y7XY X5YX4Y X2YXY7
Traduit en termes de nœuds de Lorenz via la correspondance de Ghys, ce tableau devient :
G = Z/2Z× Z/4Z (·, ¯0) (·, ¯1) (·, ¯2) (·, ¯3)
(¯0, ·)
(¯1, ·)
23 ) En fait, c’est meˆme une rotation d’angle pi par rapport a` l’axe constitue´ des vecteurs tangents au point i .
24 ) http ://pari.math.u-bordeaux.fr/
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On peut y voir illustre´s les re´sultats des the´ore`mes 4.19 et 4.20. D’abord, comme 40 admet deux diviseurs
premiers distincts, les nœuds triviaux forment un sous-groupe isomorphe a` Z/2Z , qui correspond a` la
colonne (·, ¯0) du tableau. Par ailleurs, les colonnes (·, ¯1) et (·, ¯3) correspondent a` des e´le´ments oppose´s
dans le groupe, et on voit que, sur chaque ligne, les nœuds correspondants sont en effet les meˆmes.
5. QUELQUES QUESTIONS OUVERTES
Nous terminerons ce tour d’horizon des nœuds de Lorenz par quelques-unes des multiples questions
ouvertes les concernant.
5.1 CODAGE PAR LES MOTS DE LYNDON ET LES DIAGRAMMES DE YOUNG
On a vu dans la section 1 comment tous les nœuds de Lorenz peuvent eˆtre code´s par des mots
de Lyndon, ou, de fac¸on presque e´quivalente, par des diagrammes de Young. Ces codages ne sont pas
injectifs : meˆme minimaux, deux mots de Lyndon distincts peuvent coder le meˆme nœud de Lorenz
et, de meˆme, deux diagrammes de Young (non comple´te´s) distincts peuvent coder le meˆme nœud de
Lorenz. Reconnaıˆtre quand deux mots de Lyndon, ou deux diagrammes de Young, codent le meˆme nœud
de Lorenz est une question pour le moment difficile. On a vu dans le corollaire 2.24 que le genre du
nœud de´termine le nombre de cases du diagramme de Young, mais bien suˆr pas le diagramme complet.
Par exemple, on ve´rifie facilement que la tresse de Birman-Williams associe´e au deux diagrammes de
Young [3, 3, 2] et [4, 4] est la meˆme, et donc les nœuds de Lorenz associe´s coı¨ncident.
QUESTION 2. Existe-t-il un algorithme permettant de de´terminer quand deux diagrammes de Young
codent le meˆme nœud de Lorenz ?
La section 3.5 et l’article [4] donnent une reformulation plus ge´ne´rale.
QUESTION 3. Existe-t-il un algorithme permettant de de´terminer quand deux T -nœuds sont isotopes ?
Une premie`re e´tape pourrait consister a` de´montrer la proprie´te´ suivante, qui a e´te´ ve´rifie´e sur un
grand nombre d’exemples.
CONJECTURE 5.1 ([4]). Soit b et b′ deux tresses de Birman-Williams associe´es a` deux orbites
pe´riodiques isotopes du flot de Lorenz. Alors b et b′ sont conjugue´es dans Bt , ou` t est le pas commun
de ces orbites.
56 PIERRE DEHORNOY
5.2 NŒUDS SATELLITES
Avec le the´ore`me 2.11, on a obtenu une description comple`te de ceux des nœuds de Lorenz qui sont
satellites d’un nœud de Lorenz. Par contre, on n’a pas de caracte´risation ge´ne´rale de tous les nœuds
de Lorenz qui sont des nœuds satellites. Il semblerait en fait que seule la situation du the´ore`me 2.11
soit possible.
CONJECTURE 5.2 (H. Morton, communication personnelle). Tout nœud de Lorenz qui est un nœud
satellite est un caˆblage sur un nœud de Lorenz, selon le sche´ma de la proposition 2.7.
Un important re´sultat de W. Thurston [48] montre que tout nœud qui n’est ni torique, ni satellite est
hyperbolique. Notons qu’une solution positive a` la conjecture 5.2 permettrait de de´terminer pre´cise´ment
quels nœuds de Lorenz sont des nœuds satellites, et, de la`, par comple´ment, quels nœuds de Lorenz
sont hyperboliques.
Dans la ligne´e de la question 2, il est e´galement naturel de chercher a` reconnaıˆtre le type d’un
nœud de Lorenz a` partir d’un diagramme de Young le codant.
QUESTION 4. Existe-t-il un algorithme qui, a` partir d’un diagramme de Young codant un nœud
de Lorenz K , de´termine le type du nœud torique associe´ si K est torique, et la suite des cablaˆges
successifs si K est satellite ?
5.3 INVARIANTS POLYNOMIAUX ET VOLUME HYPERBOLIQUE
Il semble que les polynoˆmes d’Alexander ou de Jones des nœuds de Lorenz soient particulie`rement
simples. Les simulations nume´riques de [13] montrent que les coefficients du polynoˆme d’Alexander
d’un nœud de Lorenz donne´ comme cloˆture d’une tresse, tout comme ceux de leurs polynoˆmes de
Jones, sont tre`s petits compare´s a` ceux de la cloˆture d’une tresse ale´atoire de meˆme taille.
QUESTION 5. La petitesse observe´e des coefficients des polynoˆmes d’Alexander, de Jones, et
HOMFLY associe´s aux nœuds de Lorenz est-elle un phe´nome`ne ge´ne´ral, et peut-on l’expliquer ?
Comment se re´partissent les racines des polynoˆmes d’Alexander et de Jones dans le plan complexe ?
Une réponse partielle pour la répartition des racines du polynôme d’Alexander est donnée dans [14],
mais rien n’est dit sur les coefficients. Dans [4], J. Birman et I. Kofman ont calcule´ les volumes
hyperboliques des comple´mentaires d’un certain nombre de nœuds de Lorenz hyperboliques. Comme
dans le cas des coefficients des invariants polynomiaux, il apparaıˆt que ce volume prend des valeurs
e´tonnamment petites.
QUESTION 6. Peut-on borner supe´rieurement le volume hyperbolique des nœuds de Lorenz qui sont
hyperboliques en fonction de la taille d’une tresse de Birman–Williams les repre´sentant ?
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Par ailleurs, il se trouve que, parmi les cent nœuds hyperboliques de plus petit volume, plus de la
moitie´ sont des nœuds de Lorenz. Une explication de cette observation e´tonnante serait bienvenue.
5.4 CORRESPONDANCE DE GHYS ET NŒUDS MODULAIRES
Le lien entre les nœuds de Lorenz et l’arithme´tique par le biais du groupe des classes d’ide´aux
associe´ a` un ordre sur un corps quadratique est fascinant, mais encore tre`s incomple`tement compris.
Les propositions 4.19 et 4.20 semblent n’eˆtre que les parties e´merge´es d’un analogue du groupe des
classes qui serait de´fini sur les nœuds modulaires, donc, de fac¸on e´quivalente, sur les nœuds de Lorenz.
QUESTION 7. Peut-on de´finir directement au niveau des nœuds modulaires, ou des nœuds de
Lorenz, une multiplication (de´pendant de α ) qui induise la structure de groupe associe´e sur les nœuds
correspondant au groupe de classes d’ide´aux de Z[α] ?
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