Adaptive solution of infinite linear systems by Krylov subspace methods  by Favati, P. et al.
Journal of Computational and Applied Mathematics 210 (2007) 191–199
www.elsevier.com/locate/cam
Adaptive solution of inﬁnite linear systems by
Krylov subspace methods
P. Favatia, G. Lottib, O. Menchic,∗, F. Romanic
aIIT-CNR Via G. Moruzzi 1, 56124 Pisa, Italy
bMathematics Department, Parma University, Via M. D’Azeglio 85, 43100 Parma, Italy
cComputer Science Department, Pisa University, Largo B. Pontecorvo 2, 56127 Pisa, Italy
Received 1 July 2005; received in revised form 29 March 2006
Abstract
In this paper we consider the problem of approximating the solution of inﬁnite linear systems, ﬁnitely expressed by a sparse
coefﬁcient matrix. We analyse an algorithm based on Krylov subspace methods embedded in an adaptive enlargement scheme. The
management of the algorithm is not trivial, due to the irregular convergence behaviour frequently displayed by Krylov subspace
methods for nonsymmetric systems. Numerical experiments, carried out on several test problems, indicate that the more robust
methods, such as GMRES and QMR, embedded in the adaptive enlargement scheme, exhibit good performances.
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1. Introduction
This paper deals with the solution of linear systems
Ax = b, (1)
where the inﬁnite size matrix A and vector b are ﬁnitely expressed and bounded in a normed linear space S. The spaces
we consider here are S = l∞, where ‖x‖∞ = sup |xi |, and S = l1, where ‖x‖1 = ∑ |xi |. The rationale behind the
paper is to ﬁnd a steady-state solution of certain Markov chains [2,14]. In this context, many different problems are
modelled as inﬁnite systems of linear equations. Examples of inﬁnite linear systems also arise from the discretization
of partial differential problems on unbounded domains [10,11]. Typically the matrix A is sparse, often with a block
band structure.
The standard approach for solving (1), which we call one-shot scheme, computes the solution ŷN of the system
AN y = bN , where N is a large integer and AN is the leading N × N principal submatrix of A. This approach is based
on the hypothesis that the inﬁnite vector ŷ, obtained by completing ŷN with zeros, approximates a solution x̂ of (1).
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The sparseness of the matrix suggests the use of iterative methods. Let yi be the vector computed at the ith iteration. The
stopping criterion usually implemented compares the residual ‖bN − AN yi‖ with a tolerance N . The right tolerance
N is difﬁcult to estimate a priori, since it should not be too small compared with the inevitable and unknown global
residual norm gN = ‖b − Ây‖.
In this paper we present an adaptive strategy, similar to the one proposed in [5], which we call enlargement scheme,
and whose general framework is given in Section 2. The idea of enlargement for solving a system with an inﬁnite
number of equations goes back to Poincaré (1886), a classical book on this subject is [12]. It is based on a sequence of
truncated systems of increasing size: at each step a system is solved by an iterative method using as the initial vector
the approximation of the solution computed at the previous step. The iterative methods considered here are the Krylov
subspace methods. In [5], the Gauss–Seidel method was used to solve the truncated systems and the possibility of
substituting it with a more efﬁcient Krylov subspace method was mentioned. This modiﬁcation is not trivial, since
Krylov subspace methods for nonsymmetric systems frequently show an irregular convergence behaviour.
The idea on which the enlargement scheme relies is that the ﬁrst components of the inﬁnite solution of (1), which
are typically the largest ones, should be approximated ﬁrst, when the cost of the iteration is lower. This requires the
iterative method to take advantage of a starting point which is closer to the solution. In order to analyse how a Krylov
subspace method is inﬂuenced by the closeness of the starting point to the solution, a proximity property is introduced
in Section 3. Also the choice of the tolerance, used at each step in the stopping criterion, is based on this property (see
Section 4). The numerical experiments of Section 5, conducted with different methods over a wide range of problems,
show that the resulting algorithm is effective, even though the convergence is not guaranteed from a theoretical point
of view.
The proposed strategy has the following features:
• the tolerance sequence can be generated adaptively,
• the choice of the termination criteria (ﬁnal tolerance and/or ﬁnal problem size) does not affect the evolution of
the algorithm,
• the process can be interrupted at the end of each enlargement step and the intermediate results can be reused later
in a different run.
2. The enlargement scheme
Let nk be an increasing sequence of integers. Let A(k) be the leading nk × nk principal submatrix of A, which we
assume to be nonsingular for any k. The scheme consists of approximating the solutions of the sequence of truncated
systems
A(k)y = b(k), k = 1, 2, . . . (2)
by an iterative method. We assume that:
(a) A has at most > 0 nonzero elements in each row,
(b) problem (1) has a solution x̂, such that limi→∞ x̂i = 0 and that ‖̂x‖ is ﬁnite,
(c) the sequence ŷ(k) of inﬁnite vectors, obtained by completing with zeros the solutions y(k) of (2), converges in
norm to x̂, i.e., limk→∞‖(k)‖ = 0, where (k) = x̂ − ŷ(k).
For example, the following hypotheses on A and b (see [5]) guarantee, together with (a) and (b), such a convergence
and are always satisﬁed by stochastic problems:
(c′) A is column-wise diagonally dominant, with positive elements on the diagonal and nonpositive elements outside,
(c′′) the right-hand side b and the solution x̂ are nonnegative.
The hypothesis that the number of nonzero elements in each row of A is bounded from above by a constant also has
a practical implication, guaranteeing that matrices A(k) are sparse, hence tractable at very large dimensions.
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i
), for k = 1, . . . , 5, obtained by applying an iterative method until condition (3) holds. Case (C.1) on the left, case (C.2)
on the right.
The kth global residual norm is deﬁned as g(k)=‖b−Ây(k)‖=‖A(k)‖ and veriﬁes limk→∞ g(k)=0.The convergence
of the iterative method used for solving (2) is monitored through the local residual norm (k)i by the stopping condition

(k)
i = ‖b(k) − A(k)y(k)i ‖k , (3)
where y(k)i is the vector computed at the ith iteration and k is a suitable tolerance. The choice of sequence k is the
main feature of the enlargement scheme, because a strictly decreasing sequence k , chosen without taking into account
the characteristics of the problem, might not guarantee the convergence of y(k)i to y(k). In fact, a vector y
(k)
i satisfying
(3) can differ from y(k) by an error increasing with k, since ‖y(k) − y(k)i ‖‖A(k)−1‖(k)i . Indeed, when dealing with
inﬁnite size problems, a decreasing sequence of residual norms can be associated with an increasing sequence of errors,
as shown by the following example. To guarantee that a correct numerical approximation of x̂ can be achieved by
controlling the residual norm, the sequence k should verify limk→∞‖A(k)−1‖k = 0.
Example. Let S = l∞. Let A be the tridiagonal matrix with elements ai,i = 2 and ai,j = −1 for |i − j | = 1 and
let b = Âx, where x̂i = 1/i. For any k the solution y(k) of (2) has components y(k)i = x̂i − i/(nk + 1)2, hence
limk→∞‖(k)‖∞ = limk→∞ 1/(nk +1)=0. The global residual norm is g(k) ∼ 2/n2k . Let us now set k =1/npk for p ∈
{1, 2, 3} and approximate vector y(k) with the vector y˜(k) whose components are y˜(k)i =y(k)i +(i2−(nk+1)i)/(2npk ).The
local residual norm is 1/npk and ‖y(k) − y˜(k)‖∞ ∼ n2−pk /8. If p=1 or p=2, in spite of limk→∞k =0, the sequence˜y(k)
is a very poor approximation of y(k) for k → ∞ and only p = 3 ensures a good approximation of y(k). The reason for
this behaviour lies in the increasing ill conditioning of matrices A(k), since ‖A(k)−1‖∞ ∼ n2k/8 and only the choice
k = 1/n3k ensures a good approximation of y(k).
At the kth enlargement step y(k) is approximated by a vector y˜(k) obtained by applying an iterative method. As a
starting point at the (k + 1)th enlargement step we take y˜(k) completed by ﬁlling zeros, that is
y(k+1)0 =
[
y˜(k)
0
]
, k1. (4)
Denoting c(k) = b(nk + 1 : nk+1), B(k) = A(nk + 1 : nk+1, 1 : nk) and k = ‖B(k)A(k)−1‖, for (3) the initial local
residual norm is

(k+1)
0 = ‖b(k+1) − A(k+1) y(k+1)0 ‖ =
∥∥∥∥
[
b(k) − A(k) y˜(k)
c(k) − B(k) y˜(k)
]∥∥∥∥ 
∥∥∥∥
[
k
g(k) + kk
]∥∥∥∥ .
Then k and g(k) + kk should converge to zero with the same order of g(k). We can identify two cases:
(C.1) the sequence k is upper bounded by a constant  (for example when A is column-wise diagonally dominant
[8]). In this case k should be chosen of the same order of g(k) (see Fig. 1 left).
(C.2) lim supk→∞ k = ∞. In this case if k is chosen of the same order as g(k), then (k+1)0 is of a greater order than
g(k). This implies that when the size is increased, the initial local residual norm can increase substantially (see
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Fig. 1 right). The request limk→∞ kk = 0 guarantees the convergence to zero of the sequence (k+1)0 but can
be very expensive for fast growing k .
The selected methods: Quoting from [1] “many iterative methods have been developed and it is impossible to cover
them all”.We decided to select only the Krylov subspace methods covered in [1], i.e., GMRES (in the restarted version
GMRES(20)), BiCG, QMR, CGS and Bi-CGSTAB, and to implement them according to the pseudocodes listed there.
In particular, no look-ahead strategy is implemented in order to avoid the breakdowns due to the fact that the Krylov
subspace cannot be expanded any further. For GMRES, this type of breakdown signals that the exact solution has been
found. For the other methods the literature suggests restarting when this happens. From this point of view the size
increase in our enlargement scheme allows more ﬂexibility since, whenever a breakdown occurs, an automatic restart
is performed by enlarging the size. Hereafter, the selected methods are referred to asK methods.
For comparative purposes only, two more methods are used to solve systems (2): CGNR, which applies the conjugate
gradient to the normal equations, and the classical Gauss–Seidel method (GS).
3. The proximity property
The efﬁciency of the enlargement scheme depends on how much the iterative method used to solve (2) beneﬁts from
a starting point closer to the solution. In this context the “closeness” of a point to the solution is measured by the
corresponding residual norm.
Let the linear system H z = c be solved by an iterative method starting with an initial point z0 and converging to
solution ẑ. Let r0 = c−H z0 be the starting residual. In general the answer to the question: “does a smaller ‖r0‖ always
result in a smaller number of iterations to achieve a ﬁxed tolerance?” may be negative (as in the case of aK method,
which is scale-invariant, i.e., its convergence behaviour relies on the direction of r0, and not on its norm). This question
is crucial for the effectiveness of the enlargement scheme. We deal with it in a probabilistic setting, where we deﬁne a
proximity property which should be enjoyed by the iterative method used to solve (2).
Deﬁnition. Let m be the size of H . Let s be a random variable uniformly distributed on Rm with ‖s‖ = 1. Consider
a starting vector z0 = ẑ + s/‖H s‖, where  is a parameter. Then ‖r0‖ = . Let f(z0) be the smallest number i of
iterations required to obtain ‖ri‖/‖r0‖, where ri is the residual at the ith iteration.We say that the method enjoys the
proximity property for the system H z=c if for any < 1 the mean value (f(z0)) is independent from the parameter .
In other words a method enjoys the proximity property if the mean number of iterations required to achieve a ﬁxed
tolerance decreases when  decreases. We are interested in investigating whether aK method enjoys the proximity
property. For GMRES and QMR methods we expect a positive answer, since for a diagonalizable matrix H the relation
‖ri‖2 / ‖r0‖2qi(H) holds, where qi(H) is independent of the norm of r0 (see [13, Theorems 6.15 and 7.1]). For the
otherK methods such a simple result does not hold.
We use a statistical approach to perform the investigation. EachK method is applied to each problem of Section
5 with size 2500 in order to reduce the initial residual norm  to a ﬁnal residual norm by different constant factors .
Different levels j are chosen for , and 1000 starting points z
(j,h)
0 , h= 1, . . . , 1000, are generated for each j . When
the method does not appear to converge or a breakdown occurs (this happens in 5% of the cases for GMRES and QMR
and in 25% of the cases for the other methods) the observation is discarded.
The null hypothesis subjected to the test is the following: there is no difference among the means (f(z(j,h)0 )) of the
samples originating from the different levels j of . The nonparametric Kruskal–Wallis test [9] has not rejected the
null hypothesis, i.e., there is no evidence that the means depend on . Hence we are conﬁdent thatK methods enjoy
the proximity property, although for BiCG, Bi-CGSTAB and CGS there is only a limited set of observations accepted
for certain problems. Further evidence that the proximity property holds for these methods as well, can be seen from
the experiments of Section 5.
4. The practical adaptive strategy
Clearly, a practical adaptive strategy embedded in the enlargement scheme cannot rely on the knowledge of the global
residual norms g(k). An efﬁcient practical stopping condition can be devised by exploiting the proximity property,
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requiring the vector y˜(k), computed at the kth step, to minimize in the least squares sense the initial residual norm for
the (k + 1)th step, i.e.,[
y˜(k)
0
]
= argmin
v∈Rm
∥∥∥∥b(k+1) − A(k+1)
[
v
0
]∥∥∥∥
2
= argmin
v∈Rm
∥∥∥∥
[
b(k) − A(k) v
c(k) − B(k) v
]∥∥∥∥
2
,
where m= nk . In this way the vector y(k+1)0 would be the closest starting point for the (k + 1)th system (2). Vector y˜(k)
solves the linear system
A(k)
T
A(k)v = A(k)Tb(k) + (v) where (v) = B(k)T(c(k) − B(k)v).
We can interpret (v) as a noise vector and solve this system by applying the techniques usedwhen dealingwith ill-posed
problems. Thus we approximate y˜(k) by computing a regularized solution of the system A(k)TA(k)v = A(k)Tb(k) by
means of an iterative method which enjoys the semiconvergence property and using the so-called discrepancy principle
as a stopping criterion (see for example [7, p. 179]), which suggests that the iteration should be terminated as soon
as the residual computed at the ith iteration satisﬁes ‖A(k)T(b(k) − A(k)vi )‖ ∼ i , where i = ‖(vi )‖. Unlike what
happens in classical reconstruction problems, where the norm of the noise remains constant during the iteration, here
the quantity i depends on vi . If i is bounded from below, the iteration should be stopped as soon as i levels off and
the following condition holds:
	1(vi )	2(vi ) where 	1(vi ) = ‖A(k)T(b(k) − A(k)vi )‖, 	2(vi ) = ‖B(k)T(c(k) − B(k)vi )‖.
Thus a practical stopping criterion for our enlargement scheme can be derived by replacing the vectors vi with the y(k)i
computed at the kth enlargement step and checking the condition	1(y(k)i )	2(y
(k)
i ) at each iteration.To avoid increasing
the cost, we suggest the following heuristic strategy which applies the condition only once at each enlargement step:
(i) At the kth step set k = 0.8 k−1. (1 is given).
(ii) Apply theK method until condition (3) is veriﬁed, say at the j th iteration.
(iii) Compute 	1 = 	1(y(k)j ) and 	2 = 	2(y(k)j ).
(iv) If 	1	2 stop the iteration, otherwise redeﬁne k = k 	2/	1 and go on with the iteration until condition (3) is
veriﬁed.
The new value assigned to k in (iv) is based on the hypothesis that when the residual norm is sufﬁciently decreased,
the behaviour of 	1(y(k)i ) is almost linear, i.e. 	1(y
(k)
i ) ∼ ‖A(k)T‖ (k)i , and 	2(y(k)i ) does not vary much. Factor 0.8 is
introduced in (i) to guarantee the overall convergence. The numerical experiments of Section 5 show that this heuristic
strategy is effective.
5. Numerical experiments
5.1. Test problems
Numerical experiments are performed on a set of nonsymmetric test problems including differential, artiﬁcial and
stochastic problems. For problems (B), (C) and (D) the components x̂i of the solution are randomly generated with
decay i−q . In general g(k) converges to zero faster for higher values of q. The values of the parameters for each problem
are chosen in such a way as to ensure column-wise diagonal dominance. They are listed in Table 1. The structures of the
coefﬁcient matrices are shown in Fig. 2. Two quantities are characteristic of each problem: the number of achievable
digits at the largest considered size n10 = 32 × 104, i.e., dmax = −log10‖(10)‖2, and the ﬁnal global residual norm,
measured by gmax = −log10g(10). These quantities are shown in Table 2.
Exterior problems: Problems (A) are obtained from the exterior Dirichlet problem
u − 4q2
(x2 + y2)−1 u = 4q2(
− 1)(x2 + y2)−(q+1) for (x, y) /∈,
u = (x2 + y2)−q for (x, y) ∈ ,
lim‖(x,y)‖→∞ u(x, y) = 0,
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Table 1
Values of the parameters in the test problems
Problem q 
 Problem q 
 Problem q 
   
A1 2 10 B1 2 10−4 C1 3 0.1 0.1 0.15 0.4
A2 1 102 B2 2 10−3 C2 2 0.25 0.08 0.2 0.02
B3 1 10−3 C3 1 0.1 0.1 0.15 0.4
v  q 
    Problem 
1 
2
D1 3 3 0.1 0.2 0.3 0.4 E1 0.45 0.45
D2 10 2 0.1 0.2 0.3 0.4 E2 0.64 0.32
D3 3 1 0.4 0.3 0.2 0.1 E3 0.64 0.34
Fig. 2. Matrices of the test problems. From left to right: problems (A), (C), (D), (E).
where  is the square [−1, 1]2,  is its boundary and 
 	= 0. The domain discretization is performed on concentric
square frames using the second order central-difference formula modiﬁed to take into account the increasing distance
among the nodes. The resulting matrix is block tridiagonal. The size of the principal blocks varies between 29 and 210.
Tridiagonal Toeplitz problems: In problems (B) the nonzero elements of A are ai,i−1 = 
− 1, ai,i = 2, ai,i+1 = −1,
with 
 	= 0.
Artiﬁcial problems: In problems (C) and (D) matrix A is block tridiagonal, with the blocks of the ith block row
denoted by R(i), I (i+1), S(i+1). For problems (C) the size of I (i) is 2i−1. The nonzero elements of blocks R(i) and S(i)
are
r
(i)
11 = −(
+ ), r(i)21 = −
, s(i)11 = −(+ ), s(i)12 = −,
r
(i)
h−1,j = r(i)h,j = −
, s(i)j,h−1 = s(i)j,h = − for h = 2j, j = 2, . . . , 2i−1,
r
(i)
h,j = −, s(i)j,h = − for h = 
j/2, j = 2, . . . , 2i−1.
For problems (D) the size of I (i) is i and the nonzero elements of blocks R(i) and S(i) are
r
(i)
j+,j = −
, r(i)j,j = −, s(i)j,j = −, s(i)j,j+ = −, for j = 1, . . . , i.
Stochastic problems: Problems (E) concern the steady-state distribution of aMarkov process associatedwith a system
made up of one server and two queues. The jobs arrive at each queue according to a Poisson process with rates 
1
and 
2. After completion of the service of a job in a queue, the server starts another service at the same queue with
probability 12 when the queue is nonempty; otherwise the server switches to the other queue, see [2].
5.2. Reference and practical strategies
The experiments aim to validate the enlargement scheme with the practical adaptive strategy (PA) introduced in
Section 4. We investigate the effectiveness of the enlargement scheme, by comparing it with the one-shot scheme,
and the effectiveness of the adaptive strategy, by comparing it with a reference strategy based on purely theoretical
knowledge of the global residual norm g(k). Then, in addition to PA we consider a reference adaptive strategy (RA),
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Table 2
Characteristic quantities of the problems, quantities lpav and cav obtained by averaging on the algorithms, number of successes of each strategy
Problem dmax gmax lpav cav #PA #RA #PO
A1 13.19 13.54 1.81 620 4 5 5
A2 6.67 6.86 0.47 251 7 7 6
B1 8.90 12.25 1.60 2245 5 5 5
B2 8.90 11.30 0.83 372 7 7 7
B3 3.20 5.60 0.05 555 7 7 7
C1 13.82 14.27 2.48 27 3 3 5
C2 8.62 8.66 0.18 12 7 7 6
C3 2.36 2.93 0.29 36 7 6 7
D1 13.95 16.01 3.45 244 3 3 4
D2 8.43 10.18 0.97 216 7 6 7
D3 3.07 4.49 2.04 341 4 4 5
E1 14.49 15.86 9.04 2465 3 3 0
E2 8.95 11.93 6.94 3538 2 2 2
E3 3.93 7.19 3.38 4084 2 2 2
which applies the enlargement scheme with tolerance k chosen of the same order as g(k), and a practical one-shot
strategy (PO), which applies the one-shot scheme, with N = 10−15 and an additional control to stop the iterations
when the local residual norm no longer improves. In the adaptive strategies RA and PA, we set nk = 2nk−1, with
n1 = 625 and k = 1, . . . , 10. For the one-shot strategy we set N = n10. The three strategies are combined with the
ﬁveK methods, plus CGNR and the Gauss–Seidel method (GS) considered as comparison methods. Hence for each
problem 21 different algorithms are applied, where by the term algorithm we mean a method implemented according
to a strategy.
5.3. Performance measures
In order to compare the performances of the algorithms, we consider two measures. For each problem and each
algorithm let emax be the number of correct digits of the computed solution at the ﬁnal size. The ﬁrst measure is the
precision loss lp =dmax − emax. A large value for lp indicates that many digits have been lost. It typically occurs when
the convergence is very slow or when too many breakdowns occur. We assume that lp3 is acceptable. The second
measure is the computational cost cc, obtained by considering the number of matrix-vector products multiplied by the
current size (in the tables the quantity c = round(10−6 cc) is shown).
The results, averaged in different ways, are presented in two tables and one ﬁgure. Table 2 describes the characteristics
of each problem and the average difﬁculty encountered in solving it, by listing the quantities lpav and cav, obtained
by averaging lp and c on the 21 algorithms. The columns #PA, #RA and #PO list the number of successes, i.e., the
number of items for which the corresponding strategy gives results with lp3. For example, lp3 is achieved in only
14 out of 21 possible cases for problem A1. The last three columns highlight that the number of successes depends
only marginally on the strategy but more on the characteristics of the problems (decaying rate of the solution and norm
of the inverses).
Table 3 describes the average behaviour of the methods (varying the problems and the strategies) and of the strategies
(varying the problems and themethods). Column # gives the number of successes (lp3). The corresponding quantities
lp∗ and c∗ are computed by considering only the successes. (STAB stands for Bi-CGSTAB).
In Fig. 3 for any algorithm the point (cav, lpav) of the averaged measures is plotted. The averages are obtained
varying the problems and taking into consideration all the results, without any restriction on the precision loss. The
points corresponding to BiCG, CGS and Bi-CGSTAB implemented with all the strategies gather on the vertical axis,
due to a lack of robustness and low cost. CGNR with one-shot strategy is not shown on the plot because its cost is
greater than 10 000. The best results are included in the zoomed in rectangle.
Table 3 (right) conﬁrms that the three strategies have comparable precision loss. It also shows that the strategies
based on the enlargement scheme greatly outperform the one-shot scheme from the point of view of the cost. The
equivalent behaviour of PA and RA is a further evidence of the validity of the proximity property for theK methods.
198 P. Favati et al. / Journal of Computational and Applied Mathematics 210 (2007) 191–199
Table 3
Average behaviour of the methods (on the left) and of the strategies (on the right).
Method lpav cav # lp∗ c∗ Strategy lpav cav # lp∗ c∗
GMRES 0.28 731 41 0.20 741 PA 2.46 486 68 0.58 491
BiCG 3.74 53 20 0.67 77 RA 2.36 562 67 0.53 500
QMR 1.43 350 35 0.28 365 PO 2.36 2168 68 0.38 1203
CGS 3.63 38 23 0.64 61
STAB 3.93 27 19 0.64 35
CGNR 3.08 4559 24 0.75 1275
GS 0.68 1745 41 0.59 1738
1000 2000 3000 4000 5000
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Fig. 3. Average behaviour of the strategies and the methods: lpav versus cav.
From Fig. 3 and Table 3 (left), GMRES appears to be the most reliable of theKmethods. It produces good results (i.e.,
lp∗ = 0.20) in most cases. QMR has a comparable lp∗, but for a lower number of items. The otherK methods give
fewer good results and have a greater precision loss. This poor behaviour seems to be due to the irregular convergence
of the residuals and to the frequent occurrences of breakdowns. But, when they produce good results, they have a lower
cost. In comparison, GS produces acceptable results in most cases at a much higher cost. CGNR does not appear to be
competitive.
6. Conclusions
A practical adaptive strategy has been presented for approximating the solution of an inﬁnite linear system, based
on an enlargement scheme coupled with Krylov subspace methods. The numerical experimentation shows that, with
regard to loss of precision, this scheme has a comparable behaviour with the standard one-shot approach, but a much
lower cost. A comparison with the reference adaptive strategy shows that the heuristics adopted as a stopping criterion,
which is based on the proximity property, is effective for all the methods we used. This result is a further demonstration
of the validity of the proximity property for theK methods considered.
The behaviour of the individualK methods highlights that, for the implementations taken into consideration, only
GMRES, and of the biconjugate methods only QMR, seem to be robust enough to be applied blindly. Of course the
other biconjugate methods, for other kinds of problems and/or implemented with minimal residual smoothing to force
a monotonical decrease of the residual norms and special look-ahead strategies to prevent breakdowns, might give good
results. Our future research will aim to study more accurate implementations of the methods already considered and to
extend the analysis to other Krylov subspace methods, especially those which do not require the use of the transpose
of the matrix (see [3,4,6] for both the motivations of the transpose-free computation and a wide choice of methods).
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