Abstract. With increasing demand on intra-operative navigation and motion compensation during robotic assisted minimally invasive surgery, real-time 3D deformation recovery remains a central problem. Currently the majority of existing methods rely on salient features, where the inherent paucity of distinctive landmarks implies either a semi-dense reconstruction or the use of strong geometrical constraints. In this study, we propose a gaze-contingent depth reconstruction scheme by integrating human perception with semi-dense stereo and p-q based shading information. Depth inference is carried out in realtime through a novel application of Bayesian chains without smoothness priors. The practical value of the scheme is highlighted by detailed validation using a beating heart phantom model with known geometry to verify the performance of gaze-contingent 3D surface reconstruction and deformation recovery.
Introduction
In robotic assisted minimally invasive surgery (MIS), the ability to reconstruct 3D tissue deformation in real-time is required for the prescription of dynamic active constraints [1] , motion stabilisation, and intra-operative image guidance. Recently, it has been shown that it is possible to recover the 3D shape and morphology of softtissue surfaces using a stereo-laparoscope for anatomical regions with distinctive appearance. However, to recover 3D structure from homogeneous tissue areas with limited texture details, strong geometrical constraints such as hierarchical piecewise bilinear maps, B-splines and thin-plate splines have been used to provide dense disparity maps [2] [3] [4] . With these approaches, surface discontinuities and specular highlights are significant problems as is the assumption that the scene is composed of a single smooth surface. Alternative techniques based on photometric algorithms forgo the need for explicit feature mapping: by assuming an a priori physical image formation model, particularly the co-axial arrangement of the endoscope camera and light-source, dense 3D reconstruction is feasible. The uniqueness of viscosity solutions to a Hamilton-Jacobi equation for the perspective projection case can be established but most methods assume uniform albedo and a Lambertian reflection model [5] . Systems integrating multiple visual cues through inference over Markov Random Fields (MRF) for 3D reconstruction have been demonstrated [6, 7] . However, their computational complexity limits their applicability in scenarios requiring real-time performance and high precision.
Recently, the concept of gaze-contingent perceptual docking through binocular eye tracking has attracted extensive interest [8] . Current results suggest that 3D recovery and motion stabilisation in the fovea is sufficient, while stabilisation in the periphery does not affect user and visual perceptual quality [9] . The strength of the gaze-contingent method is that it relies on the innate ability of the human vision, independently from the geometrical characteristics of the scene presented.
The purpose of this paper is to present an interactive gaze-contingent approach to dynamically reconstruct the 3D structure of the surgeon's area of interest. Surface recovery is formulated as an inference problem combining stereo disparity estimation and surface shading for increased robustness. Computational complexity is limited by considering only the surgeon's area of interest, and by a novel usage of Bayesian chains instead of MRFs for propagation without smoothness constraints. A fast regularisation scheme ensures all information available is used without loopy propagation, enabling real-time operation.
The proposed method, called i-BRUSH (Bayesian Reconstruction Using Stereo and sHading), is validated on a da Vinci surgical robot using a beating heart phantom with known geometrical and temporal ground truth data for surface reconstruction and tissue deformation recovery.
Method
The proposed method consists of four distinct processes. First, the surgeon's fixation point is localised on the left and right channels of the input video stream from the endoscope through the use of a binocular eye-tracker fully integrated with the da Vinci surgical robot's master console. The eye-tracker consists of a pair of near infrared sensitive cameras, an array of externally switchable miniaturised IR emitting diodes at 940nm and a pair of dichroic beam splitters with cut-off wavelength at 750nm. This allows both eyes to be tracked at 50 fps after a short eye calibration procedure as outlined in the work by Mylonas et al. [10] .
Then, stereo reconstruction is employed to provide a semi-dense estimation of the surface within the small area of high visual acuity corresponding to roughly 3 to 5 degrees of visual angle. This is achieved by using a Shi-Tomasi detector followed by pyramidal Lucas-Kanade tracker for matching. This sparse 3D information is then locally propagated, yielding a semi-dense reconstruction. Independently from the stereo reconstruction process, local surface orientation expressed as the surface directional gradient vectors (p i , q i ) is estimated for each pixel m i by approximating the image irradiance equation based on Lambertian reflection and the geometrical constraints of the endoscope camera and light-sources as described in [11] .
The final stage of the proposed method focuses on fusion of the semi-dense stereo map with the p-q surface gradient to obtain a dense reconstruction of the area. To this end, a Bayesian inference scheme is used. While a grid network would have to be solved through approximate methods, thus introducing excessive computational burden, a polytree is used instead for efficient inference at each image element. This structure consists of a maximum of four Bayesian chains in a star configuration, each starting from a separate stereo-reconstructed point and terminating at the pixel to be inferred. These Bayesian chains represent the shortest direct path between the point to be inferred and the stereo-reconstructed points, with the terminating points imposing depth constraints and the nodes along the chain providing the natural encoding of the p-q gradient derived from local surface shading. Four different topologies are possible depending on the number of stereo points, and these are illustrated in Fig. 1 . The problem of exact inference along causal polytrees, such as the ones illustrated in Fig. 1 , is well studied and requires a computationally intensive Belief Propagation (BP) message passing scheme. It can be shown that without the use of smoothness constraints, the problem can be reduced to a simple recursive scheme.
Let us define the problem of finding the Maximum A Posteriori (MAP) estimate of the distance from the camera centre D k for the k th element along one chain, with upstream information being propagated from N chains. The information propagated consists of D n+ and pq n+ , as the depth gradient and p-q information propagated from the n th upstream chain. Since a node is conditionally independent on all others given its own Markov blanket, the MAP estimate can be written as:
Separating upstream and element evidence, and setting  as a normalisation constant:
which can be solved with belief propagation requiring likelihood information to be passed to all nodes along the chain. Since D k = D k-1 + D k , (2) can be rewritten as:
The normalisation constant  is equal to the reciprocal of the number of chains. As the surface gradient at the k th node is independent from its neighbours' gradientunless surface smoothness is assumed-the gradient can be inferred from the likelihood relationship with the instantiated value of the surface gradient:
The recursion can be expanded up to the terminal points of the chain, which propagate the initial stereo values. The MAP estimate of the gradient can then be obtained from likelihood data correlating surface gradient and p-q values combined with depth information from the terminal nodes. The matrices are obtained for each image frame by discretising the range of values, obtained from the stereo and p-q measurements, into a number of bins sufficient for maintaining precision while guaranteeing realtime performance.
Local inaccuracies in the p-q and stereo reconstructions are mitigated by the use of global per-frame statistics, however, errors in the instantiated values during inference can result in a cumulative error. By assuming that the error at each step is normally distributed, the estimation error of The normalisation constant 1/Z ensures the weights add up to one. While (5) can be used to recover the depth of the point m i to be inferred, it does not address how to use the other estimates obtained along the chains. Such information can be used to update the local frame statistics if it is regularised to reflect the new weighted average estimate of m i . To regularise the estimates without explicit smoothness constraints, the chain can be modelled as a spring series fixed at one end. The stiffness constant of each spring is inversely proportional to the number of nodes in the chain, since the confidence of the estimate decreases with each inferential step, and the onedimensional relaxed position of the k th spring joint along the n th chain is equal to its MAP estimate. The difference between the weighted average and the estimate for each chain n i m  can be then represented as the result of a constant force F acting on the spring system. The force is distributed along the springs according to their relative stiffness constants, where the compressed position of the k th spring joint is equal to the new depth estimate at the corresponding node along the chain. The force is calculated from the displacement of a single equivalent spring:
Since the force is constant at each joint, the displacement of each node along the n th chain n k m  can be calculated by equating the force on the equivalent spring with the force at each joint and solving for n k m  . The likelihood matrices for the elements along each inference chain are then updated to integrate the new evidence for subsequent iterations involving any subset of the inferred nodes. Once all points not previously reconstructed have been inferred, their depth is converted into 3D coordinates by projecting a ray of length equal to the estimated depth from the camera centre through the 2D point m i on the retinal plane.
Experimental Setup and Results
To evaluate the accuracy of the proposed depth reconstruction scheme, a silicone phantom heart (Chamberlain Group, MA, USA) has been recorded at 25 fps using the stereo laparoscope from a da Vinci system integrated with the 3D binocular eyetracker as described earlier. To facilitate the registration process during validation, the phantom heart was augmented with 15 silicone fiducials visible on its surface and scanned with a Siemens Somatom Sensation 64 CT scanner. The image resolution was 0.41×0.41×0.5 mm and the temporal resolution was 0.33s. In this experiment, the heart rate was set to 90bpm, yielding twenty 3D volumes covering the entire cardiac cycle. To ensure the accuracy of the ground truth data, the cardiac volumes and the fiducials were segmented interactively and the spatial coordinates of the fiducials were tracked. An image of the phantom together with a 3D rendering of one cardiac phase indicating the location of the fiducials is shown in Fig. 2 . Two sets of experiments were performed to illustrate the potential applications of the proposed method. First, the operator was asked to fixate on the surface of the static phantom describing continuous paths in order to demonstrate the method's accuracy in recovering 3D information for large smooth featureless areas. Second, the operator was required to perform fixations on different regions of the epicardial surface of the beating heart phantom to evaluate the accuracy of real-time dynamic motion recovery. For each experiment, two video sequences were recorded from different viewpoints, the first focusing on the left ventricle and the second surrounding the mid-segment of the left anterior descending artery (LAD) The global pose alignment of the heart with the CT data for validation was based on the fiducials located on the epicardial surface. To calculate the optimal registration between the two coordinate systems knowing the correspondence between fiducials, the absolute orientation method by Horn [12] was used. The average alignment error was estimated to be of 1.30 mm and 1.18 mm for the sequences (c) and (e) shown in Fig. 2 .
Static Surface Reconstruction -For the static sequences, paths of different lengths were visually delineated on the epicardial surface, both on uniform areas and on parts of the surface presenting distinctive landmarks. To estimate the performance numerically, the reconstruction error for each 3D point M i is given as the distance between M i and the closest point belonging to the ground truth set lying along the ray passing through M i and the camera origin. To this end, a ray-casting method has been implemented to recover the barycentric coordinates of the intersection point between the ray and a triangular facet described by three vertices on the CT volume. In Fig. 3 , the paths reconstructed are overlaid on the original image frames together with a graphical representation of the error distribution for each frame.
It is evident that the frequencies in Fig. 3(b) and (e) show that most reconstruction errors lie in the range 0-3.5mm with the outliers present in some frames significantly affecting the standard deviation of the error shown in Figs. 3(c) and 3(f). The outliers occur due to occasional drifts between the recorded left and right fixations producing incorrect stereo matches. However, as a significant proportion of the reconstructed area consists of overlapping regions between consecutive frames, the impact of outliers can be easily removed by averaging of all the estimates obtained for a given point. The average error for the overall reconstructed surfaces in Figs. 3(a) and (d) is of 2.30 mm and 2.03 mm respectively, with a standard deviation of 2.51 and 3.64 mm. Such values are in line with the initial alignment error estimated in the previous section, suggesting the potential of the method for accurate dense 3D estimation of static scenes.
Dynamic Depth Recovery -The proposed method was also applied to motion estimation on the beating phantom. Evaluation was performed as previously indicated with the temporally aligned and spatially registered CT data. The accuracy of the reconstructed area was in line with that of the static experiments. The per pixel error appears to be uniformly distributed between positive and negative values, yielding an estimated average distance closer to the ground truth. Discrepancies between ground truth and recovered motion are a consequence of the inability to visually track fast moving objects with small displacements, and it would be alleviated at lower beat rates. A summary of the overall error assessment is presented in Table 1 . In this paper, we have presented a new framework for intra-operative 3D reconstruction from multiple depth cues for addressing the problem of dense reconstruction without imposing prior geometric constraints. The reconstructed surface is limited to the surgeon's main area of interest, thus facilitating real-time implementation with no detrimental effect on perceptual quality. It has been further demonstrated that with the proposed method the removal of explicit smoothness constraints has no adverse effect on the reconstruction accuracy while reducing computational complexity. Experimental results from a phantom model with known ground truth highlight the value of the technique for both static and dynamic scenes, with potential applications in image guidance, motor channelling and motion compensation. Future work will explore the inclusion of multiple reflectance models to better represent the material properties and temporal cues for added robustness.
