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Abstract. Modularity based community detection encompasses a number of widely used, effi-
cient heuristics for identification of structure in networks. Recently, a belief propagation approach to
modularity optimization provided a useful guide for identifying non-trivial structure in single-layer
networks in a way that other optimization heuristics have not. In this paper, we extend modularity
belief propagation to multilayer networks. As part of this development, we also directly incorporate
a resolution parameter. We show that adjusting the resolution parameter affects the convergence
properties of the algorithm and yields different community structures than the baseline. We compare
our approach with a widely used community detection tool, GenLouvain, across a range of synthetic,
multilayer benchmark networks, demonstrating that our method performs comparably to the state
of the art. Finally, we demonstrate the practical advantages of the additional information provided
by our tool by way of two real-world network examples. We show how the convergence properties of
the algorithm can be used in selecting the appropriate resolution and coupling parameters and how
the node-level marginals provide an interpretation for the strength of attachment to the identified
communities. We have released our tool as a Python package for convenient use.
Key words. community detection, modularity, belief propagation, networks, multilayer net-
works, message passing, resolution parameter
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1. Introduction. Networks provide useful models for understanding complex
systems across a wide range of problems in different domains, including biology, en-
gineering and the social sciences. Recent attention has focused on developing tools
to understand the expanded class of multilayer networks. The multilayer framework
is quite flexible, allowing for the representation of multiplex pairwise interactions,
dynamic networks, different classes of nodes, and “networks of networks” [26]. One
class of ongoing challenges in network science, in particular for multilayer networks, is
the detection and representation of high-level structure and communities (for review,
see e.g. [12, 14, 48, 51, 53]).
There are many computational approaches to identifying structure within net-
works. One family of approaches attempts to fit a statistical model to the observed
network and uses hypothesis testing to assess the significance of proposed community
structure. Many of these models are derived from the stochastic block model (SBM)
[20, 25, 47]. Another approach is to define an objective function that measures the
quality of community structure in a particular sense, and then optimize that objec-
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tive. For example, the Infomap approach [50] detects communities as groups of nodes
that minimize the description length to encode random walks on a network. Another
popular quality function, the modularity score developed by Newman and Girvan
[40], compares the observed edge weight within groups to that expected under a null
model of the network. Modularity was extended to multilayer networks by incorpo-
rating interlayer edges as additional coupling between the layers [38]. Generalizing a
re-derivation of modularity from a Laplacian dynamics perspective [29, 30], Mucha et
al. [38] developed a formula for multilayer modularity that can be written generally
in the supra-matrix form
(1.1) Q(γ, ω) =
∑
i,j
(Aij − γPij + ωCij) δ(ci, cj)
where i and j each index distinct node-layer objects, possibly in different layers,
A is the supra-adjacency1 encoding the intralayer edges, P describes the expected
number of intralayer edges based on the selected random model(s), and C encodes
the interlayer connections. The normalizing factor traditionally written in front of the
summation above has been absorbed here into the constituent terms for notational
convenience. We here assume for simplicity the Newman-Girvan model for undirected
edges within each layer, writing the null model contribution (prior to absorbing the
normalizing factor) as
(1.2) Pij =
{
didj
2mli
li = lj
0 li 6= lj
where li is the layer containing node-layer i, di =
∑
j Aij , and mli =
∑
i,j∈Vli Aij is
the total weight of edges in layer li (i.e., between the set of node-layers denoted Vli).
We enforce on A that a given node-layer i only participates in intralayer edges (i.e.,
edges within its own layer). In the case where edge weights are binary (Aij ∈ {0, 1}),
di is the degree of node i. For weighted networks, Aij may be discrete or continuous
and di =
∑
j Aij is the ‘strength’ of node i. Similar null models are available for
bipartite graphs, directed networks, and networks with signed edges (see, e.g., the
supplement of [38] for references to appropriate forms for Pij in different contexts).
In general, maximizing Eq. 1.1 over the combinatorially large space of possible
partitions is NP-hard [7]. Several fast and efficient algorithms exist for locally optimiz-
ing modularity, including Louvain [6] and the GenLouvain [24] extension for optimiz-
ing multilayer modularity. One of the main problems with optimizing modularity as
a means of community detection is that partitions of high modularity often exist even
in randomly generated networks without underlying structure (see for example [2, 8]).
Zhang and Moore [66] were able to surmount several of the issues with modularity-
based methods on single-layer networks by treating modularity optimization in terms
of the statistical physics of the spin-glass system with Hamiltonian H = −mQ({ti}),
where m is the number of edges and {ti} = [t1, . . . , tN ] with ti ∈ {1, ..., q} indicates
the assignment of node i (of N) to one of q communities. As such, the distribution
of states of the system is given by the Boltzmann distribution
(1.3) P ({ti}) ∝ e−βH({ti})
1In the supra-adjacency representation, a single block diagonal matrix is used to represent all
intralayer connections, each block representing a single-layer, with no connections between the blocks.
A different matrix, C encodes the interlayer connections. Note that dim(A) = dim(C) = dim(P).
See Section 2.1 for further explanation of multilayer notation.
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where β represents the nondimensional inverse temperature that sets the sharpness
of the energy landscape. Maximizing the joint distribution P ({ti}) is then equivalent
to globally optimizing modularity and identifying the ground state of the system.
Instead of searching for a global modularity maximum, Zhang and Moore attempt to
solve for the marginals of each node, P (ti = q), in the finite temperature regime. By
looking for a “consensus of good partitions” rather than seeking a single “best” par-
tition, the algorithm converges to non-trivial structures above a certain temperature
only if there is broad underlying structure within the network. If it exists, this param-
eter regime where belief propagation converges to non-trivial structure is called the
retrieval phase by Zhang and Moore. In particular, Zhang and Moore demonstrated
that the algorithm’s convergence properties distinguish between synthetic networks
with and without known underlying structure, even when the nominal modularity
values of the identified partitions are quite similar. In this sense, a belief propaga-
tion approach is able to detect when a particular network has “significant structure”.
We note that throughout this paper we use the term ‘significant’ to mean having
an identifiable region in the β domain where the algorithm converges to non-trivial
community structure, i.e., the marginals are not all approximately equal to 1q . From
a statistical physics perspective, this means that for a given network there exists a
retrieval phase in the state space where the beliefs converge to a non-trivial solution.
The relationship between convergence of belief propagation and the detectability of
communities in SBMs has been explored analytically [9, 10, 36] and empirically [66, 15]
In this manuscript we show empirically that similar claims extend to the multilayer
modularity approach employed here. We emphasize that this differs from the stan-
dard notion of ‘statistical significance’ — specifically, we do not assess the value of a
statistic compared to any particular model. That is, we do not assume any explicit
model of communities here in using the modularity objective function maximization
approach.
Beyond providing this notion of significance of structure, maximization of the
marginals has the additional benefit of producing an interpretation of a soft parti-
tion wherein nodes are partially assigned across multiple communities. That is, the
marginals reveal which node labels the algorithm is most uncertain about. Moreover,
we can use the average entropy across all of the node labels as a measure of confidence
in the predicted structure. While several tools are available to compute the marginals,
including Markov Chain Monte Carlo sampling and Gibbs sampling, the class of algo-
rithms known as belief propagation (alternatively, the cavity method or sum-product
algortihm) offers several unique advantages including computational efficiency and
the tractability of asymptotic analysis [34]. Belief propagation is a general algorithm
for calculating the marginals of a joint distribution by a series of iterative updates.
Belief propagation was initially developed for trees [44], for which it is an exact al-
gorithm, but has been shown to provide good approximations on graphs with loops
(i.e. “loopy” belief propagation) [45, 34] assuming loops are small and short range
correlations decay exponentially [64]. Belief propagation was first successfully applied
to community detection in solving the stochastic block model in [18], improved upon
in [10] using an expectation maximization process to update the model parameters,
and rigorously analyzed in [9]. Zhang and Moore introduced the belief propagation
updates for (single-layer) modularity maximization [66].
Our work introduces a belief propagation approach for the more general multilayer
modularity framework, suitable for a variety of multilayer topologies. Specifically, we
extend Zhang and Moore’s modbp method in three ways. We explicitly allow weighted
edges, which can greatly influence the communities detected (see [41] and [54]). We
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incorporate a resolution parameter γ into the modularity quality function as done
in [49] and show that this can create a wider retrieval phase and achieve better per-
formance in the case where the number of communities is not known a priori. Finally,
we extend modbp to the multilayer modularity framework developed by Mucha et al.
[38]. Our resulting method, multimodbp, can be used on both multilayer networks
and single-layer networks. We demonstrate the use of this tool on both synthetic
and real-world data. We have developed a multimodbp Python package implementing
our method in a fast, efficient manner that interfaces with other standard networks
tools. To our knowledge, the only other multilayer community detection method that
incorporates belief propagation uses a specific dynamic stochastic block model (see
Section 3.2.1), which only captures temporal multilayer dynamics [15].
The rest of this paper is organized as follows. In Section 2, we introduce the orig-
inal modularity belief propagation approach by Zhang and Moore. Then we present
the updates we have made including the incorporation of the resolution parameter
and the extension to the multilayer framework. Next, in Section 3, we show how
incorporation of the resolution parameter can improve performance in the context of
synthetic data as well as a real-world network in the single-layer case. To demonstrate
the ability of our approach to detect communities within the multilayer framework,
we showcase multimodbp on two types of synthetic multilayer models with differing
interlayer topology, and compare the performance of our model with another popular
multilayer modularity based approach, GenLouvain [24]. Finally, we demonstrate the
utility of our model on two real-world data sets, showing how a belief propagation ap-
proach reveals additional information about a network’s structure above and beyond
other methods. We conclude with a brief discussion and remark on other possible
improvements.
2. Methods.
2.1. Notation. Before introducing multimodbp, we provide a brief introduction
to the notation that we use to describe multilayer networks, much of which follows [26].
A multilayer network is a general framework that can be used as a way to represent
multiple types of relationships between nodes or to describe “networks of networks.”
In the multilayer formulation, all edges representing a certain kind of relationship are
present within a “layer.” A single “node” can exist in multiple layers, and we refer to
a particular node as it exists in a single layer as a “node-layer.” In the single-layer
case, the edges between pairs of nodes are represented by a matrix A ∈ RN×N , with
element Aij indicating whether an edge exists between nodes i and j (along with the
weight of that edge, if applicable). In the multilayer cases we consider here, we can
represent each layer as Al, with l ∈ {1, . . . , L} indexing the layer, and the whole of the
multilayer network as a tensor M ∈ RN×N×L, where L is the number of layers in the
multilayer network. We note in particular here that in so doing we restrict our present
attention to situations where we have a common set of nodes in each layer; where a
node is not present in a given layer (i.e., does not have a node-layer in that layer), we
add in a placeholder node-layer that remains unconnected to everything else in that
layer. It is also common to flatten M into an A ∈ RNL×NL “supra-adjacency” matrix.
We use the notation i ∼= j to denote that two node-layers are identified with the same
node. Typically we index the node-layers such that i ∼= i+N ∼= . . . ∼= i+N(L− 1).
We use the “supra-adjacency” notation in the rest of the paper and indices i, j, k to
refer to node-layers unless otherwise specified. We also use the array ~l to keep track of
layer assignments: ~l = [l1, ..., lNL] where li ∈ {1, . . . , L} specifies the layer that node-
layer i is in. We use Vli to denote the set of node-layers in layer li (i.e., nodes in the
MULTILAYER MODULARITY BELIEF PROPAGATION 5
same layer as i including i itself). In addition to the edges within each of the layers,
we must also specify the interlayer topology, which we encode through the matrix
C ∈ RNL×NL. We only allow elements of C to be non-zero if the corresponding
node-layers are in different layers, that is, Cij = 0 if li = lj . The matrix C can be
used to represent a wide variety of possible interlayer topologies. In the cases we
consider here, each node-layer will be connected to a subset of the other node-layers
that correspond to the same node in different layers. For example in the unordered
(categorical) multiplex case, we connect all pairs of nodes-layers that correspond to
the same node. In the temporal (ordered) case, the simplest interlayer topology only
connects pairs of node-layers between adjacent layers corresponding to the same node.
We discuss in more detail the structure of the coupling matrix used for each of the
multilayer examples in Section 3.2.
2.2. Original modularity belief propagation. Zhang and Moore [66] apply
belief propagation to modularity maximization, deriving update conditions for the
node beliefs in terms of the message ψi→kt from node i to k concerning community t
that helps determine what node k “believes” its own community to be:2
(2.1) ψi→kt =
1
Zi→k
exp
βdi
2m
θt +
∑
j∈∂i\k
log
(
1 + ψj→it (e
β − 1)
)
where m is the total number of edges; di =
∑
j Aij is the degree of node i; ∂i \ k
is the neighborhood of node i except node k; Zi→k is a normalization constant such
that
∑
s ψ
i→k
s = 1; and θt =
∑
i diψ
i
t serves as a field-like term, approximating the
null model contribution in modularity in terms of each node’s belief about its own
community, ψit, given by its marginal
(2.2) ψit =
1
Zi
exp
βdi
2m
θt +
∑
j∈∂i
log
(
1 + ψj→it (e
β − 1)
)
where the belief includes contributions from all neighbors of node i, with normalization
Zi such that
∑
s ψ
i
s = 1. That is, ψ
i
t can be thought of as the belief that node i sends
to itself, insofar as i is already not a member of its own neighborhood, ∂i, so there is
no excluded element in the sum over j.
Fixed points of the “loopy” belief propagation algorithm are minimizers of the
Bethe free energy
(2.3) fBethe = − 1
Nβ
∑
i∈V
logZi −
∑
(i,j)∈E
logZij +
β
4m
∑
t
θ2t
 ,
where V is the set of N nodes, E is the set of edges, and Zij =
∑
st e
βδstψisψ
j
t is the
normalization constant for the pairwise joint marginals.
Computing marginals for each node, Zhang and Moore defined a “retrieval par-
tition” by assigning each node to a community according to its greatest marginal
ti = arg maxt ψ
i
t, with randomly broken ties. Retrieval modularity can be computed
from the retrieval partition using Eq. 1.1. We note that while this approach uses
the modularity score to establish the energy landscape over which optimization is
2See supplement section S.1 for derivation of these equations.
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performed, ultimately the belief propagation minimizes the free energy; while lower
free energy often corresponds to higher modularity for the retrieved partition, this
relationship is in no way required and indeed is sometimes violated.
2.3. Multilayer modularity belief propagation update equations. We
describe here the modifications to the modbp equations used in multimodbp. Formal
justification for these modifications is provided in Section S.1 of the supplement. First,
by incorporating a resolution parameter [49], γ, we effectively treat the field term and
the edge term in the update equations as though they are at different temperatures.
Second, to appropriately handle the null model in the multilayer modularity frame-
work (see Eq. 1.2), we have adapted the field term, θlt to be layer specific and to
only contribute to the beliefs originating from nodes within a given layer, l. Having
a separate null model for each layer is one of the differentiating features between the
original modularity and multilayer modularity defined in Eq. 1.1.3 Finally, we intro-
duce an additional interlayer contribution, scaled by interlayer coupling parameter ω,
to account for interlayer edges in a manner similar to the interlayer contributions to
multilayer modularity, leading to the new update equation:
(2.4) ψi→kt ∝ exp
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))

where li is the layer containing node i (i.e. i ∈ Vli); the field term θlit =
∑
j∈Vli djψ
j
t
and node strength4 di =
∑
j∈VliAij only include contributions from layer li; A˜ij =
Aijδ(li, lj) +ωCij(1− δ(li, lj)), with lj the layer containing j, combines the intralayer
and interlayer edges according to whether i and j are present in the same layer; and
we again define ψit to be the normalized (Zi =
∑
s ψ
i
s) version of ψ
i→i
t with ∂i \ i = ∂i
for the sum in Eq. 2.4. We note that the block description of Aij and Cij consid-
ered here makes the δ(·, ·) indicators in A˜ij unnecessary; but we include them to help
clarify the notation in terms of the layers containing i and j.
The solution to the above iterative equations is the minimizer of the following
Bethe free energy equation, as derived in Section S.2 of the supplement:
fBethe = − 1
Nβ
∑
i
logZi −
∑
i,j∈E
logZij +
∑
l
β
4ml
∑
t
(θlt)
2
(2.5)
where Zij =
∑
st e
βδstψisψ
j
t is the normalization factor for the pairwise joint marginals.
While we demonstrate multimodbp below in the context of specific multilayer
topologies, our formulation is flexible enough to handle any type of multilayer network
consisting of two classes of edges (i.e., intralayer and interlayer edges). In particular,
we remark that, similar to the weights in Aij , the contribution from Cij is explicitly
included here, allowing for different interlayer weights. In principle, the method could
also be extended to networks with multiple types of edges, such as encountered in
representing network data that is both longitudinal and multiplex, with each new
edge type introducing its own coupling parameter, ωx (appropriately indexed).
3If there is no interlayer coupling (ω = 0), then multilayer modularity is equivalent to running
original modularity on each layer separately, treated as independent networks.
4Modularity belief propagation for weighted networks was developed in [54]. The update equa-
tions are similar to the Zhang and Moore version, however now Aij ∈ [0,∞) and we use weighted
degree (strength) as defined above.
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2.4. Choice of β. By analyzing the linearized stability of the fixed point to
small, uncorrelated perturbations, Zhang and Moore provided a heuristic for select-
ing an appropriate value of β = β∗ at which point the trivial, factorized solution
(ψj→it = 1/q for all beliefs) is no longer stable, assuming a random distribution of
edges conditioned on the degree distribution. If significant structure is not present
within the network, for values of β > β∗, the algorithm enters the ‘spin-glass’ phase
in which convergence never occurs. In contrast, if the network has detectable com-
munity structure, then there is a range of values, βR < β < βSG where a retrieval
state has lower free energy than the trivial solution and is stable. Typically, β∗ is
greater than βR and is within the retrieval phase. We demonstrate empirically that
β∗ is indeed within the retrieval phase in supplement Figures S.13, S.14, and S.17.
However, in principle for real-world networks, β∗ could exist outside of the retrieval
phase, in which case it would be necessary to scan a wider range of β values.
In practice, this can be used to eliminate or at least reduce one of the free param-
eters involved in running the algorithm. Shi et al. [54] recently expanded the stability
analysis around the fixed point for the case where random weights are added on the
edges. We have adopted their heuristic for selecting β∗ in the multilayer context,
as the intralayer field term does not contribute to the linearized form of the update
equations in the limit of small perturbations. The linear stability of the factorized so-
lution is characterized by the derivatives of the messages with respect to each other at
the fixed point (1/q). To identify β∗, the critical value for instability with respect to
random, uncorrelated perturbations, we linearize the multimodbp update equations
(Eq. 2.4) and then analyze the stability of the equations under repeated iteration.
We use the notation from Zhang and Moore and Shi et al. Suppose that each belief
is perturbed by a small random amount, ψi→jtj =
1
q + 
i→j
tj . To first order, these
perturbations will propagate by
(2.6) i→jti =
∑
k∈∂i\j
∑
tk
T i→j,k→iti,tk 
k→i
tk
,
where
(2.7) T i→j,k→iti,tk =
∂ψi→jti
∂ψk→itk
∣∣∣∣
1/q
.
We provide a derivation for the form of T i→j,k→iti,tk in the supplement, section S.4, and
show that its largest eigenvalue is
(2.8) ηij =
eβA˜ij − 1
eβA˜ij + q − 1 ,
where again A˜ij = Aijδ(li, lj) + ωCij(1− δ(li, lj)) defines the appropriate weight and
connectivity between nodes i and j. Shi et al. show that the message will only remain
stable if the variance of the perturbations remains less than one over an arbitrary-
length path in the graph, providing the following equation:
(2.9)
〈(
eβ
∗A˜ij − 1
eβ
∗A˜ij + q − 1
)2〉
ij
cˆ = 1 ,
where cˆ = <d
2>
c − 1 is the average excess degree of the network, and the expectation
is taken over all non-zero edge weights. We can solve this equation to identify the
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β∗ that appropriately incorporates both the weights on the edges of the networks as
well as the interlayer coupling ω. We use Newton’s method to solve Equation 2.9 for
β∗(A˜ij |q, ω).
We have found that this heuristic works well in identifying values of β for which
our method converges. We note that β∗ represents the boundary for stability of the
solution for uncorrelated perturbations in the beliefs. In the case when detectable
community structure exists, the messages become correlated with each other and the
transition from the trivial paramagnetic phase to the retrieval phase is generally lower
than β∗ [66]. Thus, choosing values of β near β∗ works well in practice. Additionally,
Schu¨lke et al. showed that in many (single-layer) networks there can be multiple zones
of the retrieval phase corresponding to detecting communities at different scales [52].
Therefore, in our experiments, we run the algorithm for a range of {β∗q} = {β∗(q =
2), . . . , β∗(q = qmax)}, where qmax is some reasonable upper limit for the number
of communities expected in a particular network. We have found that this approach
identifies a reasonable retrieval phase for the networks tried in this paper. For example
in Figure S.17, we show how several of the {β∗q} consistently lie within the retrieval
phase for the US Senate voting network discussed in Section 3.2.3.
We emphasize that, like the original Zhang and Moore approach as well that that
by Shi et al., our heuristic assumes a sparse, tree-like network as well as randomly
distributed edges and edge weights and provides no guarantees that β∗ will be found
within the retrieval phase. For certain networks, scanning a larger range of β will be
necessary, though in practice we have found that the approach above is fairly robust.
We note that while it is possible that a fairly small retrieval phase could be missed
by such an approach, in our experiments this approach for selecting β∗ has identified
values of β for which the algorithm converges close to the known detection limit (see
Figure 5). In running the algorithm, we also set an upper limit to the number of
message passing iterations allowed, after which we assume that the algorithm has
not converged. We generally select this to be several hundred times the number of
iterations at which the algorithm converges to the trivial fixed point (ψit = 1/q) for
smaller values of β.
2.5. Selection of number of communities, q. One critical issue with many
community detection algorithms is in selecting the appropriate number of communi-
ties. In the context of modularity, adjusting the resolution parameter γ can reveal
communities of different scale and size, overcoming the “resolution limit” first raised
in [13]. Since then there have been several approaches showing how the scale of the
community structures identified varies with the resolution parameter (see, e.g., the
discussion and references in [61]).
Zhang and Moore do not include a resolution parameter in deriving their modbp
algorithm (thereby implicitly setting γ = 1 in Eq. 2.1), instead suggesting an alter-
native approach for selecting the appropriate number of communities. They show in
several examples that the maximum modularity achieved in the retrieval phase of the
algorithm peaks at certain numbers of communities. They suggest that this peak iden-
tifies the correct value for q, the number of communities, where there is no additional
increase in the retrieval modularity Q({ti}). However, this approach requires running
modbp for many possible values of q, and then choosing an arbitrary threshold when
modularity is no longer sufficiently increasing to establish the correct value of q. In
many cases, selecting an exact value of q is made difficult because of fluctuations in
the retrieval modularity near the β∗ value derived by Zhang and Moore. Figure S.16
in the supplement illustrates how choosing q is challenging in practice for these rea-
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sons. Meanwhile, selecting the number of communities in this manner implicitly uses
the value γ = 1, which has been shown to return non-ideal partitions in synthetic
and real-world networks (see, e.g., [1, 13, 42, 57]). We show in Section 3 the positive
impact of using different values for γ on several different networks.
There have been two other approaches to selecting the appropriate number of
communities using modbp without having to run the algorithm at many values of q.
Both approaches involve selecting a qmax, the largest possible number of communities,
and then using similarities in the marginal probabilities of assignments to evaluate the
true number of communities. Lai et al. [28] noted that in the event that q is too large,
many of the marginal community assignments will be highly correlated, and highly
correlated states (community assignments) can be condensed into a single group.
Similarly, Ref. [52] condenses the community assignments on the basis of the average
distance between the marginals across all nodes in the network. In practice, we have
found that for the default resolution (γ = 1), choosing the number of communities this
way all but obliterates the retrieval phase if qmax is chosen to be too much larger than
the actual number of communities. We have implemented the method in Ref. [52],
letting the number of communities float up to a pre-specified qmax (see Section 2.4),
and condensing together communities that have closely aligned marginals. We show
that incorporation of a resolution parameter γ restores the width of the retrieval
phase and returns values closer to the correct number of communities. As previously
mentioned, because we do not specify a single value of q, we run the algorithm across a
range of β = {β∗(c, q = 2), . . . , β∗(c, q = qmax)} where the value of β∗(c, q) is obtained
using Eq. 2.9. We have found that this provides a reasonable range of β values to
search within and that performance of the algorithm does not depend on the precise
value of β, as long as it is within the retrieval phase.
2.6. Assessing partition alignment with AMI. We use the information the-
oretic measure Adjusted Mutual Information (AMI) [59] throughout our analysis to
assess the agreement between the predicted partition and either (1) the known un-
derlying ground truth in the case of the generative models tested, or (2) relevant
metadata for real-world networks. Mutual information measures how much entropy
or uncertainty is removed from one variable by observation of another. The adjusted
mutual information measures the overlap between two partitions with a value of 1
representing perfect agreement and a value of 0 representing overlap no better than
expected under random chance. We have chosen AMI here as a more conservative
measure because it is less biased than normalized mutual information or the Rand
Index towards partitions with a larger number of communities [58]. With our mul-
tilayer examples, we have applied AMI in two ways to assess different aspects of the
alignment of the discovered partitions. We calculate the AMI across all node-layers
in the partitions, each taken as a single array. We refer to this metric simply as
AMI when we use it throughout this paper. We also use a layer-averaged version of
AMI where we compute the AMI of partitions induced within each layer separately,
weighting the contribution by the size of the layer:
(2.10) 〈AMI〉 =
L∑
l=1
AMI(cl, c
∗
l )
|Vl|
N
where cl and c
∗
l are the partitions being compared on the set Vl of node-layers re-
stricted to layer l, |Vl| is the cardinality of that set, and N is the total number of
node-layers. Layer-averaged 〈AMI〉 is useful in assessing how well multilayer commu-
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nity detection methods are leveraging information across layers to detect communities
within each layer (see discussion in [3] for advantages of a layer-averaged metric).
2.7. Cross-layer community alignment. When running multimodbp at low
levels of interlayer coupling (ω) on multilayer networks with temporal or multiplex
coupling topology (e.g. the dynamic stochastic block model described in Section 3.2.1
and the multiplex networks in Section 3.2.2), we frequently observed that the in-
tralayer marginals would rapidly converge to communities that remained misaligned
between layers. Such misalignment would then typically lead to “fragmented” par-
titions as shown in Figure S.18 as well as a lower AMI. For these partitions, within
any single-layer the AMI of the partition with the ground truth with that layer would
be very high, but the total AMI over the entire multilayer data would become much
lower. To correct for this issue, we implemented a greedy heuristic to explicitly per-
mute the community assignments within certain layers in order to maximize local
alignment between neighboring layers. Specifically, we identify the layer x that has
the greatest number of nodes (of those present in both layers) that change community
identity from the previous layer, y. We then find the matching of community labels
in x that best matches those observed in y; that is, we minimize the total number of
mismatches across layers x and y:
(2.11) C(x, y) =
∑
i∈Vx
∑
j∈Vy
[(ci 6= cj) ∧ I((i, j) ∈ Einter)] .
Once the optimal bipartite matching has been identified [27], the community labels in
layer x and every subsequent layer are rearranged according to that matching (with
community labels in subsequent layers that are not present in either layer x or y
remaining unchanged). We then repeat this procedure until no further labels are
changed (i.e. the optimal matching is the identity at the layer where the greatest
change occurs). We note that this procedure does not alter the community struc-
ture identified within any particular layer, maintaining nodes that have been grouped
together. Rather, this procedure aligns the community labels between layers in a
way that always increases the retrieval modularity, thereby improving the computed
results. This method is the same as the interlayer merging approach, developed by
Bazzi et al. to overcome a similar problem encountered when optimizing multilayer
modularity with the GenLouvain algorithm [4]. It assumes a notion of persistent
community across inherently ordered layers which is appropriate in the temporal mul-
tilayer setting. However, the approach needs modification in the multiplex case. In
networks that are multiplex, for each layer we permute communities in order to min-
imize that layers differences with all other layers
∑
y 6=x C(x, y), cycling through the
layers in random order until no permutations are found. This procedure as applied
to the multiplex case is the same as implemented in GenLouvain [24].
3. Results.
3.1. Single-layer networks. We begin by examining how our modifications
affect the ability of modbp to detect communities within synthetically generated data
in the single-layer case. For single-layer networks, our method is equivalent to Zhang
and Moore’s apart from two main differences (see also 2. Methods). First, we have
included a resolution parameter γ that adjusts the relative balance of the terms in the
update equation. Like other implementations of modularity, this effectively controls
the size of the identified partitions. Second, we have set an upper limit qmax on the
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number of communities and incorporated the approach from [52] to select an effective
number of communities based on the overlap of the marginals (see Section 2.5).
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Fig. 1: Demonstration of multimodbp on two realizations of a (non-degree corrected)
stochastic block model (SBM). From left to right, the plots show the retrieval mod-
ularity, number of iterations to convergence, and the AMI of the retrieval partition
with known community assignments and the effective number of communities. (a)
A 4-community planted partition SBM with n = 1000,  = poutpin = .1, mean degree
cavg = 4, and equal sized communities. (b) A 4-community SBM with n = 1000,
 = .1, cavg = 4, with uneven community sizes ([300, 200, 300, 200]). For each network
we also show the performance of sbmbp with parameters for the SBM supplied (middle
plot, dotted black line, see Section 3.1.2 for details of the sbmbp method.)
3.1.1. Single-layer stochastic block model. We examine the behavior of
multimodbp on different instances of a 4-community stochastic block model (SBM)
(using the original, non-degree corrected SBM) for different values of the resolution
parameter γ. First, we show that in the setting with multiple smaller communities, a
lower value of γ produces a much wider retrieval phase and thus makes detection of
communities more robust to selection of β. To investigate this robustness, we gener-
ated a single realization of each SBM and scanned a range of β values to characterize
the behavior of the algorithm seen in Figure 1. For an SBM network with four even-
sized communities, Figure 1a shows that the retrieval phase for both γ = 1.0 and
γ = 1.5 are very narrow (leftmost panel) with a small corresponding peak in the AMI
of detected communities (middle panel). In contrast, for γ = 0.5 the retrieval phase
widens out with a broader and higher set of AMI values for the detected communities.
Furthermore, the number of communities identified for γ = 0.5 plateaus at the correct
number, 4, as shown in the far right panel of Figure 1a.
We also tested the performance of the algorithm in the case where the sizes of the
planted communities were uneven, shown in Figure 1b. The relative performance
for varying γ is even more disparate in this case. There is a small retrieval phase for
γ = 1, but it is much smaller than that for γ = 0.5 and the AMI is again consistently
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lower. For γ = 0.5 we actually detect two retrieval phases. In the first retrieval phase
(approximately β ∈ [1.4, 1.7]), only nodes within the two larger communities are
labeled correctly. Then, as β increases (β ∈ [1.7, 3.0]), the smaller two communities
also become identifiable. This is consistent with the multiphase behavior observed in
[52], though we note that in their example, the phase transition is observed for the
default value of γ = 1. In both of these examples the AMI of the identified partition
by multimodbp is close to the result achieved by a belief propagation implementation
of the SBM model, which has been shown to achieve the optimal bounds for this
model [9, 10].
In both of these experiments the value of β∗ marking the transition from the
paramagnetic phase to either the retrieval phase or the spin-glass phase appears to be
independent of the value chosen for the resolution parameter, γ. However, the width
of the retrieval phase is dependent on the particular value of the resolution parameter
γ (see upper left panel in Figure 1a). Thus the detection of significant communities
in this case relies on the appropriate selection of the value of γ.
3.1.2. Comparison of multimodbp with SBMBP on LFR benchmark
networks. We compare the performance of our algorithm multimodbp, with a belief
propagation approach to fit the Stochastic Block Model (SBM) developed and imple-
mented in Ref. [9], which we refer to as sbmbp. This Expectation-Maximization (EM)
implementation of sbmbp alternates between iteratively updating the marginals using
belief propagation with fixed SBM parameters, and updating the SBM parameters
using likelihood maximization for the fixed marginals. Their implementation requires
setting a fixed q however, so for testing we ran sbmbp across a range of q values
(q ∈ {2, 3, ..., 8}) and selected the partition with the lowest free energy.
Our test data set is the Lancichinetti-Fortunato-Radicchi (LFR) benchmark gen-
erator [31], an algorithm developed to generate networks with more diverse community
structures. We tested our multimodbp with several values of the resolution parameter
γ against sbmbp across a range of parameters of the LFR model. We vary the LFR
mixing parameter µ, which sets the detectability of the underlying communities. The
LFR algorithm also has a parameter γˆ to set the exponent of the power law for the
degree distribution and a parameter βˆ to set the exponent of the community size
distribution. We tested both algorithms for two sets of (γˆ, βˆ) in Figure 2.
Figure 2 shows that the modularity based approach outperforms the stochastic
block model across a range of µ, the mixing parameter, all the way down to the
detectability limit. The flexibility of the modularity approach allows for better iden-
tification of communities with real-world degree distribution (since the classic SBM
assumes homogenous degree distribution within a community). The comparison was
done using sbmbp’s EM approach which is not well suited to determine the number
of communities. In contrast, using our approach as described in Section 2.5, the mul-
timodbp algorithm was able to identify the correct number of communities and get
more accurate community assignments using a resolution parameter value of γ = 0.5
(though other values of γ also performed well).
3.1.3. NCAA Division I-A College Football network. We now demon-
strate that inclusion of the resolution parameter γ in the modularity objective func-
tion can significantly improve performance on real-world networks. As an exam-
ple of a real-world network with stable community structure we selected the 2000-
2001 NCAA Division I-A College football network, which has 115 nodes representing
teams (schools) and 613 unweighted edges connecting teams that played at least one
game [11, 16]. Our previous work suggests that modularity optimization produces the
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Fig. 2: Performance of multimodbp and sbmbp over many LFR benchmark realiza-
tions with a range of values for the mixing parameter µ. Each point represents an
average over 100 realizations of LFR with 1000 nodes, an average degree of 3 (with
a max of 10), and other parameters set to default values.
best community partition in a range γ ∈ [1.4, 4] [61, 62].
To investigate how the value of γ affects the retrieval phase, we ran multimodbp
for a range of values of the parameter γ and examined the minimum number of
iterations for which non-trivial structure was identified, shown in Figure 3. For each
value of γ, multimodbp was run over 30 evenly-spaced values of β ∈ [0.5, 4.5]. For each
value of γ we show the minimum number of iterations over all values of β for which
non-trivial structure was identified and the AMI of the partition of the corresponding
partition (the partition identified with the minimum number of iterations). Runs
that did not converge after 500 iterations suggest that for that value of γ the retrieval
phase was either very small or nonexistent. It is possible that a retrieval phase exists
outside the chosen range for β, though we verified for a few arbitrary values of γ that
the algorithm did not have a retrieval phase. Furthermore, Figure 3 demonstrates
that the AMI of the retrieval partition increases as a function of γ from γ = 1 up
until it plateaus from γ = [1.7, 3.4] at a stable 11/12 community partition5 (shown
in the far right panel). In Figure 4, we show the algorithm convergence properties
as well as performance for a few values of γ on this network. We also compare the
performance of the multimodbp algorithm with the sbmbp approach, showing that even
when the SBM approach identifies the correct number of communities (middle panel
dashed line), multimodbp still achieves more accurate identification of the underlying
community structure (right panel).
5There are 11 conferences, with a few schools also labeled as independent.
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Fig. 3: Testing multimodbp on the 2000-2001 Division I-A College Football network
[11, 16]. A) The average number of iterations until convergence in the retrieval
phase across a range of γ values. B) The average number of communities detected in
the retrieval phase as γ increases and the corresponding adjusted mutual information
(AMI) of those partitions. C) ForceAtlas2 [21] layout of the football network with
each node colored according to a partition identified using γ = 3.0, demonstrating
excellent alignment to the conference structure.
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Fig. 4: We show the performance characteristics of the algorithm for 3 differ-
ent values of γ on the 2000-2001 NCAA Division I-A College football network A)
Although all three values of γ produce a wide retrieval phase, the communities iden-
tified within each retrieval phase are different. B) The number of non-redundant
communities is higher as γ increases with γ = 3 producing the number of commu-
nities that lines up well with the ground truth (the conferences) in this example,
with C) showing corresponding higher values of AMI for γ = 3. Horizontal black
dashed line shows that sbmbp identifies correct number of communities in B) but
has less agreement with the known conference structure of the network.
3.2. Multilayer modularity belief propagation.
3.2.1. Dynamic stochastic block model. We test the multilayer functionality
of multimodbp by application to a multilayer SBM called the dynamic stochastic block
model (DSBM) as described in [15]. The DSBM represents a temporal multilayer
network where each node in the network is represented by a single node-layer within
each layer. The correspondence between identified node-layers is represented by a
single interlayer edge between adjacent layers. In the DSBM, each layer is drawn
from a regular stochastic block model with qtrue communities and edge probabilities
described by probabilities pin within communities and pout between communities.
Each node-layer’s community assignment has a fixed probability η of remaining the
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Fig. 5: Accuracy of multimodbp on a multilayer SBM (assessed by 〈AMI〉 averaged
over 50 independently sampled networks at each point) for different values of model
parameters , and η (horizontal and vertical axes respectively) and parameters γ and
ω (moving horizontally and vertically across panels). The networks generated here are
with N = 250 nodes, L = 20 layers, average degree c = 10, and qtrue = 2 communities.
same between subsequent layers (and 1−η probability of choosing a new community).
Conditioned on the node community assignments, each layer’s edges are independent
of all other layers. For a fixed average degree c, the strength of community structure
within each layer is given by the parameter  = pout/pin.
In Figure 5 we show the 〈AMI〉 score of the multimodbp algorithm averaged over
many realizations of the dynamic stochastic block model for a range of parameters.
We consider DSBM networks created using values of  and η ranging from 0 to 1.
For each choice of  and η we created 50 networks and computed the 〈AMI〉 between
partitions identified using multimodbp and the ground truth. Because the value of
q is usually not known beforehand, for each (γ, ω) point we scan a range of possible
values of β∗ corresponding respectively to possible values of q as given by Eq. 2.9 with
qmax = 4 set to twice the true number of communities (qtrue = 2). For each trial, we
select the partition with the highest retrieval modularity among all that converged.
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We apply the multimodbp algorithm in this analysis with several choices of the
resolution parameter, γ (columns in Figure 5) and coupling parameter, ω (rows of
Figure 5). Figure 5 shows that incorporation of a resolution parameter makes a large
difference for detectability of community structure based on the DSBM parameters
used to generated the network. For lower values of  (i.e., increased intralayer com-
munity signal) with frequent community switching (decreased η), γ = 0.5 clearly
outperforms the higher values of γ. However, for γ = 0.5 the algorithm does not
appear to utilize information across the layers and performance drops off as ω is in-
creased. For a lower γ with higher ω, the algorithm would converge to a single, large
community across all layers at values of  that would ordinarily be detectable. For
(γ = 0.5, ω = 0), multimodbp performs quite well all the way down to the limit of
detection for single layer networks, given by the condition N(pin−pout) > q
√
c in [10]
and [39] (depicted by the vertical dashed line at  = .38 in upper row of Figure 5).
For higher values of γ we appear to get better aggregation of information across
the layers with increasing ω. At γ = 1.0 and ω = 4.0 the range of detection is increased
to a maximum of  = .75 for η = 1.0 (no community switching). This behavior is
consistent with the limits of detectability that are achieved through aggregation of
layers as discussed in [56]. They derive a modified limit of detectability in the case
where each layer is drawn from the same 2-block SBM with the community labels fixed
throughout the layers, unlike our model where each nodes’ community assignment
is allowed to vary. They compute a detectability threshold of NL(pin − pout) =√
4NLρ(1− ρ) where ρ = 12 (pin + pout). For parameters used in this experiment
the theoretical detectability limit is  ≈ .82 (shown by the dashed lines in Figure 5).
These results demonstrate how the additional flexibility provided by tuning γ and ω
allows for achieving near optimal performance depending on the parameters of the
underlying model.
3.2.2. Comparison with GenLouvain on Heterogeneous Benchmarks.
To assess the performance of multimodbp on more realistic synthetic data, as well
as on different multilayer topologies, we have applied it to the generative models
described in [3] and implemented in MATLAB [23] and Python [22]. In [3], Bazzi
et al. present a multilayer generative model that allows for the coupling of mesoscale
structures across a variety of interlayer topologies. In their approach, a multilayer
partition is sampled from a distribution defined by a given null model as well as the
specified interlayer dependencies. For the multilayer networks shown here, community
assignments are drawn from a Dirichlet distribution in an arbitrary starting layer, and
then either copied or resampled based on the interlayer coupling probability (p) to
the other layers. The intralayer edges are then drawn independently for each layer
conditioned on the assigned communities: specifically, the edges within each layer are
sampled according to a degree corrected stochastic block model (DCSBM) conditioned
only on the community assignments within that layer.6 That is the edges within each
layer are independent of each other given the community assignments. Interlayer
dependencies are introduced only through the probability that a given node keeps
the same community assignment from layer to layer. Within each layer, the strength
of community structure is given by the mixing parameter, µ ∈ [0, 1]. If µ = 0,
communities are perfectly separated (no edges between) while if µ = 1 edges are placed
without regard to the communities. We specify the interlayer coupling topology and
6Other models could be used for sampling the intralayer connections. The network generation
process described by Bazzi et al. is modular in nature, allowing for a large combination of inter- and
intralayer structures. We have chosen the DCSBM for direct comparison with the results in [3].
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parameters for each experiment below and the parameters for sampling the intralayer
edges from the DCSBM. For each experiment in this section, we have used the same
parameters detailed in Section V.A of [3] for the corresponding multilayer topologies.
We have compared multimodbp to GenLouvain [24] across a range of values for the
interlayer coupling parameter, ω (keeping γ = 1.0). GenLouvain is a fast, stochastic,
greedy heuristic to optimize multilayer modularity (Eq. 1.1) and is one of the most
widely used tools for multilayer community detection. We have used the iterated
version of GenLouvain where solutions from a run are used to initialize the next run,
until no improvements in modularity are obtained. We also used the random move
setting which allows the algorithm opportunities to break out of local optima. We
have chosen not to include here another commonly used multilayer detection tool,
Infomap, as its performance metrics on these benchmark tests were typically below
those of GenLouvain (see results in [3]).
Within the multiplex experiments detailed below, we found that as the number
of layers became larger, the all-to-all connections between node-layers representing a
single node quickly became stuck in a local minimum where node-layers with interlayer
connections were all strongly forced into the same community, washing out the weak
community information from the intralayer neighbors. To counteract this, we used
a spectral clustering approach to initialize the beliefs as was suggested in [65]. We
compute the top qmax − 1 eigenvectors of B = A − γP + ωC, the supra-modularity
matrix, and then use K-means to find qmax different clusters. This does not add
significant additional runtime as computing the leading eigenvectors of sparse matrices
can be done efficiently. All incoming beliefs to a given node-layer are then initialized to
a soft version of the identified spectral partition where the belief representing the node-
layer’s associated community is set to be some factor (5 in this case) times larger than
the other beliefs. We found in our experiments that starting multimodbp with even
relatively weak alignment provided by the spectral partitioning greatly improved the
results for the higher values of ω. We show in supplement Figure S.22 that multimodbp
improves on the baseline provided by the spectral initialization (even when the spectral
clustering by itself performs quite poorly). Although the improvements were most
notable for the two multiplex experiments, for consistency, we have employed spectral
initialization in all three of the multilayer layer models used below.7
For each combination of µ, p, and ω in the experiments below, we run each
approach once on each of 100 independently sampled networks from the benchmark
model. Our results below for GenLouvain closely mirror the findings in [3].
Temporal Multilayer Network. This network has a similar interlayer topology as
the DSBM detailed in Section 3.2.1 with an ordering on the layers and each node-layer
connected to only the node-layers in the layers adjacent to it. That is,
Ctemporalij =
{
1 if lj = li ± 1 AND i ∼= j
0 otherwise
.(3.1)
Similar to the DSBM, each node has a probability p of copying its identified node-
layer’s community in the preceding layer. The major difference with this experiment is
that community assignments are drawn from a more realistic Dirichlet null distribution
with θ = 1 (θ is the concentration parameter of the Dirichlet distribution) and q = 5.8
7We found that the discrepancies between multimodbp and GenLouvain were largest for higher
values of ω, which is where the spectral initialization adds the most benefit. See supplement Fig-
ure S.22 for performance of multimodbp without spectral initialization.
8We use q to denote the number of communities drawn from the null distribution (referred to as
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Fig. 6: Graphical representation of the community structures for networks sampled
from different interlayer topologies available with the multilayer-generative model in
[3]. In each subfigure, each row represents a particular node, with each column repre-
senting a layer of the network. Each node-layer is colored according to its multilayer
partition. Thus we can see how the different communities persist across the layers of
the network.
The intralayer connections are drawn from an SBM with degree correction (DCSBM)
with ηk = −2, kmax = 30, and kmin = 3. Each sampled network has 150 node-layers
in each layer with 100 layers for a total of 15000 node-layers. Visualization of an
example temporal network9 is shown in Figure 6.A. We have run multimodbp across
a range of p and µ and compared how increasing the interlayer coupling parameter
ω affects the performance of the algorithm. In Figure 7.A (the top two rows) we see
that multimodbp with the spectral initialization tends to outperform GenLouvain for
a wide variety of model parameters. We see that the peak AMI obtained for µ = .8 is
higher for multimodbp across most values of p, in some cases notably so (〈AMI〉 ≈ .8
vs 〈AMI〉 ≈ .4 at p = .99). That is, it appears in these cases that multimodbp is
better able to utilize the information across the adjacent layers to inform community
prediction.
Uniform Multiplex and Block Multiplex. We also sampled graphs from two dif-
ferent multiplex interlayer topologies. Unlike in the temporal multilayer networks, in
the multiplex topology, there is no inherent ordering to the layers. Each node-layer
is connected with interlayer edges to all other node-layers in the identified set:
Cmultiplexij =
{
1 if i ∼= j
0 otherwise
.(3.2)
In the uniform multiplex coupling, a node-layer’s community assignment is copied
with a given probability p to all of its identified node-layers. A visualization of an
example network with this structure is shown in Figure 6.B. In contrast, for the block
multiplex, we divide the layers into a specified number of blocks, and only copy the
nset in [3]). See Appendix A of Ref [3] for a more detailed description of the Dirichlet null distribution
for the multilayer partition.
9In Ref [3] this interlayer topology is referred to as uniform temporal because there are no tempo-
ral breaks. One could also consider block temporal networks analogous to the block multiplex model
considered below, with or without corresponding different weights of the Ctemporalij interlayer cou-
pling (which multimodbp would then use directly). We demonstrate the performance of multimodbp
on the temporal block model in supplement Figure S.21.
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Fig. 7: (Caption on next page.)
layer assignments with probability p for layers within a given block. Within each
block the structure is the same as the uniform multiplex, however there is a complete
discontinuity in node-layer community assignments from block to block. Note that
while the interlayer coupling probabilities are set to 0 between blocks in the model, the
interlayer edges between blocks are still present in the network. Figure 7.C shows an
example of a multiplex block network. For both of these examples we use a Dirichlet
null model with θ = 1 and q = 10 and generate the intralayer edges from the DCSBM
with parameters ηk = −2, kmin = 3, and kmax = 150.
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Fig. 7: (Previous page.) We compare the performance of multimodbp (top rows of
each panel) and GenLouvain [24] (bottom row of each panel) across a range of mul-
tilayer benchmark networks developed by Bazzi et al. [3]. For each model, we vary
both µ, the intralayer mixing parameter (strength of communities) denoted by the
different markers and colors, as well as p, the persistence of communities across layers
going from left to right, across the subfigures. Each point represents the 〈AMI〉 aver-
aged over 100 independent realizations of the model. A) Temporal network topology
with ordered layers and interlayer connections only present between adjacent layers.
Multilayer community partitions are drawn from Dirichlet distribution with θ = 1
and q = 5. Intralayer edges are samples from a DCSBM with ηk = −2, kmax = 30,
kmin = 3. Each network has 100 node-layers in each layer with 150 layers for a to-
tal of 15000 node-layers. B) Uniform multiplex multilayer network with unordered
layers and all to all interlayer connections among identified node-layers across all lay-
ers. Multilayer partitions are sampled from Dirichlet distribution with θ = 1 and
q = 10. Intralayer connections are drawn from DCSBM with ηk = −2, kmin = 3, and
kmax = 150. Each network has 1000 node-layers in each layer with 15 layers for a
total of 15000 node-layers. C) Block multiplex model with the same parameters as
the uniform multiplex models but with a discontinuity between each block of 5 layers
where community labels are completely independent.
We compare multimodbp with GenLouvain on the uniform multiplex benchmark
networks in Figure 7.B (middle two rows). We find that in most of the parameter
regimes, performance is relatively comparable between the two methods, with Gen-
Louvain having a slight edge overall, especially for higher values of µ and lower values
of ω. However, for some parameters on the block multiplex networks in Figure 7.C,
multimodbp outperforms GenLouvain, especially at lower values of µ (see µ = .8,
p = .95). Overall, we see that multimodbp is able to utilize information across lay-
ers to detect community structure where it would be undetectable if each layer was
considered independently. These benchmarks demonstrate that multimodbp performs
comparably with and in some cases better than GenLouvain. The belief propagation
approach is also quite fast with computational complexity O(qm). Supplement Fig-
ure S.25 shows that the runtime of multimodbp is actually lower than GenLouvain if
the number of possible communities (q) is not too large.
In addition to the above results, it is important to emphasize that the convergence
properties of multimodbp provide additional information about whether there is sig-
nificant community structure in the first place. In Figure 8 we show that multimodbp
stops converging when the planted structure is undetectable. In contrast, the modu-
larity of the communities detected by GenLouvain remains relatively stable, even as
the communities become increasing undetectable for higher values of µ. As is well
understood, modularity maximization by itself may overfit the noise within a network
and cannot reliably assess its own performance. In networks without known commu-
nities (e.g. most real-world networks), multimodbp might be used as a complement
to other methods (including GenLouvain) to better determine whether community
structure is actually present. In supplement Figure S.24 we compare the distribution
of AMI for partitions that do converge versus those that do not for a range of parame-
ter values in the temporal multilayer benchmark network. This demonstrates that for
a large range in the parameter space, convergence of individual runs corresponds with
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Fig. 8: Detectability of communities in the multilayer temporal benchmarking network
(with p = .85) as µ is varied. We plot the average 〈AMI〉 of the detected communities
for both multimodbp (solid red line) and for GenLouvain (solid blue line). We note
that a partition can be computed from the final marginals of the belief propagation
even in the case where the algorithm has not converged (i.e. the communities are
not detectable). We also show the average modularity of the partitions identified by
GenLouvain (dashed blue line) as well as percentage of trials that converged to a
non-trivial solution for multimodbp.
detection of the underlying community structure, though we do see cases where the
returned marginals are aligned with the community despite the algorithm not having
converged.
Furthermore, while we have measured the performance of our algorithm here
using a hard partition of the network, one of the advantages of belief propagation is
the ability to generate a soft partitioning by using the computed marginals for each
node-layer. In the next section we showcase how this information can be used to
interpret the structure of two real-world multilayer networks.
3.2.3. Real-world multilayer networks. We conclude our results by demon-
strating the inferences that can be made on real-world networks using the additional
information provided by multimodbp. We begin with the US Senate voting similarity
network as introduced by [60] and analyzed in [37]. This data set represents the vot-
ing similarity patterns of 1,884 U.S. Senators over 110 Congresses starting in 1789.
Each 2-year Congress beginning in the January following an election is represented
as a layer within this network. A node within a layer represents a Senator serving
in that Congress with Senators serving in consecutive Congresses linked through in-
terlayer edges. In the analysis performed here, the network was modified to sparsify
the intralayer connections by taking the K-nearest neighbors (KNN) of each Senator
based on the strength of voting correlations (using K=10) while keeping the edges
with the original weights based on voting similarities (that is, each node retains the
10 highest-weight edges around it).
In Figure 9.A we show the correspondence between the retrieval modularity, the
Bethe free energy (Eq. 2.5), and the AMI with the political party labels of partitions
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Fig. 9: We ran multimodbp on the US Senate voting similarity network comprised of
1884 Senators across the first 110 Congresses [37, 60]. A) The relationship between
Bethe free energy and retrieval modularity is given by equation Eq. 2.5. We see that
the Bethe free energy correlates strongly with retrieval modularity, and the parti-
tions with the lowest free energy tend to correspond best with the underlying party
structure. B) We examined the distribution of the average Senator entropy for each
Congress (layer) in the network. Inset graphs depict how changes in average entropy
correspond with network structure and the overall level of polarization within the
network. Node size depicts the average entropy level of Senators with “high entropy”
Senators labeled.
identified across a range of the (γ, ω) parameter space. Each point represents a par-
tition identified using multimodbp. The belief propagation algorithm fixed points are
actually minimizers of the Bethe free energy (rather than optimizers of the retrieval
modularity). We see in general that partitions that minimize the Bethe free energy
produce high retrieval modularities. Optimizing the Bethe free energy also produces
partitions that accurately reflect the underlying known structure in the data set (i.e.,
the political party affiliations of the Senators), shown by the color of the scatter points
in Figure 9. We show a comparison of these partitions with the real party layouts
in Figure S.20. It appears that the most appropriate choice (in this sense) of the
multimodbp parameters are around (ω = 6, γ = 0.5).
One of the main benefits of using the belief propagation approach for community
detection is that we can obtain a measure of how confident we are in the predicted
community for each node-layer. In Figure 9.B, we show the distribution of Senator
entropies for each Congress, averaged over the top 200 partitions identified (by AMI
with parties). On the y-axis we plot the distribution of − log10(entropy) across all
Senators as a measure of how strongly identified the communities are and thus how
polarized Congress is along party lines. We have highlighted several periods of Ameri-
can history such as the Era of Good Feelings with corresponding low polarization/high
entropy, or the high level of polarization immediately preceding the Civil War. The
insets show how the corresponding changes in entropy from Congress to Congress
are reflected in the community structure of the graph. This is consistent with the
increasing level of polarization identified in previous study of this data set [60, 35].
Our method gives the further benefit of providing a node level metric to identify how
strongly each node-layer is connected with its community. In Figure 9.B we have
labeled the “high entropy” Senators, those whose voting patterns indicate a measure
of bipartisanship (or independence from the party as in the case of Bernie Sanders
in the 2007–08 Congress). Thus node-level information contained in the marginals
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Fig. 10: Several visualizations of the Lazega Lawyer network [32]. On the left we
show several characteristics of partitions identified with multimodbp at various values
of γ (x-axes) and ω (y-axes). In the top row, from left to right, we show how many
times the algorithm converged over 10 runs across the range of β values, the number
of communities identified by the best run for each set of parameters (based on lowest
Bethe free energy), and the average entropy of the marginals across all of the nodes
for each of these partitions. In the next two rows we show the AMI of the identified
partition within a single-layer and a specified metadata attribute. For example in
the left most panel of the second row, we show how the “practice” (which type of
law practiced by each node) attribute lines up with the partitioning of work layer.
Showing the partitions in this manner demonstrates how different metadata attributes
affect the community structure in the different layers and how this is best captured
by multimodbp for different values of γ and ω. White spots are where multimodbp
did not converge for any value of β. On the right we show the three layers of the
network (advice, work, friends) colored by two of the metadata attributes: Practice
(which specialty of law each person is involved in) and Office (which location the
person works in).
allows for additional assessment and interpretation of the obtained community struc-
ture. In particular, this additional assessment is distinct from comparing detected
communities with the node-level metadata. This is especially notable given the now
well-established difficulties with assessing community detection approaches solely on
the basis of alignment with metadata attributes [46].
The second real-world network that we have analyzed is the Lazega Lawyer net-
work introduced by [32]. We scan the (γ, ω) parameter range [0, 3]×[0, 3] and select the
partition with the highest retrieval modularity, Q({tˆ}) at each point. In Figure 10, we
show the number of iterations taken by the converged partitions for different param-
eter choices of (γ, ω). Within the lower right quadrant (high γ, low ω) the algorithm
only converged for a small range of β values. In the top row, middle panel, we see
that for this network three communities were chosen for a large portion of the pa-
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rameter space, although the structure of the identified partitions varied widely. In
the top right panel of Figure 10.A, we look at the average entropy per node across
the parameter space to identify regions where node ambiguity is minimized. These
results suggest another possible way to identify regions of the (γ, ω) with correspond-
ing strong community structure. We see that for places where the entropy is quite
low, the detected communities are aligning with the attributes in at least one of the
layers and that regions where the algorithm does not converge also have a high aver-
age entropy. This provides a useful way to compare the strength of the communities
detected in different regions of (γ, ω), because the modularity score is itself a function
of these variables (and thus is unhelpful in determining the appropriate parameter
values by itself).
In the bottom two rows we have explored how each partition overlays with a
particular metadata attribute within a given layer. For instance the panel titled
“office-friends” shows the AMI of all partitions with the office attribute only within
the friends layer. We see that within different parts of the parameter space, different
features of the metadata align more closely with the partitions identified. For instance
there is a narrow band from γ ∈ [0.4, 0.6] for which the office attribute strongly aligns
with the community structure of the work layer, with a corresponding low band of
average entropy. In contrast, the structure in the advice layer lines up most strongly
with the practice attribute at a higher resolution range: γ ∈ [0.8, 1.0]. We see also
that the friendship layer really only aligns with the office attribute (the location
where people work). Our results for this network complement those derived in [46]
suggesting that no single metadata attribute explains the structure of this network.
These results highlight the need to explore and summarize partitions across different
parameter ranges.
4. Discussion. We have presented multimodbp, an extension of the modularity-
based belief propagation framework to multilayer modularity. Like the original belief
propagation framework for modularity [66], there are a number of features of multi-
modbp that make it a useful tool for identifying community structure in real-world
multilayer networks. At its core, modularity and its multilayer extension are objective
functions for assessing community structure and do not allow for true statistical infer-
ence10 (cf. generative approaches like the stochastic block model, e.g., [17, 47, 55, 56]).
However, by formulating multilayer modularity optimization from the perspective of
a Boltzmann ensemble, we can obtain an estimate of the uncertainty of assignment at
each node from its marginal. The marginals reflect how much shifting a node from one
community to another changes the modularity and thus is a measure of how strongly
a node prefers a certain community. In this sense we can find a “soft” partitioning
of the nodes, in which one node may belong to multiple communities, along with
confidence levels corresponding to each community. We have shown in two real-world
examples how knowledge at the node level about the confidence in the community pre-
diction can inform interpretation of the community structure. Most modularity-based
algorithms do not allow for overlapping communities with a few notable exceptions
including OverMod [5] and the fuzzy c-means [67], both of which require an initial
disjoint partitioning of the network in order to identify overlaps. Other versions of
overlapping modularity-like approaches include [19, 33]. Our approach is useful in
10That said, we highlight that Newman has shown that optimizing modularity is equivalent to
the MLE for a planted partition of the degree corrected stochastic block model for a certain value of
γ [42]. Likewise Pamfil et al. showed an equivalence for multilayer modularity for a multilayer SBM
with both temporal and multiplex topologies for specific values of (γ, ω) [43].
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that it can be used for either a hard or soft partitioning of the network depending on
the desired context.
Meanwhile, although the method of Zhang and Moore allows for the selection
of the number of communities by identifying the value of q for which the retrieval
modularity plateaus [66], we have shown that this approach fails to perform optimally
in a number of cases. This underscores the need for greater flexibility as provided
by incorporation of the resolution parameter γ. Rather than searching along the
domain of q, we allow q to float (up to a certain point qmax) and search along the
γ domain to characterize network structure. The flexibility added by the resolution
parameter becomes even more important in the multilayer context. We have shown
that performance of multimodbp is optimized by different combinations of (γ, ω) in
different parameter regimes of the dynamic stochastic block model. This is consistent
with the work of Newman who demonstrated a link between the resolution parameter
γ of modularity and the pin and pout parameters of a degree-corrected stochastic block
model [42]. Recently, Pamfil et al. extended this approach to multilayer modularity,
deriving a similar mapping between the coupling parameter, ω, and the parameters
of a model very similar to the DSBM studied here [43].
One of the greatest benefits of the multimodbp approach is that the convergence
of the algorithm to non-trivial solutions reveals the existence of significant community
structure beyond what would be expected at random. Several prior works have shown
that even in randomly-generated networks without underlying structure, modularity
optimization heuristics are capable of finding high-modularity partitions [2, 8, 66].
For this reason alone we believe an extension of modularity belief propagation for
multilayer networks provides a valuable new tool for network analysis. We have shown
that our algorithm performs comparably to GenLouvain across a range of multilayer
topologies and that its convergence can in some cases reveal when no detectable
structure is present, as compared to GenLouvain continuing to report high-modularity
but possibly meaningless community partitions.
There remain a number of technical challenges for implementing multimodbp at
scale. The runtime of the algorithm depends greatly on the number of iterations of
belief propagation that are required to run before convergence. As described in Zhang
and Moore, this tends to spike as you approach the retrieval phase, and the formula for
β∗ we have used tends to yield values slightly above where this spike occurs. Ideally,
one could have an adaptive solution, identifying a value of β for which the algorithm
appears to be converging quickly early on and adjusting β once the algorithm is closer
to converging. Eventually, we would like to devise an automatic method of selecting an
appropriate value for β based on a preliminary scan of convergence rates across the β
domain, similarly to how we iteratively select the appropriate number of communities
as the algorithm runs. Another issue is the dependency of the runtime and memory
of the algorithm on the number of marginals being optimized. We try to reduce
the dimension of the marginals after the algorithm has run, by combining redundant
dimensions (those that are highly correlated). One could imagine attempting such
a reduction earlier on after a few course-grained runs of the algorithm to produce
additional performance gains.
To facilitate use of (and possible improvements on) our method, we have written
and distributed a Python package available on PyPI [63].
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S. Supplement.
S.1. Derivation of Multilayer Belief Propagation Update Equations.
To derive the update equations for the multilayer belief propagation, we have relied
heavily on the approach employed by Zhang and Moore [66]. In the belief propagation
algorithm, also known as the sum-product algorithm or cavity method, each node
sends a “message” (ψi→kt ) to its neighboring nodes encoding the marginal probability
of it occupying a given state, t (or, in our case, belonging to a given community).
These updates are iterated over all nodes until the messages converge to a fixed point
of the update equations (if it exists).
In general, belief propagation can be written for any factor graph with interac-
tions up to an arbitrary order. However, in the case of only pairwise interactions, the
belief propagation equations simplify to the following the form:
ψi→kt =
1
Zi→k
∏
j∈∂i\k
∑
s
fij(s, t)ψ
j→i
s(S.1)
where f(ij) is a function representing the interaction between nodes i and j. We note
that the product is over all neighbors of i excluding k, which is to say every node
that i interacts with. We will see that interactions are not strictly limited to nodes
that are connected within the graph we are optimizing over. The original formula for
modularity developed by Newman and Girvan is given by
Q(c) =
1
2m
∑
i,j
(Aij − didj
2m
)δci,cj(S.2)
where Aij is the (possibly weighted) adjacency matrix, ci ∈ {1, ..., q} denotes the
community assignment of node i, di =
∑
j Aij gives the (weighted) degree/strength
of node i, and m =
∑
i<j Aij the number (total weight) of edges in the graph. We
distinguish here between an interaction between two nodes in our model and an actual
edge in our graph. In the case of modularity, the sum is over all pairs of nodes (rather
than only the edges) because pairs of nodes within the same community still contribute
to the score through the null model term,
didj
2m .
We could imagine Equation S.2 as defining the contribution to the energy for a
single type of interaction between nodes with corresponding interaction term: fij =
eβ(Aij−
didj
2m )δst , where we have dropped the factor of 12m because only the relative
energies matter for the probability of occupying a given state, and switched notations
from ci, cj ↔ s, t to match the belief propagation notation. However, this leads to
a much more computationally intensive form of belief propagation where updates
for each node depend weakly on every other node in the graph requiring O(qn2)
computations for each round of updates. Instead we represent two different kinds of
interactions between nodes shown in Figure S.11: those corresponding to the edges in
the original graph with contribution fEij = e
βAijδst and the weak but dense interactions
between all pairs of nodes in the graph that arise from the null-model term fnullij =
e−β
didj
2m δst . By splitting the interaction into contributions from the separate terms
in Equation S.2, we factor out the contribution from these, giving the belief update
equations introduced by Zhang and Moore [66]:
ψi→kt =
1
Zi→k
∏
j∈∂i\k
q∑
s=1
eβδstψj→is
∏
j 6=i\k
q∑
s=1
e−β(didj/2m)δstψj→is .(S.3)
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Fig. S.11: Schematic of modularity belief propagation. We have split the contribu-
tions to the modularity into two kinds of interactions: strong interactions represented
by edges in the original graph (shown as dark, solid lines in figure) and weaker, all-to-
all connections given by the null model term (shown as dashed lines). Beliefs (shown
as arrows) are summed from all interacting nodes except the one who is receiving the
message (far right node).
where the first product is only over the neighbors of node i in the network excluding
k (i.e. j | (i, j) ∈ E).
These two terms can be simplified as follows:
q∑
s=1
eβδstψj→is = e
βψj→it +
q∑
s6=t
ψj→is = (e
β − 1)ψj→it + 1 ,
q∑
s=1
e−β
didj
2m δstψj→is = e
−β didj2m ψj→it +
q∑
s6=t
ψj→is = (e
−β didj2m − 1)ψj→it + 1 .(S.4)
Further simplification of the second term occurs by replacing all of the weak inter-
actions with a single field term that is updated after each round of belief propagation
updates. In the event that the network is sparse, the degree of any given node will
be small compared to the square root of the total number of edges (di, dj 
√
2m).
In this case we can approximate the message a node sends to non-neighboring nodes
(along a dashed line in Figure S.11) with its own marginal:
ψit = ψ
i→k
t
∑
s
e−β
didj
2m δstψk→is
= ψi→kt (
∑
s 6=t
ψk→is + e
−β didj2m ψk→it )
≈ ψi→kt (
∑
s 6=t
ψk→is + (1− β
didj
2m
)ψk→it )
= ψi→kt (
∑
s
ψk→is − β
didj
2m
ψk→it )
= ψi→kt (1− β
didj
2m
ψk→it )
≈ ψi→kt .(S.5)
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We can thus write our contribution from the null-model as follows:∏
j 6=k
∑
s
e−β
didj
2m δstψ
j→i
s =
∏
j 6=k
((e−β
didj
2m − 1)ψj→it + 1)
≈
∏
j 6=k
((e−β
didj
2m − 1)ψjt + 1)
≈
∏
j 6=k
(β
didj
2m
ψjt + 1)
≈
∏
j 6=k
(eβ
didj
2m ψ
j
t )
≈ exp
−β di
2m
∑
j
djψ
j
t

= exp
(
−β di
2m
θt
)
(S.6)
where θt =
∑
j ψ
j
tdj and is treated as constant for each round of belief propagation
and then updated accordingly with each node’s marginal. This “field trick” originally
applied in [9] and [10] is made possible by the way we split the contributions from the
edges of the network into a separate term from the interactions that come from the
null-model term in the modularity formula. This reduces the computational complex-
ity to a much more manageable O(qm). Combining these simplifications gives Zhang
and Moore’s original update equation:
ψi→kt ∝ exp
−βdi
2m
θt +
∑
j∈∂i\k
log
(
1 + (eβ − 1)ψj→it
) .(S.7)
We have employed a very similar approach as Zhang and Moore, however now we
use the formula for multilayer modularity in Equation 1.1 as the Hamiltonian to repre-
sent interactions in our model. We now use i, j, and k to index the node-layers in our
multilayer network. For more details about the multilayer notation used here, please
see Section 2.1 in the main text. First, we account for the additional contribution of
the interlayer edges in a similar manner to the intralayer edges: fmultiij = e
βA˜ij , where
A˜ij = Aijδ(li, lj)+ωCij(1−δ(li, lj)) is the appropriate weight for the inter/intralayer
edge the message is traveling along. We note that we have allowed for weights along
the intralayer edges by the same method as Shi et al. [54] and then similarly include
interlayer contributions scaled by ω in A˜ij . Thus the contributions from the edges in
the network are now given by
∏
j∈∂i\k
q∑
s=1
eβA˜ijψj→is =
∏
j∈∂i\k
(
(eβA˜ij − 1)ψj→it ) + 1
)
.(S.8)
This product is over all node-layers in the neighborhood of i including its interlayer
neighbors (but excluding node-layer k).
We also modify the belief update equations in accordance with the different contri-
butions from the null model in multilayer modularity. In the null model for multilayer
modularity given by Equation 1.1, only pairs of node-layers that are within the same
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layer contribute to Pij with the denominator being the total number of edges within
i’s layer, mli (see Equation 1.2). Thus the product in the null-model component only
goes over the indices of node-layers within the same layer as node-layer, i:
∏
j 6=k
∑
s
e−β
didj
2m δst ⇒
∏
j∈Vli\k,i
∑
s
e
−β didj2mli δst(S.9)
We have also incorporated a resolution parameter, γ, to the contribution from the
null model. The resolution parameter effectively balances the contributions of edges
that are internal to communities and the strength of the field from the null model.
This gives the null-model interaction: fnullij = e
−βγ didj2mli . We can still incorporate
the field trick detailed above as long as di, dj 
√
2mli/γ. In our experience we
have found that the algorithm generally doesn’t converge if γ is too large and have
generally used γ ≤ 3 for experiments in this manuscript. We can apply the same line
of reasoning as Equation S.6 above, substituting ψjt for ψ
j→i
t and Taylor’s theorem to
arrive at ∏
j∈Vli\k
∑
s
e
−βγ didj2mli δst ≈ exp
(
−β di
2mli
θtli
)
,(S.10)
where θtli =
∑
j∈Vl〉
ψjtdj , is the layer specific field term that is treated as constant for
each round of message passing, then updated according to the new marginals. These
modifications combined give us the update equations 2.4 for multimodbp. We note
that the message passed from node-layer i to node-layer k, ψi→kt does not depend on
the type of edge (i, k). Node-layer i integrates information from its neighboring node-
layers (except node-layer k), handling both edge weights and types appropriately, and
passes this information to node-layer k. The edge type (and weight) between node-
layer i and node-layer k only comes into play when node-layer k integrates all the
information coming in from its neighboring node-layers.
S.2. Derivation of Bethe Free Energy. We derive here the formula for the
free energy of the single layer model given in Zhang and Moore [66]. In the next
section we will show how this naturally extends to the multilayer case with interlayer
edges. For any model which has only pairwise interactions, the formula for the Bethe
free energy approximation is given by
fBethe = − 1
Nβ
∑
i
logZi −
∑
i,j∈E
logZij
 .(S.11)
In the modularity model, there are really two types of edge interactions: those
that are given explicitly by the underlying graph (i.e. the Ai,jδci,cj term), and the
pairwise interaction term that comes from the null model (i.e. Pi,j =
didj
2m δci,cj ). We
can split these two apart:
fBethe = − 1
Nβ
∑
i
logZi −
∑
i,j∈E
logZij −
∑
i 6=j
log Zˆij
(S.12)
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where we refer to the edges in the underlying graph as E and split out the non-
edge interactions into another term with normalization Zˆij . We write out the joint
distribution for these “non-edges”:
ψijst =
1
Zˆij
e−β(didj/2m)δstψisψ
j
t(S.13)
We use this to compute Zˆij :
Zˆij =
∑
t
∑
s
e−β(didj/2m)δstψisψ
j
t ,(S.14)
∑
i<j
log Zˆij =
∑
i<j
log
∑
t
∑
s
e−β(didj/2m)δstψisψ
j
t
≈
∑
i<j
log
(∑
t
∑
s
1− β(didj/2m)δstψisψjt
)
≈ −
∑
i<j
(∑
t
∑
s
β(didj/2m)δstψ
i
sψ
j
t
)
= −
∑
t
∑
i<j
β(didj/2m)ψ
i
tψ
j
t
= − β
4m
∑
t
∑
i 6=j
didjψ
i
tψ
j
t
= − β
4m
∑
t
θ2t .(S.15)
This gives us the expected full formula,
fBethe = − 1
Nβ
∑
i
logZi −
∑
i,j∈E
logZij +
β
4m
∑
t
θ2t
 .(S.16)
S.3. Multilayer Bethe Free Energy. We now extend the Bethe Free Energy
equation to multilayer networks. The formula for multilayer modularity for undirected
networks is given by Equation 1.1 in the main text:
(S.17) Q(γ, ω) =
∑
i,j
(Aij − γPij + ωCij) δ(ci, cj) .
As before we only have pairwise interactions within the model. However, note that
in the multilayer formulation there are now both intra- and interlayer edges. We
can split the edge term of fBethe into the contributions from interlayer and intralayer
edges: ∑
i,j∈E
logZij =
∑
i,j∈Einter
logZinterij +
∑
i,j∈Eintra
logZintraij(S.18)
where Eintra and Einter are given by the non-zero elements of Aij and Cij respectively.
For the non-edge term in the multilayer case, we note that the non-edge interaction
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terms are all restricted to within a given layer. This means that nodes within different
layers of the model only interact through the interlayer edge term and not through
the null model term:
1
Nβ
∑
i6=j
log Zˆij =
1
Nβ
∑
l
∑
i 6=j,i,j∈l
log Zˆlij .(S.19)
We can therefore split this term into a sum over the contributions from each of the
layers with a similar form as from before:∑
l
∑
i 6=j,i,j∈l
log Zˆlij = −
∑
l
β
4ml
∑
t
(θlt)
2(S.20)
and we can write the full Bethe free energy as
fBethe = − 1
Nβ
∑
i
logZi −
∑
i,j∈Einter
logZinterij
−
∑
i,j∈Eintra
logZintraij +
∑
l
β
4ml
∑
t
(θlt)
2
(S.21)
where the Zinterij can be computed from the pairwise marginals of the interlayer in-
teractions:
ψi,js,t =
1
Zinterij
eβωCijδs,tψi→js ψ
j→i
t .(S.22)
S.4. Formula for selection of β∗ on weighted multilayer networks. In
this paper, we have used the approach by Shi et al. to identify the value of β∗ where
the trivial solution is no longer stable [54] which is an extension of the reasoning to
the original approach presented in Zhang and Moore [66] (see Section 2.4 in main
text). Here we present the form of the linearized approximation of the messages as
well as its eigenvalue.
Consider the update equation for multimodbp:
(S.23) ψi→kt ∝ exp
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))
 .
We compute the derivative
∂ψi→kt
∂ψj→is
assuming both (i, j) and (i, k) are edges:
∂ψi→kt
∂ψj→is
=
∂
∂ψj→is
 1
Z
exp
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))

=
1
Z
∂
∂ψj→is
exp
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))

+ exp
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))
 ∂
∂ψj→is
[
1
Z
]
.(S.24)
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We will consider each of these two derivatives separately. To help condense notation
we define Farg = γ
βdi
2mli
θlit +
∑
j∈∂i\k log (1 + ψ
j→i
t (e
A˜ijβ − 1)). First,
∂
∂ψj→is
exp
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))

= exp [Farg]
∂
∂ψj→is
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))
 .(S.25)
The derivative of the first term here,
∂
∂ψj→is
γ
βdi
2m
θlit
is O
(
didj
2m
)
, which we can ignore given our assumption that the network is sparse
(di 
√
m for all i).
We are then left with
∂
∂ψj→is
 ∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))
 .
The only term in this sum that will lead to a non-zero derivative is if s = t, leading
to
(S.26)
∂
∂ψj→is
log (1 + ψj→it (e
A˜ijβ − 1))δst = δst e
A˜ijβ − 1
1 + ψj→is
(
eA˜ijβ − 1
) .
Evaluating at the fixed point, and combining with the previous 1Z exp(Farg)| 1q =
1
q ,
this term becomes
(S.27) δst
eA˜ijβ − 1
q + eA˜ijβ − 1 .
Next we move on to the second term from the previous product rule expansion
(Eq S.24):
∂
∂ψj→is
1
Z
= − 1
Z2
∂Z
∂ψj→is
= − 1
Z2
∂
∂ψj→is
∑
t
exp
γ βdi
2mli
θlit +
∑
j∈∂i\k
log (1 + ψj→it (e
A˜ijβ − 1))
 .
We follow the same line of reasoning as before, dropping the θli term to arrive at
(S.28) − exp(Farg)
Z2
eA˜ijβ − 1
1 + ψj→is (eA˜ijβ − 1)
.
If we bring the extra exp(Farg) from before back in, and evaluate at the fixed point,
this leads to
(S.29) − 1
q
eA˜ijβ − 1
q + eA˜ijβ − 1 .
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In total, we find the linear approximation of the messages is given by the q×q matrix:
(S.30) T i→k,j→ist =
eA˜ijβ − 1
q + eA˜ijβ − 1
(
δst − 1
q
)
.
The leading eigenvalue of this matrix is given by
(S.31) ηij =
eβA˜ij − 1
eβA˜ij + q − 1 .
S.4.1. Testing selection of β∗. As part of testing the formula for β∗(q, w),
we look at the effect of adding normally distributed edges weights on an Erdo˝s-Re´nyi
graph shown in Figure S.12. For the Erdo˝s-Re´nyi graph with normally distributed
weights, Equation 2.9 gives a very good estimate of where the divergence occurs, while
the unmodified equation becomes less accurates as the weights differ from 1.
Fig. S.12: Stability boundary for Erdo˝s-Re´nyi graph with weights assigned randomly
from a N (µ, σ = .5) normal distribution. Left three plots depict convergence curves
of the algorithm for three different means of the normally distributed edge weights
(µ =1,2, and 3 respectively). Each curve represents the average over 10 realizations of
the ER random graph. The unweighted prediction for β∗ is given by the black dashed
line, while the weight adjusted prediction is given by the dashed green line. On far
right plot β∗ was empirically determined for several different mean weights (red line)
and compared with the predicted values (blue line) showing good agreement.
In the far right panel of Figure S.12, we show that formula derived by Shi et al.
well predicts the point where the trivial solution is no longer stable (shown by the red
line). Below in Figure S.13, we also demonstrate that for a 2-community SBM the
modified formula for β∗ occurs within the retrieval phase, detecting the communities
with high accuracy.
We have used Equation 2.9 to identify the value of β to run the algorithm at
in all of the experiments within this manuscript. Since a priori the number of
communities, q, isn’t known in advance, we run the algorithm at several values
β = [β∗(q = 2, c, 〈w〉), ...β∗(q = qmax, c, 〈w〉)] for a range of expected numbers of
communities, [2, qmax]. We reiterate that the heuristic derived works well in most
cases, but makes no guarantees that β∗ will be inside the retrieval phase for all degree
distributions and distribution of edge weights. For some networks scanning a range
of β values might be required.
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Fig. S.13: Stability boundary for 2-community planted partition stochastic block
model graphs with weights assigned randomly from a N (µ, σ = .5) normal distribu-
tion. These SBMs had N = 200 nodes with mean degree c = 6, and  = poutpin = .1.
Each convergence curve was averaged over 10 realizations of the SBM with different
means of the normally distributed edge weights (µ = 1, 2, and 3 respectively). The
unweighted prediction for β∗ is given by the black dashed line, while the weight ad-
justed prediction is given by the dashed green line. The red curves show the adjusted
mutual information with the underlying ground truth.
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Fig. S.14: Stability boundary for 2-community unweighted multilayer dynamic
stochastic block model graph. Network had N = 100 nodes within each layer with
mean degree c = 6 and  = poutpin = .1. Each convergence curve was averaged over 10
realizations of the SBM model with the algorithm run with different interlayer edge
couplings (ω = 0, 1, and 4 respectively). The unweighted prediction for β∗ is given
by the black dashed line, while the weight adjusted prediction is given by the dashed
green line. Red curve shows the adjusted mutual information with the underlying
ground truth.
In Figure S.14, we also show that the retrieval phase of multilayer networks also
varies with the strength of the coupling parameter, ω. The β∗ predicted by Equa-
tion 2.9 consistently lies within the retrieval phase even as ω increases (in contrast to
the value of β given from the unmodified equation).
S.5. Supplement Figures.
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Fig. S.15: We compare the performance of the algorithm for a wide range of γ values
in the event that the number of communities is fixed at the correct number (q = 4).
Here we do not allow q to float as described in Section 2.5
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Fig. S.16: Using the method recommended by Zhang and Moore to select the appro-
priate value of q for the American NCAA Div-IA College Football Network [16, 11].
Each colored line corresponds to running modbp for a given value of q across a window
of β around β∗(q) (shown by black dashed line). Using this method would suggest
an appropriate q ∈ [6, 8] depending on the threshold selected. We note that here, we
do not collapse community labels as described in Section 2.5; for each run a single
fixed value of q is used as well as the default resolution (γ = 1). AMI with the school
conferences is denoted for each q by the colored × symbols.
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Fig. S.17: We run multimodbp on the US Senate Voting similarity network [60], using
the KNN (k=10) as described in Section 3.2.3 of the main text. We ran multimodbp for
a maximum of 4000 iterations across 100 evenly spaced values of β ∈ [0, 1]. For each
value of β we ran multimodbp 5 different times. We show that Shi et al ’s approach
to selecting β∗ [54] identifies regions where the algorithm is in the retrieval phase (i.e
converges to non-trivial partitions). Vertical dashed black lines show calculated value
for β∗(q) for q ∈ {4, 6, 8, 10, 12, 14}. Vertical blue and red bars denote the percentage
of runs for that value of β that ultimately converged (percentage is shown by the
proportion of the space under the number of iterations curve occupied by the bar).
Bar color denotes whether the identified partitions were trivial (ψit =
1
q ). We see that
several of these lie within the observed retrieval phase (q ∈ {8, 10, 12, 14}) .
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Fig. S.18: Demonstration of layer “splitting” on the multilayer dynamic stochastic
block model (DSBM). Left shows the ground truth planted community assignments
while the right shows the communities identified by multimodbp without the cross layer
assignment procedure. We reiterate that this cross layer label permuting preserves all
identified structure within a layer and always results in higher modularity.
Fig. S.19: multimodbp applied to the US Senate Voting similarity network [60]. Left:
AMI of identified partitions with the political party labels using multimodbp across a
range of γ and ω values. Right: the number of communities identified by the algorithm
as a function of the parameters (γ, ω).
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Fig. S.20: Top identified partitions based on minimization of the Bethe free energy
on the US Senate voting similarity network. In each, each row represents the Senator
for a particular State, organized by region, while the x-axis denotes the year of each
Congress. Nodes are colored according to their identified partition, while the top left
figure is colored by the political party affiliation of each senator.
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Fig. S.21: Comparison of the performance of multimodbp (top row) with GenLouvain
on the temporal block topology from Ref [3]. In this model discontinuities are intro-
duces in the community structure such that the layers are divided into 4 equally sized,
independent blocks, with a temporal topology within each (analogously to the multi-
plex block topology described in Section 3.2.2). Each point represents the 〈AMI〉 over
100 different realizations of the model. Multilayer community partitions are drawn
from Dirichlet distribution with θ = 1 and q = 5. Intralayer edges are samples from
a DCSBM with ηk = −2, kmax = 30, kmin = 3. Each network has 100 node-layers in
each layer with 150 layers for a total of 15000 node-layers.
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Fig. S.22: Upper panel: The top row shows the performance of multimodbp on the
uniform multiplex network (as specified in Section 3.2.2 of the main text) without
the spectral initialization detailed in the main text. Performance of the algorithm at
higher ω trails off abruptly. For comparison with multimodbp with spectral initial-
ization, see Figure 7 in main text. In the second row, we show performance of just
the spectral initialization (without multimodbp). The spectral initialization’s perfor-
mance tends to be better at higher values of ω, complementing the deficiencies in
multimodbp. In the bottom two rows, we show the corresponding performance of
multimodbp without spectral initialization (row 3) and only using the spectral initial-
ization (row 4).
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Fig. S.23: Detectability of communities in the multilayer temporal benchmarking
network as µ is varied. Down the rows of the subfigures ω is increased, while across
the columns, we increase p the alignment of communities across the layers. For each
pair of ω and p, we plot the average 〈AMI〉 of the detected communities for both
multimodbp (solid red line) and for GenLouvain (solid blue line). We also show the
average modularity of the partitions identified by GenLouvain (dashed blue line) as
well as percentage of trials that converged to a non-trivial solution for multimodbp.
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Fig. S.24: We show the distribution of AMI for individual runs of multimodbp split
out by whether or not the run converged for the uniform temporal topology bench-
mark data. Each panel represents a different combination of (p, ω) (runs are lumped
together across different values of µ). The red histogram shows the distribution of
AMI higher for the runs that converged vs those that did not (blue histogram). There
are a few runs that did not converge which nevertheless have high correlation with
the known structure.
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Fig. S.25: We compare the run time for GenLouvain (dashed lines) vs that of mul-
timodb (solid line) using the DSBM (see Section 3.2.1). We vary both the size of the
network (x-axis), as well as the number of communities planted within the network,
denoted by the color of each plot. Each network has 5-layers, with mean degree c = 10
and detectability,  = .1. GenLouvain was run using the iterated version using align-
ment method across the different layers. multimodbp was run using a single value
of β, computed using the Equation 2.9, without spectral initialization or any of the
alignment post processing tool included in the package. We note that for networks
where the number of communities is not known a priori, scanning a range of β values
might be required. Although GenLouvain is not necessarily the fasted approach for
the specific null model we have used, we use it as a practical comparison because of
it is widely used.
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