values [lower limit of the 95 % confidence interval on the BMD at which a benchmark response equivalent to a 10 % effect size (BMR 10 ) is reached (BMD 10 )] for rat were compared with BMDL 10 values derived from in vivo developmental toxicity data in rats reported in the literature. The results show that the BMDL 10 values from predicted dose-response data differ about sixfold from the BMDL 10 values obtained from in vivo data, pointing at the feasibility of using a combined in vitro-in silico approach for defining a point of departure for toxicological risk assessment.
Introduction
For the registration of chemicals, such as pharmaceuticals, industrial chemicals, food additives, cosmetic ingredients and pesticides, regulatory agencies require safety studies performed in laboratory animals. The majority of these animals are used for reproductive and developmental toxicity testing (Van der Jagt et al. 2004 ). The use of laboratory animals for toxicity testing meets increasing ethical, economic and legislative constraints, indicating that the development, validation and application of reliable alternatives for in vivo studies is urgently needed. Currently, in vitro assays are considered to be useful in the development and early safety testing of new chemicals and for setting priorities for toxicity testing of existing industrial chemicals, but in vitro assays are hardly used in toxicological risk assessment. One important reason is that in vitro assays provide concentration-response data, whereas in vivo dose-response data are required for risk assessment. Therefore, in vitro toxic effect concentrations need to be translated into in vivo toxic dose levels, in order to implement in vitro assays in toxicological risk assessment.
The translation of in vitro concentrations into in vivo doses can be achieved using physiologically based kinetic (PBK) modeling with a reverse dosimetry approach (DeJongh et al. 1999; Forsby and Blaauboer 2007; Louisse et al. 2010a; Paini et al. 2010; Verwei et al. 2006a; Rotroff et al. 2010; Wetmore et al. 2012; Strikwold et al. 2013) (Fig. 1) . In reverse dosimetry approaches for the prediction of in vivo toxicity dose levels, in vitro effect concentrations are considered as surrogate tissue or blood concentrations that would cause toxicity in the in vivo situation. To predict in vivo toxic dose levels, a PBK model is used to calculate the doses that are needed to reach these surrogate tissue or blood concentrations. By this translation of concentrations into doses, in vitro concentration-response data can be translated into in vivo dose-response data. These data can be used to obtain a point of departure (POD) for Development (2) and evaluation (3) of PBK model to translate in vitro concentration-response data into predicted in vivo dose-response data (4).
ES-D3 cell differentiation assay: Assessment of chemical-induced inhibition of pluripotent stem cell (A) differentiation into contracting cardiomyocytes (C) via the embryoid body (EB) stage (B).
The inhibition of EB differentiation into contracting cardiomyocytes is used as the in vitro developmental toxicity endpoint.
A B C
Application of BMD modeling on predicted dose-response data to obtain BMDL10 as POD for risk assessment (5) and evaluation of predictive value of the approach (6).
BMDL10 determined from predicted dose-response data evaluation BMDL10 determined from data of animal study 0.1 1 10 0.1 1 10
Fig. 1 A schematic representation of the reverse dosimetry approach used in the present study. The in vitro concentration-response data presented were taken from our earlier study , whereas the predicted in vitro dose-response data are hypothetical risk assessment, like a benchmark dose (BMD). Regarding developmental toxicity, this approach has been used to predict BMDs for a group of glycol ethers (Louisse et al. 2010a ) and of phenol (Strikwold et al. 2013) , based on the translation of in vitro concentration-response data on the inhibition of embryonic stem (ES-D3) cell differentiation into in vivo dose-response data. To further explore the potential applicability of the reverse dosimetry approach, examples with chemicals from other chemical categories, with different physico-chemical properties and/or specific mechanisms of action, are needed. In addition, PBK models, which are currently often built using in vivo kinetic data , should instead be preferentially based on parameter values obtained using in vitro and/or in silico techniques to increase their contribution to the replacement, reduction and refinement (3Rs) of animal use in toxicity testing. The aim of the present study was to assess the feasibility of predicting in vivo developmental toxicity dose levels of the developmental toxicant all-trans-retinoic acid (ATRA) with reverse dosimetry, using a PBK model that was based on kinetic parameter values that are derived using mainly in vitro techniques. ATRA was chosen for this study, since the mechanism underlying its toxicity is specific [interfering with endogenous retinoid signaling pathways (Collins and Mao 1999) ] and its in vitro effect concentrations are low . The results obtained show that BMDL 10 values [lower limit of the 95 % confidence interval on the BMD at which a benchmark response equivalent to a 10 % effect size (BMR 10 ) is reached (BMD 10 )] derived from predicted in vivo dose-response data in rat differ about sixfold from BMDL 10 values derived from in vivo developmental toxicity data reported in the literature, indicating that the reserve dosimetry approach is promising to derive PODs for risk assessment and therefore to increase the acceptance and implementation of in vitro assays in toxicological risk assessment.
Materials and methods

Chemicals
ATRA and taurocholate were purchased from SigmaAldrich (Zwijndrecht, the Netherlands) and [11, H(N)]-ATRA, [1-methyl- 14 C]-caffeine and d-[1-3 H(N)]-mannitol from Perkin-Elmer (Groningen, the Netherlands). Polydimethylsiloxane (PDMS) was obtained from General Electrics Plastics BV (Bergen op Zoom, the Netherlands) and hexane from Biosolve (Valkenswaard, the Netherlands). Ethanol, KOH and HEPES were purchased from Merck Chemicals (Darmstadt, Germany).
Reverse dosimetry approach
The reverse dosimetry approach we used is depicted schematically in Fig. 1 and consists of six steps, being (1) acquirement of in vitro concentration-response data in the ES-D3 cell differentiation assay, (2) development of a PBK model for ATRA kinetics in rat and human, (3) evaluation of the PBK model, (4) translation of in vitro concentrationresponse data into predicted in vivo dose-response data using the PBK model, (5) application of BMD modeling on predicted dose-response data to obtain a POD for risk assessment and (6) evaluation of the predictive value of the approach.
Acquirement of in vitro concentration-response data in the ES-D3 cell differentiation assay
The in vitro concentration-response data for ATRA were obtained from our earlier study on the effect of retinoids on the inhibition of ES-D3 cell differentiation . The data of three independent runs were combined to one dataset, which is presented in Fig. 1 .
Development and evaluation of a PBK model for ATRA kinetics in rat and human
The graphical representation of the PBK model developed for ATRA is shown in Fig. 1 . Values for anatomical and physiological parameters are presented in supplementary Tables 1 and 2 . Values for rats were taken from Brown et al. (1997) . For humans, virtual populations were randomly generated from the NHANES database using PopGen (http://xnet.hsl.gov.uk/popgen/). We used physB (Bosgra et al. 2012 ) to generate organ weights and blood flows for the populations, as particularly the median weights of liver, kidney and heart generated by PopGen were considered unusually high. We developed two virtual human populations for the present study. The first one was used to simulate the potential interindividual variability in pharmacokinetics of ATRA in the study of Adamson et al. (1993) , which contains the data we used for the model evaluation. To this end, a population of 1,000 individuals with 66 % males and 34 % females, age constrained between 44 and 78 years, height constrained between 160 and 190 cm, and body weight with BMI between 18.5 and 25 was generated. The second population was used to simulate the potential interindividual variability in pharmacokinetics of ATRA in the population of interest to determine a POD for risk assessment for developmental toxicity. To this end, a population of 1,000 individuals with 100 % females, age constrained between 16 and 40 years, height constrained between 160 and 190 cm, and body weight with BMI between 18.5 and 25 was generated.
The processes of stomach emptying [half-life; rat, liquid: 15 min (Reilly et al. 1990 ), human, liquid: 15 min (Sun et al. 1988) ] and the small intestinal transition [complete transition; rat: 1.5 h, human: 4 h (Davies and Morris 1993) ] are included in the model. To describe small intestinal transition, the intestinal compartment was divided in 7 sub-compartments over which the chemical transition was described.
Values for chemical-specific kinetic model parameters were determined in the present study. These kinetic parameter values were obtained using data derived using in vitro techniques and include parameter values for (1) intestinal absorption, (2) partitioning into tissues and (3) metabolic clearance. PBK model equations were solved using acslX software (version 3.0.2.1; AEgis Technologies Group).
Determination of model parameter values for intestinal absorption
The parameter value for intestinal absorption rate was determined by multiplying intestinal apparent permeability (P app ) coefficients for rat and human by the surface area of the intestine and the luminal concentration in the intestine (Verwei et al. 2006b ): absorption rate ATRA (µmol h
For the rat model, the P app coefficient as reported for in situ perfused rat jejunum preparations was used (Zimmerman et al. 2001) . For the PBK model, it was assumed that the whole rat small intestine has the same absorption characteristics as this jejunum segment. The value for the small intestine surface area was calculated to be 94 cm 2 [radius of 0.18 cm (Zimmerman et al. 2001 ) and a small intestine length of 83 cm (McConnell et al. 2008) ]. The surface area in this calculation does not need to include the increased surface area resulting from the presence of macro-and microvilli, since these are already present in the in situ perfused rat jejunum model. The luminal concentration of ATRA is calculated by the model by dividing the amount of ATRA (µmol) by the small intestinal volume (mL). The small intestinal volume was calculated to be 8.4 mL.
For the human model, the P app coefficient for the human small intestine was estimated based on P app coefficients obtained in an intestinal transport model consisting of human intestinal colorectal adenocarcinoma (Caco-2) cell layers (Sun et al. 2002) . Sun et al. (2002) described the correlation between Caco-2 permeability and human jejunum permeability by: Log(P app,jejunum ) = 0.7524 × Log(P app,Ca co-2 ) − 0.5441. Caco-2 transport studies were performed as described below to establish P app,Caco-2 which was used to estimate P app,jejunum . The intestinal absorption rate for the human PBK model was determined as was done for the rat model using the estimated P app,jejunum , a small intestine surface area of 72 dm 2 and a small intestinal volume of 9 L [radius of 2.5 cm (Kararli 1995) and a small intestine length of 460 cm (Hosseinpour and Behdad 2008) ]. The surface area in this calculation does not need to include the increased surface area resulting from the presence of folding and macro-and microvilli, since these are already present in the in situ perfused human jejunum model.
For the Caco-2 transport studies, Caco-2 cells (P7-P9, obtained from ATCC) were grown on Costar 12-well transwell plate inserts (Corning; membrane pore size: 0.4 µm, surface area: 1.12 cm 2 ) by adding 0.5 mL of a 2.24 × 10 5 cell suspension in culture medium [Dulbecco's modified Eagle's medium (DMEM, Invitrogen, Breda, the Netherlands, cat. no. 61965), supplemented with 10 % fetal calf serum (BioWhittaker, Verviers, Belgium), 100 µM nonessential amino acids (Invitrogen) and 50 µg mL −1 gentamycin (Invitrogen)] to each transwell plate insert (apical compartment) and 1.5 mL of culture medium to the basolateral compartment. Cells were grown in a humidified atmosphere (5 % CO 2 ) at 37 °C. Culture medium was refreshed every 2-3 days. Transport studies were performed 20 days post-seeding. Barrier integrity was ensured by transepithelial electrical resistance (TEER) measurements using a Millicell ERS-2 Voltohmmeter (Millipore, USA), showing TEER values of ~500 Ω cm 2 . To mimic typical in vivo conditions, ATRA's transport characteristics were studied in the in vitro system using 10 mM taurocholate (to mimic intestinal bile acid concentration) in the apical compartment and 0.6 mM BSA (Sigma-Aldrich) (to mimic blood albumin concentration) in the basolateral compartment. For transport studies, the apical compartment was filled at t = 0 with 0.65 mL 10 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) in Hank's balanced salt solution (HBSS, Invitrogen) (pH 6.5) containing the test chemicals [[11,12-3 H(N)]-ATRA (1, 10, 100, 1000 or 10000 nM), [1-methyl- 14 C]-caffeine (10 µM) (control for transcellular transport) or D-[1-3 H(N)]-mannitol (10 µM) (control for paracellular transport)] supplemented with 10 mM taurocholate. The basolateral compartment was filled with 1.5 mL HBSS (pH 7.4) supplemented with 0.6 mM BSA (Sigma-Aldrich). Initial experiments using varying incubation times showed that transport velocity was linear until ~30 min. For the final transport studies, a sample from the apical compartment (0.15 mL) was taken at t = 0 to determine the start concentration, leaving an apical volume of 0.5 mL during the transport study. At t = 10 min, a sample from the basolateral compartment (0.5 mL) was taken followed by the addition of 0.5 mL HBSS (supplemented with 0.6 mM BSA) to retain a volume of 1.5 mL. At t = 20 min, samples were taken from the apical (0.15 mL) and the basolateral (0.5 mL) compartments, after which the transwell filters with cells were washed with HBSS and incubated in 0.5 mL 80 % 1.5 M KOH/20 % ethanol. Radioactivity was measured after adding 10 mL of OptiPhase HiSafe (Perkin-Elmer) to the apical and basolateral samples and the filters with cells, using a Tri-Carb Liquid Scintillation Counter (Perkin-Elmer). The calculated amounts in the three compartments (apical compartment, basolateral compartment and filter plus cells) were used for mass balance calculations.
Determination of model parameters values for tissue/blood partitioning
Tissue/blood partition coefficients were calculated by dividing tissue/buffer (PBS, Invitrogen) partition coefficients by blood/buffer partition coefficients. The tissue/ buffer and blood/buffer partition coefficients were determined using a recently developed solid-phase microextraction (SPME)-based approach developed by the Netherlands Organization for Applied Scientific Research (TNO, Zeist, the Netherlands) (Vaes 2010) . In this approach, the chemical of interest is able to distribute over three phases (compartments), which are (1) a buffer phase, (2) a serum (or tissue homogenate) phase and (3) 
(Perkin-Elmer)] were coated with varying volumes of PDMS (V c ). This was achieved by adding 200 µL of varying PDMS concentrations dissolved in hexane to the wells, after which the hexane was allowed to evaporate. Varying concentrations of serum (Sigma) [or tissue homogenates (tissues obtained from a 2-month-old male Wistar rat)], obtained by dilution in buffer, were spiked with [11, H(N)]-ATRA, after which 200 µL of these solutions were added per (coated) well. The serum (or tissue homogenate) concentration can be described as a volume of serum and a volume of buffer (together amounting to 200 µL) resulting in varying serum (or tissue homogenates) volumes (V s ) and buffer volumes (V b ). Per 96-well plate, a maximum of 96 situations can be created with different combinations of V c , V b and V s . Plates are placed overnight at an orbital shaker to allow equilibration of the chemical over the different phases. Subsequently, per well, 50 µL of the medium was removed from the wells and transferred to a non-coated 96-well plate, and the remaining medium from the coated 96-well plate was removed and the plate was washed. To both plates, 200 µL of OptiPhase HiSafe was added per well, after which the plates were covered with TopSeal ® -A: 96-well microplate press-on adhesive sealing film (Perkin-Elmer). Radioactivity measurements were performed using a 1450-023 MicroBeta TriLux Microplate Scintillation and Luminescence Counter (Perkin-Elmer) to obtain A c (radioactivity in coating) and M t [radioactivity in coating + radioactivity of transferred medium (times four, because one-fourth of medium is used for radioactivity counting of medium)]. In Eq. 4, V b , V s and V c are experimental variables and A c and M t are determined by radioactivity measurements. The two remaining unknowns, K s and K c , are obtained by nonlinear least squares fitting of Eq. 4 to the dataset of 96 different combinations of V b , V s and V c . The free fraction in pure serum (or tissue homogenate) can be obtained by using the K s [free fraction = 1/(K s + 1)]. For calculation of the blood/buffer partition coefficient, it was assumed that ATRA only binds to serum components in blood, assuming that blood consists of two-third of plasma (Lee and Blaufox 1985) , implicating that pure blood was considered as 1.5 times diluted plasma.
Determination of model parameters values for metabolic clearance
Data on the in vitro kinetic conversion of ATRA by microsomes or specific biotransformation enzymes as reported in the literature (Ahmad et al. 2000; Little et al. 1997; Thatcher et al. 2010; Lutz et al. 2009; Samokyszyn et al. 2000; supplementary Table 3 ) were used to determine the model parameter values for hepatic clearance. For the rat model, kinetic constants on ATRA metabolism obtained using liver, kidney, lung and brain fractions were used, whereas for the human model, kinetic constants on ATRA metabolism obtained using specific cytochrome P450 (CYP) and uridine 5′-diphospho-glucuronosyltransferase (UGT) enzymes were used (supplementary Table 3 ). The reported apparent K m values were applied in the PBK model, whereas the apparent V max values were scaled to a complete organ using a microsomal protein per gram of liver (MPPGL) of 35 mg for rat liver (Medinsky et al. 1994 ), a MPPGK of 7 mg for rat kidney (Beierschmitt and Weiner 1986) , a MPPGLu of 20 mg for rat lung (Medinsky et al. 1994 ), a MPPGB of 4 mg for rat brain (Ravindranath and Anandatheerthavarada 1990) , and a MPPGL for human liver as generated by PopGen (supplementary Table 2 ).
Variation in expression levels of the CYP and UGT enzymes per gram microsomal protein in the human liver has been reported in the literature and was included in the model. UGT2B7 levels have been reported for 8 adult liver samples (Zaya et al. 2006) , with a geometric mean (GM) of 0.045 and a geometric standard deviation (GSD) of 1.56 µg mg microsomal protein −1 . CYP3A7 abundance was found above detection limit in only 6 out of 59 liver samples (Sim et al. 2005) , ranging from 24 to 90 pmol mg microsomal protein
. CYP26A1 has been identified in 70 % of 37 donors (Thatcher et al. 2010) , with a GM of 1.47 and an estimated GSD of 1.25 pmol mg microsomal protein −1 . The abundance of CYP2C8 was reported for liver samples of 60 individuals (29 males, 31 females) (Naraharisetti et al. 2010) . Hepatic CYP3A4 and CYP3A5 contents were reported in 60 individuals of unreported gender genotyped for CYP3A5*1/*1, *1/*3 and *3/*3 (Lin et al. 2002) . These genotypes were found to occur in the American population with frequencies of 0.08, 0.29 and 0.63, respectively, with no significant difference between males and females (Kharasch et al. 2007 ). Expression of hepatic CYP3A4 was found to be around a factor two higher in females than in males (Wolbold et al. 2003) .
A combination of parametric and nonparametric random sampling was used to assign hepatic enzyme levels to the simulated population. First, CYP3A5 genotypes were randomly assigned to the 1,000 individuals with the probabilities mentioned above. Then, combinations of CYP3A4 and CYP3A5 of the appropriate CYP3A5 genotype were randomly drawn (with replacement) from the dataset of Lin et al. (2002) , conditionally sampling CYP3A4 content below 120 pmol mg microsomal protein −1 for males and above 60 pmol mg microsomal protein −1 for females. As only one measurement of CYP3A abundance in CYP3A5*1/*1 genotype was available, the CYP3A5 content for individuals of this genotype was fixed at the reported 289 pmol mg microsomal protein −1 , while CYP3A4 content was drawn randomly and sex-dependently from all available data. This procedure maintains the distributions of and correlations between CYP3A4 and 3A5 in the dataset and ensures a sexual bimodality in CYP3A4 content (with medians of 46 and 102 pmol mg −1 for males and females, respectively). Last, we assigned to the individuals enzyme levels of UGT2B7 from a lognormal distribution, of CYP3A7 from the 6 measured levels and 54 zero's, of CYP2C8 from the 60 samples, and of CYP26A1 from a lognormal distribution for 70 % and zero's for 30 %.
PBK model evaluation
For the model evaluation, we performed a global sensitivity analysis using a Morris test, which is preferred above a local sensitivity analysis, which may lead to misleading results when there are substantial interactions among multiple parameters (like with PBK models) (McNally et al. 2011) . The Morris test produces two sensitivity parameters for each PBK model parameter, which are µ and σ. A high µ indicates a parameter with an overall influence on model output, whereas a high σ indicates a parameter interacting with other parameters, or a parameter with nonlinear effects (McNally et al. 2011) . A Morris test was performed for the blood concentration at 1.5 h (around T max ) and area under the blood concentration-time (AUC) curve between 0 and 24 h following an oral dose of 0.1 mg kg bw −1 in rats and 2 mg kg bw −1 in human to identify an approximate rank order of most sensitive model parameters. Plausible ranges for rat parameter values were defined as a factor between the median and 5th and 95th percentiles. The P app and V max values of hepatic metabolism were considered most uncertain with a factor 2 (including uncertainty in in vitro-in vivo scale-up). K m values of hepatic metabolism and partition coefficients were varied by a factor 1.5 and anatomical/ physiological parameters were varied by a factor 1.1. For the human PBK model, the parameters listed in supplementary Table 2 were allowed to vary between 5th and 95th percentiles. The plausible ranges of the remaining parameters were defined as in the Morris screening for the rat model.
In order to assess how the PBK model performs in predicting ATRA plasma concentrations in rats and humans, the predicted ATRA plasma concentrations were compared with plasma concentrations from in vivo kinetic studies as reported in the literature (Swanson et al. 1981; Shelley et al. 1982; El Mansouri et al. 1995; Collins et al. 1995; Adamson et al. 1993; supplementary Table 4 ). These kinetic data have not been used to optimize model performance, but have solely been used for model evaluation.
Translation of in vitro concentration-response data into predicted in vivo dose-response data In the reverse dosimetry approach for the prediction of in vivo developmental toxicity dose levels, the in vitro effect concentrations of the ES-D3 cell differentiation assay are considered as surrogate in vivo blood concentrations that would result in the perturbation of embryonic development. Since ATRA has a high binding affinity for proteins and lipids (Smith et al. 1973) , differences are expected in the free fraction of ATRA in vitro (culture medium) compared with in vivo (blood) (Gülden et al. 2006; Blaauboer 2010 ). Because it is assumed that the free fraction of the chemical will cause the toxicity, corrections were made to take the differences in the free fraction in the in vitro compared with the in vivo situation into account. To this end, the culture medium/buffer and blood/buffer partition coefficients (K s ) were determined using the SPME-based approach as described before, to calculate the free fraction in vitro and in vivo [free fraction = 1/ (K s + 1)]. Translation of the in vitro concentrations into in vivo doses was made by relating the toxic effect (both in vitro and in vivo) to the maximum concentration (C max ) or to the AUC. To relate the toxic effect to the AUC, the concentration-response data were translated to AUC-response data, by multiplying the applied concentration with the assay time (Daston et al. 2010 ). Subsequently, we assessed which oral doses are required in the PBK model to reach the effect concentrations (C max or AUC) of ATRA-induced inhibition of ES-D3 cell differentiation. By performing this exercise for each concentration (or AUC) used in the in vitro assay, all in vitro concentration-response data (or AUC-response data) were translated into predicted in vivo dose-response data.
Application of BMD modeling on predicted dose-response data to obtain a POD for risk assessment BMD modeling was applied on the predicted in vivo doseresponse data using all models for dichotomous data of the Environmental Protection Agency (EPA)'s Benchmark Dose Software (BMDS) version 2.4. All models that met the requirements for acceptance of model fit were considered for the determination of BMDL 10 values. The lowest obtained BMDL 10 value was used for comparison of BMDL 10 values derived from predicted dose-response data with BMDL 10 values derived from in vivo dose-response data.
Evaluation of the predictive value of the approach
To evaluate the potential of the in vitro-in silico approach to obtain a POD for risk assessment, the predicted BMDL 10 values for rat were compared with BMDL 10 values derived from data of rat developmental toxicity studies reported in the literature (Bürgin and Schmitt 2003; Wise et al. 2010) . BMDL 10 values for these studies were determined using the reported data on malformations (the most sensitive reported malformation endpoint was chosen), using EPA's BMDS version 2.4. All models that met the requirements for acceptance of model fit were considered for the determination of BMDL 10 values. The lowest obtained BMDL 10 value was used for comparison of BMDL 10 values derived from predicted dose-response data with BMDL 10 values derived from in vivo dose-response data.
Results
Development of a PBK model for ATRA kinetics in rat and human
The PBK model code is presented in the supplementary materials.
Parameter value for intestinal absorption
The parameter values for the intestinal absorption rate were determined by multiplying P app coefficients for rat and human intestinal absorption by the surface area of the intestine and the luminal concentration in the intestine (see "Materials and methods" for calculations). The P app coefficient for the rat intestines was taken from Zimmerman et al. (2001), being 73 ×10 −6 cm s −1 (equivalent to 0.26 cm h −1 ). The P app coefficient for human intestines was estimated based on P app coefficients obtained in Caco-2 transport studies. The obtained P app coefficient using 1, 10, 100, 1,000 or 10,000 nM ATRA did not depend on the concentration applied. Therefore, the average P app coefficient (18 × 10 −6 cm s −1 equivalent to 0.065 cm h ) was used to estimate human intestinal permeability, applying the formula reported by Sun et al. (2002) , resulting in a P app coefficient of 77 × 10 −6 cm s −1 (equivalent to 0.28 cm h −1 ). partition coefficients, which were obtained by dividing the tissue/buffer partition coefficients by the blood/buffer partition coefficient (measured to be 325). The rest-of-body/ blood partition coefficient in the model was set at 1. The tissue/blood partition coefficients determined for rat were also used for the human PBK model.
Parameter values for tissue/blood partition coefficients
PBK model evaluation Figure 2 shows the most sensitive parameters resulting from the Morris screening test. It shows that the predictions of C max (Fig. 2a) and AUC (Fig. 2b ) in the rat model are most sensitive to the intestinal absorption (P app ), the maximal velocity of hepatic ATRA oxidation (V max_ox ) and the blood/muscle partition coefficient (P M ). The predictions of C max (Fig. 2c) and AUC (Fig. 2d ) in the human model are most sensitive to the intestinal absorption (P app ), the MPPGL and the CYP3A5 content per gram microsomal protein (CYP3A5).
To evaluate whether the PBK model, which was developed without the use of in vivo data, was able to predict in vivo kinetics, predicted ATRA plasma concentrations were compared with ATRA plasma concentrations from reported in vivo kinetic studies (Figs. 3, 4; supplementary Table 4 ). Figure 3 shows in vivo plasma concentrations in rat, as reported in the literature, upon intravenous (a-c) or oral (d-f) exposure, together with the PBK model-predicted plasma concentrations. Generally, the PBK model seems µ (log10 of mean sensitivity measure) , K m_ox = K m oxidation in rat liver, K m_3A4 = K m oxidation CYP3A4 in human liver, K m_3A5 = K m oxidation CYP3A5 in human liver, k in = intestinal transition rate, k sto = stomach emptying rate, MPPGL = microsomal protein per gram of liver, P app = P app value (intestinal absorption), P F = partition coefficient fat/blood, P L = partition coefficient liver/ blood, P M = partition coefficient muscle/blood, P R = partition coefficient rest-of-body/blood, UGT2B7 = µg UGT2B7 mg microsomal protein −1 , V B = volume blood compartment, V L = volume liver compartment, V max_ox = V max oxidation in rat liver, V max_CYP2C8 = V max oxidation CYP2C8 in human liver, V max_CYP3A4 = V max oxidation CYP3A4 in human liver, V max_CYP3A5 = V max oxidation CYP3A5 in human liver, V max_CYP26A1 = V max oxidation CYP26A1 in human liver, V max_UGT2B7 = V max glucuronidation UGT2B7 in human liver, V M = volume muscle compartment reported by Adamson et al. (1993) . Curves represent median (solid line), and the 5th and 95th percentiles (dashed line) of plasma concentrations predicted by the model for the simulated population to underpredict ATRA plasma levels upon intravenous exposure and overpredict ATRA plasma levels upon oral exposure, with all deviations within an order of magnitude. Figure 4 shows the human PBK model-predicted ATRA plasma concentrations for the simulated population representing the potential interindividual variability in pharmacokinetics of ATRA in the study of Adamson et al. (1993) , as well as the ATRA plasma concentrations in humans as reported in that study. Generally, the PBK model-predicted ATRA plasma concentrations fitted well to the in vivo data reported by Adamson et al. (1993) , although certain individuals of the in vivo dataset are outside the predicted 95th percentile of the population, especially at the high dose (Fig. 4) .
Translation of the in vitro concentration-response data into predicted in vivo dose-response data, application of BMD modeling on predicted dose-response data, and evaluation of the predictive value of the approach
The free fraction of ATRA in culture medium was calculated to be 3.5 times higher than in rat blood and 6.0 times higher than in human blood. These differences were accounted for when we applied reverse dosimetry. Figure 5 shows predicted dose-response data for rat by applying reverse dosimetry based on the C max (Fig. 5a ) or the AUC (Fig. 5b) of ATRA in the blood, as well as the doseresponse data for the most sensitive malformation endpoints reported by Bürgin and Schmitt (2003) (Fig. 5c) and Wise et al. (2010) (Fig. 5d) . BMD modeling was applied on these datasets (see supplementary Tables 5-12 ) and models that met the criteria for model fit were considered for BMD 10 and BMDL 10 determination. The data on the lowest obtained BMDL 10 values are presented in Table 2 . The dose-response curves of which these BMD 10 and BMDL 10 values were derived are also presented in Fig. 5 . For the evaluation of the predictive value of the approach, the predicted BMDL 10 values for rat were compared with BMDL 10 values derived from the in vivo developmental toxicity data reported by Bürgin and Schmitt (2003) and Wise et al. (2010) . The predicted BMDL 10 values for rats were in better concordance with BMDL 10 values obtained from the in vivo data when the toxic effect was related to the AUC than when the toxic effect was related to the C max ( Table 2 ). The BMDL 10 value that was derived from the predicted dose-response data (based on the AUC) differed between sixfold and sevenfold from the BMDL 10 values that were derived from the in vivo data.
As predictions for rat were better when relating the toxic effect to the AUC, predictions for humans were based on in vitro AUC-response data as well. Since the human model describes variation of ATRA pharmacokinetics in (Bürgin and Schmitt 2003; Wise et al. 2010) . Predicted dose-response data were based on relating the toxic effect to C max values (a) or AUC values (b). Dose-response curves are shown for models that met the criteria for model fit (see supplementary materials) and that rendered the lowest BMDL 10 value. The BMD 10 and BMDL 10 values obtained from these dose-response curves are presented in Table the population, distinct dose-response relationships can be generated for distinct individuals. Therefore, no single BMDL 10 value can be derived for the whole population. We performed reverse dosimetry for the median and the 5th percentile of our simulated target population, resulting in predicted dose-response data for these percentiles of this population (Fig. 6 ). These data and the results of dose-response modeling on these datasets using BMDS are shown in the supplementary Tables 13-16 , respectively (Table 3 ). Comparing the predicted BMDL 10 values for rat and human indicates that the predicted BMDL 10 value for the median of the simulated human population is threefold higher than the predicted BMDL 10 value for rat. The predicted BMDL 10 for the 5th percentile of the simulated human population is threefold lower than the predicted BMDL 10 value for rat and eightfold lower than the predicted BMDL 10 for the median of the simulated human population.
Discussion
The aim of the present study was to assess the feasibility of predicting dose-response data for in vivo developmental toxicity that can be used to obtain a POD for toxicological risk assessment, like a BMDL 10 , using a combined in vitro-in silico approach. Whereas earlier studies on this topic used industrial chemicals as model compounds with unspecific modes of actions and high in vitro effect concentrations (Louisse et al. 2010b; Strikwold et al. 2013) , we used in the present study the pharmaceutical ATRA which has low in vitro effect concentrations and which has a specific, receptor-mediated mechanism underlying its toxicity [interfering with endogenous retinoid signaling pathways (Collins and Mao 1999) ]. The results show that our predicted BMDL 10 value differed about sixfold from the BMDL 10 values that were obtained from in vivo data on ATRA-induced developmental toxicity, indicating that the combined in vitro-in silico approach is promising to be used to set PODs for the risk assessment of chemicals.
PBK model parameter values for kinetic processes are often obtained using in vivo kinetic data, but were in the present study mainly derived using in vitro techniques. Generally, the rat PBK model underpredicted ATRA plasma levels upon intravenous exposure and overpredicted ATRA plasma levels upon oral exposure, with all deviations within an order of magnitude (Fig. 3) . This may be due to ) derived from predicted in vivo dose-response data for rat and from in vivo data in rats as reported by Bürgin and Schmitt (2003) and Wise et al. (2010) Table 3 an overestimated prediction of distribution to peripheral tissues and to an overestimated intestinal absorption. Indeed, Morris tests revealed that these are among the parameters to which the model is the most sensitive. It must be noted, however, that the datasets from the literature show a large variation in in vivo ATRA plasma concentrations, indicating that there are possible differences in experimental conditions and/or experimental errors that can affect the reported plasma concentrations, which may explain part of the differences. Although we expected considerable uncertainty in measuring and scaling up metabolic turnover, and the model appeared to be sensitive to parameters related to metabolism, the metabolic clearance in rats seems to be well characterized by the model. The human ATRA plasma levels as reported by Adamson et al. (1993) were closely predicted by the human PBK model (Fig. 4) . The variation of organ sizes, regional blood flows and enzyme expression in the model simulations explained a large part of the population variability in ATRA pharmacokinetics. Still some in vivo observations are outside the 5th and the 95th percentile of the simulated plasma concentrations of our simulated human population (Fig. 4) . These could be attributed to sources of variability that were not included in the present simulations, such as gastrointestinal processes. It must be noted that we did not aim to develop a model that fits the in vivo kinetic data best. We rather aimed to demonstrate the development of a PBK model without the use of these in vivo kinetic datasets and use these data only for the evaluation of model performance. A more systematic analysis of the differences between predictions by PBK models that are based on in vitro data with in vivo kinetic data may give further insight in the uncertainties of the predictions made by these models. These uncertainties could then be integrated in the PBK model simulations to derive a conservative estimate of the POD for risk assessment. Alternatively, uncertainty factors can be derived that can be applied in a risk assessment strategy that would be based on a reverse dosimetry approach using models that are parameterized based on in vitro data. Analysis of the BMDL 10 values derived from predicted dose-response data and the BMDL 10 values derived from in vivo developmental toxicity data on malformations indicates a better concordance when the toxic effect is related to the AUC than to the C max of the compound. This is in line with the observations of an in vivo study with ATRAexposed rats, in which a better correlation was found when correlating various developmental toxicity endpoints to the AUC (correlation coefficients of 0.90-0.98) than to the C max (correlation coefficients of 0.22-0.43) (Tzimas et al. 1997) . We obtained in vitro AUC values by multiplying the applied concentration in the ES-D3 cell differentiation assay with the assay time, as suggested by Daston et al. (2010) . By doing so, it is assumed that the concentration of the test chemical in the exposure medium remains constant over time and that the sensitivity of the test system is constant as well. The influence of possible differences in chemical stability and sensitive periods on the extrapolation of in vitro toxicity data to the in vivo situation needs further research, but is beyond the scope of the present study. The fact, however, that deviations between BMDL 10 values derived from predicted and observed in vivo dose-response data were limited, suggests that the approach taken provides a reasonable way of estimating the AUC related to ATRA-induced developmental toxicity.
In toxicological risk assessments, predicted BMDL 10 values for rats could be used as the POD to set safe human exposure levels, applying uncertainty factors for interspecies and intraspecies differences in toxicokinetics and toxicodynamics. However, using predicted BMDL 10 values for humans may reduce the need for uncertainty factors for inter-and intraspecies differences in kinetics. On the other hand, uncertainty factors related to the reverse dosimetry approach (for example, uncertainty in PBK model predictions or uncertainty in the sensitivity of the in vitro toxicity assays) should be introduced. Therefore, more studies are needed in order to quantify these uncertainties and set possible default values for these uncertainty factors.
Although the in vitro-in silico approach, as presented in this study, is promising to be used in the toxicological risk assessment of chemicals, there are some aspects for optimization. One is the prediction of effects upon repeated dose exposure. For ATRA, it has been shown that blood levels decrease upon repeated dosing (up to ninefold in rats) (Collins et al. 1995) due to increased expression levels of biotransformation enzymes (Collins et al. 1995; Tay et al. 2010) . Therefore, we only considered ATRA-induced developmental toxicity for single dosing in the present study. In order to make predictions for ATRA-induced developmental toxicity after repeated dosing, the increase in expression levels of biotransformation enzymes should be incorporated in the PBK model, to account for these changes in clearance. This phenomenon needs further consideration in future reverse dosimetry work. Another aspect to consider in future reverse dosimetry approaches for developmental toxicity is the placental transfer of chemicals. In the present study, no specific compartment for the embryo was incorporated in the PBK model, because it has been reported that the embryo AUC of ATRA only slightly differs from the maternal plasma AUC of ATRA upon single dosing (Collins et al. 1995) . However, the assumption of equal maternal and embryo levels cannot be made for all chemicals, indicating that in vitro placental transport models should be used in order to predict the placental transfer of these chemicals to the fetus. The in vitro BeWo b30 transwell system may be an adequate model to derive parameter values for placental transfer in PBK models (Li et al. 2013 ).
Additionally, a clear approach of how to choose the dose metric (C max or AUC) to be chosen for the in vitro-in vivo extrapolation of unknown chemicals is needed. Finally, as we discussed before (Louisse et al. 2010a (Louisse et al. , 2012 , the ES-D3 cell differentiation assay may not produce the right in vitro effect concentrations for specific in vivo developmental toxicity endpoints, indicating that research is needed as to whether specific in vitro tests would be required for specific in vivo developmental toxicity endpoints. The in vitro ES-D3 cell differentiation assay used in the present study should be regarded as a simplified first tier model of the developing embryo and cannot be used to predict specific in vivo developmental toxicity end points with the greatest possible accuracy. One may consider, however, accommodating the consequences of the uncertainty of this approach within possible uncertainty factors generally applied in risk assessment.
Altogether, the present study shows the proof-of-concept that in vivo dose-response data for developmental toxicity can be predicted that can be used to set a POD for risk assessment, without the need of in vivo studies. It shows the feasibility of the reverse dosimetry approach, integrating in vitro and in silico techniques, to predict in vivo developmental toxicity dose levels. It is concluded that the combined in vitro-in silico approach has the potential to be used in toxicological risk assessment, thereby contributing to the 3Rs of animal use.
