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We propose a novel squeezed light source capable of meeting the stringent requirements of con-
tinuous variable quantum sampling. Using the effective χ2 interaction induced by a strong driving
beam in the presence of the χ3 response in an integrated microresonator, our device is compatible
with established nanophotonic fabrication platforms. With typical realistic parameters, squeezed
states with a mean photon number of 10 or higher can be generated in a single consistent temporal
mode at repetition rates in excess of 100MHz. Over 15dB of squeezing is achievable in existing
ultra-low loss platforms.
Squeezed light is an essential resource for quantum in-
formation processing over continuous variables [1]. Since
the first measurements of small levels of squeezing were
reported in the 1980s using hot atomic gases [2] and then
optical fiber [3], a number of techniques for its generation
and control have been developed [4]. Dominant among
these techniques are those using parametric fluorescence
in χ2 crystals [5], and those exploiting the Kerr effect
on short pulses in optical fibers [6]. Both these tech-
niques and others have enjoyed intensive development for
achieving large squeezing levels [7], low-frequency side-
band squeezing [8], and tailoured spatiotemporal mode
structure [9]. These efforts have had a marked impact
on squeezing-enhanced metrology [10], quantum compu-
tation [11], simulation [12], and sampling [13], as well as
mesoscopic quantum optics [9].
Despite these efforts, to date no squeezed light source
has been demonstrated that satisfies the many strin-
gent requirements of full-scale continuous variable (CV)
quantum computation and simulation [14]. These are:
(i) Scalability, i.e., the ease by which many tens or
hundreds of identical mutually coherent and stabilized
squeezed light sources can be integrated on one mono-
lithic platform; (ii) Single-mode operation, i.e., the capa-
bility of producing squeezed light in a single spatiotem-
poral mode, consistent across a wide range of squeez-
ing levels, obviating the need for bulky and lossy mode-
selective elements; (iii) Squeezing levels sufficient to en-
able a genuine quantum advantage in computation [15],
simulation [12], and sampling [13]; (iv) Compatibility
with single photon and photon number-resolving detec-
tion [16], which are highly sensitive to noise from residual
pump or spuriously generated light. The requirements
(ii) and (iii) can be succinctly stated in mathematical
terms: an ideal source provides an output quantum state
of the form e(r/2)a
2−H.c.|vac〉, with squeezing factor r reli-
ably tunable, and in which a is the annihilation operator
for a single well-defined spatiotemporal mode, the char-
acteristics of which do not vary over the tuning range
of r. In this work, we propose a scalable squeezed light
source that comprehensively satisfies these requirements.
We focus in particular on the application of quantum
sampling in the Fock basis of large multimode Gaussian
states. This application is a prime candidate for near-
term demonstrations of quantum advantage, and can be
used to address computational problems that truly are of
practical interest [12, 17, 18].
Our device is based on the effective χ2 interaction in-
duced by a strong continuous wave (CW) coherent driv-
ing field in the presence of the χ3 response of an in-
tegrated nanophotonic resonator [19]. Combined with
the resonance enhancement and tight transverse mode
confinement provided by modern nanophotonic microres-
onators, this effective χ2 enables highly efficient para-
metric fluorescence when pumped by a secondary weaker
field. Crucially, this device provides robust control
over the spatiotemporal mode structure of the generated
squeezed light. This allows the generation of true single-
mode squeezed states in a benign, well-defined temporal
mode at high repetition rates, consistent across a wide
range of squeezing levels appropriate for CV quantum
sampling.
An overview of the structure is illustrated in Fig. 1a.
We consider a high-finesse microresonator coupled to a
channel waveguide; for definiteness we display a micror-
ing resonator geometry, though our theory and conclu-
sions apply equally well to any microresonator. The ring
accommodates a set of discrete resonant modes J , which
we describe by annihilation operators bJ . In this work
we focus on three key modes of interest: a drive mode D,
signal mode S, and pump mode P . The intra-resonator
Hamiltonian arising from the linear and third-order non-
linear response that connects these three modes is [20]
Hres =
∑
J
h¯ωJb
†
JbJ − h¯Λ
(
bDbP b
†
Sb
†
S + H.c.
)
(1)
− h¯Λ
2
∑
J
b†Jb
†
JbJbJ
−2h¯Λ
(
b†DbD(b
†
SbS + b
†
P bP ) + b
†
P bP b
†
SbS
)
+HX ,
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2where ωJ is the resonant frequency of mode J , and Λ is
a constant related to the resonator geometry and third-
order nonlinearity; for a microring, this is well approxi-
mated by Λ ≈ h¯ωSv2gγNL/(2L) [21], with vg the group
velocity, L the resonator length, and γNL the waveguide
nonlinear parameter. In general, such a resonator accom-
modates many more than the three modes of interest; the
couplings of these extra modes to the D, S, and P modes
are contained in HX , which we will examine shortly.
We restrict our analysis to the case in which the D
mode is driven by a strong coherent CW beam, yielding
a large amplitude βDe
−iωDt in that mode, with βD con-
stant; for convenience we also take βD to be real, which
defines the phase reference for all other complex quanti-
ties. The first nonlinear term in (1) can then be written
as −h¯Λeff2 (t)bP b†Sb†S+H.c., in which Λeff2 (t) ≡ ΛβDe−iωDt.
This situation is identical to that of a degenerate SPDC-
like interaction driven by an effective second-order non-
linearity with strength |Λeff2 |, which in this case has tun-
able magnitude determined by both the resonator’s in-
trinsic nonlinearity, and the driving amplitude.
As illustrated in Fig. 1c, in the presence of this effective
second-order nonlinearity a weaker coherent pump pulse
in the P mode thereby produces photon pairs via para-
metric fluorescence into the S mode. This technique of
using a strong CW pump in conjunction with the intrin-
sic χ3 response to mediate an effective χ2 interaction in
an integrated microresonator has recently been demon-
strated for the first time on a silicon nitride nanopho-
tonic platform to generate strong nonlinear mode cou-
pling, giving rise to effective second harmonic generation
with extremely large implemented conversion efficiency
[19]. A similar dual pump scheme on a nanophotonic
platform has also been used to drive optical parametric
oscillation [22, 23] and produce degenerate photon pairs
[24, 25].
The second nonlinear term in (1) corresponds to self-
phase modulation (SPM) of each mode, and the third to
cross-phase modulation (XPM) between the three modes
of interest. For the regime under consideration, in which
the D mode is driven by a strong CW beam, the P mode
by a much weaker CW or pulsed field, and in which the S
mode never accommodates a large mean photon number
(i.e., well below any thresholds for parametric oscilla-
tion), we may neglect the effects of SPM and XPM due
to photons in the P mode and S mode [20]. The effects
of SPM and XPM are then completely encapsulated by
static shifts in the effective resonance frequencies ωJ due
to the large CW driving amplitude in the D mode. The
resonator Hamiltonian (1) under these circumstances can
thus be well represented by
Hres →
∑
J
h¯ωJb
†
JbJ − 2h¯Λ|βP (t)|2b†SbS
−h¯|Λeff2 |
(
βP (t)b
†
Sb
†
S + H.c.
)
+HX , (2)
FIG. 1. (a) Microring resonator side-coupled to a channel
waveguide. (b) Tuning the resonance condition for parametric
fluorescence via self- and cross-phase modulation. (c) Virtual
level diagram for dual-pumped spontaneous four-wave mixing;
the strong CW drive beam mediates an effective second-order
parametric nonlinearity χeff2 .
where βP (t) = e
−i(ωD+ωP )tβP (t), with βP (t) the (slowly
varying) envelope of the intraresonator pulse amplitude
in the P mode, and in which the resonant frequencies ωJ
are now understood to contain (drive power-dependent)
corrections from the XPM-induced redshift due to the
strong driving field. Though ultimately we will confine
ourselves to a regime in which the pump amplitude βP (t)
is sufficiently weak to have little effect on the S mode
from XPM, here we have retained the corresponding term
to verify that fact in our calculations.
For the desired process to be phase-matched, in the
simple ring system shown in Fig. 1a the drive and pump
resonances must be separated from the signal resonance
by an equal number of mode orders; similarly, to maxi-
mize the efficiency of the process, the resonant frequen-
cies of the three resonances must be close to evenly
spaced. Absent any driving fields, material and modal
dispersion in the resonator will give rise to a detuning
∆res = ωP + ωD − 2ωS away from this condition. As the
driving beam power is increased to “dress” the ring with
an effective χ2, each resonant mode will experience a red-
shift in frequency due to SPM and XPM (in addition to
a global thermal shift that is nearly the same for all three
modes, and therefore may be neglected). Since the de-
tuning ∆XPM from XPM is twice as large as the detuning
∆SPM from SPM, this effect can be used to counteract
normal dispersion: for a particular drive power and dis-
3persion, the net detuning ∆net = ∆res +∆SPM−∆XPM =
∆res−∆SPM for the three modes can be reduced to zero.
Thus, as illustrated in Fig. 1b, the driving power can be
used to tune the three phase-matched resonances into an
equally spaced frequency configuration.
A typical microresonator system accommodates many
hundreds or even thousands of resonances. The term
HX in (2) contains the corresponding contributions to
the Hamiltonian, and their couplings to the three modes
of interest. Below any thresholds for OPO and comb
generation, and operating in a regime where cascaded
four-wave mixing is negligible, there are two dominant
unwanted couplings relevant to the device performance.
One gives rise to unwanted spontaneous four-wave mix-
ing, leading to the generation of spurious photons in the
S mode; another gives rise to Bragg-scattering four-wave
mixing, leading to an additional source of loss on the
squeezed state generated in the S mode [26, 27]. Both
of these processes should be suppressed to yield a pure
low-noise squeezed output. This can be accomplished
by designing a system that suppresses the auxiliary reso-
nances involved in their dynamics; many strategies have
been demonstrated to selectively suppress certain reso-
nances [28, 29]. More detail on these effects and strate-
gies to eliminate them can be found in the Supplemenetal
Information.
We now turn to calculating the properties of the
squeezed output from the S mode for a system appro-
priately designed to suppress unwanted processes, fol-
lowing a cavity input-output formalism appropriate for
microresonators [20]. We consider a single-channel sys-
tem like that shown in Fig 1a, for which we intro-
duce Heisenberg-picture input and output field operators
ψS,in(t) and ψS,out(t), as well as field operators φS,in(t)
and φS,out(t) for the scattering modes that couple to the
resonator modes due to the presence of loss. Here all
time-dependent quantities are understood to be slowly
varying, i.e., their fast optical dependence at ωS has been
removed; we also move into a rotating wave frame evolv-
ing as e−i(∆net/2)t, taking into account a possible net
detuning of the three resonances from the ideal evenly
spaced configuration. The equation of motion for the res-
onator mode annihilation operator in this frame is then
given by
d
dt
(
bS(t)
b†S(t)
)
= M(t)
(
bS(t)
b†S(t)
)
+ din(t), (3)
with the coupling matrix
M(t) = −ΓSI2 (4)
+
(
i
(
∆net
2 + 2Λ|βP (t)|2
)
g(t)
g∗(t) −i (∆net2 + 2Λ|βP (t)|2)
)
,
with I2 the 2 × 2 identity matrix,
and input vacuum fluctuations din(t) =(
−iγ∗SψS,in(t)− iµ∗SφS,in(t), iγSψ†S,in(t) + iµSφ†S,in(t)
)T
.
Here the function g(t) ≡ 2iΛβDβP (t) describes the
time-dependent pump and nonlinear strength in the
resonator, and ΓS = ΓS + MS the total damping rate
of the resonator S mode, to which both scattering
loss (with associated rate MS = |µS |2/(2vg)) and
the resonator-channel coupling (with associated rate
ΓS = |γS |2/(2vg)) contribute. These are related to the
total loaded quality factor QS of the S resonance via
QS = ωS/(2ΓS); the escape efficiency for that resonance
is then given by ηescS = ΓS/ΓS .
The output field in the channel is given by ψS,out(t) =
ψS,in(t)−i(γS/vg)bS(t). Thus a solution for bS(t) enables
the calculation of all properties of the output. For the lin-
earized dynamics of (3), it is straightforward to construct
a Green function for the system response: a solution is
given by (bS(t), b
†
S(t))
T =
∫ t
−∞ dt
′G(t, t′)din(t′), where
the 2 × 2 matrix Green function G satisfies G(t, t) = I2
for all t, and dG(t, t′)/dt = M(t)G(t, t′) for t > t′. This
equation can be solved numerically; the properties of all
system outputs can then be expressed in terms of the
four components of G(t, t′). In addition to the static
system parameters (quality factor, coupling ratios, etc.),
the function g(t) also must be specified; this can be cal-
culated by numerically integrating the associated non-
linear equation of motion for the pulsed mode, given
by dβP (t)/dt = (−ΓP + iΛ|βP (t)|2)βP (t) − iγ∗PαP,in(t),
where αP,in is the input pump pulse profile in the chan-
nel, normalized such that the energy EP in the pulse is
given by EP = h¯ωP vg
∫∞
−∞ dt|αP,in(t)|2. With the drive
mode amplitude βD and the nonlinear strength Λ, g(t)
is determined; for a resonant drive beam, βD is given
by βD = 2
√
PDQDηescD /(h¯ω
2
D), with PD the input drive
power in the channel, QD the full loaded quality factor
of the drive resonance, and ηescD the associated escape
efficiency.
Since the dynamics of the system are linear in the
mode operators, for a vacuum input in the S mode
the output must correspond to a Gaussian state with
zero mean. Thus all properties of the system out-
put can be expressed in terms of the second-order mo-
ments N(t, t′) = vg〈ψ†S,out(t)ψS,out(t′)〉 and M(t, t′) =
vg〈ψS,out(t)ψS,out(t′)〉. From these moments we can ex-
tract all measurable quantities. For our purposes we are
primarily concerned with those aspects of the system out-
put that are relevant for applications in CV quantum
sampling: the efficiency (degree of squeezing as a func-
tion of drive and pump pulse powers), purity (limited
by scattering losses), and temporal mode structure. The
latter can be assessed by calculating the Schmidt num-
ber K of the output field, which quantifies the number
of excited output modes, and is ideally close to unity
for single-temporal-mode squeezed states. It is also im-
portant to assess the full complex temporal mode shape
of the generated squeezed light, to ensure that is be-
nign (i.e., does not suffer from a complicated and erratic
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FIG. 2. System performance for a device with realistic parameters (details in text). (a) Top panel: Mean photon number
of the first ten Schmidt modes as a function of pulse energy; the dominant mode (top curve) consistently lies about 100x
above the next largest mode. Bottom panel: variance relative to vacuum of the squeezed quadrature (bottom solid curve) and
anti-squeezed quadrature (top solid curve). Dashed curve shows variance of anti-squeezed quadrature for an ideal pure state;
Some excess anti-squeezing is evident from the finite escape efficiency. (b) Top panel: Intensity (virtually identical solid curves)
and phase (dashed curves) of temporal mode profile for the squeezed pulses generated for five pulse energies spanning 1 to
100 pJ. The intensity profile is virtually unchanged across this range; the phases show only very small progressive deviations
due to cross-phase modulation from the pulsed pump as energy is increased, leading to very slight degradation of the fidelity
between the complex pulse profile at each energy and that at the lowest energy (bottom right panel). The Schmidt number is
consistently close to unity (bottom left panel). More details of how these quantities are extracted from the output moments
can be found in the Supplemental Information.
phase structure or envelope), and consistent across a wide
range of squeezing levels. This last point is crucial for
CV quantum sampling applications, for which squeezed
states with different squeezing levels must interfere.
We examine a system with realistic device parame-
ters, well below best-reported values, that are routinely
achievable in modern silicon nitride microring resonators
[30]. We consider a device optimized for a CW drive in-
put power of 200 mW at the phase-matching point that
yields ∆net = 0, and include the effects of time-dependent
self-phase modulation and cross-phase modulation from
the pump pulse. In Fig. 2 the squeezing performance
is illustrated for such a device with 400 µm round-trip
length length, ωS = 2pi × 193 THz, nonlinear parameter
γNL = 1 (Wm)
−1, group velocity vg = c/1.7, and intrin-
sic quality factor of 2× 106 for all three resonances with
escape efficiencies of 0.5 (critically coupled) for the drive
mode D, 0.9 for the S mode, and 0.98 for the pump mode
P ; the corresponding loaded quality factors are then re-
spectively 1×106, 2×105, and 4×104. This sequence of
coupling ratios is chosen for maximal circulating power
in the D mode, good escape efficiency for the generated
photons in the S mode, and to allow large-bandwidth
pulses into the P mode, which is necessary for achieving
low Schmidt number [31, 32]. Independent control over
the escape efficiencies can be realized by suitable coupler
design; many strategies exist to accomplish this [33].
The fundamental limit to squeezing attainable in this
system is set by the escape efficiency, which in this case
limits the output to −10 log(1− ηescS ) = 10 dB of squeez-
ing. As evident from Fig. 2a, the system can readily
approach loss-limited performance, with nearly 10 dB of
squeezing realized for a Gaussian pump pulse having en-
ergy 100 pJ and intensity full width at half maximum
duration set to one tenth of the S mode dwelling time.
This level of squeezing is precisely the desired operational
point for many CV quantum sampling protocols, which
typically call for squeezed states with a mean photon
number of about one [13]. Furthermore, as shown in
Fig. 2b, the system produces clean single temporal-mode
squeezed pulses of roughly 1ns duration, with negligi-
ble variation in their pulse profiles across a wide tuning
range of squeezing levels. The Schmidt number, and the
fidelity of the generated temporal mode at high input
energies with that at low input energies, both remain
very close to unity. For applications requiring very high
squeezing levels, such as metrology and CV teleportation
[15, 34], we note that existing ultra-low loss platforms [35]
permit the signal resonance escape efficiency to be fur-
ther optimized while maintaining acceptable efficiency;
for a system with intrinsic quality factors of 107 with
ηescS = 0.99, η
esc
P = 0.999, and otherwise identical param-
eters, 15dB of squeezing is realized with only a few dB of
excess anti-squeezing arising from the sub-unity escape
efficiency. We therefore expect this proposed strategy to
be of considerable utility for a wide range of CV quantum
information processing applications.
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1Supplemental Information for Scalable squeezed light source for continuous variable
quantum sampling
UNWANTED NONLINEAR EFFECTS
A typical microresonator system accommodates many hundreds or even thousands of resonances. The term HX in
Eq. 1 of the main text contains the corresponding contributions to the Hamiltonian, and their couplings to the three
modes of interest. Below any thresholds for OPO and comb generation, and operating in a regime where cascaded
four-wave mixing is negligible, there are two dominant unwanted couplings relevant to the device performance: those
that give rise to unwanted spontaneous four-wave mixing, leading to the generation of spurious photons in the S
mode [20], and those that give rise to Bragg-scattering four-wave mixing (BS-FWM), leading to an additional source
of loss on the squeezed state generated in the S mode [26]. These effects arise from terms of the form bDbDb
†
Sb
†
X1
and bP bP b
†
Sb
†
X2 (unwanted SFWM), and bDb
†
P bSb
†
X1 and b
†
DbP bSb
†
X2 (unwanted BS-FWM), where bX1 and bX2 are
annihilation operators for unwanted modes X1 and X2.
Such processes effectively entangle the X1 and X2 modes with the S mode, corrupting the purity of the S mode
output state. Though both normal dispersion and the effects of SPM/XPM from the strong drive act to counteract
this effect by increasing the corresponding net detuning for these processes, in general for simple single-resonator
devices with realistic parameters this is not sufficient to suppress the unwanted processes to a level appropriate for
CV quantum sampling, in which highly pure Gaussian states are desirable.
To see this first we estimate the strength of the SFWM process associated with the generation of photons at ωS and
ωX2. Similar consideration can be done for the pump field and pair generation at ωS and ωX1. However, the noise
arising from the driving field is expected to be several orders of magnitude larger, for SFWM scales quadratically
with the power of the generating field.
The intensity of SFWM involving the modes at ωX2, ωS and ωD depends on the relative position of the corresponding
resonances. In this case, SPM and XPM leads to a relative detuning:
δ = (ωD − ωX2)− (ωS − ωD) = −
3c
ωDneff
γNL
vgQ
2piR
PD, (S1)
where neff is the mode effective index, γNL the waveguide nonlinear parameter, and PD the input power at ωD.
Finally, vg is the group velocity, Q the resonator quality factor, and R the ring radius.
In the presence of a detuning δ, and in the limit of small pair generation rate, the average number of generated
pairs is reduced according to
|βδ|2 = |β0|2 ∆
2
δ2 + ∆2
,
where |β0|2 is the average number of pairs in the case of equally spaced resonances (i.e. δ = 0) and ∆ is the
resonance line width, which for simplicity we assume to be the same for all the three resonances involved in the
process.
Considering only the noise contribution coming from unwanted SFWM, the signal-to-noise ratio (SNR) can be
defied as
SNR =
|βS|2
|βS,X2 |2
,
where |βS|2 and |βS,X2 |2 are the average number of pairs generated in the signal mode and by the unwanted SFWM
associated to the driving field respectively. This leads to
SNR =
|βS|2
|βS,X2 |2
≈ PP
PD
(
1 +
δ2
∆2
)
, (S2)
where PP is the pump field power. As expected, in the absence of detuning, i.e. when all the resonances at ωX2 , ωD,
ωS , and ωP are equally spaced, the SNR would be essentially proportional to PP /PD. However, due to the presence
2of SPM/XPM, the unwanted SFWM process is suppressed by the detuning. We can re write (S2) by explicitly taking
into account the dependence on the structure parameters using (S1):
SNR =≈ PP
PD
(
1 + ξ2
Q4
R2
P 2D
)
, (S3)
where
ξ =
3c2γNL
2piω2neffng
(S4)
is a constant that depends on the nonlinearity and dispersion of the waveguide.
In the case of SiN ring resonators, one can take ξ = 10−14m ·W−1, Q = 106, R = 10−4 m, PD = 2 · 10−1W, and
PP = 10
−3W , which lead to
SNR ≈ 2.
This value suggests that, in general, the resonance detuning determined by SPM/XPM is not sufficient to neglect
the effect of unwanted pairs generated by the driving field via degenerate SFWM.
Care must therefore be taken to further corrupt the efficiency of the unwanted process, either by detuning or
removing altogether the associated resonances X1 and X2. Many strategies exist to accomplish this without signif-
icantly compromising other aspects of device performance: one particularly promising possibility is to couple to the
primary resonator two auxiliary resonators with different free spectral ranges, which can be used to selectively split
and severely detune the X1 and X2 resonances from their default frequencies [28]. Another strategy involves using
a Mach-Zehnder interferometer-based coupler to independently modify the quality factors of the resonances; the effi-
ciency of processes involving the unwanted X1 and X2 modes can be strongly degraded by reducing their associated
quality factors. Alternatively, if a more sophisticated coupled resonator system is used to obviate the need for strong
dispersion, and the associated free spectral ranges are chosen to be incommensurate, the unwanted resonances will be
absent, strongly suppressing unwanted four-wave mixing effects.
TEMPORAL MODE DECOMPOSITION
In this section we analyze how, starting from the second order moments of the channel fields, one can obtain the
quantum state of systems that produce zero-mean Gaussian states, and calculate any measureable quantity related to
the device output. We start by noting that the intra-resonator dynamics are linear in the quantum operators within
our assumptions, and thus since the initial quantum state is vacuum the state at all times is Gaussian[36], i.e, it is
described by a mean displacement
〈ψS,out(t)〉 , (S5)
and the two point correlation functions
N(t, t′) = vS 〈ψ†S,out(t)ψS,out(t′)〉 , (S6)
M(t, t′) = vS 〈ψS,out(t)ψS,out(t′)〉 . (S7)
For our system we can always guarantee that 〈ψS,out(t)〉 = 0 and thus for the rest of this section we focus on M(t, t′)
and N(t, t′). Furthermote note that N is hermitian and M is symmetric
N(t, t′) = N(t′, t)∗ and M(t, t′) = M(t′, t). (S8)
In the absence of intrinsic losses, i.e., assuming that any photon created inside the resonator can only leak into the
waveguide at rate ΓS , we know that the quantum state of the waveguide is pure once the resonator modes populations
have decayed. If this were not the case there would be some entanglement between the mode S in the resonator and
the mode S in the waveguide and thus the resonator could not be in the vacuum state. Knowing this we can use
3Williamson’s theorem and the Bloch-Messiah decomposition [36] to write a joint decomposition of the second order
moments as follows
N(t, t′; ΓS)pure =
∑
λ
sinh(rλ)
2fλ(t)f
∗
λ(t
′), (S9)
M(t, t′; ΓS)pure =
∑
λ
sinh(2rλ)
2
f∗λ(t)f
∗
λ(t
′), (S10)
where the set of functions fλ(t) are orthonormal and complete∫
dt fλ(t)f
∗
λ′(t) = δλ,λ′ , (S11)∑
λ
fλ(t)f
∗
λ(t
′) = δ(t− t′). (S12)
and we use the subindex pure to indicate that these moments come from a pure state and we explicitly write the
dependence on the overall decay rate ΓS into the waveguide. For pure states there is a certain degree of redundancy
since if one has just the N moment one can obtain the set {fλ(t)} and the mean photon numbers sinh2(rλ) via a
simple eigendecomposition. Alternatively, if one has the M moment one can obtain the set {fλ(t)} and the quantities
sinh(2rλ)/2 via a Takagi-Autonne decomposition [37, 38]. For our purposes we used the eigendecomposition of N but
also verified consistency using the Takagi-Autonne decomposition as implemented in Strawberry Fields [39]. Note
that in practice one knows the correlators in a grid of points and then for a sufficiently dense grid estimates the
decompositions in Eq. (S9) (c.f. Appendix B of Ref. [40]). Having the functions fλ(t) and the coefficients rλ one can
write the ket describing the state of the waveguide as
|Ψ〉 =
⊗
λ
S(rλ, Aλ) |vac〉 , (S13)
S(rλ, Aλ) = exp
(rλ
2
[
A2λ −A†2λ
])
, (S14)
Aλ =
∫
dt ψS,out(t)f
∗
λ(t). (S15)
Now let us conside the case where photons from the ring can be scattered into modes different from the ones in the
waveguide, e.g. scattering modes that contribute to loss of photons from the resonator. The treatment of such losses
into an undesired channel has been dealt with in e.g. [20]. The system is now decribed by several decay rates. The
first one is ΓS the decay rate into the waveguide, then there is MS the scattering loss decay rate and finally there is
ΓS = ΓS + MS which is the total decay rate. For our correlation functions it is easily seen that in the case of loss
the moments associated with this mixed state are related to the moments of a pure state as in Eq. (S9) where all the
photons go into a fictitious waveguide at rate ΓS , as follows
Nmixed(t, t
′) = ηescS Npure(t, t
′; Γ¯S) (S16)
Mmixed(t, t
′) = ηescS Mpure(t, t
′; Γ¯S) (S17)
where ηescS = ΓS/ΓS is the escape efficiency into the channel, i.e., the ratio of the decay rate into the physical waveguide
to the overall decay rate into all channels (inclusing the waveguide). If there is only decay into the waveguide we have
ηesc = 1, ΓS = Γ¯S and recover the pure state case discussed previously.
The moments in Eq. (S16) are also the moments of the state |Ψ〉 after being sent through a loss channel where the
(energy) tranmission is precisely ηescS . Note that a squeezed state with squeezing parameter r subjected to loss by
amount η has the same density matrix as a thermal state with mean photon number
n¯ = η sinh2 r (S18)
and then squeezed by amount
r′ = tanh−1
(
η sinh(r) cosh(r)
1 + η sinh2 r
)
. (S19)
4Using this equivalence we write the density matrix of the state when scattering into unmeasured modes is present as
ρ =
⊗
λ
S(r′λ, Aλ) {ρλ(n¯λ)}S(r′λ, Aλ)†. (S20)
where ρλ is a thermal state in the mode with temporal profile λ and with mean occupation number n¯λ given by Eq.
(S18) with η = ηesc and r = rλ. Likewise r
′
λ is given in Eq. (S19) with the same substitutions.
