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Abstract 
We consider the following geometric pattern matching problem: find the minimum Hausdorff distance between 
two point sets under translation with Ll or L~ as the underlying metric. Huttenlocher, Kedem and Sharir have 
shown that this minimum distance can be found by constructing the upper envelope of certain Voronoi surfaces. 
Further, they show that if the two sets are each of cardinality n then the complexity of the upper envelope of 
such surfaces is f2(n3). We examine the question of whether one can get around this cubic lower bound, and 
show that under the Ll and L~ metrics, the time to compute the minimum Hausdorff distance between two 
point sets is O(n 2 log 2 n). © 1998 Elsevier Science B.V. 
Keywords: Geometric pattern matching; Approximate matching; Segment tree; Algorithm; Optimization 
1. Introduction 
A central problem in pattern recognition, computer vision, and robotics, is the question of whether 
two point sets A and B resemble ach other. One approach to this problem, first used by Huttenlocher 
and Kedem [5] and further developed by Huttenlocher tal. [6], is based on the minimum Hausdorff 
distance between point sets in the plane under translation. The Hausdorff distance between two point 
sets A and B is defined as 
H(A,B)  = max (h (A ,B) ,h (B ,A) ) ,  
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where 
h(A, B) = max min d(a, b). 
aCA bCB 
Here d(.,-) represents a more familiar metric on points; for instance, the standard Euclidean metric 
(the L2 metric) or the L1 or L~ metrics. Huttenlocher and Kedem observe that the Hausdorff distance 
remains a metric even when minimized with respect o all possible translations of the point sets. 
Thus, it can be used to define a metric on point sets (and more general shapes) that is independent of
translation. Intuitively, it measures the maximum mismatch between two point sets after the sets have 
been translated to minimize this mismatch. 
In this paper we address the problem of finding the minimum Hausdorff distance between two sets 
in the plane. We show that this problem can be solved by examining the intersection of many sets 
where each set is the union of translates of a convex shape. Convex shapes of particular interest here 
are the circle, corresponding to the L2 or standard Euclidean metric, and the square, corresponding to
both the L1 and L~ metrics. Our approach enables us to improve on the algorithms of [5,6] for the 
Ll and Lo¢ metrics. 
We show that the arrangement that results from this intersection of unions can have complexity 
f~(n3). We then prove the surprising result that sweeping using Bentley's segment ree (see, for 
instance, [8,10]) combined with a type of parametric search [3,4] can be used to work around this 
f~(n 3) bound, allowing the minimum Hausdorff distance under translation to be computed in time 
O(n 2 log 2 n) when the underlying metric is the L1 (or L~)  metric. When the sets being compared 
have different numbers of points (say m and n) then this time bound is O(mn log 2 ran), a significant 
improvement over the best previous time bound of O(mn(m + n) log ran) presented in [6]. In addition, 
this answers an open problem from [6] where it is asked whether there are faster methods for computing 
the minimum Hausdorff distance than their technique of computing an entire upper envelope of Voronoi 
surfaces. 
Using our result in the plane, we provide an O((mn)21ogEmn) algorithm to solve the min- 
imum Hausdorff distance in three dimensions when the underlying metric is the L~ metric. In 
general, we show that each higher dimension multiplies this bound by ran, giving a time bound 
of O((mn) (d-l) log 2 ran) for the Loo metric in dimension d. The closest-related previous result is 
the O((mn)E(m + n)a(mn)log 2 ran) algorithm presented in [6] for finding the minimum Hausdorff 
distance in 3-space when the underlying metric is the L2 metric. 
2. Preliminaries 
Let A and B be two sets of points in the plane, and let e be a positive real number. Take set A 
and put a disc of radius e about each point of A, creating set As. Note that the "disc" depends on the 
underlying distance metric" it is a standard isc for the L2 metric, a square for the L~ metric, and 
a square tipped at 45 degrees for the L1 metric. As can be written as A ~ C(e) where C(e) is the 
"disc" of size e and @ represents he Minkowski sum. Consider the set A, ~ -b  where -b  represents 
the reflection of the point b through the origin. This set can be thought of as the set of translations 
that map b into As. The set of translations that map all points b E B into AE is then 
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N(A~ ®-b) ;  
bEB 
we denote this set by S(A, e, t3). In [1], the authors use this kind of construction i  their analysis 
of the time bound for computing a minimum Hausdorff distance for sets of segments under the L2 
metric. 
We define the Hausdorffdecision problem for a given e to be the question of whether the minimum 
Hausdorff distance under translation is less than some given e. We say that the Hausdorff decision 
problem for sets A and 13 and for z is true if there exists a translation t such that the Hausdorff distance 
between A and 13 ® t is less than or equal to e. The following lemma is an immediate consequence 
of these definitions. 
Lemma 1. The Hausdorff decision problem for point sets A and B and for e is true iff 
S(A, e, B) N -S(B,  e, A) ¢ O. 
3. A lower bound 
In this section, we show that S(A, e, B) can have ~(n  3) disjoint regions, where n is the number 
of points in each set A and B, by using a construction similar to that used in [5,6] to show that an 
upper envelope of Voronoi surfaces can have complexity f~(n3). The construction applies to many 
types of metrics that are convex distance functions, including the L1, L2 and L~ metrics. For clarity, 
we present our example here in terms of the L2 metric--pictures of overlapping discs are much easier 
to interpret than pictures of overlapping squares. 
To start our example, consider the set (As) consisting of a pair of discs; the pair consists of one 
disc centered at the origin and one centered at (1,0). The radii of the discs (e) are equal to 1/2. Now 
consider the intersection of n copies of this pair of discs (equivalent to shifting by n vectors -b  for all 
b E B); the first copy is untranslated, the second is translated in the positive x direction by 6, where 
6 = 1/(2n), the third is translated by 26, etc. The resulting intersection is a set of vertical eye-shaped 
regions as illustrated (gray) in Fig. 1. 
This intersection has n ÷ 1 regions, but we can get ~(n  2) regions by using a slightly more compli- 
cated construction. First note that if we were to rotate our initial pair of discs by 90 degrees then the 
resulting intersection would consist of horizontal eye-shaped regions. We start with three discs, one at 
the origin, one at (1,0) and one at (0, 1) (see Fig. 2). By using appropriate translations (i.e., (1/2, i6) 
and (i6, 1/2) for i = 0 , . . . ,  (n - 1)/2) we get two sets of eye-shaped regions, one horizontal and one 
vertical; these intersect to form D(n 2) separate regions. 
To get up to f2(n 3) regions in S(A, e, B) we let A consist of n/3 copies of the 3 unit discs used 
above, where the copies are separated widely enough that they do not interfere with one another. 
Fig. 1. A consists of two points. Left: A,. Middle: B. Right: S(A, e, B), the vertical eye-shaped regions, in gray. 
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Fig. 2. A consists of three points. Left: A~. Middle: -B .  Right: S(A, e, 13) in black. 
4. An upper bound for the L~ (L1) metric 
Surprisingly, under the L1 and L~ metrics the time to compute the minimum Hausdorff distance 
between point sets A and B in the plane is O(n 2 log z n) (O(mnlog 2mn) when the point sets are 
of differing cardinality). This is surprising because the construction in the previous section shows a 
tight bound of O(n 3) for the worst case complexity of the structure used to calculate the minimum 
Hausdorff distance for L1 and L~.  We work around this bound by observing that we can solve a 
Hausdorff decision problem without having to build or visit the entire structure. We take advantage of 
properties of the segment tree, reformulating our problem in such a way that we can use a sweeping 
segment tree to detect whether the Hausdorff decision problem for a given e is true. 
Theorem 2. Given e > 0 and two point sets A and B in the plane, and using L~ (L1) as the 
underlying metric, we can determine whether the minimum Hausdorff distance between A and B is 
less than e in time O(mnlogmn), where m = IAI and n = IBI. 
Proof. We place a square (an L~ disc) of size e about each point of A to form AE. By Lemma 1, 
the minimum Hausdorff distance between A and B is less than e iff S(A, e, B) N -S (B ,  e, A) ~ ~. 
For clarity, we look only at the problem of determining whether S(A, e, B) is empty; the intersection 
of this set with -S (B ,  e, A) is straightforward. 
We determine whether S(A, e, B) is empty or nonempty by sweeping a segment ree across the 
arrangement of translates of As and counting how many different ranslates of As cover each point 
in the plane--the idea is that the intersection is nonempty iff we can find a point on the plane that is 
covered by at least one square from each copy of As. Since the squares within a single copy of As 
can overlap, simply counting the squares at each point is not enough. 
The trick is to convert As into a structure without any overlap. Then counting is enough--a point 
that is covered to depth n has been covered by something from each of the n copies of As. We observe 
that the set As can be subdivided into O(m) nonoverlapping rectangles. This follows from the fact 
that the complexity of the boundary of translates of squares (As) is O(m) [7]. 
Taking As as a set of nonoverlapping rectangles, we form n translates of these rectangles, producing 
an arrangement of O(mn) rectangles. Since the rectangles within a given copy of As are nonoverlap- 
ping, we can easily detect whether the intersection of all the translates is nonempty: the intersection 
is nonempty iff there is some point on the plane which is covered by exactly n rectangles. 
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A segment tree [8,10] can be used to sweep across a set of k rectangles, reporting the maximum 
covering depth encountered, in time O(k log k). Since we have O(mn) rectangles, the total time to 
detect whether the intersection is nonempty is O(mn log ran). [] 
We can use the technique of the above theorem to solve the minimum Hausdorff distance problem 
at the cost of an additional log factor in the time bound. 
Theorem 3. Given point sets A and t3 in the plane and using the L~ (L1) metric, the minimum 
Hausdorff distance between A and 13 can be determined in time O(mn log 2 ran), where m = IAI and 
n = 1131. 
Proof. The minimum Hausdorff distance problem is an optimization problem for which we can use 
the Hausdorff decision problem as a subroutine. In the proof of Theorem 2 we place a square of size e 
about each point of A and of B in order to find whether the intersection S(A, e, t3) N -S (B ,  e, A) 
is empty or not. Now we want to determine the minimum e where the intersection is still nonempty. 
It is easy to see that the desired minimum value is achieved at some e0 for which a certain (initially 
unknown) pair of squares just touch each other. 
We need to search among all possible values of e where two squares touch at their boundaries. (Note 
that we actually have to search twice, once for touches at vertical boundaries and once for touches at 
horizontal boundaries.) 
All together there are mn squares, therefore there are O((mn) 2) values of e where two squares 
touch at their boundaries. If we try to use simple binary search on these values then we waste too 
much time first computing all the values and then sorting them. Fortunately, these values can all be 
represented implicitly in O(mn) space as a sorted matrix (i.e., each row and each column are in sorted 
order). We do not compute the matrix of e's explicitly; entries within the table are calculated just 
when needed. If the squares are in some sorted order then the resulting implicit table is automatically 
sorted. More specifically, assume we have N =mn squares, and assume that the x coordinates of the 
centers of the squares, {Xl , . . . ,  XN}, are sorted in increasing order. We build an implicit matrix for x 
in which the i, jth element is ei,j = XN- j+ l  - -X i .  We search for the minimum e using a technique due 
to Frederickson and Johnson [3,4] (see below). We perform a separate search for the y coordinates. 
The minimum ¢ is the minimum between the two solutions for the x and y matrices. 
Frederickson and Johnson [3,4] solve the following kind of optimization problem: Given a sorted 
matrix of size N by N it takes time O(N+D log N) to solve the optimization problem, where D is the 
time it takes for the decision problem. For our problem this time bound becomes O(mn log 2 ran). [] 
5. Higher dimensions 
Theorem 4. Given point sets A and B in d-space, for a constant d > 2, and using the L~o metric, 
the minimum Hausdorff distance between A and B can be determined in time O((mn) (a-l) log 2 ran), 
where m = IAI and n = IBI. 
Proof. For the decision algorithm in higher dimensions we recursively apply the lower dimension algo- 
rithm as follows. In 3-space we split the arrangement of cubes into O(mn) parallel slices, say along the 
z-axis, at every z where a cube starts and ends. Since nothing is changing within each slice, we can run 
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the 2-dimensional gorithm on each slice, giving an overall time of O((mn)  2 log ran). For dimension 
d, we slice and solve the mn resulting (d -  1)-dimensional problems in time O((mn)  (a-l) log mn). 
Plugging the result of the decision algorithm in the optimization scheme adds a log mn factor, giving 
the time bound of the theorem. 
6. Conclusions and further research 
The minimum Hausdorff distance problem for point sets under translation can be viewed as an 
intersection problem involving the intersection of translates of a union of "discs". Using this viewpoint, 
we have presented improved algorithms for the minimum Hausdorff distance problem for the L1 and 
Lo~ metrics in the plane and for the L~ metric in higher dimensions. The time bound of O(n 2 log 2 n) 
for the 2-dimensional problem is unexpected in the sense that the problem's olution initially appears 
to require the examination of a structure with complexity ft(n3). 
In higher dimensions, our results have been recently improved in a paper by Chew et al. [2]. They 
use a data structure (orthogonal partition tree) developed by Overmars and Yap [9] which is roughly 
a higher-dimensional analog of the segment tree. When ra = O(n) Chew et al. [2] show that the 
minimum Hausdorff distance between two point sets can be found in time O(n 3 log e n) for d = 3, 
and in time O(n 5d/4 log 2 n) for d > 3. 
We showed that for one type of Hausdorff problem--the minimum Hausdorff distance problem for 
points in the plane using the L~ (L1) metric--we can break the cubic bound by using segment trees 
and a form of parametric search. Are there other natural metrics for which we can break the cubic 
bound? In particular, can the bound be broken for the more-familiar L2 metric? 
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