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D’acord amb Freeman Dyson [35] en el món hi ha dos tipus de matemàtics:
Ocells i Granotes (birds and frogs en la versió anglesa original i on les granotes no
pateixen la imatge pejorativa que se’ls dóna en la nostra llengua).
Els ocells viuen a l’aire i volen alt, on veuenmolts paisatges i com el bosc i el riu i
la muntanya i el desert formen un continumalgrat la seva diferència. Els ocells en-
tenen la connexió entre diverses estructures, donen idees que uneixen paradigmes
i aporten solucions per a problemes d’un camp basades en conceptes d’un altre.
Els ocells veuen lluny.
Les granotes viuen a la terra i es submergeixen en el fang i el riu. Les granotes
coneixen els insectes, les flors i l’herba prop de la seva bassa i formen un tot amb
ells. Les granotes aprofundeixen en els problemes del seu propi camp, entenen
la riquesa més amagada de les estructures amb què treballen i s’entretenen en els
detalls i propietats dels objectes que els són propers. Les granotes veuen profund.
D’acord amb Freeman Dyson, és un absurd afirmar que els ocells són superiors
a les granotes o viceversa, les Matemàtiques són alhora vastes i profundes i calen
les dues visions per explorar aquest estrany, sorprenent i ric món.
En l’opinió de l’autor d’aquesta tesi, Freeman Dyson té raó en la seva anàlisi i
conclusions i continua tenint-la si es canvia la paraula Matemàtiques per Ciència,
i es considera aquest món encara més estrany, sorprenent i ric.
La tesi que aquí s’introdueix és un estudi d’ocell fonamentat en resultats de gra-
notes. En cap cas es pretén amb aquesta afirmació donar a entendre que és un
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estudi superior al d’ocells o granotes per ser més complet i veure alhora lluny i
profund. Això seria pretensiós i fals. El que sí que pretén mostrar aquesta repre-
sentació visual és el caràcter interdisciplinari d’aquesta tesi, que recollirà resultats
de granotes d’una bassa per a il·lustrar comaquests poden ajudar les granotes d’una
altra d’acord amb la interpretació d’un ocell.
0.1 Motivació
Aquesta tesi neix en una reunió entre els principals membres de dos grups de re-
cerca:
En un costat de la taula es trobaven els Drs Jordi Recasens i Dionís Boixader,
líders d’un grup de recerca amb despatx a l’ETSAV de Sant Cugat i amb una llarga
trajectòria en l’estudi teòric de relacions difuses, i en concret de relacions d’equi-
valència difuses o indistingibilitats. Aquest grup de recerca ha estat íntimament
lligat (tant en l’àmbit personal com professional) amb investigadors locals de re-
putació internacional en l’àmbit com Joan Jacas, Claudi Alsina, Francesc Esteva,
Lluís Godo o Enric Trillas.
A l’altre costat de la taula s’asseien els principals investigadors del Grup de re-
cerca en Intel·ligènciaComputacional per l’Anàlisi d’ImatgesBiomèdiques (ICAIB)
de la UPC, liderat pel Drs Eduard Montseny. Aquest grup destaca per la seva ex-
periència en l’aplicació de la lògica difusa a aplicacions mèdiques [6] [7], havent
treballat i publicat amb investigadors de reconegut prestigi, com Jim Bezdek o




El primer grup venia preocupat per la dificultat de reflectir els darrers avenços
teòrics en aplicacions pràctiques útils. Un debat intern recurrent era sobre la man-
cança de sortida aplicada dels resultats i les esperances que la lògica difusa teòrica
de avantvanguarda semblava suggerir. El segon, tot i la seva trajectòria en aplica-
cions d’algoritmes imètodos difusos a problemes biomèdics, no aconseguia trobar
el camí per aprofitar la profunditat d’alguns dels conceptes teòrics recentment de-
senvolupats i en els que veia potencial per a possibles aplicacions interessants.
En aquella reunió van veureque les seves inquietuds eren complementàries i van
decidir col·laborar en un repte comú: Obrir una tesi doctoral que servís de pont
entre les dues disciplines, desenvolupar un marc teòric al voltant de les relacions
d’indistingibilitat amb potencial aplicatiu en problemes pràctics d’imatge mèdica.
Aquest repte del 2010 és el que ha acabat esdevenint la tesi doctoral que aquí es
presenta. Però per arribar a aquest punt encara hi haviamolt camí a recórrer; men-
tre aquesta reunió succeïa el que n’ha acabat sent l’autor encara no havia completat
els seus estudis superiors de la Llicenciatura de Matemàtiques.
La gènesi d’aquesta tesi n’explica diverses coses:
Per començar, la codirecció entre elDr JordiRecasens i elsDrsEduardMontseny
en primer lloc i Xavier Aymerich més endavant (i codirector final). L’ajut del
primer ha estat inestimable per a desenvolupar elmarc teòric que es presenta, l’ajut
dels darrers ha estat importantíssim per a bolcar els resultats trobats en una pro-
posta d’aplicació biomèdica pràctica.
Per altra banda explica la transdisciplinarietat d’aquest treball. Una metàfora
recorrent de l’autor per a entendre el treball a realitzar és que hi havia un riu que
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separava dues terres. L’objectiu de la tesi era construir un pont que les unís. Per
a construir un pont sobre un riu cal tenir un pilar fort a banda i banda del riu per
a suportar el pes de l’estructura, però el pont en sí no pertany ni a una terra ni a
l’altra. Aquesta tesi ha necessitat un pilar fort en el terreny de la lògica difusa i un
altre en el camp de la neuroimatge, però difícilment pot ser catalogada com a tesi
eminentment matemàtica o biomèdica. Cal fer un esforç de generalització per a
entendre que les dues vores d’un riu són, en una escala més amplia, una mateixa
terra per a poder construir un pont harmònic.
Fruit de la reunió es va obrir un projecte de tesi doctoral que eventualment va
ser concedit el novembre de 2010 al que finalment n’ha estat l’autor.
Durant els dos primers anys, la principal ocupació del doctorand va ser com-
pletar els seus estudis de Màster en Intel·ligència Artificial, a la UPC, UB i URV.
Aquests estudis, malgrat no tenir una incidència directa en la concreció d’aquesta
tesi, van ser molt importants ja que van permetre l’autor fer una transició suau i
generalista d’una disciplina purament teòrica i especulativa com les matemàtiques
a un contextmés ample on la teoria és important però també ho és lametodologia,
l’aplicabilitat, la implementació, el testeig, ... És durant aquests dos primers anys
quan va es va desenvolupar el nucli del marc teòric d’aquesta tesi i que es concreta
en els capítols 2 i 3 d’aquesta memòria escrita.
Els darrers dos anys, ja sense càrrega acadèmicamés enllà de la lectiva, han servit
per a projectar aquest marc teòric en contextos aplicats. És important assenyalar
que gran part de les idees que sustenten algunes de les bigues transversals d’aquest
pont han estat gestades i desenvolupades a les estades a l’IRIT de Toulouse (maig
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- juny 2013) amb el Dr Didier Dubois i a la STU de Bratislava (abril - juliol 2014)
amb el Dr Radko Mesiar.
Específicament, el capítol 1 (Why fuzzy?) deu gran part de les seves reflexions i
referències a les discussions mantingudes amb el Dr Dubois a l’estada a l’IRIT. Va
ser en aquests debats (que transcendien l’àmbit de recerca d’aquest treball, variant
des de l’essència de l’home en un context capitalista a què és real i què és artifi-
cial: el discret o el continu?) on l’autor va començar a entendre que qualsevol
investigació transdisciplinar ha de començar per qüestionar-se la validesa de les
pròpies hipòtesis, i que és precisament en aquest detall epistèmic on resideix la
major aportació de la lògica difusa i els fuzzy sets. Aquestes idees es reflecteixen
especialment al subcapítol 1.4.1.
L’estada a la STUaBratislava ha tingut un triple impacte en aquesta tesi. Per una
banda ha introduït l’autor en camps de la lògica difusa on, tot i portar tres anys rea-
litzant la tesi doctoral, encara nohi havia pensatmai. Per una altra, gairebé lameitat
d’aquesta memòria escrita va ser completada, en la seva versió inicial, allà. Per úl-
tim, i més rellevant des d’un punt de vista científic, tot el capítol 4 d’aquesta tesi,
on s’explica com es pot interpretar en termes borrosos qualsevolmodel científic va
ser plenament desenvolupat durant aquesta estada. Aquesta (re)interpretació és
la clau de volta que articula el pont, és el que permet utilitzar objectes de la teoria
d’indistingibilitats en problemes de neuroimatge, com a cas particular de la cate-
goria de models científics.
Finalment, durant el darrer any de realització de la tesi s’ha completat la pro-
posta d’aplicació del marc teòric en imatge mèdica. Quan es va orientar aquesta
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part cap al tractament de neuroimatge, a principis del 2014, va incorporar-se al
projecte elDrXavierAymerich, primer comaassessor expert en aquest camp ipos-
teriorment com a codirector oficial de la tesi substituint el Dr Eduard Montseny.
La seva expertesa en la matèria ha estat molt important en primer lloc per a intro-
duir l’autor en una disciplina onno tenia cap experiència ni coneixement i en segon
lloc per aportar rigor al treball realitzat des de la posició de director.
On acaba la història comença el present, que és el treball que el lector té a les
seves mans. En ell s’ha intentat completar el pont que va ser encarregat el 2010 i
construir un marc on la lògica difusa teòrica avançada sigui aplicable a problemes
d’imatge biomèdica.
Els maons per a fer-ho han estat els conjunts extensionals, que representen allò
observable per un sistema perceptiu (ja sigui un ull, un sensor, una càmera...).
Raonada en sentit invers, l’argumentació que estructura aquesta tesi és:
Si volem inferir de forma automatitzada sobre una imatge mèdica de la que dis-
posem unmodel, cal que l’agent que desenvolupem sigui capaç de veure el resultat
desitjat. És a dir, la solució bona ha de ser observable. La lògica difusa ens permet
identificar aquesta condició discursiva i lleugerament etèria d’observabilitat d’un
agent amb una condició fàctica i imposable d’extensionalitat de conjunts, sota la
hipòtesi raonable que la percepció de la realitat introdueix una relació d’indistin-
gibilitat a l’univers de discurs. Demanar l’observabilitat de la solució bona no és
ni trivial ni irrellevant, ja que qualsevol agent projecta la realitat externa a través de
la percepció en algun sistema de representació intern que, per la pròpia naturalesa
de la representació, és reduccionista i inexacte.
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Com s’explica al final del capítol 5, en un sentit aplicat, el treball realitzat cons-
titueix tan sols una proposta. El marc que s’ha desenvolupat planta les bases per a
eventuals aplicacions futures on conceptes com les indistingibilitats, els conjunts
extensionals, les aproximacions extensionals i d’altres puguin ser objectes tan na-
turals i útils per a la inferència amb neuroimatge com els atles, els histogrames i els
p-valors.
0.2 Objectius
Aquesta tesi té un objectiu principal:
• Desenvolupar un marc teòric que representi una aportació a la repre-
sentació i tractament de la vaguetat en imatgemèdica
L’objectiu és desenvolupar una proposta d’aplicació en el si de la teoria d’in-
distingibilitats que aporti noves idees, interpretacions i/o mètodes a pro-
blemes actuals del camp de la neuroimatge. Construir un marc on a través
de les indistingibilitats i objectes teòrics associats la incertesa pugui ser més
efectivament controlada, reduïda o compresa.
Aquest objectiu principal es concreta en els següents objectius secundaris:
1. Estudi de les fonts d’incertesa en un context general i en un context
mèdic
Anàlisi de quina pot ser l’aportació de la lògica difusa al tractament de la
incertesa, en particular en un context biomèdic. Estudi de les diferents fonts
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d’incertesa i vaguetat en el procés epistèmic i cognitiu i dels avantatges i li-
mitacions que té un enfoc difús per a representar-les.
2. Aprofundiment en l’estudi de la relació entre les relacions d’indistin-
gibilitats, els conjunts difusos extensionals i altres objectes associats
Estudi de l’estructura i la interrelació estructural dels conjunts d’indistingi-
bilitats, famílies de conjunts extensionals i altres objectes relacionats, tant




Un problema obert a la literatura és el de trobar el conjunt difús extensional
quemillor aproxima un conjunt qualsevol. En aquesta tesi es desenvolupen
diversos mètodes d’aproximació, que milloren els de la literatura, per a t-
normes arquimedianes i no arquimedianes tant enununivers dediscurs finit
com infinit.
4. Desenvolupament i justificació d’una reinterpretació sòlida demodels
científics en termes de conjunts extensionals
Estudi, disseny i justificació d’un marc de reinterpretació de models cien-
tífics en termesde conjuntsdifusos extensionals, relacionsd’indistingibilitat
i altres conceptes associats.




Aplicació delmarc construït al cas particular demodels anatòmics cerebrals
en imatges de ressonància magnètica. Desenvolupament d’una proposta
d’aplicació de la reinterpretació proposada en un problema del camp.
0.3 Estructura de la tesi
La tesi està estructurada en cinc capítols que es corresponen seqüencialment amb
els objectius secundaris prèviament exposats d’aquesta tesi.
Al capítol 1, titulat ”Why Fuzzy?” es planteja la qüestió de la incertesa inherent
al procés d’adquisició de coneixement o epistèmic. Es distingeixen diferents fonts
d’incertesa i vaguetat i com aquestes poden ser de naturalesa molt diferent. En la
mateixa línia es valora què aporta la lògica difusa al tractament d’aquestes diverses
incerteses i quines limitacions té, i es compara amb altres teories de la incertesa
com la probabilitat el la línia d’un intens debat sostingut a la comunitat científica
en les dècades dels 80 i 90. S’estudien en darrer terme les característiques pròpies
del raonament mèdic i la conveniència o no d’introduir-hi mètodes difusos.
El capítol 2 té per títol ”Operadors d’indistingibilitat i isomorfismes fonamen-
tals”. En aquest capítol es donen els preliminars bàsics en lògica difusa necessaris
per a la construcció delmarc teòric subseqüent i s’estudia l’estructura d’alguns dels
objectes fonamentals pel treball. S’aprofundeix en la interrelació dels conjunts de
T-indistingibilitats, conjunts de subconjunts difusos extensionals i conjunts d’o-
peradors d’aproximació per extensionals superior i inferior, tant sobre un univers
de discurs finit com infinit. S’estudia en darrer lloc la robustesa d’aquests resultats
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sota isomorfismes de t-normes.
El capítol 3 es titula ”Aproximació per extensionals”, i en ell es desenvolupen
diversos mètodes d’aproximació de conjunts difusos arbitraris per conjunts difu-
sos extensionals. Es presenten tres mètodes per t-normes arquimedianes (que
s’exemplifiquen amb les t-normes Łukasiewicz i Producte) i un per la t-norma del
mínim. Tots elsmètodes es comparen en un parell d’exemples finals que permeten
valorar el seu rendiment, i comprovar que tots ells són superiors als existents a la
literatura.
El capítol 4 es titula ”Reinterpretació extensional de models” i, com s’ha co-
mentat abans, dóna la clau de volta que permet traslladar els objectes teòrics al
camp dels problemes pràctics. En primer lloc s’estudia què és un model cien-
tífic en la seva accepció més general i s’utilitzarà la teoria figurativa de Wittgen-
stein per entendre les diferències entremodels i teories científiques. A continuació
s’introdueix la noció d’espectre d’un fenomen i es raona com aquest pot ser codi-
ficat en el model en termes de conjunts borrosos extensionals. En darrer terme,
a través d’aquesta reinterpretació es mostra com tot model científic defineix, per
se, una mètrica. Al llarg de tot el capítol es donen diversos exemples de models
científics (de disciplines completament diferents) per a il·lustrar el discurs.
Al darrer capítol: ”Reinterpretació extensional en neuroimatgeMRI”, esmostra
comtot elmarc teòric de reinterpretaciódemodels en termesde conjunts borrosos
es pot aplicar, coma cas particular, en el campdelsmodels estructurals cerebrals de
neuroimatge en ressonància magnètica. Es mostra com els atles cerebrals poden
interpretar-se com una relació d’indistingibilitat operant sobre l’espai de totes les
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Hi havia a la cort d’Al Motacén un visir anomenat Nahun Ibn-Nahum, home
envejós i dolent. Veient créixer davant del Califa el prestigi de Beremiz com una
onada de pols aixecada pel simun, empès pel despit va decidir posar en
problemes al meu amic i col·locar-lo en una situació ridícula i falsa. Així, s’acostà
al rei i, pronunciant lentament les paraules, va dir:
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L’ingeni humà, emparat per la ciència, ha de consagrar-se a la
resolució dels grans problemes de la Vida. Els savis -inspirats
per Allah, l’Exaltat- no van alçar l’enlluernador edifici de la
Matemàtica per a que aquesta noble ciència vingui a tenir
l’aplicació que li vol atribuir aquest calculador persa. Em sem-
bla, doncs, un crim reduir la ciència d’Euclides, d’Arquímedes
o del meravellós Omar Khayyam -Allah el tingui en la seva
glòria!- a aquesta mísera condició d’avaluadora numèrica de
coses i éssers
Crítica del visir Nahun Ibn—Nahun al calculador
Beremiz Samir 1
Why fuzzy?
L’objectiu principal d’aquesta tesi és, a grans trets, desenvolupar un marc
que permeti sinergitzar la teoria d’indistingibilitats de lògica borrosa i l’anàlisi de
neuroimatge MRI. Per a fer-ho, com s’ha comentat prèviament, es desenvoluparà
un marc més general d’estudi i interpretació difusa de models científics i poste-
riorment es proposarà com es pot especificar en el camp de l’estudi anatòmic del
cervell. Abans d’entrar en el cos d’aquest treball, però, cal plantejar-se dues pre-
guntes. És això possible? I més enllà de la pregunta merament possibilista, quina
pot ésser l’aportació d’introduir nocions borroses a un context mèdic?
La resposta immediata fa referència a la incertesa. Per exemple la diagnosi
mèdica està fortament esbiaixada pels coneixements previs del metge (no pot di-
agnosticar una malaltia que desconeix), la dificultat en quantificar els símptomes
del pacient (com es pot quantificar acuradament un símptoma tan simple com el
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dolor?) o les limitacions de les proves realitzades entre d’altres fonts d’incertesa.
Ara bé, com es pot veure a l’exemple, no és gaire precís parlar d’incertesa en
general ja que se’npodendiferenciardiferentsnivells, dimensions i fonts. Enaquest
capítol s’intentarà fer una aportació a la comprensió de la incertesa reconeixent la
seva diversitat. Es començarà per la qüestió més general (de l’àmbit de l’epistemo-
logia) sobre la validesa de qualsevol acte perceptiu i cognitiu, passant pel sentit de
la incertesa en el raonament científic i acabant en la pregunta específica referent
a la incertesa en el raonament mèdic. S’estudiarà quina és l’aportació de la lògica
difusa al tractament de la incertesa i els límits d’aquesta aportació. Es detallaran al-
guns aspectes especialment rellevants on, a opinió de l’autor, la lògica difusa té un
paper principal en la seva comprensió (com el llenguatge o la granularitat del co-
neixement) i també es contrastarà sintèticament els punts forts i febles de diferents
aproximacions a la incertesa, com la lògica difusa i la probabilitat o estadística.
En aquest capítol també es vol fer una contribució a un debat latent en la co-
munitat científica al voltant de la lògica borrosa.
El 1965LoftiA. Zadeh va publicar a la revista Information andControl l’article
”Fuzzy Sets” [123]. Com ja s’ha comentat anteriorment, aquest article va donar el
tret de sortida a una nova disciplina que seria anomenada lògica difusa.
50 anys després les pioneres idees de Zadeh s’han desenvolupat i han fructifi-
cat arreu obrint noves i innovadores línies de recerca. Una cerca ràpida a WebOf-
Knowledge ens dóna que d’acord amb la seva base de dades 53,643 articles han
estat publicats des de 1965 amb la paraula ”fuzzy” en el títol i hi ha 160 revistes
que han publicat 50 o més d’aquests articles. La Figura 1.0.1 mostra la distribució
d’aquestes publicacions per any. Donada la multitud de conferències científiques
que es celebren arreu del món anualment és difícil afinar quantes d’aquestes tenen
la lògica difusa entre els seus camps d’interès, però una estimació pessimista ens
donaria que aquest número no és inferior a 100. Podem afirmar doncs, que 50
anys després la lògica difusa és una teoria ben establerta en el panorama científic
actual.
Tanmateix la realitat sempre és més complexa que la seva descripció numèrica
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Figura 1.0.1: Quantitat d’articles anuals amb el terme ”fuzzy” al títol. Font:
Google Scholar
i, com tota llum té ombres, la lògica difusa també té objeccions a les que respondre.
Il·lustrem-les amb un exemple personal viscut per l’autor.
En una de les assignatures del màster en Intel·ligència Artificial que vaig cursar
l’avaluació final consistia en la presentació d’un article. L’article triat va ser ”Upper
and Lower Approximations of Fuzzy Sets” [14]. En acabar la presentació, l’única
pregunta que em va plantejar el professor de l’assignatura va ser: ”Jo vaig treballar
durant un temps en lògica difusa perquè em semblava una teoria interessant. Però
vaig deixar de fer-ho ja fa uns anys perquèmalgrat que és una teoria bonica i elegant
no em servia per a resoldre els problemes que tenia. Lameva pregunta és: Tu creus
que la lògica difusa pot ser utilitzada de forma efectiva per a resoldre problemes
reals?”.
Aquesta pregunta (malgrat l’acidesa del plantejament) està motivada per la
sensació que la lògica difusa aparenta i discursivament promet molt més del que
dóna, especialment en la dimensió de comprensió científicamés que en la de solu-
cions a problemes aplicats.
Malgrat no compartir el pessimisme del professor que va plantejar la pregunta,
el sentiment que la motiva és compartit per l’autor d’aquesta tesi i per nombrosos
investigadors dels que han estat consultats al respecte com es detallarà més enda-
vant.
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Per tot això, en aquest capítol també s’intentarà construir el discurs intermedi
(pràcticament inexistent a la literatura actual) que inclogui quines són les fortale-
ses d’aquesta teoria i les mancances i limitacions que té i que susciten crítiques en
part de la comunitat científica, com en l’esmentat professor.
1.1 Metodologia
Per a la realització d’aquest capítol s’ha comptat amb la col·laboració de 45 inves-
tigadors de reconegut prestigi i experiència en el camp. A tots ells se’ls va enviar
un correu electrònic mostrant la preocupació per aquest tema i les següents 5 pre-
guntes:
• Why do you work on Fuzzy Logic? What sense do you find on it?
• What are the main advantages of Fuzzy Logic compared with other fields
dealing with uncertainty? And the main problems you find?
• What are the challenges Fuzzy Logic must face in the future?
Dels 45 investigadors consultats es va rebre la resposta directa de 21 d’ells i
alguns més van respondre a les preguntes plantejades en xerrades informals amb
l’autor de la tesi en congressos posteriors al correu. Les seves aportacions seran
citades al llarg del discurs d’aquest capítol.
A tots ells, tant els que van respondre com als que no, l’autor vol agrair de nou
el seu interès en la reflexió conjunta de ”Why Fuzzy?”.
1.2 Realitat i coneixement
Segurament el denominador comúque tots els investigadors acceptaran sobrequin
és el sentit de la LògicaDifusa és que és una eina per amodelitzar la incertesa. Però
a què ens referim quan parlem d’incertesa? Per a respondre a aquesta pregunta cal
fer un pas enrere i contemplar el marc epistemològic des d’una pregunta més ge-
neral:
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Què puc conèixer de la realitat externa?
Aquesta impertinent i extremadamentpertinentpreguntahamotivat la recerca
de moltes de les ments més brillants de la història de la humanitat des del naixe-
ment de la filosofia. Des de Parmènides a Hegel, passant per Plató, Aristòtil, Sant
Tomàs, Descartes, Spinoza, Hume, etc. han aportat les seves interpretacions a la
pregunta que ens ocupa.
Tanmateix, la qüestió epistemològica troba un punt d’inflexió i consens en les
tesis d’Immanuel Kant en la seva obra Crítica a la Raó Pura [64]; en la posició que
posteriorment s’ha anomenat idealisme epistemològic.
Wenn aber gleich alle unsere Erkenntnis mit der Erfahrung anhebt,
so entspringt sie darum doch nicht eben alle aus der Erfahrung. Denn
es könnte wohl sein, daß selbst unsere Erfahrungserkenntnis ein Zusam-
mengesetztes aus dem sei, was wir durch Eindrücke empfangen, und dem,
was unser eigenes Erkenntnisvermögen (durch sinnliche Eindrücke bloß
veranlaßt) aus sich selbst hergibt, welchen Zusatz wir von jenem Grund-
stoffe nicht eher unterscheiden, als bis lange Übung uns darauf aufmerk-
sam und zur Absonderung desselben geschickt gemacht hat. ¹
La distinció essencial que l’idealisme epistemològic proposa és la separació en-
tre el queKant anomenadasDing an sich (la cosa en símateixa) i dasDing fürmich
(la cosa per a mi). Tot i que aquesta separació efectiva entre la realitat externa i la
seva representació interna ja estava contemplada tant per racionalistes (Descartes,
Spinoza, ...) com per empiristes (Locke, Hume, ...) aquests discernien en quina
era la font del coneixement, raó o sentits. Kant tanca aquest debat (amb una ar-
gumentació que divergeix del discurs d’aquesta tesi i per tant no serà reproduïda
aquí) i assenta al voltant d’aquesta separació les bases de l’epistemologia moderna
amb l’anomenat consens kantià.
¹Però, tot i que tot el nostre coneixement comenci per l’experiència, no per això procedeix tot
ell de l’experiència... Podria succeir que el nostre coneixement empíric fos una composició del que
rebemmitjançant les impressions de tot el que la nostra facultat de conèixer (simplementmotivada
per les impressions) a partir de sí mateixa. Si fos així, no distingiríem aquesta adició de la matèria
fonamental... en tant amb la llarga pràctica de parar atenció a la separació donada.
Inmanuel Kant. Crítica de la Raó pura [64]
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Aquesta visió de la realitat com una cosa inabastable més enllà de la pròpia
representació constitueix el que anomenarem incertesa essencial. La representació
interna i subjectiva que el subjecte faci de la realitat externa és una projecció en
un espai intern a través de la percepció. La nostra interpretació d’aquesta ens fa
suposar que no només la nostra representació és acurada; sinó que per la pròpia
inabastabilitat de la realitat externa identifiquem das Ding an sich amb das Ding
für mich. Que ambdues Dinge siguin efectivament similars, properes, consistents
o absolutament no-relacionades és la pròpia incertesa essencial.
La incertesa essencial és extremadament incòmoda. Ens porta a un escenari
on veiem la realitat com una projecció en una dimensió visible d’un objecte glo-
balment invisible. Aquesta projecció es fa a través de l’acte concatenat de percep-
ció i representació. És en aquest pas on divergeixen les interpretacions empiristes
i racionalistes. Sigui quina sigui la posició que es prengui, tot sistema perceptiu
introdueix un error en el propi acte de percepció, donat per les pròpies limita-
cions del sistema; i tot sistema representatiu introdueix un biaix en l’acte de repre-
sentació a l’encabir unobjecte enunaltre. La incertesa essencial sobre la proximitat
entre objecte extern i representació interna fa que aquests errors introduïts siguin
essencialment no mesurables i no controlables.
És interessant remarcar la pròpia paradoxa i fal·làcia circular que aquesta dual-
itat, si transcendim dels discursos merament solipsistes [30] [72], genera. Tenim
una realitat externa incognoscible però perceptible. Construïm una representació
interna a partir d’aquestes percepcions i per últim identifiquem la realitat externa
inicial amb la nostra representació subjectiva.
Un altre punt de conflicte que es deriva d’aquesta situació està en la coneguda
i estudiada dialèctica subjecte-objecte [11] [99] i en la que no aprofundirem en
aquesta tesi.
Un punt de vista interessant del problema de la cognició de la realitat externa,
complementari però independent de l’exposat, és el proposat per l’interaccionisme
simbòlic [29], corrent psicològic i sociològic del s. XX. D’acord amb aquest para-
digma, la realitat no és més que una construcció social. Aquesta es realitza a través
del pacte entre diversos agents mitjançant un codi simbòlic comú: el llenguatge.
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Un dels components essencials del llenguatge per a acomplir aquesta vehiculari-
tat és el concepte de ”significat” que és alhora una construcció dominada pel codi
cultural comú entre els agents.
No entraremmés a fons en les línies argumentatives i les conseqüències episte-
mològiques d’aquest corrent de pensament, però ens serveix per introduir el llen-
guatge com a element propi d’aquesta construcció. Sobre la borrositat intrínseca
del llenguatge i les aportacions de la la lògica difusa a la construcció i comprensió
del significat en parlarem més a fons més endavant.
1.3 Realitat i ciència
Transcendint el debat purament epistemològic, el sentit i objectiu de la ciència (del
llatí scientia que significa coneixement) és el de construir models i teories per a
comprendre els patrons dels fenòmens observats a la realitat externa i poder rea-
litzar prediccions de què passarà en el futur. Al capítol 4 d’aquesta tesi es definiran
i analitzaran en profunditat aquests conceptes, per ara n’hi ha prou per a la línia
discursiva amb aquesta interpretació intuïtiva.
Hom pot preguntar-se quin és l’interès d’una activitat tal en un coneixement
afectat per l’esmentada incertesa inicial. I a una pregunta tal es pot respondre de
moltes maneres. A posteriori es podria afirmar que aquesta activitat permet una
anàlisi més acurada de l’entorn del subjecte i de la interrelació de fenòmens subja-
cents almateix. Tambépermetunamillor prediccióde l’evoluciódinàmicad’aquest
entorn que, entre altres coses, és important per a reduir la complexitat de la re-
presentació; millorar la jerarquització, estructuració i priorització de les tasques i
accions a realitzar i, entenent l’entorn en un sentit darwinista [27], augmentar la
supervibilitat del subjecte.
Tot i que tant les respostes donades com altres que es podrien argumentar són
correctes, la vertadera resposta és molt més elemental i tan senzilla com humana:
per a satisfer la pròpia curiositat, que no només vol saber coses sinó entendre-les.
L’enfrontament entre les tesis sol·lpsistes, que neguen la possibilitat d’entendre
la realitat més enllà del propi jo, i les cientifistes, que justifiquen no només la pos-
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sibilitat de tal activitat sinó la necessitat d’inferir-ne metalleis, ha estat en el cor de
nombroses dicotomies entre grans ments de la història. Si el lector té interès en
l’aprofundiment en aquest debat es recomana l’estudi i anàlisi de l’enfrontament
sostingut a principis del s.XXentre el filòsofErnstMach i el físicMaxPlanck [118].
Les teories construïdes no només no pertanyen a la realitat externa (das Ding
an sich) sinó que tampoc pertanyen a la representació interna (dasDing fürmich).
Degut a la pretensió d’universalitat de les lleis científiques, aquestes pertanyen a
una dimensió formal que transcendeix al subjecte individual i que està regida per
regles fixes i immutables (generalment numèriques).
Alguns autors com Carnap [20] o Sneed [106] esquematitzen aquest procés
en el diagrama de les 3 capes que s’il·lustra a la Figura 1.3.1. És interessant as-
senyalar que a la literatura es troben algunes prometedores fuzzificacions d’aquest
model aplicat a l’anàlisi metaestructuralista (difusa) de les pròpies teories cientí-
fiques [104].
Figura 1.3.1: Diagrama de les 3 capes de Seising. La capa intermèdia ”fuzzy
layer” pot ser interpretada com a capa interna de percepcions, sense estricta-
ment estar conformada per conjunts difusos
8
Un dels punts de conflicte entre les posicions essencialment empiristes i les
racionalistes és si la inferència d’aquestes lleis teòriques que modelen les ”lleis na-
turals” es fa per inducció a partir de les observacions o si les lleis teòriques es vali-
den/verifiquen/refuten amb experiments empírics. Sobre la Figura 1.3.1 aquesta
dicotomia és si el camí de construcció d’aquestes teories és de baix a dalt o de dalt
a baix respectivament. Aquesta dialèctica va ser precisament la que va enfrontar
les posicions de l’empirisme lògic [41] i el racionalisme crític [94] a mitjans del
s.XX. Actualment es considera com a més encertada aquesta darrera posició que
serà explicada amb més profunditat en el capítol 4 d’aquesta tesi.
En elmodel de les capes (Figura 1.3.1) la validesa de la relació entre la capa real
i la empírica constitueix el que hem anomenat incertesa essencial. Algun autors
de la segona meitat del s.XX com Feyerband [42], Fleck [45] o Kuhn [70] han
qüestionat (de major a menor radicalitat) la validesa de la transcendència de lleis
en una capa teòrica sense tenir en compte el factor humà i subjectiu.
Per altra banda, el propimètode científic, des deDescartes [30] iNewton [54]
a Popper [94] i el seu mètode de falsabilitat de teories, s’ha dotat de mecanismes
per a validar o refutar les teories desenvolupades. Aquestes han estat útils no tan
sols per a dotar de rigor les seves conclusions i prediccions sinó fins i tot per a
poder delimitar els límits entre el que s’anomena Ciència i el que no ho és. Tan-
mateix en cap moment es pot perdre de vista que les teories científiques, els mo-
dels i la ciència en general no deixen de ser elucubracions teòriques en una di-
mensió formal inexistent (o almenys no existent en la mateixa capa que la realitat
externa). En paraules planeres, i en cap cas amb cap motivació pejorativa, no són
més que castells a l’aire. Castells construïts amb prou astúcia com per a que so-
brevisquin a l’autoavaluació que imposa el propi mètode i aparentment tinguin un
comportament anàleg als castells reals. L’observació incòmoda a tot això recau en
l’ineludible fet que, al cap i a la fi, que tot això sigui possible i es pugui fer de forma
efectiva és un acte de fe. La pròpia existència de lleis naturals és indemostrable i la
suposició que aquestes es poden modelar a través de relacions entre conjunts de
magnituds quantificables és pura fe.
És remarcable que aquest acte de fe és idèntic al que suposa la identificació
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dels dos objectes que assenyala Kant i que hem anomenat incertesa essencial. Ara
quehem introduït l’analogia de les capes, quedapalès que aquesta incertesa apareix
quan pretenem identificar objectes entre capes diferents.
Per altra banda, igual que quan consideràvem la qüestió epistemològica dis-
tingíem entre aquesta incertesa essencial i la introduïda per l’acte de percepció i
representació, en introduir una nova capa formal (o científica) també tenim un er-
ror per simplificació. Quan elaborem teories científiques sobre fenòmens naturals
reduïm les variables implicades. Un clar exemple d’això és l’anomenat efecte papa-
llona, pel qual el vol d’una papallona a Rio de Janeiro pot provocar un huracà a les
Antilles. Tanmateix, capmodel climàtic té en compte coma input la dinàmica gen-
erada pel vol de totes les papallones del món. En l’acte d’inferència o construcció
de lleis formals s’introdueix un biaix per simplificació.
1.4 Aportacions de l’enfoc difús
Els subcapítols anteriors han estat centrats en remarcar la incertesa inevitable del
procés de cognició i d’extrapolació de lleis científiques. És remarcable, però, l’abús
(intencionat) que s’ha realitzat del terme incertesa. Sota aquest mot hem agrupat
múltiples fonts que sintetitzem a continuació:
Existeix una incertesa essencial en la identificació, aproximació o similitud en-
tre els objectes de diferents capes (objecte extern vs objecte intern, fenomenperce-
but vs teoria formal...)
• En el procés de percepció de l’objecte s’incorpora un error fruit de les limi-
tacions del sistema perceptiu.
• En el procés de representació interna de l’objecte s’incorpora un error fruit
de la transmutació de l’objecte. Aquest és diferent de l’incorporat en el pro-
cés de percepció. Il·lustrem aquesta diferència amb un exemple: En una
càmera fotogràfica són diferents els errors introduïts per la limitació de la
lent (de percepció) i els donats per la limitació de capacitat i resolució de la
càmera (de representació).
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• En la inferència de lleis que governen els fenòmens externs s’introdueix un
error per simplificació.
1.4.1 La incertesa com a element intrínsec
L’aportació més interessant i important en essència de la lògica difusa és que in-
corpora la incertesa com a element propi i intrínsec de la definició d’objecte. Pre-
cisament va ser aquesta la objecció que Zadeh féu a les teories clàssiques i que va
motivar que introduís els conjunts difusos i tota la teoria que es va desenvolupar a
continuació. És subtil però important remarcar que, en l’enfoc difús, la incertesa
forma part de l’objecte ja que això la diferencia d’altres teories com la probabilitat,
on la incertesa forma part de la desconeixença del futur (en la interpretació fre-
qüentista o objectivista) o de la cognició de l’objecte (en la interpretació bayesiana
o subjectivista). Al subcapítol 1.5 aprofundirem en les diferències entre aquestes
disciplines.
La millor il·lustració de la necessitat de considerar la borrositat és la ja esmen-
tada paradoxa de Sorites [19]. Quants grans de sorra fan un piló? Aquesta para-
doxa, que ha preocupat a nombrosos filòsofs i lògics [43] [108] durant segles, es
resol de forma immediata en entendre que la noció de piló és borrosa; i que és la
no-consideració d’aquesta borrositat pròpia la que porta a situacions paradoxals.
Una pregunta pertinent que es pot plantejar al respecte és que aquesta difusitat
sigui equivalent o es pugui considerar comun problema de graduació en unmodel
numèric ([0,1]). Aquesta pregunta pot estendre’s a tota la ciència en general i la
resposta és purament utilitarista: els models numèrics són lamillor eina que la hu-
manitat ha desenvolupat a dia d’avui per a governar el comportament de les teories
construïdes en la capa teòrica. Per altra banda, una de les línies de recerca actives
en el camp de la lògica difusa és com transcendir de [0,1] [31] [51] i de la difusitat
com a graduació [33] [65] [114].
La pròpia semàntica de les funcions de pertinença ha estat fruit d’un intens de-
bat i anàlisi per part de la comunitat científica preocupades per la modelització de
la incertesa. Un article interessant que resumeix aquesta qüestió és [33]. En aquest
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article es proposa que les funcions de pertinença tenen 3 interpretacions: 1) Com
a grau de similitud d’un objecte a un prototip. 2) Com a grau de preferència. 3)
Com a grau d’incertesa. A [33] es mostra com aquestes diferents interpretacions
porten a teories difuses diferents. En general, aquesta polivalència i polisèmia que
ofereixen les funcions de pertinença (que constitueixen la base de la teoria difusa)
és una riquesa de la lògica difusa, tot i que hagi estat també una font de crítiques i
malinterpretacions [37].
1.4.2 Granularitat
Més enllà de les consideracions eminentment epistemològiques, hi ha altres as-
pectes del modelament de la realitat pels quals la lògica difusa ofereix una sòlida
base interpretativa. Un dels més interessants és la granularitat dels objectes.
Informally, granulation of an object A results in a collection of gran-
ules of A, with a granule being a clump of objects (or points) which are
drawn together by indistinguishability, similarity, proximity or function-
ality. In this sense the granules of a human body are the head, neck, arms,
chest, etc...²
La granularitat és deguda a un, inevitable, problema d’escala. Aquesta inevi-
tabilitat és deguda a que cap (almenys de facto) sistema intel·ligent és capaç de
considerar una situació o fenomen en tota la seva complexitat i a totes les escales
alhora. Això es projecta en la multiplicitat de teories científiques que expliquen
fenòmens a un nivell d’escala però que són disjuntes d’altres que l’analitzen a un
altre nivell. Exemples d’això són la física (que té teories molt diferents pel molt
gran i el molt petit) o la psicologia (que estudia de forma radicalment diferent el
comportament humà a nivell neuronal, individual o social).
Tot aquest raonament ens porta que la granulació és un fenomen necessari i
inevitable.
²Lofti A. Zadeh [126]
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Among the basic concepts which underlie human cognition there are
three that stand out in importance. The three are: granulation, organiza-
tion and causation.³
Per tot això és natural que la granulació sigui un dels temes recurrents en nom-
broses disciplines científiques.
L’aportació de l’enfoc difús a aquest fenomen és precisament el fet fonamental
que en la majoria de situacions aquest grànuls són en essència difusos, bàsicament
per la pròpia difusitat dels conceptes de similitud, indistingibilitat o proximitat del
procés cognitiu humà. Hi ha a la literatura un gran nombre de mètodes de cluste-
ring que afronten el problema des d’una perspectiva crisp (no difusa). Afrontar el
problemade forma crisp porta a situacions com la de la paradoxa de Sorites. Es po-
den trobar fronteres precises (queminimitzin una certa funció error omaximitzin
alguna mesura de dissimilitud, etc), però la pròpia precisió d’aquestes fronteres
és paradoxal en sí. I malgrat que existeixin situacions en que la consideració de
grànuls crisp tingui sentit, no es pot oblidar que al cap i a la fi el cas crisp és un cas
particular del paradigma difús.
La lògicadifusaofereix, doncs, unparadigmaconsistentpel tractamentd’aquest
fenomen. Hi ha diverses aproximacions suggerides a la literatura almateix compo-
den ser els rough sets [69] [90], els fuzzy points [85] o els conjunts extensionals
[59] [60]. En aquesta tesi utilitzarem aquests darrers per la interessant semàntica
subjacent que tenen com a conjunts observables.
1.4.3 El llenguatge com a sistema lògic difús
Un altre àmbit en el qual la lògica difusa aporta una interessant perspectiva és el
llenguatge. Abans, però, d’entrar a analitzar la difusitat pròpia del llenguatge i la
seva relació amb el raonament humà cal fer una petita incursió en un argument
lateral.
És una opinió molt estesa que el pensament és verbal o verbalitzable. És a dir,
des del moment que l’ésser humà domina el llenguatge, aquest passa a ser el prin-
³Lofti A. Zadeh [126]
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cipal mecanisme de processament i raonament de la informació i fins i tot filtre de
les percepcions i sensacions que són associades a paraules.
Aquesta posició ha estat explorada i explotada en diverses obres literàries [47]
[88] i es recolza en l’anomenat determinisme lingüístic [16] [28].
Lamentablement (o no) aquesta afirmació no només no és certa sinó que es
rotundament falsa. Una refutació rigorosa i completa d’aquesta posició es pot tro-
bar a [93].
(Lingüistic determinism) can be called a conventional absurdity: a
statement that goes against all common sense but that everyone believes
because they dimly recall having heard it somewhere and because it is so
pregnantwith implications. (...) Like that we use only a five percent of our
brains (...) or that we can be coerced into buying by subliminal messages.⁴
Remarquem aquesta fal·làcia, tot i ser disjunta amb la línia discursiva de la tesi,
perquè, com s’explicarà a continuació, elmodelatge de la vaguetat del llenguatge és
un dels punts més forts de la lògica difusa. Si ”pensable” fos equivalent a ”expres-
sable” aquesta fortalesa s’extrapolaria globalment al raonament humà. Però això és
el que defensa el determinisme lingüístic i és fals. Tanmateix, és indiscutible que
el llenguatge és un dels mecanismes centrals en la representació de la realitat, el
processament de la informació i la comunicació inter-subjectes.
Hi ha dos aspectes del llenguatge que són especialment susceptibles de ser re-
presentats a través d’un enfoc difús: el significat i l’estructura lògica.
Tornant la representació del procés epistèmic com a diferents capes, el signifi-
cat pot entendre’s com un operador que relaciona paraules (elements d’una capa
lingüística) amb la representació subjectiva d’objectes (en la capa interna). És ben
sabut i estudiat que els límits sobre els quals està definida una paraula en general no
són absoluts (pensem en la paradoxa de Sorites o en termes com ”alt”, ”vermell”,
”bonic”, ... la llista d’exemples és inesgotable). Aquest fenomen s’anomena vague-
tat, i d’acord ambmúltiples experts és un dels punts on la lògica difusa aporta més
a la comprensió del problema.
⁴Steven Pinker [93]
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The linguistic term uncertainty is not only imprecise, but has a very broad applicative
spectrum in both ordinary life and Science. To scientifically approach what it could
mean, it seems necessary to previously capture how their, also imprecise,
mother-predicate U = uncertain , the opposite of certain, is used in different contexts
and with different purposes, and where can consequently be represented by a fuzzy set.⁵
L’altra aportació d’estudiar el llenguatge a través de la lògica difusa correspon
a la seva estructura lògica. El llenguatge és un sistema lògic (té fórmules ben cons-
truïdes, estructura sintàctica definida...) que opera amb conceptes vagues.
La lògica, des de la seva pròpia concepció aristotèlica ha pretès entendre i cap-
turar les oracions lingüístiques (ja siguin opinions, raonaments, argumentacions,
sentències, diàlegs...) en un context proposicional i predicatiu. Tanmateix, el llen-
guatge natural ha resistit fermament quasi totes les temptatives de ser encapsulat
en un sistema tal. El problema principal amb el qual s’han topat totes les teories
que han intentat completar aquesta tasca és precisament la facilitat ambque el llen-
guatge natural permet de raonar incorporant objectes vagues, i que tan difícil és
d’incorporar en un sistema lògic representatiu.
La lògica difusa sembla doncs el paradigma ideal per a tractar aquest problema,
ja que ofereix un marc teòric lògic precisament construït al voltant de l’assumpció
inicial que la naturalesa dels objectes és vaga o difusa.
Existeixen actualment camps de recerca en el marc de la lògica difusa que tre-
ballen emprant eines borroses a la comprensió i representació del llenguatge. Un
d’ells, assenyalat perparesde ladisciplina comZadeh [122] [121]oTrillas [112]és
l’anomenat Computing With Words (CWW).
Per a aprofundir en la connexió entre lògica borrosa i llenguatge, tant en la seva




1.5 Dialèctica amb altres teories de la incertesa
La lògica difusa no és en absolut l’única disciplina científica que considera i estudia
la incertesa en les dades i el coneixement. Diverses altres teories han emergit (es-








Aquesta llista no és en absolut exhaustiva i simplement pretén il·lustrar com el
problemade la gestió de la incertesa ha estat undels principals problemes científics
que han motivat la recerca i obertura de noves vies d’investigació al s. XX. Quin
llarg camí s’ha recorregut des de que Hilbert proclamà el 1930 [116]:
Statt des törichten Ignorabimus heiße im Gegenteil unsere Losung: Wir müssen wissen,
Wir werden wissen! ⁶
En aquesta secció dissertarem sobre la dialèctica entre la lògica difusa i la teo-
ria de la probabilitat. Precisament la similitud, equivalència o diferència entre a-
questes dues disciplines va motivar un intens debat al respecte entre la comunitat
científica especialitzada a la dècada de 1980 i principis de la de 1990.
Les altres teories esmentades a la llista, són interessants i complementàries a
la lògica difusa però el seu punt de vista i enfoc és clarament diferent. Per això,
⁶En contra del neci ignorabimus el nostre eslògan deu ser: Devem saber, sabrem!
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malgrat que seria interessant, no parlarem sobre la dialèctica entre elles. La proba-
bilitat, per contra (com prova el sostingut debat que hi va haver i que sintetitzarem
en aquest subcapítol), presenta una aparent semblança nuclear amb la lògica di-
fusa. Per això l’anàlisi comparativa d’ambdues disciplines obliga a un estudi més
profund que revela que les seves diferències estan en l’essència de la seva concep-
ció.
En la teoria de la probabilitat hi ha, simplificant, dues corrents de pensament:
la freqüentista i la bayesiana. La visió freqüentista afirma que la probabilitat que
succeeixi un esdeveniment es correspon amb la raó entre situacions favorables
i possibles si poguéssim repetir l’experiment infinites vegades. D’aquesta mane-
ra, la probabilitat és una propietat intrínseca de l’esdeveniment. En aquest punt
difereix l’escola bayesiana, que afirma que la probabilitat representa la certesa que
l’esdeveniment succeirà d’acord amb el coneixement actual. Per això la visió fre-
qüentista també s’anomena objectivista i la bayesiana subjectivista.
Posem un exemple d’aquestes dues interpretacions de la probabilitat. Consi-
deris el clàssic exemple de tirar una moneda i que surti cara. La visió freqüentista
afirma que la probabilitat és 1/2 perquè si es repetís l’experiment infinites vegades
s’esperaria obtenir tantes cares comcreus. D’acord ambels bayesians aquesta prob-
abilitat és 1/2 perquè d’acord amb el nostre coneixement actual tant podria sortir
cara com creu en el proper experiment.
Es prengui la visió que es prengui, eventualment lamoneda serà llençada i sor-
tirà cara o creu. És a dir, no hi ha res difús en el resultat de l’experiment. La proba-
bilitat bàsicament està capturant el coneixement parcial que podem tenir sobre un
esdeveniment.
Observem que això és radicalment diferent dels exemples donats al punt ante-
rior sobre la naturalesa difusa d’algunes entitats. Allà remarcàvem que la difusitat
ens captura la veritat parcial dels objectes, en cap cas es considera la pertinença
graduada com a una quantificació de nostre coneixement.
La diferència entre ambdues disciplines es pot exemplificar en l’estudi de la
incertesa a la següent frase: ”Demà plourà força”.
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La probabilitat (freqüentista o bayesiana) ens serveix per a estudiar i quan-
tificar el grau de certesa que tenim que demà plogui. Finalment demà arribarà
i pot ser que plogui o que no ho faci. La probabilitat ens serveix per a predir el
demà d’acord amb el nostre coneixement de les característiques climatològiques
de l’avui i les nostres teories de com es comporta el clima.
Però tant si demà plou com si no, la frase diu que plourà força. Això no és un
esdeveniment crisp sobre el qual demàpodremdiscernir la seva validesa. El ”força”
és una quantificació de la pluja essencialment difusa, i com a tal ha de ser tractada.
Novák [86], assenyala que un dels problemes pels quals aquestes disciplines es
confonen és fruit d’una confusió verbal per l’abús de la paraula ”incertesa”. D’acord
amb les seves tesis, la paraula general hauria de ser ”indeterminació”, i aquesta és
pot manifestar com a ”imprecisió” (probabilitat) o ”vaguetat” (lògica difusa).
Here you use the unhappy word in English uncertainty. This is often misunderstood
and so, the better word is indeterminacy. ⁷
A la literatura, i fruit del debat sorgit al voltant d’aquesta polèmica a finals del
80 i principis dels 90, s’han proposat algunes línies que sinergitzen aquestes dues
perspectives. Segurament la més desenvolupada i prometedora en aquest sentit
és la Teoria de la Possibilitat (possibility theory). Per a saber més al respecte es
recomana la lectura de [32] [34].
Per acabar l’anàlisi d’aquesta dialèctica: què hem d’esperar doncs d’una teoria
i l’altra?
La probabilitat, juntament amb la seva cosina inversa l’estadística, modelitza
les entitats incertes a través de funcions de distribució i densitat, que caracteritzen
el seu comportament general sota la hipòtesi de que aquest està regit per un prin-
cipi d’aleatorietat. La probabilitat, doncs, és el llenguatge de la imprecisió estadís-
tica i per tant hem d’esperar que ens aporti precisió. Disciplines com la mecànica
quàntica han demostrat com l’ús del llenguatge de la imprecisió ens serveix per a
donar les prediccions més precises donades mai en la història de la física.
⁷Vilém Novák
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La lògica difusa modela les entitats incertes a través de conjunts difusos que
no caracteritzen ni representen una propietat de l’entitat sinó la pròpia entitat. La
lògica difusa és el llenguatge de la imprecisió semàntica i la seva aportació és la
claredat. Això queda palès en camps com l’extracció de regles difuses o d’etiquetes
lingüístiques, on es mostra com es poden inferir models semànticament simples i
comprensibles de conjunts de dades grans.
Surely, there is no universally best approach to uncertainty modelling , fuzzy approach
can be seen as one attempt how to capture vagueness, but of course suffering as many
other theoretical fields from the reliability and fittingness of applied input data, rule
models, etc... I think it should be considered as one possible approach, nothing more,
nothing less. ⁸
1.6 La incertesa en el raonament mèdic
Fins ara hem analitzat la incertesa en general associada a la cognició humana i
la seva representació mitjançant sistemes formals. Aquesta tesi, però, té també
un component específicament biomèdic; i el raonament mèdic presenta alguns
trets característics en aquest aspecte. L’anàlisi del raonament mèdic està conside-
rada una disciplina científica pròpia: la ”iatrofilosofia” [17]. Recollirem aquí les
opinions més significatives i il·lustratives de l’interès de considerar la difusitat en
aquest context.
En general, el diagnòstic mèdic es realitza en un context de gran incertesa fruit
de la incompletesa, imprecisió i possible contradictorietat de la informació dispo-
nible [97]. A més, on el raonament científic cerca l’abstracció de les dades per
a trobar els elements més rellevants d’un marc general, el raonament de la diag-
nosi mèdica està interessat en els elements atípics, singulars i mòrbids del subjecte
particular [45]. La incertesa i la necessitat del seu tractament pròpia d’aquest con-
text ha estat assenyalada per nombrosos metges com el polonès Ludwick Fleck,
⁸Radko Mesiar
19
l’argentí Mario Bunge o l’iranià-alemany Kazem Sadegh-Zadeh (sense relació pa-
rental amb Lofti A. Zadeh).
Ja al 1927, 40 anys abans de l’emergència dels fuzzy sets, Fleck [45] assenyalava
la necessitat d’un nou paradigma formal pel raonamentmèdic en diagnosi. La seva
necessitat l’exemplifica enmúltiples situacions bàsiques del procés de diagnosi, se-
gurament lamés il·lustrativa de les quals és la pròpiamanca de distinció clara entre
sà i malalt.
L’interès de considerar els conjunts difusos en l’estudi d’aquest tipus de raon-
ament va ser molt ràpidament considerat després de la seva introducció el 1965.
Ja el 1969 Zadeh assenyalava el seu possible ús en un context mèdic [120], i re-
marcava com el problema que Fleck proposa sobre la distinció entre sa i malalt es
pot representar mitjançant fuzzy sets. Un altre treball específic interessant sobre
el tema és la tesi doctoral d’Albin [4] el 1975. Aquests estudis van contribuir a
considerar tècniques basades en funcions de pertinença i etiquetes lingüístiques
quan es van desenvolupar els sistemes de diagnosi automatitzada als 70s i 80s com
CADIAG-I [3], CADIAG-II [2] o MYCIN [105].
Filòsofs i metges com Sadegh-Zadeh [102] estudien i desenvolupen actual-
ment les tècniques d’estudi del raonamentmèdicmitjançant lògica difusa. D’acord
amb Sadegh-Zadeh les malalties han de ser estudiades com a conjunts difusos so-
bre els seus símptomes (més enllà dels purament biològics) i qualsevol considera-
ció en altres termes és intrínsecament inconsistent.
Per a aprofundir en l’estudi i història de la incertesa i els conjunts difusos en el
raonament mèdic es recomana al lector la lectura de [103].
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No deixa de semblar-me fins a cert punt assenyada, va respon-
dre el rei, la censura que acaba de fer-te el visir Nahun Ibn-
Nahun. Crec que és indispensable una aclariment sobre el cas.
Parla, doncs: la teva paraula podrà orientar l’opinió dels aquí
presents...




En aquest capítol s’introduirà i desenvoluparà el marc teòric d’aquesta tesi.
L’objecte matemàtic principal són els subconjunts difusos extensionals asso-
ciats a una relació d’indistingibilitat. Les indistingibilitats són la fuzzificació de
les relacions d’equivalència bivalents clàssiques i modelitzen l’intuïtiu concepte de
similitud entre elements. Els conjunts difusos extensionals representen les classes
d’elements ”essencialment diferents” d’acord amb aquesta relació de similitud. Po-
den entendre’s com els conjunts observables per un sistema perceptiu que identi-
fica objectes d’acord amb una indisitingibilitat.
A la literatura s’han estudiat també dos operadors, que es denotaran ϕE i ψE,
que aplicats sobre conjunts difusos (arbitraris) μ donen l’extensionalmés petit que
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conté μ i el més gran que hi està contingut respectivament. Tots aquests conceptes
seran definits i explicats amb rigor més endavant.
És ben sabut que aquests quatre objectes matemàtics estaven en bijecció entre
ells. El principal resultat d’aquest capítol és que aquesta relació és molt més forta,
ja que es tracta d’un isomorfisme de reticles.
Per a donar aquest isomorfisme cal estudiar prèviament l’estructura dels con-
junts d’aquests objectes. Esmostrarà com aquests es poden dotar d’una estructura
reticular considerant les principals operacions lògiques d’unió i intersecció, així
com l’ordre puntual natural. S’estudiarà com opera l’isomorfisme sobre aquestes
operacions, i així es tindrà el mapa complet de la relació.
S’estudiarà també com aquest isomorfisme es trenca en considerar operadors
d’agregació més complexes que els propis del reticle, com les mitjanes quasi-arit-
mètiques, tant en el cas finit com en l’infinit.
Per últim es mostrarà com tots els resultats trobats són invariants respecte iso-
morfismes de t-normes.
2.1 Conceptes preliminars
En aquest subcapítol es definiran els conceptes bàsics necessaris per a desenvolu-
par tots els resultats posteriors.
Es donarà la definició de, per aquest ordre, les t-normes, les relacions d’indis-
tingibilitat, els conjunts difusos extensionals i els operadors d’aproximació supe-
rior i inferior per extensionals. S’explicarà detalladament la interpretació semàn-
tica de tots aquests objectes així com les propietats bàsiques i necessàries per als
resultats que es demostraran en aquest treball.
En primer lloc recordem la definició de t-norma [68]. Les t-normes són la
versió borrosa de la connectiva de lògica bivalent ”i” (conjunció).
Definició 2.1.1. Una t-normaT és una aplicació de [0, 1]× [0, 1] en [0, 1] que verifica
• T(a, b) = T(b, a)
• T(a, b) ≤ T(c, d) si a ≤ c i b ≤ d
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• T(a,T(b, c)) = T(T(a, b), c)
• T(1, a) = a
Donem ara el ben conegut Teorema de Ling, que permet definir el concepte
de generador additiu d’una t-norma arquimediana.
Teorema 2.1.2. [68] Una t-norma contínua T és arquimediana si i només si existeix
una funció contínua i estrictament decreixent t : [0, 1] → [0,∞] amb t(1) = 0 tal
que:
T(x, y) = t[−1](t(x) + t(y))
on t[−1] és la pseudo inversa de t definida com:
t[−1](x) =

1 si x ≤ 0
t−1(x) si 0 ≤ x ≤ t(0)
0 si t(0) ≤ x
La funció t serà anomenada un generador additiu de la t-norma, i és únic llevat de cons-
tants multiplicatives positives.
Donadauna t-norma, que representa la conjunció lògica, hi hadiversesmaneres
de definir les operacions d’implicació i biimplicació. Per a més detalls en com
aquestes poden ser definides es recomana [8]. En aquest treball, utilitzarem per
a tal la residuació i birresiduació de la t-norma que es defineixen a continuació.
Definició 2.1.3. Sigui T una t-norma contínua per l’esquerra.
• La residuació
−→
T de T es defineix per tot x, y ∈ [0, 1] com:
−→
T (x|y) = sup{α ∈ [0, 1]|T(α, x) ≤ y}.
• La birresiduació
←→
T de T es defineix per tot x, y ∈ [0, 1] com:
←→
T (x, y) = min{−→T (x|y),−→T (y|x)} = T(−→T (x|y),−→T (y|x)).
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Els generadors additius seranmolt utilitzats a nivell operacional en aquest tre-
ball, ja que les connectives lògiques associades a la t-norma (arquimediana) poden
ser reescrits en termes seus.
Proposició 2.1.4. Sigui T una t-norma contínua i arquimediana amb generador ad-
ditiu t. Aleshores:
• T(x, y) = t[−1](t(x) + t(y))
•
−→
T (x|y) = t[−1](t(y)− t(x))
•
←→
T (x, y) = t[−1](|t(x)− t(y)|).
A continuació es defineixen les relacions d’indistingibilitat. Com s’ha comen-
tant prèviament aquestes fuzzifiquen les relacions d’equivalència clàssiques i for-
malitzen la noció intuïtiva de similitud. Cal remarcar que la definició d’una indis-
tingibilitat depèn de la tria prèvia d’una t-norma. A la literatura s’ha investigat si
tenir una t-norma és condició necessària per a mantenir algunes de les propietats
clàssiques que és desitjablemantenir en el cas difús, com la bijecció entre relacions
d’equivalència (difuses) i particions (difuses) [63]. Això permet definir aquestes
relacions relaxant algunes de les condicions de les t-normes. En aquest treball,
però, ens centrarem en T-indistingibilitats, sent T una t-norma.
Definició 2.1.5. Sigui T una t-norma. Una relació difusa E en un conjunt X és una
relació de T-indistingibilitat si i només si per tot x, y, z ∈ X
a) E(x, x) = 1 (Reflexivitat)
b) E(x, y) = E(y, x) (Simetria)
c) T(E(x, y), E(y, z)) ≤ E(x, z) (T-transitivitat).
Fixat un univers de discursX i una t-normaT, denotarem E el conjunt de totes
les T-indistingibilitats en X.
Hi ha moltes maneres de generar relacions d’indistingibilitat. Una de les més
senzilles i naturals és considerar la relació d’indisitingibilitatEμ associada a un con-
junt difús μ.
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Proposició 2.1.6. Sigui X un conjunt, T una t-norma i μ un conjunt difús en X. La




és una relació de T-indistingibilitat.
El Teorema de Representació, que enunciem a continuació, és un dels resul-
tats més importants en el camp de les relacions d’indistingibilitats. Aquest teo-
rema diu que qualsevol família de conjunts difusos en X genera una relació de T-
indistingibilitat i, recíprocament, que tota T-indistingibilitat és generada per una
família de conjunts difusos.
Teorema 2.1.7. [115] Teorema de Representació. Sigui R una relació difusa en un
conjunt X i T una t-norma contínua. R és una relació de T-indistingibilitat si i només si
existeix una família (μi)i∈I de conjunts difusos en X tal que per tot x, y ∈ X
R(x, y) = inf
i∈I
Eμi(x, y).
En les condicions del teorema anterior direm que la família de conjunts (μi)i∈I
és un conjunt de generadors de R. A més direm que són una base de generadors si
el cardinal de I és mínim. És a dir, si existeix una altra família (νj)j∈J que genera la
mateixa relació R llavors la cardinalitat de I serà menor o igual que la de J.
Aquest teorema tindrà una gran importància en aquest treball ja que assegura
que qualsevol família de conjunts genera una relació de T-indistingibilitat. Ob-
servem que diferents famílies de conjunts poden generar la mateixa relació, de fet
el problema de trobar de forma efectiva una base de conjunts generadors donada
una indistingibilitat és un problema obert en el camp.
A continuació definim els conjunts difusos associats a una indistingibilitat. A
nivell formal és corresponen amb la fuzzificació de les classes d’equivalència clàs-
siques, junt amb les seves possibles combinacions (d’unions, interseccions i con-
nectives lògiques). Observis que en el cas clàssic aquestes combinacions són tri-
vials, ja que la intersecció de dues classes d’equivalència diferents sempre és buida.
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Aixòno és cert en el cas difús, fet que afegeix flexibilitat i riquesa a l’estudi d’aquests
objectes. A nivell semàntic, si una indistingibilitat és la representació formal de
comun sistemaperceptiu identifica els objectes d’acord ambalgun criteri de simili-
tud, els conjunts extensionals són aquells que són essencialment diferents d’acord
amb aquesta similitud. En altres paraules, els conjunts extensionals són exacta-
ment els conjunts observables o grànuls, recuperant algunsdels conceptesdel capí-
tol anterior. Aquesta interpretació dels mateixos serà molt il·lustrativa per a la
construcció que es farà en capítols posteriors d’aquesta tesi, ja que quan parlem
de discriminar diferents teixits cerebrals els recollirem com a diferents conjunts
extensionals.
Definició 2.1.8. Sigui X un conjunt i E una relació de T-indistingibilitat en X. Un
subconjunt difús μ de X s’anomenarà extensional si i només si:
∀x, y ∈ X T(E(x, y), μ(y)) ≤ μ(x).
Denotarem HE el conjunt de tots els subconjunts difusos extensionals respecte E.
Els conjunts extensionals han estat molt estudiats a la literatura i caracteritzats
de múltiples maneres. A continuació enunciem aquelles caracteritzacions impor-
tants per a aquest treball.
En primer lloc i més important a nivell semàntic, els extensionals corresponen
amb els generadors de la indistingibilitat.
Proposició 2.1.9. Un subconjunt difús μ és extensional amb respecte una T-indistin-
gibilitat E si i només si és un generador de E en el sentit del Teorema de Representació.
La següent caracterització seràoperacionalmentútil en algunesdemostracions
posteriors.
Corol·lari 2.1.10. Un subconjunt difús μ és extensional amb respecte una T-indistin-
gibilitat E si i només si Eμ ≥ E.
Per últim, a [84] és dóna la següent caracterització dels mateixos en termes
d’equacions funcionals.
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Proposició 2.1.11. [84] Sigui E una relació de T-indistingibilitat en un conjunt X i
HE el conjunt de subconjunts difusos extensionals associats a E. Aleshores, per tot μ ∈




i∈I μi ∈ HE
2.
∧
i∈I μi ∈ HE
3. T(α, μ) ∈ HE
4.
−→
T (μ|α) ∈ HE
5.
−→
T (α|μ) ∈ HE
L’interès de la proposició anterior és que caracteritza completament els con-
junts de conjunts difusos que són els extensionals d’una certa indistingibilitat, com
es prova a [84] i enunciem a continuació. Com a corol·lari es té la bijecció entre
conjunts d’extensionals i indistingibilitats.
Teorema 2.1.12. Sigui H una família de subconjunts difusos en X satisfent les propi-
etats de la proposició 2.1.11. Aleshores existeix una única T-indistingibilitat tal que
H = HE
Denotarem d’ara en endavant H al conjunt de les famílies de conjunts veri-
ficant la proposició 2.1.11; és a dir que són el conjunt d’extensionals d’una certa
indistingibilitat.
Per últim, introduïma continuació els operadorsϕE i ψE. Donat un subconjunt
difús μ en X aquests donen el conjunt difús extensional més petit que conté μ i el
més gran contingut en μ respectivament. És interessant assenyalar que, com passa
amb els conjunts extensionals, aquests operadors han estat proposats també en al-
tres camps: comaoperadors de clausura i interior en un sentit topològic [59], com
operadors de possibilitat i necessitat en lògica modal difusa [15], en fuzzy rough
sets [84], enmorfologiamatemàticadifusa [38], en anàlisi formal de contexts [9]...
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Per a totes les definicions anteriors no calia fer cap suposició sobre la t-norma
T emprada. Per a definir ψE cal fer la suposició addicional que la t-norma és con-
tínua per l’esquerra, ja que sinó la residuació no està ben definida. D’ara endavant
suposarem sempre que la t-norma és contínua per l’esquerra.
Definició 2.1.13. Sigui X un conjunt i E una T-indistingibilitat. Per tot x, y ∈ X
es defineix l’operador d’aproximació per extensionals superior ϕE: [0, 1]
X → [0, 1]X i
l’operador d’aproximació per extensionals inferior ψE: [0, 1]







A[96] es dónauna caracterització comaoperadors que verifiquen les següents
famílies d’equacions funcionals.
Teorema 2.1.14. Sigui X un conjunt i ϕ : [0, 1]X → [0, 1]X. ϕ és l’aproximació
per extensionals superior ϕE d’una certa T-indistingibilitat E si i només si ϕ verifica les
següents propietats ∀μ, μ′ subconjunts difusos de X i ∀x, y ∈ X:
1. μ ≤ μ′ ⇒ ϕ(μ) ≤ ϕ(μ′)






4. ϕ(ϕ(μ)) = ϕ(μ)
5. ϕ({x})(y) = ϕ({y})(x)
6. ϕ(T(α, μ)) = T(α, ϕ(μ))
Teorema 2.1.15. Sigui X un conjunt i ψ : [0, 1]X → [0, 1]X. ψ és l’aproximació
per extensionals inferior ϕE d’una certa T-indistingibilitat E si i només si ψ verifica les
següents propietats ∀μ, μ′ subconjunts difusos de X i ∀x, y ∈ X:
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1. μ ≤ μ′ ⇒ ψ(μ) ≤ ψ(μ′)






4. ψ(ψ(μ)) = ψ(μ)
5. ψ(
−→
T (x|α)(y) = ψ(−→T (y|α)(x)
6. ψ(
−→
T (α|μ)) = −→T (α|ψ(μ))
Els conjunts d’operadors verificant les condicions de les proposicions 2.1.14 i
2.1.15; és a dir, que són els operadors d’aproximació superior i inferior per exten-
sionals d’alguna certa indistingibilitat, els denotarem U iL respectivament.
2.2 Estructures reticulars
Enel subcapítol anterior hemdefinit els conjuntsE ,H,U iL. En aquest subcapítol
mostrarem com aquests tenen una estructura interna de reticle complet.
Com es veurà, la construcció d’aquesta estructura reticular és absolutament
anàloga en els quatre casos. Aquest fet és indicatiu de la profunda connexió que hi
ha entre ells i que es concretarà en la demostració, en el següent subcapítol, de la
seva isomòrfia.
2.2.1 Reticle de T-indistingibilitats
Per a provar l’estructura reticular de E cal primer donar la definició de clausura
transitiva.
Definició 2.2.1. Sigui T una t-norma i R una relació reflexiva i simètrica en X. La






La clausura transitiva d’una relació reflexiva i simètrica R dóna la indistingibi-
litat més petita que conté R.
La interseccióE∩F deT-indistingibilitats és una indistingibilitat, però la unió
E ∪ F no ho és en general ja que no preserva la propietat de T-transitivitat. Per
tal que la unió sigui una operació binària interna en E cal considerar doncs la unió
”tancada” E ∪ F.
L’ordre en E ve donat per l’ordre natural E ≤ F.
Amb tot això, (E ,≤,∩,∪) té estructura de reticle.
2.2.2 Reticle de conjunts de subconjunts difusos extensionals
De forma similar al cas de les indistingibilitats, és ben sabut que la intersecció de
conjunts d’extensionals HE i HF és alhora el conjunt d’extensionals d’una certa in-
distingibilitat, però no la seva unió. Per tal que la unió sigui una operació interna
deH cal definir la clausura extensional d’una família de conjunts.





L’ordre enH ve donat per la inclusió conjuntista HE ⊆ HF.
Així (H,⊆,∩,∪) té estructura de reticle.
2.2.3 Reticle d’operadors d’aproximació superior per conjunts difu-
sos extensionals
La construcció del reticle enU és anàloga a la realitzada en els dos casos anteriors.
Definim primer la ϕ-clausura d’un operador.







La conjunció (definida com el mínim) ϕE ∧ ϕF d’operadors d’aproximació su-
perior és l’operador d’aproximació superior d’una certa indistingibilitat però la dis-
junció (màxim) no. Cal, com abans, considerar la clausura de la disjunció.
Proposició 2.2.4. Sigui f un operador f : [0, 1]X → [0, 1]X. Aleshores f ∈ U
Demostració. Trivial.
Així (U ,≤,∨,∧) té estructura de reticle.
2.2.4 Reticle d’operadors d’aproximació inferior per conjunts difu-
sos extensionals
De nou, la construcció del en L és com la realitzada anteriorment. L’única dife-
rència és que s’inverteix el paper de conjuncions i disjuncions respecte el cas dels
operadors d’aproximació superior. Com es veurà amb més detall posteriorment,
ϕE i ψE mostren un comportament dual.






Proposició 2.2.6. Sigui f un operador f : [0, 1]X → [0, 1]X. Aleshores f ∈ L
Demostració. Trivial.
Finalment, (L,≤,∧,∨, ) és un reticle.
2.3 Teorema d’isomòrfia
Un cop es tenen les estructures ben definides demostrarem la seva isomòrfia alge-
braica. Aquest resultat tindrà una extrema importància semàntica i donarà con-
sistència al treball aplicat que es desenvoluparà en capítols posteriors d’aquesta
tesi.
El Teorema de Representació (Teorema 2.1.7) prova que els reticles E iH es-
tan en bijecció. A continuació enunciem les bijeccions amb U iL.
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Proposició 2.3.1. [84] Sigui ϕ : [0, 1]X → [0, 1]X un operador satisfent les propie-
tats de la Proposició 2.1.14. Aleshores la relació difusa Eϕ definida com:
Eϕ(x, y) = ϕ({x})(y)
és una relació de T-indistingibilitat en X.
Proposició 2.3.2. [84] Sigui ψ : [0, 1]X → [0, 1]X un operador satisfent les propie-
tats de la Proposició 2.1.15. Aleshores la relació difusa Eψ definida com:






és una relació de T-indistingibilitat en X.
A [84] és demostra que les transformacions E → ϕE i ϕ → Eϕ són inverses
una de l’altra. En conseqüència E i U estan en bijecció. El mateix resultat es té en
L.
El proper resultat prova que l’ordre està completament correlacionat entre a-
quests reticles.
Proposició 2.3.3. Siguin E, F dues T-indistingibilitats en X. Aleshores:
1. E ≤ F⇔ HF ⊆ HE
2. E ≤ F⇔ ϕE ≤ ϕF
3. E ≤ F⇔ ψF ≤ ψE
Demostració. 1. μ ∈ HF. ∀x, y μ(x) ≥ T(F(x, y), μ(y)) ≥ T(E(x, y), μ(y)).
Per tant μ ∈ HE.
2. Trivial, ja que T és creixent respecte la primera variable
3. Trivial, ja que
−→
T és decreixent respecte la primera variable.
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Finalment, el proper teorema mostra com l’estructura donada per les opera-
cions internes dels reticles són preservades per les bijeccions. Com a corol·lari
d’aquest teorema es té la isomòrfia entre els reticles E ,H, U iL.
Teorema 2.3.4. Siguin E i F dues T-indistingibilitats en un conjunt X. Aleshores:
1. HE∪F = HE ∩ HF
2. HE∩F = HE ∪ HF
3. ϕE∪F = ϕE ∨ ϕF
4. ϕE∩F = ϕE ∧ ϕF
5. ψE∪F = ψE ∧ ψF
6. ψE∩F = ψE ∨ ψF
Demostració.
1. μ ∈ HE ∩ HF ⇔ μ ∈ HE i μ ∈ HF. Equivalentment, Eμ ≥ E i Eμ ≥ F
o Eμ ≥ E ∪ F i per la definició de clausura extensional això és equivalent a
Eμ ≥ E ∪ F⇔ μ ∈ HE∪F
2. ⊇)
E ∩ F ≤ E⇒ HE ⊆ HE∩F.
E ∩ F ≤ F⇒ HF ⊆ HE∩F.
Per tant HE ∪ HF ⊆ HE∩F ⇒ HE ∪ HF ⊆ HE∩F.
⊆)
Sigui μ ∈ HE∩F. Suposem que μ /∈ HE ∪ HF. Aleshores existeix un conjunt
d’extensionalsHG, amb relació d’indistingibilitatG tal queHG ⊇ HE∪HF i
μ /∈ HG⇒ ∃(x, y) tal que Eμ(x, y) < G(x, y). Sense pèrdua de generalitat
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podem suposar que E(x, y) ≤ F(x, y). Com HG ⊇ HE ∪ HF, HE ⊆ HG i
HF ⊆ HG ⇒ G ≤ E i G ≤ F. Per tant:
Eμ(x, y) < G(x, y) ≤ E(x, y) ≤ F(x, y). Aleshores
Eμ(x, y) < (E ∩ F)(x, y).
En conclusió, μ /∈ HE∩F, contràriament a la nostra hipòtesi inicial.
Per tant μ ∈ HE ∪ HF.
3. Denotem ϕE ∨ ϕF = ϕG. Hem de provar que ϕG = ϕE∪F.
≤)
E ≤ E ∪ F⇒ ϕE ≤ ϕE∪F
F ≤ E ∪ F⇒ ϕF ≤ ϕE∪F
Aleshores, ϕE ∨ ϕF = ϕG ≤ ϕE∪F.
≥)
ϕG ≥ ϕE ⇒ G ≥ E
ϕG ≥ ϕF ⇒ G ≥ F
Aleshores, G ≥ E ∪ F⇒ ϕG ≥ ψE∪F.
4. Denotem ϕE ∧ ϕF = ϕG. Hem de provar que ϕG = ϕE∪F.
≥)
E ∩ F ≤ E⇒ ϕE∩F ≤ ϕE
E ∩ F ≤ F⇒ ϕE∩F ≤ ϕF
Aleshores, ϕE ∧ ϕF = ϕG ≥ ϕE∩F.
≤)
ϕG ≤ ϕE ⇒ G ≤ E
ϕG ≤ ϕF ⇒ G ≤ F
Aleshores, G ≤ E ∩ F⇒ ϕG ≤ ϕE∩F.
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5. Denotem ψE ∧ ψF = ψG. Hem de provar que ψG = ψE∪F.
≥)
E ≤ E ∪ F⇒ ψE ≥ ψE∪F
F ≤ E ∪ F⇒ ψF ≥ ψE∪F
Aleshores, ψE ∧ ψF ≥ ψE∪F ⇒ ψG ≥ ψE∪F.
≤)
ψG ≤ ψE ⇒ G ≥ E
ψG ≤ ψF ⇒ G ≥ F
Aleshores, G ≥ E ∪ F⇒ ψG ≤ ψE∪F.
6. Denotem ψE ∨ ψF = ψG. Hem de veure que ψG = ψE∪F.
≤)
E ∩ F ≤ E⇒ ψE∩F ≥ ψE
E ∩ F ≤ F⇒ ψE∩F ≥ ψF
Aleshores, ψE ∨ ψF = ψG ≤ ψE∩F.
≥)
ψG ≥ ψE ⇒ G ≤ E
ψG ≥ ψF ⇒ G ≤ F
Aleshores, G ≤ E ∩ F⇒ ψG ≥ ψE∩F.
Corol·lari 2.3.5. E ∼= H ∼= U ∼= L
Aquest resultat té una importància tant teòrica com pràctica.
En una dimensió teòrica, es prova que els reticles E ,H, U i U són isomorfs i
per tant, tot i la seva diferent aproximació i definició semàntica, des d’un punt de
vista estructural són idèntics. Per tant la sevadiferèncianoés formal sinópurament
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interpretativa i de notació. Aquest isomorfisme unifica elsmúltiples resultats simi-
lars trobats a la literatura en la recerca local d’un dels quatre objectes matemàtics
considerats.
Des d’un punt de vista pràctic aquests isomorfismes constructius donen un
diccionari per a traduir la informació codificada en diferents reticles. Això permet,
per exemple, agregar informació diversa que per motius operacionals s’ha recollit
de diferent manera ja que es pot reduir a un marc comú.
Il·lustrem aquest punt amb un exemple. Suposem que es vol estudiar la dife-
rència entre diferents perfums. Per una banda es pot considerar la seva fórmula
química i, ja que es té la seva composició, és fàcil codificar aquesta informació en
format numèric i construir una relació de proximitat i, en general, una indistin-
gibilitat entre les diferents mostres estudiades. Per altra banda, ja que parlem de
perfums, també és important considerar l’opinió del públic al respecte. Donat que
la opinió que ens donaran serà eminentment qualitativa és més senzill recollir la
seva valoració en diferents classes o conjunts, que podem prendre com una base
d’extensionals. Tenir explicitat l’isomorfisme entre conjunts d’extensionals i rela-
cions d’indistingibilitat ens permet agregar aquests dos atributs de naturalesa tan
diversa però complementària.
Els resultats del Teorema 2.3.4 es poden resumir en el següent diagrama:
L ≈ U ≈ E ≈ H
ψE ∨ ψF ↔ ϕE ∧ ϕF ↔ E ∩ F ↔ HE ∪ HF
ψE ∧ ψF ↔ ϕE ∨ ϕF ↔ E ∪ F ↔ HE ∩ HF
2.4 Extensió utilitzant mitjanes quasi-aritmètiques
El Teorema 2.3.4 prova l’equivalència entre E ,H,U iL considerant les operacions
bàsiques dels reticles.
En aquest subcapítol s’estudiarà si l’equivalència demostrada es manté quan
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considerem operadors d’agregació més complexos com les mitjanes quasi-aritmè-
tiques ponderades, que anomenaremmitjanes naturals. Per a poder-les definir su-
posarem que la t-norma T és contínua i arquimediana. El resultat principal serà
que l’equivalència es preserva entre E iH, però no amb U niL. Donarem tots els
detalls de les proves en el cas finit, que ocuparà el primer subsubcapítol i només
els principals enunciats en el cas infinit que presentarem després, ja que són anà-
logues.
2.4.1 Cas finit
Per a simplificar les fórmules, ens restringirem a les mitjanes de dues T-indistingi-
bilitats. La generalització a l’agregació de n T-indistingibilitats és directa.
En primer lloc recordem la definició de mitjana quasi aritmètica.
Definició 2.4.1. [1] Sigui t : [0, 1]→ [−∞,∞] una funció estrictament monòtona
x, y ∈ [0, 1]. La mitjana quasi-aritmètica mt de x i y es defineix com:




mt és contínua si i només si {−∞,∞} ⊈ Ran(t).
En presència d’una t-norma arquimediana podem prendre com a funció es-
trictament monòtona t de la mitjana un dels generadors additius de la t-norma T.
Anomenarem a aquesta mitjana la mitjana natural deT. El terme natural ve del fet
que fixada la t-norma, la manera numèrica d’entendre la conjunció lògica, queda
fixada de forma directa una mitjana associada.
Proposició 2.4.2. [62] La funció que assigna a cada t-norma T amb generador ad-
ditiu t la mitjana quasi-aritmètica mt és una bijecció entre els conjunts corresponents.
A continuació definim les mitjanes quasi-aritmètiques ponderades. Quan uti-
litzem el generador additiu d’una t-norma les anomenaremmitjanes naturals pon-
derades.
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Definició 2.4.3. Sigui t : [0, 1] → [−∞,∞] una funció estrictament monòtona,
x, y ∈ [0, 1] i r ∈ [0, 1]. La mitjana quasi-aritmètica ponderada (amb peso r i 1 − r)
mrt de x i y es defineix com:
mrt(x, y) = t
−1(r · t(x) + (1− r) · t(y)).
El paràmetre de pes r defineix una homotopia entre x i y, que per r = 12 recu-
pera la definició de mitjana quasi-aritmètica.
Es directe comprovar que la mitjana natural ponderada d’indistingibilitats és
una indistingibilitat.
Proposició 2.4.4. [62] Sigui T una t-norma contínua i arquimediana i t un gene-
rador additiu, E, F dues T-indistingibilitats en un conjunt X i r ∈ [0, 1]. La mitjana
ponderada natural de E i F es defineix com:
mrt(E, F)(x, y) = t
[−1](r · t(E(x, y)) + (1− r) · t(F(x, y)))
i és una relació de T-indistingibilitat
Podemdefinir també lesmitjanes naturals en els reticlesH,U iL comsegueix:
Definició2.4.5. Sigui T una t-norma contínua i arquimediana t, E, F dues T-indistin-
gibilitats en un conjunt X i r ∈ [0, 1]. Aleshores mrt(HE,HF), mrt(ϕE, ϕF) i mrt(ψE, ψF)
es defineixen com:
• μ ∈ mrt(HE,HF) ⇔ ∃ν ∈ HE, ρ ∈ HF tals que μ(x) = t[−1](r · t(ν(x)) +
(1− r) · t(ρ(x)))
• mrt(ϕE, ϕF)(μ)(x) = t
−1(r · t(ϕE(μ)(x)) + (1− r) · t(ϕF(μ)(x)))
• mrt(ψE, ψF)(μ)(x) = t
−1(r · t(ψE(μ)(x)) + (1− r) · t(ψF(μ)(x)))
Al Teorema 2.4.9 es demostra que mrt(HE,HF) = Hmrt(E,F). Això respondrà
afirmativament a la pregunta de si podem estendre els resultats del subcapítol an-
terior entre E iH quan considerem mitjanes quasi-aritmètiques. Per a fer-ho ne-
cessitem alguns lemes previs.
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Definició 2.4.6. Sigui E una relació d’indistingibilitat en un conjunt X. Per a cada
x ∈ X la columna μx és el subconjunt difús de X definit com:
μx = E(x, y)∀x, y ∈ X
Lema 2.4.7. Sigui μx una columna de m
r
t(E, F). Aleshores μx ∈ mrt(HE,HF)
Demostració. μx és a columna de m
r
t(E, F) si i només si μx(y) = m
r
t(E, F)(x, y)
Aleshores μx = m
r
t(σx, ρx), sent σx i ρx les corresponents columnes de E i F
respectivament.
En efecte, μx(y) = m
r
t(E, F)(x, y) = μx(y) = m
r
t(E(x, y), F(x, y) =
= mrt(σx(y), ρx(y))
Lema 2.4.8. Siguin A i B dues famílies de subconjunts difusos en X. Aleshores
EA = EB ⇔ A = B
essent EA i EB les T-indistingibilitats generades per A i B respectivament segons el Teo-
rema de Representació.
Demostració. Trivial.
Teorema 2.4.9. Sigui T una t-norma contínua i arquimediana i t un generador addi-
tiu, E i F dues T-indistingibilitats en un conjunt X amb conjunts d’extensionals HE i HF
respectivament i r ∈ [0, 1]. Aleshores:
mrt(HE,HF) = Hmrt(E,F)
Demostració. ≤)
Provaremmrt(HE,HF) ≤ Hmrt(E,F). Aixòprovarà ladesigualtat, ja quem
r
t(HE,HF)
és el conjunt d’extensionals més petit major o igual que mrt(HE,HF).





que és equivalent a demostrar:
T(mrt(E, F)(x, y),m
r
t(μ(y), ν(y))) ≤ mrt(μ(x), ν(x)).
Expandint, això és anàleg a demostrar:
t[−1](t(t−1(r·t(E(x, y))+(1−r)·t(F(x, y))))+t(t−1(r·t(μ(y))+(1−r)·t(ν(y)))))
≤ t−1(r · t(μ(x)) + (1− r) · t(ν(x))).
Simplificant,
t−1(r · t(E(x, y)) + (1− r) · t(F(x, y))) + r · t(μ(y)) + (1− r) · t(ν(y))))
≤ t−1(r · t(μ(x)) + (1− r) · t(ν(x))).
Que és equivalent a:
r · t(E(x, y)) + (1− r) · t(F(x, y)) + r · t(μ(y)) + (1− r) · t(ν(y))
≥ r · t(μ(x)) + (1− r) · t(ν(x))
I això és cert, ja que μ ∈ HE i ν ∈ HF.
≥)
mrt(HE,HF) ≥ Hmrt(E,F) ⇔ Emrt(HE,HF) ≤ m
r
t(E, F). Demostrarem aquesta
darrera desigualtat.
Sigui μx una columna de m
r
t(E, F). Pel Lema 2.4.7 μ ∈ mrt(HE,HF) i
Emrt(HE,HF)(y, z) ≤ Eμx(y, z) =
←→
T (mrt(E, F)(x, y),m
r
t(E, F)(x, z))




Per tant, Emrt(HE,HF) ≤ m
r
t(E, F) o, equivalentment, mrt(HE,HF) ≥ Hmrt(E,F).
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Aquest teorema respon afirmativament a la pregunta que motiva aquest capí-
tol respecte E iH. Acabem de provar, constructivament, que és possible estendre
l’isomorfismedemostrat al Teorema2.3.4 quan consideremmitjanes naturals pon-
derades. Donada la simetria que han mostrat fins ara els reticles E ,H, U iL seria
esperable que aquesta extensió de l’equivalència també s’estengués sobre aquests
dos darrers reticles. Contraintuïtivament, això és fals i la simetria es trenca.
A continuació provarem que quan considerem mitjanes naturals d’operadors
d’aproximació per extensionals superior i inferior una desigualtat es manté men-
tre que l’altra no es verifica. Més endavant donarem un contraexemple per provar
que aquesta ruptura de la simetria és inevitable i raonarem per què succeeix aquest
fenomen.
Proposició 2.4.10. Sigui T una t-norma contínua i arquimediana i t un generador
additiu, E i F dues T-indistingibilitats en un conjunt X amb operadors d’aproximació
superior ϕE i ϕF respectivament i r ∈ [0, 1]. Aleshores:
mrt(ϕE, ϕF) ≥ ϕmrt(E,F).
Demostració. Sigui μ ∈ [0, 1]X un subconjunt difús i x ∈ X. Hem de veure que
mrt(ϕE, ϕF)(μ(x)) ≥ ϕmrt(E,F)(μ(x)).








t[−1](t(t−1(r · t(E(x, y)) + (1− r) · t(F(x, y)) + t(μ(y))).
Que és equivalent a:
t−1(r · inf
y∈X
(t(E(x, y)) + t(μ(y))) + (1− r) · inf
y∈X
(t(F(x, y)) + t(μ(y))))
≥ t−1(inf
y∈X





(t(E(x, y)) + t(μ(y))) + (1− r) · inf
y∈X
(t(F(x, y)) + t(μ(y)))
≤ inf
y∈X
(r · t(E(x, y)) + (1− r) · t(F(x, y)) + t(μ(y))),
queés cert perquè la sumad’ínfimsésmenoro igual que l’ínfimde la suma.
Proposició 2.4.11. Sigui T una t-norma contínua i arquimediana amb generador
additiu t, E i F dues T-indistingibilitats en un conjunt X amb operadors d’aproximació
inferior ψE i ψF respectivament i r ∈ [0, 1]. Aleshores:
mrt(ψE, ψF) ≤ ψmrt(E,F)
Demostració. Sigui μ ∈ [0, 1]X un conjunt difús i x ∈ X.








t[−1](t(μ(y))− t(t−1(r · t(E(x, y)) + (1− r) · t(F(x, y)))))
Simplificant, tenim l’expressió equivalent:
t−1(r · sup
y∈X





t−1(t(μ(y))− r · t(E(x, y))− (1− r) · t(F(x, y))),
que és equivalent a:
r · sup
y∈X





(t(μ(y))− r · t(E(x, y))− (1− r) · t(F(x, y))).
Que és cert perquè la suma de suprems és major o igual que el suprem de la
suma.
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Coms’ha comentat anteriorment, l’esperada desigualtat contrària (prenent les
clausures corresponents) no es compleix. El següent contraexemple mostra que
aquest fet és insalvable:
Exemple 2.4.12. Sigui X un conjunt finit amb cardinalitat 3. Considerem les següents
relacions d’indistingibilitat E i F respecte de la t-norma de Łukasiewicz.
E =
 1 0.6 0.70.6 1 0.8
0.7 0.8 1
 F =
 1 0.8 0.70.8 1 0.6
0.7 0.6 1

La mitjana natural mt(E, F) de E i F és:
mt(E, F) =
 1 0.7 0.70.7 1 0.7
0.7 0.7 1





μ ∈ Hmt(E,F) ja que Eμ ≥ mt(E, F) (Proposició 2.1.10).
μ ∈ Hmt(E,F) i μ ∈ HF però μ /∈ HE.
Els conjunts difusos extensionals són punts fixos dels operadors d’aproximació su-
perior i inferior, així que:
ϕmt(E,F)(μ) = ϕF(μ) = μ, ψmt(E,F)(μ) = ψF(μ) = μ.
Però μ /∈ HE ⇒ ϕE(μ) > μ i ψE(μ) < μ.
Per tant ϕmt(E,F)(μ) < mt(ϕE, ϕF) i ψmt(E,F)(μ) > mt(ψE, ψF), i la igualtat no
s’abasta.
El factor diferencial que trenca la simetria entreH, U iL és el següent:
Sense considerar clausures hem demostrat que:
• mrt(HE,HF) ≤ Hmrt(E,F)
• mrt(ϕE, ϕF) ≥ ϕmrt(E,F)
• mrt(ψE, ψF) ≤ ψmrt(E,F)
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I prenent les clausures segons les hemdefinit al subcapítol 2.2 a les expressions
anteriors es té:
• mrt(HE,HF) ≤ mrt(HE,HF) ≤ Hmrt(E,F)
• mrt(ϕE, ϕF) ≥ mrt(ϕE, ϕF) ≥ ϕmrt(E,F)
• mrt(ψE, ψF) ≤ mrt(ψE, ψF) ≤ ψmrt(E,F)
Com es pot veure a la demostració del Teorema 2.4.9, prendre la clausura ex-
tensional és necessari per a abastar la desigualtat contrària que prova la igualtat.
Per contra, prendre clausures dels operadors d’aproximació superior i inferior no
aporta res per la desigualtat contrària sinó que reforça la ja demostrada. I, com el
contraexemple anterior prova, aquest fet és insalvable.
En conclusió, podem resumir els resultats demostrats en aquest subcapítol i
l’anterior en el següent diagrama:
L ≈ U ≈ E ≈ H
ψE ∨ ψF ↔ ϕE ∧ ϕF ↔ E ∩ F ↔ HE ∪ HF
ψE ∧ ψF ↔ ϕE ∨ ϕF ↔ E ∪ F ↔ HE ∩ HF
≥ mrt(ψE, ψF) ↔ ≤ mrt(ϕE, ϕF) ↔ mrt(E, F) ↔ mrt(HE,HF)
Per acabar el subcapítol demostrem alguns resultats finals sobre mitjanes na-
turals en U iL.
Teorema2.4.13. Siguin F iGduesT-indistingibilitats en un conjuntX amb operadors






Demostració. Pel lema 2.4.8 Emrt(HF,HG) = Emrt(HF,HG).
Pel Teorema 2.4.9 mrt(HF,HG) = Hmrt(F,G).
Unificant resultats, Emrt(HF,HG) = EHmrt(F,G) = m
r




Al subcapítol anterior ens hem centrat en estendre els resultats del subcapítol 2.3
considerant mitjanes naturals ponderades de dues indistingibilitats. Per un nom-
bre finit n de relacions a agregar la construcció, resultats i demostracions són idèn-
tics que en el cas n = 2.
En aquest subcapítol mostrarem (sense entrar en els detalls de les demostra-
cions ja que són anàlogues al cas finit) com tots els resultats es preserven quan
considerem mitjanes naturals d’un nombre infinit de relacions d’indistingibilitat.
Definició 2.4.14. [71] Sigui X un conjunt, T una t-norma contínua i arquimediana
amb generador t i (Ei)i∈[a,b] una família de T indistingibilitats enX. Lamitjana natural
de (Ei)i∈I es defineix com:






Consideraremmitjanes naturals i nomitjanes naturals ponderades per simpli-
ficar la notació. Els resultats amb aquestes darreres són els mateixos i només cal
imposar que la suma de pesos normalitzi l’agregació, és a dir
∑
i∈[a,b] ri = b− a.
Proposició 2.4.15. La mitjana natural d’infinites indistingibilitats és una indistingi-
bilitat i no depèn de la tria del generador de la t-norma.
Demostració. Trivial, comprovació de les propietats.
Definim a continuació la mitjana natural de conjunts d’extensionals. Com es
demostra, es verifica el mateix resultat que al teorema 2.4.9
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Teorema2.4.16. Sigui T una t-norma contínua i arquimediana i t un generador addi-
tiu, (Ei)i∈[a,b] una família de T-indistingibilitats en un conjunt X, (μi)i∈[a,b] una família








Aleshores μ ∈ HE, on E és la T-indistingibilitatmitjana natural de la família (Ei)i∈[a,b].
Demostració. μi és extensional respecte Ei,
μi(x) ≤ t
[−1](t(Ei(x, y)) + t(μi(y)))
i

















= t(E(x, y) + t(μ(y))).
Com en el subcapítol 2.4, quan considerem mitjanes naturals d’operadors d’a-
proximació superior i inferior per extensionals només s’abasta una desigualtat, i pel
mateix raonamentqueesdetalla al final del subcapítol anterior considerar clausures
no aporta la desigualtat contrària.
Teorema2.4.17. Sigui T una t-norma contínua i arquimediana amb generador addi-
tiu t, (Ei)i∈[a,b] una família deT-indistingibilitats en un conjuntX i (ϕEi)i∈[a,b] la família
d’operadors d’aproximació superior corresponent. Aleshores l’operador d’aproximació













T(E(x, y), μ(y)) = sup
y∈X














De forma idèntica es demostra la desigualtat corresponent aL.
Teorema2.4.18. Sigui T una t-norma contínua i arquimediana i t un generador addi-
tiu, (Ei)i∈[a,b] una família de T-indistingibilitats en un conjunt X i (ψEi)i∈[a,b] la família
d’operadors d’aproximació inferior corresponent. Aleshores l’operador d’aproximació








per tot subconjunt difús μ de X i x ∈ X.
2.5 Robustesaderesultatsrespecte isomorfismesdet-normes
En els subcapítols anteriors hem estudiat la relació estructural entre els reticles E ,
H, U i L i ha quedat demostrat que la seva relació es molt més profunda que la
coneguda a la literatura.
Tanmateix, tots aquests conjunts depenen de la tria anterior d’una t-norma de
referència. L’interèsde tots els resultats provats quedaria fortamentdiluït si aquests
no es mantinguessin respecte isomorfismes de t-normes. En aquest subcapítol es
comprova que, en efecte, tot el que s’ha demostrat es preserva sota isomorfismes
de t-normes i, en conclusió, tots aquests resultats són robustos.
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Recordem la definició d’isomorfisme de t-normes.
Definició2.5.1. [68]Dues t-normes contínuesT, T′ són isomorfes si i només si existeix
una aplicació bijectiva f : [0, 1]→ [0, 1] tal que f ◦ T = T′ ◦ (f× f).
Definició 2.5.2. [61] Donades dues t-normes T,T′, una relació de T-indistingibilitat
E en un conjunt X i una altra relació de T′-indistingibilitat E′ en X′, unmorfisme ϕ entre
E i E′ és un parell d’aplicacions ϕ = (h, f) que fa commutatiu el següent diagrama:
X× X E−−−→ [0, 1]yh×h yf
X′ × X′ E
′
−−−→ [0, 1]
(i.e. f(E(x, y)) = E′(h(x), h(y)) per tot x, y ∈ X).
Quan h i f són bijeccions direm que ϕ és un isomorfisme.
Per a simplificar, prendrem h = IdX i X′ = X. Així, els isomorfismes queden
completament caracteritzats per f.
El resultat principal que assegura la robustesa de tots els resultats demostrats
respecte isomorfismes de t-normes és que aquests impliquen necessàriament iso-
morfismes de T-indistingibilitats.
Proposició 2.5.3. Sigui f : [0, 1]→ [0, 1] un isomorfisme entre dues t-normes T i T′
i E una relació de T-indistingibilitat en un conjunt X. Aleshores E i f ◦ E són indistingi-
bilitats isomorfes
Demostració. Trivial.
Lema 2.5.4. [61] Siguin T i T′ t-normes isomorfes. Aleshores−→T i
−→
T′ són isomorfes.
El proper resultat, trivial a partir de la proposició i el lema anteriors, garanteix
que isomorfismes de t-normes impliquen isomorfismes enH, U i L. Això prova
la robustesa respecte isomorfismes de t-normes enunciada.
Proposició 2.5.5. Sigui f : [0, 1]→ [0, 1] una aplicació que defineix un isomorfisme
entre dues t-normes T i T′. Sigui E una relació de T-indistingibilitat en un conjunt X i
f ◦ E una T′-indistingibilitat en X isomorfa a E. Aleshores:
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• μ ∈ HE ⇔ f ◦ μ ∈ Hf◦E
• f ◦ ϕE = ϕf◦E




La teoria estudiada avui, i que ens sembla inútil, tindrà potser
projeccions inimaginades en el futur. Qui podrà imaginar
aquest enigma en la seva projecció, a través dels segles? Qui
podrà resoldre la gran incògnita dels temps que vindran des de
l’equació del present? Només Allah sap la veritat! I és possible
que les investigacions teòriques de l’avui proporcionin en mil o
dos mil anys recursos preciosos per a la pràctica.
Al·legació de Beremiz en defensa de la ciència creativa
3
Aproximació per extensionals
En aquest capítol es tractarà un problema fonamental del camp de les indis-
tingibilitats. Donat un conjunt difús (qualsevol) en un univers de discurs X dotat
d’una relació d’indistingibilitat E, quin és el conjunt extensional que millor l’apro-
xima?
Al capítol anterior s’handefinit amb rigor els conceptes necessaris pel planteja-
ment d’aquest problema així comper la seva resolució. En primer lloc s’han definit
les relacions d’indistingibilitat, que modelen la noció de similitud entre objectes
en elmarc de la lògica difusa. Els conjunts extensionals associats a la indistingibili-
tat es corresponen amb els conjunts observables quan aquesta es té en compte. Per
últim s’han introduït dos operadorsϕE i ψE que aplicats a un conjunt difús μ donen
l’extensional més petit que conté μ i el més gran contingut en μ respectivament.
Més enllà del problema en un sentit purament matemàtic aquest té alhora un
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profund interès científic, que justifiquem a continuació.
Com ja s’ha comentat al capítol 1, tot sistema perceptiu (ja sigui un sensor
antifum, una càmera fotogràfica o un ésser humà) té limitacions i per tant és im-
perfecte. Un sistema perceptiu perfecte hauria de ser capaç de distingir tots els
objectes diferents. Però tot sistema és imperfecte i això no es compleix. En altres
paraules tot sistema perceptiu realitza una identificació. Matemàticament això es
pot entendre com un operador de similitud operant sobre l’univers de discurs. És
a dir, el sistema, en l’acte de percepció, introdueix una relació de similitud sobre la
realitat (interna) que percep.
Al capítol 1 s’ha dissertat llargament i argumentat com la versatilitat i semàn-
tica de la lògica difusa ofereix un marc ideal per a estudiar aquests fenòmens, ergo
pren sentit representar aquesta relació de similitud introduïda pel perceptor com
una indistingibilitat.
Trobar el conjunt extensional que millor aproxima un conjunt arbitrari és, per
tant, anàleg al problema de com un perceptor veu un objecte no representable en
el seu espai mental.
A la literatura aquest problema no ha estat tractat de forma directa. De fet els
millors mètodes proposats són els operadors ϕE i ψE ja definits en aquesta tesi.
Aquests donen el millor extensional per sobre o per sota d’un subconjunt difús μ
respectivament, però no s’assegura que no hi hagi extensionals ”intermedis” (per
sobre de μ per a alguns elements de l’univers X i per sota de μ per a d’altres) més
propers al conjunt original.
En aquest capítol es proposaran tres mètodes nous d’aproximació per exten-
sionals per a t-normes arquimedianes (es donaran fórmules explícites per les t-
normes de Łukasiewicz i el Producte) i un per a la t-norma Mínim.
En primer lloc és donarà unmètode basat en mitjanes naturals ponderades de
ϕE i ψE. A continuació se’n donarà un considerant potències (homotècies) de la t-
norma. Aquests dosmètodes serandonats tant enuncasfinit com infinit. Perúltim
es donarà un mètode basat en resoldre un problema de Programació Quadràtica.
Els tres mètodes proposats seran il·lustrats en un exemple comú que servirà
per amostrar les diferències entre ells i els avantatges i inconvenients de cadascun.
52
Comesmostrarà, tots tresmilloren amb escreix els resultats donats pels operadors
ϕE i ψE.
Per acabar es donarà un mètode per a la t-norma del mínim que millora les
aproximacions trobades a la literatura.
3.1 Mètode basat en mitjanes ponderades
El primermètode d’aproximació per extensionals està basat en considerar l’òptima
ponderació de lamitjana natural ponderada entre ϕE(μ) i ψE(μ). Donat que ϕE(μ)
dóna una aproximació per sobre i ψE(μ) en dóna una per sota, pren sentit consi-
derar mitjanes d’aquests operadors per a trobar extensionals intermedis.
D’ara endavant en aquest capítol denotaremX l’univers de discurs, E la relació
d’indistingibilitat i μ el subconjunt difús que es vol aproximar. A més, llevat del
darrer subcapítol, considerarem la t-norma contínua, arquimediana i amb t un ge-
nerador additiu.
Una conseqüència de l’estudi realitzat al capítol 2 és que en efecte la mitjana
de dos extensionals (i en particular de ϕE(μ) i ψE(μ)) és un extensional.
Proposició 3.1.1. Siguin μ, ν conjunts difusos extensionals en X respecte la indistin-
gibilitat E. Aleshores:
mrt(μ, ν) ∈ HE.
Demostració. Hem de provar que
T(E(x, y),mrt(μ, ν)(y) ≤ mrt(μ, ν)(x).
Expandint T mitjançant t això és equivalent a
t(E(x, y)) + r · t(μ)(y)) + (1− r) · t(ν)(y))
≤ r · t((μ)(x)) + (1− r) · t((ν)(x))
que podem reescriure com
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r · t(E(x, y)) + r · t(ϕE(μ)(y))
+(1− r) · t(E(x, y)) + (1− r) · t(ψE(μ)(y))
≥ r · t(ϕE(μ)(x)) + (1− r) · t(ψE(μ)(x))
que és cert ja que μ i ν són extensionals.
Corol·lari 3.1.2. mrt(ϕE(μ), ψE(μ)) ∈ HE ∀r ∈ [0, 1].
S’observadirectamentqueprenent lamitjananatural ponderadamrt(ϕE(μ), ψE(μ))
en els casos límit r = 0, 1 és té ϕE(μ) i ϕE(μ) respectivament. La qüestió doncs és
per quin valor de r l’error comès en l’aproximació és menor. Matemàticament el
problema doncs es redueix a trobar el valor de r que minimitza la següent funció
(per a alguna norma ||||).
F(r) = ||μ − mrt(ϕE, ψE)||
Considerant la distància euclidiana, minimitzar aquesta funció és equivalent a
minimitzar el quadrat de la mateixa així que podem prendre com a funció:
F(r) = ||μ − mrt(ϕE, ψE)||
2
Per la t-norma de Łukasiewicz l’expressió anterior dóna una fórmula explícita
per a trobar el valor òptim de r. Per a fer menys feixugues les fórmules deno-
tarem d’ara en endavant μi enlloc de μ(xi), ϕi enlloc de ϕE(μ)(xi)) i ψ i enlloc de
ψE(μ)(xi))
Teorema 3.1.3. Sigui μ un conjunt difús en un conjunt finit X = {x1, ..., xn} i T =Ł


















Demostració. Com T =Ł podem prendre com a generador additiu t(x) = 1 − x.
Expandint F(r) tenim:
F(r) = (μ1 − r · ϕ1 + r · ψ1 − ψ1)
2 + · · ·+ (μn − r · ϕn + r · ψn − ψn)
2.
La derivada de F(r) és:
F′(r) =




1−2r · ϕ1 · ψ1 − ψ
2
1)+· · ·




n−2r · ϕn · ψn − ψ
2
n)
i l’únic valor de r que fa F′(r) = 0 és:
r =
∑
μi · ϕi −
∑
μi · ψ i −
∑







ϕi · ψ i
.
Per la natura del problema és trivial que aquest valor és un mínim. Tanmateix
és pot comprovar que F′(0) < 0 i F′(1) > 0. En conseqüència aquest valor és un
mínim global.
Si considerem la t-norma producte T = Π, l’expressió expandida de F(r) és:
F(r) =(μ1 − e
r·logϕ1+(1−r)·logψ1)2 + · · ·
+(μn − e
r·logϕn+(1−r)·logψn)2
i la derivada F′(r) és
F′(r) =−2(μ1 − e
r·logϕ1+(1−r)·logψ1)
×(−er·logϕ1+(1−r)·logψ1)(logϕ1 − logψ1) + · · ·.
Tot i tenir un mínim absolut, ja que F′ és contínua, F′(0) < 0 i F′(1) > 0,
aquesta expressió no té zeros algebraics quan n > 1. Per tant la solució ha de ser
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trobada utilitzant mètodes numèrics. Al subcapítol 3.4 mostrarem en un exemple
com es pot trobar.
Si l’univers de discurs és infinit, el valor de r òptim verifica la mateixa fórmula
canviant els sumatoris per integrals. La prova és anàloga i es suporta en alguns
lemes previs.
Proposició3.1.4. SiguiXun conjunt infinitmesurable i Euna relació d’indistingibilitat
mesurable en X. Llavors E, ϕE i ψE són Lebesgue-integrable
Demostració. Una funció acotada i mesurable és Lebesgue-integrable i l’ínfim, su-
prem i composició de funcions Lebesgue-integrables és Lebesgue-integrable.
Així, sota hipòtesis necessàries de mesurabilitat, en el cas infinit podem rea-
litzar la mateixa construcció per a reduir el problema d’òptima aproximació per
extensionals a un problema d’optimització en una variable.
Per a provar la fórmula en el cas infinit cal el següent lema, conegut com a regla
de Leibniz [44].










El següent teorema prova que per la t-norma de Łukasiewicz en el cas infinit
s’obté una fórmula anàloga a la del Teorema 3.1.3.
Teorema3.1.6. Sigui μ un conjunt difúsmesurable en un conjunt infinitXambmesura




















Demostració. Sigui σ un subconjunt difús extensional. La funció a minimitzar és
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I la resta de la prova és idèntica a la del Teorema 3.1.3
3.2 Mètode basat en potències de la t-norma
En aquest subcapítol donarem un altre mètode per a aproximar un conjunt difús
per un extensional adequat. Aquest mètode estarà basat en considerar una potèn-
cia ”òptima” de la conjunció (t-norma) dels operadors ϕE i ψE sobre μ.
Definim primer què és la potència d’una t-norma [117].
Definició 3.2.1. Sigui T una t-norma i n un número natural. Definim la n-èsima
potència de x respecte T com:
Tn(x) = T(
n︷ ︸︸ ︷
x, x, ..., x).
Per simplificar notació denotarem Tn(x) = xn.
És possible estendre aquesta definició a tots els racionals positius com segueix:





i per p, q números naturals,
xp/q(x) = (x1/q)p.
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Passant al límit es poden definir potències amb qualsevol exponent real. Una
construcció rigorosa es pot trobar a [117].
Quan la t-norma és arquimediana, com les considerarem en aquest subcapítol,
les potències de T es poden escriure en termes del generador additiu t.
Proposició 3.2.3. Sigui T una t-norma arquimediana amb generador additiu t i r ∈
R+. Aleshores:
xr = t[−1](r · t(x))
Unaobservació important de la proposició anterior és que r ≤ s⇒ xr ≥ xs. A
més la continuïtat de t assegura la continuïtat de les potències quan deixem variar
l’exponent. Així, T dóna una homotopia entre x∞ = 0 i x0 = 1, amb la identitat
quan l’exponent és 1.
La clau del mètode proposat és conseqüència del proper corol·lari.
Proposició 3.2.4. Sigui E una indistingibilitat en un conjunt X, μ un conjunt difús
extensional de E i r ≤ 1. Aleshores
μr ∈ HE.
Demostració. μ és extensional, per tant t(E(x, y)) ≥ t(μ(x))− t(μ(y)).
Hem de veure que T(E(x, y), μ(y)r) ≤ μ(x)r.
Expandint,
t(E(x, y) + r · t(μ(x)) ≥ r · t(μ(y)).
o, equivalentment,
t(E(x, y) ≥ r · (t(μ(x))− t(μ(y)))
que és cert perquè r ≤ 1.
Corol·lari 3.2.5. ψ(μ)r és extensional quan r ≤ 1.
Així, el problema d’aproximar de forma adequada un conjunt difús μ arbitrari
per un d’extensional de la forma ψr(μ) es redueix a calcular el valor de r que mini-
mitza la funció següent.
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F(r) = ||μ − ψE(μ)
r||2
Per a la t-norma de Łukasiewicz, com en el cas del mètode basat en mitjanes,
podem trobar fórmules explícites per a calcular aquest valor. Com abans, per sim-
plificar notació denotarem μi = μ(xi) i ψ i = ψ(μ)(xi).
Teorema3.2.6. Sigui μ un conjunt difús enun conjunt finitX = {x1, ..., xn} i T =Łla














Demostració. Podem prendre com a generador additiu t(x) = 1− x.
F(r) = (μ1 − 1+ r− r · ψ1)
2 + · · ·+ (μn − 1+ r− r · ψn)
2.
La derivada és
F′(r)=2(μ1 + ψ1 − μ1 · ψ1 + · · ·μn + ψn − μn · ψn − n)
−2r(2ψ1 − ψ
2
1 + · · ·+ 2ψn − ψ
2
n − n)














que per la naturalesa del problema és un mínim global.
Com en el subcapítol anterior, en el cas infinit (sota adequades hipòtesis de
mesurabilitat) tenim un resultat anàleg.
Teorema3.2.7. Sigui μ un conjunt difúsmesurable en un conjunt infinitXambmesura
m(X) < ∞ i T =Łla t-norma de Łukasiewicz. Aleshores l’expressió F(r) = ||μ −
ψE(μ)















Demostració. Anàloga a la del Teorema 3.1.6
Si considerem la t-norma producte T = Π i un conjunt finit, l’expressió ex-
pandida de F(r) és:
F(r) = ||μ − ψrE(μ)||
2 = (μ1 − e
r·log(ψ1))2 + · · ·+ (μn − e
r·log(ψn))2.
La derivada de F(r) és:
F′(r) = −2
∑
log(ψ i) · (μi − e
r·log(ψ i))
que no té zeros algebraics quan n > 2. Així que el valor òptim s’ha de trobar
emprant mètodes numèrics.
Donada la dualitat existent entre els operadors d’aproximació superior ϕE i in-
ferior ψE seria esperable tenir unmètode per ϕE involucrant exponents superiors a
la unitat. Aixòno és possible, ja que per exponents tals la condició d’extensionalitat
no es pot assegurar. El proper contraexemple ho mostra:
Exemple3.2.8. Sigui T =Ł i E la Ł-indistingibilitat enX = {x1, ..., x5} ambmatriu
E =

1 0.8 0.7 0.3 0.2
0.8 1 0.7 0.3 0.2
0.7 0.7 1 0.3 0.2
0.3 0.3 0.3 1 0.2
0.2 0.2 0.2 0.2 1

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ν2 no és extensional:
T(E(x1, x2), ν2(x1)) = 0.8+0.8−1=0.6>0.4= ν2(x2).
Per tant, νr (r > 1) no és extensional en general
3.3 Mètode basat en ProgramacióQuadràtica
En aquest subcapítol es donarà un tercer mètode per aproximar òptimament un
conjunt difús arbitrari per un extensional. En els subcapítols anteriors s’han cercat
extensionals adequats considerant operacions de ϕE i ψE. En aquest darrer cas,
consideraremque el conjunt és finit i cercarem l’extensional aproximant resolent el
sistema d’equacions definit per la pròpia equació funcional d’extensionalitat. Això
convertirà el problema en un de Programació Quadràtica.
Denotem μ el conjuntdifúsquees vol aproximar i σ l’extensional que l’aproxima.
La funció objectiu a minimitzar és:
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F = ||μ − σ||2
La regió de l’espai en la qual s’ha de trobar la solució és [0, 1]n que és tancat i
acotat. Assumint que T és contínua i arquimediana la condició d’extensionalitat
de σ es pot reescriure com:
t(E(xi, xj) + t(σ(xj)) ≥ t(σ(xi)) ∀i, j = 1, ..., n.
que en el cas de T = Ł es pot reescriure com:
σ(xi)− σ(xj) ≥ E(xi, xj)− 1 ∀i, j = 1, ..., n
i en el cas de T = Π com:
σ(xi) ≥ E(xi, xj) · σ(xj) ∀i, j = 1, ..., n.





cloent el cas trivial i = j).
Per a que els mètodes numèrics de resolució de sistemes com aquests con-
vergeixin cal que l’espai de cerca sigui tancat i acotat, fet que ja hem justificat que
es dóna.
Aquest mètode, que per simplificar denotarem mètode QP (Quadratic Pro-
gramming), només funciona si l’universX és finit. En el cas infinit el sistema tindria
infinites equacions i seria, en general, irresoluble.
3.4 Exemples
En els darrers subcapítols s’han donat 3 mètodes diferents d’aproximació per ex-
tensionals. El primer estava basat en mitjanes ponderades de ϕE i ψE, el segon en
potències de ψE i el tercer en resoldre un sistema de Programació Quadràtica. En
aquest subcapítol donaremdos exemples, un sobre un conjunt finit i un infinit, per
a il·lustrar el comportament d’aquests mètodes. Això ens permetrà comparar el
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seu rendiment així com comprovar que en efecte aquests milloren els resultats de
la literatura (que com ja s’ha indicat es restringeixen a l’aplicació de ϕE i ψE).
3.4.1 Exemple 1: Cas finit
Considerem un conjunt X amb cardinalitat 5 i l’indistingibilitat E amb matriu:
E =

1 0.8 0.7 0.3 0.2
0.8 1 0.7 0.3 0.2
0.7 0.7 1 0.3 0.2
0.3 0.3 0.3 1 0.2
0.2 0.2 0.2 0.2 1











μ no és extensional respecte Ł, ja que T(E(x1, x2), μ(x1) = 0.8 + 0.9 − 1 =
0.7 > 0.5 = μ(x2).
Com que T =Ł≤ Π ≤ min, μ tampoc és extensional perΠ imin.


















El mètode basat en mitjanes proposat en aquesta tesi es basa en trobar una
ponderació adequada per a la mitjana dels dos conjunts anteriors que minimitzi
l’error comès en l’aproximació de μ. Sigui σm aquest conjunt extensional.
σm = mrt(ϕE(μ), ψE(μ))










El segon mètode donat estava basat en trobar la potència adequada de ψE que
minimitza la funció error. Denotem σp el conjunt extensional aproximant.
σp = ψrE(μ)










Per últim el darrermètode proposat es basa en resoldre un sistemaQP. Aplicat










Comparem ara l’error comès per cadascun d’aquests mètodes d’aproximació
per extensionals. Considerant la distància euclidiana aquest error és:
d(σm, μ) = 0.341208
d(σp, μ) = 0.475746
d(σQP, μ) = 0.328105
mentre que
d(ϕE(μ), μ) = 0.538516
d(ψE(μ), μ) = 0.509902.
















Calculant per mètodes numèrics el valor òptim pel mètode basat en mitjanes




























L’error comés en aquestes aproximacions és:
d(σm, μ) = 0.482290
d(σp, μ) = 0.640202
d(σQP, μ) = 0.434542
mentre que
d(ϕE(μ), μ) = 0.553671
d(ψE(μ), μ) = 0.959012
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.
Tots aquests resultats queden resumits en la Taula 3.4.1.
T =Ł T = Π












































































Taula 3.4.1: Taula comparant els diferents mètodes d’aproximació de μ pro-
posats i l’error comés a l’Exemple 1.
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3.4.2 Exemple 2: Cas infinit
Considerem T = Ł, X = [0, 1] i l’indistingibilitat E definida per E(x, y) = 1 −





x + 0.25 if 0 ≤ x ≤ 0.25
√
x if 0.25 ≤ x ≤ 1
i
ψE(μ)(x) = x.
A la Figura 3.4.1 es mostra la gràfica de μ(x), ϕE(μ(x)) i ψE(μ)(x)
Figura 3.4.1: Gràfica dels conjunts μ (negre), ϕE(μ) (blau) i ψE(μ) (vermell)
de l’Exemple 2.
D’acord amb la fórmula desenvolupada al subcapítol 3.1, el millor pes pel mè-
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x + 0.134568 si 0 ≤ x ≤ 0.25
0.461729x + 0.538271
√
x si 0.25 ≤ x ≤ 1.
Mitjançant el mètode basat en potències, la millor solució σp s’assoleix quan
r = 0.7.
σp(x) = 0.7x + 0.3
L’error comés en aquestes aproximacions és
d(ϕE(μ), μ) = 0.010417
d(ψE(μ), μ) = 0.033333
d(σm, μ) = 0.006632
d(σp, μ) = 0.003333.
3.5 Mètode pel mínim
Els mètodes presentats en els darrers subcapítols han depès de l’arquimedianitat
de la t-norma. Aquesta propietat permetia considerar generadors additius i així fa-
cilitar molt els càlculs fins el punt de donar fórmules explícites en el cas de T =
Ł. Però si la t-norma inicial no és arquimediana, cap dels mètodes anteriors és di-
rectament aplicable. En aquest subcapítol donarem un mètode d’aproximació per
extensionals per a la t-norma del mínim.
La clau delmètode que s’explicarà a continuació resideix en el següent resultat.
Proposició3.5.1. Sigui X = {x1, ..., xn} un conjunt finit, E unamin-indistingibilitat
en X i σ un conjunt difús extensional respecte E. Sigui Aσ ⊆ [0, 1] el subconjunt que
consisteix en totes les imatges de E i de σ. Aleshores els subconjunts difusos σ ′ tals que
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existeix una funció creixent f : Aσ → A′σ amb f(a) = a∀a ∈ Im(E) són extensionals
respecte E.
Demostració. Quan la t-normaés elmínim, l’extensionalitat nomésdepènde l’ordre
dels valors de σ i les entrades de E. Per tant,
min(E(xi, xj), σ(xj)) ≤ σ(xi)
implica
min(E(xi, xj), σ ′(xj)) ≤ σ ′(xi).
Comquemantenir la condició d’extensionalitat només depèn de l’ordre enAσ ,
el mètode que en aquest subcapítol es proposa es basa en partir d’un extensional σ
aproximant (prendrem ϕE(μ) i ψE(μ) per a aquest efecte) i ajustar d’acord amb el
Lema3.5.1 els seus valors respectant l’ordenació enAσ . D’aquesta formaconvertim
el problema en un sistema QP, la solució del qual millorarà l’aproximació donada
per σ inicialment.
Algoritme3.5.2. SiguiEunamin-indistingibilitat enun conjunt finitX = {x1, ..., xn}
i μ un conjunt difús.
1. Calcular ϕE(μ) (o ψE(μ)) i trobar AϕE(μ) (o AψE(μ)).
2. Considerar les restriccions per a un conjunt difús σ(x) = (σ1, ..., σn) d’acord
amb el Lema 3.5.1.
3. Minimitzar F = ||μ − σ|| segons aquestes restriccions.
Il·lustrem aquest mètode en un exemple.
Exemple 3.5.3. Considerem la relació de min-indistingibilitat següent
E =

1 0.7 0.4 0.1
0.7 1 0.4 0.1
0.4 0.4 1 0.1
0.1 0.1 0.1 1

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Els conjunts AϕE(μ) and AψE(μ) són
AϕE(μ) = {1, 0.9, 0.7, 0.5, 0.4, 0.2, 0.1}
AψE(μ) = {1, 0.7, 0.4, 0.3, 0.1}
Emprant com a input de l’Algoritme 3.5.2 el conjunt difús extensional ϕE(μ), el
problema QP a resoldre és:
F = (0.3− σ1)2 + (0.5− σ2)2 + (0.9− σ3)2 + (0.2− σ4)2
restringit a
0.4 ≤ σ1 = σ2 ≤ 0.7
0.7 ≤ σ3 ≤ 1










Usant ψE(μ) les restriccions són
0.1 ≤ σ1 = σ2 = σ3 = σ4 ≤ 0.4








Per acabar, l’error comès per aquestes aproximacions és
d(σϕ, μ) = 0.141421
d(σψ, μ) = 0.591608
mentre que
d(ϕE(μ), μ) = 0.2
d(ψE(μ), μ) = 0.640312.
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Hi ha doncs, oh il•lustre visir Nahun Ibn-Nahun, com he dit,
un petit error per part vostra. Compto els versos d’un poema,
calculo l’alçada d’una estrella, (...), aplico en fi les fórmules al-
gebraiques i els principis geomètrics sense ocupar-me del lucre
que pugui resultar dels meus càlculs i estudis. Sense el somni i
la fantasia la ciència s’envileix. És ciència morta.
Conclusió de la defensa de Beremiz
4
Reinterpretació extensional demodels
En el proper capítol d’aquesta tesi s’explicarà la proposta de com utilitzar el marc
teòric de conjunts difusos extensionals i relacions d’indistingibilitats a la repre-
sentació de la informació en neuroimatge MRI i a problemes propis del camp.
Com esmostrarà, la clau per a sinergitzar aquestes dues disciplines radicarà en una
reinterpretació del model del cervell (l’atles estructural) donat.
En aquest capítol explicarem aquesta reinterpretació en un marc més general,
el de tots els models científics. Tot i que l’orientació d’aquesta tesi té una vocació
més específica i orientada a proposar un nou mètode per a la identificació dels
diferents teixits cerebrals, en aquest capítol s’estudiarà com aquest treball es pot
abstraure i, eventualment, aplicar a qualsevol camp científic on s’empri un model.
El resultat principal, sintetitzat en una frase és: Tot model científic es pot reinter-
pretar en termes de conjunts difusos extensionals
En referència a la primera part de la darrera oració, al subcapítol 1.2 d’aquesta
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tesi s’ha afirmat ”el sentit i objectiu de la ciència (...) és el de construir models i
teories per a comprendre els patrons dels fenòmens observats a la realitat externa”.
Els models i les teories són, doncs, objectes formals que actuen com a represen-
tants de fenòmens; en aquest capítol seran estudiats amb cert detall i això permetrà
entendre en profunditat el funcionament d’aquest procés de representació.
La segona part de l’oració cita els conjunts difusos extensionals. Aquests han
estat introduïts i estudiats en els capítols 2 i 3 d’aquesta tesi junt amb altres objectes
teòrics associats com les indistingibilitats i els operadors φE i ψE.
En aquest capítol s’estudiarà com tot model científic genera (o és generat, de-
pèn des de quina banda es vulgui mirar) per se uns conjunts observables en el que
s’anomenarà l’espectre del model.
En primer lloc s’abordarà la qüestió de què és un model científic. Es convida
al lector a fer una pausa en aquest punt i reflexionar quina podria ser una definició
satisfactòria del concepte que inclogui els múltiples usos que es fan d’aquesta pa-
raula en diferents disciplines científiques. També s’estudiarà la no trivial distinció
entre model i teoria.
A continuació s’estudiarà quines són les parts constituents d’un model cien-
tífic. Un atribut important que serà analitzat és l’espectre del model. Aquest serà
la clau que permetrà introduir els conjunts extensionals i tots els objectes formals
de la teoria d’indistingibilitats.
Aquesta reinterpretació permet incorporar tota la càrrega semàntica, formalis-
me, rigor i eines d’aquesta teoria a l’estudi de models científics. Una interessant
aplicació que sorgeix immediatament és que tot model permet definir una distàn-
cia pròpia de forma natural. Aquesta construcció serà estudiada també en aquest
capítol.
Al llarg del capítol es donaran diversos exemples per a il·lustrar les idees ex-
posades.
Cal fer una darrera però important observació respecte el que es proposa en
aquest capítol. Per a mostrar la generalitat de la reinterpretació proposada es parla
de models científics en general i en el sentit més ampli possible. Qualsevol especi-
ficació del mètode en un camp i model particular requereix tenir en compte les
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particularitats del camp i del model en qüestió.
4.1 Models i teories
Model és una de les paraules més transversals i multidisciplinars de la ciència, la
ciència està plena de models. Els trobem en ciències naturals i en ciències de la
salut. En ciències socials i en ciències de la terra. Els trobem, en fi, en totes les
disciplines i camps.
Però també trobem que no vol dir el mateix en cada camp. Què és un model
científic? Quin és el substrat comú que tenen tots els models particulars que exis-
teixen?
És immediat veure la dificultat que suposa donar una definició general que in-
clogui els múltiples usos del terme. Recollint algunes de les idees principals de les
definicions trobades a la literatura, en aquesta tesi definirem model científic com:
Definició 4.1.1. Unmodel científic és una representació d’un fenomen real en un espai
teorico-simbòlic reglat
Unapregunta interessant que sorgeix un copdonada aquesta definició és quina
és, doncs, la diferència entre model i teoria científica. Com s’ha comentat a la in-
troducció, és objectiu de la ciència construir tots dos.
Com en el cas de la definició pròpia de model, la distinció entre ambdós con-
ceptes no està aclarida a la literatura. Fins i tot, des d’un punt de vista de filosofia
de la ciència realista [36], no hi ha diferència significativa entre un i l’altre. Tot es
basa en dissenyar ontologies, atributs i relacions d’extensionalitat (concepte dife-
rent en filosofia de la ciència a l’extensionalitat que s’ha tractat en aquesta tesi) que
es comportin com la realitat tractada. Tanmateix, una aproximació més intuïtiva a
la dicotomia suggereix que les teories són quelcom més global que els models. A
grans trets, això es degut a tres diferències.
La primera és vocacional. La vocació d’un model es merament representa-
tiva, mentre que la d’una teoria és explicativa. Els models, tal com s’han definit,
representen un fenomen observat en un espai teòric en el qual tenim unes regles
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de manipulació simbòlica. És a dir, codifiquen el fenomen en un espai on podem
emprar una sintaxi; però no aporten en símateixos comprensió de les causes o fun-
cionamentdel fenomen. Una teoria científica, per contra, comprenuna codificació
similar però amb una pretensió explicativa del què passa i perquè passa.
La segona diferència, molt relacionada amb la primera, està en la creació de
metaconceptes. Qualsevol teoria científica madura (entenguis amb aquest terme
una teoria ben establerta i contrastada, no en fase experimental o especulativa)
inventa conceptes (meta) no directament observables en el fenomen i postula que
una sèrie de lleis sobre el metaconcepte expliquen el comportament observat. Els
models no defineixen metaentitats més enllà de les directament percebudes.
Per últim, les teories sónmésdemostrables que elsmodels. Unmodel ésmillor
o pitjor si la representació s’escaumés omenys al representat. Però demostrabilitat
implica una lògica subjacent que l’espai teòric/sintàctic delmodel no té en, en gen-
eral, ben definida. Contràriament, les teories sí que tenen una consistència lògica
superior. En la ciència actual, està establert que la demostrabilitat de les teories
està sustentat en el principi de falsabilitat del racionalisme crític de Popper [94].
Utilitzant la teoria figurativa de Wittgenstein [119] es pot caracteritzar clara-
ment aquesta distinció. Segons Wittgenstein el Món són els fets, dels quals ens
fem figures que estan composades (entre altres coses) de símbols i signes.
Els símbols sónentitats conceptuals de lesfigures, que representen(en lafigura)
entitats reals dels fets en qüestió.
Els signes són la concreció dels símbols en la figura.
Així, la relació entre fets del Món, que el constitueixen, es projecta (de fet
segonsWittgenstein és en el sentit invers) en la relació o estructura lògica dels sím-
bols. En la proposició de la figura, aquests són concretats mitjançant una relació
sintàctica entre els signes.
Entès enaquest llenguatge, ladicotomia entremodel i teoria és fàcilment resolta.
Un model té a veure amb una adequada elecció de signes i relacions sintàctiques.
Un model, per se, no és ni bo ni dolent, ni cert ni fals; es considera millor o pitjor
segons si la figura que il•lustra s’escau millor o pitjor als fets.
Una teoria, per contra, es refereix a la relació entre símbols, a l’estructura lògica
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subjacent a la figura i de la qual és l’esquelet. Per tant aquesta pot ser refutada, o
no, segons la seva concordança amb els fets.
Per tancar aquest subcapítol sobre l’essència del conceptemodel cal fer un dar-
rer comentari. Els models no només apareixen en ciència, sinó en altres espais hu-
mans com l’art.
Hi ha, però, una interessant diferència en com s’utilitza aquest concepte. En
ciència unmodel és una representació d’una realitat, en art s’utilitza com a realitat
que es vol representar. Pensis en un model humà per a una pintura: el model és la
realitat i la pintura la representació, contràriament a com és en el cas científic.
Aquest diferent us de la paraula no és preocupant per a tota l’exposició prèvia
i és deguda simplement a un fenomen de polisèmia. En tota aquesta tesi ens re-
stringirem a models en el sentit científic.
4.2 Modelització de models
Dissertats els límits del concepte i de la definició proposada, entrem a analitzar
quines en són les parts constituents. Podem esquematitzar la definició donada en
el següent diagrama:
Figura 4.2.1: Diagrama del procés de modelització
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Comentem alguns aspectes d’aquest diagrama.
En primer lloc cal remarcar que model i fenomen real són objectes essencial-
ment diferents i que viuen en diferents plans de realitat . El fenomen que s’està
modelant pertany al que entenem coma realitat externa,mentre que elmodel con-
struït pertany a un espai simbòlic. És important remarcar que el fet de ser un espai
simbòlic permet que aquest estigui regulat per un conjunt de normes, lleis o regles
finites i controlades pel modelador.
Els ”inputs mesurables” del diagrama són mesures d’entitats reals. Aquests in-
puts són essencialment diferents de les entitats reals en el sentit de l’apuntat al
paràgraf anterior, i es corresponen amb aquelles que el modelador entén que estan
relacionades amb el fenomen.
La funció f del diagrama és una funció o relació entre espais simbòlics que es
construeix per a que tingui un comportament anàleg a la relació real.
L’”output classificable” és l’espai d’arribada de f i es construeix a imatge de
l’espai de fenòmens que es vol modelitzar.
Hi ha un aspecte dels models crucial que encara no ha estat recollit en el dia-
grama: el que en aquesta tesi anomenarem espectre del fenomen i que s’explica a
continuació.
Consideris la situació en que es pretén modelar la intensitat de senyal d’un
encefalograma pla, o la difusió interna de la calor en una màquina inactiva i apa-
gada, o l’activitat sexual de l’os bru pirinenc durant l’època d’hivernació. Tot i que
aquests tres exemples podrien éssermodelats, és immediat tenir la sensació de que
tal activitat és absurda o sense sentit. Això és així perquè l’espectre d’aquests fenò-
mens consta d’un sol element.
Quan es modela un fenomen és perquè aquest pot prendre diferents estats
essencialment diferents. No es modelen situacions estàtiques o estables (com les
proposades abans) perquè el model resultant no aportaria res interessant. Es mo-
delen situacions dinàmiques.
Aquesta variabilitat de l’espai d’estats que pot prendre el fenomen és el que
anomenarem espectre. Com es mostrarà en el subcapítol següent, aquest serà el
concepte clau que permetrà transportar la teoria d’indistingibilitats a l’anàlisi de
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models científics.
4.2.1 Model de desenvolupament urbà d’una ciutat
Il•lustrem què és l’espectre amb un exemple pràctic.
El 1933 Le Corbusier proposà [25] el seu model de desenvolupament urbà
(Figura 4.2.2). D’acord amb Le Corbusier, tot i que l’evolució urbana d’una ciutat
és contínua i dinàmica, es poden distingir 3 etapes diferents.
Figura 4.2.2: Model de desenvolupament urbà segons Le Corbusier [25]
1. Edificis baixos i baixa densitat.
2. Es construeixen gratacels i la densitat de la ciutat augmenta considerable-
ment.
3. La urbs es discretitza i es concentra al voltant de certs nuclis interns.
Aquests tres estats de desenvolupament urbà són l’espectre que Le Corbusier




Tenint en compte l’espectre del fenomen, podem actualitzar el Diagrama 4.2.1
com:
Figura 4.3.1: Diagrama del procés de modelització tenint en compte
l’espectre del fenomen
Sense pèrdua de generalitat podem suposar que la modelització de l’espectre
del fenomen és una família de conjunts difusos. La representació conjuntista és
actualment un estàndard en totes les disciplines científiques. Aquests conjunts es
podenprendre comadifusos per dosmotius. Per una banda, en la línia de l’exposat
al capítol primer d’aquesta tesi, per la versatilitat que ofereix el marc difús per a re-
presentar les incerteses pròpies del procés epistèmic i representatiu. Per l’altra, tot i
que l’espectre consta d’estats essencialment diferents que pot prendre el fenomen,
en general no són fàcilment discernibles les frontisses entre estats, situació que els
conjunts difusos reflecteixen de forma intrínseca. Fins i tot si els diferents estats
de l’espectre fossin clarament disjunts (i per tant una representació amb conjunts
clàssics seria suficient), cal recordar que el cas crisp no deixa de ser un cas particu-
lar del cas fuzzy.
D’acord amb aquesta interpretació, l’espectre indueix una família de conjunts
difusos σ i difusos en l’espai de sortida del fenomen.
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σ i : Output classificable −→ [0, 1]
I per composició amb f queden definits també una família de conjunts sobre
l’espai de sortida del model
σ i ◦ f : Inputs mesurables −→ [0, 1]
El darrer i crucial punt d’aquesta reinterpretació del model, i que justifica el
títol del subcapítol, és que aquests conjunts els podem considerar comuna base de
conjunts difusos extensionals d’una certa indistingibilitat. Aquest pas es justifica
en la següent observació:
Lamotivació subjacent a lamodelitzaciód’un fenomenés trobar una adequada
representació teòrica que permeti, donades mesures d’algunes entitats, predir-ne
el comportament. Tanmateix, en l’espai real, el que representa el fenomen i de
fet l’únic realment observable, és l’espectre del mateix; és a dir els diferents estats
que pot prendre. És natural, doncs, imposar que els conjunts que representen a-
quests estats siguin els observables en l’espai teòric del model. I com s’ha justificat
a l’introduir els conjunts difusos extensionals al capítol segon d’aquesta tesi, hi ha
una forta relació entre observabilitat i extensionalitat respecte una indistingibilitat.
És a través d’aquesta relació que podem relacionar la teoria d’indistingibilitats amb
l’estudi de models científics particulars.
El Teorema de Representació 2.1.7 permet construir una indistingibilitat (ú-
nica) a partir d’una família de difusos que tingui precisament aquesta família com
a generadors del conjunt HE d’extensionals subjacent. Podem construir, doncs,
indistingibilitats E i F sobre l’espai de sortida i d’arribada del model prenent per
base els conjunts f ◦ σ i i σ i respectivament.
Una indistingibilitat en un conjunt X dóna una estructura a X. Una línia de
recerca interessant que sorgeix aquí es la de com es relaciona l’estructura de l’espai
de sortida i arribada del model donades E i F. Aquesta pregunta ha estat parcial-
ment estudiada a [12] i donades algunes condicions sobre com és aquesta relació
en funció de les propietats de f.
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Així, la reinterpretació completa de lamodelització es concreta en elDiagrama
4.3.2.
Figura 4.3.2: Diagrama final del procés de modelització amb la reinter-
pretació proposada
4.3.1 Model d’aprenentatge conductista
Il•lustrem tota la reinterpretació proposada enunexempled’aprenentatge conduc-
tista. Prenem com amodel base el clàssic exemple de l’experiment de Pavlov [89].
El fenomenenqüestió és l’existènciad’unaprenentatgedel tipus estímul-resposta
(so d’una campana-salivació del gos) i es vol construir un model per representar
l’aprenentatged’aquesta relaciódonatuncert nombrede repeticionsde l’experiment.
Clarament l’espectre del fenomen està composat per dos elements: aprenen-
tatge, no aprenentatge. En el model aquests dos estats es representarien amb con-
junts difusos que, per exemple, es poden denotar Asi i Ano.
El model del fenomen serà doncs la següent funció:
f : {0, ..., 1000} −→ [0, 1]× [0, 1]
n −→ (Asi(n),Ano(n))
L’espai de sortidad’aquestmodel ({0, .., 1000}) representa el númerode repeti-
cions de l’experiment. Així, aquestmodel avalua la quantitat d’aprenentatge adqui-
rida pel gos per cada número de repeticions entre cap i 1000.
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Els conjunts de subconjunts difusos extensionals HE i HF sobre els espais de
sortida i d’arribada delmodel respectivament són els generats per{Asi,Ano} i{Asi◦
f,Ano ◦ f} d’acord amb la Proposició 2.1.11.
HE =< Asi,Ano >
HF =< Asi ◦ f,Ano ◦ f >
Aquests conjunts HE i HF defineixen les relacions d’indistingibilitat E i F que
completen la reinterpretació d’aquest model d’aprenentatge conductista d’acord
amb el Teorema 2.1.7.
4.4 Models i distàncies
Una aportació interessant d’aquesta reinterpretació en termes de conjunts exten-
sionals és que permet definir funcions distància associades al model tant a l’espai
de sortida com el d’arribada. A continuació s’explica com aquestes es poden cons-
truir de forma natural.
Recordem la definició de funció distància.
Definició 4.4.1. Sigui X un conjunt. Una distància o mètrica d sobre X és una funció
d : X× X→ R+ verificant
• d(x, x) = 0 ∀x ∈ X
• d(x, y) = d(y, x) ∀x, y ∈ X
• d(x, y) + d(y, z) ≥ d(x, z) ∀x, y, z ∈ X
A vegades es diferencia entre pseudodistàncies i distàncies imposant la condi-
ció addicional d(x, y) = 0⇔ x = y. En aquesta tesi parlarem de distàncies sense
considerar aquesta darrera condició.
Una funció d : X× X −→ [0, 1] verificant les propietats anteriors s’anomena
distància normalitzada. Considerant una t-conorma S [68], la noció de distància
es pot generalitzar a S-distància [58] [115] com:
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Definició 4.4.2. Sigui X un conjunt i S una t-conorma. Una S-distància o S-mètrica
d sobre X és una funció d : X× X→ R+ verificant
• d(x, x) = 0 ∀x ∈ X
• d(x, y) = d(y, x) ∀x, y ∈ X
• S(d(x, y), d(y, z)) ≥ d(x, z) ∀x, y, z ∈ X
El següent teorema mostra la coneguda equivalència entre indistingibilitats i
distàncies
Teorema4.4.3. Eés unaT-indistingibilitat ambT ≥Ł, sentŁ la t-normadeŁukasiewicz.
si i només si dE(x, y) = 1− E(x, y) és una distància normalitzada.
La condició T =Ł no és en general gaire forta, notis que les 3 t-normes con-
tínues bàsiques (Lukasiewicz, Producte i Mínim) la compleixen. Tanmateix, si el
model tingues una t-norma pròpia que no verifiqués aquesta condició el següent
resultat garanteix que es poden construir S-distàncies igualment.
Teorema4.4.4. [58]Sigui φ unanegació involutiva (forta). E és unaT-indistingibilitat
si i només si dE(x, y) = φ(E(x, y)) és una S-distància normalitzada, sent S la t-
conorma dual de E i φ per la relació de De Morgan S(x, y) = φ(T(φ(x), φ(y))).
Utilitzant els resultats anteriors podemdoncsdonarunaestructurad’espaimètric
(o S-mètric) a l’espai d’inputs i al d’output del model.
(Inputsmesurables, dE)
f−→ (Outputclassificable, dF)
Sintetitzant, la distància associada a un model es concreta en el següent enun-
ciat.
Definició 4.4.5. Sigui T ≥ Ł una t-norma, M unmodel amb espectre {σ i}i∈I. Siguin
E i F les T-indistingibilitats generades en l’espai de sortida i d’arribada deM respectiva-
ment. Es defineixen les distàncies associades al model dE i dF com:
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dE(x, y) = 1− E(x, y)
dF(x, y) = 1− F(x, y)
Considerant t-normes arbitràries i S-distàncies, l’anterior definició és:
Definició 4.4.6. Sigui T una t-norma, φ una negació involutiva (forta), M un model
amb espectre {σ i}i∈I. Siguin E i F les T-indistingibilitats generades en l’espai de sortida
i d’arribada de M respectivament. Es defineixen les S-distàncies associades al model dE
i dF com:
dE(x, y) = φ(E(x, y))
dF(x, y) = φ(F(x, y))
Aquestes distàncies són úniques, llevat de la tria de la t-norma, i han estat gen-
erades a partir del propi model i dels diferents estats essencialment diferents que
pot prendre la sortida del mateix.
Quan en algun camp científic s’empra un model i es necessita mesurar la dis-
tància entre diverses entitats es sol emprar en la immensa majoria de casos la dis-
tància euclidiana o la de Manhattan. És cert que en els darrers anys hi ha hagut un
aprofundiment en la recerca i construcció de noves funcions distància (algunes
propostes interessants són [40] [92] [98]) però segueix sent una pràctica genera-
litzada l’ús de les dues distàncies prèviament esmentades.
Elmotiu d’aquest fet és que el seu rendiment és en general prou bo. Tanmateix,
aquesta tria és arbitrària en el sentit dequenoes té en compteni les característiques
topològiques ni fenomenològiques ni, en general, les característiques pròpies del
model en qüestió.
A través de la reinterpretació delmodel en termes del seu espectre, representat
com una família de conjunts observables que defineixen una indistingibilitat, es
pot construir una distància que no pateix aquest problema d’arbitrarietat.
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4.4.1 Model meteorològic
Considerem un model meteorològic qualsevol i suposem que es realitza tota la
reinterpretació tal com s’ha proposat en aquest capítol (l’espectre està composat
pels diferents estats climàtics).
La distància associada al model pot ser molt útil per la seva sensibilitat en
condicions climatològiques límit. Per exemple, una diferència tèrmica de−1 ◦C a
+1◦C i una de+23◦C a+25◦C són equivalents (dues unitats) considerant la dis-
tància euclidiana la de Manhattan. Tanmateix, és clar que a nivell fenomenològic
el primer cas pot portar a estats climàticsmolt diferentsmentre que el segon cas en
general no. La distància associada al model, que tal com s’ha definit ha estat cons-
truïda precisament a través de l’anàlisi fenomenològic, seràmés sensible a aquestes
situacions i ambdós intervals tèrmics no seran mesurats amb igual distància.
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Les paraules eloqüents de Beremiz van impressionar profun-
dament als nobles i ulemes que rodejaven el tro. El rei es va
acostar al Calculador, li alçà la ma dreta i exclamà amb deci-
dida autoritat:
- La teoria del científic somiador ha vençut i vencerà sem-
pre l’oportunisme vulgar de l’ambiciós sense ideal filosòfic.
¡Ke1imet—Quallah!




En aquest capítol es mostrarà com es pot aplicar la reinterpretació de models pro-
posada en el capítol anterior a la representació de la informació en neuroimatge i
concretament en imatge MRI.
Donada una imatge MRI del cervell d’un subjecte és mèdicament important
poder discriminar les diferents regions anatòmiques i teixits que hi son represen-
tats. Per a realitzar aquesta tasca de forma automatitzada en diversos mètodes
ressenyats a la literatura [91] s’utilitzen atles estructurals del cervell. Si entenem
un atles com un model del cervell (que, enllaçant amb els comentaris del capítol
4, modela el fenomen de l’existència de diferents regions anatòmiques) estem en
condicions d’aplicar les idees desenvolupades al capítol 4 d’aquesta tesi. Podem
per tant, emprar la teoria difusa d’indistingibilitats i generar una sinèrgia entre les
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seves aportacions amb els problemes imètodes propis del campde la neuroimatge.
Si s’apliquen les idees del capítol anterior, un atles cerebral defineix una relació
d’indistingibilitat sobre l’espai d’imatges MRI. Donada per tant la MRI d’un pa-
cient en un context clínic s’està en condició d’utilitzar tots els resultats desenvolu-
pats i demostrats en els capítols 1, 2, 3 i 4 d’aquest treball.
Aquesta reinterpretació extensional d’atles estructurals i imatges MRI cere-
brals s’explicarà en el cas més general i posteriorment s’il·lustrarà en un exemple
específic amb un atles i una MRI concrets.
S’aprofitarà aquest exemple per mostrar algunes possible vies d’aplicació de
la teoria proposada. Concretament es detallarà com els Tissue Probability Maps
(TPMs) de l’atles poden particularitzar-se sobre la MRI concreta per incorporar
la informació singular i del subjecte, informació que per definició el model no pot
tenir.
L’autor també ha esbossat algunes línies de possible aplicació futura d’aquest
marc desenvolupat que s’explicaran en el capítol corresponent de les conclusions.
El capítol s’estructura de la següent manera:
En primer lloc es donaran alguns conceptes bàsics de neurociència en gen-
eral i de neuroimatge en particular. Es donarà també una breu explicació dels
diferents teixits que es poden trobar en un estudi anatòmic del cervell. A con-
tinuació s’explicarà com un atles estructural de neuroimatge MRI defineix un o-
perador d’indistingibilitat sobre l’espai d’imatgesMRI. Posteriorment es mostrarà
com aquesta indistingibilitat permet particularitzar alguns elements generals del
model (els Tissue Probability Maps) sobre imatges MRI clíniques. Per acabar
s’exemplificarà tot el treball proposat en un cas pràctic. Es donaran els detalls tèc-
nics de les dades emprades en primer lloc i es mostrarà pas per pas com es realitza
la reinterpretació i la particularització dels TPMs en aquest cas particular.
5.1 Preliminars de neurociència
La neurociència és quasi tan antiga com la pròpia ciència. Els primers documents
dels que es té constància que estudien la relació i funció del cervell a l’organisme
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humà són d’Aristòtil. De fet, en el seu llibre ”Història dels animals” [5] el gran
filòsof arriba a aquesta conclusió (sorprenent i curiosa ambel coneixement actual).
El cervell és un òrgan tou, calent, de textura semblant als excrements. És impossible
que sigui el substrat d’una funció tan noble com el pensament humà, per tant ha de ser
el cor qui està a càrrec d’aquesta funció. ¹
Sónmolt destacables pel seu impacte en els segles posteriors els treballsmèdics
d’estudi anatòmic i funcional del cervell de Hipòcrates [56] i Galeno [52].
Tot i que entre la Grècia clàssica i la ciència de finals del segle XIX hi van haver
alguns científics i filòsofs que van fer aportacions a la qüestió de com funciona
el cervell, el tret de sortida de la neurociència actual i de la comprensió real (no
només fenomenològica) del cervell són els treballs de Golgi i Cajal.
Camillo Golgi va idear una tècnica de tintatge amb cromat de plata que va
permetre per primer cop veure neurones al microscopi [53]. Aquest avenç va
permetre Santiago Ramón y Cajal desenvolupar la seva teoria neuronal [95], que
planteja les neurones com la unitat bàsica estructural del sistema nerviós i la con-
nexió sinàptica entre elles el principal canal de transmissió d’informació. És sor-
prenent i prova de la potència d’aquesta teoria la seva vigència encara avui.
5.1.1 Preliminars de neuroimatge
La neuroimatge, entesa com el conjunt de tècniques per visualitzar anatòmica o
funcionalment el cervell (o altres parts del sistema nerviós) de forma directa o in-
directa és molt més recent.
Dins del conjunt de mètodes de neuroimatge no invasives, una de les princi-
pals famílies demètodes és les Emission computed tomographies (ECT), entre les
que ocupa un lloc especial la Positron emission tomography (PET) proposada el
1983 [111]. Aquests mètodes es basen en el monitoratge de la radiació de certes
partícules ingerides, inhalades o introduïdes d’alguna altra manera en l’organisme
del pacient.
¹Aristoteles. Historia dels animals [5]
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Una altra tècnica molt emprada actualment és la Tomografia Axial Compute-
ritzada (TAC). Està basada en la irradiació amb raigs X de la zona anatòmica en
qüestió i la reconstrucció de la imatge en diferents profunditats o talls. La TAC es
fa servir no sols en estudis neurològics sinó també en l’estudi d’ altres parts del cos
humà.
A dia d’avui una de les tècniques de neuroimatge més utilitzades, i que serà la
que s’utilitzarà enaquesta tesi, és la visualitzacióper ressonànciamagnètica (MRI).
Aquests consisteixen en aplicar un intens (no nociu) camp magnètic a la zona
d’anàlisi que sincronitza algunes propietats dels nuclis atòmics i excitar-los mit-
jançant una senyal de radiofreqüència. La imatge es construeix registrant el temps
de recuperació de l’estat d’equilibri que defineix els diferents teixits. Les MRIs
són molt emprades avui com element de diagnosi i s’utilitzen especialment per
a l’estudi anatòmic del cervell. ²
Un altre mètode menys utilitzat avui en dia són els electroencefalogrames i
magnetoencefalogrames (EEG iMEG). Van ser proposats l’any 1924 per a l’estudi
mèdic de l’ésser humà [110] i consisteixen en mesurar el potencial elèctric i mag-
nètic respectivament al pericrani. El resultat no és pròpiament una imatge sinó una
intensitat de senyal.
Com que la proposta realitzada en aquesta tesi és de caire anatòmic és treba-
llarà amb imatges MRI.
5.1.2 Teixits anatòmics del cervell
El cervell es pot discriminar anatòmicament a molts nivells. En el nivell més gen-
eral, sense entrar en les funcionalitats específiques de diferents zones, es diferen-
cien dos teixits anatòmics. ³
• Substància Gris (Gray Matter o GM): Formada principalment pel soma de
les neurones i porcions dels axons neuronals nomielinitzats. La seva funció




• Substància Blanca (WhiteMatter oWM): Format principalment per axons
neuronalsmielinitzats. Lamielina dóna la substància blanca el seu color. Té
un rol important en la velocitat i transmissió del senyal nerviós.
A més es reconeix un tercer teixit no neuronal al cervell:
• Líquid cefalorraquídic (CerebroSpinal Fluid o CSF): És incolor tot i que a
les MRIs es veu negre. Té diverses funcions d’estabilització i protecció del
cervell. No té cap activitat específica reconeguda pel que fa al tractament de
la informació.
Com s’ha comentat abans, es pot estudiar diferents regions anatòmiques del
cervell amb més especificitat tenint en compte les funcions de cadascuna. Com
que aquesta tesi es restringeix a l’estudi dels teixits GM, WM i CSF no aprofundi-
rem en aquestes altres classificacions.
La identificació dels diferents teixits en el cervell és un important problema
mèdic, ja quemoltesmalalties neurològiques afecten només un d’aquests teixits, o
són diagnosticables a partir de les anomalies en la visualització d’un d’ells.
5.2 Representació extensional d’atles estructurals i imat-
gesMRI
Per aplicar la reinterpretació proposada en aquesta tesi s’ha de llegir l’atles en ter-
mes de conjunts extensionals. Per a fer-ho, i enllaçant amb la línia discursiva més
abstracte i general del Capítol 4, cal abans retrotraure el problema de l’anàlisi de
neuroimatge al llenguatge dels models i els fenòmens.
5.2.1 Model
Un atles és un model del cervell. Quan el model fa referència a les components
anatòmiquesdel cervell es parla d’atles estructural. Amésd’una imatgeMRImodel
els atles estructurals solen portar incorporats altres imatges com la MRI model en
diferents potenciacions (el treball d’aquesta tesi es restringirà només a imatgesT1),
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un mapa de les diferents regions anatòmiques i d’altres imatges. Entre aquestes
altres es consideren els anomenats Tissue probability maps (en endavant TPMs)
atesa la proposta que presentem en el subcapítol 5.4 .
Figura 5.2.1: Tall axial 80 de l’atles cerebral SRI24 potenciat en T1 que
s’utilitzarà en aquest treball.
Els TPMs donen una funció de distribució espacial de la probabilitat de cada
vòxel de pertànyer a cadascun dels tres teixits: CSF, GM i WM, i són utilitzats per
molts mètodes de tractament de neuroimatge MRI, per exemple en alguns mè-
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todes de segmentació [91].
Figura 5.2.2: TPM del teixit csf
En l’exemple pràctic del subcapítol 5.4 s’utilitzarà l’atles SRI24 [100]. A la
Figura 5.2.1 es mostra el tall axial 80è d’aquest model, i a les Figures 5.2.2 - 5.2.4
els corresponents TPMs.
Hi ha dues assumpcions addicionals que fem a l’hora de considerar un atles
com un model del cervell. La primera és que tots els cervells tenen una distribu-
ció espacial dels teixits aproximadament idèntica. És a dir, tothom té les mateixes
regions més o menys al mateix lloc. Per això té sentit utilitzar atles estadístics que
donen funcions de distribució i densitat d’aquestes localitzacions. La segona és
que aquests teixits són discriminables pel seu nivell de gris o d’altres propietats
que queden recollides en la imatge MRI. Aquest fet justifica que els metges i els
programes automatitzats les utilitzin per distingir i discriminar els teixits. És a dir,
les MRIs són representants vàlides del cervell.
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Figura 5.2.3: TPM del teixit GM
Figura 5.2.4: TPM del teixit WM
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Cal assenyalar que es poden estendre tots aquests resultats tant a altres fonts
de neuroimatge com a d’altres components de l’atles mateix. L’única condició
necessària per a realitzar tot el treball que a continuació es detalla es disposar d’un
model considerat vàlid i d’una família de conjuntsquemodeli l’espectredel fenomen
en qüestió.
5.2.2 Reinterpretació
Una MRI és una aplicació que a cada vòxel li atorga un nivell de gris.
MRI : {1, ..,Dimx} × {1, ...,Dimy} × {1, ..., n talls} −→ {0, ...,NG− 1}
on Dimx i Dimy denoten, respectivament, la resolució en els eixos x i y de la
imatge plana iNG el nombremàximdenivells de gris que s’emprenper representar
la informació de la imatge.
Comque el treball que es proposa es restringeix a imatgesMRI prendrem com
a univers de discurs l’espai de totes les possibles imatges MRI.
Definició 5.2.1. L’espai de totes les imatges MRI amb nivell de gris discret entre 0 i
NG, que prendrem com a univers de discurs X en aquest treball, és
X = {1, ..,Dimx} × {1, ...,Dimy} × {1, ..., n talls} × {0, ...,NG− 1}
Cal remarcar que tot el treball que es proposa es realitza sobre aquest univers
X de totes les possibles imatges. Evidentment l’objectiu es refereix i circumscriu a
aquelles imatges que són MRIs d’un cervell.
Una altra observació important és que en X les imatges corresponents a cada
tall es poden entendre geomètricament com una superfície amb discontinuïtats
en els contorns dels objectes. Aquesta interpretació geomètrica és utilitzada per
alguns mètodes de segmentació com [10] [83].
Fixada lanotació, enXhihaduesMRIsque rebranunnomespecial. Laprimera
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és la de l’atles (Figura 5.2.1) i la segona la del subjecte (Figura 5.4.1). Les anome-
narem ”model” i ”pacient” respectivament.
Amb aquesta notació els TPMs defineixen els següents tres conjunts en X.
σcsf, σgris, σblanc : X −→ [0, 1]
σcsf(x, y, z, ng) =
{
csf(x, y, z) si ng = model(x, y, z)
0 altrament
σgris(x, y, z, ng) =
{
gris(x, y, z) si ng = model(x, y, z)
0 altrament
σblanc(x, y, z, ng) =
{
blanc(x, y, z) si ng = model(x, y, z)
0 altrament
Prendre σcsf, σgris i σblanc, tal com s’han definit, com els extensionals del model
seria massa dràstic, ja que la MRI model s’ha de entendre com una bona aproxi-
mació de la posició i nivell de gris de cada punt però no en un sentit absolut.
Il·lustrem els problemes que això comportaria amb un exemple.
Suposem que model(50, 50) = 500, subjecte(50, 50) = 505 i gris(50, 50) =
0, 7. Tal com hem definit σgris es tindria σgris(50, 50, 505) = 0 i per tant tot i tenir
un nivell de gris proper al del model, no podríem inferir res en laMRI del pacient.
Seria desitjable que els nivells de gris propers als del model donessin pertinences
(a priori) semblants als dels TPMs. És a dir, és esperable algun tipus de continuïtat
o consistència entre les dades i el model.
Una anàlisi heurística de les dades permet estimar que el nivell de gris d’un
píxel d’un teixit pot variar en l’interval (model(x, y, z) − NG/5,model(x, y, z) +
NG/5) entre diferents MRIs.
Per tant, redefinim els conjunts σcsf, σgris i σblanc com segueix.
Definició 5.2.2. Es defineixen els conjunts σcsf, σgris i σblanc com:
σcsf, σgris, σblanc : X −→ [0, 1]
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σcsf(x, y, z, ng) =
{
csf(x, y, z) · (1− |ng−model(x,y,z)|NG/5 ) si |ng− model(x, y, z)| < NG/5
0 altrament
σgris(x, y, z, ng) =
{
gris(x, y, z) · (1− |ng−model(x,y,z)|NG/5 ) si |ng− model(x, y)| < NG/5
0 altrament
σblanc(x, y, z, ng) =
{
blanc(x, y, z) · (1− |ng−model(x,y,z)|NG/5 ) si |ng− model(x, y, z)| < NG/5
0 altrament
Es comenten a continuació algunes propietats importats de la definició dona-
da. Consideris per exemple el teixit CSF (els altres verifiquen les mateixes propi-
etats).
• El factor (1− |ng−model(x,y,z)|NG/5 ) quemultiplica csf(x, y, z) és el que dóna la con-
tinuïtat i consistència entre la similitud en gris al model i la distància a la
pertinença donada pel TPM.
• σcsf(x, y, z,model(x, y, z)) = csf(x, y, z), i per cada dues unitats en gris de
diferència entre cada píxel del subjecte respecte del model la pertinença
donada pel TPM baixa un 1%.
• Contràriament, si |ng−model(x, y, z)| > NG/5 llavors s’entén que el píxel
delmodel i del subjecte són clarament diferents i per tant la informació don-
ada pel TPM és zero.
• Si fixem les coordenades espacials x = x0, y = y0, z = z0 i considerem el
nivell de gris ng com a variable, σcsf, σgris i σblanc tenen una forma piramidal
comes pot veure a les Figures 5.2.5 - 5.2.7. Tambépodrien ser considerades
altres formes geomètriques (com per exemple les gaussianes) per construir
aquests difusos.
Per completar la reinterpretació cal prendre σcsf, σgris i σblanc com a base d’un
conjunt d’extensionals d’acord amb la Definició 5.2.2
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Figura 5.2.5: Conjunt σcsf en el píxel (100,100) deixant variar el nivell de gris
Figura 5.2.6: Conjunt σgris en el píxel (100,100) deixant variar el nivell de gris
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Figura 5.2.7: Conjunt σblanc en el píxel (100,100) deixant variar el nivell de
gris
Definició 5.2.3. Donats σcsf, σgris i σblanc tal com s’han definit a 5.2.2, definim la in-




HEmodel =< σcsf, σgris, σblanc >
Recapitulant, donat un atles estructural amb l’espectre donat pels TPMs s’ha
construït una relació d’indistingibilitat Emodel amb un conjunt de subconjunts di-
fusos extensionals HEmodel i base σcsf, σgris i σblanc.
En aquestes estructures borroses s’ha projectat tota la informació i dades de
l’atles. En resum, s’ha realitzat una completa reinterpretació de l’atles en termes de
conjunts extensionals i relacions borroses. En els propers subcapítols esmostraran
algunes propostes d’aplicació d’aquests resultats que poden ser útils per tal de mil-
lorar elsmètodes automatitzats que es fan servir actualment pel tractament de neu-
roimatges i la identificació de teixits.
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Una altra aportació d’aquesta relectura d’un atles en termes d’operadors d’in-
distingibilitat està constituïda per la possibilitat d’introduir una càrrega semàntica
al camp. La mateixa prové del fet de que, tal com s’ha justificat als capítols 1 i 2
d’aquesta tesi, parlar d’indistingibilitats permet introduir nocions com similitud,
proximitat, observabilitat, etc.
Disposar d’ una semàntica és important per diverses raons. En primer lloc per-
met verbalitzar i entendremillor el problema i les seves característiques. Al capítol
1 d’aquesta tesi s’ha afirmat que la precisió numèrica és el principal punt fort de
l’estadística, mentre que la comprensibilitat ho és de la lògica difusa. Per això és
interessant poder donar una semàntica difusa en un context tan ric en mètodes
estadístics com és el de l’anàlisi automatitzada de neuroimatges. Tenir una semàn-
tica és, doncs, útil per a poder emprar tècniques de caire diferent a l’estadístic. A-
questsmètodes estadístics sónd’una precisió sense igual en elmón científic a canvi
de patir de l’efecte black box. Aquesta és la causa de que sigui difícil en general
generar sinèrgies entre mètodes estadístics i no-estadístics i sovint la possessió d’
una semàntica subjacent es la clau per a sortir del atzucac. És a dir, poder tractar
el problema en termes de similitud, observabilitat i distància permet utilitzar tèc-
niques no-estadístiques (com, per exemple, sistemes de regles difuses o d’altres)
per a tractar problemes del camp. A través de la semàntica proposada es dóna un
camí per a confluir l’estadística que s’utilitza extensament en el camp amb altres
tècniques diferents.
5.3 Particularització dels TPMs
Una interessant via d’aplicació de la reinterpretació proposada és la particularitza-
ció dels TPMs. Com s’ha comentat prèviament, els TPMs venen donats per l’atles
i són funcions de la distribució espacial a priori dels teixits en una MRI. Aquest
coneixement a priori donat pel model és utilitzat per diversos mètodes de la lite-
ratura, per exemple SPM [91], per a diverses funcions d’anàlisi de la imatge.
Donat que els TPMs defineixen una noció d’observabilitat i una estructura a
l’espai X de totes les possibles MRIs, una interessant qüestió és com aquesta es
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concreta en unaMRI clínica. És a dir, com s’especifica la distribució de cada teixit
que és té a priori quan aquesta es contrasta sobre una MRI clínica d’un subjecte o
pacient.
En aquest subcapítol s’explicarà com es pot realitzar una particularització ex-
tensional delsTPMsenunaMRI subjected’acordamb la reinterpretacióproposada.
En el proper subcapítol s’exemplificarà en un cas particular.
El primer pas necessari per a poder injectar la informació de l’atles en la MRI
particular és transformar geomètricament la MRI subjecte a l’espai normalitzat en
el que està definit l’atles. Aquesta transformació s’anomena normalització i a la lite-
ratura s’han proposatmúltiples algoritmes per a realitzar-la [67]. En l’exemple que
es dona en el subcapítol següent s’ha utilitzat l’algoritme de normalització donat
pel paradigma Statistic Parametrical Mapping.
Es defineix a continuació que s’entén per una particularització dels TPMs.
Definició 5.3.1. Donada una MRI subjecte, i els TPMs d’un atles tal com han estat
definits (Definició 5.2.2), definim la particularització dels TPMs en la imatge MRI
particular com:
• μcsf(x, y, z) = σcsf(x, y, z, subjecte(x, y, z))
• μgris(x, y, z) = σgris(x, y, z, subjecte(x, y, z))
• μblanc(x, y, z) = σblanc(x, y, z, subjecte(x, y, z))
Hihaunproblemade caire semàntic en elsTPMsparticularitzats. Tal coms’ha
definit la indistingibilitat de l’atles, els TPMs són conjunts observables. Si volem,
per exemple, desenvoluparoutilitzar algunmètodequediscerneixi els teixits d’una
MRI (segmentació) cal que la solució sigui observable.
Però tal coms’handefinit μcsf, μgris, μblanc, aquests no sónengeneral subconjunts
difusos extensionals. El subcapítol 5.4 es en dóna un contraexemple, ja que per
exemple, considerant la t-norma Producte μcsf (Figura 5.4.2) no coincideix amb
ϕE(μcsf) (Figura 5.4.14) ni ψE(μcsf) (Figura 5.4.17)
Per tal de preservar l’observabilitat cal cercar els conjunts difusos extensionals
que millor aproximen la particularització dels TPMs. Com es pot veure, aquest
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problema és idèntic al tractat en el capítol 3 d’aquesta tesi. Podem per tant uti-
litzar els diversos mètodes d’aproximació per extensionals, considerant diferents
t-normes, con les que s’han proposat en aquesta tesi per a resoldre el problema.
5.4 Exemple
A continuació es dóna un exemple de la particularització extensional dels TPMs.
Figura 5.4.1: MRI (normalitzada) que s’utilitzarà en aquest treball.
S’utilitzarà laMRI (Figura 5.4.1), obtinguda d’un subjecte sa que ha cedit lliu-
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rement l’ús de la seva imatge per a aquesta recerca.
Les dimensions de la MRI són 256 × 256 × 160 i la informació es representa
amb 12 bits.
Per a il·lustrar en imatges aquest exemple s’utilitzarà la imatge potenciada en
T1 i el tall axial 80 de la MRI normalitzada.
Figura 5.4.2: Particularització del TPM del teixit CSF
L’atles (Figura 5.2.1) utilitzat ha estat el SRI [100] on es disposa d’ un model
del cervell en diferents potenciacions (T1, T2 i PD) de 12 bits, amb mapes de les
diferents regions anatómiques i TPMs dels diferents teixits (Figures 5.2.2 - 5.2.4).
Les computacions s’han realitzat en un ordinador i7 de 3.40 GHz, 8 GB de
memòriaRAM i un sistema operatiuWindows 7 de 64 bits. La programació i trac-
tament de les dades s’ha fet en la versió R2014b de Matlab.
Com a pre-processament de les dades s’ha normalitzat l’atles i la MRI a l’espai
normalitzat en el que està definit l’atles. Per a fer-ho s’ha utilitzat la toolbox SPM8
[91] de Matlab, on es disposa d’una funció de normalització.
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Figura 5.4.3: Particularització dels TPM del teixit GM
Posteriorment s’ha igualat l’escaladegris d’ambduesMRIescalant-lesde forma
lineal entre 0 (negre) i 1000 (blanc). En aquesta escala de gris el valor de NG/5 és
200.
Les Figures 5.4.2 - 5.4.4 mostren la particularització dels TPMs en aquesta
MRI, tal com s’ha definit al subcapítol anterior.
Per tal de cercar els subconjunts difusos extensionals que millor aproximen
aquestes particularitzacions s’ha utilitzat el mètode basat en mitjanes (subcapítol
3.1), elmètodebasat enpotències (subcapítol 3.2) i elmètodeproposat pelMínim.
En aquest exemple però, només es mostren les imatges del primer mètode ja que
són visualment més acurades que els altres dos esmentats.
Considerant la t-norma de Łukasiewicz i aplicant els operadors d’aproximació
per extensionals superior i inferior s’obtenen els següents conjunts extensionals de
les figures 5.4.5 - 5.4.10.
Mitjançant el mètode basat en mitjanes ponderades (subcapítol 3.1) la millor
aproximació dóna els conjunts extensionals de les Figures 5.4.11 - 5.4.13.
Considerant la t-norma producte, les aproximacions superiors i inferiors dels
104
TPMs particularitzats es mostren a les Figures 5.4.14 - 5.4.19 i els conjunts resul-
tants del mètode a les Figures 5.4.20 - 5.4.22.
En conclusió, aquestes figures il·lustren el mètode proposat d’utilitzar la teo-
ria d’indistingibilitats i subconjunts difusos extensionals per a la representació de
la informació d’un atles MRI en una imatge particular. Com es pot veure, espe-
cialment amb les imatges obtingudes amb la t-norma Producte (Figures 5.4.20
- 5.4.22), es pot veure una millora visual en la nitidesa de les diferents regions
anatòmiques.
Figura 5.4.4: Particularització dels TPM del teixit WM
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Figura 5.4.5: ϕE(μcsf) per T = Ł
Figura 5.4.6: ϕE(μgris) per T = Ł
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Figura 5.4.7: ϕE(μblanc) per T = Ł
Figura 5.4.8: ψE(μcsf) per T = Ł
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Figura 5.4.9: ψE(μgris) per T = Ł
Figura 5.4.10: ψE(μblanc) per T = Ł
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Figura 5.4.11: Particularització extensional del TPM CSF amb el mètode
basat en mitjanes amb la t-norma Łukasiewicz
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Figura 5.4.12: Particularització extensional del TPM GM amb el mètode
basat en mitjanes amb la t-norma Łukasiewicz
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Figura 5.4.13: Particularització extensional del TPM WM amb el mètode
basat en mitjanes amb la t-norma Łukasiewicz
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Figura 5.4.14: ϕE(μcsf) per T = Π
Figura 5.4.15: ϕE(μgris) per T = Π
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Figura 5.4.16: ϕE(μblanc) per T = Π
Figura 5.4.17: ψE(μcsf) per T = Π
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Figura 5.4.18: ψE(μgris) per T = Π
Figura 5.4.19: ψE(μblanc) per T = Π
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Figura 5.4.20: Particularització extensional del TPM CSF amb el mètode
basat en mitjanes amb la t-norma Producte
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Figura 5.4.21: Particularització extensional del TPM GM amb el mètode
basat en mitjanes amb la t-norma Producte
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Figura 5.4.22: Particularització extensional del TPM WM amb el mètode





L’objectiu inicial d’aquesta tesi doctoral era proposar un nou marc teòric de
recerca en el si de la teoria d’indistingibilitats amb potencials aplicacions en pro-
blemes d’inferència automatitzada i anàlisi d’imatge biomèdica. Això s’ha realitzat
enfocant el problema en un marc molt general de tractament i representació de
la incertesa i proposant una reinterpretació en termes difusos de qualsevol model
científic„ en particular demodels estructurals cerebrals en imatgeMRI. A continu-
ació es sumaritzen les principals contribucionsde cada capítol i s’expliciten algunes
línies de futura recerca que s’obren en aquest treball.
6.1 Sumari dels principals resultats
Per a realitzar aquest objectiuprincipal s’ha estudiat enprimer lloc la incertesa enel
marcmés general del procés epistemològic i afitat al sentit que pot tenir incorporar
nocions borroses a la representació del coneixement i de la imatge mèdica.
Posteriorment s’ha estudiat el marc de la teoria difusa d’indistingibilitats i s’ha
aprofundit en la teoria dels conjunts borrosos extensionals, justificant la seva uti-
lització per a representar els conceptes granulars i els conjunts observables.
En darrer lloc s’ha desenvolupat una interpretació borrosa demodels científics
en general que permet acostar i utilitzar totes les eines difuses en l’anàlisi de les
particularitats i l’observabilitat dels models. Com a cas particular s’ha utilitzat tot
això en el camp de la neuroimatge mèdica MRI i els atles estructurals cerebrals.
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Podem concloure que l’objectiu plantejat a l’inici de la tesi ha estat satisfactòri-
ament assolit en un pla teòric i il·lustrat com aquest es pot utilitzar en aplicacions
pràctiques concretes, quedant com a futures línies de recerca el ple desenvolupa-
ment i implementació d’aquestes tècniques per a l’eventual millora de problemes
propis del camp.
L’objectiu principal ha estat dividit en cinc objectius secundaris que han estat
treballats respectivament en els cinc capítols d’aquesta tesi, els principals resultats
dels quals es sumaritzen a continuació.
1. Why Fuzzy?
• Identificaciódediferents fontsd’incertesa i la seva relació amb l’esquema
de les 3 capes de la cognició de Carnap-Sneed-Seising.
• Especificació d’algunes aportacions destacades de l’enfoc difús a la re-
presentaciódel coneixement enel contextdemúltiples fontsd’incertesa.
• Recull de la dialèctica entre la lògica difusa i la probabilitat en la línia
del debat sostingut en la comunitat científica especialitzada els anys
80 i 90. Especificació de què ha de ser esperable d’una teoria i d’una
altra.
• Concreció dels punts anteriors en un context d’incertesa mèdica.
2. Operadors d’indistingibilitat i isomorfismes fonamentals
• Dotació d’una estructura de reticle complet als conjunts de T-indis-
tingibilitats E , conjunts de subconjunts difusos extensionalsH, oper-
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adors d’aproximació superior per extensionals U i operadors d’apro-
ximació inferior per extensionalsL.
• Demostració de l’isomorfisme entre els reticles E ,H,U iL (Teorema
2.3.4).
• Estudi de l’extensió dels resultats del Teorema 2.3.4 considerant mit-
janes quasi-aritmètiques o naturals en un cas finit i infinit.
3. El problema de l’aproximació per extensionals
• Desenvolupament de tres nous mètodes superiors als de la literatura
per t-normes arquimedianes i d’un nou mètode per la t-norma del
mínim pel problema d’aproximar un subconjunt difús per un subcon-
junt difús extensional de forma òptima, en un cas finit i infinit.
• Comparació dels mètodes desenvolupats.
4. Reinterpretació extensional demodels
• Estudi exhaustiu de les parts constituents d’un model científic en la
seva definició més general.
• Definició de l’espectre d’un model.
• Reinterpretació de l’espectre d’un model en termes de subconjunts
difusos extensionals.




5. Reinterpretació extensional en neuroimatgeMRI
• Relectura d’un atles estructural cerebral en imatge MRI en termes de
conjunts difusos extensionals i relacions d’indistingibilitat.
• Representació novedosa de la informació d’unaMRI a través delmarc
teòric proposat.
• Propostad’aplicació a laparticularitzaciódelsTissueProbabilityMaps
donats per un atles en la MRI d’un subjecte singular.
6.2 Publicacions
La recerca realitzada en aquesta tesi doctoral s’ha concretat en les següents publi-
cacions:
6.2.1 Publicacions en revistes
A la revista Information Sciences, amb Impact Factor de 3,893 el 2014. 8ª de 135
(Decil 1) a l’àrea de Computer Science & Information Systems ⁴:
• Mattioli, G.&Recasens, J. (2013): Structural analysis of indistinguishabil-
ity operators and related concepts. Information Sciences, 241, 85-100.
A la revista IEEETransactions on Fuzzy Systems, amb Impact Factor de 6,306 el
2014.2ª de 121 a l’àrea de Computer Science &AI i 3ª de 248 a l’àrea de Electrical





• Mattioli, G. & Recasens, J. (2014): Approximating Arbitrary Fuzzy Sub-
sets by Extensional Ones. IEEE Transactions on Fuzzy Systems, 99, 25-38.
6.2.2 Publicacions en congressos
Al congrés FUZZ-IEEE (CORE A) celebrat a Taipei (Taiwan), el 2011:
• Mattioli, G. & Recasens, J. (2011, June). Dualities and isomorphisms be-
tween indistinguishabilities and related concepts. Fuzzy Systems (FUZZ),
2011 IEEE International Conference on.
Al congrés ESTYLF celebrat a Valladolid, el 2012:
• Mattioli,G.&Recasens, J. (2012). Isomorfismosentre Indistinguibilidades,
ConjuntosdeExtensionales yAproximacionesSuperiores e Inferiores. ESTYLF-
2012.
Al congrés IPMU (CORE C) celebrat a Catània (Itàlia), el 2012:
• Mattioli, G. & Recasens, J. (2012). Natural Means of Indistinguishability
Operators. IPMU-2012.
Al congrés NAFIPS celebrat a Berkeley (Estats Units), el 2012:
• Mattioli, G. & Recasens, J. (2012). Powers of Indistinguishability Opera-
tors. NAFIPS-2012.
Al congrés ISCAMI celebrat a Malenovice (República Txeca), el 2013:
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• Mattioli, G. (2013). Seeing woods and trees. A new algorithm based on
unfocusing. ISCAMI-2013.
Al congrés AGOP celebrat a Pamplona, el 2013:
• Mattioli, G. & Recasens, J. (2013). Comparison of Different Algorithms of
Approximation by Extensional Fuzzy Subsets. AGOP-2013.
Al congrés CEDI celebrat a Madrid, el 2013:
• Mattioli, G. (2013). TheWATAlgorithm, an Algorithm to see bothWoods
and Trees. CEDI-2013
Al congrés ESTYLF celebrat a Zaragoza, el 2014:
• Mattioli, G. (2014). ¿Cuántos clústers hay? El algoritmo WAT. ESTYLF-
2014
Al congrés FSTA celebrat a Liptovsky Jan (Eslovàquia), el 2014:
• Mattioli, G. (2014). Why Fuzzy? FSTA-2014.
Al congrés CCIA celebrat a Barcelona, el 2014:
• Mattioli, G. (2014). Sobre distàncies associades a models. CCIA-2014
Al congrés JIPI celebrat a Barcelona, el 2015:




S’han realitzat també els següents seminaris:
• A la Universitat de Barcelona, el 2012: Aplicació dels operadors d’indistingi-
bilitat a la diagnosi en imatges mèdiques
• AlCentrode InvestigaciónMédicaAplicada (CIMA)dePamplona, el 2014:
Discusión sobre los conjuntos extensionales. Aplicación a la modelización de un
atlas MRI
• A la Slovak Techical University (STU) de Bratislava (Eslovàquia), el 2014:
Extensional sets and their usage tomodelMRIbrain atlases andproblems related
Per l’article ”¿Cuántos clúster hay? El Algoritmo WAT” presentat al congrés
ESTYLF-2014, va ser atorgat a l’autor d’aquesta tesi el:
PremioGranadaExcellenceNetworkof InnovationLaboratories (GE-
NIL) al mejor artículo de un joven investigador otorgado por el Campus de
Excelencia Internacional BioTIC de la Universidad de Granada.
6.3 Futures línies de recerca i camps d’aplicació
El treball realitzat en aquesta tesi obre un nou espai on la lògica difusa i la teoria
d’indistingibilitats són objectes utilitzables per a l’estudi i l’anàlisi de problemes on
es disposa d’un model. Concretament en el camp de la neuroimatge s’ha mostrat
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com aquestes relacions, operadors i conjunts difusos poden ser emprats per a l’e-
ventual resolució de problemes del camp.
Aquest nou espai que es proposa i s’obre no marca una direcció específica de
recerca, sinó que serveix de plataforma de llançament per a futures línies de treball
en problemes diversos del camp. Es pot entendre que aquesta tesi no soluciona
un ”què” fer, suggerint en conseqüència ”quès” ulteriors; sinó un ”com” fer a partir
del qual la creativitat dels futurs investigadors pot donar valor a la reinterpretació
proposada en aquest nou marc.
Tanmateix, arrel del treball realitzat sí que es poden identificar algunes línies
de treball específiques, que es detallen a continuació:
• Estudi de la interrelació dels conjunts E ,H,U iL tenint en compte al-
tres operadors d’agregació.
Aquest treball, de caire purament matemàtic, pot donar una comprensió
major (i eventualment una completa caracterització) d’aquest objectes for-
mals tan íntimament relacionats.
• Desenvolupament demillorsmètodes d’aproximació d’un subconjunt
difús per un subconjunt difús extensional.
En aquesta tesi s’han proposat mètodes millors que els existents a la litera-
tura per a t-normes arquimedianes però poden haver extensionals més ad-
equats que els que es troben mitjançant el mètode basat en mitjanes (sub-
capítol 3.1) o el basat enpotències (subcapítol 3.2). ELmètodeQPsí garan-
teix que l’extensional trobat és òptim, però només és utilitzable en conjunts
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finits i amb un alt cost computacional, ja que es basa en trobar la solució
per força bruta. Per la t-norma del mínim el mètode que s’ha proposat és
superior als de la literatura però, en opinió de l’autor, d’altres mètodes amb
resultats molt millors poden ser desenvolupats
• Implementació i testeig sistemàtic de la proposta de particularització
extensional dels TPMs d’un atles cerebral.
Una de les possibles vies d’aplicació futura de la reinterpretació extensional
d’un atles estructural és la particularització dels TPMs, tal com s’ha exposat
al subcapítol 5.3 i il·lustrat al subcapítol 5.4. Per a poder valorar l’aportació
que pot suposar incorporar conceptes difusos a aquests objectes probabilís-
tics cal implementar i testejar rigorosament aquesta relectura sobre tots els
talls d’una mostra de MRIs. Una possible via de valoració d’aquesta pro-
posta és aplicar els TPMs particularitzats enmètodes de la literatura que ac-
tualment utilitzen els TPMS ”raw” (per exemple la segmentació dels teixits
amb el paquets SPM [91]) i comprovar si els resultats obtinguts milloren
en algun sentit algun problema o limitació d’aquestes tècniques.
• Construcció d’una distància associada a l’atles.
Al subcapítol 4.4 s’hamostrat com totmodel genera una distància associada
pròpia. Per tant, una altra via d’aplicació possible de la relectura proposada
és la construcció d’una distància pròpia de l’atles. A l’annex A s’explora su-
perficialment aquesta via i es justifica la seva possible utilitat.
• Construcció d’un atles estructural propi.
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La clau de la reinterpretació radica en l’equivalència entre model i relació
d’indistingibilitat. Totes les vies d’aplicació proposades es basen en con-
siderar un cert model (atles) a priori i utilitzar aquesta equivalència per a
incorporar tècniques difoses. L’equivalència, però, es pot explotar en sentit
invers: utilitzar les tècniques de la teoria d’indistingibilitats per a la con-
strucció del model subjacent a les dades. Aquesta línia de recerca s’esboça a
l’annex B.
• Estudi de quina és lamillor t-norma per a problemes de neuroimatge
Els resultats obtinguts en el subcapítol 5.4 on s’ha aplicat la particularització
dels TPMs proposada a unaMRI particular mostren una clara dependència
de la tria de la t-norma. Una interessant línia de recerca futura és avaluar
quina és la t-norma quemillor s’escau per aquest tipus de problemes, tenint
en compte tant la consistència teòrica amb alguna interpretació de la con-





Al sentir tal sentència, dictada per la justícia i la raó, el rancuniós Nahun
Ibn-Nahun s’inclinà, dirigí un Salam al rei i, sense dir paraula, es retirà capcot de
la Sala d’Audiències.
Quanta raó tenia el poeta a l’escriure:
Deixa volar ben alt la Fantasia




Distància associada a l’atles
Al subcapítol 4.4 s’hademostrat que totaT-indistingibilitat defineixunaS-distància,
i que sota certes condicions bastant generals sobre la t-normaT aquestaS-distància
és una distància clàssica.
D’acord amb l’argumentació del subcapítol 5.3.2, un atles estructural pot en-
tendre’s comuna relació d’indistingibilitatEmodel, ambun conjuntHEmodel (Definició
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5.2.3) de subconjunts difusos extensionals que es corresponen amb la distribució
espacial probabilística dels diferents teixits cerebrals..
En conseqüència d’aquests dos fets es té que l’atles defineix una funció distàn-
cia dmodel, tal com es defineix a continuació.
Definició A.0.1. Sigui M un atles cerebral. Fixada una t-norma T sigui EM la T-
indistingibilitat associada (Definició 5.2.3). Es defineix la distància associada al model
dM com:
dM(x, y) = 1− EM(x, y)
Com s’ha comentat al subcapítol 4.4, cal imposar certes condicions sobre la t-
norma per a assegurar que aquesta definició efectivament és unamètrica. En qual-
sevol cas, per qualsevol t-norma és pot trobar una negació adequada per a poder
construïr mètriques o S-mètriques.
Igual que s’ha raonat al subcapítol 4.4, tenir una funció distància donada pel
propi model que assumim com a coneixement a priori pot ser útil per diverses
raons.
Posi’s per exemple que es vol segmentar una MRI utilitzant un algoritme gen-
eral de segmentació (no un algoritme específic per a neuroimatge com SPM). La
granmajoria demètodes es basen (a grans trets) enmaximitzar algunadistància in-
terclústers i/oenminimitzar algunadistància intraclústers. Per exemple l’algoritme
k-Means, que és un dels algoritmes de segmentació més populars, o la seva versió
borrosa Fuzzy c-Means computen exactament això.
Si s’utilitza per a aquesta fi una funció distància estàndar (euclídia, Manhat-
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tan...) en cap etapa del procés s’utilitza el coneixement a priori que es té (l’atles)
sobre la distribució espacial dels teixits. Utilitzar la distància associada al model, a
part de sermés sensible als casos límit i als vòxels dels contorns tal com s’ha raonat
al subcapítol 4.4, permet incorporar aquest coneixement al nostre mètode de seg-
mentació i adaptar la informació donada per un model a un algoritme (pensi’s en




Construcció d’un atles estructural
Una altra possible via d’aplicació de la reinterpretació proposada és la construcció
”de facto” d’un atles cerebral propi.
És ben sabut per la comunitat especialitzada que a més de les diferències es-
pecífiques de cada persona, es poden detectar diferències entre cervells de difer-
ents persones degudes a diferències més generals com poden ser el sexe biològic
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[66], la procedència racial o ètnica [24] o la dominància de la dreta o l’esquerra
[50].
Té sentit doncs dubtar de la validesa d’utilitzar un model o un altre en una
situació particular. L’atles utilitzat en aquesta tesi (SRI24) està construït a partir de
24 subjectes (homes i dones, no s’especifica la proporció) sans: 12 joves (25, 5 ±
4, 34, rang entre 19 i 33 anys) i 12 vells (77.67 ± 4.94, rang entre 67 i 84 anys),
tots ells dretans i no fumadors. Tots els detalls tècnics de la mostra i construcció
de l’atles es poden consultar a [101].
Tanmateix en un context aplicat es pot tenir unaMRI d’un subjecte esquerrà, o
d’un subjecte fumador, o d’una dona i no es vol treballar amb un atles que inclogui
també homes en la construcció. En tots aquests casos l’atles utilitzat no és de plena
utilitat.
La solució en aquest cas podria ser cercar un altre atles disponible a la literatura
i que s’escaigui a la mostra particular en qüestió. Tanmateix és una il·lusió esperar
que hi hagi models disponibles per a totes les casuístiques possibles. Amb la rein-
terpretació proposada és senzill resoldre aquest atzucac ja que permet construir un
atles propi si es disposa d’una mostra suficient de MRIs etiquetades.
Això es pot realitzar emprant el marc teòric desenvolupat en aquesta tesi. Cal
remarcar, però, que la construcció real d’un atles és quelcom més complicada ja
que cal tenir en compte diversos detalls de caire tècnic i estadístic a més de tenir
una mostra de MRIs etiquetades per experts.
Consideremdonada unamostra de nMRIs de subjectes amb els diferents teix-
its etiquetats. És a dir, es disposa de les famílies de conjunts
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subjectei : {0, ..., 256} × {0, ..., 256} × {0, ..., 160} −→ {0, ..., 1000}
μij : {0, ..., 256} × {0, ..., 256} × {0, ..., 160} × {0, ..., 1000} −→ [0, 1]
on i ∈ {1, .., n}denota a quin subjecte pertany laMRI i j ∈ {1 = csf, 2 = gris, 3 =
blanc} denota el teixit. L’espai sobre el qual es defineixen els conjunts és l’utilitzat
anteriorment en aquesta tesi amb l’afegit de la tercera dimensió espacial.
En cada punt p = (x, y, z, ng), μij(p) dóna pertinença de p al teixit j en el sub-
jecte i. Si les MRIs que es consideren donades han estat etiquetades per diversos
experts, llavors l’agregació dels criteris dels experts serà, en general, borrosa ja que
és esperable que no coincideixin en tot punt.
Aquests conjunts μij defineixenuns conjunts σ ij tal coms’handefinit a laDefini-
ció 5.2.2.
La construcció a partir d’aquí és idèntica a l’explicada al subcapítol 5.4. Es pre-
nen els conjunts σ ij comabase de conjunts extensionals i l’agregació de tots aquests
conjunts donarà l’atles final cercat. Hi ha dos camins per a fer-ho, com s’il·lustra en
la Figura B.0.1
Definició B.0.2. Considerem donades n MRIs subjectei amb els diferents teixits cere-
brals etiquetats μij que, segons les especificacions d’aquesta tesi, defineixen uns conjunts
borrosos σ ij. Definim els conjunts d’extensionals segons el subjecte HiE i segons el teixit
137
G. Mattioli
Figura B.0.1: Diagrama de la construcció d’un atles propi
HjE com segueix:
HiE =< σ i1, σ i2, σ i3 > H
j
E =< σ1,j, ..., σnj >
És interessant remarcar ladiferència entreHiE iH
j
E. El primer conjuntd’extensionals
agrupa els conjunts observables tenint en compte els diferents teixits en la MRI
d’un sol subjecte. El model obtingut, per tant, modela les diferents regions d’un
cervell específic. El segon, per contra, considera tan sols un teixit en les MRIs de
tots els subjectes. Noti’s que en la primera opció s’agrupen els conjunts σ ijsegons
l’índex i i en la segona segons l’índex j. Per acabar de construir l’atles estructural
propi cal agregar segons l’altre índex en cada cas
DefinicióB.0.3. DonatsHiE iH
j
E tal com s’han definit a laDefinició B.0.2 i una funció
d’agregació A, és defineixen els atles estructurals següents:
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A1 = A(HiE)i=1,...,n A2 = A(H
j
E)j=1,2,3
La funció d’agregació emprada A dependrà en cada cas d’aquella que millor
s’escaigui i doni millors resultats. Si la t-norma triada és arquimediana i s’utilitza
com a funció d’agregació la mitjana natural mt associada a la t-norma, s’està en les
condicions d’utilitzar tots els resultats desenvolupats en el capítol 2 d’aquesta tesi.
Si el lector està interessat en aprofundir en el camp de les funcions d’agregació es
recomana la lectura de [18].
Una interessant pregunta que suscita aquesta construcció i que convida a apro-
fundir-hi en futura recerca és quina és la relació entre els atlesA1 iA2 i quin ésmés
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