Abstract-It is well known that a fixed spectrum {i.e., the set of fixed modes} of a multi-channel linear system plays a central role in the stabilization of such a system with decentralized control. A parameterized multi-channel linear system is said to have a structurally fixed spectrum if it has a fixed spectrum for each parameter value. Necessary and sufficient algebraic conditions are presented for a multi-channel linear system with dependent parameters to have a structurally fixed spectrum. Equivalent graphical conditions are also given for a certain type of parameterization.
I. INTRODUCTION
The classical "decentralized control" problem considered in [1] , [2] focuses on stabilizing or otherwise controlling a k > 1 channel linear system of the forṁ
Decentralization is enforced by restricting the feedback of each measured signal y i to only its corresponding control input u i , possibly through a linear dynamic controller. Wang and Davison [1] were able to show that no matter what these feedback controllers might be, as long as they are finite dimensional and linear time-invariant (LTI), the spectrum of the resulting closed-loop system contains a fixed subset depending only on A, the B i and the C i , which they elected to called the set of "fixed modes" of the system. Roughly speaking, the set of fixed modes of (1), henceforth called the "fixed spectrum" of (1) , is the the spectrum of A that cannot be shifted by the decentralized output feedback laws u i = F i y i , i ∈ {1, 2, . . . , k}. That is, for given A ∈ R n×n , B i ∈ R n×mi , C i ∈ R li×n , the fixed spectrum of (1), written Λ fixed , is precisely
where σ(·) denotes the spectrum. Since the F i can be zero, it is clear that the fixed spectrum of (1) is a subset of the spectrum of A. It is possible that Λ fixed is an empty set, in which case it is said that the system has no fixed spectrum.
Wang and Davison showed that Λ fixed is contained in the closed-loop spectrum of the system which results when any given finite dimensional LTI decentralized control is applied to (1) . Thus Λ fixed must be a stable spectrum if decentralized *This work was supported by National Science Foundation grant n. 1607101.00 and US Air Force grant n. FA9550-16-1-0290. 1 
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Engineering, Yale University, New Haven, CT, USA. {fengjiao.liu, as.morse}@yale.edu stabilization is to be achieved with a decentralized LTI control. Wang and Davison showed that the stability of Λ fixed is sufficient for decentralized stabilization with linear dynamic controllers. Not surprisingly, the notion of a fixed spectrum also arises in connection with the decentralized spectrum assignment problem treated in [2] . In particular it is known that a necessary and sufficient condition for "free" assignability of a closed-loop spectrum with finite dimensional LTI decentralized controllers is that there is no fixed spectrum [1] , [2] . However, it should be noted that unlike the centralized case, free spectrum assignability in the decentralized case presumes that the overall spectrum admits a suitable partition into a finite number of symmetric sets, the partition being determined by the strongly connected components in a suitably defined graph of (1) [2] . It is clear from the preceding that Λ fixed plays a central role in both the decentralized stabilization and decentralized spectrum assignment problems. Accordingly many characterizations of Λ fixed exist [3] . An explicit necessary and sufficient matrixalgebraic condition for a complex number λ to be in Λ fixed is derived in [4] . Another algebraic condition is established in [5] , [6] . Equivalent graph-theoretic criteria for (1) to have a fixed spectrum are developed in [7] . Frequency domain characterizations of Λ fixed are presented in [8] - [12] . It is known that a certain subset of Λ fixed can be avoided or eliminated with time-varying decentralized controllers [13] , [14] , sampling strategies [15] , [16] , or other techniques [17] , [18] . In [19] , a characterization is given of the subset of Λ fixed whose influence on stability cannot be eliminated with any (including nonlinear) decentralized control. We will call this subset the firmly fixed spectrum of (1) in this paper.
A fixed spectrum may arise from either one of the following two distinct causes: First, Λ fixed may be present due to exact matchings of certain nonzero entries in various locations in system coefficient matrices A, the B i and the C i , so slight independent perturbations of these nonzero entries might eliminate such a fixed spectrum. Second, the existence of Λ fixed may be a consequence of certain zero and nonzero patterns of entries in the system coefficient matrices, in which case such a fixed spectrum are intrinsic and cannot be eliminated with zero/nonzero pattern-preserving perturbations. Just to clarify, Λ fixed of the second type and the firmly fixed spectrum are two different concepts. In models of real physical systems, parameter values are usually not known exactly; thus in such cases it is unlikely that there will be perfect matchings of system parameter values. For this reason, the existence of Λ fixed in the second case is the main concern of practical importance. A fixed spectrum arising in this manner was first studied by Sezer andŠiljak in 1981 [20] and was called "structurally fixed modes" [21] . The term "structural" originates from the concept of structural controllability introduced by Lin in 1974 [22] , who assumed that each entry of the system coefficient matrices is either a fixed zero or a distinct scalar parameter and all parameters are algebraically independent. In the sequel, we will use the term "structurally fixed spectrum". Accordingly, a linear system of the form (1) whose coefficient matrices A, the B i and the C i depend algebraically on a vector p of parameters, has a structurally fixed spectrum if it has a fixed spectrum for each value of p; of course Λ fixed may depend on p.
With Lin's assumption of algebraically independent parameters, Sezer andŠiljak were able to derive necessary and sufficient matrix-algebraic conditions for the existence of a structurally fixed spectrum. An equivalent but less explicit condition was provided in 1983 [23] . The algebraic conditions in [20] were converted to equivalent graph-theoretic conditions in [24] - [26] . Based on the graphical conditions, some design problems with the requirement of avoiding a structurally fixed spectrum are considered in [27] , [28] .
However, Lin's assumption that each nonzero entry in the system coefficient matrices is a distinct scalar parameter is not applicable to systems in which a parameter may appear in multiple locations of the system coefficient matrices. Therefore, there is need to study the genericity of a fixed spectrum using more general types of parameterizations, such as "linear parameterizations" [29] , [30] , or more general parameterizations in which the nonzero entries of the system coefficient matrices are polynomials in the parameters of interest. This is what this paper does.
A. Parameterizations and Structurally Fixed Spectrum
Let p ∈ R q be a vector of q > 0 algebraically independent parameters p 1 , p 2 , . . . , p q . A k-channel linear system {A(p), B i (p), C i (p); k} is polynomially parameterized if all the entries of its coefficient matrices are in the polynomial ring
Linear parameterization is a special case of polynomial parameterization, which addresses some simple but commonly encountered modeling situations such as when A, b 1 , b 2 , c 1 and c 2 are of the forms
where at least one parameter, in this example p 1 and p 2 , appears in more than one location. Let
where
; k} is linearly parameterized if the partial derivative of the block partitioned matrix A B C 0 with respect to each parameter is a rank-one matrix, where B and C are given by (3) . That is, a linearly parameterized k-channel system {A(p), B i (p), C i (p); k} can be written as
where q {1, 2, . . . , q}, and for each i ∈ q, g i ∈ R n+l , h i ∈ R 1×(n+m) . Note that equation (4) implies that a parameter cannot appear in both B and C, otherwise the lower right block of the partitioned matrix on the left-hand side of (4) would be nonzero. Also note that not every system {A(p), B i (p), C i (p); k} with parameters entering "linearly" is a linear parameterization as defined here. For example, while the system shown in (2) is linearly parameterized, the system
is not. The linear parameterization defined above satisfies the binary assumption if all of the g i and h i appearing in (4) are binary vectors, i.e., vectors of 1's and 0's. Similarly, a linear parameterization satisfies the unitary assumption if all of the g i and h i appearing in (4) are unit vector, i.e., vectors with 1 in one entry and 0 in all other entries. Note that Lin's assumption is exactly the linear parameterization satisfying the unitary assumption.
Let F m×l blkdiag {F 1 , F 2 , . . . , F k } be a block diagonal matrix with up toq
m i l i nonzero entries. Each of these nonzero entris can be represented by a distinct parameter p i , then the resulting parameterized block diagonal matrix is denoted by F (p), wherep ∈ Rq is a vector ofq algebraically independent parametersp 1 ,p 2 , . . . ,pq. Note that F (p) is linearly parameterized and satisfies the unitary assumption. A parameterized system {A(p), B i (p), C i (p); k} is said to have a structurally fixed spectrum if for each fixed p ∈ R q , the system {A, B i , C i ; k} has a fixed spectrum. Note that the fixed spectrum of system {A, B i , C i ; k} may depend on p. If a polynomially parameterized system {A(p), B i (p), C i (p); k} has no structurally fixed spectrum, then it has no fixed spectrum for almost all values of p ∈ R q .
B. Graphs of a Parameterized System
The graph of a linearly parameterized k-channel system {A(p), B i (p), C i (p); k}, written G = {V, E}, is defined to be an unweighted directed multigraph 1 with vertex set V and arc set E. With a slight abuse of notation, let x i , u i , and y i denote a state vertex, an input vertex, and an output vertex, respectively. Let V x {x 1 , x 2 , . . . , x n } be the set of state vertices, one vertex for each state variable. Let V u {u 1 , u 2 , . . . , u m } be the set of input vertices, one vertex for each input. Let V y {y 1 , y 2 , . . . , y l } be the set of output vertices, one vertex for each output. Then the vertex set V V x ∪ V u ∪ V y , which has n + m + l vertices. Each arc in G has a color associated with it, indicating the parameter that attributes to this arc. In the sequel, (v i , v j ) r denotes an arc from v i to v j with color 2 r, where
as there are q parameters in A(p), B(p), and C(p). However, graph G does not tell which input or output vertex belongs to which channel, thus does not show which is the allowed configuration for decentralized control. As the pattern of nonzero entries in the block diagonal matrix F (p) reveals the allowed configuration for decentralized output feedback, it is desirable to have a graph capturing this allowed configuration. Because each nonzero entry of F (p) is a distinct parameterp i and corresponds to an arc from an output vertex to an input vertex, there areq allowed arcs for decentralized output feedback, each of which has a distinct color from the q colors in G. Let
It is clear that |E F | =q, where | • | denotes the cardinality of a set. The feedback graph of a linearly parameterized kchannel system with decentralized output feedback is defined as G F {V, E ∪ E F }. Graph G F has q +q colors. Note that graph G F is in fact uniquely determined by the linearly parameterized k-channel system {A(p), B i (p), C i (p); k}, for matrix F (p) is determined solely by the dimensions of the B i (p) and the C i (p).
Note that a feedback graph G F has four properties: (i) Input vertices have incoming arcs only from output vertices and have outgoing arcs only to state vertices. Similarly, output vertices have incoming arcs only from state vertices and have outgoing arcs only to input vertices. (ii) An arc in E A and an arc in E B may have the same color. An arc in E A and an arc in E C may have the same color. But an arc in E B and an arc in E C never share the same color, as a parameter never appears in both B(p) and C(p). Each arc in E F has a distinct color from all the colors in E. (iii) In E, there may be more than one arc from one given vertex j to another vertex i, for the corresponding entry of the system coefficient matrices may be a linear combination of more than one parameter. If this is the case, all arcs from vertex j to vertex i will have distinct colors. In E F , there are no parallel arcs. (iv) In E A ∪ E B (respectively, E A ∪ E C ), if there 2 In this paper, each color is labeled by a distinct integer.
are two arcs of color r ∈ q, one leaving vertex j and the other pointing toward vertex i, then there must be an arc (v j , v i ) r in E A ∪E B (respectively, E A ∪E C ). This is due to the rank-one constraint for each parameter in linear parameterization.
As graphs G and G F are unweighted, they cannot reflect the coefficients or the specific functions of the parameters appearing in the nonzero entries of the matrices. Therefore, this paper deals exclusively with graphs of linearly parameterized systems which satisfy the binary assumption.
C. Problem Formulation and Organization
This paper gives necessary and sufficient algebraic conditions for a polynomially parameterized k-channel system and a linearly parameterized k-channel system, respectively, to have a structurally fixed spectrum. This paper also provides an equivalent graphical condition for a linearly parameterized system which satisfies the binary assumption. To the best of our knowledge, these algebraic and graphical conditions are the first results on more general types of parameterizations that allow a parameter to appear in multiple system coefficient matrices. The rest of the paper is organized as follows. The terminology and concepts used in this paper are defined in Section II. The main results of this paper are presented in Section III and proved in Section IV.
II. PRELIMINARIES
In order to state the main results of this paper, some terminology and a number of graphical concepts are needed.
The generic rank of a polynomially parameterized matrix M , denoted by grank M , is the maximum rank of M that can be achieved as the parameters vary over the entire parameter space. It is generic in the sense that it is achievable by any parameter values in the complement of a proper algebraic set in the parameter space. For example, grank (A(p) + B(p)F (p)C(p)) is the the maximum rank of A + BF C that can be achieved as p varies over R q andp varies over Rq, and it is achievable by almost any p andp in R q × Rq, where × denotes the Cartesian product. Let (C, A, B) be a real matrix triple. Let B denote the image of B. Let
be the controllable space of (A, B) and let
be the unobservable space of (C, A). Let k {1, 2, . . . , k}. Suppose S = {i 1 , i 2 , . . . , i s } ⊂ k with i 1 < i 2 < · · · < i s , the complement of S in k is denoted by k − S = {j 1 , j 2 , . . . , j k−s } with j 1 < j 2 < · · · < j k−s . Let
. . .
Similarly, let B S denote the image of B S , let A | B S denote the controllable space of (A, B S ), and let [C k−S | A] denote the unobservable space of (C k−S , A). By convention,
A directed graph is strongly connected if there is a path from every vertex to every other vertex. A strongly connected component of a directed graph is a maximal subgraph subject to being strongly connected. The collection of strongly connected components of a directed graph forms a partition of its vertex set. A directed cycle graph is a strongly connected graph whose vertices can be labeled in the order 1 to t for some t ∈ N such that the arcs are (i, i + 1) and (t, 1), where i = 1, 2, . . . , t − 1. In this context, one vertex with a single self-loop is also a directed cycle graph. As this paper is concerned with directed graphs only, a directed cycle graph will be simply called a cycle graph in the rest of the paper. The disjoint union of two or more graphs is the union of these graphs whose vertex sets are disjoint.
A multi-colored cycle subgraph of a feedback graph G F is a subgraph of G F , which is the disjoint union of a finite number of cycle graphs with all state vertices contained in the union graph and with each arc in the union graph of a different color. Let C(G F ) denote the set of all multicolored cycle subgraphs of G F . Two multi-colored cycle subgraphs S 1 , S 2 ∈ C(G F ) are called similar if S 1 and S 2 have the same set of colors. Note that similar multicolored cycle subgraphs also have the same number of arcs. Graph similarity is an equivalence relation on C(G F ). The corresponding equivalence classes induced by this relation are called similarity classes. A multi-colored cycle subgraph is odd (respectively, even) if it has an odd (respectively, even) number of cycle graphs. A similarity class of multicolored cycle subgraphs is balanced if the numbers of odd and even multi-colored cycle subgraphs in the similarity class are equal. Otherwise, it is unbalanced.
III. MAIN RESULTS

Theorem 1:
A polynomially parameterized k-channel system {A(p), B i (p), C i (p); k} has a structurally fixed spectrum if and only if ∃S ⊂ k such that ∀p ∈ R q ,
or equivalently,
; k} has a structurally fixed spectrum if and only if either of the following two conditions holds.
Remark: Theorem 2 condition (i) means that the system has 0 in its fixed spectrum for all parameter values; condition (ii) implies that the system has a firmly fixed spectrum for all parameter values.
Theorem 3: Let {A(p), B i (p), C i (p); k} be a linearly parameterized k-channel system which satisfies the binary assumption. The following statements are equivalent. (i) The system {A(p), B i (p), C i (p); k} has a structurally fixed spectrum.
(ii) Either grank (A(p) + B(p)F (p)C(p)) < n or there exist S ⊂ k and a permutation matrix Π such that
where A 11 is an n 1 × n 1 block, A 33 is an n 3 × n 3 block, n 1 + n 3 < n.
(iii) The feedback graph G F either has no unbalanced similarity class of multi-colored cycle subgraphs, or has a strongly connected component consisting solely of state vertices. Remark: If one allows all entries of the system coefficient matrices to vary independently rather than imposes a specific type of parameterization on them, having no fixed spectrum is a generic property of a multi-channel linear system, as implied by the three theorems above.
IV. ANALYSES
This section focuses on the analyses and proofs of Theorem 1, Theorem 2, and Theorem 3. The proofs of all the lemmas can be found in the full length version of this paper.
A. Proof of Theorem 1 Proposition 1:
[4] A k-channel linear system {A, B i , C i ; k} has λ ∈ σ(A) in its fixed spectrum if and only if ∃S ⊂ k such that
Lemma 1: Let matrices A ∈ C n×n , B ∈ C n×m , and C ∈ C l×n . Then rank A B C 0 < n if and only if rank (A + BE+KC) < n for any matrices E ∈ C m×n and K ∈ C n×l .
then (8) holds for almost all p ∈ R q . Proof of Theorem 1: Lemma 1 establishes the equivalence between (5) and (6), so it suffices to prove the necessary and sufficient condition involving (5) . By the definition of structurally fixed spectrum and Proposition 1, the system {A(p), B i (p), C i (p); k} has a structurally fixed spectrum if and only if ∀p ∈ R q , ∃S ⊂ k such that (5) holds. So the sufficiency part of Theorem 1 is obvious. To see why the inverse is true, suppose ∀S ⊂ k, ∃p ∈ R q such that (8) holds. By Lemma 2, ∀S ⊂ k, (8) holds for almost all p ∈ R q . As there are only finite choices of S, ∃p ∈ R q , ∀S ⊂ k, (8) holds. The proof for necessity is complete.
B. Proof of Theorem 2
In the same spirit of the linear parameterization defined before, a matrix pair (A(p), B(p) ) is linearly parameterized if it is of the form
where g i ∈ R n and h i ∈ R 1×(n+m) . A linearly parameterized pair (A(p), B(p) ) is said to be structurally controllable if there exists a parameter vector p ∈ R q for which (A, B) is controllable. It is not hard to see that structural controllability implies controllability for almost every value of p. 
where A 11 is an n 1 × n 1 block, A 33 is an n 3 × n 3 block, n 1 + n 3 < n. So σ(A 22 ) is in the fixed spectrum of system {A, B i , C i ; k}. As this is true for each fixed p ∈ R q , the linearly parameterized system {A(p), B i (p), C i (p); k} has a structurally fixed spectrum.
(Necessity) If a linearly parameterized system {A(p), B i (p), C i (p); k} has a structurally fixed spectrum, by Theorem 1, ∃S ⊂ k such that ∀p ∈ R q , (5) and (6) hold. Depending on the value of the transfer function
, then the spectrum of A + B S E S + E k−S C k−S can be freely assigned with suitable matrices E S and E k−S , which violates (6) . So condition (ii) in Theorem 2 holds. Case 2: (5) implies that for almost all p ∈ R q , the triple (C k−S , A, B S ) is incomplete. That is, for almost all p ∈ R q , the remnant polynomial of (C k−S , A, B S ) is not 1. By Proposition 2, it means that for almost all p ∈ R q , (A + KC k−S , B S ) is not controllable for any matrix K of appropriate size. This is equivalent to the statement that for any given matrix K, (A + KC k−S , B S ) is not controllable for almost all p ∈ R q . Note that for every fixed matrix K, (A(p) + KC k−S (p), B S (p)) is a linearly parameterized matrix pair. Thus, for any fixed matrix K, the pair (A(p) + KC k−S (p), B S (p)) is not structurally controllable.
has a column in which every entry is nonzero. So for almost all matrix K, every parameter in
As the pair (A(p) + KC k−S (p), B S (p)) is not structurally controllable for any fixed matrix K, Lemma 3 implies that for almost all matrix
By Proposition 1, the system {A, B i , C i ; k} has 0 in its fixed spectrum for all p ∈ R q . That is, grank (A(p) + B(p)F (p)C(p)) < n.
C. Proof of Theorem 3
Generalizing the standard notion of irreducibility, a matrix pair (A, B) is said to be irreducible if there is no permutation matrix Π bringing (A, B) into the form
where A 11 is an n 1 × n 1 block, n 1 > 0.
; k} be a linearly parameterized k-channel system which satisfies the binary assumption. If grank (A(p)+B(p)F (p)C(p)) = n and there exist S ⊂ k and a permutation matrix Π such that
where both pairs (A 22 , B 2 ) and (A 11 , C 1 ) are irreducible, then ∃p ∈ R q for which
; k} be a linearly parameterized k-channel system which satisfies the binary assumption. Then grank (A(p)+B(p)F (p)C(p)) < n if and only if the feedback graph G F has no unbalanced similarity class of multi-colored cycle subgraphs. Proof of Theorem 3: By Theorem 2, (ii) =⇒ (i). The inverse will be proved by contradiction. Now suppose (i) is true but (ii) is false. By Theorem 2, ∃S ⊂ k such that ∀p ∈ R q , A | B S is a proper subspace of [C k−S | A]. As A | B S ⊂ [C k−S | A] is equivalent to C k−S A j B S = 0 for all j ≥ 0, the binary assumption implies that there exists a permutation matrix Π 1 such that
The assumption that there is no permutation matrix Π bringing the triple (C k−S (p), A(p), B S (p)) into the form (7) implies that both pairs (A 22 , B 2 ) and (A 11 , C 1 ) are irreducible. By Lemma 4, ∃p ∈ R q for which A | B S = [C k−S | A]. This is a contradiction. Thus, (i) =⇒ (ii). By Theorem 4 in [25] and its proof, there exist S ⊂ k and a permutation matrix Π such that (7) holds if and only if the feedback graph G F has a strongly connected component (SCC) which contains at least one state vertex but no arcs from E F . If this SCC contains an input vertex, then there is no directed path from any state vertex in the SCC to this input vertex, because the only way to reach input vertices is to go through arcs in E F . Similarly, if this SCC contains an output vertex, then there is no directed path from this output vertex to any state vertex in the SCC. It leads to a contradiction. So this SCC of G F consists solely of state vertices. Together with Lemma 5, we get (ii) ⇐⇒ (iii).
V. CONCLUDING REMARKS
This paper establishes algebraic conditions for the existence of structurally fixed spectra in polynomially parameterized and linearly parameterized multi-channel systems respectively. This paper also gives an equivalent graphical condition for the class of linearly parameterized multichannel systems satisfying the binary assumption. Regarding algorithm design, although it is probably NP-hard for a deterministic algorithm to decide whether a parameterized multi-channel linear system has a structurally fixed spectrum, a randomized algorithm may help reduce the computational complexity.
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