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We propose a renormalization group algorithm for quan-
tum Hamiltonian to calculate energy and wavefunctions of
a small arbitrary number of low-lying states in nite dimen-
sional Hilbert space with high accuracy. This algorithm is free
from limitations associated with dimensionality and interac-
tion types of models. We also nd analytic forms of renor-
malization group equations for the ground state that provide
convergence to the exact solution.
It is a common thing to use lattice models based on
the Monte Carlo method when we consider nonpertur-
bative aspects of relativistic eld theories such as QCD.
In such models, calculations of ground state energy are
relatively straight forward, whereas its wavefunction and
excited states run against a stump because the models
are based on path integral and its time variable is Eu-
clidean. Physical quantities associated with wavefunc-
tions, such as structure functions and form factors, are
inevitable for providing an intermediary between mod-
els and the real world. We cannot get by with avoiding
this diculty if we hope to make clear unreached areas
of the existing standard model and nd the key to new
physics. Hamiltonian formulation is best suitable to this
purpose because it provides pairs of energy and wave-
function of its eigenstates by way of diagonalization of
a Hamiltonian matrix. However, direct diagonalization
of Hamiltonian is despairing since realistic models | not
limited to relativistic eld theories | have generally huge
or innite degrees of freedom. We need an algorithm for
renormalization group (RG) that provides an eective
Hamiltonian.
Hamiltonian-based RG has been discussed by Wilson
[1] and White [2,3]. Wilson applied his RG scheme to
the Kondo problem and succeeded in explaining critical
phenomena. However, it is not applicable to other lattice
models such as Heisenberg and Hubbard models [4]. In
this scheme, a spin is added in each RG step to enlarge
Hilbert space and only the low-lying states are left to
form the next optimized basis set approximately. This
truncation may cause decoupling between low and high
energy scales [5]. To eliminate this defect, White found
an RG scheme called DMRG (density matrix renormal-
ization group). It uses a density matrix to control the
calculation accuracy and x the decoupling problem of
the former scheme. However, it is the class of one-
dimensional quantum spin models to which his scheme is
fairly applicable, and its extensions to other dimensions
or interaction types have not been completed [6]. Both
the schemes are not applicable, just as they are, to real-
istic relativistic eld theories that have spatial dimension
three and particle-number-changing interactions. In this
letter, we propose an RG algorithm to create an eective
Hamiltonian using optimized basis states. In each RG
step, a basis state is added to the optimized basis set to
obtain the low-lying states of a Hamiltonian, and then a
part of them is chosen to form the next optimized basis
set. By iterating this RG step, we obtain convergence
to the exact solutions of the low-lying states. By virtue
of the variational principle, the RG transformation re-
stores missing interactions between low and high energy
scales. We can control the calculation accuracy by chang-
ing the order of the initial Hamiltonian matrix and the
number of RG steps. Since our algorithm is independent
of dimensionality and interaction types, it is not limited
to relativistic eld theories and also applicable to other
systems with many degrees of freedom, such as quan-
tum lattice, quantum chemistry, and nuclear physics, if
a canonically quantized Hamiltonian is available.
An exact eigenstate of Hamiltonian is a superposition
of the innite number of basis states. Since we cannot
treat such innite dimensional problem numerically, we
consider Hilbert space with nite dimension N .
fjbiiji = 1, 2, ..., Ng, (1)
where jbii are orthonormal basis states in an arbitrary
representation. We can choose a representation consid-
ering the convenience of calculating matrix elements of
the Hamiltonian. We call jbii a fundamental basis. In ad-
dition, it is assumed that N is nite but suciently large
to reproduce the true values in the innite dimension.
The problem is further reduced into smaller one since
the Hamiltonian with the large N cannot be directly di-
agonalized. We attempt to obtain convergence of the
low-lying states to the exact solutions in the dimension
N by diagonalizing small order Hamiltonian matrix iter-
atively and optimizing the basis set. Our purpose is to
obtain energy Ei and wavefunctions jΨii of the low-lying
states (i = 1, 2, ..., M  N) with high accuracy.
hΨijH jΨji = Eiδij , (2)
where hΨijΨji = δij . Our RG process is realized by the
following basis-optimization algorithm.
1. Choose a basis set composed of M -piece fundamen-
tal basis states fjbiiji = 1, 2, ..., Mg and diagonalize
the M -th order Hamiltonian in this M -dimensional
space to obtain energy and wavefunctions. The ob-
tained M states are used to compose the initial set
of optimized basis fjΨiiji = 1, 2, ..., Mg.
1
2. Calculate the initial expansion coecients Tij ,
where jΨii =
∑M
j=1 Tij jbji. Set I = 1.
3. Set l = M + 1 if I = 1 or l = 1 if I  2.
4. Add a basis jbli to the optimized basis set
fjΨiiji = 1, 2, ..., Mg to form an enlarged basis set
fjΨ1i, jΨ2i, ..., jΨM i, jblig, and then diagonalize the
(M+1)-th order Hamiltonian to obtain updated en-
ergy E0i and wavefunctions jΨ0ii, i = 1, 2, ..., M + 1.
5. Choose the M low-lying states fjΨ0iiji =
1, 2, ..., Mg for the next optimized basis set and cal-
culate new expansion coecients T 0ij .
6. If l < N , increase l by one and go to step 4 regard-
ing E0i, jΨ0ii, and T 0ij as Ei, jΨii, and Tij , respec-
tively. Otherwise, increase I by one and go to step
3.
The algorithm has two loops for l and I. The outer loop
for I between the steps 3 and 6 is called sweep. We obtain
convergence to the exact values by iterating sweeps. The
details of calculation dier slightly between the rst I = 1






where NI = l−1 for I = 1 and NI = N for I  2. In the
rst sweep I = 1, contributions of all the fundamental
basis states to the low-lying states are only contained
after the last loop process l = N is completed. It is
a sweep to create approximately optimized basis states.
On the other hand, in the later sweep I  2, all the
fundamental basis states already exist as component of
the expansion (3). It is a sweep to bring the M optimized
basis states convergent to the exact solutions.
The followings are the details of diagonalization pro-
cess in the I-th sweep. jΨ0ii are (M+1)-dimensional vec-
tor states and expressed as superposition of the M opti-








T 0ij jbji, (4)




c(i)n Tnj + c
(i)
M+1δjl, (5)





jn = δij . (6)
The component calculation in this RG algorithm is an







where Hij and Aij are Hamiltonian and norm matrices,
respectively. We have the following Hamiltonian matrix









HM+1,i = Hi,M+1 = hbljH jΨii. (9)
Note that the M states jΨii diagonalize the Hamiltonian
hΨijH jΨji = Eiδij but do not satisfy H jΨii = EijΨii in
the nite N -dimensional Hilbert space. The norm matrix









In this case, we need to diagonalize both the matrices
Aij and Hij to obtain updated energy E0i and optimized
states jΨ0ii.
hΨ0ijH jΨ0ji = E0iδij , (11)
hΨ0ijΨ0ji = δij . (12)
In this manner, we create an eective Hamiltonian and
optimized basis set for the next RG step in terms of the
previously obtained energy and wavefunctions. This RG
step is iterated till convergence is obtained with the de-
sired accuracy. In numerical calculations based on this
RG algorithm, diagonalization requires little memory. It
is storing of the expansion coecients Tij that consumes
memory. The necessary volume of memory is propor-
tional to N and N2 for this RG algorithm and direct
diagonalization, respectively. If we have one G bytes of
memory, more than 108 dimensional problem is soluble
in our RG scheme.
The most important point of this RG algorithm is the
coupling between the optimized basis states and an added
fundamental basis (9).




Various couplings among the fundamental basis states are
eectively renormalized into the low-lying states through
HM+1,i = Hi,M+1 of the Hamiltonian matrix (8). The
rst sweep I = 1 cannot retain interactions between the
M fundamental basis states provided in the initial ba-
sis set and basis states newly added in the late of the
2
l-loop processes since the number of fundamental basis
states associated with the loop calculations are less than
N . Therefore, the rst sweep I = 1 gives values with a
certain accuracy relatively close to the exact ones when
the initial basis states have signicant contribution to
the low-lying states. On the other hand, we just obtain
values far from the exact ones when basis states added
in the late loops are dominant. The rst sweep cannot
describe physical situations such as spontaneous symme-
try breaking, which various energy scales are concerned
with. The situation is same as the Wilson’s scheme. The
sweeps I  2 can restore such missing couplings. Since
the sweeps I  2 perform calculations containing all the
N fundamental basis states, iterated RG transformations
make the optimized basis states converge to the exact so-
lutions. In I  2, optimizations are performed by reusing
the fundamental basis states and all the couplings among
the various scales are eectively renormalized to the op-
timized basis states. The convergence of the low-lying
states to the exact solutions is ensured by the variational
principle.
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FIG. 1. The energy dierence En = En−Eexactn between
the RG and exact values are plotted as a function of the sweep
number I for a = 10, N = 107, and M = 8.
In order to see whether this RG scheme can really re-
produce circumstances which many particle states are in-
volved with, we apply it to the following one-dimensional







(q2 − a2)2, (14)
where [q, p] = i. In a representation where the particle
number is diagonalized, the fundamental basis states are
jbni = 1p
n!
(ay)n−1j0i, n = 1, 2, .., N (15)
where [a, ay] = 1 and aj0i = 0. The initial basis set
is composed of M pieces of fundamental basis states
fjb1i, jb2i, ...jbM ig. Since this model is very simple, the
exact solutions are available by direct diagonalization
with a numerical accuracy proper to a computer and nu-
merical routines.
Table I shows energy spectra of the six low-lying states
obtained by diagonalizing the N -th order Hamiltonian
matrix directly. Fock space is composed of both even-
and odd-number sectors of composite particles. These
two sectors decouple each other since the Hamiltonian
(14) has Z2 symmetry. E0, E2, and E4 belong to the even
sector, and E1, E3, and E5 to the odd sector. The param-
eter N is the minimum dimension of Fock space that gives
convergence of all the six low-lying states in eleven digits.
Fock vacuum j0i is dominant for a = 1, whereas many-
particle components for a = 10. When a is large, we see
degeneracy of adjacent states each of which separately
belong to even and odd sectors. The double-well shaped
potential induces degeneracies for large a because of the
two bottoms of the classical potential being isolated, re-
sulting in dominant contribution of many-particle com-
ponents to the low-lying states.
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FIG. 2. Squared wavefunction T 21,n+1 of the even-sector
ground state is plotted as a function of the particle number
n for the initial eight sweeps I = 1, 2, ..., 8 with parameters
a = 10, N = 107, and M = 8. The exact solution is plotted
with the solid curve.
Figure 1 plots the energy dierence En = En−Eexactn
between the RG and exact values of the six low-lying
states for a = 10, N = 107, and M = 8 as a function of
the sweep number I. When I passes over 90, all the six
RG values for En coincide with the exact results in eleven
digits. Figure 2 plots the squared wavefunction T 21,n+1 of
the even-sector ground state as a function of the particle
number n for the initial eight sweeps I = 1, 2, ..., 8 with
parameters a = 10, N = 107, and M = 8. The exact
solution is also shown with the solid curve for reference.
The even-sector ground state degenerates with the low-
est state of the odd-sector. Both the two wavefunctions
of the ground state have almost the same shape because
of their degeneracy. The probability distribution of the
exact solution is centered around the 50-body state and
has a relatively broad width. The RG optimized wave-
function quickly approaches to the exact one in the initial
about ten sweeps. A remarkable feature is that this RG
algorithm can provide convergence of the low-lying states
to the exact solutions even if the M fundamental basis
states chosen for the initial basis set are not dominant in
the resultant low-lying states.
Table II shows the M dependence of the sweep number
I required to reproduce the eleven digits of the exact
energy of the six (or M for M < 6) low-lying states shown
in Table I for three values of a = 1, 7, and 10. For any
a, it is sucient to choose M equal to or slightly larger
than the number of the states (here six) to be calculated.
An excessively large M is futile since it does not decrease
the required sweep number signicantly.
Interestingly, the M = 1 case also gives convergence
3
to the exact solution of the ground state in eleven digits.
In other words, if we would like to know only the ground
state, diagonalization of the second order matrices is suf-
cient to reproduce the exact energy and wavefunction.
Therefore, we can write analytic expressions of the RG
equations for the ground state by doing trivial diagonal-
ization of 2-by-2 matrices. The two-dimensional basis set
expands a state as
jΨ0i = c1jΨi+ c2jbli, (16)












where h, e, T are matrix elements dependent on the loop
index l of the added basis jbli.
h  hbljH jΨi, e  hbljH jbli, T  Tl, (18)
where jΨi = ∑NIi=1 Tijbii. Using the energy and wave-
functions obtained in the previous step, the updated en-
ergy is expressed as
E0 =
E+ − 2hT −
√
(2h− E+T )2 + (1 − T 2)E2−
2(1− T 2) (19)


























Evidently, this analytic expression for RG transformation
reproduces the exact results of direct diagonalization as
shown in Table II. These RG formulas for the ground
state are applicable to other models independent of di-
mension and interaction types.
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TABLE I. Energy spectra of the six low-lying states for
a = 1, 7, and 10 obtained by direct diagonalization of the
Hamiltonian in a representation that diagonalizes the par-
ticle number. The parameter N is the minimum order of
matrices to reproduce the convergent values in eleven digits.
For convenience, we call these eleven-digit values exact. For
the upper eight digits, we have seen their agreement with the
results from another diagonalization calculation, where the
Schro¨dinger equation is written in the x representation and
discretized with respect to the x. The latter calculation does
not give convergence for numbers in parentheses.
a = 1 a = 7 a = 10
E0 0.2939806(208) 0.4947744(431) 0.4974711(541)
E1 0.9313683(815) 0.4947744(431) 0.4974711(541)
E2 1.9559364(194) 1.4624211(089) 1.4820766(467)
E3 3.1503922(635) 1.4624211(089) 1.4820766(467)
E4 4.4923065(136) 2.3944961(484) 2.4506263(590)
E5 5.9553778(901) 2.3944961(537) 2.4506263(590)
N 43 65 107
TABLE II. The minimum sweep number I that reproduces
eleven digits of the exact values for the six (or M for M < 6)
low-lying states shown in Table I.
M a = 1 a = 7 a = 10
(N = 43) (N = 65) (N = 107)
1 9 83 173
2 10 84 173
4 15 82 179
6 25 82 177
8 22 36 90
10 21 28 54
12 19 23 47
14 15 21 39
4
