We analyze the per unit-time infinite horizon average cost Markov control model, subject to a total variation distance ambiguity on the controlled process conditional distribution. This stochastic optimal control problem is formulated as a minimax optimization problem in which the minimization is over the admissible set of control strategies, while the maximization is over the set of conditional distributions which are in a ball, with respect to the total variation distance, centered at a nominal distribution. We derive two new equivalent dynamic programming equations, and a new policy iteration algorithm. The main feature of the new dynamic programming equations is that the optimal control strategies are insensitive to inaccuracies or ambiguities in the controlled process conditional distribution. The main feature of the new policy iteration algorithm is that the policy evaluation and policy improvement steps are performed using the maximizing conditional distribution, which is obtained via a water filling solution of aggregating states together to form new states. Throughout the paper, we illustrate the new dynamic programming equations and the corresponding policy iteration algorithm to various examples.
1. Introduction. The infinite horizon average cost per unit-time Markov control model (MCM) with deterministic strategies is analyzed in an anthology of papers [1, 6, 7, 23] . In such MCMs, the corresponding cost-to-go and the dynamic programming recursions depend on the conditional distribution of the underlying controlled process [8] . A classical assumption in MCM applications is that the controlled process conditional distribution is perfectly known to the control strategies. In practice, precise knowledge of the controlled process conditional distribution is rarely available, because it is often constructed based on modelling considerations or statistical data. For the decision maker/planner, an issue of central importance is that of ambiguity of the MCM controlled process conditional distribution, and its impact on the optimality of the optimal decision strategies. In this paper, the term "ambiguity" is used to describe conditional distributions of the controlled process, that are described by a set of conditional distributions, which are not absolutely continuous with respect to the nominal conditional distribution, that is used to determine the optimal control strategies. To account for such ambiguity, we model the set of controlled process conditional distributions, by a ball with respect to the total variation are related to the level of ambiguity in distribution, and codify the impact of incorrect distribution models on the performance of the optimal decisions. The paper is structured as follows. We begin our analysis by considering MCMs defined on finite state and control spaces. Then, we employ certain results from [12] to characterize the maximizing conditional distribution and the corresponding dynamic programming equations. The main feature of the maximizing conditional distribution is its explicit characterization via a water-filling solution, which is similar in spirit to extremum problems encountered in information theory, such as channel capacity and lossy data compression [13] . Subsequently, we derive two new dynamic programming equations and show these are equivalent. Under the assumption that the nominal controlled process distribution is irreducible, for every stationary Markov control law the maximizing conditional distribution of the controlled process is also irreducible, the optimal control law exists, and a new policy iteration algorithm is derived. The main feature of the corresponding policy iteration algorithm is that the policy evaluation and the policy improvement steps are performed using the maximizing conditional distribution. We include examples to illustrate the water-filling properties of the maximizing distribution, its impact on the dynamic programming equation, and the choice of optimal strategies. The remainder of the paper is organized as follows. In section 1.1, we introduce the classical infinite horizon dynamic programming equation of MCM with an average cost per unit-time optimality criterion, and we briefly discuss the main results derived in the paper. In section 2, we give some preliminary results concerning the maximization of a linear functional subject to TV distance that we apply in subsequent sections in the context of MCMs. In section 3, we study the infinite horizon average cost Markov decision problem (MDP) for finite state and control spaces, and we derive new dynamic programming recursions and the corresponding policy iteration algorithm. In section 4, we present an example which illustrates the implications of the new dynamic programming recursions on the corresponding policy iteration algorithm.
1.1. Discussion on the main results. In this section, we briefly describe the two dynamic programming derived in this paper, by first recalling the classical dynamic programming equations. nel Q(z|x, u) on X given (x, u) ∈ K, which corresponds to the controlled process transition probability distribution. Downloaded 09/27/19 to 130.233.216.211. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (e) One-stage-cost. A nonnegative function f : K −→ [0, ∞], called the onestage-cost. We denote the set of stochastic kernels on X conditioned on K by Q(X |K), and the set of probability distributions on X by M 1 (X ). Next, we give the definition of deterministic stationary Markov control policies. Definition 1.1. A deterministic stationary Markov control policy is a function g : X −→ U such that g(x t ) ∈ U(x t ) ∀x t ∈ X , t = 0, 1, . . . . The set of such deterministic stationary Markov policies is denoted by G SM , and the set of all deterministic control policies (i.e., nonstationary, possibly non-Markov) is denoted by G.
Define the n-stage expected cost, for a fixed x 0 = x, by
where E g x {·} indicates the dependence of the expectation operation on the policy g ∈ G and x 0 = x. Then, the average cost per unit-time, when policy g ∈ G is used and given x 0 = x, is defined by (1.6a)-(1.6b) solves the MCP (1.4) without imposing irreducibility of the conditional distribution of the controlled process. Since the MCP (1.4) and the dynamic programming equation (1.5) are functionals of the conditional distribution of the controlled process, then the optimal strategies g ∈ G are obtained based on the assumption of having accurate knowledge of the conditional distribution Q(z|x, u). Hence, any ambiguity or mismatch of Q(z|x, u) from the true conditional distribution will affect the optimality of the strategies. Motivated by this implication, we consider the problem formulation discussed in the next section.
1.1.3. Dynamic programming equation of per unit-time infinite-horizon MCM with total variation distance ambiguity. Let (X , B(X )) denote an arbitrary measurable space, and let M 1 (X ) denote the set of probability measures on X . The TV distance between two probability measures is a function || · || T V :
where P(X ) denotes the collection of all finite partitions of X . Note that ||α−β|| T V ≤ ||α|| T V + ||β|| T V and equality holds if α(·) and β(·) are defined on nonoverlapping support sets.
In this paper, we will derive the analogues of (1.5) and (1.6a)-(1.6b) for the class of conditional distributions of the controlled process Q(z|x, u), (x, u) ∈ K which are stationary, and belong to a ball, with respect to the TV distance metric, centered at a nominal controlled process distribution
The precise definition is the following.
Definition 1.2. For each g ∈ G SM , let {x g t : t = 0, 1, . . . } denote the nominal controlled process, with stationary conditional distribution defined by
where Q o (·|·, ·) ∈ Q(X |K). Given the nominal controlled process and R(x) ∈ [0, 2], x ∈ X , the true stationary controlled process conditional distribution belongs to the TV distance ball defined by
Remark 1.3. Regarding the TV distance parameter R(x) ∈ [0, 2] ∀x ∈ X , we emphasize the following two extreme cases: (1) For R(x) = 0 ∀x ∈ X , the nominal and the true controlled process distributions are identical, i.e., Q(·|x, u) = Q o (·|x, u) ∀(x, u) ∈ K. Intuitively, in this case we assume complete and accurate knowledge of the controlled process distribution. Consequently, the minimax MCP reduces to the classical MCP. (2) For R(x) = 2 ∀x ∈ X , the nominal and the true controlled process distributions have nonoverlapping support sets, 1 i.e., supp(Q(·|x, u)) ∩ supp(Q o (·|x, u)) = ∅ ∀(x, u) ∈ K. This is the largest possible distance we can have between the nominal and the true controlled process distributions.
Next, we consider the analogue of (1.4), based on Definition 1.2. For any g ∈ G and Q(·|x, u) ∈ B R (Q o )(x, u), define the n-stage expected cost by
and the corresponding average cost per unit-time by
Then, the average cost per unit-time subject to ambiguity class (1.7) is defined by
The minimax MCP is to choose a control policy g * ∈ G such that
A conditional distribution Q * that satisfies (1.10) is called a maximizing conditional distribution, a policy g * that satisfies (1.11) is called an average cost optimal policy, and the corresponding J * (·) is the minimum cost or value function of the minimax MCP. We derive the following main results. New dynamic programming equations. In section 3 the main result is Theorem 3.7.
(1) First dynamic programming equation. Part (a) of Theorem 3.7 states the following. Given any R(x) ∈ [0, 2], x ∈ X , if for all stationary Markov control policies g ∈ G SM , the maximizing transition probability matrix Q * (g) is irreducible, then the dynamic programming equation corresponding to minimax MCP (1.11) is given by
where Q * (·|·, ·) is the maximizing distribution defined on an optimal partition of the finite state space X = X 0 ∪ X 0 ∪ · · · ∪ X k , k ∈ N, and determined by a set of waterfilling equations (3.22)-(3.23), based on the nominal distribution Q 0 (·|·, ·) and R(x), x ∈ X .
(2) Second equivalent dynamic programming equation. Part (b) of Theorem 3.7 states that dynamic programming equation (1.12) is equivalent to the following dynamic programming equation:
for some set Y(x, u) ⊆ X , and with β(·) being a nondecreasing function of α(x, u), both defined in Theorem 3.7(b). The new term entering in the right side of (1.13) is the weighted difference of the maximum and minimum values of the value function, over appropriate sets, which is weighted by the function α(x, u). In section 3.1, an example is included to illustrate that the two dynamic programming equations of Theorem 3.7 are equivalent. Downloaded 09/27/19 to 130.233.216.211. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A special case of (1.13) arises by considering a specific range of values of the TV parameter, and is given by
where the last right-hand side term is the difference between the maximum and minimum values of the value function weighted by α(x, u). By the equivalence of dynamic programming equations (1.12) and (1.13), for this special case the maximizing distribution Q * (·|x, u) in (1.13) satisfies Q * (X 0 |x, u) < 1, Q * (X 0 |x, u) > 0, and Q * (X k |x, u) = Q 0 (X k |x, u), where X 0 and X k , k ∈ N are to be defined in section 2. New policy iteration algorithm and implementation. A new policy iteration algorithm is given in section 3.2, in which the policy evaluation and the policy improvement steps are performed by using the maximizing conditional distribution Q * (·|·) obtained under TV distance ambiguity. At the application level, we include an example in section 4 to illustrate the implementation of the new policy iteration algorithm.
2. Maximization over total variation distance ambiguity. In this section, we address the extremum problem of maximizing a linear functional subject to TV distance ambiguity for finite alphabet spaces. The results of this section will be applied in subsequent sections to solve the minimax MCP defined by (1.11) and to derive new dynamic programming equations. First, we introduce the extremum problem under investigation.
Let (X , U) be finite sets of cardinality |X | and |U|, respectively. Define the set of conditional probability vectors on X conditioned on x ∈ X , u ∈ U by 
The objective is to find the solution of the extremum problem
, (x, u) ∈ X × U. Downloaded 09/27/19 to 130.233.216.211. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Problem 2.1 is a convex optimization problem on P x,u (X ) with the property that L(R) is a nondecreasing concave function of R(x) and
where R(x) ≤ r max (x, u) and r max (x, u) is the smallest nonnegative number belonging to [0, 2] such that L(R) is constant in [r max (x, u), 2], (x, u) ∈ X × U. The proof of the above statement can be found in [12, Lemma 3.1]. The solution of Problem 2.1 is obtained by first identifying the partition of X into the disjoint sets X 0 , X \ X 0 , and then by finding upper and lower bounds on the probabilities of X 0 and X \ X 0 , respectively, which are achievable.
Define the maximum and minimum values of { (x) : x ∈ X } by
and their corresponding sets by X 0 x ∈ X : (x) = max and X 0 x ∈ X : (x) = min , respectively. For all remaining elements, (x) : x ∈ X \ {X 0 ∪ X 0 } , such that X 0 ∪ X 0 ⊂ X , and for 1 ≤ r ≤ |X \ {X 0 ∪ X 0 }|, define recursively the set of indices for which the sequence achieves its (k + 1) th smallest value by (2.6)
until all the elements of X are exhausted. Further, define the corresponding values of the sequence on these sets X k by
The next theorem gives the solution to Problem 2.1.
Theorem 2.2. The maximum cost (2.2) subject to the TV distance ambiguity is given by
The maximizing distribution Q * (·|x, u) is given by the following water-filling equations: Next, we give an alternative characterization of Theorem 2.2, which we will use to show that dynamic programming equations (1.12) and (1.13) are equivalent. Dynamic programming equation (1.13) is helpful to give a more intuitive interpretation of the ambiguity model of TV distance and to codify the impact of incorrect distribution models on the performance of the optimal decisions. We summarize the above discussion with a corollary.
Corollary 2.3. The maximum cost subject to TV constraint given by (2.8) can be equivalently expressed as follows:
The set Y(x, u) and the function β(α(x, u)) are determined as follows.
where k ∈ {1, 2, . . . , r}, then Y(x, u) and β(α(x, u)) are given by
Proof. For the proof of Corollary 2.3 we distinguish the following three cases.
(1) Consider R(x) ∈ [0, 2], x ∈ X , and assume that α(x, u) in (2.9d) is equal to R(x) < r max (x, u). Further, assume that the maximizing distribution given by (2.9a) and (2.9b) is such that Q * (X 0 |x, u) < 1 and Q * (X 0 |x, u) > 0. Then, by (2.9c) we have Q * (X k |x, u) = Q o (X k |x, u) for all k = 1, . . . , r. Substituting Q * (·|x, u) back to (2.8) we obtain
When α(x, u) ≤ 2 z∈X0 Q o (z|x, u) holds, this corresponds to (2.10) with Y(x, u) = X and β(α(x, u)) = 0 (i.e., item 1 of Corollary 2.3).
(2) Consider R(x) ∈ [0, 2], x ∈ X , and assume that α(x, u) = R(x) < r max (x, u), while the maximizing distribution given by (2.9a) is such that Q * (X 0 |x, u) < 1 and Downloaded 09/27/19 to 130.233.216.211. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the maximizing distribution given by (2.9b)-(2.9c) is such that Q * (X 0 |x, u) = 0 and Q * (X 1 |x, u) = 0, . . . , Q * (X k−1 |x, u) = 0 and Q * (X k |x, u) > 0, for some k ∈ {1, 2, . . . , r}. Then by (2.9c), we have
This corresponds to (2.10) with Y(x, u) and β(α(x, u)) given by (2.12a) and (2.12b), respectively, when (2.11) holds for some k ∈ {1, 2, . . . , r}.
Remark 2.4. We note the following.
• For Y(x, u)=X and β(α(x, u)) = 0, equation (2.10) gives the oscillator seminorm. • The first term on the right side of (2.10) measures the difference between the maximum and minimum values of (x), x ∈ X , with respect to the optimal partition of the state space X . • As the TV distance increases, (i.e., see (2.11)), new terms enter in the right side of (2.10), and this has the interpretation of taking into account the impact of incorrect distribution models. • A specific application of the results summarized in Corollary 2.3, for developing a robust linear quadratic regulator subject to disturbance variability, can be found in [25] .
3. Minimax stochastic control for finite state and control spaces. In this section we employ the results of section 2 to derive the new dynamic programming equations, and the corresponding policy iteration algorithm for the infinite horizon minimax MCP defined by (1.11) .
Consider the problem of minimizing the finite horizon version of (1.10) defined by
Let V : X −→ R denote the value function corresponding to (3.1). Then, V satisfies Downloaded 09/27/19 to 130.233.216.211. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the dynamic programming equation [11, 24] V n (x) = 0 ∀x ∈ X ,
By Corollary 2.3, the solution of the inner optimization problem is given by (2.10), with (·) = V j+1 (·). Hence, (3.2b) is equivalent to the following dynamic programming equation: 
We rewrite (3.5) as follows:
Next, we introduce the following standard assumption [19] .
Assumption 3.1. There exists a pair (V (·), J * ), V : X −→ R and J * ∈ R, such that
Under Assumption 3.1,
and the limit does not depend on x ∈ X . In addition, by taking the supremum with respect to x ∈ X on both sides of (3.7), by virtue of the finite cardinality of X , we can exchange the limit and the supremum to obtain 
where (a) is obtained by using (3.6), (b) is obtained by using the equivalent formulation (3.3), and (c) is obtained by adding and subtracting J * + (j − 1)J * α(x, u) + k(j − 1)J * . Since U and X are of finite cardinality we can interchange the limit and the minimization and maximization operations, to arrive to the following dynamic programming equation: 
Next, we state the first main theorem of this section.
Theorem 3.2. Suppose X and U are of finite cardinality and Assumption 3.1 holds. If there exists a solution (V, J * ) to the dynamic programming equation (3.10), and g * is a stationary policy such that g * (x) attains the minimum in the right-hand side of (3.10) for every x, then g * is an optimal policy and J * is the minimum average cost.
Proof. Let g ∈ G be any policy and u ∈ U(x). Since (V, J * ) satisfies the dynamic programming equation (3.10), which is equivalent to (3.11) , and by the definition of g * , then
Denoting the maximization with respect to Q(·|x, u) in (3.12) by Q * (·|x, u) and the corresponding expectation by E g,Q * , and taking expectation on both sides of (3.12), we have
Then, from (1.10) we have that for all g ∈ G,
where (a) is obtained by using (3.13), and (b) is obtained because the last term vanishes as j → ∞. Thus, J * ≤ inf g∈G J(g, x). However, when g is replaced by g * , equality holds throughout, and as a result g * is optimal, that is, J * = J * (x) = inf g∈G J(g, x), g * ∈ G is an average cost optimal policy, and J * is the value. In this section, we characterize the solution of the infinite horizon minimax average cost MCM, under the standard irreducibility condition, on the transition probabilities of the controlled process. First, we introduce some notation.
Identify the state space X by X = {x 1 , x 2 , . . . , x |X | } consisting of |X | elements. Then, any function V : X −→ R may be represented by a vector in R |X | , as follows:
Any stationary control policy g ∈ G SM , g : X −→ R, may also be identified with a g ∈ R |X | . For any g, let Q(g) ∈ R |X |×|X | defined by Q(g) ij = P (x t+1 = x i |x t = x j , u t = g(x j )) and
. . , |X |, and e = (1, . . . , 1) T ∈ R |X | . The maximization of the expected n-stage cost, for a fixed q 0 (x) ∈ R |X | , is given by 2
With Q * (·|x, u) denoting the maximizing conditional distribution, then
Hence, the maximizing average cost per unit-time is given by
Since q 0 ∈ R |X | and f (g) ∈ R |X | are independent of n, the following limit exists [ is said to be reducible if by row and column permutations it can be placed into block upper-triangular form P = P 1 P 2 0 P 3 , where P 1 , P 2 are square matrices.
A stochastic matrix which is not reducible is said to be irreducible.
Note that (3.16) depends on the probability distribution q 0 of the initial state. However, if Q * 1 is assumed to be an irreducible stochastic matrix, then there exists a unique vector q such that [19, Lemma 5.7]
where q(g) is the unique invariant probability distribution, that is, Q * (g)q(g) = q(g), and the matrix Q * 1 has all rows equal to q. Then, the average cost per unit-time J(g, q 0 ) ≡ J(g) is independent of the initial distribution. Hence, for the remainder of this section, we will assume that for every stationary Markov control policy g ∈ G SM , the stochastic matrix Q * (g) is irreducible. The next proposition summarizes the above results.
Proposition 3.5 (see [27] ). Let g ∈ G SM be a stationary Markov control policy, g : X −→ U, and assume that Q * (g) ∈ R |X |×|X | + is irreducible. Then, there exists a V (g) ∈ R |X | such that Proof. See [27] for the proof.
Lemma 3.6. Assume the following hold. 1. For any stationary control policy g ∈ G SM , Q * (g) ∈ R |X |×|X | + is irreducible. 2. There exists a g * ∈ G SM such that Define g 1 : X −→ U as g 1 (x) = argmin u∈U {f (x, u) + z∈X Q * (z|x, u)V (g * , z)}. Suppose that for some x 2 ∈ X strict inequality holds in (3.19) ; then
Multiplying (3.20) by q(g 1 )(x 0 ) > 0 and summing over x 0 ∈ X yields
which gives J * > J(g 1 ), contradicting assumption 2. Hence, equality holds in (3.19) for every x ∈ X .
Next, we state the second main theorem of this section.
Theorem 3.7. Assume that for all stationary Markov control policies g ∈ G SM , and for a given TV parameter R(x) ∈ [0, 2], x ∈ X , the maximizing transition matrix Q * (g) is irreducible. Then, the following hold. The maximizing conditional distribution Q * (·|x, u), (x, u) ∈ K is given by 
23c)
where k = 1, 2, . . . , r, and r is the number of X k sets which is at most |X \ X 0 ∪ X 0 |. (b) Second equivalent dynamic programming equation. There exists a solution (V, J * ), V : X −→ R, J * ∈ R, to the equivalent dynamic programming equation
where max z∈X V (z) and min z∈Y V (z) denote componentwise maximum and minimum, respectively. The support sets are given by The main observation is that in specific applications one may employ either dynamic programming equation (3.21) or (3.24) . Next, we present a simple example to illustrate through analytic step-by-step calculations the equivalence of the two dynamic programming equations. (1) Solution based on first dynamic programming equation: The solution of the infinite horizon average cost dynamic programming equation (3.21) subject to TV constraint is based on the maximizing distribution given by (3.22) , and the identification of the support sets given by (3.23) . At this point, let us assume that the support sets are known and given by X 0 = {2}, X 0 = {0}, X 1 = {1}, and r = 1. In the next section, through the new policy iteration algorithm, we will give the exact procedure for calculating the optimal support sets. In addition, since the nominal transition probability matrix (3.25) is the same for all u ∈ U, for notation convenience the dependence of (3.22) on the controls will be removed. Applying (3.22) for all x ∈ X we obtain the following. (a) For x = 0, we have that α(x = 0) = min(R(x = 0), r max (x = 0)) min(R(x = 0), 2 ( 
(b) For x = 1, we have that α(x = 1) = min(R(x = 1), 2(1 − Q o (X 0 |x = 1))) = min(R(x = 1), 2(1 − 1 2 )) = min(R(x = 1), 1) ∀R(x = 1) ∈ [0, 2]. The maximizing distribution is calculated, precisely as in (a), to obtain 
By (a), (b), and (c), the maximizing transition probability matrix is given by (3.26)
Next, we show under this assumption that dynamic programming equations (3.21) and (3.24) provide the same solution.
Applying dynamic programming equation (3.21) , for the value of R = 1 2 , we immediately get that g(x = 0) = g(x = 1) = g(x = 2) = 0 and
The optimal solution is given by (b) For x = 1, we already showed in (1b) that α(x = 1) = min(R, 1) ∀R ∈ [0, 2]. Clearly, when k = 1, (2.11) holds, i.e.,
and hence, by (2.12) we have that
(c) For x = 2, we already showed in (1c) that α(x = 2) = min(R, 2) = R ∀R ∈ [0, 2], and since α(x = 2) = 1 2 < 2 z∈X0 Q o (z|x = 2) = 2 we have that Y(x = 2) = X and β(α(x = 2)) = 0.
Applying the second equivalent dynamic programming equation (3.24) we immediately get that g(x = 0) = g(x = 1) = g(x = 2) = 0 and 
Policy iteration algorithm.
In this section, we provide a modified version of the classical policy iteration algorithm for average cost dynamic programming [19, 27] . From part (a) of Theorem 3.7, policy evaluation and improvement steps of the policy iteration algorithm must be performed using the maximizing conditional distribution Q * , obtained under TV distance ambiguity constraint, defined on the support sets X 0 , X 0 , and X k , for all k = 1, . . . , r. Moreover, one needs to guarantee that for the given TV parameter R(x), x ∈ X , the corresponding maximizing matrix Q * is irreducible; 3 otherwise, the policy iteration algorithm may not be sufficient to give the optimal policy and the minimum cost. x ∈ X TV parameter, P X family of partitions of the state space X in the sense of (3.23), n number of all possible partitions, m = 0 iteration index, g 0 : X −→ U arbitrary stationary Markov control policy.
1. (policy evaluation) For all P (i) ∈ P X , i = 1, 2, . . . , n, calculate Q P (i) (g m ) using (3.22), and solve
Identify the support sets of (3.29) using (3.23) and let S P (i) denote the grouping of these sets. Calculate
If
, and proceed to step 2.
(policy improvement) Let
3. If g m+1 = g m , let g * = g m ; else let m = m + 1 and return to step 1.
The policy iteration algorithm is valid under the assumption that for all stationary Markov control policies g ∈ G SM , the maximizing transition probability matrix Q * (g) ∈ R |X |×|X | is irreducible. Then by [5] , the policy iteration algorithm yields an optimal policy in a finite number of iterations. Moreover, by the equivalence of dynamic programming equations (3.21) and (3.24), Algorithm 3.8 may be rewritten in terms of part (b) of Theorem 3.7.
Next, we apply the policy evaluation step (step 1) of Algorithm 3.8 to determine analytically the optimal support sets of Example 1. Example 1 (continuing from p. 2859). Let P X denote the family of partitions of the state space X in the sense of (3.23), i.e., P X = {P (i) : i = 1, 2, . . . , 12}, where P (i) stands for partition i as shown in Table 3 3 10 ] T . Repeating the same calculations for all possible partitions P ∈ P X , one can construct Table 3 .2. Clearly, P (5) is the partition which satisfies both (3.30) and (3.31) .
In section 4, we illustrate the implementation of Algorithm 3.8 through an example.
3.2.1. Discussion. Part (a) of Theorem 3.7 indicates that under a stationary Markov control policy g ∈ G SM , and for an irreducible maximizing distribution Q * (·|x, u), there exists a solution to the dynamic programming equation (3.21) . Moreover, the maximizing distribution Q * (·|x, u), which is given by (3.22) , is calculated based on the support sets (3.23), the nominal distribution Q o (·|x, u), and the value of R(x) ∈ [0, 2], x ∈ X . Hence, in order to apply the policy iteration algorithm, for each possible partition P (i) ∈ P(X ), one needs to know in advance that for a given TV parameter and a nominal distribution Q o (·|x, u), the maximizing distribution Q * (·|x, u) is irreducible. Otherwise, for a given partition of the state space X , the policy iteration algorithm may not be sufficient to give the optimal policy and the minimum cost. In particular, as we show next, if the irreducibility condition is not satisfied, then the policy iteration algorithm need not have a unique solution.
As an example (borrowed from [22] ), consider a stochastic control system with state space X = {1, 2, 3} and control set U = {u 1 , u 2 }. Let us assume that the stochastic control system is characterized by a nominal distribution Q o (u 1 ) and Q o (u 2 ) under controls u 1 and u 2 , respectively. Given a TV parameter R(x) ∈ [0, 2], x ∈ X , and an arbitrary selected partitionP from the family of partitions P X of the state space X , we assume that the maximizing distribution under controls u 1 and u 2 is given by The cost function under each state and action is given by
Clearly, for this control system the transition probability matrix QP (·), under both controls, is reducible, since the system under controls u 1 and u 2 contains more than one communication class. 4 In particular, the transition diagram for (3.34) is as shown Using the policy iteration algorithm, Algorithm 3.8, with initial policies g 0 (1) = g 0 (2) = g 0 (3) = u 1 , the optimality equation and hence
The second and third equations show that the system for the partitionP ∈ P X is inconsistent. Hence, in our proposed policy iteration algorithm for solving the minimax stochastic control problem with average cost, the above scenario of reducible maximizing distributions Q * (·|x, u) is excluded, since as we showed it might lead to inconsistencies in our system. To circumvent the irreducibility assumption on the maximizing distribution, one may proceed one step further and characterize the existence of optimal strategies by J * (x) = min Next, we proceed to solve J Q P (4) (g 0 )e + V Q P (4) (g 0 ) = f (g 0 ) + Q P (4) (g 0 )V Q P (4) (g 0 ) for J Q P (4) (g 0 ) ∈ R and V Q P (4) (g 0 ) ∈ R 3 , which is given by
Since V Q P (4) (g 0 ) is uniquely determined up to an additive constant, let V Q P (4) (g 0 , 2) = 0. The solution is
Using (3.23), we identify the support sets and we let S P (4) denote the grouping of these sets, i.e., S Table 4 .1. Since partition P (4) ∈ P X is the one which satisfies both (3.30) and (3.31), we let P * (g 0 ) = P (4), Q * (g 0 ) = Q P (4) (g 0 ), V Q * (g 0 ) = V Q P (4) (g 0 ), and J Q * (g 0 ) = J Q P (4) (g 0 ).
2. (policy improvement) Let g 1 = argmin g∈R 3 {f (g) + Q * (g)V Q * (g 0 )}, where 2. (policy improvement) Let g 2 = argmin g∈R 3 {f (g) + Q * (g)V Q * (g 1 )}. Since P * (g 1 ) = P * (g 0 ) = P (4), then the maximizing transition probability matrices under Downloaded 09/27/19 to 130.233.216.211. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 4 .1 Results of the policy evaluation step for m = 0. Q P (i) J Q P (i) V Q P (i) S P (i) L P (i) P (1) Conclusions. In this work, we examined the optimality of the minimax MDP via dynamic programming on an infinite horizon, when the ambiguity class is described by the TV distance between the conditional distribution of the true controlled process and the conditional distribution of a nominal controlled process. As optimality criterion we considered the average cost per unit-time. Under the assumption that for every stationary Markov control policy the maximizing stochastic matrix is irreducible, we derived a new dynamic programming equation and a new policy iteration algorithm. Finally, an application of our recommended policy iteration algorithm is shown via an illustrative example.
