The data mining has been performed for the aerodynamic design optimization result of two-stage-to-orbit reusable launch vehicle flyback booster wing. Three data mining techniques were used such as self-organizing map, functional analysis of variance, and rough set theory. The optimization problem had four aerodynamic objective functions and 71 design variables regarding wing shape. The optimization obtained the result as the hypothetical design database with 302 all solutions including the 102 non-dominated solutions. Consequently, the knowledge in the design space was acquired regarding the correlation between objective functions, and the influence of the design variables to the objective function, for non-dominated and all evaluated solutions, respectively. The features of three data mining techniques were revealed. Although the combination among three techniques discovered detailed design knowledge, self-organizing map was especially a key technique for knowledge discovery. Moreover, design knowledge from all solutions conserved the information from non-dominated solutions. Data mining was essential to solve multi-objective optimization problem.
I. Introduction
A lthough design optimization problem is an important manner for engineering, the most significant point is the extraction of the knowledge in design space from optimization result. The result obtained by multi-objective optimization problem using evolutionary algorithm is not a sole solution but a set of optimum solutions. That is, as multi-objective optimization result is only figure enumeration, there is insufficient information regarding design. However, that set of optimum solutions can be considered hypothetical design database. Recently, data mining technique is applied for this hypothetical design database to obtain the fruitful design knowledge efficiently [1] [2] [3] . As data mining application is developing field, there is no effective manner.
In this study, three data mining techniques as self-organizing map (SOM), functional analysis of variance (ANOVA), and rough set theory were applied to the aerodynamic design optimization result regarding a two-stage-to-orbit (TSTO) reusable launch vehicle (RLV) flyback booster. A space transport system with a substantially reduced cost is needed so that space can be utilized in many more fields. One of the focused research is the RLV system, suggested as a replacement for the present expendable launch vehicle system. Because of the difficult assignments such as a higher performance propulsion system and greater reduction of its structure weight, current proposals for the introduction of reusable components in space transportation involve the TSTO configuration with winged flyback booster powered by liquid rocket engines for vertical takeoff and horizontal landing. As the wing geometry of flyback booster generates the 
III. Data Mining Techniques
A. Self-Organizing Map
General SOM Algorithm

SOM
5 is an unsupervised learning, nonlinear projection algorithm from high to low-dimensional space. This projection is based on self-organization of a low-dimensional array of neurons. In the projection algorithm, the weights between the input vector and the array of neurons are adjusted to represent features of the high dimensional data on the low-dimensional map. The close two patterns are in the original space, the closer is the response of two neighboring neurons in the low-dimensional space. Thus, SOM reduces the dimension of input data while preserving their features.
Batch-SOM
In this study, SOMs were generated by using commercial software Viscovery R SOMine 4.0 Plus 6 produced by Eudaptics GmbH. Although SOMine is based on the general SOM concept and algorithm, it employs an advanced variant of unsupervised neural networks, i.e., Kohonen's Batch SOM 7, 8 . The algorithm consists of two steps that are iterated until no more significant changes occur: search of the best-matching unit c i for all input data {x i } and adjustment of weight vector {m j } near the best-matching unit. The Batch-SOM algorithm can be formulated as follows:
where m * j is the adjusted weight vector. The neighborhood relationship between two neurons j and k is defined by the following Gaussian-like function:
where d jk denotes the Euclidean distance between the neuron j and the neuron k on the map, and r t denotes the neighborhood radius which is decreased with the iteration steps t. The standard Kohonen algorithm adjusts the weight vector after all each record is read and matched. On the contrary, the Batch-SOM takes a 'batch' of data (typically all records), and performs a 'collected' adjustment of the weight vectors after all records have been matched. This is much like 'epoch' learning in supervised neural networks. The Batch-SOM is a more robust approach, since it mediated over a large number of learning steps. In the SOMine, the uniqueness of the map is ensured by the adoption of the Batch-SOM and the linear initialization for input data. Much like some other SOMs 9 , SOMine creates a map in a two-dimensional hexagonal grid. Starting from numerical, multivariate data, the nodes on the grid gradually adapt to the intrinsic shape of the data distribution can be read off from the emerging map on the grid. The trained SOM is systematically converted into visual information 10, 11 .
B. Analysis of Variance
ANOVA 12 is one of the data mining techniques showing the effect of each design variable to the objective and the constraint functions in a quantitative manner. ANOVA uses the variance of the model due to the design variables on the approximation function. By decomposing the total variance of model into the variance due to each design variable, the influence of each design variable on the objective function can be calculated. The decomposition is accomplished by integrating out the variables of modelŷ. The total mean (μ total ) and the variance (σ 2 total ) of modelŷ are as follows:
The main effect of variable x i and the two-way interaction effect of variable x i and x j are given as follows:
quantify the effect of variable x i and interaction effect of x i and x j on the objective function. The variance due to the design variable x i is obtained as follows:
The proportion of the variance P due to design variable x i to total variance of model can be expressed by dividing Eq. (6) with Eq. (3b).
This value indicates 13 the effect of design variable x i on the objective functionŷ.
C. Rough Set Theory
The rough set theory introduced by Pawlak 14, 15 is based on the assumption that data and information is associated with every objects of the universe of discourse 16 . Objects described by the same properly selected information are indiscernible. The rough set theory can be used for a) reduction of data sets; b) finding hidden data patterns; c) generation of decision rules. The rough set theory algorithms fall into a broad area of machine learning such as a) neural networks; b) genetic algorithms; c) case-based learning; d) rule induction; e) analytical learning.
A reduct is a minimal sufficient subset of features RED ⊆ A such that 16, 17 :
, RED produces the same classification of objects as the collection A of all features; b) for any feature f ∈ RED, R(RED − {f }) = R(A), i.e., a reduct is a minimal subset with respect to the property a);
Core is the collection of features appearing in all reducts and is computed as the product of all reducts. Pawlak introduced the concept of lower and upper approximations, which are useful for measuring of the quality and accuracy of classification. Denote U a finite set of objects, Q as a finite set of features, and let P ⊆ Q and Y ⊆ U .
The P -lower approximation of Y , denoted as P Y , is the set of all elements of U , which can be certainly classified as elements of Y based on the set of features P .
The P -upper approximation of Y , denoted as P Y , is the set of elements of U , which can be possibly classified as elements of Y based on the set of features P . The two definitions are expressed formally as follows:
where P * is the family of all equivalence classes of indiscernibility relation P r on the set U . Two objects x and y are indiscernible on the set of features P (xP r y) if r(x, q) = r(y, q) for every q ∈ P . Equivalence classes of P r are called P -elementary sets in the set of objects (data set). Approximation accuracy (AA) of a data set is the ratio of the total lower approximation for all decision classes and the total upper approximation for all decision classes.
Boundary approximation is the difference between the upper and lower approximation. Classification accuracy (CA) of a rule set is the ratio of the number of correctly classified objects from the test set and all objects in the test set 18 . Classification quality (CQ) of a feature set is the ratio of the number of objects in the lower approximation and the total number of objects in the data set.
In some areas, a broader definition of accuracy is used 19 . Accuracy is defined as the total number of true positives added to the total number of true negatives divided by the total number of patients studies 20 , i.e., Fig. 2 , the following metrics are defined in addition to accuracy:
accuracy= (A + D)/(A + B + C + D)). Based on the quadrant in
• Sensitivity (true positive rate)= A/(A + C).
• Specificity (true negative rate)= D/(B + D). • Positive predicted value= A/(A + B). • Negative predicted value= D/(C + D).
Exact rule= an outcome corresponds to one or more different conditions. Approximate rule= the same condition corresponds to more than one outcome. Note that exact rules are generated for the set of objects in the lower approximation, while approximate rules are generated for the boundary.
The most basic definitions introduced above are illustrated with the data set in Fig. 3 containing six objects, four features, and the decision D. The classification quality of each single feature is as follows: CQ(F1)=.167, CQ(F2)=0, CQ(F3)=0, CQ(F4)=.333. For example, for feature F1 object 3 can be uniquely identified, therefore for F1=1, CQ(F1)=1/6=.167.
The classification quality of selected pairs of features is as follows: CQ(F1, F2)=.5, CQ(F2, F3)=.667. For example, for the feature set {F1, F2} three objects 1, 2, and 5 can be uniquely identified, therefore CQ(F1, F2)=3/6=.5.
The classification quality of selected triple features is as follows: CQ(F1, F2, F3)=.667, CQ(F2, F3, F4)=.667. For example, for the feature set {F1, F2, F3} four objects 1, 2, 3, and 5 can be uniquely identified, therefore CQ(F1, F2, F3)=4/6=.667.
The The following four exact and approximate rules have extracted from the set in Fig. 3 .
In this study, ROSETTA 21, 22 was used. 
IV. Data Mining Results
A. Design Space from Non-Dominated Solutions
The knowledge in the design space generated by the non-dominated solutions gives the correlation of tradeoff between the objective functions, and the influence of the design variables for tradeoffs. As tradeoff information is in the hypothetical design database formed by optimum solutions, data mining is the manner to give designers tradeoff and design knowledge directly.
Knowledge by SOM
The resulting 102 non-dominated solutions have been projected onto the two-dimensional map of SOM. Figure 5 shows the resulting SOM with 10 clusters taking the four objective functions into considering. When the sweepback angle of the inboard wing becomes larger, the inboard wing acts as a strake. In general, as a strake generates a vortex, it may be effective to increase lift due to the leading-edge separation. However, the SOM colored by the design variable of the sweepback angle of the inboard wing shows that there are mixed values in the area in which high values of the subsonic lift clustered. That is, the sweepback angle of the inboard wing is not effective to increase C L . The CFD visualization, which is one individual under subsonic flow condition where leading-edge separation is indicated by vortex centerlines, shows that the primary vortex occurs not from a strake but from a kink corner on the leading edge. Hence, the strake vortex is not essential to increase C L . The knowledge for the CFD visualization is also obtained from SOM.
As the SOMs colored by several other design variables have jumbled coloring, there design variables had no effect in determining tradeoffs among the four objective functions. That is, it means that the sorting of the design variables can be also performed from SOM. 
Knowledge by ANOVA
The variance of the design variables and their interactions are shown in Fig. 8 . The proportion of them are shown which is larger than 1% to the total variance. Note that 'dv' indicates design variable and '-' indicates interactions between two design variables. The results reveal that dv7, which is the x coordinate of relative wing position to fuselage, gives the largest effect on the objective function F 1 and F 2 , and dv18, which is the rearward camber height at wing tip, gives the largest influence for F 3 and F 4 . When the wing position relative to the fuselage is changed, the aerodynamic center is also changed, and this design variable varies the transonic C M p . In addition, it is known that the camber line has the influence to C L and C D . The knowledge obtained by ANOVA corresponds to general knowledge regarding aerodynamics.
When the results from ANOVA are compared with the results from SOM, the influence regarding dv7 and dv18 corresponds well. However, the results from ANOVA do not have the much influence regarding dv22. In this case, dv22 with specific smaller value gives the influence to reduce the transonic C D . As the decrease of dv22 value reduces the induced drag at tip, the result from SOM is appropriate. Therefore, it is revealed that ANOVA cannot express the influence which only a design variable with a particular range gives, and this defect can be avoided by using SOM simultaneously.
Knowledge by Rough Set Theory
The flow of data mining using rough set theory is summarized as follows. The present data was generated from 102 non-dominated solutions, and had four objective functions and 71 design variables. Thus, the object U denotes the non-dominated solutions, the condition attribute C is the design variables, and decision attribute D is the objective functions. In the present study, each cluster classified by SOM was employed as decision attribute D. The name of each cluster is summarized in Fig. 9 . Table 1 shows the cluster names which give the effects on the objective functions. Rough set theory made the rules regarding C1, C2, C5, and C10. Each rule is summarized in Tables 2 to 5 . These results show that a high value of dv7 has influence to the shift of aerodynamic center, the characteristic value of dv7 has influence to transonic C M p , and dv18 has influence to transonic C D and subsonic C L . As this knowledge corresponds to the results obtained by SOM and ANOVA, these rule is generated appropriately. As ANOVA shows the total intensity in whole design space directly, it cannot show the intensity in particular design space. For example, as Table 2 shows dv18 has a strong intensity to F 1 , local region of dv18 has influence to the shift of aerodynamic center. SOM and ANOVA do not reach this knowledge, and then these rules obtained by rough set theory are useful to narrow down to a detailed design space.
However, physical analyses is needed to the rules generated by rough set theory, and it is difficult to acquire the knowledge with flair. The order of rules does not correspond to the intensity of influence to the objective functions. Moreover, a rule becomes accurate as many individuals with a decision attribute as it generates. When a small number of individuals with characteristics satisfies a decision attribute, the rule makes insufficient result. Rough set theory is effective manner, when there are many individuals to satisfy a decision attribute, and also there are considerable design variables.
B. Design Space from All Solutions
The data mining for the design space generated by all evaluated solutions in optimization gives the knowledge regarding the sensitivity of design variable to objective function, i.e., the direction for a better design. In addition, it can reveal the sweet spot in the design space. That is, it shows the design precept for the problem without severe tradeoffs. cluster particularity of performance improvement C1 shift of aerodynamic center Table 2 . Rules for C1 generated by rough set theory using non-dominated solution data. 
Knowledge by SOM
The resulting 302 all evaluated solutions have been projected onto the two-dimensional map of SOM. Figure 10 shows the resulting SOM with nine clusters taking the four objective functions into considering. And Fig. 11 shows the SOMs colored by the four objective values, respectively. Figures 11a and 11b shows that the objectives of the shift of aerodynamic center and the transonic C M p can obtain the lower values simultaneously. These figures also reveal the tendency which both objectives can acquire the high values simultaneously. However, as there is an individual that has highest value of the shift of aerodynamic center and does not have highest value of the transonic C M p , that tendency is obscure on colored SOM. Especially, as ARMOGA generates a large number of better solution more than worse solutions due to the range adaptation, the obscurity is encouraged. Therefore, it is not good that the bias of solutions exists in the design space from all solutions to discuss the correlation for all evaluated solutions. The cleaning or disposition of solution is needed using response surface method. As Figs. 11c and 11d show that there is a severe tradeoff between the transonic C D and the subsonic C L in the general design space, a sweet spot does not exist for all objectives. However, this design space can have a sweet spot when the subsonic C L is sacrificed for the other objectives. In the case of the subsonic C L sacrifice for substantial flyback-booster design, high-lift devices must be considered for its landing. In Figs. 12a, 12c , and 12d, the similar design knowledge is confirmed regarding the dv7, dv18, and dv22 which have the influence for the objective functions in the design space generated by the non-dominated solutions. However, the knowledge in the design space is not clear because of the diversity and bias of the evaluated solutions. Although the other design variables, such as dv12, dv40, dv47, dv54, dv55, and dv61, seems to have the influence for the transonic C D in Figs. 12b, 12e, 12f, 12g, 12h, and 12i, there is no specific characteristics on colored SOM as a whole. Figure 13 shows the ANOVA results for 302 all solutions. This reveals that the influence of design variables for all solutions is similar to one for non-dominated solutions shown in Fig 8. That is, the design knowledge corresponds to the information in the design space generated by the non-dominated solutions. F 1 and F 2 have the subordinate relation each other. Dv18 is effective to F 3 and F 4 . Therefore, there is a severe tradeoff between them in the design space generated by all solutions. The notable information is to correspond between the knowledge from all and non-dominated solutions. That is, the knowledge from non-dominated solutions is conserved for design space generated by all solutions.
Knowledge by ANOVA
Knowledge by Rough Set Theory
The rules are generated by similar procedure which uses for non-dominated-solution data. The obtained rule is summarized in Tables 7 to 10 . This rule is also similar to one from non-dominated solutions. Although SOM has perturbation because of a large number of data shown in Fig. 12 , rough set theory reveals the similar characteristic design variables with the influence to objective functions compared with the rule from non-dominated solutions. But, notable design variables should find out to interpret rules. Generally, it becomes the problem difficulty to use rough set theory for a large number of design variables. cluster particularity of performance improvement C1 shift of aerodynamic center Table 9 . Rules for C4 generated by rough set theory using all-solution data. 
V. Conclusion
The three data mining techniques have been carried out for the aerodynamic design optimization result of flyback booster wing. These revealed the knowledge in the design space. In addition, the features of three data mining techniques were shown. SOM revealed that 'which' and 'how' design variable influences the objective function. ANOVA showed that 'which' design variable influences. Whereas, rough set theory had different disposition. Rough set theory was useful to narrow down to a detailed design space, when there were many individuals to satisfy a decision attribute, and also there were considerable design variables. However, when there was no considerable design variable and there were many design variables, it was difficult to interpret a rule. Because it was not easy to interpret the physical meaning which the combination of design variables has. Although each data mining could compensate with the respective disadvantages, SOM was an essential data mining technique.
Moreover, data mining was performed to non-dominated and all evaluated solutions, respectively. Consequently, the each design knowledge was similar regarding the tradeoffs, the correlation among the objective functions and design variables, and the influence of design variables. In the present optimization results, the design knowledge from non-dominated-solution data could apply to the design space generated by all solutions, because all solutions included non-dominated solutions. Data mining is essential to understand design space and solve optimization.
