The partition problem concerns the partitioning of n given vectors in d-space into p parts, so as to maximize an objective function which is convex on the sum of vectors in each part. The problem has applications in diverse ÿelds that include clustering, inventory, scheduling and statistical hypothesis testing. Since the objective function is convex, the partition problem can be reduced to the problem of maximizing the same objective over the partition polytope, deÿned to be the convex hull of all solutions. In this article we completely characterize the vertices of partition polytopes when either d = 2 or p = 2, and determine the maximum number of vertices of any partition polytope of n vectors when d = 2 or p = 2 up to a constant factor. Our characterization implies a bijection between vertices of the polytope of 0-separable partitions, and is best possible in the sense that there are examples in the literature showing the analogue fails already for p = d = 3. Our enumerative results provide lower bounds on the time complexity needed to solve the partition problem when the objective function is presented by an oracle. ?
Introduction
The partition problem concerns the partitioning of a set A = {A 1 ; : : : ; A n } of distinct vectors in d-space into p parts, so as to maximize an objective function which is convex on the sum of vectors in each part. Each ordered partition =( 1 ; : : : ; p ) of the set A = {A 1 ; : : : ; A n } is associated with the d × p matrix A = [ A i ∈ 1 A i ; : : : ; A i ∈ p A i ], whose jth column is the sum of the vectors assigned to the jth part. The problem is to ÿnd a partition which maximizes an objective function f given by f( ) = C(A ), where C is a real convex functional on R d×p . The problem has applications in diverse ÿelds that include clustering, inventory, scheduling and statistical hypothesis testing-see [4, 6, 8] and references therein-as well as recent applications to symbolic computation [10] . In its outmost generality, the problem instantly captures NP-hard problems such as the Max-Cut problem hence is intractable [6] .
Since the partition problem concerns the maximization of a convex function over a ÿnite set of vectors, it can be reduced to the problem of maximizing the same objective over the p-partition polytope P p A of A deÿned to be the convex hull in R d×p of all matrices A corresponding to p-partitions. As is well known, there will always be an optimal solution corresponding to a vertex of this polytope. It is therefore important to understand the structure of vertices of P p A , to estimate their number, and to explore partitions corresponding to vertices. In [3] , it was shown that a necessary condition for A to be a vertex is that the partition is 0-separable, a geometric property in the original space R d . In [6] , the analogous condition of a separable partition for the more general shaped partition problem was exploited to show that for any ÿxed d and p, the maximum number of separable partitions and hence vertices of the corresponding shaped partition polytope is polynomial O(n d p
2 ) (see also [1] ), and all vertices can be enumerated in polynomial time. These results apply, in particular, to the all-partition polytope P p A studied here. Two interelated questions arise. Is the necessary condition su cient, namely, is A a vertex of P Theorems 4.2 and 4.4 are best possible in the sense that the analogous vertex characterization fails already for p = d = 3: in [3] , an example of a set A of 18 points in 3-space was given for which there are 0-separable 3-partitions whose matrix A is not a vertex of P 3 A . Theorems 5.4 and 5.7 imply matching lower and upper bounds on the maximum possible number of vertices of P p A . The upper bounds improve signiÿcantly upon those obtained by specializing the aforementioned bounds of [6] on shaped partition polytopes to the all-partition polytope P p A with d = 2 or p = 2. The lower bounds imply lower bounds on the time complexity needed to solve the partition problem when the convex functional C is presented by an oracle: any algorithm that solves the partition problem under such presentation must query the oracle about the value of C on every vertex of P p A . These results apply to various natural applications in which d = 2 or p = 2, such as clustering of points in the plane or into two parts so as to minimize the sum of cluster variances (cf. [7] ), or statistical hypothesis testing [4] where d = 2 arises in the context of the Neyman-Pearson Lemma.
The paper is organized as follows: Formal deÿnitions and basic properties of partition polytopes and 0-separable partitions are provided in Section 2. In Section 3, we study in detail partitions of points on the unit circle in the plane and establish a series of lemmas concerning such partitions. In Section 4, using the results of Section 3, we prove the characterization of vertices of P 
Preliminaries: partition polytopes and 0-separability
A p-partition of a set A={A 1 ; : : : ; A n } of distinct points in R d is an ordered collection = ( 1 ; : : : ; p ) of p sets (possibly empty), whose disjoint union is A. Given such a p-partition , we refer to the sets 1 ; : : : ; p as its parts. For each p-partition of A = {A 1 ; : : : ; A n } we deÿne the A-matrix of to be the d × p matrix
For a set A of n points in R d we deÿne the p-partition polytope P p A to be the convex hull of all A-matrices of all p-partitions, that is
Throughout, we use the following two lemmas, which state characterizations of vertices. The ÿrst lemma states a well-known characterization of extreme points of convex hulls of ÿnite sets in terms of maximization of linear functionals. Lemma 2.1. Let C be a ÿnite subset of R d×p and let V ∈ conv(C). Then V is a vertex of conv(C) if and only if V ∈ C and V is the unique maximizer over conv(C) of some linear functional deÿned on R d×p .
The next lemma states a characterization of vertices of the p-partition polytope P 
k for all i; j ∈ {1; : : : ; p}; i = j and all
Proof. Let be a p-partition of A. First; note that
Now; assume that (
k for all i = j and all nonzero A k ∈ i and let = be a p-partition of A such that A = A . Then can be obtained from by iteratively transferring; one by one; vectors from the set that contains them under to the set that contains them under . Every such transfer; say of vector A k = 0 from i to j where
Now; if A = A at least one transfer of a nonzero vector is needed. As the transfer of the zero vector does not change A we conclude that C; A ¡ C; A for all = with A = A ; which implies that g(X ) = C; X is uniquely maximized over P p A = conv{A : is a p-partition of A} at A . For the opposite direction, assume g(X ) = C; X is uniquely maximized over P 
Using the characterization above, the next lemma shows that the vertices of the p-partition polytope are invariant under positive scalar multiplication. 
T T k for all i; j ∈ {1; : : : ; p}; i = j and all nonzero T k ∈ i . These inequalities are satisÿed if and only if (
k for all i = j and all nonzero S k ∈ i . By using Lemmas 2.1 and 2.2 in the opposite direction we conclude that the last condition holds if and only if S is a vertex of P p S .
We proceed with some deÿnitions needed for establishing the geometric characterization of vertices of
for all u ∈ U and v ∈ V with u; v = 0; in this case, we refer to h as a 0-separating vector of U and V . We deÿne a 0-separating hyperplane of U and V to be the 0-hyperplane 
Pointed partitions on the unit circle
In this section we establish a connection between partitions which yield vertices of the partition polytope P p A of a set of points in the plane and partitions which are 0-separable. Since, as shown in Lemmas 2.3 and 2.5, both properties are invariant under positive scalar multiplication, we normalize the points and, assuming for simplicity that the set A does not contain the origin, we restrict attention to point sets on the unit circle S 1 . In Section 4 we dispense with this restriction and allow A to include the origin as well.
In Section 3.1 we show that a partition is 0-separable if and only if it is pointed, a notion more useful for establishing the series of lemmas to follow. In Section 3.2 we introduce and study a continuous analogue of a pointed partition on the circle, of interest in its own right, and derive a necessary condition for a continuous partition to be pointed. In Section 3.3 we use this condition to derive an analogous necessary condition for a discrete partition to be pointed (Lemma 3.7), yielding the desired link between 0-separable partitions and vertices.
Throughout, P = {P 1 ; : : : ; P n } is a ÿnite set of distinct points ordered clockwise on the unit circle S 1 in R 2 . We interpret indices of points from P modulo n, that is, P i :=P i mod n for all i. Similarly, we interpret indices of parts i of a partition modulo p. For S ⊂ R d , we denote by cone(S) the cone generated by S, that is, the set of all nonnegative combinations of ÿnitely many elements of S. We use the convention cone (∅) = {0}. A cone K is pointed if K \ {0} lies in some open 0-half space.
0-Separable partitions and pointed partitions
We start with two deÿnitions which deÿne a certain geometric structure of the partitioned points. We will later connect this structure to the term of 0-separability deÿned earlier.
Deÿnition 3.1. A subset S ⊆ P is pointed if S = P ∩ cone(S) and cone(S) is a pointed cone.
Clearly, S is pointed if and only if S = P ∩ K for some pointed cone K. Also, if S is pointed then either S = ∅ or S = {P i ; P i+1 ; : : : ; P i+k } for some i and k. The left point l(S) (respectively right point r(S)) of a pointed S is the ÿrst (respectively last) point of S on the unit circle encountered while walking clockwise on the circle, starting from a point not in cone(S). Clearly, the left and right points of a pointed S span the two extreme rays of cone(S) = cone{l(S); r(S)}. We now tie the term of a pointed partition with the term of a 0-separable partition for point sets on the unit circle. 
Proof.
If is pointed then; by deÿnition; cone( i ) is pointed for all i; and it is easy to see that cone( i ) ∩ cone( j ) = {0} for all i = j. On the other hand; if cone( i ) ∩ cone( j ) = {0} for all i = j then P ∩ cone( i ) and P ∩ cone( j ) are disjoint for all i = j hence i =P∩cone( i ) for all i. Thus; is pointed if and only if cone( i ) is pointed for all i and cone( i ) ∩ cone( j ) = {0} for all i = j. Since standard results assure that two pointed ÿnitely generated cones intersect only in 0 if and only if they are 0-separable; we conclude that; as claimed; is pointed if and only if it is 0-separable.
Continuous pointed partitions
In this subsection, we introduce and study a continuous analogue of a pointed p-partition on the circle. We ÿnd this concept of interest in its own right. We derive a necessary condition for a continuous partition to be pointed, which will be used in the next subsection. 
Note that a p-arc-partition determined by h 1 ; : : : ; h p is pointed if and only if cone{h i ; h i+1 } is pointed (in particular, h i+1 = − h i ) for all i and cone( i ) ∩ cone( j ) = {0} for all i = j (i.e. i lies in an open 0-half plane). Note also that if is pointed then
therefore cone{h i ; h i+1 } and cone{h j ; h j+1 } intersect at most in one of the extreme rays of these cones and at least in {0}.
We have the following necessary condition for a p-arc-partition to be pointed.
Lemma 3.6. Given a pointed p-arc-partition = ( 1 ; : : : ; p ) of the unit circle; there exists a matrix C ∈ R 2×p ; such that
for all x ∈ i ; i;j ∈ {1; : : : ; p}; i = j:
Moreover; if is determined by h 1 ; : : : ; h p then C can be taken to be the matrix deÿned by C i = (h i + h i+1 )=(1 + h T i h i+1 ); i = 1; : : : ; p.
Proof. Suppose is determined by h 1 ; : : : ; h p ; and for i = 1; : : : ; p let C i :=(h i + h i+1 )=(1 + h T i h i+1 ). As h i+1 = − h i for each 1 6 i 6 p; C i is nonzero and well deÿned. By choice of C we have
Consequently; we have
We also note that for each x ∈ S 1 the following hold:
1. For each 1 6 i 6 p; h i and h i+1 are linearly independent hence x = i h i + ÿ i h i+1 for some i ; ÿ i ∈ R; and
2. ||x|| 2 = 1. Combining the two properties we obtain
Since h i = ± h i+1 ; the Cauchy-Schwarz inequality gives |h
Thus; for any x ∈ S 1 \ {h 1 ; : : : ; h p } we have one of the following two cases:
Since is pointed; for each i we have i ⊂ cone{h i ; h i+1 } but h i ; h i+1 ∈ i . Therefore; for each x ∈ i we have x = i h i + ÿ i h i+1 with i ; ÿ i ¿ 0; hence
On the other hand; since is pointed then for all i = j cone{h i ; h i+1 } and cone{h j ; h j+1 } intersect at most in one of the extreme rays of these cones. We therefore conclude that if x ∈ i then x ∈ cone{h j ; h j+1 } and so x = j h j + ÿ j h j+1 with at least one of j ; ÿ j being negative. If both j ; ÿ j ¡ 0 then
whereas if only one of j ; ÿ j is negative then j ÿ j ¡ 0 hence
This proves that x T C i ¿ 1 ¿ x T C j for all x ∈ i ; i; j ∈ {1; : : : ; p}; i = j.
A necessary condition for discrete pointed partitions
We proceed to establish the following analogous necessary condition for a p-partition of a ÿnite set of points on the unit circle to be pointed. Lemma 3.7. Given a pointed p-partition = ( 1 ; : : : ; p ) of a ÿnite set of points on the unit circle; there exists a matrix C ∈ R 2×p such that
Proof. The conclusion being trite for p = 1; we assume p ¿ 2. We ÿrst deal with partitions in which all parts are nonempty. Let be such a pointed p-partition. Then for each 1 6 k 6 p we have that cone When some of the i 's are empty we take the corresponding columns of C to be the zero vector. As shown in Lemma 3.6
Vertex characterizations
In this section we show that if the dimension of the points of A is d = 2 or the number of parts of the partitions is p = 2, then a partition is 0-separable if and only if its A-matrix A is a vertex of the partition polytope P p A . Moreover, if A does not contain the origin then the 0-separable partitions stand in bijection with the vertices of P p A , a fact used in the next section to estimate the number of vertices of P p A . We shall make use of the following necessary condition from [3] for a partition to yield a vertex of the partition polytope. For completeness we provide a short proof using Lemma 2.2. 
T A k holds for all i; j ∈ {1; : : : ; p}; i = j and all A k ∈ i ; A k = 0. Thus; for each pair i = j we have (
A l = 0. Therefore; for all i = j; the vector h i; j :=C i − C j 0-separates i and j .
Vertex characterization for d = 2
We are now in position to give the characterization of vertices of partition polytopes of points in the plane. Proof. One direction is provided by Proposition 4.1. For the opposite direction; let be a 0-separable p-partition of A. Assume ÿrst A doesn't include the origin. Let A:={A 1 =||A 1 ||; : : : ; A n =||A n ||} ⊂ S 1 be the set of points obtained by scaling the points of A to the unit circle. Let be the partition of A corresponding to . By Lemma 2.5; is also 0-separable and hence; by Lemma 3.3; pointed. Lemmas 2.2 and 3.7 now imply that there exists a matrix C ∈ R 2×p such that g(X ):= C; X is uniquely maximized over P 
for all i; j ∈ {1; : : : ; p}; i = j and all A k ∈ i . For each i ∈ {1; : : : ; n} let (i) be the part that A i belongs to in partition (i.e. A i ∈ (i) ). Now; let * = be some p-partition; then there is at least one vector A k ; for which (k) = * (k). Given the matrix C and the condition mentioned above; such vectors satisfy (
According to the conclusions above; the right-hand side of the inequality is positive and so C; A ¿ C; A * for all * = for some C ∈ R d×p . This implies that A = A * for all * = .
Theorem 4.3 can also be deduced from Theorem 4.2 combined with a result of [3] saying that if A is a set of nonzero points in R d then any vertex of P p A equals A for a unique .
Vertex characterization for p = 2
Next, we consider the case of partitions into p = 2 parts. A special property in this case is that the p-partition polytope lies in a space of the same dimension as the dimension of the point space. This property follows from the fact that for every , the column sum of A equals the sum of all vectors in A hence is ÿxed. Therefore, the polytope lies in a d × (p − 1) dimensional space that equals d in this case. We have the following characterization of vertices of any 2-partition polytope. 
The maximum number of vertices
Using our vertex characterizations of P p A for d = 2 and p = 2, we now able to determine the precise asymptotics of the maximum possible number of vertices of P p A in these cases, by providing matching upper and lower bounds. The upper bounds improve upon previously known ones that follow from the results of [1, 6] . The lower bounds provide lower bounds on the time complexity needed to solve the corresponding partition problem when the convex functional C is presented by an oracle.
Let v p; d (n) denote the maximum possible number of vertices of the partition polytope P p A of any set A of n nonzero points in R d . Before proceedings, we note that the results of Alon-Onn [1] and Hwang et al. [6] can be combined to give the following upper bounds.
Proposition 5.1. We have • v 2; 2 (n) = O(n 2 ) and for every ÿxed p ¿ 3; v p; 2 (n) = O(n 6p−12 ).
• For every ÿxed p ¿ 2 and
Theorems 4.3 and 4.5 show that for d = 2 and p = 2, the maximum number of vertices v p; d (n) equals the maximum number of 0-separable p-partitions of any set of nonzero points. This equality is the key to our tight bounds below, and will be used repeatedly in the sequel.
The maximum number of vertices for d = 2
We start with the following sharper upper bound on v p; 2 (n) for every ÿxed p ¿ 2.
Proof. By Theorem 4.3 it su ces to prove the upper bound on the number of 0-separable partitions of a set of n nonzero points in the plane. By Lemmas 2.5 and 3.3; this is the same as the maximum possible number of pointed p-partitions on the unit circle S 1 . As mentioned in Section 3; if i is pointed then either i = ∅ or i = {P r ; P r+1 ; : : : ; P r+k } for some r and k. Hence; it su ces to prove the upper bound on the maximum number of such good partitions. Now; the number of unordered q-partitions { 1 ; : : : ; g } into q nonempty parts; each of the form i ={P r ; P r+1 ; : : : ; P r+k }; equals the
Proof. We make use of the well known result (see [1;5] ) that for any ÿxed k; any set A of n points in (a ne) general position in R k has (n k ) separable 2-partitions. It is easy to see that h T A i ¡ 0 ¡ h T A j for all A i ∈ 1 and A j ∈ 2 , and therefore the 2-partition of A corresponding to is 0-separable. Thus, A is a set of n nonzero points in R d admitting (n d−1 ) 0-separable 2-partitions. By Theorem 4.5, the number of vertices of the polytope P of A and the origin; and one of the (constantly many) partitions of the d − 1 points on the hyperplane. Now, as shown in [6] , any set A can be perturbed to general position in such a way that any separable 2-partition of A is also a separable 2-partition of the perturbed set. The same can be shown for 0-separable 2-partitions. It follows that the number of 0-separable 2-partitions of any set A of n points in R d is at most the number of 0-separable 2-partitions of its perturbation hence is O(n d−1 ). By Theorem 4.5 again, the number of vertices of the polytope P It is surprising that, for points in the plane, while the maximum number v 2; 2 (n) of vertices of any 2-partition polytope is linear in n by Theorem 5.7, the maximum number v 3; 2 (n) of vertices of any 3-partition polytope is already cubic in n by Theorem 5.4.
