Shifting ecosystem disturbance patterns due to climate change (for example, storms, droughts and wildfires) or direct human interference (for example, harvests and nutrient loading) highlight the importance of quantifying and strengthening the resilience of desired ecological regimes. Although existing metrics capture resilience to isolated shocks, gradual parameter changes, and continual noise, quantifying resilience to repeated, discrete disturbance events requires different analytical tools. Here, we introduce a mathematical flow-kick framework that uses dynamical systems tools to quantify resilience to disturbances explicitly in terms of their magnitude and frequency. We identify a boundary between disturbance regimes that cause either escape from, or stabilization within, a basin of attraction. We use the boundary to define resilience metrics tailored to repeated, discrete perturbations. The flow-kick model suggests that the distance-to-threshold resilience metric overestimates resilience in the context of repeated perturbations. It also reveals counterintuitive triggers for regime shifts. These include increasing the periods between disturbance events in proportion to increases to disturbance magnitude, and-in systems with multiple dynamic variables-increasing time periods between disturbances of constant magnitude.
C limate change and other human impacts are altering disturbance regimes in Earth's systems. Shifting patterns of precipitation 1 , drought 2 , fires 1-3 , harvests 4 and nutrient loading 4 , coupled with society's dependence on healthy ecosystems 5 , underscore the need to quantify and enhance the resilience of desired ecological regimes 6, 7 . Resilience is commonly defined as a system's capacity to absorb change and disturbance while maintaining its structure and function 6 . Translating this qualitative definition to quantitative metrics for resilience requires clarity regarding both the system properties to be preserved ('resilience of what') and the types of perturbations under consideration ('resilience to what') 7 .
Existing resilience metrics measure the resilience of a basin of attraction (representing an ecological regime) to varied perturbation types ( Table 1) 8 . For example, the width or volume of an attractor's basin [9] [10] [11] , or the distance from an attractor to a threshold in state space 12 , reflect resilience to potentially large, isolated disturbances (for example, 100-year floods). The rate at which trajectories return to a nearby attracting equilibrium can quantify resilience to small, isolated perturbations 13 (for example, minor droughts), while a bivariate metric can track both recovery from and resistance to a single displacement 14 . Since sequential disturbance events with incomplete recovery can compound nonlinearly to yield ecological surprises 15 , metrics suited for an isolated perturbation offer limited insight into resilience to repeated perturbations. At the other extreme, the expected time for a system to reach a new regime can quantify resilience to continual random perturbation (for example, environmental stochasticity) 16 . Lastly, the amount by which an environmental parameter (for example, nutrient supply rate) would need to change to reach a bifurcationan abrupt change in system structure-can quantify resilience to gradual changes in environmental conditions 17 .
Although existing resilience metrics do not treat repeated, discrete perturbations, such disturbance patterns shape systems from populations to landscapes and drive ecosystem changes 18 . We use the term disturbance to mean a temporally discrete event that shifts a system's state. Note that this specific meaning of disturbance, which is common in landscape ecology [18] [19] [20] , differs from the more general use of disturbance in the resilience literature to describe change drivers 6, 21 . Supplementary Table 1 translates between disturbance vocabularies of ecology, resilience studies and mathematics. Patterns of recurrent disturbance events constitute a disturbance regime, characterized by features such as areal extent, event magnitude (intensity and severity), and event return interval or frequency 18, 19 . The relationships between disturbance regimes and diversity 22, 23 , invasions 22, 24 , life history characteristics 25 and spatial variability 26, 27 have been well-studied.
The magnitude and frequency of disturbance events play a decisive role in shaping ecosystems, underscoring the need for resilience metrics that are sensitive to these disturbance features. For example, different intensities and frequencies of fire events in the North American Great Plains promote dominance of grassland, shrubland or woodland 28 , while in reef ecosystems, the frequency of hurricanes influences coral-macroalgae competitive outcomes 29 . Humans alter disturbance magnitude and frequency directly via unintentional impacts (for example, agricultural nutrient runoff) and by intentional management (for example, prescribed burns 3 and the introduction of predators for pest management 30 ). Indeed, changes to the magnitude and frequency of disturbance events are key anthropogenic drivers of ecosystem regime shifts 31 .
In the context of landscape dynamics, seminal simulation studies of disturbances on a successional grid visualized the resulting landscape variability in a space of normalized disturbance extent and frequency 26, 27 . Although these early models do not admit regime shifts or quantify resilience against such shifting, their disturbance space framework underlies our approach to resilience quantification. Subsequent landscape disturbance models include state-andtransition models 32 and individual-based models 33 , with flexible simulations of disturbance and recovery that could admit regime Quantifying resilience to recurrent ecosystem disturbances using flow-kick dynamics shifts. For a comparison of the present approach and existing landscape models, see Supplementary Discussion 1.
Here, we introduce a mathematical framework at the intersection of resilience quantification and disturbance regimes, which quantifies resilience of a basin of attraction (that is, an ecological regime) to repeated, discrete, bounded perturbations (that is, a disturbance regime). We use a flow function-a fundamental and versatile dynamical systems tool 34 -to represent recovery dynamics across a broad class of systems that may have multiple attractors. Disturbance events are modelled as an instantaneous shift of system state, or 'kick' 29 . Alternating the processes of flow (recovery) and kick (disturbance) yields a 'flow-kick' system-a type of impulsive dynamical system 30, 35, 36 , and our primary object of analysis for resilience quantification. To avoid confusion between disciplinary terms, and to help bridge between the communities working on these problems that cross disciplinary boundaries, we connect the mathematical terminology of flows and kicks to established disturbance regime terminology in Supplementary  Table 1 .
We use a fishery example to introduce the flow-kick model and illustrate some shortcomings of state space resilience metrics for detecting resilience to repeated disturbances. We propose new resilience metrics ( Table 1 , bottom row) based in a disturbance space resembling that of Turner and colleagues 26 . In the context of a lake eutrophication model, we describe connections between the flowkick framework and existing resilience metrics, and generalize the approach to include stochastic disturbance magnitudes and return intervals. Lastly, a model from Earth's climate system highlights counterintuitive behaviours in flow-kick systems with multiple dynamic variables.
Flow-kick-based resilience quantification in a fishery
A deterministic fish population model. Instances of fishery collapse align conceptually with population models with an Allee threshold-a critical stock size above which an undisturbed population grows to carrying capacity, and below which the population collapses [37] [38] [39] . We use a minimal model of the Allee effect 37 (Methods section 'Models of undisturbed systems') for an undisturbed fish population. Figure 1a plots population growth rates against population size for two hypothetical fisheries. Each population has an attracting carrying capacity at 100 kilotonnes (kt) and a repelling Allee threshold at 20 kt, marking the lower boundary of the carrying capacity's basin of attraction (highlighted in yellow). How resilient is this basin to repeated harvests? Two common resilience metrics fail to distinguish between the populations. The distanceto-threshold metric (here, the distance from the carrying capacity to the Allee threshold) gives the same number (80 kt) for both populations. Similarly, return rates based on linearization about the equilibrium at carrying capacity are identical for the two populations, since the growth rate curves are tangent there. However, one might expect population 1 to be more resilient to repeated harvests, since its growth rate exceeds that of population 2 at all abundances between 20 and 100 kt. These growth rates determine how transient recovery dynamics will balance (or fail to balance) repeated harvests, and are not captured by distance-to-threshold or linearized return rate metrics.
Incorporating kicks and flows. To devise a resilience metric that can distinguish between populations 1 and 2, we model harvests as recurrent, instantaneous reductions in the population size ('kicks' 29 ) . During the period between harvests, the population changes ('flows' 34 ) according to an ordinary differential equation (ODE) model for the undisturbed system ( Fig. 1a and Methods section 'Models of undisturbed systems'). The flow time denotes the time interval between kicks, and the flow-kick system denotes the new dynamics that arise from repeatedly alternating flows and kicks. Figure 1b contrasts two flow-kick trajectories for population 1 that each start at carrying capacity. Trajectory S results from flow times of 3 months (solid lines) and kicks of − 12 kt (dashed lines), representing a quarterly 12 kt harvest. This disturbance pattern causes the population to stabilize in oscillations between roughly 73 kt (post-kick) and 85 kt (pre-kick). Trajectory C results from a flow time of 10 months and kick of − 40 kt; this drives the population below the Allee threshold, beyond which the kicks merely hasten collapse. We say that the basin of attraction is resilient to the first disturbance, but not to the second. Surprisingly, the average harvest rate is the same (48 kt yr −1 ) for both trajectories. A natural question arises: which disturbance patterns, like C, drive the population out of the basin of attraction, and which, like S, allow the population to stabilize within the basin?
The flow-kick resilience boundary. Following Turner and colleagues 26 , we visualize the long-term system behaviour in a space of two disturbance features ( Fig. 2a and Methods sections 'Flowkick model' and 'Numerics and simulations'). Our disturbance space has flow time on the horizontal axis and kick magnitude on the vertical axis, and each point in disturbance space represents a specific disturbance pattern. Those above the curve R 1 cause population 1 to collapse, while those below R 1 lead to stabilization within the basin of attraction of the carrying capacity. We call R 1 the flow-kick resilience boundary for population 1. Comparing our disturbance space with Fig. 5 of Turner and colleagues 26 , note that 'flow time' is proportional to the normalized 'disturbance interval' and 'kick magnitude' replaces the normalized 'disturbance extent' .
For a detailed discussion of connections between flow-kick and landscape disturbance models 26, 27 , see Supplementary Discussion 1.
As flow times between harvests increase, R 1 approaches a horizontal asymptote at 80 kt-the distance from the attracting equilibrium to the Allee threshold. The concave shape of R 1 means that a regime shift from a viable to collapsed fishery can be triggered not only by decreases in flow time (I → II) or increases in kick size (I → III), but also by proportional increases in flow time and kick size that maintain a constant average harvest rate (I → IV; also Fig. 1b ). The curve R 2 in Fig. 2a is the flow-kick resilience boundary for population 2. It lies strictly below R 1 , so for any given flow time, population 1 withstands larger harvests than population 2. Equivalently, any given harvest size can be taken more frequently from population 1 than population 2 without collapsing the population.
Metrics of resilience to repeated, discrete perturbations. The flow-kick resilience boundary in disturbance space provides new options for quantifying resilience to repeated perturbations ( Table 1 , bottom section). A fishery manager who currently uses a specific harvesting pattern (for example, point m in Fig. 2b ) may care about the resilience of the population to disruptions beyond the harvests. Horizontal and vertical distances from m to R 1 measure resilience to increased kick frequency and kick size, respectively. The area of the shaded region between m and R 1 indicates aggregate resilience to changes in perturbation magnitude and frequency that occur simultaneously, but perhaps in uncertain combinations. It also indicates the degree of maneuverability for increasing harvest magnitude and/or frequency. By each of these metrics, harvesting pattern M confers lower resilience than m.
To distinguish intrinsic resilience properties of fish populations 1 and 2, we measure the area (N in Fig. 2b ) between each boundary R 1,2 and its horizontal asymptote. Although properly viewed as a measure of non-resilience, N has the advantage of being finite for most population growth curves (Supplementary Methods, Section 2). Populations 1 and 2 have above-R areas of approximately 99 and 127 kt yr, respectively (Methods section 'Numerics and simulations'). More meaningful is their difference, 28 kt yr, which measures the set of disturbances between R 1 and R 2 to which population 1 is resilient but population 2 is not.
Because managing natural resources for resilience often involves uncertainty regarding the precise form of future perturbations, these area-based resilience metrics could help rank modelled scenarios according to resilience to unplanned but recurrent shocks. To compare across systems of different scale, one might normalize flow time by a characteristic timescale such as generation length, and kick size by a characteristic state such as carrying capacity.
Revisiting the distance-to-threshold metric. The distance from an attracting system state to its (undisturbed) basin boundary overestimates resilience to an external shock in the context of repeated disturbances. To illustrate this, Fig. 3 shows more detailed dynamics with 12 kt harvested from population 1 every 3 months. The potential function V 1 helps visualize flow-kick dynamics. Imagine the system's (undisturbed) dynamics as a ball rolling downhill along V 1 at a speed proportional to the slope. The horizontal position of the ball encodes the population size. The attracting equilibria at 0 and 100 kt appear at the bottoms of their respective basins of attraction, while the repelling equilibrium at the Allee threshold (20 kt) separates these basins at a peak. We depict flows along the surface of V 1 and show kicks as horizontal translations.
The flow and kick balance at exactly two intervals within the desired basin of attraction. The flow-kick equilibrium interval A attracts flow-kick trajectories and confers resilience to the disturbance; a flow-kick trajectory that starts at carrying capacity stabilizes at this attracting interval, as in Fig. 1b . However, flow-kick equilibrium interval B repels flow-kick trajectories; those that start with a population below 54 kt will collapse to zero. If population 1 were managed at the attracting flow-kick equilibrium interval A by harvesting 12 kt stock every 3 months, an external shock that decreased the population by just 35 kt would bring the population below 54 kt, leading to a population collapse if the harvesting strategy continued. Note that such a fatal shock need not push the population below the Allee threshold (20 kt). Thus, in the context of repeated disturbances, the relevant threshold is not the basin boundary for the undisturbed system (here, the Allee threshold), but a new boundary (here, interval B) induced by flow-kick dynamics. This distance between the flow-kick equilibrium and flow-kick threshold (I in Fig. 3 ) is smaller than both the corresponding equilibrium-threshold distance for the undisturbed system (II in Fig. 3 ) and the distance from the flow-kick equilibrium to the Allee threshold (compare with the definition of 'precariousness' in ref. 10 ). A description of the flow-kick resilience boundary as a bifurcation curve at which attracting and repelling flow-kick equilibrium intervals coalesce is given in Supplementary Methods, Section 7.
Nutrient pulses and relationships between metrics
The flow-kick framework can model a variety of systems subject to repeated disturbances whose effects transpire rapidly relative to the dynamics of the undisturbed system. In this section, we use an example of lake water quality to illustrate connections between flow-kick and existing resilience metrics.
A model of lake water quality. A minimal model of alternative stable states represents water quality in a lake prone to eutrophication 40, 41 (Methods section 'Models of undisturbed systems'). In the absence of nutrient pulses (kicks), the amount of phosphorus in the lake water changes according to the balance between inputs and losses (Fig. 4a ). Phosphorus inputs have a sigmoidal shape (purple curve), due to the nonlinear response of nutrient recycling from sediments as water column phosphorus increases. Another inputthe steady background rate of watershed phosphorus contribution-determines the height of this S-shaped curve. Simultaneously, the lake loses phosphorus via outflow or sedimentation at a rate proportional to the level of phosphorus (green line). Intermediate watershed phosphorus inputs allow multiple equilibrium levels of phosphorus (intersections between the input and loss curves in Fig. 4a ). For the parameters described in the Methods section Fig. 1a ). Populations where kicks (harvests of 12 kt) and flow (partial recovery for 3 months) balance are superimposed on V 1 and depicted as intervals A and B in a phase-line diagram for the flow-kick system, below. The distance I between attracting equilibrium interval A and repelling (threshold) equilibrium interval B represents the largest external shock that the flow-kick system can absorb. It is much smaller than the distance II from the carrying capacity to the Allee threshold of the undisturbed system.
'Models of undisturbed systems' , a low-phosphorus attracting equilibrium at ~50 hectograms (hg) represents an oligotrophic lake-a desirable regime with clear water, low algae levels and healthy fish populations. A high-phosphorus attracting equilibrium at ~145 hg corresponds to a eutrophic lake-an undesirable regime with turbid water, algal overgrowth and oxygen depletion that kills fish. A repelling equilibrium at intermediate phosphorus levels (100 hg) separates the two stable regimes. Arrows on the horizontal axis in Fig. 4a summarize the dynamics; the preferred, oligotrophic basin of attraction corresponds to a literal basin of the potential function V 2 and is highlighted in yellow on the horizontal axis. In addition to the background phosphorus input from the lake's watershed, we represent pulses of nutrient input as kicks that increase phosphorus. Such pulses could come, for example, from precipitation events following fertilizer applications to fields in the watershed. We ask which magnitudes and frequencies of nutrient kicks push the lake from its oligotrophic equilibrium to the eutrophic basin of attraction, and which allow the lake to stabilize within the oligotrophic basin. The boundary R in disturbance space (Fig. 4b ) separates disturbances to which the oligotrophic basin is resilient (below R) or not resilient (above R).
Bridging existing resilience metrics. The flow-kick resilience boundary R reflects resilience to isolated pulse disturbances at one extreme and continuous disturbances at the other. For large flow times (rare pulse events), R approaches a horizontal asymptote (* in Fig. 4b ) whose height is the distance from the attracting low-phosphorus equilibrium (50 hg) to the threshold (100 hg) in state space (* in Fig. 4a ). This distance-to-threshold asymptote also occurred in the fisheries example and is unsurprising: kicks just smaller than the distance to the basin boundary can be balanced by long enough flow times, while kicks larger than this distance inevitably cause escape from the basin of attraction. At the other extreme, as flow times diminish to the point of continuous perturbation, the slope of R near the origin (** in Fig. 4b ) matches the maximum difference between output and input rates for phosphorus between 50 and 100 hg (** in Fig. 4a ). These quantities represent how much background nutrient loading could increase without losing a low-phosphorus equilibrium. Mathematically, this corresponds to a distance to bifurcation measured by changes to an additive nutrient-loading parameter. The correspondence stems from the fact that as the flow time and the kick decrease towards zero in a fixed ratio (an average nutrient addition rate), the flow-kick system limits to a continuous system with phosphorus input continuously augmented by this average rate (Supplementary Methods, Section 3). These echoes of existing resilience metrics in the boundary R reiterate that the distance to bifurcation in an additive parameter can give a good measure of resilience to nearly continuous disturbance (small kicks and short flow times, such as those in box D 3 in Fig. 4b ), while at the other end of the spectrum, the distance-to-threshold metric approximates resilience to rare disturbances (large flow times). The flow-kick model bridges these metrics, predicting resilience to repeated disturbances of intermediate size and frequency.
Stochastic disturbance.
Although the flow-kick resilience boundary stems from a deterministic framework, it also supports predictions of system behaviour under stochastic kicks. If random flow times and kick sizes are selected from a bounded rectangular set either entirely below R or above R (boxes D 1 and D 2 in Fig. 4b) , a randomized flow-kick trajectory starting at the low-phosphorus equilibrium will either stay within its basin of attraction indefinitely or escape in finite time, respectively. This result holds for any flow-kick system with a single dynamic variable (Supplementary Methods, Section 4). It does not, however, predict the outcome of randomized flows and kicks that are drawn from either side of R (for example, box D 3 in Fig. 4b ).
Our use of bounded sets for the possible kick sizes and flow times differs from stochastic diffusion models of disturbance 16 in which the disturbance occurs continually in time and can be arbitrarily large in magnitude (with ever smaller probability). In such a system, the question becomes not whether the state will escape a basin of attraction but when, and by what path. In many systems, including lakes, stochastic noise may approximate perturbation well, and the stochastic diffusion approach could help predict outcomes of flows and kicks from both sides of R 42 . However, disturbances in other systems, such as storms, fires and harvests, may be bounded by maximum magnitudes or minimum return intervals, making the flow-kick framework better aligned with the perturbation type.
Further applications
Flow-kick applications extend beyond ecosystems. Our final example, taken from the climate system, illustrates the potential complexity of flow-kick dynamics involving more than one state variable.
A model of ocean circulation. We use Stommel's ocean box model 43 , loss and input rates (green line and purple curve, respectively), and a phase-line diagram (x axis). The basin of attraction for the desired oligotrophic equilibrium at 50 hgP is highlighted in yellow; a repelling equilibrium at 100 hgP separates this basin from that of the attracting eutrophic equilibrium at 145 hgP. b, The flow-kick resilience boundary (R) for the desired basin features a horizontal asymptote (*) that matches the distance to threshold in state space (* in a) and a limiting slope near the origin (**) that matches the distance to bifurcation in parameter space (** in a). The oligotrophic basin is or is not resilient to stochastic flow-kick disturbances drawn, respectively, from a rectangle below R (for example, D 1 ) or a rectangle above R (for example, D 2 ). The flow-kick framework does not currently predict outcomes of stochastic disturbances drawn from either side of R (for example, D 3 ).
the basin of attraction of A after a temporary excursion through the basin of C (Fig. 5b) . Surprisingly, a longer flow time of 1 unit causes the trajectory from A to stabilize in the basin of attraction of C (Fig. 5c ). This counterintuitive behaviour stems from transient dynamics of the undisturbed system within the basin of attraction of A, which involve an initial excursion away from A (for example, trajectories marked by an asterisk in Fig. 5c,d) . The phenomenon of increasing disturbance return intervals triggering escape from a basin (Fig. 5d ) does not occur in models with one state variable, but this climate example alerts us to the possibility of similar behaviour in ecological and other systems with multiple state variables.
Discussion
We advocate expanding the existing suite of resilience metrics (Table 1) to measure resilience to repeated, discrete perturbations via flow-kick modelling. Our proposed metrics, based in disturbance space 26 , reflect the dynamic interplay between disturbance and recovery (see Supplementary Discussion 2 for a comparison to critical slowing down 48 ) . The examples presented here abstract away spatial heterogeneity and age structure-features that influence disturbance outcomes on landscapes and in plant communities [25] [26] [27] 33 . This simplification allows low-dimensional ODEs to represent complex recovery dynamics. Turner and colleagues 26 made a different tradeoff: simulating disturbances on an explicit spatial grid, but restricting recovery dynamics to monotone succession (Supplementary Discussion 1). Further landscape simulations diversified disturbance outcomes via enhanced mechanistic and organismal detail 32, 33 , resulting in complex models with age and spatial structure that are probed through simulation experiments. low-dimensional representation of the Atlantic meridional overturning circulation (AMOC), which currently delivers warm waters to Western Europe. Gradients in seawater temperature, salinity, and hence density drive this circulation. By tracking temperature and salinity in two idealized ocean boxes, Stommel identified two attracting circulation patterns. The first, driven by sinking of cold waters in the box we interpret as the North Atlantic, corresponds to the circulation direction we see today. The second, driven by the buoyancy of low-salinity North Atlantic waters, circulates in the opposite direction. This alternate circulation pattern can be interpreted as a weakening of the AMOC-a trend observed over the past 150 years 44 that could ultimately impact climate on a global scale 45 . Figure 5a gives a phase portrait for the ocean model. The horizontal and vertical axes represent the two dynamic variables: non-dimensional salinity and temperature, respectively, in the North Atlantic. The attracting equilibrium A gives the current circulation direction, while the attracting equilibrium C reverses the direction; they are separated by a saddle equilibrium B, whose stable manifold (dashed line) forms the boundary between their basins of attraction.
Counterintuitive flow-kick behaviour. Historically, pulses of lowsalinity glacial meltwater to the North Atlantic may have perturbed the AMOC from temperature-to salinity-dominated circulation (for example, from regime A to regime C in Fig. 5 ). This mechanism is hypothesized to have caused the Younger Dryas, an anomalous cooling in the northern hemisphere around 12,000 years ago 46, 47 . We represent a pulse of meltwater as a kick that moves the system state to the left ( Fig. 5b-d ; note than in systems of multiple dimensions, kicks have magnitude and direction). When the flow time between kicks lasts 0.1 time units, a trajectory that starts at A stabilizes within Future modelling efforts could attempt to retain the mathematical tractability of flow-kick models while incorporating spatial heterogeneity and/or age structure.
Despite the limitations of flow-kick models, and the difficulty of collecting sufficient information to construct a predictive ODE model for recovery dynamics, flow-kick modelling may prove useful as an analytical tool. In systems where ODEs capture the main features of recovery trajectories, flow-kick modelling reveals core dynamic features that emerge under various disturbance regimes, such as the location and stability of places in state space where recovery balances disturbance. This structural perspective complements insights gained from simulation approaches to modelling disturbance 26, 27, 32, 33 . Previously, low-dimensional models have illuminated the potential for rapid and potentially irreversible changes in ecosystems 40, 41, 49 . The flow-kick examples we consider highlight underappreciated mechanisms for regime shifts such as proportional increases in the disturbance magnitude and return interval ( Fig. 2a, I → IV) , flow-kick-induced thresholds (Fig. 3) , and even increases in the return interval with the disturbance magnitude held constant (Fig. 5d ).
Our flow-kick resilience boundary identifies disturbance patterns that stabilize flow-kick trajectories in a basin of attraction. However, Stommel's model exhibits an important subtlety: only points to the right of the dash-dotted line in Fig. 5b ,c share the same circulation direction as A. The flow-kick framework can be used in such cases to identify disturbance patterns that stabilize a system in a desirable region of state space, which need not coincide with a basin of attraction 50 . Combining flow-kick models with social science research that identifies desirable properties of state space in the context of sustainability challenges represents an exciting direction for future collaborative research.
Methods
Models of undisturbed systems. Our models of undisturbed dynamics consist of ODEs. We use a simple Allee effect model 37 for fish population 1:
where x 1 is the stock biomass (kt), t is the time (years), K = 100 kt is the carrying capacity and A = 20 kt is the critical Allee threshold. We modify the growth rate function (equation (1)) for fishery 2 with a factor that reduces its magnitude but preserves its equilibria, as well as the slope at the Allee threshold and the carrying capacity:
100 20 1 (0 0002 0 024 1 4) We represent lake phosphorus dynamics with a minimal model of alternative stable states 40,41 :
where x is the mass of phosphorus in the lake (hg), t is the time (months), l = 25 is the background watershed input rate (hg month −1 ), s = 0.5 month −1 parametrizes phosphorus loss, r = 50 hg month −1 is the maximum recycling rate from sediments, q = 8 parametrizes the shape of the sigmoid input curve and m = 100 hg is the halfsaturation constant for recycling. The numerical values of these parameters match where δ = 1/6, λ = 1/5 and R = 2. The variables x and y correspond to the warmer and saltier box in Stommel's system; due to symmetry in the system, − x and − y give salinity and temperature anomalies in the cooler and less saline box that we interpret as the North Atlantic. Flow-kick model. We represent the flow-kick process as a discrete map on state space R n , parameterized by flow time, τ, and kick size, κ (κ is in general an ndimensional vector; in the case of one state variable, it is simply a number). Let φ t (x) be the flow function corresponding to an ODE for an undisturbed system, giving the position after time t of a trajectory that starts at x 34 . Then, the map:
, represents one cycle of flow-kick, while iteration of G τ,κ represents recurrent disturbances. Disturbance space refers to the τ,κ plane. Fixed points x* of the flow-kick map occur where the flow and kick exactly balance each other, so φ τ (x*) + κ = x*. In a one-dimensional system, we call the interval between x* and the point x* -κ a flow-kick equilibrium interval; trajectories flow from x* to x* -κ and are then kicked back to x*. Stability of equilibria can be determined based on linearization of the flow-kick map (Supplementary Methods, Section 6).
Numerics and simulations.
We used MATLAB version R2016b to simulate flow-kick trajectories, find flow-kick equilibria and compute flow-kick resilience boundaries and the areas they bound. The script AlleeTrajectories.m (which calls function dxdtAllee.m) was used to simulate flow-kick trajectories for population 1 in Fig. 1b , with flow time τ = 0.25 and kick κ = − 12 (trajectory S) and flow time τ = 5/6 and kick κ = − 40 (trajectory C). The MATLAB code AlleeResBoundary.m was used to plot the boundaries R 1 and R 2 in Fig. 2 by finding the smallest time needed for the population to recover from a given harvest (see Supplementary Methods, Section 1). We approximate areas between the flow-kick resilience boundaries and horizontal asymptotes using numerical integration (trapezoid rule) on a finite interval (script ResilienceArea.m), and an analytical bound on the tail from a quadratic growth function (see Supplementary Methods, Section 2). This non-resilient area metric can be normalized by nondimensionalizing the kick size so the horizontal asymptote is at 1. We calculate the flow-kick equilibria in Fig. 3 using the functions Newton.m and CoupledVar.m, which implement Newton's method to find zeros of F(x) = G τ,κ (x) -x (see Supplementary Methods, Section 5). The MATLAB script LakeResBoundary.m was used to plot the flow-kick resilience boundary R in Fig. 4 by finding minimum recovery times as in AlleeResBoundary.m (see Supplementary Methods, Section 1). The script StommelFigure.m (which calls dydtStommel.m and dydtMinusStommel.m) was used to create the phase portrait in Fig. 5a and to simulate the flow-kick trajectories in Fig. 5b-d. 
