We prove that there is no sparse hard set for P under logspace computable bounded truthtable reductions unless P = L. In case of reductions computable in NC 1 , the collapse goes down to P = NC 1 . We parameterize this result and obtain a generic theorem allowing to vary the sparseness condition, the space bound and the number of queries of the truth-table reduction. Another instantiation yields that there is no quasipolynomially dense hard set for P under polylogspace computable truth-table reductions using polylogarithmically many queries unless P is in polylog-space.
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, the collapse goes down to P = NC 1 . We parameterize this result and obtain a generic theorem allowing to vary the sparseness condition, the space bound and the number of queries of the truth-table reduction. Another instantiation yields that there is no quasipolynomially dense hard set for P under polylogspace computable truth-table reductions using polylogarithmically many queries unless P is in polylog-space.
We also apply the proof technique to NL and L. We establish that there is no sparse hard set for NL under logspace computable bounded truth-table reductions unless NL = L, and that there is no sparse hard set for L under NC 1 -computable bounded truth-table reductions unless L = NC 1 . We show that all these results carry over to the randomized setting: If we allow two-sided error randomized reductions with con dence at least inversely polynomial, we obtain collapses to the corresponding randomized classes in the multiple access model. In addition, we prove that there is no sparse hard set for NP under two-sided error randomized polynomial-time bounded truth-table reductions with con dence at least inversely polynomial unless NP = RP.
Introduction
Recently, complexity theorists made much progress on the sparse hard set problem for P, i.e., the question whether there are sparse hard sets for P under various logspace computable reducibilities. Ogihara 26] showed that the existence of a sparse hard set for P under logspace computable manyone reductions implies that P DSPACE log 2 n], and Cai and Sivakumar 8] subsequently proved that this hypothesis actually yields P = L. Cai, Naik and Sivakumar 7] next considered truth-table reductions. They argued that the existence of a sparse hard set for P under logspace computable bounded truth-table reductions implies P = NC 2 6 ], but left the implication P = L open. We establish here as our main result that this nal collapse does follow:
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In order to situate the sparse hard set problem for P, let us rst look at the analogous problem for NP.
The Sparse Hard Set Problem for NP
Researchers have spent considerable e ort investigating whether there are sparse hard sets for NP under various polynomial-time computable reducibilities. Two major issues motivate them in doing so:
A fundamental result by Meyer 4] states that the sets polynomial-time Turing reducible to sparse sets are precisely those that have polynomial-size (non-uniform) circuits. The same holds for truth-table reductions, i.e., Turing reductions with non-adaptive queries. Consequently, a sparse hard set for NP under polynomial-time Turing reductions exists i a sparse hard set for NP under polynomial-time truth-table reductions exists i every set in NP has polynomial-size circuits.
Berman and Hartmanis 4] observed that all known sets complete for NP under polynomialtime computable many-one reductions, are polynomial-time isomorphic, i.e., there exist bijective polynomial-time computable and polynomial-time invertible many-one reductions between them. They conjectured that this property holds for all NP-complete sets. Since polynomialtime isomorphic sets have polynomially related densities, and the NP-complete set SAT has exponential density, the Berman-Hartmanis conjecture implies that there are no sparse complete sets for NP under polynomial-time computable many-one reductions. Intermediate types of reductions, such as bounded truth-table reductions, also play an important role.
Note that if P = NP, sparse complete sets for NP obviously exist under any reasonable polynomial-time computable reducibility. In this respect, Mahaney 22] settled the problem for many-one reductions: There is no sparse hard set for NP under polynomial-time many-one reductions unless P = NP. It appears very di cult to prove that the same holds for Turing reductions, but Karp and Lipton 18] showed that the existence of a sparse hard set for NP under polynomialtime Turing reductions collapses the polynomial-time hierarchy to the second level. In bridging the gap between many-one reductions and Turing reductions, Ogiwara and Watanabe 28] obtained a breakthrough by extending Mahaney's theorem to bounded truth-table reductions: There is no sparse hard set for NP under polynomial-time bounded truth-table reductions unless P = NP.
Given this state of a airs, complexity theorists wondered whether randomization might help: They started investigating the existence of sparse hard sets for NP under randomized polynomialtime reductions.
Cai, Naik and Sivakumar 7] showed that there is no sparse hard set for NP under polynomialtime randomized two-sided error many-one reductions with con dence as small as inversely polynomial unless NP = RP. We prove as one of our results that the same holds for bounded truth-table reductions.
The Sparse Hard Set Problem for P
This paper mainly deals with the sparse hard set problem for P: Are there sparse hard sets for P under logspace computable reducibilities? Similar considerations as for the sparse hard set problem for NP motivate this question:
The sets that reduce to sparse sets under Turing reductions computable by logspace-uniform log-depth circuits are exactly those that have (non-uniform) polynomial-size log-depth circuits, and the same holds for truth-table reductions instead of Turing reductions. Based on the observation that all known sets complete for P under logspace computable many-one reductions, are in fact logspace isomorphic, Hartmanis 14] conjectured that all Pcomplete sets are logspace isomorphic. By the same token as above, since a P-complete set of exponential density exists, this implies that sets complete for P under logspace computable many-one reductions cannot be sparse. As before, note that if P = L, sparse complete sets for P clearly exist under any reasonable logspace computable reducibility. Recently, Ogihara 26] made signi cant progress in showing this condition also necessary in the case of many-one reductions, and Cai and Sivakumar 8] actually proved it: There is no sparse hard set for P under logspace many-one reductions unless P = L. Cai, Naik and Sivakumar 7] then tried to extend this result to bounded truth-table reductions, and we establish this extension here: There is no sparse hard set for P under logspace computable bounded truth-table reductions unless P = L. We generalize this theorem and obtain new results for various sparseness conditions, space bounds and bounds on the number of queries of the truth-table reduction. However, the problem remains open for general logspace truth-table reductions, which are equivalent to logspace Turing reductions 20].
Regarding randomized reductions, Cai, Naik and Sivakumar 7] showed that there is no sparse hard set for P under logspace randomized two-sided error many-one reductions with con dence at least inversely polynomial unless all of P has randomized logspace algorithms with zero error, provided two-way read access to the random bit tape used. We establish that this theorem carries through for bounded truth-table reductions.
Overview of the Paper
We x our notation and state some preliminaries in section 2.
Section 3 deals with deterministic reductions. We rst describe previous work and indicate how our results relate to it.
Next we prove our Main Theorem that there is no sparse hard set for P under logspace computable bounded truth-table reductions unless P collapses to L. As in previous papers 26, 8, 7, 6] , the proof structure parallels the one used by Ogiwara and Watanabe 28] for NP. We construct a space-e cient algorithm for the P-complete circuit value problem, based on the reduction of a well-chosen auxiliary set in P to a sparse set. We use the auxiliary set de ned by Cai and Sivakumar 8] , which encapsulates Reed-Solomon encodings 21]of the gate values of the circuits. The main ingredients of the algorithm are an NC 1 Vandermonde system solver 12] to recover the encoded gate values, and a novel combinatorial argument for exploiting sparseness. Similar to Cai and Sivakumar's construction, in case of reductions computable in NC 1 , our algorithm for the circuit value problem is actually NC 1 . We single out the crucial new way of exploiting the sparseness in a separate Combinatorial Lemma, and also consider some consequences of the Main Theorem for complexity classes above P.
Then we generalize our Main Theorem and obtain an analogue for P of Homer and Longpr 's result 15] for NP. The generalization parameterizes the sparseness condition, the space bound and the bound on the number of queries of the truth-table reduction. Another instantiation of this Generic Theorem yields that that there is no quasipolynomially dense hard set for P under polylog-space computable truth-table reductions using polylogarithmically many queries unless P is in polylog-space.
Finally, we apply the proof technique to NL and L, as Cai and Sivakumar 9] did for their results. This shows that there is no sparse hard set for NL under logspace computable bounded truth-table reductions unless NL = L, and that there is no sparse hard set for L under NC 1 -computable bounded truth-table reductions unless L = NC 1 .
Section 4 presents our results on randomized reductions with two-sided error. We start o again with a description of earlier work.
Then we establish an analogue of our Main Theorem for such randomized reductions with con dence at least inversely polynomial: There is no sparse hard set for P under randomized two-sided error bounded truth-table reductions computable in logspace and with con dence at least inversely polynomial unless P is in randomized logspace, provided two-way read access to the random tape. This extends a result by Cai, Naik and Sivakumar 7] for many-one reductions. As in that paper, the proof uses the Hadamard encoding 21] of gate assignments of circuits de ned by Ogihara 26] to construct an auxiliary set. Instead of the Vandermonde system solver in the deterministic case, we apply Goldreich and Levin's algorithm 13] to recover the encoded gate values, and combine it with a modi ed version of our Combinatorial Lemma.
Next we parameterize the Randomized Main Theorem in the same vein as the deterministic Main Theorem. The resulting Randomized Generic Theorem also yields that there is no quasipolynomially dense hard set for P under randomized two-sided error polylog-space computable truth-table reductions with con dence at least inversely quasipolynomial and making polylogarithmically many queries unless P is in randomized polylog-space, again using two-way read access to the random tape.
Finally, we apply the same technique to complexity classes other than P. As in the deterministic case, we obtain results for NL and L. Moreover, in the randomized case we can also apply our construction to NP by virtue of Valiant and Vazirani's reduction 32], as Cai, Naik and Sivakumar 7] showed for many-one reductions: There is no sparse hard set for NP under randomized two-sided error polynomial-time bounded truth-table reductions with con dence at least inversely polynomial unless NP = RP.
We conclude the paper by mentioning possible directions for further research in section 5.
Notation and Preliminaries
Most of our notation and de nitions are standard 3].
denotes the binary alphabet f0; 1g. We consider the lexicographic ordering 6`on . An interval of a set A is a subset of the form fw 2 A j w 1 6`w 6`w 2 g for some w 1 ; w 2 2 A. The set A is sparse if c A is bounded by a polynomial, where c A : N ! N : n ! jA \ 6n j.
We say that a set system D : ! 2 can be generated in space s(n) if there is a Turing machine that on input y 2 n enumerates the elements of D(y) using work space s(n).
Unless stated otherwise, all circuit families are supposed to be logspace uniform. In particular, NC 1 is the class of sets computable by logspace uniform circuits of logarithmic depth.
A Turing reduction of a set A to a set B is an oracle Turing machine M such that M B = A. A truth-table reduction is a Turing reduction M whose queries are independent of the oracle B. If the number of queries M makes on any input is bounded, we call M a bounded truth-table reduction.
If the reduction asks only one query and answers the answer to that query, it is called a many-one reduction.
We We use the following notation introduced by Nisan 25 ]: RP SPACE s(n)] denotes the class of sets A that can be accepted by a one-sided error probabilistic Turing machine M with two-way read access to its random tape that uses no more than s(n) work space on inputs of length n and always halts. One-sided error means that M always rejects an input outside of A, and that it accepts an input in A with probability at least for some positive constant . ZP SPACE s(n)] is de ned as RP SPACE s(n)] \ coRP SPACE s(n)]. R L is short for RP SPACE log n], and ZP L for ZP SPACE log n].
A randomized two-sided error reduction of a set A has con dence if, for any input x, it answers the membership question x to A? correctly with probability at least 1 2 + . GF(2 b ) denotes the nite eld with 2 b elements (b 2 N, b > 1). It can be de ned as the set of equivalence classes of polynomials over GF(2) modulo an irreducible polynomial f(x) of degree b over GF (2) . Consequently, its elements can be represented as polynomials of degree less than b over GF (2) . For b 2 f2 3 t j t 2 Ng, f(x) = x b + x b=2 + 1 is irreducible over GF(2) 33], and we will use this polynomial to construct GF(2 b ) for such b's.
Deterministic Reductions
We start o with an overview of previous work, and describe how our results evolve from it. The reader can skip this subsection without loss of continuity. Then we prove our Main Theorem, which we next parameterize to a Generic Theorem for P. Finally, we apply the same technique to the sparse hard set problem for NL and L.
Previous Work
The proofs of results on the sparse hard set problem for NP usually go by constructing in polynomialtime a set of assignments to the variables of a given formula that contains at least one satisfying assignment in case of a satis able formula. Since we can check the validity of an assignment in polynomial-time, this yields a polynomial-time algorithm for the NP-complete problem SAT, which shows that P = NP. For the sparse hard set problem for P, we can use a similar approach based on the P-completeness of CVP. In this case we use gate assignments as membership witnesses which we can check for validity in logspace. So, using the reduction of some set(s) A in P to a sparse set S, we have to construct within the given resource bounds a set of gate assignments which contains the correct one for the given input. We will call such a set a witness set.
Much of the progress on this kind of problems relies on an appropriate choice of A. Ogihara 26] considered the set A 1 = fhC; x; y; ai jC circuit with jxj inputs; x 2 ; y 2 m ; a 2 and y j =1 g j = ag; (1) where m is the number of gates of C, g 1 ; : : :; g m denote the gate values of C on input x, and symbols exclusive or. This set is in P and has the following simple, but interesting properties: Let f be a many-one reduction of A 1 to a set S. g j = a: (2) Property 3.2 For any syntactically correct hC; x; yi, one of f(hC; x; y; 0i) and f(hC; x; y; 1i) is in S. If S is sparse, for any xed instance hC; xi of CVP, Property 3.2 guarantees the existence of a string w = f(hC; x; y ; a i) 2 S to which many (y; a) 2 m are mapped by f, so that according to
This equation actually also holds if w 6 2 S. In any case, if y 6 = y , it allows to express one of the gate values as the parity of some other gate values.
Based on this observation, Ogihara managed to transform in DSPACE log 2 n] each of the gates of the given circuit C into parity gates with the same values for the given input x, except for an O(log n) sized subset G of the gates. Since the circuit value problem for parity circuits is in DSPACE log 2 n], it su ces to cycle through all possible assignments to the O(log n) gates in G to construct a DSPACE log 2 n] enumerable witness set for CVP. A DSPACE log 2 n] algorithm for CVP follows. y j g j = a (4) over GF (2) in the gate values g 1 ; : : :; g m . Their algorithm tried to set up a system of such equations of rank m ? O(log m), which allowed them to obtain a witness set for CVP in NC 2 Note that when working over GF (2) , arithmetic NC 2 is equivalent to its Boolean counterpart.
Using Fact 3.1, given a system of equations of rank m ?O(log m) over GF (2) in the gate values, Cai and Sivakumar construct in NC 2 a subset of these equations and an O(log m) sized subset G of the gates, such that the resulting system in the other gate values is square and of full rank.
The application of Fact 3.2 to these systems for all possible assignments to the O(log m) gates in G in parallel, results in an NC 2 witness set for CVP. They show that the system consisting of all equations over GF (2) (2) . This way, they e ectively derandomize their RNC 2 algorithm to obtain an NC 2 procedure for CVP. u j?1 g j = vg; (6) where m again denotes the number of gates of C, and g 1 ; : : :; g m the gate values of C on input x. This set also is in P and has the following properties similar to A 1 : Let f be a many-one reduction of A 2 to a set S. 
Property 3. m) su ces. So, the solutions to an m m system generated by E(u ; v ) for all possible pairs (u ; v ) 2 GF(2 b ) GF(2 b ) form a witness set for CVP with complexity NC 1 modulo the complexity of the reduction, and complexity L if we take the logspace complexity of the reduction into account. The corresponding circuit for CVP is sketched in Figure 1 , where E j denotes the set E(u ; v ) for the j-th pair (u ; v ). This way, Cai and Sivakumar proved that the existence of a sparse hard set for P under logspace many-one reductions implies that CVP 2 L. We will use the same scheme to prove that proposition for logspace bounded truth-table reductions, that is: Construct a logspace algorithm for CVP with the structure outlined in Figure 1 using a logspace bounded truth-table reduction of A 2 to a sparse set S.
When assuming the existence of a k-truth-table reduction of A 1 or A 2 to a set S, there is no analogue of Properties 2 and 4, i.e., we cannot guarantee that many of the queries belong to S, and hence, if S is sparse, many map to the same query (in S). However, for the case of a reduction from A 1 , Cai, Naik and Sivakumar 7] made (a slightly weaker version of) the following observation: Let Y be any subset of m .
Either there is a popular query, i.e., a string w that the reduction queries for many inputs hC; x; y; ai where (y; a) ranges over Y . In that case, we can reduce the problem to one involving a (k ? 1)-truth-table reduction by restricting the inputs to the ones for which the reduction queries w, and assuming both w 2 S and w 6 2 S in parallel. Since many pairs (y; a) in Y map to w, this restriction does not decrease the number of pairs (y; a) by too much, and in one of the parallel executions, the assumption we make is correct.
Either there are no popular queries, i.e., for any string w there are no more than say p pairs (y; a) 2 Y for which the reduction queries w on input hC; x; y; ai. If s is a bound on the length of the queries, this implies that there are at most c S (s) p pairs (y; a) in Y for which some queries belong to S. Hence, if we partition Y into c S (s) p + 1 classes of equal size ( 1), then for at least one class the assumption that all queries made are outside of S is correct, and that class contains at least b jY j c S (s) p+1 c pairs. All classes can be processed in parallel, and provided c S (s) p is not too large compared to jY j, once again, we end up with large subclasses Y 0 of Y for at least one of which we make correct assumptions. Cai, Naik and Sivakumar then showed that for a su ciently large uniform sample Y of m , with high probability, for every large subset Y 0 of Y the system of equations m X j=1 y j g j = a + A 1 (hC; x; y; ai) + 1; (8) where (y; a) ranges over Y 0 , has high rank. Note that equation (8) is always correct, even if hC; x; y; ai 6 2 A 1 , because we are working over GF (2) . We can compute the right-hand side of (8) using our assumptions about the membership to S of the queries, provided these assumptions are correct. By the above procedure we can construct in NC 1 a class of large subsets Y 0 for at least one of which all our assumptions about the membership queries are right. Cai, Naik and Sivakumar proved that a polynomial sized sample Y su ces to obtain rank m?O(log m) with high probability, so the same strategy as discussed above for many-one reductions allowed them to solve CVP in RNC 2 .
If we want to apply this idea using a bounded truth-table reduction from A 2 instead of from A 1 , there is an additional di culty related to the fact that we are no longer computing over GF (2) . In the case of A 1 , for every (y; a) for which the memberships to S of the truth-table queries are known, we can construct a correct equation (8), even if the reduction rejects. For A 2 on the other hand, this is only the case for generators (u; v) of correct equations, i.e., when the reduction accepts, and this only happens for a small fraction of the generators. The reduction rejecting tells us that our guess for the right-hand side is wrong, but unlike when working over GF (2) , that knowledge does not su ce to deduce the correct value of the right-hand side.
So, we have to restrict our attention to the set of generators (u; v) for which the reduction accepts. If there is a query that is popular among generators of correct equations, we can reduce the problem as above. However, there is a complication in the other case. In considering only the set G of generators for which the reduction accepts assuming all queries outside of S, we exclude at most c S (s) p of the generators of correct equations, so that should not be a problem. But there can be a lot of generators of incorrect equations in G for which not all queries are outside of S, because the bound p only holds for generators of correct equations. Therefore, we cannot tightly bound the number of generators in G for which we erroneously assume the reduction only queries strings outside of S. So, we cannot use the idea of partitioning G into subsets of equal size, at least one of which only contains generators all of whose queries are outside of S, since the resulting subsets would have to be too small. We will solve this problem by using variable sized subsets of a particular kind obtained by considering intervals of allowable queries.
For the sake of completeness of the overview, we mention the result by Cai, Naik and Sivakumar 7, 6] that the existence of a sparse hard set for P under logspace bounded truth-table reductions implies that P NC 2 . They use a reduction from A 1 for all elements of the set D de ned by equation (5) and certain error-correcting capabilities of this small-bias sample space. This allows them to distill out of the equations (4) for all (y; a) 2 D for which the reduction accepts assuming all queries outside of S, a correct full rank Vandermonde system over GF (2 b ) in the gate values, provided the assumption does not introduce too many false equations of the form (4). They show that if it does, the NC 2 approach of Cai and Sivakumar 8] works. However, our work does not build upon this construction.
Main Result
In this subsection, we establish our Main Theorem. The proof will rely on a Combinatorial Lemma indicating how in general a space e cient reduction to a sparse set can be exploited, and on a known algorithm to solve Vandermonde systems of equations 12]. We will rst prove the Main Theorem, and then the Combinatorial Lemma. Finally, we will mention some consequences of the Main Theorem for complexity classes above P.
Proof of the Main Theorem
Assuming the existence of a sparse hard set for P under logspace bounded truth-table reductions, we will show how to decide in logspace the P-complete set CVP.
A useful aspect of CVP in this context is that it has natural logspace veri able membership proofs: Gate assignments can be checked for validity in logspace. One way of solving CVP consists of cycling through all possible gate assignments and checking each of them for validity. In general this approach does not yield a logspace algorithm, because generating all gate assignments requires linear space, but the bounded truth-table reducibility of P to a sparse set will allow us to reduce the search space to a subset we can generate in logspace.
In order to do so, we consider the auxiliary set A 2 de ned by Cai The following Combinatorial Lemma allows us to do that. We will prove the lemma in Section 3.2.2. Lemma 3.2 (Combinatorial Lemma) Let A be logspace k-truth-table reducible to a sparse set S for some k 2 N, and let D : ! 2 be a set system that can be generated in logspace. Suppose that the reduction queries strings of length at most s(n) on inputs of D(y) for y 2 n . Then there is a logspace algorithm that on input y 2 n generates a collection of subsets of D(y) at least one of which is a subset of A of size at least jA \ D(y)j e (c S (s(n)) + 1) k ; (10) where e denotes the base of the natural logarithm.
We can apply this lemma to the set A 2 de ned by (9), since A 2 belongs to P, whence by hypothesis logspace k-truth-table reduces to a sparse set S for some k 2 N. To prove A 2 in P, we use the fact that we constructed GF(2 b ) based on the explicit irreducible polynomial f(x) = x b + x b=2 + 1, which allows us to perform all arithmetic in polynomial-time. There are functions b : ! f2 3 t j t 2 Ng and s : N ! N such that jA 2 \ D(y)j = 2 b(y) > n e (c S (s(n)) + 1) k and such that the reduction of A 2 to S queries strings of length at most s(n) on inputs of D(y) for y 2 n . Moreover, we can choose b(y) 2 O(log jyj) and space constructible, so that we can generate D in logspace. Since the number of gates is no more than n, the Combinatorial Lemma yields a collection of sets with the properties we need. The structure of the resulting algorithm for CVP is outlined in Figure 1 , where E j denotes the j-th set generated by the Combinatorial Lemma. Except for the reductions, we can actually implement every component of Figure 1 in NC 1 , implying that our algorithm for CVP is NC 1 modulo the complexity of the reduction. Since proving that CVP is in NC 1 su ces to show that P = NC 1 , we obtain the following: Theorem 3.3 There is no sparse hard set for P under NC 1 -computable bounded truth-table reductions unless P = NC 1 .
Proof of the Combinatorial Lemma
Suppose A logspace k-truth-table reduces to a sparse set S for some k 2 N. Drawing meaningful conclusions about membership to A based only on a polynomial upper bound on the density of S, seems to require the application of the reduction to a su ciently (polynomially) large set D of inputs with polynomially related lengths.
If we do that for a set D :
= D(y) of a set system which we can generate in logspace, and A \ D is large, we will be able to generate in logspace a collection of subsets of D at least one of which is a large subset of A. Basically, in order to obtain that subset, we will cycle through elements of D and try to use the logspace reduction to determine membership of these elements to A. The only problem is that we do not know the membership to S of the queries the reduction makes. Therefore, we will try to nd a large subset of A \ D for which we can guess the membership to S of the queries the reduction makes on its elements. More speci cally, we will consider a set of RA-pairs, i.e., pairs of restrictions of D and corresponding assumptions about membership to S of the queries the reduction makes on inputs from D satisfying the restriction, such that the following conditions hold:
1. Given an RA-pair, we can check in logspace whether a given element of D satis es the restriction, and determine the membership bits of the queries made by the reduction on that element, as implied by the assumption. 2. We can generate in logspace the set of all RA-pairs. 3. For at least one RA-pair, the membership bits implied by the assumption are correct for all inputs from D satisfying the restriction, and many inputs from A \ D satisfy the restriction.
Clearly, we reach our goal if we manage to meet these conditions: Cycle through the set of RApairs, and for each of them, output the corresponding subset of D by cycling through the elements of D and checking whether it satis es the restriction and whether the reduction accepts it using the membership bits implied by the assumption. for which the reduction only queries strings in the union of these k intervals, together with the assumption that all queries are outside of S, forms an RA-pair satisfying condition 3 (using an appropriate interpretation of many in this condition). The set of RA-pairs of this type, ranging over all k-subsets of intervals of Q(D), clearly meets condition 1, and also condition 2, because we can generate the intervals of Q(D) in logspace by cycling through all pairs of points of Q(D).
In case there are popular queries in S, i.e., some strings in S are queried for many inputs in A \ D, we can rst restrict our attention to the inputs in D for which the reduction queries all strings in a maximal set P of jointly popular queries in S. The queries in P being jointly popular, this restriction does not reduce the size of A \ D by too much (second part of condition 3). Then we are left with a (k ?jPj)-truth-table reduction to S without popular queries, so we can apply the procedure described in the previous paragraph. Since a set P of jointly popular queries necessarily is a subset of the queries made on some input of D, we can generate all possible P's in logspace by cycling through all points in D and, for each of them, through all (nonempty) subsets of the queries the reduction makes. So, with the associated assumption that all queries in P are in S, condition 2 is met. Conditions 1 and 3 are clearly also satis ed.
The resulting combined RA-pairs we consider are parameterized by a (possibly empty) subset P of queries the reduction makes on some input of D, and a subset of k ? jPj intervals I 1 ; : : :; I k?jPj of Q(D). The corresponding restriction G 0 of D is G 0 = fx 2 Dj P Q(x) and Q(x) n P k?jPj i=1 I i g; (11) and the associated assumption is that Q(x) \ S = P for x 2 G 0 . The subset G of D generated by this RA-pair is G = fx 2 Dj P Q(x) and Q(x) n P k?jPj i=1 I i and the reduction accepts x on P g; where by the reduction accepts x on P we mean that it accepts x when using P instead of S to answer membership queries about S. It follows from the foregoing discussion that these RA-pairs satisfy all 3 conditions we needed.
Quantifying this argument yields the:
Proof (of the Combinatorial Lemma) For any n 2 N and y 2 n , we will establish the existence of a set G 0 of type (11) with P S and the intervals I i disjoint from S, for which jA \ G 0 j has the required size (10). We already argued that this su ces to prove the lemma.
Let Q(x) denote the set of queries that the reduction makes on input x, D denote D(y), Q(D) the set of all queries on inputs x 2 D, and d the bound (10) .
Given any function p : f0; : : :; k + 1g ! 0; 1), it is obvious that there is a set P S such that: jfx 2 A \ Dj P Q(x)gj > p(jPj) (12) 8 w 2 S n P : jfx 2 A \ Dj P fwg Q(x)gj 6 p(jPj + 1); (13) provided that p(0) 6 jA \ Dj and we set p(k + 1) = 0. The function p describes a popularity criterion, and the set P represents a maximal subset of jointly popular queries in S with respect to p. We will determine p later on, once we know all properties we need of it, and it will become clear then why we allow p to have real non-integral values (because d is non-integral). Note that the range of jPj is f0; : : :; kg. Consider the set of inputs G 00 = fx 2 A \ Dj Q(x) \ S = Pg. Claim 3.1 jG 00 j > p(jPj) ? c S (s(n)) p(jPj + 1).
Indeed, the set G 00 contains all elements of the set on the left-hand side of (12), except for those that have at least one query in S n P. Because of (13) 
Generic Theorem for P
In this subsection, we generalize our Main Theorem to a Generic Theorem by parameterizing the sparseness condition, the space bound and the bound on the number of truth-table queries of the reduction. We rst state and prove the Generic Combinatorial Lemma and the Generic Theorem, and then consider some interesting instantiations other than the Main Theorem.
Statement and Proof
The Combinatorial Lemma readily parameterizes to:
Lemma 3.7 (Generic Combinatorial Lemma) Let A be truth-table reducible to S, and D : ! 2 be a set system that can be generated in space b(n). Suppose that the reduction queries at most k(n) strings of length at most s(n) and uses at most a(n) space on inputs of D(y) for y 2 n . Then there is an algorithm running in space O(k(n) (a(n) + b(n))) that on input y 2 n generates a collection of subsets of D(y) at least one of which is a subset of A of size at least jA \ D(y)j e (c S (s(n)) + 1) k(n) ; where e denotes the base of the natural logarithm.
Proof
We use the same algorithm as in the proof of the Combinatorial Lemma, i.e., for a given y 2 n , we cycle through the set of RA-pairs associated with y, and for each of them, output the corresponding subset of D(y) by cycling through the elements of D(y) and checking whether it satis es the restriction and whether the reduction accepts it using the membership bits implied by the assumption. The counting argument carries through and shows that the collection of subsets of D(y) we generate contains at least one subset of A of the required size. So, we only have to check the space complexity of the algorithm.
Cycling through all RA-pairs amounts to:
Cycling for all elements of D(y) through all subsets of queries the reduction makes on that input. We can do this in O(b(n) + k(n)) space, namely O(b(n)) space to go through the list of elements of D(y), and k(n) or less bits to keep track of which queries belong to the subset. Cycling through k(n) or less intervals of Q(D(y)) (see Lemma 3.2 for notation). For a single interval, it su ces to keep track of its endpoints, and we can represent them as the i-th query the reduction makes on some input of D(y), which takes O(b(n) + log k(n)) O(b(n) + a(n)) space. So, this part has space complexity O(k(n) (a(n) + b(n))). With the given representations, we can check in O(a(n)) space whether an element of D(y) satis es the restriction, and whether the reduction accepts using the membership bits of the queries as implied by the assumption. It follows that the overall space complexity is O(k(n) (a(n) + b(n))).
Using this lemma, we can generalize the Main Theorem to: Theorem 3.8 (Generic Theorem) There is no hard set for P of census at most c(n) under truthtable reductions that query at most O(k(n)) strings of length at most O(s(n)) and run in space O(a(n)) on inputs of length n unless P DSPACE t(n O(1) )], where t(n) = k(n) (a(n) + b(n)) b(n) = log n + k(n) log c(s(n)); provided b(n) 2 o(n) and the following conditions hold: b(n) is space constructible, a(O(n)) O(a(n)), log c(O(s(O(n)))) O(log c(s(n))), and k(O(n)) O(k(n)).
Since CVP is complete for P under logspace many-one reductions, it su ces to show that we can solve it in DSPACE t(n)] assuming the existence of a set S of census at most c(n) that is hard for P under truth-table reductions that query at most O(k(n)) strings of length at most O(s(n)) and run in space O(a(n)) on inputs of length n.
As in the proof of the Main Theorem, we will construct an algorithm for CVP with the structure of Figure 1 : Using the Generic Combinatorial Lemma, we produce a collection of Vandermonde systems, at least one of which has the gate values as its unique solution. Solving these systems and checking the resulting gate assignments for validity then completes the algorithm.
We appy the Generic Combinatorial Lemma to the set A 2 de ned by (9) and the set system D(y) : = fhy; u; vij u; v 2 GF(2 b (y) )g, where b : ! f2 3 t j t 2 Ng is such that b (y) b(jyj) for a su ciently large constant . It is clear that we can generate D in space O(b(n)). Let y 2 n . Note that since b (y) 2 o(n), there is a constant independent of such that the the size of elements of D(y) is asymptotically bounded by n, and such that the reduction of A 2 to S queries at most k (n) 6 k( n) strings of length at most s (n) 6 s( n), and runs in space a (n) 6 a( n) on inputs of D(y). Under the given technical conditions, this implies that there is a constant independent of such that asymptotically k (n) log(c(s (n))+1) 6 k(n) logc(s(n))). Since b(n) > log n, the right-hand side is at least n for su ciently large. So, the Vandermonde system of correct equations we obtain, has full column rank, and we can recover the gate values by solving it.
Under the same technical conditions, the application of the Generic Combinatorial Lemma requires O(t(n)) space. Since we only need O(b(n)) O(t(n)) space to solve the Vandermonde systems and check the resulting gate assignments for validity, our nal algorithm for CVP has space complexity O(t(n)).
Instantiations
For polynomially dense hard sets we obtain the following instantiation of the Generic Theorem, of which our Main Theorem is a special case.
Theorem 3.9 Let e > 1 and f > 0. There is no sparse hard set for P under truth-table reductions computable in space O(log e n) that make at most O(log f n) queries unless P DSPACE log e+2f n].
Proof
Observing that s(n) 2 2 O(log e n) in the Generic Theorem, immediately yields that t(n) 2 O(log e+2f n).
For quasipolynomially dense hard sets we get: Theorem 3.10 Let d > 0, e > 1 and f > 0. There is no hard set for P with density bounded by
Observing that s(n) 2 2 O(log e n) in the Generic Theorem yields that b(n) 2 O(log n + log de+f n), and t(n) 2 O(log a n).
In particular the following holds:
Corollary 3.11 There is no quasipolynomially dense hard set for P under polylog-space truth-table reductions using no more than polylogarithmically many queries unless P is in polylog-space.
Extension to classes other than P
In this subsection, we show how we can apply the idea of the Main Theorem to collapse a complexity class C 1 other than P to a class C 2 that contains NC 1 , assuming the existence of a sparse hard set for C 1 under bounded truth-table reductions computable with the power of C 2 . In order for the technique to be applicable, sets in C 1 must have unique membership proofs that can be constructed in C 1 and checked in C 2 . We can encode the membership proofs as solutions of Vandermonde systems and use the Combinatorial Lemma to recover them in a space e cient way using a space e cient bounded truth- Check that G is acyclic. We can do that in coNL, whence also in NL 17, 31] . Check the successive powers of u for correctness. This involves verifying that the component of the input corresponding to u j equals the product of u and the component of the input corresponding to u j?1 for j = 2; : : :; m ? 1. We can do this in space O(log m + log b), because we can compute the product of two elements of GF(2 b ) in space O(log b) by computing the product of the corresponding polynomials of degree less than b over GF(2) and then reducing this product modulo f(x) = x b + x b=2 + 1. To calculate the residue of a polynomial of degree less than 2b ? 1 modulo f(x) in space O(log b), we use the fact that x j mod f(x) = x j?b=2 + x j?b for b 6 j < 3 2 b x j? Check that the equation P m j=1 u j?1 g j = v holds. We can do this in L NL , whence in NL, since the g j 's can be computed within that complexity class, and once we have the successive powers of u, computing the left-hand side sum is easily performed in O(log m + log b) space. So, A 3 2 NL, whence by hypothesis logspace k-truth-table reduces to the sparse set S for some k 2 N. Therefore, we can apply the same combination of the Combinatorial Lemma and the logspace Vandermonde system solver as in the proof of the Main Theorem to obtain a collection of values for (g j ) m j=1 which we can generate in logspace and such that at least one of them is correct. This yields a logspace algorithm for DAG-STCON with the structure of Figure 1 .
Once again, we can easily verify that the algorithm we construct in the above proof is actually NC 1 modulo the complexity of the reduction. Therefore, as DAG-STCON is complete for NL under NC 1 -computable many-one reductions, we also obtain: Theorem 3.13 There is no sparse hard set for NL under NC 1 Check that the equation P m j=1 u j?1 e j = v holds. Since e j = 1 i hG; s; ti 2 F-STCON and hG?e j ; s; ti 6 2 F-STCON, and F-STCON 2 L, we can compute the e j 's in logspace. Using the powers of u given in the input, we can then compute the sum involved in space O(log m+log b). Therefore, A 4 2 L, whence by hypothesis k-truth-table reduces to the sparse set S for some k 2 N through a reduction computable in NC 1 . So, once more, we can apply a combination of the Combinatorial Lemma and the NC 1 Vandermonde system solver as in the proof of the Main Theorem to obtain a collection of values for (e j ) m j=1 which we can generate in NC 1 and such that at least one of them is correct. This yields an NC 1 algorithm for F-STCON with the structure of Figure 1 .
Randomized Reductions
In this section, we describe our results on the existence of sparse hard sets under randomized bounded truth-table reductions with two-sided error, using the multiple access model of randomness, in which the Turing machine has two-way read access to a random bit tape. We start with a description of earlier work, which the reader can skip without loss of continuity. Then we prove an analogue of the Main Theorem for randomized two-sided error bounded truth-table reductions with con dence at least inversely polynomial. As in the deterministic case, we next parameterize it to a Randomized Generic Theorem for P. Finally, we prove similar results on the sparse hard set problem for NL, L, and also for NP.
Previous Work
Cai, Naik and Sivakumar 7] proved that there is no sparse hard set for P under randomized twosided error many-one reductions computable in logspace and with con dence at least inversely polynomial unless P ZP L. They used Hadamard encodings 21] in the form of the auxiliary language A 1 de ned by Ogihara 26] , and a probabilistic algorithm by Goldreich and Levin 13] to recover the code word. The same approach will allow us to extend their result to bounded truth-table reductions.
Cai, Naik and Sivakumar applied the same technique to the sparse hard set problem for NL and L. Using the randomized reduction from satis ability to unique satis ability by Valiant and Vazirani 32] , they were also able to obtain the rst known result on the existence of sparse hard sets for NP under randomized many-one reductions with two-sided error: There is no sparse hard set for NP under polynomial-time randomized two-sided error many-one reductions with con dence at least inversely polynomial unless NP RP. Earlier, Ranjan and Rohatgi 29] had shown this theorem for reductions with one-sided error on the non-membership side. Arvind, K bler and Mundhenk 2] improved upon that, but the question whether the statement was true of reductions with one-sided error on the membership side, and of reductions with two-sided error remained open. Cai, Naik and Sivakumar answered that question positively, and we will show that the same holds for bounded truth-table reductions with two-sided error.
Main Result
In this section, we establish the analogue of our Main Theorem in the randomized setting: Theorem 4.1 (Randomized Main Theorem) There is no sparse hard set for P under randomized two-sided error bounded truth-table reductions computable in logspace and with con dence at least inversely polynomial unless P ZP L. The proof uses Hadamard encodings 21] instead of Reed-Solomon encodings as in the deterministic case. It is based on the probabilistic algorithm by Goldreich and Levin 13] to decode Hadamard codes, and on a randomized version of the Combinatorial Lemma. We rst prove the Randomized Main Theorem, and then the Randomized Combinatorial Lemma.
Proof of the Randomized Main Theorem
Assuming the existence of a sparse hard set for P under randomized two-sided error bounded truthtable reductions computable in logspace and with con dence at least inversely polynomial, we will show that the P-complete set CVP is in R L. Since P is closed under complement, this su ces to prove that P ZP L :
= R L \ coR L.
As in the deterministic case, we will make use of gate assignments as logspace veri able membership proofs for CVP. Using the randomized bounded truth-table reducibility of P to a sparse set, we will generate in R L a list of gate assignments that contains at least one valid assignment, and check each of them for validity.
To create that list, we consider the auxiliary set A 5 de ned by Ogihara 26 ]:
A 5 = fhC; x; wij C circuit with jxj inputs and m gates; x 2 ; w 2 (GF(2)) m and m X j=1 w j g j = 1g; (14) where g j denotes the value of the j-th gate of C on input x, and the arithmetic is over GF (2) . For any instance y : = hC; xi of CVP with m gates, ( A (hy; wi)) w2(GF (2)) m is the Hadamard encoding of the gate values of C on input x. An interesting property of this encoding is that a randomized oracle with con dence at least inversely polynomial su ces to recover the code word in RNC 1 . Goldreich and Levin 13] showed a way to do this. ; where the former probability is with respect to the uniform distribution of w over m and the underlying distribution of B(y; ), the latter with respect to the uniform distribution over the random bits fed to C m and the underlying distribution of B(y; ), and g w denotes the inner product of g and w as vectors over GF (2) . So, we have to construct a randomized oracle B that can be computed by a logspace probabilistic Turing machine with two-way read access to its random tape, such that B approximates A where (m) is at least inversely polynomial (so that`(m) is logarithmic in m). The probability is with respect to the uniform distribution over m and the underlying probability measure of B(y; ). We cannot just use the reduction to construct B, because we do not know how to determine the membership to S of the queries in R L. However, it su ces to approximate A well on a subset of instances of high probability. Indeed, suppose is a probabilistic predicate such that Pr ] is at least inversely polynomial in m, and is a probabilistic predicate such that Pr = A 5 The following Randomized Combinatorial Lemma yields the probabilistic predicates and we will use. We will prove the Lemma in Section 4.2.2 next subsubsection. -table reducible to a set S by a randomized two-sided error reduction for some k 2 N, and let D : ! 2 be a set system. Suppose that the reduction queries strings of length at most s(n), uses r(n) random bits, and has con dence at least (n) on inputs of D(y) for y 2 n . Then there are Boolean functions and of 2 variables such that for any y 2 n , Pr z2uD(y);j j=r(n) (z; )] > (n) 2 2(c S (s(n)) + 1) 2k (16) Pr z2uD(y);j j=r(n)
Moreover, if we can uniformly sample D(y) in randomized space O(log n), and E : ! 2 is a set system such that E(y) D(y) r(jyj) and E can be generated in randomized logspace (given two-way read access to a random bit tape), then for any polynomial p(n), on input y 2 n we can generate a collection of lists at least one of which equals (( (z; ); (z; )) (z; )2E(y) with con dence at least 1 ? exp( ? (n) 2 p(n) (c S (s(n))+1) 2k ), using logarithmic work space and two-way read access to a random bit tape.
We can apply this lemma to the set A 5 , since A 5 belongs to P, whence by hypothesis logspace k-truth-table reduces to a sparse set S for some k 2 N. We choose D(y) : = fhy; wij w 2 (GF(2)) m g, where y : = hC; xi and m is the number of gates of C. Since the reduction is computable in randomized logspace, and inputs of D(y) have length O(n) for y 2 n , the reduction queries strings of length at most a polynomial s(n), uses a polynomial r(n) number of random bits, and has con dence (n) at least inversely polynomial on inputs from D(y) for y 2 n . Therefore, (16) and (17) guarantee that Pr ] and Pr = A 5 j ] ? 1 2 are at least inversely polynomial in n, and hence also in m. By picking w of length m from the random bit tape, we can uniformly sample D(y) in logspace.
The set E(y) consists of (2`( m) ? 1)m pairs of the form (hy; wi; hy;wi ), where w ranges over the oracle queries the circuit C m on input 1 m makes, and hy;wi is chosen uniformly at random from r(n) . Since all queries of C m are made in parallel, the set E(y) D(y) r(n) is well-de ned, and it is clear that we can generate the set system E in logspace, given two-way read access to a random bit tape. We can choose the polynomial p(n) to be at least (c S (s(n)) + 1) 2k ?2 (n), so by Lemma 4.3 we can generate a collection of lists at least one of which equals (( (z; ); (z; )) (z; )2E(y) with probability at least 1 ? e ?1 , using logarithmic work space and two-way read access to a random bit tape.
For each of these lists, we will simulate the circuit C m on input 1 m using and as given by the list to answer the oracle queries to B(y; ). With probability no less than 1 2 ?e ?1 , at least one of these simulations will produce a list of vectors that contains g. The same gate assignment checker as in the Main Theorem allows to weed out all other vectors.
It is straightforward to check that the resulting algorithm for CVP is in R L. Except for the reduction, we can actually implement every component of our algorithm for CVP in RNC 1 . Since all queries to the reduction are asked in parallel, and CVP is complete for P under NC 1 -computable many-one reductions, we also obtain the following: Theorem 4.4 There is no sparse hard set for P under randomized two-sided error bounded truthtable reductions computable in RNC 1 and with con dence at least inversely polynomial unless P RNC 1 .
Proof of the Randomized Combinatorial Lemma
Suppose A logspace k-truth-table reduces to a set S for some k 2 N under a randomized two-sided error reduction, and D : ! 2 is a set system such that the reduction queries strings of length at most s(n), uses r(n) random bits, and has con dence at least (n) on inputs of D(y) for y 2 n . For a given y 2 n , we would like to nd a subset of D(y) r(n) of high measure on which the success probability of the randomized reduction is almost as good as the overall success probability, and such that we can guess e ciently which instances of a given list belong to the subset (predicate ), and for these determine the outcome of the reduction (predicate ). As in the Combinatorial Lemma, we will guarantee the latter condition by making sure that for the subset constructed we know the membership to S of the queries the reduction makes. This will again involve nding a set P of jointly popular queries in S, and a collection of intervals disjoint from S, and the subset will consist of those instances for which the reduction queries all of P and the other queries are in the union of the intervals (and hit each of the intervals). The counting is a bit di erent from the deterministic case, and goes as follows:
Proof (of the Randomized Combinatorial Lemma) Let y 2 n . For z 2 D(y) and 2 r(n) , let Q(z; ) denote the queries the reduction makes on input z and random seed . D will be short for D(y), and Q(D) will denote the set of all queries the reduction makes on inputs from D and random seeds of length r(n). We will write e P (z; ) for the Boolean indicating whether the reduction accepts the input z on random seed using P instead of S to determine the membership of the queries to S.
We rst construct the Boolean functions and . 
where we use P as a shortcut for the event that Q(z; )\S = P, and all probabilities are with respect to the uniform distribution of (z; ) over D r(n) . In the last step, we are using the inequality P k i=0 ? c i 6 (c + 1) k . We obtain a contradiction to the fact that the reduction has con dence (n), and therefore prove Claim 1. 
which contradicts Claim 1, and that way proves Claim 2. In the last step, we used the inequality Pì =0 ? m i 6 (m + 1)`again. We de ne (z; ) to be the Boolean indicating whether P Q(z; ) and Q(z; ) n P i2I I i and Q(z; ) hits every I i for i 2 I, and (z; ) to be e P (z; ). Claims 1 and 2 combined show that and satisfy conditions (16) and (17) . Now, we will see how we can produce with con dence at least 1 ?exp( ? (n) 2 p(n) (c S (s(n))+1) 2k ) a collection of lists at least one of which equals (( (z; ); (z; )) (z; )2E(y) , using logarithmic work space and two-way read access to a random bit tape.
We generate a multiset F of 2p(n) instances chosen uniformly at random from D r(n) . With probability at least 1 ? (1 ?
(c S (s(n))+1) 2k ), F contains an instance satisfying . Then, as in the Combinatorial Lemma, we will consider, for every instance of F, every subset of the queries the reduction makes on that instance as a candidate P 0 for P, and consider every collection of k or fewer intervals of the set of all queries on inputs from E(y) as candidates for the intervals I i , i 2 I. For each of these candidates, we output the list consisting of a pair for each instance of E(y), where the pair corresponding to (z; ) consists of a Boolean indicating whether P 0 Q(z; ), Q(z; ) n P is in the union of the candidate intervals, and each of the candidate intervals is hit by Q(z; ), and the Boolean e P 0 (z; ), indicating whether the reduction accepts z on random seed using P 0 to decide membership to S of the queries. If F contains at least one instance satisfying , (( (z; ); (z; )) (z; )2E(y) will be among the lists produced. Moreover, by the argument given in the proof of the Combinatorial Lemma, it is clear that we can generate these lists in randomized logspace, provided two-way read access to the random bit tape. We need the two-way read access to regenerate the instances of E(y) and F when needed.
Note that applying the Randomized Combinatorial Lemma to deterministic reductions yields a result similar to the Combinatorial Lemma, but the lower bound corresponding to equation (10) is weaker: the fraction of A \ D(y) we obtain here is essentially the square of the fraction the Combinatorial Lemma guarantees.
Randomized Generic Theorem for P
In this section, we generalize the Randomized Main Theorem to a Randomized Generic Theorem for P by parameterizing the sparseness condition, and the space bound, the bound on the number of truth-table queries and the con dence of the randomized reduction. We also consider some instantiations of the Randomized Generic Theorem other than the Randomized Main Theorem, analogous to the ones made in the deterministic case.
Statement
The Randomized Combinatorial Lemma parameterizes to: Lemma 4.5 (Randomized Generic Combinatorial Lemma) Let A be truth-table reducible to a set S by a randomized two-sided error reduction, and let D : ! 2 be a set system. Suppose that the reduction queries at most k(n) strings of length at most s(n), uses r(n) random bits and work space at most a(n) (given two-way read access to a random bit tape), and has con dence at least (n) on inputs of D(y) for y 2 n . Then there are Boolean functions and of 2 variables Moreover, suppose we can uniformly sample D(y) in randomized space b(n), and E : ! 2 is a set system such that E(y) D(y) r(jyj) and we can generate E using at most b(n) work space (given two-way read access to a random bit tape). Then for any function p : N ! N such that log p(n) is space constructible, on input y 2 n , we can generate a collection of lists at least one of which equals (( (z; ); (z; )) (z; )2E(y) with con dence at least 1 ? exp( ? (n) 2 p(n) (c S (s(n))+1) 2k ), using work space O(k(n) (a(n) + b(n)) + log p(n) + log r(n)) and two-way read access to a random bit tape, provided log r(n) is space constructible.
Proof
The proof is a straightforward combination of the one for the Randomized Combinatorial Lemma and the space bound analysis given in the proof of the Generic Combinatorial Lemma.
Plugging in this lemma in the proof of the Randomized Main Theorem yields: Theorem 4.6 (Randomized Generic Theorem) There is no hard set for P of census at most c(n) under randomized two-sided error truth-table reductions that query at most O(k(n)) strings of length at most O(s(n)), run in space O(a(n)) (given two-way read access to a random bit tape) and have con dence at least ( (n)) on inputs of length n unless P ZP SPACE t(n O(1) )], where t(n) = k(n) (a(n) + b(n)) b(n) = log n + k(n) log c(s(n)) + log ?1 (n); provided the following technical conditions hold: b(n) is space constructible, a(O(n)) O(a(n)), log c(O(s(O(n)))) O(log c(s(n))), k(O(n)) O(k(n)), and log ?1 (O(n)) O(log ?1 (n)).
Since CVP is complete for P under logspace many-one reductions and P is closed under complement, it su ces to show that we can solve CVP in ZP SPACE t(n)] assuming the existence of a set S of census at most c(n) that is hard for P under randomized two-sided error truth-table reductions that query at most O(k(n)) strings of length at most O(s(n)), run in space O(a(n)) (provided two-way read access to a random bit tape) and have con dence at least ( (n)) on inputs of length n.
The algorithm is the same as in the proof of the Randomized Main Theorem. We only have to analyze its space complexity under the parameterizations considered.
Let y be an instance of CVP of length n with m gates. Under the given technical conditions, the space needed for the simulations of the randomized circuit C m of Lemma 4.2 using an oracle is O(`(m)) O(b(n)). Consequently, the space complexity of the set system E is O(b(n)+log r(n)) O(b(n) + a(n)). In order for the success probability to be bounded from below by a constant, we choose log p(n) 2 (b(n)) in the application of the Randomized Generic Combinatorial Lemma. The space needed to construct the lists with oracle answers is then O(t(n)). Since the simulations themselves only require O(b(n)) space as argued above, and the solution checker runs in logspace, the overall space complexity of the algorithm is O(t(n)).
Instantiations
By the same simple observations as in the deterministic case, we obtain the following instantiations of the Randomized Generic Theorem for polynomially dense hard sets. The Randomized Main Theorem is a special case of the rst one. Theorem 4.7 Let e > 1 and f > 0. There is no sparse hard set for P under randomized two-sided error truth-table reductions computable in space O(log e n) (given two-way read access to a random bit tape) with con dence at least inversely polynomial that make at most O(log f n) queries unless P ZP SPACE log e+2f n].
Theorem 4.8 Let e > 1, f > 0 and g > 0. There is no sparse hard set for P under randomized two-sided error truth-table reductions computable in space O(log e n) (given two-way read access to a random bit tape) with con dence at least 2 ?O(log g n) that make at most O(log f n) queries unless P ZP SPACE log a n], where a = max(e + 2f; f + g).
For quasipolynomially dense hard sets we get: Theorem 4.9 Let d > 0, e > 1 and f; g > 0. There is no hard set for P with density bounded by 2 O(log d n) under randomized two-sided error truth-table reductions computable in space O(log e n) (given two-way read access to a random bit tape) with con dence at least 2 ?O(log g n) that make at most O(log f n) queries unless P ZP SPACE log a n], where a = max(de + 2f; e + f; f + g).
In particular the following holds: Corollary 4.10 There is no quasipolynomially dense hard set for P under randomized two-sided error truth-table reductions computable in polylog-space (given two-way read access to a random bit tape) with con dence at least inversely quasipolynomial and using no more than polylogarithmically many queries unless P ZP SPACE polylogn].
Extension to classes other than P
In this subsection, we apply the idea of the Randomized Main Theorem to prove theorems of the form: There is no sparse hard set for C 1 under randomized two-sided error bounded truth-table reductions with con dence at least inversely polynomial and computable within the randomized class C 2 unless C 1 C 2 . For the technique to work, sets in C 1 must have unique membership proofs that can be constructed in C 1 and checked in C 2 , and C 2 has to contain RNC 1 . We can then Hadamard encode the membership proofs and use the Randomized Combinatorial Lemma and Lemma 4.2 to recover them with high probability in C 2 . As in the deterministic case, this approach works for NL and L. In the randomized case, we can also apply it to NP. Sets in NP are not known to have unique membership proofs, but Valiant and Vazirani 32] showed that randomness allows us to reduce the number of proofs with high probability to one, if there is one. Theorem 4.11 There is no sparse hard set for NL under randomized two-sided error bounded truthtable reductions computable in logspace (given two-way read access to a random bit tape) and with con dence at least inversely polynomial unless NL ZP L.
Proof
Assuming the existence of a sparse hard set for NL under randomized two-sided error bounded truth-table reductions computable in logspace (given two-way read access to a random bit tape) and with con dence at least inversely polynomial, we will show how to solve in R L the NL-complete problem DAG-STCON. Since NL is closed under complement 17, 31] , this su ces to show that NL ZP L.
We use the auxiliary set A 6 = fhG; s; t; wij G DAG with m vertices, s; t vertices of G; w 2 (GF (2) where g j is a Boolean indicating whether G contains a directed path from the j-th vertex of G to t, and the arithmetic is over GF (2) . We argued in the proof of Theorem 3.12 that the values g 1 ; : : :; g m constitute a logspace veri able proof of membership of hG; s; ti to DAG-STCON. A 6 incorporates Hadamard encodings of these values. Since the set of DAGs is in coNL = NL, and we can compute the values g j and check the equation P m j=1 w j g j = 1 in L NL = NL, it is obvious that A 6 2 NL, whence by hypothesis bounded truth-table reduces to a sparse set through a randomized two-sided error reduction computable in logspace (provided two-way read access to a random bit tape) and with con dence at least inversely polynomial. Therefore, applying Lemma 4.2 and the Randomized Combinatorial Lemma as in the proof of the Randomized Main Theorem, allows to generate in R L a list of strings in m which contains g 1 g 2 : : :g m with probability bounded from 0. So, it su ces to submit each of these strings to the logspace proof checker to obtain our R L algorithm for DAG-STCON.
The above algorithm for DAG-STCON is actually RNC 1 modulo the complexity of the reduction and has only parallel queries to the reduction. DAG-STCON being complete for NL under NC 1 -computable many-one reductions, it follows that: Theorem 4.12 There is no sparse hard set for NL under randomized two-sided error bounded truth-table reductions computable in RNC 1 and with con dence at least inversely polynomial unless NL RNC 1 .
For L we obtain: Theorem 4.13 There is no sparse hard set for L under randomized two-sided error bounded truth- Theorem 4.14 There is no sparse hard set for NP under randomized two-sided error bounded truth-table reductions computable in logspace (given two-way read access to a random bit tape) and with con dence at least inversely polynomial unless NP = R L.
Assuming the existence of a sparse hard set for NP under randomized two-sided error bounded truth-table reductions computable in logspace (given two-way read access to a random bit tape) and with con dence at least inversely polynomial, we will show how to check in R L the satis ability of Boolean formulae with at most one satisfying assignment (USAT). This su ces to show that NP R L, because SAT is NP-complete under logspace many-one reductions, and Valiant and Vazirani proved that we can many-one self-reduce SAT in randomized logspace with one-sided error such that with con dence at least inversely polynomial, a satis able formula is reduced to one with exactly one satisfying assignment.
Consider the language whence by hypothesis bounded truth-table reduces to a sparse set under randomized two-sided error reductions computable in logspace (given two-way read access to a random bit tape).
In case ' has exactly one satisfying assignment b , ( A 8 (h'; wi)) w2(GF(2)) m is the Hadamard encoding of this unique satisfying assignment. Using Lemma 4.2 and the Randomized Combinatorial Lemma as in the proof of the Randomized Main Theorem, we can recover b in R L in the sense of generating a list of assignments that contains b with bounded positive probability. Since we can check whether a given assignment satis es ' in logspace, doing that for all assignments of the above list yields an R L algorithm for the promise problem USAT.
Again, the algorithm we constructed for SAT is actually RNC 1 modulo the complexity of the reduction, and only has parallel queries to the reduction. Since SAT is complete for NP under NC 1 -computable many-one reductions, we obtain: Theorem 4.15 There is no sparse hard set for NP under randomized two-sided error bounded truth-table reductions computable in RNC 1 and with con dence at least inversely polynomial unless NP = RNC 1 .
Finally, we can also prove an analogue result for (presumably) stronger reductions, namely polynomial-time computable ones. Theorem 4.16 There is no sparse hard set for NP under randomized two-sided error polynomialtime bounded truth-table reductions with con dence at least inversely polynomial unless NP = RP.
The proof follows the lines of the one for Theorem 4.14. It su ces to observe that the Randomized Combinatorial Lemma also holds when the set A is polynomial-time bounded truth-table reducible to the sparse set S by a randomized two-sided error reduction, and that the algorithm it provides then also runs in polynomial-time, as does the algorithm for SAT obtained by combination with Lemma 4.2 like in Theorem 4.14.
Open Problems
It is easy to see that our Generic Theorem, based on the hypothesis that P 6 = L, only rules out the existence of sparse hard sets for P under logspace truth-table reductions with a bounded number of queries, even if we relax the sparseness condition. If we allow the number of queries to increase modestly with the input size, e.g., polylogarithmically, we get other unlikely inclusions of P in space bounded complexity classes. However, without any explicit bound on the number of queries, we do not get a collapse at all. Can we do better using another technique?
Regarding randomized reductions with two-sided error, it is an open question whether our results also hold for the more natural read-once concept for randomized space bounded computation. In this model, the Turing machine only has one-way read access to its random tape, as opposed to the multiple access randomness model, in which the machine has two-way read access to its random tape. The randomized algorithms we construct use the latter model, because they basically simulate randomized circuits, and randomized circuits inherently have the ability to reuse their random seeds. Nisan 25] gives strong evidence that in general the multiple access model is more powerful than the read-once model, but in this speci c context that may not be the case.
