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Wave localization is ubiquitous in disordered media – from amorphous materials, where soft-mode
localization is closely related to materials failure, to semi-conductors, where Anderson localization
leads to metal-insulator transition. Our main understanding, though, is based on discrete models.
Here, we provide a continuum perspective on the wave localization in two-phase disordered elastic
media by studying the scalar wave equation with heterogeneous modulus and/or density. At low
frequencies, soft modes arise as a result of disordered elastic modulus, which can also be predicted
by the localization landscape. At high frequencies, Anderson-like localization occurs due to disorder
either in density or modulus. For the latter case, we demonstrate how the vibrational dynamics
changes from plane waves to diffusons with increasing frequency. Finally, we discuss the implications
of our findings on the design of architected soft materials.
I. INTRODUCTION
Disordered media have enormous potential in engi-
neering applications, such as random lasers for speckle-
free imaging1,2, amorphous semiconductors3–5, or multi-
functional materials6 due to their continuous range of
tunable properties. In nature, disorder appears at var-
ious length scales and largely affects our understanding
on related physical phenomena – mechanics of cellular
cytoskeleton is governed by its network structural disor-
der7,8; seismic waves propagate through complex com-
posites of soil, water and rocks9,10; the density contrast
between multiple phases of molecular clouds influence the
formation of stars and planets11,12. Not surprisingly, an
increasing research interest is devoted to these disordered
materials. As a prototype and first order approximation,
many of these scenarios can be modeled as two-phase
media with contrasting components.
Since the seminal paper of Anderson13, the connection
between wave localization and disorder has been a fas-
cinating research topic and a best example of his philo-
sophical statement “more is different”14. For discrete sys-
tems, a powerful tool to study localization is the random
matrix theory15 and its more recent version free proba-
bility theory16–18. The original observations were that all
single particle states in one-dimensional potentials with
arbitrarily weak disorder decay exponentially13, and a
threshold amount of disorder in three-dimensions for all
states to be localized19. Two dimensions is a marginal
case where weak disorder can cause the transport prop-
erties of the system to decay logarithmically with the
system size19,20.
For the continuous counterpart, a mathematically rig-
orous distinction between localized and extended modes
has been established for a self-adjoint operator supported
on an unbounded domain21–24. Due to the Lebesgue de-
composition theorem25, the spectrum of this operator
can always be written as µ = µpp + µsc + µac. The
pure point spectrum µpp is the eigenvalue set with nor-
malizable (localized) eigenfunctions. It is countable, and
hence has zero Lebesgue measure, but may be still dense,
for example in the original Anderson model with on-site
disorder potentials sampled from a continuous distribu-
tion26. The absolutely continuous part µac corresponds
to the extended states such as a plane wave, which are
common in physics but cannot be represented by nor-
malizable functions in the Hilbert space. The singular
continuous part µsc is more subtle and gives rise to in-
teresting states between localized and extended modes27.
In this sense, localized modes such as bound states (soft
modes) or Anderson localization is reflected by the pure
point spectrum. More generally there are special cases of
localization in an infinite domain not induced by disor-
der but by either symmetry, mismatched boundary con-
ditions between domains or certain designed potentials,
known as bound states in the continuum (BIC)28,29, with
eigenmodes embedded inside the continuous spectrum.
Classical bound states appear in elementary quantum
mechanics problems, such as the discrete energy levels
of a hydrogen atom30, as well as in other classical wave
problems31. The mechanism for Anderson localization,
however, is usually understood as a coherent scattering
process in a random potential landscape32, which was
first rationalized by the Ioffe-Regel criterion33, and later
by the Thouless criterion34 for the scaling of Thouless
conductance. In contrast to the classical bound state
mechanism35, the total energy of the single particle is not
necessarily lower than the maximum of the random po-
tential36, similar to BIC28. Beyond the analysis for single
particle Hamiltonians, recent studies have also shown lo-
calization in interacting many-body quantum systems37,
while the phase diagram of many-body localization re-
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2mains under study38.
Here, we are interested in the behavior of the contin-
uous differential operator that describes the scalar wave
propagation in two-dimensional finite domains. Scalar
wave localization has been considered analytically for two
component composites39, where a minimum impedance
contrast was found by scaling argument to cause localiza-
tion in an infinite domain. The above mentioned mathe-
matically rigorous concept of localization does not apply
to problems defined on finite domains. However, it is still
of interest in engineering applications to compare differ-
ent states and quantify how extended/localized they are
inside the finite domain by proper order parameters –
for example the inverse participation ratio (IPR) that is
often used in studying disordered systems40,41.
In this work, we examine the statistics of the eigenvalue
spectrum and inverse participation ratio for the contin-
uous scalar wave equation in finite two-dimensional do-
mains of length L. In particular, we consider a two-phase
medium with densities and moduli ρ1, G1 and ρ2, G2, re-
spectively, with correlation length lc. For disorder in G,
we identify the values of G1/G2 for which soft mode lo-
calization is present, and discuss the effect of correla-
tion length. For disorder in ρ, we find the existence of
high frequency modes for ρ1/ρ2 < O(10
−2), referred to
as Anderson-like modes. Based on these results, we show
the observation of cross-over from propagation to diffu-
sion in a two-phase medium as the frequency of the ex-
ternally applied force increases, reminiscent of the Ioffe-
Regel frequency. Our goal is to present a phenomenologi-
cal description on the trend of wave localization for disor-
dered two-phase media, clarify connections/distinctions
of different localization mechanisms, and motivate fur-
ther experimental and engineering work on architectured
materials.
II. THEORY OF LINEAR ELASTIC WAVES
The propagation of a linear elastic wave is commonly
described with the following set of equations42
ρu¨ = ∇ · σ + b (1a)
σ = C (1b)
 =
1
2
(∇u+ (∇u)T ) (1c)
where u is the displacement field, σ the stress tensor,
 the strain tensor, b the body force per unit volume, ρ
the density, and C the stiffness tensor of the material.
For a single Fourier mode of frequency ω and assuming
negligible body forces and isotropic elasticity, Eq. 1(a) is
known as the Cauchy-Navier equation
−ω2ρu =∇ · u∇λ+ [∇u+ (∇u)T ] · ∇µ
+ (λ+ µ)∇(∇ · u) + µ∇2u (2)
lc
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Phase 1
Phase 2
FIG. 1. Example illustration of a two-phase disordered
medium, with properties ρ1, G1 (purple) and ρ2, G2 (yellow),
respectively. The system has finite length L and the spatial
distribution of the two phases is characterized by the corre-
lation length lc. Without loss of generality, we assume the
physical properties of phase 2 to have larger magnitude than
those of phase 1.
where λ (x) and µ (x) are the spatially dependent Lame´
coefficients.
When only density is described by a heterogeneous
field, the Lame´ coefficients are constant and it is straight-
forward to adopt the Helmholtz-Hodge decomposition
u = ∇φ+∇×A = ul + ut (3)
to simplify the equations. Substituting Eq. 3 in Eq. 2,
we can separate the Cauchy-Navier equation in three po-
larizations, one longitudinal ul and two transversal ut
as
−ω2ul = λ+ 2µ
ρ
∇2ul
−ω2ut = µ
ρ
∇2ut
(4)
In the case of disordered stiffness tensor, the Lame´ co-
efficients are also heterogeneous, and Eq. 2 cannot be
further simplified. As a result, the separation of the gen-
erated displacement field in different polarizations is not
trivial.
Herein, we want to analyze the effects of disorder in
a two-phase medium on the vibrational modes of a two-
dimensional finite domain. To do so, we consider the
scalar elastic vibration equation
− ρ (x)ω2u = ∇ · (G (x)∇u) (5)
where G is the elastic modulus. Fig. 1 illustrates the
two-dimensional finite size system of length L, where the
two phases are shown with purple (phase 1) and yellow
(phase 2), respectively. The properties of phase 1 are
ρ1, G1 and those of phase 2 are ρ2, G2. We always as-
sume the properties of phase 2 to be larger in magnitude
compared to phase 1. Also, the spatial distribution of
the two-phase medium has correlation length lc. The
3characteristic length, density and modulus are chosen as
L, ρ2 and G2, so that the frequency can be rescaled as
ω2 → ω2G2/L2ρ2. Thus, we arrive at the following di-
mensionless form
− ρ˜ω2u = ∇ ·
(
G˜∇u
)
(6)
where G˜ = G/G2 and ρ˜ = ρ/ρ2. At the boundaries of
the domain we consider Dirichlet conditions u = 0. We
analyze the spectrum of Eq. 6 by solving a generalized
eigenvalue problem. We discretize the differential opera-
tor using the finite element method43, where the details
on both the numerical implementation and the eigenvalue
problem are given in the Appendix of the paper. In all
cases, we analyze the data collected from an ensemble of
100 realizations with volume fraction φ = 0.5. In the re-
maining of the text, we always refer to the dimensionless
form Eq. 6 and drop the tilde symbols.
III. RESULTS
A. Density disorder and Anderson-like localization
We first examine the role of disordered density profile
on the eigenvalue and eigenvector spectrum of Eq. 6. In
this case, we keep G = 1 for all the realizations studied.
Figure 2(a) shows the statistics of IPR with ρ1/ρ2 =
10−3 and correlation length lc = 0.1. The IPR is defined
as κ =
∫
dx u4 with normalization for the eigenvectors
u(x) being
∫
dx u2 = 1. Therefore, in the case of no
disorder, all the standing waves in a homogeneous do-
main result in κ = 2.25. The blue lines correspond to
the 20− 80% quantile range, and the black line indicates
the lower bound for the IPR. Larger IPR indicates higher
degree of localization.
For low frequency modes, ω2 ∼ 1, all realizations pro-
duce standing waves that span the entire domain. As a
result, density disorder does not affect the low frequency
spectrum. On the contrary, as the frequency increases
and the wavelength approaches the correlation length,
ω ∼ l−1c , the eigenvectors attain a more localized pro-
file than in the low frequency regime. In this case, IPR
starts increasing to values much larger than the baseline
of κ = 2.25, as shown in Fig. 2(a). For ω2 > 102, we
observe IPR to span approximately two orders of mag-
nitude, κ ∼ O(1) − O(102). The statistical sampling
demonstrates that for large enough frequencies there are
going to be extended, but fairly non-uniform, standing
waves, as well as highly localized ones. To better under-
stand this result, we focus on the statistics of κ around
specific values.
Figure 2(b) shows the distribution of IPR for a low fre-
quency ω2 = 5 (blue) and a relatively higher one ω2 = 98
(red). When the frequency is low, the distribution has
a sharp peak at low values of κ that corresponds to ex-
tended standing waves, as in Fig. 2(b)-(i). In the high fre-
quency case, the distribution of κ is much more extended
spanning two orders of magnitude, thus the small-scale
details of ρ are expected to largely affect the solution pro-
files. We examine two realizations which result in κ ' 20,
Fig. 2(b)-(ii), and κ ' 100, Fig. 2(b)-(iii). For moderate
IPR, the eigenfunction extends throughout the entire do-
main, however it is highly heterogeneous. For large IPR,
though, the solution profile is qualitatively different as it
is highly localized nearby the boundary of the domain.
Since these localized modes share the characteristic of
appearing at high frequencies reminiscent of the origi-
nal Anderson localization in infinite domains, we refer to
them as Anderson-like localization.
B. Modulus disorder and soft mode localization
In this section, we examine how the heterogeneous
modulus G affects both the eigenvalue spectrum and the
spatial distribution of the eigenmodes with the density
set to be homogeneous ρ = 1.
First, the spatial dependence of G allows us to rewrite
Eq. 6 in the following form
− ω
2
G
u = ∇2u+ ∇G
G
∇u (7)
which is similar to the Schro¨dinger equation with ran-
dom potential V = ∇G/G, except that the “energy”
E = ω2/G is spatially dependent. As we will shortly
see, the correspondence between the Schro¨dinger equa-
tion and the scalar elastic vibration equation helps to ex-
plain both low and high frequency localized modes from
this operator.
Figure 3(a) demonstrates the statistics of IPR for two
different correlations lengths, lc = 0.02 (red) and lc = 0.1
(blue). The two cases demonstrate several qualitative
differences. First, the results for lc = 0.02 show similar
trend with those obtained with density disorder, where
at low frequencies the waves are extended (κ ' 2.25) and
at high frequencies Anderson-like modes emerge. The
IPR statistics for lc = 0.1, however, does not resemble
the previous cases, as even the lowest frequency modes
have κ around 10. The low frequency modes with large κ
correspond to soft modes44, which are localized eigenvec-
tors of Eq. 6. For large frequencies, the soft modes are
transformed into Anderson-like modes, like in the cases
of lc = 0.02 and density disorder.
The difference between lowest eigenvalues of the two
correlation lengths lc can be understood by examining
the simplified model of Fig. 3(b). In particular, we con-
sider two concentric cylinders, with the inner modulus
G1 and radius Rin, and the outer modulus G2 and ra-
dius Rout, respectively. In this model, the outer cylinder
is the stiffer one. The dimensionless “correlation” length
lc in this model corresponds to the ratio Rin/Rout. The
analytical solution of the scalar elastic vibration equa-
tion for this simplified model is given in the Appendix.
In Fig. 3(c), we present the lowest eigenvalue ω0,0 as a
function of the moduli ratio and the correlation length.
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FIG. 2. (a) The inverse participation ratio κ =
∫
dxu4 calculated for an ensemble of 100 realizations of disordered ρ, with
the lowest 900 eigenvalues from each realization. The density ratio is ρ1/ρ2 = 10
−3 and the correlation length lc = 0.02. The
horizontal black line shows the lowest possible value of κ = 2.25 that appears for eigenmodes in a homogeneous domain ρ ≡
constant, which are of the form u(x, y) = An1,n2 sin(n1x) sin(n2y). The shaded area (boundary marked with blue lines) is the
20-80% quantile range for the κ distribution at each ω2. (b) Probability density function of κ for ω2 = 5 (blue shaded line in
(a)) and ω2 = 98 (red shaded line in (a)). As inset, we include the wave profiles for (i) κ ' 3, (ii) κ ' 20 and (iii) κ ' 100.
The highest value of κ corresponds to an Anderson-like localized mode.
!2
<latexit sha1_base64="(null)">(null)</latex it><latexit sha1_base64="(null)">(null)</latex it><latexit sha1_base64="(null)">(null)</latex it><latexit sha1_base64="(null)">(null)</latex it>

=
Z dx
u
4
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
!2min<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>!
2
min<latexit sha1_base64="(null)"> (null)</latexit><latexit sha1_base64="(null)"> (null)</latexit><latexit sha1_base64="(null)"> (null)</latexit><latexit sha1_base64="(null)"> (null)</latexit>
lc = 0.1
<latexit sha1_base64=" (null)">(null)</latexit><latexit sha1_base64=" (null)">(null)</latexit><latexit sha1_base64=" (null)">(null)</latexit><latexit sha1_base64=" (null)">(null)</latexit>
lc = 0.02
<latexit sha1_base64="(null)">(null)</latexit ><latexit sha1_base64="(null)">(null)</latexit ><latexit sha1_base64="(null)">(null)</latexit ><latexit sha1_base64="(null)">(null)</latexit >
(a) (b)
Rout
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
Rin
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
(c)
Rin/Rout
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
!0,0
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
FIG. 3. (a) The inverse participation ratio κ =
∫
dxu4 calculated for an ensemble of 100 realizations of disordered G, with
the lowest 900 eigenvalues from each realization. The modulus ratio is G1/G2 = 10
−2. With red symbols/shade we show the
results for lc = 0.1, and with blue symbols/shade we depict the statistics for lc = 0.1. The description of the horizontal black
line is given in Fig. 2. The shaded areas are the 20-80% quantile range for the κ distribution at each ω2. We find that with
increasing lc, low frequency modes becomes localized which are also known as soft modes. (b) Schematic for the single bound
state analysis testing the effect of correlation length. We perform the analysis for a composite shaped as concentric circles
with inner and outer radii and scalar modulus Rin, Rout, G1, G2, respectively. The effects of correlation length are given by
changing the ratio Rin/Rout ∼ lc. (c) Contour plot for the ground state eigenvalue ω0,0 as a function of G1/G2 and Rin/Rout.
For fixed scalar modulus ratio, decreasing lc ∼ Rin/Rout corresponds to increasing ω0,0, which is consistent with the trend
shown by the two vertical dashed lines marked on (a).
From the contour plot, it is apparent that for the smallest
G1/G2 and Rin/Rout > 0.1, the ground state eigenvalue
attains very small values, similar to lc = 0.1 where soft
modes are present. Decreasing either Rin/Rout or de-
creasing the difference between G1 and G2, the ground
state frequency increases, recovering the extended mode
limit, as in lc = 0.02.
5C. From propagating waves to diffusive response
By studying the disorder in both the density and the
modulus variables, we reveal the material parameters of
a two-phase medium for which the eigenmodes are local-
ized. In this section, we examine the dynamical response
of such disordered media to external forcing. Here, we
consider the medium of Fig. 4(a), with dimensions Lx
and Lz, respectively, where Lx > Lz. For demonstra-
tion, we consider heterogeneous elastic modulus G only,
with G1/G2 = 10
−2 and correlation length lc = 0.02.
Based on the analysis of Fig. 3(a), we expect the exis-
tence of Anderson-like eigenmodes at high frequencies.
At x = Lx/2, we place a line source which produces a
pulse of the form u0 (t) = sin(Ωt)δ(x − Lx/2), where Ω
is the excitation frequency. In this part we provide real
units quantities to demonstrate the principles for exper-
imental design. On the upper and lower sides of the
domain we set a stress-free boundary condition, while on
the left and right sides we assume open boundaries. The
simulations were conducted using the finite-difference-
time-domain method in MEEP package45,46. More de-
tails on the numerical implementation are given in the
Appendix.
Figures 4(b) (i)-(iii) show three cases with different
imposed frequencies, i.e. (i) f = 0.01 Hz, (ii) f = 0.05
Hz, and (iii) f = 0.1 Hz. For low enough frequencies,
f < 0.01 Hz, modulated plane wave propagation is ob-
served, Fig. 4(b)-(i). However, once the wavelength of the
imposed pulse is comparable to the correlation length lc,
the transmission of the wave is weakened, Fig. 4(b)-(ii).
Increasing the frequency of the pulse to values larger than
f > 0.1 Hz, the wave gets localized around the source.
This phenomenon, that with increasing frequency waves
become localized, was also observed in molecular models
of amorphous solids47,48.
IV. DISCUSSION
A. The different faces of localization phenomena
Most of the phenomena important for engineering ap-
plications are described by elliptic differential operators.
Through our analysis, we showed that the presence of
disorder in one of the simplest mathematical operators
can produce non-trivial results, such as low frequency
soft modes, and high frequency Anderson-like localiza-
tion. In the present section, we briefly review the sim-
ilarities and differences on the localization phenomenon
for differential operators used in solid mechanics, quan-
tum mechanics and optics. For reference, Fig. 5(a) shows
typical localized modes produced by the scalar elastic vi-
bration equation for the realization shown in Fig. 1.
The wavefunction ψ of a single particle with energy E
(a)
Lx
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(ii)
(iii)
FIG. 4. In a domain with disordered G, the response to a
forced pulse shows a transition from propagating waves to
diffusive modes. (a) Snapshot of the system heterogeneity in
terms of the modulus G. The system has size Lx = 8L and
Lz = 1L. The density is constant ρ = 1, while the ratio is
G2/G1 = 10
2 and the correlation length equals lc = 0.02.
A short pulse of the form u0(t) = sin(Ωt)δ(x − Lx/2) is ap-
plied from the line source located in the middle of the domain
(green line), with Ω = 4pif × 104
(
1 mm
L
√
G2
1 GPa
1 g/cm3
ρ2
)
Hz.
(b) Snapshots of the propagating wave structures that result
at t = 5 × 10−3/pi s from the line source with frequency (i)
f = 0.01 Hz, (ii) f = 0.05 Hz, (iii) f = 0.1 Hz.
is described by the Schro¨dinger equation(
V (x)− 1
2
∇2
)
ψ = Eψ (8)
where V (x) is the spatially varying potential. For the
ease of notation, we set ~ = m = 1. When the po-
tential is periodic in space, e.g. that of a perfect crys-
tal, space symmetry leads to the well-known extended
Bloch wavefunctions35,49. However, for random V (x),
there are also bound states that have very low energy
and the particle gets trapped inside one of the local min-
ima or meta-basins of V . Some bound states examples
of the Scho¨dinger equation are shown in Fig.5 (b) in con-
trast to those high frequency localized modes from the
scalar wave equation shown in Fig.5 (a). This is a simi-
lar scenario of the soft modes as in Sect.III B, although
here the disorder is decoupled from any derivatives of the
wave function.
As a second example, we discuss the connection be-
tween Eq. 6 and electromagnetic waves. For electromag-
netic problems absent of free charge and current flow,
the macroscopic Maxwell’s equations lead to an eigen-
value equation either for the magnetic H or the electric
E fields at frequency ω50(
1
µ(x)
∇×
(
1
(x)
∇×
))
H =
1
c2
ω2H (9a)
6!2 = 74.41
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FIG. 5. Comparison of localized modes from scalar wave equation and single particle Schro¨dinger equation. The disorder is
introduced as the bimodal random field shown in Fig.1. In the upper panels this field distribution is used as heterogeneous
density ρ in the elastic vibration equation −ω2u = 1
ρ
∇· (G∇u), which leads to high frequency localization modes. While in the
lower panel it represents the random potential V in the Schro¨dinger equation
(
V − 1
2
∇2)ψ = Eψ, which leads to exponentially
decaying soft modes at low energies.
or (
1
(x)
∇×
(
1
µ(x)
∇×
))
E =
1
c2
ω2E (9b)
where c = 1/
√
0µ0 is the speed of light in vacuum, and
(x) and µ(x) the relative electric permittivity and mag-
netic permeability of the medium. For transverse mag-
netic (TM) modes in quasi-1D wave guides with a het-
erogeneous dielectric constant, the governing equation for
the magnetic field H = ezH is
∇ · 1

∇H = − 1
c2
ω2H (10)
When we assume H = Hz(x, y) and  = (x, y), other
terms from the expansion of the differential operator van-
ish and we recover the scalar elastic vibration equation,
Eq. 6. Thus, when  is disordered, the magnetic field Hz
becomes localized, similar to the case of G. Given the
electro-magnetic duality of Maxwell’s equations, when
Hz is localized, E is also localized. Therefore, the high
frequency localization induced by the disorder in ρ and
in G from Eq.6 are dual of each other.
Recently, Filoche, Mayboroda and co-workders devel-
oped a computationally efficient method to identify local-
ized stationary waves in finite domains51–56. More specif-
ically, their technique is based on the construction of the
localization landscape, which is obtained by solving the
Dirichlet problem Lu = 1 with u = 0 at the boundaries
for a linear operator L. By applying their method in both
cases shown in Secs. III A & III B, we find that the local-
ization landscape method can only identify the existence
of low frequency localized modes, namely soft modes, but
not the high frequency ones with similar IPR values. We
believe that our conclusion holds for any linear operator
L, and the localization landscape method is in general
useful for finding soft modes.
B. Connections to the Anderson model
The original analysis of Anderson was done for a dis-
crete lattice model, with random on-site potential for a
single particle
H = W
∑
i
Vi |i〉 〈i| − t
∑
i
|i〉 〈i+ 1| (11)
where W is the scale of on-site potentials, Vi a random
variable, and t the hopping parameter. The conclusion
is that the wave function of the tight-binding model will
decay exponentially due to coherent scattering with the
random potentials.
One observation is that the discrete Anderson model
cannot be immediately mapped onto the continuously
7differentiable operators as studied above. More specif-
ically, one can take the limit of small lattice spacing ∆x
on a cubic lattice, which leads to the continuum form
H = WV (x)− t(∆x2∇2 + ν) (12)
where by convention t = 1. The single particle eigenstate
satisfies the Schro¨dinger equation
(E + ν −WV (x))
∆x2
u+∇2u = 0 (13)
compared to the vibration equation
ρ(x)ω2u+∇2u = 0 (14)
Thus, every solution of u in Eq. 14 can be regarded as a
solution to Eq. 13, with the following correspondence:
W = 2(ρ2 − ρ1)ω2∆x
V (x) =
ρ¯− ρ(x)
(ρ2 − ρ1)∆x
E = 2ρ¯ω2∆x2 − ν
(15)
where 0 < ρ1 ≤ ρ(x) ≤ ρ2, and ρ(x) follows a symmet-
ric bimodal distribution between ρ1 and ρ2. This way
the random potential V (x) is normalized between −1/2
and 1/2, and the amplitude is scaled by W . Now it is
clear that scaling the random potentials Vi will lead to a
non-differentiable limit as ∆x→ 0, invoking a stochastic
Schro¨dinger equation with Gaussian white noise poten-
tial57,58. To our knowledge, in the mathematics litera-
ture, proofs for the spectrum of the continuously differ-
entiable Schro¨dinger equation have focused on the low
energy band edge only, corresponding to the soft mode
regime discussed in Sect.III B, while no proof for com-
plete localization of the entire spectrum (hence no gen-
uine Anderson localization) exists. However, the ten-
dency of more localization with increasing frequency as
shown in Sect.III A is qualitatively consistent with the
Anderson model, and hence we have referred to it as
Anderson-like modes.
C. Extensions and applications
In the literature of disordered solids, the Ioffe-Regel
criterion33, which compares the mean free path and wave-
length of waves, provides some physical understanding
on the relation between high frequency localizations and
cross-over from propagation to diffusion48. We specu-
late its theoretical connections to the Coupled-Mode the-
ory59–61 (CMT) that is still advancing to this date. Fu-
ture studies on multi-modal CMT will provide another
perspective on the localization behaviors in domains with
open boundaries, resolving the subtlety of differences and
similarities between finite and infinite domains. Also, it
will be interesting to investigate the applicability of these
theories or their variants to signal transmission in granu-
lar matter62. Another natural conjugate problem to this
study is the stress localization during material yielding,
which indicates failure modes.
Other linear operators are known to display soft mode
localization properties, which can also be characterized
by the localization landscape51. One example is the bi-
harmonic operator that is relevant to elastic buckling
problems63,64 when heterogeneities in the elastic mod-
ulus and density are present.
Our results provide insights to metamaterial design
and optimization for given target modes/functionalities.
There are several examples where optimizing the struc-
ture of the material to produce localized modes at spe-
cific vibrational frequencies can help build systems with
specific response and desired properties, such as rectifi-
cation, flexibility, stiffness, etc.6,65–70. For example, one
can use the studied framework to properly choose the
complementary material properties (for example density
v.s. modulus on the Ashby plot71) of the components
that gives desired localization or mode selection.
V. SUMMARY
In this paper, we study the effects of disordered ρ and
G for the scalar wave equation. We focus our analysis
on finite domains of length L with bimodal disorder with
spatial correlation lc. When either G or ρ is disordered,
we show that at high frequencies Anderson-like localized
modes appear near the domain boundaries, and are char-
acterized by large values of inverse participation ratio.
We also show the emergence of low frequency soft modes
when the modulus G is heterogeneous and correlation
length is large enough. We demonstrate the predictions
of our statistical analysis, by studying the propagation of
mechanical waves in a medium with disordered G under
external forced vibrations. We find that by increasing the
excitation frequencies, there is a cross-over from propa-
gating waves to localized ones, reminiscent of the Ioffe-
Regel frequency in amorphous solids models. Finally,
we discuss the similarities and differences between linear
differential operators similar to the scalar wave equation,
and show the specific conditions for which the Maxwell’s
equations result in identical predictions to our study.
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8APPENDIX
Numerical Method for eigenvalue and Dirichlet
problems
In the present section, we describe the numerical pro-
cedure that is followed to solve the equations discussed
previously. For simplicity, we will focus on a scalar field
u as the unknown. The equation we are interested in is
ρ (x)u−∇ · (G (x)∇u) = 0 (16)
1. Finite Element Formulation
We use the finite element method (FEM) for the dis-
cretization of eq. 16 although one can use another method
(e.g. finite differences, pseudo-spectral, spectral ele-
ments) for approximating the solution. The common pro-
cedure in FEM discretization is first to define a mesh over
the domain of interest. This mesh consists of a collection
of nodes that are connected to form elements. Element
shapes that are commonly used in practice for arbitrary
geometries are triangles, in two-dimensions, and tetra-
hedrons, in three-dimensions. Other shapes can be used
as well, e.g. rectangles or hexahedrons, but the mesh
generation in arbitrary shaped domains then becomes a
laborious task.
The second step in FEM is the choice of basis functions
that are used to interpret the unknown field u over the
discretized domain. In general, the basis function which
corresponds to the unknown i, φi(x), is chosen to be
local in space, meaning that it is non-zero only within
the elements where i belongs in.
The third step is to turn eq. 16 in the FEM formula-
tion. To do so, we multiply the equation with φi(x) and
integrate it over the domain of interest∫
[ρ (x)u−∇ · (G (x)∇u)]φi (x) dV =
∫
f (x)uφi (x) dV
(17)
A common step is to reduce higher order derivatives by
performing the divergence theorem as follows∫
∇ · (G (x)∇u)φi (x) dV =−
∫
(G (x)∇u) · ∇φi (x) dV
+
∫
n · (φi (x)G (x))∇u dA
(18)
where a surface integral term appears. Divergence theo-
rem is useful for two reasons: i) the first is lowering the
highest order derivative, which allows for the use of lower
order polynomials in approximating the unknown field u;
ii) and the second is the natural implementation of Neu-
mann and Robin boundary conditions. The integrals in
eq. 19 can be written as the summation of individual in-
tegrals over each element generated through the step of
mesh generation, leading to∑
j
[∫
ρ (x)uφi (x) + (G (x)∇u) · ∇φi (x)
]
dVj =
∑
j
[∫
f (x)uφi (x) dVj +
∫
n · (φi (x)G (x))∇u dAj
]
(19)
The final step before generating the set of algebraic
equations from eq. 16 is to define the expansion for the
unknown field u. Herein, we follow Galerkin approach,
which considers the expansion polynomials of u to be the
same as the projection basis function φi considered in the
previous equations. Therefore, we can write u as
u =
∑
k
ukφk (x) (20)
where uk are the values of u at the nodes of the generated
mesh. Substituting eq. 20 in the FEM formulation we
arrive at the final step before we generating the system
for the algebraic unknowns, u = {uk}∑
k
∑
j
[∫
ρukφkφi +Guk∇φk · ∇φi
]
dVj =
∑
k
∑
j
[∫
fukφkφi dVj +
∫
n · φiGuk∇φk dAj
] (21)
where for simplicity we dropped all the spatial dependen-
cies from all functions. The final step is to perform the
integration and form the system of algebraic unknowns.
The most natural way to approximate the integrals is
through quadrature. Here, we use the Gauss-Legendre
rule leading to∑
qV
∑
k
∑
j
[ρukφkφi +Guk∇φk · ∇φi] wqV JqV =
∑
k
∑
j
[∑
qV
fukφkφi wqV JqV +
∑
qA
n · φiGuk∇φk wqAJqA
]
(22)
where wqV/A and JqV/A are the integration weights and
the Jacobian of transformation between the physical and
the Gauss-Legendre quadrature space, respectively, for
the volume and surface integrals.
Eq. 22 is in the final form to set our algebraic system
of equations
Au = b (23)
where b is the right hand side (RHS) of the above equa-
tions. The solution of u can be found by inverting the
matrix A. There are several methods to do that which
either rely on direct inversion of the matrix (e.g. LU
decomposition) or on iterative approximations which are
based on a minimization problem (e.g. Generalized Min-
imal Residual).
92. Eigenvalue Problem
In the cases we are interested for the eigenvalues of the
operator
L = −1
ρ
∇ · (G∇)
we can formulate eq. 22 as the discrete eigenvalue of
eq. 16. The original eigenvalue problem is expressed as
Lu = λu (24)
where λ corresponds to the eigenvalue of the operator.
Performing exactly the same procedure for discretizing
the operator using FEM, we arrive at the following form
of eq. 24∑
k
∑
j
[∑
qV
(
Guk∇φk · ∇
(
φi
ρ
))
wqV JqV −
∑
qA
n · φi
(
G
ρ
)
uk∇φk wqAJqA
]
=
λ
∑
qV
∑
k
∑
j
ukφkφi wqV JqV
(25)
which can be written in a more compact form
Au = λMu (26)
where M is also known as mass matrix. The common
procedure to numerically find the eigenvalues of eq. 26 is
to transform it as follows
M−1Au = λu (27)
with which iterative eigenvalue methods for large-scale
systems (e.g. Power, Lanczos, Arnoldi) work the best.
For some boundary conditions, e.g. Dirichlet, the ma-
trix M can become singular, and therefore we cannot
formulate the problem in the form of eq. 27. To overcome
this difficult, we solve a modified eigenvalue problem that
shares the same eigenvalues as the original one. The most
common method to use is the shift-invert spectral trans-
formation. More specifically, we transform eq. 26 in the
following form
(A− σM)−1Mu = νu (28)
where σ is the shift in the eigenvalue spectrum we per-
form, and ν is the eigenvalue of the modified problem.
Based on the commutative nature of the operators, the
original eigenvalue λ is connected with the ν through the
following algebraic relation
λ = σ + 1/ν (29)
Eq. 28 involves the inversion of a matrix which can
be easily performed using a linear solver, similar to
those discussed in the previous section. In the present
study, we use ARPACK library that implements Im-
plicitly Restarted Arnoldi Method to find the eigenvalue
spectrum of the operators involved herein.
(a)
(b)
(c)
FIG. 6. Convergence of MEEP simulations. (a-c) showing
the Ex field at the same stopping time for pixel resolution
(definition see 46) 10, 20 and 30. Color range for all three
resolutions is fixed the same.
Dynamical simulations
For the simulations in Sect.III C, we take advantage of
the mathematical equivalence between the elastic wave
(Eq.6) and the quasi-1D wave guide (Eq.10) as described
in Sect.IV A. Here the free boundary condition is re-
alized through the Perfect-Magnetic-Conductor (PMC)
layers50,72, which essentially enforces Hx=Hy=0 at z = 0
and z = Lz. The open (radiating) boundaries along the
wave guide x direction is enforced by adding Perfectly-
Matched-Layers (PML)73,74 at the ends. A pulse of con-
tinuous line source of frequency ω is initiated in the mid-
dle of the domain along the z-axis and lasts for a reason-
able long time. Then we observe the Hz field profile at
later times for different values of ω. The corresponding
E field is shown for its x component in Fig.6. The ex-
ternal driving is done through either Hz field or the E
fields and as expected which field component to excite
does not affect the results. The MEEP interface scripts
are available from the authors upon requests.
Solutions for cylindrical symmetry geometry
We solve the toy model as in Fig.3 in a polar coordi-
nate. The material properties are defined as: ρ = ρ1,
G = G1 for 0 < r < Rin; ρ = ρ2, G = G2 for
Rin < r < Rout. The eigenfunction for eigenvalue ω
2
can be written as a piece-wise function
ui = fi(r)e
imθ i = 0, 1 (30)
where the radial parts are{
f0 = Jm(k0r) 0 < r < Rin
f1 = AJm(k1r) +BNm(k1r) Rin < r < Rout
(31)
Here
ki = ω
√
ρi
Gi
(32)
10
is the wavenumber, Jm and Nm the m-th Bessel function
and Neumann function. The boundary conditions are{
G1
d
drf0(Rin) = G2
d
drf1(Rin)
f1(Rout) = 0
(33)
Mathematica scripts for evaluating the eigenvalues of this
set of Bessel functions are available upon reasonable re-
quest to the authors.
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