Abstract. Two sets of three-dimensional simulations of a springtime Arctic boundary layer cloud observed during the FIRE/SHEBA 1998 spring IOP were conducted to study the influence of entrainment of cloud condensation nuclei (CCN) at cloud top on cloud microphysical and dynamical structure, radiative properties, and cloud evolution. The model is a large-eddy version of the Regional Atmospheric Modeling System (RAMS) with explicit representation of the CCN spectrum and cloud droplet spectrum. The initial CCN concentration is a constant value of 30 cm Ϫ3 in the control run, while it varies from 30 cm Ϫ3 below cloud base to a peak of 250 cm Ϫ3 at the inversion in the sensitivity run. Results from the sensitivity run show that droplet concentrations increase about twofold, effective radii decrease by 9 -15% from cloud top to cloud base, liquid water content increases about 21%, and no drizzle reaches the ground in comparison with results from the control run. The dynamic response becomes significant by the end of the 5 hour simulation, as reflected in more vigorous eddies in the sensitivity run. The response of the cloud optical properties to entrainment occurs from the beginning of the simulations. Cloud albedo increases 12%, while cloud optical depth increases 33%. These results are consistent with both observations and modeling studies. It is stressed that knowledge of boundary layer deepening is critical to prediction of cloud optical properties, both from the thermodynamical perspective, because the properties of the entrained air affect bulk cloud features such as liquid water path, and from the microphysical perspective because aerosol gradients across the top of the boundary layer can alter microphysical properties and, in turn, cloud optical properties.
Introduction
A large number of cumulus cloud studies [e.g., Baker et al., 1980; Telford and Chai, 1980] and stratiform cloud studies [e.g., Telford and Wagner, 1981; Considine and Curry, 1998 ] have shown that cloud microphysical properties are influenced by entrainment and mixing. Most of these studies have focused on the turbulent mixing of dry, warm, and presumably cleaner air from above with the cloudy air and its impact on the droplet spectra, without considering the cloud condensation nucleus (CCN) properties of the entrained air. Using a onedimensional explicit mixing parcel model, Su et al. [1998] included CCN in the entrained air and found drop spectral broadening resulting from entrained CCN growing into small droplets.
Entrainment of cleaner free tropospheric air has been observed to result in a decrease in CCN concentration in tropospheric clouds [e.g., Clarke et al., 1996] . Cases with polluted air above the inversion are not uncommon [e.g., Clarke, 1993; Clarke et al., 1997; Raes, 1995] , and the entrainment of such air, together with associated condensation nuclei (CN), could influence the number of CCN that activate at a given supersaturation.
Variations in CCN have the potential to alter cloud microphysical and optical properties through modifying the cloud particle phase, size, and concentration [e.g., Twomey, 1991; Curry et al., 1993] . The response of the cloud microphysical, radiative, and dynamical structure to a variation in CCN concentration has been investigated numerically in warm-season Arctic stratus [e.g., Olsson et al., 1998 ] and marine stratocumulus clouds [e.g., Feingold et al., 1994] . These studies support observational studies that show that an increase in CCN concentration produces a more reflective cloud composed of a larger number of smaller droplets for a given amount of liquid water.
Pollution of North American and Eurasian continental origin is believed to be one of the sources of arctic aerosols during the winter months. Barrie [1986] showed that particulate pollution in spring was found throughout the depth of the arctic air mass but was highest in the lowest 2 km. During the SHEBA/FIRE spring IOP (May 18, 1998) a high concentration of cloud nuclei in the air above the cloud was observed to overlie a fairly clean boundary layer. This situation is also fairly common in Californian boundary layers where polluted continental air sometimes overlies cleaner marine boundary layer air. In a numerical study, Duda et al. [1996] simulated such a case and showed that when air containing a sixfold higher concentration of CCN above cloud is entrained into cloud, a 6 -9% increase in cloud albedo is simulated.
Because of the strong stability of the arctic boundary layer, it has been hypothesized that the importance of cloud entrainment effects are only secondary, whereas the background air chemistry and CCN characteristics are the principal determinant of the drop size distribution [Curry, 1995] . To understand how the microphysical and dynamical structure and radiation properties of arctic stratus are modified by the entrainment of "polluted" air at cloud top in the arctic environment, we have performed a number of numerical simulations in a three-dimensional/LES framework with liquidphase, bin-resolving microphysics [Feingold et al., 1996a] . The key issue to be addressed is how long it takes for differences in cloud dynamics and microphysics to develop in response to variations in CCN concentrations due to entrainment, and how this process affects the Arctic cloud evolution. Numerical simulations of the FIRE/SHEBA May 18 case are used to address this question. Where possible, comparison between the simulations are made with observational data; however, the case study is used more as a guidance for studying the contamination of the cloud by polluted air overriding the boundary layer than as a rigorous intercomparison with observations. The paper is organized as follows: Section 2 contains a brief summary of the LES version of RAMS and the explicit microphysics model. Section 3 describes the chosen case and experiment design. Section 4 presents results from two threedimensional runs: one using the CCN sounding observed on 18 May 1998 during the FIRE/SHEBA spring IOP, and the other using a vertically uniform CCN as a sensitivity test. Section 5 discusses and summarizes the results.
Model Description
The Regional Atmospheric Modeling System (RAMS) is a multipurpose modeling system that has been used to simulate drizzle production in marine stratocumulus [Feingold et al., 1996a; Stevens et al., 1998] and arctic boundary layer stratus [Olsson et al., 1998; Harrington et al., 1999] . In this investigation, RAMS is set up as a nonhydrostatic LES model combined with an explicit microphysics model [Feingold et al., 1994] . The predicted variables include the three velocity components (u, v, w) , the Exner function (), the ice-liquid water potential temperature ( il ) [Tripoli and Cotton, 1981] , and total water mixing ratio r t on a vertically stretched Arakawa C-grid.
Explicit Microphysics Model
The explicit bin-resolving microphysics model is an accurate moment-conserving scheme, described in detail by Tzivion et al. 1987 Tzivion et al. , 1989 and Stevens et al. [1996] . A brief description of the explicit microphysics model is given below. In this scheme, both the mass and the number mixing ratios are predicted for each bin. A total of 25 bins cover a drop spectrum ranging from 1.56 to 504 m (radius), with mass doubling from one bin to the next. Predictive equations for both the mass and the number mixing ratios in each bin require an additional 50 scalars for the liquid cloud-related processes: condensation/evaporation, collision-coalescence, droplet activation from CCN, and sedimentation.
In some of our prior studies a rather simple-drop activation scheme was implemented whereby CCN were assumed to have a constant (in time and space) size distribution, and activation was calculated such that the number of cloud drops was based on the model-derived supersaturation but could not exceed the number concentration of CCN. Thus at each time step the drop concentration N d was incremented by an amount
where N ccn is the total CCN concentration, r cut is the smallest radius of CCN activated at the ambient supersaturation S, r g is the median radius of CCN, g is the geometric standard deviation of the CCN radii, and N k is the number concentration of drops in size bin k. To explore aerosol-cloud interactions, one would ideally like to model the size-resolved aerosol spectrum [e.g., Feingold et al., 1996b] as well as the drop size distribution response to the aerosol spectrum. Because of the large computational expense of these simulations we opted for a more simplified droplet activation scheme based on (1). We assume that the CCN size distribution is constant throughout the model domain (i.e., r g and g are constant) and that only N ccn varies as one passes from the clean boundary layer to the rather polluted air aloft. The representation of the aerosol is reduced to prognosing N ccn , rather than a set of parameters that describe the full distribution of CCN particles. Since larger particles are activated more readily, they would tend to exist in lower concentrations than represented by f(r; r g , g ); therefore the assumption that f(r; r g , g ) is constant implies an overestimate in activation rates. This overestimate is controlled, to some extent, by the fact that enhanced activation will suppress subsequent activation by providing a stronger sink for vapor and lowering the supersaturation. For the goals of our study we feel that this representation is sufficient, although we recognize that variations in both the size distribution and the chemical composition of the particles may have significant impact under certain circumstances [Feingold et al., 1999] . Note that outside of cloud the prognosed field N ccn is the number concentration of CCN in cubic centimeters, whereas within the cloud, it represents the potential number of drops that can be activated and not the number concentration of unscavenged CCN. The latter can easily be calculated as
Unlike Feingold et al. [1996b] , CCN particles are not tracked within drops and the current simplified treatment has an inherent assumption that the CCN concentration would be unmodified (in both number and size) on complete evaporation of drops. For clouds with very weak collision-coalescence, such as the cases examined here, this is quite reasonable.
Two-Stream Radiation Model
A two-stream radiative transfer model is utilized for this study [Harrington et al., 1999] . The two-stream model solves the radiative transfer equations for three gaseous constituents, H 2 O, O 3 , and CO 2 and the optical effects of the hydrometeor size spectra. Gaseous absorption is calculated by following the fast exponential sum-fitting of transmissions method proposed by Ritter and Geleyn [1992] . Lorenz-Mie theory is used to compute the optical properties for water drops, while the theory of Mitchell et al. [1996] is used for nonspherical ice crystals. The radiative transfer model responds to the bin microphysical model using a method whereby the optical properties based on bin averages of the appropriate quantities are computed beforehand and then summed with appropriate weights during the simulation [Harrington et al., 2000] .
Experiment Design

Case Description and Model Initiation
The case chosen for this study was a boundary layer cloud observed on May 18, 1998, in the FIRE/SHEBA field experiment. The boundary layer cloud was mostly liquid in the layer 200 -500 m, with an inversion height near 500 m. Winds were light easterly at the surface. On that particular day the CCN sounding exhibited concentrations ranging from 30 cm Ϫ3 below cloud base to a peak of 250 cm Ϫ3 at the inversion, lowering to 160 cm Ϫ3 at 700 m. Two sets of simulations are conducted to investigate the entrainment of CCN from above the boundary layer into the cloudy layer and how the entrained air affects microphysical and radiative properties of the boundary layer. The model is initialized with the sounding taken during Research Flight 5, onboard the SHEBA C-130 aircraft. In the control run, the initial CCN concentration is set to 30 cm Ϫ3 , a value close to that observed in the subcloud layer, throughout the domain (hereinafter referred to as N30). In the sensitivity run, the initial CCN concentration is derived from the CCN data collected during FIRE III using an instantaneous CCN spectrometer [Hudson, 1989] activated at 0.8% supersaturation (hereinafter referred to as N250). A 5 hour long simulation is performed for both cases. For comparison purposes, both the initial CCN profile used for N250 and the observed CCN profile, active at 0.8% supersaturation, are shown in Figure 1 . Note that the CCN concentration used in the N250 run has a constant value of 30 cm Ϫ3 up to 400 m from the surface, with a 220 cm Ϫ3 jump crossing the initial cloud top. The initial total water mixing ratio r t , dry potential temperature , horizontal wind u, v, and liquid water content (LWC) are given in Figure 2 .
Model Configuration and Boundary Condition
Simulations are done in a three-dimensional (3-D) framework. The 3-D simulation has a domain of 45 ϫ 45 ϫ 55 grid points with a 50 m grid spacing in the horizontal and 25 m grid spacing in the vertical from the surface to the domain top (1375 m). The time step is 2 s.
The lateral boundary conditions are cyclic. The boundary condition at the model top corresponds to a rigid lid, with a Rayleigh friction absorbing layer applied to the momentum equations and to the thermodynamic equation. The surface parameterization based on that of Louis [1979] is used, and the bottom boundary is specified to be consistent with surface conditions observed during FIRE/SHEBA, with a specified surface temperature of 266 K. The large-scale subsidence is prescribed by w sub ϭ ϪDz. Where D ϭ 5. ϫ 10 Ϫ6 s Ϫ1 is the large-scale divergence, and z is the model height in meters. This gives an averaged subsidence velocity at the inversion of Ϫ0.25 cm s Ϫ1 .
Simulation Results
Selected time series and mean profiles of different cloud properties averaged over the horizontal ( x Ϫ y) plane (referred to as layer averages) and then time averaged over the last hour (5 hours) will be shown. Comparison between the two runs will be presented and compared with the available observational data. In general, the model requires about 2 hours to produce the initial cloud and establish the resolved-scale turbulence. Thus we will only look at various fields after the spin-up period. Figure 3 shows selected time sequences from both runs. The local height of the inversion is determined by linearly interpolating grid values of total water mixing ratio r t to 1.8 g kg Ϫ1 , which gives the corresponding interpolated inversion height in a column. Note that 1.8 g kg Ϫ1 is the averaged observed value in the inversion. The inversion height z i (Figure 3a) is then defined as the horizontal average of these inversion height values; this is in general not a model level. The average rate of change of z i is calculated later to give the time resolution of the entrainment velocity w e (ϭdz i /dt Ϫ w sub ) and averaged over the last 3 hours of simulation for comparison with the estimate from observations. Value z i shows a steady increase with time for both runs except that z i is higher in the N250 run, suggesting stronger mixing at the inversion. Liquid water path, LWP (Figure 3b ) is very similar for much of the simulation in both runs except for the last hour when LWP is about 10% higher in the N250 run. The reduction in LWP for N30 is associated with the increase in the surface drizzle flux (Figure 3c ). The column maximum value of (wЈwЈ) 1/ 2 , labeled w in Figure 3d , does not show strong correlation with either the LWP or the surface drizzle flux. During the last 40 min of the N30 simulation, however, the decrease in w may correspond to the depletion in LWP resulting from drizzle and the feedback to dynamics incurred by drizzle [Stevens et al., 1998 ]. Note that this reduction in LWP and w occurs despite the fact that the drizzle flux is approximately constant (Figure 3c) , so that the response appears to be due to the integrated amount of drizzle rather than the increase in the drizzle rate [see also Feingold et al., 1999] .
It is known that the CCN concentration determines cloud droplet number concentration N d . The dependence of cloud optical depth and cloud albedo A on N d has long been established for nonprecipitating clouds [e.g., Platnick and Twomey, 1994] and for drizzling clouds [e.g., Feingold et al., 1997] . In this study, the change in CCN concentration is mainly from above-cloud air parcels containing higher concentrations of CCN entrained into the cloud layer and through mixing at the cloud top. Figure 4 shows the layer averages of CCN concentration (N ccn , potential drop number that can be activated in the cloud layer), drop concentration (N d ), and unscavenged CCN concentration (N unscavenged ) at different simulation times for the N250 run (see (2) in the model section for a detailed explanation). N ccn is quickly doubled from the initial value in the cloud layer, while it stays low below cloud at 2 hours (solid line). It is interesting to note that the maximum N ccn in the cloud layer never exceeds 60 cm Ϫ3 over the last 3 hours of the simulation; instead, higher values brought in by entrainment and turbulent mixing at the cloud top are continuously mixed throughout the entire boundary layer. Consequently, the CCN concentration is fairly well mixed throughout the boundary layer by the end of simulation (long-dashed line). Snapshots of the layer-averaged N d , effective radius r e , drizzle rate, liquid water content LWC, and vertical velocity variance ͗wЈwЈ͘ at 5 hours for both runs are shown in Figure 5 . Also plotted in Figure 5 is the LWC and droplet concentration from different probes used in the observations. The maximum droplet number concentration N d for N250 is about 60 cm Ϫ3 , while it is only 30 cm Ϫ3 for N30 (Figure 5a ). Within the cloud region, N d is approximately constant with height, consistent with observations in the Arctic [e.g., Curry, 1986] and in the marine boundary layer [e.g., Duynkerke et al., 1995] . The increase in droplet concentration is correlated with the increase in N ccn for N250. As the air containing higher CCN concentration is entrained into the cloudy boundary layer, the CCN are quickly activated to form droplets. Note that the observed N d in this case varies from 40 to 105 cm Ϫ3 in the cloud layer. Differences between the modeled and the observations can be attributed to differing sampling and averaging techniques. Also, notice that the measured maximum N d of 105 cm Ϫ3 , derived from the FSSP-100 (dotted line), is much higher than the modeled value. This should be borne in mind when comparing other modeled variables with observations. The layer-averaged effective radius r e , defined as the ratio between the third and the second moments of the drop distribution (Figure 5b ), provides evidence that N250 produces smaller cloud drops than N30. With less drops competing for the available water vapor in the N30 run, drops grow to sizes considerably larger and fall to the subcloud layer, where r e is significantly higher for N30 than for N250. Note that the values of r e become progressively less meaningful as the moments tend to zero at heights below 50 -100 m.
In the N250 run the drizzle rate ( Figure 5c ) has a maximum of 2.2 mm d Ϫ1 , mainly in the cloud layer with almost no drizzle reaching the surface. In the N30 run, however, the maximum is barely two thirds of that of N250 in the cloud layer, but ϳ16% of the maximum reaches the ground. The lower drizzle rates within the cloud are a result of depletion of cloud water through more drizzle reaching the ground.
The differences between the LWC (Figure 5d ) for N30 and N250 are characteristic of the differences between drizzling and nondrizzling clouds [e.g., Stevens et al., 1998 ]. In N250, LWC is about 21% higher in the layer near cloud top and lower near cloud base and in the subcloud layer compared with the N30 run. Drizzle effectively redistributes the liquid water downward with some losses occurring in N30 through sedimentation to the surface. The dynamical response is significant at It is evident in Figure 5 that the increase in CCN concentration through entrainment results in larger N d , smaller drop sizes, and less drizzle reaching the ground [e.g., Albrecht, 1989] . The results shown in Figure 5 are consistent with Olsson et al. [1998] , who found that higher CCN concentrations produced a cloud with larger cloud top LWC, larger number concentrations, and smaller droplets in their cloud-resolving simulations of warm-season arctic stratus.
The impact of the entrainment of CCN into the cloud on the cloud optical properties is evaluated in Figure 6 . Optical depth (in the visible) is defined as
where n(r) defines the drop spectrum with respect to radius r, z b is cloud base, z t is cloud top, and an asymptotic value of 2 has been assumed for the extinction efficiency [e.g., Platnick and Twomey, 1994] . Albedo is calculated using the simple relationship between cloud albedo A and optical depth given by Bohren [1987] .
where g is the scattering asymmetry factor [Twomey, 1991] . At small , A is approximately linearly dependent on and therefore A is positively correlated with . Both A (Figure 6a ) and (Figure 6b ) increase steadily from the beginning of the simulation. According to Twomey [1974] , scales with N d 1/ 2 for clouds of similar r l . Figure 5a indicates that N d (N250)/ N d (N30) Ϸ 60/30 ϭ 2, so their optical depth ratio should scale by 2 1/3 ϭ 1.26. Figure 6b indicates that at 200 min, before N30 LWP has begun to lose significant water (N250)/(N30) Ϸ 9.5/7.5 ϭ 1.27, so there is excellent agreement with this simple scaling law when the runs have similar LWP. Notice that the differences between the two runs grows larger with time. In the case of N250, A is roughly 7% higher at 120 min and is about 12% higher at 300 min of simulation, while is 14% higher at 120 min and 33% higher at 300 min. This is related to the depletion in liquid water in N30 which reduces both and A.
Since entrainment is a key element of this study, the entrainment rate w e (the growth rate of the cloud-top height) is computed as the average dz i /dt Ϫ w sub over the last 3 hours of the simulation period. Recall that the imposed w sub is about Ϫ0.25 cm s Ϫ1 at the inversion. The estimation of w e is also provided with observational data based on the jump model [De Roode and Duynkerke, 1997] , w e ϭ Ϫ(wЈrЈ t ) z i /⌬r t , where ⌬r t is the jump of the mean total water across the cloud top, and (wЈrЈ t ) z i is the total water entrainment flux right beneath the inversion height. As shown in Table 1 , the model results (3 hour average) are slightly larger but compare reasonably well with the observation.
Layer-averaged droplet spectra n(r) are shown in Figure 7 at 5 hours and compared to observed spectra. The observed spectra were measured with a forward scattering spectrometer probe (FSSP-100) and a 1-D optical array probe (260X) mounted on the National Center for Atmospheric Research (NCAR) C-130. The FSSP-100 detects particles with a diameter range of 2-55 m and has a resolution of about 3 m. The 260X probe measures particles in the diameter range 12.5-812.5 m and has a resolution of about 13 m. Specific calibrations were also made for the instruments used in this experiment. Because the aircraft samples drop spectra along a flight track that is not necessarily representative of the entire cloud we have opted to compare spectra at similar LWC rather than at similar flight altitudes. Figure 7 indicates that broad features of the drop spectra are reasonably well captured by the model; for example, the mode of the spectrum is usually in the correct position. In Figure 7a the modeled mode is at about 3 m as opposed to 5 m. The source of the 3 m mode has been traced to droplet activation occurring just above cloud base. The most notable differences lie in the tendency for the model to overpredict the number concentration of drops in the range 15 m Ͻ r Ͻ 80 m. At the largest drop sizes (100 m) the 260X tends to show higher concentrations than predicted by the model. This "concavity" in the 260X drop spectra may indicate the presence of ice particles or melted ice particles. Observed spectra often have a significantly stronger mode than the modeled spectra. Examination of the data shows that when this occurs, the observed N d Ϸ 100 cm Ϫ3 compared to the typical 60 cm Ϫ3 modeled here. The higher N d indicate stronger competition for vapor and limited growth so that the differences are consistent with our understanding of droplet growth through condensation and collision-coalescence.
Modeled and observed shortwave downwelling fluxes at the surface (F s Ϫ ) are shown in Figure 8a . F s Ϫ decreases with time in response to the increase in albedo (cloud shortwave reflectance) and optical depth (Figure 6b ) for both simulations. Note that F s Ϫ is systematically lower for the increased CCN (N250) run than for the lower CCN (N30) run. This is consistent with the work of Curry et al. [1993] , who studied the arctic radiative response to changes in cloud optical properties. They found that increased numbers of CCN cause a larger number of smaller droplets and as drop sizes become smaller, cloud reflectivity increases, reducing the incoming shortwave flux.
The observed values of F s Ϫ are higher than the modeled ones although they do show a similar trend to the modeled values. The decrease in the observed F s Ϫ with time is mainly due to the increase in solar zenith angle [Duynkerke and de Roode, this issue] . Considering the fact that the observed N d are sometimes as high as 100 cm Ϫ3 (Figure 5a ), one might have expected lower transmission through the observed cloud and therefore an observed F s Ϫ that is lower than both model results. However, an integration of the observed LWC profiles (Figure 5f ) yields a LWP somewhat less than the modeled one and since to first order Ϸ 1.5 LWP/r e the lower LWP reduces and A and increases F s Ϫ . (A reduction in r e due to the larger N d is not sufficient to offset this.) Longwave downwelling fluxes at the surface (not shown) are identical between both runs and the observed value of Ϸ280 W m Ϫ2 .
The total cloud-top radiative cooling exhibits an irregular periodic variation for both runs (Figure 8b ), but differences are clearly present. A number of features are noteworthy. The maximum cooling is about Ϫ50 K d Ϫ1 for the N250 run and about Ϫ30 K d Ϫ1 for the N30 run. The reduction in the rate of radiative cooling for the N30 run is due to the reduction in liquid-water content near cloud top by drizzle sedimentation [e.g., Chen and Cotton, 1987] . From Figures 8b and 8c , it can be seen that the maximum entrainment is correlated with reduced cooling rates. The correlation between the entrainment and the cloud-top cooling may be attributed to the following: cloud-top cooling promotes turbulence and entrainment and when the entrainment is vigorous, the enhanced mixing of warmer and drier air from above leads to a reduction in the cloud-top cooling. Note that the periodicity (Figure 8b ) grows longer with time in N30. The coupling among drizzle, radiative, and turbulence modulates the entrainment process. Each of these processes are associated with their own response timescales. For an optically thick cloud (the N250 run), a higher value of liquid-water path promotes a faster recovery of the radiative cooling reduced by drizzle and therefore a shorter time scale in the cycle.
Discussion
An interesting result emerging from the N250 run is that the rate of change of the CCN concentration in the cloud layer, and its influence on the cloud, is tied to the change in inversion layer height z i . As the inversion height rises, one would expect the concentration of CCN in the boundary layer to increase with time until it reaches values greater than 150 cm Ϫ3 as the boundary layer is progressively contaminated by the dirtier air from above. In the current simulations we have shown that the maximum concentration of CCN in the cloud layer never exceeds 60 cm Ϫ3 . Simple calculations given below provide an explanation for this (B. Stevens, personal communication, 1999) . By mass continuity the only way for the inversion to rise (Figure 3a) . The maximum change in the CCN concentration in the cloud layer due to entrainment for the 5 hour long simulation will be approximately
where z The simple calculation given above suggests that the effect of polluted layers aloft on underlying clouds will depend, at least in part, on the rate of increase in z i . It is probable that the impact of the entrained CCN on the simulated cloud would be greater if z i rises faster than it does in this study, provided that there are no significant changes in LWP. This result suggests that we may be able to predict changes in cloud optical properties either due to the contamination of clouds, as in this study, or due to dilution in cases where cleaner air overlies dirtier air as seen in the ASTEX Lagrangian II experiment [Bretherton et al., 1995] . By combining the expression relating N d to boundary layer evolution (equation (5)) with Twomey's [1974] Ϸ N d 1/3 scaling law and Bohren's [1987] simple relationship between cloud albedo A and optical depth (see (4) in section 3 for detail), we can predict cloud albedo changes in response to changes in N ccn for a given LWC, or LWP.
Using 0 Ϸ N 0 1/3 to represent for the constant CCN case and f Ϸ N f 1/3 for the high CCN at the inversion case, we have, at constant LWP,
From the two simulations we have N 0 ϭ 30 cm Ϫ3 , N f ϭ 60 cm Ϫ3 , 0 ϭ 7.5 at 200 min (see Figure 6b) , and f ϭ 7.5 ϫ (60/30) 1/3 ϭ 9.4, which is very close to the number 9.5 calculated directly from the model. Similarly, we can derive the A f from (4) and (5) as
by substituting 0 ϭ 7.5, f ϭ 9.4 (from (6)), A 0 ϭ 0.51, we have A f ϭ 0.58, which agrees very well with the number directly from the model. Combining (5) and (6), we have a general expression predicting the change in cloud optical depth as a function of the change in z i and the N ccn differential across the boundary layer:
It should be stressed that the above derivation proceeds under the premise that LWC or LWP remains close to constant and that neither entrainment, nor drizzle change the LWP significantly. In general, the extent to which this holds true will depend on the thermodynamic properties and aerosol characteristics of the air overlying the boundary layer.
This study indicates that the estimation of z i is central to boundary layer studies with implications for cloud dynamics, microphysics, and cloud optical properties:
1. A boundary layer that rises rapidly and entrains warm, dry air will tend to produce a thinner, higher cloud with lower LWP. Entrainment of warm, dry free tropospheric air will also result in poor vertical mixing if the boundary layer gets too deep. It has been shown by many others that the same entrained air, under certain condition, can descend unstably, enhance TKE at cloud top, and promote more entrainment. Eventually, this feedback mechanism (commonly referred to as cloud-top entrainment instability) can cause the dissipation of the cloud [e.g., Lilly, 1968; Randall, 1980; Deardorff, 1980; MacVean and Mason, 1990; Duynkerke, 1993; De Roode and Duynkerke, 1997] . Shallow boundary layers that do not rise may produce significant drizzle, which also reduces LWP. In some instances a boundary layer that deepens slowly may dry sufficiently such that drizzle is suppressed and LWP is maintained approximately constant [Stevens, 1996] . 2. The rate at which free tropospheric aerosol particles (some subset of which are CCN) are entrained into the cloud layer will directly affect cloud optical depth and albedo, and indirectly affect boundary layer dynamics by modifying cloudtop cooling rates [e.g., Olsson et al., 1998 ] and modifying drizzle. The effect of drizzle on boundary layer dynamics has been considered in depth by Stevens et al. [1998] .
3. A small fraction of the aerosol population (concentrations of the order of a few per liter to a few tens per liter) may act as ice-forming nuclei (IFN). At high latitudes the entrainment of free tropospheric air into stratiform clouds experiencing subzero temperatures could be strongly impacted by these IFN [Harrington et al., 1999; Jiang et al., 2000] .
Note that the observed IFN sounding for this case exhibited a sharp increase in IFN concentrations above the inversion (Figure 9 , courtesy of D. Rogers). Thus had this case been cold enough for vigorous participation of the ice phase, we speculate that perturbation of the thermodynamic, dynamic, and radiative properties of the arctic boundary layer by entrainment would have been much greater. 
Summary
Results from two large eddy simulations of the May 18, 1998, SHEBA/FIRE case have been presented. One simulation uses the thermodynamic and CCN sounding data taken from the SHEBA/FIRE research flight RF05 (May 18, 1998) . The other uses a CCN profile of smaller constant value.
The major results of the present study may be summarized as follows: The simulation with the observed CCN profile (high CCN) shows that the increase in CCN concentration resulting from entrainment results in a higher droplet concentration, smaller drop sizes, more liquid water retained in the cloud layer, and less drizzle reaching the surface. The smaller drops also cause a decrease in the surface shortwave flux.
Although the cloud optical properties respond to the change in CCN concentration from the beginning of the simulations with higher values of cloud albedo A and cloud optical depth , liquid water path does not show significant variations until 4 hours into the simulations.
The differences between the high CCN run and the low CCN run show characteristics of the differences between drizzling and nondrizzling clouds [e.g., Steven et al., 1998 ], namely, that drizzle redistributes heat and vapor in the vertical in a manner that stabilizes the boundary layer. In the case under consideration the dynamic response becomes significant at the end of the 5 hour simulation in the high CCN run, as reflected in more vigorous eddies. To quantify whether the entrained CCN in N250 systematically leads to a greater dynamic response requires simulations beyond the 5 hours.
Higher entrainment rates are associated with stronger cloudtop cooling. This is consistent with the study of Deardorff [1981] , who showed that large values of cloud-top cooling are more favorable for entrainment and the production of mixedlayer convection.
We have shown that the contamination of the cloud is much less than the large jump in CCN at the inversion might imply because the contamination of the cloud by the polluted air aloft is limited by the rate at which the boundary layer top z i rises. In spite of the more modest contamination there are still noticeable differences in cloud optical properties, and suppression of drizzle makes these differences even stronger.
This work underscores the fact that knowledge of boundary layer deepening is critical to prediction of cloud optical properties. This is true both from the thermodynamic point of view where the properties of the entrained air affect bulk cloud features such as LWP as well as from the microscale point of view where aerosol gradients across the top of the boundary layer can alter microphysical processes and, in turn, cloud optical properties. This issue is even more critical for mixed phase clouds given the sensitivity of such clouds to even small concentrations (order of 1 L Ϫ1 ) of ice-forming nuclei [Jiang et al., 2000] .
