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Abstract
In the setting of a metric space that is equipped with a doubling
measure and supports a Poincare´ inequality, we show that the total
variation of functions of bounded variation is lower semicontinuous
with respect to L1-convergence in every 1-quasiopen set. To achieve
this, we first prove a new characterization of the total variation in 1-
quasiopen sets. Then we utilize the lower semicontinuity to show that
the variation measures of a sequence of functions of bounded variation
converging in the strict sense are uniformly absolutely continuous with
respect to the 1-capacity.
1 Introduction
Let (X, d, µ) be a complete metric space equipped with a Radon measure µ.
The total variation of a function of bounded variation (BV function) u in an
open set Ω ⊂ X is defined by means of approximation with locally Lipschitz
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functions, that is,
‖Du‖(Ω) := inf
{
lim inf
i→∞
∫
Ω
gui dµ : ui ∈ Liploc(Ω), ui → u in L
1
loc(Ω)
}
,
(1.1)
where each gui is a 1-weak upper gradient of ui in Ω; see Section 2 for
definitions. From this definition it easily follows that the total variation
is lower semicontinuous with respect to L1-convergence in open sets, that is,
if U ⊂ X is open and ui → u in L
1
loc(U), then
‖Du‖(U) ≤ lim inf
i→∞
‖Dui‖(U). (1.2)
For arbitrary (measurable) sets U ⊂ X we cannot define ‖Du‖(U) simply by
replacing Ω with U in the definition of the total variation, because then the
total variation would not yield a Radon measure, see Example 4.2. Instead,
‖Du‖(U) is defined by means of approximation with open sets containing U ,
following [26].
On the other hand, a set U ⊂ X is said to be 1-quasiopen if for every
ε > 0 there exists an open set G ⊂ X such that Cap1(G) < ε and U ∪ G is
open. Quasiopen sets and related concepts of fine potential theory have been
recently studied in the metric setting in e.g. [3, 4, 5, 6] in the case p > 1. See
also the monographs [25] and [14] for the Euclidean theory and its history
in the unweighted and weighted settings, respectively. In the case p = 1,
analogous concepts have been recently studied in [20, 21, 24].
In this paper, we assume that the measure µ is doubling and that the
space supports a (1, 1)-Poincare´ inequality, and then we show that if U ⊂ X
is a 1-quasiopen set and ‖Du‖(U) <∞, then the total variation ‖Du‖(U) can
be equivalently defined by replacing Ω with U in (1.1). This is Theorem 4.3.
Using this result, we can then show that the lower semicontinuity (1.2) holds
true also for every 1-quasiopen set U , if ‖Du‖(U) <∞ and ui → u in L
1
loc(U).
This is Theorem 4.5. Such a lower semicontinuity result may be helpful in
solving various minimization problems, for example in the upcoming work
[23].
The notion of uniform integrability of a sequence of functions (gi) ⊂
L1(X) is often useful in analysis. This involves uniform absolute continuity
with respect to the ambient measure. That is, for every ε > 0 there exists
δ > 0 such that if A ⊂ X with µ(A) < δ, then
∫
A
gi dµ < ε for every i ∈ N.
The variation measure ‖Du‖ of a BV function u is, of course, not always
absolutely continuous with respect to µ. On the other hand, it is a well-
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known fact in the Euclidean setting that ‖Du‖ is absolutely continuous with
respect to the 1-capacity Cap1. The proof of this fact is essentially the same
in the more general metric setting, see [22, Lemma 3.9].
A sequence of BV functions ui is said to converge strictly to a BV function
u if ui → u in L
1(X) and ‖Dui‖(X) → ‖Du‖(X). Given such a sequence,
we show that for every ε > 0 there exists δ > 0 such that if A ⊂ X with
Cap1(A) < δ, then ‖Dui‖(A) < ε for every i ∈ N. In other words, the
variation measures ‖Dui‖ are uniformly absolutely continuous with respect
to the 1-capacity. This is Theorem 5.6. The proof combines the previously
discussed lower semicontinuity result with Baire’s category theorem.
2 Notation and definitions
In this section we introduce the notation, definitions, and assumptions used
in the paper.
Throughout this paper, (X, d, µ) is a complete metric space equipped
with a metric d and a Borel regular outer measure µ that satisfies a doubling
property, that is, there is a constant Cd ≥ 1 such that
0 < µ(B(x, 2r)) ≤ Cdµ(B(x, r)) <∞
for every ball B = B(x, r) with center x ∈ X and radius r > 0. When we
want to specify that a constant C depends on the parameters a, b, . . . , we
write C = C(a, b, . . .).
A complete metric space equipped with a doubling measure is proper,
that is, closed and bounded sets are compact, see e.g. [2, Proposition 3.1].
For a µ-measurable set A ⊂ X , we define L1loc(A) to consist of functions u on
A such that for every x ∈ A there exists r > 0 such that u ∈ L1(A∩B(x, r)).
Other local spaces of functions are defined similarly. For any open set Ω ⊂ X ,
every function in the class L1loc(Ω) is in L
1(Ω′) for every open Ω′ ⋐ Ω. Here
Ω′ ⋐ Ω means that Ω′ is a compact subset of Ω.
For any set A ⊂ X and 0 < R < ∞, the restricted spherical Hausdorff
content of codimension one is defined to be
HR(A) := inf
{
∞∑
i=1
µ(B(xi, ri))
ri
: A ⊂
∞⋃
i=1
B(xi, ri), ri ≤ R
}
.
The codimension one Hausdorff measure of A ⊂ X is then defined to be
H(A) := lim
R→0
HR(A).
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The measure theoretic boundary ∂∗E of a set E ⊂ X is the set of points
x ∈ X at which both E and its complement have positive upper density, i.e.
lim sup
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
> 0 and lim sup
r→0
µ(B(x, r) \ E)
µ(B(x, r))
> 0.
The measure theoretic interior and exterior of E are defined respectively by
IE :=
{
x ∈ X : lim
r→0
µ(B(x, r) \ E)
µ(B(x, r))
= 0
}
(2.1)
and
OE :=
{
x ∈ X : lim
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
= 0
}
. (2.2)
Note that we always have a partitioning of the space into the disjoint sets
∂∗E, IE, and OE.
By a curve we mean a rectifiable continuous mapping from a compact
interval of the real line into X . The length of a curve γ is denoted by ℓγ. We
will assume every curve to be parametrized by arc-length, which can always
be done (see e.g. [11, Theorem 3.2]). A nonnegative Borel function g on X
is an upper gradient of an extended real-valued function u on X if for all
curves γ, we have
|u(x)− u(y)| ≤
∫
γ
g ds, (2.3)
where x and y are the end points of γ. We interpret |u(x) − u(y)| = ∞
whenever at least one of |u(x)|, |u(y)| is infinite. We define the local Lipschitz
constant of a locally Lipschitz function u ∈ Liploc(X) by
Lip u(x) := lim sup
r→0
sup
y∈B(x,r)\{x}
|u(y)− u(x)|
d(y, x)
.
Then Lipu is an upper gradient of u, see e.g. [7, Proposition 1.11]. Upper
gradients were originally introduced in [15].
If g is a nonnegative µ-measurable function on X and (2.3) holds for
1-almost every curve, we say that g is a 1-weak upper gradient of u. A
property holds for 1-almost every curve if it fails only for a curve family
with zero 1-modulus. A family Γ of curves is of zero 1-modulus if there
is a nonnegative Borel function ρ ∈ L1(X) such that for all curves γ ∈ Γ,
the curve integral
∫
γ
ρ ds is infinite. Of course, by replacing X with a set
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A ⊂ X and considering curves γ in A, we can talk about a function g being
a (1-weak) upper gradient of u in A. A 1-weak upper gradient can always
be perturbed in a set of µ-measure zero, see [2, Lemma 1.43], and so we
understand it to be defined only µ-almost everywhere.
Given a µ-measurable set U ⊂ X , we consider the following norm
‖u‖N1,1(U) := ‖u‖L1(U) + inf ‖g‖L1(U),
where the infimum is taken over all 1-weak upper gradients g of u in U . The
substitute for the Sobolev space W 1,1 in the metric setting is the Newton-
Sobolev space
N1,1(U) := {u : ‖u‖N1,1(U) <∞}.
We understand every Newton-Sobolev function to be defined at every x ∈ U
(even though ‖ · ‖N1,1(U) is, precisely speaking, then only a seminorm). The
Newton-Sobolev space with zero boundary values is defined as
N1,10 (U) := {u|U : u ∈ N
1,1(X) and u = 0 in X \ U}.
Thus N1,10 (U) is a subclass of N
1,1(U), and it can also be considered as a
subclass of N1,1(X), as we will do without further notice.
It is known that for any u ∈ N1,1loc (U), there exists a minimal 1-weak
upper gradient of u in U , always denoted by gu, satisfying gu ≤ g µ-almost
everywhere in U , for any 1-weak upper gradient g ∈ L1loc(U) of u in U [2,
Theorem 2.25]. For more on Newton-Sobolev spaces, we refer to [28, 2, 16].
The 1-capacity of a set A ⊂ X is given by
Cap1(A) := inf ‖u‖N1,1(X),
where the infimum is taken over all functions u ∈ N1,1(X) such that u ≥ 1
in A. We know that Cap1 is an outer capacity, meaning that
Cap1(A) = inf{Cap1(Ω) : Ω ⊃ A is open}
for any A ⊂ X , see e.g. [2, Theorem 5.31]. For basic properties satisfied
by the 1-capacity, such as monotonicity and countable subadditivity, see e.g.
[2].
We say that a set U ⊂ X is 1-quasiopen if for every ε > 0 there exists an
open set G ⊂ X such that Cap1(G) < ε and U ∪G is open.
Next we recall the definition and basic properties of functions of bounded
variation on metric spaces, following [26]. See also e.g. [1, 8, 9, 10, 29] for
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the classical theory in the Euclidean setting. Given a function u ∈ L1loc(X),
we define the total variation of u in X by
‖Du‖(X) := inf
{
lim inf
i→∞
∫
X
gui dµ : ui ∈ Liploc(X), ui → u in L
1
loc(X)
}
,
where each gui is the minimal 1-weak upper gradient of ui. We say that
a function u ∈ L1(X) is of bounded variation, and denote u ∈ BV(X), if
‖Du‖(X) <∞. By replacing X with an open set Ω ⊂ X in the definition of
the total variation, we can define ‖Du‖(Ω). For an arbitrary set A ⊂ X , we
define
‖Du‖(A) = inf{‖Du‖(Ω) : A ⊂ Ω, Ω ⊂ X is open}.
In general, if A ⊂ X is an arbitrary set, we understand the statement
‖Du‖(A) < ∞ to mean that there exists some open set Ω ⊃ A such that
u ∈ L1loc(Ω) and ‖Du‖(Ω) <∞. If ‖Du‖(Ω) <∞, ‖Du‖(·) is a finite Radon
measure on Ω by [26, Theorem 3.4]. A µ-measurable set E ⊂ X is said to be
of finite perimeter if ‖DχE‖(X) <∞, where χE is the characteristic function
of E. The perimeter of E in Ω is also denoted by
P (E,Ω) := ‖DχE‖(Ω).
We have the following coarea formula from [26, Proposition 4.2]: if Ω ⊂ X
is an open set and u ∈ L1loc(Ω), then
‖Du‖(Ω) =
∫ ∞
−∞
P ({u > t},Ω) dt. (2.4)
We will assume throughout the paper that X supports a (1, 1)-Poincare´
inequality, meaning that there exist constants CP ≥ 1 and λ ≥ 1 such that
for every ball B(x, r), every u ∈ L1loc(X), and every upper gradient g of u,
we have ∫
B(x,r)
|u− uB(x,r)| dµ ≤ CP r
∫
B(x,λr)
g dµ,
where
uB(x,r) :=
∫
B(x,r)
u dµ :=
1
µ(B(x, r))
∫
B(x,r)
u dµ.
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3 Preliminary results
In this section we consider certain preliminary results that we will need in
proving the main theorems. We start with the following simple result con-
cerning Newton-Sobolev functions with zero boundary values.
Lemma 3.1. Let Ω ⊂ X be an open set, let u ∈ N1,1(Ω) with −1 ≤ u ≤ 1,
and let η ∈ N1,10 (Ω) with 0 ≤ η ≤ 1. Then ηu ∈ N
1,1
0 (Ω) with a 1-weak upper
gradient ηgu + |u|gη (in X).
Here gu and gη are the minimal 1-weak upper gradients of u and η (in Ω
and X , respectively). By [2, Corollary 2.21] we know that if v ∈ N1,1(X),
then
gv = 0 in {v = 0} (3.2)
(µ-almost everywhere, to be precise). Thus gη = 0 outside Ω, and so the
function ηgu + |u|gη can be interpreted to take the value zero outside Ω.
Proof. By the Leibniz rule, see [2, Theorem 2.15], we know that ηu ∈ N1,1(Ω)
with a 1-weak upper gradient ηgu + |u|gη in Ω. Moreover, −η ≤ ηu ≤ η ∈
N1,10 (Ω), and then by [2, Lemma 2.37] we conclude ηu ∈ N
1,1
0 (Ω). Finally, by
(3.2) we know that ηgu + |u|gη is a 1-weak upper gradient of uη in X .
The following two lemmas describe two ways of enlarging a set without
increasing the 1-capacity significantly.
Lemma 3.3 ([21, Lemma 3.1]). For any G ⊂ X and ε > 0 there exists
an open set V ⊃ G with Cap1(V ) ≤ C1(Cap1(G) + ε) and P (V,X) ≤
C1(Cap1(G) + ε), for a constant C1 = C1(Cd, CP , λ) ≥ 1.
Proof. See [21, Lemma 3.1]; note that there was a slight error in the formu-
lation, as the possibility Cap1(G) = 0 was not taken into account, but this
is easily corrected by adding an ε-term in suitable places.
Lemma 3.4. Let G ⊂ X and ε > 0. There exists an open set V ⊃ G with
Cap1(V ) ≤ C2(Cap1(G) + ε) and a function η ∈ N
1,1
0 (V ) with 0 ≤ η ≤ 1
on X, η = 1 on G, and ‖η‖N1,1(X) ≤ C2(Cap1(G) + ε), for some constant
C2 = C2(Cd, CP , λ) ≥ 1.
Proof. By Lemma 3.3 we find an open set V0 ⊃ G with
Cap1(V0) ≤ C1(Cap1(G) + ε) and P (V0, X) ≤ C1(Cap1(G) + ε).
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By a suitable boxing inequality, see [12, Lemma 4.2], we find balls {B(xi, ri)}
∞
i=1
with ri ≤ 1 covering V0, and
∞∑
i=1
µ(B(xi, ri))
ri
≤ CB(µ(V0) + P (V0, X))
for some constant CB = CB(Cd, CP , λ) > 0. For each i ∈ N, take a 1/ri-
Lipschitz function 0 ≤ fi ≤ 1 with fi = 1 on B(xi, 2ri) and fi = 0 on
X \ B(xi, 4ri). Let f := supi∈N fi. By (3.2) and the fact that the lo-
cal Lipschitz constant is an upper gradient, χB(xi,4ri)/ri is a 1-weak upper
gradient of fi. Hence the minimal 1-weak upper gradient of f satisfies
gf ≤
∑∞
i=1
χB(xi,4ri)/ri, see e.g. [2, Lemma 1.28]. Then∫
X
gf dµ ≤
∞∑
i=1
µ(B(xi, 4ri))
ri
≤ C2d
∞∑
i=1
µ(B(xi, ri))
ri
≤ C2dCB(µ(V0) + P (V0, X))
≤ C2dCB(Cap1(V0) + P (V0, X))
≤ 2C2dCBC1(Cap1(G) + ε).
Moreover, since ri ≤ 1 for each i ∈ N,∫
X
f dµ ≤
∞∑
i=1
∫
X
fi dµ ≤
∞∑
i=1
µ(B(xi, 4ri))
ri
≤ 2C2dCBC1(Cap1(G) + ε).
Let V :=
⋃∞
i=1B(xi, 2ri). Since f ≥ 1 on V , we get the estimate
Cap1(V ) ≤ ‖f‖N1,1(X) ≤ 4C
2
dCBC1(Cap1(G) + ε).
On the other hand, for each i ∈ N, we can also take a 1/ri-Lipschitz function
0 ≤ ηi ≤ 1 with ηi = 1 on B(xi, ri) and ηi = 0 on X \ B(xi, 2ri). Let
η := supi∈N ηi. Then η = 1 on V0 ⊃ G and η = 0 on X \ V , and similarly as
for the function f , we can estimate ‖η‖N1,1(X) ≤ 4CdCBC1Cap1(G). Thus
we can choose C2 = 4C
2
dCBC1.
The next lemma states that in the definition of the total variation, we
can consider convergence in L1(Ω) instead of convergence in L1loc(Ω).
Lemma 3.5 ([18, Lemma 5.5]). Let Ω ⊂ X be an open set and let u ∈ L1loc(Ω)
with ‖Du‖(Ω) < ∞. Then there exists a sequence (wi) ⊂ Liploc(Ω) with
wi − u→ 0 in L
1(Ω) and
∫
Ω
gwi dµ→ ‖Du‖(Ω).
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Recall that gwi denotes the minimal 1-weak upper gradient of wi (in Ω).
Note that above, we cannot write wi → u in L
1(Ω), since the functions wi, u
are not necessarily in the class L1(Ω).
Lemma 3.6 ([3, Lemma 9.3]). Every 1-quasiopen set is µ-measurable.
In fact, this is proved for all 1 ≤ p < ∞ in the above reference, but we
only need the case p = 1.
The coarea formula (2.4) states that if Ω ⊂ X is an open set and u ∈
L1loc(Ω), then
‖Du‖(Ω) =
∫ ∞
−∞
P ({u > t},Ω) dt.
If ‖Du‖(Ω) <∞, the above is true with Ω replaced by any Borel set A ⊂ Ω;
this is also given in [26, Proposition 4.2]. However, one can construct simple
examples of non-Borel 1-quasiopen sets, so we need to verify the coarea
formula for such sets separately. In doing this, we use the following lemma,
which states that the total variation of a BV function is absolutely continuous
with respect to the 1-capacity.
Lemma 3.7 ([22, Lemma 3.9]). Let Ω ⊂ X be an open set, and let u ∈
L1loc(Ω) with ‖Du‖(Ω) < ∞. Then for every ε > 0 there exists δ > 0 such
that if A ⊂ Ω with Cap1(A) < δ, then ‖Du‖(A) < ε.
Proposition 3.8. Let U ⊂ X be a 1-quasiopen set and suppose that ‖Du‖(U) <
∞. Then
‖Du‖(U) =
∫ ∞
−∞
P ({u > t}, U) dt.
Proof. Recall that implicit in the condition ‖Du‖(U) <∞ is the requirement
that there exists an open set Ω ⊃ U such that u ∈ L1loc(Ω) and ‖Du‖(Ω) <∞.
Since U is 1-quasiopen, we can pick open sets Gi ⊂ X such that Cap1(Gi)→
0 and each U ∪Gi is an open set, and we can also assume that Gi ⊂ Ω and
Gi+1 ⊂ Gi for each i ∈ N. Then by the coarea formula (2.4),
‖Du‖(U ∪Gi) =
∫ ∞
−∞
P ({u > t}, U ∪Gi) dt.
By Lemma 3.7, ‖Du‖(U ∪ Gi) → ‖Du‖(U) as i → ∞. Similarly, P ({u >
t}, U ∪Gi)→ P ({u > t}, U) for every t ∈ R for which P ({u > t}, U ∪G1) <
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∞, that is, for a.e. t ∈ R. Then by Lebesgue’s dominated convergence
theorem, with the majorant function t 7→ P ({u > t}, U ∪G1), we obtain
‖Du‖(U) =
∫ ∞
−∞
P ({u > t}, U) dt.
4 Main results
In this section we state and prove our main results on the characterization
and lower semicontinuity of the total variation in 1-quasiopen sets.
The definition of the total variation states that if Ω ⊂ X is an open set
and u ∈ L1loc(Ω), then
‖Du‖(Ω) = inf
{
lim inf
i→∞
∫
Ω
gui dµ : ui ∈ Liploc(Ω), ui → u in L
1
loc(Ω)
}
,
(4.1)
where each gui is the minimal 1-weak upper gradient of ui in Ω. Moreover, by
[2, Theorem 5.47], for any v ∈ N1,1loc (Ω) and ε > 0 we can find w ∈ Liploc(Ω)
with ‖v − w‖N1,1(Ω) < ε. Thus in the above definition we can equivalently
assume that ui ∈ N
1,1
loc (Ω).
Example 4.2. Let X = R (unweighted), let A := [0, 1], and let u := χA.
Then by definition
‖Du‖(A) = inf{‖Du‖(Ω) : Ω ⊃ A, Ω open} = 2.
On the other hand, the constant sequence ui := 1 in A, i ∈ N, converges to
u in L1(A) and has upper gradients gui = 0 in A. This demonstrates that
we cannot obtain ‖Du‖(A) simply by writing (4.1) with Ω replaced by A. If
we did define ‖Du‖(D) in this way for all (µ-measurable) sets D ⊂ R, then
we would obtain ‖Du‖(R) = 2, ‖Du‖(A) = 0, and ‖Du‖(R \A) = 0, so that
‖Du‖ would not be a measure.
However, for 1-quasiopen sets we have the following.
Theorem 4.3. Let U ⊂ X be a 1-quasiopen set. If ‖Du‖(U) <∞, then
‖Du‖(U) = inf
{
lim inf
i→∞
∫
U
gui dµ, ui ∈ N
1,1
loc (U), ui → u in L
1
loc(U)
}
,
where each gui is the minimal 1-weak upper gradient of ui in U .
10
Note that the condition ui → u in L
1
loc(U) means, explicitly, that for
every x ∈ U there exists r > 0 such that ui → u in L
1(B(x, r) ∩ U). In
order for the formulation of the theorem to make sense, we need U to be
µ-measurable, which is guaranteed by Lemma 3.6.
First we prove the following weaker version.
Proposition 4.4. Let U ⊂ X be a 1-quasiopen set. If Ω ⊃ U is an open set
and −1 ≤ u ≤ 1 is a µ-measurable function on Ω with ‖Du‖(Ω) <∞, then
‖Du‖(U) = inf
{
lim inf
i→∞
∫
U
gui dµ, ui ∈ N
1,1
loc (U), ui → u in L
1
loc(U)
}
,
where each gui is the minimal 1-weak upper gradient of ui in U .
Proof. Denote the infimum in the statement of the theorem by a(u, U).
Clearly a(u, U) ≤ ‖Du‖(U), so we only need to prove that ‖Du‖(U) ≤
a(u, U). We can assume that a(u, U) < ∞. First assume also that u ∈
BV(X) with −1 ≤ u ≤ 1. Fix ε > 0. By Lemma 3.7, there exists δ ∈ (0, ε)
such that if A ⊂ X with Cap1(A) < δ, then ‖Du‖(A) < ε. Take a sequence
(ui) ⊂ N
1,1
loc (U) with ui → u in L
1
loc(U) and
lim inf
i→∞
∫
U
gui dµ ≤ a(u, U) + ε.
By truncating, we can also assume that −1 ≤ ui ≤ 1. Then take an open
set G ⊂ X such that Cap1(G) < δ/C2 and U ∪G is open. By Lemma 3.4 we
find an open set V ⊃ G with Cap1(V ) < δ and a function η ∈ N
1,1
0 (V ) with
0 ≤ η ≤ 1, η = 1 on G, and ‖η‖N1,1(X) < δ.
By the definition of the total variation, we find a sequence (vi) ⊂ N
1,1
loc (V )
with vi → u in L
1
loc(V ) and
‖Du‖(V ) = lim
i→∞
∫
V
gvi dµ.
We can again assume that −1 ≤ vi ≤ 1, and then in fact vi → u in L
1(V ).
Define
wi := (1− η)ui + ηvi, i ∈ N.
By the Leibniz rule, see [2, Theorem 2.15], (1 − η)ui has a 1-weak upper
gradient
(1− η)gui + |ui|gη
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in U . By Lemma 3.1,
ηvi ∈ N
1,1
0 (V ) ⊂ N
1,1(X) ⊂ N1,1(U)
with a 1-weak upper gradient ηgvi + |vi|gη (in X , and thus in U). In total,
wi has a 1-weak upper gradient
gi := (1− η)gui + ηgvi + 2gη
in U . Next we show that in fact, gi is a 1-weak upper gradient of wi in U ∪G;
note that while gui is only defined on U , (1 − η)gui is defined in a natural
way on U ∪G, and similarly for the term ηgvi.
Since U is a 1-quasiopen set, it is also 1-path open, meaning that for 1-a.e.
curve γ, the set γ−1(U) is a relatively open subset of [0, ℓγ], see [27, Remark
3.5]. Fix such a curve γ in U ∪G, and assume also that the upper gradient
inequality holds for the pair (wi, gi) on any subcurve of γ in U , and for the
pair (vi, gvi) on any subcurve of γ in G; by [2, Lemma 1.34(c)] this is true
for 1-a.e. curve.
Now [0, ℓγ] is a compact set that is covered by the two relatively open
sets γ−1(U) and γ−1(G). By the Lebesgue number lemma, there exists a
number β > 0 such that every subinterval of [0, ℓγ] with length at most β is
contained either in γ−1(U) or in γ−1(G). Choose m ∈ N such that ℓγ/m ≤ δ
and consider the subintervals Ij := [jℓγ/m, (j + 1)ℓγ/m], j = 0, . . . , m − 1.
If Ij ⊂ γ
−1(U), then by our assumptions on γ,
|wi(jℓγ/m)− wi((j + 1)ℓγ/m)| ≤
∫ (j+1)ℓγ/m
jℓγ/m
gi(γ(s)) ds.
Otherwise Ij ⊂ γ
−1(G). Recall that η = 1 on G. Then by our assumptions
on γ,
|wi(jℓγ/m)− wi((j + 1)ℓγ/m)| = |vi(jℓγ/m)− vi((j + 1)ℓγ/m)|
≤
∫ (j+1)ℓγ/m
jℓγ/m
gvi(γ(s)) ds
=
∫ (j+1)ℓγ/m
jℓγ/m
gi(γ(s)) ds.
Adding up the inequalities for j = 1, . . . , m− 1, we conclude that the upper
gradient inequality holds for the pair (wi, gi) on the curve γ, that is,
|wi(0)− wi(ℓγ)| ≤
∫ ℓγ
0
gi(γ(s)) ds.
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Thus gi is a 1-weak upper gradient of wi in the open set U ∪ G. Next we
show that wi → u in L
1
loc(U ∪G). Let x ∈ U . Since ui → u in L
1
loc(U), there
is some r > 0 such that ui → u in L
1(B(x, r) ∩ U). Moreover, vi → u in
L1(V ), and by making r smaller, if necessary, B(x, r) ⊂ U ∪G. Then∫
B(x,r)
|wi − u| dµ ≤
∫
B(x,r)
|(1− η)(ui − u)| dµ+
∫
B(x,r)
|η(vi − u)| dµ
≤
∫
B(x,r)∩U\G
|ui − u| dµ+
∫
B(x,r)∩V
|vi − u| dµ
→ 0 as i→∞.
On the other hand, if x ∈ G, then for some r > 0, B(x, r) ⊂ G. Then∫
B(x,r)
|wi − u| dµ =
∫
B(x,r)
|vi − u| dµ→ 0.
We conclude that wi → u in L
1
loc(U ∪G). Now by the definition of the total
variation (recall (4.1) and the discussion after it)
‖Du‖(U ∪G) ≤ lim inf
i→∞
∫
U∪G
gi dµ
≤ lim inf
i→∞
∫
U
gui dµ+ lim sup
i→∞
∫
V
gvi dµ+ 2 lim sup
i→∞
∫
X
gη dµ
≤ a(u, U) + ε+ ‖Du‖(V ) + 2
∫
X
gη dµ
< a(u, U) + 4ε;
recall that ‖Du‖(V ) < ε since Cap1(V ) < δ, and that ‖η‖N1,1(X) < δ < ε. In
conclusion,
‖Du‖(U) ≤ ‖Du‖(U ∪G) ≤ a(u, U) + 4ε.
Letting ε→ 0, the proof is complete in the case u ∈ BV(X), −1 ≤ u ≤ 1.
Now we drop the assumption u ∈ BV(X). By assumption, we have
−1 ≤ u ≤ 1 on the open set Ω ⊃ U , with ‖Du‖(Ω) < ∞. Take open sets
Ω1 ⋐ Ω2 ⋐ . . . ⋐ Ω with Ω =
⋃∞
j=1Ωj , and cutoff functions ηj ∈ Lipc(X)
with 0 ≤ ηj ≤ 1, ηj = 1 on Ωj , and ηj = 0 on X \Ωj+1. Fix j ∈ N. It is easy
to check that uηj ∈ BV(X) for each j ∈ N. Since Ωj ∩ U is a 1-quasiopen
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set1, we get by the first part of the proof that
‖Du‖(Ωj ∩ U) = ‖D(uηj)‖(Ωj ∩ U)
= a(uηj,Ωj ∩ U) = a(u,Ωj ∩ U) ≤ a(u, U).
Letting j →∞ concludes the proof.
Before proving Theorem 4.3, we prove our second main result, which
states that the total variation of BV functions is lower semicontinuous with
respect to L1-convergence in 1-quasiopen sets. In fact, we will use this to
prove Theorem 4.3.
Theorem 4.5. Let U ⊂ X be a 1-quasiopen set. If ‖Du‖(U) < ∞ and
ui → u in L
1
loc(U), then
‖Du‖(U) ≤ lim inf
i→∞
‖Dui‖(U).
Proof. First assume that E,Ei ⊂ X , i ∈ N, are µ-measurable sets with
P (E,U), P (Ei, U) < ∞ and χEi → χE in L
1
loc(U). For each i ∈ N, the
condition P (Ei, U) < ∞ means that we find an open set Ωi ⊃ U such that
P (Ei,Ωi) < P (Ei, U) + 1/i < ∞. Then by Lemma 3.5, for each i ∈ N we
find a function vi ∈ Liploc(Ωi) ⊂ N
1,1
loc (Ωi) such that
‖vi − χEi‖L1(Ωi) < 1/i and
∫
Ωi
gvi dµ < P (Ei,Ωi) + 1/i,
where gvi is the minimal 1-weak upper gradient of vi in Ωi. In particular, we
have vi ∈ N
1,1
loc (U) with
‖vi − χEi‖L1(U) < 1/i and
∫
U
gvi dµ < P (Ei, U) + 2/i,
where gvi is now the minimal 1-weak upper gradient of vi in U , which is of
course at most the minimal 1-weak upper gradient of vi in Ωi. Now we clearly
have vi → χE in L
1
loc(U). Moreover, the condition P (E,U) <∞ means that
there exists an open set Ω ⊃ U such that P (E,Ω) <∞. Thus by Proposition
4.4,
P (E,U) ≤ lim inf
i→∞
∫
U
gvi dµ ≤ lim inf
i→∞
(P (Ei, U) + 2/i) = lim inf
i→∞
P (Ei, U).
1Quasiopen sets do not form a topology, see [3, Remark 9.1], but it is easy to see that
the intersection of a 1-quasiopen set and an open set is 1-quasiopen.
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Thus we have proved lower semicontinuity in the case of sets of finite perime-
ter. Then consider the function u. Note that it is enough to prove the lower
semicontinuity for a subsequence. We have ui → u in L
1
loc(U), which means
that for every x ∈ U there exists rx > 0 such that ui → u in L
1(B(x, rx)∩U).
Consider the cover {B(x, rx)}x∈U . We know that the space X is separable,
see e.g. [2, Proposition 1.6], and this property is inherited by subsets of X .
Thus U is separable, and so it is also Lindelo¨f, meaning that every open cover
of U has a countable subcover, see [19, pp. 176–177]. Thus there exists a
countable subcover {B(xj , rj)}j∈N of U .
Consider the ball B(x1, r1). We have ui → u in L
1(B(x1, r1) ∩ U), and
so by passing to a subsequence (not relabeled), for a.e. t ∈ R we have
χ{ui>t} → χ{u>t} in L
1(B(x1, r1) ∩ U), see e.g. [8, p. 188]. By a diagonal
argument, we find a subsequence (not relabeled) such that for each j ∈ N
and a.e. t ∈ R we have χ{ui>t} → χ{u>t} in L
1(B(xj , rj) ∩ U). Since the
balls B(xj , rj) cover U , we conclude that for a.e. t ∈ R, χ{ui>t} → χ{u>t} in
L1loc(U).
We can assume that ‖Dui‖(U) <∞ for all i ∈ N, and so by Proposition
3.8,
∫∞
−∞
P ({ui > t}, U) dt <∞ for all i ∈ N, and in particular, for each i ∈ N
the mapping t 7→ P ({ui > t}, U) is measurable, enabling us to use Fatou’s
lemma. Moreover, we are able to use the lower semicontinuity for sets of
finite perimeter proved above, because for a.e. t ∈ R, P ({u > t}, U) < ∞
and P ({ui > t}, U) < ∞ for all i ∈ N. Indeed, now we use Proposition
3.8, the lower semicontinuity for sets of finite perimeter proved above, and
Fatou’s lemma to obtain
‖Du‖(U) =
∫ ∞
−∞
P ({u > t}, U) dt ≤
∫ ∞
−∞
lim inf
i→∞
P ({ui > t}, U) dt
≤ lim inf
i→∞
∫ ∞
−∞
P ({ui > t}, U) dt
= lim inf
i→∞
‖Dui‖(U).
Knowing that the total variation is lower semicontinuous in a wider class
of sets than just the open sets should prove useful in dealing with various
minimization problems. In the upcoming work [23] we need lower semiconti-
nuity of the total variation in the super-level sets of a given Newton-Sobolev
function w ∈ N1,1(X). Such sets are 1-quasiopen since functions in the class
N1,1(X) are 1-quasicontinuous; see [6] for more on these concepts.
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Finally, we give the proof of Theorem 4.3.
Proof of Theorem 4.3. Suppose that ‖Du‖(U) <∞. First suppose also that
there exists M > 0 and an open set Ω ⊃ U such that −M ≤ u ≤ M on Ω,
and ‖Du‖(Ω) <∞. Again, denote by a(u, U) the infimum in the statement
of the theorem. It is obvious that a function g is a 1-weak upper gradient of
a function v if and only if g/M is a 1-weak upper gradient of v/M . Using
this fact and Proposition 4.4, we obtain
‖Du‖(U)/M = ‖D(u/M)‖(U) = a(u/M,U) = a(u, U)/M,
so that
‖Du‖(U) = a(u, U).
Then suppose we only have ‖Du‖(U) < ∞. This means that there exists
an open set Ω ⊃ U such that u ∈ L1loc(Ω) and ‖Du‖(Ω) < ∞. Define the
truncations
uM := min{M,max{−M,u}}, M > 0,
and apply Theorem 4.5 and the first part of the current proof to obtain
‖Du‖(U) ≤ lim inf
M→∞
‖DuM‖(U)
= lim inf
M→∞
a(uM , U) ≤ lim inf
M→∞
a(u, U) = a(u, U).
Contrary to the case of open sets, lower semicontinuity can actually be
violated in 1-quasiopen sets if the limit function is not a BV function. Thus
the requirement ‖Du‖(U) <∞ in Theorem 4.5 is essential.
Example 4.6. Let X = R2 (unweighted). Denote the origin by 0, and let
U := {0}. The set B(0, r) is open for all r > 0, and it is easy to check that
Cap1(B(0, r)) ≤ 3πr for 0 < r ≤ 1. Thus U is a 1-quasiopen set. Let
E :=
∞⋃
i=1
{(x1, x2) ∈ R
2 : (2i+ 1)−1 < x1 < (2i)
−1}.
It is well known that P (E,B(0, r)) = H1(∂∗E ∩ B(0, r)), where H1 is the
1-dimensional Hausdorff measure, see e.g. [1, Theorem 3.59]. Thus clearly
P (E,B(0, r)) =∞ for all r > 0, and so P (E,U) =∞. Next, let
Ek :=
k⋃
i=1
{(x1, x2) ∈ R
2 : (2i+ 1)−1 < x1 < (2i)
−1}, k ∈ N.
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Then χEk → χE even in L
1
loc(R
2) (and obviously in L1loc(U)). On the other
hand, for any k ∈ N and r < (2k + 1)−1,
P (Ek, U) ≤ P (Ek, B(0, r)) = 0,
since Ek does not intersect the open set B(0, r). Thus
P (E,U) > lim
k→∞
P (Ek, U),
that is, lower semicontinuity is violated.
Similarly we see that without the assumption ‖Du‖(U) < ∞, Theorem
4.3 fails with the choice u = χE , as the left-hand side is∞ but the right-hand
side is zero.
It would be interesting to know if the conclusions of Theorem 4.3 and
Theorem 4.5 actually characterize 1-quasiopen sets.
Open Problem. Let U ⊂ X be a µ-measurable set such that the conclusion
of Theorem 4.3 or the conclusion of Theorem 4.5 holds. Is U then a 1-
quasiopen set?
To conclude this section, we apply Lemma 3.4 to prove a somewhat dif-
ferent but quite natural characterization of 1-quasiopen sets, given in Propo-
sition 4.10 below. For other characterizations of quasiopen sets, see [6]. First
we take note of the following facts. By [12, Theorem 4.3, Theorem 5.1] we
know that for any A ⊂ X ,
Cap1(A) = 0 if and only if H(A) = 0. (4.7)
The following proposition follows from [22, Corollary 4.2] (which is orig-
inally based on [24, Theorem 1.1]).
Proposition 4.8. Let u ∈ BVloc(X) and let ε > 0. Then there exists an
open set G ⊂ X with Cap1(G) < ε such that u
∧|X\G is real-valued lower
semicontinuous and u∨|X\G is real-valued upper semicontinuous.
Moreover, 1-quasiopen sets can be perturbed in the following way.
Lemma 4.9. Let U ⊂ X be a 1-quasiopen set and let A ⊂ X be H-negligible.
Then U \ A and U ∪A are 1-quasiopen sets.
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Proof. Let ε > 0. Take an open set G ⊂ X such that Cap1(G) < ε and U∪G
is an open set. By (4.7) we know that Cap1(A) = 0, and since Cap1 is an
outer capacity, we find an open set V ⊃ A such that Cap1(G)+Cap1(V ) < ε.
Now (U \A)∪ (G∪ V ) = (U ∪G)∪ V is an open set with Cap1(G∪ V ) < ε,
so that U \A is a 1-quasiopen set. Similarly, (U ∪A)∪ (G∪V ) = (U ∪G)∪V
is an open set, so that U ∪ A is also a 1-quasiopen set.
In the following, ∆ denotes the symmetric difference.
Proposition 4.10. Let U ⊂ X. The following are equivalent:
(1) U is 1-quasiopen.
(2) There exists u ∈ N1,1loc (X) with H({u > 0}∆U) = 0.
(3) There exists u ∈ BVloc(X) with H({u
∧ > 0}∆U) = 0.
Proof.
• (1) =⇒ (2): Take a sequence of open sets Gi ⊂ X such that
Cap1(Gi) < 2
−i and each U ∪Gi is an open set. Then define
vi(x) := 2
−imin{1, dist(x,X \ (U ∪Gi))}, x ∈ X, i ∈ N.
By Lemma 3.4 there exist sets Vi ⊃ Gi and functions ηi ∈ N
1,1
0 (Vi)
such that 0 ≤ ηi ≤ 1, ηi = 1 on Gi, and ‖ηi‖N1,1(X) ≤ 2
−iC2. Let
ui := (vi− ηi)+. Then 0 ≤ ui ≤ 1, ui = vi > 0 on U \ Vi, and ui = 0 on
Gi. Since also ui ≤ vi = 0 on X \ (U ∪ Gi), in total ui = 0 on X \ U .
For any bounded open set Ω ⊂ X , we have
‖ui‖N1,1(Ω) ≤ ‖vi‖N1,1(Ω) + ‖ηi‖N1,1(Ω)
≤ ‖vi‖L1(Ω) +
∫
Ω
gvi dµ+ ‖ηi‖N1,1(X)
≤ 2−iµ(Ω) + 2−iµ(Ω) + 2−iC2.
Let u := supi∈N ui. Then supi∈N gui is a 1-weak upper gradient of u, see
[2, Lemma 1.52]. Thus ‖u‖N1,1(Ω) <∞, and so u ∈ N
1,1
loc (X). Moreover,
u > 0 on U \
⋂∞
i=1 Vi, where Cap1(
⋂∞
i=1 Vi) = 0 and thus H(
⋂∞
i=1 Vi) = 0
by (4.7). On the other hand, u = 0 onX\U . ThusH({u > 0}∆U) = 0.
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• (2) =⇒ (3): Take u ∈ N1,1loc (X) with H({u > 0}∆U) = 0. We know
that u has a Lebesgue point at H-a.e. x ∈ X , see [17, Theorem 4.1,
Remark 4.2] and (4.7). Thus u(x) = u∧(x) at H-a.e. x ∈ X , and
so H({u∧ > 0}∆U) = 0. Furthermore, N1,1loc (X) ⊂ BVloc(X) by the
discussion after (4.1). Thus u ∈ BVloc(X).
• (3) =⇒ (1): Take u ∈ BVloc(X) with H({u
∧ > 0}∆U) = 0. By
Proposition 4.8, there exist open sets Gi ⊂ X such that Cap1(Gi)→ 0
and for each i ∈ N, u∧|X\Gi is a lower semicontinuous function. Hence
the set {u∧ > 0} is open in the subspace topology of X \ Gi, and so
the sets {u∧ > 0} ∪Gi are open (in X). We conclude that {u
∧ > 0} is
a 1-quasiopen set, and then by Lemma 4.9, U is also 1-quasiopen.
5 Uniform absolute continuity
In this section we use the lower semicontinuity result proved in the previous
section to show that the variation measures of a sequence of BV functions
converging in the strict sense are uniformly absolutely continuous with re-
spect to the 1-capacity Cap1.
First recall the following definition. Given a µ-measurable set H ⊂ X , a
sequence of functions (gi) ⊂ L
1(H) is said to be uniformly integrable if the
following two conditions are satisfied. First, for every ε > 0 there exists a
µ-measurable set D ⊂ H with µ(D) <∞ such that∫
H\D
gi dµ < ε for all i ∈ N.
Second, for every ε > 0 there exists δ > 0 such that if A ⊂ H is a µ-
measurable set with µ(A) < δ, then∫
A
gi dµ < ε for all i ∈ N.
The second condition can be called the uniform absolute continuity of the
measures giµ with respect to µ. The variation measure of a BV function is
usually not absolutely continuous with respect to µ, but according to Lemma
3.7, it is absolutely continuous with respect to the 1-capacity. Thus we can
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analogously talk about the variation measures of a sequence of BV functions
being uniformly absolutely continuous with respect to the 1-capacity.
Before stating our main theorem, we gather a few preliminary results.
For these, we will also need the concept of BV-capacity, which is defined for
a set A ⊂ X by
CapBV(A) := inf ‖u‖BV(X),
where the infimum is taken over all u ∈ BV(X) such that u ≥ 1 in a neigh-
borhood of A. By [12, Theorem 3.4] we know that if A1 ⊂ A2 ⊂ . . . ⊂ X ,
then
CapBV
(
∞⋃
i=1
Ai
)
= lim
i→∞
CapBV(Ai). (5.1)
On the other hand, by [12, Theorem 4.3] there is a constant Ccap(Cd, CP , λ) ≥
1 such that for any A ⊂ X ,
CapBV(A) ≤ Cap1(A) ≤ CcapCapBV(A). (5.2)
Thus the 1-capacity and the BV-capacity can often be used interchangeably,
but the BV-capacity has the advantage that it is continuous with respect to
increasing sequences of sets.
Lemma 5.3. Let Ω ⊂ X be an arbitrary set. The space of sets A ⊂ Ω with
Cap1(A) <∞, equipped with the metric
Cap1(A1∆A2), A1, A2 ⊂ Ω,
is a complete metric space if we identify sets A1, A2 ⊂ Ω with Cap1(A1∆A2 =
0.
Proof. We know that Cap1 is an outer measure, see e.g. [2, Theorem 6.7],
and thus it is straightforward to check that Cap1(·∆·) is indeed a metric.
In particular, note that if A1, A2 ⊂ Ω with Cap1(A1),Cap1(A2) < ∞, then
Cap1(A1∆A2) ≤ Cap1(A1 ∪ A2) < ∞, so the distance is always finite. To
verify completeness, let {Ai}i∈N be a Cauchy sequence. We can pick a sub-
sequence {Aij}j∈N such that Cap1(Aij∆Aij+1) < 2
−j for all j ∈ N. It follows
that Cap1(Aij∆Ail) < 2
−j+1 for all l > j. Let
A :=
∞⋂
k=1
∞⋃
l=k
Ail,
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so that A ⊂ Ω. For a fixed j ∈ N, we now have
Aij \
∞⋂
k=1
∞⋃
l=k
Ail = Aij ∩
∞⋃
k=1
(
X \
∞⋃
l=k
Ail
)
=
∞⋃
k=1
(
Aij ∩
(
X \
∞⋃
l=k
Ail
))
=
∞⋃
k=1
(
Aij \
∞⋃
l=k
Ail
)
.
Thus by (5.1) and (5.2),
Cap1(Aij \ A) = Cap1
(
∞⋃
k=1
(
Aij \
∞⋃
l=k
Ail
))
≤ CcapCapBV
(
∞⋃
k=1
(
Aij \
∞⋃
l=k
Ail
))
= Ccap lim
k→∞
CapBV
(
Aij \
∞⋃
l=k
Ail
)
≤ Ccap lim
k→∞
Cap1
(
Aij \
∞⋃
l=k
Ail
)
≤ Ccap lim
k→∞
Cap1
(
Aij \ Aik
)
≤ Ccap lim
k→∞
2−j+1
= 2−j+1Ccap → 0 as j →∞.
Conversely,
Cap1(A \ Aij ) ≤ Cap1
(
∞⋃
l=j
Ail \ Aij
)
= Cap1
(
∞⋃
l=j
(Ail+1 \ Ail)
)
≤
∞∑
l=j
Cap1(Ail+1 \ Ail)
≤
∞∑
l=j
2−l
= 2−j+1 → 0 as j →∞.
Thus Cap1(Aij∆A)→ 0 as j →∞, and since {Ai}i∈N is a Cauchy sequence,
we have Cap1(Ai∆A)→ 0 as i→∞. It is also clear that Cap1(A) <∞.
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The following proposition, which follows from Proposition 4.8, provides
many 1-quasiopen sets in which the lower semicontinuity result of the pre-
vious section can be applied; recall the definitions of the measure theoretic
interior IE and the measure theoretic exterior OE from (2.1) and (2.2).
Proposition 5.4 ([20, Proposition 4.2]). Let Ω ⊂ X be an open set and let
E ⊂ X be a µ-measurable set with P (E,Ω) <∞. Then the sets IE ∩ Ω and
OE ∩ Ω are 1-quasiopen.
The 1-capacity has the following useful rigidity property.
Lemma 5.5. For any A ⊂ X, we have Cap1(IA ∪ ∂
∗A) ≤ Cap1(A).
Proof. This follows by combining [20, Lemma 3.1] and [20, Proposition 3.8].
Now we give the main result of this section. The proof is partially based
on Baire’s category theorem, similarly to the proof of the Vitali-Hahn-Saks
theorem concerning uniformly integrable sequences of functions, see e.g. [1,
Theorem 1.30].
Theorem 5.6. Let Ω ⊂ X be an open set, and suppose that ui → u in
L1loc(Ω) and ‖Dui‖(Ω)→ ‖Du‖(Ω), with ‖Du‖(Ω) <∞ and ‖Dui‖(Ω) <∞
for all i ∈ N. Then for every ε > 0 there exists δ > 0 such that if A ⊂ Ω
with Cap1(A) < δ, then ‖Dui‖(A) < ε for all i ∈ N.
Proof. Fix ε > 0. By Lemma 3.7 there exists α > 0 such that if D ⊂ Ω with
Cap1(D) < C1α, then ‖Du‖(D) < ε/2. Fix A ⊂ Ω with Cap1(A) < α. By
Lemma 3.3 we find an open set V ⊃ A with Cap1(V ) < C1α and P (V,X) <
C1α. By Lemma 5.5, also Cap1(IV ∪∂
∗V ) < C1α. By Proposition 5.4, Ω∩OV
is a 1-quasiopen set, and thus by the lower semicontinuity Theorem 4.5 we
get
‖Du‖(Ω ∩ OV ) ≤ lim inf
i→∞
‖Dui‖(Ω ∩ OV ).
Since also ‖Dui‖(Ω)→ ‖Du‖(Ω), we have
‖Du‖(Ω \OV ) ≥ lim sup
i→∞
‖Dui‖(Ω \OV ),
that is,
‖Du‖(Ω ∩ (IV ∪ ∂
∗V )) ≥ lim sup
i→∞
‖Dui‖(Ω ∩ (IV ∪ ∂
∗V )).
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But since Cap1(IV ∪ ∂
∗V ) < C1α, we get
lim sup
i→∞
‖Dui‖(Ω ∩ (IV ∪ ∂
∗V )) < ε/2.
Moreover, A ⊂ Ω ∩ V ⊂ Ω ∩ (IV ∪ ∂
∗V ), since V is open. In conclusion,
A ⊂ Ω and Cap1(A) < α imply lim sup
i→∞
‖Dui‖(A) < ε/2. (5.7)
Consider the metric space defined in Lemma 5.3. Define the sets
Ak := {D ⊂ Ω : Cap1(D) <∞ and sup
i≥k
‖Dui‖(D) ≤ ε/2}, k ∈ N.
We show that these sets are closed. Fix k ∈ N and then fix i ≥ k. Let
D ⊂ X with Cap1(D) < ∞. If Dn ∈ Ak, n ∈ N, is a sequence with
Cap1(Dn∆D) → 0, then since ‖Dui‖ is absolutely continuous with respect
to Cap1, we have
‖Dui‖(D) ≤ lim inf
n→∞
(‖Dui‖(D \Dn) + ‖Dui‖(Dn)) = 0 + lim inf
n→∞
ε/2 = ε/2.
Since i ≥ k was arbitrary, we have D ∈ Ak, so Ak is closed.
Let
Y := {D ⊂ Ω : Cap1(D) < α}.
By (5.7), Y =
⋃∞
k=1(Ak ∩Y). Since Y is an open subset of a complete metric
space, Baire’s category theorem applies. Thus at least one of the sets Ak has
nonempty interior in Y . That is, there exists D ∈ Y and δ˜ > 0 such that
every H ⊂ Ω with Cap1(H∆D) < δ˜ belongs to Ak. Take any A ⊂ Ω with
Cap1(A) < δ˜. Then
Cap1((D ∪A)∆D) < δ˜
and so
sup
i≥k
‖Dui‖(A) ≤ sup
i≥k
‖Dui‖(D ∪ A) ≤ ε/2 < ε.
By Lemma 3.7, we find δ̂ > 0 such that if A ⊂ Ω with Cap1(A) < δ̂, then
‖Dui‖(A) < ε for all i = 1, . . . , k − 1. Finally, we let δ := min{δ˜, δ̂}.
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