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8 ABSTRACT: Intersystem crossing (ISC), formally forbidden within nonrelativistic
9 quantum theory, is the mechanism by which a molecule changes its spin state. It plays an
10 important role in the excited state decay dynamics of many molecular systems and not
11 just those containing heavy elements. In the simplest case, ISC is driven by direct spin−
12 orbit coupling between two states of diﬀerent multiplicities. This coupling is usually
13 assumed to remain unchanged by vibrational motion. It is also often presumed that spin-
14 allowed radiationless transitions, i.e. internal conversion, and the nonadiabatic coupling
15 that drives them, can be considered separately from ISC and spin−orbit coupling owing
16 to the vastly diﬀerent time scales upon which these processes are assumed to occur.
17 However, these assumptions are too restrictive. Indeed, the strong mixing brought about
18 by the simultaneous presence of nonadiabatic and spin−orbit coupling means that often
19 the spin, electronic, and vibrational dynamics cannot be described independently. Instead of considering a simple ladder of states,
20 as depicted in a Jablonski diagram, one must consider the more complicated spin-vibronic levels. Despite the basic ideas being
21 outlined in the 1960s, it is only with the advent of high-level theory and femtosecond spectroscopy that the importance of the
22 spin-vibronic mechanism for ISC in both fundamental as well as applied research ﬁelds has been revealed with signiﬁcant impact
23 across chemistry, physics, and biology. In this review article, we present the theory and fundamental principles of the spin-
24 vibronic mechanism for ISC. This is followed by empirical rules to estimate the rate of ISC within this regime. The most recent
25 developments in experimental techniques, theoretical methods, and models for the spin-vibronic mechanism are discussed. These
26 concepts are subsequently illustrated with examples, including the ISC mechanisms in transition metal complexes, small organic
27 molecules, and organic chromophores.
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1. INTRODUCTION
95 The development of molecular spectroscopy in the midtwentieth
96 century made it possible to address many fundamental issues
97 relating to the response of complex polyatomic molecules to
98 light. This response can often be quite complicated and involves
99 many intertwined radiative and nonradiative decay processes,
100 such as luminescence, internal conversion (IC), intersystem
101 crossing (ISC), and electron/energy transfer, which are often
102 accompanied or driven by structural rearrangements, including
103 dissociation. Knowledge of these primary events, occurring
104 within the ﬁrst few picoseconds (ps) after excitation, is critical for
105 understanding fundamental excited-state processes, but also
106 controlling the functional properties of molecular excited states
107 that are exploited for a wide number of applications across
108 photochemistry, photophysics, and photobiology.
109 The complexity of excited-state dynamics means that early
110 empirical concepts,1,2 developed for interpreting the spectral
111 features, kinetics, lifetime, and luminescence eﬃciency, are a
112 matter of debate. Indeed, the interpretation of spectroscopic
113 observables founded on the simple qualitative analyses of Kasha3
114 and El-Sayed4 can lead to erroneous conclusions as far as the
115 photophysics and luminescent properties of polyatomic
116 molecules are concerned. In the case of El-Sayed’s rules directly
117 concerned with ISC, early examples of this breakdown were
118 observed in the 1960s for the phosphorescence properties of
119 small organic molecules, such as benzene.5−9 Importantly,
120 understanding the dynamics of high-spin states and the
121 mechanisms by which they are generated is of great importance
122 as they can be both detrimental, such as nonemissive decay
123 pathways10 or ﬂuorescence quenching,11 and exploited, e.g.
124 triplet−triplet up conversion,12 spin crossover,13−15 photo-
125 dynamic therapy,16 energy transfer triggering,17 building of
126 luminescent assemblies,18 photocatalysis,19 or triplet exciton
127 harvesting.20,21
128 A step change in our understanding was achieved through the
129 advent of femtosecond laser spectroscopy,22−24 which made it
130 possible to probe, in real time, the ultrafast dynamics in
131photoexcited molecules and to decipher complicated excited
132state dynamics over a large range of time scales. In this context,
133one of the most striking examples is the ultrafast ISC kinetics in
134transition metal complexes, which are often characterized by a
135high number of various electronic excited states of diﬀerent
136multiplicities in a limited domain of energy.25 This is exempliﬁed
137by the ultrafast light-induced spin-crossover dynamics of
138[Fe(bpy)3]
2+.26−29 Photoexcitation of the singlet metal-to-ligand
139charge transfer (1MLCT) band of [Fe(bpy)3]
2+ leads to
140population of a nonemissive quintet metal-centered (MC, 5T2)
141state within 100 fs.30−32 Such dynamics involve two spin
142transitions and therefore are remarkable given that the time
143scales involved are signiﬁcantly faster than the time scale usually
144expected for a single ISC event. This is accompanied in other
145molecules by intriguing eﬀects such as ISC rates varying with the
146vibrational period of important normal modes rather than heavy
147atom eﬀects33 or which are strongly solvent dependent.34
148For a long time it was believed that spin-forbidden
149nonradiative transitions in purely organic compounds were
150slow in comparison to their spin-allowed counterparts and often
151their presence in the interpretation of excited state dynamics was
152neglected. However, there is increasing evidence that even in
153compounds composed of only light elements, ISC can occur on
154the subpicosecond time scale and is thus competitive with IC.
155This is illustrated by aromatic carbonyl compounds of the
156xanthone type and nitro aromatic compounds. The unusual
157photophysical and photochemical properties of nitroarenes
158stimulated a series of femtosecond-resolved experiments.35−46
159Their photoexcitation decay kinetics are characterized by a
160biphasic decay of the lowest excited singlet state with time
161constants of≤100 fs and <10 ps and a very high quantum yield of
162triplet formation. The identity of the coordinate that tunes the
163initially excited singlet and the receiving triplet states into a
164potential curve crossing remains a matter of debate. Some
165authors favor the pyramidalization,35,36,47,48 others the torsional
166motion of the nitro group,37,41,44,45,47−49 while yet others believe
167the ONObending to be the decisive coordinate.50 Importantly, it
168is clear, however, that a strong coupling between nuclear motion,
169electronic structure, and the electron spin magnetic moment
170determines the photopysics of these compounds.
171All of these time-resolved experiments studying ISC dynamics
172have beneﬁted from a strong insight from theory and
173computation. Indeed, in the aforementioned case of aromatic
174carbonyl compounds, quantum chemical studies alongside rate
175constants calculated using perturbation theory have been pivotal
176for the understanding of the underlyingmechanistic picture.51−55
177Pioneering simulations combining quantum chemistry with
178molecular or quantum dynamics have been proposed for both
179organic molecules56 and transition metal complexes.57,58 Indeed,
180prior to any experimental evidence it was shown that fast ISC
181(<50 ps) in a ﬁrst-row transition metal complex could be
182described as a succession of elementary transitions occurring at
183critical geometries or crossing points between the singlet and the
184triplet potential energy surfaces (PESs) and that the eﬃciency of
185the radiationless transitions was governed by the overlap of the
186propagated wavepacket with the critical region of the coupled
187potential energy surfaces.58 More recently by combining time-
188resolved photoelectron spectroscopy and quantum dynamics
189(QD) it was demonstrated that ISC in hydrocarbons could
190compete with IC.59,60 A signiﬁcant theoretical activity in this area
191has emerged within the past ﬁve years, of which a signiﬁcant
192portion has focused upon studying ISC processes using
193nonadiabatic molecular dynamics (MD) including spin−orbit
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194 coupling (SOC).61−76 Examples of ISC dynamics based upon
195 quantum wavepacket dynamics are more scarce.77−85 On-the-f ly
196 dynamics simulations including SOC are very powerful for the
197 interpretation of the experiments highlighting the importance of
198 ISC in a variety of nonadiabatic photochemical and photo-
199 biological processes with the possibility of including atomistic
200 environment eﬀects. But for such simulations, it remains much
201 harder than full quantum approaches to decipher the early time
202 photophysics and discover the subtle eﬀects that drive the spin-
203 vibronic mechanism in complex molecules.
204 Herein, we review the most recent developments in
205 experimental techniques, theoretical methods, and models for
206 describing ISC beyond the direct spin−orbit interaction, namely
207 the spin-vibronic mechanism. To understand this mechanism,
208 one must explicitly consider the coupling between the spin,
209 vibrational, and electronic subsystems, and its role in a wide
210 variety of diﬀerent systems is being demonstrated to be
211 increasingly important. To achieve this, we present the theory
212 and fundamental principles of the spin-vibronic mechanism for
213 ISC. This is followed by empirical rules to estimate the rate of
214 ISCwithin this regime. The concepts outlined are illustrated with
215 examples including the ISC mechanisms in transition metal
216 complexes, small organic molecules, and organic chromophores.
2. BACKGROUND AND THEORY
217 It is often assumed that radiationless transitions, especially on the
218 pico- to femtosecond time scale, are due to the breakdown of the
219 Born−Oppenheimer (BO) approximation and are thus
220 governed by matrix elements acting between states of the same
221 multiplicity, i.e. IC. However, as discussed throughout this
222 review, this statement is too restrictive. For many systems,
223 including those containing only light elements such as C, N, and
224 H, radiationless transitions also include singlet−triplet tran-
225 sitions, i.e. ISC. In this regime one must not only consider
226 scenarios in which the states are coupled by SOC but also the
227 possibility for states to be mixed by nonadiabatic and spin−orbit
228 coupling simultaneously. Indeed, within a basis of spin−orbit-
229 coupled BO states, there is no diﬀerence between IC and ISC. It
230 is the main ideas and theory behind this which are now discussed.
2.1. The Coupling Elements
231 In the Pauli approximation, the electronic Hamiltonian ̂ el/ is
232 expressed as the sum of the electrostatic, ̂ es/ , and the “spin−
233 orbit”, ̂ so/ , Hamiltonians:
̂ = ̂ + ̂el es so/ / /234 (1)
̂
es/ contains the energy of the “spin-free” states as diagonal
235 elements (triply degenerate for the triplets). ̂ so/ represents the
236 spin−orbit operator coupling the electronic orbital and spin
237 degrees of freedom together and mixing states of diﬀerent
238 multiplicities. Strictly speaking, the multiplicity classiﬁcation for
239 eigenfunctions of ̂ el/ does not hold with the presence of ̂ so/ , as
240 it would for ̂ es/ ; that is, upon inclusion of ̂ so/ a singlet can no
241 longer be classiﬁed as a pure singlet state. However, throughout
242 the remaining we assume it would in order to retain simplicity
243 when discussing the states.
244 Importantly for the present review, both ̂ es/ and ̂ so/ usually
245 depend on nuclear coordinates. Therefore, we can write, to ﬁrst
246 order in nuclear displacement,
∑̂ = ̂ + ̂ + ∂
̂
∂
+ ∂
̂
∂α α α
α
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥Q Q Q Q Q( ) ( )el es so
es so
0 0/ / /
/ /
247(2)
248where Q0 is the Franck−Condon geometry. The coupling
249elements now depend on the vibrational degree of freedom α and
250provide vibronic mixing among equilibrium conﬁguration of
251close lying singlet and triplet states.
2522.1.1. Spin−Orbit Coupling. SOC is a relativistic eﬀect that
253acts on both angular momentum and spin, leading to its deﬁning
254characteristic of mixing orbital and spin degrees of freedom, thus
255allowing electronic states of diﬀerent multiplicities to couple. It is
256naturally incorporated within the Dirac equation but is more
257commonly included as a perturbative correction to the standard,
258nonrelativistic electronic structure theories. SOC has a wide
259range of important eﬀects in chemistry and physics, such as ﬁne-
260structure and band splitting in molecules, semiconductors, and
261metals, molecular magnetism, spin transport in spintronics and
262magnetoelectronics, spin quantum dots, and qubits dynamics. In
263the context of this present review, SOC is also very important for
264photophysics and photochemistry because it turns spin-
265forbidden processes, such as ISC and phosphorescence, into
266allowed transitions.86
267In its most common, Breit-Pauli form, the SOC operators is
268expressed:
∑ ∑
∑ ∑
̂ = ̂ × ̂ · ̂ −
̂ × ̂ · ̂ + ̂
≠
m c
Z
r m c
r
r p s
r p s s
1
2
( )
1
2
1
( ) ( 2 )
SO
BP
e I i
I
iI
iI i i
e
i j i ij
ij i i j
2 2 3 2 2
3
/
269(3)
270where rîI × p̂i is the angular momentum of electron i with respect
271to nucleus I, rîj × p̂i is the angular momentum of electron i with
272respect to electron j, and si ̂ is the spin-operator of electron i. The
273ﬁrst term is the one-electron term, involving spin-same-orbit
274coupling only. This describes the interaction between the
275magnetic spin moment of an electron with the magnetic moment
276induced by its orbiting in the nuclear electrostatic ﬁeld. The
277second term is the two-electron term, describing spin-same-orbit
278and spin-other-orbit coupling. The former is analogous to the
279one-electron terms, but instead the electric ﬁeld is generated by
280diﬀerent electrons. The two-electron spin-other-orbit terms arise
281from the interaction of the spin magnetic moment of one
282electron with the orbital magnetic moment of a second one, and
283vice versa. The two-electron terms provide screening of the one-
284electron term, and in compounds composed of light elements
285only, this screening is substantial and cannot be neglected.
286However, it can be incorporated in the one-electron terms to
287good approximation in a mean-ﬁeld manner.87,88 Importantly,
288because the one-electron contributions increase much faster with
289nuclear charge89 than the two-electron terms for many cases
290involving heavier elements, the one-electron term is dominant.
291Indeed, in the total SOC matrix element (SOCME) of the
292valence shell, for 6d elements, such as Pt, the two-electron terms
293reduce the contributions of the one-electron term by
294approximately 10%.90
295In a one-center approximation, the SOC operator can be
296expressed as
∑ ∑̂ = ̂ · ̂
m c
Z
r
l s
1
2SO
eff
e l i
I
eff
iI
i i2 2 3/
297(4)
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298 where lî is the angular momentum and sî is the spin operator of
299 electron i. Herein, the screening is taken into account by
300 replacing the nuclear charge ZI by an eﬀective nuclear charge ZI
ef f
301 that is ﬁtted to atomic data.91 For each nucleus one can write a
302
spin−orbit coupling constant, ζ = Z
m c r2
I
e
eff
2 2 3 , which is proportional
303 to the eﬀective nuclear charge and inversely proportional to the
304 mean cubic radial distribution (r−3) of the electron. This constant
305 is therefore responsible for the so-called heavy-atom ef fect,
306 whereby SOC is expected to increase with the atomic number.
307 However, it is important to stress that one must also consider the
308 integral over the two states involved:
ψ ψ̂ = ⟨ | ̂ | ⟩[ ]SO ij S SO Ti j/ /309 (5)
310 This integral, sometimes referred to as the internal ef fect, depends
311 principally on the character of the states involved, as outlined
312 qualitatively by El-Sayed4 and described in detail in section 2.2.1.
313 In quantum chemical studies of heavy-element compounds,
314 where the inclusion of scalar and magnetic relativistic eﬀects is
315 mandatory, frequently eﬀective core potentials (ECPs) are
316 employed instead of the operators in eqs 3 and 4. The spin−orbit
317 eﬀective core potentials (SOECPs) are deﬁned as the diﬀerence
318 between the ECPs for the j = l + 1/2 and j = l− 1/2 shells derived
319 from two- or four-component atomic calculations. In ﬁtting this
320 diﬀerence to a linear combination of a few Gaussian basis
321 functions, the original 1/riI
3-dependence has been dropped and
322 the action of the SOC operator has been relocated to the valence
323 region.92−94 These atomic SOC operators can therefore be
324 written as95
∑ ∑̂ = Δ+ ·̂ ̂ | ⟩⟨ |= =−
+V r
l
l m l ml s
2 ( )
2 1
, ,SO
ECP
l
l
l
m l
l
l l
1 l
max
/
325 (6)
326 where lmax is the largest angular momentum quantum number for
327 which the SOECP is deﬁned on this atom.
328 To date, the calculation of SOCMEs has been implemented
329 across many diﬀerent quantum chemistry methods including
330 time-dependent Hartree−Fock theory,96 multiconﬁgurational
331 self-consistent ﬁeld methods,91,97 multireference conﬁguration
332 interaction98−102 and multireference perturbation theory
333 approaches,103 algebraic diagrammatic construction based
334 methods,104 equation-of-motion coupled-cluster theory,105−107
335 and semiempirical approaches.108 Within the framework of time-
336 dependent density functional theory (TDDFT), Wang and
337 Ziegler109 developed an approach based upon an approximation
338 of the relativistic formalism. For calculating SOC within the
339 framework of linear-response time-dependent density functional
340 theory (LR-TDDFT), based on a perturbative correction of the
341 nonrelativistic collinear TDDFT, similar to the work of Russo
342 and Chiodo,110,111 Tavernelli and co-workers112 adopted an
343 approach based upon a set of auxiliary many-electron wave
344 functions, previously used to calculate nonadiabatic coupling
345 vectors.113,114 Beyond the linear response regime, the calculation
346 of SOCMEs has also been performed within quadratic response
347 (QR) TDDFT.115,116 This has been widely used to explain how
348 phosphorescence obtains dipole activity.86 Most recently a
349 simpliﬁcation has been proposed which involves evaluation of
350 SOC directly from the linear response amplitudes.117,118
351 2.1.2. Nonadiabatic Coupling. The BO approxima-
352 tion119,120 represents the cornerstone of quantum theory and is
353 used throughout quantum chemistry and condensed matter
354 physics to decouple themotion of nuclei and electrons. However,
355as is well established,121 the nuclear wavepacket generated upon
356excitation rapidly evolves leading to the breakdown of this
357approximation. This makes it impossible to neglect the
358nonadiabatic coupling terms present in the time-dependent
359Schrödinger equation.
360The ﬁrst-order nonadiabatic coupling operators are nonlocal
361derivative operators, which are discussed in detail in ref 121.
362They depend inversely on the mass of the system and on the
363derivative coupling vector:
ψ ψ
ψ ψ
= ⟨ |∇ ⟩ =
⟨ |∇ ̂ | ⟩
−E E
Fij i j
i es j
j i
/
364(7)
365for i ≠ j, where ψi are the electronic basis functions that are
366solutions of the time-independent electronic Schrödinger
367equation and Ei the corresponding energies. Calculating this
368term is possible with a range of single122 and multirefer-
369ence123−127 electronic structure methods. Methods for calculat-
370ing the coupling within the framework of TDDFT have also been
371demonstrated.113,114,128−130
372However, within the adiabatic basis used by quantum
373chemistry methods, the nonadiabatic coupling diverges near
374intersections of the two coupled states.131 This is illustrated in
375the second expression of eq 7. The nonadiabatic coupling clearly
376exhibits an inverse dependence on the energy gap between
377surfaces. As this gap narrows, the coupling increases, but, if two
378surfaces become degenerate, the coupling becomes inﬁnite. This
379creates a signiﬁcant challenge for computational methods
380seeking to study the nonadiabatic dynamics. To alleviate these
381issues, it is possible to transform the adiabatic states into the so-
382called (quasi)-diabatic representation. The adiabatic picture
383provides a set of energy-ordered PESs and nonlocal couplings
384elements via nuclear momentum-like operators. In contrast, in
385the diabatic picture, the PES is related to an electronic
386conﬁguration and the couplings are provided by local multi-
387plicative Q-dependent potential-like operators. Importantly, the
388surfaces in the diabatic picture are smooth because they are
389constructed so that the singular coupling terms vanish,132
390although it should be stressed that coupling can only be made
391rigorously zero for diatomics.133 Consequently, they can often be
392described by a low-order Taylor expansion, as exploited below.
393For a given set of adiabatic potential energy surfaces,
394diabatization methods can be broadly classiﬁed into three
395groups: property-based, by ansatz and wave function
396based.134−136 Property based methods134,137−144 approximate
397the diabatic states using observables such as transition dipole
398moment and change in molecular dipole moment. By ansatz
399methods deﬁne the diabatic states at a certain geometry, Q0, and
400then perform a Taylor expansion around this point.145 The
401expansion is parametrized through ﬁtting, which is inexpensive;
402however, the disadvantage is that in the absence of high
403molecular symmetry there might be some ambiguity in the
404diabatization because only adiabatic electronic energies are used
405and no information about the electronic wave functions is
406utilized. Finally, wave function methods explicitly calculate the
407coupling elements and then transform them into states which
408minimize the coupling and preserve the character of the
409diabats.146−148 Recent developments have also included hybrid
410methods,149 and important in the context of the present review,
411SOC-diabatization procedures based upon model space
412diabatization (MSD) have been proposed.150,151
4132.1.3. Spin-Vibronic Coupling. The nonadiabatic coupling
414introduced in the previous section highlights the importance of
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415 speciﬁc vibrational degrees of freedom, along which this coupling
416 is activated. The SOC discussed above in section 2.1.1 is limited
417 to a speciﬁc nuclear conﬁguration, but as outlined in the
418 Introduction it is often not constant and also depends on the
419 vibrational motion. In addition, in many cases it is insuﬃcient to
420 consider scenarios in which the states are coupled by vibronic or
421 spin−orbit coupling, and one should account for the possibility
422 for the states to be mixed by vibronic and spin−orbit coupling
423 simultaneously. In ref 5 Albrecht outlined the four mechanisms
424 for mixing the singlet and triplet states: (I) Direct spin−orbit
425 coupling, ̂ SO/ , driven by the electronic character of the states
426 and discussed in section 2.1.1. (II) Vibrational spin−orbit, e.g.
∂ ̂ ∂ α αQ Q( / )SO/ , in which the size of the SOCME depends on
427 the motion along a particular nuclear degree of freedom,Qα. This
428 is written to ﬁrst order, but of course higher orders can be
429 included if necessary. (III) Spin-vibronic, ̂ ̂TNSO/ , spin−orbit
430 coupling with vibronic coupling in the triplet manifold. (IV)
431 Spin-vibronic, ̂ ̂TN SO/ , spin−orbit coupling with vibronic
432 coupling in the singlet manifold. The ﬁrst, direct SOC has no
433 dependence on the nuclear coordinates, while the latter three do
434 and it is these terms that make up the spin-vibronic coupling. Of
435 these terms, only I and II can be present at ﬁrst-order
436 perturbation theory, while the terms involving a mixture of
437 spin−orbit and nonadiabatic coupling appear only at second-
438 order perturbation theory. Adopting each of these components,
439 the full spin−orbit interaction, up to second order, can be
440 written:
∑
∑ ∑
̂ = ⟨Ψ | ̂ |Ψ ⟩ +
∂⟨Ψ | ̂ |Ψ ⟩
∂
+
∂ ⟨Ψ | ̂ |Ψ ⟩
∂ ∂
+
⟨Ψ | ̂ |Ψ ⟩⟨Ψ | ̂ |Ψ ⟩
−
+
⟨Ψ | ̂ |Ψ ⟩⟨Ψ | ̂ |Ψ ⟩
−
α α
α
α β α β
α β
Q
Q
Q Q
Q Q
E E
E E
SO S SO T
S SO T
S SO T
S SO T T N T
T S
S N S S SO T
S T
2
1 1
1 1
1 1
1 2 2 1
2 1
1 2 2 1
2 1
/ /
/
/
/ ;
; /
441 (8)
442 where Ψ represents the molecular wave function for a particular
443
state, ̂TN =∑ |α α
∂
∂ α
QH
Q 0
es represents the vibronic mixing, and ĤSO
444 is the spin−orbit operator. It is noted that the perturbation
445 theory treatment of ̂TN , used herein and shown in the description
446 above, excludes conical intersections, due to the diverging
447 nonadiabatic coupling elements at conical intersections.
448 Although the vibrational spin−orbit terms (terms 2 and 3 in
449 eq 9) are formally diﬀerent from the interaction terms involving
450 nonadiabatic coupling (terms 4 and 5 in eq 9), in practice these
451 terms can hardly be told apart, and which terms dominate will
452 depend on the system under study.
453 In terms of calculating these couplings, the vibrational spin−
454 orbit terms, which are described using ﬁrst-order perturbation
455 theory, may be accounted for by calculating the vibrational
456 dependence of the SOCME, as shown in refs 152 and 153 in the
457 framework of perturbation theory or ref 154 in the framework of
458 quantum dynamics. The latter terms are normally a little harder
459 to incorporate, but they can be routinely simulated using both
460 excited state MD or quantum dynamics.71,155−157
2.2. Qualitative Rules for Intersystem Crossing
461If the coupling between the two (initial and ﬁnal) states of
462interest is small compared to their adiabatic energy diﬀerence,
463the rate of population transfer (k) between the two states can be
464described using perturbation theory, which to ﬁrst order is
465Fermi’s golden rule approximation written:
∑π δ= ℏ ⟨Ψ |
̂ |Ψ⟩| −k E E2 ( )
f
f if i i f
2/
466(9)
467where Ψi and Ψf are the total molecular wave functions
468(electronic and vibrational) of the initial and ﬁnal states and
̂
if/ is the Hamiltonian describing the coupling between them,
469which in the case of ISC would be ̂ SO/ . The δ function ensures
470the conservation of the molecular energy for the nonradiative
471transition. Assuming direct SOC, i.e. coupling has no depend-
472ency upon the vibrational degrees of freedom, the electronic and
473vibrational contributions are completely separable and it is
474possible for eq 10 to be rewritten as
∑ ∑π ψ ψ ν ν δ= ℏ ⟨ |
̂ | ⟩| ⟨ | ⟩| −k E E2 ( )
f
f if i
k
fk ia ia fk
2 2/
475(10)
476This form highlights the two components, purely electronic SOC
477and vibrational density of states, which are crucial in determining
478the rate of ISC within a direct spin−orbit mechanism. The
479importance of these terms has led to them being widely studied,
480leading to the development of qualitative rules making it possible
481to estimate the rate of ISC, which is now discussed.
4822.2.1. El-Sayed Rules. The SOCMEs scale approximately as
483Zef f
4 to rationalize the heavy-atom eﬀect, although this is a very
484rough approximation. Therefore, naively, one may expect that
485spin−orbit interactions increase as one moves down the periodic
486table. However, while this rule of thumb can work in many
487general cases for understanding the rate of ISC between two
488states, it breaks down if the two states are close in energy. In these
489cases, often a small coupling matrix element suﬃces to induce an
490eﬃcient transition between the states. In addition, it does not
491capture any inﬂuence of the character of the states involved in the
492ISC process. The ISC rate dependence on the nature of the
493electronic transitions is described by El-Sayed’s rules.4
494In his work, El-Sayed highlighted that to achieve eﬀective
495SOC, any change in spin must be accompanied by a
496corresponding change in angular momentum, so that total
497angular momentum is conserved. This original work was
498discussed in the context of organic chromophores considering
499the typical case of a transition from the lowest excited singlet
500state to the triplet manifold. El-Sayed rules predicted that 1(ππ*)
501⇝ 3(nπ*) ISC would be faster than 1(ππ*)⇝ 3(ππ*) ISC, as the
502latter involves the same orbitals. Therefore, the requirement to
503conserve total angular momentum cannot be obeyed because
504there is no change in angular momentum associated with the
505transition.
506El-Sayed’s rules are generally applicable. Indeed, they can be
507used to explain why, despite the expected heavy atom eﬀect, in
508some cases the SOCMEs between metal-to-ligand charge
509transfer (MLCT) states of Au(I) metal organic complexes are
510smaller than the ones for analogous Cu(I) metal organic
511complexes. This can be understood by assuming a one-electron
512one-center approximation, which as described in section 2.1.1 is
513expected to be dominant for heavier elements. For SOCMEs
514between twoMLCT states involving dπ* character, the SOCME
515can be approximated as
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ψ ψ π π⟨ | ̂ | ⟩ = ⟨ *| ̂ | *⟩d dT SO S i s SO j t1 1/ /516 (11)
517 Since the SOC constant will be signiﬁcantly larger for the metal
518 than the lighter elements, C, H, O, and N, the SOCME will be
519 largest when the d electrons contribute, which means i≠ j and s =
520 t. Within the one-electron approximation, if both i ≠ j and s ≠ t
521 (i.e., a 2 electron transition), then the SOCME would be zero.
f1 522 This is shown schematically in Figure 1. In the case of Au(I) and
523 Cu(I) complexes, because the crystal ﬁeld splitting of Au(I)
524 complexes is larger than for the corresponding Cu(I)
525 compounds, the d electrons generally make a smaller
526 contribution to the low-lying excited state leading to a smaller
527 SOC.160 Similar observations, which are essentially extensions of
528 El-Sayed’s rules have been made for charge-transfer states of
529 organic chromophores.161,162
530 However, it is important to stress that the derivation of El-
531 Sayed’s rules is based upon pure electronic states of a single
532 character at a ﬁxed nuclear conﬁguration. Mixing between states
533 of diﬀerent character will lead to the breakdown of this rule, and
534 vibronic interactions, discussed in Section 2.1.3, can signiﬁcantly
535 accelerate El-Sayed forbidden ISC.152,153
536 2.2.2. The Energy Gap Law. El-Sayed’s rules address the
537 purely electronic aspects of ISC; however, eq 11 illustrates the
538 importance of the vibrational terms, more commonly referred to
539 as the vibrational density of states. In the limit that the electronic
540 and vibrational components are separable, the vibrational
541 component of the rate expression is the overlap between the
542 initially populated and ﬁnal vibrational density of states. This
543 latter term is referred to as the Franck−Condon weighted density
544 of states (FCWD). Assuming the high temperature limit, i.e. all
545 modes relevant in transfer are below kT, the FCWD can be
546 expressed:163
πλ
λ
λ
= − Δ +
⎡
⎣⎢
⎤
⎦⎥k T
E
k T
FCWD
1
4
exp
( )
4B
2
B547 (12)
548 In eq 13, λ denotes the reorganization energy. In electron-
549 transfer theory, the reorganization energy describes intra-
550 molecular and solvent reorientation energy. For ISC, λ
551 corresponds to the energy variation in the initial singlet excited
552state when switching from the singlet equilibrium geometry to
553 f2the triplet equilibrium geometry as depicted in Figure 2.ΔE is the
554driving force, i.e. the adiabatic energy diﬀerence between the
555initial and ﬁnal states at their respective minima.
556Equation 13 and Figure 2 illustrate the two regimes for
557radiationless transitions outlined by Jortner and Engleman,164
558namely the weak coupling limit and the strong coupling case. In
559the former, the displacement of the ﬁnal state minima (i.e.,
560structural change) with respect to the initial state is small (Figure
5612a) leading to a small reorganization energy. This is to say that
562the potentials are nested. In this weak coupling limit the
563transition probability depends exponentially on the adiabatic
564energy diﬀerence (ΔE). This relationship is commonly known as
565the energy gap law. Importantly, it is often forgotten that this rule
566applies only for a pair of nested states. In contrast, the strong
567coupling case is characterized by a large displacement of one
568potential minimum along a collective nuclear coordinate, {Q},
569and so an intersection of the PESs can be expected (Figure 2b).
570In this case, the rate of ISC will exhibit a Gaussian dependency on
571the parameter ΔE + λ. In this regime, occasionally an inverse
Figure 1. Schematic representation of the origin of SOCMEs between a singlet and triplet MLCT state, of two diﬀerent molecular symmetries. Based on
the SOCMEs of the Cu(I)−phenanthroline complexes.158,159 The arrows are indicative of possible one-electron transitions. AtD2d symmetry the singlet
and triplet states are composed of four diﬀerent transitions, and therefore, the SOCMEs are formed from mixing of the conﬁgurations with diﬀerent d
contributions but the same π* character. In contrast, at the lower D2 symmetry, this is no longer possible and therefore within the one-electron one-
center approximation SOC is forbidden. For the prototypical bis-diimine Cu(I) complex, [Cu(dmp)2]
+ (dmp = 2,9-dimethyl-1,10-phenanthroline), S1-
T1 SOC at D2d symmetry is ∼300 cm−1; this falls to 30 cm−1 at D2 symmetry.
Figure 2. Schematic representation of the (a) weak and (b) strong
coupling limits.
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572 relationship between the transition probability and ΔE is
573 observed; that is, the transition probability increases with
574 increasing energy gap.165
575 2.2.3. Qualitative Estimation of Spin-Vibronic Cou-
576 pling.Neither El-Sayed’s nor the energy gap law discussed in the
577 previous sections consider the coupled electronic, spin, and
578 nuclear dynamics which underpin the spin-vibronic mechanism.
579 For rigid molecules with strongly localized electronic states,
580 these rules and direct spin−orbit coupling can likely lead to
581 reasonable conclusions about the ISC rate. However, in the case
582 of high molecular ﬂexibility, both nuclear and electronic, coupled
583 to a high density of excited states, direct spin−orbit coupling,
584 which ignores the coupling between the electronic and
585 vibrational degrees of freedom cannot work. In section 2.1.3,
586 four terms (two spin-vibrational and two spin-vibronic) which
587 make up spin-vibronic coupling mechanisms were outlined. The
588 ﬁrst (spin-vibrational) term is present at ﬁrst order. Assuming a
589 smoothly varying potential, the likely contribution of spin-
590 vibronic coupling via these mechanisms can be estimated by
591determining the gradient of the SOC matrix elements and of the
592energy gap between the two coupled states as a function of the
593important reaction coordinates. While requiring additional
594calculations, this is not especially time-consuming.
595A typical example for spin-vibrational coupling in the absence
596of a close-by intermediate electronic state is the ISC in free-base
597porphyrin following photoexcitation.166 All low-lying electronic
598states of porphyrin are ππ* states and ISC is thus El-Sayed
599forbidden. Porphyrin derivatives are nevertheless used as singlet
600oxygen sensitizers in photodynamic therapy (PDT). At the
601planar S1 equilibrium geometry, the S1-T1 energy separation is
602≈2400 cm−1 while their direct SOCME ⟨ | ̂ | ⟩T S1 SO 1/ is smaller
603than 0.05 cm−1. Out-of-plane vibrations leave the energy gap
604between the S1 and T1 states nearly unchanged, but as shown in
605 f3Figure 3 increase their mutual SOC substantially by mixing some
606σπ* character into the electronic wave functions. In this case, the
607ISC rate constant is enhanced by 2 orders of magnitude to kISC≈
608107 s−1 making ISC competitive with ﬂuorescence in this
609molecule.
Figure 3. Example for the enhancement of ISC by vibrational spin−orbit coupling:166 (a) Out-of-plane vibrational modes of free-base porphyrin
promoting SOC between 3(ππ*) and 1(ππ*) states. (b) Circles: Variation of ⟨ | ̂ | ⟩T S1 SO 1/ along Q15; Squares: Variation of ⟨ | ̂ | ⟩T S2 SO 1/ along Q19;
Triangles: Variation of ⟨ | ̂ | ⟩T S2 SO 0/ along Q30. All distortions are given in units of dimensionless normal mode coordinate displacements.
Figure 4.Normalized second-order rates calculated using eq 15 for a single value of inf= and λif = λin = 0.001 eV (Weak coupling) (a), λif = 0.001, λin = 0.1
eV (b), λif = 0.1 eV, λin = 0.001 eV (c), and λif = 0.2 eV, λin = 0.1 eV (strong coupling) (d).
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610 The remaining terms in eq 9 do not appear in ﬁrst-order
611 perturbation theory. While the second (quadratic) spin-vibra-
612 tional term in eq 9 formally does not involve other electronic
613 states, this is diﬀerent from the remaining terms in eq 9 for which
614 a second-order expansion must be applied. This is written:
π δ=
ℏ
⟨Ψ | ̂ |Ψ ⟩⟨Ψ | ̂ |Ψ⟩
−
−k
T
E E
E E
2
( )f SO n n N i
i n
f i
2
/
615 (13)
616 whereby the initial (Ψi) and ﬁnal (Ψf) states are coupled via an
617 intermediate (Ψn) state. In order to develop generalized
618 considerations, which like the energy gap rule, can be used as a
619 rule of thumb to estimate spin-vibronic contributions, we recast
620 eq 14 in the form of a semiclassical (Marcus-like)
621 approach.167,168
π
π λ λ
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if if
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2
2
2
2
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622 (14)
623 Here, inf= represents the second-order coupling matrix
624 elements. This is equivalent to the purely electronic components
625 of the coupling terms. In the weak coupling limit, λ ∼ 0, if
626 applicable for all three states involved, this equation will exhibit
627 an exponential dependence upon the gap between the initial and
628 ﬁnal states and quadratically on the energy gap between the initial
f4 629 and intermediate states. This is shown in Figure 4a.
630 In the strong coupling limit, just as in ﬁrst-order perturbation
631 theory, the second-order rate will exhibit a Gaussian dependency
632 uponΔEif + λifwith width 4λifkBT. This is scaled by the parameter
633 of the energy gap and reorganization energy between the initial
634 and intermediate states, [En − Ei]2 + λin/2. Two intermediate
635 coupling limits can be envisioned and, as shown in Figure 4b and
636 c, exhibit the Gaussian dependency in only one of the
637 coordinates, i.e. the one for which λ > 0.
3. THEORETICAL METHODS
638 Describing the rates of population transfer largely falls into two
639 categories, (i) time (in)-dependent perturbation theory (e.g.,
640 Fermi’s golden rule) with the coupling calculated at a particular
641 nuclear geometry and within the local harmonic approximation
642 or (ii) nuclear dynamical methods, which explicitly consider the
643 nuclear motion over a PES. The latter, which provides a solution
644 to the time-dependent Schrödinger equation, should yield a
645 more precise picture of rates and corresponding dynamics.
646 However, such approaches can be challenging for complex
647 molecular systems with a large number of degrees of freedom.
648 Independent of the particular method used for addressing the
649 nuclear degrees of freedom, the probabilities for nonradiative
650 transitions will be very sensitive to the relative energies and to the
651 geometric displacements of the involved PES. It is therefore
652 mandatory to use either highly accurate electronic structure
653 methods for their construction or to perform extensive
654 benchmarking to accurately assess the limitations of the model
655 developed. Experience has shown that the electronic SOCMEs
656 are often less sensitive to the level of electron correlation
657 treatment than the energetic splittings.103,117
658 In the following subsections the main approaches for
659 describing the rate of spin-vibronic processes are described.
3.1. Perturbation Theory Approaches
660The common starting point for approaches based upon
661perturbation theory is to approximate the initial and ﬁnal states
662potentials typically with a harmonic oscillator model with
663vibrational frequencies Ωi and Ωf, respectively. The mass-
664weighted normal coordinates of the ﬁnal state,Qf, can be related
665to the ones of the initial state, Qi, by a Duschinsky
666transformation169
= +Q JQ Df i 667(15)
668where J is the Duschinsky matrix that accounts for the normal
669coordinate rotations while the displacement vector D expresses
670the geometry change between the two potentials. In molecules
671with common symmetry elements in the initial and ﬁnal states,
672the Duschinsky matrix is block diagonal and the displacement
673vector has nonzero elements only for totally symmetric modes.
674Although the eigenfunctions of a harmonic oscillator form a
675complete set, the linear transformation proposed by Dushinsky is
676only an approximation. This is a consequence of the center-of-
677mass and Eckart conditions for the transformation from 3N
678space-ﬁxed to 3N − 6 internal coordinates of nonlinear
679molecules (3N − 5 for linear ones). Due to these conditions,
680two electronic states with diﬀerent equilibrium geometries and
681diﬀerent normal modes give rise to two diﬀerent internal
682coordinate systems. An axis-switching matrix, originally intro-
683duced by Watson and Hougen,170 can be used for the
684transformation of the Eckart systems and for an approximate
685factorization of the rotational coordinates from the vibrational
686subspaces Qi and Qf.
171,172 The zeroth-order axis-switching
687matrix T0 which connects the equilibrium geometries of the two
688states has to be totally symmetric with respect to the largest
689common point group of these geometries. An alternative method
690for the determination of Duschinsky matrices and normal-mode-
691projected displacements for large ﬂoppy molecules using
692(redundant) internal coordinates has been presented by
693Reimers.173
694In the harmonic oscillator model, the vibrational wave
695functions are factorized further into a product of lower-
696dimensionality (in most cases one-dimensional) oscillators
697carrying n quanta each.
∏ν ν=
α
α α
α Q( )ia i
n
i
a
698(16)
∏ν ν=
β
β β
β Q( )fk f
n
f
k
699(17)
700To evaluate the integrals over vibrational wave functions of the
701initial and ﬁnal states, eq 16 is used to transform one set of
702vibrational functions into the basis of the other. In the following,
703we choose the normal coordinates and harmonic oscillator
704functions of the initial electronic state as the common basis and
705drop the index i in the denomination of the normal coordinates
706again.
707To include vibrational SOC terms in the calculation of ISC
708rate constants, the Hamiltonian is typically expanded about the
709equilibrium geometry Q0 of the initial electronic state. In
710addition to the direct SOC term
∑π ψ ψ ν ν δ= ℏ |⟨ |
̂ | ⟩| |⟨ | ⟩| −k E E2 ( )f i
k
fk ia ia fkQISC
FC
SO
2 2
0
/
711(18)
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712 two contributions to the ISC rate are obtained from the spin-
713 vibrational couplings, a cross term that contains Franck−
714 Condon- and Herzberg−Teller-like expressions
∑
∑
π ψ ψ ν ν
ψ ψ
ν ν δ
=
ℏ
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716 and a term that stems exclusively from the spin-vibrational
717 couplings
∑ ∑
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719 Herein ℜ denotes the real part of the expression. Note that
720 SOCMEs may have an imaginary phase and that, depending on
721 the relative phase of the coupling terms, the oﬀ-diagonal
722 contributions to the rate may be positive or negative.
723 In principle, individual rates for the nonradiative transition
724 from an initial singlet state to the three ﬁne-structure levels of a
725 triplet state could be determined. This would require going
726 beyond ﬁrst-order perturbation theory and determining the
727 detailed composition of the triplet substates, followed by a
728 diabatization procedure to determine the individual singlet−
729 triplet coupling. In practice, the individual ISC rates are added up
730 because the energetic splittings of the ﬁne-structure levels are
731 very small in spatially nondegenerate states. This is equivalent to
732 adding the transition rates determined for the three Cartesian
733 components of ̂ SO/ . If the initial state is a triplet state, the
734 procedure how to handle the de facto degeneracy in the initial
735 state is not so clear-cut. If spin relaxation among the triplet
736 sublevels is faster than reverse-ISC (rISC), then each triplet
737 sublevel is statistically populated by one-third of the triplet
738 density only and the rate constant for the total rISC will have to
739 be divided by 3 after summation over all possible channels.
740 To evaluate the rate constants deﬁned in eqs 19−21, diﬀerent
741 approaches have been pursued to approximate the Dirac δ
742 distributions in these expressions. They can roughly be divided
743 into integration schemes in the energy domain and in the time
744 domain and will be brieﬂy reviewed in the following.
745 3.1.1. Evaluation of ISC Rates in the Energy Domain.
746 Toniolo and Persico proposed to replace the Dirac δ function in
747 eq 10 by a step function of ﬁnite width 2η.174
∑πη≈ ℏ | |η| − | ≤
k V
f E E
fiISC
for which
2
i f748 (21)
749 In the Condon approximation, the vibrational part of the rate is
750 obtained by explicitly summing over the Franck−Condon factors
751 (FCFs) of the initial state (typically the vibrationally cold state νi0
752with zero quanta in all normal modes) with all ﬁnal states νkf in
753the interval 2η. Integrals of the type ⟨νkf | Qα | νi0⟩, appearing in
754eqs 20 and 21, are products of FCFs in all but one normal
755coordinate and an integral over Qα which is readily reduced to a
756sum of FC integrals in the harmonic approximation. The authors
757applied this approach successfully to study the temperature-
758independent predissociation dynamics in nitrosoalkanes.175
759Later, this scheme has been extensively used by the Marian
760group to determine rate constants for El-Sayed forbidden
761ISC.51,152,166,176−179
762In practical applications, the interval width 2η has to be chosen
763with great care. The vibrational density of states (VDOS) grows
764exponentially with the number of vibrational modes and the
765adiabatic energetic separation between the initial and ﬁnal
766states.180 For psoralen, an organic compound with 54 normal
767modes and an S1−T1 energy separation of about 7100 cm−1, a
768VDOS of ρ ≈ 1010 cm in the triplet state at the energy of the
769initial state has been estimated;152 that is, approximately 1010
770vibrational states are located in an interval of width 1 cm−1. To
771reduce the computational eﬀort, the interval is typically chosen to
772be very narrow and the number of coupling modes and the
773maximum number of quanta allowed in each accepting mode is
774limited. It has become standard practice to vary these parameters
775to determine a conﬁdence interval for the computed rate
776constants.
777While integration schemes in the energy domain give detailed
778insight into which vibrational modes promote the nonradiative
779transition, they scale very unfavorably with the size of the
780problem. Prescreening of the FCFs,181,182 sum rules,183 and
781mode selection152 can be used to alleviate the computational
782demands and to extend the applicability of this approach. The
783fundamental diﬃculties nevertheless persist: With increasing
784number of normal modes and increasing adiabatic electronic
785energy diﬀerence, the VDOS grows to an extent that the
786computation of rate constants for nonradiative transitions, even
787for vibrationally cold molecules and in the Condon approx-
788imation, becomes prohibitive in the energy domain.
7893.1.2. Time-Dependent Methods. A way to avoid the
790explicit calculation of FC integrals, without resorting to high-
791temperature limits or estimated values for the VDOS, is to
792transform Fermi’s golden rule into the Heisenberg picture.132 To
793this end, the Dirac δ function is expressed as the Fourier integral
∫δ π− = −∞
+∞ − ℏE E e dt( )
1
2i f
i E E t( ) /i f
794(22)
795and substituted into the rate equations. Making use of the
796properties of conjugation and the resolution of the identity
∑ ψ ν ψ ν= | ⟩⟨ |
∞
1
k
f fk f fk
797yields
∫ ψν ψν= ℏ ⟨ | ̂ ̂ | ⟩−∞
+∞
k t dt
1
(0) ( )i ia i iaISC SO SO/ /
798(23)
799where ̂ = ̂
̂ ℏ − ̂ ℏt e( ) ei t i tSO
/
SO
/0 0/ // / is a spin−orbit operator in
800the Heisenberg picture. Expression 24 is not necessarily limited
801to the harmonic oscillator model, but the evaluation of the
802autocorrelation function becomes particularly easy in this case.
803Making use of Mehler’s formula for Hermite polyno-
804mials,184,185 Etinski et al. derived an analytical expression for
805the generating function G(t) of a vibrationally cold molecule in
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806 the Condon approximation.186 The ISC rate constant is then
807 obtained by integrating the time correlation function
∫ψ ψ= ℏ |⟨ | ̂ | ⟩| Ω−∞
+∞ − + ℏk G t e g t dt
1
( ) ( )f i
i E E t
ISC SO
2 ( 0.5tr( )) /i f i/
808 (24)
809 To speed up the numerical integration, a Gaussian damping
810
function, = σ π
σ−g t e( ) t1
2
/22 2, was introduced in eq 25. Like the
811 interval width 2η in eq 22, the width of the damping function is a
812 technical parameter which has to be chosen with care and ought
813 to be varied to make sure that the calculated rate constants are
814 converged. Furthermore, Etinski derived a short-time expression
815 which gives the rate constant in closed form without any need for
816 numerical integration. The time-dependent integration schemes
817 were later extended to include thermal eﬀects187 as well as
818 vibrational spin−orbit coupling.153 In parallel, Peng et al. derived
819 similar analytical formulas for the nonradiative decay rate
820 between triplet and singlet states using a thermal vibration
821 correlation function approach.188,189 The resulting formulas are
822 lengthy and the reader is referred to the original literature for the
823 details. In the context of time-dependent correlation function
824 methods for computing ISC rate constants, Reimers’ extension
825 to internal coordinates has been implemented recently into a
826 new code by Barone and co-workers.190
827 Technically, the time-dependent approach can even be (and
828 has been) used to determine rate constants for nonradiative
829 transitions between pairs of singlet and triplet states with very
830 large adiabatic energy gap, for example the ISC from the ﬁrst-
831 excited triplet state to the electronic ground state (T1 ⇝
832 S0).
189,190 It should be kept in mind, however, that the harmonic
833 oscillator approximation underlying the analytic expressions may
834 not be well suited to describe the highly excited vibrational states
835 of S0 at the energy of the T1 state.
836 Summarizing, the time-dependent perturbational approaches
837 allows the computation of ISC rate constants for molecules with
838 many vibrational degrees of freedom and substantial singlet−
839 triplet splittings with reasonable computational expense. They
840 are diﬃcult to apply if many electronic states are involved in the
841 nonradiative process simultaneously. As shown in the following,
842 they are easily extended to take account of thermal eﬀects.
843 3.1.3. Including Temperature. In some cases, such as
844 thermally activated delayed ﬂuorescence (TADF), the singlet−
845 triplet crossing occurs from an adiabatically lower-lying
846 electronic state to a higher-lying one. As nonradiative transitions
847 proceed under energy conservation, these can only be achieved if
f5 848 the initial state is vibrationally excited (Figure 5), be it thermally
849 or kinetically. Temperature can be introduced quite easily in the
850 perturbation theory approaches by assuming a Boltzmann
851 distribution function for the population of the initial vibronic
852 manifold according to
= −p E
Z
E k T( )
1
exp( / )ia ia B
853(25)
854where Z =∑a∞ exp(−Eia/kBT) is the canonical partition function,
855kB is the Boltzmann constant, and T is the absolute temperature.
856In the Condon approximation, the rate constant for an
857incoherent population transfer at temperature T is then given by
∑ ∑π ψ ψ ν ν
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859and the spin-vibrational coupling terms in eqs 20 and 21 are
860modiﬁed accordingly.
861Because of the high computational demands caused by the
862explicit summation over all pairs of vibrational states, inclusion of
863temperature eﬀects is not feasible in the energy-based integration
864schemes. In the framework of the time-dependent approaches,
865formulas for the temperature dependence of rate constants were
866presented for both direct and vibrational SOC by Peng et al.189
867and by Etinski et al.153,187
3.2. Quantum Dynamics Methods
868As described in the Introduction, an alternative approach is to
869explicitly simulate the excited state dynamics over a manifold of
870spin-vibronically coupled levels. Here all of the couplings
871between the excited states considered can be included into the
872Hamiltonian, and therefore, this approach can naturally
873incorporate all types of spin-vibronic interactions. The biggest
874challenge for these methods is to calculate the multidimensional
875PES. In addition, the time scales accessible within these
876simulations are in many cases typically limited to the picosecond
877domain.
8783.2.1. Multi-Conﬁgurational Time-Dependent Hartree
879Approach. Traditionally excited state dynamics have been
880studied with grid-based quantum dynamics. These method-
881ologies are based upon solving the time-dependent Schrödinger
882equation (TDSE) for the nuclei, thus taking into account all
883quantum eﬀects. The simplest way of solving the time-dependent
884Schödinger equation is to expand the nuclear wave function into
885a time-independent basis set, with time-dependent coeﬃcients:
∑ ∑ ∏ χΨ =
= = =
x x x t C t x( , , ..., , ) ... ( ) ( )f
j
n
j
n
j j
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j
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f
f k
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886(27)
887where χj is an orthonormal basis, such as the eigenfunctions of
888the harmonic oscillator and xk is the nuclear coordinate. The
889analogous approach to eq 28 in electronic structure theory is full
890conﬁguration interaction (full CI). Consequently, while it
891rigorously describes the motion of a nuclear wavepacket, like
892full CI, it suﬀers from a severe computational expense, scaling
893exponentially with the number of degrees of freedom. This
894makes it diﬃcult to describe nuclear dynamics in systems
895containing more than 5−6 degrees of freedom.
896A particularly powerful approach which reduces this problem
897and which has become extensively used is the multiconﬁgura-
898tional time-dependent Hartree (MCTDH)method.191,192 In this
899approach the nuclear wave function ansatz takes the form:
∑ ∑ ∏ φΨ =
= = =
Q Q t A t Q t( , ..., , ) ... ( ) ( , )f
j
n
j
n
j j
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Figure 5. Thermal activation of the T1 state vibrational levels
(schematic) facilitating reverse intersystem crossing.
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901 where Q1, ..., Qf are the nuclear coordinates, Aj1...jf are the
902 MCTDH expansion coeﬃcients and φjk
(k) are the nk expansion
903 functions for each degree of freedom k known as single particle
904 functions (SPFs).
905 The ansatz for the MCTDH nuclear wave function appears
906 rather similar to the standard nuclear wavepacket approach (eq
907 28); however, crucially the basis functions are now time
908 dependent. This means that fewer basis functions are required
909 to converge these calculations as they adapt to provide the
910 variationally determined basis for the description of the evolving
911 wavepacket.191 In addition, the coordinate for each set of SPFs,
912 Qk, can be a composite coordinate of one or more system
913 coordinates. Thus, the basis functions are d-dimensional, where d
914 is the number of system coordinates within the speciﬁc SPF,
915 usually between 1 and 4. This reduces the eﬀective number of
916 degrees of freedom for the purpose of the simulations. The
917 memory required by the standard method is proportional to Nf,
918 where N is the number of grid points for each f degree of
919 freedom. In contrast, the memory needed by the MCTDH
920 method scales as
= +fnN nmemory f921 (29)
922 where the ﬁrst term is due to the (single-mode) SPF
923 representation, and the second term the wave function
924 coeﬃcient vector A. As n < N, often by a factor of 5 or more,
925 the MCTDH method needs much less memory than the
926 standard method, thus allowing larger systems to be treated.
927 Indeed the standard implementation of MCTDH can treat,
928 depending on the exact details of the calculations, ∼50 nuclear
929 degrees of freedom.
930 Importantly, the full strength of theMCTDH class of methods
931 for solving the TDSE is revealed in its so-called multilayer variant
932 (ML-MCTDH),193,194 which has treated systems containing
933 over 1000 degrees of freedom. Indeed, the combination of
934 multiple system degrees of freedom into a SPF discussed above is
935 a very powerful way of reducing the eﬀective number of degrees
936 of freedom. However, past 3−4 combinations, the SPFs become
937 very complicated and unfeasible to propagate. But, as discussed,
938 the MCTDH approach is an eﬃcient approach for propagating
939 complicated wave functions. Therefore, in the ML-MCTDH, the
940 complicated SPFs arising from many mode combinations are
941 themselves propagated by the MCTDH equations of motion. It
942 can be seen as using the MCTDH method to propagate the
943 complicated SPFs of an underlying MCTDH simulation. This
944 can in principle be repeated for multiple layers where the biggest
945 challenge is the complexity of the underlying method. A detailed
946 discussion on all of these aspects, beyond the remit of the present
947 review, can be found in ref 195.
948 Besides the challenges of propagating the MCTDH equations
949 of motion for a large number of degrees of freedom, it can also be
950 challenging to perform longer time simulations, i.e. beyond the
951 picosecond regime. This is because the MCTDH algorithm is
952 only advantageous if the wavepacket can be expanded into a
953 small, but variationally optimum, basis set. This is not the case for
954 systems which are highly chaotic. In addition, for these longer
955 time dynamics, convergence of the numerical integrators and
956 SPFs is more computationally demanding. Finally, for longer
957 time dynamics, the reduced space coordination space models
958 used in quantum dynamics will mean that dissipation of excess
959 energy, intravibrational redistribution (IVR), will not be
960 correctly described. Therefore, even in the cases where
961 convergence is rigorously achieved, dynamical models on this
962time scale should be considered as qualitative or semiquantitative
963at best.
9643.2.2. Including Temperature. The standard MCTDH
965wave function approach outlined in the previous section
966describes the evolution of a particular well-deﬁned initial state,
967and therefore, calculations are eﬀectively performed at 0 K or
968given some initial but speciﬁc vibrational excitation. However,
969given the importance of the thermal energy in some cases, it can
970be important to explicitly address the temperature of the system.
971This is most applicable for energetically uphill reaction dynamics.
972In the case of ultrafast deactivation, it is stressed that even if an
973experiment is carried out at room temperature, a signiﬁcant
974fraction of the initial excitation energy is often rapidly transferred
975into the vibrational degrees of freedom (vibronic coupling),
976given that only 0.1 eV is ∼1160 K, the temperature of the nuclei
977can very quickly exceed room temperature, making the initial
978temperature of the system a minor perturbation to the dynamics.
979In the most rigorous approach, the eﬀect of temperature may
980be included by adopting a density matrix approach. In density
981operator form, the 0 K state is expressed:
ρ ̂ = |Ψ⟩⟨Ψ| 982(30)
983that is, it is a pure state. However, a system at ﬁnite temperature is
984an incoherent mixture of very many thermally excited states,
985|Ψn⟩, and therefore the correct description is in the form of a
986density matrix:
∑ρ ̂ = |Ψ ⟩⟨Ψ |p
n
n n n
987(31)
988where pn is a probability, not an amplitude of ﬁnding a system in
989state Ψn. So in addition to the probability of ﬁnding a particle
990described by a wave function at a speciﬁc location, there is now
991also the probability for being in a diﬀerent state.132 In the
992canonical ensemble at temperature T, the probabilities, pn, are
993proportional to the Boltzmann factor.
994The equation of motion for the density matrix follows
995naturally from the deﬁnition of ρ̂ and the TDSE, leading to the
996well-known Liouville−von Neumann equation:
ρ ρℏ ∂ ̂
∂
= ̂ ̂i
t
H[ , ]
997(32)
998This applies to a so-called closed quantum system; that is, the
999Hamiltonian is not in contact with a dissipative environment.
1000When used to describe an open quantum system, the equation
1001has an additional term used to describe dissipation or population
1002decay; however, this was not considered for the examples
1003discussed below.
1004In common with the multiconﬁguration wave function
1005expansion used in the MCTDH scheme for wave functions, a
1006similar expansion can be used in the case of density operators, in
1007this case expressed:
∑ ∑ ∏
ρ
σ
̂ ′ ′
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= = =
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B t Q Q t
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1009where Bj1...jf denotes the MCTDH coeﬃcients and σ presents the
1010single-particle density operators (SPDOs) analogous to the SPFs
1011of the conventional scheme. The implementation of this
1012approach is described in detail in refs 196 and 197.
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1013 It is important to bear in mind that compared to the wave
1014 function approaches described in the previous section, the
1015 numerical treatment of density operators is more diﬃcult since
1016 the dimensionality of the density matrix scale in coordinate space
1017 doubles.132 To overcome this, a number of approximate
1018 approaches have been proposed which retain the computation-
1019 ally less intensive wave function formalism.198 An example is
1020 simply to sample various initial conditions of the vibrational
1021 levels for each normal mode according to the Boltzmann
1022 distribution.
1023 3.2.3. Spin-Vibronic Model Hamiltonian. MCTDH and
1024 its multilayer variant are able to simulate the dynamics of sizable
1025 molecular systems, and therefore, the largest challenge is the
1026 description of multidimensional PES. For excited states this is
1027 especially challenging owing to the breakdown of the BO
1028 approximation and the subsequent presence of nonadiabatic
1029 coupling. For quantum dynamics, as described in section 2.1.2,
1030 the diabatic picture is the method of choice as it provides smooth
1031 PES, that can often be described by a low-order Taylor
1032 expansion. However, the output of most quantum chemistry is
1033 in the adiabatic basis and so obtaining a diabatic representation is
1034 a crucial step.
1035 One approach for obtaining an appropriate PES and the
1036 method of choice for all spin-vibronic studies presented below is
1037 the vibronic coupling model.145 Its extension, the spin-vibronic
1038 Hamiltonian matrix (HSO−vib) is expressed as the sum of the
1039 nonrelativistic vibronic model Hamiltonian matrix (Hvib), and
1040 the spin−orbit (HSO) Hamiltonian matrix:
= +−H H HSO vib vib SO1041 (34)
1042 The HSO is comprised of the SOC oﬀ-diagonal terms, which can
1043 either be Q-dependent156 or independent.81 These are
1044 incorporated in a spin-diabatic manner,155 which is very
1045 convenient as one can use the usual SOC-free quantum
1046 chemistry methods and introduce the SOCs only to run the
1047 dynamics. It is important to note that, rigorously, each triplet
1048 state should be described by the three ms levels (ms =−1, 0, 1) or
1049 linear combinations thereof, and consequently, each triplet state
1050 adds an additional three states to the simulation. An
1051 approximation to contract the three sublevels can be made,
1052 and the SOC can be treated as the square root of the sum of the
1053 squares of each component. This clearly reduces the computa-
1054 tional cost. However, the use of the absolute (real spherical)
1055 SOC representation is not straightforward when many singlet
1056 and triplet states are coupled and should be rigorously tested,
1057 especially if SOC is large. This approximation is likely to be valid
1058 provided it does not matter to which sublevel the wave function is
1059 transferred. In contrast, for a molecule residing in a triplet state,
1060 the time scales of spin-relaxation and ISC are important. The
1061 probability for this transition is 1/3 of that when all the states are
1062 included provided spin-relaxation is much faster than ISC. If not,
1063 one would have to compute the rate constants for the individual
1064 substates.
1065 The multistate vibronic interactions within the spin-free
1066 electronic excited states are contained within Hvib. The starting
1067 point for Hvib is a Taylor series expansion of the PES around a
1068 reference nuclear geometry Q0, usually the FC point using
1069 dimensionless (mass-frequency scaled) normal-mode coordi-
1070 nates:
= + + + +T VH 1 W W( ) ...vib N 0 (0) (1)1071 (35)
1072Here TN is the kinetic energy operator and V0 is the ground state
1073potential. V0 is not restricted to a particular form but is often
1074deﬁned as harmonic with vibrational frequencies ωi along
1075dimensionless normal coordinates Qi.W describes the multistate
1076vibronic coupling matrix within the spin-free representation.145
1077Truncation at ﬁrst order, as shown here, is referred to as the linear
1078vibronic coupling (LVC) model, while truncation at second
1079order is referred to as the quadratic vibronic coupling (QVC)
1080model. Both have been largely used and have provided good
1081agreement with experimental observations. The advantage of the
1082LVC is that it can be relatively straightforward to obtain, but the
1083disadvantage is that it can become inaccurate for larger
1084displacements away from Q0 when anharmonic eﬀects become
1085more important. The disadvantage of the QVC model is that the
1086number of expansion coeﬃcients needed to describe the model
1087can become quite numerous and require additional quantum
1088chemistry data.
1089The zeroth-order coupling matrix contains the adiabatic state
1090energies at Q0. The adiabatic potential surfaces are equal to the
1091diabatic surfaces at this point, soW(0) is diagonal and is expressed
1092as
∑= ⟨Φ | ̂ |Φ ⟩
α
W Q Q( ) ( )ij i es j
(0)
0 0/
1093(36)
1094where ̂ es/ is the standard clamped nucleus spin−orbit free
1095electronic Hamiltonian and Φ are the diabatic electronic
1096functions. The ﬁrst-order linear coupling matrix elements are
1097written:
∑= ⟨Φ | ∂
̂
∂
|Φ ⟩
α α
αW Q
QQ Q( ) ( )ij i
es
j
(1)
0 0
/
1098(37)
1099where the on-diagonal and oﬀ-diagonal terms are written:
∑ κ=
α
α αW Qii
i(1) ( )
1100(38a)
∑ λ=
α
α αW Qij
i j(1) ( , )
1101(38b)
1102κ and λ are the expansion coeﬃcients corresponding to the on-
1103and oﬀ-diagonal matrix elements. The on-diagonal elements are
1104the forces acting within an electronic surface and are responsible
1105for structural changes of excited-state potentials compared to the
1106ground state. They are therefore responsible for the reorganiza-
1107tion energy; they are called tuning modes.145 The oﬀ-diagonal
1108elements are the nonadiabatic couplings responsible for
1109transferring wavepacket population between diﬀerent excited
1110states; they are called coupling modes.145
1111For the case of the LVC, in the limit of two interacting states,
1112the coupling constants can be obtained from the following
1113expressions145 evaluated at Q0.
κ = ∂
∂α α
V
Q
i i
Q
( )
0 1114(39a)
λ = ∂
∂
| − |α
α
⎞
⎠
⎟⎟( )Q V V(
1
8
i j
j i
Q
( , )
2
2
2
1/2
0 1115(39b)
1116where Vi is the adiabatic PES of the spin-free state i. These show
1117that in this model, only the gradients and the Hessians at
1118Franck−Condon geometry are needed to obtain the model
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1119 Hamiltonian, meaning that the number of quantum chemistry
1120 calculations required is quite small.
1121 Second-order terms,W(2), are expressed in a similar way to the
1122 ﬁrst-order terms. The oﬀ-diagonal terms at second order are
1123 rarely used; however, the on-diagonal terms can be very
1124 important. The quadratic terms (i.e., Qα = Qβ) are responsible
1125 for changes in frequency of the excited state potential compared
1126 to the ground state, while the bilinear terms (i.e., Qα ≠ Qβ) are
1127 responsible for mixing the normal modes in the excited state, i.e.
1128 the so-called Duschinsky rotation eﬀect (DRE).154,199 For the
1129 spin-vibronic model which goes beyond the LVC model, the
1130 expansion coeﬃcients of the potential are usually obtained using
1131 stepwise ﬁtting procedures.154,199,200 This takes advantage of the
1132 fact that while transformations from the adiabatic to the diabatic
1133 representation are normally diﬃcult to perform, the opposite
1134 way (i.e., diabatic to adiabatic) is relatively simple.200
1135 Consequently, starting from an initial guess, the diabatic
1136 potential can be reﬁned using a least-squares ﬁt to the computed
1137 adiabatic potential by means of standard quantum chemical
1138 methods. At each iteration of the ﬁt, the diabatic Hamiltonian is
1139 transformed into the adiabatic basis to assess the quality of the ﬁt.
1140 This approach is often referred to as diabatization by ansatz.
1141 While in the preceding section the diabatization is basically
1142 performed on the spin-free states and the SOC is then added, it is
1143 possible to go beyond this assumption by including the SOC
1144 directly in the construction of diabatic states.151 A rigorous and
1145 quite involved treatment to include the nuclear coordinate
1146 dependence of the SOC has been proposed by Poluyanov and
1147 Domcke201 and successfully applied to several problems202−206
1148 implying intricate Jahn−Teller and SO eﬀects. Very recently, a
1149 related approach was developed by Weike and Eisfeld207 and
1150 applied to the general a1 + e Jahn−Teller case. Finally, Zeng
150
1151 proposes an extension of the model space diabatization
1152 technique208 to include SOC. Robust and accurate diabatization
1153 techniques are a cornerstone for quantum dynamical treatment
1154 of spin-vibronic problems, and developments will allow for a
1155 better theoretical description of ISC.
1156 An important consideration when setting up a model
1157 Hamiltonian for large polyatomic molecules is which nuclear
1158 degrees of freedom are required in the model to ensure an
1159 accurate description of the dynamics of interest. In addition, it is
1160 clear that for large systems the number of relevant terms,
1161 especially at second order, can rapidly become very large, making
1162 it challenging to reﬁne all of them. The former can be addressed
1163 by identifying important excited state structures, such as energy
1164 minima and conical intersections, and expressing them as a
1165 function of the normal mode displacements fromQ0
82,83 or using
1166 trajectory approaches combined with postanalysis.209 This helps
1167 to clearly identify the modes responsible for signiﬁcant structural
1168 changes in the excited state, but it will not necessarily identify
1169 nonadiabatic coupling modes as they do not always induce
1170 structural changes in the excited states. Here additional help is
1171 provided using, if present, molecular symmetry. Indeed, a linear
1172 vibronic coupling matrix element will only be nonzero if the
1173 direct product of the vibrational mode symmetry Γα and the
1174 irreducible representations of the states Γi and Γj contains the
1175 totally symmetric representation A:
Γ ⊗ Γ ⊗ Γ ⊃α Ai j1176 (40)
1177 Therefore, oﬀ diagonal elements (nonadiabatic coupling
1178 elements) will only be nonzero if the product of the two state
1179 symmetries gives the symmetry of the speciﬁc mode. Without
1180symmetry, accurate quantum dynamics are still possible, but the
1181development of the Hamiltonian is more involved.
1182Finally, it is emphasized that these model Hamiltonians
1183conﬁne nuclear motion within a reduced number of vibrational
1184modes. It is therefore crucial that the most important modes to
1185the dynamics are identiﬁed. Indeed, it is often possible to identify
1186a subset of important vibrational degrees of freedom in any
1187excited state dynamics process. This can usually be achieved
1188using the methods described above. However, such models will
1189not capture accurately eﬀects such as vibrational relaxation and
1190intramolecular vibrational redistribution. Therefore, simulations
1191longer that a few picoseconds must carefully consider the
1192inﬂuence of this eﬀect on the interpretation of the dynamics.
3.3. On-the-f ly Dynamics Methods
1193Grid-based quantum dynamics suﬀer from two limitations: (i)
1194Exponential scaling associated with the use of a direct product
1195grid210 and (ii) the requirement to precompute the PESmeaning
1196that such simulations are limited to only a few degrees of freedom
1197or models. Motivated primarily by the desire to overcome these
1198limitations, a number of approaches based upon trajectories have
1199been developed. These range from fully quantum approaches,
1200which explicitly address the nuclear motion according to the
1201TDSE211 to mixed quantum-classical approaches, such as Tully’s
1202trajectory surface hopping (TSH).212,213 The appeal of methods
1203based upon trajectories is that it becomes easier to apply them
1204within a framework of direct dynamics, where the electronic
1205properties of the system are calculated on-the-f ly at each time step
1206as and when it is required. This removes the need of calculating
1207model PES before the simulations and allows the system to
1208evolve in a fully unconstrained nuclear conﬁgurational space.
1209Moreover, these methods can easily be combined with a
1210quantum mechanics/molecular mechanics (QM/MM) scheme
1211which treats explicitly the solute/solvent interactions,214
1212although it is stressed that QM/MM methodologies do not
1213incorporate the ultrafast electronic polarization of the solvent
1214and, therefore, in some cases may not be adequate to describe the
1215out-of-equilibrium dynamics following photoexcitation, calling
1216for a fully quantum description of the environment.
12173.3.1. Trajectory Surface Hopping. One of the most
1218commonly used approaches is Tully’s TSH.213 This approach
1219discretizes the nuclear wavepacket into a swarm of independent
1220classical trajectories, which are subsequently propagated
1221classically according to Newton’s equations of motion. The
1222eﬀects of nonadiabatic coupling, forbidden within the framework
1223of classical nuclear mechanics, are included by means of
1224trajectory hops between diﬀerent PESs and are controlled by
1225the nonadiabatic couplings within a stochastic algorithm.
1226Convergence of these simulations is achieved by sampling a
1227number of initial conditions and requires many trajectories to be
1228run, usually on the order of 103 because of the slow convergence
1229associated with the presence of two stochastic processes in these
1230simulations, namely the sampling of initial conditions and the
1231hopping algorithm itself. In addition, it is stressed that the
1232classical foundation of TSH means that such simulations will not
1233necessarily converge onto the correct quantum solution.215 In
1234particular, quantum eﬀects such as tunnelling or interferences are
1235not taken into account.
1236Excited-state dynamics including both nonadiabatic and spin−
1237orbit couplings have a long history within surface hopping.216
1238However, as mentioned above the main advantage of these
1239approaches is the ability to calculate the potential and all relevant
1240couplings on-the-f ly, allowing simulations to be performed in full
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1241 nuclear conﬁguration space. Here the group of Gonzaĺez et al.217
1242 has developed an approach of TSH which incorporates spin−
1243 orbit and nonadiabatic couplings, using it extensively to study
1244 ISC in DNA bases and analogous structures.64,72,218,219,220,268
1245 (see section 6.2). Other groups have also used surface hopping in
1246 a similar manner either explicitly65,66 or by postprocessing the
1247 dynamics.61,209
1248 Atkins et al. recently used TSH including all relevant spin-
1249 vibronic couplings, to study the ultrafast dynamics of [Ru-
1250 (bpy)3]
2+ in the gas phase.221 The authors found ISC within 30 fs
1251 in good agreement with experimental observations222 and
1252 reported that ISC competes with IC relaxation processes within
1253 the singlet manifold to the lowest singlet state. They also
1254 reported, consistent with the spin-vibronic mechanism, that ISC
1255 is not only driven by the high density of states and the large SOC
1256 of the system but also by the vibrational motion. However, this
1257 was achieved by freezing the vibrational motion. By doing this,
1258 the authors are also preventing the structural changes in the
1259 triplet state, taking the wavepacket away from the crossing point
1260 between the two states. Consequently, this creates an equilibrium
1261 between the singlet and triplet states at a ﬁxed geometry. This
1262 equilibriumwill reﬂect themixing, driven by themagnitude of the
1263 coupling and the size of the energy gap at that geometry. While
1264 this does not exclude a spin-vibronic mechanism in [Ru-
1265 (bpy)3]
2+, it does show that identifying reﬁned spin-vibronic
1266 eﬀects in transition metal complexes by means of trajectories-
1267 based methods remains a challenge because of the high density of
1268 excited states. This emphasizes the importance of postprocessing
1269 of on-the-f ly simulations. Indeed, for complex systems, direct
1270 analysis of the results can become quite cumbersome due to high
1271 dimensionality, especially in terms of determining the important
1272 nuclear motions. Consequently, there is great merit in adopting
1273 excited state dynamics based upon model Hamiltonians, which
1274 only include the most important nuclear degrees of freedom.
1275 Indeed, excited state dynamics, especially at early times, are
1276 usually dominated by a subset of full nuclear conﬁguration
1277 space.209
1278 3.3.2. Methods Based upon Gaussian Wavepacket. To
1279 overcome the approximations introduced in TSH, a number of
1280 groups have developed sophisticated trajectory approaches based
1281 upon Gaussian wavepackets (GWP) instead of independent
1282 point trajectories. These include multiple spawning,223,224
1283 coupled-coherent states (CCS),225 multiconﬁgurational Ehren-
1284 fest (MCE),226 variational multiconﬁgurational Gaussian wave-
1285 packet (vMCG),211,227 and most recently the multiple cloning
1286 method.228 All of these approaches derive from the work of
1287 Heller229,230 and include the delocalized nature of quantum
1288 mechanics, while conveniently maintaining the localized
1289 trajectory representation of classical mechanics for the mean
1290 position of the GWPs. Importantly, the spatially localized nature
1291 of the GWP means that it remains possible to perform direct
1292 dynamics, during which the potential can be evaluated on the f ly.
1293 Most present implementations of GWP approaches consider
1294 only dynamics within states of a single multiplicity; however,
1295 there is no formal limitation to include SOC. Given the recent
1296 progress made in these areas, many examples can be expected in
1297 the near future. Indeed, Curchod et al.157 have recently extended
1298 the formalism of the most established approach, ab initiomultiple
1299 spawning, to include SOC as well as nonadiabatic couplings and
1300 used it to study the excited state dynamics of thioformaldehyde.
1301 While the present example has a fairly modest size, this work sets
1302 the foundation for these approaches to be applied to larger
1303 systems. This is enhanced by the recent developments in
1304quantum chemistry accelerated by graphical processing units
1305(GPUs)231 which when coupled to on-the-f ly dynamics can make
1306larger problems more tractable.232−234
3.4. Excited State Dynamics of Sulfur Dioxide: A Case Study
1307The Grid based quantum dynamics and on-the-f ly methods each
1308have their particular advantages and limitations, as discussed in
1309the previous sections, and consequently a comparison between
1310the two methods is certainly nontrivial. However, a number of
1311recent studies have reported upon the ISC dynamics of SO2,
1312including both spin−orbit and nonadiabatic couplings.62,71,80
1313This provides an interesting point of comparison between
1314quantum and trajectory-based dynamics.
1315Experimental and theoretical interest in the excited state
1316dynamics of SO2 is due mainly to its fundamental role in
1317atmospheric photochemistry. Two low-lying singlet states, the
1318absorbing 1B1, the dark
1A2, and three triplet states (
3B1,
3B2,
3A2)
1319may contribute to the ultrafast dynamics (<1 ps) and to the
1320lowest part of the absorption spectrum characterized by three
1321bands in the UV domain, corresponding to one forbidden and
1322two allowed transitions. The vibrational structure of the band
1323observed between 3.8−5.1 eV exhibits a complicated vibrational
1324structure hardly deciphered experimentally. Moreover only the
1325
3B1 state has been put in evidence by means of phosphorescence
1326experiments.235 A pioneering study based on full-dimensional
1327quantum dynamics and MRCI electronic structure data by Xie et
1328al.84 including the two lowest singlet (1B1 and
1A2) and the lowest
1329triplet (3B1) states has been revisited by Leveque et al.,
80 pointing
1330to the importance of the 3B2 state in a complicated mechanism
1331 f6combining conical intersections and SOC (Figure 6). The overall
1332ISC process has been carefully analyzed on the basis of the time
1333evolution (0−200 fs) of the populations of the excited states
1334including the individual spin−orbit components of the triplet
1335states showing clearly that a spin-vibronic mechanism is operated
1336 f7as illustrated in Figure 7.
1337The mechanism shows short-time-scale elementary steps
1338driven either by singlet/triplet crossing (ISC) or by singlet/
Figure 6. 1D cuts of the A” PES associated with the low-lying singlet and
triplet excited states of SO2 as a function of the bending angleϕ. The two
singlet states, 1B1 (
1A2), are represented as a thick dark blue (thin green)
line, respectively. In the same way, the triplet 3B1 (
3A2) states are
represented as a thick dashed light blue (thin dashed light green) line.
The triplet 3B2 state has two diﬀerent spin components, (0) or (+), both
represented in full and dotted-dashed red, respectively, with an artiﬁcial
shift to separate them. In the inset the central region where ICS and CI
occur is magniﬁed. Figure reproduced with permission from ref 80.
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1339 singlet and triplet/triplet conical intersections (CI) and
1340 controlled by spin-vibronic coupling. The three triplet states
1341 are marginally populated at the early time scale (<10 fs) via 1B1 to
1342
3B2 and
3A2 ISC and
3A2 to
3B1 CI. At longer time scale (>50 fs)
1343 the population of the 1A2 and
3B1 states is assisted by the angular
1344 bending mode whereas the population of 3B2 increases via
1A2 to
1345
3B2 ISC. Despite modest
1A2/
3B2 SOC values (a few tens of
1346 cm−1) the transfer of population to 3B2 driven by the landscape of
1347 the PES and the position of the critical geometries (ISC or CI) is
1348 rather eﬃcient. Counterintuitively, after 1 ps the populations of
1349 the 3B1 and
3A2 states remain marginal whereas the one of the
3B2
1350 state amounts to 25% with an overall population of the two
1351 singlet states of 65%.
1352 Interestingly two recent nonadiabatic molecular surface
1353 hopping dynamics based on MRCIS PESs including arbitrary
1354 couplings62 and on TD-DFT71 have also been performed. The
1355 latter study focuses on the comparison between gas- and liquid-
1356 phase dynamics. These two studies based on diﬀerent electronic
1357 structure methods converge to comparable time scales of the
1358 global ISC process, namely about 540 fs62 and about 250 fs.71
1359 Both simulations overestimate the population of the triplet states
1360 with 50% in the 3B2 state
62 and 60% in the 3B1 state
71 when
1361 reaching 1 ps as compared to the simulation based on full-
1362 dimensional quantum dynamics, namely 25% when the three
1363triplets are included80 and 30% when 3B2 is excluded.
84 Other
1364discrepancies between time scales and excited-state populations
1365deduced from quantum dynamics and trajectory approaches
1366cannot be rigorously analyzed, mainly because on-the-f ly
1367dynamics are interpreted in terms of adiabatic states. However,
1368as pointed out by Köppel et al.80 and put in evidence in SO2,
1369strong interference eﬀects between diﬀerent singlet to triplet
1370coupling channels, not taken into account in surface hopping
1371trajectories, play a central role in the population transfers.
1372To the best of our knowledge SO2 is the only system for which
1373full-dimensional quantum dynamics and nonadiabatic molecular
1374dynamics, both including SOC applied to two singlets and three
1375triplets, have been performed. Further sophisticated experiments
1376are certainly needed to validate the theoretical ﬁndings and to
1377understand the photochemistry of this simple triatomic but
1378complex molecule.
4. EXPERIMENTAL OBSERVATION OF SPIN-VIBRONIC
1379DYNAMICS
1380From an experimental perspective, directly observing spin-
1381vibronic dynamics calls for techniques that provide sensitivity to
1382the spin and electronic states and vibrational motion of the
1383system under study. Achieving such simultaneous detail within
1384one technique is challenging and consequently a combination of
1385approaches, usually supplemented with theory, is often used. In
1386the following subsections, information about spin-vibronic
1387dynamics obtained using diﬀerent spectroscopic techniques is
1388discussed.
4.1. Transient Optical Absorption and Time-Resolved
1389Emission Spectroscopy
1390Two of the most commonly used techniques to resolve excited
1391state dynamics are transient optical absorption spectroscopy and
1392time-resolved emission (ﬂuorescence or phosphorescence)
1393spectroscopy. For the former, the pump pulse excites the sample
1394into an excited state, while the probe pulse measures the change
1395in absorption as a function of time. Transient absorption spectra
Figure 7. Short-time-scale mechanism of singlet to triplet states ISC
processes in SO2 adapted from ref 80.
Figure 8. (a) Representative transient absorption spectra of PtPOP at 11 (open circles) and 100 ps (closed circles) after excitation at 370 nm into the
1A2u absorption band (dashed vertical arrow), together with a static absorption spectrum (black curve). (b) Time traces at ﬁxed wavelengths. The upper-
right inset zooms into the initial 3.5 ps time window, showing the wavepacket dynamics of the Pt−Pt stretch. (c) Simpliﬁed potential energy scheme of
the ground state and 1,3A2u lowest-excited states of PtPOP. Figure reproduced with permission from ref 240.
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1396 track the excited-state dynamics through a number of dominant
1397 spectral features including (i) the ground-state bleach, i.e. a loss
1398 of signal at the ground-state absorption due to a fraction of the
1399 sample becoming promoted into the excited state, (ii) stimulated
1400 emission originating from the probe pulse driving the excited-
1401 state population back to the ground state, and (iii) excited-state
1402 absorption (ESA), arising from the absorption of excited-state
1403 species promoting them to higher-lying excited states. It is
1404 important to stress that for ESA the ﬁnal states are not often
1405 known and even for relatively simple molecules can result in
1406 broad and unresolved bands.
1407 An alternative approach, which avoids these overlapping
1408 bands, is time-resolved emission spectroscopy, which detects the
1409 light emitted as a function of time after the pump pulse. This has
1410 the advantage of not involving higher lying unknown excited
1411 states. It is therefore in principle simpler than transient
1412 absorption but is limited to bright states, i.e. those that give
1413 out light.
1414 One of the clearest examples of spin-vibronic dynamics is the
1415 binuclear d8−d8 molecular complexes of platinum bridged by
1416 various ligands, which have been extensively studied due to their
1417 interesting photochemical and photophysical properties arising
f8 1418 from the lowest singlet and triplet 1,3A2u excited states (Figure
f8 1419 8).236−244 In particular the room temperature ISC of
1420 [Pt2(P2O5H2)4]
4− (PtPOP)237,240 and [Pt2(P2O5(BF2))4]
4−
1421 (PtPOP-BF2)
244 occurs on the time scale of tens to hundreds
1422 of picoseconds, remarkably slow for transition metal complexes.
1423 They also exhibit a strong solvent dependence.240,244
1424 To investigate this for PtPOP-BF2, Hofbeck et al.
236 used
1425 emission (ﬂuorescence and phosphorescence) spectroscopy over
1426 a range of temperatures. Direct ISC, via SOC alone, is forbidden
1427 due to the symmetry of the state involved (1,3A2u)
245 and the
1428 poor Franck−Condon overlap associated with two nested
1429 potentials which are separated by >0.5 eV. The authors reported
1430 that when adopting a classical Arrhenius analysis, the temper-
1431 ature dependent data could only be ﬁt with two channels, in
1432 agreement with the proposal of ref 246. At room temperature the
1433 authors concluded that ISC was driven by two diﬀerent thermally
1434 activated pathways which are promoted by spin-vibronic and
1435 vibronic mechanisms, respectively; hence, thermal activation
f9 1436 energies of 450 and 1600 cm−1 (Figure 9) are required to initiate
1437 the spin-vibronic ISC mechanism.
1438 Ultrafast transient absorption and ﬂuorescence spectroscopies
1439 of PtPOP240 and PtPOP-BF2
244 identiﬁed clear signatures of
1440 excited state wavepacket dynamics assigned to the Pt−Pt
1441 stretching vibration. This is associated with the contraction of
1442 the Pt−Pt bond239,247 in the excited state (Figure 8), caused by
1443 excitation of an electron from the antibonding dσ* orbital (dz
2-
1444 derived, z-axis along Pt−Pt) into the bonding pσ orbital (pz-
1445 derived). However, with a frequency of ∼150 cm−1 and
1446 symmetry-based consideration, this mode cannot promote the
1447 spin-vibronic mechanism. Indeed, this mode, which dominates
1448 the spectral signature and the vibrational dynamics in the excited
1449 state, can be classed as a tuning mode. Such modes are responsible
1450 for the change of frequency between the ground and excited
1451 states and therefore are responsible for the largest structural
1452 distortions. However, they do not necessarily contain the
1453 coupling responsible for the spin-vibronic mechanism. Impor-
1454 tantly, the coupling modes need not show any signiﬁcant
1455 displacement between the ground and excited state minima
1456 and will therefore not drive strong nuclear motion, making them
1457 hard to observe using transient optical absorption and time-
1458 resolved ﬂuorescence spectroscopies. Although these modes do
1459not drive strong nuclear relaxation, they can induce sizable
1460nonadiabatic interstate coupling. Finally, in the context of the
1461d8−d8 molecular complexes of platinum, the strong solvent eﬀect
1462on the rate of ISCmeans that one should also consider the role of
1463a solvent coordinate alongside any potential coupling
1464modes.240,244
4.2. Time-Resolved Vibrational Spectroscopy
1465Despite the detailed information that can be extracted from
1466optical pump−probe techniques, the broad, unresolved and
1467overlapping bands often observed can make extracting the
1468vibrational dynamics besides a couple of dominant tuning modes
1469challenging. In contrast, time-resolved vibrational spectros-
1470copies, such as time-resolved infrared248,249 and transient 2-
1471dimensional infrared (2D-IR),250,251 oﬀer appealing alternatives
1472because they can directly track the activated normal modes
1473during the excited-state dynamics. Indeed, because of the narrow
1474vibrational bands and their sensitivity to electronic and geometric
1475structure, very ﬁne changes, on the orders of hundredths of an
1476angstrom, can be determined.
1477The requirement to achieve narrow line widths in vibrational
1478spectroscopy means that in many cases temporal resolution
1479before ∼1 ps is challenging due to Heisenberg’s uncertainty
1480principle. However, recently, nonlinear Raman spectroscopies,
1481such as femtosecond stimulated Raman scattering
1482(FSRS),252−254 have provided new opportunities for ultrafast
1483vibrational spectroscopy, circumnavigating Heisenberg’s un-
1484certainty principle by including a second probe pulse. After the
1485initial pump pulse, the probing is performed by the simultaneous
1486interaction of a narrow-bandwidth picosecond Raman pulse and
1487a broadband, femtosecond continuum probe pulse, which
1488disentangles the time and energy resolution.255 Similar
1489information can be achieved by converting this frequency-
1490domain approach into a time-domain one, such as broadband
1491impulsive vibrational spectroscopy (BB-IVS).256 The principle
1492motivation for these techniques is the ability to record the entire
1493spectrum of molecular vibrations but also simultaneously achieve
1494higher spectral and temporal resolution than would be possible
1495spontaneously by Raman scattering alone.
Figure 9. Energy level diagram and relaxation mechanisms of the lowest
states of Pt(POP-BF2). Figure reproduced with permission from ref 236.
Chemical Reviews Review
DOI: 10.1021/acs.chemrev.7b00617
Chem. Rev. XXXX, XXX, XXX−XXX
P
1496 FSRS has been used to study the ultrafast ISC dynamics of an
1497 Fe(II) spin crossover system257 and the nature of ISC in
1498 [Ru(bpy)3]
2+.258 Indeed, before the development of FSRS, it was
1499 not possible to probe ISC processes on this time scale with
1500 vibrational spectroscopy because of their ultrafast nature and the
1501 problems associated with Heisenberg’s uncertainty principle.
1502 From ref 258, the authors concluded, consistent with other
1503 experiments,259 that ISC occurs within ∼100 fs, and they were
1504 able to identify key modes during the dynamics, such as CC
1505 stretching modes, and they assigned a solvent-mediated ISC
1506 process consistent with TSH simulations.61 However, it is not
1507 clear whether ISC is dominated by the rate of solvation, spin
1508 conversion, or vibrational relaxation in the triplet metal-to-
1509 ligand-charge-transfer (3MLCT) state or a convolution of all
1510 three since they are expected to occur on similar time scales.
1511 Consequently, at present direct evidence of spin-vibronic
1512 coupling using these approaches has not been reported, although
1513 they have been used to elucidate the important modes in
1514 nonadiabatic dynamics, such as the singlet ﬁssion mechanism260
1515 or the photoisomerization of retinal in channel rhodopsin261 and
1516 therefore there is no technical barrier to understanding the spin-
1517 vibronic mechanisms.
1518 Besides probing spin-vibronic dynamics, the ability of IR
1519 radiation to directly excite vibrational modes means that once
1520 vibrational roles are understood they can in principle be
1521 manipulated. Weinstein and co-workers have recently used an
1522 infrared pulse between the pump and probe pulses to control
1523 electron transfer.262−264 Based on this knowledge and under-
1524 standing of the vibronic pathways, the possibility of achieving
1525 similar control by chemical design opens new research directions
1526 for the future.
4.3. Time-Resolved Photoelectron Spectroscopy
1527 Time-resolved photoelectron spectroscopy (TRPES) is well
1528 suited to study spin-vibronic dynamics as it is sensitive to both
1529 electronic conﬁgurations and vibrational dynamics. For in depth
1530 reviews on TRPES, readers are referred to refs 265 and 266.
1531 Brieﬂy, by measuring the kinetic energy of the electron emitted it
1532 becomes possible to determine binding energy of the electron,
1533 which makes it possible to following the excited state dynamics
1534 through the evolution of this binding energy. One advantage of
1535 TRPES over transient absorption and ﬂuorescence spectroscopy
1536 is that the probe (ionization) step is always an allowed process.
1537 Measuring the angular distribution of the emitted photoelectrons
1538 also provides information about the types of molecular orbitals
1539 ionized.
1540 In one of the earlier examples, Weber and co-workers used
1541 TRPES to study the ISC dynamics of aniline, 2-aminopyridine,
1542 and 3-aminopyridine,267 which could be described by direct S1-
1543 T1 SOC. More recently, ultrafast TRPES has been used to study
1544 the ISC dynamics in benzene59,60 and 2-thiouracil.268 Both of
1545 these exhibit spin-vibronic interaction and are discussed in
1546 Section 6.
1547 Finally, TRPES has largely been carried out in the gas phase,
1548 due to the incompatibility of liquids and the high vacuum
1549 required for photoelectron spectroscopy. However, this diﬃculty
1550 has been alleviated with the introduction of a liquid microjet of
1551 Faubel.269 Liquid TRPES, using a variety of photon sources
1552 ranging from laboratory-based ultraviolet (UV) and extreme
1553 ultraviolet (EUV)270 to X-ray photoelectron spectroscopy
1554 (XPS),271 is opening exciting new perspectives in the ﬁeld.
4.4. Multidimensional Electronic Spectroscopy
1555Linear spectroscopy is inherently one-dimensional and provides
1556an absorption spectrum as a function of excitation energy. As
1557mentioned above, one of the limitations of optical transient
1558absorption spectroscopy is the number of overlapping bands as
1559systems become more complicated. Taking a cue from the
1560correlation between spins routinely used in NMR, multidimen-
1561sional infrared and optical spectroscopies are becoming
1562increasingly common.272−274 The former provides information
1563about the coupling between vibrational degrees of freedom
1564whereas 2D electronic spectroscopy is able to reveal couplings
1565between electronic degrees of freedom.275
1566Recently, Carbery et al.276 used 2-dimensional electronic
1567spectroscopy (2D-ES) to probe the excited state decay of
1568[IrBr6]
2− and measured the couplings between all of the ligand-
1569 f10to-metal charge transfer (LMCT) states. Indeed, Figures 10
1570shows the magnitude 2D spectrum, 6 ps after excitation. It
1571exhibits a number of oﬀ-diagonal peaks, as predicted by mapping
1572the linear absorption transitions onto the excitation and emission
1573axes (dashed horizontal and vertical lines) and is consistent with
15746 spin−orbit coupled LMCT states. Exploiting the dynamics of
1575the oﬀ-diagonal elements, the authors were able to show that
1576vibronic contributions, measurable for dynamics on surfaces of a
1577single multiplicity,277 play very little role in this case and that the
1578dominant source of coupling is SOC. Although this is not
1579unexpected, given the elements involved, it does outline the
1580potential for resolving spin-vibronic dynamics and potentially
1581disentangling the two components within the approach.
15822D-ES has also been used to probe singlet ﬁssion278 and
1583reveals the crucial role of vibrational degrees of freedom in this
1584conversion from singlet to triplet states. However, it is stressed
1585that in singlet ﬁssion, the two generated spin-triplet excitons are
1586initially correlated to form an overall spin-singlet state. This spin-
1587allowed process diﬀers from the spin-vibronic mechanism
1588discussed here within the context of ISC.
4.5. Time-Resolved X-ray Spectroscopy
1589The desire to resolve structural dynamics in excited-state
1590deactivation mechanisms, which is important in the context of
1591spin-vibronic dynamics, has led to a signiﬁcant research eﬀort
1592that aimed at exploiting short wavelength probe pulses. This has
1593led to the development of time-resolved diﬀraction methods
Figure 10.Magnitude of the 2D spectrum 6 ps after excitation. The oﬀ-
diagonal peaks among all six LMCT transitions are induced by SOC.
Figure reproduced with permission from ref 276.
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1594 using X-rays279−281 or electrons282,283 and core level spectros-
1595 copies using either X-rays284−287 or electrons.288,289 Among
1596 these, X-ray spectroscopy is particularly appealing owing to its
1597 ability to deliver geometric, electronic, and spin state information
1598 about the system under study.
1599 For the implementation of time-resolved X-ray spectroscopy,
1600 third generation light sources (i.e., storage rings that generate
1601 synchrotron radiation) are most suited because of their wide
1602 tunability, stability, and high photon ﬂux. However, the physics of
1603 storage rings limits the X-ray pulse duration to 50−100 ps,
1604 making direct observation of vibrational motion in real time
1605 challenging. This limitation has been overcome by the laser-
1606 electron slicing scheme290−293 and the so-called low-alpha
1607 modes,294,295 albeit at the sacriﬁce of beam intensity, making
1608 experiments very challenging. Recent advances in technological
1609 developments, such as X-ray free electron lasers (X-FELs) and
1610 high harmonic generation (HHG),296,297 have led to a paradigm
1611 shift in the capability of X-ray spectroscopy to deliver
1612 simultaneously high temporal and spectral resolution on an
1613 extremely broad range of samples in a wide array of diﬀerent
1614 environments.284,287 Recently X-FELs have been exploited by
1615 Zhang et al.27 and Lemke et al.,29 who used X-ray emission and
1616 absorption, respectively, to probe the evolution of the spin-state
1617 of [Fe(bpy)3]
2+ during light-induced spin crossover dynamics,
1618 identifying an intermediate triplet state, discussed in more detail
1619 below.
1620 In terms of future perspectives for time-resolved X-ray
1621 spectroscopy in the context of spin-vibronic dynamics, it is
1622 noted that the X-ray ﬂux of X-FELs is typically 10−11 orders of
1623 magnitude higher than the slicing source at third generation light
1624 sources. This is oﬀering new opportunities in photon-greedy
1625 second-order X-ray spectroscopies, such as resonant X-ray
1626 emission spectroscopy (RXES), also referred to as resonant
1627 inelastic X-ray scattering (RIXS),299−301 to be performed with
1628 femtosecond resolution. RXES displays its spectral information
f11 1629 in two dimensions (Figure 11), absorption and emission energy,
1630 which separate overlapping bands and can provide more
1631 dynamical insight. By measuring the pump−probe RXES signal,
1632 the sensitivity of the spin and electronic states and vibrational
1633 motion of the system under study could be achieved in a
1634 synergistic way. This represents an exciting route toward
1635 unravelling new insights into spin-vibronic dynamics.302,303
1636 Recently, Wernet et al.298 used time-resolved RXES to probe
1637 the ligand exchange dynamics of Fe(CO)5 in solution and in
1638 particular the role of states of diﬀerent spin-multiplicities. Figure
1639 11 shows a scheme of the experimental set and the measured
1640 spectra. The authors were able to observe that, after photo-
1641 excitation, Fe(CO)4 is formed in an excited singlet state that
1642 undergoes ISC to the triplet ground state or combines with a CO
1643 or solvent molecule to regenerate a pentacoordinated Fe species
1644 on a subpicosecond time scale. While this present study does not
1645 oﬀer direct relevance in the context of the spin-vibronic
1646 mechanism, it illustrates the power of time-resolved RXES and
1647 motivates future studies in the area.
5. SPIN-VIBRONIC INTERSYSTEM CROSSING IN
1648 TRANSITION METAL COMPLEXES
1649 Owing to their strong absorption in the UV−visible region of the
1650 spectrum and long-lived excited states, transition metal
1651 complexes have become a central component for a variety of
1652 applications, such as photocatalysts,304 dye-sensitized solar cells
1653 (DSSCs),305,306 and organic light emitting diodes (OLEDs).307
1654 The rich electronic ﬂexibility associated with their ability to bind
1655various ligands and to link polymers, wires, proteins, and DNA
1656opens the route to a number of functions, such as luminescent or
1657conformational probes,308,309 diagnostic or therapeutic
1658tools,310−312 photoswitches,313,314 and long-range electron
1659transfer triggers.315,316 Their extensive use for photophysical,
1660photochemical, and photobiological applications has provided a
1661strong driving force for a large research eﬀort directed to their
1662fundamental photophysics317−320 in order to control these
1663functions or elucidate rational material design.
1664Author: This work has strongly highlighted the complexity of
1665the dynamics that occurs on the ultrafast time scales25 but also
1666the breakdown of long held expectations. Indeed, the concepts of
1667IC, driven by vibronic coupling and ISC, controlled by SOC,
1668become rather artiﬁcial in the case of polyatomic molecules
1669characterized by a high density of electronic excited states.
1670Within the basis of spin−orbit and vibronically coupled BO
1671states, a realistic picture is provided by a spin-vibronic
1672mechanism as illustrated by recent work reported in the
1673following subsections.
5.1. Jahn−Teller and Spin−Orbit Coupling Eﬀects in
1674Transition-Metal Triﬂuorides
1675One of the most well studied results of vibronic coupling is the
1676Jahn−Teller (JT) eﬀect.321,322 The interplay between JT and
1677SOC eﬀects has been explored in high-spin doubly degenerate
1678electronic states of ﬁrst-row transition metal triﬂuorides, the
1679vibronic spectra of which have been computed from ﬁrst
1680principles.85,323 Whereas JT vibronic coupling is quenched by
Figure 11. (a) Scheme with optical-laser pump and soft X-ray probe
after the pump−probe time delayΔt. The intensity of RIXS is measured
at the Fe L3-absorption edge with a dispersive grating spectrometer. (b)
Electron conﬁguration of ground-state Fe(CO)5 with single-electron
transitions of X-ray probe and laser-pump processes (orbital assign-
ments according to Fe 2p and 3d or ligand 2p character and according to
symmetry along the Fe−CO bonds; the asterisk marks antibonding
orbitals). RIXS at the Fe L3-absorption edge with 2p → dσ* excitation
involves scattering to ﬁnal dπ
7dσ* ligand-ﬁeld excited states. Optical dπ→
2π* excitation triggers dissociation. (c)Measured Fe L3-RIXS intensities
(encoded in color) versus energy transfer and incident photon energy.
Top: ground-state Fe(CO)5 (negative delays, probe before pump).
Middle and bottom: diﬀerence intensities for delay intervals of 0−700 fs
and 0.7−3.5 ps, respectively, isolating transients by subtracting scaled
intensities of unpumped Fe(CO)5 from the measured intensities. Figure
reproduced with permission from ref 298.
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1681 strong SOC eﬀects in vibronic spectra of electronic states of even
1682 number multiplicities, the vibronic structure is conserved in the
1683 spectra of states characterized by odd number multiplicities. This
1684 has been demonstrated for MnF3 in its
5E′ ground state and 5E″
1685 excited state, for CoF3 in its
5E′ and 5E″ excited states, for NiF3 in
1686 its 4E′ excited state, and for CoF3 in its 5E′ and 5E″ excited states.
1687 These systems are particularly instructive because they show
1688 limiting cases of strong JT/weak SOC, weak JT/weak SOC, and
t1 1689 strong JT/strong SOC (Table 1) that aﬀect diﬀerently either the
1690 vibronic ﬂuorescence spectra (MnF3 and CoF3) or the internal
1691 vibronic infrared spectra (MnF3 and NiF3). These systems have
1692been studied considering SOC together with vibrational strongly
1693JT active normal modes including linear and up-to sixth order JT
1694couplings and JT stretching normal modes including up-to
1695fourth order JT couplings within a two-state four-mode model in
1696the case of ﬂuorescence spectroscopy.
1697The experimental assignment of the reﬁned spin-vibronic
1698spectra in these high-spin states systems is still a challenge and
1699quantum dynamics based on accurate electronic structure data
1700(here from CASSCF calculations)85,323 help point to the
1701combined JT/SOC eﬀects on the adiabatic PES and con-
1702sequently to the spectral characteristics. A strong JT eﬀect as in
1703MnF3 or CoF3 in their (
5E′) state will give rise to diﬀerent
1704 f12characteristics depending on the SOC as illustrated in Figure 12.
1705In the case of MnF3 (Figure 12 left) the SO splitting is
1706completely quenched by the strong JT eﬀect and the weak SOC
1707leads to an increase in density together with an enhancement of
1708the double-hump shape of the spectrum as compared to the
1709spectrum without SOC. Because of the stronger SOC eﬀect in
1710CoF3 (Figure 12 right) a signiﬁcant diﬀerence is observed in
1711terms of shape and structure between the spectra simulated
1712without and with SOC.
1713NiF3 in its
4E′ excited state is characterized by strong JT and
1714spin−orbit couplings (Table 1). Interestingly and as illustrated
1715by the internal infrared spectra computed without and with SOC,
1716 f13the strong original nonadiabatic eﬀects (Figure 13) are
Table 1. JT and SO Coupling Terms of MnF3, CoF3, and NiF3
in Low-Lying High-Spin States Together with the Normal
Mode Frequencies (in cm−1) from Refs 85 and 323
MnF3 MnF3 NiF3 CoF3 CoF3
5E′ 5E″ 4E′ 5E′ 5E″
Linear JTa 764 311 548 548 264
Quadratic JTa 40 −17 26 28 −12
Spin−Orbit 145 82 234 293 155
Bending 176 176 198 184 193
Stretching 769 824 780 799
aJT coupling occurs along the degenerate bending modes.
Figure 12. Potential energy curves of the 5E′ states of MnF3 (top left) and CoF3 (top right) along the bending normal mode with SOC and associated
vibronic ﬂuorescence spectra, without (a) and with (b) SOC. Reproduced with the permission of ref 323.
Chemical Reviews Review
DOI: 10.1021/acs.chemrev.7b00617
Chem. Rev. XXXX, XXX, XXX−XXX
S
1717 dramatically reduced by SOC and the structure of the spectrum
1718 becomes much more simple.
1719 Strictly speaking these pioneering studies are not related to
1720 ISC processes because they focused on isolated doubly
1721 degenerate electronic states ignoring the pseudo-JT (PJT)
1722 couplings between states of diﬀerent multiplicities. However, the
1723 tools developed in this context are ready for investigating more
1724 complex situations including other states of diﬀerent multi-
1725 plicities, degenerate or not, not only for recording highly resolved
1726 electronic spectra but also for mechanistic investigations. The
1727 mutual quenching of the two eﬀects, namely JT and SOC, via a
1728 spin-vibronic mechanism has been observed in a number of cases
1729 (M = Cr, Ni)85,324 as well as the predominance of the role of the
1730 degenerate bending mode. Of course, an analysis of this
1731 complexity needs theoretical simulations based on QD.
5.2. Fe(II) Complexes
1732 Fe(II) is an ion with six d-electrons, and consequently, Fe(II)
1733 complexes exhibit either a high-spin 5T2 ground state in a weak
1734 ligand ﬁeld or a low-spin 1A1 ground state in a strong ligand ﬁeld.
1735 A transition between the two conﬁgurations, thereby controlling
1736 the magnetic properties of the complex, can be achieved by
1737 changes in temperature or by light. The latter is usually referred
1738 to as light-induced excited spin-state trapping (LIESST).325−328
1739 The high density of electronically excited states in many Fe(II)
1740 complexes, which derives from the simultaneous presence of
1741 metal-to-ligand charge transfer (MLCT) and metal-centered
1742 (MC) states, means that the excited-state dynamics of LIESST
1743 are usually extremely rich and ultrafast. Consequently, this
1744 process has received signiﬁcant attention,14,329−333 a lot of which
1745 has been focused upon the prototypical LIESST complex,
1746iron(II)-tris-bipyridine ([Fe(bpy)3]
2+),293,334−336 shown in
1747 f14Figure 14. These studies have shown that after optical excitation
1748into the 1MLCT band, [Fe(bpy)3]
2+ relaxes into the nonemissive
1749quintet MC (5T2) state, therefore undergoing two spin-
1750forbidden transitions, within 100 fs30−32 (Figure 14). This
1751decay is signiﬁcantly faster than the usual time scales expected for
1752a single ISC event, let alone two (singlet → quintet), and
1753consequently direct observation of the intermediate states and
1754description of the full mechanism have been a signiﬁcant
1755challenge.
1756Using the time-dependent perturbation approach outlined in
1757section 3.1.2, Sousa et al.337 characterize the excited-state decay
1758mechanism including all possible intermediate electronic states
1759along the decay pathway. Given the high density of excited states
1760and strong coupling, it can be argued that perturbation theory is
1761not strictly valid because the coupling between excited states is
1762likely to be much greater than the energy gap between them.
1763However, the calculations gave a total deactivation time in good
1764agreement with the experimentally determined rate and indicate
1765that the complex can reach the ﬁnal high-spin state by diﬀerent
1766deactivation channels, both of which include intermediate MC
1767triplet states (3MC) and require spin-vibronic interactions.
1768These mechanisms were later used to explain the femtosecond
1769X-ray emission study of Zhang et al.27 The authors reported that
1770at 50 fs after photoexctiation, the transient XES spectrum, which
1771is particularly sensitive to the spin state of the absorbing iron
1772atom,284,287 could only be described invoking the intermediate
1773
3MC. This conclusion was subsequently challenged by Auböck et
1774al.28 who used pump−probe optical transient absorption
1775spectroscopy to argue that the quintet state is impulsively
Figure 13. Internal infrared vibronic spectrum of NiF3 in its
4E′ excited
state without (a) and with (b) SOC at T = 0 K. Reproduced with
permission from ref 85.
Figure 14. Schematic of the potential energy surfaces, proposed decay
pathways, and time scales involved in the excited-state deactivation of
[Fe(bpy)3]
2+. Figure reproduced with permission from ref 78.
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1776 populated in <50 fs, the same time measured for the
1777 depopulation of the MLCT manifold. The authors did not
1778 exclude the contribution of an intermediate triplet state, but
1779 claimed its lifetime must be <20 fs. Most recently, Lemke et al.29
1780 used ultrafast X-ray absorption spectroscopy reporting that the
1781 transient spectra were consistent with the short-lived 3MC state
f15 1782 which is populated within 50 fs and decays within 120 fs (Figure
f15 1783 15), similar to the conclusion of Zhang et al.27 They were also
1784 able to probe not only the position but also the width of the
1785 wavepacket as predicted in ref 302. Very recently, molecular
1786 dynamics and time-dependent perturbation have been used to
1787 illustrate the importance of geometrical distortions and propose
1788 that both the direct and indirect (via 3T) decay channels are
1789 possible.338
1790 While the conclusions from these recent experimental works
1791 are slightly diﬀerent, the most important point in the context of
1792 the present review is that all of these results illustrate that the
1793 deactivation process is signiﬁcantly non-BO involving the
1794 presence of spin−orbit and nonadiabatic coupling, which in
1795 the presence of a high density of electronically excited states leads
1796 to heavily mixed spin-vibronic manifold of excited states.257
1797Indeed, this relaxation process is one of the most stark examples
1798of strongly interwinded spin, electronic, and structural dynamics
1799occurring in a molecular system.
1800The spin-crossover phenomenon makes Fe(II) complexes
1801very appealing for single-molecule magnets, but the photoexcited
1802decay route makes [Fe(bpy)3]
2+ and related complexes
1803unsuitable for applications seeking to exploit the MLCT
1804properties, as the MC states transfer the photoexcited electrons
1805away from outer ligand-based regions of the complex, preventing
1806charge transfer and/or injection.339 Recently, motivated by the
1807desire to achieve photosensitizers using earth abundant
1808elements,306 there have been many attempts to destabilize the
1809MC states to achieve longer-lived MLCT states. Liu et al.340
1810demonstrated this by exploiting strongly σ-donating N-
1811heterocyclic carbene ligands to create [Fe(bmip)2]
2+ (bmip =
18122,6-bis(3-methylimidazole-1-ylidine)pyridine). Using ultrafast
1813transient absorption, the authors reported a 1MLCT-3MLCT
1814conversion of∼100 fs, no population of a high-spin 5T2 state, and
1815a 3MLCT lifetime of ∼9 ps, which is ∼100 times longer than the
1816MLCT lifetimes of other Fe(II) complexes. Harlang et al.341 then
1817exploited this long 3MLCT lifetime to implement a carboxylic
1818acid derivative of [Fe(bmip)2]
2+ as a photosensitizer attached to
1819titanium dioxide, reporting photoelectrons in the conduction
1820band of titanium dioxide generated by injection from the 3MLCT
1821state of [Fe(bmip)2]
2+ with a quantum yield of 92%. However,
1822unfortunately, >85% of the injected electrons at the sensitizer-
1823TiO2 interface undergo fast (<10 ns) electron−cation recombi-
1824nation. Paṕai et al. used quantum wavepacket dynamics
1825simulations to understand the photoexcited decay mechanism
1826of [Fe(bmip)2]
2+ 78 and a tert-butyl substituent analogue.79
1827These simulations, which provide good agreement with the
1828experimental decay time scales, rationalize the strong diﬀerences
1829between the dynamics of these two complexes and highlight the
1830interplay between the spin and nonadiabatic (spin-vibronic)
1831coupling which inﬂuences the rate of decay from the MLCT to
1832the MC states. However, the most important factor in the
1833development of these complexes is the relative energetic position
1834of the 1,3MC and 1,3MLCT states, especially close to the FC
1835geometry, which largely determines the lifetime of the MLCT
1836states.
5.3. Cu(I) Complexes
1837For potential applications in OLEDs,342−344 and light emitting
1838electrochemical cells (LEECs),345,346 or as chemo- and
1839biosensors,347,348 it is widely acknowledged that complexes
Figure 15. (a) Schematic representation of the structural trapping
during the light-induced spin-state conversion in [Fe(bpy)3]
2+ from the
LS to HS state along the Fe−N distance reaction coordinate. The
photoexcited MLCT (manifold) decays, through the 3T state (t2g
5 eg
1L0),
toward the HS state within (120(10) fs), and a large fraction of energy is
dissipated. It expands and coherently oscillates (breathing mode, 265 fs
period) around the HS equilibrium structure while losing energy. The
wave packet disperses at 330 fs time constant and vibrationally cools
inside the HS state potential within 1.6 ps. (b) Schematic time evolution
of the wave packet in the HS potential based on the simulated
distribution model. Figure reproduced with permission from ref 29.
Figure 16. Schematic potential curves and ultrafast relaxation processes of (a) [Cu(phen)2]
+, (b) [Cu(dmp)2]
+, and (c) [Cu(dpp)2]+. phen = 1,10-
phenanthroline, dmp = 2,9-dimethyl-1,10-phenanthroline, and dpp = 2,9-diphenyl-1,10-phenanthroline. Figure reproduced with permission from ref
358.
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1840 containing second and third row transition metal ions presently
1841 form the most stable and versatile emitters. However, these
1842 metals are unappealing for commercial applications due to their
1843 high cost and low abundance. Consequently, one of the most
1844 attractive methods is to simply remove the metal centered states
1845 by adopting a complex based upon d10 metal ions, such as Cu(I),
1846 Ag(I), Au(I), Zn(II), and Cd(II).349 Among the most popular
1847 are those containing Cu(I) ions.350
1848 Among the most extensively studied is Cu(I) complexed with
1849 phenanthroline ligands (see ref 351 and references therein)
1850 because they have many photophyscial properties which are
1851 similar to the ruthenium polypyridines.159,352−355 One of the ﬁrst
1852 time-resolved spectroscopic studies of [Cu(dmp)2]
+ was
1853 performed by Chen et al.,356 who used time-resolved absorption
1854 spectroscopy to probe the dynamics following photoexcitation of
1855 the optically bright S3 state.
357 They reported two principal
1856 dynamical processes occurring in 500−700 fs and 10−20 ps.
1857 Based upon the ultrafast ISC occurring in [Ru(bpy)3]
2+,259 they
1858 assigned the ﬁrst to ultrafast ISC and the second to the structural
1859 relaxation. At the same time Nozaki and co-workers158 reported
1860 that the 10−20 ps relaxation was due to ISC, which is relatively
1861 slow in [Cu(dmp)2]
+ due to a strong eﬀect of the structural
1862 rearrangements on the magnitude of the SOC matrix elements.
1863 Indeed, at the FC geometry the coupling between S1 and T1 was
1864 estimated to be ∼300 cm−1, but at the distorted excited-state
1865 geometry, expected to be most important on the time scale of
1866 tens of picoseconds, it is only ∼30 cm−1 (see Figure 1).
1867 Later, Tahara and co-workers359 probed the excited state
1868 dynamics using femtosecond ﬂuorescence up-conversion.
1869 Following photoexcitation at 420 nm, they found three principal
f16 1870 time components (Figure 16). An initial strong ﬂuorescence,
1871 which decayed with a time constant of ∼45 fs, was attributed to
1872 the decay of the initially populated excited state via IC. This was
1873 followed by two time components of 660 fs and 7.4 ps, assigned
1874 to PJT distortion and ISC, respectively. Later Chen and co-
1875workers360 reported similar time components, 80 fs, 510 fs, and
187610−15 ps. They concluded, in agreement with Tahara that the
1877longer time scale was ISC, and they assigned the shortest time
1878constant (80 fs) to IC and the PJT distortion. Finally Tahara and
1879co-workers361 used transient absorption spectroscopy to
1880investigate the dynamics following excitation at 550 nm. This
1881transition corresponds to the lowest singlet MLCT state (S1),
1882which is dipole forbidden but gains intensity through vibronic
1883coupling with the main absorption band. They observed distinct
1884wavepacket dynamics corresponding to the PJT distortion and
1885were able to obtain a low-frequency vibrational spectrum of the
1886important modes.
1887All of these latter studies359−362 have ruled out ultrafast ISC.
1888However, the analysis of these experiments only considered SOC
1889between the S1 and T1 states and the SOC at a minimum of the S1
1890geometry. As pointed out by Zgierski,363 there are four closely
1891spaced and vibronically coupled triplet states in close proximity
1892to S1, and therefore, the S1-T1 coupling is not the only relaxation
1893channel into the triplet states. Indeed it was shown in ref 357 that
1894along a ﬂattening distortion mode, identiﬁed to be important in
1895the wavepacket dynamics of ref 361, the T2, T3, and T4 states all
1896intersect the S1 state.
1897A recent quantum dynamics study using a model spin-vibronic
1898Hamiltonian156,357 found that after photoexcitation a component
1899 f17of ultrafast ISC, shown in the population kinetics of Figure 17a,
1900occurs at the same time as the structural JT distortion. The
1901mechanism for ISC is shown to be a dynamic eﬀect, in the sense
1902that it arises from the system traversing the PJT coordinate where
1903the singlet and triplet states become degenerate, leading to
1904eﬃcient crossing. It is enhanced by the strong vibronic coupling
1905within the triplet manifold and the small energy gap between the
1906states. This contribution of ultrafast ISC does depend on the rate
1907of vibrational cooling, leading to a wavepacket relaxed in the
1908minimum of the S1 state at which geometry the SOC is
1909signiﬁcantly weaker and the crossing is only between the S1 and
Figure 17. (a) Relative diabatic state populations of S1 (blue), S2 (green), S3 (red), and triplet (T1−4) states (purple), for 1 ps following photoexcitation.
The black dashed line is the biexponential ﬁt of the S3 diabatic state populations. (b) Schematic representation of the key dynamical steps occurring
within the ultrafast nonadiabatic dynamics of [Cu(dmp)2]
+. (i) Internal conversion from S3 to S2. (ii) Vibrational relaxation from S1
FC to S1
JT. (iii)
Ultrafast ISC from S1
FC to T2
FC and T3
FC. (iv) IC within the triplets. (v) Vibrational relaxation fromT1
FC to T1
JT. FC is the Franck−Condon geometry and JT
is the JT ﬂattened geometry. Figures reproduced with permission from ref 156.
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1910 T1 states. However, as demonstrated, this occurs in about 1 ps,
364
1911 after most of the ISC shown in Figure 17a has occurred. In
1912 addition, these conclusions were recently supported using
1913 excited-state molecular dynamics simulations, explicitly includ-
1914 ing the eﬀect of the solvent in a QM/MM fashion.209
1915 This illustrates again the entwined nature of electronic, spin,
1916 and structural relaxation associated with the spin-vibronic
1917 mechanism, which suggests that both processes are intimately
1918 coupled in all molecules in this series, making decoupling them
1919 into diﬀerent mechanism steps an approximation.365 In the
1920 context of these Cu(I) complexes, this spin-vibronic dynamics
1921 leading to an ultrafast component of ISC is actually detrimental.
1922 Indeed, Huang et al.366 recently demonstrated that when
1923 attached to a TiO2, charge injection for a related Cu(I)-
1924 phenanthroline complex, from the 1MLCT, is 2 orders of
1925 magnitude faster than from the 3MLCT. Consequently for
1926 eﬃcient charge injection one needs to restrict ISC.
1927 The research of Cu(I) complexes has largely focused upon the
1928 four-coordinate systems. However, unlike four-coordinate
1929 tetrahedral Cu(I) compounds, the three-coordinate geometry
1930 eliminates the possibility of ﬂattening distortion in the excited
1931 state.367 However, reports on luminescent linear Cu(I)
1932 complexes are rare.368−373 Particularly interesting with regard
1933 to spin-vibronic coupling are linear Cu(I) complexes involving
1934 the standard N-heterocylic carbene IPR (1,3-bis(2,6-
1935 diisopropylphenyl)imidazol-2-ylidene) as σ-donor and various
1936 pyridine derivatives as π-chromophore ligands that were
1937 reported to be highly eﬃcient blue to blue-green phosphor-
1938 escence emitters.373 For each of these complexes, the
1939 luminescence quantum yield was found to depend on the
1940 excitation wavelength. The highest quantum yield was measured
1941 for excitation wavelengths close to the origin of the S1 band.
1942 Diﬀerence densities obtained from DFT/MRCI calculations
f18 1943 (Figure 18) show the S1 state of the pyridyl and methylpyridyl
1944 complexes to be an MLCT state resulting mainly from a dσ →
1945 πpyridyl excitation. The corresponding triplet state exhibits a very
1946 similar electronic structure and therefore the direct SOC
1947 between these states is small. In second order, their interaction
1948 is mediated by another close-lying triplet state of mixed MLCT
1949 and ligand-centered (LC) type, wherein the MLCT conﬁg-
1950 uration corresponds to a dπ→ πpyridyl excitation. As the dominant
1951
1MLCT and 3MLCT conﬁgurations diﬀer from the leading term
1952 of the 3MLCT/LC wave function by a dσ→ dπ single excitation,
1953 their mutual spin−orbit interaction is expected to be substantial.
1954 And indeed, due to the large SOCME (267 cm−1) and the close
1955 energetic proximity of the states, the vibrationally relaxed S1 state
1956 is predicted to convert very rapidly within 16 ps to the 3MLCT/
1957 LC state, leading to complete suppression of prompt
1958 ﬂuorescence. The 3MLCT/LC state can further interact via
1959 SOC of comparable magnitude (266 cm−1) and/or derivative
1960 coupling with the 3MLCT state, establishing a temperature-
1961 dependent equilibrium so that TADF becomes conceivable in
1962addition to phosphorescence. Photoexcitation with shorter
1963wavelengths may reach locally excited triplet states of the
1964diisopropylphenyl substituents which do not phosphoresce and
1965hence diminish the luminescence quantum yield.
1966In contrast, the fast and eﬃcient ISC and rISC in some linear
1967coinage metal carbene-metalamide (CMA) complexes proceed
1968for a coplanar orientation of the cyclic amino(alkyl) carbene
1969(CAAC) and carbazolate (Cz) ligands even in the Condon
1970approximation without invoking spin-vibronic interactions.374
1971The rotationally assisted spin-state inversion (RASI) mechanism
1972postulated by Di et al.372 to explain the luminescence properties
1973of linear carbene-metalamide (CMA) complexes, is considered
1974an artifact of the unbalanced quantum chemical treatment of the
1975ﬁrst excited singlet and triplet states by these authors. They had
1976computed the T1 state at the level of unrestricted density
1977functional theory (UDFT) whereas the energy of the S1 state
1978energy had been determined by TDDFT, ﬁnding that the S1
1979TDDFT potential energy curve intersects the T1 UDFT
1980potential upon intramolecular rotation of the Cz ligand. A
1981consistent quantum chemical treatment at the TDDFT or DFT/
1982MRCI levels of theory ﬁnds the T1 state to lie energetically below
1983the S1 state at all nuclear arrangements.
374 Multiconﬁguration
1984eﬀects decrease the singlet−triplet energy gap to values below 0.1
1985eV in the gold complex and lead to non-negligible SOCMEs,
1986enabling ISC and rISC to proceed with rate constants of the
1987order of 109 s−1 at room temperature.
5.4. Re(I) α-Diimine Complexes
1988Rhenium(I) tricarbonyl α-diimine complexes [Re(X)-
1989(CO)3(L)]
n+ with X being a halogen, an alkyl group, or a pyridyl
1990ligand and L a bidentate-diimine ligand or two monodentate
1991pyridyl ligands, play a central role in the photochemistry and
1992photophysics of third row transition metal complexes since their
1993discovery in the 1970s.375 Indeed, thanks to their synthetic
1994ﬂexibility, tunable photoactivity, and rich photophysics and
1995photochemistry, these molecules, easily linked to biosystems or
1996incorporated in polymers, wires, and supramolecular assemblies,
1997ﬁnd various applications in the ﬁelds of photocatalysis, light-
1998emitting devices, electron/energy transfer processes, nonlinear
1999optics, and cancer treatments.376−382 The control of their
2000excited-state activity is essentially driven by the character of the
2001lowest long-lived triplet state, MLCT, IL, MC, or LLCT, easily
2002tunable by the nature of X and L, and accessible via ultrafast
2003vibrational decay.383 In order to investigate in detail the role of
2004SOC in this class of complexes, pioneering time-resolved
2005spectroscopic experiments and theoretical studies have been
2006performed on a number of complexes.33,377,384,385,387−395
2007Surprisingly, fs-ps ultrafast luminescent decay, measured in this
2008family of Re(I) complexes, does not follow the heavy atom SOC
2009eﬀects, with all the complexes investigated so far exhibiting the
2010same particularities, namely an ISC process characterized by
2011three time domains, τ1∼ 85−150 fs, τ2∼ 0.3−1.7 ps, and τ3∼ 40
2012ns to 7.5 μs, and three domains of energy, namely 500−550 nm,
Figure 18. Diﬀerence densities of the low-lying singlet and triplet excitations in the linear IPR-Cu(I)-methylpyridyl complex. Figures reproduced with
permission from ref 373.
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2013 550−600 nm, and >610 nm, whatever the ligands X and L are as
2014 illustrated by fs ﬂuorescence up-conversion, transient absorption,
2015 and time-resolved infrared experiments.33,386,396
2016 After careful theoretical investigations of the static absorption
2017 and emission properties of a series of [Re(X)(CO)3(L)]
n+ (X =
2018 Cl, Br, I; L= 2,2′-bipyridine, n = 0; X = imidazole or pyridine; L =
f19 2019 1,10-phenanthroline, n = +1) of Cs symmetry, depicted in Figure
f19 2020 19,385,397−401 a model Hamiltonian for solving a multistate
2021 multimode problem including vibronic and SOCwithin the LVC
2022 approximation and the assumption of harmonic potentials has
2023 been developed (see section 3.2.3). The simulation of the
2024 ultrafast dynamics by wavepacket propagations using
2025 MCTDH195 is based on DFT and its TDDFT electronic
2026 structure data.81−83,398
2027 The diabatic populations extracted from the quantum dynamic
2028 simulations based on ﬁve electronic excited states coupled
2029 vibronically and by spin−orbit, namely the three low-lying triplet
2030
3ILbpy,
3MLCT/XLCT, and two singlet 1MLCT/XLCT states,
f20 2031 the electronic diﬀerence densities of which are depicted in Figure
f20f21 2032 20, are represented in Figure 21 for [Re(X)(CO)3(L)] (X= Cl,
2033 Br; L= 2,2′-bipyridine).
2034 One important question is the choice of the active normal
2035 modes that have to be incorporated in the reduced
2036 dimensionality quantum model within the spin-vibronic model
2037 Hamiltonian as deﬁned in section 3.2.3. In the case of the Re(I)-
2038 halide complexes, 14 modes have been taken into account and 11
2039 spin−orbit states have been included in the simulation. The
2040 choice of the tuning modes (a′) is based on a systematic analysis
2041 of the shifts in energy and position of the diabatic potentials
2042 generated at the FC point by the intrastate coupling κ (see
2043 section 3.2.3). For instance, Harabuchi et al.83 have shown that
2044 the normal modes corresponding to the carbonyl vibrations are
2045 crucial for inducing the population of the two intermediate S1
2046 and T2 states that play a key role in the spin-vibronic mechanism.
2047 Indeed, when switching oﬀ these modes, we observe a minor
2048 population of the lowest triplet T1 state. When activating these
2049modes, the diabatic potentials of S2/T2 and S1/T1 are shifted
2050diﬀerently, as indicated by the change of sign of the
2051corresponding κ generating potential crossings close to FC.81
2052The diabatic populations as a function of time, exhibited in
2053Figure 21 for X =Cl and X = Br, show an ultrafast decay of the S2/
2054T3 excited states within about 100 fs that correlates perfectly with
2055the experimental kinetics of τ1 estimated at 85 ± 8 fs for X = Cl
2056and 128 fs for X = Br ± 12 fs.33 This decay is concomitant with a
2057nearly instantaneous population of T1 and S1/T2 within a few
2058tens of fs. For both complexes the population of the two
2059intermediate states S1 and T2 reaches about 45% within 200 fs. At
2060about 300 and 400 fs an exchange of population between the
2061intermediate states S1/T2 and T1 is observed in [Re(Cl)-
2062(CO)3(bpy)] and [Re(Br)(CO)3(bpy)], respectively. This time
2063scale agrees well with the experimental τ2 values estimated at 340
2064± 50 fs for X = Cl and 470 fs ±50 fs for X = Br.33
2065The following spin-vibronic mechanism has been proposed for
2066the interpretation of the ultrafast luminescent decay in
2067 f22[Re(Cl)(CO)3(bpy)] and [Re(Br)(CO)3(bpy)] (Figure
2068 f2222(left)): At early times, below 200 fs, both vibronic S2/S1 and
2069SOC S2/T1 and S1/T2 eﬀects are operating; The intermediate
2070states S1 and T2 play a central role in the population of T1 at
2071longer time scales via both vibronic and SOC.
2072The trends in the decay kinetics measured experimentally for
2073X = Cl, Br, and I were conﬁrmed theoretically along the halides
2074series and were counterintuitive to the heavy atom eﬀect; namely,
2075a faster decay for the light element substituted complexes has
2076been explained by the change of electronic character of the
2077involved excited states, mostly MLCT in X = Cl to mostly XLCT
2078in X = I that correlates with a decreasing contribution of
2079intrastate coupling via the key tuning modes (carbonyl
2080vibrations) that populate the intermediate states S1 and T2.
2081As illustrated for the imidazole-substituted complex (Figure
208219) similar experimental luminescent decay characteristics
2083together with comparable chemical properties can lead to a
2084very diﬀerent spin-vibronic mechanism paving the way to laser
2085pulse control in transition metal complexes. The two lowest
2086
1MLCT, the three lowest 3MLCT, and the 3ILphen states of
2087[Re(imidazole)(CO)3(phen)]
+, the electronic spin-densities of
2088 f23which are depicted in Figure 23, have been included in the
2089simulation because they are potentially populated by ultrafast
2090decay from the absorbing state S2. This leads to six electronic
2091states coupled vibronically and by SOCwithin a 15 modes model
2092generating 14 adiabatic spin−orbit states.82 The 3ILphen (T3) state
2093is stabilized as compared to the 3IL state localized on the bpy
2094ligand in the halide complexes.
2095In contrast to the Re(I) halide-substituted complexes (Figure
209622 left) the T3 state will drive the mechanism of population of the
2097lowest long-lived T1 state in [Re(imidazole)(CO)3(phen)]
+
2098whereas the S1 and T2 states will play a minor role (Figure 22
2099right). It is worth noting that both the T3 state in the imidazole
2100complex and the S1 and T2 states in the halide complexes have
2101been put in evidence experimentally as intermediate states.
2102Interestingly, the populations of T3 and T1 can be quenched by
2103switching oﬀ selected tuning modes corresponding to the
2104 f24carbonyl or phenanthroline vibrations as exempliﬁed in Figure
2105 f2424. This is mainly due to the important shifts in position and
2106energy experienced by T3 under the inﬂuence of these modes.
2107As illustrated by the time evolution of the diabatic populations
2108 f25represented in Figure 2582 this key 3IL (T3) state will play a major
2109role in the spin-vibronic mechanism of the luminescent decay of
2110this complex (Figure 22); the early time (<100 fs) population of
2111T3 and T1 correlated to the depopulation of S2 and T4 is driven
Figure 19. Schematic representation of [Re(X)(CO)3(L)]
n+ (X = Cl,
Br, I; L= 2,2′-bipyridine, n = 0; X = imidazole or pyridine; L = 1,10-
phenanthroline, n = +1).
Figure 20. Electronic density diﬀerences of the ﬁve lowest singlet and
triplet states of [Re(X)(CO)3(L)] (X = Br and L = 2,2′-bipyridine).
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2112 essentially by SOC. The estimated time scale τ1 of 75 fs can be
2113 compared to the experimental decay of 144 ± 7 fs measured in
2114 DMF.386
2115 Within τ2 = 1.5 ± 0.2 ps the population of two triplet states,
2116 one of them with a signiﬁcant IL contribution, is put in evidence
2117 experimentally by means of fs ﬂuorescence up-conversion
2118 complemented by transient absorption and time-resolved
2119 infrared spectroscopy.386 From the simulation reported in Figure
2120 25 we can conclude that these states correspond to T3 and T1 that
2121 exchange population within this time scale.
2122 The two examples reported above illustrate the power of the
2123 spin-vibronic model in deciphering the relaxation mechanisms in
2124 transition metal complexes. Of course, improvement of the
2125 electronic structure data extracted here from DFT/TD-DFT/
2126 SOC calculations and expansion of the model Hamiltonian to
2127higher order is mandatory to develop more quantitative studies.
2128Combining and comparing the diﬀerent methods described in
2129section 3 should open the way to the investigation and control of
2130the spin-vibronic mechanism not only by laser pulses but also
2131chemically or by environmental eﬀects.
6. SPIN-VIBRONIC ISC IN SMALL MOLECULES AND
2132ORGANIC CHROMOPHORES
6.1. Small Aromatic Molecules
2133The earliest examples of studies characterizing the spin-vibronic
2134nature of spin-ﬂip transitions were observed in the phosphor-
2135escence properties of small aromatic hydrocarbons, such as
2136benzene.5−9 Indeed, in aromatic hydrocarbons, the triplet−
2137ground state transition is often forbidden under the Condon
2138approximation, and therefore, vibrations must be involved for
2139phosphorescence to be activated.
2140Benzene is a classic example of a photochemically rich
2141molecule, with a number of competing pathways that can result
2142after photoexcitation.402,403 Extending these studies into the
2143femtosecond time domain, Fielding and co-workers used time-
2144resolved photoelectron spectroscopy (TRPES) to show the
2145involvement of ISC competing with the IC in the photoexcited
2146 f26decay of benzene on a subpicosecond time scale (Figure
2147 f2626a).59,60,154,199 Although this remains a minor channel, any
2148ultrafast ISC in a simple hydrocarbon is surprising due to the very
2149weak SOCME. Despite the small magnitude of the SOCME,404
2150supporting quantum dynamics simulations59,60,154,199 demon-
2151strated that ultrafast ISC occurs via spin-vibronic eﬀects activated
2152by the prefulvene mode (Figure 26b) where weakly coupled (S1,
2153T1 and T2) states are near degenerate, leading to eﬃcient
2154crossing.
2155Another small aromatic molecule, which has been widely
2156studied due to its potential application in optoelectronics is
2157thiophene.405 Just like many other small heteroaromatic
2158molecules, thiophene exhibits ultrafast deactivation of the S1
2159state and is nonﬂuorescent.406−409 These previous studies have
2160indicated that a ring opening mechanism is responsible for the
2161internal conversion from the excited to the ground state.
2162Recently, Schnappinger et al.410 studied the relaxation of
2163thiophene including both singlet and triplet states. They reported
2164that after internal conversion, at the ring opening conical
2165interactions, there are two possible pathways. One returns the
2166system to the closed ring ground state, while the other leads to a
Figure 21. Time-evolution of the diabatic populations of the low-lying singlet and triplet excited states of [Re(X)(CO)3(L)] (X = Cl, left; X = Br, right
and L= 2,2′-bipyridine).
Figure 22. Spin-vibronic mechanism of the ultrafast luminescent decay
observed in [Re(X)(CO)3(L)]
n+ (X =Cl, Br and L = 2,2′-bipyridine, n =
0) left and [Re(X)(CO)3(L)]
n+ (X = imidazole and L = 1,10-
phenanthroline, n = +1) right, red arrows: vibronic; black arrows: SOC.
Figure 23. Electronic spin-densities of the six lowest singlet and triplet
states of [Re(X)(CO)3(L)]
+ (X = imidazole and L = 1,10-phenanthro-
line, n = +1).
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2167 ﬂat potential, along which the SOCME increases and the
2168 singlet−triplet energy gaps nearly vanish. This leads to eﬃcient
2169 intersystem crossing promoted by this vibrational motion in a
2170 mechanism which is very similar to that described for benzene.
6.2. Deactivation of DNA Bases by ISC
2171 In living organisms exposed to UV light, DNA is being
2172 continuously damaged and repaired. Interaction with UV light
2173 generates an excited electronic state in DNA which will decay via
2174 either photophysical or photochemical pathways.411,412 Photo-
2175 physical relaxation is characterized by nonradiative decay from an
2176 excited state to the ground state, resulting in repopulation of the
2177 ground electronic state. Consequently, these pathways have been
2178 widely studied for understanding intrinsic photoprotection
2179 mechanisms. Research into these photoprotection mechanisms
2180 dynamics is dominated by femtosecond time-resolved spectro-
2181 scopic studies of single nucleobases in either the gas413−419 or
2182 solution phase,420−424 often supported by theoretical
2183 work.218,419,425−434
2184Despite extensive studies, the precise role of ISC in
2185photostability is not well established. To address this, the
2186Gonzaĺez group has extensively used excited state molecular
2187dynamics to probe the competition between IC and ISC in DNA
2188bases.64,72,75,218,219,268,435 Using nonadiabatic dynamics simu-
2189lations at the multistate complete active space second-order
2190perturbation theory (MS-CASPT2) level of theory, Mai et al.72
2191studied the deactivation mechanism of 2-thiouracil. As shown in
2192 f27Figure 27, the authors report two subpicosecond ISC channels
2193promoted by out-of-the-ring-plane motions of the S atom which
2194lead to near degeneracy of singlet and triplet states and sizable
2195SOCME ∼ 150 cm−1.
2196For the related natural DNA base cytosine, excited state
2197molecular dynamics simulations218,219 employed potentials and
2198nonadiabatic and spin−orbit couplings determined at the state-
2199averaged complete-active-space self-consistent-ﬁeld (CASSCF)
2200level. On the basis of these simulations, the authors reported the
2201decay of the S1 population via ISC to the T2 state to be ultrafast.
2202At least for vibrationally cold S1 populations, these results are at
2203variance with the experimental ﬁndings on supersonic jet-cooled
2204cytosine by Lobsiger et al.436,437 A recent combination of
2205experimental and theoretical studies implies that the main
2206deactivation channel for S1 populations with an excess energy
2207below 550 cm−1 is IC to the electronic ground state and that the
2208S1⇝ T1 ISC is moderately fast (nanosecond time scale) and not
2209ultrafast.419 The slight out-of-plane distortion of the S1 minimum
2210geometry of cytosine and the concomitant small admixture of
2211
1nOπ* character in the S1 wave function makes the S1⇝T1 (
1ππ*
2212⇝ 3ππ*) ISC nearly as fast as an El-Sayed allowed transition. The
2213presumable reason for these contradictory ﬁndings is the
2214electronic structure of the S1 state. The CASSCF wave function
2215is reported to have predominantly nOπ* character at the S1
2216minimumwhereas the spectral signature clearly identiﬁes S1 to be
2217a slightly out-of-plane distorted 1ππ* state. Higher-level
2218correlated methods, such as CASPT2 and spin-component
2219scaled coupled cluster with approximate treatment of doubles
2220(SCS-CC2), place the 1ππ* state adiabatically below the 1nOπ*
2221state in cytosine.419,428 This underpins the importance of basing
2222photodynamical studies of heteroaromatic compounds on
Figure 24. Time evolution of the diabatic populations of the six lowest excited states of [Re(imidazole)(CO)3(Phen)]
n+ when switching oﬀQ27 (left)
and Q22 (right), to be compared to the diabatic populations when switching on these two modes (Figure 25).
Figure 25. Time-evolution of the diabatic populations of the low-lying
singlet and triplet excited states of [Re(X)(CO)3(L)]
+ (X = imidazole
and L= 1,10-phenanthroline adapted from82
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2223 reliable correlated electronic structure methods. Additionally, the
2224 diﬀerent preparation of the initial conditionsexcitation to the
2225 S1 minimum at 314 nm versus excitation to the center of the
2226 absorption band (experimentally using 267 nm)might also
2227 contribute to this discrepancy.
2228 Using the perturbation theory methods described in section
2229 3.1.2 based on CC2 potentials to determine the ISC rate
2230 constants of the photoexcited pyrimidine bases uracil and
2231 thymine, Etinski et al.438 predicted ISC to play an important role
2232in the electronic relaxation of the initially exicted 1ππ* state in the
2233gas phase. This was conﬁrmed later experimentally.439 The triplet
2234quantum yield of uracil may be even enhanced if a nitrogen atom
2235is substituted for the CH group in the 6-position.440 Energy
2236proﬁles and SOCMEs computed along linearly interpolated
2237 f28reaction paths (Figure 28) point toward strong nonadiabatic and
2238spin-vibronic coupling in 6-azauracil. Absorption of UV light
2239excites the S2 (
1ππ*) state. Essentially, two diﬀerent decay
2240pathways were proposed.165,441 The ﬁrst one involves the T2
2241(3nπ*) state as a transient. Due to the non-BO nature of these
2242states, a strong variation of the ⟨ | ̂ | ⟩S T1 2 SO 3 2/ with the nuclear
2243coordinates is observed. The second one involves a conical
2244intersection of S2 with S1 (
1nπ*) which acts as a doorway state
2245from which ISC to the T1 (
3ππ*) state proceeds. Remarkably, an
2246inverse energy gap behavior for the S1⇝T1 ISCwas predicted by
2247theory:165 A blue shift of the S1 potential energy surface by about
22480.2 eV places the intersection between the S1 and T1 potentials
2249close to the S1 minimum, thus increasing the overlap of the
2250vibrational wave functions and consequently speeding up the ISC
2251from τISC = 125 ps in the gas phase to τISC = 30 ps in acetonitrile
2252solution. Recent femtosecond transient absorption spectroscopy
2253measurements conﬁrm the predominance of the second
2254pathway: The S2 ⇝ S1 IC is found to proceed at the
2255subpicosecond time scale whereas a time constant of 5.2 ± 0.1
2256ps is measured for the S1 ⇝ T1 ISC in acetonitrile. The
2257experiments also reveal a clear dependence of the S1 ⇝ T1 rate
2258constant on the polarity of the solvent, showing a faster
2259formation of the T1 state in more polar solvents. In contrast,
2260aqueous solutionmarkedly diminishes ISC in uracil and the other
2261pyrimidine nucleic acid bases.442,443 The reduced triplet
2262quantum yield is traced back to the substantial blue shift of the
2263nOπ* states relative to the ππ* excited states in polar protic
2264environments, making their direct or indirect participation in
2265spin-vibronic decay mechanisms of the photoexcited 1ππ* states
2266less probable.438,444 Similar blue shifts are encountered in many
2267aromatic carbonyl compounds (see also section 7.1). In the
2268xanthone family of dyes, the polarity and proticity of the solvent
2269environment can be applied to actively control the triplet
2270quantum yield.53,445
Figure 26. (a) Experimental integrated photoelectron yields as a function of delay for a probe wavelength 243 nm. Inset: Partial integrated
photoelectron yields. (b) Cut through the potential energy surfaces of benzene along the prefulvene mode: The linear reaction coordinate from the
Franck−Condon point to the S1/S0 conical intersection. Figure reproduced with permission from refs 59 and 60.
Figure 27. (a) Excited-state populations from 44 trajectories (thin lines)
and global ﬁts (thick lines) to the populations of 2-thiouracil. (b) Net
population transfer (numbers of trajectories) among the electronic
states of 2-thiouracil. (c) Fitted time constants (in femtoseconds) from
the global ﬁt. The T3 population was absorbed into the T2 population in
all panels. The thickness of the lines in panels b and c relates to the
amount of transferred population. Figure reproduced with permission
from ref 72.
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6.3. Heteroaromatic Photosensitizers for Photodynamic
2271 Therapy
2272 PDT uses photosensitizers, i.e. photoaddressable molecules with
2273 little or no toxicity, to initiate programmed cell death
2274 (apoptosis). PDT is applied to cure tissue related diseases such
2275 as skin cancer, vitiligo, or psoriasis, but it may also be used to kill
2276 microbial cells, e.g. in blood samples. Type I photosensitizers
2277 trigger radical reactions and are not of interest in the context of
2278 the present review. Type II photosensitizers either undergo
2279 photochemical reactions in the triplet state or transfer spin and
2280 excitation energy to molecular oxygen to form singlet dioxygen
2281 which in turn initiates apoptose.446−448
2282 Prerequisites for a potent photosensitizer are the existence of a
2283 long-lived triplet excited state and its eﬃcient population via ISC.
f29 2284 Three prototypical type II photosensitizers are displayed in
f29 2285 Figure 29. All of them are heteroaromatic compounds with a
2286
3ππ* state as the lowest triplet state. Photoexcitation initially
2287 populates a 1ππ* state. So, unless intermediate nπ* states are
2288 present, ISC is El-Sayed forbidden and it is necessessary to
2289 envoke spin-vibronic coupling to form triplet states in
2290 appreciable amounts. PUVA therapy combines the topical
2291 application of psoralen derivatives with UV-A irradiation of
2292 ∼365−320 nm wavelengths.449 In the longer wavelength regime,
2293 porphyrin or phenothiazine derivatives are used.446,450 Some of
2294 the porphyrin derivatives, e.g. protoporphyrin IX, can be
2295synthesized by the patient’s body after administration of 5-
2296aminolevulinic acid.451
2297Psoralens are light-sensitive compounds naturally occurring,
2298e.g., in cow parsnip. Photoexcited psoralens have been found to
2299perform [2 + 2]-cycloadditions with thymine bases at the pyrone
2300and the furan sides, linking two DNA strands covalently together
2301and thus preventing replication of diseased cells.449 In addition,
2302singlet oxygen formation is observed. Theoretical studies by
2303Tatchen et al.152,452,453 have shown that the ISC pathways
2304involving nπ* states are energetically not accessible in aqueous
2305solution and that the rate constants for the 1ππ* ⇝ 3ππ*
2306transitions are small (<105 s−1) in the Condon approximation.
2307Out-of-plane vibrational distortions enhance the spin−orbit
2308 f30coupling (Figure 30) to an extent that the S1 ⇝ T1 ISC
2309outcompetes the ﬂuorescence by 2 orders of magnitude and
2310triplet formation becomes the dominant process in aqueous
2311solution.152
2312As already mentioned in section 2.2, there are no low-lying
2313states of nπ* character in porphyrin derivatives. Upon excitation
2314to the Soret band, free-base porphyrin (FBP) relaxes to the
2315lowest excited singlet state. Afterward, about 5% of the
2316population decays back to the ground state while the majority
2317goes to the ﬁrst excited triplet state by ISC transfer.454 Although
2318FBP belongs to the D2h molecular point group, its π system is
2319almost D4h symmetric. Accordingly, the two highest occupied π
2320molecular orbitals, πH and πH−1, are quasi degenerate. The same
2321is true for the lowest π* molecular orbitals, πL* and πL+1*. In line
2322with the Gouterman four-orbital model,455 the wave function of
2323the S1 (
1B2u) state is dominated by two nearly equally large terms
2324corresponding to πH−1 → πL+1* and πH → πL* excitations.
2325Although each of these terms exhibits a large transition dipole
2326moment with the electronic ground state, the probability for a
2327radiative transition is very low in the Condon approximation
2328because the individual contributions to the electric dipole
2329transition moment nearly cancel. In-plane deformation vibra-
2330tions lift this cancellation and make the Q-band transitions
2331vibronically allowed.153,166,183,456,457 As a consequence, the Q
2332bands of porphyrins exhibit a very characteristic intensity pattern
2333with a weak 0−0 peak and substantially more intense vibronic
2334transitions.458,459 Although the spin−orbit interaction between
2335the S1 (
1B2u) and T1 (
3B3u) states is formally allowed in D2h
2336symmetry, it is very weak at the S1 minimum because both states
2337have ππ* character. The squared matrix element which enters the
Figure 28. CC2 linearly interpolated paths between the S2, S1, and T2 minima illustrating IC (a) and ISC (b) decay pathways in 6-azauracil.
Photoexcitation primarily populates the S2 state (blue squares). Figures reproduced with permission from ref 165.
Figure 29. Prototypical type II photosensitizers.
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2338 perturbation expression (eq 20) has a value of merely 0.004 cm−2
2339 which may be compared to an energy separation of about 2400
2340 cm−1 at the DFT/MRCI level.166 In-plane deformations do not
2341 change the SOCME markedly, but out-of-plane vibrational
2342 distortions mix some σπ* character into the electronic wave
2343 functions, thereby enhancing the spin−orbit interaction (Figure
2344 3(b)). Not surprisingly, the S1⇝T1 ISC rate constant is found to
2345 be temperature dependent with calculated values of∼1 × 107 s−1
2346 at 0 K and ∼9 × 107 s−1 at room temperature.153
2347 Thionine (3,7-diamino-phenothiazin-5-ium cation) is a photo-
2348 sensitizer which belongs to the phenothiazine (PTZ) family of
2349 dyes.While the PTZ core is a ubiquitous donor in TADF donor−
2350 acceptor compounds (see also section 6.4), its cationic diamino-
2351 substituted derivatives are eﬃcient singlet oxygen sensitizers
2352 absorbing in the 590−660 nm wavelength regime. Although only
2353 two ππ* excited triplet states are located adiabatically below the
2354 ﬁrst excited singlet state S1 (πH πL*),
460 thionine exhibits a sizable
2355 triplet quantum yield of 0.55 in dilute water solutions. Based on a
2356 perturbation treatment of SOC including spin-vibronic inter-
2357 actions, it was suggested that the triplet formation in water
2358 proceeds primarily through the S1 (πH πL*)⇝T2 (πH−1 πL*)⇝T1
2359 (πH πL*) channel.
178 The T2 (πH−1 πL*) state is seen to cross the S1
2360 (πH πL*) potential close to the minimum of the latter so that even
2361 small out-of-plane distortions are suﬃcient to speed up the El-
2362 Sayed forbidden nonradiative transition substantially. Also in this
2363 case, the spin-vibronic transition is markedly enhanced by
2364 thermal eﬀects.153
6.4. Thermally Activated Delayed Fluorescence (TADF)
2365 TADF, also known as E-type delayed ﬂuorescence (DF),461 has
2366 recently emerged as a very attractive approach for harvesting the
2367 75% of triplet excited states generated by electrical excitation in
2368 organic light emitting diodes (OLEDs).462,463 One of the key
2369 components of TADF is the rate of the conversion from the
2370 triplet state into the singlets, as long lifetimes in the triplet state
2371 lead to excited state quenching mechanisms such as triplet−
2372 triplet annihilation, reducing eﬃciency.464 This calls for a
2373 detailed understanding of the factors aﬀecting TADF.
2374 Due to the importance of charge transfer states,463 which are
2375 used to minimize the energy gap between the low-lying singlet
2376 and triplet states, it was initially assumed that the states involved
2377 in the rISC were singlet (1CT) and triplet (3CT) charge transfer.
2378 However, SOC between these intramolecular CT states is
2379 formally zero (see section 2.1.1). This means that other
2380 electronic states are likely to be involved. Using D-A and D-A-
2381 D molecular TADF systems465−467 Monkman, Bryce, and co-
2382 workers demonstrated that two of the excited states involved
2383 could be independently tuned and therefore they must be of
2384diﬀerent character. Further insight into the mechanism was
2385provided by Ward et al.,468 who showed diﬀerent D-A-D
2386molecules with very similar energy gaps (ΔES1−T1) exhibit large
2387variations in krISC. They found that by sterically hindering the
2388motion of the D and A groups, the emission could be switched
2389from TADF to phosphorescence. This indicates a mechanism
2390which goes beyond the Condon approximation and is dynamic in
2391nature, in the sense that it depends on molecular vibrations.
2392These observations were recently rationalized by Gibson et
2393al.469 using QD to study the rISC of a D−A molecule composed
2394of a phenothiazine donor and a dibenzothiophene-S,S-dioxide
2395 f31acceptor (PTZ-DBTO2), displayed in Figure 31a. In this work,
2396as depicted schematically in Figure 31b, the authors showed that,
2397for PTZ-DBTO2, three states were crucial to describe the rISC
2398mechanism. These were the 1CT, 3CT, and a local ππ* (3LE)
Figure 30. Out-of-plane normal mode q1 (a), potential energy curves (b), and SOCMEs (c) of psoralen plotted against q1. Figures reproduced with
permission from ref 152.
Figure 31. (a) The structure of PTZ-DBTO2. (b) Schematic energy
level diagram of the important states and coupling used in the model
Hamiltonian. (c) The relative populations of the 1CT state associated
with reverse intersystem crossing after initially populating the 3LE state.
Black: full model Hamiltonian; green: no hyperﬁne interaction; blue:
No vibronic coupling; red: vibronic coupling increased by 10%; cyan:
energy gap between 3LE and 3CT halved.
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2399 excited state on the donor unit. The rates obtained were in good
2400 agreement with those reported experimentally470 (Figure 31c
2401 black trace), but most importantly the authors show that the
2402 nonadiababtic coupling between the two triplet states was critical
2403 for describing the rISC. Indeed, if this was removed, the rate
2404 became close to zero (Figure 31c dark blue trace).
2405 Importantly, the critical role of vibronic coupling between the
2406 two triplet states for rISC between the 3LE⇝ 1CT states cannot
2407 be described within ﬁrst-order perturbation theory and therefore
2408 must involve spin-vibronic coupling. In addition, for PTZ-
2409 DBTO2 in low polarity environments as shown in Figure 31b, a
2410 direct second-order coupling for 3LE ⇝ 1CT would require
2411 population transfer between the two CT states. However, as
2412 shown in Figure 31c the coupling between these two states has an
2413 insigniﬁcant role. Consequently, the relevant terms are
π δ=
ℏ
|⟨Ψ | ̂ |Ψ ⟩| −k E E2 ( )rIC CT N LE CT LE23 3 3 3;
2414 (41)
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2416 (42)
2417 First, the vibronic coupling between 3LE and 3CT promotes, on a
2418 time scale much faster than the rISC, an equilibrium between the
2419 two states. Obviously, the position of this equilibrium depends
2420 on both the size of the nonadiabatic coupling and the energy gap.
2421 Subsequently, the second-order term, eq 42, couples the 3CT and
2422 the 1CT, using the 3LE as an intermediate state. This latter
2423 second-order term is very eﬃcient because of the good
2424 vibrational overlap between the almost degenerate initial and
2425 ﬁnal states, 3CT and 1CT, respectively. Importantly, this explains
2426 recent experimental results which demonstrated that steric
2427 hindrance of the D−A dihedral angle switches the main pathway
2428 from TADF to phosphorescence.468This steric hindrance is
2429 equivalent to removing the vibronic coupling term, which is
2430 shown herein to be strongest along modes exhibiting a distortion
2431 of the D−A dihedral angle.
2432 The temperature dependent rate of a thermally activated
2433 process is given by the Arrhenius equation provided that the
2434 equilibration is faster than the radiative or nonradiative
2435 deactivation of the electronically excited molecule. The
2436 exponential decrease in the rate with activation energy, which
2437 this imposes, strongly promotes processes with small activation
2438 barriers. Experimentally to elucidate the gap, there are two
2439 approaches adopted. The ﬁrst is obtained by ﬁtting the integrated
2440 DF emission as a function of temperature and therefore gives a
2441 thermal activation derived from the Arrhenius equation.463 The
2442 second is deﬁned as the diﬀerence between the onset of the
2443 ﬂuorescence to phosphorescence signals and is therefore the
2444 optical gap. Importantly, it has been repeatedly found that the
2445 gaps extracted from these two approaches are diﬀerent,
2446 sometimes by as much as 0.35 eV.465 Indeed, larger diﬀerences
2447 were generally found for the higher performing molecules.
2448 Adachi et al.472 proposed that this diﬀerence is due to
2449 conformational changes occurring during the rather long
2450 transient lifetime of the triplet excited state. Here, coordinate
2451 dependent vibronic coupling, on-diagonal rather than non-
2452 adiabatic, alters the adiabatic energy gap between the T1 and S1
2453 states. This corresponds to the strong coupling limit in the
2454 pioneering paper of Englman and Jortner.164 However, recently,
2455Gibson et al.471 proposed that the nonadiabatic coupling
2456associated with the spin-vibronic mechanism could also play a
2457 f32signiﬁcant role in this. Indeed, as shown in Figure 32, the
2458nonadiabatic coupling forms an equilibrium between the two
2459lowest triplet states, T1 (
3LE) and T2 (
3CT), which leads to
2460signiﬁcant population transfer, even without thermal activation.
2461This has the eﬀect of lowering the activation barrier for TADF
2462because, according to second-order perturbation theory, it
2463becomes dominated by the S1-T2 energy gap, rather than the
2464S1-T1 energy gap.
2465The mechanism proposed above is not limited to three excited
2466states. Marian and co-workers recently studied 3-(9,9-dimethy-
2467lacridin-10(9H)-yl)-9H-xanthen-9-one (ACRXTN)473 and 10-
2468phenyl-10H,10′H-spiro[acridine-9,9′-anthracen]-10′-one
2469(ACRSA).151 In both of these cases, the important excited states
2470involve CT, ππ*, and nπ* states. Indeed in the case of the latter,
2471the authors reported krISC ∼ 109 s−1, one of the largest rates
2472observed. This is discussed in more detail in section 7.3.
2473The ACRXTN TADF emitter is composed of an acridine
2474donor and xanthone acceptor. The xanthone unit is well-known
2475for its complicated photophysics,474−478 and this is further
2476complicated by the addition of the acridine introducing CT
2477states. This emitter has been applied in OLEDs exhibiting low
2478intensity roll-oﬀ with increasing current density479 and as an
2479assistant dopant in purely organic OLEDs.480 The former
2480observation suggests a high rate of rISC, minimizing the lifetime
2481of the triplet states.
2482The important molecular orbitals (MOs) of ACRXTN are
2483 f33shown in Figure 33 and can be grouped as follows: (1) MOs that
2484are localized on the xanthone moiety: nO (Figure 33(a)), πH−1
2485(Figure 33(b)), πL* (Figure 33(d)), and (2) MOs that are
2486localized on the acridine substituent: πH (Figure 33(c)). High-
2487level quantum chemistry calculations using DFT/MRCI-R481,482
2488show that, consequently, the electronic transitions involving
2489these orbitals can be characterized as local xanthone excitations
2490(LEX) and CT transitions. Importantly, the involvement of
Figure 32. Energy barrier for TADF, determined from the temperature
variation of krISC plotted against 1000/T (K
−1) for two models which
haveΔES1−T1 = 0.06 and 0.1 eV. In the case of the latter, the magnitude of
nonadiabatic coupling has been doubled to enable these simulations to
exhibit suﬃcient population transfer to S1 at lower temperatures (225
K). Figure reproduced with permission from ref 471.
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2491 states with diﬀerent characters means that TDDFT can struggle
2492 to correctly predict the relative ordering of these states, and
2493 therefore, care should always be taken when calculating the
2494 energetics of states with these methods.
2495 At the excited state geometry of the CT states, the geometry
2496 and wave function characteristics are almost identical at the
2497 singlet and triplet CT minima, corresponding to nested
2498 potentials separated by 0.06 eV, and therefore, the weak coupling
2499 proposed by Jortner and Englman164 applies. However, as
2500 expected the electronic SOCME between these two states is
2501 eﬀectively zero, and therefore, it seems unlikely this can explain
2502 the fast equilibration of the singlet and triplet populations. To
2503 overcome this, vibronic coupling to close-by LE states is
f34 2504 required. Figure 34 shows the energetic proximity of the ﬁve
2505 lowest electronically excited states (1CT, 3CT, Tππ*,Tnπ*, Snπ*)
2506 along a linearly interpolated path connecting the 1CT minimum
2507 (RC = 0.0) and the minimum of the Snπ* state (RC = 10). This, as
2508 sketched in the right panel in Figure 34, and the structural
2509 changes are dominated by the elongation of the CO bond.
2510 This clearly shows that this motion drives the potential energy
2511 surfaces of the low-lying excited states toward various
2512 intersections. Indeed, at the intersection substantial spin−orbit
2513 interactions are observed between the 1,3CT and Tππ*. Both of
2514 these strongly promote a spin-vibronic mechanism, which
2515 explains the rapid rISC, that cannot be explained with the
2516 Condon approximation at the CT-optimized geometry.
2517 It is interesting to note that Gibson et al. used ρMCTDH in
2518 their studies. While this approach rigorously includes the
2519 temperature eﬀect, it is very computationally expensive because
2520 the numerical treatment of density operators is more diﬃcult
2521 since the dimensionality of the system in coordinate space
2522 doubles.132 In contrast in ref 151 Lyskov et al. exploited the
2523 equilibrium which will be formed between singlet and triplet
2524 states in a closed quantum system, i.e. one with emission and
2525 nonradiative decay not incorporated. This equilibrium between
2526 the singlet and triplet manifolds represents the balance between
2527 the kISC and krISC pathways, and it becomes possible to retrieve a
2528 rate equation:
=
+
− − +S k
k k
[ ]
3( )
(1 exp )all
rISC
rISC ISC
k k t( )rISC ISC
2529 (43)
2530with an equilibrium triplet concentration of krISC/3(krISC + kISC)
2531at t→∞. Fitting this equation to the population kinetics can be
2532used to determine kISC and krISC.
2533Finally, it is emphasized that, as discussed in section 2.1.3, the
2534mechanisms presented above and proposed in refs 473, 151, and
2535469 are formally diﬀerent, with the former invoking vibrational
2536spin−orbit, while the latter uses derivative coupling. In practice
2537these terms can hardly be told apart, and these studies highlight
2538the importance of considering not only the energetic alignment
2539of the states but also the vibrational motion responsible for
2540coupling and mixing these excited states.
7. ENVIRONMENT EFFECT ON SPIN-VIBRONIC
2541DYNAMICS
2542The involvement of multiple electronic states of diﬀerent
2543electronic character means that the spin-vibronic mechanism is
2544likely to be strongly aﬀected by the inﬂuence of the local
2545embedding environment of the photoexcited molecule. Indeed,
2546excited states exhibiting a larger excited-state dipole moment will
2547be more stabilized by the electrostatic ﬁeld generated by the
2548solvent. These solvent-induced shifts will mean that the
2549intramolecular potential surfaces are strongly displaced and
2550their crossing points modiﬁed and therefore can suppress,
2551induce, and/or accelerate the spin-vibronic mechanism. This
2552eﬀect, in the context of the spin-vibronic mechanism, was ﬁrst
2553reported by Lim et al.7,483 for the solvent dependent
2554phosphorescence lifetime of several polycyclic monoazines.
7.1. Heteroaromatic Compounds
2555Using the perturbation theory approaches described above,
2556Marian and co-workers calculated the rates of ISC in a series of
2557heteroaromatic compounds.51−55,152,153,176,177,187,444 In all these
2558systems, ISC is strongly inﬂuenced by the environment due to
2559the simultaneous importance of both nπ* and ππ* states, which
2560are diﬀerently shifted by solvents of higher polarity. Particularly
2561interesting in this respect is the photophysics of ﬂavins and
2562aromatic carbonyl compounds. The authors used two
2563approaches to account for solvation, the ﬁrst one based purely
2564upon a continuum solvation model to mimic solute−solvent
2565interactions in nonprotic media, and a second for protic solvents
2566which also incorporated explicit solvent molecules forming
2567hydrogen bonds.
Figure 33. Frontier orbitals of ACRXTN at the optimized ground-state geometry.
Figure 34. Left: DFT/MRCI-R energy proﬁles along a linearly interpolated path connecting the singlet CT minimum (RC = 0.0) and the minimum of
the S(nOπ*) state (RC = 1.0). Solid lines, singlets; dashed lines, triplets; triangles, CT states; circles, nOπL* states; squares, ππ* states with leading πH−1πL*
term. Right: Schematic of the proposed ISC and rISC mechanism in ACRXTN, reproduced with permission from ref 473.
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2568 Flavins are biologically active photosensitizers which are
2569 present, e.g. as cofactors in the light-oxygen-voltage (LOV)
2570 domains of blue-light receptors.484,485 Absorption of blue light
2571 populates the S1 state of lumiﬂavin which is of ππ* type. In
2572 vacuum and apolar environments, a 3(nπ*) state, T2, crosses the
2573 S1 potential close to its minimum, as schematically shown in
f35 2574 Figure 35(a), where an El-Sayed allowed ISC may occur with a
2575 computed rate constant of kISC ≈ 109 s−1. A polar protic solvent
2576 such as water forms hydrogen bonds with the lone orbital pairs
2577 and leads to a strong blue shift of the 3(nπ*) state which is
2578 energetically no longer accessible for ISC from the vibrationally
2579 relaxed S1 state. Simultaneously, solvent−solute interactions
2580 stabilize a higher-lying 3(ππ*) state which becomes the T2 state
2581 in aqueous solution (Figure 35(b)). In the Condon approx-
2582 imation, the El-Sayed forbidden S1⇝T2 and S1⇝T1 transitions
2583 are negligible and the S1 state is predicted to deactivate
2584 radiationally by ﬂuorescence. When vibrational SOC is switched
2585 on, S1⇝T2 is substantially enhanced and proceeds at a rate of kISC
2586 ≈ 108 s−1, which is of the same order of magnitude as the
2587 ﬂuorescence rate. The solvent environment is thus seen to not
2588 only change the rate constant of the ISC but also its
2589 mechanism.176 Like water, the protein pocket of the LOV
2590 domain forms hydrogen bonds with the ﬂavin molecule (Figure
2591 35(c) and (d)) but the environment is less polar than bulk water
2592 with the consequence that the blue shifts of the nπ* states are
2593 smaller in the protein, thus enabling a participation of these states
2594 in the triplet formation.177
2595 One class of molecules, for which ISC can occur on the
2596 subpicosecond time scale and is thus competitive with IC,
2597 comprises the aromatic carbonyl compounds of the xanthone
f36 2598 family (Figure 36). What makes the mechanistic picture so
2599 involved is the (at least) biphasic decay and the strong solvent
2600 dependence of the kinetic processes, the observation of
2601 recurrences and inverse energy gap law behavior in some cases,
2602and the general lack of experimental knowledge on the location
2603and characteristics of optically dark states that could mediate El-
2604Sayed forbidden transitions.55,445,486−494 A particularly remark-
2605able feature in the photopysics of the aromatic carbonyl
2606compounds, besides the strong solvent dependence of their
2607radiative and nonradiative relaxation processes, is the T2 ⇝ S1
2608rISC that outcompetes the T2⇝ T1 IC in certain solute−solvent
2609combinations.445,490,495 Quantum chemical studies can therefore
2610help to elucidate the mechanisms of ISC in these molecules and
2611to understand their solvent dependence.
2612Detailed quantum chemical studies on the photophysics of
2613xanthone, thioxanthone, and acridone in the gas phase and in
2614various solvent environments were carried out by the Marian
2615group.51−55 As mentioned before, a continuummodel was found
2616to be suﬃcient for polar aprotic environments such as
2617acetonitrile solution. For an appropriate description of the
2618spectral properties in polar protic solvents such as alcohols and
2619water, a hybrid microsolvation and contiuum solvation model
2620turned out to be necessary.
2621The excited-state energy landscapes of the aromatic ketones
2622are characterized by close-lying singlet and triplet ππ* and nOπ*
2623conﬁgurations where nO denotes the lone-pair orbital on the
2624carbonyl oxygen. In vacuum and apolar solvents, 1nOπL*
2625constitutes the lowest excited singlet state. The corresponding
2627
3nOπL* state is nearly degenerate with the
3πHπL* state in
Figure 35. Schematic view of the potential energy surfaces of lumiﬂavin in (a) vacuum and (b) water solution. (c) Coordination of ﬂavin
mononucleotide in the LOV domain of the blue-light sensor YtvA of Bacillus subtilis and (d) hydrogen-bonding pattern of lumiﬂavin in water.
Figure 36.Chemical structures of xanthone (X =O), thioxanthone (X =
S), and acridone (X = NH).
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2628 thioxanthone whereas the larger exchange interaction in
2629 xanthone and acridone pushes the 3πHπL* state below the
2630
3nOπL* state in all media. The photophysics of these molecules is
2631 controlled by the substantial SOC between the πHπL* and nOπL*
2632 conﬁgurations and by the large blue shift experienced by the
2633 nOπL* states in polar media which is even enhanced by the
f37 2634 proticity of the solvent (Figure 37). In comparison, the πHπL*
2635 states experience only moderate red shifts. In addition to direct
2636 SOC, vibronic SOC plays an essential role in the photophysics of
2637 these aromatic ketones. In cases where either the 1πHπL* and
2638
1nOπL* states or the corresponding triplet states are close in
2639 energy, even small out-of-plane displacements may lead to a
2640 substantial acceleration of El-Sayed forbidden transitions, with
2641rate constants of up to 2 × 1011 s−1. In these systems, DF is
2642brought about by the reverse ISC from the T2 (!)
3nOπL* state to
2643the bright 1πHπL* state that is tuned into resonance by the
2644surrounding medium.495
2645These studies have established the importance of theory for
2646gaining better insight and understanding of the excited-state
2647processes observed for these compounds in femtosecond time-
2648resolved experiments. They could explain the solvent depend-
2649ence of DF in xanthone52 and successfully predict the occurrence
2650of DF in thioxanthone in methanol solution.51,445 The computed
2651ISC rate constants made it possible to discriminate between
2652alternative relaxation pathways in various solvents (methanol,
2653tetraﬂuoroethanol, cyclohexane), thus aiding to unravel the
Figure 37. DFT/MRCI energy proﬁles of electronically excited thioxanthone in various solvents.
Figure 38. DFT/MRCI energy proﬁles and feasible ISC channels of electronically excited acridone in acetonitrile solution. Due to strong vibronic
interaction, the El-Sayed forbidden transitions proceed on the subnanosecond time scale.
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2654 complex kinetic schemes of the photorelaxation processes in this
2655 molecule.53,55,445 The recent theoretical prediction54 that the
2656 photoexcited acridone may also show DF in acetonitrile solution
f38 2657 (Figure 38) still awaits conﬁrmation.
7.2. Transition Metal Systems
2658 The eﬀect of the solvent also plays a signiﬁcant role for transition
2659 metal systems, which often possess states of various diﬀerent
2660 characters, e.g. metal centered (MC) or charge transfer (LMCT,
2661 MLCT, etc.). Indeed, for the diplatinum complexes discussed in
2662 section 4.1, refs 240 and 244 have both shown a strong solvent
2663 eﬀect on the rate of ISC, for which the authors suggested that
2664 diﬀerent solvents, most probably with higher polarity, stabilize an
2665 intermediate state providing a spin-vibronic channel from the
2666 lowest singlet into the lowest triplet state. Whereas the ultrafast
2667 ﬂuorescence decay τ1 of the Re(I) complexes discussed in section
2668 5.4 is weakly aﬀected by solvent eﬀects, the intermediate time
2669 scales τ2 may vary from 340 to 470 fs in acetonitrile to 1.09−1.4
2670 ps in DMF for the Cl and Br substituted complexes,
2671 respectively.496 Solvation dynamics, not included in the
2672 simulations discussed in the present review, should play a central
2673 role in this case.
2674 Some linear two-coordinate coinage metal complexes show
2675 untypical environment eﬀects. The absorption spectra of linear
2676 two-coordinate copper complexes of cyclic (alkyl)(amino)-
2677 carbenes (CAAC)CuX (X = halide) show negative solvato-
2678 chromism, characterized by a blue shift in more polar solvents,
2679 and their solid-state emission is signiﬁcantly blue-shifted with
2680 respect to the solution spectra at room temperature.368,370,371,497
2681 Similar time- and environment-dependent shifts of the
2682 luminescence have been observed for (CAAC)-Au-Cz and
2683 (CAAC)-Cu-Cz complexes (Cz = carbazolate).372
2684 For the (CAAC)-Au-Cz complex CMA1 (Figure 40) such
2685 behavior has been rationalized recently by Föller and Marian.374
2686 CMA1 is characterized by a very polar charge density distribution
2687 in the electronic ground state. Before electronic excitation takes
2688 place, the solid state environment and the liquid solution are well
f39 2689 adapted to this charge distribution of the solute (Figure 39(a)).
2690 Electronic excitation is an ultrafast process, much too fast for the
2691 solvent to reorganize instantaneously. Upon electronic excita-
2692 tion, charge is transferred from the Cz374 ligand to the metal
2693 center and the CAAC ligand. This means that the S1 and T1 states
2694 do not only havemuch smaller static dipole moments than S0, the
2695 dipole vectors also point in the opposite direction. This
2696unfavorable solute−solvent interaction explains the negative
2697solvatochromism in absorption. In quantum chemical calcu-
2698lations, these electrostatic eﬀects are well represented by
2699polarizable continuum models such as PCM.498 Emission of a
2700photon is accompanied by geometry relaxation in the excited
2701state as well as solvent reorganization. Both processes contribute
2702to the Stokes shift, but they occur on diﬀerent time scales.
2703Relaxation of the nuclear arrangement of the solute typically
2704takes place at the subpicosecond time scale. Therefore, emission
2705wavelengths measured in femtosecond time-resolved experi-
2706ments at short delays after electronic excitation mainly reﬂect the
2707solvent orientation adapted to the ground-state electron
2708 f40distribution (Figure 39(b) and Figure 40(left, PCM)). The
2709time required to fully achieve solvent reorganization depends on
2710various parameters such as the viscosity and the temperature of
2711the medium. To model the emission at longer time delays
2712(nanosecond to microsecond time scale) in liquid solution,
2713adaptation of the solvent environment to the charge distribution
2714of the solute’s excited state (Figure 39(c)) has to be taken into
2715account. In principle, this could be achieved by QM/MM
2716simulations, but excited-state QM/MM molecular dynamics for
2717such long time intervals are computationally very demanding.
2718Alternatively, one can make use of the corrected linear response
2719polarizable continuum model (cLR-PCM)499 or other state-
2720speciﬁc solvent approaches500 in quantum chemical calculations.
2721In the case of CMA1, point charges from a cLR-PCM approach
2722were used to model a chlorobenzene environment at room
2723temperature,374 yielding an emission wavelength of 556 nm at
2724the DFT/MRCI level (Figure 40(left, clR)) in excellent
2725agreement with the experimental emission maximum of the
2726delayed ﬂuorescence of CMA1 (550 nm372) in the same solvent.
2727In the solid state (frozen solutions, ﬁlms, or crystalline
2728environment), solvent reorientation is sterically hindered
2729(Figure 40(right)). For this reason, delayed luminescence in
2730the solid state is seen to be blue-shifted with respect to
2731luminescence in liquid solution, in agreement with the
2732experimental ﬁndings.
2733Because of their long luminescence decay times, solvent
2734reorganization is particularly important in TADF emitters.
2735CMA1 ﬂuorescence occurs preferentially in coplanar orienta-
2736tions of the Cz and CAAC ligands at a rate of ∼107 s−1 as
2737compared to ∼104 s−1 in perpendicular orientations.374 A static
2738picture focusing on the coplanar S1 equilibrium geometry
2739therefore appears appropriate despite the very ﬂat torsion
2740potentials in the excited states. For the nonradiative transitions,
2741the situation is not so clear-cut. Although Fermi’s golden rule,
2742evaluated in the Condon approximation at the respective
2743equilibrium geometries, yields sizable ISC and rISC rate
2744constants of the order of 109 s−1 at room temperature, vibronic
2745interactions might play an important role in liquid solution where
2746the torsional motion is nearly unhindered. S1-T1 SOCMEs of a
2747few inverse centimeters in magnitude are found at all torsional
2748angles, but the energy gap between S1 and T1 nearly vanishes
2749when a perpendicular arrangement of the ligands is approached
2750and could therefore speed up the nonradiative transitions.
2751For these reasons, a dynamic treatment of the ISC and rISC
2752processes taking into account the large amplitude torsional
2753motion appears advisible. Such simulations have recently been
2754performed by Penfold and co-workers501 using a spin-vibronic
2755model Hamiltonian. They found conclusions consistent with the
2756simulations of Föller and Marian.374 Importantly, they found the
2757rate of ISC is enhanced by 2 orders of magnitude (109 s−1 to 1011
2758s−1) through coupling of the T1 state with higher lying triplet
Figure 39. Schematic of the solute−solvent interactions of molecules
with negative solvatochromism. (a) The highly polar electronic ground
state of the solute molecule is stabilized by the polar environment. (b)
The dipolar solvent−solute interactions are unfavorable for the less
polar singlet or triplet excited state at short time delays after excitation or
if the solvent reorientation is hindered in the solid state. (c) Solvent
reorientation stabilizes the excited state and leads to a red shift of the
luminescence at long time delays.
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2759 (Tn) states, consistent with the spin-vibronic mechanism and
2760 providing excellent agreement with the experimental time scale.
7.3. Environment Eﬀects on Metal-Free TADF Emitters
2761 A number of studies in both solution
502 and solid state466,503−509
2762 have demonstrated the eﬀect of the local embedding environ-
2763 ment on the photophysics of TADFmolecules. This can be easily
2764 understood from the theory work
151,469,473 discussed in section
2765 6.4. Indeed, because TADF is not simply a cyclic process between
2766 the singlet and triplet CT manifolds but involves coupling to
2767 other states of diﬀerent character and therefore diﬀerent dipole
2768 moments, this means that the relative shift of the states as a
2769 function of polarity will be diﬀerent and crucially this will alter
2770 the gap between these states and is likely to signiﬁcantly change
2771 the eﬃciency of TADF.
2772Indeed, in the case of PTZ-DBTO2 (section 6.4) the
2773importance of the 1,3CT states, both of which will respond in
2774the same way to changing polarity, and the 3LE, which will be
2775insinuative to polarity of the environment, gives three distinct
2776scenarios: (a) the LE below the CT states, (b) the LE degenerate
2777with the CT states, and (c) the LE above the CT states. Clearly
2778TADF will be most eﬀective in the case when all three states are
2779degenerate and mixing is most eﬀective. Recently Etherington et
2780al. used photoinduced absorption506 to demonstrate this eﬀect
2781and its eﬀect on the spin-vibronic mechanism of the D-A-D
2782trimer analogue of PTZ-DBTO2, which gives identical photo-
2783physics to the D−A version. The TADF emitter was embedded
2784within a poly(ethylene oxide) (PEO) host, which importantly
2785 f41exhibits a temperature dependent polarity. As shown in Figure
2786 f4141, by cooling the sample, it was possible to shift the onset of the
Figure 40. (a) Torsion potentials of the linear (CAAC)-Au-Cz complex CMA1 in chlorobenzene solution without (polarizable continuum model
(PCM), solid lines) and with solvent reorganization (corrected linear response approach (clR), dotted lines). Emission occurs preferentially at coplanar
orientations of the ligands. ISC and rISCmay proceed at all torsional angles. (b) Spaceﬁlling representation of CMA1molecules in the crystal structure.
The carbazolate ligand is held in place by the adamantyl and isobutyl moieties of the surrounding molecules. Reproduced with permission from ref 374.
Figure 41. (a) Temperature dependence of the intensity (black line) and CT onset energy (purple circles). The change in CT onset energy plateaus
below the glass temperature, representative of the PEO ﬁlm becoming rigid. The black dashed line represents the energy of the 3LE at 2.58 eV, with the
peak in intensity apparent as the CT energy crosses resonance. (b) Relative rate of rISC as a function of temperature for the D−A complex PTZ-
DPTO2. The rates were extracted from the population of the 1CT state at 0.5 ns of dynamics simulations initiated from the lowest triplet state.
Reproduced with permission from ref 506.
Figure 42. One-dimensional q138 cut through excited PESs of ACRSA in diﬀerent environments. Reproduced with permission from ref 151.
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2787
1CT to higher energies, initially to bring it into degeneracy with
2788 the 3LE state and then above. Figure 41a shows the integrated
2789 intensity of delayed ﬂuorescence as a function of temperature,
2790 showing, as expected, a peak at the point of degeneracy. This is
2791 supported by simulations showing the relative rate of rISC as a
2792 function of temperature (Figure 41b) using the spin-vibronic
2793 mechanism.
2794 Recently, the eﬀect of the polarity has been simulated for
2795 ACRSA.151 The authors used a spin-vibronic Hamiltonian and
2796 quantum nuclear dynamics to study the rate of ISC using a
2797 Hamiltonian which depended on solvation. In this case, the eﬀect
2798 of polarity was described in an implicit manner, with a polarizable
2799 continuum model.510
f42 2800 Figure 42 shows the important 1nπ*, 3ππ*, andCT states along
2801 the normal mode responsible for the structural change between
2802 the 1nπ* and 3ππ* states. Importantly, while the shape of the
2803 curves remains similar, as supported by the expansion parameters
2804 of the Hamiltonian given in ref 151, the relative separation of the
2805 potentials changes dramatically due to the diﬀerent dipole
2806 moments of the three excited states.
f43 2807 Figure 43 shows the eﬀect of this change on the time-
2808 dependent population of the singlet excited states of ACRSA. As
2809 expected the population is fastest in low polarity solvents where
2810 the states are closest together, in agreement with ﬁnding of ref
2811 506. Interestingly, in the case of ACRSA, the authors reported
2812krISC∼ 109 s−1, one of the largest rates observed, which is achieved
2813because of the interaction between the low lying CT, ππ*, and
2814nπ* states. A polar environment such as acetonitrile destabilizes
2815nπ* energies and stabilizes CT exciton energies, by that
2816deteriorating the eﬃcient rISC pathway. The rate constants
2817krISC ∼ 2 × 107 s−1 and kISC ∼ 5 × 108 s−1 for ACRSA in that
2818solvent151 are not much diﬀerent from corresponding values in
2819the related spiro-acridine compound 10-phenyl-10H-spiro-
2820[acridine-9,9′-ﬂuorene]-2′-7′-dicarbonitrile (ACRFLCN),
2821which features a low-lying LE 3(ππ*) state but lacks low-lying
2822nπ* states and for which a value of kISC ∼ 7 × 107 s−1 was
2823reported.511
8. SUMMARY AND OUTLOOK
2824In this review, we have summarized the recent work shedding
2825new insight onto the spin-vibronic mechanism of intersystem
2826crossing. Although the underpinning theory of this mechanism
2827was established in the 1960s, it is only now, with the development
2828of ultrafast spectroscopies and high-level theoretical tools, that
2829the importance of this phenomenon in a wide variety of
2830molecular systems is being established.
2831These experimental and theoretical studies have unequivocally
2832demonstrated that the interpretation of ISC dynamics is often
2833not possible using simple qualitative analysis based upon
2834empirical rules, such as the energy gap law and El-Sayed’s rule.
2835In such situations one must go beyond the assumptions based
2836upon ISC driven only by direct SOC between states of diﬀerent
2837multiplicity, in which the coupling remains unchanged by
2838vibrational motion, i.e. the Condon approximation. Indeed, the
2839often strongly nonadiabatic nature of electronic excited states
2840means that the spin, electronic, and vibrational dynamics of the
2841system cannot be described independently. Molecular excited
2842states therefore cannot be well represented by a simple ladder of
2843states, as depicted in a usual Jablonski diagram. Instead, the
2844interplay among spin, electronic, and nuclear dynamics leads to
2845mixing and consequently to rather complicated spin-vibronic
2846levels. This applies to molecules both with and without the
2847presence of heavy elements.
2848Probing and understanding these eﬀects in increasingly
2849complicated systems calls for the use of new experimental
2850techniques and more importantly for an increasing synergy
2851between both complementary experimental techniques and high-
2852level theory that can underpin the experimental interpretation.
2853New experimental procedures, such as multidimensional
2854electronic spectroscopy and femtosecond X-ray spectroscopy,
2855are oﬀering new horizons complementary to more established
2856techniques such as transient optical absorption, time-resolved
2857ﬂuorescence spectroscopy, and time-resolved vibrational spec-
2858troscopy. Indeed, these are in principle capable not only of
2859probing the correlated spin-vibronic dynamics but also of directly
2860probing the spin-vibronic couplings.
2861In the area of theory, there has been much progress including
2862the ability to calculate the important coupling elements across a
2863broad spectrum of quantum chemistry techniques incorporating
2864an almost full selection of trade-oﬀ between accuracy and
2865computational expense. It is possible to calculate the rate of spin-
2866vibronic processes either by using perturbation theory
2867approaches or by explicit propagation of the nuclear equations
2868of motion. For the former, spin-vibronic eﬀects up to second
2869order can be included alongside temperature and the eﬀects of an
2870environment. Compared to approaches based upon dynamics,
2871the computational eﬃciency of these approaches means that they
2872can be routinely applied to larger chemical systems.
Figure 43. Time-dependent population of the singlet excited states of
ACRSA in vacuum, toluene, and acetonitrile following the triplet CT
exciton formation. Reproduced with permission from ref 151.
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2873 In terms of approaches based upon nuclear dynamics, the
2874 power of grid-based quantum dynamics, which exploit model
2875 spin-vibronic Hamiltonians, has been repeatedly demonstrated.
2876 At the same time there has also been signiﬁcant development in
2877 on-the-f ly approaches, which now oﬀer the ability to perform
2878 simulations on full dimensional potential energy surfaces and to
2879 include atomistic descriptions of the solvent environment. When
2880 comparing the two methods, it is important to keep in mind that
2881 the calculation of the potentials for quantum dynamics is usually
2882 based upon interpolated models along a reduced number of
2883 collective vibrational modes. In contrast, the on-the-f ly
2884 simulations require computations of the energies, forces, and
2885 nonadiabatic couplings at each time step of the dynamics. This
2886 implies a very diﬀerent computational load for the two
2887 approaches. In this case, one has to be careful about the level
2888 of quantum chemistry used for the on-the-f ly simulations, as
2889 generally many more quantum chemistry calculations are
2890 required, which can make the simulations prohibitive. While
2891 this is also true for grid based quantum dynamics on models, for
2892 the latter, one can alsomanipulate the parameters of themodel to
2893 understand the physics behind the spin-vibronic mechanism.
2894 This is much harder for on-the-f ly approaches.
2895 In addition, in terms of mechanistic understanding of spin-
2896 vibronic dynamics, although these on-the-f ly approaches oﬀer the
2897 ability to perform dynamics within full nuclear conﬁguration
2898 space, for complex systems, direct analysis of the results can
2899 become quite cumbersome due to high dimensionality, especially
2900 in terms of determining the important nuclear motions and their
2901 eﬀect. This places a greater emphasis on the quality of the
2902 postprocessing of the simulations. Most importantly, it is
2903 emphasized that in many cases grid based and on-the-f ly
2904 approaches oﬀer completely contrasting approximations, and
2905 therefore, there is a huge merit in increasing the synergy of these
2906 approaches and using the on-the-f ly approaches to build high-
2907 level ﬁrst-principles models.209,512
2908 The criticality of spin-vibronic coupling within functional
2909 materials, such as TADF, demonstrated herein represents an
2910 important subset of a much broader research question, namely
2911 how do we eﬃciently exploit the excited-state properties of
2912 molecules? This is the core focus of a signiﬁcant research eﬀort
2913 aimed at a wide range of applications, such as organic and dye-
2914 sensitized solar cells, photocatalysis, OLEDs, and ﬂuorescent
2915 imaging. At present, the design of new molecules that act as the
2916 key components of these devices has largely focused upon large-
2917 scale synthetic programs aimed at developing and then exploiting
2918 structure−property relationships. However, while this can lead to
2919 incremental progress and simple design rules that can be used to
2920 manipulate a speciﬁc property, such as emission or absorption
2921 wavelength, it is usually unsuccessful in simultaneously
2922 controlling all of the required photophysical properties. This is,
2923 at least in part, due to the close interplay among spin, electronic,
2924 and nuclear dynamics, leading to mixing and rather complicated
2925 spin-vibronic levels. Consequently, to ensure continued progress
2926 in applied research ﬁelds, design procedures that go beyond the
2927 Born−Oppenheimer approximation and which explicitly take
2928 spin-vibronic couplings into account are required.
2929 The design of newmolecules can be achieved computationally,
2930 using for example virtual high-throughput screening, and it has
2931 the potential to signiﬁcantly speed-up material discovery.
2932 Recently, Go ́mez-Bombarelli et al.513 developed a virtual
2933 screening method for TADF emitters (although this can be
2934 more generally applied) with the capacity to explore the chemical
2935 space of 1.6 million molecules. However, at the heart of these
2936approaches are a number of criteria for speciﬁc molecular
2937properties, and therefore, as for experimental design, a detailed
2938understanding of the key components of spin-vibronic must be
2939achieved to optimize the design of these so-called descriptors.
2940Calculating couplings, both spin−orbit and nonadiabatic are
2941obviously signiﬁcantly much more computationally expensive
2942and therefore high-throughput design adopting this approach is
2943unlikely. We therefore recommend that such approaches could
2944be included as an additional medium throughput reﬁning step in
2945such a procedure.
2946Finally, we want to stress that, as shown by various examples
2947discussed in this review, spin and vibronic coupling interplay is at
2948work in both light organic compounds and molecular systems
2949containing heavy elements. Internal conversion and intersystem
2950crossing may act on a similar, ultrafast, time scale calling for a
2951balanced and intertwined theoretical description able to decipher
2952the intricate mechanism of ultrafast excited-state processes, in
2953conjunction with new experimental techniques.
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3015 GLOSSARY
3016 2D-ES 2-dimensional electronic spectroscopy
3017 2D-IR 2-dimensional infrared
3018 ACRSA 10-phenyl-10H,10′H-spiro[acridine- 9,9′-an-
thracen]-10′-one
3019 BB-IVS broad band impulsive vibrational spectroscopy
3020 BO Born−Oppenheimer
3021 CASSCF complete-active-space self-consistent-ﬁeld
3022 CC2 coupled cluster doubles
3023 CCS coupled-coherent states
3024 CI conﬁguration interaction
3025 cLR-PCM corrected linear response PCM
3026 CMA carbene-metalamide
3027 CT charge transfer
3028 DFT density functional theory
3029 DF delayed ﬂuorescence
3030 DMF dimethylformamide
3031 DRE Duschinsky rotation eﬀects
3032 DSSCs dye-sensitized solar cells
3033 ECPs eﬀective core potentials
3034 ESA excited state absorption
3035 FBP free-base porphyrin
3036 FCFs FC factors
3037 FCWD FC weighted density of states
3038 FC Franck−Condon
3039 FSRS femtosecond stimulated Raman scattering
3040 GPUs graphical processing units
3041 GWP Gaussian wavepacket
3042 HHG high harmonic generation
3043 IC internal conversion
3044 IL intraligand
3045 ISC intersystem crossing
3046 JT Jahn−Teller
3047 LC ligand-centered
3048 LEECs light emitting electrochemical cells
3049 LEX local xanthone excitations
3050 LE local excited
3051 LIESST light-induced excited spin-state trapping
3052 LLCT ligand-to-ligand CT
3053LMCT ligand-to-metal CT
3054LOV light oxygen voltage
3055LR-TDDFT linear-response TDDFT
3056LVC linear vibronic coupling
3057MCE multiconﬁgurational Ehrenfest
3058MCTDH multiconﬁgurational time-dependent Hartree
3059MC metal-centered
3060MD molecular dynamics
3061ML-MCTDH multilayer MCTDH
3062MLCT metal-to-ligand CT
3063MRCI-R MRCI redesigned
3064MRCI-S MRCI singles
3065MRCI multireference CI
3066MS-CASPT2 multistate CAS second order perturbation theory
3067MSD model space diabatization
3068OLEDs organic light-emitting diodes
3069PCM polarizable continuum model
3070PDT photodynamic therapy
3071PEO poly(ethylene oxide)
3072PES potential energy surfaces
3073PJT pseudo-JT
3074PTZ-DBTO2 phenothiazine-dibenzothiophene-S, S-dioxide
3075QD quantum dynamics
3076QM/MM quantum mechanics/molecular mechanics
3077QVC quadratic vibronic coupling
3078RASI rotationally assisted spin-state inversion
3079rISC reverse ISC
3080RIXS resonant inelastic X-ray scattering
3081RXES resonant X-ray emission spectroscopy
3082SCS-CC2 spin component scaled CC2
3083SOCME SOC-matrix element
3084SOC spin−orbit coupling
3085SOECPs spin−orbit ECPs
3086SPDO’s single-particle density operators
3087SPFs single-particle functions
3088TADF thermally activated DF
3089TDDFT time-dependent DFT
3090TDSE time-dependent Schrödinger equation
3091TRPES time-resolved photoelectron spectroscopy
3092TSH trajectory surface hopping
3093UDFT unrestricted DFT
3094VDOS vibrational density of states
3095vMCG variational multiconﬁgurational Gaussian wave-
packet
3096X-FELS X-ray free electron lasers
3097XLCT X to ligand CT
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3586 States from Block Diagonalization of the Electronic Hamiltonian. J.
3587 Chem. Phys. 1988, 89, 7367−7381.
(147)3588 Domcke, W.; Woywod, C. Direct Construction of Diabatic
3589 States in the CASSCF Approach. Application to the Conical
3590 Intersection of the 1A2 and 1B1 Excited States of Ozone. Chem. Phys.
3591 Lett. 1993, 216, 362−368.
(148) 3592Domcke, W.; Woywod, C.; Stengle, M. Diabatic CASSCF
3593Orbitals and Wavefunctions. Chem. Phys. Lett. 1994, 226, 257−262.
(149) 3594Wittenbrink, N.; Venghaus, F.; Williams, D.; Eisfeld, W. A New
3595Approach for the Development of Diabatic Potential Energy Surfaces:
3596Hybrid Block-Diagonalization and Diabatization by Ansatz. J. Chem.
3597Phys. 2016, 145, 184108.
(150) 3598Zeng, T. A Diabatization Protocol that Includes Spin-Orbit
3599Coupling. J. Chem. Phys. 2017, 146, 144103.
(151) 3600Lyskov, I.; Marian, C. M. Climbing up the Ladder: Intermediate
3601Triplet States Promote the Reverse IntersystemCrossing in the Efficient
3602TADF Emitter ACRSA. J. Phys. Chem. C 2017, 121, 21145−21153.
(152) 3603Tatchen, J.; Gilka, N.; Marian, C. M. Intersystem Crossing
3604Driven by Vibronic Spin-Orbit Coupling: A Case Study on Psoralen.
3605Phys. Chem. Chem. Phys. 2007, 9, 5209−5221.
(153) 3606Etinski, M.; Rai-Constapel, V.; Marian, C. M. Time-Dependent
3607Approach to Spin-Vibronic Coupling: Implementation and Assessment.
3608J. Chem. Phys. 2014, 140, 114104.
(154) 3609Penfold, T.; Spesyvtsev, R.; Kirkby, O. M.; Minns, R.; Parker, D.;
3610Fielding, H.; Worth, G. Quantum Dynamics Study of the Competing
3611Ultrafast Intersystem Crossing and Internal Conversion in the “channel
36123” Region of Benzene. J. Chem. Phys. 2012, 137, 204310.
(155) 3613Granucci, G.; Persico, M.; Spighi, G. Surface Hopping Trajectory
3614Simulations with Spin-Orbit and Dynamical Couplings. J. Chem. Phys.
36152012, 137, 22A501.
(156) 3616Capano, G.; Chergui, M.; Rothlisberger, U.; Tavernelli, I.;
3617Penfold, T. J. A Quantum Dynamics Study of the Ultrafast Relaxation in
3618a Prototypical Cu(I)-Phenanthroline. J. Phys. Chem. A 2014, 118, 9861−
36199869.
(157) 3620Curchod, B. F.; Rauer, C.; Marquetand, P.; Gonzaĺez, L.;
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4408 State Dynamics of Photoisomerizing Complexes fac-[Re (Cl)(CO)3
4409 (papy)2] and fac-[Re (papy)(CO)3 (bpy)]
+(papy= trans-4-phenyl-
4410 azopyridine). Inorg. Chim. Acta 2007, 360, 885−896.
(391) 4411Ko, C.-C.; Kwok, W.-M.; Yam, V. W.-W.; Phillips, D. L. Triplet
4412MLCT Photosensitization of the Ring-Closing Reaction of Diary-
4413lethenes by Design and Synthesis of a Photochromic Rhenium (I)
4414Complex of a Diarylethene-Containing 1,10-Phenanthroline Ligand.
4415Chem. - Eur. J. 2006, 12, 5840−5848.
(392) 4416Busby, M.; Hartl, F.; Matousek, P.; Towrie, M.; Vlcěk, A.
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