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Abstract
In this paper, we explore the initial-boundary value (IBV) problem for an integrable spin-1
Gross-Pitaevskii system with a 4 × 4 Lax pair on the finite interval x ∈ [0, L] by extending
the Fokas unified transform approach. The solution of this system can be expressed in terms
of the solution of a 4 × 4 matrix Riemann-Hilbert (RH) problem formulated in the complex
k-plane. Furthermore, the relevant jump matrices with explicit (x, t)-dependence of the matrix
RH problem can be explicitly found via three spectral functions {s(k), S(k), SL(k)} arising
from the initial data and the Dirichlet-Neumann boundary conditions at x = 0 and x = L,
respectively. The global relation is also found to deduce two distinct but equivalent types of
representations (i.e., one via the large k of asymptotics of the eigenfunctions and another one
in terms of the Gel’fand-Levitan-Marchenko (GLM) approach) for the Dirichlet and Neumann
boundary value problems. In particular, the formulae for IBV problems on the finite interval
can reduce to ones on a half-line as the length L of the interval approaches to infinity. Moreover,
we also present the linearizable boundary conditions for the GLM representations.
Keywords: Integrable spin-1 Gross-Pitaevskii system; Initial-boundary value problem; Riemann-
Hilbert problem; Global relation; Finite interval; GLM representation; Maps between Dirichlet
and Neumann problems
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1 Introduction
At the end of the 1960s, the well-known inverse scattering transform (IST) [1] (also called nonlin-
ear Fourier transform) was first presented to solve the initial value problem for the KdV equation
starting from its two linear eigenvalue equations (also called the Lax pair [2]). After that, the
IST was used to solve many integrable nonlinear evolution equations (NLEEs) with Lax pairs (see,
e.g., Ref. [3, 4] and references therein), in which the initial conditions were usually chosen as the
constants or plane waves to generate bright or dark solitons and breathers. In the early 1990s, Deift
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and Zhou [5] developed the IST method to present the powerful nonlinear steepest descent method
to analytically study the long-time asymptotics of the Cauchy problems of the (1+1)-dimensional
integrable NLEEs such as the mKdV equation and nonlinear Schro¨dinger equation. At the end
of the 1990s, Fokas [6] further extended the idea of the IST to present a unified method studying
initial-boundary value problems for both linear and nonlinear integrable equations with Lax pairs
(see Refs. [7–12] for the details). Particularly, the Fokas method is used to study integrable non-
linear PDEs by means of the simultaneous spectral analysis of both parts of the Lax pairs and
the global relation among the spectral functions. This differs from the classical IST, in which the
spectral analysis of only one part of the Lax pairs was considered. The Fokas method well unites
the key ideas of the IST with the Riemann-Hilbert problems [9, 11].
The Fokas method, as a novel and effective method, has been used to study the initial-boundary
value (IBV) problems for the linear PDEs and some integrable NLEEs with 2× 2 Lax pairs on the
half-line and the finite interval such as, the nonlinear Schro¨dinger (NLS) equation [6, 13–16], the
sine-Gordon equation [17, 18], the KdV equation [19, 20], the modified KdV equation [21–24], the
derivative NLS equation [25], and etc. (see, e.g., Refs. [11,26–31] and references therein). Recently,
Lenells further developed the Fokas method to analyze the IBV problems for integrable NLEEs
with 3 × 3 Lax pairs on the half-line [32]. After that, the modified approach was applied in the
IBV problems of other integrable NLEEs with 3× 3 Lax pairs on the half-line or the finite interval,
such as the Degasperis-Procesi equation [33], the Sasa-Satsuma equation [34], the coupled NLS
equations [35–37], and the Ostrovsky-Vakhnenko equation [38].
More recently, we [39] successfully extended the ideas of the Fokas method [6] for the 2 × 2 Lax
pairs and its extension [32] for the 3 × 3 Lax pairs to study the IBV problems for the integrable
spin-1 GP system [40–42] with a 4× 4 Lax pair on the half-line 0 < x <∞

i
∂q1
∂t
+
∂2q1
∂x2
− 2α
(
|q1|
2 + 2|q0|
2
)
q1 − 2αβq
2
0 q¯−1 = 0,
i
∂q0
∂t
+
∂2q0
∂x2
− 2α
(
|q1|
2 + |q0|
2 + |q−1|
2
)
q0 − 2αβq1q−1q¯0 = 0,
i
∂q−1
∂t
+
∂2q−1
∂x2
− 2α
(
2|q0|
2 + |q−1|
2
)
q−1 − 2αβq
2
0 q¯1 = 0,
α2 = β2 = 1, (1)
with the IBV conditions

Initial conditions : qj(x, t = 0) = q0j(x), j = 1, 0,−1, 0 < x <∞,
Dirichlet boundary conditions : qj(x = 0, t) = u0j(t), j = 1, 0,−1, 0 < t <∞,
Neumann boundary conditions : qjx(x = 0, t) = u1j(t), j = 1, 0,−1, 0 < t <∞,
(2)
where the overbar stands for the complex conjugate. The spin-1 GP system (1) can describe
soliton dynamics of an F = 1 spinor Bose-Einstein condensates [40]. The four types of parameters:
(α, β) = {(1, 1), (1,−1), (−1, 1), (−1,−1)} in the spin-1 GP system (1) correspond to the four roles
of the self-cross-phase modulation (nonlinearity) and spin-exchange modulation, respectively, that
is, (attractive, attractive), (attractive, repulsive), (repulsive, attractive), and (repulsive, repulsive).
In this paper, we extend the idea in Ref. [39] from the half-line to the finite interval 0 < x <
L <∞. The aim of this paper is to develop a methodology for analyzing the integrable spin-1 GP
2
system (1) with the following IBV problem

Initial data : qj(x, t = 0) = q0j(x), 0 < x < L,
Dirichlet boundary data : qj(x = 0, t) = u0j(t), qj(x = L, t) = v0j(t), 0 < t < T,
Neumann boundary data : qjx(x = 0, t) = u1j(t), qjx(x = L, t) = v1j(t), 0 < t < T,
(3)
j = 1, 0,−1, on the finite interval
Ω = {(x, t) |x ∈ [0, L], t ∈ [0, T ]} (4)
with L > 0 and T > 0 being the fixed finite length and time, respectively, the initial data
q0j(x), j = 1, 0,−1 and boundary data {u0j(t), u1j(t), j = 1, 0,−1} are sufficiently smooth and
compatible at points (x, t) = (0, 0). where the initial data q0j(x), j = 1, 0,−1 and bound-
ary data {usj(t), vsj(t), s = 0, 1; j = 1, 0,−1} are sufficiently smooth and compatible at points
(x, t) = (0, 0), (L, 0), respectively.
The main steps for analyzing the IBV problem for the integrable spin-1 GP system (1) with
Eq. (3) are listed as follows:
Step 1. Suppose that a sufficiently smooth solution {qj(x, t), j = 1, 0,−1}, 0 < x < L, 0 < t < T
of the integrable spin-1 GP system (1) exists, we implement the direct spectral analysis of the
corresponding Lax pair in order to explore these points:
• Introduce appropriate solutions of the exact one-form of the modified Lax pair (9), which are
bounded and analytic for the isospectral parameter k in domains to form a partition of the
Riemann sphere.
• Introduce the following matrix-valued spectral functions
(a) s(k) is determined using the initial data qj(x, 0) = q0j(x), j = 1, 0,−1, 0 < x < L;
(b) S(k) is generated using the boundary data at x = 0, qj(x = 0, t) = u0j(t), qjx(x =
0, t) = u1j(t), j = 1, 0,−1, 0 < t < T ;
(c) SL(k) is determined using the boundary data at x = L, qj(x = L, t) = v0j(t), qjx(x =
L, t) = v1j(t), j = 1, 0,−1, 0 < t < T ;
• Show that these above-mentioned spectral functions satisfy a global relation, which implies
that the initial-boundary value conditions can not be chosen arbitrary.
Step 2. Use the spectral functions {s(k), S(k), SL(k)} to determine a regular Reimann-Hilbert
problem, whose solution can generate a solution of the spin-1 GP system (1).
Step 3. The Gel’fand-Levitan-Marchenko (GLM) representations can also given for the IBV
problem of system (1).
The rest of this paper is organized as follows. In Sec. 2, we introduce the 4 × 4 Lax pair of
Eq. (1) and explore its spectral analysis such as the eigenfunctions, the jump matrices, and the
global relation. Sec. 3 exhibits the corresponding 4 × 4 matrix RH problem in terms of the jump
3
matrices found in Sec. 2. The global relation is found to generate the map between the Dirichlet
and Neumann boundary values in Sec. 4. Particularly, the relevant formulae for boundary value
problems on the finite interval can reduce to ones on the half-line as the length of the interval
approaches to infinity. In Sec. 5, we give the GLM representations of the eigenfunctions in terms
of the global relation. Moreover, we also show that the GLM representations are equivalent to ones
in Sec. 4 and present the linearizable boundary conditions for the GLM representations. Finally,
we give the conclusions and discussions.
2 A 4× 4 Lax pair and its spectral analysis
2.1. The closed one-form
The integrable spin-1 GP system (1) can be regarded as a compatibility condition of the following
4× 4 Lax pair formulation [39,40]{
ψx + ikσ4ψ = U(x, t)ψ,
ψt + 2ik
2σ4ψ = V (x, t, k)ψ,
(5)
where ψ ≡ ψ(x, t, k) is a 4× 1 column vector-valued or 4×4 matrix-valued eigenfunction, k ∈ C is
an iso-spectral parameter, σ4 = diag(1, 1,−1,−1), and the 4 × 4 matrix-valued functions U(x, t)
and V (x, t, k) are given as
U(x, t) =


0 0 q1(x, t) q0(x, t)
0 0 βq0(x, t) q−1(x, t)
αq¯1(x, t) αβq¯0(x, t) 0 0
αq¯0(x, t) αq¯−1(x, t) 0 0

 , U¯T (x, t) = αU(x, t), (6)
and
V (x, t, k) = 2kU + iσ4(Ux − U
2)
=


−iα(|q1|
2 + |q0|
2) −iα(βq1q¯0 + q0q¯−1) iq1x + 2kq1 iq0x + 2kq0
−iα(βq0q¯1 + q−1q¯0) −iα(|q−1|
2 + |q0|
2) β(iq0x + 2kq0) iq−1x + 2kq−1
α(−iq¯1x + 2kq¯1) αβ(−iq¯0x + 2kq¯0) iα(|q1|
2 + |q0|
2) iα(βq−1q¯0 + q0q¯1)
α(−iq¯0x + 2kq¯0) α(−iq¯−1x + 2kq¯−1) iα(βq0q¯−1 + q1q¯0) iα(|q−1|
2 + |q0|
2)

 .
(7)
where the potential function {qj(x, t), j = 1, 0,−1} satisfies the spin-1 GP equations (1).
Introduce a new eigenfunction µ(x, t, k) defined by
µ(x, t, k) = ψ(x, t, k)ei(kx+2k
2t)σ4 , (8)
such that the Lax pair (5) becomes an equivalent form{
µx + ik[σ4, µ] = U(x, t)µ,
µt + 2ik
2[σ4, µ] = V (x, t, k)µ,
(9)
4
Figure 1: The contours γj (j = 1, 2, 3, 4) exhibited in the finite region Ω = {(x, t)|x ∈ [0, L], t ∈
[0, T ]}.
where [σ4, µ] ≡ σ4µ− µσ4.
Let σˆ4 denote the commutator with respect to σ4 and the operator acting on a 4 × 4 matrix A
by σˆ4A = [σ4, A] = σ4A − Aσ4 such that e
σˆ4A = eσ4Ae−σ4 , then the Lax pair (9) can be written
as a full derivative form
d
[
ei(kx+2k
2t)σˆ4µ(x, t, k)
]
=W (x, t, k), (10)
where W (x, t, k) is the exact one-form defined by
W (x, t, k) = ei(kx+2k
2t)σˆ4 [U(x, t)µ(x, t, k)dx + V (x, t, k)µ(x, t, k)dt] . (11)
Notice that Eq. (10) can be used to obtain an expression for µ(x, t, k) via the fundamental theorem
of calculus.
2.2. The eigenfunctions {µj(x, t, k)}
4
1
For any point (x, t) ∈ Ω = {(x, t)|x ∈ [0, L], t ∈ [0, T ]}, we assume that {γj}
4
1 denote the four
contours connecting fours vertexes
(x1, t1) = (0, T ), (x2, t2) = (0, 0), (x3, t3) = (L, 0), (x4, t4) = (L, T ),
of the rectangle Ω to the point (x, t) (see Fig. 1). Thus for any point (ξ, τ) ∈ γj, j = 1, 2, 3, 4, we
have the relations on the contours:
γ1 : x− ξ ≥ 0, t− τ ≤ 0,
γ2 : x− ξ ≥ 0, t− τ ≥ 0,
γ3 = −γ1 : x− ξ ≤ 0, t− τ ≥ 0,
γ4 = −γ2 : x− ξ ≤ 0, t− τ ≤ 0,
(12)
where the negative sign in γ3 = −γ1 and γ4 = −γ2 denotes the opposite directions.
We assume that system (1) possesses a smooth complex-valued solution {qj(x, t), j = 1, 0,−1}
in the domain Ω (if T =∞ then we assume that the solution {qj(x, t), j = 1, 0,−1} is a sufficient
decay as t → ∞). It follows from the Lax pair (9) that we can define its four eigenfunctions
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(sectionally holomorphic functions) {µj(x, t, k)}
4
1 on the four contours {γj}
4
1
µj(x, t, k) = I+
∫
γj
e−i(kx+2k
2t)σˆ4Wj(ξ, τ, k)
= I+
∫ (x,t)
(xj ,tj)
e−i(kx+2k
2t)σˆ4Wj(ξ, τ, k), j = 1, 2, 3, 4.
(13)
in terms of the Volterra integral equations, where I = diag(1, 1, 1, 1), the integral is over a piecewise
smooth curve from (xj , tj) to (x, t), Wj(x, t, k)’s are defined by Eq. (11) with µ(x, t, k) replaced by
µj(x, t, k)’s. Since the one-forms Wj(x, t, k)’s are closed, thus µj(x, t, k)’s are independent of the
path of integration. The integral Eq. (13) reduces to
µj(x, t, k) = I+
∫ x
xj
e−ik(x−ξ)σˆ4(Uµj)(ξ, t, k)dξ
+e−ik(x−xj)σˆ4
∫ t
tj
e−2ik
2(t−τ)σˆ4(V µj)(xj , τ, k)dτ, j = 1, 2, 3, 4.
(14)
if the paths of integration are chosen to be parallel to the x and t axes.
Eq. (14) implies that the four columns of the matrix µj(x, t, k) contain, respectively, these expo-
nentials
[µj(x, t, k)]s : e
2i[k(x−ξ)+2k2(t−τ)], e2i[k(x−ξ)+2k
2(t−τ)], s = 1, 2; j = 1, 2, 3, 4, (15a)
[µj(x, t, k)]s : e
−2i[k(x−ξ)+2k2(t−τ)], e−2i[k(x−ξ)+2k
2(t−τ)], s = 3, 4; j = 1, 2, 3, 4, (15b)
To analyze the bounded regions of the eigenfunctions {µj(x, t, k)}
4
1, we need to use the curve
K = {k ∈ C|(Re f(k))(Re g(k)) = 0, f(k) = ik, g(k) = ik2},
to separate the complex k-plane into four domains (see Fig. 2):

D1 = {k ∈ C |Re f(k) < 0 and Re g(k) < 0},
D2 = {k ∈ C |Re f(k) < 0 and Re g(k) > 0},
D3 = {k ∈ C |Re f(k) > 0 and Re g(k) < 0},
D4 = {k ∈ C |Re f(k) > 0 and Re g(k) > 0},
(16)
which imply that D1 and D3 (D2 and D4) are symmetric about the origin of the complex k-plane.
Therefore, it follows from Eqs. (12), (15) and (16) that the regions, where the distinct columns
of eigenfunctions {µj(x, t, k)}
4
1 are bounded and analytic in the complex k-plane, are given below:

µ1(x, t, k) : (f− ∩ g+, f− ∩ g+, f+ ∩ g−, f+ ∩ g−) =: (D2,D2,D3,D3),
µ2(x, t, k) : (f− ∩ g−, f− ∩ g−, f+ ∩ g+, f+ ∩ g+) =: (D1,D1,D4,D4),
µ3(x, t, k) : (f+ ∩ g−, f+ ∩ g−, f− ∩ g+, f− ∩ g+) =: (D3,D3,D2,D2),
µ4(x, t, k) : (f+ ∩ g+, f+ ∩ g+, f− ∩ g−, f− ∩ g−) =: (D4,D4,D1,D1),
(17)
where f+ =: Re f(k) > 0, f− =: Re f(k) < 0, g+ =: Re g(k) > 0, and g− =: Re g(k) < 0.
6
Figure 2: The regions Dn, (n = 1, 2, 3, 4) separating the complex k-plane.
2.3. The new matrix-valued functions Mn(x, t, k)’s
We introduce the matrix-valued solutions Mn(x, t, k), n = 1, 2, 3, 4 of Eq. (9) in the form
(Mn)lj(x, t, k) = δlj +
∫
(γn)lj
[
e−i(kx+2k
2t)σˆ4Wn(ξ, τ, k)
]
lj
, l, j = 1, 2, 3, 4, k ∈ Dn, (18)
via the Volterra integral equations, where δij = 1 for l = j and δij = 0 for l 6= j, Wn(x, t, k) is
defined by
Wn(x, t, k) = e
i(kx+2k2t)σˆ4 [U(x, t)Mn(x, t, k)dx + V (x, t, k)Mn(x, t, k)dt] . (19)
and the contours (γn)lj’s are defined as
(γn)lj =


γ1, if Re fl(k) < Re fj(k) and Re gl(k) ≥ Re gj(k),
γ2, if Re fl(k) < Re fj(k) and Re gl(k) < Re gj(k),
γ3, if Re fl(k) ≥ Re fj(k) and Re gl(k) ≤ Re gj(k),
γ4, if Re fl(k) ≥ Re fj(k) and Re gl(k) ≥ Re gj(k),
k ∈ Dn, l, j = 1, 2, 3, 4, (20)
where f1,2(k) = −f3,4(k) = −ik and g1,2(k) = −g3,4(k) = −2ik
2.
Remark. To distinguish (γn)lj’s to be the contour γ3 or γ4 for the special cases, Re fl(k) =
Re fj(k) and Re gl(k) = Re gj(k), we choose them as γ3 (or γ4) in these cases if we can determine
that γ3 (or γ4) must appear in other positions of the matrices γ
n.
The definition (20) of (γn)lj can generate the explicit expressions of γ
n (n = 1, 2, 3, 4) as
γ1 =


γ4 γ4 γ4 γ4
γ4 γ4 γ4 γ4
γ2 γ2 γ4 γ4
γ2 γ2 γ4 γ4

 , γ2 =


γ3 γ3 γ3 γ3
γ3 γ3 γ3 γ3
γ1 γ1 γ3 γ3
γ1 γ1 γ3 γ3

 ,
γ3 = (γ2)T =


γ3 γ3 γ1 γ1
γ3 γ3 γ1 γ1
γ3 γ3 γ3 γ3
γ3 γ3 γ3 γ3

 , γ4 = (γ1)T =


γ4 γ4 γ2 γ2
γ4 γ4 γ2 γ2
γ4 γ4 γ4 γ4
γ4 γ4 γ4 γ4

 ,
(21)
Proposition 2.1. For the matrix-valued functions Mn(x, t, k), n = 1, 2, 3, 4 defined by Eq. (18)
for k ∈ D¯n and (x, t) ∈ Ω and any fixed point (x0, t0), Mn(x0, t0, k)’s are the bounded and analytic
7
function of k ∈ Dn away from a possible discrete set of singularity {kj} at which the Fredholm
determinants vanish. Furthermore, Mn(x, t, k)’s also have the bounded and continuous extensions
to D¯n and
Mn(x, t, k) = I+O
(
1
k
)
, k ∈ Dn, n = 1, 2, 3, 4, k →∞, (22)
Proof. Following the proof for the 3 × 3 Lax pair in Ref. [32], we can also show the bounedness
and analyticity of the 4× 4 matrix Mn(x, t, k). The substitution of the eigenfunction
µ(x, t, k) =Mn(x, t, k) =M
(0)
n (x, t) +
∞∑
j=1
M
(j)
n (x, t)
kj
, k →∞, n = 1, 2, 3, 4,
into the x-part of the Lax pair (9) can obtain Eq. (22). 
Notice that the above-defined functions Mn(x, t, k)’s can be used to formulate a 4 × 4 matrix
Riemann-Hilbert problem.
2.4. The minors of eigenfunctions and Lax pair
The cofactor matrix XA (or the transpose of the adjugate) of a 4× 4 matrix X is given by
adj(X)T = XA =


m11(X) −m12(X) m13(X) −m14(X)
−m21(X) m22(X) −m23(X) m24(X)
m31(X) −m32(X) m33(X) −m34(X)
−m41(X) m42(X) −m43(X) m44(X)

 , (23)
where mij(X) denotes the (ij)th minor of X, and (X
A)TX = adj(X)X = detX.
It follows from the Lax pair (9) that the cofactor matrices {µAj (x, t, k)}
4
1 of the matrices {µj(x, t, k)}
4
1
satisfy the modified Lax equation{
µAj,x(x, t, k) − ikσˆ4µ
A
j (x, t, k) = −U
T (x, t)µAj (x, t, k),
µAj,t(x, t, k)− 2ik
2σˆ4µ
A
j (x, t, k) = −V
T (x, t, k)µAj (x, t, k),
(24)
whose solutions can also be expressed as
µAj (x, t, k) = I−
∫
γj
ei[k(x−ξ)+2k
2(t−τ)]σˆ4
[
UT (ξ, τ)dξ + V T (ξ, τ, k)dτ
]
µAj (ξ, τ, k)
= I−
∫ x
xj
eik(x−ξ)σˆ4(UTµAj )(ξ, t, k)dξ
−eik(x−xj)σˆ4
∫ t
tj
e2ik
2(t−τ)σˆ4(V TµAj )(xj , τ, k)dτ, j = 1, 2, 3, 4
(25)
using the Volterra integral equations, where UT (x, t, k) and V T (x, t, k) denote the transposes of
U(x, t, k) and V (x, t, k) given by Eq. (6), respectively.
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Therefore, the regions of boundedness of µAj (x, t, k), j = 1, 2, 3, 4 are given by

µA1 (x, t, k) is bounded for k ∈ (D3,D3,D2,D2),
µA2 (x, t, k) is bounded for k ∈ (D4,D4,D1,D1),
µA3 (x, t, k) is bounded for k ∈ (D2,D2,D3,D3),
µA4 (x, t, k) is bounded for k ∈ (D1,D1,D4,D4),
which are symmetric ones of µj about the Re k-axis (cf. Eq. (17)).
2.5. Symmetries of eigenfunctions
Let
Uˇ(x, t, k) = −ikσ4 + U(x, t, k), Vˇ (x, t, k) = −2ik
2σ4 + V (x, t, k). (26)
Since
P±Uˇ(x, t, k¯)P± = −Uˇ(x, t, k)
T , P±Vˇ (x, t, k¯)P± = −Vˇ (x, t, k)
T , (27)
where
P± =


±α 0 0 0
0 ±α 0 0
0 0 ∓1 0
0 0 0 ∓1

 , P 2± = I, α2 = 1 (28)
According to Eq. (24), we have the following proposition:
Proposition 2.2. The eigenfunction ψ(x, t, k) of the Lax pair (5) and µj(x, t, k) of the Lax pair
(9) both possess the same symmetric relation
ψ−1(x, t, k) = P±ψ(x, t, k¯)
T
P±,
µ−1j (x, t, k) = P±µj(x, t, k¯)
T
P±, j = 1, 2, 3, 4,
(29)
Moreover, in the domains where µj is bounded, we have
µj(x, t, k) = I+O
(
1
k
)
, k →∞, j = 1, 2, 3, 4
and
det[µj(x, t, k)] = 1, j = 1, 2, 3, 4
since the traces of the matrices U(x, t) and V (x, t, k) are zero.
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Figure 3: The relations among µj(x, t, k), j = 1, 2, 3, 4.
2.6. The spectral functions
Since µj(x, t, k) are linearly dependent, thus we can have six relations {S(k), s(k),S(k), SL(k), sT (k),S(k)}
between any two eigenfunctions µj (see Fig. 3), however, we know that these six relations are not
dependent such that we only introduce three of those, that is, the three 4×4 matrix-valued functions
S(k), s(k) and S(k) between µj(x, t, k), j = 1, 3, 4 and µ2(x, t, k) as
µ1(x, t, k) = µ2(x, t, k)e
−i(kx+2k2t)σˆ4S(k),
µ3(x, t, k) = µ2(x, t, k)e
−i(kx+2k2t)σˆ4s(k),
µ4(x, t, k) = µ2(x, t, k)e
−i(kx+2k2t)σˆ4S(k),
(30)
Evaluating system (30) at (x, t) = (0, 0) and the three equations in system (30) at (x, t) =
(0, T ), (L, 0), (L, T ), respectively, we find
S(k) = µ1(0, 0, k) = e
2ik2T σˆ4µ−12 (0, T, k),
s(k) = µ3(0, 0, k) = e
ikLσˆ4µ−12 (L, 0, k),
S(k) = µ4(L, 0, k) = e
2ik2T σˆ4µ−13 (L, T, k),
(31)
It follows from Eqs. (30) and (31) that we can find the relations among {S(k), s(k),S(k), SL(k), sT (k),S(k)}:
(I) the relation between µ3(x, t, k) and µ1(x, t, k)
µ3(x, t, k) = µ1(x, t, k)e
−i(kx+2k2t)σˆ4S(k), (32)
with
S(k) = S−1(k)s(k), (33)
which generates the relation of the three edges of the triangle consisting of (xj , tj), j = 1, 2, 3.
(II) the relation between µ4(x, t, k) and µ3(x, t, k)
µ4(x, t, k) = µ3(x, t, k)e
−i[k(x−L)+2k2(t−T )]σˆ4µ−13 (L, T, k)
= µ3(x, t, k)e
−i(kx+2k2t)σˆ4 [s−1(k)S(k)]
= µ3(x, t, k)e
−i[k(x−L)+2k2t]σˆ4SL(k),
(34)
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with
SL(k) = µ4(L, 0, k) = e
2ik2T σˆ4µ−13 (L, T, k) = e
−ikLσˆ4 [s−1(k)S(k)], (35)
that is,
S(k) = s(k)eikLσˆ4SL(k), (36)
which generates the relation of the three edges of the triangle consisting of (xj , tj), j = 2, 3, 4.
(III) the relation between µ1(x, t, k) and µ4(x, t, k)
µ4(x, t, k) = µ1(x, t, k)e
−i(kx+2k2t)σˆ4sT (k), (37)
with
sT (k) = S
−1(k)S(k) = S(k)eikLσˆ4SL(k) = S
−1(k)s(k)eikLσˆ4SL(k), (38)
which generates the relations of the three edges of the triangle consisting of (xj , tj), j = 1, 2, 4, of
the three edges of the triangle consisting of (xj , tj), j = 1, 3, 4, and of the four edges of the rectangle
consisting of (xj , tj), j = 1, 2, 3, 4, respectively.
According to the definition (14) of µj and Eqs. (31) and (35), we have
S(k) = I−
∫ T
0
e2ik
2τ σˆ4(V µ1)(0, τ, k)dξ =
[
I+
∫ T
0
e2ik
2τ σˆ4(V µ2)(0, τ, k)dτ
]−1
,
s(k) = I−
∫ L
0
eikξσˆ4(Uµ3)(ξ, 0, k)dξ =
[
I+
∫ L
0
eikξσˆ4(Uµ2)(ξ, 0, k)dξ
]−1
,
SL(k) = I−
∫ T
0
e2ik
2τ σˆ4(V µ4)(L, τ, k)dτ =
[
I+
∫ T
0
e2ik
2τσˆ4(V µ3)(L, τ, k)dτ
]−1
,
(39)
S(k) = I−
∫ L
0
eikξσˆ4(Uµ4)(ξ, 0, k)dξ − e
ikLσˆ4
∫ T
0
e2ik
2τ σˆ4(V µ4)(L, τ, k)dτ
=
[
I+ e2ik
2T σˆ4
∫ L
0
eikξσˆ4(Uµ2)(ξ, T, k)dξ +
∫ T
0
e2ik
2τ σˆ4(V µ2)(0, τ, k)dτ
]−1
=
[
I−
∫ L
0
eikξσˆ4(Uµ3)(ξ, 0, k)dξ
]
eikLσˆ4
[
I−
∫ T
0
e2ik
2τσˆ4(V µ4)(L, τ, k)dτ
]
=
[
I+
∫ L
0
eikξσˆ4(Uµ2)(ξ, 0, k)dξ
]−1
eikLσˆ4
[
I+
∫ T
0
e2ik
2τ σˆ4(V µ3)(L, τ, k)dτ
]−1
,
(40)
S(k) =
[
I−
∫ T
0
e2ik
2τ σˆ4(V µ1)(0, τ, k)dξ
]−1 [
I−
∫ L
0
eikξσˆ4(Uµ3)(ξ, 0, k)dξ
]
=
[
I+
∫ T
0
e2ik
2τ σˆ4(V µ2)(0, τ, k)dτ
] [
I+
∫ L
0
eikξσˆ4(Uµ2)(ξ, 0, k)dξ
]−1
,
(41)
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sT (k) =
[
I−
∫ T
0
e2ik
2τσˆ4(V µ1)(0, τ, k)dξ
]−1 [
I−
∫ L
0
eikξσˆ4(Uµ3)(ξ, 0, k)dξ
]
×eikLσˆ4
[
I−
∫ T
0
e2ik
2τ σˆ4(V µ4)(L, τ, k)dτ
]
,
(42)
where µj2(0, t, k), j2 = 1, 2, µj3(L, t, k), j3 = 3, 4, µj1(x, 0, k), j1 = 2, 3, 4, 0 < x < L, 0 < t < T
satisfy the integral equations
µj(0, t, k) = I+
∫ t
T
e−2ik
2(t−τ)σˆ4(V µj)(0, τ, k)dτ, j = 1, 2,
µj(L, t, k) = I+
∫ t
0
e−2ik
2(t−τ)σˆ4(V µj)(L, τ, k)dτ, j = 3, 4,
µj(x, 0, k) = I+
∫ x
0
eikξσˆ4(Uµj)(ξ, 0, k)dξ, j = 2, 3,
µ4(x, 0, k) = I+
∫ x
L
eikξσˆ4(Uµ4)(ξ, 0, k)dξ − e
−ik(x−L)σˆ4
∫ T
0
e2ik
2τσˆ4(V µ4)(L, τ, k)dτ.
(43)
It follows from Eqs. (31) and (39) that s(k), S(k) and SL(k) are determined by U(x, 0, k), V (0, t, k),
and V (L, t, k), that is, s(k) is decided by the initial data qj(x, t = 0), and S(k) and SL(k) are found
by the Dirichlet-Neumann boundary data qj(x, t) and qjx(x, t), j = 1, 0,−1 at x = 0 and x = L,
respectively. In fact, µ3(x, 0, k) and {µ1(0, t, k), µ4(L, t, k)} satisfy the x-part and t-part of the Lax
pair (9) at t = 0 and x = 0, L, respectively, that is,
x− part :
{
µx(x, 0, k) + ikσˆ4µ(x, 0, k) = U(x, t = 0)µ(x, 0, k), 0 < x < L,
µ(L, 0, k) = I,
(44)
t− part :
{
µt(xj , t, k) + 2ik
2σˆµ(xj, t, k) = V (x = 0, t, k)µ(x − j, t, k), 0 < t < T, j = 1, 4,
µ(xj, 0, k) = I, µ(xj, T, k) = I, x1 = 0, x4 = L,
(45)
It follows from the properties of µj and µ
A
j that the functions {S(k), s(k), S(k), SL(k),S(k), sT (k)}
and {SA(k), sA(k), SA(k), SAL (k), S
A(k), sAT (k)} have the following boundedness:

S(k) is bounded for k ∈ (D2 ∪D4,D2 ∪D4,D1 ∪D3,D1 ∪D3),
s(k) is bounded for k ∈ (D3 ∪D4,D3 ∪D4,D1 ∪D2,D1 ∪D2),
S(k) is bounded for k ∈ (D4,D4,D1,D1),
SL(k) is bounded for k ∈ (D2 ∪D4,D2 ∪D4,D1 ∪D3,D1 ∪D3),
S(k) is bounded for k ∈ (D4,D4,D1,D1),
sT (k) is bounded for k ∈ (D4,D4,D1,D1),
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and 

SA(k) is bounded for k ∈ (D1 ∪D3,D1 ∪D3,D2 ∪D4,D21 ∪D4),
sA(k) is bounded for k ∈ (D1 ∪D2,D1 ∪D2,D3 ∪D4,D3 ∪D4),
SA(k) is bounded for k ∈ (D2,D2,D3,D3),
SAL (k) is bounded for k ∈ (D2 ∪D4,D2 ∪D4,D1 ∪D3,D1 ∪D3),
S
A(k) is bounded for k ∈ (D2,D2,D3,D3),
sAT (k) is bounded for k ∈ (D2,D2,D3,D3),
Proposition 2.3. The new matrix-valued functions Sn(k) = (S
ij
n (k))4×4, n = 1, 2, 3, 4 introduced
by
Mn(x, t, k) = µ2(x, t, k)e
−i(kx+2k2t)σˆ4Sn(k), k ∈ Dn, (46)
can be found uing the entries of the matrix-valued spectral functions s(k) = (sij(k))4×4, S(k) =
(Sij(k))4×4, and S(k) = (Sij(k))4×4 = s(k)e
ikLσˆ4SL(k) given by Eq. (31) as follows:
S1(k) =


m22(S(k))
n33,44(S(k))
m21(S(k))
n33,44(S(k))
S13(k) S14(k)
m12(S(k))
n33,44(S(k))
m11(S(k))
n33,44(S(k))
S23(k) S24(k)
0 0 S33(k) S34(k)
0 0 S43(k) S44(k)


,
S2(k) =


S112 (k) S
12
2 (k) s13(k) s14(k)
S212 (k) S
22
2 (k) s23(k) s24(k)
S312 (k) S
32
2 (k) s33(k) s34(k)
S412 (k) S
42
2 (k) s43(k) s44(k)

 ,
S3(k) =


s11(k) s12(k) S
13
3 (k) S
14
3 (k)
s21(k) s22(k) S
23
3 (k) S
24
3 (k)
s31(k) s32(k) S
33
3 (k) S
34
3 (k)
s41(k) s42(k) S
43
3 (k) S
44
3 (k)

 ,
S4(k) =


S11(k) S12(k) 0 0
S21(k) S22(k) 0 0
S31(k) S32(k)
m44(S(k))
n11,22(S(k))
m43(S(k))
n11,22(S(k))
S41(k) S42(k)
m34(S(k))
n11,22(S(k))
m33(S(k))
n11,22(S(k))


,
(47)
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where ni1j1,i2j2(X) denotes the determinant of the sub-matrix generated by choosing the cross ele-
ments of i1,2th rows and j1,2th columns of a 4× 4 matrix X, that is,
ni1j1,i2j2(X) =
∣∣∣∣∣
Xi1j1 Xi1j2
Xi2j1 Xi2j2
∣∣∣∣∣ . (48)
and

S
1j
2 (k) =
n1j,2(3−j)(S)m2(3−j)(s) + n1j,3(3−j)(S)m3(3−j)(s) + n1j,4(3−j)(S)m4(3−j)(s)
N ([S]1[S]2[s]3[s]4)
,
S
2j
2 (k) =
n2j,1(3−j)(S)m1(3−j)(s) + n2j,3(3−j)(S)m3(3−j)(s) + n2j,4(3−j)(S)m4(3−j)(s)
N ([S]1[S]2[s]3[s]4)
,
S
3j
2 (k) =
n3j,1(3−j)(S)m1(3−j)(s) + n3j,2(3−j)(S)m2(3−j)(s) + n3j,4(3−j)(S)m4(3−j)(s)
N ([S]1[S]2[s]3[s]4)
,
S
4j
2 (k) =
n4j,1(3−j)(S)m1(3−j)(s) + n4j,2(3−j)(S)m2(3−j)(s) + n4j,3(3−j)(S)m3(3−j)(s)
N ([S]1[S]2[s]3[s]4)
,
j = 1, 2,(49)


S
1j
3 (k) =
n1j,2(7−j)(S)m2(7−j)(s) + n1j,3(7−j)(S)m3(7−j)(s) + n1j,4(7−j)(S)m4(7−j)(s)
N ([s]1[s]2[S]3[S]4)
,
S
2j
3 (k) =
n2j,1(7−j)(S)m1(7−j)(s) + n2j,3(7−j)(S)m3(7−j)(s) + n2j,4(7−j)(S)m4(7−j)(s)
N ([s]1[s]2[S]3[S]4)
,
S
3j
3 (k) =
n3j,1(7−j)(S)m1(7−j)(s) + n3j,2(7−j)(S)m2(7−j)(s) + n3j,4(7−j)(S)m4(7−j)(s)
N ([s]1[s]2[S]3[S]4)
,
S
4j
3 (k) =
n4j,1(7−j)(S)m1(7−j)(s) + n4j,2(7−j)(S)m2(7−j)(s) + n4j,3(7−j)(S)m3(7−j)(s)
N ([s]1[s]2[S]3[S]4)
,
j = 3, 4,(50)
where N ([S]1[S]2[s]3[s]4) = det([S]1, [S]2, [s]3, [s]4) denotes the determinant of the matrix generated
by choosing the first and second columns of S(k) and the third and fourth columns of s(k), and
N ([s]1[s]2[S]3[S]4) = det([s]1, [s]2, [S]3, [S]4), that is,
N ([S]1[S]2[s]3[s]4) = det([S]1, [S]2, [s]3, [s]4) =
∣∣∣∣∣∣∣∣∣∣∣
S11(k) S12(k) s13(k) s14(k)
S21(k) S22(k) s23(k) s24(k)
S31(k) S32(k) s33(k) s34(k)
S41(k) S42(k) s43(k) s44(k)
∣∣∣∣∣∣∣∣∣∣∣
. (51)
N ([s]1[s]2[S]3[S]4) = det([s]1, [s]2, [S]3, [S]4) =
∣∣∣∣∣∣∣∣∣∣∣
s11(k) s12(k) S13(k) S14(k)
s21(k) s22(k) S23(k) S24(k)
s31(k) s32(k) S33(k) S34(k)
s41(k) s42(k) S43(k) S44(k)
∣∣∣∣∣∣∣∣∣∣∣
. (52)
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Proof. Introduce the 4 × 4 matrix-valued functions Rn(k), Sn(k), Tn(k), and Pn(k) by the eigen-
functions Mn(x, t, k) and µj(x, t, k), j = 1, 2, 3, 4

Mn(x, t, k) = µ1(x, t, k)e
−i(kx+2k2t)σˆ4Rn(k),
Mn(x, t, k) = µ2(x, t, k)e
−i(kx+2k2t)σˆ4Sn(k),
Mn(x, t, k) = µ3(x, t, k)e
−i(kx+2k2t)σˆ4Tn(k),
Mn(x, t, k) = µ4(x, t, k)e
−i(kx+2k2t)σˆ4Pn(k),
(53)
It follows from Eq. (53) that we have the relations

Rn(k) = e
2ik2T σˆ4Mn(0, T, k),
Sn(k) =Mn(0, 0, k),
Tn(k) = e
ikLσˆ4Mn(L, 0, k),
Pn(k) = e
i(kL+2k2T )σˆ4Mn(L, T, k),
(54)
and 

S(k) = µ1(0, 0, k) = Sn(k)R
−1
n (k),
s(k) = µ3(0, 0, k) = Sn(k)T
−1
n (k),
S(k) = µ4(0, 0, k) = Sn(k)P
−1
n (k),
(55)
which can in general deduce the functions {Rn, Sn, Tn, Pn} for the given functions {s(k), S(k),S(k)}.
Moreover, we can also determine some entries of {Rn, Sn, Tn, Pn} by using Eqs. (18) and (53)

(Rn(k))ij = 0, if (γ
n)ij = γ1,
(Sn(k))ij = 0, if (γ
n)ij = γ2,
(Tn(k))ij = δij , if (γ
n)ij = γ3,
(Pn(k))ij = δij , if (γ
n)ij = γ4,
(56)
Thus it follows from systems (55) and (56) that we can deduce Eq. (47) by the direct calculation.

2.7. The residue conditions
Since µ2(x, t, k) is an entire function, it follows from Eq. (46) that Mn(x, t, k)’s only have singu-
larities at the points where the Sn’s have singularities. We know from the expressions of Sn given
by Eq. (47) that the possible singularities of Mn in the complex k-plane are as follows:
• [M1(x, t, k)]j , j = 1, 2 could possess poles in D1 at the zeros of n33,44(S)(k);
• [M2(x, t, k)]j , j = 1, 2 could admit poles in D2 at the zeros of N ([S]1[S]2[s]3[s]4)(k);
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• [M3(x, t, k)]j , j = 3, 4 could have poles in D3 at the zeros of N ([s]1s]2[S]3[S]4)(k);
• [M4(x, t, k)]j , j = 3, 4 could be of poles in D4 at the zeros of n11,22(S)(k).
We introduce the above-mentioned possible zeros by {kj}
N
1 and suppose that they satisfy the
following assumption.
Assumption 2.4. Suppose that
• n33,44(S)(k) admits n1 possible simple zeros {kj}
n1
1 in D1;
• N ([S]1[S]2[s]3[s]4)(k) has n2 − n1 possible simple zeros {kj}
n2
n1+1
in D2;
• N ([s]1[s]2[S]3[S]4)(k) is of n3 − n2 possible simple zeros {kj}
n3
n2+1
in D3;
• n11,22(S)(k) has N − n3 possible simple zeros {kj}
N
n3+1 in D4,
and that none of these zeros coincide. Moreover, none of these functions are assumed to have zeros
on the boundaries on the Dn’s (n = 1, 2, 3, 4).
Lemma 2.5. For a 4× 4 matrix X = (Xij)4×4, e
θσˆ4X is given by
eθσˆ4X = eθσ4Xe−θσ4 =


X11 X12 X13e
2θ X14e
2θ
X21 X22 X23e
2θ X24e
2θ
X31e
−2θ X32e
−2θ X33 X34
X41e
−2θ X42e
−2θ X43 X44

 ,
We can deduce the residue conditions at these zeros in the following expressions:
Proposition 2.6. Let {Mn(x, t, k)}
4
1 be the eigenfunctions given by Eq. (18) and suppose that the
set {kj}
N
1 of singularities are as the above-mentioned Assumption 2.4. Then we have the following
residue conditions:
Resk=kj [M1(x, t, k)]l =
m2(3−l)(S)(kj)S24(kj)−m1(3−l)(S)(kj)S14(kj)
n˙33,44(S)(kj)n13,24(S)(kj)e2θ(kj)
[M1(x, t, kj)]3
+
m1(3−l)(S)(kj)S13(kj)−m2(3−l)(S)(kj)S23(kj)
n˙33,44(S)(kj)n13,24(S)(kj)e2θ(kj )
[M1(x, t, kj)]4,
for 1 ≤ j ≤ n1, l = 1, 2, k ∈ D1,
(57)
Resk=kj [M2(x, t, k)]l =
S1l2 (kj)s24(kj)− S
2l
2 (kj)s14(kj)
N˙ ([S]1[S]2[s]3[s]4)(kj)n13,24(s)(kj)e2θ(kj )
[M2(x, t, kj)]3
+
S2l2 (kj)s13(kj)− S
1l
2 (kj)s23(kj)
N˙ ([S]1[S]2[s]3[s]4)(kj)n13,24(s)(kj)e2θ(kj )
[M2(x, t, kj)]4,
for n1 + 1 ≤ j ≤ n2, l = 1, 2, k ∈ D2,
(58)
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Resk=kj [M3(x, t, k)]l =
S1l3 (kj)s22(kj)− S
2l
3 (kj)s12(kj)
N˙ ([s]1[s]2[S]3[S]4)(kj)n11,22(s)(kj)
e2θ(kj)[M3(x, t, kj)]1
+
S2l3 (kj)s11(kj)− S
1l
3 (kj)s21(kj)
N˙ ([s]1[s]2[S]3[S]4)(kj)n11,22(s)(kj)
e2θ(kj)[M3(x, t, kj)]2,
for n2 + 1 ≤ j ≤ n3, l = 3, 4, k ∈ D3,
(59)
Resk=kj [M4(x, t, k)]l =
m4(7−l)(S)(kj)S42(kj)−m3(7−l)(S)(kj)S32(kj)
n˙11,22(S)(kj)n31,42(S)(kj)
e2θ(kj)[M4(x, t, kj)]1
+
m3(7−l)(S)(kj)S31(kj)−m4(7−l)(S)(kj)S41(kj)
n˙11,22(S)(kj)n31,42(S)(kj)
e2θ(kj)[M4(x, t, kj)]2,
for n3 + 1 ≤ j ≤ N, l = 3, 4, k ∈ D4,
(60)
where the overdot denotes the derivative with resect to the parameter k and θ(k) = −i(kx+ 2k2t).
Proof. According to Lemma 2.5, it follows from Eqs. (46) and (47) that the four columns of
M1(x, t, k) are obtained by the matrices µ2 and S1(k)
[M1]1 = [µ2]1
m22(S)
n33,44(S)
+ [µ2]2
m12(S)
n33,44(S)
, (61a)
[M1]2 = [µ2]1
m21(S)
n33,44(S)
+ [µ2]2
m11(S)
n33,44(S)
, (61b)
[M1]3 = [µ2]1S13e
2θ + [µ2]2S23e
2θ + [µ2]3S33 + [µ2]4S43, (61c)
[M1]4 = [µ2]1S14e
2θ + [µ2]2S24e
2θ + [µ2]3S34 + [µ2]4S44, (61d)
the four columns of M2(x, t, k) are found by the matrices µ2 and S2(k)
[M2]1 = [µ2]1S
11
2 + [µ2]2S
21
2 + [µ2]3e
−2θS312 + [µ2]4e
−2θS412 , (62a)
[M2]2 = [µ2]1S
12
2 + [µ2]2S
22
2 + [µ2]3e
−2θS322 + [µ2]4e
−2θS422 , (62b)
[M2]3 = [µ2]1e
2θs13 + [µ2]2e
2θs23 + [µ2]3s33 + [µ2]4s43, (62c)
[M2]4 = [µ2]1e
2θs14 + [µ2]2e
2θs24 + [µ2]3s34 + [µ2]4s44, (62d)
the four columns of M3(x, t, k) are given by the matrices µ2 and S3(k)
[M3]1 = [µ2]1s11 + [µ2]2s21 + [µ2]3e
−2θs31 + [µ2]4e
−2θs41, (63a)
[M3]2 = [µ2]1s12 + [µ2]2s22 + [µ2]3e
−2θs32 + [µ2]4e
−2θs42, (63b)
[M3]3 = [µ2]1e
2θS133 + [µ2]2e
2θS233 + [µ2]3S
33
3 + [µ2]4S
43
3 , (63c)
[M3]4 = [µ2]1e
2θS143 + [µ2]2e
2θS243 + [µ2]3S
34
3 + [µ2]4S
44
3 , (63d)
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and the four columns of M4(x, t, k) are given by the matrices µ2 and S4(k)
[M4]1 = [µ2]1S11 + [µ2]2S21 + [µ2]3S31e
−2θ + [µ2]4S41e
−2θ, (64a)
[M4]2 = [µ2]1S12 + [µ2]2S22 + [µ2]3S32e
−2θ + [µ2]4S42e
−2θ, (64b)
[M4]3 = [µ2]3
m44(S)
n11,22(S)
+ [µ2]4
m34(S)
n11,22(S)
, (64c)
[M4]4 = [µ2]3
m43(S)
n11,22(S)
+ [µ2]4
m33(S)
n11,22(S)
, (64d)
For the case that kj ∈ D1 is a simple zero of n33,44(S)(k), it follows from Eqs. (61c) and (61d)
that we have [µ2]1 and [µ2]2
[µ2]1 =
[M1]3S24 − [M1]4S23 + [µ2]3(S23S34 − S33S24) + [µ2]4(S23S44 − S43S24)
S13S24 − S14S23
e−2θ,
[µ2]2 =
[M1]3S14 − [M1]4S13 + [µ2]3(S14S33 − S13S34) + [µ2]4(S14S43 − S13S44)
S13S24 − S14S23
e−2θ,
(65)
and then substitute them into Eqs. (61a) and (61b) yields
[M1]1 =
m22(S)S24 −m12(S)S14
n33,44(S)n13,24(S)
e−2θ[M1]3 +
m12(S)S13 −m22(S)S23
n33,44(S)n13,24(S)
e−2θ[M1]4
+
m42(S)
n13,24(S)
e−2θ[µ2]3 +
m32(S)
n13,24(S)
e−2θ[µ2]4, (66a)
[M1]2 =
m21(S)S24 −m11(S)S14
n33,44(S)n13,24(S)
e−2θ[M1]3 +
m11(S)S13 −m21(S)S23
n33,44(S)n13,24(S)
e−2θ[M1]4
+
m41(S)
n13,24(S)
e−2θ[µ2]3 +
m31(S)
n13,24(S)
e−2θ[µ2]4, (66b)
whose residues at kj yield Eq. (57) for kj ∈ D1, respectively.
Similarly, we solve Eqs. (62c) and (62d) for [µ2]1 and [µ2]2, and then substitute them into
Eqs. (62a) and (62b) to yield
[M2]1 =
S112 s24 − S
21
2 s14
N ([S]1[S]2[s]3[s]4)n13,24(s)
e−2θ[M2]3 +
S212 s13 − S
11
2 s23
N ([S]1[S]2[s]3[s]4)n13,24(s)
e−2θ[M2]4
+
m42(s)
n13,24(s)
e−2θ[µ2]3 +
m32(s)
n13,24(s)
e−2θ[µ2]4, (67a)
[M2]2 =
S122 s24 − S
22
2 s14
N ([S]1[S]2[s]3[s]4)n13,24(s)
e−2θ[M2]3 +
S222 s13 − S
12
2 s23
N ([S]1[S]2[s]3[s]4)n13,24(s)
e−2θ[M2]4
+
m41(s)
n13,24(s)
e−2θ[µ2]3 +
m31(s)
n13,24(s)
e−2θ[µ2]4, (67b)
whose residues at kj yield Eq. (58) for kj ∈ D2, respectively.
Similarly, we can verify Eq. (59) for kj ∈ D3 and Eq. (60) for kj ∈ D4 by studying Eq. (63a)-(64d).

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2.8. The global relation
The definitions of the above-mentioned spectral functions S(k), s(k), SL(k), and S(k) imply that
they are dependent. It follows from Eqs. (30) and (35) that
µ4(x, t, k) = µ2(x, t, k)e
−i(kx+2k2t)σˆ4S(k)
= µ2(x, t, k)e
−i(kx+2k2t)σˆ4 [s(k)eikLσˆ4SL(k)]
= µ1(x, t, k)e
−i(kx+2k2t)σˆ4 [S−1(k)s(k)eikLσˆ4SL(k)],
(68)
which leads to the global relation
c(T, k) = µ4(0, T, k) = e
−2ik2T σˆ4 [S−1(k)s(k)eikLσˆ4SL(k)], (69)
by evaluating Eq. (68) at the point (x, t) = (0, T ) and using µ1(0, T, k) = I.
2.9. The jump matrices with explicit (x, t)-dependence
It follows from Eq. (46) that the spectral functions Sn(k), n = 1, 2, 3, 4 is given by
Sn(k) =Mn(x = 0, t = 0, k), k ∈ Dn, n = 1, 2, 3, 4. (70)
LetM(x, t, k) stand for the sectionally analytic function on the Riemann k-spere, which is equivalent
to Mn(x, t, k) for k ∈ Dn. Then M(x, t, k) solves the jump equations
Mn(x, t, k) =Mm(x, t, k)Jmn(x, t, k), k ∈ D¯n ∩ D¯m, n,m = 1, 2, 3, 4, n 6= m, (71)
with the jump matrices Jmn(x, t, k) defined by
Jmn(x, t, k) = e
−i(kx+2k2t)σˆ4 [(S−1m (k)Sn(k)]. (72)
3 The 4× 4 matrix Riemann-Hilbert problem
By using the district contours γj (j = 1, 2, 3, 4), the integral solutions of the revised Lax pair (9),
and Sn(k), n = 1, 2, 3, 4 due to {S(k), s(k),S(k), SL(k)}, we have defined the sectionally analytic
functionMn(x, t, k) (n = 1, 2, 3, 4), which solves a 4×4 matrix Riemann-Hilbert (RH) problem. This
matrix RH problem can be formulated on basis of the initial and boundary data of the functions
qj(x, t), j = 1, 0,−1. Thus the solution of Eq. (1) for all values of x, t can be refound by solving
the RH problem.
Theorem 3.1. Suppose that {qj(x, t), j = 1, 0,−1} is a solution of system (1) in the interval
region Ω = {(x, t)|x ∈ [0, L], t ∈ [0, T ]}. Then it can be refound from the initial data defined by
qj(x, t = 0) = q0j(x), j = 1, 0,−1,
and Dirichlet and Neumann boundary values defined by
Dirichlet boundary data : qj(x = 0, t) = u0j(t), qj(x = L, t) = v0j(t), j = 1, 0,−1,
Neumann boundary data : qjx(x = 0, t) = u1j(t), qjx(x = L, t) = v1j(t), j = 1, 0,−1,
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We use the initial and boundary data to construct the jump matrices Jmn(x, t, k), n,m = 1, ..., 4, by
Eq. (72) as well as the spectral functions S(k), s(k) and (Sij(k))4×4 = s(k)e
ikLσˆ4SL(k) by Eq. (31).
Assume that the possible zeros {kj}
N
1 of the functions n33,44(S)(k), N (S1S2s3s4)(k), N (s1s2S3S4)(k)
and n11,22(S)(k) are as in Assumption 2.4. Then the solution (q1(x, t), q0(x, t), q−1(x, t)) of system
(1) is found using M(x, t, k) in the form

q1(x, t) = 2i lim
k→∞
(kM(x, t, k))13,
q0(x, t) = 2i lim
k→∞
(kM(x, t, k))14 = 2iβ lim
k→∞
(kM(x, t, k))23 ,
q−1(x, t) = 2i lim
k→∞
(kM(x, t, k))24,
(73)
where M(x, t, k) satisfies the following 4× 4 matrix Riemann-Hilbert problem:
• M(x, t, k) is sectionally meromorphic on the Riemann k-sphere with jumps across the contours
D¯n ∪ D¯m, (n,m = 1, ..., 4) (see Fig. 2).
• Across the contours D¯n ∪ D¯m (n,m = 1, ..., 4), M(x, t, k) satisfies the jump condition (71).
• The residue conditions of M(x, t, k) are satisfied in Proposition 2.6.
• M(x, t, k) = I+O(k−1) as k →∞.
Proof. System (73) can be deduced from the large k asymptotics of the eigenfunctions. We can
follow the similar one in Refs. [8, 16] to complete the rest proof of the Theorem. 
4 Nonlinearizable boundary conditions
The key difficulty of initial-boundary value problems is to find the boundary values for a well-
posed problem. All boundary conditions are required for the definition of S(k) and SL(k), and
hence for the formulating the Riemann-Hilbert problem. Our main conclusion exhibits the unknown
boundary condition on basis of the prescribed boundary condition and the initial condition in terms
of the solution of a system of nonlinear integral equations.
4.1. The revisited global relation
By evaluating Eqs. (68) and (69) at the point (x, t) = (0, t), we have
c(t, k) = µ2(0, t, k)e
−2ik2tσˆ4 [s(k)eikLσˆ4SL(k)], (74)
which and Eq. (35) lead to
c(t, k) = µ2(0, t, k)e
−2ik2tσˆ4 [s(k)eikLσˆ4e2ik
2tσˆ4µ−13 (L, t, k)],
= µ2(0, t, k)[e
−2ik2tσˆ4s(k)][eikLσˆ4µ−13 (L, t, k)],
(75)
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Let sˇ(t, k) = (sˇij(t, k))4×4 = e
−2ik2tσˆ4s(k) and µ3(L, t, k) = (φij(t, k))4×4, then Eq. (75) can be
expanded as
[c(t, k)]l = φ¯l1(t, k¯)
∑4
j=1[µ2(0, t, k)]j sˇj1(t, k) + φ¯l2(t, k¯)
∑4
j=1[µ2(0, t, k)]j sˇj2(t, k)
−αe−2ikLφ¯l3(t, k¯)
∑4
j=1[µ2(0, t, k)]j sˇj3(t, k)
−αe−2ikLφ¯l4(t, k¯)
∑4
j=1[µ2(0, t, k)]j sˇj4(t, k), l = 1, 2,
(76a)
[c(t, k)]l = φ¯l3(t, k¯)
∑4
j=1[µ2(0, t, k)]j sˇj3(t, k) + φ¯l4(t, k¯)
∑4
j=1[µ2(0, t, k)]j sˇj4(t, k)
−αe2ikLφ¯l1(t, k¯)
∑4
j=1 µ2(0, t, k)]j sˇj1(t, k)
−αe2ikLφ¯l2(t, k¯)
∑4
j=1[µ2(0, t, k)]j sˇj2(t, k), l = 3, 4,
(76b)
Thus, the column vectors [c(t, k)]l, l = 1, 2 are analytic and bounded in D4 away from the possible
zeros of n11,22(S)(k) and of order O(
1+e−2ikL
k
) as k →∞, and the column vectors [c(t, k)]l, l = 3, 4
are analytic and bounded in D1 away from the possible zeros of n33,44(S)(k) and of order O(
1+e2ikL
k
)
as k →∞,
4.2. The asymptotic behaviors of eigenfunctions and global relation
It follows from the Lax pair (9) that the eigenfunctions {µj(x, t, k)}
4
1 possess the following asymp-
totics as k →∞ (see Appendix)
µj =I+
2∑
l=1
1
kl


µ
(l)
j,11 µ
(l)
j,12 µ
(l)
j,13 µ
(l)
j,14
µ
(l)
j,21 µ
(l)
j,22 µ
(l)
j,23 µ
(l)
j,24
µ
(l)
j,31 µ
(l)
j,32 µ
(l)
j,33 µ
(l)
j,34
µ
(l)
j,41 µ
(l)
j,42 µ
(l)
j,43 µ
(l)
j,44


+O
(
1
k3
)
=I+
1
k


∫ (x,t)
(xj ,tj)
∆11
∫ (x,t)
(xj ,tj)
∆12 −
i
2
q1 −
i
2q0
∫ (x,t)
(xj ,tj)
∆21
∫ (x,t)
(xj ,tj)
∆22 −
iβ
2
q0 −
i
2
q−1
iα
2
q¯1
iαβ
2
q¯0
∫ (x,t)
(xj ,tj)
∆33
∫ (x,t)
(xj ,tj)
∆34
iα
2
q¯0
iα
2
q¯−1
∫ (x,t)
(xj ,tj)
∆43
∫ (x,t)
(xj ,tj)
∆44


+
1
k2


µ
(2)
j,11 µ
(2)
j,12 µ
(2)
j,13 µ
(2)
j,14
µ
(2)
j,21 µ
(2)
j,22 µ
(2)
j,23 µ
(2)
j,24
µ
(2)
j,31 µ
(2)
j,32 µ
(2)
j,33 µ
(2)
j,34
µ
(2)
j,41 µ
(2)
j,42 µ
(2)
j,43 µ
(2)
j,44


+O
(
1
k3
)
,
(77)
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where we have introduced the following functions

∆11 = −∆33 =
iα
2
(|q1|
2 + |q0|
2)dx+
α
2
∑
j=0,1
(qj q¯jx − qjxq¯j)dt,
∆22 = −∆
(1)
44 =
iα
2
(|q−1|
2 + |q0|
2)dx+
α
2
∑
j=−1,0
(qj q¯jx − qjxq¯j)dt,
∆12 = −∆¯21 = −∆34 = ∆¯43
=
iα
2
(βq1q¯0 + q0q¯−1)dx+
α
2
(βq1q¯0x − βq1xq¯0 + q0q¯−1x − q0xq¯−1)dt,
and 

µ
(2)
j,13 =
1
4
q1x +
1
2i
(
q1µ
(1)
j,33 + q0µ
(1)
j,43
)
=
1
4
q1x +
1
2i
[
q1
∫ (x,t)
(xj ,tj)
∆33 + q0
∫ (x,t)
(xj ,tj)
∆43
]
,
µ
(2)
j,14 =
1
4
q0x +
1
2i
(
q1µ
(1)
j,34 + q0µ
(1)
j,44
)
=
1
4
q0x +
1
2i
[
q1
∫ (x,t)
(xj ,tj)
∆34 + q0
∫ (x,t)
(xj ,tj)
∆44
]
,
µ
(2)
j,23 =
β
4
q0x +
1
2i
(
βq0µ
(1)
j,33 + q−1µ
(1)
j,43
)
=
β
4
q0x +
1
2i
[
βq0
∫ (x,t)
(xj ,tj)
∆33 + q−1
∫ (x,t)
(xj ,tj)
∆43
]
,
µ
(2)
j,24 =
1
4
q−1x +
1
2i
(
βq0µ
(1)
j,34 + q−1µ
(1)
j,44
)
=
1
4
q−1x +
1
2i
[
βq0
∫ (x,t)
(xj ,tj)
∆34 + q−1
∫ (x,t)
(xj ,tj)
∆44
]
,
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

µ
(2)
j,31 =
α
4
q¯1x +
iα
2
(
q¯1µ
(1)
j,11 + βq¯0µ
(1)
j,21
)
=
α
4
q¯1x +
iα
2
[
q¯1
∫ (x,t)
(xj ,tj)
∆11 + βq¯0
∫ (x,t)
(xj ,tj)
∆21
]
,
µ
(2)
j,32 =
αβ
4
q¯0x +
iα
2
(
q¯1µ
(1)
j,12 + βq¯0µ
(1)
j,22
)
=
αβ
4
q¯0x +
iα
2
[
q¯1
∫ (x,t)
(xj ,tj)
∆12 + βq¯0
∫ (x,t)
(xj ,tj)
∆22
]
,
µ
(2)
j,41 =
α
4
q¯0x +
iα
2
(
q¯0µ
(1)
j,11 + q¯−1µ
(1)
j,21
)
=
α
4
q¯0x +
iα
2
[
q¯0
∫ (x,t)
(xj ,tj)
∆11 + βq¯−1
∫ (x,t)
(xj ,tj)
∆21
]
,
µ
(2)
j,42 =
α
4
q¯−1x +
iα
2
(
q¯0µ
(1)
j,12 + q¯−1µ
(1)
j,22
)
=
α
4
q¯−1x +
iα
2
[
q¯0
∫ (x,t)
(xj ,tj)
∆12 + βq¯−1
∫ (x,t)
(xj ,tj)
∆22
]
,
The functions {µ
(i)
jl = µ
(i)
jl (x, t)}
4
1, i = 1, 2 are independent of k.
We introduce the matrix-valued function Ψ(t, k) = (Ψij(t, k))4×4 as
µ2(0, t, k) = Ψ(t, k) =


Ψ11(t, k) Ψ12(t, k) Ψ13(t, k) Ψ14(t, k)
Ψ21(t, k) Ψ22(t, k) Ψ23(t, k) Ψ24(t, k)
Ψ31(t, k) Ψ32(t, k) Ψ33(t, k) Ψ34(t, k)
Ψ41(t, k) Ψ42(t, k) Ψ43(t, k) Ψ44(t, k)


= I+
2∑
s=1
1
ks


Ψ
(s)
11 (t) Ψ
(s)
12 (t) Ψ
(s)
13 (t) Ψ
(s)
14 (t)
Ψ
(s)
21 (t) Ψ
(s)
22 (t) Ψ
(s)
23 (t) Ψ
(s)
24 (t)
Ψ
(s)
31 (t) Ψ
(s)
32 (t) Ψ
(s)
33 (t) Ψ
(s)
34 (t)
Ψ
(s)
41 (t) Ψ
(s)
42 (t) Ψ
(s)
43 (t) Ψ
(s)
44 (t)


+O(
1
k3
),
(78)
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Based on the asymptotic of Eq. (77) and the boundary data (3) at x = 0, we find

Ψ
(1)
13 (t) = −
i
2
u01(t), Ψ
(1)
14 (t) = βΨ
(1)
23 (t) = −
i
2
u00(t), Ψ
(1)
24 (t) = −
i
2
u0−1(t),
Ψ
(2)
13 (t) =
1
4
u11(t)−
i
2
[
u01(t)Ψ
(1)
33 + u00(t)Ψ
(1)
43
]
,
Ψ
(2)
14 (t) =
1
4
u10(t)−
i
2
[
u01(t)Ψ
(1)
34 + u00(t)Ψ
(1)
44
]
,
Ψ
(2)
23 (t) =
β
4
u10(t)−
i
2
[
βu00(t)Ψ
(1)
33 + u0−1(t)Ψ
(1)
43
]
,
Ψ
(2)
24 (t) =
1
4
u1−1(t)−
i
2
[
βu00(t)Ψ
(1)
34 + u0−1(t)Ψ
(1)
44
]
,
Ψ
(1)
33 (t) =
α
2
∫ t
0
∑
j=0,1
[u¯0j(t)u1j(t)− u0j(t)u¯1j(t)] dt,
Ψ
(1)
44 (t) =
α
2
∫ t
0
∑
j=−1,0
[u¯0j(t)u1j(t)− u0j(t)u¯1j(t)] dt,
Ψ
(1)
34 (t) =
α
2
∫ t
0
[βu11(t)u¯00(t)− βu01(t)u¯10(t) + u10(t)u¯0−1(t)− u00(t)u¯1−1(t)] dt,
Ψ
(1)
43 (t) =
α
2
∫ t
0
[βu10(t)u¯01(t)− βu00(t)u¯11(t) + u1−1(t)u¯00(t)− u0−1(t)u¯10(t)] dt,
(79)
Thus we obtain the Dirichlet-Neumann boundary conditions at x = 0 by using the spectral
function:

u01(t) = 2iΨ
(1)
13 (t), u00(t) = 2iΨ
(1)
14 (t) = 2iβΨ
(1)
23 (t), u0−1(t) = 2iΨ
(1)
24 (t),
u11(t) = 4Ψ
(2)
13 (t) + 2i
[
u01(t)Ψ
(1)
33 (t) + u00(t)Ψ
(1)
43 (t)
]
u10(t) = 4Ψ
(2)
14 (t) + 2i
[
u01(t)Ψ
(1)
34 (t) + u00(t)Ψ
(1)
44 (t)
]
= 4βΨ
(2)
23 (t) + 2iβ
[
βu00(t)Ψ
(1)
33 (t) + u0−1(t)Ψ
(1)
43 (t)
]
,
u1−1(t) = 4Ψ
(2)
24 (t) + 2i
[
βu00(t)Ψ
(1)
34 (t) + u0−1(t)Ψ
(1)
44 (t)
]
,
(80)
Similarly, we assume that the asymptotic formula of µ3(L, t, k) = φ(t, k) = {φij(t, k)}
4
i,j=1 is of
24
the from
µ3(L, t, k) = φ(t, k) =


φ11(t, k) φ12(t, k) φ13(t, k) φ14(t, k)
φ21(t, k) φ22(t, k) φ23(t, k) φ24(t, k)
φ31(t, k) φ32(t, k) φ33(t, k) φ34(t, k)
φ41(t, k) φ42(t, k) φ43(t, k) φ44(t, k)


= I+
2∑
s=1
1
ks


φ
(s)
11 (t) φ
(s)
12 (t) φ
(s)
13 (t) φ
(s)
14 (t)
φ
(s)
21 (t) φ
(s)
22 (t) φ
(s)
23 (t) φ
(s)
24 (t)
φ
(s)
31 (t) φ
(s)
32 (t) φ
(s)
33 (t) φ
(s)
34 (t)
φ
(s)
41 (t) φ
(s)
42 (t) φ
(s)
43 (t) φ
(s)
44 (t)

+O(
1
k3
),
(81)
By using the asymptotic of Eq. (77) and the boundary data (3) at x = L, we find

φ
(1)
13 (t) = −
i
2
v01(t), φ
(1)
14 (t) = βφ
(1)
23 (t) = −
i
2
v00(t), φ
(1)
24 (t) = −
i
2
v0−1(t),
φ
(2)
13 (t) =
1
4
v11(t)−
i
2
[
v01(t)φ
(1)
33 + v00(t)φ
(1)
43
]
,
φ
(2)
14 (t) =
1
4
v10(t)−
i
2
[
v01(t)φ
(1)
34 + v00(t)φ
(1)
44
]
,
φ
(2)
23 (t) =
β
4
v10(t)−
i
2
[
βv00(t)φ
(1)
33 + v0−1(t)φ
(1)
43
]
,
φ
(2)
24 (t) =
1
4
v1−1(t)−
i
2
[
βv00(t)φ
(1)
34 + v0−1(t)φ
(1)
44
]
,
φ
(1)
33 (t) =
α
2
∫ t
0
∑
j=0,1
[v¯0j(t)v1j(t)− v0j(t)v¯1j(t)] dt,
φ
(1)
44 (t) =
α
2
∫ t
0
∑
j=−1,0
[v¯0j(t)v1j(t)− v0j(t)v¯1j(t)] dt,
φ
(1)
34 (t) =
α
2
∫ t
0
[βv11(t)v¯00(t)− βv01(t)u¯10(t) + v10(t)v¯0−1(t)− v00(t)v¯1−1(t)] dt,
φ
(1)
43 (t) =
α
2
∫ t
0
[βv10(t)v¯01(t)− βv00(t)v¯11(t) + v1−1(t)v¯00(t)− v0−1(t)v¯10(t)] dt,
(82)
which generates the Dirichlet-Neumann boundary data at x = L using the spectral function

v01(t) = 2iφ
(1)
13 (t), v00(t) = 2iφ
(1)
14 (t) = 2iβφ
(1)
23 (t), v0−1(t) = 2iφ
(1)
24 (t),
v11(t) = 4φ
(2)
13 (t) + 2i
[
v01(t)φ
(1)
33 (t) + v00(t)φ
(1)
43 (t)
]
v10(t) = 4φ
(2)
14 (t) + 2i
[
v01(t)φ
(1)
34 (t) + v00(t)φ
(1)
44 (t)
]
= 4βφ
(2)
23 (t) + 2iβ
[
βv00(t)φ
(1)
33 (t) + v0−1(t)φ
(1)
43 (t)
]
,
v1−1(t) = 4φ
(2)
24 (t) + 2i
[
βv00(t)φ
(1)
34 (t) + v0−1(t)φ
(1)
44 (t)
]
,
(83)
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For the vanishing initial values, it follows from Eqs. (76a) and (76b) that we have the following
asymptotic of c1j(t, k), cj1(t, k), j = 3, 4, c24(k) and c42(k).
Proposition 4.1. Let the initial and Dirichlet boundary data be compatible at points x = 0, L
(i.e., q0j(0) = u0j(0) at x = 0 and q0j(L) = v0j(0) at x = L, j = 1, 0,−1), respectively. Then,
the global relation (75) in the vanishing initial data case implies that the large k behaviors of
c1j(t, k), cj1(t, k), j = 3, 4, c24(t, k), and c42(t, k) can be given as follows:
c13(t, k) =
Ψ
(1)
13
k
+
Ψ
(2)
13 +Ψ
(1)
13 φ¯
(1)
33 +Ψ
(1)
14 φ¯
(1)
34
k2
+O
(
1
k3
)
−α
[
φ¯
(1)
31
k
+
φ¯
(2)
31 +Ψ
(1)
11 φ¯
(1)
31 +Ψ
(1)
12 φ¯
(1)
32
k2
+O
(
1
k3
)]
e2ikL, as k →∞,
(84a)
c14(t, k) =
Ψ
(1)
14
k
+
Ψ
(2)
14 +Ψ
(1)
14 φ¯
(1)
44 +Ψ
(1)
13 φ¯
(1)
43
k2
+O
(
1
k3
)
−α
[
φ¯
(1)
41
k
+
φ¯
(2)
41 +Ψ
(1)
11 φ¯
(1)
41 +Ψ
(1)
12 φ¯
(1)
42
k2
+O
(
1
k3
)]
e2ikL, k →∞,
(84b)
c24(t, k) =
Ψ
(1)
24
k
+
Ψ
(2)
24 +Ψ
(1)
24 φ¯
(1)
44 +Ψ
(1)
23 φ¯
(1)
43
k2
+O
(
1
k3
)
−α
[
φ¯
(1)
42
k
+
φ¯
(2)
42 +Ψ
(1)
21 φ¯
(1)
41 +Ψ
(1)
22 φ¯
(1)
42
k2
+O
(
1
k3
)]
e2ikL, as k →∞,
(84c)
c31(t, k) =
Ψ
(1)
31
k
+
Ψ
(2)
31 +Ψ
(1)
31 φ¯
(1)
11 +Ψ
(1)
32 φ¯
(1)
12
k2
+O
(
1
k3
)
−α
[
φ¯
(1)
13
k
+
φ¯
(2)
13 +Ψ
(1)
33 φ¯
(1)
13 +Ψ
(1)
34 φ¯
(1)
14
k2
+O
(
1
k3
)]
e−2ikL, as k →∞,
(85a)
c41(t, k) =
Ψ
(1)
41
k
+
Ψ
(2)
41 +Ψ
(1)
41 φ¯
(1)
11 +Ψ
(1)
42 φ¯
(1)
12
k2
+O
(
1
k3
)
−α
[
φ¯
(1)
14
k
+
φ¯
(2)
14 +Ψ
(1)
43 φ¯
(1)
13 +Ψ
(1)
44 φ¯
(1)
14
k2
+O
(
1
k3
)]
e−2ikL, as k →∞,
(85b)
c42(t, k) =
Ψ
(1)
42
k
+
Ψ
(2)
42 +Ψ
(1)
41 φ¯
(1)
21 +Ψ
(1)
42 φ¯
(1)
22
k2
+O
(
1
k3
)
−α
[
φ¯
(1)
24
k
+
φ¯
(2)
24 +Ψ
(1)
43 φ¯
(1)
23 +Ψ
(1)
44 φ¯
(1)
24
k2
+O
(
1
k3
)]
e−2ikL, as k →∞,
(85c)
Proof. It follows from the global relation (75) under the vanishing initial data that we get
c13(t, k) = −αe
2ikL[Ψ11(t, k)φ¯31(t, k¯) + Ψ12(t, k)φ¯32(t, k¯)] + Ψ13(t, k)φ¯33(t, k¯) + Ψ14(t, k)φ¯34(t, k¯),(86a)
c14(t, k) = −αe
2ikL[Ψ11(t, k)φ¯41(t, k¯) + Ψ12(t, k)φ¯42(t, k¯)] + Ψ13(t, k)φ¯43(t, k¯) + Ψ14(t, k)φ¯44(t, k¯),(86b)
c24(t, k) = −αe
2ikL[Ψ21(t, k)φ¯41(t, k¯) + Ψ22(t, k)φ¯42(t, k¯)] + Ψ23(t, k)φ¯43(t, k¯) + Ψ24(t, k)φ¯44(t, k¯),(86c)
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Recalling the t-part of the Lax pair (9)
µt + 2ik
2[σ4, µ] = V (x, t, k)µ, (87)
It follows from Eq. (87) that the first column of Eq. (87) with µ = µ2(0, t, k) = Ψ(t, k) is

Ψ11,t(t, k) = 2k(u01Ψ31 + u00Ψ41) + i(u11Ψ31 + u10Ψ41)
−iα[(|u01|
2 + |u00|
2)Ψ11 + (βu01u¯00 + u00u¯0−1)Ψ21],
Ψ21,t(t, k) = 2k(βu00Ψ31 + u0−1Ψ41) + i(βu10Ψ31 + u1−1Ψ41)
−iα[(βu00u¯01 + u0−1u¯00)Ψ11 + (|u0−1|
2 + |u00|
2)Ψ21],
Ψ31,t(t, k) = 4ik
2Ψ31 + 2αk(u¯01Ψ11 + βu¯00Ψ21)− iα(u¯11Ψ11 + βu¯10Ψ21)
+iα[(|u01|
2 + |u00|
2)Ψ31 + (βu0−1u¯00 + u00u¯01)Ψ41]
Ψ41,t(t, k) = 4ik
2Ψ41 + 2αk(u¯00Ψ11 + u¯0−1Ψ21)− iα(u¯10Ψ11 + u¯1−1Ψ21)
+iα[(βu00u¯0−1 + u01u¯00)Ψ31 + (|u0−1|
2 + |u00|
2)Ψ41],
(88)
the second column of Eq. (87) with µ = µ2(0, t, k) = Ψ(t, k) yields

Ψ12,t(t, k) = 2k(u01Ψ32 + u00Ψ42) + i(u11Ψ32 + u10Ψ42)
−iα[(|u01|
2 + |u00|
2)Ψ12 + (βu01u¯00 + u00u¯0−1)Ψ22],
Ψ22,t(t, k) = 2k(βu00Ψ32 + u0−1Ψ42) + i(βu10Ψ32 + u1−1Ψ42)
−iα[(βu00u¯01 + u0−1u¯00)Ψ12 + (|u0−1|
2 + |u00|
2)Ψ22],
Ψ32,t(t, k) = 4ik
2Ψ32 + 2αk(u¯01Ψ12 + βu¯00Ψ22)− iα(u¯11Ψ12 + βu¯10Ψ22)
+iα[(|u01|
2 + |u00|
2)Ψ32 + (βu0−1u¯00 + u00u¯01)Ψ42]
Ψ42,t(t, k) = 4ik
2Ψ42 + 2αk(u¯00Ψ12 + u¯0−1Ψ22)− iα(u¯10Ψ12 + u¯1−1Ψ22)
+iα[(βu00u¯0−1 + u01u¯00)Ψ32 + (|u0−1|
2 + |u00|
2)Ψ42],
(89)
the third column of Eq. (87) with µ = µ2(0, t, k) = Ψ(t, k) is of

Ψ13,t(t, k) = −4ik
2Ψ13 + 2k(u01Ψ33 + u00Ψ43) + i(u11Ψ33 + u10Ψ43)
−iα[(|u01|
2 + |u00|
2)Ψ13 + (βu01u¯00 + u00u¯0−1)Ψ23],
Ψ23,t(t, k) = −4ik
2Ψ23 + 2k(βu00Ψ33 + u0−1Ψ43) + i(βu10Ψ33 + u1−1Ψ43)
−iα[(βu00u¯01 + u0−1u¯00)Ψ13 + (|u0−1|
2 + |u00|
2)Ψ23],
Ψ33,t(t, k) = 2αk(u¯01Ψ13 + βu¯00Ψ23)− iα(u¯11Ψ13 + βu¯10Ψ23)
+iα[(|u01|
2 + |u00|
2)Ψ33 + (βu0−1u¯00 + u00u¯01)Ψ43]
Ψ43,t(t, k) = 2αk(u¯00Ψ13 + u¯0−1Ψ23)− iα(u¯10Ψ13 + u¯1−1Ψ23)
+iα[(βu00u¯0−1 + u01u¯00)Ψ33 + (|u0−1|
2 + |u00|
2)Ψ43],
(90)
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and the fourth column of Eq. (87) with µ = µ2(0, t, k) = Ψ(t, k) is

Ψ14,t(t, k) = −4ik
2Ψ14 + 2k(u01Ψ34 + u00Ψ44) + i(u11Ψ34 + u10Ψ44)
−iα[(|u01|
2 + |u00|
2)Ψ14 + (βu01u¯00 + u00u¯0−1)Ψ24],
Ψ24,t(t, k) = −4ik
2Ψ24 + 2k(βu00Ψ34 + u0−1Ψ44) + i(βu10Ψ34 + u1−1Ψ44)
−iα[(βu00u¯01 + u0−1u¯00)Ψ14 + (|u0−1|
2 + |u00|
2)Ψ24],
Ψ34,t(t, k) = 2αk(u¯01Ψ14 + βu¯00Ψ24)− iα(u¯11Ψ14 + βu¯10Ψ24)
+iα[(|u01|
2 + |u00|
2)Ψ34 + (βu0−1u¯00 + u00u¯01)Ψ44]
Ψ44,t(t, k) = 2αk(u¯00Ψ14 + u¯0−1Ψ24)− iα(u¯10Ψ14 + u¯1−1Ψ24)
+iα[(βu00u¯0−1 + u01u¯00)Ψ34 + (|u0−1|
2 + |u00|
2)Ψ44],
(91)
Suppose that Ψj1(t, k)’s, j = 1, 2, 3, 4 are of the form

Ψ11(t, k)
Ψ21(t, k)
Ψ31(t, k)
Ψ41(t, k)

 =
(
a10(t) +
a11(t)
k
+
a12(t)
k2
+ · · ·
)
+
(
b10(t) +
b11(t)
k
+
b12(t)
k2
+ · · ·
)
e4ik
2t, (92)
where the 4× 1 column vector functions a1j(t), b1j(t) (j = 0, 1, ..., ) are independent of k.
By substituting Eq. (92) into Eq.(88) and using the initial conditions a10(0)+b10(0) = (1, 0, 0, 0)
T , a11(0)+
b11(0) = (0, 0, 0, 0)
T , we have


Ψ11
Ψ21
Ψ31
Ψ41

 =


1
0
0
0

+ 1k


Ψ
(1)
11
Ψ
(1)
21
Ψ
(1)
31
Ψ
(1)
41

+
1
k2


Ψ
(2)
11
Ψ
(2)
21
Ψ
(2)
31
Ψ
(2)
41

+O
(
1
k3
)
+

1k


0
0
− iα2 u¯01(0)
− iα2 u¯00(0)

+O
(
1
k2
) e4ik2t,
(93)
Similarly, it follows from Eqs. (89)-(91) that we have the asymptotic formulae for Ψij , i =
1, 2, 3, 4; j = 2, 3, 4 in the forms


Ψ12
Ψ22
Ψ32
Ψ42

 =


0
1
0
0

+ 1k


Ψ
(1)
12
Ψ
(1)
22
Ψ
(1)
32
Ψ
(1)
42

+
1
k2


Ψ
(2)
12
Ψ
(2)
22
Ψ
(2)
32
Ψ
(2)
42

+O
(
1
k3
)
+

1k


0
0
− iαβ2 u¯00(0)
− iα2 u¯0−1(0)

+O
(
1
k2
) e4ik2t,
(94)
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

Ψ13
Ψ23
Ψ33
Ψ43

 =


0
0
1
0

+ 1k


Ψ
(1)
13
Ψ
(1)
23
Ψ
(1)
33
Ψ
(1)
43

+
1
k2


Ψ
(2)
13
Ψ
(2)
23
Ψ
(2)
33
Ψ
(2)
43

+O
(
1
k3
)
+


1
k


i
2u01(0)
iβ
2 u00(0)
0
0

+O
(
1
k2
)

 e−4ik
2t,
(95)
and


Ψ14
Ψ24
Ψ34
Ψ44

 =


0
0
0
1

+ 1k


Ψ
(1)
14
Ψ
(1)
24
Ψ
(1)
34
Ψ
(1)
44

+
1
k2


Ψ
(2)
14
Ψ
(2)
24
Ψ
(2)
34
Ψ
(2)
44

+O
(
1
k3
)
+


1
k


i
2u00(0)
i
2u0−1(0)
0
0

+O
(
1
k2
)

 e−4ik
2t,
(96)
The substitution of Eqs. (93)-(96) into Eq. (86a) yields Eq. (84a). Similarly, we can also get
Eqs. (84b) and (84c).
Similar to Eqs. (88)-(91) for µ2(0, t, k), we also know that the function µ(x, t, k) = µ3(L, t, k)
at x = L satisfy the t-part of Lax pair (87) such that we have the first column of Eq. (87) with
µ = µ3(L, t, k) = φ(t, k)

φ11,t(t, k) = 2k(v01φ31 + v00φ41) + i(v11φ31 + v10φ41)
−iα[(|v01|
2 + |v00|
2)φ11 + (βv01v¯00 + v00v¯0−1)φ21],
φ21,t(t, k) = 2k(βv00φ31 + v0−1φ41) + i(βv10φ31 + v1−1φ41)
−iα[(βv00v¯01 + v0−1u¯00)φ11 + (|v0−1|
2 + |v00|
2)φ21],
φ31,t(t, k) = 4ik
2φ31 + 2αk(v¯01φ11 + βv¯00φ21)− iα(v¯11φ11 + βv¯10φ21)
+iα[(|v01|
2 + |v00|
2)φ31 + (βv0−1v¯00 + v00v¯01)φ41]
φ41,t(t, k) = 4ik
2φ41 + 2αk(v¯00φ11 + v¯0−1φ21)− iα(v¯10φ11 + v¯1−1φ21)
+iα[(βv00v¯0−1 + v01v¯00)φ31 + (|v0−1|
2 + |v00|
2)φ41],
(97)
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the second column of Eq. (87) with µ = µ3(L, t, k) = φ(t, k)

φ12,t(t, k) = 2k(v01φ32 + v00φ42) + i(v11φ32 + v10φ42)
−iα[(|v01|
2 + |v00|
2)φ12 + (βv01v¯00 + v00v¯0−1)φ22],
φ22,t(t, k) = 2k(βv00φ32 + v0−1φ42) + i(βv10φ32 + v1−1φ42)
−iα[(βv00v¯01 + v0−1v¯00)φ12 + (|v0−1|
2 + |v00|
2)φ22],
φ32,t(t, k) = 4ik
2φ32 + 2αk(v¯01φ12 + βv¯00φ22)− iα(v¯11φ12 + βv¯10φ22)
+iα[(|v01|
2 + |u00|
2)φ32 + (βv0−1v¯00 + v00v¯01)φ42]
φ42,t(t, k) = 4ik
2φ42 + 2αk(v¯00φ12 + v¯0−1φ22)− iα(v¯10φ12 + v¯1−1φ22)
+iα[(βv00v¯0−1 + v01v¯00)φ32 + (|v0−1|
2 + |v00|
2)φ42],
(98)
the third column of Eq. (87) with µ = µ3(L, t, k) = φ(t, k)

φ13,t(t, k) = −4ik
2φ13 + 2k(v01φ33 + v00φ43) + i(v11φ33 + v10φ43)
−iα[(|v01|
2 + |v00|
2)φ13 + (βv01v¯00 + v00v¯0−1)φ23],
φ23,t(t, k) = −4ik
2φ23 + 2k(βv00φ33 + v0−1φ43) + i(βv10φ33 + v1−1φ43)
−iα[(βv00v¯01 + v0−1v¯00)φ13 + (|v0−1|
2 + |v00|
2)φ23],
φ33,t(t, k) = 2αk(v¯01φ13 + βv¯00φ23)− iα(v¯11φ13 + βv¯10φ23)
+iα[(|v01|
2 + |v00|
2)φ33 + (βv0−1v¯00 + v00v¯01)φ43]
φ43,t(t, k) = 2αk(v¯00φ13 + v¯0−1φ23)− iα(v¯10φ13 + v¯1−1φ23)
+iα[(βv00v¯0−1 + v01v¯00)φ33 + (|v0−1|
2 + |v00|
2)φ43],
(99)
and the fourth column of Eq. (87) with µ = µ3(L, t, k) = φ(t, k)

φ14,t(t, k) = −4ik
2φ14 + 2k(v01φ34 + v00φ44) + i(v11φ34 + v10φ44)
−iα[(|v01|
2 + |v00|
2)φ14 + (βv01v¯00 + v00v¯0−1)φ24],
φ24,t(t, k) = −4ik
2φ24 + 2k(βv00φ34 + v0−1φ44) + i(βv10φ34 + v1−1φ44)
−iα[(βv00v¯01 + v0−1v¯00)φ14 + (|v0−1|
2 + |v00|
2)φ24],
φ34,t(t, k) = 2αk(v¯01φ14 + βv¯00φ24)− iα(v¯11φ14 + βv¯10φ24)
+iα[(|v01|
2 + |v00|
2)φ34 + (βv0−1v¯00 + v00v¯01)φ44]
φ44,t(t, k) = 2αk(v¯00φ14 + v¯0−1φ24)− iα(v¯10φ14 + v¯1−1φ24)
+iα[(βv00v¯0−1 + u01v¯00)φ34 + (|v0−1|
2 + |v00|
2)φ44],
(100)
Similarly, we can also obtain the asymptotic formulae for φij , i, j = 1, 2, 3, 4. The substitution of
these formulae into Eq. (86a) and using the assumption the initial and boundary data are compatible
at x = 0 and x = L, we find the asymptotic result (84a) of c13(t, k) for k → ∞. Similarly we can
also show Eqs. (84b) and (84c) for cj4(t, k), j = 1, 2 as k →∞.
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Similarly, it follows from the global relation (75) under the vanishing initial data that we have
c31(t, k) = Ψ31(t, k)φ¯11(t, k¯) + Ψ32(t, k)φ¯12(t, k¯)− αe
−2ikL[Ψ33(t, k)φ¯13(t, k¯) + Ψ34(t, k)φ¯14(t, k¯)],(101a)
c41(t, k) = Ψ41(t, k)φ¯11(t, k¯) + Ψ42(t, k)φ¯12(t, k¯)− αe
−2ikL[Ψ43(t, k)φ¯13(t, k¯) + Ψ44(t, k)φ¯14(t, k¯),(101b)
c42(t, k) = Ψ41(t, k)φ¯21(t, k¯) + Ψ42(t, k)φ¯22(t, k¯)− αe
−2ikL[Ψ43(t, k)φ¯23(t, k¯) + Ψ44(t, k)φ¯24(t, k¯)],(101c)
such that we can show Eqs. (85a)-(85c) by means of cj1(t, k), j = 3, 4 and c42(t, k) as k →∞. 
4.3. The map between Dirichlet and Neumann problems
In what follows we mainly show that the spectral functions S(k) and SL(k) can be expressed
in terms of the prescribed Dirichlet and Neumann boundary data and the initial data using the
solution of a system of integral equations.
For simplicity, we define the notations as
F±(t, k) = F (t, k)± F (t,−k), Σ± = Σ±(k) = e
2ikL ± e−2ikL. (102)
The sign ∂Dj , j = 1, ..., 4 stands for the boundary of the jth quadrant Dj , oriented so that Dj lies
to the left of ∂Dj . ∂D
0
3 denotes the boundary contour which has not contain the zeros of Σ−(k)
and ∂D03 = −∂D
0
1.
Theorem 4.2. Let q0j(x) = qj(x, t = 0) ∈ C
∞[0, L], j = 1, 0,−1 be an initial data of Eq. (1) on
the finite interval x ∈ [0, L] and T <∞.
For the Dirichlet problem, the smooth boundary data u0j(t) and v0j(t) (j = 1, 0,−1) on the interval
t ∈ [0, T ) are sufficiently smooth and compatible with the initial data q0j(x), (j = 1, 0,−1) at points
(x2, t2) = (0, 0) and (x3, t3) = (L, 0), respectively, i.e., u0j(0) = q0j(0), v0j(0) = q0j(L), j =
1, 0,−1.
For the Neumann problem, the smooth boundary data u1j(t) and v1j(t) (j = 1, 0,−1) on the
interval t ∈ [0, T ) are sufficiently smooth and compatible with the initial data q0j(x), (j = 1, 0,−1)
at the origin (x2, t2) = (0, 0) and (x3, t3) = (L, 0), respectively, i.e., u1j(0) = ∂xq0j(0), v1j(0) =
∂xq0j(L), j = 1, 0,−1.
For simplicity, let n33,44(S)(k) have no zeros in the domain D1. Then the spectral functions S(k)
and SL(k) are defined by
S(k)=


Ψ11(T, k¯) Ψ21(T, k¯) −αΨ31(T, k¯)e
4ik2T −αΨ41(T, k¯)e
4ik2T
Ψ12(T, k¯) Ψ22(T, k¯) −αΨ32(T, k¯)e
4ik2T −αΨ42(T, k¯)e
4ik2T
−αΨ13(T, k¯)e
−4ik2T −αΨ23(T, k¯)e
−4ik2T Ψ33(T, k¯) Ψ43(T, k¯)
−αΨ14(T, k¯)e
−4ik2T −αΨ24(T, k¯)e
−4ik2T Ψ34(T, k¯) Ψ44(T, k¯)


,(103)
SL(k)=


φ11(T, k¯) φ21(T, k¯) −αφ31(T, k¯)e
4ik2T −αφ41(T, k¯)e
4ik2T
φ12(T, k¯) φ22(T, k¯) −αφ32(T, k¯)e4ik
2T −αφ42(T, k¯)e4ik
2T
−αφ13(T, k¯)e
−4ik2T −αφ23(T, k¯)e
−4ik2T φ33(T, k¯) φ43(T, k¯)
−αφ14(T, k¯)e
−4ik2T −αφ24(T, k¯)e
−4ik2T φ34(T, k¯) φ44(T, k¯)


,(104)
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and the complex-valued functions {Ψij(t, k)}
4
i,j=1 can be expressed using the following system of
integral equations

Ψ11(t, k) = 1 +
∫ t
0
{
−iα[(|u01|
2 + |u00|
2)Ψ11 + (βu01u¯00 + u00u¯0−1)Ψ21]
+ (2ku01 + iu11)Ψ31 + (2ku00 + iu10)Ψ41} (t
′, k)dt′,
Ψ21(t, k) =
∫ t
0
{
−iα[(βu00u¯01 + u0−1u¯00)Ψ11 + (|u0−1|
2 + |u00|
2)Ψ21]
+ (2k(βu00 + iβu10)Ψ31 + (2ku0−1 + iu1−1)Ψ41} (t
′, k)dt′,
Ψ31(t, k) =
∫ t
0
e4ik
2(t−t′) {2αk(u¯01Ψ11 + βu¯00Ψ21)− iα(u¯11Ψ11 + βu¯10Ψ21)
+iα[(|u01|
2 + |u00|
2)Ψ31 + (βu0−1u¯00 + u00u¯01)Ψ41]
}
(t′, k)dt′,
Ψ41(t, k) =
∫ t
0
e4ik
2(t−t′) [2αk(u¯00Ψ11 + u¯0−1Ψ21)− iα(u¯10Ψ11 + u¯1−1Ψ21)
+iα[(βu00u¯0−1 + u01u¯00)Ψ31 + (|u0−1|
2 + |u00|
2)Ψ41]
]
(t′, k)dt′,
(105)


Ψ12(t, k) =
∫ t
0
{
−iα[(|u01|
2 + |u00|
2)Ψ12 + (βu01u¯00 + u00u¯0−1)Ψ22]
+2k(u01Ψ32 + u00Ψ42) + i(u11Ψ32 + u10Ψ42)} (t
′, k)dt′,
Ψ22(t, k) = 1 +
∫ t
0
{
−iα[(βu00u¯01 + u0−1u¯00)Ψ12 + (|u0−1|
2 + |u00|
2)Ψ22]
+2k(βu00Ψ32 + u0−1Ψ42) + i(βu10Ψ32 + u1−1Ψ42)} (t
′, k)dt′,
Ψ32(t, k) =
∫ t
0
e4ik
2(t−t′) {2αk(u¯01Ψ12 + βu¯00Ψ22)− iα(u¯11Ψ12 + βu¯10Ψ22)
+iα[(|u01|
2 + |u00|
2)Ψ32 + (βu0−1u¯00 + u00u¯01)Ψ42]
}
(t′, k)dt′,
Ψ42(t, k) =
∫ t
0
e4ik
2(t−t′) {2αk(u¯00Ψ12 + u¯0−1Ψ22)− iα(u¯10Ψ12 + u¯1−1Ψ22)
+iα[(βu00u¯0−1 + u01u¯00)Ψ32 + (|u0−1|
2 + |u00|
2)Ψ42]
}
(t′, k)dt′,
(106)
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

Ψ13(t, k) =
∫ t
0
e−4ik
2(t−t′)
{
−iα[(|u01|
2 + |u00|
2)Ψ13 + (βu01u¯00 + u00u¯0−1)Ψ23] ,
+2k(u01Ψ33 + u00Ψ43) + i(u11Ψ33 + u10Ψ43)} (t
′, k)dt′,
Ψ23(t, k) =
∫ t
0
e−4ik
2(t−t′)
{
−iα[(βu00u¯01 + u0−1u¯00)Ψ13 + (|u0−1|
2 + |u00|
2)Ψ23]
+2k(βu00Ψ33 + u0−1Ψ43) + i(βu10Ψ33 + u1−1Ψ43)} (t
′, k)dt′,
Ψ33(t, k) = 1 +
∫ t
0
{2αk(u¯01Ψ13 + βu¯00Ψ23)− iα(u¯11Ψ13 + βu¯10Ψ23)
+iα[(|u01|
2 + |u00|
2)Ψ33 + (βu0−1u¯00 + u00u¯01)Ψ43]
}
(t′, k)dt′,
Ψ43(t, k) =
∫ t
0
{2αk(u¯00Ψ13 + u¯0−1Ψ23)− iα(u¯10Ψ13 + u¯1−1Ψ23)
+iα[(βu00u¯0−1 + u01u¯00)Ψ33 + (|u0−1|
2 + |u00|
2)Ψ43]
}
(t′, k)dt′,
(107)
and 

Ψ14(t, k) =
∫ t
0
e−4ik
2(t−t′)
{
−iα[(|u01|
2 + |u00|
2)Ψ14 + (βu01u¯00 + u00u¯0−1)Ψ24]
+2k(u01Ψ34 + u00Ψ44) + i(u11Ψ34 + u10Ψ44)} (t
′, k)dt′,
Ψ24(t, k) =
∫ t
0
e−4ik
2(t−t′)
{
−iα[(βu00u¯01 + u0−1u¯00)Ψ14 + (|u0−1|
2 + |u00|
2)Ψ24]
+2k(βu00Ψ34 + u0−1Ψ44) + i(βu10Ψ34 + u1−1Ψ44)} (t
′, k)dt′,
Ψ34(t, k) =
∫ t
0
[2αk(u¯01Ψ14 + βu¯00Ψ24)− iα(u¯11Ψ14 + βu¯10Ψ24)
+iα[(|u01|
2 + |u00|
2)Ψ34 + (βu0−1u¯00 + u00u¯01)Ψ44]
}
(t′, k)dt′,
Ψ44(t, k) = 1 +
∫ t
0
{2αk(u¯00Ψ14 + u¯0−1Ψ24)− iα(u¯10Ψ14 + u¯1−1Ψ24)
+iα[(βu00u¯0−1 + u01u¯00)Ψ34 + (|u0−1|
2 + |u00|
2)Ψ44]
}
(t′, k)dt′,
(108)
The functions {φij(t, k)}
4
i,j=1 are of the same integral equations (105)-(108) by replacing the func-
tions {u0j(t), u1j(t)} with {v0j(t), v1j(t)}, (j = 1, 0,−1), respectively, that is,
φij(t, k) = Φij(t, k)
∣∣
{u0l(t)→v0l(t), u1l(t)→v1l(t),Ψij→φij}
, (i, j = 1, 2, 3, 4; l = 1, 0,−1).
(i) For the given Dirichlet boundary data, the unknown Neumann boundary data {u1j(t), j =
33
1, 0,−1} at x = 0 and {v1j(t), j = 1, 0,−1} at x = L, 0 < t < T can be found as
u11(t) =
1
π
∫
∂D0
3
[
2Σ+(k)
iΣ−(k)
(kΨ13−+ iu01)− (u01φ¯33−+ u00φ¯34−) +
4i
Σ−(k)
(αkφ¯31−+ iv01)
]
dk
+
∫
∂D0
3
4k
iπΣ−(k)
{
[Ψ13(φ¯33 − 1)+Ψ14φ¯34]e
−2ikL−α
[
(Ψ11 − 1)φ¯31 +Ψ12φ¯32
] }
−
dk
+
2
π
∫
∂D0
3
(u01Ψ33− + u00Ψ43−)dk,
(109a)
u10(t) =
1
π
∫
∂D0
3
[
2Σ+(k)
iΣ−(k)
(kΨ14−+ iu00)− (u01φ¯43−+ u00φ¯44−) +
4i
Σ−(k)
(αkφ¯41−+ iv00)
]
dk
+
∫
∂D0
3
4k
iπΣ−(k)
{
[Ψ13φ¯43+Ψ14(φ¯44 − 1)]e
−2ikL−α[(Ψ11 − 1)φ¯41 +Ψ12φ¯42]
}
−
dk
+
2
π
∫
∂D0
3
(u01Ψ34− + u00Ψ44−)dk,
(109b)
u1−1(t) =
1
π
∫
∂D0
3
[
2Σ+(k)
iΣ−(k)
(kΨ24−+ iu0−1)− (u00φ¯43−+ u0−1φ¯44−) +
4i
Σ−(k)
(αkφ¯42−+ iv0−1)
]
dk
+
∫
∂D0
3
4k
iπΣ−(k)
{
[Ψ23φ¯43+Ψ24(φ¯44 − 1)]e
−2ikL−α[Ψ21φ¯41 + (Ψ22 − 1)φ¯42]
}
−
dk
+
2
π
∫
∂D0
3
(βu00Ψ34− + u0−1Ψ44−)dk,
(109c)
and
v11(t) =
1
π
∫
∂D0
3
[
2iΣ+(k)
Σ−(k)
(kφ13−+ iv01)− (v01Ψ¯33− + v00Ψ¯34−)−
4i
Σ−(k)
(αkΨ¯31− + iu01)
]
dk
+
∫
∂D0
3
4k
iπΣ−(k)
{
α[(φ11 − 1)Ψ¯31 + φ12Ψ¯32]− [φ13(Ψ¯33 − 1) + φ14Ψ¯34]e
2ikL
}
−
dk
+
2
π
∫
∂D0
3
(v01φ33− + v00φ43−)dk,
(110a)
v10(t) =
1
π
∫
∂D0
3
[
2iΣ+(k)
Σ−(k)
(kφ14−+ iv00)− (v01Ψ¯43− + v00Ψ¯44−)−
4i
Σ−(k)
(αkΨ¯41− + iu00)
]
dk
+
∫
∂D0
3
4k
iπΣ−(k)
{
α[(φ11 − 1)Ψ¯41 + φ12Ψ¯42]− [φ13Ψ¯43 + φ14(Ψ¯44 − 1)]e
2ikL
}
−
dk
+
2
π
∫
∂D0
3
(v01φ34− + v00φ44−)dk,
(110b)
v1−1(t) =
1
π
∫
∂D0
3
[
2iΣ+(k)
Σ−(k)
(kφ24−+ iv0−1)− (v00Ψ¯43− + v0−1Ψ¯44−)−
4i
Σ−(k)
(αkΨ¯42− + iu0−1)
]
dk
+
∫
∂D0
3
4k
iπΣ−(k)
{
α[φ21Ψ¯41 + (φ22 − 1)Ψ¯42]− [φ23Ψ¯43 + φ24(Ψ¯44 − 1)]e
2ikL
}
−
dk
+
2
π
∫
∂D0
3
(βv00φ34− + v0−1φ44−)dk,
(110c)
34
(ii) For the given Neumann boundary data, the unknown Dirichlet boundary data {u0j(t), j =
1, 0,−1} at x = 0 and {v0j(t), j = 1, 0,−1} at x = L, 0 < t < T can be obtained as
u01(t) =
∫
∂D0
3
Σ+(k)Ψ13+ − 2αφ¯31+
πΣ−(k)
dk
+
∫
∂D0
3
2
πΣ−(k)
{ [
Ψ13(φ¯33 − 1) + Ψ14φ¯34
]
e−2ikL−α[(Ψ11 − 1)φ¯31 +Ψ12φ¯32]
}
+
dk,
(111a)
u00(t) =
∫
∂D0
3
Σ+(k)Ψ14+ − 2αφ¯41+
πΣ−(k)
dk
+
∫
∂D0
3
2
πΣ−(k)
{ [
Ψ13φ¯43 +Ψ14(φ¯44 − 1)
]
e−2ikL−α[(Ψ11 − 1)φ¯41 +Ψ12φ¯42]
}
+
dk,
(111b)
u0−1(t) =
∫
∂D0
3
Σ+(k)Ψ24+ − 2αφ¯42+
πΣ−(k)
dk
+
∫
∂D0
3
2
πΣ−(k)
{[
Ψ23φ¯43 +Ψ24(φ¯44 − 1)
]
e−2ikL−α[Ψ21φ¯41 + (Ψ22 − 1)φ¯42]
}
+
dk,
(111c)
and
v01(t) =
∫
∂D0
3
−Σ+(k)φ13+ + 2αΨ¯31+
πΣ−(k)
dk
+
∫
∂D0
3
2
πΣ−(k)
{
α[(φ11 − 1)Ψ¯31 + φ12Ψ¯32]−
[
φ13(Ψ¯33 − 1) + φ14Ψ¯34
]
e2ikL
}
+
dk,
(112a)
v00(t) =
∫
∂D0
3
−Σ+(k)φ14+ + 2αΨ¯41+
πΣ−(k)
dk
+
∫
∂D0
3
2
πΣ−(k)
{
α[(φ11 − 1)Ψ¯41 + φ12Ψ¯42]−
[
φ13Ψ¯43 + φ14(Ψ¯44 − 1)
]
e2ikL
}
+
dk,
(112b)
v0−1(t) =
∫
∂D0
3
−Σ+(k)φ24+ + 2αΨ¯42+
πΣ−(k)
dk
+
∫
∂D0
3
2
πΣ−(k)
{
α[φ21Ψ¯41 + (φ22 − 1)Ψ¯42]−
[
φ23Ψ¯43 + φ24(Ψ¯44 − 1)
]
e2ikL
}
+
dk,
(112c)
where Ψ13 = Ψ13(t, k), φ¯33 = φ33(t, k¯) = φ¯33(t, k¯), and other functions have the similar expressions.
Proof. We can prove Eqs. (103) and (104) by means of Eqs. (31) and (35) with replacing T by
t, that is, S(k) = e−2ik
2tσˆ4µ−12 (0, t, k) and SL(k) = e
−2ik2tσˆ4µ−13 (L, t, k) and the symmetry relation
(29). Moreover, Eqs. (105)-(108) for Ψij(t, k), i, j = 1, 2, 3, 4 can be given in terms of the Volteral
integral equations of µ2(0, t, k). Similarly, the expressions of φij(t, k), i, j = 1, 2, 3, 4 can be obtained
via the Volteral integral equations of µ3(L, t, k).
In the following we will certify Eqs. (109a)-(112c).
35
(i) Applying the Cauchy’s theorem to Eq. (78), we have
−
iπ
2
Ψ
(1)
33 (t) =
∫
∂D2
[Ψ33(t, k) − 1]dk =
∫
∂D4
[Ψ33(t, k)− 1]dk,
−
iπ
2
Ψ
(1)
43 (t) =
∫
∂D2
Ψ43(t, k)dk =
∫
∂D4
Ψ43(t, k)dk,
−
iπ
2
Ψ
(2)
13 (t) =
∫
∂D2
[
kΨ13(t, k) +
i
2
u01(t)
]
dk =
∫
∂D4
[
kΨ13(t, k) +
i
2
u01(t)
]
dk,
(113)
We further find
iπΨ
(1)
33 (t) = −
(∫
∂D2
+
∫
∂D4
)
[Ψ33(t, k)− 1]dk =
(∫
∂D1
+
∫
∂D3
)
[Ψ33(t, k) − 1]dk
=
∫
∂D3
[Ψ33(t, k)− 1]dk −
∫
∂D3
[Ψ33(t,−k)− 1]dk =
∫
∂D3
Ψ33−(t, k)dk,
(114a)
iπΨ
(1)
43 (t) = −
(∫
∂D2
+
∫
∂D4
)
Ψ43(t, k)dk =
∫
∂D3
Ψ43−(t, k)dk, (114b)
and
iπΨ
(2)
13 (t) =
(∫
∂D1
+
∫
∂D3
)[
kΨ13(t, k) +
i
2
u01(t)
]
dk
=
∫
∂D3
[
kΨ13(t, k) +
i
2
u01(t)
]
−
dk
=
∫
∂D0
3
{
kΨ13(t, k) +
i
2
u01(t) +
2e−2ikL
Σ−(k)
[
kΨ13(t, k) +
i
2
u01(t)
]}
−
dk + C1(t)
=
∫
∂D0
3
Σ+(k)
Σ−(k)
(kΨ13− + iu01)dk + C1(t),
(115)
where we have introduced the function C1(t) as
C1(t) = −
∫
∂D0
3
{
2e−2ikL
Σ−
[
kΨ13(t, k) +
i
2
u01(t)
]}
−
dk,
We use the global relation (86a) to further reduce C1(t) in the form
C1(t) = −
∫
∂D0
3
{
2e−2ikL
Σ−
[
kΨ13(t, k) +
i
2
u01(t)
]}
−
dk
=
∫
∂D0
3
{
2e−2ikL
Σ−
[
Ψ
(1)
13 − kc13(t, k) +
Ψ
(1)
13 φ¯
(1)
33 +Ψ
(1)
14 φ¯
(1)
34
k
− αφ¯
(1)
31 e
2ikL
]}
−
dk
−
∫
∂D0
3
{
2e−2ikL
Σ−
[
Ψ
(1)
13 φ¯
(1)
33 +Ψ
(1)
14 φ¯
(1)
34
k
+ α(kφ¯31 − φ¯
(1)
31 )e
2ikL
]}
−
dk
+
∫
∂D0
3
{
2ke−2ikL
Σ−
[
Ψ13(φ¯33 − 1) + Ψ14φ¯34 − α((Ψ11 − 1)φ¯31 +Ψ12φ¯32)e
2ikL
]}
−
dk,
(116)
36
By applying the Cauchy’s theorem and asymptotic (84a) to Eq. (116), we find that the terms on
the right-hand side of Eq. (116) are of the form
C1(t) = −iπΨ
(2)
13 −
∫
∂D0
3
[
i
2
(u01φ¯33− + u00φ¯34−) +
2α
Σ−(k)
(kφ¯31− + iαv01)
]
dk
+
∫
∂D0
3
2k
Σ−
{
[Ψ13(φ¯33 − 1)+Ψ14φ¯34]e
−2ikL−α[(Ψ11 − 1)φ¯31 +Ψ12φ¯32]
}
−
dk,
(117)
It follows from Eqs. (115) and (117) that we have
2iπΨ
(2)
13 (t) =
∫
∂D0
3
[
Σ+
Σ−
(kΨ13−+ iu01)−
i
2
(u01φ¯33−+ u00φ¯34−)−
2
Σ−
(αkφ¯31−+ iv01)
]
dk
+
∫
∂D0
3
2k
Σ−
{
[Ψ13(φ¯33 − 1)+Ψ14φ¯34]e
−2ikL−α[(Ψ11 − 1)φ¯31 +Ψ12φ¯32]
}
−
dk,
(118)
Thus substituting Eqs. (114a), (114b) and (118) into the third one of system (80), we can get
Eq. (109a).
Applying the Cauchy’s theorem to Eq. (78), we have
iπΨ
(2)
14 (t) =
(∫
∂D1
+
∫
∂D3
)[
kΨ14(t, k) +
i
2
u00(t)
]
dk
=
∫
∂D3
[
kΨ14(t, k) +
i
2
u00(t)
]
−
dk
=
∫
∂D0
3
{
kΨ14(t, k) +
i
2
u00(t) +
2e−2ikL
Σ−(k)
[
kΨ14(t, k) +
i
2
u00(t)
]}
−
dk + C2(t)
=
∫
∂D0
3
Σ+(k)
Σ−(k)
(kΨ14− + iu00)dk + C2(t),
(119)
where we have introduced the function C2(t) as
C2(t) = −
∫
∂D0
3
{
2e−2ikL
Σ−
[
kΨ14(t, k) +
i
2
u00(t)
]}
−
dk,
37
We apply the Cauchy’s theorem, asymptotic (84b), and the global relation (86b) to C2(t) to have
C2(t) = −
∫
∂D0
3
{
2e−2ikL
Σ−
[
kΨ14(t, k) +
i
2
u00(t)
]}
−
dk
=
∫
∂D0
3
{
2e−2ikL
Σ−
[
Ψ
(1)
14 − kc14(t, k) +
Ψ
(1)
13 φ¯
(1)
43 +Ψ
(1)
14 φ¯
(1)
44
k
− αφ¯
(1)
41 e
2ikL
]}
−
dk
−
∫
∂D0
3
{
2e−2ikL
Σ−
[
Ψ
(1)
13 φ¯
(1)
43 +Ψ
(1)
14 φ¯
(1)
44
k
+ α(kφ¯41 − φ¯
(1)
41 )e
2ikL
]}
−
dk
+
∫
∂D0
3
{
2ke−2ikL
Σ−
[
Ψ13φ¯43 +Ψ14(φ¯44 − 1)− α((Ψ11 − 1)φ¯41 +Ψ12φ¯42)e
2ikL
]}
−
dk
= −iπΨ
(2)
14 −
∫
∂D0
3
[
i
2
(u01φ¯43− + u00φ¯44−) +
2
Σ−(k)
(αkφ¯41− + iv00)
]
dk
+
∫
∂D0
3
2k
Σ−
{
[Ψ13φ¯43+Ψ14(φ¯44 − 1)]e
−2ikL−α[(Ψ11 − 1)φ¯41 +Ψ12φ¯42]
}
−
dk,
(120)
It follows from Eqs. (119) and (120) that we have
2iπΨ
(2)
14 (t) =
∫
∂D0
3
[
Σ+
Σ−
(kΨ14−+ iu00)−
i
2
(u01φ¯43−+ u00φ¯44−)−
2
Σ−
(αkφ¯41−+ iv00)
]
dk
+
∫
∂D0
3
2k
Σ−
{
[Ψ13φ¯43+Ψ14(φ¯44 − 1)]e
−2ikL−α[(Ψ11 − 1)φ¯41 +Ψ12φ¯42]
}
−
dk,
(121)
We further find
iπΨ
(1)
j4 (t) =
∫
∂D3
Ψj4−(t, k)dk, j = 3, 4, (122)
from Eq. (78). Thus substituting Eqs. (121) and (122) into the fourth one of system (80), we can
deduce Eq. (109b). Similarly, we can also show Eq. (109c).
To use Eq. (83) to show Eq. (110a) for v11(t) we need to find these functions φ
(1)
33 (t, k), φ
(1)
43 (t, k),
and φ
(2)
13 (t, k). Applying the Cauchy’s theorem to Eq. (81), we have
iπφ
(2)
13 (t) =
∫
∂D3
[
kφ13(t, k) − φ
(1)
13
]
−
dk
=
∫
∂D0
3
[
kφ13(t, k) − φ
(1)
13 −
2e2ikL
Σ−(k)
(
kφ13 − φ
(1)
13
)]
−
dk + C3(t)
=
∫
∂D0
3
−
Σ+(k)
Σ−(k)
[
kφ13− − φ
(1)
13
]
dk + C3(t),
(123)
where the function C3(t) is defined as
C3(t) =
∫
∂D0
3
{
2e2ikL
Σ−
[
kφ13(t, k)− φ
(1)
13
]}
−
dk,
38
We need to further reduce C3(t) by using the asymptotic (85a), the global relation (101a) and
the Cauchy’s theorem such that we find that C3(t) can be reduced to
C3(t) =
∫
∂D0
3
{
−
2
Σ−
[
αkc¯31(t, k¯) + φ
(1)
13 e
2ikL +
φ
(1)
13 Ψ¯
(1)
33 + φ
(1)
14 Ψ¯
(1)
34
k
e2ikL − αΨ¯
(1)
31
]}
−
dk
+
∫
∂D0
3
{
2
Σ−
[
φ
(1)
13 Ψ¯
(1)
33 + φ
(1)
14 Ψ¯
(1)
34
k
e2ikL + α(kΨ¯31 − Ψ¯
(1)
31 )
]}
−
dk
+
∫
∂D0
3
{
2k
Σ−
[
α((φ11 − 1)Ψ¯31 + φ12Ψ¯32)− [φ13(Ψ¯33 − 1) + φ14Ψ¯34]e
2ikL
]}
−
dk
= −iπφ
(1)
13 +
∫
∂D0
3
[
1
2i
(v01Ψ¯33− + v00Ψ¯34−) +
2
Σ−
(αkΨ¯31− + iu01)
]
dk
+
∫
∂D0
3
2k
Σ−
{
α[(φ11 − 1)Ψ¯31 + φ12Ψ¯32]− [φ13(Ψ¯33 − 1) + φ14Ψ¯34]e
2ikL
}
−
dk,
(124)
Eqs. (123) and (124) imply that
2iπφ
(2)
13 (t) =
∫
∂D0
3
[
Σ+
Σ−
(φ
(1)
13 − kφ13−)+
1
2i
(v01Ψ¯33−+v00Ψ¯34−)+
2
Σ−
(αkΨ¯31−+iu01)
]
dk
+
∫
∂D0
3
2k
Σ−
{
α[(φ11−1)Ψ¯31 + φ12Ψ¯32]−[φ13(Ψ¯33 − 1)+φ14Ψ¯34]e
2ikL
}
−
dk,
(125)
We also have
iπφ
(1)
j3 (t) =
∫
∂D3
φj3−(t, k)dk, j = 3, 4, (126)
from Eq. (81).
Thus substituting Eqs. (125) and (126) into the third one of system (83) yields Eq. (110a).
Similarly, we can also show Eqs. (110b) and (110c).
(ii) We now deduce the Dirichlet boundary value problems given by Eqs. (111a)-(111c) at x = 0
from the known Neumann boundary value problems. It follows from the first one of Eq. (80) that
u01(t) can be expressed by means of Ψ
(1)
13 .
Applying the Cauchy’s theorem to Eq. (78) yields
iπΨ
(1)
13 (t) =
(∫
∂D1
+
∫
∂D3
)
Ψ13(t, k)dk =
∫
∂D3
Ψ13−(t, k)dk
=
∫
∂D0
3
[
Ψ13−(t, k) +
2
Σ−(k)
(e−2ikLΨ13)+
]
dk + C4(t)
=
∫
∂D0
3
Σ+(k)
Σ−(k)
Ψ13+dk + C4(t),
(127)
where we have introduced the function C4(t) as
C4(t) = −
∫
∂D0
3
2
Σ−(k)
(e−2ikLΨ13)+dk, (128)
39
By applying the global relation (86a), the Cauchy’s theorem and asymptotics (84a) to Eq. (128),
we find
C4(t) = −
∫
∂D0
3
2
Σ−
(e−2ikLΨ13)+dk
=
∫
∂D0
3
2
Σ−
[
−c13(t, k)e
−2ikL − αφ¯31
]
+
dk
+
∫
∂D0
3
2
Σ−
{ [
Ψ13(φ¯33 − 1) + Ψ14φ¯34
]
e−2ikL − α[(Ψ11 − 1)φ¯31 +Ψ12φ¯32]
}
+
dk
= −iπΨ
(1)
13 −
∫
∂D0
3
2α
Σ−
φ¯31+dk
+
∫
∂D0
3
2
Σ−
{
− α[(Ψ11 − 1)φ¯31 +Ψ12φ¯32] +
[
Ψ13(φ¯33 − 1) + Ψ14φ¯34
]
e−2ikL
}
+
dk,
(129)
Eqs. (127) and (129) imply that
2iπΨ
(1)
13 (t) =
∫
∂D0
3
[
Σ+(k)
Σ−(k)
Ψ13+ −
2α
Σ−
φ¯31+
]
dk
+
∫
∂D0
3
2
Σ−
{
− α[(Ψ11−1)φ¯31+Ψ12φ¯32]+
[
Ψ13(φ¯33 − 1) + Ψ14φ¯34
]
e−2ikL
}
+
dk,
(130)
Thus, substituting Eq. (130) into the first one of Eq. (80) yields Eq. (111a). Similarly, by apply-
ing the expressions of Ψ
(1)
j4 (t), j = 1, 2 to the second and third ones of Eq. (80), we can obtain
Eqs. (111b) and (111c).
We now derive the Dirichlet boundary value problems (112a)-(112c) at x = L from the known
Neumann boundary value problems. It follows from the first one of Eq. (83) that v01(t) can be
expressed by means of φ
(1)
13 . Applying the Cauchy’s theorem to Eq. (81) yields
iπφ
(1)
13 (t) =
(∫
∂D1
+
∫
∂D3
)
φ13(t, k)dk =
∫
∂D3
φ13−(t, k)dk
=
∫
∂D0
3
[
φ13−(t, k)−
2
Σ−(k)
(e2ikLφ13)+
]
dk + C5(t)
=
∫
∂D0
3
−
Σ+(k)
Σ−(k)
φ13+dk +C5(t),
(131)
where we have introduced the function C5(t) as
C5(t) =
∫
∂D0
3
2
Σ−(k)
(e2ikLφ13)+dk, (132)
By applying the global relation (101a), the Cauchy’s theorem and asymptotics (85a) to Eq. (132),
40
we find
C5(t) =
∫
∂D0
3
2
Σ−
(e2ikLφ13)+dk
=
∫
∂D0
3
2α
Σ−
[
−c¯31(t, k¯) + Ψ¯31
]
+
dk
+
∫
∂D0
3
2
Σ−
{
α[(φ11 − 1)Ψ¯31 + φ12Ψ¯32]−
[
φ13(Ψ¯33 − 1) + φ14Ψ¯34
]
e2ikL
}
+
dk
= −iπφ
(1)
13 +
∫
∂D0
3
2α
Σ−
Ψ¯31+dk
+
∫
∂D0
3
2
Σ−
{
α[(φ11 − 1)Ψ¯31 + φ12Ψ¯32]−
[
φ13(Ψ¯33 − 1) + φ14Ψ¯34
]
e2ikL
}
+
dk,
(133)
Eqs. (131) and (133) imply that
2iπφ
(1)
13 (t) =
∫
∂D0
3
[
−
Σ+(k)
Σ−(k)
φ13+ +
2α
Σ−
Ψ¯31+
]
dk
+
∫
∂D0
3
2
Σ−
{
α[(φ11 − 1)Ψ¯31 + φ12Ψ¯32]−
[
φ13(Ψ¯33 − 1) + φ14Ψ¯34
]
e2ikL
}
+
dk,
(134)
Thus, substituting of Eq. (134) into the first one of Eq. (83) yields Eq. (112a). Similarly, by
applying the expression of φ
(1)
j4 (t), j = 1, 2 to the second and third ones of Eq. (83), we can obtain
Eqs. (112b) and (112c). 
4.3. The effective characterizations
For the given Dirichlet boundary data {u0j(t), v0j(t), j = 1, 0,−1}, substituting Eqs. (109a)-
(110c) into Eqs. (105)-(108) and the similar expressions for {φij(t, k)}
4
i,j=1 yields a system of
quadratic nonlinear integral equations for {Ψij(t, k), φij(t, k)}
4
i,j=1. The nonlinear integral system
gives an effective characterization of the spectral functions {Ψ(t, k), φ(t, k)} for the given Dirichlet
problem. In what follows we use the perturbation expression approach to exhibit them in detail.
Substituting these perturbated expressions

Ψij(t, k) = Ψ
[0]
ij (t, k) + ǫΨ
[1]
ij (t, k) + ǫ
2Ψ
[2]
ij (t, k) + · · · , i, j = 1, 2, 3, 4,
φij(t, k) = φ
[0]
ij (t, k) + ǫφ
[1]
ij (t, k) + ǫ
2φ
[2]
ij (t, k) + · · · , i, j = 1, 2, 3, 4,
u0j(t) = ǫu
[1]
0j (t) + ǫ
2u
[2]
0j (t) + ǫ
3u
[3]
0j (t) + · · · , j = 1, 0,−1,
v0j(t) = ǫv
[1]
0j (t) + ǫ
2v
[2]
0j (t) + ǫ
3v
[3]
0j (t) + · · · , j = 1, 0,−1,
u1j(t) = ǫu
[1]
1j (t) + ǫ
2u
[2]
1j (t) + ǫ
3u
[3]
1j (t) + · · · , j = 1, 0,−1,
v1j(t) = ǫv
[1]
1j (t) + ǫ
2v
[2]
1j (t) + ǫ
3v
[3]
1j (t) + · · · , j = 1, 0,−1,
(135)
into Eqs. (88)-(91), where ǫ > 0 is a small parameter, we find these terms of O(1) and O(ǫ) of
41
Ψij(t, k) as
O(1) :


Ψ
[0]
jj = 1, j = 1, 2, 3, 4,
Ψ
[0]
ij = 0, i, j = 1, 2, 3, 4, i 6= j,
(136)
O(ǫ) :


Ψ
[1]
11 = Ψ
[1]
12 = Ψ
[1]
21 = Ψ
[1]
22 = Ψ
[1]
33 = Ψ
[1]
34 = Ψ
[1]
43 = Ψ
[1]
44 = 0,
Ψ
[1]
13(t, k) =
∫ t
0
e−4ik
2(t−t′)
(
2ku
[1]
01 + iu
[1]
11
)
(t′)dt′,
Ψ
[1]
14(t, k) =
∫ t
0
e−4ik
2(t−t′)
(
2ku
[1]
00 + iu
[1]
10
)
(t′)dt′,
Ψ
[1]
23(t, k) = β
∫ t
0
e−4ik
2(t−t′)
(
2ku
[1]
00 + iu
[1]
10
)
(t′)dt′,
Ψ
[1]
24(t, k) =
∫ t
0
e−4ik
2(t−t′)
(
2ku
[1]
0−1 + iu
[1]
1−1
)
(t′)dt′,
Ψ
[1]
31(t, k) = α
∫ t
0
e4ik
2(t−t′)
(
2ku¯
[1]
01 − iu¯
[1]
11
)
(t′)dt′,
Ψ
[1]
32(t, k) = αβ
∫ t
0
e4ik
2(t−t′)
(
2ku¯
[1]
00 − iu¯
[1]
10
)
(t′)dt′,
Ψ
[1]
41(t, k) = α
∫ t
0
e4ik
2(t−t′)
(
2ku¯
[1]
00 − iu¯
[1]
10
)
(t′)dt′,
Ψ
[1]
42(t, k) = α
∫ t
0
e4ik
2(t−t′)
(
2ku¯
[1]
0−1 − iu¯
[1]
1−1
)
(t′)dt′,
(137)
and other terms O(ǫs), s > 1 of Ψij(t, k), which are omitted here.
Similarly, we can also obtain the analogous expressions for {φ
[l]
ij}
4
i,j=1, l = 0, 1 by means of the
boundary values at x = L, that is, {v
[l]
ij }, i = 0, 1; j = 1, 2; l = 0, 1.
If we assume that n33,44(S) has no zero points, then we expand Eqs. (109a)-(110c) to have

u
[1]
11(t) =
∫
∂D0
3
[
2Σ+
iπΣ−
(
kΨ
[1]
13−+ iu
[1]
01
)
+
4i
πΣ−
(
αkφ¯
[1]
31−+ iv
[1]
01
)]
dk,
u
[1]
10(t) =
∫
∂D0
3
[
2Σ+
iπΣ−
(
kΨ
[1]
14−+ iu
[1]
00
)
+
4i
πΣ−
(
αkφ¯
[1]
41−+ iv
[1]
00
)]
dk,
u
[1]
1−1(t) =
∫
∂D0
3
[
2Σ+
iπΣ−
(
kΨ
[1]
24−+ iu
[1]
0−1
)
+
4i
πΣ−
(
αkφ¯
[1]
42−+ iv
[1]
0−1
)]
dk,
v
[1]
11 (t) =
∫
∂D0
3
[
2iΣ+
πΣ−
(
kφ
[1]
13−+ iv
[1]
01
)
−
4i
πΣ−
(
αkΨ¯
[1]
31− + iu
[1]
01
)]
dk,
v
[1]
10 (t) =
∫
∂D0
3
[
2iΣ+
πΣ−
(
kφ
[1]
14−+ iv
[1]
00
)
−
4i
πΣ−
(
αkΨ¯
[1]
41− + iu
[1]
00
)]
dk,
v
[1]
1−1(t) =
∫
∂D0
3
[
2iΣ+
πΣ−
(
kφ
[1]
24−+ iv
[1]
0−1
)
−
4i
πΣ−
(
αkΨ¯
[1]
42− + iu
[1]
0−1
)]
dk,
(138)
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It further follows from Eq. (137) that we have

Ψ
[1]
13−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)u
[1]
01(t
′)dt′,
Ψ
[1]
14−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)u
[1]
00(t
′)dt′,
Ψ
[1]
24−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)u
[1]
0−1(t
′)dt′,
Ψ
[1]
31−(t, k) = 4αk
∫ t
0
e4ik
2(t−t′)u¯
[1]
01(t
′)dt′,
Ψ
[1]
41−(t, k) = 4αk
∫ t
0
e4ik
2(t−t′)u¯
[1]
00(t
′)dt′,
Ψ
[1]
42−(t, k) = 4αk
∫ t
0
e4ik
2(t−t′)u¯
[1]
0−1(t
′)dt′,
(139)
Similarly, we have 

φ
[1]
13−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)v
[1]
01 (t
′)dt′,
φ
[1]
14−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)v
[1]
00 (t
′)dt′,
φ
[1]
24−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)v
[1]
0−1(t
′)dt′,
φ
[1]
31−(t, k) = 4αk
∫ t
0
e4ik
2(t−t′)v¯
[1]
01 (t
′)dt′,
φ
[1]
41−(t, k) = 4αk
∫ t
0
e4ik
2(t−t′)v¯
[1]
00 (t
′)dt′,
φ
[1]
42−(t, k) = 4αk
∫ t
0
e4ik
2(t−t′)v¯
[1]
0−1(t
′)dt′,
(140)
Therefore, the unknown Nuemann boundary problem can now be solved perturbatively as follows:
for the given n33,44(S) without zero points and Dirichlet boundary data u
[1]
0j and v
[1]
0j , j = 1, 0,−1 at
x = 0, we can find these functions {Ψ
[1]
13−, Ψ
[1]
14−, Ψ
[1]
24−, Ψ
[1]
31−, Ψ
[1]
41−, Ψ
[1]
42−, φ
[1]
13−, φ
[1]
14−, φ
[1]
24−, φ
[1]
31−, φ
[1]
41−, φ
[1]
42−}
in terms of Eqs. (139) and (140). And then we can obtain u
[1]
1j (t) and v
[1]
1j (t), j = 1, 0,−1 from
Eq. (138). Finally, we have Ψ
[1]
ij from Eq. (137). Similarly, we can also find φ
[1]
ij .
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Similarly, it follows from Eqs. (111a)-(112c) that we have

u
[1]
01(t) =
∫
∂D0
3
[
Σ+(k)
πΣ−(k)
Ψ
[1]
13+ −
2α
πΣ−
φ¯
[1]
31+
]
dk,
u
[1]
00(t) =
∫
∂D0
3
[
Σ+(k)
πΣ−(k)
Ψ
[1]
14+ −
2α
πΣ−
φ¯
[1]
41+
]
dk,
u
[1]
0−1(t) =
∫
∂D0
3
[
Σ+(k)
πΣ−(k)
Ψ
[1]
24+ −
2α
πΣ−
φ¯
[1]
42+
]
dk,
v
[1]
01 (t) =
∫
∂D0
3
[
−
Σ+(k)
πΣ−(k)
φ
[1]
13+ +
2α
πΣ−
Ψ¯
[1]
31+
]
dk,
v
[1]
00 (t) =
∫
∂D0
3
[
−
Σ+(k)
πΣ−(k)
φ
[1]
14+ +
2α
πΣ−
Ψ¯
[1]
41+
]
dk,
v
[1]
0−1(t) =
∫
∂D0
3
[
−
Σ+(k)
πΣ−(k)
φ
[1]
24+ +
2α
πΣ−
Ψ¯
[1]
42+
]
dk,
(141)
It further follows from Eq. (137) that we have

Ψ
[1]
13+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)u
[1]
11(t
′)dt′,
Ψ
[1]
14+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)u
[1]
10(t
′)dt′,
Ψ
[1]
24+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)u
[1]
1−1(t
′)dt′,
Ψ
[1]
31+(t, k) = −2iα
∫ t
0
e4ik
2(t−t′)u¯
[1]
11(t
′)dt′,
Ψ
[1]
41+(t, k) = −2iα
∫ t
0
e4ik
2(t−t′)u¯
[1]
10(t
′)dt′,
Ψ
[1]
42+(t, k) = −2iα
∫ t
0
e4ik
2(t−t′)u¯
[1]
1−1(t
′)dt′,
(142)
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Similarly we get 

φ
[1]
13+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)v
[1]
11 (t
′)dt′,
φ
[1]
14+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)v
[1]
10 (t
′)dt′,
φ
[1]
24+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)v
[1]
1−1(t
′)dt′,
φ
[1]
31+(t, k) = −2iα
∫ t
0
e4ik
2(t−t′)v¯
[1]
11 (t
′)dt′,
φ
[1]
41+(t, k) = −2iα
∫ t
0
e4ik
2(t−t′)v¯
[1]
10 (t
′)dt′,
φ
[1]
42+(t, k) = −2iα
∫ t
0
e4ik
2(t−t′)v¯
[1]
1−1(t
′)dt′,
(143)
Therefore, the unknown Dirichlet boundary problem can now be solved perturbatively as follows:
for the given n33,44(S) without zero points and Neumann boundary data at x = L u
[1]
1j and v
[1]
1j j =
1, 0,−1, we can determine these functions {Ψ
[1]
13+, Ψ
[1]
14+, Ψ
[1]
24+, Ψ
[1]
31+, Ψ
[1]
41+, Ψ
[1]
42+, φ
[1]
13+, φ
[1]
14+, φ
[1]
24+, φ
[1]
31+, φ
[1]
41+, φ
[1]
42+}
from Eqs. (142) and (143). Moreover, we can further find u
[1]
0j and v
[1]
0j j = 1, 0,−1 from Eq. (141).
Finally, we can have Ψ
[1]
ij from Eq. (137). Similarly, we can also find φ
[1]
ij .
In fact, the above-obtained recursive formulae can be continued indefinitely. We assume that they
hold for all 0 ≤ j ≤ n − 1, then for n > 0, the substitution of Eq. (135) into Eqs. (109a)-(109c)
yields the terms of O(ǫn) as
u
[n]
11 (t) =
∫
∂D0
3
2
iπΣ−
[
Σ+
(
kΨ
[n]
13− + iu
[n]
01
)
− 2
(
αkφ¯
[n]
31− + iv
[n]
01
)]
dk + lower order terms,(144a)
u
[n]
10 (t) =
∫
∂D0
3
2
iπΣ−
[
Σ+
(
kΨ
[n]
14− + iu
[n]
00
)
− 2
(
αkφ¯
[n]
41− + iv
[n]
00
)]
dk + lower order terms,(144b)
u
[n]
1−1(t) =
∫
∂D0
3
2
iπΣ−
[
Σ+
(
kΨ
[n]
24− + iu
[n]
0−1
)
− 2
(
αkφ¯
[n]
42− + iv
[n]
0−1
)]
dk + lower order terms,(144c)
where ‘lower order terms’ stands for the result involving known terms of lower order.
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The terms of O(ǫn) for Ψij in Eqs. (105)-(108) and the similar equations for φij yield

Ψ
[n]
13 (t, k) =
∫ t
0
e−4ik
2(t−t′)
(
2ku
[n]
01 + iu
[n]
11
)
(t′)dt′ + lower order terms,
φ¯
[n]
31 (t, k¯) = α
∫ t
0
e−4ik
2(t−t′)
(
2kv
[n]
01 + iv
[n]
11
)
(t′)dt′ + lower order terms,
Ψ
[n]
14 (t, k) =
∫ t
0
e−4ik
2(t−t′)
(
2ku
[n]
00 + iu
[n]
10
)
(t′)dt′ + lower order terms,
φ¯
[n]
41 (t, k¯) = α
∫ t
0
e−4ik
2(t−t′)
(
2kv
[n]
00 + iv
[n]
10
)
(t′)dt′ + lower order terms,
Ψ
[n]
24 (t, k) =
∫ t
0
e−4ik
2(t−t′)
(
2ku
[n]
0−1 + iu
[n]
1−1
)
(t′)dt′ + lower order terms,
φ¯
[n]
42 (t, k¯) = α
∫ t
0
e−4ik
2(t−t′)
(
2kv
[n]
0−1 + iv
[n]
1−1
)
(t′)dt′ + lower order terms,
(145)
which leads to

Ψ
[n]
13−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)u
[n]
01 (t
′)dt′ + lower order terms,
φ¯
[n]
31−(t, k¯) = 4αk
∫ t
0
e−4ik
2(t−t′)v
[n]
01 (t
′)dt′ + lower order terms,
Ψ
[n]
14−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)u
[n]
00 (t
′)dt′ + lower order terms,
φ¯
[n]
41−(t, k¯) = 4αk
∫ t
0
e−4ik
2(t−t′)v
[n]
00 (t
′)dt′ + lower order terms,
Ψ
[n]
24−(t, k) = 4k
∫ t
0
e−4ik
2(t−t′)u
[n]
0−1(t
′)dt′ + lower order terms,
φ¯
[n]
42−(t, k¯) = 4αk
∫ t
0
e−4ik
2(t−t′)v
[n]
0−1(t
′)dt′ + lower order terms,
(146)
It follows from system (146) that Ψ
[n]
1j−, Ψ
[n]
24−, φ¯
[n]
j1−, φ¯
[n]
42−, j = 3, 4 can be obtained at each step
from the known Dirichlet boundary data u
[n]
0j and v
[n]
0j , j = 1, 0,−1 such that we know that the
Neumann boundary data at x = 0 u
[n]
1j , j = 1, 0,−1 can then be found by Eqs. (144a)-(144c).
Similarly, we also show that the Neumann boundary data at x = L v
[n]
1j , j = 1, 0,−1 can then be
determined by the known Dirichlet boundary data u
[n]
0j and v
[n]
0j , j = 1, 0,−1 .
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Similarly, the substitution of Eq. (135) into Eqs. (111a)-(111c) yields the terms of O(ǫn) as
u
[n]
01 (t) =
∫
∂D0
3
1
πΣ−(k)
[
Σ+(k)Ψ
[n]
13+ − 2αφ¯
[n]
31+
]
dk + lower order terms, (147a)
u
[n]
00 (t) =
∫
∂D0
3
1
πΣ−(k)
[
Σ+(k)Ψ
[n]
14+ − 2αφ¯
[n]
41+
]
dk + lower order terms, (147b)
u
[n]
0−1(t) =
∫
∂D0
3
1
πΣ−(k)
[
Σ+(k)Ψ
[n]
24+ − 2αφ¯
[n]
42+
]
dk + lower order terms, (147c)
Eq. (145) implies that

Ψ
[n]
13+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)u
[n]
11 (t
′)dt′ + lower order terms,
φ¯
[n]
31+(t, k¯) = 2iα
∫ t
0
e−4ik
2(t−t′)v
[n]
11 (t
′)dt′ + lower order terms,
Ψ
[n]
14+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)u
[n]
10 (t
′)dt′ + lower order terms,
φ¯
[n]
41+(t, k¯) = 2iα
∫ t
0
e−4ik
2(t−t′)v
[n]
10 (t
′)dt′ + lower order terms,
Ψ
[n]
24+(t, k) = 2i
∫ t
0
e−4ik
2(t−t′)u
[n]
1−1(t
′)dt′ + lower order terms,
φ¯
[n]
42+(t, k¯) = 2iα
∫ t
0
e−4ik
2(t−t′)v
[n]
1−1(t
′)dt′ + lower order terms,
(148)
It follows from system (148) that Ψ
[n]
1j+, Ψ
[n]
24+, φ¯
[n]
j1+, φ¯
[n]
42+, j = 3, 4 can be determined at each step
from the known Neumann boundary data at x = 0 u
[n]
1j and v
[n]
1j , j = 1, 0,−1 such that we know
that the Dirichlet boundary data u
[n]
0j , 1, 0,−1 can then be given by Eqs. (147a)-(147c). Similarly,
we also show that the Dirichlet boundary data at x = L v
[n]
0j , j = 1, 0,−1 can then be determined
by the known Neumann boundary data at x = L u
[n]
1j and v
[n]
1j , j = 1, 0,−1.
4.4. The large L limit
The formulae for u0j(t) and u1j(t), j = 1, 0,−1 of Theorem 4.2 in the limit L → ∞ can reduce
to the corresponding ones on the half-line. Since when L→∞,
v0j → 0, v1j → 0, j = 1, 0,−1, φij → δij,
Σ+(k)
Σ−(k)
→ 1 as k →∞ in D3, (149)
Thus, according to Eq. (149), the L → ∞ limits of Eqs. (109a)-(109c), (111a)-(111c) yield the
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unknown Neumann boundary data

u11(t) = −
1
π
∫
∂D0
3
[
2i(kΨ13−+ iu01) + u01φ¯33− − 2(u01Ψ33− + u00Ψ43−)
]
dk,
u10(t) = −
1
π
∫
∂D0
3
[
2i(kΨ14−+ iu00) + u00φ¯44− − 2(u01Ψ34− + u00Ψ44−)
]
dk,
u1−1(t) = −
1
π
∫
∂D0
3
[
2i(kΨ24−+ iu0−1) + u0−1φ¯44− − 2(βu00Ψ34− + u0−1Ψ44−)
]
dk,
(150)
for the given Dirichlet boundary problem, and the unknown Dirichlet boundary data
u01(t) =
1
π
∫
∂D0
3
Ψ13+dk, u00(t) =
1
π
∫
∂D0
3
Ψ14+dk, u0−1(t) =
1
π
∫
∂D0
3
Ψ24+dk, (151)
for the given Neumann boundary problem.
5 The GLM representations and equivalence
Nowadays we rededuce the eigenfunctions Ψ(t, k) and φ(t, k) in Sec. 4 by means of the Gel’fand-
Levitan-Marchenko (GLM) approach [9, 26–28]. Moreover, the global relation can be used to find
the unknown Neumann (Dirichlet) boundary values from the given Dirichlet (Neumann) boundary
values in terms of the GLM representations. Moreover, the GLM representations are shown to
be equivalent to the ones obtained in Sec. 4. Finally, the linearizable boundary conditions are
presented for the GLM representations.
5.1. The GLM representations for Ψ(t, k) and φ(t, k)
Proposition 5.1. The eigenfunctions Ψ(t, k) and φ(t, k) defined in Sec. 4 have the GLM repre-
sentations
Ψ(t, k) = I4×4 +
∫ t
−t
[
L(t, s) +
(
k +
i
2
U (0)σ4
)
G(t, s)
]
e−2ik
2(s−t)σ4ds, (152a)
φ(t, k) = I4×4 +
∫ t
−t
[
L(t, s) +
(
k +
i
2
U (L)σ4
)
G(t, s)
]
e−2ik
2(s−t)σ4ds, (152b)
where the 4 × 4 matrix-valued functions L(t, s) = (Lij)4×4 and G(t, s) = (Gij)4×4, −t ≤ s ≤ t
satisfy a Goursat system

Lt(t, s) + σ4Ls(t, s)σ4 = iσ4U
(0)
x L(t, s)−
1
2
{
(U (0))3 + iU˙ (0)σ4 +
[
U
(0)
x , U
(0)
]}
G(t, s),
Gt(t, s) + σ4Gs(t, s)σ4 = 2U
(0)L(t, s) + iσ4U
(0)
x G(t, s),
(153)
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with the initial conditions

L11(t,−t) = L12(t,−t) = L21(t,−t) = L22(t,−t) = L33(t,−t)
= L34(t,−t) = L43(t,−t) = L44(t,−t) = 0,
G11(t,−t) = G12(t,−t) = G21(t,−t) = G22(t,−t) = G33(t,−t)
= G34(t,−t) = G43(t,−t) = G44(t,−t) = 0,
G13(t, t) = u01(t), G24(t, t) = u0−1(t), G14(t, t) = u00(t), G23(t, t) = βu00(t),
G31(t, t) = αu¯01(t), G42(t, t) = αu¯0−1(t), G32(t, t) = αβu¯00(t), G41(t, t) = αu¯00(t),
L13(t, t) =
i
2
u11(t), L24(t, t) =
i
2
u1−1(t), L14(t, t) =
i
2
u10(t), L23(t, t) =
i
2
βu10(t),
L31(t, t) = −
i
2
αu¯11(t), L42(t, t) = −
i
2
αu¯1−1(t), L32(t, t) = −
i
2
αβu¯10(t), L41(t, t) = −
i
2
αu¯10(t),
(154)
and
U (0) =


0 0 u01(t) u00(t)
0 0 βu00(t) u0−1(t)
αu¯01(t) αβu¯00(t) 0 0
αu¯00(t) αu¯0−1(t) 0 0

 , U˙
(0) =
d
dt
U (0),
U
(0)
x =


0 0 u11(t) u10(t)
0 0 βu10(t) u11(t)
αu¯11(t) αβu¯10(t) 0 0
αu¯10(t) αu¯1−1(t) 0 0

 ,
(155)
Similarly, L(t, s), G(t, s) satisfy the similar Eqs. (153) and (154) with L(t, s) → L(t, s), G(t, s) →
G(t, s), u0j(t)→ v0j(t), u1j(t)→ v1j(t), U
(0) → U (L) = U (0)
∣∣
u0j(t)→v0j (t)
, U
(0)
x → U
(L)
x = U
(0)
x
∣∣
u1j(t)→v1j (t)
, j =
1, 0,−1.
Proof. We assume that the function
ψ(t, k) = e−2ik
2tσ4 +
∫ t
−t
[L0(t, s) + kG(t, s)]e
−2ik2sσ4ds, (156)
satisfies the time-part of Lax pair (5) with the boundary data ψ(0, k) = I at x = 0, where L0(t, s)
and G(t, s) are the unknown 4 × 4 matrix-valued functions. We substitute Eq. (156) into the
time-part of Lax pair (5) with the boundary data (3) and use the identity
∫ t
−t
F (t, s)e−2ik
2sσ4ds =
i
2k2
[
F (t, t)e−2ik
2tσ4 − F (t,−t)e2ik
2tσ4 −
∫ t
−t
Fs(t, s)e
−2ik2sσ4ds
]
σ4, (157)
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where the function F (t, s) is a 4× 4 matrix-valued function. As a result, we have

L0(t,−t) + σ4L0(t,−t)σ4 = −iU
(0)G(t,−t)σ4,
G(t,−t) + σ4G(t,−t)σ4 = 0,
L0(t, t)− σ4L0(t, t)σ4 = iU
(0)G(t, t)σ4 + V
(0)
0 ,
G(t, t)− σ4G(t, t)σ4 = 2U
(0),
L0t(t, s) + σ4L0s(t, s)σ4 = −iU
(0)Gs(t, s)σ4 + V
(0)
0 L0(t, s),
Gt(t, s) + σ4Gs(t, s)σ4 = 2U
(0)L0(t, s) + V
(0)
0 G(t, s),
(158)
where U (0) is given by Eq. (155) and
V
(0)
0 = iσ4
[
U
(0)
x − (U (0))2
]
= i


−α(|u01|
2+|u00|
2) −α(βu01u¯00+u00u¯0−1) u11 u10
−α(βu00u¯01+u0−1u¯00) −α(|u00|
2+|u0−1|
2) βu10 u1−1
−αu¯11 −αβu¯10 α(|u01|
2+|u00|
2) α(βu0−1u¯00+u00u¯01)
−αu¯10 −αu¯1−1 α(βu00u¯0−1+u01u¯00) α(|u0−1|
2+|u00|
2)

 .
We further introduce the new matrix L(t, s) by
L(t, s) = L0(t, s)−
i
2
U (0)σ4G(t, s), (159)
such that we can simplify the first four equations of system (158) as

L(t,−t) + σ4L(t,−t)σ4 = 0,
G(t,−t) + σ4G(t,−t)σ4 = 0,
L(t, t)− σ4L(t, t)σ4 = V
(0)
0 ,
G(t, t)− σ4G(t, t)σ4 = 2U
(0),
which leads to Eq. (154), and from the last two equations of system (158) we have Eq. (153). By
using the transformation (8), that is, µ2(0, t, k) = Ψ(t, k) = ψ(t, k)e
2ik2tσ4 , we know that Ψ(t, k) is
given by Eq. (152a). Similarly, we can also show that Eq. (152b) holds. 
For convenience, we rewrite a 4× 4 matrix C = (Cij)4×4 as
C = (Cij)4×4 =
(
C˜11 C˜12
C˜21 C˜22
)
,
with
C˜11 =
(
C11 C12
C21 C22
)
, C˜12 =
(
C13 C14
C23 C24
)
, C˜21 =
(
C31 C32
C41 C42
)
, C˜22 =
(
C33 C34
C43 C44
)
.
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The Dirichlet and Neumann boundary values at x = 0, L can simply be rewritten as
uj(t) =
(
uj1(t) βuj0(t)
uj0(t) uj−1(t)
)
, vj(t) =
(
vj1(t) βvj0(t)
vj0(t) vj−1(t)
)
, j = 1, 2, (160)
For a matrix-valued function F (t, s), we introduce the Fˆ (t, k) by
Fˆ (t, k) =
∫ t
−t
F (t, s)e2ik
2(s−t)ds,
Thus, the GLM expressions (152a) and (152b) for {Ψij(t, k), φij(t, k)} can be rewritten as

Ψ˜11(t, k) = I2×2 +
ˆ˜
L11 −
i
2
uT0 (t)
ˆ˜
G21 + k
ˆ˜
G11,
Ψ˜12(t, k) =
ˆ˜
L12 −
i
2
uT0 (t)
ˆ˜
G22 + k
ˆ˜
G12,
Ψ˜21(t, k) =
ˆ˜
L21 +
iα
2
u¯0(t)
ˆ˜
G11 + k
ˆ˜
G21,
Ψ˜22(t, k) = I2×2 +
ˆ˜
L22 +
iα
2
u¯0(t)
ˆ˜
G12 + k
ˆ˜
G22,
(161a)


φ˜11(t, k) = I2×2 +
ˆ˜L11 −
i
2
vT0 (t)
ˆ˜G21 + k
ˆ˜G11,
φ˜12(t, k) =
ˆ˜L12 −
i
2
vT0 (t)
ˆ˜G22 + k
ˆ˜G12,
φ˜21(t, k) =
ˆ˜L21 +
iα
2
v¯0(t)
ˆ˜G11 + k
ˆ˜G21,
φ˜22(t, k) = I2×2 +
ˆ˜L22 +
iα
2
v¯0(t)
ˆ˜G12 + k
ˆ˜G22,
(161b)
Proposition 5.2.
lim
t′→t
∫
∂D0
1
k
Σ−
e4ik
2(t−t′)
(
F˜12(t, k)e
−2ikL
)
−
dk =
∫
∂D0
1
[
ik
2
uT0
ˆ˜
G22+
k
2i
uT0
¯ˆ
G˜T22+
k
Σ−
(
F˜12(t, k)e
−2ikL
)
−
]
dk, (162a)
lim
t′→t
∫
∂D0
1
k
Σ−
e4ik
2(t−t′)F˜21−(t, k)dk =
∫
∂D0
1
[
iαk
2
vT0
ˆ˜G22 +
αk
2i
vT0
¯ˆ
G˜T22 +
k
Σ−
F˜21−(t, k)
]
dk, (162b)
lim
t′→t
∫
∂D0
1
1
Σ−
e4ik
2(t−t′)
(
F˜12(t, k)e
−2ikL
)
+
dk =
∫
∂D0
1
1
Σ−
(
F˜12(t, k)e
−2ikL
)
+
dk, (162c)
lim
t′→t
∫
∂D0
1
1
Σ−
e4ik
2(t−t′)F˜21+(t, k)dk =
∫
∂D0
1
1
Σ−
F˜21+(t, k)dk, (162d)
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where the 2× 2 matrix-valued functions F˜12(t, k) and F˜21(t, k) are given by
F˜12(t, k) = −
i
2
uT0 (t)
ˆ˜
G22 +
i
2
¯˜ˆ
GT11v
T
0 (t)e
2ikL − α
(
Ψ˜11 − I
)
¯˜
φT21e
2ikL + Ψ˜12
(
¯˜
φ22(t, k¯)
T − I
)
= −
i
2
uT0 (t)
ˆ˜
G22 +
i
2
¯˜ˆ
GT11v
T
0 (t)e
2ikL
+
(
ˆ˜
L12 −
i
2
uT0 (t)
ˆ˜
G22 + k
ˆ˜
G12
)(
¯˜ˆ
LT22 −
iα
2
¯˜ˆ
GT12v
T
0 (t) + k
¯˜ˆ
GT22
)
−αe2ikL
(
ˆ˜
L11 −
i
2
uT0 (t)
ˆ˜
G21 + k
ˆ˜
G11
)(
¯ˆ
L˜T21 −
iα
2
¯ˆ
G˜T11v
T
0 (t) + k
¯ˆ
G˜T21
)
,
(163)
F˜21(t, k) = −
iα
2
¯˜ˆ
GT11u
T
0 (t) +
iα
2
vT0 (t)
ˆ˜G22e
2ikL +
(
φ˜11 − I
)
¯˜ΨT21(t, k¯)− αφ˜12
(
¯˜ΨT22(t, k¯)− I
)
e2ikL
= −
iα
2
¯˜ˆ
GT11u
T
0 (t) +
iα
2
vT0 (t)
ˆ˜G22e
2ikL
+
(
ˆ˜L11 −
i
2
vT0 (t)
ˆ˜G21 + k
ˆ˜G11
)(
¯˜ˆ
LT21 −
iα
2
¯˜ˆ
GT11u
T
0 (t) + k
¯˜ˆ
GT21
)
−αe2ikL
(
ˆ˜L12 −
i
2
vT0 (t)
ˆ˜G22 + k
ˆ˜G12
)(
¯˜ˆ
LT22 −
iα
2
¯˜ˆ
GT12u
T
0 (t) + k
¯˜ˆ
GT22
)
,
(164)
Proof. Similar to the proof of Lemma 4.3 in Ref. [31], we here show Eq. (162a). We multiply
Eq. (163) by kΣ− e
4ik2(t−t′) with 0 < t′ < t and integrate along along ∂D01 with respect to dk to have∫
∂D0
1
k
Σ−
e4ik
2(t−t′)(F˜12e
−2ikL)−dk =
∫
∂D0
1
ik
2
e4ik
2(t−t′)uT0
ˆ˜
G22dk −
∫
∂D0
1
k3e4ik
2(t−t′) ˆ˜G12
¯ˆ
G˜T22dk
−
∫
∂D0
1
ke4ik
2(t−t′)
(
ˆ˜
L12 −
i
2
uT0
ˆ˜
G22
)(
¯˜ˆ
LT22 −
iα
2
¯˜ˆ
GT12v
T
0
)
dk
+
∫
∂D0
1
k2Σ+
Σ−
e4ik
2(t−t′)
[(
ˆ˜
L12 −
i
2
uT0
ˆ˜
G22
)
¯ˆ
G˜T22 +
(
¯ˆ
L˜T22 −
iα
2
¯ˆ
G˜T12v
T
0
)
ˆ˜
G12
]
dk
−
∫
∂D0
1
2αk2
Σ−
e4ik
2(t−t′)
[(
ˆ˜
L11 −
i
2
uT0
ˆ˜
G21
)
¯ˆ
G˜T21 +
(
¯ˆ
L˜T21 −
iα
2
¯ˆ
G˜T11v
T
0
)
ˆ˜
G11
]
dk,
(165)
To further analyse the above equation, the following identities are introduced
∫
∂D1
ke4ik
2(t−t′)Fˆ (t, k)dk =


π
2
F (t, 2t′ − t), 0 < t′ < t,
π
4
F (t, t), 0 < t′ = t,
(166)
and∫
∂D0
1
k2
Σ−
e4ik
2(t−t′)Fˆ (t, k)dk = 2
∫
∂D0
1
k2
Σ−
[∫ t′
0
e4ik
2(t−t′)Fˆ (t, 2τ − t)dτ −
F (t, 2t′ − t)
4ik2
]
dk, (167)
52
which also holds for the case that
k2
Σ−
is taken place by
k2Σ+
Σ−
or k2.
It follows from the first integral on the right hand side (RHS) of Eq. (165) and Eq. (166) that we
find
lim
t′→t
∫
∂D0
1
ik
2
e4ik
2(t−t′)uT0
ˆ˜
G22dk = lim
t′→t
iπ
2
uT0 G˜22(t, 2t
′ − t) =
iπ
4
uT0 G˜22(t, t), (168a)
lim
t′→t
∫
∂D0
1
ik
2
e4ik
2(t−t′)uT0
ˆ˜
G22dk =
∫
∂D0
1
ik
2
uT0
ˆ˜
G22dk =
iπ
8
uT0 G˜22(t, t), (168b)
Therefore, we know that the first integral on the RHS of Eq. (165) yields the following two terms
lim
t′→t
∫
∂D0
1
ik
2
e4ik
2(t−t′)uT0
ˆ˜
G22dk =
∫
∂D0
1
ik
2
uT0
ˆ˜
G22dk
∣∣∣
(168a)
+
∫
∂D0
1
ik
2
uT0
ˆ˜
G22dk
∣∣∣
(168b)
, (169)
Nowadays we study the second integral on the RHS of Eq. (165). It follows from the second
integral on the RHS of Eq. (165) and Eq. (167) that we have
−
∫
∂D0
1
k3e4ik
2(t−t′) ˆ˜G12
¯˜ˆ
GT22dk = −2
∫
∂D0
1
k3
∫ t
0
e4ik
2(τ−t′)G˜12(t, 2τ − t)
¯˜ˆ
GT22dτdk
= −2
∫
∂D0
1
k3
[∫ t′
0
e4ik
2(τ−t′)G˜12(t, 2τ − t)dτ −
G˜12(t, 2t
′ − t)
4ik2
]
¯ˆ
G˜T22dk,
(170)
Therefore we take the limit t′ → t of Eq. (170) to get
− lim
t′→t
∫
∂D0
1
k3e4ik
2(t−t′) ˆ˜G12
¯ˆ
G˜T22dk = −
∫
∂D0
1
k3
ˆ˜
G12
¯ˆ
G˜T22dk +
∫
∂D0
1
k
2i
uT0
¯ˆ
G˜T22dk
Finally, following the proof in Ref. [31] we can show the limits t′ → t of the rest three integrals
(i.e., the third, fourth and fifth integrals) of Eq. (165) can be deduced by simply making the limit
t′ → t inside the every integral, that is, no additional terms arise in these integrals. For example,
lim
t′→t
∫
∂D0
1
ke4ik
2(t−t′)
(
ˆ˜
L12 −
i
2
uT0
ˆ˜
G22
)(
¯˜ˆ
LT22 −
iα
2
¯˜ˆ
GT12v
T
0
)
dk
=
∫
∂D0
1
k
(
ˆ˜
L12 −
i
2
uT0
ˆ˜
G22
)(
¯ˆ
L˜T22 −
iα
2
¯ˆ
G˜T12v
T
0
)
dk.
Thus we complete the proof of Eq. (162a). Similarly, we can show that Eqs. (162b), (162c) and
(162d) also hold. 
Theorem 5.3. Let q0j(x) = qj(x, t = 0) = 0, j = 1, 0,−1 be the initial data of Eq. (1) on
the interval x ∈ [0, L] and T < ∞. For the Dirichlet problem, the boundary data u0j(t) and
v0j(t) (j = 1, 0,−1) on the interval t ∈ [0, T ) are sufficiently smooth and compatible with the initial
data qj0(x) (j = 1, 0,−1) at the points (x2, t2) = (0, 0) and (x3, t3) = (L, 0), respectively. For the
Neumann problem, the boundary data u1j(t) and v1j(t) (j = 1, 0,−1) on the interval t ∈ [0, T ) are
sufficiently smooth and compatible with the initial data q0j(x) (j = 1, 0,−1) at the points (x2, t2) =
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(0, 0) and (x3, t3) = (L, 0), respectively. For simplicity, let n33,44(S)(k) have no zeros in the domain
D1. Then the spectral functions S(k) and SL(k) are defined by Eqs. (103) and (104) with Ψ(t, k)
and φ(t, k) given by Eq. (152a) and (152b).
(i) For the given Dirichlet boundary values u0(t) and v0(t), the unknown Neumann boundary
values u1(t) and v1(t) are given by
uT1 (t) =
(
u11(t) u10(t)
βu10(t) u1−1(t)
)
=
4
iπ
∫
∂D0
1
{
Σ+
Σ−
[
k2
ˆ˜
G12(t, t) +
i
2
uT0 (t)
]
−
2α
Σ−
[
k2
¯ˆ
G˜T21(t, t) +
iα
2
vT0 (t)
]
+
ik
2
uT0
ˆ˜
G22 +
k
2i
uT0
¯˜ˆ
GT22 +
k
Σ−
[F˜12(t, k)e
−2ikL]−
}
dk,
(171a)
vT1 (t) =
(
v11(t) v10(t)
βv10(t) v1−1(t)
)
=
4
iπ
∫
∂D0
1
{
−
Σ+
Σ−
[
k2
ˆ˜G12(t, t) +
i
2
vT0 (t)
]
+
2α
Σ−
[
k2
¯˜ˆ
GT21(t, t) +
iα
2
uT0 (t)
]
+
ik
2
vT0
ˆ˜G22 +
k
2i
vT0
¯ˆ
G˜T22 +
αk
Σ−
F˜21−(t, k)
}
dk,
(171b)
(ii) For the given Neumann boundary values u1(t) and v1(t), the unknown Dirichlet boundary
values u0(t) and v0(t) are given by
uT0 (t) =
(
u01(t) u00(t)
βu00(t) u0−1(t)
)
=
2
π
∫
∂D0
1
[
Σ+
Σ−
ˆ˜
L12 −
2α
Σ−
¯ˆ
L˜T21 +
1
Σ−
(
F˜12(t, k)e
−2ikL
)
+
]
dk,(172a)
vT0 (t) =
(
v01(t) v00(t)
βv00(t) v0−1(t)
)
=
2
π
∫
∂D0
1
[
2α
Σ−
¯ˆ
L˜T12 −
1
Σ−
ˆ˜L21 +
α
Σ−
F˜21+(t, k)
]
dk, (172b)
where F˜12(t, k) and F˜21(t, k) are defined by Eqs. (163) and (164).
Proof. According to the global relation (75) and Proposition 5.1, we can show that the spectral
functions S(k) and SL(k) are defined by Eqs. (103) and (104) with Ψ(t, k) and φ(t, k) given by
Eq. (152a) and (152b).
(i) we study the Dirichlet problem. It follows from the global relation (75) with the vanishing
initial data
c(t, k) =
(
c˜11(t, k) c˜12(t, k)
c˜21(t, k) c˜22(t, k)
)
= µ2(0, t, k)e
ikLσˆ4µ−13 (L, t, k), (173)
that we have
c˜12(t, k) =
(
c13(t, k) c14(t, k)
c23(t, k) c24(t, k)
)
= −αΨ˜11
¯˜
φT21(t, k¯)e
2ikL + Ψ˜12
¯˜
φT22(t, k¯), (174a)
c˜21(t, k) =
(
c31(t, k) c32(t, k)
c41(t, k) c42(t, k)
)
= Ψ˜21
¯˜
φT11(t, k¯)− αΨ˜22
¯˜
φT12(t, k¯)e
−2ikL, (174b)
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We substitute Eqs. (161a) and (161b) into Eq. (174a) to have
− ˆ˜L12 + α
¯ˆ
L˜T21e
2ikL = k ˆ˜G12 − αk
¯ˆ
G˜T21e
2ikL + F˜12(t, k)− c˜12(t, k), (175)
where F˜12(t, k) is given by Eq. (163).
Eq. (175) with k → −k yields
− ˆ˜L12 + α
¯ˆ
L˜T21e
−2ikL = −k ˆ˜G12 + αk
¯ˆ
G˜T21e
−2ikL + F˜12(t,−k)− c˜12(t,−k), (176)
It follows from Eqs. (175) and (176) that we find
ˆ˜
L12 =
kΣ+(k)
Σ−(k)
ˆ˜
G12 −
2αk
Σ−(k)
¯ˆ
G˜T21 +
1
Σ−(k)
{
[F˜12(t, k)− c˜12(t, k)]e
−2ikL
}
−
. (177)
We multiply Eq. (177) by ke4ik
2(t−t′) with 0 < t′ < t and integrate them along ∂D01 with respect
to dk, respectively to yield∫
∂D0
1
ke4ik
2(t−t′) ˆ˜L12dk =
∫
∂D0
1
e4ik
2(t−t′) k
2Σ+
Σ−
ˆ˜
G12dk −
∫
∂D0
1
e4ik
2(t−t′)2αk
2
Σ−
¯˜ˆ
GT21dk
+
∫
∂D0
1
e4ik
2(t−t′) k
Σ−
[
F˜12(t, k)e
−2ikL
]
−
dk,
(178)
where we have used∫
∂D0
1
ke4ik
2(t−t′)c˜12−(t, k)dk =
∫
∂D0
1
ke4ik
2(t−t′)
[
c˜12(t, k)e
−2ikL
]
−
dk = 0
since these two matrix-valued functions
ke4ik
2(t−t′)c˜12−(t, k), ke
4ik2(t−t′)(c˜12(t, k)e
−2ikL)−
are bounded and analytic in D01.
By using these conditions given by Eqs. (166) and (167), Eq. (178) can be reduced to
π
2
L˜12(t, 2t
′ − t) = 2
∫
∂D0
1
k2Σ+
Σ−
[∫ t′
0
e4ik
2(t−t′)G˜12(t, 2τ − t)dτ −
G˜12(t, 2t
′ − t)
4ik2
]
dk
−4
∫
∂D0
1
αk2
Σ−
[∫ t′
0
e4ik
2(t−t′) ¯˜GT21(t, 2τ − t)dτ −
¯˜GT21(t, 2t
′ − t)
4ik2
]
dk
+
∫
∂D0
1
k
Σ−
e4ik
2(t−t′)
[
F˜12(t, k)e
−2ikL
]
−
dk,
(179)
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We consider the limits t′ → t of Eq. (179) with the initial data (154) and Proposition 5.2 to find
π
2
L˜12(t, t) = 2 lim
t′→t
∫
∂D0
1
k2Σ+
Σ−
[∫ t′
0
e4ik
2(t−t′)G˜12(t, 2τ − t)dτ −
G˜12(t, 2t
′ − t)
4ik2
]
dk
−4 lim
t′→t
∫
∂D0
1
αk2
Σ−
[∫ t′
0
e4ik
2(t−t′) ¯˜GT21(t, 2τ − t)dτ −
¯˜GT21(t, 2t
′ − t)
4ik2
]
dk
+ lim
t′→t
∫
∂D0
1
k
Σ−
e4ik
2(t−t′)
[
F˜12(t, k)e
−2ikL
]
−
dk
=
∫
∂D0
1
{
Σ+
Σ−
[
k2
ˆ˜
G12(t, t) +
i
2
G˜12(t, t)
]
−
2α
Σ−
[
k2
¯ˆ
G˜T21(t, t) +
i
2
¯˜GT21(t, t)
]
+
ik
2
uT0
ˆ˜
G22 +
k
2i
uT0
¯ˆ
G˜T22 +
k
Σ−
[
F˜12(t, k)e
−2ikL
]
−
}
dk,
(180)
Since the initial data (154) are of the form
L˜12(t, t) =
i
2
uT1 (t) =
i
2
(
u11(t) u10(t)
βu10(t) u1−1(t)
)
, (181)
then we have Eq. (171a) by using Eqs. (180) and (181).
To show Eq. (171b) we rewrite Eq. (174b) in the form
¯˜cT21(t, k¯) =
(
c¯31(t, k¯) c¯41(t, k¯)
c¯32(t, k¯) c¯42(t, k¯)
)
= φ˜11
¯˜ΨT21(t, k¯)− αφ˜12
¯˜ΨT22(t, k¯)e
2ikL, (182)
We substitute Eqs. (161a) and (161b) into Eq. (182) to have
−
¯˜ˆ
LT21 + α
ˆ˜L12e
2ikL = k
¯˜ˆ
GT21 − αk
ˆ˜G12e
2ikL + F˜21(t, k)− ¯˜c
T
21(t, k¯), (183)
where F˜21(t, k) is given by Eq. (164).
Eq. (183) with k → −k yields
−
¯ˆ
L˜T21 + α
ˆ˜L12e
−2ikL = −k
¯ˆ
G˜T21 + αk
ˆ˜G12e
−2ikL + F˜21(t,−k)− ¯˜c
T
21(t,−k¯), (184)
It follows from Eqs. (183) and (184) that we have
α
ˆ˜L12 =
2k
Σ−
¯ˆ
G˜T21 −
αkΣ+
Σ−
ˆ˜G12 +
1
Σ−
[F˜21(t, k)− ¯˜c
T
21(t, k¯)]− (185)
We multiply Eq. (185) by ke4ik
2(t−t′) with 0 < t′ < t, integrate them along ∂D01 with respect to
dk, and use these conditions given by Eqs. (166) and (167) to yield
απ
2
L˜12(t, 2t
′ − t) = −2α
∫
∂D0
1
k2Σ+
Σ−
[∫ t′
0
e4ik
2(t−t′)G˜12(t, 2τ − t)dτ −
G˜12(t, 2t
′ − t)
4ik2
]
dk
+4
∫
∂D0
1
k2
Σ−
[∫ t′
0
e4ik
2(t−t′) ¯˜GT21(t, 2τ − t)dτ −
¯˜
GT21(t, 2t
′ − t)
4ik2
]
dk
+
∫
∂D0
1
k
Σ−
e4ik
2(t−t′)F˜21−(t, k)dk,
(186)
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where we have used ∫
∂D0
1
k
Σ−
e4ik
2(t−t′)¯˜cT21−(t, k¯)dk = 0
since the matrix-valued function
k
Σ−
e4ik
2(t−t′)¯˜cT21−(t, k¯)
is bounded and analytic in D01 .
We consider the limit t′ → t of Eq. (186) with the initial data (154) and Proposition 5.2 to obtain
απ
2
L˜12(t, t) = −α
∫
∂D0
1
{
Σ+
Σ−
[
k2
ˆ˜G12(t, t) +
i
2
G˜12(t, t)
]
+
2
Σ−
[
k2
¯ˆ
G˜T21(t, t) +
i
2
¯˜
GT21(t, t)
]
+
iαk
2
vT0
ˆ˜G22 +
αk
2i
vT0
¯˜ˆ
GT22 +
k
Σ−
F˜21−(t, k)
}
dk,
(187)
Since the initial data are of the form
G˜12(t, t) =
i
2
vT1 (t) =
i
2
(
v11(t) v10(t)
βv10(t) v1−1(t)
)
, (188)
then we have Eq. (171b) by using Eqs. (187) and (188).
(ii) We now consider the Neumann problem. It follows from Eqs (175), (176), (183) and (184)
that we have
ˆ˜
G12 =
1
kΣ−(k)
{
Σ+(k)
ˆ˜
L12 − 2α
¯˜ˆ
LT21 +
[
(F˜12(t, k)− c˜12(t, k))e
−2ikL
]
+
}
, (189a)
ˆ˜G12 =
α
kΣ−(k)
{
2
¯ˆ
L˜T12 − αΣ+(k)
ˆ˜L12 +
[
F˜21(t, k)− ¯˜c
T
21(t, k¯)
]
+
}
. (189b)
We multiply Eqs. (189a) and (189b) by ke4ik
2(t−t′) with 0 < t′ < t, integrate them along ∂D01
with respect to dk, and use these conditions given by Eqs. (166) and (167) to yield
π
2
G˜12(t, 2t
′ − t) =
∫
∂D0
1
2Σ+
Σ−
[∫ t′
0
e4ik
2(t−t′)L˜12(t, 2τ − t)dτ −
L˜12(t, 2t
′ − t)
4ik2
]
dk
−
∫
∂D0
1
4α
Σ−
[∫ t′
0
e4ik
2(t−t′) ¯˜LT21(t, 2τ − t)dτ −
¯˜LT21(t, 2t
′ − t)
4ik2
]
dk
+
∫
∂D0
1
1
Σ−
e4ik
2(t−t′)
[
F˜12(t, k)e
−2ikL
]
+
dk,
(190a)
π
2
G˜12(t, 2t
′ − t) =
∫
∂D0
1
4α
Σ−
[∫ t′
0
e4ik
2(t−t′) ¯˜LT12(t, 2τ − t)dτ −
¯˜
LT12(t, 2t
′ − t)
4ik2
]
dk
−
∫
∂D0
1
2
Σ−
[∫ t′
0
e4ik
2(t−t′)L˜21(t, 2τ − t)dτ −
L˜21(t, 2t
′ − t)
4ik2
]
dk
+
∫
∂D0
1
α
Σ−
e4ik
2(t−t′)F˜21+(t, k)dk,
(190b)
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where we have used∫
∂D0
1
1
Σ−
e4ik
2(t−t′)(c˜12(t, k)e
−2ikL)+dk =
∫
∂D0
1
1
Σ−
e4ik
2(t−t′)¯˜cT21+(t, k¯)dk = 0
since the matrix-valued functions
1
Σ−
e4ik
2(t−t′)(c˜12(t, k)e
−2ikL)+,
1
Σ−
e4ik
2(t−t′)¯˜cT21+(t, k¯)
are bounded and analytic in D01.
We study the limits t′ → t of Eqs. (190a) and (190b) with the initial data (154) and Proposition
5.2 to find
π
2
G˜12(t, t) =
∫
∂D0
1
[
Σ+
Σ−
ˆ˜
L12 −
2α
Σ−
¯˜ˆ
LT21 +
1
Σ−
(F˜12(t, k)e
−2ikL)+
]
dk, (191a)
π
2
G˜12(t, t) =
∫
∂D0
1
[
2α
Σ−
¯˜ˆ
LT12 −
1
Σ−
ˆ˜L21 +
α
Σ−
F˜21+(t, k)
]
dk, (191b)
Since the initial data are of the form
G˜12(t, t) = u
T
0 (t) =
(
u01(t) u00(t)
βu00(t) u0−1(t)
)
,
G˜12(t, t) = v
T
0 (t) =
(
v01(t) v00(t)
βv00(t) v0−1(t)
)
,
(192)
then we find Eqs. (172a) and (172b) by Eqs. (191a) and (191b). This completes the proof of the
Theorem. 
5.2. The equivalence of the two distinct representations
We here show that the above-mentioned GLM representations for the Dirichlet and Neumann
boundary data in Theorem 5.3 are equivalent to ones in Theorem 4.2.
Case i. From the Dirichlet boundary data to the Neumann boundary data
Eqs. (161a) and (161b) imply that
ˆ˜
G12 =
1
2k
Ψ˜12−,
ˆ˜G12 =
1
2k
φ˜12−,
ˆ˜
G22 =
1
2k
Ψ˜22−,
ˆ˜G22 =
1
2k
φ˜22−, (193)
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The substitution of Eqs. (163) and (193) into Eq. (171a) yields
uT1 (t) =
4
iπ
∫
∂D0
1
{
Σ+
Σ−
[
k2
ˆ˜
G12(t, t) +
i
2
uT0 (t)
]
−
2α
Σ−
[
k2
¯˜ˆ
GT21(t, t) +
iα
2
vT0 (t)
]
+
ik
2
uT0
ˆ˜
G22 +
k
2i
uT0
¯ˆ
G˜T22 +
k
Σ−
[
F˜12(t, k)e
−2ikL
]
−
}
dk
=
4
iπ
∫
∂D0
1
{
Σ+
Σ−
[
k2
ˆ˜
G12(t, t) +
i
2
uT0 (t)
]
−
2α
Σ−
[
k2
¯ˆ
G˜T21(t, t) +
iα
2
vT0 (t)
]
+ikuT0
ˆ˜
G22 +
k
2i
uT0
¯˜ˆ
GT22 +
k
Σ−
[
Ψ˜12(
¯˜
φT22 − I)e
−2ikL − α(Ψ˜11 − I)
¯˜
φT21
]
−
}
dk
=
∫
∂D0
1
{
2Σ+
iπΣ−
[
kΨ˜12− + iu
T
0 (t)
]
+
4i
πΣ−
[
αk
¯˜
φT21− + iv
T
0 (t)
]
+
2
π
uT0 Ψ˜22 −
1
π
uT0
¯˜
φT22
+
4k
iπΣ−
[
Ψ˜12(
¯˜
φT22 − I)e
−2ikL − α(Ψ˜11 − I)
¯˜
φT21
]
−
}
dk,
(194)
Since
Ψ˜11 =
(
Ψ11 Ψ12
Ψ21 Ψ22
)
, Ψ˜12 =
(
Ψ13 Ψ14
Ψ23 Ψ24
)
, Ψ˜22 =
(
Ψ33 Ψ34
Ψ43 Ψ44
)
,
¯˜
φT21 =
(
φ¯31 φ¯41
φ¯32 φ¯42
)
,
¯˜
φT22 =
(
φ¯33 φ¯43
φ¯34 φ¯44
)
,
(195)
and the integrand in Eq. (194) is an odd function about k, which makes sure that the contour ∂D01
can be replaced by ∂D03, thus we can find the same Neumann boundary data u1j(t), j = 1, 0,−1
at x = 0 given by Eqs. (109a)-(109c) from Eqs. (194) and (195). Similarly, we can also find the
Neumann boundary data v1j(t), j = 1, 0,−1 at x = L given by Eqs. (110a)-(110c) from Eq. (171b).
Case ii. From the Neumann boundary data to the Dirichlet boundary data
It follows from Eqs. (161a) and (161b) that we have
ˆ˜
L12 =
1
2
Ψ˜12+(t, k) +
i
2
uT0
ˆ˜
G22,
¯˜ˆ
LT21 =
1
2
¯˜
φT21+(t, k) +
i
2
¯˜ˆ
GT11v
T
0 , (196)
The substitution of Eqs. (196) and (163) into Eq. (172a) yields
uT0 (t) =
2
π
∫
∂D0
1
[
Σ+
Σ−
ˆ˜
L12 −
2α
Σ−
¯ˆ
L˜T21 +
1
Σ−
(
F˜12(t, k)e
−2ikL
)
+
]
dk
=
∫
∂D0
1
{
Σ+
πΣ−
Ψ˜12+−
2α
πΣ−
¯˜
φT21+
+
2
πΣ−
[
Ψ˜12
(
¯˜
φ22(t, k¯)
T − I
)
e−2ikL − α(Ψ˜11 − I)
¯˜
φT21
]
+
}
dk,
(197)
Since the integrand in Eq. (197) is an odd function about k, which makes sure that the contour
∂D01 can be replaced by ∂D
0
3 , thus the substitution of Eq. (195) into Eq. (197) yields the Dirichlet
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boundary values u0j(t), j = 1, 2 again. Similarly, we can also deduce the Dirichlet boundary values
v0j(t), j = 1, 2 from Eq. (172b).
5.3. The linearizable boundary conditions
In the following we investigate the linearizable boundary conditions for the above-mentioned
representations.
Theorem 5.4. Let qj(x, t = 0) = q0j(x), j = 1, 0,−1 be the initial data of the spin-1 GP system
(1) on the interval x ∈ [0, L], and one of the following boundary data, either
(i) the Dirichlet boundary data qj(x = 0, t) = u0j(t) = 0 and qj(x = L, t) = v0j(t) = 0, j =
1, 0,−1,
or
(ii) the Robin boundary data qjx(x = 0, t)− χqj(x = 0, t) = u1j(t)− χu0j(t) = 0, j = 1, 0,−1 and
qjx(x = L, t)− χqj(x = L, t) = v1j(t)− χv0j(t) = 0, j = 1, 0,−1, where χ is a real parameter.
Then the eigenfunctions Ψ(t, k) and φ(t, k) can be given by
(i)
Ψ(t, k) = I+

 ˆ˜L11 ˆ˜L12
ˆ˜
L21
ˆ˜
L22

 , (198a)
φ(t, k) = I+

 ˆ˜L11 ˆ˜L12
ˆ˜L21
ˆ˜L22

 , (198b)
where the 4× 4 matrix-valued function L(t, s) = (Lij)4×4 satisfies a reduced Goursat system

L˜11t + L˜11s = iu
T
1 L˜21,
L˜12t − L˜12s = iu
T
1 L˜22,
L˜21t − L˜21s = −iαu¯1L˜11,
L˜22t + L˜22s = −iαu¯1L˜12,
(199)
with the initial data (cf. Eq. (154))
L˜11(t,−t) = L˜22(t,−t) = 0, L˜12(t, t) =
i
2
uT1 (t), L˜21(t, t) = −
i
2
αu¯1(t), (200)
Similarly, the 4 × 4 matrix-valued function L(t, s) = (Lij)4×4 satisfies the analogous system (199)
with the initial data (200) by replacing u1(t) with v1(t).
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(ii)
Ψ(t, k) = I+

 ˆ˜L11 ˆ˜L12
ˆ˜
L21
ˆ˜
L22

+


−
i
2
uT0
ˆ˜
G21 k
ˆ˜
G12
k
ˆ˜
G21
iα
2
u¯0
ˆ˜
G12

 , (201a)
φ(t, k) = I+

 ˆ˜L11 ˆ˜L12
ˆ˜L21
ˆ˜L22

+


−
i
2
vT0
ˆ˜G21 k
ˆ˜G12
k
ˆ˜G21
iα
2
v¯0
ˆ˜G12

 , (201b)
where the 4×4 matrix-valued functions L(t, s) = (Lij)4×4 and G(t, s) = (Gij)4×4 satisfy the reduced
nonlinear Goursat system

L˜11t + L˜11s = iχu
T
0 L˜21 +
1
2
(
iu˙T0 − αu
T
0 u¯0u
T
0
)
G˜21,
L˜12t − L˜12s = iχu
T
0 L˜22,
L˜21t − L˜21s = −iχαu¯0L˜11,
L˜22t + L˜22s = −iχαu¯0L˜12 −
1
2
(
iα ˙¯u0 + u¯0u
T
0 u¯0
)
G˜12,
G˜12t − G˜12s = 2u
T
0 L˜22,
G˜21t − G˜21s = 2αu¯0L˜11,
(202)
with the initial data (cf. Eq. (154))

L˜11(t,−t) = L˜22(t,−t) = 0,
L˜12(t, t) =
i
2
χuT0 (t),
L˜21(t, t) = −
i
2
αχu¯0(t),
G˜12(t, t) = u
T
0 (t),
G˜21(t, t) = αu¯0(t),
(203)
Similarly, the 4 × 4 matrix-valued functions L(t, s) = (Lij)4×4 and G(t, s) = (Gij)4×4 satisfy the
similar system (202) with the initial data (203) by replacing u0(t) with v0(t).
Proof. Let us proof that the linearizable boundary data can be regarded as the special cases of
Proposition 5.1.
Case i. Dirichlet zero boundary data: qj(x = 0, t) = u0j(t) = 0, j = 1, 0,−1.
It follows from the second one of system (153) that G˜ij(t, s), i, j = 1, 2 satisfy

G˜11t + G˜11s = iu
T
1 G˜21,
G˜12t − G˜12s = iu
T
1 G˜22,
G˜21t − G˜21s = −iαu¯1G˜11,
G˜22t + G˜22s = −iαu¯1G˜12,
(204)
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with the initial data (cf. Eq. (154))
G˜11(t,−t) = G˜22(t,−t) = 0, G˜12(t, t) = G˜21(t, t) = 0, (205)
Therefore, the unique solution of Eq. (204) is trivial, that is, G˜ij(t, s) = 0, i, j = 1, 2 such that
Eq. (152a) reduces to Eq. (198a) and the condition (153) with Eq. (154) becomes Eq. (199) with
Eq. (200). Similarly, for the Dirichlet zero boundary data qj(x = L, t) = v0j(t) = 0, j = 1, 0,−1,
we can also have Eq. (198b).
Case ii. the Robin boundary data
qjx(x = 0, t)− χqj(x = 0, t) = u1j(t)− χu0j(t) = 0, j = 1, 0,−1, (206)
imply that the Dirichlet and Neumann boundary data have the linear relation
u1(t) = χu0(t). (207)
Introduce the new 4× 4 matrix Q(t, s) = (Qij)4×4 by

Q˜11(t, s) = L˜11(t, s)−
iχ
2
G˜11(t, s),
Q˜12(t, s) = L˜12(t, s)−
iχ
2
G˜12(t, s),
Q˜21(t, s) = L˜21(t, s) +
iχ
2
G˜21(t, s),
Q˜22(t, s) = L˜22(t, s) +
iχ
2
G˜22(t, s),
(208)
It follows from Eqs. (153) and (208) with Eq. (207) that Q˜ij(t, s), G˜ij(t, s), i, j = 1, 2 satisfy

Q˜11t − Q˜11s =
(
−
α
2
uT0 u¯0u
T
0 +
i
2
u˙T0 +
χ2
2
uT0
)
G˜21,
Q˜12t − Q˜12s =
(
−
α
2
uT0 u¯0u
T
0 +
i
2
u˙T0 +
χ2
2
uT0
)
G˜22,
Q˜21t − Q˜21s =
(
−
1
2
u¯0u
T
0 u¯0 −
iα
2
˙¯u0 +
αχ2
2
u¯0
)
G˜11,
Q˜22t − Q˜22s =
(
−
1
2
u¯0u
T
0 u¯0 −
iα
2
˙¯u0 +
αχ2
2
u¯0
)
G˜12,
G˜11t + G˜11s = 2u
T
0 Q˜21,
G˜12t − G˜12s = 2u
T
0 Q˜22,
G˜21t − G˜21s = 2αu¯0Q˜11,
G˜22t + G˜22s = 2αu¯0Q˜12,
(209)
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with the initial conditions (cf. Eq. (154))

G˜11(t,−t) = G˜22(t,−t) = 0,
G˜12(t, t) = u
T
0 (t),
G˜21(t, t) = αu¯0(t),
Q˜12(t, t) = Q˜21(t, t) = 0,
Q˜11(t,−t) = Q˜22(t,−t) = 0,
(210)
Therefore, the unique solution of Eq. (204) is also trivial, that is, Q˜12(t, s) = Q˜21(t, s) =
G˜11(t, s) = G˜22(t, s) = 0. As a result, Eq. (152a) reduces to Eq. (201a) and the condition (153)
with Eq. (154) becomes Eq. (202) with Eq. (203).
Similarly, for the Robin boundary data qjx(x = L, t) − χqj(x = L, t) = v1j(t) − χv0j(t) = 0, j =
1, 0,−1, that is, v1(t) = χv0(t), we can also find Eq. (201b). 
According to Theorem 5.3 and Theorem 5.4, we have the following Proposition.
Proposition 5.5. For the linearizable Dirichlet boundary data u0(t) = v0(t) = 0, we have the
Neumann boundary data u1(t) and v1(t):
uT1 (t) =
4i
π
∫
∂D0
1
kΨ˜12(
¯˜
φT22 − I)dk, (211a)
vT1 (t) =
4i
π
∫
∂D0
1
kφ˜12(
¯˜ΨT22 − I)dk, (211b)
where 

Ψ˜12t + 4ik
2Ψ˜12 = iu
T
1 (Ψ˜22 + I),
Ψ˜22t = −iαu¯1Ψ˜12,
φ˜12t + 4ik
2φ˜12 = iv
T
1 (φ˜22 + I),
φ˜22t = −iαv¯1φ˜12.
Remark 5.6. The analogous analysis of the Fokas unified method will be extended to analyze
the IBV problems for other integrable nonlinear evolution PDEs with 4× 4 Lax pairs both on the
the half-line and the finite interval, such as the three-component NLS equations [43], the three-
component coupled derivative NLS equations, etc..
6 Conclusions and discussions
In conclusion, we have extended the Fokas method to explore the initial-boundary value problem
for the integrable spin-1 GP equations (1) with a 4 × 4 Lax pair on the finite interval x ∈ [0, L].
We find that the solution of the system can be generated by means of the solution of the 4 × 4
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matrix RH problem formulated in the complex k-plane. Moreover, the relevant jump matrices of
the RH problem can be explicitly found using the spectral functions {s(k), S(k), SL(k)} related to
the initial data and the Dirichlet-Neumann boundary data at x = 0 and x = L, respectively. We
present the global relation to deduce two distinct but equivalent types of representations (i.e., one
by using the large k of asymptotics of the eigenfunctions and another one in terms of the Gelfand-
Levitan-Marchenko (GLM) method) for the Dirichlet and Neumann boundary value problems. In
particular, the obtained results for the boundary value problems on the finite interval can reduce
to ones on the half-line as the length L approaches to infinity. Finally, we also give the linearizable
boundary conditions for the GLM representations. It is still open problem that how to further
study the obtained matrix RH problem. The nonlinear steepest descent method [5, 44] and the
numerical method [45] may be chosen to explore it, which will be considered in the future. The
idea used in this paper can also be extended to other integrable NLEES with 4 × 4 Lax pairs on
the finite interval.
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Appendix. The asymptotic behavior of the eigenfunction µ(x, t, k) in the Lax pair (9).
We rewrite the matrices in the Lax pair (9) as
σ4 =
(
I2×2 0
0 −I2×2
)
, U(x, t) =
(
0 QT
αQ¯ 0
)
, Q =
(
q1 βq0
q0 q−1
)
,
V (x, t, k) = 2kU + V0, V0 =
(
−iαQT Q¯ iQTx
−iαQ¯x iαQ¯Q
T
)
,
(212)
where
QT Q¯ =
(
|q1|
2 + |q0|
2 βq1q¯0 + q0q¯−1
βq0q¯1 + q−1q¯0 |q−1|
2 + |q0|
2
)
,
Q¯QT =
(
|q1|
2 + |q0|
2 βq−1q¯0 + q0q¯1
βq0q¯−1 + q1q¯0 |q−1|
2 + |q0|
2
)
,
(213)
Let the eigenfunction µ(x, t, k) of the Lax pair (9) be of the form
µ(x, t, k) = D(0)(x, t) +
D(1)(x, t)
k
+
D(2)(x, t)
k2
+
D(3)(x, t)
k3
+ · · · , (214)
where the 4×4 matrices Dj(x, t)’s are the functions of (x, t) to be determined, then the substitution
64
of Eq. (214) into the Lax pair (9) yields the recurrence relations
x−part :


O(k) : [σ4,D
(0)] = 0,
O(k−j) : D
(j)
x + i[σ4,D
(j+1)] = U (j), j = 0, 1, 2, ...
t−part :


O(k2) : [σ4,D
(0)] = 0,
O(k) : i[σ4,D
(1)] = UD(0),
O(k−j) : D
(j)
t + 2i[σ4,D
(j+2)] = 2UD(j+1) + V0D
(j), j = 0, 1, 2, ...
(215)
For convenience, we write a 4× 4 matrix D(j) = (D
(j)
ls )4×4 as
D(j) =

 D˜(j)11 D˜(j)12
D˜
(j)
21 D˜
(j)
22

 , D˜(j)11 =

 D(j)11 D(j)12
D
(j)
21 D
(j)
22

 , D˜(j)12 =

 D(j)13 D(j)14
D
(j)
23 D
(j)
24

 ,
D˜
(j)
21 =

 D(j)31 D(j)32
D
(j)
41 D
(j)
42

 , D˜(j)22 =

 D(j)33 D(j)34
D
(j)
43 D
(j)
44

 ,
(216)
It follows from O(k2) and O(k) in the t-part of Eq. (215) that we have

D˜
(0)
12 = D˜
(0)
21 = 0,
D˜
(1)
12 = −
i
2
QT D˜
(0)
22 ,
D˜
(1)
21 =
iα
2
Q¯D˜
(0)
11 ,
(217)
From O(k−j), j = 0, 1, 2, ... in the t-part of Eq. (215), we have (cf. Eq. (216))
 D˜(j)11t D˜(j)12t
D˜
(j)
21t D˜
(j)
22t

+ 4i

 0 D˜(j+2)12
−D˜
(j+2)
21 0

 = 2

 QT D˜(j+1)21 QT D˜(j+1)22
αQ¯D˜
(j+1)
11 αQ¯D˜
(j+1)
12


+i

 QTx D˜(j)21 − αQT Q¯D˜(j)11 QTx D˜(j)22 − αQT Q¯D˜(j)12
αQ¯QT D˜
(j)
21 − αQ¯xD˜
(j)
11 αQ¯Q
T D˜
(j)
22 − αQ¯xD˜
(j)
12

 ,
(218)
which leads to

D˜
(j)
11t = 2Q
T D˜
(j+1)
21 + i
[
QTx D˜
(j)
21 − αQ
T Q¯D˜
(j)
11
]
,
D˜
(j)
22t = 2αQ¯D˜
(j+1)
12 + i
[
αQ¯QT D˜
(j)
22 − αQ¯xD˜
(j)
12
]
,
D˜
(j+2)
12 =
i
4
D˜
(j)
12t −
i
2
QT D˜
(j+1)
22 +
1
4
[
QTx D˜
(j)
22 − αQ
T Q¯D˜
(j)
12
]
,
D˜
(j+2)
21 = −
i
4
D˜
(j)
21t +
i
2
αQ¯D˜
(j+1)
11 +
1
4
[
αQ¯xD˜
(j)
11 − αQ¯Q
T D˜
(j)
21
]
,
(219)
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Eq. (219) with j = 0 and Eq. (217) yields

D˜
(0)
11t = 2Q
T D˜
(1)
21 − iαQ
T Q¯D˜
(0)
11 = 0,
D˜
(0)
22t = 2αQ¯D˜
(1)
12 + iαQ¯Q
T D˜
(0)
22 = 0,
D˜
(2)
12 = −
i
2
QT D˜
(1)
22 +
1
4
QTx D˜
(0)
22 ,
D˜
(2)
21 =
iα
2
Q¯D˜
(1)
11 +
α
4
Q¯xD˜
(0)
11 ,
(220)
Eq. (219) with j = 1 yields

D˜
(1)
11t =
α
2
(
QT Q¯x −Q
T
x Q¯
)
D˜
(0)
11 ,
D˜
(1)
22t =
α
2
(
Q¯QTx − Q¯xQ
T
)
D˜
(0)
22 ,
D˜
(3)
12 =
1
8
[
QTt + iαQ
T Q¯QT
]
D˜
(0)
22 −
i
2
QT D˜
(2)
22 +
1
4
QTx D˜
(1)
22 ,
D˜
(3)
21 =
1
8
[
αQ¯t − iQ¯Q
T Q¯
]
D˜
(0)
11 +
iα
2
Q¯D˜
(2)
11 +
1
4
αQ¯xD˜
(1)
11 ,
(221)
Eq. (219) with j = 2 yields

D˜
(2)
11t = 2Q
T D˜
(3)
21 + i
[
QTx D˜
(2)
21 − αQ
T Q¯D˜
(2)
11
]
=
1
4
[
αQT Q¯t − i(Q
T Q¯)2 + iαQTx Q¯x
]
D˜
(0)
11 +
α
2
(QT Q¯x −Q
T
x Q¯)D˜
(1)
11 ,
D˜
(2)
22t = 2αQ¯D˜
(3)
12 + i
[
αQ¯QT D˜
(2)
22 − αQ¯xD˜
(2)
12
]
=
1
4
[
αQ¯QTt + i(Q¯Q
T )2 − iαQ¯xQ
T
x
]
D˜
(0)
22 +
α
2
(Q¯QTx − Q¯xQ
T )D˜
(1)
22 ,
(222)
Similarly, it follows from O(k−j), j = 0, 1, 2, ... in the x-part of Eq. (215) that we have
 D˜(j)11x D˜(j)12x
D˜
(j)
21x D˜
(j)
22x

+ 2i

 0 D˜(j+1)12
−D˜
(j+1)
21 0

 =

 QT D˜(j)21 QT D˜(j)22
αQ¯D˜
(j)
11 αQ¯D˜
(j)
12

 , (223)
which generates 

D˜
(j)
11x = Q
T D˜
(j)
21 ,
D˜
(j)
22x = αQ¯D˜
(j)
12 ,
D˜
(j+1)
12 =
i
2
D˜
(j)
12x −
i
2
QT D˜
(j)
22 ,
D˜
(j+1)
21 = −
i
2
D˜
(j)
21x +
i
2
αQ¯D˜
(j)
11 ,
(224)
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Thus, Eq. (223) with j = 0 yields

D˜
(0)
11x = D˜
(0)
22x = 0,
D˜
(1)
12 = −
i
2
QT D˜
(0)
22 ,
D˜
(1)
21 =
iα
2
Q¯D˜
(0)
11 ,
(225)
Eq. (223) with j = 1 yields

D˜
(1)
11x = Q
T D˜
(1)
21 =
iα
2
QT Q¯D˜
(0)
11 ,
D˜
(1)
22x = αQ¯D˜
(1)
12 = −
iα
2
Q¯QT D˜
(0)
22 ,
D˜
(2)
12 =
i
2
D˜
(1)
12x −
i
2
QT D˜
(1)
22 = −
i
2
QT D˜
(1)
22 +
1
4
QTx D˜
(0)
22 ,
D˜
(2)
21 = −
i
2
D˜
(1)
21x +
i
2
αQ¯D˜
(1)
11 =
iα
2
Q¯D˜
(1)
11 +
α
4
Q¯xD˜
(0)
11 ,
(226)
and Eq. (223) with j = 2 yields

D˜
(2)
11x = Q
T D˜
(2)
21 =
iα
2
QT Q¯D˜
(1)
11 +
α
4
QT Q¯xD˜
(0)
11 ,
D˜
(2)
22x = αQ¯D˜
(2)
12 = −
iα
2
Q¯QT D˜
(1)
22 +
α
4
Q¯QTx D˜
(0)
22 ,
(227)
It follows from Eqs. (220) and (225) and the property of µ that we have
D˜
(0)
11 = D˜
(0)
22 = I2×2. (228)
Thus we can obtain other D(j), j = 1, 2, 3, ... such that we have the asymptotic behaviour of the
eigenfunction µ(x, t, k) via Eq. (214).
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