1. Introduction. Consider the general linear programming problem with m variables and n homogeneous equality constraints. We denote the constraint matrix for the equality constraints by E (E is an n X m real matrix), the jth variable by xi, and the per unit cost of the jth variable by ai. The problem then has the form: 
where the scalars lj and ci denote respectively the lower and the upper bound for the jth variable and eij denotes the (i, j)th entry of E. We make the standing assumption that (LP) is feasible. We consider an unconstrained dual problem to (LP): Let Pi denote the Lagrange multiplier associated with the ith constraint of (1). Denoting by x and p the vectors with entries xj, j = 1,2,..., m, and pi, i = 1,2,..., n respectively we can write the corresponding Lagrangian function m n L(x, p) = E ajeijPi xj.
j=l \ i=l
The unconstrained dual problem is then Minimize q(p) subject to no constraints on p, 
Ij < xji cj for each balanced column index j,
Xj = cj for each active column index j,
d, = 0 for each row index i.
Conditions (7)-(9) are the complementary slackness conditions. Let d be the vector with coordinates di (in vector form d = Ex). We define the total deficit for x to be En=Ildil. The total deficit is a measure of how close x is to satisfying the linear homogeneous constraints (1). The dual problem (3) can be easily seen to be an unconstrained convex programming problem, and as such its solution motivates the use of nonlinear programming methods. One such method is the classical coordinate descent method whereby at each iteration a descent is made along one of the coordinate directions. This method does not work in its pure form when the cost function is nondifferentiable. We bypass this difficulty by occasionally using directions other than the coordinate directions. The idea is illustrated in the example of Figure 1 where a multi-coordinate direction is used only when coordinate descent is not possible.
To develop the mechanism for generating the multi-coordinate descent directions we will view the problem of this paper in the context of monotropic programming theory [7] , [8] . We can write (LP) as Problems (P) and (D) are symmetric in that they both involve minimization of a separable function over a subspace, C and C ' can be easily verified to be orthogonal subspaces, fj and gj are conjugates of each other, while the conjugate convex function of 8 is the zero function. In fact (P) and (D) constitute a pair of dual monotropic programming problems as introduced in Rockafellar [7] . It was shown there in a more general setting that these programs have the same optimal value and their solutions are related via conditions (7)-(10). An important special property of these programs is that at each nonoptimal point it is possible to find descent directions among a finite set of directions-the elementary vectors of the subspace C [in the case of (P)] or the subspace C ' [in the case of (D)]. The notion of an elementary vector of a subspace is dealt with extensively in [8] (see also [7] ) where it is defined as a vector in the subspace having minimal signed support (i.e. a minimal number of nonzero coordinates). We are interested in the elementary vectors because they can be very efficiently generated by a tableau pivoting technique and because they provide us with the necessary generalization of coordinate vectors in the price space. In the special case of network flow problems for which the tableau pivoting may be implemented by means of labeling, the generalized coordinate descent approach yields an algorithm that is superior to the primal simplex method, which for many years has been considered as the most efficient method for linear network flow problems [1] , [2] .
In the next section we give an overview of the relationship between the elementary vectors and certain tableaus, called the Tucker tableaus, and describe a pivoting algorithm, called the Painted Index algorithm, for generating Tucker tableaus with special sign patterns [8] . In ?3 we characterize the descent directions in terms of the Tucker tableaus and show how to use the Painted Index algorithm to generate dual descent directions. In ?4 we introduce a class of generalized coordinate descent algorithms for solving (D) where descent directions are generated by the Painted Index algorithm. A numerical example is given at the end of ?4. In ?5 we address the issue of finite convergence of these algorithms. In ?6 we report on computational experience. By a painting of the index set J we mean a partitioning of J into four subsets (some possibly empty) whose elements will be called "green", "white", "black", and "red", respectively.
For a given tableau, a column, indexed by say s, of the tableau is said to be column compatible if the colour of s and the pattern of signs occurring in that column satisfies the requirements shown in Figure 4 . Note that a column whose index is red is never compatible. The requirements for a compatible row are analogously shown in Figure 5 .
The Painted Index algorithm takes any painting of the index set J and any initial Tucker tableau and performs a sequence of pivoting steps to arrive at a final tableau that contains either a compatible column or a compatible row. More explicitly, for any given index s that is black or white, the algorithm produces a final tableau having either a compatible column "using" s or a compatible row "using" s (we say that a column (row) uses s if s is either the index of the column (row) or the index of some row (column) whose entry in that column (row) is nonzero). We describe the algorithm below:
Painted Index algorithm ([8, Chapter 10]). Start with any Tucker tableau. Let s be a white or black index that corresponds to either a row or a column (s will be called the lever index).
If s corresponds to a row, check whether this row is compatible. If yes, we terminate the algorithm. Otherwise there is an entry in the s row that fails the compatibility test. Let j be the index of any column containing such an entry, and check whether this column is compatible. If yes, we terminate the algorithm. Otherwise, there is an entry in column j that fails the compatibility test. Let k be the index of any row containing such an entry. Pivot on (k, j) (i.e. make j basic and k nonbasic) and return to the beginning of the procedure.
If s corresponds to a column, we act analogously to the above, with the word "column" and "row" interchanged.
The Tucker tableau can be recursively updated after each pivot in a manner similar to that in the simplex method. This updating procedure is described in Appendix A.
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When the algorithm terminates, either a compatible row using s is found or a compatible column using s is found. The number of distinct Tucker tableaus is finite, thus implying that the number of distinct compatible columns or rows is also finite. Finite termination of the algorithm is guaranteed when Bland's priority rule is used [8] : Give to the elements of J distinct numbers (priorities), and whenever there is more than one index that can be selected as j or k, select the one whose priority is highest. If C(v, t)< 0 then the direction u is a dual descent direction and the algorithm terminates. Note from (25) that if the tableau is such that the sth row is compatible, then u is a dual descent direction since our choice of index painting and the definition of a compatible row implies that d< < 0 and asidi > 0 for all i such that wi is a column variable and Xj = Cj for all j such that z; is a column variable, j + n green or black, and asi > 0 and Xj = Ii for all j such that zi is a column variable, j + n green or white, and asi < 0 which in view of (25) implies that C(v, t) < 0.
We know that the Painted Index algorithm terminates with either a compatible row using s or a compatible column using s. Thus we must either terminate by finding a dual descent direction corresponding to a tableau for which C(v, That w* and z* so defined satisfy w* = Ez* follows from applying (16) to the extended linear homogeneous system (22). Furthermore, our choice of index painting, together with column compatibility of the column indexed by r*, guarantees that, for A > 0 sufficiently small, x + ,tz* satisfies (CS) with p and that x + ,uz* has strictly smaller total deficit than x.
Given the above discussion, we see that the modified Painted Index algorithm will either produce a dual descent direction u given by (23) that can be used to improve the 578 RELAXATION METHODS FOR LINEAR PROGRAMS dual cost, or produce a primal direction z* as defined above that can be used to reduce the total deficit.
The special case where the initial tableau is E and its sth row yields a dual descent direction is of particular interest and leads to the coordinate descent interpretation of our method. In this case the dual descent direction is [cf. (23)] I1 if i= s, i= 0 otherwise, so the algorithm will improve the dual cost by simply increasing the sth price coordinate while leaving all other coordinates unchanged. If the dual cost were differentiable then one could use exclusively such single coordinate descent directions. This is not true in our case as illustrated in Figure 1 . Nonetheless the method to be described in the next section generates single coordinate descent directions very frequently for many classes of problems. This appears to contribute substantially to algorithmic efficiency since the computational overhead for generating single coordinate descent directions is very small. Indeed computational experimentation (some of which reported in [1], [2] ) indicates that the use of single coordinate descent direction is the factor most responsible for the efficiency of the relaxation method for minimum cost network flow problems.
The relaxation algorithm for linear programs. Based on the discussions in ??2 and 3, we can now formally describe our algorithm. The basic relaxation iteration begins with a primal dual pair (x, p) satisfying (CS) and returns another pair (x', p') satisfying (CS) such that either (i) q(p') < q(p) or (ii) q(p') = q(p) and (total deficit of x') < (total deficit of x).
Relaxation iteration.
Step 0. Given (-d, x) E C and (p, t) E C such that (x, p) satisfy (CS).
Step 1. If d = 0 then x is primal feasible and we terminate the algorithm. Otherwise choose a row index s such that ds is nonzero. For convenience we assume that ds < 0. The case where ds > 0 may be analogously treated.
Step 2. We apply the modified Painted Index algorithm with s as the lever index to the extended system Step 4a. Start with p and u such that C(v, t) < 0.
Step 4b Numerical example. We now give a numerical example for the relaxation algorithm just described. To simplify the presentation we will make no explicit use of Bland's Priority pivoting rule. Consider the following linear program:
Min xl + x2 -x3+ 2x4 -x5 subject to 0 1 -1 0 1 x= 0 < xl < 1, 1 < x2 < 2, 1 ?< x3 < 2, 1 < x4 S 2, -1 < x5 < 0.
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The cost vector for this example is a = (1, 1, -1, 2, -1 1,1,1,0) .
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The algorithm then terminates. The optimal price vector is (0,1). The optimal primal vector is (0, 1, 1, 1, 0).
Finite convergence of the relaxation algorithm.
The relaxation algorithm that consists of successive iterations of the type described in the previous section is not guaranteed to converge to an optimal dual solution when applied to general linear programs due to the following difficulties:
(a) Only a finite number of dual descent steps may take place because all iterations after a finite number end up with a primal rectification step.
(b) An infinite number of dual descent steps takes place, but the generated sequence of dual costs does not converge to the optimal cost. Difficulty (a) may be bypassed by choosing an appropriate priority assignment in the relaxation algorithm and showing that the number of primal rectification steps between successive dual descent steps is finite under the chosen assignment. 
Proposition 3 is similar to Rockafellar's convergence result for his primal rectification algorithm ([8, Chapter 10]). However his algorithm is an out-of-kilter implementation and requires, translated into our setting, that each row index once chosen as the lever index must remain as the lever index at successive iterations until the corresponding deficit reaches zero value. We do not require this in our algorithm
vi <0 i >O j: E-balanced j: e-balanced A primal dual pair satisfying the conditions of Proposition 6 may be viewed as an optimal solution to a perturbed problem where each cost coefficient ai is perturbed by an amount not exceeding E. Since we are dealing with linear programs, it is easily seen that if E is sufficiently small then every optimal solution of the perturbed primal problem is also an optimal solution of the original primal problem. Therefore, for sufficiently small E, the modified relaxation algorithm based on E-CS terminates in a finite number of iterations with an optimal primal solution. It is not difficult to see that the required size of e for this to occur may be estimated by min{ arx -aTx*lx a basic feasible solution of (LP), arx -aTx* 0} divided by sum of ci -li's, where x* is any optimal primal solution. However such an estimate is in general not computable a priori. . RNET is a primal simplex code developed at Rutgers University over a span of many years. In RNET the FRQ parameter was set at 7.0 as suggested by its authors. Preliminary testing with RELAX and RNET showed that RELAX performs about as well as RNET on uncapacitated transhipment problems but outperforms RNET on assignment problems, transportation problems, and capacitated transhipment problems (up to 3 to 4 times faster). Here we give the times for the first 27 NETGEN benchmark problems in Table 1 (computational experience with other NETGEN problems is reported in [2] and [9] ). The superiority of RELAX over RNET is less pronounced on very sparse problems where the ratio m/n is less than 5. This may be explained by the fact that sparsity implies a small number of basic feasible solutions. Although the results presented are only for those problems generated by NETGEN we remark that similar results were obtained using a problem generator that we wrote called RANET. Since RANET uses a problem generating scheme quite different from that used by NETGEN, our computational results seem to be robust with respect to the type of problem generator used. Typically, the number of single coordinate descent steps in RELAX is from 2 to 5 times that of the number of multi-coordinate descent steps while the contribution made by the single coordinate descent steps in improving the dual cost is anywhere from 9 (for tightly capacitated transhipment problems) to 20 (for uncapacitated transportation problems) times that made by the multi-coordinate descent steps (see [9, Tables 2.2 and 2.3] ). Yet the single coordinate descent step is computationally very cheap. In the range of problems tested, the average number of coordinates involved in a multi-coordinate descent is found to be typically between 4 and 8 implying that even in the multi-coordinate descent steps the computational effort is small. Furthermore this number seems to grow very slowly with the problems size.
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We note that, for a fixed v and t, C'(v, t) is monotonically increasing in E and that C(v, t) = C(v, t). PROPOSITION 4. If in the relaxation iteration of ?4 we replace (CS) by (c-CS) and C(v, t) by C'(v, t) then the number of dual descent steps in the relaxation
RELAXG is a positive gain network code developed from RELAX. It implements the modified Painted Index algorithm by means of a labeling technique similar to that used by Jewell [5] . The total storage requirement for RELAXG is: five m-length INTEGER*4 arrays, five n-length INTEGER*4 arrays, five m-length REAL*4 arrays, four n-length REAL*4 arrays, and two LOGICAL*1 arrays. Line minimization in the dual descent step is implemented by moving along successive breakpoints in the dual functional. Labeling information is discarded after each iteration. When the number of nodes (corresponding to row indexes) of nonzero deficit falls below a prespecified threshold TP, RELAXG switches to searching for elementary descent direction of "maximum" rate of descent and using as stepsize that given by (20), but with "active", "inactive" replaced by "E-active", "E-inactive" respectively.
To measure the efficiency of the gain network algorithm we compared RELAXG with the code NET2 of Currin [10] . NET2 is a FORTRAN primal simplex code developed on a CDC Cyber 170/175 computer operating under NOS 1.4 level 531/528. In the computational study conducted by its author [10]-experimenting with different data structures, initial basis schemes, potential updating and pivoting rules-NET2 was found to be on average the fastest (NET2 uses forward star representation). In addition to NETGENG we also tested RELAXG and NET2 on problems generated by our own random problem generator RANETG-an extension of RANET for generalized networks. The times with RANETG are roughly the same as with NETGENG-which shows that our computational results are robust with respect to the type of problem generator used. NETGENG benchmark problems described in [10] and [12] and the corresponding solution times from RELAXG and NET2. The fourth benchmark problem turned out to be infeasible in our case (as verified by both NET2 and RELAXG)-perhaps because we used a slightly different version of NETGENG or because the random number generator in NETGENG is machine dependent, as was the case with NETGEN. Table 3 Number of page faults exceeds 2500. *Number of page faults exceeds 10000. problem 9 of Table 2 ). Overall it appears that RELAXG tends to perform worse than NET2 on lightly capacitated asymmetric (the number of sources is either much greater or much smaller than the number of sinks) problems while RELAXG outperforms NET2 considerably on symmetric transportation and capacitated transhipment problems (see Tables 2 and 3 ). However it should be noted that NET2 was written on a different machine and under a different operating system. Computational experience with RELAXG and NET2 on other NETGENG problems is reported in [9] . LPRELAX is the relaxation code for general linear programming problems. LPRELAX does not use any sparsity information and is therefore more suited to dense problems with a small number of rows. At each iteration, LPRELAX first checks if the lever index corresponds to a single coordinate descent direction and performs a dual descent step with line search accordingly. It then applies the Painted Index algorithm to find either a compatible row or a compatible column using the lever index. In the former case a dual descent step, with stepsize given by (20) where "active" is replaced by "c-active" and "inactive" is replaced by "c-inactive", is performed. In the latter case a primal rectification step is performed. Experimentation showed that using the tableau left from the previous iteration as the initial tableau for the current iteration (an additional pivot may sometimes be required to make the lever index basic) is computationally beneficial and this was implemented in LPRELAX. To avoid unnecessary computation LPRELAX works with the reduced linear homogeneous system [ To generate the test problems we wrote a problem generator called LPGEN. Given a number of rows and columns, LPGEN generates the entries of the constraint matrix, the cost coefficients, the right-hand side, and the upper bound on the variables randomly over a prespecified range. Since MINOSLP has a sparsity mechanism that LPRELAX does not have, in the tests we generated only dense problems so that the times will more accurately reflect the relative efficiency of the algorithms themselves. Note that since the relaxation algorithm uses tableau pivoting it can readily adopt any sparsity technique used by the primal simplex method. In both LPRELAX and MINOSLP we count the time from when the first iteration begins to when the last iteration ends (the time to read in the problem data is not counted).
Initial testing shows that LPRELAX is roughly 10% faster than MINOSLP on problems where the ratio m/n is greater than 10 but two to three times slower if m/n is less than 5 (see Table 4 for problem specifications and solution times). On the larger problems MINOSLP experienced severe problems with page faults-the reason of which is not yet understood. We also considered other measures of performance-in columns nine and twelve of Table 4 we give the total number of pivots executed by LPRELAX and MINOSLP respectively. However since LPRELAX does not work with the full n x m tableau we considered another measure, denoted by PB. For LPRELAX, PB is simply the number of columns in the reduced tableau summed over all pivots (so that PB x n is the total number of times that LPRELAX updates a Number of page faults exceeds 5000. tNumber of page faults exceeds 100,000. Entries of constraint matrix are randoml tableau entry). For MINOSLP, PB is the number of iterations times n (so that PB x n is roughly the total number of times that the revised primal simplex method updates a tableau entry). In essence PB provides us with a measure of the relative efficiency of relaxation and revised primal simplex, assuming that tableau updating is the most time consuming task in either method. The cost of the primal solutions generated by LPRELAX and MINOSLP always agreed on the first six digits and on capacitated problems the cost of the dual solution generated by LPRELAX (with c = 0.1) agreed with the primal cost on the first four or five digits (i.e. duality gap is less than 0.1%).
However on uncapacitated problems, even with E taken very small (around 0.01) this dual cost is typically very far off from the primal cost which is somewhat surprising given that the corresponding primal cost comes very near to the optimal cost. Decreasing E sometimes increases the solution time and sometimes decreases the solution time. The total dual cost improvement contributed by the single coordinate descent steps is between 50 to 75 percent of the total on the set of problems tested (n between 20 and 50, m between 80 and 500)-a significant reduction from the 93 to 96 percent observed for the ordinary network code RELAX. In terms of alternate implementations for LPRELAX, we may consider working with only a subset of the rows in the Tucker tableau (for example, the rows of green indexes may be ignored in the modified Painted Index algorithm and be subsequently reconstructed only when a primal rectification step is made), or checking the lever row in the Tucker tableau every few pivots for a dual descent direction, or using line search in a multi-coordinate descent step if the number of coordinates involved in the descent is below a certain threshold. There is also freedom in selecting the lever index at each iteration of the relaxation algorithm-for example, we may choose to use the previous lever index if the previous iteration terminated with a dual descent step.
Our computational experience can be summarized as follows: on ordinary network problems the relaxation method is superior to the primal simplex method; on gain network problems the relaxation method is at least as efficient as the primal simplex method except for asymmetric lightly capacitated problems; on dense linear programming problems the relaxation method is at least as efficient as the primal simplex method for problems where m > 5n. However given that both RELAXG and LPRELAX are codes still in the initial stage of development we have hopes that their solution times will be reduced further with improved coding and data structure.
