In our companion paper [22] we introduced a powerful mechanism that we referred to as the Controlled Loosening-up (CLuP) for handling MIMO ML-detection problems. It turned out that the algorithm has many remarkable features and one of them, the computational complexity, we discuss in more details in this paper. As was explained in [22] , the CLuP is an iterative procedure where each iteration amounts to solving a simple quadratic program. This clearly implies that the key contributing factor to its overall computational complexity is the number of iterations needed to achieve a required precision. As was also hinted in [22] , that number seems to be fairly low and in some of the most interesting scenarios often not even larger than 10. Here we provide a Random Duality Theory based careful analysis that indeed indicates that a very small number of iterations is sufficient to achieve an excellent performance. A solid set of results obtained through numerical experiments is presented as well and shown to be in a nice agreement with what the theoretical analysis predicts. Also, as was the case in [22] , we again focus only on the core CLuP algorithm but do mention on several occasions that the concepts that we introduce here are as remarkably general as those that we introduced in [22] and can be utilized in the analysis of a large number of classes of algorithms applicable in the most diverse of scientific fields. Many results in these directions we will present in several of our companion papers.
Introduction
In [22] we revisited the MIMO ML-detection and introduced the so-called Controlled Loosening-up (CLuP) mechanism to solve it. Since [22] is the introductory paper on this subject we used it only to introduce the most basic features of the CLuP algorithm and deferred the discussion regarding many of its key advanced properties to separate papers. One of these properties, the so-called computational complexity , will be the topic of the main discussion in this paper.
From the discussion presented in [22] it was rather clear that the main concepts behind CLuP are very general and applicable to many different problems and algorithms used for their solving. Consequently, it was then also clear that instead of MIMO ML-detection we could have chosen quite a few other problems to introduce the main ideas behind CLuP. However, given ML-detection's importance and popularity in various scientific and engineering communities ranging from the signal processing and information theory to statistics and machine learning we selected it as a convenient choice to quickly transcendent the CLuP's basics across all of these fields. To ensure the easiness of the presentation's following and the smoothness of the connection to the already presented results in [22] here we follow the same pattern and use MIMO ML detection as the underlying problem of interests. Given that we have already revisited this problem in [22] we will here try to avoid repeating many of the specifics already mentioned in [22] and instead focus on some of the key differences.
However, to ensure that we have the needed problem setup properly introduced we do start with a brief description of MIMO linear system. As is well known, these types of systems are modelled as:
where A ∈ R m×n is the so-called system matrix (typically assumed as known at the output in the so-called coherent scenarios which we will assume here), x sol ∈ R n and v ∈ R m are signal and noise vectors and σ is a noise scaling factor. Finally, y ∈ R m is the vector the the output of the system. Many practical systems can be modelled this way, with the multi-antenna systems probably being the most popular annd well-known example in the fields of information theory and wireless communications. Similarly to what we did in [22] , we here also consider a statistical scenario where the elements of v and A are assumed to be zero-mean unit-variance i.i.d. Gaussian random variables. Also, when it comes to the system's dimensions, we will consider the so-called linear regime, i.e. we will consider the regime where n and m are large but m = αn where α > 0 is a real number. Of course, as is usual the case with all random duality considerations, there is really no need to restrict to this regime from the technical point of view. It is just that the writing is a bit easier and the final results are often way more elegant if one actually imposes the linear regime. Now that we have all the necessary basics, we can introduce the basic MIMO ML-detection problem as the following optimizationx
where, as in [22] , we assume the typical binary scenario, which means that X = {− 1 √ n , 1 √ n } n . While we will here be interested in the binary scenario we do also mention that the above ML problem is very popular in many other considerations (its LASSO/SOCP variants are among the most fundamental problems in statistics, machine learning, and compressed sensing; for more on this see, e.g. [1-3, 10, 13, 25, 26] ).
Depending if one is interested in solving the optimization problem in (2) exactly or approximately there are quite a few excellent algorithms that have been developed throughout the literature over the years (see, e.g. [5, 6, 9, 27] ). We leave a detailed discussion about the prior work for review papers and here just briefly mention that some of the very best results that in particular relate to the type of the problems that we are interested in here can be found in e.g. [4, 7, 8, 23, 24] . As in [22] (and earlier in [23, 24] ), here the goal will be to approach the exact solution. To that end [22] introduced the following remarkably simple iterative procedure (the above mentioned CLuP): let x (0) ∈ X = {− 1 √ n , 1 √ n } n (x (0) can be either randomly generated or designed in a specific way) and consider the following
where of course, as discussed in [22] , r is the key parameter, the so-called radius. As was also discussed in great detail in [22] the choice for r is of fundamental importance for the success of the algorithm. Figure 1 illustrates both the theoretical and simulated CLuP's performance. Of course, all the details regarding the figure can be found in [22] . Here we do mention only the key points that we view as of most relevance for the discussion that we present in this paper. Namely, as one can see from the figure, as r increases from its minimal possible value r plt (see [22] for details and a precise definition of r plt ), the CLuP's performance gets closer to the exact ML and already for r = r sc r plt = 1.5r plt it is almost exactly where the predicated ML one is. We should also point out that one should note the appearance of the so-called vertical line of corrections. While we skip detailing the meaning of this line and refer instead to [22] , we do mention that in this paper we will be interested in the regimes above this line where no major corrections discussed in [22] are expected to take place. This is to ensure that we can focus only on one problem, computational complexity, at a time and leave all others discussed in [22] aside. Speaking of computational complexity, we in Table 1 show how the CLuP algorithm really performs through the iterations. We selected in particular the above mentioned r = r sc r plt = 1.5r plt scenario and chose a rather moderately small n = 800. Already 10 -1 10 0
Line of mild or no corrections
CLuP -approaching the exact ML Figure 1 : p err as a function of 1/σ 2 ; α = 0.8 -theory and simulations after 10 iterations the CLuP's performance matches the theoretical prediction on the fifth decimal level (the meaning of all relevant quantities is rather clear; we just add thatŝ (k) is the value of the CLuP's objective after the k-th iteration; it also goes without saying that all quantities given in the table are the expected values which due to an overwhelming concentration basically represent also the values themselves). In summary the mechanisms behind the CLuP algorithm introduce many remarkable properties. Two of them we will below particulary single out with respect to the MIMO ML (we leave out many other ones for the discussions regarding a host of other algorithms that we designed utilizing similar mechanisms). Namely, as one of the most fundamentally important problems at the intersection of the information theory, signal processing, statistics, machine learning and many other areas, MIMO ML has many great features that are typically of interest. Regarding the problem in (2) two of them are probably by far the most dominant.
MIMO ML's two most fundamental theoretical/practical needs:
To solve the problem in (2) exactly.
2.
To solve (2) with the minimal needed complexity (ideally the polynomial one).
. This of course has been known for a long time as the heart of the matter when it comes to MIMO ML. As the above results and ultimately [22] indicate CLuP manages to do rather well with respect to both of these features.
CLuP's behavior regarding the MIMO ML's needs:
1. CLuP does approach the exact ML.
2. Not only does the CLuP achieve the optimal performance, it does so through a fixed number of the simplest possible quadratic programming iterations.
. We will organize the presentation by splitting it into several parts. First we revisit the characterization of the algorithms's first iteration. Then we move to the main part which is the analysis of the second iteration. As it will soon be clear, this is the most important step of the analysis and already this very step contains all the key conceptual and technical details needed for all other steps that we will briefly touch upon afterwards. We will in parallel also provide a solid set of results obtained through simulations. As we will see, they will be of use in both, theoretical and practical aspects of the discussion. Towards the end we of course provide a few concluding remarks.
CLuP -first iteration performance analysis
To analyze the computational complexity it is of course sufficient to just determine the number of iterations needed to run the algorithm to achieve the desired precision. However, we will here take a bit different and substantially more general approach. Namely, we will characterize the behavior of all critical components/parameters of the problem in each iteration. To start things off we of course first consider the first iteration. Many of the results that we present below follow as direct consequences of the main random duality theory concepts that we developed in a long line of work [12-16, 18, 19] . In fact, some of the procedures will be very closely related to some of the procedures presented in [22] . We will therefore try to skip repeating as many unnecessary details as possible and instead focus on the key differences between the analysis considered here and the corresponding ones considered in [22] . We also do mention that not only are the analyses similar to the one that we present below of interest in [22] but this very same analysis is of interest overthere as well. However, in [22] , such an analysis isn't for the purpose of the discussion of the algorithm's computational complexity but is rather utilized to ensure that the algorithm misses a specific stationary point right at the beginning.
We recall that the CLuP's first step (iteration) amounts to determining x (1) as
The analysis of the above optimization problem is another simple exercise within the Random Duality Theory (RDT). We will study way more involved problems than this one in one of our companion papers, and we may on occasion revisit this one again overthere in a bit more detail. Here though we will just sketch the RDT analysis relying on what we presented in [22] and in a host of our earlier papers [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The above problem is of course very similar to the problems considered in [22] and a majority of the discussion that applied overthere will be in place here again. As we are now not focused on all the key parameters that we considered in [22] some steps can be done even faster. To that end we first quickly rewrite (4) as
and further as
Relying on the same concentration strategy that we introduced in [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] and considered in [22] , we here also set z 2 2 = c 1,z and (x 0 ) T z = s 1 . Then the following is the object of interest
Now we are in position to mimic what we presented in early sections of [22] . However, we do mention right here that below we will try to avoid as many of the unnecessary repetitive explanations as possible and instead focus on the key differences. As in [22] , we again start by doing the RDT's first step which amounts to forming the deterministic Lagrange dual.
First step -Forming the deterministic Lagrange dual
Again following a large body of our earlier work we have (see, e.g. ( [12-16, 18, 19] 
As in [22] , given that we are interested in a statistical and large dimensional scenario, ν and γ will concentrate and as scalars can be discretized so that the resulting optimization over these two quantities can be taken outside
Second step -Forming the Random dual
Following further the principles of the analysis presented in [22] we again introduce the so-called random dual. LetZ = [0, 2/ √ n] n . In this particular case the random dual is the following problem
where we again have as earlier that the components of the newly introduced m and n dimensional vectors g and h are i.i.d. standard normals and h 0 is yet another standard normal independent of all other random variables. One here also observes that the minus sign in front of the second term typically present in some of the analysis in [22] is not that important here and we remove it. Let ξ
RD (α, σ; c 1,z , s 1 , γ, ν) be the following
Third step -Handling the Random dual
Finally, in the third step we proceed with the analysis of the above random dual following once again step by step the strategy outlined in [12-16, 18, 19] . The inner optimization over λ is again very easy and one has
Following again say [12] we define
With the addition of the s 1 constraint this is now literally identical to the box constrained problem considered in [12] and we could immediately use the solution given there with a little bit of modification similar to the ones presented in [22] to account for s 1 and ν. Basically, instead of (110) from [12] one now has
where
and γ and ν are √ n scaled versions of γ and ν from (13) and x (0) i in (15) is also √ n scaled (basically it is just the sign of the initial x (0) i ). Utilizing further the strategies outlined in [22] one also has for the optimizing z i
Assuming that the initial x (0) has ρn components equal to 1 √ n and (1 − ρ)n components equal to − 1 √ n and after solving the integrals one has
Finally a combination of (10)- (18) gives
The following theorem summarizes what we presented above. 
RD (α, σ; c 2 , c 1 , γ, ν) be as in (7) and (19) , respectively. Then 
Consequently,
Proof. Follows from the above derivation and the general RDT concepts presented in [12-16, 18, 19] and the fact that the strong random duality trivially holds.
Given that the strong random duality is in place one can continue further and obtain the exact estimates for all other relevant quantities. We formalize that below.
CLuP -summary of the first iteration performance analysis
Given that the above presentation may have gone a bit too much into a mathematical analysis, we below present a few keys steps one needs to perform to actually calculate pretty much all quantities of interest. Of course, we do emphasize that all of that is possible precisely because of the above analysis.
Summarized formalism to handle the CLuP's first iteration
First consider the following optimization problem
1,z ,ŝ
Let
Utilizing (16) we have
Given that x i = x sol − z i we finally also have
and
Of course, given that the strong random duality is in full power the above quantities are actually the concentrating values and the concentration is exponential in n. Finally, utilizing (16) one can also get the estimate for the probability of error
Numerical results -first iteration
In this section we present a set of numerical results that relate to the above analysis. Numerical analysis is needed for both, the theoretical values discussed above and for their simulated counterparts. We start, with the theoretical predictions and the numerical evaluations of the critical parameters discussed in the analysis presented above. In Table 2 we show the theoretical values for various system parameters obtained based on Theorem 1 for two different values of SNR, 1/σ 2 = 10[db] and 1/σ 2 = 13[db]. Table 2 : Theoretical values for various system parameters obtained utilizing Theorem 1 
Simulations -first iteration
To give a bit of a feeling as to what kind of precision level the random duality theory typically achieves even for moderate problem dimensions we in Table 3 show the corresponding simulated values. The simulated values are obtained for α = 0.8, n = 400, and r sc = 1.3. Given that r plt = .1226 this implies that ξ (1) RD = r = r sc r plt = .1594. The results given in Tables 2 and 3 can be utilized (as discussed in [22] ) to Table 3 : Theoretical/simulated values for various system parameters obtained based on Theorem 1 ensure that one circumvents one of the stationary points right at the beginning after the first iteration.
Looking at the tables one observes c 2 = 0.6749 (or if one views the simulated value c 2 = 0.6769) which is substantially above 0.46075 given in [22] . As concluded in [22] , since the CLuP's objective never decreases one is then indeed reassured that the lower stationary point will be circumvented. Of course, as mentioned above and since it is basically trivial within the concepts of the random duality theory we will not repeatedly stress throughout the paper but do mention here that whenever we determine certain expected value of a quantity associated with a vector as a whole that will be the concentrating point and the underlying concentration is rather overwhelming (exponential in n). We also in Table 4 show how the results change as the dimension n changes. As we have mentioned above, already for n = 400 the results are fairly close to the theoretical predictions. For n = 1600 they are almost identical across all key parameters. Also, to make notation a bit easier in the above derivation we skip utilizing indices to emphasize that we are discussing the first iteration. In tables we added them as superscripts with a rather obvious meaning. Throughout the paper we will try to maintain the same approach and when not necessary we may actually skip adding iteration or other indices.
CLuP -second iteration performance analysis
The above analysis is of course related to the first iteration of the algorithm. In this section we discuss the second iteration. This is the major, key step in the discussion of the complexity of the entire algorithm and all other steps are basically just a simple generalization of the foundational concepts needed for this second step. Some of the considerations that we present below will be similar to those presented when we discussed the first iteration. On the other hand some of them will be very different. To ensure the easiness of the exposition we will try to rely on what we presented above as much as possible. However, we will also try to avoid repetitive reexplaining of the already introduced concepts and, as usual, will try to put the emphasis on the key differences.
We start by recalling that the CLuP's second iteration amounts to determining x (2) as
We then closely follow what was done earlier and first rewrite (28) as
As in the previous section, we will again rely on the same concentration strategy introduced in [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] and considered in [22] , and set z 2 2 = c 2,z and (x (1,s) ) T z = s 2 . Analogously to (7) one can then view the following optimization problem as the object of interest
This problem of course structurally completely matches the one in (7) . So, conceivably, one can then proceed with an analysis similar to the one presented in the previous section right after (7) . That is as an approximation possible but is likely to lead to inaccurate estimates already on the level of the second iteration. Those potential inaccuracies would have a chance to be even more pronounced after propagations through later iterations (plus one would have to likely face structurally similar problems in later iterations as well and if similar approximations are to be made again they might introduce another set of inaccuracies on their own that could also become more pronounced after going through the iterations that would follow). So, where is actually the core of the problem? Namely, while the problems in (7) and (31) do look almost identical, they also have one key difference. Instead of x (0) that one has in (7) , in (31) one has x (1) . If x (1) were a constant or randomly generated the approach from the previous section could be used; it is just that it would have to be slightly adjusted. However, the problem one faces here is much bigger. It is not just that x (1) is different because of the way how it is generated, its randomness actually depends on the problem structure and can not in principle be separated from it as it was in the previous section for x (0) . We will eventually provide a way to estimate ξ p,2 (α, σ, c 2,z , s 2 ). However, a lot of work will be needed before reaching the point to be able to do that. So, instead of jumping directly to (31) one can rewrite (30) in the following way min z,z (1) 
where the bottom portion of the constraints is pretty much artificially added for the completeness. From the analysis in the previous section it is clear that there is not really much of freedom to optimize over z (1) . One can now proceed with the standard RDT steps. As usual, the first one amounts to forming the deterministic Lagrange dual.
First step -Forming the deterministic Lagrange dual
Also as usual, we once again follow a large body of our earlier work and obtain (see, e.g. [12-16, 18, 19] )
After a couple of cosmetic changes one also has
Relying on the concentration of γ and γ 0 one further has max γ,γ0≥0
Second step -Forming the Random dual
Continuing to follow further the analysis presented in [22] and the principles introduced earlier in e.g. [12-16, 18, 19] ) we can again introduce the so-called random dual. However, things are much more subtle this time. LetZ = [0, 2/ √ n] n . One considers then the following object
and as usual, the components of all g, h, g (1) , and h (1) and h (1) 0 are i.i.d. standard normals. It is not that hard to guess that the corresponding random dual is then
There are a couple of things we should now add. If one looks solely at f RD,1 that does seem perfectly fine on its own. It in fact is exactly the portion of the random dual that corresponds to the z (1) portion of the objective in (35) (an easy comparison with what was done in the previous section would quickly confirm that). Analogously, one then expects that similar object should be the portion of the random dual that corresponds to the z portion of the objective in (35). That is of course exactly f RD,2 . Everything would be rather smooth if there were no p (1) , q (1) . The question is of course where these come from. That would be obviously very hard to understand right now and even way harder to explain without going into heavy machinery of the underlying fundamentals of the random duality theory itself. As such a discussion would overtake over the main topic of this paper, which is the complexity analysis of the CLuP algorithm, we leave it for a separate paper where we will revisit some of the random duality theory fundamentals. Here though, we just briefly mention that the meaning of the p (1) , q (1) parameters is the following: q (1) is roughly speaking the presumed concentrating value of the the so-called optimal achieving z σ -cross-overlap, i.e.
and p (1) is roughly speaking the presumed concentrating value of the the so-called optimal achieving λ-crossoverlap, i.e.
Of course, as one may guess, things are actually way more complicated since the above mentioned concentrating values are not just over the standard randomness but also over certain the so-called Gibbsian measures randomness as well (both z's and both λ's above in such situations are running over all allowed z's and λ's). Those types of measures and their randomness appear within the random duality theory as some of the most crucial objects and are way harder mathematical concepts than the regular Gaussian ones discussed above. As mentioned above, to avoid being sidetracked with all these mathematical complications we leave more detailed discussions in these directions for separate companion papers. One can then proceed with handling (38). That is in principle simple if one follows what we did in the previous section and earlier in [22] and ultimately in e.g. [12-16, 18, 19] ). However, just looking at the problem one quickly observes that there are quite a few variables to optimize over. So, instead of directly working with (38) we will in a way emulate what we did in [22] and try to work through a few shortcuts. In equation (8) of [22] we essentially had the type of problem that we have here in (38). Instead of solving it directly we in [22] created a shortcut mechanism starting from equation (9) and continuing further through Section 2.1.1 (later on, in Section 3.2.2, we revisited the problem from equation (8) and solved it directly as well). Here we will try to mimic the idea from equation (9) and Section 2.1.1 of [22] . We do mention though that while in [22] this turned out to be the best mechanism here one may be able to find even better ones. However, as we will see later on even the mechanism that we present below works very well. There will be the two main steps in the analysis process.
Third step -Rehandling the Random dual of the first iteration
To start things off we will first separately handle the following problem
and utilize the obtained z
sc . Not only does this emulate what we did in [22] , it in a way also emulates the natural flow of the CLuP algorithm. It is now beyond trivial to recognize that the solution of (41) is exactly what we obtained in the previous section. To be more precise, from (16) one actually has
where from this point on to lighten writing we actually instead of x sol assume its value of all ones scaled by √ n.
Fourth step -Handling the real Random dual of the second iteration
Finally we are in position to complete the last piece of magic. That amounts to solving the following problem
Relying again on the concentration concept discussed on many occasions in this and the previous section (as well as in [22] ) and earlier in [12-16, 18, 19] ) and connecting to (31)
The above is in principle the core of the mechanism. However, to ensure that we can track the behavior of all critical parameters we will also add another concentrating constraint x T sol z = 1 T z/ √ n = s 3 (1 is of course the n-dimensional column vector of all ones) so that we actually have
whereλ 0 = g/ g 2 is obtained trivially from (37) and (41). One should also keep in mind that
Finally, after plugging back the value for f RD,2 from (36) one has
where the last term in f RD,2 in (36), (p (1) 
and averaging over g and g (1) we from (48) then obtain
After writing the Lagrange dual one obtains a problem very similar to (12) max γ,ν,ν2
with
). Similarly to (12) , we refer to the expected value of the √ n scaled version of the above objective as ξ (2) RD (α, σ; p (1) , q (1) , c 2,z , s 2 , s 3 , γ, ν, ν 2 ). Then analogously to (13) (and following into the footsteps of say [12] ) we define
The only thing that is different now compared to (13) is that we now have an extra constraint related to s 3 . This though changes nothing with respect to the methodology that we applied after (13) and we could utilize the solution obtained there with a slight modification to account for s 3 and ν 2 . That essentially means that instead of (14) (and earlier (110) from [12] ) one now has
with the same scaling discussion regarding γ, ν, ν 2 , and x (0) i as after (15) . Following further what was done in the previous section (and earlier outlined in [22] ) one can also determine the optimizing z i and x
, 2
x (2,s) i
where we also recall from (43)
As earlier, if we assume that the initial x (0) has ρn components equal to 1 √ n and (1 − ρ)n components equal to − 1 √ n we have for the objective
and for γ < 0 the term under the integral is replaced by zero if negative. Combining all of the above finally gives
Now we are in position to give a sort of a brief summary of the entire formalism that we presented above. It is essentially analogous to what we discussed after Theorem 1. While we will try to emulate all the ideas from the previous section, there are quite a few new elements here that need to be incorporated and we will try to emphasize all of that in the formalism below.
CLuP -summary of the second iteration performance analysis
Similarly to what we did in Section 2.1, we below present critical steps needed to actually calculate all the quantities of interest. Of course, the above analysis is at the core of all the underlying mechanisms that basically enable performing these steps.
Summarized formalism to handle the CLuP's second iteration Differently from Section 2.1, here we will split the presentation into several separate parts.
I) First part -Handling the first iteration
The first part of the formalism essentially reflects on the above analysis by recognizing that what it effectively accomplished was rehandling the CLuP's first iteration. That basically means that one first solves the following problem
1,z ,ŝ 
to obtain set of parameters {ν (1) ,γ (1) ,ĉ
1,z ,ŝ (62) one then has from (26) the first iteration values for the first two critical parameters related to the propagation of the vector x through the CLuP algorithm that we particularly keep track of
Moreover, from (42) and (43) we also have
and from (27) the third critical parameter that we keep a track of through iterations, the probability of error
The fourth critical parameter is of course the value of the objective and after a cosmetic change it iŝ s (1) ŝ
1 . One can then basically say that in addition to the solution after the first iteration, x (1,s) , the following set of critical plus auxiliary parameters is the output of the first iteration:
1 ,ν (1) ,γ (1) ,ĉ
where for simplicity we also emphasize in wording p (1) err − probability of error after the first iteration s (1) = E((x (0) ) T x (1,s) ) − objective value after the first iteration 
It is probably not necessary to reemphasize but for the completeness we add that the last three quantities are viewed as expected values and since we are interested in large dimensional scenarios they are due to overwhelming concentrations also the concentrating points.
II) Second part -Handling the second iteration
Once the first iteration is handled one utilizes its parameters to basically run the second iteration. The strategy is conceptually to a degree similar to what we presented above for the first iteration. One starts with first solving the following optimization problem φ (2) a = arg min s2,s3
RD (α, σ; p (1) , q (1) , c 2,z , s 2 , s 3 , γ, ν, ν 2 ) = r,
where φ (2) a = {p (1) ,q (1) ,ν (2) ,ν
2 ,γ (2) ,ĉ
2,z ,ŝ
2 ,ŝ
3 }.
With a few exceptions the above seems rather natural extension of (61). The main changes are the readjustment of the objective and the appearance of p (1) and q (1) . Besides this the strategy in (69) essentially remains the same as in (61). This practically means that one wants to minimize the objective while keeping the optimized ξ (2) RD (α, σ; c 2,z , s 2 , s 3 , γ, ν, ν 2 ) below r. The difference is that now the objective is not the s 1 as we had before but a rather different object that we explain below. Now, looking carefully at (28)-(31) and everything that followed afterwards, one can observe that instead of the real objective −(x (1) ) T (x sol − z) its a bit more convenient version s 2 = (x (1,s) ) T z was utilized. To readjust for this we simply note that from (63) one easily has
To be a bit more in alignment with what was done in the first part (in particular in (61)) one may rewrite (69) in the following way
Now, carefully observing further (72) one can also note that what it basically does is that instead of a parameter s 2 (which is natural to the above discussion), it actually reintroduces parameter s (the value of the objective) as a probably more natural object for the following of the algorithm's flow. One can actually continue that way with the second iteration analogues to the other two critical parameters that we mentioned above in the summary of the first iteration's formalism. Namely, if one defines analogously to (63)
then (72) can be repositioned as
1 ,d 
RD (α, σ; p (1) , q (1) , c 2,z , s 2 , s 3 , γ, ν, ν 2 ) = r
where φ
2 ,γ (2) ,ŝ (2) ,d
2 ,d
1 }.
Finally, if one for a moment recalls (47) then (74) can also be rewritten as 
(76)
We also recall that ξ (2) RD (α, σ; p (1) , q (1) , c 2,z , s 2 , s 3 , γ, ν, ν 2 ) is given through (57)-(60) and that is where the remaining auxiliary parameters from the first iteration,ν (1) andγ (1) , come into the play as well.
Similarly to (66) one also has
where p cor (ν (1) ) = ((sign(x (2,s) ) + 1)/2)exp
For the completeness we also add that
andd
2,+ (−ν (1) ).
(80)
Finally, similarly to the end of the summary of the first part, here one can also say that in addition to the solution after the second iteration, x (2,s) , the following set of critical plus auxiliary parameters is the output of the second iteration:
1 ,ν (2) ,ν
2 ,γ (2) ,p (1) ,q (1) ,ĉ
where we again for simplicity use the wording to emphasize = E x (2,s) 2 2 − squared norm after the second iteration d It goes again without much of a discussion that the last three quantities are viewed as expected/concentrating values.
Numerical results -second iteration
To follow into the footsteps of the discussion regarding the analysis of the CLuP's first iteration, we in this section present a set of numerical results that relate to the above analysis, in particular to the CLuP's second iteration. As in Section 2.2 a numerical analysis is needed for both, the theoretical and simulated values. We again start with the theoretical predictions. To that end, we first actually recall that the input to the analysis of the second iteration is
1 ,ν (1) ,γ (1) ,ĉ 
We show the theoretical values for some of the system parameters obtained based on the above analysis for SNR, 1/σ 2 = 13[db], α = 0.8, and r sc = 1.3 in Table 5 . Utilizing the equality constraints in (76) one can also Table 5 : Theoretical values for various system parameters obtained utilizing the above analysis easily obtain the remaining parameters from φ (2) , i.e. {q (1) ,ĉ
3 }. In Table 6 we show the results obtained utilizing both, the equality constraints in (76) as well as (79) and (80). Table 6 : Theoretical values for {q (1) ,ĉ 
Simulations -second iteration
Similarly to what we did in Section 2.2.1, we below provide a set of results obtained through numerical simulations. In Table 7 we show the simulated values that correspond to the above theoretical predictions. We obtained these values for α = 0.8, n = 1600, and r sc = 1.3. As earlier, since r plt = .1226 one easily has ξ
(2) RD = r = r sc r plt = .1594. Following further what we did in Section 2.2.1, we below in Table 8 show what kind of effect the change of the problem dimension n has on all the key parameters. The simulated values are again very close to the theoretical predictions. In particular, already when n = 1600 all parameters are almost equal to the theoretical estimates. One can also observe that as n grows almost all parameters are getting closer to the theoretical values. Finally, in Table 9 we show the progress through the first two iterations of all the critical parameters and their simulated values (as in Table 7 , α = 0.8, r sc = 1.3, and n = 1600). Table 9 : Theoretical/simulated values for key system parameters through the first two iterations 
CLuP -(k + 1)-th iteration performance analysis
Given that the above discussion demonstrated that one can handle the algorithm's first two iterations one naturally wonders can it be extended so that it eventually covers all iterations. The answer is yes. That is indeed in principle possible. Moreover, not much more needs to be added to the already introduced technical/strategic components of the analysis. However, the number of the running parameters starts to rapidly increase. That doesn't change much when it comes to conceptual handling all of them. What does become affected though are the numerical evaluations. We will below briefly sketch how one can extend the above analysis and then show a couple of shortcuts regarding the numerical evaluations. In the first part we will essentially closely follow the presentation of the previous section. Instead of discussing all the details we will focus on the final results. We of course start by restating the CLuP's k + 1-th iteration underlying optimization problem. Namely, it boils down to finding x (k+1) in the following way
and for completeness we also introducedĉ
1,z .
Second step -Forming the Random dual
To introduce the random dual we consider the following analogues to (36)-(38). First we look at the following object
and for each i
h 0 doesn't really play much of role but one can for the completeness assume that it is an extension of h indexed by 0 so that formally (90) holds for h 0 as well. Also, as expected, the components of all g and h are i.i.d. standard normals (the independence is over index i; also, g and h are independent of each other for any set of indices). Now one can define
Neglecting the last term in the objective we finally have the following analogue to (48)
We will also denote
and then rewrite (100) as
which for all practical purposes is an analogue to (50). Now one can proceed as in the analysis of the second iteration right after (50) and write the resulting Lagrange dual to obtain a problem structurally similar to (12) max γ,ν,ν2
Following closely what we did earlier, we use ξ (k) RD (α, σ; P (k+1) , Q (k+1) , c 2,z , s 2,j , s 3 , γ,ν j , ν 2 ) to denote the expected value of the above objective after it is scaled by √ n. One can then follow further the machinery of say [12] ) and analogously to (53) (and earlier (13) 
Now, here is the key point. When one compares (53) to (13) the difference is an extra constraint related to s 3 . On the other hand, when one compares (105) to (53) the difference is that instead of one constraint related to s 2 in (53) one here has k constraints related to s 2,j . However, the same conclusion made after (53) applies here as well. In other words, one can still utilize the solution obtained after (53) with a few modifications to account for s 2,j andν j . One then effectively replaces (54) (and earlier (14) and ultimately (110) from [12] ) with
with the usual scaling discussion that we had after (55) being applicable here to γ,ν j , ν 2 , and x (0) i as well. Analogously to (56) and (57) one then also has for the optimizing z i and x
where x (j,s) i , 1 ≤ j ≤ k are obtained after the k-th iteration as stated in (95). Analogously to (58) and (59) we then have
and for γ < 0 the term under the expectation is basically zero if negative. Finally one arrives at
Below we present a brief summary of the above analysis. Since it conceptually closely follows the summaries that we presented after the analysis of the first and the second iteration we will try to make this summary as short as possible and basically rely on many ideas already introduced in earlier sections.
CLuP -summary of the (k + 1)-th iteration performance analysis
We split the summary into two parts. The first one that is basically trivial and the second one that contains the key components of the analysis.
Summarized formalism to handle the CLuP's (k + 1)-th iteration As mentioned above there are two parts that we recognize as critical in understanding the whole analysis mechanism.
I) First part -Handling the first k iterations
This basically assumes just a simple recognition that the whole mechanism is in a way inductive in nature for any k > 2. So, to start the induction one then assumes that the first k iterations are doable (for k = 1 and k = 2 we have already shown that this is indeed the case) and continues further. To continue further one also recognizes the conclusion of the third step in the above discussion. That essentially amounts to recognizing that the key output quantities after the k-th iteration are
are (k − 1)-dimensional vectors (it is obvious but for the completeness we also mention thatν (k) is essentially the vector of the optimalν j , 1 ≤ j ≤ k − 1 at the k-th iteration and analogously,ŝ is the vector of the optimal s 2,j , 1 ≤ j ≤ k − 1 at the k-th iteration). As usual, a particular emphasis is on p (k) err − probability of error after the k-th iteration 
and obviouslyν (k+1) is the k-dimensional vector of the optimalν j , 1 ≤ j ≤ k andŝ is the k-dimensional vector of the optimal s 2,j , 1 ≤ j ≤ k. One can then repeat all the steps between (70) and (76) to arrive at 
Following (77) and (78) one also has
where p cor (ν (1) ) = E((sign(x (k+1,s) ) + 1)/2).
We skip rewriting the trivial analogues/adjustments of the considerations (79) and (80) and instead focus at the output of the (k + 1)-th iteration. Besides the solution, x (k+1,s) , the following set of critical plus auxiliary parameters is the output of the (k + 1)-th iteration:
where we again for simplicity use the wording to emphasize p (k+1) err − probability of error after the (k + 1)-th iteration
Numerical results -(k + 1)-th iteration
Looking carefully at the above analysis one quickly observes that in principle all the quantities of interest can be determined. However, there are quite a few of them that need to be optimized and there are quite a few numerical integrations that may have to be performed along the lines of such optimizations. In a separate paper we will present a systematic way to determine all these parameters. To avoid being sidetracked with such a large number of numerical considerations in the introductory paper where the goal is to present the key concepts behind the complexity analysis, we here provide estimates obtained in a simpler and much faster way. Namely, instead of systematically handling all of the above parameters, for the third and higher iterations we utilized the random dual itself. Given that the random dual is a much simpler program than the original primal one can run it on much larger dimensions. We have done so and manually estimated matrices P , Q, and vectors d 1 and d 2 throughout the process. An estimate for the P and Q matrices that we obtained is the following 
Moreover, in Table 10 we give the estimated values for vectors d 1 and d 2 . In Table 11 , we complement these values ford
with the estimated values for p (k) err andŝ (k) as well. Since all these rely on some manual estimates they are a little bit different from the values that can be obtained from a more precise systematic numerical analysis. Another thing that we should point out is that from (101) one has 
Given the statistics of g and h and their connection to P (k+1) and Q (k+1) from (90) one can through a little bit of work repose the above problem so that it becomes deterministic and basically a function of P (k+1) and Q (k+1) and then solve it either numerically or in some cases even in a closed form. However, we found further detailing the explanations of this procedure as unnecessary, since it turns out that the structure of the optimal matrices P (k+1) and Q (k+1) in the case that we consider here is such that the resulting value for f (k+1) sph will already for k = 2 be very close to 1. Namely, as mentioned above, for k = 1 one has from (49) and (50)
1,2 P 
For k = 2 one doesn't even need to be as precise as above. Instead a trivial ad-hoc choice that in a way resembles the one that gives the above equation 3 and B p = P
2,3 − P
1,3 P
gives
and finally
Simulations -(k + 1)-th iteration
As in earlier sections, we below provide a collection of results obtained through simulations. In Table 12 we show the CLuP's simulated performance over the first 6 iterations for α = 0.8, n = 400, and r sc = 1.3. As earlier, since r plt = .1226 one easily has ξ (k) RD = r = r sc r plt = .1594. One observes that already for a very small number of iterations (basically just 6) the simulated performance approaches the theoretical one (which actually allows for any number of iterations). Finally, in Table 13 we show how these results compare to the above discussed random duality theory predictions not only on the ultimate limiting level but also through a much more challenging per iteration level. We again observe a very strong agreement. Also, for 
Given a rather small problem size n = 400 the agreement with the theoretical predictions is again very good.
Simulations -changing r effect
In Table 12 we showed the CLuP's simulated performance for r sc = 1.3. It turned out that only 6 iterations were enough to get very close to the ultimate theoretical predictions (such a prediction does not impose the limit on the number of iterations). In Table 14 we recall on the results from Table 1 and show the CLuP's simulated performance for r sc = 1.5. To achieve a bit better concentrations we chose n = 800 (here as well as everywhere where we discussed the numerical results, all quantities are assumed as averaged, i.e. when we for example write in Table 14 x (k,s) 2 2 what it really means is E x (k,s) 2 2 ; given the overwhelming concentrations the two are basically the same thing). Looking at the results shown in the table, one observes that already after 10 iterations all key parameters achieve values that are almost identical to the theoretical predictions (the difference is basically on the fifth decimal). We do also emphasize that while we increased n from 400 to 800, it is still a fairly small number and it is rather remarkable how powerful/exact RDT is when it comes to providing performance characterization estimates. Finally, one can also observe that when r sc = 1.5 the number of iterations increased. That is indeed the property of the CLuP algorithm. In other words, the increase in the number of iterations is not because n increased from 400 to 800 but rather because of the increase in r. In fact, actually quite opposite is true. Namely, as n increases the number of iterations goes down. For example, our results for n = 400 indicate that 6 iterations should be enough. However, it is very likely that for n large enough 5 or possibly even 4 iterations would suffice to get an excellent performance. In Table 15 we actually show the simulated results obtained for n = 800 and all other parameters as in the scenario that corresponds to Table 13 . Comparing Table 15 to Table 13 one can now see that when n = 400 CLuP achieves in 6 iterations roughly the same level of precision that it achieves in 5 iterations when n = 800. Finally, we also mention that from Figure 1 one can also observe that when n = 800 with just 10 iterations the CLuP is already super close not only to its own optimum but also to the ML.
Discussion
Before reaching the conclusion of the paper there are a couple of things that we would like to particularly emphasize.
I) Full characterization of each iteration versus the number of iterations scaling behavior
Namely, the analysis that we presented above is substantially different from typical complexity analyses. The typical complexity analyses usually try to determine an estimate for the number of iterations before the algorithm can terminate. Also, more often than not, such estimates do not insist on full exactness and instead focus on the so-called scaling behavior. In the above analysis we chose a different but way more general (and much harder) approach that essentially circumvents both of the above points (it doesn't count how many iterations will be run before the algorithm terminates and it doesn't use the "estimating scalings" type of analysis). Instead, we determine all the key performance characterization parameters for any iteration and then simply observe in what iteration they come close to the limiting values. This is of course, what ideally should be the ultimate goal of any performance characterization analysis, but due to its hardness it is rarely (if ever) possible. Instead it is often then approximated through the above "determining the scaling behavior of the number of iterations" approach.
II) CLuP's structural simplicity -the ultimate goal
Besides the above mentioned very small number of iterations that characterizes the discussed CLuP's behavior, one should also observe that the CLuP's overall structural simplicity is rather significant as well. Keeping this in mind and recalling on the two main goals when it comes to the MIMO ML (exact solution and low complexity) one arrives at the following so to say MIMO ML grand-challenge:
MIMO ML -ultimate grand-challenge
• Can one design an algorithm that is structurally simpler than CLuP, runs in a smaller number of iterations, and achieves (or beats) the exact MIMO ML in polynomial time?
.
Of course, at this point it seems rather inconceivable how one can hope to design a structure simpler and iterations wise faster than CLuP. Still many miracles are possible within mathematics, so one should not rule out option that one day this kind of miracle turns out to be possible as well.
Conclusion
In our companion paper [22] we introduced a very powerful and relatively simple polynomial method for achieving the exact ML-detection performance at the receiving end of MIMO systems. We referred to the method and all technical concepts that are behind it as the Controlled Loosening-up (CLuP). Already through the introduction of the method in [22] it was relatively easy to see that it has a large number of rather remarkable features, achieved through an incredibly simple underlying structure. Since all of these features have fairly deep mathematical roots that are behind them, in the prototype paper [22] we only provided a set of so to say first glance observations and left a sequence of more thorough discussions for a series of companion papers. This paper is one of such papers and deals with a particularly important feature of the CLuP algorithm, the computational complexity.
As already mentioned in [22] , one of the very best features of the CLuP algorithm is its computational complexity. Since CLuP is an iterative procedure with structurally fairly simple iterations, the main contributing factor to its overall complexity becomes the number of running iterations. What was also observed in [22] , was that the number of iterations is not only acceptable (say polynomial) but it actually fairly often behaves way better than that. Namely, it turned out that it is an incredibly small number that often in the regimes of interest is not even going above 10 no matter what the problem dimensions are. In this paper we provided a careful analysis of the algorithm's behavior through the iterations. The analysis that we provided is different from the standard complexity analyses that typically determine just the overall number of iterations and the complexity per iteration. Instead of going through such a rather standard route we actually approached it in a substantially more general way and analyzed each iteration of the algorithm separately. As a result of such an approach we determined a full characterization of all algorithm's critical parameters for any of the iterations.
The presented analysis is deeply rooted in some of the most crucial concepts within the Random Duality Theory (RDT). In a connection with RDT, we first presented the analysis on the level of the algorithm's first iteration and then showed how one can transfer from the first to the second iteration. This is of course the key point as we were then able to show how this particular iteration transfer can be utilized in all later transfers from k-th to (k + 1)-th iteration (for any k > 2). We also presented a large set of results obtained through numerical simulations and observed a strong agreement between what the theory and simulations predict.
We do mention that since this is the companion paper of the introductory one [22] , we here (as in [22] ) focus on the CLuP itself. However, as was already discussed in [22] , the presented concepts are very general and go way beyond CLuP. We will in several additional companion papers discuss how the analysis presented here changes when one faces a large class of other problems solvable through algorithms that conceptually rely on CLuP.
