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Abstract
Despite the effectiveness of multitask deep neural network (MTDNN), there is a limited theoretical understanding
on how the information is shared across different tasks in MTDNN. In this work, we establish a formal connection
between MTDNN with infinitely-wide hidden layers and multitask Gaussian Process (GP). We derive multitask GP
kernels corresponding to both single-layer and deep multitask Bayesian neural networks (MTBNN) and show that
information among different tasks is shared primarily due to correlation across last layer weights of MTBNN and
shared hyper-parameters, which is contrary to the popular hypothesis that information is shared because of shared
intermediate layer weights. Our construction enables using multitask GP to perform efficient Bayesian inference
for the equivalent MTDNN with infinitely-wide hidden layers. Prior work on the connection between deep neural
networks and GP for single task settings can be seen as special cases of our construction. We also present an adaptive
multitask neural network architecture that corresponds to a multitask GP with more flexible kernels, such as Linear
Model of Coregionalization (LMC) and Cross-Coregionalization (CC) kernels. We provide experimental results to
further illustrate these ideas on synthetic and real datasets.
1 Introduction
Multitask learning (MTL) is a learning paradigm in which multiple tasks are learned jointly, aiming to improve the
performance of individual tasks by sharing information across tasks [4, 26], using various information sharing mech-
anisms. For example, MTL models based on deep neural networks commonly use shared hidden layers for all the
tasks; probabilistic MTL models are usually based on shared priors over the parameters of the multiple tasks [16, 5];
Gaussian Process based models, e.g., multitask Gaussian Processes (GP) and extensions [2, 23], commonly employ
covariance functions that models both inputs and task similarity. Multi-label, multi-class, multi-output learning can be
seen as special cases of multitask learning where each task has the same set of inputs.
Transfer learning is also similar to MTL, except that the objective of MTL is to improve the performance over all
the tasks whereas the objective of transfer learning is to usually improve the performance of a target task by leveraging
information from source tasks [26]. Zero-shot learning and few-shot learning are also closely related to MTL.
Prior works [14, 24] have shown that a fully connected Bayesian neural network (NN) [13, 15] with a single,
infinitely-wide hidden layer, with independent and identically distributed (i.i.d) priors on weights, is equivalent to a
Gaussian Process. The result has recently been also generalized to deep Bayesian neural networks [9] with any number
of hidden layers. These connections between Bayesian neural networks and GP offer many benefits, such as theoretical
understanding of neural networks, efficient Bayesian inference for deep NN by learning the equivalent GP, etc.
Motivated by the equivalence of deep Bayesian neural networks and GP, in this work, we investigate whether a
similar connection exists between deep multitask Bayesian neural networks [18] and multitask Gaussian Processes
∗This work was done while at IIT Kanpur
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Figure 1: A multi-task deep neural network with 2 tasks
[2]. Our analysis shows that, for multitask Bayesian NN with single as well as multiple hidden layers, there exists an
equivalent multitask GP (under certain priors on neural network weights). Furthermore, we derive the multitask GP
kernel function corresponding to multitask Bayesian NN with single as well as multiple hidden layers.
By leveraging this connection, we show that information among multiple tasks is shared due to shared priors on
weights of neural network (which corresponds to kernel hyperparameters in GP) and correlation between weights from
last hidden layer to output layer (corresponds to task correlations of multitask GP), which is contrary to the common
belief that information among different tasks is shared because of shared hidden layers of the neural network.
Our analysis shows that simple hard parameter sharing [18] multitask NN corresponds to multitask GP with the
Intrinsic Coregionalization Model (ICM) kernel [1]. Further exploiting the MTDNN and multitask GP connection,
we design a novel and more flexible adaptive multitask NN architecture that corresponds to multitask GP with Linear
Model of Coregionalization (LMC) and Cross-Coregionalization (CC) kernels [1]. To summarize, our contributions
are as follows:
• We establish a formal connection between multitask Bayesian NN and multitask GP. Furthermore, we derive the
kernel function for the corresponding multitask GP which turns out to be an ICM kernel [1].
• We provide a better theoretical understanding on how information is shared in multitask Bayesian NN, in partic-
ular, we show that information among multiple tasks is shared due to shared priors on weights of neural network
and correlation between weights from last hidden layer to the output layer.
• We propose a novel and more flexible multitask neural network architecture which we call ’Adaptive multitask
neural network (AMTNN)’ that corresponds to multitask GP with more flexible LMC and CC kernels.
2 Notations
Let us consider a deep neural network with L hidden layers, with lth layer having N l number of hidden units. We
denote the weights from (l − 1)th layer to lth layer as U l−1 (matrix of size N l ×N l−1) and output of lth layer by xl
(vector of size N l). The bias for ith node in a lth layer is denoted by bl−1i .
Let us denote the input to ith node of lth layer by zl−1i . Therefore its output x
l
i can be expressed as
xli = h
l(zl−1i ) = h
l
(N l−1∑
j=1
U l−1ij x
l−1
j + b
l−1
i
)
where hl is the activation function of all nodes in lth layer. For conciseness, we often write it as
xli = h
l(zl−1i ) = h
l(xl−1, U l−1i )
xl = hl(zl−1) = hl(xl−1, U l−1)
Following the notation in [9], we denote the first layer input as x. We then have
xl(x) = hl(zl−1(x)) = hl(xl−1(x), U l−1)
2
Just to distinguish the last (output) layer from all other layers of the neural network, we will denote the last layer
weights UL as v. Also, we denote input layer x0(x) as x and output layer xL+1 as f(x). The last layer has identity
transfer function hL+1(α) = α. Using this convention, the final layer output can be expressed as
f(x) = xL+1(x) = hL+1(zL(x)) = zL(x) (1)
We often refer single hidden layer Neural network as single-layer neural network and number of nodes in a layer as
the width of the layer.
3 Neural Networks and Gaussian Processes
In this section, we briefly discuss prior works on the connection between single and deep Bayesian NN with GP.
3.1 Single-Layer Neural Network as Gaussian Process
Neal [14] defined priors over weight and biases of single-layer Bayesian NN and showed that, in the limit of infinite
width, the neural network converges to a GP. In a single-layer Neural network with N1 = H hidden units, the output
f(x) (single task) can be expressed as
f(x) = b+
H∑
j=1
vjh(x, Uj) (2)
Here, b, v and Uj’s are assumed to be mutually independent. vj’s and Uj’s are i.i.d. with Gaussian priorN (0, σ2v) and
b has a Gaussian prior N (0, σ2b ).
3.2 Deep Neural Networks as Gaussian Processes
Hazan and Jaakkola [8] extended Neal’s [14] work to a two hidden layer neural network and further derived the
stochastic kernel function for the corresponding GP. Lee et al [9] further extended this connection to deep networks.
The connection was based on exploiting the independence of the outputs of hidden layer nodes and applying the central
limit theorem recursively on the intermediate layers.
For a deep neural network, suppose K1 denotes the kernel based on the first hidden layer’s output
K1(x1, x2) = E
[
z1i (x1)z
1
i (x2)
]
[9] showed that as Nl → ∞ ∀l ∈ [L], a deep neural network converges to a GP; f ∼ GP(µ,K) with mean µ = 0
and covariance function KL,
KL(x1, x2) = E
[
zLi (x1)z
L
i (x2)
]
= σ2b + ω
2
vEzL−1i ∼GP(0,KL−1)
[
xLi (x1)x
L
i (x2)
]
= σ2b + ω
2
vFh
(
KL−1(x1, x1),KL−1(x1, x2),KL−1(x2, x2)
)
(3)
where the recursive kernel equation turns out to be
Kl(x1, x2) = σ
2
b + ω
2
vFh
(
Kl−1(x1, x1),Kl−1(x1, x2),Kl−1(x2, x2)
)
(4)
with the base case being K0(x1, x2) = E
[
z0i (x1)z
0
i (x2)
]
and ω2v = Hσ
2
v . The functional form of Fh depends on
activation function h and some other hyperparameters.
4 Multitask Neural Network
We use fully-connected hard parameter sharing multitask Bayesian neural network architecture [18, 4] where all the
tasks share same weights from input layer till the last hidden layer, and each task has separate weights from last hidden
layer to output layer (cf., Fig 1). Note that we will be using the Bayesian version of the this multitask NN. Throughout
this exposition, multitask neural network refers to this hard-parameter sharing multitask Bayesian Neural Network
(unless specified otherwise). Later, in Section 8, we design a new neural network architecture - an adaptive multitask
Bayesian neural network.
3
5 Multitask Gaussian Process
Multitask GP (MTGP) [2] defines a joint prior distribution over multiple functions, where each function models a
learning task (e.g., regression or classification). Let there be T tasks and let f1, f2, ...fT denote the T functions such
that the kth task is modelled by fk. Let X = [x1, x2, ...xN ] be N input data points with corresponding tasks T =
[t1, t2, ...tN ], ti ∈ [T ] ∀i, and observed scalar outputs y = [y1, y2, ...yN ], i.e. yi is the observed output of tthi task on
input xi. Given fti , the likelihood of yi is expressed as
yi|fti(xi) ∼ N (fti(xi), σ2ti)
where σ2ti is the noise variance of t
th
i task.
Let f denote the joint function over all tasks, i.e f takes data point xi and its task ti as input and outputs fti(xi)
f(xi, ti) = fti(xi)
Multitask GP defines a GP prior on joint function f , i.e. any finite sample of f(x, t) forms a Gaussian distribution
f(x1, t1)
f(x2, t2)
.
.
f(xs, ts)
 =

ft1(x1)
ft2(x2)
.
.
fts(xs)
 ∼ N


µt1(x1)
µt2(x2)
.
.
µts(xs)
 ,Σ

Σ[i, j] = Cov(fti(xi), ftj (xj))
= K(xi, ti, xj , tj)
where {xi, ti} are any random set of input and task samples. K(xi, ti, xj , tj) is a task dependent kernel function
and µt(x) is the mean function which is usually assumed to be zero. For simplicity, it is usually assumed that task
dependent kernel can be decomposed into two parts - covariance between tasks and covariance between inputs [2, 1].
K(xi, ti, xj , tj) = Ktask(ti, tj)Kinput(xi, xj) (5)
With the above-defined priors and likelihood, the posterior predictive distribution turns out to be Gaussian. Please
refer the appendix Multitask Gaussian Process for derivations of posterior predictive and further discussions on how
information is shared in a multitask GP.
6 Multitask Bayesian NN as Multitask GP
In this section, we define priors over weights and biases of single-layer multitask Bayesian NN and show that it
converges to multitask GP in the limit of infinite width. Next, we derive the corresponding MTGP kernel function. At
the end of this section, we also present some important and surprising observations based on this connection.
6.1 Priors on single-layer multitask Bayesian NN
In case of multi-output learning, Neal [14] assumed outputs to be not related and stated that training an infinitely
wide multi-output neural network is the same as training for each output separately. In contrast, we assume outputs of
different tasks to be potentially related (note that task relatedness is central to multitask learning).
Let us consider a single hidden layer multitask neural network with T tasks andH hidden units, with the activation
function of each hidden units being h. Let Ui be the weights from input to ith hidden unit and vkj be the weights from
jth hidden unit to output of kth task and bk be the bias from hidden unit to output of kth task. This architecture
corresponds to Fig. 1 with L = 1 and N1 = H . The output of kth task, fk can be written as
fk(x) = bk +
H∑
j=1
vkj h(x, Uj), where x ∈ Rd (6)
4
We define zero mean i.i.d Gaussian prior on Ui’s
Ui ∼ N (0,Σu),∀i, Ui ∈ Rd
For a given task k, we assume vkj to be i.i.d. with a zero mean Gaussian prior and σ
2
kk variance.
vkj ∼ N (0, σ2kk),∀j
For i 6= j, assume vkai and vkbj are independent, and for a given j, assume vj’s can be correlated across different tasks,
i.e. Cov(vkaj , v
kb
j ) need not be zero. We also assume, for a given pair of tasks, covariance remains same for all j’s.
Cov(vkai , v
kb
j ) = I(i = j)σ
2
kakb
,∀i, j
We define Hσ2kakb = ω
2
kakb
i.e. σ2kakb scales with H . We can introduce a temporary variable z, such that z
t
i =
√
Hvti
then zti has a zero mean and following covariance,
Cov(zkai , z
kb
j ) = I(i = j)ω
2
kakb
,∀i, j
We define prior over bk to be Gaussian with zero mean and following covariance function,
bk ∼ N(0, Cω2kk) where C is a constant
Cov(bki , bkj ) = Cω
2
kikj
6.2 Single-layer Multitask BNN Converges to MTGP
In this section, we show that, as the number of hidden units tends to infinity, single hidden layer multitask BNN with
the above-mentioned priors converges to multitask GP.
Claim 1 : fk(x) is Gaussian
fk(x) = bk +
H∑
j=1
vkj h(x, Uj) (7)
fk(x) = bk +
√
H
[ 1
H
H∑
j=1
zkj h(x, Uj)
]
(8)
Uj are independent of zkj ,∀k, j (since Uj are independent of vkj )
E[zkj h(x, Uj)] = E[z
k
j ]E[h(x, Uj)] = 0 (9)
V ar(zkj h(x, Uj)) = ω
2
kkE[(h(x, Uj))
2] (10)
AssumingE[h(x, Uj)2] is finite (if h is bounded then it is trivially true, but even for ReLU, it is finite [6]), the variance
of zkj h(x, Uj) is finite. We know that
• ∀j1 6= j2 zkj1 and zkj2 are i.i.d and Uj1 and Uj2 are i.i.d.
• ∀j1 and j2 zkj1 and Uj2 are independent.
Therefore, for a given task k, zkj h(x, Uj)’s are i.i.d. for different j. In the limit of H → ∞, using Central Limit The-
orem, α =
√
H
[
1
H
∑H
j=1 z
k
j h(x, Uj)
]
converges to a Gaussian distribution. bk is also Gaussian and is independent
from α. By the sum of two independent Gaussians property, fk(x) converges to a Gaussian distribution.
Claim 2 : Multitask Bayesian NN Converges to MTGP
5
We now show that joint priors on fk’s converge to multitask GP prior, by proving that, for any finite subset of inputs
{x1, x2, ...xs} and their corresponding tasks, {t1, t2, ...ts}, the outputs of multitask Bayesian NN are jointly Gaussian.
ft1(x1)
ft2(x2)
.
.
fts(xs)
 =

bt1
bt2
.
.
bt2
+
√
H
[ 1
H
H∑
j=1
Fj
]
(11)
where Fj = [zt1j h(x1, Uj), ...z
ts
j h(xs, Uj)]
T (12)
E(Fj) = [0, 0, ...0],∀j (13)
Cov(Fj , Fk)l,m =
{
0 if j 6= k
ω2lmE[h(xl, Uj)h(xm, Uk)] if j = k
(14)
If we assume E[h(xl, Uj)h(xm, Uj)] to be finite (if h is bounded then it is trivially true, but even for ReLU, it is
finite [6]) then each of the elements in variance-covariance matrix of Fj is finite.
Note that Fj and Fk are independent for all j 6= k (since every co-ordinate inFj is independent of every co-ordinate
inFk, as in claim 1). Also, since {zj}’s (and {Uj}’s) are identically distributed for different j’s,Fj’s are also identically
distributed. Therefore, by the multidimensional central limit theorem, in limit ofH →∞,√H
[
1
H
∑H
j=1 Fj
]
converge
to a multivariate Gaussian distribution. Since [bt1 , bt2 ..bts ]
T is Gaussian, [ft1(x1), ft2(x2), ..fts(xs)] is also Gaussian
as sum of two independent Gaussians is also Gaussian.
Thus multitask neural network priors on the functions fk’s jointly converge to a multitask GP prior, establishing
the equivalence between the two.
6.3 MTGP Kernel for single-layer multitask BNN
In this section we derive the multitask GP kernel functions corresponding to single-layer multitask Bayesian NN, with
the above-mentioned priors (in the limit H → ∞). Since fk(x) = bk +
∑H
j=1 v
k
j h(x, Uj), it is easy to see that the
multitask GP mean function E[fk(x)] = 0.
We can derive the multitask GP covariance function as follows
Cov(ft1(x1), ft2(x2)) = E[ft1(x1)ft2(x2)]
= E[bt1bt2 ] + E[(
H∑
j=1
vt1j h(x1, Uj))(
H∑
k=1
vt2k h(x2, Uk))]
= Cω2t1t2 +
H∑
j=1
H∑
k=1
E[vt1j v
t2
k ]E[h(x1, Uj))h(x2, Uk))]
= Cω2t1t2 +
H∑
l=1
σ2t1t2E[h(x1, Ul))h(x2, Ul))]
= Cω2t1t2 +Hσ
2
t1t2E[h(x1, Ul))h(x2, Ul))] for anyl
= ω2t1t2(C + E[h(x1, U)h(x2, U)])
Thus the multitask GP kernel corresponding to multitask Bayesian neural network is
Kt1t2(x1, x2) = Cov(ft1(x1), ft2(x2)) (15)
= ω2t1t2(C + E[h(x1, U))h(x2, U))]) (16)
We can see that the multitask GP covariance function corresponding to multitask Bayesian NN factorizes into input
dependent and task dependent components, which is similar to ICM kernels[1, 2]
Kt1t2(x1, x2) = Kinput(x1, x2)Ktask(t1, t2)
= ω2t1t2(C + E[h(x, U))h(x, U))])
6
Comparing both the equations,
Ktask(t1, t2) ∝ ω2t1t2 (17)
Kinput(x1, x2) ∝ C + E[h(x1, U))h(x2, U)) (18)
which is also intuitive as we know in single task case
K(x1, x2) = σ
2
b + ω
2E[h(x, u))h(x, u))] (19)
Hence we proved that multitask Bayesian NN with appropriately defined priors as above converges to a multitask
Gaussian process with ICM kernels.
6.4 Some Observations
Let vt1j and v
t2
j are independent (or uncorrelated), then
Cov(vt1j , v
t2
j ) = σ
2
t1t2 = 0 for t1 6= t2 (20)
Ktask(t1, t2) = 0 (21)
Cov(ft1(x1), ft2(x2) = 0,∀x1, x2 (22)
From the above equations, we can see that if we assume weights from last hidden layer nodes to outputs of different
tasks to be independent (or uncorrelated), then it is equivalent to learning each task separately (assuming we fixed
all the hyperparameters - including kernels). Refer to the Appendix (Section Multitask Gaussian Process) for further
discussions on posterior prediction distribution and information sharing in multitask Gaussian process
We can also see that in ICM kernels all the task share same Kinput function which means that the kernel hyperpa-
rameters (of Kinput part) are shared across all the tasks.
In contrast, in a multitask Bayesian NN with correlated weights from last hidden units to the output of different
tasks, the information is shared both due to task correlations and shared hyperparameters. If the weights are not
correlated then information is shared only due to shared hyperparameters (shared priors on weights of intermediate
layers).
7 Deep Multitask Bayesian NN as Multitask GP
In this section, we generalize our result from single-layer multitask Bayesian NN to deep multitask Bayesian NN.
Further, we derive the corresponding multitask GP kernels.
Note that, in a multitask deep neural network with L > 1 hidden layers, the output of kth task can be written as
fk(x) = b
L
k +
NL∑
j=1
vkj h(x
L−1(x), UL−1j ) (23)
where xL−1 are penultimate hidden layer outputs. The priors on weights and biases from input to the last hidden layer
are the same as follows. We define the set {U ljk} and set {blk}|L−1l=1 to be independent and identically distributed with
blk ∼ N (0, σ2b ). All {vtk} are independent of {U ljk}, {blk}. However, {vtk} are correlated amongst themselves with
covariance, Cov(vtik , v
tj
l ) = I(k = l)σ
2
titj ,∀k, l, and {bLk } are correlated with covariance, Cov(bLti , bLtj ) = σ
2(ti,tj)
b .
7.1 Deep multitask BNN converges to MTGP
In this section, we show that fk(x)’s converges to Gaussian distributions and consequently deep multitask BNN con-
verges to multitask GP.
Since vkj is independent ofU
l, ∀l ∈ {0, 1, ..L}, vkj is independent of h(xL−1(x), UL−1j ). Thus ∀j, vkj h(xL−1(x), UL−1j )
are i.i.d. Using CLT and sum of independent Gaussians property, fk(x) is Gaussian.
We can show that joint priors on fk’s converge to a multitask GP following the same arguments as in Claim 2 of
single-layer multitask Bayesian NN converges to MTGP. For more details refer to the Appendix (Section Deep MTNN
converges to Deep MTGP).
7
7.2 MTGP Kernel for deep Multitask BNN
Just like the single hidden layer case, here we derive the MTGP kernel corresponding to the deep multitask BNN. Note
that the mean is given by
E[ft(x)] = E[b
L
k ] +
NL∑
j=1
E[vkj h(x
L−1(x), UL−1j )] = 0
and covariance function (refer to the Appendix for derivation)
KL(t1t2)(x1, x2) = E[ft1(x1)ft2(x2)]
= σ
2(t1t2)
b + ω
2(t1t2)
v EzL−1∼GP(0,KL−1)
[
hL(zL−1(x1))hL(zL−1(x2))
]
= σ
2(t1t2)
b + ω
2(t1t2)
v Fh
(
KL−1(x1, x1),KL−1(x1, x2),KL−1(x2, x2)
)
(24)
We note that, except the last layer, all other layers are task-independent and so is their covariance function. Fol-
lowing [9], we also note that for a general lth layer the expectation is taken over zl−1i ∼ GP(0,Kl−1) and after
integration the function can be recursively expressed ∀l < L. The kernel in this case will be Kl(x1, x2) = σ2b +
ω2vFh
(
Kl−1(x1, x1),Kl−1(x1, x2),Kl−1(x2, x2)
)
, with the base case kernel being, K0(x, x′) = E
[
z0(x)z0(x′)
]
=
σ2b + ω
2
v(x · x′)
8 Adaptive Multitask Bayesian Neural Networks
We have seen that hard-parameter sharing multitask Bayesian NN corresponds to multitask GP with ICM kernels.
However, ICM kernels are known to be less flexible than Linear Model of Coregionalization (LMC) and Cross-
Coregionalization (CC) kernels [1]. Please refer to the Appendix (Section Limitations of ICM Kernels) for a detailed
discussion on the limitations of ICM kernels.
In this section, we design a more flexible adaptive multitask Bayesian neural network, and show that it corresponds
to multitask GP with more flexible LMC and CC kernels.
Figure 2: An adaptive multitask neural network with two tasks
8.1 Adaptive Multitask BNN Architecture and Priors
Our adaptive multitask BNN architecture has K basis neural networks (feature extractors). The output of each task is
a task-dependent linear combination of features extracted by each of the basis neural networks (Fig. 2)
For simplicity, we assume all the basis NN to be single hidden layer NNs with H hidden units each. Let Uki be the
weights from input to ith hidden unit of kth basis network. We define zero mean i.i.d Gaussian priors on Uki , ∀i, k.
Let vkit be the weight from i
th hidden unit of kth basis to the output node of tth task. We define a zero mean Gaussian
prior on vkit with the following covariance:
Cov(vmit1v
n
jt2) = σ
2(mn)
t1t2 if i = j, and 0 otherwise
8
We define U ’s to be independent of the v’s. The output of the tth task, ft(x) can be written as
ft(x) =
K∑
k=1
H∑
j=1
vkjth
k(x, Ukj ) (25)
where hk is the activation function of kth basis NN. For simplicity we do not assume the bias term from hidden unit
to output layer.
8.2 Adaptive MTBNN Converges to Multitask GP
We show that ft jointly forms a Gaussian prior
ft1(x1)
ft2(x2)
.
.
fts(xs)
 =
H∑
j=1
K∑
k=1
Fjk =
H∑
j=1
( K∑
k=1

vkjt1h
k(x1, U
k
j )
vkjt2h
k(x2, U
k
j )
.
.
vkjtsh
k(xs, U
k
j )

)
Note that Gj =
∑K
k=1 Fjk are i.i.d. with finite variance-covariance. Therefore, by the multidimensional Cen-
tral Limit Theorem,
∑H
j=1Gj converges to a Gaussian distribution. Refer to the Appendix (Section Proof: Adaptive
MTBNN Converges to Multitask GP) for a detailed proof.
8.3 Adaptive MTGP Kernels
In this section, we derive the multitask GP kernel corresponding to the adaptive multitask neural network and show
that it corresponds to LMC kernels. First, note that the mean of ft(x)
E[ft(x)] = E[
K∑
k=1
H∑
j=1
vkjth
k(x, Ukj )] = 0
The covariance function can be derived as follows
Cov(ft1(x1), ft2(x2) = E[ft1(x1)ft2(x2)]
= E
[( K∑
m=1
H∑
i=1
vmit1h
m(x1, U
m
i )
)( K∑
n=1
H∑
j=1
vnjt2h
n(x2, U
n
j )
)]
=
K∑
m=1
K∑
n=1
H∑
i=1
H∑
j=1
E[vmit1v
n
jt2 ]E[h
m(x1, U
m
i )h
n(x2, U
n
j )]
=
K∑
m=1
K∑
n=1
H∑
i=1
σ
2(mn)
t1t2 E[h
m(x1, U
m
i )h
n(x2, U
n
i )]
=
K∑
m=1
K∑
n=1
ω
2(mn)
t1t2 E[h
m(x1, U
m
l )h
n(x2, U
n
l )], for any l (26)
Comparing the equation with Cross-Coregionalization (CC) kernels,
Kt1t2(x1, x2) =
K∑
m=1
K∑
n=1
Kmntask(t1, t2)K
mn
input(x1, x2) (27)
Kmntask(t1, t2) ∝ ω2(mn)t1t2 (28)
Kmninput(x1, x2) ∝ E[hm(x1, Uml )hn(x2, Unl )], for any l (29)
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Therefore, we have shown that adaptive multitask NN converges to multitask GP with CC kernel.
Let us redefine the covariance between vmit to
Cov(vmit1v
n
jt2) = σ
2(mm)
t1t2 if i = j and m = n and 0 otherwise (30)
With the above defined covariance between vmit ,
Cov(ft1(x1), ft2(x2) =
K∑
m=1
ω
2(mm)
t1t2 E[h
m(x1, U
m
l )h
m(x2, U
n
l )] (31)
The above covariance corresponds to an LMC kernel Kt1t2(x1, x2) =
∑K
m=1K
m
task(t1, t2)K
m
input(x1, x2).
Therefore, the proposed adaptive multitask NN converges to multitask Gaussian Process with more flexible LMC
and CC kernels.
9 Experiments
In this section, we present several experiments to illustrate the practical benefits of the connection between multitask
Bayesian NN and multitask GP. (Please refer appendix Experiments for dataset descriptions)
9.1 Efficacy of Multitask BNN vs Multitask GP
We compare the speed and performance of multitask Bayesian NN (with Variational Bayes (VB) inference) and
multitask GP on a subset of SARCOS [17] (first 600 and 500 data from train and test, respectively) and Polymer
datasets [25, 3]. Table 1 shows that multitask GP is faster and yields better accuracy than corresponding multitask
BNN (for smaller datasets), which shows that VB inference is susceptible to local convergence. Our results also sug-
gests that it is better to use multitask GP for problems like multitask Bayesian Optimization [20] where often the data
size is limited. We use only the first and second outputs (task 1 and task 2) for both SARCOS and Polymer data. We
use single layer hard-parameter sharing multitask NN and its corresponding multitask GP.
Table 1: Efficacy of multitask BNN vs Multitask GP
Model Epochs MSE -1 MSE - 2 Time (secs)
SARCOS - Train 600 and Test 500 Dataset
MTGP - 48.59 52.06 20
MTBNN 10k 116.67 81.41 9.33
MTBNN 100k 105.94 80.12 70.69
Polymer Dataset
MTGP - 0.0037 0.0032 0.1
MTBNN 10k 0.0179 0.0142 5.68
MTBNN 100k 0.0128 0.0117 55.61
9.2 Correlated vs Uncorrelated Multitask NN
In this section, we compare the performance of correlated and uncorrelated multitask NN on the Textual-Entailment
task - Sentences Involving Compositional Knowledge (SICK) dataset [12, 11]. We combine SICK data with the Multi-
Genre Natural Language Inference (MultiNLI) dataset [22] to make it a multitask problem. (in our experiment task
1 is SICK and task 2 is MultiNLI). As MultiNLI is much bigger than SICK, the performance of MultiNLI is almost
unaffected, hence we compare performances only on SICK.
We use standard neural networks rather than Bayesian neural networks, as approximate inference methods often
converge to bad optima. For correlated multitask NN, we use correlated regularization on weights from the last hid-
den layer to the output layer (corresponds to MAP estimate). As we are particularly interested in the importance of
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correlation between the weights from last hidden layer to output layer, we use Bidirectional Encoder Representations
from Transformers (BERT) [7, 10] as a feature extractor (i.e we replace dense neural network from input to last hidden
layer with BERT-Large). Motivations for using BERT rather than fully connected NN is, 1) its practicality on lots of
applications and 2) improving on better models is more useful and reliable than improving on a bad mode (improving
performance on simple NN may not be much of use).
We report best and average accuracy (over 5 runs) on the SICK test set.
Table 2: Correlated vs Uncorrelated Multitask NN
Model Best Acc. Average Acc.
SICK dataset
No Multitask NN 89.81 89.19
Uncorrelated multitask NN 90.93 90.78
correlated multitask NN 91.23 91.02
9.3 Advantage of Adaptive Multitask NN
In this section, we give a real example where multitask neural networks performs worse than a single task neural net-
work, and we show that adaptive multitask NN performs better than normal multitask neural network. We use Stanford
Sentiment Treebank (SST) [19] and MultiNLI datasets (SST is task 1 and MultiNLI is task 2) for our experiment and
measure classification accuracy on SST. Again, we use BERT for basis neural networks (feature extractor). For adap-
tive multitask NN, we use two basis. Here, we report best and average (over 10 runs) accuracy on SST development
data and test accuracy corresponding to the best development model.
Table 3: Adaptive vs Normal Multitask NN
Model Best Acc. Average Acc. Test Acc.
SST Dataset
No MTNN 92.55 92.06 94.12
Normal MTNN 90.60 89.99 90.72
Adaptive MTNN 91.63 90.36 91.98
From table 3, we can see that multitask NN performs much worse than single task NN; this is expected as en-
tailment and sentiment analysis are quite different tasks (also feature vector of Sentiment Analysis corresponds to a
single sentence whereas feature vector of entailment corresponds to two sentences). Further, adaptive multitask NN
performs better than normal multitask NN. Please refer to appendix for a similar experiment on simulated dataset and
fully connected neural networks.
10 Conclusion and Future Work
We have shown that multitask Bayesian deep neural networks converge to a multitask GP and derived its corresponding
multitask GP kernels. Our analysis sheds light on the behavior of multitask deep NN. We also proposed a novel and
more flexible adaptive multitask neural network architecture and showed that it corresponds to a multitask GP with
LMC and CC kernels. Our experiments show that the proposed adaptive multitask NN performs better than the standard
multitask NN, especially if the tasks are not that highly correlated.
We empirically also show that, for smaller datasets, it is better to use multitask GP than multitask BNN as approx-
imate inference methods like VB that are routinely used for multitask BNN often converge to bad local optima. We
also show that the correlated multitask NN is better than uncorrelated multitask NN.
Exploring the potential relationship between Gaussian Process and more advanced neural network architecture
like Transformers [21], multitask BERT [10], multitask CNN for a better probabilistic understanding of these deep
learning models would be a future avenue of this work.
11
References
[1] Mauricio A Alvarez, Lorenzo Rosasco, Neil D Lawrence, et al. Kernels for vector-valued functions: A review.
Foundations and Trends R© in Machine Learning, 4(3):195–266, 2012.
[2] Edwin V Bonilla, Kian M Chai, and Christopher Williams. Multi-task gaussian process prediction. In Advances
in neural information processing systems, pages 153–160, 2008.
[3] Hanen Borchani, Gherardo Varando, Concha Bielza, and Pedro Larran˜aga. A survey on multi-output regression.
Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, 5(5):216–233, 2015.
[4] Rich Caruana. Multitask learning. Machine learning, 28(1):41–75, 1997.
[5] Ciprian Chelba and Alex Acero. Adaptation of maximum entropy capitalizer: Little data can help a lot. Computer
Speech & Language, 20(4):382–399, 2006.
[6] Youngmin Cho and Lawrence K Saul. Kernel methods for deep learning. In Advances in neural information
processing systems, pages 342–350, 2009.
[7] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional
transformers for language understanding. arXiv preprint arXiv:1810.04805, 2018.
[8] Tamir Hazan and Tommi Jaakkola. Steps Toward Deep Kernel Methods from Infinite Neural Networks. arXiv
e-prints, page arXiv:1508.05133, Aug 2015.
[9] Jaehoon Lee, Yasaman Bahri, Roman Novak, Samuel S Schoenholz, Jeffrey Pennington, and Jascha Sohl-
Dickstein. Deep neural networks as gaussian processes. arXiv preprint arXiv:1711.00165, 2017.
[10] Xiaodong Liu, Pengcheng He, Weizhu Chen, and Jianfeng Gao. Multi-task deep neural networks for natural
language understanding. arXiv preprint arXiv:1901.11504, 2019.
[11] Marco Marelli, Luisa Bentivogli, Marco Baroni, Raffaella Bernardi, Stefano Menini, and Roberto Zamparelli.
Semeval-2014 task 1: Evaluation of compositional distributional semantic models on full sentences through
semantic relatedness and textual entailment. In Proceedings of the 8th international workshop on semantic
evaluation (SemEval 2014), pages 1–8, 2014.
[12] Marco Marelli, Stefano Menini, Marco Baroni, Luisa Bentivogli, Raffaella Bernardi, and Roberto Zamparelli.
A SICK cure for the evaluation of compositional distributional semantic models. In Proceedings of the Ninth
International Conference on Language Resources and Evaluation (LREC-2014), pages 216–223, Reykjavik,
Iceland, May 2014. European Languages Resources Association (ELRA).
[13] Radford M Neal. Bayesian learning via stochastic dynamics. In Advances in neural information processing
systems, pages 475–482, 1993.
[14] Radford M Neal. Priors for infinite networks. In Bayesian Learning for Neural Networks, pages 29–53. Springer,
1996.
[15] Radford M Neal. Bayesian learning for neural networks, volume 118. Springer Science & Business Media,
2012.
[16] Alexandre Passos, Piyush Rai, Jacques Wainer, and Hal Daume III. Flexible modeling of latent task structures in
multitask learning. arXiv preprint arXiv:1206.6486, 2012.
[17] Carl Edward Rasmussen and Christopher K. I. Williams. Gaussian Processes for Machine Learning (Adaptive
Computation and Machine Learning). The MIT Press, 2005.
[18] Sebastian Ruder. An overview of multi-task learning in deep neural networks. arXiv preprint arXiv:1706.05098,
2017.
12
[19] Richard Socher, Alex Perelygin, Jean Wu, Jason Chuang, Christopher D Manning, Andrew Ng, and Christopher
Potts. Recursive deep models for semantic compositionality over a sentiment treebank. In Proceedings of the
2013 conference on empirical methods in natural language processing, pages 1631–1642, 2013.
[20] Kevin Swersky, Jasper Snoek, and Ryan P Adams. Multi-task bayesian optimization. In Advances in neural
information processing systems, pages 2004–2012, 2013.
[21] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kaiser,
and Illia Polosukhin. Attention is all you need. In Advances in neural information processing systems, pages
5998–6008, 2017.
[22] Adina Williams, Nikita Nangia, and Samuel R Bowman. A broad-coverage challenge corpus for sentence under-
standing through inference. arXiv preprint arXiv:1704.05426, 2017.
[23] Christopher Williams, Stefan Klanke, Sethu Vijayakumar, and Kian M Chai. Multi-task gaussian process learning
of robot inverse dynamics. In Advances in Neural Information Processing Systems, pages 265–272, 2009.
[24] Christopher KI Williams. Computing with infinite networks. In Advances in neural information processing
systems, pages 295–301, 1997.
[25] Shuo Xu, Xin An, Xiaodong Qiao, Lijun Zhu, and Lin Li. Multi-output least-squares support vector regression
machines. Pattern Recognition Letters, 34(9):1078–1084, 2013.
[26] Yu Zhang and Qiang Yang. A survey on multi-task learning. CoRR, abs/1707.08114, 2017.
13
A Multitask Gaussian Process
In section Multitask Gaussian Process we have seen that multitask GP defines a joint Gaussian prior distribution over
multiple functions with the following covariance
Cov(fti(xi), ftj (xj)) = K(xi, ti, xj , tj)
In this section we derive the predictive posterior distribution for multitask GP and discuss further insights on how
information is shared in multitask GP.
A.1 Predictive Posterior distribution
Assuming multitask GP prior on function fk’s (Gaussian Process prior on joint function f ) and the following Gaussian
Likelihood,
P(y|f, x, t) = N (f(x, t), σ2t )
the predictive posterior distribution for a new data-point x∗ and task t∗ is be given by,
P(y∗|x∗, t∗, X, T , y) = N (µ∗, σ2∗) where
µ∗ = KT∗ C
−1
N y and
σ2∗ = Kt∗t∗(x∗, x∗) + σ
2
t∗ −KT∗ C−1N K∗
K∗ =

Kt∗t1(x∗, x1)
Kt∗t2(x∗, x2)
.
.
Kt∗tN (x∗, xN )

CN [i, j] =
{
Ktitj (xi, xj) + σ
2
ti if ti = tj
Ktitj (xi, xj) otherwise
The above equation follows directly from predictive posterior distribution of Gaussian Process regression (since mul-
titask GP prior on f1, f2, ..fk is same as GP prior on joint function f ).
A.2 Insights on Information sharing
Let us examine the the mean of predictive posterior (an Support Vector Machines like interpretation)
µ∗ = KT∗ C
−1
N y
= KT∗ α where α = C
−1
N y
=
N∑
i=1
Kt∗ti(x∗, xi)αi
=
N∑
i=1
Ktask(t∗, ti)Kinput(x∗, xi)αi
from the above equation we can see that if task ti is highly correlated to task t∗ then data/observation from task ti
contributes more to the prediction, if it is less correlated then it contributes less.
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A.2.1 Information sharing - Uncorrelated functions
In this section we show that if the functions are uncorrelated, then multitask GP corresponds to training individual GP
for each task. For simplicity lets assume only two tasks, t1 and t2. Let x1, x2, ...xn ∈ Task t1 and xn+1, xn+2, ...xN ∈
Task t2
Let the task be uncorrelated
Ktask(ti, tj) =
{
ω2ti if ti = tj
0 otherwise
Posterior Mean and variance for input x and task t1 can be written as
µ = KTC−1N y and
σ2 = Kt1t1(x, x) + σ
2
t1 −KTC−1N K
K =

Kt1t1(x, x1)
Kt1t1(x, x2)
.
Kt1t1(x, xn)
0
.
0

=
[
K1
K2
]
CN =
[
C1n 0
0 C2N−n
]
C−1N =
[
(C1n)
−1 0
0 (C2N−n)
−1
]
Where C1n and C
2
N−n are covariance matrices corresponding to single task GPs.
C1n[i, j] =
{
Kt1t1(xi, xj) + σ
2
t1 if i = j
Kt1t1(xi, xj) otherwise
Now KTC−1N can be written as
KTC−1N =
[
(K1)T (C1n)
−1 0
]
µ = KTC−1N y
= (K1)T (C1n)
−1y1
where y =
[
y1
y2
]
KTC−1N K = (K
1)T (C1n)
−1(K1)
σ2 = Kt1t1(x, x) + σ
2
t1 − (K1)T (C1n)−1(K1)
From the above equations we can see that mean and variance of predictive posterior of multitask GP regressions are
same as predictive posterior when each tasks are trained individually. Hence if the functions are uncorrelated, then
multitask GP corresponds to training individual GP for each task.
Note: In multitask GP, hyperparameters can still be shared across multiple tasks (mainly hyperparameters of Kinput
).
B Deep MTNN converges to Deep MTGP
The derivation for the kernel function for Deep MTGP proceeds recursively. We have seen that input to each hidden
layer in Deep MTNN turns out to be a Gaussian i.e. input to lth layer zl−1(x) ∼ GP (0,Kl−1).
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Derivation of multitask GP kernel
KL(t1t2)(x1, x2) = Cov(ft1(x1), ft2(x2))
= E[ft1(x1)ft2(x2)]
= E[
(
bLt1 +
NL∑
j=1
vt1j x
L(x1)
)(
bLt2 +
NL∑
k=1
vt2k x
L(x2)
)
]
= E[bLt1b
L
t2 +
NL∑
j=1
NL∑
k=1
vt1j v
t2
k x
L(x1)x
L(x2)]
= σ
2(t1t2)
b +
NL∑
j=1
E[vt1j v
t2
j ]E[x
L(x1)x
L(x2)]
= σ
2(t1t2)
b +
NL∑
j=1
σ2(t1t2)v E[h
L(zL−1j (x1))h
L(zL−1j (x2))]
= σ
2(t1t2)
b +
NL∑
j=1
σ2(t1t2)v EzL−1j ∼GP (0,KL−1)[h
L(zL−1j (x1))h
L(zL−1j (x2))]
= σ
2(t1t2)
b +
σ2(t1t2)v NLEzL−1∼GP (0,KL−1)[h
L(zL−1(x1))hL(zL−1(x2))]
= σ
2(t1t2)
b +
ω2(t1t2)v EzL−1∼GP (0,KL−1)[h
L(zL−1(x1))hL(zL−1(x2))]
= σ
2(t1t2)
b +
ω2(t1t2)v Fh(K
L−1(x1, x1),KL−1(x1, x2),KL−1(x2, x2))
C Limitations of ICM Kernels
We have seen that hard-parameter multitask neural network corresponds to Gaussian Process with the well known In-
trinsic coregionalization model (ICM) kernels[1]. Despite its simplicity and popularity its a very rigid form of kernels,
one of the major drawbacks of ICM kernels is that it does not give any guarantee that learning multiple task together
performs atleast as good as learning each task individually (assuming we can find global optima of parameters and
hyperparameters). This restricts the power of multitask learning and requires humans(domain knowledge) to carefully
choose the related tasks to improve performance using MTL. The reason for this rigidity is the single Kinput(x1, x2)
and hence the GPs can model only one type of function, i.e. it assumes all the tasks to have similar properties (like
smoothness, differentiability, periodicity etc) and this could make MTL (both above mentioned MTGP and MTNN)
perform worse than training each task independently if the tasks have different properties.
However, a true MTGP formulation does not make any assumptions on task relatedness, i.e., MTGP does not
assume tasks to have similar properties. Therefore, the limitation is due to the kernel choice and not with the theory of
Multitask Gaussian Process.
Cov(f(xi, ti), f(xj , tj)) = K(xi, ti, xj , tj)
Although not as general as above kernels (i.e., a separate kernel function for each pair of tasks), Linear model of
coregionalization (LMC) and Cross Coregionalization kernels [1] are much more flexible than ICM kernels.
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Linear Model of Coregionalization(LMC) kernel
K(x1, t1, x2, t2) =
K∑
m=1
Kmtask(t1, t2)K
m
input(x1, x2)
Cross-coregionalization kernel
K(x1, t1,x2, t2) =
K∑
m=1
K∑
n=1
Km,ntask(t1, t2)K
m,n
input(x1, x2)
We can see that for K = T (number of tasks) LMC kernels can perform atleast as good as learning each task
individually (and hence Cross-coregionalization kernel), i.e.
K(x1, t1, x2, t2) =
T∑
m=1
Kmtask(t1, t2)K
m
input(x1, x2)
= Ktinput(x1, x2) if t1 = t2 = t
= 0 otherwise
where Ktinput(x1, x2) is the kernel of task t when training individually. We can also see that for K = T , Cross-
coregionalization kernels can form the general MTGP kernels (a separate kernel for each pair of tasks).
D Proof: Adaptive MTBNN Converges to Multitask GP
We can write the output of task t, ft(x) as
ft(x) =
K∑
k=1
H∑
j=1
vkjth
k(x, Ukj )
Let zkjt =
√
Hvkjt
We will show that for any finite subset of input x1, x2, ...xs with corresponding task t1, t2, ..ts, the output of adaptive
multitask NN jointly converges to a Gaussian distribution.
ft1(x1)
ft2(x2)
.
.
fts(xs)
 =
√
H
[ 1
H
H∑
j=1
( K∑
k=1
Fjk
)]
Where Fjk =

zkjt1h
k(x1, U
k
j )
zkjt2h
k(x2, U
k
j )
.
.
zkjtsh
k(xs, U
k
j )

Let Gj =
K∑
k=1
Fjk
Note that Fik and Fjk are identical for any i, j (as zkit, z
k
jt are identical and U
k
i , U
k
j are identical).Hence Gj =∑K
k=1 Fjk are identical for all j.
Also note that Fika and Fjkb are independent for all ka, kb, i 6= j, as zkait , zkbjt and Ukai , Ukbj are also independent
for all ka, kb, i 6= j. Hence Gi and Gj are independent (every element/coordinate in Gi is independent of Gj). As Fik
has a finite variance (refer normal multitask NN), Gj also has finite variance. Hence by applying multidimensional
Central Limit theorem,
√
H
[
1
H
∑H
j=1Gj
]
converges to Gaussian distribution. Hence we show that adaptive multitask
NN jointly converges to a multitask GP.
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E Experiments
E.1 Dataset Descriptions:
In this section we briefly describe each dataset used in our experiments.
E.1.1 SARCOS:
SARCOS data [17] is a mapping from 7 positions, 7 velocities, 7 accelerations to the corresponding 7 joint torques of
SARCOS anthropomorphic robot arm. We only used first 600 data from training set and first 500 data from test set,(In
our experiments we use exact GP inference which is not scalable for large data size, hence we sampled a small subset
of data). Also, we used only used first and second outputs (2 torques) to conduct our experiments (as increasing the
number of tasks increases number of hyperparameters and effective size of data).
E.1.2 Polymer Dataset
The input of this dataset consists of 10 controlled variables of a polymer processing plant that are mapped to 4 target
variables which are the measurements of the output of that plant. Again we used only first 2 outputs for our experi-
ments.
E.1.3 SICK:
Sentences Involving Compositional Knowledge (SICK) is a small textual Entailment dataset, each data point consist
of two sentences (Premise and Hypothesis) and their label (Entailment, Neutral and Contradiction). It is a part of
SemEval-2014, we use SICK entailment (SICK-E) data for our experiments.
E.1.4 MultiNLI:
Multi-Genre Natural Language Inference (MultiNLI) is a huge crowd-sourced textual entailment dataset (about 400k
sentence pairs). It covers different genres like fiction, letter, telephone Speech, 9/11 Report etc..
E.1.5 SST-2:
Stanford Sentiment Treebank - Binary classification (SST-2) contains binary sentiment labels (positive and negative)
for each sentence. It contains about 60k examples.
E.2 Advantage of Adaptive Multitask NN - Simulated dataset
We simulate two tasks carefully such that they possess different properties and show that hard-parameter multitask
neural networks (MTGP with ICM kernels) may perform worse than training each task independently, and in such
cases adaptive multitask neural network (MTGP with LMC kernels) could perform better.
E.2.1 Simulated Dataset:
We sampled 2 independent functions from Gaussian Process prior with logistic kernels[24] but with significantly
different hyperparameters (i.e. different properties).
Logistic Kernel:
K(x1, x2) = c+ ω
2 2
pi
sin−1
2xT1 Σx2√
(1 + 2xT1 Σx1)(2x
T
2 Σx2)
while sampling we fixed Σ = 10k ∗ I2, we used different k’s for each of the task. We also observed that as the k value
increases the function becomes more rough/random (and for smaller k’s functions are more smoother). Since both the
task has different properties a single Kinput function may not work properly.
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Figure 3: Task 1 - Gaussian Process sample
Figure 4: Task 2 - Gaussian Process sample
E.2.2 Results:
We report mean squared errors (MSE) on both task1 and task2. In this data, results of task 1 and task 2 are signifi-
cantly different (approximately 10 times) therefore for multitask learning minimising average MSE is not appropriate,
hence we minimized weighted average of MSE of both the tasks, where weights are chosen using validation error of
individual neural networks.
Table 4: MTNN vs Adaptive MTNN
single task NN MTNN Adap. MTNN
Task 1
MSE dev 0.29 0.50 0.38
MSE Test 0.23 0.46 0.33
Task 2
MSE dev 0.029 0.048 0.069
MSE Test 0.040 0.060 0.026
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