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n
das digitale Analogon des Satzes von Jordan-
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ullt ist. Dabei werden die von Albreht H
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der Dimension n eingef

uhrt und diese Mannigfaltigkeiten in einen simplizia-
len Komplex transformiert. Das Resultat der Arbeit ist, da jede digitale
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he Realisierung den Satz von Jordan-Brouwer erf

ullt. Dies
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Kapitel 1
Einleitung
Im Jahr 2001 formulierte T. Yung Kong in dem Artikel [16℄ die Frage, ob es
denn m

oglih sei, eine Axiomatisierung digitaler Geometrien zu nden, die es
erm

ogliht, Paare von Nahbarshaftsrelationen auf dem Gitter Z
3
zu nden,
so da die dreidimensionale Version des digitalen Analogons des Jordanshen
Kurvensatzes erf

ullt ist. Diese Arbeit soll sih diesem Thema widmen und
eine m

oglihe L

osung anbieten.
Satz 1.0.1 (Jordansher Kurvensatz) Jede Jordankurve    R
2
zerlegt
R
2
in zwei Gebiete, die von ihr berandet werden, genauer: Es ist R
2
n   =
G
1
[ G
2
, wobei G
1
und G
2
disjunkte Gebiete mit G
1
= G
2
=   sind.
Genau eines dieser beiden Gebiete { es wird das Innengebiet genannt { ist
beshr

ankt.
Der Satz von Jordan, der nah H. Heuser [8℄ die obige Formulierung besitzt,
ist eine der wihtigsten topologishen Aussagen. Er liefert die Grundlage
daf

ur, das Innen und das Auen einer Menge mathematish voneinander zu
untersheiden. Seine Aussage ist auf den ersten Blik leiht zu erfassen und
sheint intuitiv g

ultig. Dies mag der Grund sein, weshalb Generationen von
Mathematikern ihn vor seinem ersten Beweis benutzten. Trotz seiner An-
shaulihkeit ist der Jordanshe Kurvensatz shwer zu beweisen. Das gilt
insbesondere f

ur den Fall, in dem die Jordankurve kein Polygon ist. Da-
her verwundert es kaum, da die erste Version eines Beweises, die im Jahre
1893 von Camille Jordan gegeben wurde, noh unvollst

andig ist. Ein Beweis
kann unter anderem bei Moise [19℄ oder bei Alexandro
1
[2℄ gefunden wer-
den. Dabei benutzt die Version Alexandros die Methoden der algebraishen
1
Der Name Alexandors in der englishen Transliteration ist Alexandrov. Wir werden
im weiteren Text aus historishen Gr

unden nur diese Version verwenden.
2
Topologie, die eines der Hauptwerkzeuge bei der Untersuhung der Verall-
gemeinerung des Satzes 1.0.1 ist. Die Verallgemeinerung des Jordanshen
Kurvensatzes auf beliebige Dimensionen und der zugeh

orige Beweis gehen
auf Luitzen E. J. Brouwer (1910) zur

uk. Die Formulierung nah St

oker
und Zieshang [22℄ lautet:
Satz 1.0.2 (Satz von Jordan-Brouwer) Ist S  R
n
eine Sph

are der Di-
mension (n   1) mit n  2, so besteht R
n
n S aus genau zwei Wegekompo-
nenten.
Mit dem Aufkommen digitaler Tehnik und deren Einsatz in der digitalen Si-
gnalverarbeitung ab der Mitte des letzten Jahrhunderts, bestand pl

otzlih die
Notwendigkeit, topologishe Eigenshaften digitalisierter Daten, insbesonde-
re von Bildern, zu untersuhen. So verwundert es niht, da Azriel Rosenfeld
im Jahre 1973 Autor des ersten Artikels [21℄ war, der sih mit dem Pro-
blem von Kurven und B

ogen in zweidimensionalen digitalen Datenmengen
befate. Das Problem der digitalen Topologie ist, da je nahdem, wie der
Wegezusammenhang des Komplementes der digitalen Kurve und der Zusam-
menhang der Punkte der digitalen Kurve deniert sind, die diskrete Variante
des Satzes von Jordan Brouver niht gelten mu.
Satz 1.0.3 (Digitaler Satz von Jordan-Brouwer) Es sei S  Z
n
eine
(n   1)-dimensionale digitale Sph

are (n  2), so besteht Z
n
n S aus genau
zwei Wegekomponenten.
Betrahten wir dazu die Abbildung 1.1. Die dargestellte Menge von shwarzen
Punkten stelle eine geshlossene Kurve S dar. Unter der Bedingung, da ein
Punkt nur die vier Nahbarn hat, die mit ihm durh die Kanten des Gitters
verbunden sind, ist das eine einleuhtende Annahme. Nun wird aber Z
n
nS in
drei Wegekomponenten unter dieser Nahbarshaftsbeziehung zerlegt, denn
die beiden im Inneren der Kurve gelegenen Punkte bilden zwei einpunktige
Wegekomponenten.
Damit stellt sih nun sofort die Frage nah der Wahl der Nahbarshaftsrela-
tionen f

ur S und f

ur Z
n
n S. In der Literatur hat sih der Begri des \guten
Paares" f

ur solhe zwei Nahbarshaftsrelationen durhgesetzt. Leider sind
die bisherigen Methoden zum Finden guter Paare sehr beshr

ankt. Es ist

ublih den Nahweis f

ur zwei konkrete Nahbarshaftsrelationen direkt zu
f

uhren und es existieren, trotz der langen Bekanntheit des Problems und der
Literatur, die zum Thema der guten Paare publiziert wurde, nur wenige Ar-
beiten, die einen allgemeinen Ansatz entwikeln. Eine dieser Arbeiten ist [13℄
3
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Abbildung 1.1: Die durh die shwarzen Punkte dargestellte Menge niht den
Jordanshen-Kurvensatz, wenn die weien Punkte 4-benahbart sind
von Mohammed Khahan et al. aus 2003, in der f

ur beliebige Dimensionen
n gezeigt wird, da die 2n- mit der (3
n
  1)-Nahbarshaft f

ur S bzw. Z
n
nS
ein gutes Paar bildet. Allerdings ist die Vorgehensweise speziell auf die unter-
suhten Nahbarshaftsrelationen ausgerihtet und eine direkte

Ubertragung
des Ergebnisses auf andere F

alle shwierig.
Ein weiterer allgemeiner Ansatz ist der von Gabor T. Herman [6℄ aus dem
Jahr 1996. In seiner Theorie ist es m

oglih, f

ur vershiedenartige Paare von
Nahbarshaften in beliebigen Dimensionen festzustellen, ob es sih um gute
Paare handelt. Das Shwahpunkt seines Ansatzes ist allerdings, da er die
Jordan-Kurve zu einer Teilmenge der Nahbarshaftsrelation werden l

at und
niht zu einer Punktmenge, wie es in der urspr

unglihen Formulierung von
Satz 1.0.2 gefordert ist.
Ein weiterer Ansatz, der aber in der Vergangenheit der Betrahtungen zu
dem Thema eine eher untergeordnete Rolle gespielt hat, ist die Theorie von
Alexandro [1℄ aus dem Jahr 1934. In dieser Arbeit wird die M

oglihkeit
der Topologisierung diskreter Mengen untersuht und somit eine lange Zeit
unbeahtete Grundlage f

ur die Denition digitaler Topologien gelegt. Erst in
den 1980er Jahren sind von Em Khalimsky Arbeiten [12℄ vorgelegt worden,
die Aspekte dieser Theorie aufgrien.
In dieser Arbeit sollen die Kenntnisse um die Vor- und Nahteile der ge-
nannten Theorien genutzt werden, eine Axiomatisierung digitaler Geometri-
en anzugeben, die es erm

ogliht den Nahweis von guten Paaren in beliebigen
Dimensionen einfah zu erbringen. Dabei ist die Vorgehensweise die folgende:
Im zweiten Kapitel wird die Axiomatisierung der zugrundeliegenden Geome-
trie vorgenommen. Dieses Kapitel basiert auf der Arbeit von Albreht H

ubler
[10℄ aus dem Jahr 1989. Seine Dissertationshrift befate sih mit einem Axio-
mensystem einer zweidimensionalen digitalen Geometrie. Dieser Ansatz wird
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ubernommen und im Kapitel 3 auf beliebige Dimensionen ausgeweitet. Das
zentrale Resultat ist die Darstellbarkeit einer jeden digitalen Geometrie als
zu Z
n
isomorphe Menge.
Im vierten Kapitel werden grundlegende Untersuhungen zu Nahbarshafts-
relationen vorgenommen, die aus einem topologishen Kontext im Sinne
Alexandros entstehen. Dieser Abshnitt dient dazu, die Grundbegrie und
die topologishen Vorstellungen zu pr

azisieren. Dies ist insbesondere deshalb
notwendig, da die darauolgenden Kapitel, historish bedingt, einer graphen-
theotetishen Vorstellung Rehnung tragen, die aber ihrerseits topologishe
Konzepte beshreibt.
Das f

unfte Kapitel enth

alt den Beweis einer diskreten (digitalen) Variante des
Jordan-Brouwershen Zerlegungssatzes. Es beginnt mit graphentheoretishen
Werkzeugen und der Erabeitung des Konzeptes des Beweises. Die Idee des
Kapitels ist, wie in der Arbeit von Khahan, einen (simplizialen) Komplex
zu denieren, dessen geometrishe Realisierung in der euklidshen Geome-
trie, den Satz von Jordan-Brouwer erf

ullt. Dazu ist es notwendig, eine neue
Denition f

ur die Verallgemeinerung einer digitalen Kurve bzw. Fl

ahe in be-
liebigen Dimensionen anzugeben. Diese Denition erweitert die bestehende,
bei Klette und Rosenfeld [15℄ angegebene. Diese gilt nur in den Dimensionen
2 und 3. Der Rest des Kapitels enth

alt den Beweis der Korrektheit dieser
Vogehensweise.
Im sehsten Kapitel wird die Theorie auf zwei Klassen von Nahbarshafts-
relationen angewendet. Diese Klassen sind bereits untersuht worden, zum
Beispiel bei Herman [6℄. Es zeigt sih dadurh, wie die Theorie in das be-
kannte Wissen eingegliedert werden kann. Komplexere Beispiele sind jedoh
denkbar.
Das siebente und letzte Kapitel fasst die Ergebnisse zusammen und liefert
einen Blik auf Fragestellungen, die durh diese Arbeit aufgeworfen werden.
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Kapitel 2
H

ublers Axiome
Dieses Kapitel rekapituliert die Ergebnisse Albreht H

ublers. Die Darstel-
lung soll dabei an einigen Stellen die Beweisf

uhrung pr

agnanter gestalten.
Weiterhin wird durh Verallgemeinerung des Beispieles in Abshnitt 2.7 die
Korrketheit H

ublers, entgegen des im Anhang von Nils Anders Danielsson
in [4℄ angemerkten m

oglihen Fehlers, nahgewiesen. Dieses Kapitel und die
darin verwendete Notation bilden die Grundlage f

ur den weiteren Text.
2.1 Die Inzidenzaxiome
Wir kl

aren zuerst, was man allgemein unter einer Geometrie versteht. Die
pr

asentierten Begrie entstammen [3℄ und erm

oglihen die Einordnung aller
bekannten Geometrien.
Denition 2.1.1 EineGeometrie ist ein Paar (
; ./), wobei 
 eine Menge
ist und ./ eine symmetrishe und reexive Relation, das heit:
 x ./ y ) y ./ x f

ur x; y 2 
.
 x ./ x f

ur x 2 
.
Dabei bezeihnet ./, die so genannte Inzidenzrelation, das ineinanderlie-
gen von Objekten aus 
. Elemente die in der Inzidenzrelation liegen heien
inzident.
Denition 2.1.2 Es sei (
; ./) eine Geometrie. Eine Fahne dieser Geome-
trie ist eine Menge von Elementen aus 
, die paarweise inzident sind. Eine
6
Fahne F heit maximal, wenn es kein Element x 2 
nF gibt, so da F [x
ebenfalls Fahne ist.
Denition 2.1.3 eine Geometrie (
; ./) heit vom Rang r, falls man 

disjunkt in Mengen 

1
; : : : ;

r
zerlegen kann, so da jede maximale Fahne
dieser Geometrie genau ein Element aus jedem 

i
enth

alt. Die Elemente aus


i
heien vom Typ i.
Lemma 2.1.1 Es sei (
; ./) Eine Geometrie vom Rang r. Dann gilt:
1. Je zwei Elemente von gleihen Typ sind niht inzident.
2. Je zwei inzidente Elemente inzidieren mit mindestens einem gemein-
samen Typ 1-Element. 
Eine Geometrie (
; ./) vom Rang 2 heit Inzidenzstruktur. Die Elemente
vom Typ 1 heien Punkte, die vom Typ 2 Bl

oke. Die Geometrie kann
dann auh so bezeihnet werden: (P;G; ./).
Wir betrahten nun die ersten drei Axiome H

ublers Axiomensystems. Diese
dienen dazu, die Inzidenz von Punkten und Geraden zu formulieren. Die
Inzidenzrelation wird im Weiteren niht explizit gemaht werden.
Axiom 1 (Geradenaxiom). F

ur p; q 2 P vershieden, existiert genau ein
g 2 G mit p 2 g und q 2 g.
Wir bezeihnen mit g := g(p; q), f

ur p; q 2 P, die durh p und q eindeutig
bestimmte Gerade g 2 G.
Axiom 2 Mit einer Geraden inzidieren stets mindestens zwei Punkte. Es
gibt wenigstens drei Punkte, die niht auf einer Geraden liegen.
Liegen drei Punkte auf einer Geraden, so heien diese kollinear. Unser Fo-
kus liegt auf der Beshreibung diskreter Geometrien. Wie man sih leiht
vorstellen kann, ist es niht m

oglih, ein Parallelenaxiom

ahnlih dem eu-
klidishen zu fordern (siehe [9℄). Denn es existieren Geraden, die sih niht
shneiden und niht in diesem Sinne parallel sind. Daher wird ein anderer
Weg eingeshlagen:
Axiom 3 Auf G ist eine

Aquivalenzrelation k deniert, so da f

ur je ein
g 2 G und ein p 2 P genau ein g
0
2 G existiert mit p 2 g
0
und g k g
0
.
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Die k-

Aquivalenzklassen heien Rihtungen.
Denition 2.1.4 Eine Bijektion  : P ! P heit Vershiebung, wenn
 = Id
P
oder wenn  folgende Eigenshaften erf

ullt:
T1 F

ur g 2 G ist (g) = f(p) : p 2 gg k g.
T2 F

ur p 2 P gilt (p) 6= p.
T3 Die durh fg(p; (p)) : p 2 Pg denierte Geradenmenge ist eine Rih-
tung.
Die Menge aller solher Vershiebungen wird mit T bezeihnet.
Axiom 4 F

ur p; q 2 P existiert ein  2 T mit (p) = q.
Lemma 2.1.2 Dieses  2 T ist eindeutig bestimmt.
Beweis. Ist p = q so ist nah T2 die gesuhte Vershiebung die Identit

at
auf P.
Es seien nun ;  2 T vershieden mit (p) = (p) = q. Dann existiert ein
r 2 P mit s = (r) 6= (r) = t. Nah T1 ist g(p; r) k g(q; s) k g(q; t) und nah
Axiom 3 ist g(q; s) = g(q; t). Weiterhin ist mit T3 g(p; q) k g(r; s) k g(r; t) und
damit g(r; s) = g(r; t). Da q; s; t und r; s; t jeweils kollinear sind, liegen nah
Axiom 1 die Punkte q; r; s; t auf einer Geraden, die nah Axiom 3 oenbar
auh durh p geht. F

ur alle u 62 g(p; q) gilt nun (u) = (u). Wir w

ahlen ein
g
0
2 G mit r 2 g
0
und g
0
6k g(p; q). Mit den Axiomen 1 und 3 erkennt man
den Shnittpunkt dieser Geraden als r. F

ur u 2 g, u 6= r ist (u) = (u)
und deshalb g
0
k (g
0
) k (g
0
), woraus folgt, da (r) = s 2 (g
0
). Mit
s
0
:= (
 1
)(s) folgt aus s
0
6= r, da (s
0
) = (s
0
) = s, was der Bijektivit

at
von  widerspriht, da das Urbild von s unter  die Menge fs
0
; rg ist. 
Satz 2.1.1 Zwei Geraden g
1
; g
2
sind genau dann parallel, wenn eine Ver-
shiebung  6= Id existiert mit (g
1
) = g
1
und (g
2
) = g
2
.
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Beweis. ()) p
1
2 g
1
, p
2
2 g
2
 2 T mit  6= Id und (p
1
) 2 g
1
. Dann folgt
g(p
1
; (p
1
)) = g
1
. Nah T3 ist g(p
2
; (p
2
)) k g(p
1
; (p
1
)), wegen g
1
k g
2
folgt
g
2
k g(p
2
; (p
2
)) und nah Axiom 3 g
2
= g(p
2
; (p
2
)). Da p
1
und p
2
beliebig
sind, sind g
1
und g
2
Fixgeraden von  .
(() Sind g
1
; g
2
Fixgeraden von  , so folgt der Satz aus T3. 
Satz 2.1.2 g
1
; g
2
2 G sind genau dann parallel, wenn ein  2 T existiert
mit (g
1
) = g
2
.
Beweis. ()) g
1
k g
2
, p
1
2 g
1
, p
2
2 g
2
. Es existiert ein  2 T mit (p
1
) =
p
2
. Nah T1 ist (g1) = g
1
und nah Axiom 3 mit p
2
2 g
2
gilt (g
1
) = g
2
.
(() Wenn ein  2 T mit (g
1
) = g
2
existiert folgt mit T1 g
1
k g
2
. 
Wie die letzten beiden S

atze zeigen, ist die Parallelenrelation k durh die
Menge T eindeutig harakterisiert.
Satz 2.1.3 Wenn Æ die Hintereinanderausf

uhrung von Vershiebungen be-
zeihnet, so ist (T ; Æ) eine abelshe Gruppe.
H

ubler gibt in seiner Arbeit [10℄ einen konstruktiven Beweis dieses Satzes,
insbesondere im 1. Shritt. Dieser ist aber l

anglih. Deshalb soll hier eine
andere Version betrahtet werden.
Beweis. 1. Shritt: Wir zeigen, da T unter Æ abgeshlossen ist. Es ist also
zu zeigen, da f

ur beliebige ;  2 T die Komposition  Æ  die Forderungen
T1, T2 und T3 erf

ullt. Falls  = Id,  = Id oder  Æ  = Id, so folgt
trivialerweise  Æ  2 T . Es seien also diese F

alle ausgeshlossen.
T1 folgt aus der Transitivit

at von k f

ur ein beliebiges g 2 G durh
(g) k g; (g) k g ) ( + )(g) k (g) k g:
T2 erh

alt man f

ur p 2 P so:  Æ 6= Id damit ist ( Æ)(p) 6= p wegen Lemma
2.1.2. F

ur alle q 2 P sei g := g(p; q) und h := ( Æ)(g). g und h sind oenbar
vershieden und haben keine gemeinsamen Punkte. Somit ist ( Æ )(q) 6= q.
Um T3 zu zeigen, m

ussen wir M := fg(p; ( Æ )(p) : p 2 Pg als Rihtung
erkennen. Das heit, f

ur alle g; h 2 M gilt g k h und f

ur g 2 G; h 2 M; g k h
gilt g 2 M . Angenommen, es existieren g; h 2 M mit g 6k h. Dann existiert
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ein s mit s 2 g, s 2 h. Es gibt in P also Punkte p
0
2 g und q
0
2 h mit
( Æ )(p
0
) = s und ( Æ )(q
0
) = s, woraus p
0
= q
0
folgt. Dies ist aber wegen
 Æ  6= Id ein Widerspruh.
2. Shritt: Æ ist assoziativ. F

ur beliebiges p 2 P und ; ;  2 T sieht man:
(( Æ ) Æ )(p) = (( Æ )(p))
= (((p)))
= ( Æ )((p))
= ( Æ ( Æ ))(p)
3. Shritt: Id ist neutrales Element von (T ; Æ). Es sei p 2 P beliebig:
( Æ Id)(p) = Id((p)) = (p) = (Id(p)) = (Id Æ )(p)
4. Shritt: Existenz von inversen Elementen. Es seien p; q 2 P beliebig und
;  2 T so, da (p) = q und (q) = p.
( Æ )(p) = ((p)) = (q) = p = Id(p)
5. Shritt: Kommutativit

at von Æ. Es seien ;  2 T und p 2 P beliebig.
Weiterhin nehmen wir an, da g(p; (p)) 6k g(p; (p)). Dann sieht man leiht:
g(p; (p)) k g((p); ( Æ )(p)) k g((p); ( Æ )(p))
Somit folgt g((p); ( Æ )(p)) = g((p); ( Æ (p)). Analog dazu erh

alt man
g((p); (Æ)(p)) = g((p); ( Æ(p)). Wegen g((p); (Æ)(p)) 6k g((p); (Æ
)(p)) shneiden sih diese Geraden in (Æ)(p) und aus dem gleihen Grunde
shneiden sih g((p); ( Æ (p)) und g((p); ( Æ (p)) in ( Æ )(p). Aus den
Axiomen 1 und 3 folgt die Gleihheit dieser Punkte.
Im Falle der Parallelit

at von g(p; (p)) und g(p; (p)) existiert ein  2 T mit
(p) 62 g(p; (p)) f

ur das g(p; (p)) 6k g(p; (p)) gilt, womit aus dem ersten
Fall  Æ  =  Æ  und  Æ  =  Æ  folgt. Die Elemente ( Æ ) und ( Æ )
erf

ullen die Voraussetzungen des ersten Falles und somit sieht man wegen
( Æ ) Æ ( Æ ) = ( Æ ) Æ ( Æ )
die Gleihheit von ( Æ ) und ( Æ ). 
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2.2 Zyklen
Da die Gruppe (T ; Æ) abelsh ist, l

at sie sih vermittels
 Æ : : : Æ 
| {z }
n-mal
= 
n
als Z-Modul harakterisieren. Nun kann man sih die Frage stellen, ob eine
niht-triviale Torsionsuntergruppe von T existiert, d.h., ob die Translations-
gruppe Elemente endliher Ordnung besitzt. Als Ergebnis dieses Abshnittes
zeigen sih, da alle Elemente von T die gleihe Ordnung besitzen. Wenn
also eine zyklishe Translation existiert, so besitzen alle anderen die gleihe
Zyklenl

ange.
Beginnen wir mit den Grundbegrien:
Denition 2.2.1  2 T heit zyklish, wenn ein n 2 N

existiert, so da
jeder Punkt p 2 P unter 
n
fest bleibt. Das kleinste m > 0 mit 
m
(p) = p
heit Zyklenl

ange oder Ordnung von  (Shreibweise ord()). Falls kein
solhes m existiert, so sei ord() := 0.
Ein Beispiel einer zyklishen Translation w

are eine Abbildung, die einen
Punkt auf einem Grokreis einer Kugel um einen rationalen Winkel bewegt.
Satz 2.2.1 Existiert ein  2 T mit ord() = n > 0, so sind alle von Id
vershieden Vershiebungen zyklish mit Zyklenl

ange n.
Beweis. Es sei  2 T mit ord() = n > 0 und  2 T n f; Idg mit
g(p; (p)) 6= g(p; (p)) f

ur p 2 P. ord() = 0 oder ord() = m > n. F

ur
p
0
2 P sei fp
0
1
; : : : ; p
0
n
g der Orbit von p
0
unter  mit p
0
i
= i(p
0
), i = 1; : : : ; n.
Wir betrahten nun f

ur p
i
:= 
i
(p
0
), i = 1; : : : ; n die jeweiligen  -Orbits
f
j
(p
i
) : j 2 Zg. Es gilt f

ur alle i und j: (p
i
j
) = p
i+1
j
. Die Orbits der p
i
j
unter
 haben f

ur alle j eine Kardinalit

at gr

oer als n, da  sonst eine kleinere
Ordnung als  h

atte. Nah T1, den Inzidenzaxiomen, der Transitivit

at von
k und dem Fakt (p
i
n
) = p
i
1
, gilt f

ur i = 1; : : : ; n  2:
g(p
i
n
; p
i+1
n 1
) k g((p
i
n
); (p
i+1
n 1
)) = g(p
i
1
; p
i+1
n
) k g((p
i
n
); (p
i+1
n 1
))
g((p
i
n
); (p
i+1
n 1
)) = g(p
i+1
n
; p
i+2
n 1
)
Das heit, die Punkte p
i
2
; p
i+1
1
und p
i+2
n 1
sind kollinear. Analog erh

alt man
diese Aussage f

ur p
i
j
; p
i+1
j 1
; p
i+2
j 2
, j = 2; : : : ; n und i = 1; : : : ; n  2.
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Auf der Gerade g(p
0
n
; (p
0
n
)) liegen die Punkte p
0
n
; p
1
n
; : : : ; p
n
n
. Aus der Kolli-
nearit

at der p
0
n
; p
1
n 1
; : : : ; p
n
n
, folgt nun, da diese Punkte wegen Axiom 1 auf
g(p
0
n
; (p
0
n
)) liegen m

ussen. Das zieht nun die Kollinearit

at aller p
i
j
nah sih,
was aber der Voraussetzung, da  und  vershiedene Rihtungen erzeugen,
widerspriht. Damit ist die Behauptung bewiesen. 
Folgerung 2.2.1 Es sei  2 T , ord() = n > 0. Dann ist n Primzahl.
Beweis. Wir nehmen an f

ur ein solhes  w

are n keine Primzahl. Dann
existieren nat

urlihe Zahlen a und b, so da weder a noh b gleih 1 ist und
n = ab. Nun erzeugt  = 
a
das Element 
b
= 
ab
= 
n
= Id. Damit ist
ord() = b < n, was Lemma 2.2.1 widerspriht. 
Wir wissen, da T ein Z-Modul ist. Weiterhin hat jedes  2 T die gleihe
Ordnung, welhe zudem prim ist, wenn ein  zyklish ist. Man sieht nun
leiht, da in diesem Fall T zu einem Vektorraum

uber einem K

orper Z
p
wird,
wobei p = ord() f

ur ein  2 T . Dies liefert insbesondere eine Erkl

arung f

ur
endlihe Geometrien.
2.3 Das Axiom der Anordnung
In diesem Abshnitt werden die Untershiede zwishen kontinuierlihen und
diskreten Geometrien herausgearbeitet. Diese Untersheidung wird sih aus
der Anordnung der Punkte einer Geraden ableiten lassen. Dazu beobahten
wir, da sih zu einer beliebigen Geraden g 2 G eine Relation < g  g
nden l

at, die eine lineare Ordnung ist.
Denition 2.3.1 Eine lineare Ordnung auf einer Menge g ist eine bin

are
Relation < g  g, die transitiv, konnex und auf g irreexiv ist.
Das Paar (g; <) heit orientierte Gerade. Mit der Erkl

arung p > q :,
p < q wird klar, da > auh eine lineare Ordnung ist, mit der (g; >) auh zu
einer orientierten Geraden wird.
Denition 2.3.2 Es sei (q; <) eine orientierte Gerade und p; q; r 2 g paar-
weise vershieden. Wir denieren eine Relation Z  g  g  g durh
Z(p; q; r) :, p < q < r _ r < q < p:
Z heit Zwishenrelation.
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Diese Denition und die Transitivit

at von < liefern folgende Eigenshaften:
Folgerung 2.3.1 F

ur alle p; q; r; s 2 P, die paarweise vershieden sind, gilt:
1. Z(p; q; r), Z(r; q; p)
2. Z(p; q; r) ^ Z(q; r; s)) Z(p; q; s) ^ Z(p; r; s)
Durh das n

ahste Axiom wird ein starker Eingri in die Struktur der Ge-
raden unserer Geometrien vorgenommen: Endlihe Geraden werden dieses
Axiom niht erf

ullen und damit sind als Folge auh endlihe Geometrien
ausgeshlossen.
Axiom 5 F

ur jede orientierte Gerade (g; <) und beliebige q 2 g existieren
stets Punkte p; r 2 g mit Z(p; q; r).
Durh die Linearit

at von < auf g ist ausgeshlossen, da (g; <) ein unter gra-
phentheoretisher Anshauung ein Kreis ist, und w

are g endlih, so existierten
f

ur den <-maximalen (bzw. minimalen Punkt) keine Punkte zwishen denen
dieser liegt.
Axiom 6 (Axiom der Diskretheit) Es seien p; r 2 P paarweise vershieden.
Dann existieren h

ohstens endlih viele Punkte q mit Z(p; q; r).
Dieses Axiom vervollst

andigt unsere Vorstellung einer diskreten Geometrie.
Alle Geometrien, deren Geraden unendlih viele Punkte zwishen zwei Punk-
ten zulassen, wie es beispielsweise bei den euklidishen der Fall ist, fallen
damit als Modelle weg. Es wird ein weiteres Mal deutlih, warum man niht
fordern konnte, da zwei Geraden mindestens einen Shnittpunkt besitzen:
Angenommen dies w

are m

oglih, so k

onnte man nah Axiom 6 zwei Punkte
p; q einer Geraden g nden, zwishen denen kein weiter Punkt liegt. Es seien
nun h und h
0
zwei parallele Geraden durh p bzw. q. Mindestens eine der
Geraden durh einen der Punkte von h n fpg und einen von h
0
n fqg w

urde
dann g in einem Punkt shneiden, der zwishen p und q liegt. Das ist ein
Widerspruh.
Folgerung 2.3.2 Jede Gerade besitzt genau abz

ahlbar unendlih viele Punk-
te. F

ur jede geordnete Gerade (g; <) existiert eine Abbildung ' : Z! g mit
i < j , '(i) < '(j) f

ur alle i; j 2 Z. Die Geraden k

onnen also als geordnete
Folge von Punkten (p
i
)
i2Z
aufgefasst werden.
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Beweis. Nah Axiom 5 existiert f

ur jede Gerade g eine abz

ahlbar unendli-
he Teilmenge G  g, die als (p
i
)
i2Z
mit p
i
< p
i+1
geshrieben werden kann.
Nah Axiom 6 existieren zwishen p
i
und p
i+1
h

ohstens endlih viele Punkte
die in diese Ordnung eingef

ugt werden k

onnen. 
Bisher hat jede Gerade ihre eigene Zwishenrelation. Um siherzustellen, da
diese miteinander vertr

aglih sind ben

otigen wir noh folgendes Axiom:
Axiom 7 Es seien g
1
; g
2
; g
3
2 G paarweise vershieden und parallel, sowie
g; g
0
2 G so, da p
i
:= g \ g
i
und p
0
i
:= g
0
\ g
i
existieren. Dann gilt:
Z(p
1
; p
2
; p
3
), Z(p
0
1
; p
0
2
; p
0
3
):
Folgerung 2.3.3 Es seien p; q; r 2 P paarweise vershieden und kollinear
und  2 T . Dann gilt:
Z(p; q; r)) Z((p); (q); (r)):
Beweis. Zuerst der Fall, da g(p; r) 6= g((p); (r)). Nah T3 gilt:
g(p; (p)) k g(q; (q)) k g(r; (r)):
Diese Geraden sind paarweise vershieden. Mit T1 folgt die Kollinearit

at von
(p); (q) und (r). Somit folgt aus Axiom 6 Z((p); (q); (r)).
Nun der Fall g(p; r) = g((p); (r)). Man w

ahlt zuerst ein  2 T mit g(p; r) 6=
g((p); (r)). Dann liefert der erste Fall Z((p); (q); (r)) 6= Z(p; q; r). Da
T eine abelshe Gruppe ist, existiert ein 
0
2 T mit 
0
+ =  . Damit haben
wir:
g((p); (r)) 6= g(
0
+ (p); 
0
+ (r)) = g((p); (r));
woraus Z((p); (q); (r)) folgt. 
Der Axiomatishe Apparat aus Zwishenrelation, Diskretheitsaxiom und der
Vertr

aglihkeit der Zwishenrelationen hat einen wesentlihen Einu auf die
Geometrien mit zyklishen Translationen: Diese entfallen als Modelle unserer
diskreten Geometrie.
Lemma 2.3.1 Es gibt keine zyklishen Vershiebungen.
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Beweis. Es seien  2 T ein Translation der Ordnung n > 2, p ein Punkt
in P und fp
1
; : : : ; p
n
g der Orbit von p unter  . F

ur p
1
; p
2
; p
3
gilt mit Z1:
Z(p
1
; p
2
; p
3
)
_
Z(p
2
; p
1
; p
3
)
_
Z(p
1
; p
3
; p
2
):
Aus Z3 folgt: Z(p
1
; p
2
; p
3
)) Z(p
i 2
; p
i 1
; p
i
) f

ur 3  i  n. Und damit sieht
man Z(p
1
; p
2
; p
n
)^Z(p
2
; p
n
; p
1
), was ein Widerspruh zu Z1 ist. Die anderen
zwei F

alle werden analog behandelt.
F

ur den Fall n = 2 sei p 2 P und g := g(p; (p)). Nah Folgerung 2.3.2
gilt g = (p
i
)
i2Z
mit Z(p
i
; p
i+1
; p
i+2
), i 2 Z. Folgerung 2.3.3 zeigt, da ein
j 2 Z existiert mit (p
j+i
) = p
j i+1
f

ur alle i 2 Z. Ohne Einshr

ankung
nehmen wir an, da j = 0. Also (p
i
) = p
 i+1
. Wir betrahten nun  2 T
und p
2 i
:= (p
1+i
). Dann ist  + (p
i
) = p
2+i
und  +  niht zyklish der
Ordnung 2. 
Der n

ahste Satz erlaubt uns die Vershmelzung des Translations- und Gera-
denbegries. Es gibt n

amlih zu jeder Geraden Translationen, deren Z-Orbit
die Gerade selbst ist.
Satz 2.3.1 F

ur jede Gerade g existiert ein  2 T , so da f

ur ein beliebiges
aber festes p 2 g gilt:
g = f
i
(p) : i 2 Zg
Beweis. Wir zeigen, da wenn eine Translation existiert, die einen Punkt
einer orientierten Geraden auf dessen bez

uglih der linearen Ordnung nah-
folgenden Punkt der Geraden abbildet, diese Translation einen jeden anderen
Punkt der Geraden auh auf seinen direkten Nahfolger abbildet.
Es sei (g; <) eine orientierte Gerade. g = (p
i
)
i2Z
eine Folge mit p
i
< p
i+1
f

ur
alle i 2 Z und es sei 
i
2 T mit 
i
(p
i
) = p
i+1
. Wendet man 
0
auf g an, so
folgt aus der Eigenshaft T1 der Translationen und Axiom 3, da 
0
(p
i
) 2 g.
Wir nehmen nun an, es g

abe ein i > 0 mit 
0
(p
i
) 6= p
i+1
. Wir w

ahlen dieses i
minimal. Dann existiert p
k
= 
0
(p
i
). k = 0 ist ausgeshlossen, da  sonst zy-
klish w

are. Also gilt k > 0 und damit aus dem selben Grund k > i+1. Es gilt
also Z(p
i
; p
i+1
; p
k
). Nah Folgerung 2.3.3 gilt Z(
 1
0
(p
i
); 
 1
0
(p
i+1
); 
 1
0
(p
k
)),
also Z(p
i 1
; 
 1
0
(p
i+1
); p
i
). Dies ist aber ein Widerspruh, da zwishen p
i 1
und p
i
kein weiterer Punkt liegen kann.
Es gelte nun f

ur alle i  0, da 
0
(p
i
) = p
i+1
. Angemommen, es existiert ein
maximales i < 0 mit 
0
(p
i
) 6= p
i+1
. Dann existiert also ein p
k
= 
0
(p
i
+1) mit
k < i. Dann gilt Z(p
k
; p
i
; p
i+1
) und damit Z(
 1
0
(p
k
); 
 1
0
(p
i
); 
 1
0
(p
i+1
)). Es
folgt also abermals ein Widerspruh mit Z(p
i 1
; 
 1
0
(p
i+1
); p
i
).
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Wir haben nun gezeigt, da f

ur alle i 2 Z 
0
(p
i
) = p
i+1
. Damit gilt 
i
= 
j
f

ur alle i; j 2 Z. Also gilt f

ur ein beliebiges p 2 g: g = fi(p) : i 2 Zg. 
Mit dem Fakt, da T abelshe Gruppe ist, sieht man die n

ahste Folgerung
leiht ein:
Folgerung 2.3.4 Es gilt:
1. Falls g = f
i
(p) : i 2 Zg und  2 T , so gilt: g = f(
 1
)
i
(p) : i 2 Zg.
2. F

ur alle g = f
i
(p) : i 2 Zg und  2 T gilt: (g) = f
i
((p)) : i 2 Zg.
3. F

ur alle g = f
i
(p) : i 2 Zg gilt:
Z(
i
(p); 
j
(p); 
k
(p)), (i < j < k _ k < j < i):
Aus 3. folgt:
Folgerung 2.3.5 F

ur alle  2 T , p 2 P und i; j 2 Z mit 0 < i < j gilt:
Z(p; 
i
(p); 
j
(p))
Denition 2.3.3 Eine Vershiebung  6= Id heit Generator, wenn sih
eine Gerade g in der Form g = f
i
(p) : i 2 Zg darstellen l

at.
Folgerung 2.3.6 1. Jede Gerade besitzt zwei Generatoren,  und 
 1
.
2. Zwei Geraden sind genau dann parallel, wenn sie die gleihen Genera-
toren besitzen.
Denition 2.3.4 Eine Vershiebung  heit einfah oder atomar, wenn
es keine Vershiebung  gibt, so da 
n
=  gilt f

ur ein n 2 Z mit jnj 6= 1.
Lemma 2.3.2 Ein  2 T ist genau dann Generator einer Geraden g, wenn
 einfah ist.
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Beweis. Es sei zuerst  2 T einfah und p 2 P. Dann gilt: g(p; (p)) =
f
i
(p) : i 2 Zg. Nehmen wir an,  sei kein Generator von g, so existiert ein
 2 T mit g = f
i
(p) : i 2 Zg und es gilt  6= ; 
 1
. Es existiert aber
oenbar ein j 2 Z, jjj 6= 1 mit 
j
(p) = (p), was der Einfahheit von 
widerspriht.
Um die andere Rihtung der Behauptung zu beweisen, nehmen wir an,  2 T
sei niht einfah. Dann existiert ein  2 T mit 
j
=  f

ur ein j 2 Z, jjj 6= 1.
Dann liegen zwei F

alle vor: j = 0 zeigt, da  die Identit

at auf T und
damit kein Generator ist und j > 1 (o.B.d.A) liefert mit Folgerung 2.3.5, da
Z(p; 
1
(p); 
j
(p). Damit liegt zwishen p und (p) = 
j
(p) mindestens ein
Punkt, womit  kein Generator von g(p; (p)) und auh von keiner anderen
Geraden ist. 
2.4 Konvexit

at
Der Begri der konvexen Menge soll in diesem Abshnitt untersuht werden.
Dieser ist im diskreten Fall niht so einfah zu fassen, wie im Kontinuierli-
hen. Die Forderung, da die Streke zwishen zwei Punkten einer konvexen
Menge Teilmenge dieser Menge ist reiht niht aus, eine vollst

andige Cha-
rakterisierung zu erm

oglihen.
Denition 2.4.1 M  P heit abgeshlossen bez

uglih Z, wenn f

ur
p; r 2M und q 2 P gilt:
Z(p; q; r)) r 2M:
Alle Geraden sind abgeshlossen bez

uglih Z. Es existieren aber noh mehr
Mengen dieser Art:
Denition 2.4.2 1. Jede endlihe bez

uglih Z abgeshlossene Teilmenge
S einer Geraden g heit Streke.
2. Jede unendlihe bez

uglih Z abgeshlossene ehte Teilmenge R einer
Geraden g heit Strahl.
Einige leiht zu beweisende Fakten

uber Streken und Strahlen sind in der
n

ahsten Folgerung zusammengefasst.
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Folgerung 2.4.1 1. Jede Streke S  g kann als endlihe geordnete Fol-
ge S = (p
1
; : : : ; p
k
) aufeinander folgender Punkte der Geraden g dar-
gestellt werden.
2. Jeder Strahl R  g kann als unendlihe geordnete Folge R = (p
i
)
i2Z
+
aufeinander folgender Punkte der Geraden g dargestellt werden.
3. Durh zwei Punkte p; q 2 P ist eindeutig eine Streke S = pq mit den
Endpunkten p und q bestimmt.
4. Auf einer Geraden g existieren f

ur jeden Punkt p genau zwei Strahlen
mit dem Anfangspunkt p. Diese haben p gemeinsam und heien entge-
gengesetzt.
5. Durh zwei Punkte p; q 2 P wird eindeutig ein Strahl R = pq
+
mit dem
Anfangspunkt p bestimmt, der den Punkt q enth

alt. Der pq
+
entgegen-
gesetzte Strahl ist pq
 
. Es gilt:
pq
+
[ pq
 
= g und pq
+
\ pq
 
= fpg:
Folgerung 2.4.2 F

ur Jede Vershiebung  gilt:
1. Es sei S = pq eine beliebige Streke. Dann ist (S) wieder eine Streke
und es gilt (S) = (p)(q).
2. Es sei R = pq
+
bzw. R = pq
 
ein Strahl. Dann ist (R) wieder ein
Strahl und es gilt (R) = (p)(q)
+
bzw. (R) = (p)(q)
 
Denition 2.4.3 Zwei TeilmengenM und N von P heien vershiebungs-
gleih, wenn ein  2 T existiert mit (M) = N .
Die Vershiebungsgleihheit von Geraden entspriht gerade der Parallelenre-
lation. Allgemeiner noh ist der Vershiebungsgleihheit eine

Aquivalenzre-
lation, deren

Aquivalenzklassen Rihtungssinne heien. Entgegengesetzte
Strahlen haben vershiedene Rihtungssinne. Rihtungssinne heien entge-
gengesetzt, wenn es zu einem Strahl aus einem Rihtungssinn einen ent-
gegengesetzten Strahl aus dem anderen Rihtungssinn gibt. Eine Rihtung
korrespondiert mit zwei entgegengesetzten Rihtungssinnen.
Denition 2.4.4 Eine Menge M  P heit konvex, wenn M bez

uglih Z
abgeshlossen ist.
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Man sieht leiht, da P und ;, sowie Geraden, Streken und Strahlen konvex
sind.

Uber den Durhshnitt konvexer Mengen l

at sih sagen:
Lemma 2.4.1 Die Menge der konvexen Mengen

uber P ist durhshnittsab-
geshlossen. 
Denition 2.4.5 F

ur eine Menge M  P ist CH(M) die kleinste konvexe
Menge, die M enth

alt. CH(M) heit die konvexe H

ulle von M .
Lemma 2.4.2 F

ur M  P gilt:
CH(M) =
\
fN  P : M  N ^N konvexg:

2.5 Planarit

at
Die bisherige Beshreibung der Geometrie behandelte nur die Begrie der
Punkte und der Geraden. Um zu einem h

oherdimensionalen Begri zu kom-
men ist es sinnvoll Ebenen in die Betrahtung aufzunehmen. Ein erster
Shritt ist mit Axiom 7 shon gemaht worden, denn Ebenen sollten sih
in der Intuition als von zwei Geraden aufgespanntes Gitter beshreiben las-
sen. Wir nutzen nun den Generatorenbegri, um eine allgemeine Vorstufe
einer diskreten Ebene einzuf

uhren. Das dieser aber viel allgemeiner ist, als
wir ihn ben

otigen werden, wird sih sp

ater zeigen.
Denition 2.5.1 Es seien p 2 P und ;  2 T . Dann heit
G(p; ; ) := fq 2 P : q = 
i

j
(p) = (
i
Æ 
j
)(p); i; j 2 Zg
das durh p;  und  aufgespannte planare Gitter.
F

ur einen Punkt q eines planaren Gitters G(p; ; ) gilt
G(q; ; ) = G(p; ; ):
Lemma 2.5.1 Es seien p
1
; p
2
; p
3
2 G(p; ; ), g
1
= g(p
1
; p
2
) und g
2
k g
1
mit
p
3
2 g
2
. Dann existiert ein Punkt p
4
2 G(p; ; ) mit g
2
= g(p
3
; p
4
).
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Beweis. Aus p
1
2 G(p; ; ) folgt G(p
1
; ; ) = G(p; ; ). Damit existieren
ganze Zahlen k und l, so da sih p
2
darstellen l

at als 
k

l
(p
1
). p
3
ist ebenfalls
ein Punkt von G(p
1
; ; ). Also kann man p
4
= 
k

l
(p
3
) w

ahlen. Somit ist
nun g(p
3
; p
4
) parallel zu g
1
und gleih der Geraden g
2
. 
Das Tripel (p; ; ) kann als G(p; ; ) erzeugendes Koordinatensystem mit
dem Ursprung p interpretiert werden. Einem Punkt q 2 G(p; ; ) k

onnen
die Koordinaten (x; y) 2 Z
2
vermittels der Abbildung ' : Z
2
! G(p; ; ),
die durh (x; y) 7! 
x

y
(p) deniert ist, zugewiesen werden. Die Ahsen des
Koordinatensystems sind die beiden Geraden g
x
:= '(x; 0) und g
y
:= '(0; y).
F

ur eine Teilmenge Q von P seien die Einshr

ankungen G
jQ
und T
jQ
der
Geradenmenge bzw. der Translationenmenge im

ublihen Sinne erkl

art.
Satz 2.5.1 F

ur jedes planare Gitter P = G(p; ; ) gen

ugt das Tripel G =
(P;G
jP
; T
jP
) den Axiomen 1 bis 7. G ist also eine diskrete Geometrie.
Beweis. Nah Konstruktion von P und Denition von G
jP
und T
jP
ist diese
Erkenntnis klar. 
Lemma 2.5.2 Es seien p
1
; p
2
2 G = G(p; ; ) und 
0
2 T
jG
ein Generator
von g(p
1
; p
2
) 2 G
jG
. Dann existiert ein 
0
2 T
jG
, so da gilt G = G(p; 
0
; 
0
).
Beweis. Es sei 
0
ein Generator von g(p
1
; p
2
) 2 G
jG
. Es existieren also
teilerfremde ganze Zahlen a; b mit 
0
= 
a

b
. O.B.d.A gelte a < b. Die
Teilerfremdheit von a und b liefert die Existenz zweier ganzer Zahlen ; d
mit ad   b = 1. Wir setzen 
0
:= 


d
. F

ur ein beliebigen Punkt q 2 G
mit q = 
i

j
und i; j 2 Z gilt nun q = (
0(id j)

0(aj ib)
)(p) und damit
G(p; 
0
; 
0
)  G, w

ahrend die Inklusion G  G(p; 
0
; 
0
) nah Voraussetzung

uber 
0
und 
0
gilt. 
Folgerung 2.5.1 In einem Planaren Gitter G = G(p; ; ) existiert zu jeder
Gerade g 2 G
jG
eine geeignete Gerade g
0
2 G
jG
, so da g und g
0
Ahsenpaar
eines G erzeugenden Koordinatensystems sind.
Denition 2.5.2 Ein planares Gitter G ist Untergitter eines planaren
Gitters G
0
, wenn G  G
0
gilt.
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Denition 2.5.3 Zwei planare Gitter G und G
0
heien isomorph, wenn
eine Bijektion ' : G! G
0
existiert mit Z(p
1
; p
2
; p
3
), Z('(p
1
); '(p
2
); '(p
3
))
f

ur alle p
1
; p
2
; p
3
2 G.
Folgerung 2.5.2 1. Je zwei planare Gitter sind isomorph.
2. Eine Bijektion zwishen planaren Gittern ist ein Isomorphismus, wenn
sie die Parallelenrelation invariant l

at.
3. Ein Isomorphismus zwishen zwei Gittern ist durh die seine Bilder der
erzeugenden Translationen  und  eindeutig bestimmt.
Denition 2.5.4 Es seien g
1
; g
2
; g
3
paarweise vershiedene parallele Gera-
den. g
2
liegt zwishen g
1
und g
2
, Z(g
1
; g
2
; g
3
), wenn es eine Vershiebung 
und nat

urlihe Zahlen i; j gibt mit 
i
(g
1
) = g
2
und 
j
(g
2
) = g
3
.
Lemma 2.5.3 F

ur drei paarweise vershiedene Geraden g
1
; g
2
und g
3
, die
in Relation Z(g
1
; g
2
; g
3
) stehen, kann weder Z(g
1
; g
3
; g
2
) noh Z(g
2
; g
1
; g
3
)
gelten.
Beweis. Wir nehmen an, es gelte Z(g
1
; g
2
; g
3
) oder Z(g
1
; g
3
; g
2
). Dann exi-
stieren ;  2 T und i; j; k; l 2 N mit 
i
(g
1
) = g
g
, 
j
(g
2
) = g
3
und 
k
(g
1
) = g
3
,

l
(g
3
) = g
2
.
Wir w

ahlen nun ein p
1
2 g
1
und denieren p
2
:= 
i
(p
1
), p
3
:= 
j
(p
2
) und p
0
2
:=

k
(p
1
), p
0
3
:= 
l
(p
0
2
). Es sind p
1
; p
2
; p
3
und p
1
; p
0
2
; p
0
3
oensihtlih kollinear.
Nah Axiom 7 gilt Z(p
1
; p
2
; p
3
) genau dann, wenn Z(p
1
; p
0
3
; p
0
2
) gilt, wegen
p
2
; p
0
3
2 g
2
und p
0
2
; p
3
2 g
3
. Dies widerspriht aber Folgerung 2.3.5. Analog
folgt der Rest des Lemmas. 
Lemma 2.5.4 F

ur die paarweise vershiedene Geraden g
1
; g
2
; g
3
; g
4
folgt aus
Z(g
1
; g
2
; g
3
) und Z(g
2
; g
3
; g
4
) auh Z(g
1
; g
2
; g
4
) und Z(g
1
; g
3
; g
4
).
Beweis. Aus Z(g
1
; g
2
; g
3
) und Z(g
2
; g
3
; g
4
) folgt die Existenz zweier Trans-
lationen  und  und nat

urliher Zahlen i; j; k; l mit 
i
(g
1
) = g
2
, 
j
(g
2
) = g
3
und 
k
(g
2
) = g
3
, 
l
(g
3
) = g
4
. Es sei nun p 2 g
2
. Wir zeigen: g
1
; : : : ; g
4
ha-
ben jeweils zwei Punkte mit dem planaren Gitter G = G(p; ; ) gemein.
Die Punkte p
1
:= 
j
(p) und p
2
:= 
k
(p) liegen in g
3
. In g
1
liegt der Punkt
p
3
:= 
 i
(p) und in g
4
p
4
:= 
(k+l)
(p). Somit haben g
1
; g
3
; g
4
mit G jeweils
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einen Punkt gemein und sind parallel zu g
2
. Nah Folgerung 2.5.1 existieren
Punkte p
0
; p
0
3
; p
0
4
2 G mit g
1
= g(p
3
; p
0
3
), g
2
= g(p; p
0
) und g
4
= g(p
4
; p
0
4
). Es
sei g
0
1
der Durhshnitt von g
1
mit G und 
0
ein Generator von g
0
1
. Aus Lem-
ma 2.5.2 folgt nun die Existenz von  2 T mit dem sih G shreiben l

at als
G(p; 
0
; 
0
). Nun kann G oenbar dargestellt werden als f
0i
(g
0
1
) : i 2 Zg, also
lassen sih g
2
; g
3
und g
4
als Vershiebungen von g
0
1
um geeignete Vielfahe
von 
0
auassen und die Behauptung ist bewiesen. 
Folgerung 2.5.3 Es seien g
1
; : : : ; g
n
paarweise vershiedene parallele Gera-
den, von denen je drei in Zwishenrelation stehen. Dann existiert ein  2 T
und i
1
; : : : ; i
n
2 Z mit g
j+1
= 
i
j
(g
j
) f

ur j 2 f1; : : : ; n  1g. 
Denition 2.5.5 Eine MengeM  P heit planar, wennM nihtkollinea-
re dreielementige Punktmengen enth

alt und f

ur je vier Punkte p
1
; : : : ; p
4
2M
die Planarit

atsforderung gilt:
Wenn die Geraden g
1
; g
2
; g
3
mit g
1
:= g(p
1
; p
2
), g
2
k g
1
mit p
3
2 g
2
und
g
3
k g
1
mit p
4
2 g
3
paarweise vershieden sind, so benden sie sih in Zwi-
shenrelation.
Die Planarit

atsforderung garantiert f

ur planare Mengen den Rang 2. Somit
bildet jede planare Menge, die die Axiome 1 bis 7 erf

ullt eine Geometrie vom
Rang 2.
Folgerung 2.5.4 Jedes planare Gitter ist eine planare Menge.
Beweis. Es sei G = G(p; ; ) ein planares Gitter. Dann ist fp; (p); (p)g
eine dreielementige Menge nihtkollinearer Punkte. Es mu also niht f

ur
p
1
; : : : ; p
4
2 G die Planarit

atsforderung bewiesen werden. Die Geraden g
1
:=
g(p
1
; p
2
), g
2
k g
1
mit p
3
2 g
2
und g
3
k g
1
mit p
4
2 g
3
seien paarweise vershie-
den. Dann ist analog zum Beweis von Lemma 2.5.4 das Gitter G darstellbar
als G(p; 
0
; 
0
), wobei 
0
Generator von g
1
auf G und 
0
eine passende Ver-
shiebung ist, f

ur die sih g
2
und g
3
als Bilder passender Vielfaher von 
angewandt auf g
1
darstellen lassen. 
Die Umkehrung dieser Aussage ist im bisherigen Axiomensystem niht be-
weisbar. Wie das Gegenbeispiel aus Abshnitt 2.7 zeigen wird, gilt die Um-
kehrung dieser Aussage niht.
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2.6 Ebenen und Halbebenen
In Analogie zu den bez

uglih der Zwishenrelation auf Punkten abgeshlos-
senen Mengen sind planare Mengen als bez

uglih der Zwishenrelation auf
Geraden abgeshlossenen Mengen aufzufassen. In diesem Abshnitt werden
die wesentlihen planaren Mengen, die Ebenen und die Halbebenen unter-
suht.
Denition 2.6.1 Eine Menge E  P heit Ebene, wenn sie eine maximale
planare Menge ist, das heit E ist planar und E [ fpg ist niht planar f

ur
jeden Punkt p 2 P n E.
Lemma 2.6.1 1. Zu jeder planaren Menge M existiert genau eine Ebene
E mit M  E
2. F

ur je zwei Punkte p; q 2 E gilt g(p; q)  E.
3. F

ur vershiedenen Ebenen E
1
; E
2
mit vershiedenen p; q 2 E
1
\E
2
, gilt:
E
1
\ E
2
= g(p; q).
Beweis. 1. Wir zeigen f

ur eine planare Menge M  P, die drei niht-
kollineare Punkte p
1
; p
2
; p
3
enth

alt, da f

ur ein beliebiges p 2 P die Menge
M [ fpg planar ist, wenn fp
1
; p
2
; p
3
; pg planar ist. Liegt p in M , ist nihts
mehr zu zeigen. Ist p kein Element vonM so bleibt f

ur beliebige q
1
; q
2
; q
3
2M
und p die Planarit

atsbedingung zu beweisen. Es seien g
1
:= g(p
1
; p
2
), g
3
k g
1
mit p 2 g
3
, g
2
k g
1
mit p
3
2 g
2
, g
3
k g
1
mit q
1
2 g
3
, g
4
k g
1
mit q
2
2 g
4
und
g
5
k g
1
mit q
3
2 g
5
, o.B.d.A. vershieden. Die Mengen M und fp
1
; p
2
; p
3
; pg
sind nah Voraussetzung planar, womit Z(g
1
; g
2
; g) gilt und auh g
1
; : : : :g
5
in
Zwishenrelation zueinander stehen. Wegen der Transitivit

at von Z und der
Folgerung 2.5.3 existieren eine Vershiebung  und ganze Zahlen i
1
; : : : ; i
5
,
so da g
j
= 
i
j
(g) f

ur i = 1; : : : ; 5. Ist  ein Generator von g so liegen alle
Punkte der Geraden g; g
1
; : : : ; g
5
im planaren Gitter G = G(p; ; ), welhes
eine planare Menge ist. Damit ist die Planarit

atsbedingung f

ur fg
1
; g
2
; q
3
; pg
erf

ullt. Die Menge
E :=M [ fp 2 P : fp
1
; p
2
; p
3
; pg planarg
ist somit eine maximale planare Menge also eine Ebene. Sie umfasst M .
2. Es seien E eine Ebene, p; q 2 E zwei Punkte,  ein Generator von g :=
g(p; q) und  2 T mit (p) 2 Eng. Dann liegt g im planaren Gitter G(p; ; ),
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welhes Teilmenge der Ebene E ist, da E eine maximale planare Menge ist,
die fp; qg enth

alt.
3. Es seien E
1
6= E
2
Ebenen deren Shnitt zwei Punkte p und q enth

alt.
Nah 2. liegt die Gerade g(p; q) sowohl in E
1
als auh in E
2
und damit in
deren Durhshnitt. Um die umgekehrte Inklusion zu beweisen, nehmen wir
an, es existiert ein Punkt r im Shnitt von E
1
und E
2
, der niht auf g(p; q)
liegt. Dann w

are fp; q; rg eine planare Menge, woraus nah Aussage 1. die
Gleihheit von E
1
und E
2
folgte. Das widerspriht der Voraussetzung. 
Satz 2.6.1 Es sei E eine Ebene. Dann gen

ugt das Tripel (E;G
jE
; T
jE
) den
Axiomen 1 bis 7. Dabei seien die Ordnungsrelationen und die Parallelenre-
lation auf den Geraden entsprehend eingeshr

ankt.
Beweis. Wir zeigen zuerst, da eine Vershiebung  2 T
jE
die Forderungen
T1 bis T3 erf

ullt.  ist genau dann in T
jE
, wenn ein 
0
2 T existiert, da
f

ur alle p 2 E die Gleihung (p) = 
0
(p) erf

ullt und f

ur zwei vershiedene
q; r 2 E gilt (q) = r.
Es sei nun s ein Punkt der Ebene. Dann liegen alle Punkte der Geraden
g(s; (s)) ein der Ebene, da f

ur ein t 2 g(s; (s) die Punkte q; r; s; t die
Planarit

atsforderung erf

ullen. Damit liegt mit (s) auh 
 1
(s) in E,  ist
also Bijektion auf E. Da  6= Id sind T1 bis T3 erf

ullt.
Der Nahweis der G

ultigkeit der Axiome 1 bis 7 ist nun trivial. 
Denition 2.6.2 Es seien E eine Ebene und g 2 G
jE
. Zwei Punkte p; q 2
Eng liegen auf derselben Seite von g, in Zeihen p$
g
q, wenn f

ur g
1
; g
2
2 G
jE
mit g
1
; g
2
k g und p 2 g
1
, q 2 g
2
gilt: g
1
= g
2
, Z(g; g
1
; g
2
) oder Z(g; g
2
; g
1
).
Oensihtlih ist $
g
eine

Aquivalenzrelation auf E n g.
Lemma 2.6.2 F

ur eine Ebene E und eine Gerade g 2 G
jE
zerlegt $
g
die
Menge E n g in genau zwei

Aquivalenzklassen.
Beweis. Es sei  2 T
jE
mit (g) 6= g. Dann liegen f

ur alle p 2 g die Punkte
(p) und 
 1
(p) auf vershiedenen Seiten von g. Es existieren also wenig-
stens zwei

Aquivalenzklassen. Nun seien p; q; r drei paarweise vershiedene
Punkte aus E n g mit drei parallelen Geraden g
1
; g
2
; g
3
2 G
jE
durh diese
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Punkte. Es sind damit Z(g
1
; g; g
2
), Z(g
1
; g; g
3
) und Z(g
2
; g; g
3
) niht gleih-
zeitig erf

ullt, sonst widerspr

ahe :Z(g
1
; g; g
2
) ^ :Z(g
1
; g; g
3
) ^ :Z(g
2
; g; g
3
)
mit Lemma 2.5.4 der Planarit

at von E. Damit kann $
g
niht mehr als zwei

Aquivalenzklassen besitzen. 
Denition 2.6.3 Wir nennen die zwei

Aquivalenzklassen von$
g
die durh
g induzierten Halbebenen. F

ur einen Punkt p 2 Eng ist h
+
(g; p) (h
 
(g; p)) die
oenen Halbebene bez

uglih g, die p (niht) enth

alt. H
+
(g; p) := h
+
(g; p)[ g
und H
 
(g; p) := h
 
(g; p) [ g sind die entsprehenden abgeshlossenen Halb-
ebenen.
Lemma 2.6.3 Jede Halbebene ist eine konvexe Menge.
Beweis. Es seien p und q zwei Punkte einer Halbebene h, die durh eine
Gerade g erzeugt wird. Kein Punkt r der Geraden g liegt zwishen p und
q. Wir nehmen an, es existiert ein Punkt r in h
 
(g; p) mit Z(p; r; q). Dann
existieren drei parallele Geraden g
1
; g
2
; g
3
mit p 2 g
1
, q 2 g
2
und r 2 g
3
.
Es gilt also Z(g
1
; g
3
; g
2
), aber auh Z(g
1
; g; g
3
), da g
1
 h
+
(g; p) und g
3

h
 
(g; p). Nah Lemma 2.5.4 l

age dann auh g zwishen g
1
und g
2
, was der
Voraussetzung p; q 2 h widerspriht.
F

ur den Fall, da p und q in einer abgeshlossenen Halbebene H liegen,
gelten die selben Beziehungen wie im Fall der oenen Halbebene, auh wenn
h

ohstens einer der Punkte p; q in g liegt. Liegen beide Punkte auf g, so ist
f

ur jedes r mit Z(p; r; q) der Punkt r ein Element der Geraden g und somit
Element von H. 
Niht alle planaren konvexen Mengen lassen sih als Durhshnitt von Halb-
ebenen darstellen, wie Abbildung 2.1 verdeutliht. Es ist daher notwendig
einen st

arkeren Konvexit

atsbegri einzuf

uhren.
Denition 2.6.4 Eine Menge M  E heit streng konvex, wenn M = E
oder wenn sih M als Durhshnitt von Halbebenen darstellen l

at.
Folgerung 2.6.1 Jede streng konvexe Menge ist konvex. 
Denition 2.6.5 Eine Teilmenge M einer Eben E heit D-konvex (Drei-
ekskonvex), wenn M eine konvexe Teilmenge einer Geraden ist oder wenn
f

ur je drei nihtkollineare Punkte p; q und r aus M gilt:
H
+
(g(p; q); r) \H
+
(g(p; r); q) \H
+
(g(q; r); p) M
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bc bc bc bc bc
bc bc bc bc bc
bc bc bc bc bc
bc bc bc bc bc
bc bc bc bc bc
b
b
b
p
Abbildung 2.1: Die durh die shwarzen Punkte dargestellte Menge ist nah De-
nition konvex, l

at sih aber niht als Durhshnitt von Halbebenen darstellen,
da diese notwendigerweise den Punkt p enthielten.
Lemma 2.6.4 Es gilt:
1. Jede streng konvexe Menge ist D-konvex.
2. Jede D-konvexe Menge ist konvex.
Beweis. Man

uberlegt sih leiht, da eine Halbebene H genau dann drei
paarweise vershiedene Punkte p; q; r enth

alt, wenn gilt:
D(p; q; r) := H
+
(g(p; q); r) \H
+
(g(p; r); q) \H
+
(g(q; r); p)  H:
1. Es sei M eine streng konvexe Menge. Dann existiert ein System von Halb-
ebenen H mit M =
S
H2H
H. F

ur alle dreielementigen Teilmengen fp; q; rg
von M liegen diese in jedem dieser H. Da D(p; q; r)  H f

ur solhe H ist, ist
auh D(p; q; r) eine Teilmenge von M und M somit D-konvex.
2. M sei eine D-konvexe Menge. Ist M eine D-konvexe Teilmenge einer Gera-
den, so ist nihts zu zeigen. Enth

alt M hingegen nihtkollineare dreipunktige
Mengen fp; q; rg, so ist D(p; q; r)  M und folglih ist mit pq  D(p; q; r) 
M die Menge M konvex. 
2.7 Ein wihtiges Beispiel
An diesem Punkt der Diskussion H

ublers Axiomensystems k

onnte man mei-
nen, alle diskreten Ebenen beshrieben zu haben und da die Untershei-
dung von oenen und abgeshlossenen Halbebenen sowie von streng konvexen
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und D-konvexen Mengen formale Spitzndigkeiten sind, die in einer plana-
ren Menge, wie die Menge Z
2
eine ist, ohnehin niht sinnvoll sind. Dem ist
niht so. In diesem Abshnitt werden wir eine planare Menge Z
2
 H  R
2
konstruieren, die die Axiome 1 bis 7 erf

ullt, aber dennoh niht unserer Vor-
stellung einer diskreten Geometrie entspriht. H liegt diht in der euklidi-
shen Ebene und zwishen zwei parallelen Geraden von H liegen unendlih
viele weitere parallele Geraden von H. Dies zeigt, da das Diskretheitsaxiom
6 niht ausreiht die Diskretheit der h

oherdimensionaler Unterr

aume dieser
Geometrien zu implizieren.
Wir beginnen mit der induktiven Konstruktion der Menge H. Dazu betrah-
ten wir folgende Abbildung ' : R
2
! R
2
, die durh die folgende Matrix
beshrieben ist:
' = d 

x=z  y=z
y=z x=z

Dabei sei (x; y; z) ein prim

ares pythagor

aishes Tripel, das heit es gilt x
2
+
y
2
= z
2
. x; y; z sind paarweise teilerfremd und keines der x; y; z ist identish
0. Weiterhin w

ahlen wir d := 1=z.
Die Menge H
0
sei Z
2
. Jede weitere Menge H
i+1
ist als '(H
i
) deniert. Die
Translationen T
i
ist die Einshr

ankung der Translationen T
R
2
von R
2
auf H
i
und die Geradenmenge erh

alt man wie folgt aus den Geraden G
R
2
in R
2
:
G
i
:= fg : g = g
0
\H
i
^ g
0
2 G
R
2
^ jgj > 1g
Wir betrahten die Translationen als Mengen von Paaren von Punkten, die
aufeinander abgebildet werden.
F

ur alle nat

urlihen Zahlen i sind die Punkte
o :=

0
0

; e
1
:=

1
0

und e
2
:=

0
1

Elemente von H
i
. Die Menge H
i
kann mit den Denitionen 
i
(o) := '
i
(e
1
)
und 
i
(o) := '
i
(e
2
) als planares Gitter G(o; 
i
; 
i
) beshrieben werden.
Behauptung 2.7.1 F

ur alle nat

urlihen Zahlen i gilt:
1. H
i
 H
i+1
2. F

ur jede Gerade g 2 G
i
existiert ein g
0
2 G
i+1
mit g  g
0
.
3. F

ur jede Translation  2 T
i
existiert ein 
0
2 T
i+1
mit   
0
.
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Beweis. 1. Wir benutzen Induktion

uber i. i = 0: Die Umkehrabbildung
von ' l

at sih wie folgt darstellen:
'
 1
=

x y
 y x

Die Vereinfahung ergibt sih durh d = 1=z. Es gilt also f

ur ein p 2 H = Z
2
.
Damit liegt '
 1
(p) wieder in Z
2
= H
0
. Weiterhin liegt damit p auh in H
1
,
da es Bild eines Punktes aus H
0
ist. Es gilt H
0
6= H
1
, da '(e
1
) 62 H
0
.
F

ur i > 0 ist zu zeigen, da H
i+1
 H
i+2
gilt. Jeder Punkt p aus H
i+1
hat ein Urbild in H
i
. Es ist p = '(p
0
) f

ur ein p
0
2 H
i
 H
i+1
. Damit liegt
nah Denition von H
i+2
der Punkt p auh in H
i+2
. Wegen '('
i+1
(e
1
)) 2
H
i+2
nH
i+1
gilt die Ungleihheit beider Mengen. Die Punkte 2. und 3. folgen
aus 1. 
Wir k

onnen nun denieren:
H :=
[
i2N
H
i
G := fg : g = g
0
\H
i
^ g
0
2 G
R
2
^ jgj > 1g
T := f :  = 
0
\ H
i
^ 
0
2 T
R
2
^  6= ;g
Z := Einshr

ankung von Z
R
2
auf H
k := Einshr

ankung von k
R
2
auf H
Mit diesen Denitionen gilt:
Behauptung 2.7.2 Das Tripel (H;G; T ) mit den Relationen Z und k ge-
n

ugt den Axiomen 1 bis 7.
Beweis. Die Axiome 1 bis 5 und 7 sind nah den Denitionen von H, G
und T einfah nahzuweisen. Es ist also noh Axiom 6 zu

uberpr

ufen. Wir
zeigen:
1. Zu zwei vershiedenen Punkten p; r 2 H existieren h

ohstens endlih viele
Punkte q 2 H mit Z(p; q; r). Dies ist aufgrund der Vershiebungsinvarianz
von Z

aquivalent zu:
2. F

ur alle p 2 H mit p 6= o existieren h

ohstens endlih viele Punkte q mit
Z(o; q; p). Es gen

ugt zu zeigen:
3. F

ur alle p 2 H mit p 6= o existiert eine Konstante (p) > 0 die nur von p
abh

angt, so da f

ur jedes nat

urlihe i gilt: Ist p 2 H
i
, so folgt
jfr 2 H : Z(o; r; p)gj  (p):
28
Wir zeigen: Aus 3 folgt 2. Es gelte 3 und wir nehmen an, es existieren un-
endlih viele r 2 H mit Z(o; r; p). Dann kann man eine endlihe Menge
D  fr 2 H : Z(0; r; p)g w

ahlen mit jDj > (p). Nah der Konstruktion von
H existiert ein i 2 N mit D  H
i
. Dies widerspriht aber der Annahme, da
(p) eine obere Shranke f

ur die Anzahl der Punkte zwishen o und p ist.
Es ist noh eine weitere Vereinfahung m

oglih:
4. F

ur zwei teilerfremde ganze Zahlen x und y existiert eine Konstante  > 0,
so da f

ur alle nat

urlihen Zahlen k gilt:

x
0
y
0

:= '
 k

x
y

und ggT(x
0
; y
0
) = 1:
Dabei bezeihnet ggT den gr

oten gemeinsamen Teiler.
Aus 4 folgt 3: F

ur ein beliebigen Punkt p 2 HnfOg existiert ein j 2 N so da
p in H
j
liegt. Wir bezeihnen die Koordinaten von p bez

uglih G(o; 
k
; 
k
)
mit x
k
(p) bzw. y
k
(p), f

ur k > j. Nah Konstruktion von H
i
, i > j, gilt:

x
i
(p)
y
i
(p)

:= ('
 1
)
i j

x
j
(p)
y
j
(p)

Weiterhin ist oensihtlih jfr 2 H
i
: Z(o; r; p)gj = ggT(x
i
(p); y
i
(p))   1
rihtig. Aus der Linearit

at von ' und '
 1
folgt, da eine niht von i abh

angige
Konstante  existiert mit ggT(x
i
(p); y
i
(p)) < .
Es bleibt nun 4. zu beweisen. Zuerst stellen wir '
 k
folgendermaen dar:
'
 k
=

x
k
y
k
 y
k
x
k

F

ur alle nat

urlihen Zahlen k gilt die Aussage, da ggT(x
k
; y
k
) = 1. Dies
sieht man induktiv wie folgt: Im Fall k = 1 folgt aus der Denition von '
da x und y teilerfremd sind. F

ur k > 0 gilt
x
k+1
= x
k
x  y
k
y
y
k+1
= x
k
y + y
k
x:
Ein gemeinsamer Teiler d von x
k+1
und y
k+1
teilt auh die jeweiligen Sum-
manden und kann demnah niht von 1 vershieden sein.
Um die Existenz einer Konstante  > 0 zu beweisen, f

ur die die Ungleihung
ggT(x
0
; y
0
) <  gilt, und die

x
0
y
0

= '
 k

x
y

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erf

ullt, multiplizieren wir diese Gleihung mit
T =

a b
 y x

;
wobei a und b so gew

ahlt sind, da ax + by = 1, was aufgrund der Teiler-
fremdheit von x und y m

oglih ist. T ist oenbar ein Automorphismus, der
die Zwishenrelation invariant l

at, da det T = 1. Mit der Denition

x
00
y
00

:= T

x
0
y
0

ist also ggT(x
00
; y
00
) = ggT(x
0
; y
0
). Durh Ausrehnen der Gleihung

x
00
y
00

=

a b
 y x

x
k
y
k
 y
k
x
k

x
y

erh

alt man
x
00
= x
k
+ y
k
(ay   bx)
y
00
=  (x
2
+ y
2
)y
k
:
Damit gilt f

ur einen gemeinsamen Teiler d von x
00
und y
00
, da sih dieser als
Teiler von y
00
darstellen lassen mu als d = d
0
d
00
, wobei d
0
den Term (x
2
+y
2
)
und d
00
die Zahl y
k
teilt. d
00
teilt auh x
00
und damit x
k
= x
00
  (ay   bx)y
k
,
woraus sih der Wert von d
00
wegen der Teilerfremdheit von x
k
und y
k
zu 1
bestimmt. Es ist also d = d
0
und somit Teiler von (x
2
+ y
2
). Es gilt:
ggT(x
00
; y
00
) = ggT(x
0
; y
0
) < (x
2
  y
2
)  1 =: (x; y):
Damit ist 4 bewiesen und Axiom 6 gilt. 
Im weiteren werden wir sehen, da H eine Menge ist, die zwar planar ist,
aber f

ur deren parallele Geraden und ihre Zwishenrelation keine zu Axiom 6
analoge Aussage gilt: Wir k

onnen unendlih viele parallele Geraden zwishen
zwei Parallelen nden.
Behauptung 2.7.3 Es gilt:
1. H ist planare Menge.
2. H liegt diht in R
2
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Beweis. 1. Oensihtlih enth

alt H Punkttripel, die niht kollinear sind.
Wir w

ahlen paarweise vershiedene Punkte p; q; r; s inH und denieren paar-
weise vershiedene Geraden g
1
; g
2
; g
3
mit g
1
:= g(p; q), g
2
k g
1
mit r 2 g
2
,
g
3
k g
1
mit s 2 g
3
. Da nah Konstruktion von H und Axiom 6 eine Ge-
rade nah endlih vielen Shritten erzeugt ist, existiert ein i 2 N , so da
g
1
; g
2
; g
3
in G
i
liegen und damit Teilmengen von H
i
sind. Es gelte o.B.d.A
die Zwishenrelation Z(g
1
; g
2
; g
3
) in H
i
. Es mu demnah ein  2 T
i
und
k; l > 0 geben, so da 
k
(g
1
) = g
2
und 
l
(g
2
) = g
3
in H
i
erf

ullt sind. Die
mit  korrespondierende Vershiebung 
0
aus T
R
2
induziert eine Vershiebung

00
= H
2
\ 
0
in H. Somit ist   
00
und 
00
2 T . Weiter gilt 
00k
(g
1
) = g
2
und 
00l
(g
2
) = g
3
. Die Menge H gen

ugt also der Planarit

atsforderung.
2. Es seien p 2 R
2
ein beliebiger Punkt und " > 0. Wir w

ahlen ein k 2 N so,
da d
k
 " > 1, wobei d der Kontraktionsfaktor aus der Denition von ' ist.
Weiterhin denieren wir p
0
:= '
 k
(p). Zu diesem p
0
wird ein q
0
2 Z
2
gew

ahlt,
dessen euklidisher Abstand von p
0
kleiner oder gleih als 1 ist. Dann liegt
der Punkt q := '
k
(q
0
) in der "-Umgebung von p. H liegt also diht in R
2
. 
Behauptung 2.7.4 In H gilt: F

ur zwei vershiedene parallele Geraden g
1
und g
2
in G existieren unendlih viele g 2 G mit Z(g
1
; g; g
2
).
Beweis. Es seien g
1
und g
2
zwei solhe Geraden, die beliebig gew

ahlt sind.
Es gen

ugt zu zeigen, da eine Gerade g existiert, die Z(g
1
; g; g
2
) erf

ullt. Zu
g
i
2 G existiert g
0
i
2 G
R
2
mit g
i
 g
0
i
f

ur i = 1; 2. Da H diht in R
2
liegt,
existiert ein Punkt p 2 H der zwishen den beiden reellen Geraden liegt.
Nun seien q; r 2 g
1
beliebig aber vershieden und s 2 g
2
. Damit sind p; q; r; s
paarweise vershiedene Punkte aus H und weil H der Planarit

atsforderung
gen

ugt, liegen die Geraden g
1
= g(q; r), g
2
k g
1
mit s 2 g
2
und g k g
1
mit
p 2 g in Zwishenrelation. Da f

ur die entsprehenden reellen Geraden gilt
Z(g
1
; g; g
2
) (wegen p 2 g
0
), gilt auh Z(g
1
; g; g
2
). Also ist die Behauptung
bewiesen. 
Mit dieser Erkenntnis bekommt man auh einen anderen Blik auf oene
und abgeshlossene Halbebenen. Diese beiden Begrie untersheiden sih in
dem vorliegenden Fall. Auh die Begrie der D-Konvexit

at und der strengen
Konvexit

at untersheiden sih in planaren Mengen, wie H.
Behauptung 2.7.5 Es existieren Mengen, die D-konvex aber niht streng
konvex sind.
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Beweis. H = H
+
(g; p) sei eine Halbebene, in der zwishen g und jeder
zu g parallelen Geraden g
0
unendlih viele Geraden liegen und q; r seien zwei
Punkte aus g. Wir denieren g
1
:= g(p; q) und g
2
:= g(r; p) und w

ahlen t 2 qr
mit t 6= q. Dann ist die Menge
M := (H \H
+
(g
1
; r) \H
+
(g
2
; q)) n qt
D-konvex, aber niht streng konvex. 
Alle Geometrien, die diese pathologishen Eigenarten besitzen lassen sih
aufgrund der folgenden drei Eigenshaften der Abbildung ' harakterisieren:
1. ' mu eine Rotation um ein irrationales Vielfahes von  enthalten.
Das ist notwendig um abz

ahlbar unendlihe Orbits f

ur die Punkte der
Geometrie unter ' zu erzeugen.
2. '
 1
(Z
2
)  Z
2
wird im Beweis der Aussage 1 der Behauptung 2.7.1
genutzt um H
i
 H
i+1
zu zeigen. Diese Forderung impliziert insbe-
sondere, da ganzzahlige Vielfahe der Transformationen 
i
und 
i
als
Summe der Transformationen 
0
und 
0
darstellbar sind. Diese Eigen-
shaft ist wesentlih, um die Planarit

atsbedingung f

ur H beweisen zu
k

onnen. Gilt diese Bedingung niht so kann ein 
i
bzw. 
i
gefunden
werden, welhes aus der planaren Menge herausf

uhrt in eine Art drei-
dimensionale Geometrie, f

ur die die Planarit

atsbedingung niht mehr
gelten kann. Dieser Zusammenhang wird im Abshnitt 3 weiter unter-
suht.
3. Im weiteren mu ' eine Kontraktion um Faktor d enthalten. Dabei
ist die Rationalit

at von d wesentlih, da sonst Punkt 2 widersprohen
wird. Allerdings ist diese Eigenshaft shw

aher als die anderen. Die
Kontraktion wird ben

otigt f

ur den Beweis der Dihtheit von H in R
2
.
2.8 Das zweite Diskretheitsaxiom
Die vorangegangenen Beobahtungen mahen es n

otig, ein neues Axiom ein-
zuf

uhren, um den Eekten zu entgehen, die eine Geometrie von der Art der
Menge P mit sih bringt.
Axiom 8 (2. Diskretheitsaxiom) Zu je zwei voneinander vershiedenen par-
allelen Geraden g
1
; g
2
gibt es h

ohstens endlih viele Geraden g, derselben
Rihtung, f

ur die Z(g
1
; g; g
2
) gilt.
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Satz 2.8.1 1. Jedes planare Gitter gen

ugt dem Axiom 8.
2. Jede Ebene ist ein planares Gitter.
Beweis. 1. Nah Folgerung 2.5.1 kann zu jeder Geraden g eine Gerade g
0
gefunden werden, so da g und g
0
Ahsenpaar eines planaren Gitters sind.
Man kann also durh Vershiebung von g l

angs g
0
das planare Gitter erzeugen.
Damit folgt das zweite Diskretheitsaxiom aus dem ersten.
2. Es sei E eine Ebene einer diskreten Geometrie P und g 2 G
jE
eine beliebige
Gerade inE. Nah Satz 2.6.1 gen

ugt E mit den kanonishen Einshr

ankungen
G
jE
und T
jE
den Axiomen 1 bis 7. Oenbar gilt E =
S
fg
0
2 G
E
: g
0
k gg.
Wir w

ahlen nun eine Gerade g
0
in E, die parallel zu g ist. Nah Axiom 8
existiert ein k 2 N und g
i
2 G
jE
mit Z(g; g
i
; g
0
) f

ur i = 1; : : : ; k. g
1
; : : : ; g
k
k

onnen so geordnet werden, da Z(g
i 1
; g
i
; g
i+1
) gilt. Es sei  2 T
jE
eine
Vershiebung mit (g
i
) = g
i+1
. g
j
= j(g) f

ur j 2 Z. Damit l

at sih E
darstellen als
S
fg
j
: j 2 Zg. Andernfalls g

abe es einen Punkt p 2 E, der
auf keiner dieser Geraden liegt und durh den nah Axiom 3 eine Gerade g^
verl

auft, die zu g parallel ist. Es gilt f

ur ein j 2 Z die Beziehung Z(g
j
; g^; g
j+1
)
wegen der Planarit

at von E und dem ersten Diskretheitsaxiom. Dann liegt
aber zwishen jedem g
i
und g
i+1
, i 2 Z eine weitere Gerade, insbesondere
zwishen g
0
und g
1
. Die widerspriht der Voraussetzung. Damit ist (q; ; )
ein Koordinatensystem f

ur E, wobei  Generator von g ist. E ist also gleih
dem planaren Gitter G(q; ; ). 
Denition 2.8.1 Es sei E eine Ebene. Wir nennen eine Menge M  E
beshr

ankt, wenn drei Punkte p; q; r in E existieren, so da gilt:
M  H
+
(g(p; q); r) \H
+
(g(p; r); q) \H
+
(g(q; r); p):
Die nahstehende Folgerung ist nun leiht einzusehen und zieht als Konse-
quenz die Isomorphie (im Sinne der planaren Gitter) aller Ebenen nah sih.
Damit maht es Sinn, wenn wir von der diskreten Ebene sprehen.
Folgerung 2.8.1 F

ur eine Ebene E gelten folgende Aussagen
1. Jede beshr

ankte Teilmenge von E ist endlih.
2. Eine beshr

ankte Teilmenge M von E ist genau dann streng konvex,
wenn M D-konvex ist.
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3. Jede oene Halbebene von E kann auh als abgeshlossene Halbebene
aufgefat werden und umgekehrt. Es gilt f

ur Geraden g; g
0
mit g
0
2
H
+
(g; p), g
0
6= g und der Eigenshaft, da zwishen g und g
0
keine
weitere Geraden liegen:
H
+
(g
0
; p) = h
+
(g; p) und H
 
(g; p) = h
 
(g
0
; p):

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Kapitel 3
Der allgemeine Fall
Dieser Teil befasst sih mit der Verallgemeinerung der Konzepte, die H

ubler
bei der Untersuhung seines Axiomensystems angewandt hat. Die Begrie
der Planarit

at und Ebene werfden in einen allgemeinen Kontext gesetzt und
somit Geometrien erkl

art, deren Rang gr

oer als zwei ist.
3.1 Diskrete Gitter h

oheren Ranges
Der folgende Abshnitt st

utzt sih niht auf die Kenntnis des Axioms 8. Es
w

are f

ur unsere Zweke zu eingeshr

ankt und niht dienlih. Ziel ist es eine
allgemeine Fassung dieses Axioms zu entwikeln, wof

ur zuerst der begri-
lihe Apparat erweitert und verallgemeinert wird. Den Anfang maht der
Begri des Gitters vom Rang n. Eine Menge f
1
; : : : ; 
n
g heit abh

angig,
wenn ganze Zahlen i
1
; : : : ; i
n
existieren, die niht gleihzeitig 0 sind, so da
Q
n
j=1

i
j
j
= Id. Ist dies niht der Fall so heit die Menge unabh

angig
1
.
Denition 3.1.1 Es sei p ein Punkt und f
1
; : : : ; 
n
g  T unabh

angig.
Dann ist das von p und 
1
; : : : ; 
n
aufgespannte Gitter vom Rang n die
Menge
G
n
(p; 
1
; : : : ; 
n
) = fq 2 P : q = (
n
Y
j=1

i
j
j
)(p); i
1
; : : : ; i
n
2 Zg
Die 
i
heien Generatoren des Gitters.
Das Gitter heit vollst

andig, wenn die Generatoren des Gitters einfah
sind.
1
Wir shreiben an dieser Stelle
Q
n
j=1

i
j
j
anstatt 
n
j=1

i
j
j
oder 
i
1
1
Æ : : : Æ 
i
n
n
.
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Gitter vom Rang n sind eine nat

urlihe Verallgemeinerung von planaren Git-
tern, somit ist es niht weiter verwunderlih, da auh diese invariant bleiben
unter der Wahl eines Basispunktes p aus G
n
(p; 
1
; : : : ; 
n
). Das n

ahste Lem-
ma maht davon Gebrauh:
Lemma 3.1.1 Es seien p
1
; p
2
; p
3
2 G
n
(p; 
1
; : : : ; 
n
), g
1
:= g(p
1
; p
2
), g
2
k
g
1
mit p
2
2 g
2
. Dann existiert ein Punkt p
4
2 G
n
(p; 
1
; : : : ; 
n
) mit g
2
=
g(p
3
; p
4
).
Beweis. Da p
1
ein Punkt in G = G
n
(p; 
1
; : : : ; 
n
) ist, l

at sih G auh
als G
n
(p
1
; 
1
; : : : ; 
n
) shreiben. Der Punkt p
2
liegt in G also existieren ganze
Zahlen i
1
; : : : ; i
n
mit p
2
= 
i
1
1
Æ: : :Æ
i
n
n
(p
1
). Der Punkt p
3
liegt auh in G, man
kann also p
4
als 
i
1
1
Æ : : : Æ 
i
n
n
(p
3
) denieren und erh

alt somit einen weiteren
Punkt aus G. Die Gerade g(p
3
; p
4
) ist oensihtlih parallel zu g
1
. 
Lemma 3.1.2 Es seien G
1
; G
2
; G
3
paarweise vershiedene parallele Gitter
vom Rang n und g; g
0
Geraden, die alle drei Gitter shneiden.
Betrahten wir nun eine Menge von Punkten M = fp
1
; : : : ; p
n+1
g. Dann las-
sen sih die Generatoren 
i
der Geraden g
j
= g(p
1
; p
j+1
) f

ur i = 1; : : : ; n
bestimmen. Wir nennen M abh

angig, wenn f
1
; : : : ; 
n
g abh

angig ist. An-
dernfalls heit M unabh

angig. Das heit insbesondere, da ; und einele-
mentige Mengen unabh

angig sind.
Denition 3.1.2 Es seiM = fp
1
; : : : ; p
n+1
g eine unabh

angige Menge. Dann
ist das von M erzeugte Gitter
G
n
(p
1
; : : : ; p
n
) = G
n
(M) := G
n
(p
1
; 
1
; : : : ; 
n
):
Dabei sind 
1
; : : : ; 
n
wie oben beshrieben bestimmt.
Diese Denition erzeugt vollst

andige Gitter. Wir bemerken weiterhin, da
Geraden auh als Gitter vom Rang 1 und planare Gitter als Gitter von Rang
2 aufgefat werden k

onnen.
Folgerung 3.1.1 Es sei die Teilmenge fp
1
; : : : ; p
k+1
g des n-Gitters G =
G
n
(p; 
1
; : : : ; 
n
) eine unabh

angige Menge und weiterhin 1 < k < n. G
1
:=
G
(k 1)
(p
1
; : : : ; p
k
) und G
2
k G
1
mit p
k+1
2 G
2
. Dann existieren Punkte
p
0
1
; : : : ; p
0
k
2 G mit
G
2
= G
(k 1)
(p
0
1
; : : : ; p
0
k
; p
k+1
):
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Beweis. Analog Lemma 3.1.1 
Satz 3.1.1 F

ur eine unabh

angige Menge f
1
; : : : ; 
n
g von Translationen, den
Punkt p und ein Gitter G = G
n
(p; 
1
; : : : ; 
n
) gen

ugt (G;G
jG
; T
jG
) den Axio-
men 1 bis 7. 
Denition 3.1.3 Es seien G
1
= G
n
(p; 
1
; : : : ; 
n
) und G
2
= G
n
(q; 
1
; : : : ; 
n
)
zwei Gitter des Ranges n. Sie heien parallel, wenn eine von der Identit

at
vershiedenen Translation  existiert mit (G
1
) = G
2
.
Denition 3.1.4 Es seien G
1
; G
2
; G
3
drei vershiedene parallele Gitter vom
Rang n. Es gilt Z(G
1
; G
2
; G
3
) genau dann, wenn eine Vershiebung  und
nat

urlihe Zahlen i; j existieren mit 
i
(G
1
) = G
2
und 
j
(G
2
) = G
3
Lemma 3.1.3 F

ur drei paarweise vershiedene parallele Gitter G
1
; G
2
; G
3
des Ranges n mit der Eigenshaft Z(G
1
; G
2
; G
3
), k

onnen niht gleihzeitig
die Beziehungen Z(G
1
; G
3
; G
2
) und Z(G
2
; G
1
; G
3
) gelten.
Beweis. Angenommen, es gelten Z(G
1
; G
2
; G
3
) und Z(G
1
; G
3
; G
2
). Dann
existieren zwei Translationen  und , sowie nat

urlihe Zahlen i; j; k; l, f

ur
die 
i
(G
1
) = G
2
, 
j
(G
2
) = G
3
sowie 
k
(G
1
) = G
3
, 
l
(G
3
) = G
2
gelten. Es sei
p
1
ein Punkt von G
1
. Die Punkte p
1
; p
2
:= 
i
(p); p
3
:= 
j
(p
2
) und p
1
; p
0
3
:=

k
(p
1
); p
0
2
:= 
l
(p
0
3
) sind jeweils kollinear. Mit Axiom 7 und Folgerung 2.3.5
folgt nun aber der Widerspruh Z(p
1
; p
2
; p
3
) , Z(p
1
; p
0
3
; p
0
2
), da p
2
; p
0
2
2 G
2
und p
0
2
; p
3
2 G
3
. 
Lemma 3.1.4 Es seien G
1
; : : : ;G
4
paarweise vershiedene parallele Gitter
vom Rang n. Dann folgen aus Z(G
1
; G
2
; G
3
) und Z(G
2
; G
3
; G
4
) auh die
Beziehungen Z(G
1
; G
2
; G
4
) und Z(G
1
; G
3
; G
4
).
Beweis. Es gelten also die Beziehungen Z(G
1
; G
2
; G
3
) und Z(G
2
; G
3
; G
4
).
Dann existieren nat

urlihe Zahlen i; j; k; l und Vershiebungen  und  mit

i
(G
1
) = G
2
; 
j
(G
2
) = G
3
und 
k
(G
2
) = G
3
; 
k
(G
3
) = G
4
. Wir m

ussen
zwei F

alle untersheiden: 1. Fall:  und  erzeugen die gleihe Rihtung.
Dann existiert eine Gerade g, die G
1
in p trit und g = (g) = (g). Die
Gerade g hat dann auh Punkte mit G
2
; G
3
und G
4
gemein. Die Behauptung
folgt nun aus der Zwishenrelation auf Geraden. 2. Fall:  und  erzeugen
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vershiedene Rihtungen. Wir w

ahlen einen beliebigen Punkt aus G
2
. Es ist
nun zu zeigen, da G
1
; : : : ; G
4
mit G = G(p; ; ) gemeinsam haben. Das ist
oensihtlih f

ur G
3
, denn p
1
:= 
j
(p) und p
2
:= 
k
(p) liegen beide in G
3
.
Die Punkte p
3
:= 
 i
(p) und p
4
:= 
(k+l)
(p) liegen in G
1
bzw. in G
4
. Nah
Lemma 3.1.1 existieren Punkte p
0
; p
0
3
; p
0
4
mit g
1
:= g(p
3
; p
0
3
); g
2
:= g(p; p
0
) und
g
4
:= (p
4
; p
0
4
), die allesamt parallel zu g
3
= g(p
1
; p
2
) sind. Es sei g
0
1
= g
\
G
und 
0
der Generator von g
0
in G. Nah Lemma 2.5.2 existiert ein 
0
, so da
G gleih G(p; 
0
; 
0
) ist. Die Gerade h = f
0i
(p) : i 2 Zg shneidet g
1
; : : : ; g
4
und damit G
1
; : : : ; G
4
und wie im ersten Fall folgt die Behauptung mit Hilfe
der Zwishenrelation auf Geraden und der freien Wahl von p. 
Folgerung 3.1.2 F

ur endlih viele Gitter vom Rang n G
1
; : : : ; G
m
, die paar-
weise vershieden und parallel sind und von denen sih je drei in Zwishen-
relation benden, existiert ein  2 T und ganze Zahlen i
1
; : : : ; i
m 1
, so da
G
i
j+1
= 
i
j
(G
j
) f

ur j = 1; : : : ; m  1. 
3.2 Der Rang einer Menge
Die Erfahrung aus Abshnitt 2.7 hat uns gezeigt, da die, wie auh immer
gearteten, Gitter noh lange niht alle Modelle f

ur die Axiome 1 bis 7 sind.
Deshalb soll nun der Begri der Planarit

at in einen allgemeinen Rahmen
gesetzt werden.
Denition 3.2.1 Eine Menge M  P heit vom Rang n, in Zeihen
r(M) = n, wenn M (n + 1)-elementige unabh

angige Teilmengen enth

alt
und wenn f

ur eine unabh

angige Punktmenge fp
1
; : : : ; p
n
g  M und belie-
bige Punkte p
n+1
; p
n+2
2M die Rang-n-Forderung gilt:
Die Gitter vom Rang (n   1) G
1
; G
2
; G
3
mit G
1
:= G
(n 1)
(p
1
; : : : ; p
n
), G
2
k
G
1
; p
n+1
2 G
2
und G
3
k G
1
; p
n+2
2 G
3
benden sih in Zwishenrelation,
wenn sie paarweise vershieden sind.
Die leere Menge habe den Rang -1.
Die planaren Mengen sind gerade die Mengen vom Rang 2.
Lemma 3.2.1 F

ur ein P von endlihem Rang existiert keine Menge M  P
f

ur die r(M) niht deniert ist.
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Beweis. Die Menge P habe den Rang n und wir nehmen an, es gibt ein
M  P f

ur das r(M) niht deniert ist. In M k

onnen Punkte p
0
; : : : ; p
k
gefunden werden, die unabh

angig sind. Da r(M) undeniert ist, erf

ullt M
die Rang-n-Forderung niht. Es existiert also ein Punkt p
k+1
inM , so da die
Gitter G
1
= G
(k 1)
(p
0
; : : : ; p
k 1
), G
2
k G
1
, p
k
2 G
2
und G
3
k G
1
, p
k+1
2 G
3
niht in Zwishenrelation liegen. Daraus folgt die Unabh

angigkeit der Menge
fp
0
; : : : ; p
k+1
g, denn andernfalls w

aren die GitterG
1
; G
2
; G
3
niht vershieden
und M erf

ullte die Forderung.
Dieses Argument kann f

ur alle k < n wiederholt werden. Wir k

onnen al-
so folgern, da in M die Menge fp
0
; : : : ; p
n
g unabh

angig ist. Die Gitter
G
0
1
:= G
(n 1)
(p
0
; : : : ; p
n 1
), G
0
2
k G
0
1
mit p
n
2 G
0
2
und G
0
3
k G
0
1
mit q 2 G
0
3
f

ur ein beliebiges q 2M sind dann vershieden und liegen niht in Zwishen-
relation. Da M Teilmenge von P ist und G
0
1
; G
0
2
; G
0
3
aufgrund r(P) = n in
Zwishenrelation liegen ergibt sih ein Widerspruh. 
Dieser Zusammenhang kann auh algebraish erkl

art werden: Der Unab-
h

angigkeitsbegri f

ur Punktmengen ist mit Hilfe von Translationen deniert
worden. Wir haben shon erkannt, da die Translationsmenge eine abelshe
Gruppe und somit ein Z-Modul ist. Dieser ist sogar frei, da in T keine Ele-
mente endliher Ordnung existieren. Die Theorie kommutativer Ringe lehrt
nun, da jeder freie Modul

uber einem Integrit

atsring eine Basis besitzt und
da vershiedenen Basen eines solhen Moduls

aquikardinal sind. Weiterhin
haben alle unabh

angigen Teilmengen solher Moduln eine Kardinalit

at, die
die einer Basis niht

ubersteigt. Die Kardinalit

at einer maximalen unabh

angi-
gen Menge von Translationen einer Teilmenge M des Moduls ist dann ein-
deutig bestimmt und entspriht dem Rang von M .
Wir k

onnen nun folgende fundamentale Lemmata

uber die Rangfunktion
behandeln.
Lemma 3.2.2 Es gilt:
1. M  P :  1  r(M)  jM j   1
2. M  N  P : r(M)  r(N)
Beweis. Die erste Behauptung folgt sofort aus der Denition des Ranges
und die zweite folgt aus dem Beweis von Lemma 3.2.1. 
Lemma 3.2.3 Eine Rang-n Menge kann niht vom Rang k sein f

ur  1 
k < n.
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Beweis. Die F

alle k =  1; 0; 1 sind trivial. Es sei also M eine Menge,
r(M) = n und k < n. Weil in M n + 1 unabh

angige Punkte existieren,
kann man in M auh k + 1 unabh

angige Punkte nden. Wir m

ussen also
zeigen, da M die Rang-k-Forderung niht erf

ullt. Dazu w

ahlen wir aus der
Menge der n Vershiebungen 
i
, die p
1
auf p
i+1
abbilden und oensihtlih
unabh

angig sind, k + 1 aus. Diese seien o.B.d.A 
1
; : : : ; 
k+1
. Nun werden
die Gitter G
1
:= G
(k 1)
(p
1
; 
1
; : : : ; 
k 1
), G
2
:= 
k
(G
1
) und G
3
:= 
k+1
(G
1
)
deniert. Aufgrund der Unabh

angigkeit der Vershiebungen k

onnen diese
aber niht in Zwishenrelation liegen. 
Folgerung 3.2.1 F

ur Mengen A  M  R gilt: Ist A eine maximale un-
abh

angige Menge so ist r(A) = r(M) = jAj   1. 
Lemma 3.2.4 F

ur beliebige Teilmengen M und N von P gilt
r(M [N) + r(M \N)  r(M) + r(N):
Beweis. Es seien A
M\N
 M \ N und A
M[N
 M [ N maximale un-
abh

angige Teilmengen. Wir k

onnen annehmen, da A
M\N
 A
M[N
gilt.
Weiterhin sind A
M[N
\M und A
M[N
\N unabh

angige Teilmengen von M
bzw. N . Wir wissen nun jA
M[N
\M j 1  r(M) und jA
M[N
\N j 1  r(N).
Fat man diese Beobahtungen zusammen, erh

alt man:
r(M) + r(N)  jA
M[N
\M j   1 + jA
M[N
\M j   1
= j(A
M[N
\M) [ (A
M[N
\N)j
+j(A
M[N
\M) \ (A
M[N
\N)j   2
= jA
M[N
\ (M [N)j+ jA
M[N
\ (M \N)j   2
= jA
M[N
j   1 + jA
M\N
j   1
= r(M [N) + r(M \N)

Lemma 3.2.5 Es seien M;N  P mit der Eigenshaft, da f

ur alle q 2
N nM die Aussage r(M[fpg) = r(M) wahr ist. Dann gilt r(M[N) = r(M).
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Beweis. Es sei N nM = fq
1
; : : : ; q
n
g. Die Behauptung folgt aus Induktion
nah n. F

ur n = 1 folgt das Ergebnis aus der Voraussetzung. Es sei also
n > 1. Nah der Induktionsvoraussetzung und Lemma 3.2.4 gilt:
r(M) + r(M) = r(M [ fq
1
; : : : ; q
n
g) + r(M [ fq
n+1
g)
 r((M [ fq
1
; : : : ; q
n
g) [ (M [ fq
n+1
g))
+r((M [ fq
1
; : : : ; q
n
g) \ (M [ fq
n+1
g))
= r(M [ fq
1
; : : : ; q
n
; q
n+1
g) + r(M)
 r(M) + r(M)
Der letzte Shritt nutzt Lemma 3.2.2.2. Es gilt also in jedem Shritt die
Gleihheit von r(M) und r(M [ fq
1
; : : : ; q
n
; q
n+1
g), womit der Beweis voll-
st

andig ist. 
Lemma 3.2.6 F

ur M  P und p 2 P gilt:
r(M)  r(M [ fpg)  r(M) + 1
Beweis. Es sei A eine maximale unabh

angige Menge in M . Dann ist ent-
weder A oder A[fpg maximale unabh

angige Menge von M [fpg und damit
ist r(M [ fpg) entweder r(M) oder r(M) + 1. 
Lemma 3.2.7 Jedes Gitter vom Rang n ist eine Menge vom Rang n.
Beweis. Es sei G deniert als G
n
(p; 
1
; : : : ; 
n
). Dann enth

alt G die Menge
fp; 
1
(p); : : : ; 
n
(p)g, die oenbar unabh

angig ist. Die Rang-n-Forderung l

at
sih analog zum Lemma 3.1.4 beweisen. 
3.3 Ebenen
Denition 3.3.1 Eine maximale Punktmenge vom Rang n, E  P, heit
n-Ebene. Das heit, f

ur alle p 2 P n E gilt n = r(E) < r(E [ fpg).
Folgerung 3.3.1 1. Zu jeder Rang-n Menge M existiert genau eine n-
Ebene E mit M  E .
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2. F

ur jede k-elementige unabh

angige Teilmenge M einer n-Ebene E mit
k  n + 1, gilt G
(k 1)
(M)  E.
3. Es seien E
1
eine n-Ebene, E
2
eine m-Ebene und A = fp
0
; : : : ; p
k
g eine
unabh

angige Teilmenge von E
1
\ E
2
. Dann ist G
k
(A)  E
1
\ E
2
.
Beweis. 1. Wir zeigen f

ur eine Rang-nMenge und eine unabh

angige Menge
fp
1
; : : : ; p
n+1
g M : Wenn die Menge fp; p
1
; : : : ; p
n+1
g vom Rang n ist, p 2 P
beliebig, dann ist M [ fpg auh vom Rang n. Ist der Punkt p Element von
M so ist nihts mehr zu zeigen, wir k

onnen also p aus P  M w

ahlen.
Angenommen, die Menge fp; p
1
; : : : ; p
n+1
g ist vom Rang n. Es gen

ugt nun
zu zeigen, da f

ur beliebige paarweise vershiedene Punkte q
1
; : : : ; q
n+1
2M
die Menge fq
1
; : : : ; q
n+1
; pg die Rang-n-Forderung erf

ullt. Wir denieren nun
folgende Gitter:
G
1
:= (n  1)G(p
1
; : : : ; p
n
)
G
2
k G
1
und p
n+1
2 G
2
G k G
1
und p 2 G
G
3
k G
1
und q
1
2 G
3
.
.
.
G
n+3
k G
1
und q
n+1
2 G
n+3
Wir k

onnen ohne Einshr

ankung annehmen, da diese paarweise vershieden
sind. Da fp; p
1
; : : : ; p
n+1
g vom Rang n ist, benden sih die Gitter G;G
1
und G
2
in Zwishenrelation und weil M Rang n hat, benden sih auh
die Gitter G
1
; : : : ; G
n+3
in Zwishenrelation. Es existieren also nah Fol-
gerung 3.1.2 ganze Zahlen i
1
; : : : ; i
n+3
und eine Vershiebung  mit G
j
=

i
j
(G) f

ur j = 1; : : : ; n + 3. Es seien 
1
; : : : ; 
n 1
die Generatoren von G.
Da G
n
(p; 
1
; : : : ; 
n 1
; ) Rang n hat, erf

ullt fq
1
; : : : ; q
n+1
; pg die Rang-n-
Forderung. Wir denieren nun:
E(M) := M [ fp 2 P : r(fp; p
1
; : : : ; p
n+1
g) = ng:
Dann ist E oensihtlih eine eindeutig bestimmte maximale Menge des Ran-
ges n, also eine n-Ebene, die M enth

alt.
2. Es seien E eine n-Ebene und fp
1
; : : : ; p
k
g eine unabh

angige Teilmenge von
E. Die Generatoren von G
(k 1)
(p
1
; : : : ; p
k
) seien 
1
; : : : ; 
k 1
Wir beweisen die
Behauptung durh Induktion

uber m = (n+1) k. F

ur m = 0 ist k = n+1.
G ist dann eine Rang-n Menge, die nah Teil 1 der Folgerung in einer n-
Ebene E
0
liegen mu. Da E
0
eindeutig durh fp
1
; : : : ; p
n+1
g bestimmt ist, gilt
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E0
= E. F

ur m > 0 w

ahlen wir aus T
jE
ein  mit (p
1
) 62 G. Dann gilt:
G  G
0
:= G
(k+1)
(
1
; : : : ; 
n
; )
Nah Induktionsvoraussetzung liegt G
0
in E und die Behauptung ist bewie-
sen.
3. Zum Beweis der Inklusion sei die Menge fp
1
; : : : ; p
k
g unabh

angig inE
1
\E
2
.
Nah Teil 2 folgt nun G
(k 1)
(p
1
; : : : ; p
k
)  E
1
\ E
2
. 
Laut Teil 1 k

onnen wir die Ebenenbildung als durh einen Abshlu-Operator
E realisiert vorstellen. Eine genauere Betrahtung von E erfolgt an einem
sp

ateren Punkt.
Da die Inklusion in 3. niht durh eine Gleihheit ersetzt werden kann, sieht
man, indem man sih E
1
als die Menge P  Z und E
2
als P  f0g vorstellt,
wobei P die Menge aus Abshnitt 2.7 bezeihnet. Dann ist jedes Gitter vom
Rang 2 G = G(p; ; ) eine ehte Teilmenge von E
1
\ E
2
Analog zum Satz 2.6.1 f

uhrt man den Beweis der folgenden Aussage:
Satz 3.3.1 Es sei E eine n-Ebene. Dann gen

ugt das Tripel (E;G
jE
; T
jE
) den
Axiomen 1 bis 7. Dabei seien die Ordnungsrelationen und die Parallelenre-
lation entsprehend eingeshr

ankt. 
Lemma 3.3.1 Es gilt f

ur eine beliebige Menge M  P
E(M) = fp 2 P : r(M [ fpg) = r(M)g
Beweis. Es sei fp
1
; : : : ; p
n+1
g M maximal unabh

angig. Wir wissen:
E(M) =M [ fp 2 P : r(fp; p
1
; : : : ; p
n+1
g) = ng:
Analog zum Beweis der Folgerung 3.3.1.1 gilt f

ur beliebiges p 2 P: Wenn
rfp; p
1
; : : : ; p
n+1
g) = n gilt, dann gilt auh r(M [ fpg) = n = r(M). Dies
ist nah Voraussetzung f

ur alle p 2 E(M) erf

ullt. Die Behauptung ist also
bewiesen. 
Lemma 3.3.2 Der Operator E hat die folgenden Eigenshaften:
1. F

ur jedes M  P gilt M  E(M).
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2. Ist M  N  P so gilt E(M)  E(N)
3. F

ur M 2 P ist E(E(M)) = M(X)
4. Es seien M  P, p 2 M und q 2 E(M [ fpg) n E(M). Dann ist
p 2 l(M [ fqg).
Beweis. 1. sieht man sofort mit dem Beweis von Folgerung 3.3.1.1 ein.
F

ur die zweite Behauptung seien zwei Mengen M;N mit M  N und p 2
E(M)nM gegeben. Nah Lemma 3.3.1 ist dann r(M[fpg) = r(M). Damit ist
jede maximale unabh

angige Teilmenge A von M auh maximal unabh

angig
in M [ fpg. In N [ fpg existiert nun eine maximale unabh

angige Teilmenge
A
0
, die A, aber niht p enth

alt. Deshalb ist A
0
auh Teilmenge von N . Es
folgt r(N [ fpg) = jA
0
j   1 = r(N) und damit p 2 E(N).
3. Aus Teil 1 folgt unmittelbar die Aussage E(M)  E(E(M)). F

ur den
Beweis der anderen Rihtung der Inklusion w

ahlen wir ein p 2 E(E(M)).
Dann gilt nah Lemma 3.3.1
r(E(M) [ fpg) = r(E(M)):
Aus dem gleihen Grund gilt f

ur alle q 2 E(M) nM die Beziehung
r(M [ fqg) = r(M):
Lemma 3.2.5 liefert nun
r(M) = r(M [ (E(M) nM)) = r(E(M));
woraus r(E(M) [ p) = r(M) folgt. Nah Lemma 3.2.2.2 gilt
r(E(M) [ fpg)  r(M [ fpg)  r(M):
Die Kombination beider Argumente zeigt die Gleihheit der letzten drei Wer-
te. p ist also in E(M) enthalten und somit gilt E(E(M))  E(M).
4. Es sei q 2 E(M[fpg)nE(M). Dann ist r(M[fpg[fqg) = r(M[fpg) und
r(M [ fqg) 6= r(M). Daraus und aus Lemma 3.2.6 folgern wir r(M [ fpg) =
r(M) + 1 und
r(M) + 1 = r(X [ fqg)  r(M [ fqg [ fpg) = r(M [ fpg)  r(M) + 1
Das heit, r(M [ fqg [ fpg) = r(M [ fqg), also p 2 E(M [ fqg). 
Lemma 3.3.3 Es sei M  P und p 2 P. Wenn M unabh

angig ist, M [fpg
aber niht, so ist p 2 E(M).
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Beweis. Da M [ fpg niht unabh

angig ist, existiert ein Element q 2M [
fpg mit q 2 E((M [ fpg) n fqg), denn r(M [ fpg) = r((M [ fpg) n fqg). Ist
q = p, so gilt das Lemma. Wenn hingegen q 6= p, so ist (M [ fpg) n fqg =
(M n fqg) [ fpg und q 2 E((M n fqg) [ fpg) n E(M n fqg). Nah Lemma
3.3.2.4 gilt nun p 2 E((M n fqg) [ fqg) = E(M). 
Lemma 3.3.4 Es seiM  P. Wenn p 2 E(M), so ist E(M[fpg) = E(M).
Beweis. Es sei p 2 E(M). Dann ist nah Lemma 3.3.1 r(M[fpg) = r(M).
Nah dem gleihen Argument gilt f

ur jeden beliebigen Punkt q 2 E(M) die
Beziehung r(M [ fqg) = r(M) = r(M [ fpg) = r(M [ fpg[ fqg) und damit
die Behauptung. 
Wir verallgemeinern nun die Begrie Halbebenen und D-Konvexit

at.
Denition 3.3.2 Es sei E eine n-Ebene und G  E ein Gitter vom Rang
(n 1). Zwei Punkte p; q 2 E nG liegen auf der selben Seite von G (p$
G
q),
wenn f

ur G
1
; G
2
k G mit p 2 G
1
; q 2 G
2
die Aussagen G
1
= G
2
, Z(G; g
1
; G
2
)
oder Z(G;G
2
; g
1
) gelten.
Auh die Relation$
G
ist reexiv, symmetrish und transitiv, also eine

Aqui-
valenzrelation.
Lemma 3.3.5 F

ur eine n-Ebene E und ein Rang-n Gitter G zerlegt$
G
die
Menge E nG in genau zwei

Aquivalenzklassen.
Beweis. Es sei  2 T
jE
mit (G) 6= G. Ein Punkt p 2 G hat dann unter 
und   Bilder auf vershiedenen Seiten von G. Deshalb existieren wenigstens
2

Aquivalenzklassen.
Es seien nun p
1
; p
2
; p
3
2 E n G paarweise vershiedene Punkte mit paarwei-
se vershiedenen Gittern G
i
, die parallel zu G sind und jeweils den Punkt
p
i
treen, i = 1; 2; 3. Dann kann Z(G
1
; G;G
2
), Z(G
1
; G;G
3
), Z(G
2
; G;G
3
)
niht gleihzeitig gelten, denn sonst erhielte mit Lemma 3.1.4 man einen Wi-
derspruh, da E Rang n hat. Somit kann $
G
niht mehr als zwei Klassen
erzeugen. 
Nun lassen sih die Begrie oene und abgeshlossene positive bzw. negative
n-Halbebene in entsprehender Weise verallgemeinern. Dieselbe Aussage
gilt auh f

ur die Symbolik.
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Folgerung 3.3.2 Jede n-Halbebene ist eine konvexe Menge.
Beweis. Es seien h die durh das vollst

andige (n   1)-Gitter G erzeugt
Halbebene und p
1
; p
2
zwei Punkte aus h. Dann gibt es keinen Punkt in G,
der im Sinne der Zwishenrelation auf Geraden zwishen p
1
und p
2
liegt.
Nehmen wir nun an, es g

abe einen Punkt p
3
in h
 
mit Z(p
1
; p
3
; p
2
). Es exi-
stieren dann drei GitterG
1
; G
2
; G
3
vom Rang n 1, die parallel zu G sind und
p
i
2 G
i
f

ur i = 1; 2; 3. F

ur diese Gitter gilt Z(G
1
; G
3
; G
2
). Weiterhin gilt aber
auh Z(G
1
; G;G
3
), weil die Punkte von G
1
und G
3
jeweils auf vershiedenen
Seiten von G liegen. Dies impliziert Z(G
1
; G;G
2
). Widerspruh.
Im Falle einer abgeshlossenen Halbebene H ist die Behauptung nur noh
f

ur Punkte auf G zu beweisen, da h eht in H enthalten ist. Liegen p
1
und
p
2
auf G so ist jeder Punkt p
3
mit Z(p
1
; p
3
; p
2
) ein Punkt des vollst

andigen
Gitters und die Behauptung damit bewiesen. 
Auh weiterhin soll eine Menge M streng konvex heien, wenn sie sih als
Durhshnitt von n-Halbebenen eines gemeinsamen Ranges darstellen l

at.
3.4 Pathologishe n-Ebenen
Im Falle einer Ebene vom Rang 2 haben wir shon festgestellt, da es gewisse
unsh

one Mengen gibt, die die Axiome 1 bis 7 erf

ullen. Wir haben beobahtet,
da diese durh das Operieren linearer Abbildungen auf Z
2
 R
2
erzeugt
wird, die folgende Eigenshaften haben:
1. Rotation um ein irrationales Vielfahes von 
2. Das Urbild bez

uglih Z
2
liegt wieder in Z
2
3. Kontraktion um einen rationalen Faktor.
Wir geben an dieser Stelle nur die Beweisideen der verallgemeinerten Er-
gebnisse aus Abshnitt 2.7 an. Da dieses Beispiel sehr ausf

uhrlih behandelt
wurde, sollte es keine Shwierigkeiten bereiten, diese als rihtig zu erkennen.
Die Verallgemeinerung l

at sih zusammenfassen in der folgenden Aussage.
Behauptung 3.4.1 Es existieren Geometrien vom Rang n, die den Axio-
men 1 bis 7 gen

ugen und die f

ur 0 < k < n parallele Rang-k Gitter G
1
; G
2
enthalten, zwishen denen ein weiteres paralleles Rang-k Gitter G liegt. 
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Zuerst eine einfahe und naheliegende Methode, eine Geometrie eines beliebi-
gen Ranges n zu konstruieren, die die vorangegangene Behauptung erf

ullen.
Wir nutzen auf der einen Seite die Geometrie H, die Rang zwei hat, und
und auf der anderen den Z
n 2
der Rang den Rang n  2 hat und denieren
durh Produktbildung die Rang-n-Geometrie H
0
= H Z
n 2
. Oensihtlih
ist dies eine pathologishe Geometrie, denn da shon zwishen zwei parallele
1-Gittern g
1
; g
2
, die in dem Untergitter H  (0; : : : ; 0), mit Geraden in H
korrespondieren, nah Abshnitt 2.7 mindestens ein weiteres 1-Gitter liegt,
folgt f

ur die Rang-(k + 2) Gitter g
1
 Z
k
und g
2
 Z
k
mit k = 1; : : : ; n   3
eine analoge Aussage.
Eine weitere M

oglihkeit komplexere Geometrien zu erzeugen, ist der in-
duktive Aufbau einer Teilmenge des R
n
, der die Axiome 1 bis 7 erf

ullt, in
Analogie zu der aus Abshnitt 2.7 shon bekannten Methode. Dazu sei zu-
erst H
0
:= Z
n
. Wir betrahten nun die Abbildungen '
k;l
: R
n
! R
n
mit
k; l = 1; : : : ; n und k 6= l. Diese sollen deniert sein durh:
'
k;l
:=
1
z  d
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

1 0    0 0 0    0 0 0    0 0
0 1 0 0
.
.
.
.
.
.
.
.
.
0 1 0 0 0 0 0 0
0 0 x 0 0  y 0 0
0 0 0 1 0 0 0 0
.
.
.
.
.
.
.
.
.
0 0 0 0 1 0 0 0
0 0 y 0 0 x 0 0
0 0 0 0 0 0 1 0
.
.
.
.
.
.
.
.
.
0 1 0
0 0    0 0 0    0 0 0    0 1
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
'
k;l
beshreibt also informal gesprohen eine Anwendung von ' in der \k-l-
Ebene". Nun setzt man
H
i
:=
[
k;l=1;:::;n
k 6=l
'
k;l
(H
i 1
)
und H :=
S
i2N
. Dies ergibt eine Geometrie, wenn man die Geraden und
Translationen von R
n
auf H einshr

ankt. Die Eigenshaften von H k

onnen
auf dem gleihen Wege wie in Abshnitt 2.7 bewiesen werden. Insbesondere
liegt H diht in R
n
.
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3.5 Das zweite Diskretheitsaxiom
Axiom 9 (2. Diskretheitsaxiom) Zu je zwei voneinander vershiedenen
parallelen Gittern vom Rang k G
1
; G
2
mit 0 < k < n gibt es h

ohstens endlih
viele parallele Gitter G des selben Ranges, f

ur die Z(G
1
; G;G
2
) gilt.
Satz 3.5.1 1. Jedes Rang n Gitter G erf

ullt das zweite Diskretheitsaxiom.
2. Jede n-Ebene ist ein Gitter vom Rang n.
Beweis. 1. Es seienG
1
undG
2
zwei Gitter vom Rang k f

ur 0 < k < n. Nah
Folgerung 3.1.1 existiert eine in G einfahe Vershiebung  mit 
i
(G
1
) = G
2
f

ur ein i 2 Z. Die Behauptung folgt nun aus dem 1. Diskretheitaxiom f

ur
Geraden, angewandt auf g = fq 2 G : q = 
i
(p); i 2 Zg mit p 2 G beliebig.
2. E sei eine n-Ebene und G ein vollst

andiges Gitter vom Rang k   1 in E.
Oensihtlih gilt: E =
S
fG
0
: G
0
k G und G
0
hat Rang n  1g. E erf

ullt
Axiom 9. Es gibt also f

ur ein solhes Gitter G
0
2 E und G ein m 2 N , so da
die Gitter G
1
; : : : ; G
m
genau die Gitter mit Z(G;G
i
; G
0
), i = 1; : : : ; m, sind.
Diese k

onnen in der Art Z(G
i 1
; G
i
; G
i+1
) geordnet werden. Weiterhin gibt
es eine Vershiebung  2 T
jE
mit (G
i
) = G
i+1
. Das kann erweitert werden
zu G
j
= 
j
(G) f

ur j 2 Z. Somit ist M = fG
j
: j 2 Zg vom Rang n und
Teilmenge von E. Es bleibt noh zu zeigen, da diese keine ehte Teilmenge
sein kann. Angenommen es w

are so, dann existiert ein Punkt p in E nM . Es
existiert dann ein Gitter
^
G mit
^
G k G und p 2
^
G. E hat Ran n und erf

ullt
die Rang-n-Forderung, also liegt
^
G zwishen G
i
und G
i+1
f

ur ein i 2 Z. Also
existiert eine Vershiebung 
0
mit 
0
(G
i
) =
^
G. Anwendung von 
0
auf G
1
liefert Z(G
1
; 
0
(G
1
); G
2
). Dies widerspriht der Voraussetzung, da Axiom 9
gilt, was die Gleihheit von E und M mit sih bringt.
Sind nun 
1
; : : : ; 
n 1
die Generatoren von G, so ist E gleih dem Rang-n
Gitter G
n
(p; 
1
; : : : ; 
n 1
; ) f

ur ein p 2 G. 
Wir k

onnen nun argumentieren, da alle Modelle f

ur die Axiome 1-9, die
den gleihen Rang haben untereinander

aquivalent sind. Es maht damit
Sinn von dem Gitter des Ranges n zu sprehen und als Standardmodell die
Menge Z
n
zu w

ahlen. Die zugeh

orige Translationenmenge kann als von der
Basis erzeugt betrahtet werden, die die

ublihen n Einheitsvektoren enth

alt.
In Analogie zu Dimension des R-Vektorraumes R
n
werden wir im weiteren
Text den Begri Dimension auh f

ur den Rang des Z-ModulsZ
n
verwenden.
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Auh im Falle einer n-Ebene E werden wir ein M  E beshr

ankt nennen,
wenn n + 1 unabh

angige Punkte p
1
; : : : ; p
n
+ 1 existieren mit
M 
n+1
\
i=1
H
+
((n  1)G(p
1
; : : : ; p
i 1
; p
i+1
; : : : ; p
n
); p
i
):
Folgerung 3.5.1 F

ur eine n-Ebene E gelten folgende Aussagen
1. Jede beshr

ankte Teilmenge ist endlih.
2. Jede oene Halbebene kann auh als abgeshlossene Halbebene darge-
stellt werden. 
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Kapitel 4
Der topologishe Ansatz
In diesem Teil des Textes soll gekl

art werden, was es f

ur eine Teilmenge des
Z
n
bedeutet, zusammenh

angend zu sein, welhes ihr Inneres bzw.

Aueres
und was ihr Rand ist.
Diese Begrie lassen sih durh zwei vershiedene Ans

atze, die in gewissen
Punkten miteinander vereinbar sind, formalisieren. Zum Einen ist das der
streng topologishe Ansatz, der auf Pavel Alexandro [1℄ zur

ukgeht und
der den Begri des topologishen Raumes nihttrivial auf diskrete Mengen
ausdehnt; zum Anderen der graphentheoretishe Ansatz, der die Menge Z
n
als Knotenmenge eines unendlihen Graphen mit den durh die elementaren
Translationen gegebenen Kanten auat. Dieser Ansatz geht im wesentlihen
auf Azriel Rosenfeld und T.Yung Kong [17℄ zur

uk.
4.1 Topologishe Grundlagen
In diesem Abshnitt sollen die Grundbegrie der topologishen R

aume ein-
gef

uhrt werden. Diese stammen aus dem Buh von Querenburg [20℄.
Denition 4.1.1 Ein Paar (P;T ) heit topologisher Raum, wenn P eine
Menge und T  P(P) ein System von oenen Menge (die Topologie)
mit folgenden Eigenshaften ist:
1. O
i
2 T ; i 2 I )
S
i2I
O
i
2 T
2. O
1
; : : : ; O
n
2 T )
T
n
1=1
O
i
2 T
3. P; ; 2 T
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Eine triviale Topologie auf P ist die diskrete Topologie P(P).
Die Teilmengen von P, deren Komplement oen ist, heien abgeshlossen.
Eine duale Charakterisierung topologisher R

aume ist auh

uber die abge-
shlossenen Mengen m

oglih. Eine oene Menge U 2 T heit Umgebung
eines Punktes x 2 P, wenn x in U liegt.
Ein topologisher Raum, in dem statt der Forderung (2) das folgende, st

arke-
re Forderung gilt, heit Alexandro-Raum.
2'. O
i
2 T ; i 2 I )
T
i2I
O
i
2 T :
Alle Resultate

uber topologishe R

aume gelten auh in Alexandro-R

aumen.
Ein topologisher Raum erf

ullt je nah Struktur seiner Topologie vershiedene
Separationsseigenshaften:
Denition 4.1.2 Ein topologisher Raum (P;T ) hat die Separationseigen-
shaft
T
0
:
V
x;y2P
; x 6= y
W
U2T
: (x 2 U 63 y) _ (x 62 U 3 y)
T
1
:
V
x;y2P
; x 6= y
W
U2T
: x 2 U 63 y
T
2
:
V
x;y2P
; x 6= y
W
U;V 2T
: (x 2 U 63 y) ^ (x 62 V 3 y) ^ (U \ V = ;)
Man sieht leiht, da jeder T
i
-Raum ein T
i 1
-Raum ist.
Wenn man nun diese Trennungsaxiome ins Spiel bringt, sieht man sehr
shnell, da es keinen Sinn maht, die Forderung (2') f

ur T
1
- oder T
2
-R

aume
einzuf

uhren:
Behauptung 4.1.1 Ein Alexandro-Raum, der eines der Trennungsaxiome
T
1
oder T
2
erf

ullt, hat notwendig die diskrete Topologie.
Beweis. Sei P ein T
1
-Raum, p 2 P und U eine Umgebung von p. Ist U =
fpg sind wir fertig. Ansonsten existiert ein q 6= p in U und nah Eigenshaft
(1) eine Umgebung U
0
, die p aber niht q enth

alt. Der Durhshnitt aller
dieser Mengen ist oen, P also diskret.
Der Beweis f

ur T
2
-R

aume ist analog. 
Um eine Topologie auf einer Menge beshreiben zu k

onnen, reiht es aus,
eine bestimmte Familie aller oenen Mengen anzugeben. Dieses System B von
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oenen Mengen heit Basis der Topologie von (P;T ), wenn jede der oenen
Mengen als beliebige Vereinigung von Mengen aus B dargestellt werden kann.
Der topologishe Raum heit lokal endlih, wenn jeder Punkt p 2 P sowohl
eine endlihe oene als auh eine endlihe abgeshlossene Menge besitzt, die
ihn enth

alt.
Im folgenden wird erkl

art, wie man aus bestehenden topologishen R

aumen
neue
Denition 4.1.3 Sei (P
i
;T
i
), i 2 I eine Familie toplogisher R

aume, P =
Q
i2I
P
i
und p
i
: P ! P
i
die Projektion. Die Produkttopologie T wird
durh die Basis
B =
(
\
k2K
p
 1
k
(O
k
) : O
k
2 T
k
; K  I;K endlih
)
deniert. (P;T ) heit dann topologishes Produkt der (P
i
;T
i
).
Denition 4.1.4 Sei (P;T ) ein topologisher Raum, A  P. Mit der To-
pologie
T j
A
= fO \ A : O 2 T g
wird A zu einem topologishen Raum (A;T j
A
). T j
A
heit Relativtopologie
von P bez

uglih A.
Denition 4.1.5 Eine Abbildung f : P ! Q zwishen zwei topologishen
R

aumen (P;T ), (Q;U ) heit stetig, wenn f

ur O 2 U die Menge f
 1
(O)
in T liegt.
Denition 4.1.6 Ein topologisher Raum (X;T ) heit zusammenh

ang-
end, wenn er niht in zwei nihtleere oene Mengen zerlegt werden kann,
d.h:
P = O
1
[O
2
; O
1
; O
2
2 T ; O
1
6= ; 6= O
2
) O
1
\ O
2
6= ;:
Eine Menge A  P heit zusammenh

angend, wenn sie bez

uglih der Relativ-
topologie zusammenh

angend ist.
Lemma 4.1.1 Es sei (P;T ) ein zusammenh

angender topologisher Raum
und (Q;T
0
) ein topologisher Raum. Ist f : P ! Q eine stetige Abbildung,
so ist Q zusammenh

angend.
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Beweis. Angenommen der Raum (Q;T
0
) sei niht zusammenh

angend.
Dann existieren Mengen O
1
; O
2
2 T
0
, O
1
6= ; 6= O
2
, O
1
[ O
2
= Y und
O
1
\ O
2
= ;. Dann sind f
 1
(O
1
) und f
 1
(O
2
) oen in P. f
 1
(O
1
) 6= ; 6=
f
 1
(O
2
) und f
 1
(O
1
[O
2
) = X. Wegen f
 1
(O
1
\O
2
) = ; w

are dann P niht
zusammenh

angend, was ein Widerspruh ist. 
Aus der Stetigkeit der Projektionen p
i
in der Denition der Produkttopologie
folgt:
Lemma 4.1.2 Ein topologisher Produktraum P =
Q
i2I
P
i
ist genau dann
zusammenh

angend, wenn die einzelnen Faktoren zusammenh

angend sind. 
In der Topologie wird ein Weg f

ur gew

ohnlih als eine stetige Abbildung
w : I ! P von dem Intervall I = [0; 1℄  R in den topologishen Raum
P deniert. Da wir im weiteren mit Alexandro-R

aumen

uber abz

ahlbaren
Mengen arbeiten, gen

ugt uns die folgende Denition: Ein Weg ist eine stetige
Abbildung w : f0; : : : ; mg ! P mit passend gew

ahltem m 2 N .
Denition 4.1.7 Ein topologisher Raum (P;T ) heit wegzusammen-
h

angend, wenn zu je zwei Punkten p; q 2 P ein Weg w existiert, mit w(0) =
p und w(m) = q.
Ein topologisher Raum (P;T ) heit lokal (weg-) zusammenh

angend,
wenn zu jedem Punkt p 2 P und zu jeder Umgebung U von p eine (weg-)
zusammenh

angende Umgebung V von p mit V  U existiert.
Folgerung 4.1.1 Es gilt:
1. Ein wegzusammenh

angender Raum ist zusammenh

angend.
2. Ist P zusammenh

angend und lokal wegzusammenh

angend, dann ist P
wegzusammenh

angend. 
Denition 4.1.8 Es seien X und Y topologishe R

aume. Eine Homotopie
von X nah Y ist eine Shar h
t
: X ! Y , wobei der Parameter t das
Einheitsintervall I = [0; 1℄ durhl

auft, so da folgende Bedingung erf

ullt ist:
die Funktion H : X  I ! Y , H(x; t) = h
t
(x), ist stetig. Dabei hat X  I
die Produkttopologie.
Zwei Funktionen heien homotop (f

=
g : X ! Y ), wenn es eine Homotopie
h
t
: X ! Y mit h
0
= f und h
1
= g gibt. Ist g eine konstante Abbildung, so
heit f nullhomotop.
Eine Homotopie heit linear, wenn sie linear in t ist.
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Wie bei Wegen mu I niht unbedingt das Einheitsintervall [0; 1℄  R sein.
Es ist auh m

oglih ein Intervall des Zmit der relativen Khalimsky-Topologie
anzunehmen (z.B. die Menge f0; 1g mit der Sierpinski-Topologie).
Denition 4.1.9 Ein topologisher Raum (P;T ) heit einfah zusam-
menh

angend, wenn jeder geshlossene Weg nullhomotop ist.
Das heit, es l

at sih jeder geshlossene Weg auf einen Punkt zusammen-
ziehen.
Lemma 4.1.3 Ist (P;T ) Vereinigung zweier oener, einfah zusammen-
h

angender Teilr

aume, deren Durhshnitt wegzusammenh

angend ist, so ist
(P;T ) einfah zusammenh

angend.
Beweis. Diese Behauptung ist Korollar 5.3.9 in St

oker und Zieshang [22℄.

Denition 4.1.10 Es seien x
0
; : : : ; x
k
2 R
n
Punkte in allgemeiner Lage.
Die Punktmenge
 = 
k
= fx 2 R
n
: x =
k
X
i=0

i
x
i
mit
k
X
i=0

i
= 1; 
0
; : : : ; 
q
> 0g  R
n
heit das (oene) Simplex mit den Eken x
0
; : : : ; x
k
. Wir shreiben auh
 = (x
0
; : : : ; x
k
). Die Zahl k heit Dimension von .  heit auh k-Simplex.
 = 
k
= fx 2 R
n
: x =
k
X
i=0

i
x
i
mit
k
X
i=0

i
= 1; 
0
; : : : ; 
q
 0g  R
n
heit das abgeshlossene k-Simplex. Wir shreiben auh  = [x
0
; : : : ; x
k
℄.
Denition 4.1.11 Es seien ;   R
n
Simplizes.  heit Seite von ,
Bezeihnung:   , wenn die Eken von  auh Eken von  sind.  < 
bedeutet    und  6= .
Denition 4.1.12 Ein SimplizialkomplexK im R
n
ist eine endlihe Men-
ge von Simplizes im R
n
mit folgenden Eigenshaften
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1. F

ur jedes  2 K und  <  ist T 2 K.
2. F

ur beliebige ;  2 K mit  6= T ist  \  = ;.
Denition 4.1.13 Es sei K ein Simplizialkomplex im R
n
. Die geometri-
she Realisierung von K ist die Menge
[
2K
  R
n
Ein simplizialer Komplex K heit homogen (n   1)-dimensional, wenn
jeder Simplex aus K Seite eines (n 1)-Simplexes in K ist. Ein homogen (n 
1)-dimensionaler simplizialer Komplex K heit stark zusammenh

angend,
wenn zu je zwei (n   1)-Simplizes  und 
0
aus K eine Folge von (n   1)-
Simplizes  = 
0
; : : : ; 
l
= 
0
existiert, so da 
i
und 
i+1
eine gemeinsame
(n  2)-Seite besitzen, f

ur alle i 2 f0; : : : ; l   1g.
Denition 4.1.14 Ein simplizialer Komplex K heit kombinatorishe (n 
1)-Pseudomannigfaltigkeit ohne Rand, wenn gilt:
1. K ist homogen (n  1)-dimensional,
2. Zu jedem (n   2)-Simplex  aus K existieren genau zwei (n   1)-
Simplizes, die  als Seite besitzen
3. K ist stark zusammenh

angend.
4.2 Alexandro-R

aume
Jeder Alexandro-Raum hat eine eindeutig bestimmte Basis, diese ist gege-
ben durh die Menge der kleinsten Umgebungen aller Punkte des Grund-
raumes. Diese kleinsten Umgebungen lassen sih leiht als Durhshnitt aller
Umgebungen eines Punktes identizieren. Wir bezeihnen f

ur einen Alex-
andro-Raum (P;T ) die kleinste Umgebung mit U
T
(p). Analog existiert f

ur
jeden Punkt auh eine eindeutig bestimmte abgeshlossene Umgebung, die
wir mit C
T
(p) bezeihnen. Wir denieren nun A
T
(p) := (U
T
(p)[C
T
(p))nfpg
als die Nahbarshaft oder Adjazenz von p in (P;T ). A
T
(p) ist ein
Alexandro-Raum unter der Relativtopologie.
Analog sind diese Symbole f

ur Mengen M von Punkten aus P deniert:
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UT
(M) :=
(
p 2 P :
_
q2M
p 2 U
T
(q)
)
C
T
(M) :=
(
p 2 P :
_
q2M
p 2 C
T
(q)
)
Behauptung 4.2.1 Die Mengenfunktionen U
T
und C
T
sind H

ullenopera-
toren, das heit es gilt:
1. U
T
(;) = ;.
2. M  N ) U
T
(M)  U
T
(N).
3. U
T
(U
T
(M)) = U
T
(M).
Beweis. Die erste Aussage ist trivial. Um die zweite einzusehen sei p 2
U
T
(M). Das heit, es existiert ein q 2 M mit p 2 U
T
(q). Nah Vorausset-
zung ist q 2 N und damit auh p 2 U
T
(N).
Zum Beweis der dritten Aussage sei zuerst p 2 U
T
(U
T
(M)), womit ein q in
U
T
(M) existiert mit p 2 U
T
(q). Ist q 2 M , ist auh p 2 U
T
(M). Ansonsten
existiert ein q
0
2 M , so da q in U
T
(q
0
) liegt. Nah der T
0
Eigenshaft liegt
dann auh p in T (q
0
) und somit in U
T
(M). Die umgekehrte Inklusion folgt
aus 2. 
Behauptung 4.2.2 Es sei (P;T ) ein Alexandro-Raum, der einen Punkt
p enth

alt, so da die einzige oene Umgebung von p die Menge P selbst ist.
Dann ist (P;T ) zusammenziehbar.
Beweis. Wir denieren eine Homotopie F : P  I ! P durh F (q; t) = q
f

ur 0  t < 1 und F (q; 1) = p f

ur alle q 2 P. (Wir k

onnen auh f0; 1g mit
der Sierpinski-Topologie f;; f1g; f0; 1gg annehmen.)
Wir zeigen, da F stetig ist. Sei M  P oen.
1.Fall: p 2M . O.B.d.A. M = P. Damit ist F
 1
(M) = P  I oen.
2.Fall p 62M . Dann ist F
 1
(M) =M  [0; 1) oen. 
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Behauptung 4.2.3 Ist (P;T ) ein Alexandro-Raum und p 2 P, dann ist
U
T
(p) zusammenziehbar. Damit hat (P;T ) eine Basis zusammenziehbarer
oener Mengen. Insbesondere ist (P;T ) lokal zusammenziehbar.
Beweis. Wir nutzen die Behauptung 4.2.2 mit Y = U(x) und ! = x. 
Wir k

onnen folgenden Dimensionsbegri f

ur Alexandro-R

aume einf

uhren,
siehe auh Evako et.al. [5℄:
Denition 4.2.1 Es sei (P;T ) ein Alexandro-Raum und p 2 P.
 dim
P
(p) := 0, falls U
T
(p) n fpg = ;.
 dim(P) := n, falls ein Punkt p in P existiert mit dim
P
(p) = n und f

ur
alle q 2 P ein k  n existiert mit dim
P
(q) = k.
 dim
P
(p) := n+1, falls dim(U
T
(p)nfpg) = n. Dabei besitzt U
T
(p)nfpg
die Relativtopologie.
 Existiert kein k 2 N, so da dim
P
(p) = k so sei dim
P
(p) =1.
Denition 4.2.2 Es heit (P;T ) 0-Fl

ahe, wenn P zweipunktig und unter
T unzusammenh

angend ist.
(P;T ) heit n-Fl

ahe f

ur n > 0, wenn P unter T zusammenh

angend ist
und f

ur alle p 2 P A
T
(p) eine (n  1)-Fl

ahe ist.
Eine n-Fl

ahe (P;T ) heit n-Sph

are, wenn P endlih ist und P einfah
zusammenh

angend ist f

ur n > 1.
Nah Evako et.al.[5℄ gilt:
Satz 4.2.1 Es sei (P;T ) ein Alexandro-Raum, der eine n-Fl

ahe mit n >
2 ist. Dann gilt f

ur jeden Punkt p 2 P, da A
T
(p) einfah zusammenh

angend
ist. 
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4.3 Zwei wihtige Klassen von Alexandro-
R

aumen
Dieser Abshnitt behandelt zwei h

aug benutzte Alexandro-Topologien.
Um sie einzuf

uhren beginnen wir die Betrahtung mit der Menge Z, die
wir als diskrete Gerade erkannt haben. Welhe M

oglihkeit existiert, eine
nihttriviale Topologie auf Z einzuf

uhren, so da diese Menge unter unserer
vorangegangenen Denition zusammenh

angend ist?
Man sieht leiht ein, da die Mengen
B = ffxg : x 2 Z; x  0(2)g [ ffx  1; x; x + 1g : x 2 Z; x  1(2)g
und
B
0
= ffxg : x 2 Z; x  1(2)g [ ffx  1; x; x+ 1g : x 2 Z; x  0(2)g
beides Basen von Topologien sind. Diese untersheiden sih nur um eine
Translation. Wir werden uns deshalb im folgenden auf die Basis B beshr

an-
ken und die von ihr erzeugte Topologie mit  bezeihnen.
: : : : : :
bc bc bc bc bc bc bc bc bc
(a)
: : : : : :
bc bc bc bc bc bc bc bc bc
(b)
Abbildung 4.1: Bild (a) zeigt einen Ausshnitt aus (Z; ). Die Basis der Topologie
ist durh Ellipsen dargestellt. Der zugeh

orige gerihtete Graph ist in (b) dargestellt.
Behauptung 4.3.1 Der Alexandro-Raum (Z; ) ist zusammenh

angend.
Beim

Ubergang zum h

oherdimensionalen Fall, hat man wieder mehrere M

oglih-
keiten, Z
n
mit einer Topologie zu versehen. Wir betrahten nur zwei. Die
einfahste Variante ist, Z
n
als n-fahes kartesishes Produkt mit der Pro-
dukttopologie auszustatten. Wir bezeihnen diese als 
n
. Hierbei ist shon
nah Denition klar, da (Z
n
; 
n
) zusammenh

angend ist. Diese Klasse von
R

aumen heit Klasse der Khalimsky-R

aume.
Behauptung 4.3.2 Der Alexandro-Raum (Z
n
; 
n
) ist zusammenh

angend
f

ur alle n > 1.
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Beweis. Das folgt aus Lemma 4.1.2 
Satz 4.3.1 In den Khalimsky-R

aumen (Z
n
; 
n
) gilt der diskrete Zerlegungs-
satz von Jordan-Brouwer.
Beweis. Der Beweis ist klar, wenn man sih der Methoden der algebrai-
shen Topologie bedient, denn der Raum (Z
n
; 
n
) ist isomorph zu einer Zell-
zerlegung des R
n
. Diese kann man ausgehend einer Zerlegung von R durh
topologishe Produktbildung auf den R
n
verallgemeinern. Der R
n
wird fol-
gendermaen zerlegt:
R
n
= ffig : i 2 Z; i  0(2)g [ f(i  1; i+ 1) : i 2 Z; i  1(2)g
Dabei bezeihnet (i 1; i+1) das oene reelle Intervall zwishen den Zahlen.
Da der Satz von Jordan-Brouwer f

ur jeden R
n
, n > 1 gilt, gilt er oensihtlih
auh f

ur den n-dimensionalen Khalimsky Raum.
In Abshnitt 6.3 wird ein zweiter Beweis dieses Satzes geliefert. 
Die zweite M

oglihkeit, eine Klasse topologisher R

aume zu konstruieren,
ist die Verallgemeinerung der von Marus und Wyse in [23℄ vorgeshlagenen
Topologie. Die Klasse (Z
n
; 
n
) von Marus-Wyse-R

aumen ist gegeben
durh die Basen
B
n
= ff(x
1
; : : : ; x
n
)g : (x
1
; : : : ; x
n
) 2 Z
n
;
n
X
i=1
x
i
 0(2)g
[ fU(x
1
; : : : ; x
n
) : (x
1
; : : : ; x
n
) 2 Z
n
;
n
X
i=1
x
i
 1(2)g
wobei die Menge U(x
1
; : : : ; x
n
) deniert ist als:
n
[
i=1
f(x
1
; : : : ; x
i
+ 1; : : : ; x
n
); (x
1
; : : : ; x
i
  1; : : : ; x
n
)g [ f(x
1
; : : : ; x
n
)g:
Da 
n
eine Topologie auf Z
n
ist, sieht man leiht indem man die Denition
pr

uft.
Behauptung 4.3.3 Der Alexandro-Raum (Z
n
; 
n
) ist zusammenh

angend.
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Beweis. Es seienK
1
; K
2
2 
n
mitZ
n
= K
1
[K
2
,K
1
; K
2
6= ; undK
1
\K
2
=
;. Dann existiert o.B.d.A. ein Punkt (x
1
; : : : ; x
n
) 2 K
1
f

ur den der Punkt
(x
1
; : : : ; x
i
+ 1; : : : ; x
n
) 62 K
1
f

ur ein i 2 f1; : : : ; ng. Daher mu gelten, da
(x
1
; : : : ; x
i
+ 1; : : : ; x
n
) ein Element aus K
2
ist.
1. Fall:
P
n
i=1
x
i
 0(2). Dann liegt der Punkt (x
1
; : : : ; x
n
) in der Men-
ge U(x
1
; : : : ; x
i
+ 1; : : : ; x
n
), die ein Basiselement von 
n
ist. Da K
2
oen
und damit als Vereinigung von Basiselementen von 
n
darstellbar ist, liegt
(x
1
; : : : ; x
n
) in K
2
, was ein Widerspruh zur Disjunktheit von K
1
und K
2
ist.
2. Fall: analog zum ersten Fall. 
Behauptung 4.3.4 Der Raum (Z
n
; 
n
) erf

ullt den Satz von Jordan-Brouwer
niht.
Beweis. Die Menge M der in Abbildung 4.2 dargestellten Punkte des Z
2
ist oensihtlih zusammenh

angend unter 
n
ihr Komplement besteht aber
aus drei Zusammenhangskomponenten. Analoge Beispiele lassen sih auh
f

ur die Dimensionen n > 2 konstruieren. 
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
b b b
b b
b
bbb
bb
b
Abbildung 4.2: Die durh die shwarzen Punkte dargestellte Menge erf

ullt unter
der Marus-Wyse-Topologie niht den Jordanshen-Kurvensatz
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Kapitel 5
Der graphentheoretishe
Ansatz
In der praktishen Bildverarbeitung wird ein anderer Zugang zur Denition
topologisher Eigenshaften einer TeilmengeM von Z
n
gew

ahlt: Um den Zu-
sammenhang der Menge zu erkl

aren, verwendet man eine Adjazenzrelation,
die f

ur einen Punkt der Menge speziziert, welhes seine direkten Nahbarn
sind. Dieser Ansatz hat den Nahteil, da Zusammenhangsparadoxa in Be-
zug auf das Komplement der Menge M in Z
n
entstehen. So kann man im
Allgemeinen niht den Satz von Jordan-Brouwer beweisen, falls f

ur das Kom-
plement von M die gleihe Adjazenzrelation gew

ahlt wird wie f

ur M selbst.
Um diesem Dilemma zu entgehen, suht man \gute" Paare von Nahbar-
shaftsrelationen, die es erm

oglihen, ein diskretes

Aquivalent des genannten
Satzes zu zeigen.
5.1 Grundlagen
Denition 5.1.1 F

ur eine Menge P heit die Relation   P  P Adja-
zenzrelation, wenn  folgende Eigenshaften hat:
1.  ist nit

ar, d.h. 8p 2 P : j(p)j <1.
2. P ist bez

uglih  zusammenh

angend.
3. Jede endlihe Teilmenge von P hat h

ohstens eine unendlihe Zusam-
menhangskomponente als Komplement.
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Dabei heit M  P zusammenh

angend wenn f

ur zwei Punkte p; q aus
M Punkte p
0
; : : : ; p
m
und ein m 2 N existieren mit p
0
= p, p
m
= q und
p
i+1
2 A(p
i
) f

ur i 2 f0; : : : ; m  1g. Man vergleihe diese Denition mit der
des Wegzusammenhanges in topologishen R

aumen.
Im weiteren werden wir Paare (; ) von Adjazenzrelationen im Raum Z
n
be-
trahten. Dabei steht  f

ur die Zusammenhangsrelation auf einer Teilmenge
M  Z
n
, w

ahrend  den Zusammenhang von M
C
= Z
n
nM bezeihnet.
Die Generatoren 
1
; : : : ; 
n
des Grundraumes Z
n
induzieren in nat

urliher
Weise eine Adjazenzrelation :
Denition 5.1.2 Zwei Punkte p; q der Menge Z
n
heien proto-adjazent
(p 2 (q)), wenn ein i 2 f1; : : : ; ng existiert mit p = 
i
(q) oder p = 
 1
i
(q).
Wegen der Bemerkung nah Satz 3.5.1 k

onnen wir die Einheitsvektoren des
Z
n
als seine Generatoren annehmen.
Eine zweite grundlegende Adjazenzrelation f

ur Z
n
ist !:
!(p) := fq 2 Z : jp
i
  q
i
j  1; 0  i  ng:
Behauptung 5.1.1 F

ur alle n  2 und alle p 2 Z
n
ist !(p) unter  zusam-
menh

angend.
Beweis. Das ist ein Spezialfall der Folgerung 6.2.1. 
Im weiteren seien  und  zwei Adjazenzrelationen auf Z
n
, so da
(p)  (p); (p)  !(p)
f

ur alle p 2 Z
n
gilt.
Behauptung 5.1.2 Die Menge Z
n
ist -zusammenh

angend.
Beweis. Es seien p; q 2 Z
n
beliebig gew

ahlt. Es ist zu zeigen, da ein -
Weg von p nah q existiert. Es ist p = (p
1
; : : : ; p
n
) und q = (q
1
; : : : ; q
n
). Wir
beweisen durh Induktion

uber k =
P
n
j=1
jq
i
  p
i
j. F

ur k = 1 untersheiden
sih die Punkte p und q in einer Koordinate i um genau 1, da alle Sum-
manden der Summe positiv und ganzzahlig sind. Daraus folgt 
i
(p) = q oder
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 1
i
(p) = q und somit q 2 (p). F

ur k > 1 suhen wir den kleinsten Index
i 2 f1; : : : ; ng, so da p
i
6= q
i
. Der Punkt
p
0
=

(p
1
; : : : ; p
i
+ 1; : : : ; p
n
) falls q
i
> p
i
(p
1
; : : : ; p
i
  1; : : : ; p
n
) falls q
i
< p
i
ist nah Denition -adjazent zu p und
n
X
j=1
jq
j
  p
0
j
j =
n
X
j=1;j 6=i
jq
j
  p
j
j+ jq
i
  p
i
j   1
Nah Induktionsvoraussetzung existiert also ein -Pfad
p
0
= p
(0)
; : : : ; p
(k 1)
= q
und p; p
(0)
; : : : ; p
(k 1)
ist der gesuhte Pfad. 
Denition 5.1.3 Ein Punkt p 2M  Z
n
heit einfah f

ur ein Paar (; ),
wenn gilt
1. M und M n fpg besitzen die gleihe Anzahl von -Zusammenhangs-
komponenten
2. M
C
und (M n fpg)
C
besitzen die gleihe Anzahl von -Zusammen-
hangskomponenten.
Leider ist es niht m

oglih die Denition 4.2.1 einer topologishen Fl

ahe di-
rekt graphentheortish nahzubilden. Ein Gegenbeispiel ist in Abbildung 5.1
dargestellt. Der Grund daf

ur ist, da die meisten graphentheoretish \topo-
logisierten" Mengen keine topologishen R

aume sind. Dennoh haben diese
eine wesentlihe praktishe Bedeutung. Es maht durhaus Sinn die Deni-
tion 4.2.1 noh einmal zu untersuhen.
Die Ergebnisse aus Abshnitt 4.3 legen es nahe, das wir uns nur mit R

aumen
der Dimension n f

ur n  2 besh

aftigen brauhen. (n   1)-Fl

ahen sind
f

ur diese n stets zusammenh

angend und f

ur alle Punkte p 2 M  Z
n
einer
(n 1)-Fl

aheM gilt, da sie zu zwei Zusammenhangskomponenten vonM
C
adjazent sind.
Um eine geeignete Anshauung einer graphentheoretish denierten (n  1)-
Fl

ahe zu erhalten, betrahten wir niht die gesamte Nahbarshaft eines
gegebenen Punktes. Wir w

ahlen Kuben des Gitters aus und betrahten die
Nahbarshaften  und  in diesen:
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(a)
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b
b
b
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Abbildung 5.1: (a) Die dargestellte Menge ist unter  zusammenh

angend und
bildet eine 2-Fl

ahe gem

a Def. 5.2.1. Sie ist aber keine topologishe Flahe nah
Def. 4.2.1 wie (b) zeigt. Die -Nahbarn von p in M bilden keine topologishe
1-Sph

are, da sie unter  niht zusammenh

angen.
Es sei
C
k
= f0; 1g
k
 f0g
n k
 Z
n
der k-dimensionale Standardkubus in Z
n
. Dann ist
C
k
= [0; 1℄
k
 f0g
n k
 R
n
der zugeh

orige k-dimensionale Standardw

urfel im R
n
.
Es kann der C
k
auf
 
n
k

vershiedene Arten in C
n
eingebettet werden.
Ein allgemeiner k-Kubus imZ
n
entsteht durh Translation aus einem Standard-
Kubus. Analog verh

alt es sih mit dem zugeh

origen W

urfel.
Denition 5.1.4 Es sei M  Z
n
, n  2 und C ein beliebiger k-Kubus,
2  k  n. M
C
wird von M in C unter dem Paar (; ) niht getrennt,
wenn folgendes gilt:
F

ur jede -Komponente M
0
von C \ M und jeden (k   2)-Unterkubus C

von C, der C

\ M
0
6= ; maximal maht und f

ur den die beiden Mengen

1
(C

) nM; 
2
(C

) nM 6= ; in einer gemeinsamen -Komponente von M
C
liegen, gilt:
(
1

2
)
 1
(
1

2
(C

) \M
0
)  
 1
1
(
1
(C

) \M
0
) \ 
 1
2
(
2
(C

) \M
0
)
Wir werden im weiteren nur auf den Fall eingehen, da C \ M nur eine
-Komponente besitzt. Diese Vorgehensweise l

at sih mit der Auassung
rehtfertigen, da aus der Siht einer -Komponente M
0
jede andere -
Komponente in C \M genauso gut zum Komplement von M geh

oren kann.
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

1
(C

)

2
(C

)

1

2
(C

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Abbildung 5.2: C

hat einen maximalen Shnitt mit der -Komponente M
0
.

1
(C

) n M
0
und 
2
(C

) n M
0
sind beide nihtleer und geh

oren zu einer -
Komponente von M
C
. Da weiterhin 
1

2
(C

) \M
0
= ;, ist die Eigenshaft aus
Denition 5.1.4 f

ur dieses C

erf

ullt. Trotzdem trennt im dargestellten Kubus M
0
die -Komponente. Warum?
Wir ben

otigen diese Eigenshaft von M bei der Konstruktion der Simpli-
zes eines Simplizialkomplexes. Diese Konstruktion wird in jedem Kubus -
Komponentenweise vorgenommen und h

angt daher niht von dem etwaigen
Vorhandensein anderer -Komponenten ab.
Wir sagen nun, da M unter dem Paar (; ) die Trennungseigenshaft
erf

ullt, wenn von jedem k-Kubus C wie in der Denition 5.1.4 die MengeM
C
von M in C niht getrennt wird.
Die Bedeutung der Trennungseigenshaft von Kuben ist in der Abbildung 5.3
dargestellt.
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bc bc
bc
b
b
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Abbildung 5.3: In den F

allen (a) bis () liegt jeweils eine Trennung vor. Die
Trennung wird durh die von C

und 
1

2
(C

) aufgespannten grauen Fl

ahe ver-
deutliht. Im Fall (d) liegt keine Trennung vor, da die einzige M

oglihkeit zur Wahl
von C

, ein 1-Kubus ist, der nur shwarze Punkte enth

alt. In einem Fall ist die in
Denition 5.1.4 geforderte Inklusion erf

ullt, in den anderen F

allen ist 
1
(C

) nM
0
oder 
2
(C

)nM
0
leer. Damit wird die Forderung der Denition trivialerweise wahr.
Behauptung 5.1.3 Es sei C ein k-Kubus f

ur 0  k  n, der in C nM
genau zwei -Komponenten besitzt. Dann gilt
k  jC [M j  2
k
  2:
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Beweis. Die obere Shranke folgt aus der Existenz von mindestens zwei
Punkten in C n M und der Beobahtung, da ein k-Kubus k Ekpunkte
besitzt.
Die untere Shranke ergibt sih f

ur den Fall, da eine der 2 -Komponenten
einpunktig ist. Dann m

ussen wenigstens die -Nahbarn dieses Punktes in
C \M liegen. Derer gibt es im k-Kubus k viele. 
Behauptung 5.1.4 Eine l-punktige -Komponente von CnM eines k-Kubus
C hat in M mindestens
(k  m)  l + 2
m
  l
-Nahbarn. Dabei ist m = blog
2
l.
Beweis. Wir verteilen die l Punkte zuerst auf einen m-Kubus C
m
. Dieser
m-Kubus kann in C in (k m) Dimensionen vershoben werden. Damit hat
jeder der l Punkte auerhalb von C
m
genau (k m) -Nahbarn. In C kann
es noh 2
m
  l Nahbarn geben. 
Lemma 5.1.1 Es sei M  Z
n
eine Menge, die die Trennungseigenshaft
besitzt und f

ur die alle Kuben einen -zusammenh

angenden Shnitt mit M
besitzen. Dann gilt f

ur jede -Zusammenhangskomponente K in C M , f

ur
einen k-Kubus 0  k  n, da in jedem l-Unterkubus C
0
von C h

ohstens
eine -Zusammenhangskomponente von C
0
nM in K liegt.
Beweis. Es sei C ein k-Kubus, der einen l-Unterkubus C
0
besitzt, so da
zwei -Komponenten von C
0
nM in einer -Komponente von C nM liegen.
In C
0
nM gibt es mindestens zwei -Komponenten.
F

ur einen (l   2)-Kubus C

und gewisse Generatoren 
1
; 
2
gilt:
C
0
= C

[ 
1
(C

) [ 
2
(C

) [ 
1

0
2
(C

):
Sind C

und 
1
(C

) ganz in M , so betrahten wir stattdessen den (l   1)-
Kubus C
0
:= 
2
(C

) [ 
1

2
(C

). Sp

atestens im Fall l = 2 k

onnen wir wie
folgt argumentieren: Es gibt einen (l   2)-Unterkubus C

von C
0
, der eine
maximale Anzahl von Punkten aus M enth

alt, sonst g

abe es in C
0
nM nur
eine -Komponente. Nah der Trennungseigenshaft gilt f

ur diesen:
(
1

2
)
 1
(
1

2
(C

) \M  (
 1
1
(
1
(C

) \M)) \ (
 1
2
(
2
(C

) \M)):
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Damit ist aber C
0
nM -zusammenh

angend. Dies ist ein Widerspruh zur
Annahme an C
0
. 
5.2 Digitale Mannigfaltigkeiten
Denition 5.2.1 Eine -zusammenh

angende Menge M  Z
n
heit (di-
gitale) (n   1)-Mannigfaltigkeit unter dem Paar (; ), wenn folgendes
gilt:
1. F

ur jeden n-Kubus C ist C \M -zusammenh

angend.
2. F

ur alle p 2M besitzt !(p) nM genau zwei -Zusammenhangskompo-
nenten C
p
und D
p
.
3. F

ur jeden Punkt p 2 M und alle q 2 (p) \M ist q zu C
p
und D
p
-adjazent.
4. M erf

ullt die Trennungseigenshaft.
Die Unabh

angigkeit der vier Eigenshaften werden in den Abbildungen 5.4
bis 5.7 dargestellt.
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
b b b
b b
b
bbb
bb
b
Abbildung 5.4: Die Unabh

angigkeit der Eigenshaft 1 von den restlihen Eigen-
shaften der (n   1)-Mannigfaltigkeiten. Die shwarzen Punkte des grau gekenn-
zeihneten Kubus sind niht -zusammenh

angend, w

ahrend die restlihen Eigen-
shaften erf

ullt sind.
Satz 5.2.1 Es sei M  Z
n
eine (n   1)-Mannigfaltigkeit. Dann besteht
!(M) nM aus genau zwei -Zusammenhangskomponenten.
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Abbildung 5.5: Die Unabh

angigkeit der Eigenshaft 2 von den weiteren Eigen-
shaften der (n 1)-Mannigfaltigkeiten. F

ur den gekennzeihneten Punkt p besteht
!(p) nM aus 4 -Zusammenhangskomponenten.
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
bc bc bc bc bc bc
b b b b
b
b
bbb
bb
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p q
Abbildung 5.6: Die Unabh

angigkeit der Eigenshaft 3 von den weiteren Eigen-
shaften der (n   1)-Mannigfaltigkeiten. Der Punkt q ist in !(p) nur zu einer
-Komponente von !(p) nM -adjazent.
Beweis. Wir wissen:
!(M) = fq 2 Z
n
:
_
p2M
: q 2 !(p)g
F

ur einen beliebigen Punkt p 2M besteht !(q)nM per denitionem aus den
beiden -Komponenten C
p
und D
p
. Jeder Punkt q 2 (p) ist -benahbart
zu beiden Komponenten. Weiterhin ist p zu diesen beiden Komponenten -
adjazent. Die Menge !(q) besteht ebenfalls aus zwei -Komponenten C
q
und
D
q
, wobei wir diese beiden Komponenten konsistent mit denen in !(p) halten
k

onnen, indem C
q
als diejenige Komponente w

ahlen, die mit C
p
einen Punkt
gemeinsam hat. Analog sei D
q
gew

ahlt. Da C
p
und C
q
-zusammenh

angend
sind und ihr Durhshnitt nihtleer ist, ist deren Vereinigung auh -zusam-
menh

angend.
Es seien nun a und b zwei beliebige Punkte aus !(M)nM . Nah Denition exi-
stieren zwei Punkte p und q mit a 2 !(p) und b 2 !(q). Da M -zusammen-
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Abbildung 5.7: Die Unabh

angigkeit der Eigenshaft 4 von den weiteren Eigen-
shaften der (n 1)-Mannigfaltigkeiten. Um die anderen Eigenshaften zu erf

ullen,
k

onnen Adjazenzen von Punkten entsprehend hinzugef

ugt werden. Sie wurden aus
Gr

unden der

Ubersihtlihkeit weggelassen. Der grau markierte 3-Kubus verletzt
die Eigenshaft 4. Siehe dazu auh Abbildung 5.3.(a).
h

angend ist, existiert ein -Pfad P der Form p = P
(0)
; p
(1)
; : : : ; p
(k)
= q inM .
Dieser Pfad induziert folgende, nah obiger Betrahtung -zusammenh

angen-
de Mengen:
C
P
:=
k
[
i=0
C
p
(i)
und
D
P
:=
k
[
i=0
D
p
(i)
:
Liegen nun a und b jeweils in der selben Menge C
P
bzw. D
p
so sind sie -
verbunden. Liegen sie dagegen in vershiedenen Mengen so k

onnen sie niht
verbunden sein, da durh die Konstruktion keine -Pfade von C
P
nah D
P
entstehen. 
Auf der Basis des letzten Satzes denieren wir f

ur eine (n  1)-Mannigfaltig-
keit M  Z
n
:
C
M
:=
[
fC
P
: f

ur jeden Pfad P zwishen allen Punkten p; q 2Mg
D
M
:=
[
fD
P
: f

ur jeden Pfad P zwishen allen Punkten p; q 2Mg
Der Begri des einfahen Zusammenhanges wird im weiteren Text eine wih-
tige Rolle spielen. Durh die Wahl der Adjazenzrelation k

onnen aber ver-
shiedene Abstufungen dieses Begris n

otig werden. Das Konzept wurde von
Herman in [6℄ pr

azisiert und soll hier genutzt werden.
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Denition 5.2.2 Es seien w und w
0
Pfade in P unter der Adjazenz  f

ur
die gilt,
w(0); : : : ; w(l); w(l + 1); : : : ; w(l + n  1); w(l + k); : : : ; w(l + k +m)
w
0
(0); : : : ; w
0
(l); w
0
(l + 1); : : : ; w
0
(l + k   1); w
0
(l + n); : : : ; w
0
(l + n+m)
und w(i) = w
0
(i), f

ur i 2 f0; : : : ; lg, w(l + n + i) = w
0
(l + k + i), f

ur
i 2 f0; : : : ; mg. w und w
0
heien elementar N-

aquivalent, wenn gilt:
1  k + n  N + 2.
Wir nennen im weiteren zwei Pfade w, w
0
in P N-

aquivalent, wenn es ei-
ne Folge w
0
; : : : ; w
p
von -Pfaden mit w
0
= w und w
p
= w
0
gibt, so da
w
i 1
und w
i
elementar N -

aquivalent sind f

ur i 2 f1; : : : ; pg. R

aume in denen
jeder Zyklus zu einem Punkt N -

aquivalent ist heien N-einfah zusam-
menh

angend.
Satz 5.2.2 Es sei (P;T ) ein lokal zusammenh

angender Alexandro-Raum.
Dann ist P unter der Adjazenzrelation A

ein 1-einfah zusammenh

angender
Raum.
Beweis. Das ist Satz 4.3.1 der Arbeit [11℄. 
Nah dem Satz 4.3.1 aus [11℄ kann jeder einfah zusammenh

angende Alex-
andro-Raum als 1-einfah zusammenh

angender Raum aufgefat werden.
Denition 5.2.3 Eine (n   1)-Mannigfaltigkeit M  Z
n
, n  2, heit
(n  1)-Sph

are, wenn sie N-einfah zusammenh

angend ist f

ur eine gewisse
nat

urlihe Zahl N .
Denition 5.2.4 Ein Paar (; ) von Adjazenzrelationen auf Z
n
heit se-
parierendes Paar wenn f

ur alle p 2 Z
n
(p) eine (n  1)-Sph

are ist.
Es w

urde gen

ugen, zu fordern, da (p) eine (n  1)-Mannigfaltigkeit ist, da
sih f

ur diese Menge stets ein N nden l

at, so da ein N -einfaher Zusam-
mengang konform zur Intuition gegeben ist.
Denition 5.2.5 Eine Adjazenzrelation  auf Z
n
heit regul

ar, wenn min-
destens eine der folgenden Bedingungen erf

ullt ist:
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1. F

ur jede Translation  auf Z
n
ist p 2 (q) genau dann, wenn (p) 2
((q)).
2. F

ur jede Rotation % auf Z
n
ist p 2 (q) genau dann, wenn %(p) 2
(%(q)).
Denition 5.2.6 Ein Punkt p 2 (z) z 2 Z
n
heit unter dem zugrunde
liegenden Paar (; ) Doppelpunkt, wenn folgendes gilt:
Es existieren q 2 (z) \ (p) und r 2 (z) \ (p) und ein einfahes  2 T
mit (p) = q, (r) = z und q 2 (r).
Dieses Konzept ist der Shl

ussel zur lokalen Charakterisierung der Paare
(; ), denn es erm

ogliht es erst, topologishe Invarianten wie die Euler-
Charakteristik denieren. Zur Bedeutung sei zus

atzlih auf Abbildung 5.8
verwiesen. Man bemerke auh in welher nahen Verwandshaft es zur Tren-
nungseigenshaft steht.
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Abbildung 5.8: Ein Doppelpunkt p. Die fetten Kanten repr

asentieren die -
Adjazenz. Der

Ubersihtlihkeit wegen sind nur die relevanten Kanten eingezeih-
net. Die gepunktete Kante bezeihnet die -Adjazenz von p und z. Die shwarzen
Punkte stellen alle -Nahbarn von z dar.
Behauptung 5.2.1 Es sei (; ) ein separierendes Paar von regul

aren Ad-
jazenzen auf Z
n
. Enth

alt (p) f

ur ein beliebiges p 2 Z
n
einen Doppelpunkt,
so existiert eine Menge, f

ur die sih die Euler-Charakteristik niht konsistent
erkl

aren l

at.
Beweis. Wir folgen in unserer Argumentation dem Abshnitt 7.5.3 in Klet-
te und Rosenfeld [15℄. Es sei z 2 Z
n
beliebig, so da (z) einen Doppelpunkt
p enth

alt. Durh z und p verl

auft die Gerade g(z; p), die einen Generator
 besitzt, f

ur den (p) = z gilt. Es sei p
0
= (z). Es sind also p; z; p
0
drei
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aufeinander folgende Punkte der Gerade. Aufgrund der Regularit

at von  ist
p
0
2 (z). Dies gilt oensihtlih f

ur die Translationsinvarianz als auh f

ur die
Rotationsinvarianz von . Weiterhin ist p
0
auh ein Doppelpunkt. Im Falle
der Rotationsinvarianz ist das trivialerweise klar, da die Umgebung von p in
(z) rotiert wird. Im Falle der Translationsinvarianz folgt die Behauptung
durh Vertaushen der Rollen von (z) und (p) sowie der Vershiebung der
beiden Punkte q; r auf (q) und (r) in der Denition 5.2.6 des Begries
Doppelpunkt.
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r
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Abbildung 5.9: F

ur die dargestellte Menge ist die Euler-Charakteristik niht ein-
deutig denierbar. Die Menge stellt auerdem ein Gegenbeispiel f

ur die Aussage
in Lemma 5.3.1.3 dar, wenn auf die Doppelpunkte verzihtet wird.
Die Menge M := (z) [ fzg ist dann N -einfah zusammenh

angend und
kann durh wiederholtes L

oshen einfaher Punkte auf den Punkt p reduziert
werden, woraus f

ur die Euler-Charakteristik (M) = 1 folgt.
Die MengeM nfz; p; p
0
g ist anshaulih topologish

aquivalent zu einer Kreis-
linie. Damit sollte (M n fz; p; p
0
g = 0 gelten.
Es sei nun E eine Ebene, die durh  und die Translation  zwishen et-
wa q und r aufgespannt wird. E enth

alt die Punkte p; z; p
0
. Die Menge
M
0
:= (M n fp; z; p
0
g) \ E ist einfah zusammenh

angend und nah L

oshen
einfaher Punkte ein Punkt, also (M
0
) = 1. Weiterhin seien M
+
und
M
 
die durh Shnitt von M n fp; z; p
0
g mit dem positiven bzw. negati-
ven abgeshlossen Halbraum an E denierten Mengen. Nah Symmetrie gilt
(M
+
) = (M
 
) = a und nah Summenformel f

ur die Euler-Charakteristik
gilt:
(M n fz; p; p
0
g) = (M
+
) + (M
 
)  (M
+
\M
 
) = 2a  1 6= 0:
Vergleihe dazu auh [15℄. 
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Denition 5.2.7 Ein separierendes Paar von regul

aren Adjazenzen (; )
im Z
n
heit gutes Paar, wenn f

ur alle p 2 Z
n
die Menge (p) keine Dop-
pelpunkte enth

alt.
5.3 Der Zerlegungssatz von Jordan-Brouwer
Satz 5.3.1 (Diskreter Zerlegungssatz von Jordan-Brouwer) Ist S 
Z
n
eine (n   1)-dimensionale Mannigfaltigkeit n  2, so besteht Z
n
n S aus
genau zwei Wegekomponenten, deren gemeinsamer Rand sie ist. 
Dies ist eine Verallgemeinerung von Satz 4.3.1, da jede (n  1)-Sph

are, eine
N -einfah-zusammenh

angende (n  1)-Mannigfaltigkeit ist. Wir nutzen zum
Beweis den folgenden Satz, der eine Folgerung des unter der Nummer 3.42
im Kapitel XV des Buhes von Alexandro [2℄ zu ndenden Satzes ist.
Satz 5.3.2 Jede (n  1)-dimensionale Pseudomannigfaltigkeit in R
n
ist ori-
entierbar, zerlegt R
n
in genau zwei Wegekomponenten und ist gemeinsamer
Rand dieser Wegekomponenten. 
Satz 5.3.3 F

ur jedes gute Paar (; ) des Z
n
mit n  2 ist der Zerlegungs-
satz von Jordan-Brouwer erf

ullt.
Wir werden den Rest dieses Kapitels benutzen, diesen Satz zu beweisen.
Dazu erkl

aren wir f

ur ein gutes Paar (; ), wie aus einer beliebigen -
zusammenh

angenden Menge M des Z
n
ein simplizialer Komplex konstruiert
werden kann, dessen geometrishe Realisierung im R
n
die gleihen topologi-
shen Eigenshaften hat wie M .
Am Anfang steht folgende Konstruktion:
F

ur eine Adjazenzrelation  und beliebige Punkte p; q 2 Z
n
sei
(p; q)

:=

fx 2 R
n
: x = p+ (1  )q;  2 (0; 1)g p 2 (q)
; p 62 (q)
[p; q℄

:=

fx 2 R
n
: x = p+ (1  )q;  2 [0; 1℄g p 2 (q)
; p 62 (q)
Es sei nun M  C
n
 Z
n
eine beliebige -zusammenh

angende Menge. (; )
sei ein gutes Paar. Ziel ist es, einen simplizialen KomplexK
(;)
(M) = K(M)
zu konstruieren.
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F
ur einen k-Kubus C = C
k
mit den Eken 
1
; 
2
; : : : ; 
2
k sei
^ =
2
k
X
i=1

i
2
k
das Baryzentrum von C = C
k
.
Weiterhin sei f

ur jeden Unterkubus C M der Test T (C) genau dann wahr,
wenn gilt
_
p;q2C
(^ 2 (p; q)

^ p; q 2M) _ (^ 62 (p; q)

^ ^ 2 (p; q) ^ p; q 2M
C
)
Das heit, der Test wird wahr, wenn die Streke zwishen zwei -verbundenen
Punkten aus M das Baryzentrum shneidet und wenn die Streke zwishen
zwei Punkten aus M
C
das Baryzentrum zwar shneidet, die Punkte aber
niht -verbunden sind, oder wenn der Kubus C ganz in M liegt.
Besteht M  C
n
 Z
n
aus mehreren -Zusammenhangskomponenten, so
wird K(M) komponentenweise aufgebaut.
Der Komplex K(M) f

ur M  C
n
wird induktiv aufgebaut. Wir beginnen
mit den Eken
K
0
(M) :=M [ f^ : C M und T (C) ist wahrg
Sind die Simplizes der Dimension i   1 bereits deniert, so lassen sih die
i-Simplizes f

ur C  C
n
konstruieren.
K
i
(M) := f(x
0
; : : : ; x
i 1
; ^) : (x
0
; : : : ; x
i 1
) 2 K
i 1
(M)\C und T (C) wahr g
Das heit wir nehmen die Baryzentren aller Unterkuben C von C
n
und bauen
mit allen (i  1)-Simplizes, die von C shon bekannt sind die i-Simplizes auf,
falls der Test T (C) gelingt.
Der Komplex K(M) ist nun die Vereinigung aller K
i
(M).
Behauptung 5.3.1 K(M) ist f

ur ein Paar (; ) und eine Menge M 
C  Z
n
ein Simplizialkomplex.
Beweis. Wir

uberpr

ufen die Denition 4.1.12. Zum Beweis der Eigen-
shaft, da jede Seite 
0
eines Simplex  = (x
0
; : : : ; x
i
) aus K(M) wieder
in K(M) liegt, beobahten wir, da  in K
i
(M) liegt. F

ur i = 0 hat  keine
ehten Seiten und die Eigenshaft ist bewiesen. Es sei also i > 0. Dann sei
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f
ur alle j 2 f0; : : : ; ig 
j
= (x
0
; : : : ; x
j 1
; x
j+1
; : : : ; x
i
) dasjenige Simplex, das
durh Weglassen der j-ten Eke aus  entsteht.
F

ur j = i ist nah Konstruktion von K
i
das Simplex 
j
) ein Element aus
K
i 1
, und liegt somit in K.
F

ur j < i ist (x
0
; : : : ; x
j
  1) ein Simplex aus K
j 1
und eine Seite von 
j
.
Dann liegt (x
0
; : : : ; x
j 1
; x
j+1
) nah Konstruktion inK
j
. Nah Induktion liegt
(x
0
; : : : ; x
j 1
; x
j+1
; : : : ; x
i
) in K
i 1
.
Zum Beweis der Disjunktheit zweier vershiedener Simplizes ;  2 K(M)
seien  = (x
0
; : : : ; x
k
) und  = (y
0
; : : : ; y
j
). Zuerst betrahten wir den Fall
fx
0
; : : : ; x
k
g\fy
0
; : : : ; y
j
g = ;. Dann mu auh \  leer sein. Wir beweisen
induktiv

uber k.
F

ur k = 0 ist die Behauptung oensihtlih erf

ullt. Es sei also k > 0 und die
Aussage f

ur alle kleineren Teilmengen von fx
0
; : : : ; x
k
g bewiesen.  entsteht
aus einem k  1-Simplex durh Anf

ugen des Baryzentrums eines Unterkubus
von C
n
. Dieses ist nah Voraussetzung keine Eke von  . Nah Induktions-
voraussetzung ist (x
i
0
; : : : ; x
i
k 1
) \  = ; f

ur i
0
; : : : ; i
k 1
2 f0; : : : ; kg. Dies
sind gerade die R

ander von . Damit kann aber auh niht  \  = ; gelten.
Gilt nun fx
0
; : : : ; x
k
g \ fy
0
; : : : ; y
k
g = fp
0
; : : : ; p
i
g so ist % = (p
0
; : : : ; p
i
) eine
gemeinsame ehte Seite von  und  .
Keine der Eken von  kann im Inneren von  liegen und umgekehrt, da
Simplizes durh sukzessives Anf

ugen von Baryzentren gebildet werden und
ein solher innerer Punkt entweder kein Baryzentrum (bzw. Ekpunkt als
Spezialfall) ist oder  niht korrekt gebildet worden w

are. Weiterhin kann
keine Kante von  durh das Innere von  verlaufen, da dies der Konstruktion
von  oder von  widerspr

ahe: Es w

are eine der Eken kein Baryzentrum
eines Unterkubus von C
n

Nun sei M eine endlihe -zusammenh

angende Teilmenge von Z
n
unter dem
Paar (; ). Es l

at sih M durh endlih viele n-Kuben C
n
1
; : : : ; C
n
l

uber-
deken. Wir denieren
K(M) :=
l
[
i=1
K(C
n
i
\M):
Behauptung 5.3.2 K(M) ist f

ur eine beliebige endlihe Menge M  Z
n
ein simplizialer Komplex.
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Beweis. Beide Eigenshaften folgen aus dem Beweis der letzten Behaup-
tung. Es sei zuerst  ein Simplex aus K(M). Dann liegt  in einem K(C
n
i
\
M). In diesem Simplizialkomplex liegen auh alle Seiten von , die damit
wiederum in K(M) liegen.
Zum Beweis der zweiten Eigenshaft seien  und  zwei ungleihe Simplizes
aus K(M). Liegen beide in vershiedenen K(C
n
i
\M), haben sie notwendi-
gerweise einen nihtleeren Shnitt. Andernfalls wenden wir die Behauptung
5.3.1 an. 
Ist M niht -zusammenh

angend aber endlih, so l

at sih K(M) kompo-
nentenweise konstruieren.
Im weiteren bezeihnet jK(M)j die geometrishe Realisierung von K(M)
(siehe Denition 4.1.13).
Lemma 5.3.1 Es sei M  Z
n
eine Menge unter dem Paar (; ). Dann
gilt:
1.
M = Z
n
\ jK(M)j;
M
C
= Z
n
\ jK(M)j
C
2. Zwei Punkte p; q 2 M liegen genau dann in derselben -Komponente
von M , wenn sie in derselben Wegekomponente von jK(M)j liegen.
3. Zwei Punkte p; q 2 M
C
liegen genau dann in derselben -Komponente
von M
C
, wenn sie in derselben Wegekomponente von jK(M)j
C
liegen
und (; ) keine Doppelpunkte besitzt.
4. Der Rand einer Komponente A  jK(M)j trit genau dann den Rand
einer Komponente B  jK(M)j
C
, wenn ein Punkt in A \ Z
n
existiert,
der zu einem Punkt in B \ Z
n
-adjazent ist.
Beweis. 1. Zum Beweis der ersten Aussage beobahten wir, da ein Punkt
p genau dann in M liegt, wenn er eine Eke von K(M) ist und ein Punkt
aus Z
n
. Das ist genau dann der Fall, wenn p in jK(M)j \Z
n
liegt. Die zweite
Gleihung wird analog bewiesen.
2. ()) Es seien p; q Punkte einer -Komponente von M . Dann existiert
ein -Pfad p = p
0
; p
1
; : : : ; p
k
= q, f

ur den gilt, da [p
i
; p
i+1
℄

f

ur alle i 2
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f1; : : : ; k   1g ganz in jK(M)j liegt. Damit existiert ein st

ukweise linearer
Weg.
(() Es seien p; q zwei Punkte derselben Wegekomponente von jK(M)j. Dann
existiert ein Weg w : [0; 1℄ ! jK(M)j mit w(0) = p und w(1) = q. Es seien

1
; : : : ; 
k
die Simplizes, die von w getroen werden. Es kann jeder Punkt
des Weges w, der in einem Simplex 
i
liegt, durh eine lineare Homotopie
auf den Rand 
i
n 
i
abgebildet werden. Um die Stetigkeit dieser Abbildung
zu gew

ahrleisen, sei auf den (endlih vielen) Eken von K(M) eine Ordnung
deniert, die wiederum Ordnungen auf allen Simplizes von K(M) induziert.
Ein Punkt auf dem Wege w wird dann stets auf diejenige (k 1)-Seite seines
k-Tr

agersimplex 
i
der Folge projiziert, die bez

uglih der genannten Ordnung
minimal ist. Nah einer endlihen Anzahl dieser homotopen Transformatio-
nen ist der Weg w

uberf

uhrt in einen Weg, der nur durh Eken und Kanten
von K(M) verl

auft. Durh die Punkte dieses Weges, die in Z
n
liegen, l

at
sih der -Weg nun st

ukweise denieren.
3. Der Beweis verl

auft v

ollig analog zu 2. Allerdings gelten beide Rihtungen
im Allgemeinen niht f

ur Paare mit Doppelpunkten. Es seien p; q; s; t wie
in Denition 5.2.6, wobei p; q 2 M , s; t 2 M
C
in zwei vershiedenen Wege-
Komponenten von jK(M)j
C
liegen, p 2 (q) und s 2 (t). Dann liegt der
Punkt x = [p; q℄

\ [s; t℄

in K(M) nah Konstruktion und damit auh in
jK(M)j.
4. Es seien A  jK(M)j und B  jK(M)j
C
zwei Wege-Komponenten.
()) Der Shnitt der R

ader von A und B enthalte einen Punkt x. Der Punkt
x liegt in einem k-Simplex von von K(M), welhes wiederum einen Ekpunkt
in einem Kubus C
n
hat, der sowohl A als auh B shneidet. Damit existieren
Punkte p; q 2 C
n
\ Z
n
mit p 2 A \ Z
n
 M und q 2 B \ Z
n
 M
C
. In
C
n
existiert ein -Weg von p nah q. Daher m

ussen auf diesem Weg zwei
-Nahbarn existieren, von denen einer in A\Z
n
, der andere in B\Z
n
liegt.
(() Es existiere ein -Pfad von p 2 A \ Z
n
nah q 2 B \ Z
n
. Dieser kann
durh zus

atzlihes Einf

ugen von Punkten zu einem -Pfad gemaht werden.
Es existieren zwei -Nahbarn p
0
2 A und q
0
2 B in Z
n
. Dann mu nah
Konstruktion von K(M) der Punkt p
0
ein Punkt im simplizialen Rand von
K(M) sein, also auh im Shnitt der R

ander von A und B liegen. 
Wir werden nun diese Konstruktion auf digitale (n   1)-Mannigfaltigkeiten
anwenden. Unser Ziel dabei ist, eine kombinatorishe (n 1)-Pseudomannig-
faltigkeit zu erhalten (siehe Denition 4.1.14), von der bekannt ist, da sie
den Jordan-Brouwershen Satz erf

ullt.
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Im weiteren sei M eine digitale (n  1)-Mannigfaltigkeit. Das erste zu l

osen-
de Problem ist, da K(M) nah obiger Konstruktion niht homogen (n  
1)-dimensional sein mu, da durh die Konstruktion n-Simplizes entstehen
k

onnen.
b
b b
bc
(a)
b
b bb
bb
(b)
b
b bb
b
()
Abbildung 5.10: Erstellen des Komplexes K
0
(M). Bild (a) zeigt einen 2-Kubus C
mit den zugeh

origen Adjazenzen. Die shwarzen Punkte bilden die Menge M . Aus
diesen Punkten wird in (b) der Komplex K(M) aufgebaut. Dieser Komplex kann
aber 2-Simplizes enthalten. Diese sind grau dargestellt. Daher werden in einem
weiteren Shritt () diese 2-Simplizes auf ihren Rand projiziert.
Die L

osung ist, einen Deformationsretrakt von jK(M)j zu nden, in dem
keine n-Simplizes mehr vorhanden sind. Dazu entfernen wir in K(M) al-
le Eken, die Baryzentren von Kuben C sind, f

ur die C n M genau eine
-Zusammenhangskomponente besitzt. Weiterhin werden alle Simplizes ent-
fernt, die eine solhe Eke besitzen. Der resultierende Komplex heie K
0
(M).
Satz 5.3.4 K
0
(M) ist die Triangulation eines starken Deformationsretraktes
von K(M).
Beweis. Wir beweisen zuerst folgendes Lemma:
Lemma 5.3.2 Es sei  ein k-Simplex und x eine beliebige Eke aus K().
Dann ist jK( n fxg)j ein starker Deformationsretrakt von jK()j
Beweis. Wir geben eine lineare Homotopie von jK()j auf jK( nfxgj an.
F

ur y 2 jK()j n fxg sei z derjenige Punkt auf dem Strahl xy  R
n
, der in
jK()j liegt. Dann ist
f(y; t) = tz + (1  t)y
eine lineare Homotopie zwishen den angegebenen Mengen.
K( n fxg) ist ein simplizialer Komplex und nah Existenz von f ist jK( n
fxg)j ein starker Deformationsretrakt von jK()j. 
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Es sei nun f

die oben denierte Homotopie f

ur jedes  2 K(M) das x
als Eke besitzt. Dann induziert das Entfernen der Eke  aus K(M) die
folgende lineare Homotopie:
f(y; t) =

f

(y; t) Es existiert ein , das y enth

alt und x als Eke hat
y sonst
Es werden nur endlih viele Punkte aus M entfernt. Wir k

onnen also die
Konstruktion als endlihe Folge von Anwendungen der beshriebenen Homo-
topien betrahten. Damit ist K
0
(M) Triangulierung eines starken Deforma-
tionsretraktes von K(M). 
Lemma 5.3.3 F

ur alle n-Kuben C  !(M)  Z
n
, n  2 besitzt C n M
jeweils h

ohstens eine -Komponente in C
M
bzw. D
M
.
Beweis. M ist eine digitale (n   1)-Mannigfaltigkeit. Damit gilt f

ur alle
p 2M : !(p) nM hat genau zwei -Zusammenhangskomponenten C
p
und D
p
(Eigenshaft 2).
Wir nehmen an C nM hat zwei -Zusammenhangskomponenten K
1
und K
2
in C
M
.
F

ur alle p 2 C \M liegen K
1
und K
2
in C
p
und alle -Pfade zwishen K
1
und K
2
verlaufen auerhalb von C.
Es existieren nah Behauptung 5.1.3 in C \ M mindestens n Punkte, da
C nM mindestens zwei -Komponenten besitzt. Diese seien p
1
; : : : ; p
n
.
Es sei C
0
ein (n   2)-Unterkubus von C, so da C
0
\M maximal ist. Dann
existieren zwei Translationen 
1
und 
2
mit
C = C
0
[ 
1
(C
0
) [ 
2
(C
0
) [ 
1

2
(C
0
)
Nun kann niht f

ur jede m

oglihe Wahl von C
0
gelten
^
p2C
0
((
1
(p) 2 
1
(C
0
) nM _ 
2
(p) 2 
2
(C
0
) nM)) 
1

2
(p) 2 
1

2
(C
0
) nM) ;
da sonst C nM nur eine -Komponenten enthielte, K
1
und K
2
aber zwei ver-
shiedene Komponenten dieser Menge sind. Da C[M nah Eigenshaft 1 von
M -zusammenh

angend ist, folgt ein Widerspruh zur Trennungseigenshaft.

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Dieses ist die einzige Aussage

uber digitale (n   1)-Mannigfaltigkeiten, die
die Eigenshaft 1 benutzt. Es ist eine zentrale Behauptung, da insbesondere
die n

ahste Folgerung immer wieder Anwendung nden wird. M

ogliherweise
kann man aber diese Behauptung auh ohne die Eigenshaft 1 nahweisen und
damit den Begri der (n  1)-Mannigfaltigkeit ausweiten.
Folgerung 5.3.1 Jeder k-Kubus C, k 2 f0; : : : ; ng, mit C \ M 6= ; hat
maximal zwei -Komponenten in C nM .
Beweis. Dies folgt aus Lemma 5.3.3 und dem Lemma 5.1.1. 
Lemma 5.3.4 Es sei M  Z
n
, N  2, eine digitale (n 1)-Mannigfaltigkeit
unter dem Paar (; ). Dann ist in jeder nah Inklusion aufsteigend geord-
neten Folge von Kuben C
0
; : : : ; C
n
die Zahl der -Komponenten von C
i
nM
um h

ohstens 1 kleiner als in C
i+1
nM f

ur alle i 2 f0; : : : ; n  1g.
Beweis. Die Behauptung gilt oensihtlih f

ur n-Kuben, die keinen Punkt
mit M gemeinsam haben. F

ur den anderen Fall gilt nah Folgerung 5.3.1,
da der letzte Kubus einer beliebigen Folge C
0
; : : : ; C
n
h

ohstens zwei -
Komponenten in M
C
besitzt. Es sei C
0
; : : : ; C
n
eine ausfsteigend inklusions-
geordnete Folge von Kuben, in der ein Kubus C
j
existiert, so da C
j+1
nM
zwei -Komponenten mehr hat als C
j
nM . Es gibt dann eine Translation 
1
,
so da C
j+1
= C
j
[ (C
j
) ist. Weiterhin gibt es einen (j   1)-Unterkubus
C
j 1
von C
j
mit
C
j+1
= C
j 1
[ 
1
(C
j 1
) [ 
2
(C
j 1
) [ 
1

2
(C
j 1
)
f

ur ein passendes 
2
. Dann liegen die Punkte der zwei -Komponenten von
C
j 1
nM in 
1
(C
j 1
) und 
1

2
(C
j 1
). Es kann aber niht f

ur alle m

oglihen
Wahlen von C
j 1
einen Punkt p einer -Komponente von 
1
(C
j 1
)nM geben,
so da 
2
(p) in 
1

2
(C
j 1
) liegt, da es sonst keine 2 -Komponenten in C
j+1
g

abe. Dies ist ein Widerspruh zur Eigenshaft 4 von M .
Es kann weiterhin die Zahl der -Komponenten eines C
j
nM in einer solhen
Folge niht gr

oer sein als die eines C
j+1
nM . Denn dann liegen in C
j
min-
destens zwei -Komponenten in M
C
. Dieser Zusammenhang sollte induktiv
aus der Eigenshaft 4 von M folgen. Ein vollst

andiger Beweis ist dem Autor
zur Zeit aber niht bekannt. 
Behauptung 5.3.3 F

ur jede digitale (n  1)-Mannigfaltigkeit M  Z
n
und
jeden n-Kubus C gilt jC nM j  1.
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Beweis. Die Behauptung ist oensihtlih wahr f

ur C \M = ;.
Ansonsten nehmen wir an, es sei C M . Nun gilt f

ur alle p 2 C, daM np -
zusammenh

angend ist, da alle Unterkuben von C nfpg -zusammenh

angend
sind.
Es sei nun p ein beliebiger Punkt aus C. Nah Eigenshaft 3 der (n   1)-
MannigfaltigkeitM m

ussen n -Nahbarn zu C
p
und D
p
adjazent sein. Diese
heien p
1
; : : : ; p
n
.
Es seien 
1
; : : : ; 
n
die Generatoren von Z
n
mit 
i
(p) = p
i
und C
1
; : : : ; C
n
die
(n   1)-Kuben mit C
i
\ C = ; und 
i
(C
i
)  C. Einer dieser Kuben C
i
mu
zwei -Zusammenhangskomponenten in M
C
besitzen, da alle Punkte p
i
aus
C zu C
p
und D
p
-adjazent sind. Im Fall n = 2 ist anshaulih klar, da kein
solhes C
i
existieren kann.
O.B.d.A. sei nun C
n
dieser Kubus. In C
i
existiert ein Punkt ausM . Dieser ist
-adjazent zu 
i
(C
i
)  C und 
i
(C
i
) [ C
i
ist ein n-Kubus. Wir konstruieren
nun eine aufsteigende, inklusionsgeordnete Folge von Kuben:
C
0
= fpg; C
1
= fp; 
1
(p)g; C
i+1
= C
i
[ 
i+1
(C
i
); C
n
= 
 1
n
(C
n 1
)
Es liegen nun die Kuben C
0
; : : : ; C
n 1
ganz inM , der Kubus C
n
aber besitzt
2 -Zusammenhangskomponenten in M
C
.
Dies ist nah Lemma 5.3.4 niht m

oglih. Damit kann der Fall, da ein n-
Kubus ganz in M liegt niht eintreten. 
Lemma 5.3.5 Es sei M  Z
n
eine (n   1)-Mannigfaltigkeit. Dann gilt f

ur
jeden k-Kubus C M mit 0  k < n, da
\
p2C
!(p) nM
zwei -Zusammenhangskomponenten besitzt. Diese liegen in C
p
und D
p
f

ur
alle p 2 C.
Beweis. Induktion

uber k.
F

ur k = 0 folgt das Resultat aus Eigenshaft 1 der (n  1)-Mannigfaltigkeit
M .
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Im Fall k > 0 sei C = C
0
[(C
0
) M ein k-Kubus f

ur eine geeignete Transla-
tion  . Die (k 1)-Kuben C
0
und (C
0
) erf

ullen die Induktionsvoraussetzung.
Es haben also
\
p2C
0
!(p) nM
und
\
p2(C
0
)
!(p) nM
zwei -Zusammenhangskomponenten.
Es liegen nun in (C
0
) -Nahbarn q der Punkte p in C
0
. Diese besitzen nah
Eigenshaft 2 vonM -Nahbarn in !(p)nM und damit auh in
T
p2C
0
!(p)n
M . Umgekehrt gilt das Gleihe. Demnah m

ussen in der Menge
\
p2C
0
!(p) \
\
p2(C
0
)
!(p)
n-Kuben liegen, in denen Punkte von M
C
liegen, die zu C
p
bzw. D
p
f

ur alle
p 2 C geh

oren und in den jeweiligen -Komponenten -verbunden sind.
Da kein n-Kubus ganz in einer (n  1)-Mannigfaltigkeit liegen kann, gilt die
Behauptung h

ohstens f

ur (n  1)-Kuben. Damit besitzt
\
p2C
!(p) nM
die behauptete Eigenshaft. 
Behauptung 5.3.4 F

ur eine (n   1)-Mannigfaltigkeit M  Z
n
enth

alt der
Komplex K
0
(M) keine n-Simplizes.
Beweis. Keiner der n-Kuben C
n
, die einen Punkt aus M enthalten, liegt
ganz inM . Damit existiert in jeder nah Inklusion geordneten, aufsteigenden
Folge von Kuben C
0
; : : : ; C
n
mindestens ein Kubus, der in M
C
genau eine
-Zusammenhangskomponente besitzt. Dieser ist entweder C
n
selbst, oder
einer seiner Unterkuben, der nah Eigenshaft 4 der (n 1)-Mannigfaltigkeit
garantiert wird, wenn C
0
ganz in M liegt. Da dessen Baryzentrum in K
0
(M)
niht auftritt, kann in C
n
kein n-Simplex liegen, der auh in K
0
(M) vor-
kommt. 
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5.4 Der Beweis des Zerlegungssatzes f

ur di-
gitale Mannigfaltigkeiten
In diesem Abshnitt werden wir den folgenden Satz beweisen:
Satz 5.4.1 Es sei M  Z
n
eine digitale (n  1)-Mannigfaltigkeit unter dem
doppelpunktfreien Paar (; ). Dann ist K
0
(M) eine (n  1)-Pseudomannig-
faltigkeit. 
Dazu weisen wir die drei Eigenshaften einer (n  1)-Pseudomannigfaltigkeit
nah. Die einzelnen Beweise erfolgen in den nahstehenden Lemmata 5.4.1,
5.4.2 und 5.4.3.
5.4.1 Die Homogenit

at
Lemma 5.4.1 F

ur jede digitale (n  1)-Mannigfaltigkeit M  Z
n
unter ei-
nem guten Paar (; ) ist K
0
(M) homogen (n  1)-dimensional.
Beweis. Es sei  ein beliebiger k-Simplex aus K
0
(M). Der Beweis ist in-
duktiv

uber i = (n 1) k. Nah Behauptung 5.3.4 k

onnen keine n-Simplizes
auftreten.
i = 0. In diesem Fall ist  ein (n   1)-Simplex und seine eigene Seite. Die
Behauptung stimmt also.
i > 0. Das Simplex  liegt in einem Kubus C minimaler Dimension. Dieser
sei der Kubus dessen Baryzentrum in der Konstruktion von K(M) als letzter
zu  hinzugef

ugt und dessen Baryzentrum beim

Ubergang zu K
0
(M) niht
aus K(M) entfernt wurde.
Wir zeigen, da ein Kubus C

existiert, der C als Unterkubus besitzt, oder
Unterkubus von C ist, und dessen Baryzentrum x in K
0
(M) liegt, aber keine
Eke von  ist. Der Punkt x und das Simplex  denieren dann ein (k + 1)-
Simplex, das  als Seite hat und nah Induktionsvoraussetzung selbst Seite
eines (n  1)-Simplizes ist. Aufgrund der Transitivit

at der Seitenrelation ist
die Behauptung dann bewiesen.
1. Fall:  hat keinen Ekpunkt mit C gemeinsam. Dann sind alle Eken von 
Baryzentren gewisser l-Unterkuben C
l
von C mit 0 < l  dim(C). Die Eken
von  liegen alle in K
0
(M), damit sind die Tests T (C
l
) f

ur 0 < l  dim(C)
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wahr. Weiterhin existiert ein C
l
, das eine Eke in M besitzt, da ansonsten
alle C
l
ganz in M
C
l

agen.
Dann gibt es einen Punkt x aus M der Baryzentrum eines 0-Kubus C

ist
und mit  zu einem (k + 1)-Simplex verbunden werden kann.
2. Fall:  hat eine Eke mit C gemeinsam.
2.1. Fall: Die Dimension dim(C) = k
0
ist gr

oer als k. Nah Wahl von C liegt
dessen Baryzentrum in K
0
(M) und ist eine Eke von .
2.1.1. Fall: Ist C  M so existiert eine aufsteigende Folge von Kuben
C
0
; : : : ; C
k
0
= C;
deren Baryzentren die Eken von  bilden. Diese Kuben sind nah Inklusion
geordnet, damit folgt, da sie alle in M liegen. Wegen k
0
 k + 1 gibt es in
dieser Folge zwei aufeinaderfolgende Kuben C
i
; C
j
mit j > i+1. Es l

at sih
nun ein (i+ 1)-Kubus C

nden, der C
i
enth

alt und der in C
j
enthalten ist.
C

liegt auh in M , daher ist sein Baryzentrum x in K
0
(M). Aus x und 
kann nun ein (k + 1)-Simplex erzeugt werden.
2.1.2. Fall: Besitzt C nM zwei -Zusammenhangskomponenten, so liegen die
Kuben der Folge F = C
0
; : : : ; C
k
0
= C niht alle ganz in M . Wegen Lemma
5.3.4 zerf

allt F in zwei Teilfolgen:
C
0
; : : : ; C
m
sei die Teilfolge der Kuben von F , die ganz in M liegen und
C
m
0
; : : : ; C
k
0
sei die Teilfolge der Kuben von F , die in M
C
zwei -Komponenten besitzen.
Nah Lemma 5.1.1 ist m < m
0
und die Dimensionen der ersten Folge sind
allesamt h

ohstens m und die der zweiten Folge mindestens m
0
.
2.1.2.1. Fall: Gibt es in einer dieser beiden Folgen zwei aufeinaderfolgende
Kuben C
i
; C
j
mit j < i + 1, so existiert ein Kubus C

, der C
i
enth

alt und
in C
j
enthalten ist und die gleihe Eigenshaft wie C
i
und C
j
hat. Das
Baryzentrum x des Kubus C

liegt dann in K
0
(M) und bildet mit  den
(k + 1)-Simplex.
2.1.2.2. Fall: Tritt keiner dieser g

unstigen F

alle ein, so existiert f

ur den Fall
k
0
< n ein (k
0
+ 1)-Kubus C

, der nah Lemma 5.1.1 und Lemma 5.3.3 nur
zwei -Komponenten in M
C
besitzt. Dessen Baryzentrum x liegt in K
0
(M)
und wird mit  zu einem (k + 1)-Simplex.
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Es sei also k
0
= n. Gesuht ist ein Kubus C

der C
m
enth

alt und in C
m
0
enthalten ist, und entweder keine oder zwei -Komponenten in M
C
hat. Wir
nehmen an, ein solher Kubus existiert niht. Dann gilt f

ur alle Folgen von
Kuben
C
m+1
; : : : ; C
m
0
 1
die zwishen C
m
und C
m
0
liegen, da ihre Elemente genau eine -Zusam-
menhangskomponente in M
C
besitzen.
Weil dim() 6= n   1 und C
0
; : : : ; C
n
die Folge der Kuben ist, deren Bary-
zentren die Eken von  bilden, m

ussen m + 1 und m
0
  1 vershieden sein.
Jede Folge C
m+1
; : : : ; C
m
0
 1
hat also 2 Glieder.
Es seien
C
m+1
:= fC
m+1
: C
m+1
= C
m
[ (C
m
) ^  ist kein Generator von C
m
g
die Menge aller (m+ 1)-Kuben, die C
m
enthalten und
C
m+2
:=

C
m+2
:
C
m+2
= C
m
[ 
1
(C
m
) [ 
2
(C
m
) [ 
1

2
(C
m
)
und 
1
6= 
2
sind keine Generatoren von C
m+1

die Menge aller (m+ 2)-Kuben, die C
m
enthalten.
Wir w

ahlen ein C
0
2 C
m+1
. Dann ist C
0
= C
m
[ (C
m
) und der m-Kubus
(C
m
) enth

alt mindestens einen Punkt aus M
C
, da C
m
 M und C
0
nah
Annahme genau eine -Zusammenhangskomponente in M
C
besitzt.
Die Kuben C
00
aus C
m+2
haben nah Aufbau zwei Unterkuben in C
m+1
,
n

amlih C
m
[ 
1
(C
m
) und C
m
[ 
2
(C
m
), f

ur die gilt, da 
1
(C
m
) und 
2
(C
m
)
je mindestens einen Punkt in M
C
besitzen. Diese geh

oren zu einer -Kom-
ponente in C
00
. DaM die Trennungseigenshaft erf

ullt und C
m
M ist, mu
f

ur den m-Unterkubus 
1

2
(C
m
) von C
00
gelten:
(
1

2
)
 1
(
1

2
((C
m
) \M)  (
 1
1
(
1
(C
m
) \M)) \ (
 1
2
(
2
(C
m
) \M)):
Die analoge Aussage gilt f

ur 
1

3
(C
m
) und 
2

3
(C
m
). Es besitzt also C
m+2
nM
nur eine -Komponente.
Nun sei C
000
ein (m + 3)-Kubus der C
m
enth

alt. C
000
kann keine zwei -
Komponenten in M
C
besitzen, denn C
000
hat mit paarweise vershiedenen

1
; 
2
; 
3
, die keine Generatoren von C
m
sind, folgenden Aufbau
C
000
= C
m
[ 
1
(C
m
) [ 
2
(C
m
) [ 
3
(C
m
) [
[ 
1

2
(C
m
) [ 
1

3
(C
m
) [ 
2

3
(C
m
) [
[ 
1

2

3
(C
m
):
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und es gilt wegen der Trennungseigenshaft
(
1

2

3
)
 1
(
1

2

3
((C
m
) \M) 
((
1

2
)
 1
(
1

2
(C
m
) \M)) \ ((
2

3
)
 1
(
2

3
(C
m
) \M))
und
(
1

2

3
)
 1
(
1

2

3
((C
m
) \M) 
((
1

3
)
 1
(
1

3
(C
m
) \M)) \ ((
2

3
)
 1
(
2

3
(C
m
) \M))
und
(
1

2

3
)
 1
(
1

2

3
((C
m
) \M) 
((
1

2
)
 1
(
1

2
(C
m
) \M)) \ ((
1

3
)
 1
(
1

3
(C
m
) \M)):
Zusammengesetzt liefern diese Beobahtungen folgende Aussage: Einer der
Kuben C
m
[ 
i
(C
m
), i = 1; 2; 3 sei maximal. O.B.d.A sei das der mit i = 1.
Dann gilt:
(
2

3
)
 1
(
2

3
(C
m
[ 
1
(C
m
)) \M)
= (
2

3
)
 1
(
2

3
(C
m
) \M) [ (
2

3
)
 1
(
2

3

1
(C
m
) \M)
 
 1
2
(
2
(C
m
) \M) \ 
 1
3
(
3
(C
m
) \M)
[ 
 1
2
(
2

1
(C
m
) \M) \ 
 1
3
(
3

1
(C
m
) \M)
= 
 1
2
(
2
(C
m
[ 
1
(C
m
)) \M) \ 
 1
3
(
3
(C
m
[ 
1
(C
m
)) \M)
Das heit, da C
000
nM nur eine -Komponente besitzt, wenn M die Tren-
nungseigenshaft erf

ullt und alle Unterkuben C
m+1
und C
m+2
von C
000
nur
eine -Komponente haben. Dieses Argument l

at sih induktiv auf Kuben
h

oherer Dimension zwishen C
m
und C
m
0
ausweiten. Es mu also ein Kubus
C

in den Folgen C
m+1
; : : : ; C
m
0
 1
auftreten, der entweder ganz in M liegt,
oder zwei -Komponenten in M
C
hat. Mit dem Baryzentrum x von C

l

at
sih  zu einem (k + 1)-Simplex erweitern, auf das die Induktionsvorausset-
zung angewendet werden kann.
2.2. Fall:  liegt in einem Kubus C der Dimension k. Wegen k 6= n bleibt
nur der Fall zu betrahten, da alle Kuben, die C enthalten genau eine -
Komponente in M
C
besitzen. In allen anderen Situationen existiert der ge-
suhte Kubus C

oensihtlih.
C selbst liegt in diesem Fall ganz in M und es ist k 6= n   1, da k = n   1
mit dem Induktionsanfang abgehandelt ist.
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Analog der Betrahtung in Fall 2.1.2.2 sind die Kuben 
1
   
l
(C), f

ur Trans-
lationen 
i
, 1  i  l die C niht aufspannen und l > 1, ganz in M
C
enthal-
ten. Damit gilt f

ur die (k+2)-Kuben C
0
, in denen C liegt mit 1  i 6= j  l:
C
0
= C [ 
i
(C) [ 
j
(C) [ 
i

j
(C)
und

i

j
(C) M
C
; C M:

i
(C) nM 6= ;. Damit sind die Punkte in M
C
, die in all denen n-Kuben ent-
halten sind, die C als Unterkubus haben, -zusammenh

angend. Nah Lemma
5.3.5 ist dies aber ausgeshlossen. Es mu also Ein Kubus C

existieren, der C
enth

alt und dessen Baryzentrum x in K
0
(M) liegt. Damit ist die Behauptung
per Induktion bewiesen. 
5.4.2 Die Nihtdegeneriertheit
Lemma 5.4.2 F

ur eine (n  1)-Mannigfaltigkeit M  Z
n
ist jedes (n  2)-
Simplex  2 K
0
(M) Seite von genau zwei (n  1)-Simplizes 
1
; 
2
2 K
0
(M).
Beweis. Es sei C der minimale k-Kubus, der  enth

alt.
1. Fall: k = n. Der Kubus C nM besitzt dann zwei -Zusammenhangskom-
ponenten. Es sei C
i
0
; C
i
1
; : : : ; C
n
die Folge der Kuben, deren Baryzentren die
Eken von  sind.
1.1. Fall: Es existiert ein j, so da i
j
+ 2 = i
j+1
und die Zahl der -
Komponenten von C
i
j
nM und C
i
j+1
nM ist vershieden. Dann ist wegen
dim() = n   2 entweder i
0
> 0 oder es existiert ein weiter Index j
0
mit
i
j
0
+ 2 = i
j
0
+1
. An der Stelle j
0
kann aber die Zahl der -Komponenten von
C
i
j
0
nM und C
i
j
0
+1
nM niht vershieden sein, da in der Folge nur Kuben
mit keiner oder zwei -Komponenten in M
C
vorkommen. Die Kuben mit
einer anderen Zahl von -Komponenten in M
C
treten shon an der Stelle j
auf. Daher existieren genau zwei i
j
0
+ 1-Kuben C und C
0
, die C
i
j
0
enthalten
und in C
i
j
0
+1
enthalten sind. Die Baryzentren x und x
0
von C und C
0
liegen
in K
0
(M), da C und C
0
die gleihe Zahl von -Komponenten wie C
i
j
0
und
C
i
j
0
+1
in M
C
besitzen. Damit gibt es genau zwei (n   1)-Kuben, die  als
Seite haben.
Ist i
0
> 0, so ist i
0
= 1 und die zwei Punkte von C
i
0
m

ussen in K
0
(M) liegen,
da notwendigerweise C
i
0
M . Diese beiden Punkte erzeugen zusammen mit
 die zwei gesuhten (n  1)-Simplizes 
1
und 
2
.
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1.2. Fall: Es existiert ein j mit i
j
+ 3 = i
j+1
. Da dim() = n  2, ist i
0
= 0.
Somit gilt nah Eigenshaft 4 von M f

ur alle 0  l  j: C
i
l
 M und f

ur
alle j < l  n hat C
i
l
nM zwei -Komponenten.
Es existieren nun drei Translationen 
1
; 
2
; 
3
durh die sih C
i
j+1
aus C
i
j
erzeugen l

at. Wir denieren folgende Kuben:
C
1
:= C
i
j
[ 
1
(C
i
j
)
C
2
:= C
i
j
[ 
2
(C
i
j
)
C
3
:= C
i
j
[ 
3
(C
i
j
)
und
C
12
:= C
i
j
[ 
1
(C
i
j
) [ 
2
(C
i
j
) [ 
1

2
(C
i
j
)
C
13
:= C
i
j
[ 
1
(C
i
j
) [ 
3
(C
i
j
) [ 
1

3
(C
i
j
)
C
23
:= C
i
j
[ 
2
(C
i
j
) [ 
3
(C
i
j
) [ 
2

3
(C
i
j
)
Diese Kuben erf

ullen vershiedene Bedingungen bez

uglih ihrer Lage in M .
1.2.1. Fall: C
1
; C
2
; C
3
 M , beziehungsweise C
12
; C
13
; C
23
haben jeweils ge-
nau eine -Komponente in M
C
. Diese beiden Situationen sind wegen der
Eigenshaft 4 von M

aquivalent. Dieser Fall tritt niht ein:
Aufgrund der Annahme an C
xy
, x; y = 1; 2; 3, x < y gilt
C
xy
= C
i
j
[ 
x
(C
i
j
) [ 
y
(C
i
j
) [ 
x

y
(C
i
j
)
M nM 6= ; nM 6= ; \M 6= ;
Wegen der Trennungseigenshaft von M und C
i
j
M ist
(
x

y
)
 1
(
x

y
(C
i
j
) \M  
 1
x
(
x
(C
i
j
) \M) \ 
 1
y
(
y
(C
i
j
) \M):
Damit folgt analog dem Fall 2.1.2.2 des Beweises von Lemma 5.4.1, da
C
i
j+1
nM keine zwei -Komponenten besitzen kann.
1.2.2. Fall: Es seien nun C
1
; C
2
 M . Dann hat nah Fall 1.2.1 und dem
Lemma 5.3.4 die Menge C
3
nM genau eine -Komponente. Der Kubus C
12
mu nah Eigenshaft 5.3.4 eine -Komponente besitzen. Es bleibt zu zeigen,
da C
13
und C
23
jeweils nur eine -Komponente in M
C
besitzt.
Der Unterkubus 
3
(C
i
j
) besitzt Punkte in M
C
. Wir betrahten den Kubus
C
13
. H

atte dieser zwei -Komponenten in M
C
, so m

uten deren Punkte in

1
(C
i
j
) und 
1

3
(C
i
j
) liegen, da C
1
M . Dann widerspr

ahe aber die Folge
C
0
; : : : ; C
i
j
; C
1
; C
13
; C
i
j+1
; : : : ; C
n
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dem Lemma 5.3.4, da zwishen C
1
und C
13
kein Kubus mit nur einer -Kom-
ponente in M
C
liegt. Analog l

at sih f

ur C
23
argumentieren.
Es existieren also nur die beiden Baryzentren von C
1
und C
2
in K
0
(M), die
mit  die beiden gesuhten (n  1)-Simplizes 
1
und 
2
bilden.
1.2.3. Fall: Es sei C
1
 M und die Kuben C
2
; C
3
besitzen in M
C
genau eine
-Komponente. Dann besitzen C
12
und C
13
jeweils genau eine -Zusammen-
hangskomponente. Die Argumentation ist analog zu der in Fall 1.2.2. H

atte
nun C
23
auh nur eine -Komponente inM
C
, so k

onnten wir wie im Fall 1.2.1
argumentieren und erhielten einen Widerspruh zum Fakt, da C
i
j+1
nM zwei
-Komponenten besitzt.
Damit sind die Baryzentren von C
1
und C
23
die gesuhten zwei Punkte, die
die beiden (n  1)-Simplizes 
1
und 
2
aus  erzeugen.
1.2.4. Fall: Die Kuben C
12
und C
13
haben nun zwei -Komponenten in M
C
.
C
23
kann nur eine -Komponente besitzen wegen Eigenshaft 4 und der Be-
trahtung in Fall 1.2.1. Wir m

ussen zeigen, da C
1
; C
2
; C
3
alle genau eine
-Komponente in M
C
haben.
Es kann 
1
(C
i
j
) niht ganz in M enthalten sein, da dann die Folge
C
0
; : : : ; C
i
j
; C
1
; C
12
; C
i
j+1
; : : : ; C
n
der Eigenshaft 4 von M widerspr

ahe. Analog kann f

ur 
2
(C
j
) und 
3
(C
j
)
argumentiert werden, dann aber mit C
2
und C
12
bzw. C
3
und C
13
.
C
1
; C
2
und C
3
k

onnen auh niht zwei -Komponenten in M
C
besitzen, da
dann zum Beispiel im Fall C
1
nM die Folge
C
0
; : : : ; C
i
j
; C
1
; C
12
; C
i
j+1
; : : : ; C
n
auh der Eigenshaft 4 von M widerspr

ahe.
Damit sind die Baryzentren der Kuben C
12
und C
13
die gesuhten zwei Punk-
te, mit denen aus  die beiden (n   1)-Simplizes 
1
und 
2
erzeugt werden
k

onnen.
1.2.5. Fall: C
12
nM habe zwei -Komponenten, C
13
nM und C
23
nM haben
genau eine -Komponente. Dann haben wegen Eigenshaft 4 die Kuben C
1
und C
2
notwendigerweise nur eine -Komponente in M
C
, da sie Unterkuben
von C
12
sind. Das bedeutet, da Punkte ausM
C
in 
1
(C
i
j
) und 
2
(C
i
j
) liegen.
H

atte C
3
M genau eine -Komponente, so k

onnten wir wieder analog zum
Fall 1.2.1 einen Widerspruh herbeif

uhren. Denn dieser Fall betrahtet gerade
die Situation, in der C
1
; C
2
und C
3
nur eine -Komponente in M
C
haben.
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Es ist also C
3
ganz in M . Damit sind die Baryzentren von C
12
und C
3
die
gesuhten Punkte, die mit  die beiden (n 1)-Simplizes 
1
und 
2
erzeugen.
2. Fall: k < n.
2.1. Fall: C  M und k = n  1. Dann gilt in der Folge
C
i
0
; C
i
1
: : : ; C
i
k 1
; C
n 1
entweder i
0
= 0 oder i
0
= 1. Im Falle i
0
= 0 k

onnen wir wie in Fall 1.1
argumentieren. Im Fall i
0
= 0 gibt es einen Index j 2 f0; : : : ; k   1g, so
da i
j+1
= i
j
+ 2 gilt, da  ein (n  2)-Simplex ist. Dann gibt es genau zwei
(i
j
+1)-Kuben C
1
und C
2
die ganz inM liegen, da alle Kuben der Folge diese
Eigenshaft besitzen. Deren Baryzentren erzeugen mit  die (n 1)-Simplizes

1
und 
2
.
2.2. Fall: C nM hat zwei -Komponenten und k = n   1. Dann haben die
beiden n-Kuben C
1
und C
2
, die C enthalten nah Eigenshaft 4 von M zwei
-Komponenten in M
C
und  l

at sih mit ihren Baryzentren zu 
1
und 
2
erweitern.
2.3. Fall: C  M und k = n   2. Nah Lemma 5.3.5 gibt es in
T
p2C
nM
genau zwei -Komponenten, die in C
p
und D
p
f

ur alle p 2 C liegen.
T
p2C
nM
enth

alt vier (n   1)-Kuben C
1
; : : : ; C
4
und vier n-Kuben C
0
1
; : : : ; C
0
4
, die C
enthalten. Es kann nur einer der folgenden F

alle eintreten:
1. Es gibt genau zwei (n 2)-Kuben C
1
und C
2
die ganz inM liegen. G

abe
es mehr, h

atte
T
p2C
nM oensihtlih mehr als zwei -Komponenten.
G

abe es nur einen, nur eine.
2. Es gibt genau zwei n-Kuben C
1
und C
2
, die inM
C
zwei -Komponenten
besitzen. Die Begr

undung ist wie im ersten Fall.
3. Es gibt genau einen (n   2)-Kubus C
1
, der ganz in M liegt und ge-
nau einen n-Kubus C
2
, der zwei -Komponenten in M
C
besitzt. Mit
analoger Begr

undung wie im ersten Fall.
Von diesen drei F

alle kann genau einer eintreten. Es existieren also die beiden
gesuhten Baryzentren und damit auh die gesuhten (n  1)-Simplizes. 
5.4.3 Der starke Zusammenhang
Lemma 5.4.3 Es sei M  Z
n
, n  2, eine (n  1)-Mannigfaltigkeit. Dann
ist K
0
(M) stark zusammenh

angend.
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Wir beweisen zuerst die folgenden Behauptungen:
Behauptung 5.4.1 Es seien M  Z
n
, n  2, eine (n  1)-Mannigfaltigkeit
und C
0
; : : : ; C
l
eine Folge von k-Kuben, 1  k  n   1, mit C
i
 M f

ur
0  i  l und C
i
\ C
i+1
ist (k   1)-Kubus f

ur alle i 2 f0; : : : ; l   1g.
Dann existiert eine Folge 
0
; : : : ; 
l
0
von k-Simplizes in K
0
(M) mit 
0
 C
0
und 
l
0
 C
l
, so da 
i
und 
i+1
f

ur alle i 2 f0; : : : ; l
0
  1g eine gemeinsame
(k   1)-Seite besitzen.
Beweis. Induktion

uber k.
k = 1. Die Folge C
0
; : : : ; C
l
beshreibt einen -Pfad in M , der einen Kan-
tenzug in K
0
(M) induziert. Wir konstruieren die Folge der 1-Simplizes durh
abwehselndes Austaushen der aufeinaderfolgenden Punkte in M auf dem
Pfad und der Baryzentren der 1-Kuben des Kantenzuges. Siehe auh Abbil-
dung 5.11.
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bcb
b b b
b b b
(a)
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bcb
b
b b b b b
b
b b b b b
(b)
Abbildung 5.11: Ein -Pfad in Bild (a) wird in einen Kantenzug im Sinne eines
Siplizialkomplexes in Bild (b)

uberf

uhrt. Es ist oensihtlih wie Baryzentren und
Punkte des Urspr

uglihen Pfades getausht werden m

ussen, um eine Folge von
Simplizes wie in Behauptung 5.4.1 zu erhalten.
k > 1. Es sei C
0
; : : : ; C
l
eine Folge von k-Kuben gem

a der Voraussetzung.
Es sei 
i
das letzte gefundene k-Simplex in C
i
in der bereits konstruierten
Folge. In C
0
gibt es nah Konstruktion mindestens ein solhes Simplex. 
i
hat
das Baryzentrum x
i
von C
i
als Eke. Es mu nun eine Folge von k-Simplizes
gefunden werden, die von C
i
nah C
i+1
f

uhrt. Das Argument kann dann auf
alle Kuben der Folge ausgedehnt werden.

i
nX
i
ist ein (k 1)-Simplex und Seite von 
i
. Es liegt nah Konstruktion in
einem (k   1)-Unterkubus C
0
0
von C
i
. C
i
\ C
i+1
= C
i
. Es existiert in C
i
eine
Folge von Unterkuben C
0
0
; : : : ; C
0
j
die die Induktionsvoraussetzung erf

ullt.
Demnah gibt es eine Folge  n x
i
= 
0
0
; : : : ; 
0
j
von (k   1)-Simplizes, in der
zwei aufeinanderfolgende Elemente eine gemeinsame (k   2)-Seite besitzen.
Durh Hinzuf

ugen von x
i
zu all diesen Simplizes entsteht eine Folge 
i
; : : : ; 
j
von k-Simplizes, in der zwei aufeinaderfolgende Elemente einen gemeinsamen
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(k   1)-Simplex besitzen. Diese Folge liegt ganz in C
i
. Um nun von C
i
nah
C
i+1
zu gelangen, beobahten wir, da 
0
j
in dem C
i
und C
i+1
gemeinsamen
(k  1)-Kubus C
0
j
liegt. Das Simplex 
0
j
mit dem Baryzentrum x
i+1
von C
i+1
ist also das gesuhte k-Simplex in C
i+1
. 
Behauptung 5.4.2 Es seien M  Z
n
, n  2, eine (n  1)-Mannigfaltigkeit
und C
0
; : : : ; C
l
eine Folge von k-Kuben mit zwei -Komponenten in M
C
und
(k   1)-Kuben mit keiner -Komponente in M
C
, 2  k  n, so da gilt:
1. Im Shnitt zweier aufeinanderfolgender k-Kuben liegt entweder ein (k 
2)-Kubus inM oder ein (k 1)-Kubus mit zwei -Komponenten inM
C
.
2. Der Shnitt zweier aufeinanderfolgender (k  1)-Kuben ist ein (k  2)-
Kubus in M .
3. Der Durhshnitt eines k- und eines folgenden (k   1)-Kubus ist ein
(k   2)-Kubus in M (bzw. umgekehrt).
Dann existiert eine Folge 
0
; : : : ; 
l
0
von (k   1)-Kuben, so da 
0
 C
0
,

l
0
 C
l
sowie 
i
und 
i+1
eine gemeinsame (k   2)-Seite besitzen f

ur i 2
f0; : : : ; l   1g.
Beweis. Induktion

uber k.
k = 2.
1. Teilfolgen von 2-Kuben mit zwei -Komponenten in M
C
enthalten
einen -Pfad, der eine Kantenfolge in K
0
(M) induziert. Die Folge von
1-Simplizes erh

alt man durh abwehselndes Austaushen der Punkte
in M und der Baryzentren der 2-Kuben auf dem Kantenzug.
2. Teilfolgen von 1-Kuben k

onnen wie in der Behauptung 5.4.1 erledigt
werden.
3. Wir betrahten nun den

Ubergang von einer Teilfolge von 2-Kuben
auf eine Teilfolge von 1-Kuben. Die umgekehrte Rihtung wird analog
bewiesen.
Es seien dazu C
i
ein 2-Kubus mit zwei -Komponenten in M
C
und
C
i+1
ein ganz in M gelegener 1-Kubus. C
i
\C
i+1
ist ein Punkt p in M .
Der

Ubergang erfolgt durh Austaush des Baryzentrums von C
i
durh
das von C
i+1
beim gleihzeitigen Festhalten des Punktes p.
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k > 2.
1. Es seien C
i
und C
i+1
zwei k-Kuben mit zwei -Komponenten in M
C
und 
i
der letzte gefundene (k   1)-Simplex der zu konstruierenden
Folge. Wir beshreiben den

Ubergang von C
i
nah C
i+1
. x
i
sei das
Baryzentrum von C
i
und x
i+1
sei das Baryzentrum von C
i+1
.
1. Fall: C
i
\ C
i+1
ist ein (k   2)-Kubus ganz in M . Dieser Fall shliet
ein, da sih C
i
und C
i+1
einen gemeinsamen (k  1)-Kubus mit genau
einer -Komponente in M
C
teilen.

i
besitzt eine Eke p in M und in C
i
\C
i+1
liegt ein Punkt p
0
aus M .
Dann existiert ein -Pfad von p nah p
0
, da M -zusammenh

angend
ist. Dieser -Pfad durhl

auft gewisse (k   1)-Seiten C
0
0
; : : : ; C
0
j
von C
i
in dieser Reihenfolge, mit C
j
 C
i
\C
j
, so da die Induktionsvorausset-
zung erf

ullt wird. Da diese Folge die Induktionsvoraussetzung erf

ullt,
existiert eine Folge 
0
0
; : : : ; 
0
j
von (k  2)-Simplizes, in der zwei aufein-
anderfolgende Elemente eine gemeinsame (k   3)-Seite besitzen. Das
Erweitern dieser Simplizes um das Baryzentrum x
i
liefert eine Folge

i
; : : : ; 
j
von (k   1)-Simplizes in C
i
, in der zwei aufeinanderfolgen-
de Elemente eine gemeinsame (k   2)-Seite besitzen. Da 
0
j
in C
0
j
liegt
kann die Folge um ein (k 1)-Simplex 
j+1
erweitert werden, das durh
verkn

upfen von 
0
j
mit x
i+1
entsteht. Damit ist die Folge konstruiert.
2. Fall: C
i
\ C
i+1
ist ein (k   1)-Simplex mit zwei -Komponenten in
M
C
. Wir gehen analog dem ersten Fall vor, mit dem Untershied, da
der Kubus C
j
der Folge C
0
; : : : ; C
j
nun ein (k   1)-Kubus mit zwei
-Komponenten in M
C
ist.
2. Der Fall einer Teilfolge von (k   1)-Simplizes wird wie in Behauptung
5.4.1 behandelt.
3. Der

Ubergang von einem k-Kubus C
i
in ein (k   1)-Kubus C
i+1
bzw.
der umgekehrte Fall ist analog dem ersten Fall, mit dem Untershied,
da der Kubus C
j
der Folge C
0
; : : : ; C
j
ein (k  2)-Kubus ist, der ganz
in M liegt.

Wir kommen nun zum Beweis des starken Zusammenhanges von K
0
(M).
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Beweis. Wir versuhen die Behauptung 5.4.2 anzuwenden.
Es seien  und 
0
zwei beliebige (n 1)-Simplizes aus K
0
(M). Dann besitzen
 und 
0
jeweils eine Eke inM . Diese beiden Eken seien p und p
0
. DaM -
zusammenh

angend ist, existiert ein -Pfad P von p nah p
0
. Dieser shneidet
gewisse n-Kuben C
0
; : : : ; C
l
, die entweder eine oder zwei -Komponenten in
M
C
besitzen.
F

ur zwei beliebige aufeinanderfolgende Punkte r und q des Pfades P wird
nun gezeigt, da sih eine Folge von Kuben konstruieren l

at, die den Vor-
aussetzungen der Behauptung 5.4.2 gen

ugt.
Der Pfad P induziert einen Kantenzug in K
0
(M), auf dem ein 1-Simplex 
0
1
mit Eke r und ein 1-Simplex 
0
2
mit Eke q liegt. Diese beiden Simplizes
sind nah Lemma 5.4.1 Seiten von zwei (n  1)-Simplizes 
1
und 
2
.
1. Fall: 
1
und 
2
k

onnen so gew

ahlt werden, da sie in einem gemeinsamen
n-Kubus C-liegen
1.1. Fall: C nM hat zwei -Komponenten. So erf

ullt die Folge von Kuben C,
die nur aus einem einzigen n-Kubus besteht, die Voraussetzung von Behaup-
tung 5.4.2. Somit kann die gesuhte Folge von (n  1)-Simplizes konstruiert
werden.
1.2. Fall: C nM hat eine -Komponente. Da 
1
und 
2
in C liegen, m

ussen
sie auh in zwei (n  1)-Kuben C
1
und C
2
zu nden sein, die jeweils ganz in
M enthalten sind.
Gilt C
1
= C
2
, so ist C
1
eine Folge von Kuben, die die Voraussetzungen von
Behauptung 5.4.2 erf

ullt. Sind C
1
und C
2
vershieden, so besitzen beide einen
gemeinsamen (n  2)-Unterkubus, da sonst C
2
aus einer Translation von C
1
hervorginge und C somit ganz in M l

age. Auh hier ist die Voraussetzung
von Behauptung 5.4.2 erf

ullt.
2. Fall: Es existieren keine (n  1)-Simplizes 
1
und 
2
, die in einem gemein-
samen n-Kubus liegen. Ein (n   1)-Simplex kann nah Konstruktion nur in
einem n- oder in einem (n  1)-Kubus liegen.
Die Punkte r und q seien die einzigen Punkte aus M in einem k-Kubus C
minimaler Dimension. Hat dieser die Dimension 1 so bleibt nur der Fall n > 2
zu betrahten, denn f

ur n = 2 existieren in C oensihtlih 1-Simplizes, die
durh die -Adjazenz zwishen p und q gegeben sind. Nah der Voraussetzung
in diesem Fall gibt es keinen n-Kubus, in dem (n   1)-Simplizes mit Eken
r und q deniert werden k

onnen. Somit hat die Menge !(r) \ !(q) nM nur
eine -Komponente, was nah Eigenshaft 3 einer (n   1)-Mannigfaltigkeit
niht m

oglih ist.
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F
ur k  2 l

at sih C trennen, denn r und q liegen auf einer Raumdiago-
nale von C, das heit, wenn r in einem (k   2) Kubus C

liegt, dann liegt
q in 
1

2
(C

) f

ur zwei passende Generatoren 
1
; 
2
. Die Kuben 
1
(C

) und

2
(C

) liegen aber ganz in einer -Komponente von M
C
. Das widerspriht
der Trennungseigenshaft an M .
Es mu also ein weiterer Punkt s in diesem Kubus existieren, der mit r und
q -verbunden ist. Wir k

onnen nun den Pfad P lokal um s und eventuell um
weitere Punkte auf Pfaden von s zu r und q erweitern.
Wir betrahten im weitern nur noh den Punkt s. In !(s) gibt es einen n-
Kubus, der q und r enth

alt, da (q; s); (r; s) 2 !.
Es liege 
1
in C
0
und 
2
in C
00
. Sowohl C
0
als auh C
00
seien minimal gew

ahlte
Kuben in !(s). Beide Kuben enthalten den Punkt s und je ein (n 1)-Simplex
mit s als Eke. Wir konstruieren eine Folge F = (C
0
; : : : ; C
l
) von Kuben
durh !(s). Dabei ist C
0
der letzte Kubus der bereits konstruierten Folge. Zu
Beginn ist F = (C
0
). Weiterhin werden alle bereits untersuhten Kuben mit
einer Marke versehen.
2.1. Fall: dim(C
0
) = dim(C
00
) = n. Enth

alt C

= C
0
\ C
00
einen (n   1)-
Kubus mit zwei -Komponenten in M
C
oder einen (n  2)-Kubus in M , so
ist die Folge F fertig konstruiert und entspriht den Voraussetzungen von
Behauptung 5.4.2.
Ansonsten sei C ein n-Kubus, der noh niht in F auftritt oder markiert ist.
Haben C nM und C
#
nM = C \ C
0
nM zwei -Komponenten in M
C
, so
f

uge C an das Ende der Folge und setze C
0
= C.
Gilt dies niht, so haben alle C, die noh niht in F sind und mit C
0
einen
(n  1)-Kubus gemeinsam haben, in M
C
genau eine -Komponente.
Da in C
0
ein (n   1)-Simplex  mit Eke s liegt, hat C
0
einen (n   2)-
Unterkubus C
#
und C
0
; : : : ; C
#
; C

; C
0
ist die aufsteigenden Folge von Ku-
ben, die zu den Eken dieses Simplex geh

oren. Da C

nur eine -Komponente
in M
C
besitzt, C' hingegen zwei, mu C
#
in M liegen. Nah Lemma 5.3.5
gibt es in
T
p2C
#
!(p)nM zwei -Komponenten. Damit existiert in der Menge
T
p2C
#
!(p) ein Kubus C mit den Eigenshaften
dim(C) = n  1; C M
oder
dim(C) = n; C nM hat zwei -Komponenten:
Kommt C niht in F vor und ist C noh niht markiert, so h

ange C an das
Ende von F an und setze C
0
= C.
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Kommen stattdessen alle diese C shon in F vor oder sind markiert, wird
der letztm

oglih Kubus D in F gesuht, an dem einer der F

alle 2.1 bis 2.4
anwendbar ist. Alle Kuben in F zwishen D und C
0
werden aus der Folge
entfernt und markiert. Da D existiert, zeigen wir in Behauptung 5.4.3.
2.2. Fall: dim(C
0
) = n  1 und dim(C
00
) = n. Dann ist C
0
 M und C
00
wie
in Fall 2.1. Ist C

= C
0
\ C
00
ein (n   2)-Kubus ganz in M , so ist die Folge
F fertig konstruiert.
Ansonsten gibt es in C
0
einen (n  2)-Kubus C
#
 M f

ur den nah Lemma
5.3.5
T
p2C
#
!(p) nM zwei -Komponenten besitzt.
Existiert in
T
p2C
#
!(p) ein Kubus C mit
dim(C) = n  1; C M
oder
dim(C) = n; C nM hat zwei -Komponenten;
der noh niht in der Folge F vorkommt oder markiert ist, so f

uge ihn als
Ende derselben an und setze C
0
= C
Suhe andernfalls den letzten Kubus D der Folge, an dem eine Fortsetzung
m

oglih ist. L

oshe die Kuben D; : : : ; C
0
aus der Folge und markiere sie.
2.3. Fall: dim(C
0
) = n und dim(C
00
) = n  1. Ist C
#
= C
0
\ C
00
ein (n  2)-
Kubus in M , so ist die Folge fertig konstruiert. Der Rest des Falles wird
analog dem Fall 2.2 behandelt.
2.4. Fall: dim(C
0
) = dim(C
00
) = n  1. Ist C
#
= C
0
\ C
00
ein (n  2)-Kubus
in M so ist die Folge konstruiert. Der Rest wird wie in Fall 2.2 behandelt.
Das Verfahren endet, da in !(s) nur endlih viele n- und (n   1)- Kuben
durhsuht werden k

onnen.
Es bleibt noh zu zeigen, da durh dieses Verfahren der Kubus C
00
in die
Folge aufgenommen wird.
Behauptung 5.4.3 Es sei F = (C
0
; : : : ; C
l
) die wie in Fall 2 konstruierte
Folge mit C
0
= C
0
. Ist keiner der F

alle 2.1 bis 2.4 mehr anwendbar, so ist
C
00
ein Element von F .
Beweis. Zum Beweis dieser Behauptung nehmen wie an, da C
00
niemals
in der Folge F vorkommt.
Wir denieren die Menge C
F
als eine minimale Menge der n-Kuben, die die
Punkte der Menge der Kuben in F und der markierten Kuben enth

alt, so da
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f
ur zwei Kuben C
1
; C
2
2 C
F
gilt: C
1
\C
2
ist (n  1)-Kubus, oder es existiert
eine Folge von n-Kuben C
1
; : : : ; C
2
in der der Shnitt zwei aufeinanderfol-
gender Kuben ein (n  1)-Kubus ist. Die Menge C
F
ist deniert, da sie stets
aus n-Kuben in !(s) aufgebaut werden kann. C
F
sei die Menge der n-Kuben
aus !(s), die niht in C
F
liegen und C
F
sei die Menge aller (n  1)-Kuben,
die Unterkuben eines n-Kubus in C
F
und eines n-Kubus in C
F
sind.
Da C
00
niht in F vorkommt, kann C
00
auh niht markiert worden sein. C
F
kann keinen n-Kubus mit zwei -Komponenten in M
C
besitzen, die einen
Unterkubus mit der selben Eigenshaft in C
F
haben, denn sonst w

are der
zweite n-Kubus, der diesen Unterkubus enth

alt, niht in C
F
.
Weiterhin liegen f

ur je zwei Kuben C
1
; C
2
2 C
F
die Punkte in C
1
nM und
C
2
nM , falls sie Punkte existieren, in der gleihen -Komponente von !(s)nM .
Denn gibt es einen (n 2)-Kubus C

 C
1
\C
2
mit C

M , so liegen C
1
; C
2
in n-Kuben C
0
1
bzw. C
0
2
in C
F
. C
0
1
und C
0
2
liegen in
T
p2C

, k

onnen dort aber
niht in vershiedenen -Komponenten von !(s)nM liegen, da sonst einer von
ihnen oder ihr gemeinsamer (n  1)-Unterkubus in F gelangt oder markiert
worden w

are. Das widerspr

ahe aber ihrer Wahl aus C
F
.
Liegt C

niht ganz inM , so sind C
1
nM und C
2
nM stets zusammenh

angend,
da C
1
und C
2
nur eine -Komponente in M
C
besitzen k

onnen.
Es bleibt noh der Fall zu betrahten, da C
1
und C
2
keinen (n  2)-Kubus
als Shnitt haben. Aufgrund des Aufbaus von C
F
existiert dann eine Folge
G von (n   1)-Kuben zwishen C
1
und C
2
, in der zwei aufeinanderfolgende
Elemente einen (n   2)-Kubus als Shnitt haben als Einshr

ankung von C
F
auf C
F
. Wir untersuhen zuerst die Situation, in der ein ganz inM liegender
(n  1)-Kubus C
i
in G auf einen Kubus C
i 1
mit Punkten in M
C
folgt: Eine
der -Komponenten von
T
p2C
3
!(p)nM l

at sih mit der -Komponente von
C
1
in
T
p2C

!(p) nM verbinden. Dabei ist C

der den Kuben C
i 1
und C
i
gemeinsame (n 2)-Kubus. F

ur zwei inG aufeinanderfolgende (n 1)-Kuben,
die ganz in M liegen gilt die gleihe Aussage. Durh iteriertes Anwenden
dieser Beobahtung kann unter Benutzung von G ein Pfad von C
1
nM zu
C
2
nM konstruiert werden.
Es ist nun klar, da C
F
n-Kuben mit einer oder zwei -Komponenten in M
C
enthalten kann. Manhe (oder auh keine) dieser Kuben besitzen, wie die
Abbildung 5.12 zeigt, einen Unterkubus in C
F
, der Punkte in M
C
besitzt.
Wir k

onnen also die Komponente von
S
C
F
nM denieren, die keine Punkte
in
S
C
F
besitzt. Diese heie K
1
.
S
C
F
nM kann leer sein. Ist das niht der
Fall, so existieren in
S
C
F
nM zwei -Komponenten.
Da C
00
in F niht vorkommt, k

onnen wir das oben beshriebene Verfahren
von C
00
aus anwenden und erhalten eine Folge F
0
und diverse markierte n-
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Abbildung 5.12: Zwei F

alle in 3D, in denen das beshriebene Verfahren, aus-
gehend von C
0
niht den Kubus C
00
ndet. In beiden F

allen hat !(s) n M drei
-Komponenten. In Bild (a) ist
S
C
F
nM leer, in Bild (b) niht.
Kuben aus !(s). Diese Kuben sind vershieden von denen, die w

ahrend der
Konstruktion von F betrahtet wurden. Es ist nun m

oglih, C
F
0
C
F
0
und
C
F
0
zu denieren. Nah analoger Argumentation wie f

ur F , erhalten wir
eine -Komponente von
S
C
F
0
nM , die keine Punkte in
S
C
F
0
nM besitzt.
K
1
und K
2
sind notwendigerweise vershieden und niht -verbunden, da
C
F
 C
F
0
und C
F
0
 C
F
und jeder -Pfad von K
1
nah
S
C
F
die Menge
S
C
F
shneidet. In dieser Menge gibt es aber keine Punkte in M
C
zu denen
die Punkte aus K
1
-verbunden sind. Analoges gilt f

ur K
2
.
Gilt nun

[
C
F

\

[
C
F
0

nM 6= ;;
so besitzt !(s) nM wegen C
F
= C
F
0
oensihtlih drei -Komponenten.
Das ist aber in einer digitalen (n  1)-Mannigfaltigkeit wegen Eigenshaft 2
niht m

oglih. Daraus folgt der Widerspruh zur Annahme an C
00
.
Gilt hingegen

[
C
F

\

[
C
F
0

nM = ;;
so kann niht C
F
= C
F
0
gelten, da sonst jeder der (n   2)-Kuben aus
C
F
ganz in M liegt und somit sowohl in F als auh in F
0
vorkommt. Dies
widerspriht aber der Annahme, da C
00
niht in der Folge F ist.
Es sind also C
f
und C
F
0
vershieden. Dann gibt es wegen C
F
\C
F
0
= ; und
S
C
F
\
S
C
F
6=
S
C
F
0
\
S
C
F
0
einen n-Kubus D in C
F
\ C
F
0
. D besitzt einen
Punkt ausM
C
, der in
S
C
F
\
S
C
F
0
liegt und niht zuK
1
oderK
2
-verbunden
ist. Demnah existieren drei -Komponenten in !(s) n M , was, wie oben
bemerkt, in einer (n   1)-Mannigfaltigkeit niht m

oglih ist. Widerspruh
zur Annhame an C
00
. 
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Es kommt also der Kubus C
00
in der Folge F vor und wir k

onnen Behauptung
5.4.2 anwenden. 
Somit ist der Satz 5.4.1 bewiesen. K
0
(M) ist f

ur jede digitale (n 1)-Mannig-
faltigkeit M  Z
n
eine (n   1)-Pseudomannigfaltigkeit. Deren geometrishe
Realisierung jK
0
(M)j erf

ullt den Satz von Jordan-Brouwer. jK
0
(M)j besitzt
in RnjK
0
(M)j genau zwei Zusammenhangskomponenten, deren gemeinsamer
Rand sie ist. Zusammen mit Lemma 5.3.1 und Satz 5.3.4 wird oenbar, da
auh Z
n
nM zwei -Komponenten enth

alt. Da ihrer beider Rand gerade M
ist, folgt aus der n

ahsten Behauptung.
Behauptung 5.4.4 Eine (n  1)-Mannigfaltigkeit M  Z
n
unter dem Paar
(; ) enth

alt keine einfahen Punkte.
Beweis. Jeder Punkt p 2 M ist adjazent zu zwei -Komponenten von
!(p) nM . Diese haben jeweils einen nihtleeren Durhshnitt mit den zwei
nah Satz 5.2.1 vorhandenen -Zusammenhangskomponenten von M
C
, mit
dem Entfernen von p aus M w

urden diese beiden -Komponenten zu einer
-Komponente werden. Der Punkt p kann also niht einfah sein. 
Zum Shlu ist es nun nur bequem, die Existenz der guten Paare axiomatish
zu fordern, um die durh die Axiome 1-9 beshriebenen digitalen Geometrien
mit den topologishen Begrien Zusammenhang, Innen und Auen versehen
zu k

onnen. Das es Modelle f

ur diese 10 Axiome gibt, zeigt das n

ahste Ka-
pitel.
Axiom 10 Auf P ist ein gutes Paar (; ) von Adjazenzrelationen deniert.
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Kapitel 6
Gute Paare von
Adjazenzrelationen
6.1 Kubishe Adjazenzen
Wir wollen nun beginnen, diese abstrakten Begrie auf die Menge Z
n
anzu-
wenden. Diese fassen wir zun

ahst im Sinne des Gridube-Modells auf. Das
bedeutet, da die Punkte des Z
n
n-dimensionalen W

urfeln mit Seitenl

ange 1
haben und deren Mittelpunkte mit den Punkten des Gitters Z
n
zusammen-
fallen gleihgesetzt werden. Der W

urfel W
n
im Z
n
, der dem Punkt (0; : : : ; 0)
entspriht, l

at sih im euklidishen Raum als [ 
1
2
;
1
2
℄
n
beshreiben. Diese
Gridubes kann man im Sinne der Topologie auh als Vereinigung ihrer Seiten
auassen. Als Beispiel sei ein dreidimensionaler Gridube gegeben: [ 
1
2
;
1
2
℄
3
,
der als 0-dimensionale Seite unter anderem den Punkt (
1
2
;
1
2
) besitzt, als ein-
dimensionale Seite die Streke [( 
1
2
;
1
2
); (
1
2
;
1
2
)℄ und als zweidimensionale Seite
das Quadrat mit den Ekpunkten f( 
1
2
;
1
2
); (
1
2
;
1
2
); ( 
1
2
; 
1
2
); (
1
2
; 
1
2
)g.
Zwei vershiedene solher W

urfel k

onnen sih nun f

ur 0  k < n gewisse
k-dimensionale Seiten, im weiteren kurz k-Seiten genannt, teilen. Sie tun
dies, wenn ihr Durhshnitt gerade diese Seite ist. Zum Beispiel ber

uhren
sih die Elemente (0; : : : ; 0), da heit der W

urfelW
n
und (1; : : : ; 1), alsoW
n
vershoben um den Vektor (1; : : : ; 1) an einem gemeinsamen Ekpunkt, der
die Koordinaten (
1
2
; : : :
1
2
) hat, also an eine 0-Seite. w

ahrend sih die Elemente
(0; : : : ; 0) und (1; 0; : : : ; 0) eine (n  1)-Seite teilen.
In der weiteren Betrahtung wird die Repr

asentation der Gridubes niht
mehr explizit gemaht. Wir identizieren sie mit ihren Mittelpunkten, das
heit mit ihren Positionen im n-dimensionalen Gitter.
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Es ist nun naheliegend, folgende Nahbarshaft zu denieren:
Denition 6.1.1 Zwei Punkte p; q 2 Z
n
heien k-adjazent f

ur 0  k < n,
in Zeihen p 2 
k
(q), wenn ihre korrespondierenden Gitterw

urfel eine k-Seite
gemeinsam haben.
Der Begri Adjazenzrelation ist anwendbar, denn die maximal m

oglihe An-
zahl von Punkten q 2 Z
n
, die zu einem p 2 Z
n
im Sinne der Denition
benahbart sein k

onnen, entspriht der Anzahl aller Seiten des mit p korre-
spondierenden W

urfels, die endlih ist. Damit ist 
k
nit

ar. Z
n
ist zusam-
menh

angend bez

uglih 
k
, denn die die Vereinigung der Gridubes, von denen
f

ur jeden Punkt p 2 Z
n
genau einer existiert ergibt gerade den euklidishen
Raum R
n
. Fat man diese Gridubes nun als Vereinigung oener W

urfel auf
erh

alt man eine Zellzerlegung des R
n
. Dieser ist zusammenh

angend. Daraus
folgt, da der Z
n
unter 
0
zusammenh

angend ist. F

ur andere 
k
erh

alt man
das Ergebnis in dem man Punkte p; q mit q 2 
0
(p), aber q 62 
k
(p) durh

k
-Pfade innerhalb der 
0
-Umgebung von p bzw. q darstellt. Das ist immer
m

oglih, da p und q durh Punkte die in 
0
(p)[
k
(p) liegen m

ussen verbun-
den werden k

onnen. Die letzte Eigenshaft folgt aus der Beobahtung, da
eine aus endlih vielen Punkten bestehende Menge M eine Repr

asentation
in R
n
besitzt, die als Vereinigung endlih vieler Gridubes abgeshlossen und
beshr

ankt ist, woraus die Existenz von einer unbeshr

ankten Komponente
des R
n
folgt, aus der die Existenz einer unbeshr

ankten Komponente des
Z
n
nM gefolgert werden kann.
Man sieht sofort, da im Z
n
genau n   1 solhe Nahbarshaftsrelationen
deniert werden k

onnen. Adjazenzrelationen dieses Typs heien regul

ar.
Mit ! wird im weiteren die Adjazenzrelation 
0
im Z
n
benannt.
Behauptung 6.1.1 Es sei  eine regul

are Adjazenzrelation auf Z
n
. Dann
gilt:
1.  ist translationsinvariant.
2.  ist invariant unter Koordinatenpermutation.
Beweis. Es sei  eine Translation auf Z
n
. Es ist zu zeigen: ((p)) =
((p)) f

ur ein beliebiges p 2 Z
n
. Aus der Darstellung von (p) erh

alt man:
((p)) = (fq 2 Z
n
: q 2 (p)g
= f(q) : q 2 Z
n
; q 2 (p)g
= fq
0
2 Z
n
: q
0
2 ((p))g
= ((p))
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Der zweite Teil der Behauptung wird analog bewiesen, wobei eine Permu-
tation der Koordinaten die Rolle der Translation im ersten Teil einnimmt.

Behauptung 6.1.2 
k
(x
1
; : : : ; x
n
) l

at sih im Z
n
darstellen als die Menge:
(
(y
1
; : : : ; y
n
) 2 Z
n
: max
i=1;:::;n
fjx
i
  y
i
jg = 1; 1 
n
X
i=1
jx
i
  y
i
j  n  k
)
Beweis. Es seien p und q Punkte des Z
n
mit p 2 
k
(q). Das heit, da die
korrespondierenden Gitterw

urfel eine k-Seite gemeinsam haben. Ihr Abstand
bez

uglih der Maximumsmetrik kann also niht gr

oer als 1 sein. Weiterhin
gilt, da p und q niht allein eine l-Seite besitzen k

onnen f

ur 0  l  k. Das
heit niht, da sih sih keine l-Seiten teilen, denn diese sind als Teilmengen
der k-Seite auh Teilmengen der Gridubes. Die Punkte k

onnen also in niht
mehr als k Koordinaten gleih sein, um adjazent zu sein. 
Welhe Struktur haben nun die einzelnen k-Adjazenzen im Z
n
? Zur Beant-
wortung dieser Frage kann die Betrahtung der Rasterw

urfel eine entshei-
dende Hilfe bieten:
Behauptung 6.1.3 Die Anzahl der k-Seiten eines n-dimensionalen W

urfels
ist
 
n
k

 2
n k
Beweis. Wir beweisen die Aussage induktiv

uber die Dimension des W

ur-
fels. Ein 0-dimensionaler W

urfel ist ein Punkt, besitzt also nur eine 0-Seite,
was mit der Behauptung

ubereinstimmt.
Ein W

urfel der Dimension n > 0 l

at sih aus einem (n   1)-dimensionalen
W

urfel erzeugen, indem man diesen verdoppelt und eine k-Seite erzeugt f

ur
jede (k 1)-Seite des Originals (k = 1; : : : ; n). Also erh

alt man unter Ausnut-
zung der Induktionsbehauptung und des wohlbekannten Satzes von Pasal:
2

n  1
k

 2
n 1 k
+

n  1
k   1

 2
n 1 (k 1)
=

n  1
k

+

n  1
k   1

 2
n k
=

n
k

 2
n k

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Behauptung 6.1.4 F

ur jedes p 2 Z
n
ist die Anzahl der k-Nahbarn von p
j
k
(p)j =
P
n
i=k
 
n
i

 2
n i
.
Beweis. Oensihtlih enth

alt jede l-Seite  eines W

urfels mindestens eine
k-Seite  f

ur 0  k  l  n. Denn  ist selbst ein W

urfel. Demzufolge
existieren k-zusammenh

angende W

urfel die auh l-adjazent sind, n

amlih
diese, die mehr als eine k-Seite gemein haben. Damit l

at sih die Menge

k
der zu p 2 Z
n
adjazenten Elemente auh folgendermaen in disjunkte
Mengen zerlegen:

k
(p) = fq 2 Z
n
: p; q teilen sih h

ohstens eine k-Seiteg
[ fq 2 Z
n
: p; q teilen sih h

ohstens eine (k + 1)-Seiteg
.
.
.
[ fq 2 Z
n
: p; q teilen sih h

ohstens eine (n  1)-Seiteg
Durh Addition der Kardinalit

aten dieser Mengen, die mittels der letzten
Behauptung berehnet werden k

onnen, erh

alt man mit 
k
(p) =
P
n
i=1
 
n
i

2
n i
die Behauptung. 
Somit erh

alt man als Beispiele regul

arer Adjazenzrelationen im Z
2
die be-
kannte 4- bzw. 8-Nahbarshaft, im Z
3
die 6-, 18- und 26-Nahbarshaft und
im Z
4
die 8-, 32-, 64- und 80-Nahbarshaft.
6.2 Gute Paare kubisher Adjazenzen
Behauptung 6.2.1 Ist  eine kubishe Adjazenz in Z
n
, so ist f

ur alle p 2 Z
n
die Menge (p) graphentheoretish isomorph zu (0).
Beweis. Die Aussage folgt aus der Denition kubisher Adjazenzen und
deren Translationsinvarianz 
Behauptung 6.2.2 Es sei M  Z
n

k
-zusammenh

angend. Dann ist M 
l
-
zusammenh

angend f

ur 0  l < k  n  1.
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Beweis. M ist 
k
-zusammenh

angend. Es existiert also f

ur beliebige p; q ein
Pfad p = p
(0)
; : : : ; p
(a)
= q mit p
(i)
2M f

ur i 2 f0; : : : ; ag und p
(i 1)
2 
k
(p
(i)
)
f

ur i 2 f1; : : : ; ag. Nah Denition : : : von 
k
und l < k gilt f

ur p
(i 1)
und
p
(i)
: jp
(i)
j
  p
(i 1)
j
j  1 und
1 
n
X
j=1
jp
(i)
j
  p
(i 1)
j
j  n  k < n  l:
damit gilt p
(i 1)
2 
k
(p
(i)
) f

ur i 2 f1; : : : ; ag und p = p
(0)
; : : : ; p
(a)
= q ist ein

l
-Pfad. 
Wir untersuhen nun, welhe Paare kubisher Adjazenzen die Fl

ahendeni-
tion erf

ullen.
Behauptung 6.2.3 F

ur Paare (
l
; 
k
) von kubishen Adjazenzen auf Z
n
mit n  2, ist f

ur jeden n-Kubus C die Menge C \ 
k
(0) unter 
l
zusam-
menh

angend, wenn gilt:
1. 0  k  n  2 und 0  l  n  1 oder
2. k = n  1 und 0  l  n  2.
Beweis. 1. Wir benutzen die Behauptung 6.2.2 und zeigen die Behauptung
nur f

ur l = n  1
Es sei C
0
ein beliebiger Unterkubus von C, der niht den Punkt 0 enth

alt.
Wir zeigen zuerst, da C
0
\M 
l
-zusammenh

angend ist. Wir k

onnen o.B.d.A.
annehmen, da der Punkt p = (1; 0; : : : ; 0) in C
0
liegt und w

ahlen einen
beliebigen von p vershiedenen Punkt r 2 C
0
n M . Dann hat r die Form
r = (1; r
2
; : : : ; r
n
) mit
max
i=1;:::;n
jr
i
j = 1 und 1  1 +
n
X
i=2
jr
i
j  n  k
Wir w

ahlen den kleinsten Index i 2 f2; : : : ; ng, so da r
i
6= 0 und denieren
r
0
= (1; r
2
; : : : ; r
i 1
; 0; r
i+1
; : : : ; r
n
):
Es ist r
0
2 
n 1
(r):
max
i=1;:::;n
jr
0
i
j = 1 und 1 
n
X
i=1
jr
0
i
  r
i
j = jr
0
i
  r
i
j = 1  n  (n  1):
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Die Iteration diese Verfahrens liefert einen 
n 1
-Pfad von r nah p.
Es seien nun C
0
und C
00
zwei vershiedene (n 1)-Kuben. Wir k

onnen wieder
o.B.d.A. annehmen, da p = (1; 0; : : : ; 0) 2 C
0
und q = (0; 1; 0; : : : ; 0) 2 C
00
.
Dann besitzen C
0
und C
00
einen gemeinsamen Punkt t = (1; 1; 0; : : : ; 0) in
M . Denn der Punkt t ist zu p und q 
n 1
-adjazent und es ist t 2 
k
(0) f

ur
0  k  n  2:
max
i=1;:::;n
jt
i
j = 1 und
n
X
i=1
jt
i
j = 2  n  k:
Damit ist C \ 
k
(0) 
n 1
-zusammenh

angend.
2. Wir zeigen, da C\
n 1
f

ur unter 
n 2
zusammenh

angend ist. Dies gen

ugt
wieder nah Behauptung 6.2.2.
C \ 
n 1
enth

alt alle Punkte p
(i)
= (p
1
; : : : ; p
n
), so da genau ein i 2
f1; : : : ; ng existiert mit p
(i)
i
6= 0 und jp
(i)
i
j = 1. Es seien nun p
(i)
und p
(j)
zwei Punkte mit i 6= j. Dann ist
max
m=1;:::;n
jp
(i)
m
  p
(j)
m
j = 1 und
n
X
m=1
jp
(i)
m
  p
(j)
m
j = 2  n  (n  2):
p
(i)
und p
(j)
sind also 
n 2
-zusammenh

angend. 
Folgerung 6.2.1 F

ur Paare (
l
; 
k
) ist 
k
(0) 
l
-zusammenh

angend, wenn
gilt:
1. 0  k  n  2 und 0  l  n  1 oder
2. k = n  1 und 0  l  n  2.
Beweis. Dies folgt aus der Anordnung der n-Kuben in !(0) und der Ver-
teilung der -Nahbarn von 0 auf diese. 
Behauptung 6.2.4 Es sei (
l
; 
k
) ein Paar von kubishen Adjazenzen auf
Z
n
mit n  2. Dann besitzt !(p) n 
k
(0) f

ur alle p 2 
k
0 genau zwei 
k
-
Komponenten.
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Beweis. Es ist klar, da 0 f

ur jeden Punkt p 2 
k
(0) in !(p) liegt und
keine weiteren 
k
-Nahbarn besitzt.
Wir w

ahlen nun einen beliebigen Punkt p in 
k
(0). Dann enth

alt !(p) Punkte
s mit max
i=1;:::;n
js
i
j = 2. Diese liegen niht in 
k
(0), und bilden eine -
zusammenh

angende Menge, sind also insbesondere 
k
-zusammenh

angend.
Es sei
!(p)
i
:= fs 2 !(p) : js
i
j = 2g:
Wir betrahen o.B.d.A. !(p)
1
mit dem Punkt (2; p
2
; : : : ; p
n
). Man sieht leiht,
da entweder der Punkt p
0
= (2; p
2
; : : : ; p
n
) oder ( 2; p
2
; : : : ; p
n
) in !(p)
1
liegt.
Nun sei s = (2; s
2
; : : : ; s
n
) ein beliebiger Punkt aus !(p)
i
. Wir k

onnen einen
-Pfad von s zu p
0
konstruieren, indem wir f

ur den kleinsten Index i 2
f2; : : : ; ng, an dem s
i
6= p
i
ist, den Punkt
s
0
= (2; : : : ; p
2
; : : : ; p
i 1
; p
i
; s
i+1
; : : : ; s
n
)
denieren. Dieser ist ein -Nahbar von s und nah endlih vielen Iterationen
dieses Verfahrens ist ein -Pfad von s nah p
0
konstruiert.
Die Mengen !(p)
i
und !(p)
j
enthalten die Punkte
(p
1
; : : : ; p
i 1
; 2; p
i+1
; : : : ; p
n
)
beziehungsweise
(p
1
; : : : ; p
j 1
; 2; p
j+1
; : : : ; p
n
):
In beiden Mengen ist dann der Punkt
t = (p
1
; : : : ; p
i 1
; 2; p
i+1
; : : : ; p
j 1
; 2; p
j+1
; : : : ; p
n
)
enthalten. Daraus folgt deren -Zusammenhang.
Es bleibt noh zu zeigen, da Punkte in !(0) n 
k
(0) \ !(p) zu einer dieser
Mengen !(p)
i
-benahbart sind. Es sei i 2 f1; : : : ; ng, so da s
i
= p
i
6= 0.
Ist p
i
> 0, so ist
s
0
= (s
0
; : : : ; s
i 1
; s
i
+ 1; s
i+1
; : : : ; s
n
) 2 !(p)
i
und ist p
i
< 0, so ist
s
0
= (s
0
; : : : ; s
i 1
; s
i
  1; s
i+1
; : : : ; s
n
) 2 !(p)
i
:
F

ur den Fall der Punkte s mit 0 = s
i
6= p
i
ist der Punkt
s
0
= (s
1
; : : : ; s
i 1
; p
i
; s
i+1
: : : ; s
n
)
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ein -Nahbar von s, der niht in 
k
(0) liegt. Denn
n  k <
n
X
j=1
js
j
j <
i 1
X
j=1
js
j
j+ jp
i
j+
n
X
j+1
js
j
j =
n
X
j=1
js
j
j+ 1:
Deshalb exitsiert in 
k
(0) n !(p) auer dem Punkt 0 nur noh eine weitere

k
-Komponente. 
Behauptung 6.2.5 Es sei (
l
; 
k
) ein Paar von kubishen Adjazenzen auf
Z
n
mit n  2. F

ur alle p 2 
k
(0) sind alle q 2 
l
(p) [ 
k
(0) zu den beiden

k
-Komponenten von !(p) n 
k
(0) 
k
-adjazent, wenn gilt:
1. 1  k  n  1 und 0  l  n  1
2. 0  k  n  2 und l = n  1
Beweis. 1. Es seien p 2 
k
(0) und q 2 
l
\ 
k
(0) beliebig gew

ahlt. Wegen
q 2 
k
(0) ist q 
k
-adjazent zur 
k
-Komponente f0g.
Wir denieren nun die Menge
I(p; q) := f1  i  n : p
i
= q
i
= 0g:
Diese ist nihtleer wegen 1  k  n   1. Der Punkt q
0
= (q
0
1
; : : : ; q
0
n
) sei der
Punkt mit folgenden Koordinaten:
q
0
i
=

q
i
falls q
i
6= 0
p
i
falls q
i
= 0 und p
i
6= 0
Die verbleibenden q
0
i
f

ur i 2 I(p; q) werden mit 1 und 0 belegt, so da genau
n  k + 1 der n Koordinaten von 0 vershieden sind.
Der Punkt q
0
liegt niht in 
k
(0), denn
n
X
i=1
jq
0
i
j = n  k + 1 > n  k:
Wegen jq
0
i
  p
i
j  1 ist q
0
ein Punkt in !(p). Es liegt also q
0
in !(p) n (
k
(0)[
f0g). Weil q von 0 vershieden ist gilt
n
X
i=1
jq
0
i
  q
i
j =
n
X
i=1
jq
0
i
j  
n
X
i=1
jq
i
j  n  k:
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Damit ist q
0
2 
k
(q). Die Menge !(p) n (
k
(0) [ f0g) ist also 
k
-adjazent zu
q.
F

ur k = n  1 und l = n  1 ist die Menge 
l
(p)\ 
k
(0) leer. Die Forderung
ist also trivialerweise erf

ullt.
Da k niht gleih 0 gew

ahlt werden darf f

ur 0  l  n  2, erkennt man an
folgendem Beispiel. Ist p 2 (0) und q 2 
l
(p) \ (0) so ist
n
X
i=1
jp
i
  q
i
j = 2  n  l;
also q 2 
l
(p). Der Punkt q hat aber keine 
0
-Nahbarn in !(p) n
0
(0), weil

0
= ! ist und weil f

ur alle r 2 !(p) n (!(0) [ f0g r
i
= 2 f

ur p
i
= 1 gilt.
2. Es seien wieder p 2 
k
(0) und q 2 
n 1
(p) \ 
k
(0) beliebig gew

ahlt. q ist
oenbar 
k
-adjazent zu f0g.
Wir w

ahlen nun ein
i 2 f1  i  n : p
i
6= 0 und q
i
6= 0g:
Diese Menge ist nihtleer, da q und p wegen q 2 
n 1
(p)\
k
(0) in mindestens
einer von 0 vershiedenen Koordinate

ubereinstimmen m

ussen. Wir denieren
q
0
=

(q
1
; : : : ; q
i 1
; q
i
+ 1; q
i+1
; : : : ; q
n
) falls p
i
= 1
(q
1
; : : : ; q
i 1
; q
i
  1; q
i+1
; : : : ; q
n
) falls p
i
=  1
Wegen jq
0
j
  p
j
j  1 f

ur alle i 2 f1; : : : ; ng liegt q
0
2 !(p). Es ist jq
i
j = 2,
sonst w

are jq
i
 p
i
j 6 1, daraus folgt, da q
0
62 
k
(0) und q
0
6= 0. Also ist q
0
ein
Punkt in !(p)n(
k
(0)[f0g). Der Punkt q
0
ist ein -Nahbar von q und damit
auh ein 
k
-Nahbar. Der Punkt q ist also 
k
-adjazent zu !(p)n(
k
(0)[f0g).

Behauptung 6.2.6 Es sei (
l
; 
k
) ein Paar von kubishen Adjazenzen. Dann
erf

ullt 
k
(0) unter diesem Paar die Trennungseigenshaft.
Beweis. Wir betrahten statt 
k
(0) die Menge 
k
(0) = 
k
(0)[ f0g. Denn
der Punkt 0 bildet eine 
k
-Komponente von 
k
(0)
C
, ist niht trennbar und
kann somit die Trennbarkeit anderer Punkte niht beeinussen. Wenn wir
wissen, da (0) die Trennungseigenshaft bisitzt, wissen wir das auh f

ur

k
(0).
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Es sei C ein m-Kubus, 2  m  n, der einen Punkt von 
k
(0) besitzt. C

sei
ein (m  2)-Unterkubus von C, der einen maximalen Shnitt mit 
k
(0) hat.
1. Fall: 
i
(C

) enth

alt f

ur i = 1 oder i = 2 einen Punkt p mit max
i=1;:::;n
jp
i
j =
2. Dann enth

alt 
1

2
(C

) auh einen Punkt p mit max
i=1;:::;n
jp
i
j = 2. Dann
liegt aber 
1

2
(C

ganz in M
C
, wie man leiht nahrehnet. Also gilt:
(
1

2
)
 1
(
1

2
(C

) \M)  
 1
1
(
1
(C

) \M) \ 
 1
2
(
2
(C

) \M)  C

\M:
Die gilt insbesondere dann, wenn 
i
(C

) n 
k
(0) 6= ;, i = 1; 2 und beide
Mengen 
k
-zusammenh

angen.
2. Fall: C enth

alt keinen Punkt p mit max
i=1;:::;n
jp
i
j = 2. Es sei q 2 C

der
Punkt mit
P
n
i=1
jq
i
j = x und 0  x  n k sei minimal in C. Die Minimalit

at
in C reiht aus, wie aus der anshlieenden Betrahtung folgt. Es gilt:
C

\M =
(
p :
n
X
i=1
jp  ij  min(m  2; n  k)  x
)

1;2
(C

) \M =
(
p :
n
X
i=1
jp  ij  min(m  3; n  k   1)  x
)

1

2
(C

) \M =
(
p :
n
X
i=1
jp  ij  min(m  4; n  k   2)  x
)
Es ist C

also stets ein Kubus mit maximaler Anzahl von Punkten in 
k
(0).
Haben 
1;2
(C

) bzw. 
1

2
(C

) auh eine maximale Anzahl von Punkten in

k
(0), so liegen sie ganz in 
k
(0).
Damit haben wir folgende Inklusionskette
(
1

2
)
 1
(
1

2
(C

) \M)  
 1
1
(
1
(C

) \M) \ 
 1
2
(
2
(C

) \M):  C

\M:
Diese Kette ist insbesondere dann rihtig, wenn 
i
(C

) n 
k
(0) 6= ;, i = 1; 2
und beide Mengen 
k
-zusammenh

angen.
In beiden F

allen gilt also die Trennungseigenshaft. 
Behauptung 6.2.7 Es seien (
l
; 
k
) ein Paar von kubishen Adjazenzen
und C
0
; : : : ; C
n
eine Folge von Kuben die Punkte aus 
k
(0). Dann ist die
Zahl der 
k
-Komponenten von C
i
n
k
(0) um h

ohstens 1 kleiner als die Zahl
der 
k
-Komponenten von C
i+1
n 
k
(0) f

ur alle i 2 f0; : : : ; n  1g.
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Beweis. F

ur 0 < k  n nehmen wir an, es gibt in einer solhen Fol-
ge C
0
; : : : ; C
n
einen Kubus C
i+1
, der in C
i+1
n 
k
(0) zwei 
k
-Komponenten
mehr hat als C
i
in C
i+1
n 
k
(0). Nah der Behauptung 6.2.5 ist die Zahl der

k
-Komponenten in C
n
n
k
(0) h

ohstens gleih zwei. Da 
k
(0) die Trennungs-
eigenshaft bezitzt, gilt nah Lemma 5.1.1, da C
n
und damit C
i+1
n 
k
(0)
zwei 
k
-Komponenten besitzt. Demnah liegt C
i
ganz in 
k
(0).
C
i+1
= C
i
[ (C
i
) f

ur einen geeigneten Generator  von Z
n
. Daraus folgt,
da (C
i
) zwei 
k
-Komponenten besitzen mu. Eine davon ist der Punkt 0.
Die andere enth

alt einen Punkt p. Da p in !(0) n 
k
(0) liegt, gilt
max
i=1;:::;n
jp
i
j = 1 und
n
X
i=1
jp
i
j > n  k:
Der Punkt (p) liegt in C
i
und damit in 
k
(0) Es ist aber Entweder  (p) =
(p
1
; : : : ; p
i
+ 1; : : : ; p
n
) oder  (p) = (p
1
; : : : ; p
i
  1; : : : ; p
n
). Beide Punkte
liegen in !(0), denn (C
i
) enth

alt die 0. Es ist also p
i
= 0, und deshalb folgt
i 1
X
j=1
jp
j
j+ 1 +
n
X
j=i+1
jp
j
j > n  k:
Der Punkt  (p) liegt also gar niht in C
i
[ 
k
(0). C
i
kann also niht ganz
in 
k
(0) liegen. Dies widerspriht der Annahme. 
Behauptung 6.2.8 Es gilt:
1. Die Menge 
n 1
(0)  Z
n
enth

alt keine 
k
-Doppelpunkte f

ur 0  k 
n  1.
2. Die Menge 
k
(0)  Z
n
enth

alt keine 
n 1
-Doppelpunkte f

ur 0  k 
n  2.
Beweis. 1. Es sei p 2 
n 1
(0). Dann hat p die Form (0; : : : ; 0;1; 0; : : : ; 0).
Der Punkt p kann in 
n 1
(0) keine -Nahbarn r = (r
1
; : : : ; r
n
) besitzen, denn
f

ur diese gilt:
n
X
i=1
jp
i
  r
i
j = 1:
Der Punkt r darf niht 0 sein, daher gilt f

ur r:
n
X
i=1
jr
i
j = 2:
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Es kann also kein -Nahbar von p in 
n 1
(0) liegen. Damit gibt es kein p
welhes die Denition 5.2.6 erf

ullt.
2. Es ist zu zeigen, da f

ur kein p 2 
k
(0) mit 0  k  n   2 zwei Punkte
r 2 (0) \ 
n 2
(p) und q 2 (0) \ 
k
(0), sowie ein  2 T mit (r) = 0 und
(q) = p existieren mit r 2 
n 1
(p).
Wir nehmen an, eine solhe Punktekonguration existiert. Dann sind die zwei
Punkte q und r 
n 1
-adjazent. Das heit,
n
X
i=1
jr
i
  q
i
j = 1; jr
i
  q
i
j  1 f

ur 1  i  n:
Damit mu ein j in f1; : : : ; ng existieren mit r
j
6= q
j
und r
i
= q
i
f

ur alle
anderen Indizes.
Weiterhin liegt q 2 (0), q l

at sih darstellen als (0; : : : ;1; 0; : : : ; 0) mit
q
l
= 1. Auerdem ist q
l
= r
l
.
Aus (r) = 0 l

at sih ( )(q) = p = (q
1
  r
1
; : : : ; q
n
  r
n
) folgern. Das heit
wir haben die Darstellung
p = (0; : : : ; 0; q
j
  r
j
; 0; : : : ; 0)
Nun mu auh r 2 (p) gelten. Insbesondere mu jp
i
  r
i
j  1 f

ur alle
1  i  n erf

ullt sein. Dies gilt aber niht, denn:
jp
j
  r
j
j = jq
l
  2r
l
j = j   2r
l
j = 2 da r
l
6= 0:
Dies ist aber ein Widerspruh zur Annahme, p sei ein Doppelpunkt. 
Behauptung 6.2.9 F

ur Paare (
l

k
) auf Z
n
mit n  2 hat die Menge

k
(0)  Z
n
enth

alt 
l
-Doppelpunkte f

ur 0  k  n  2 und 0  l  n  2.
Beweis. Wir betrahten den Punkt p = (1; 1; 0; : : : ; 0) 2 
k
(0) f

ur k ent-
sprehend der Voraussetzung. Der Punkt q = (1; 0; : : : ; 0) liegt in (0) und
der Punkt r = (0; 1; 0; : : : ; 0) liegt in (p). Weiterhin existiert oensihtlih
ein  2 T mit (z) = r und (p) = q.
Weil auh q 2 
l
(r) f

ur 0  l  n  2 gilt, ist die Behauptung bewiesen. 
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Satz 6.2.1 Ein Paar von kubishen Adjazenzen (
l
; 
k
) in Z
n
ist ein gutes
Paar, wenn
1. k = n  1 und 0  l  n  2,
2. 0  k  n  2 und l = n  1.
Weitere gute Paare kubisher Adjazenzen gibt es niht.
Beweis. Wir zeigen, da 
k
(0) eine (n  1)-Mannigfaltikeit im Z
n
ist und
keine 
l
-Doppelpunkte enth

alt. Unter der Behauptung 6.2.8 wurde bewie-
sen, f

ur welhe Paare (
l
; 
k
) dies gilt. Der Beweis, da 
k
(0) eine (n   1)-
Mannigfaltigkeit unter 
l
bildet, ist die Folgerung 6.2.1. Da dies die einzigen
guten regul

aren Paare sind, folgt aus der Behauptung 6.2.9. 
6.3 Die Khalimsky-Topologie als gutes Paar
In diesem Abshnitt werden wir sehen, da auh durh die Khalimsky-Topo-
logie 
n
f

ur alle n  2 gute Paare (
n
; 
n
) auf Z
n
deniert werden. Damit
lassen sih der graphentheoretishe und der topologishe Ansatz in einer ge-
meinsamen Theorie zusammenf

uhren.
Das Paar (Z
n
; 
n
) bezeihnet einen Alexandro-Raum und es ist bekannt,
da jeder Alexandro-Raum als Halbordnung aufgefat werden kann. Damit
k

onnen wir Z
n
auf Basis von 
n
mit einer Graphenstruktur versehen. Wir
bezeihnen dabei die durh die Topologie induzierte Nahbarshaft A

n
der
Einfahheit wegen ebenfalls mit 
n
.
Behauptung 6.3.1 Es gilt f

ur p; q 2 Z
n
:
p 2 C

n
(q),
n
^
i=1
(p
i
 q
i
mod 2) :, p  q
p 2 U

n
(q),
n
^
i=1
(p
i
 q
i
mod 2) :, p  q
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Beweis. Dies ist gerade Theorem 8 in Evako et al. [5℄. 
Wir k

onnen nun die Khalimsky-Adjazenz 
n
wie folgt darstellen:

n
(p) :=

q 2 Z
n
: max
i=1;:::;n
jq
i
  p
i
j = 1; p  q _ q  p

Behauptung 6.3.2 F

ur alle n  1 gilt:   
n
.
Beweis. Es seien p; q 2 Z
n
mit p 2 (q). Nah Denition von  ist dann
max
i=1;:::;n
jp
i
  q
i
j = 1 und
n
X
i=1
jp
i
  q
i
j  1
Es gibt also genau ein i 2 f0; : : : ; ng mit q
i
= p
i
+ 1 oder q
i
= p
i
  1. F

ur
alle j 2 f1; : : : ; ng, j 6= i ist p
i
= q
i
. Somit gilt:
n
^
i=1
(p
i
 q
i
mod 2) oder
n
^
i=1
(p
i
 q
i
mod 2):
Es ist also p 2 
n
(q). 
Wir sind niht, wie im letzten Abshnitt, in der komfortablen Situation,
die Betrahtung auf einen exemplarishen Punkt wie etwa 0 beshr

anken zu
k

onnen, wie die n

ahste Behauptung zeigt.
Behauptung 6.3.3 F

ur alle p 2 Z
n
existiert ein  2 T , so da 
n
((p)) 6=
(
n
(p)).
Beweis. Nah Konstruktion der Khalimsky-Topologie ist diese Behaup-
tung oensihtlih wahr: Es sei  ein Einheitsvektor auf Z
n
. Dann ist (p)
entweder gerade in einer Komponente, in der p ungerade ist oder (p) ist
ungerade in einer Koordinate, in der p gerade ist. In beiden F

allen hat (p)
eine Nahbarshaft, die von der von p vershieden ist. 
Es ist uns aber m

oglih gewisse Aussagen

uber die Interaktion zwishen 
n
und Translationen eines bestimmten Typs zu mahen.
Behauptung 6.3.4 Es seien p und q zwei Punkte aus Z
n
, I = fi : p
i
= q
i
g
und  eine Translation mit j(0)
i
j  1 f

ur i 2 I und (0)
i
= 0 sonst. Dann
gilt
p  q , (p)  (q):
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Beweis. ()) Es sei p  q. Dann ist p
j
 q
j
mod 2 f

ur alle j 62 I. Wegen
p
i
= q
i
ist p
i
 1 = q
i
 1 mod 2. Damit gilt (p)  (q). (() Analog. 
Satz 6.3.1 F

ur alle p 2 Z
n
, n  2 ist 
n
(p) eine (n  1)-Mannigfaltigkeit.
Beweis. Wir gliedern den Beweis in die die folgenden Lemmata:
Lemma 6.3.1 F

ur alle p 2 Z
n
, n  2, ist 
n
(p) 
n
-zusammenh

angenend.
Beweis. Die Behauptung folgt nah Denition 4 aus Theorem 11 in Evako
et al. [5℄. 
Aus dem Beweis von Theorem 11 in Evako et al. [5℄ folgt sofort
Behauptung 6.3.5 F

ur alle p 2 Z
n
, n  2, ist jeder n-Kubus der Punkte
aus 
n
(p) enth

alt 
n
-zusammenh

angend. 
Lemma 6.3.2 F

ur alle p 2 Z
n
, n  2, und alle q 2 
n
(p) besitzt !(q)n
n
(p)
genau zwei 
n
-Komponenten C
q
und D
q
.
Beweis. Es seien p und q wie in der Voraussetzung. Eine 
n
-Komponente
von !(q) n 
n
(p) ist oensihtlih fpg. Denn p hat in !(q) nur Nahbarn in

n
(p). Wir nennen diese Komponente im weiteren C
q
.
Wir denieren
!(q)
i
:= fr 2 !(q) : jr
i
  p
i
j = 2g
und zeigen, da diese Menge f

ur alle 1  i  n -zusammenh

angend ist. Der
Beweis wird o.B.d.A. f

ur i = 1 gezeigt.
Der Punkt
r = (p
1
+ 2; p
2
; : : : ; p
n
)
liege in !(q)
1
. Es sei nun r
0
6= r ein beliebiger Punkt in !(q)
i
und i 2
f2; : : : ; ng der kleinste Index mit r
i
6= r
0
i
. Wir konstruieren einen -Pfad von
r
0
nah r. Der Punkt
r
00
= (r
1
; : : : ; r
i
; r
0
i+1
; : : : ; r
0
n)
ist zu r
0
-benahbart, da sih beide Punkte nah Wahl von i nur in der
i-ten Koordinate um 1 untersheiden. Ist r
00
= r, so ist der Pfad konstruiert,
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ansonsten wiederholen wir das Argument mit r
00
an der Stelle von r
0
. Nah
h

ohstens n  1 Widerholungen liegt der -Pfad vor.
Ist der Shnitt zweier !(q)
i
und !(q)
j
nihtleer, so sind diese auh -zusam-
menh

angend.
Es sei nun r ein Punkt aus
D
q
:= !(q) \ (!((p) n (
n
(p) [ fpg)):
Ist !(q)
i
6= ; und r
i
= q
i
f

ur dieses i 2 f1; : : : ; ng, so ist r
i
zu einem Punkt
aus !(q)
i
-benahbart.
Ansonsten existiert ein i mit !(q)
i
6= ;. Da r
i
6= q
i
, gilt jr
i
  q
i
j = 1 und
damit r
i
= p
i
. Es existiert ein Punkt
s = (r
1
; : : : ; r
i 1
; q
i
; r
i+1
; : : : ; r
n
):
Es liegen die Punkte r; s in !(p), das heit
max
i=1;:::;n
jr
i
  p
i
j = 1 und max
i=1;:::;n
js
i
  p
i
j = 1
Der Punkt r liegt niht in 
n
(p), daraus folgt:
_
j
1
(r
j
1
> p
j
1
) und
_
j
2
(r
j
2
< p
j
2
)
Oensihtlih sind j
1
und j
2
vershieden. Wegen r
i
= p
i
sind j
1
; j
2
beide
vershieden von i. Damit gilt f

ur s:
s
j
1
= r
j
1
> p
j
1
und s
j
2
= r
j
2
< p
j
2
;
woraus s 62 
n
(p) folgt. Es ist also s 2 D
q
und damit ist D
q
die zweite

n
-Komponente von !(q) n 
n
(p). 
Lemma 6.3.3 F

ur alle p 2 Z
n
mit n  2 und alle q 2 
n
(p) sind alle
r 2 
n
(p) \ 
n
(q) zu den beiden Mengen C
q
und D
q

n
-adjazent.
Beweis. Es ist klar, da alle r 2 
n
(p) \ 
n
(q) zu C
q
= fpg 
n
-adjazent
sind. Es bleibt noh zu zeigen, da r auh zu D
q

n
-benahbart ist.
1. Fall: r
i
= q
i
und !(q)
i
6= ;. Dann ist r -adjazent zu D
q
.
115
2. Fall: r
i
6= q
i
f

ur alle !(q)
i
6= ;. Es sei I = fi : !(q)
i
6= ;g. Wir zeigen, da
s mit s
i
=

q
i
falls i 2 I
r
i
falls i 2 f1; : : : ; ng n I
in diesem Fall niht in 
n
(p) liegt. Es kann s niht q sein, da r 6= p, denn wir
wissen, da r
i
= p
i
gilt, da r
i
6= q
i
und jr
i
  p
i
j < 2 wegen r 2 !(q).
Es ist !(q)
i
6= ; genau dann, wenn q
i
6= p
i
. Es gibt also eine Translation 
mit
(0)
i
=

1 falls i 2 f1; : : : ; ng n I
0 falls i 2 I
F

ur  gelte (q) = p und (s) = r.
Der Punkt q liegt in 
n
(p). Es sei o.B.d.A q  p. Das heit q
i
< p
i
= r
i
mod 2
f

ur i 2 I. Also folgt mit r 2 
n
(q) die Beziehung q  r. Nah Denition von
s und r 6= p ist q  s. Wegen Behauptung 6.3.4 folgt daraus
(q) = p  r = (s):
Dann gilt f

ur ein s
j
= r
j
> p
j
mod 2 mit j 62 I. Es ist aber auh q
i
= s
i
< p
i
mod 2 f

ur alle i 2 I. Damit kann s niht in 
n
(p) liegen. 
Zum Beweis der Trennungseigenshaft betrahten wir analog zum Abshnitt
6.2 
n
(p) = 
n
(p)[fpg f

ur alle p 2 Z
n
, n  2. Aus der Trennungseigenshaft
f

ur 
n
folgt die Trennungseigenshaft f

ur 
n
(p).
Behauptung 6.3.6 Es sei C ein Kubus in !(p) [ fpg und q 2 C sei der
Punkt mit minimalen -Abstand zu p. F

ur q  p und alle q
0
2 C n fqg gilt
q
0
 q , q
0
 p
Die analoge Aussage gilt f

ur q  p.
Beweis. ()) Diese Rihtung folgt aus der Transitivit

at der Halbordnung
. (() Die Punkte q
0
und q liegen im selben Kubus C, wobei
n
X
i=1
jq
i
  p
i
j = k < l =
n
X
i=1
jq
0
i
  p
i
j:
Nah Umordnung der Koordinaten von q; q
0
und p haben wir
q
0
= (q
1
; : : : ; q
k
; q
0
k+1
; : : : ; q
0
l
; p
l+1
; : : : ; p
n
)
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q = (q
1
; : : : ; q
k
; p
k+1
; : : : ; p
l
; p
l+1
; : : : ; p
n
):
Aus q
0
 p folgt nun q  p nah der Denition von . 
Behauptung 6.3.7 Es sei C ein k-Kubus, 2  k  n, q 2 C sei der
Punkt mit minimalen -Abstand zu p und q  p. Es gilt genau dann f

ur alle
q
0
2 (q) \ C die Beziehung q
0
 q, wenn C ganz in 
n
(p) liegt.
Eine analoge Aussage gilt f

ur q  p.
Beweis. (() Wegen C  
n
(p) sind insbesondere alle q
0
2 C \ (q) in

n
(p), f

ur diese gilt also q
0
 q oder q
0
 q. Gibt es nun ein q
0
 q und ein
q
00
 q, so gilt
_
i
1
(q
0
i
1
< q
i
1
mod 2) und
_
i
2
(q
00
i
2
> q
i
2
mod 2):
F

ur den Punkt q
000
= 
i
1

i
2
(q) gilt dann
_
i
1
(q
000
i
1
< q
i
1
mod 2) und
_
i
2
(q
000
i
2
> q
i
2
mod 2):
Damit ist q
000
6 q und q
000
6 q und `q
000
liegt niht in 
n
(p). Es mu also f

ur
alle q
0
2 C \ (q) gelten q
0
 q.
()) Wir beweisen durh Induktion

uber k. k = 2: Es ist q  p und f

ur alle
q
0
2 C \(q) gilt q
0
 q  p. Dann sind die beiden -Nahbarn q
1
und q
2
von
q in C in 
n
(p). Das heit, q
1
= 
1
(q)  q und q
2
= 
2
(q)  q. Somit folgt

1
(
2
(q))  
1
(q)  p:
Es liegt C also ganz in 
n
(p).
k < 2: C = C
0
[ (C
0
) f

ur gewisse C
0
; (C
0
) und  . Es sei o.B.d.A q 2 C
0
. Da
alle q
0
2 (q)\C die Beziehung q
0
 q erf

ullen, liegt C
0
nah Induktionsvor-
aussetzung ganz in 
n
(p). F

ur alle q
00
2 C
0
gilt also q
00
 q. Damit gilt f

ur
alle (q
00
) 2 (C
0
) nah Behauptung 6.3.4
(q
00
)  (q)  q  p:
Es ist also C  
n
(p). 
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Folgerung 6.3.1 Es sei C ein k-Kubus, 2  k  n und q der Punkt mit
minimalen -Abstand zu p. Dann liegen alle Unterkuben C
0
mit q
0
 q  p
oder q
0
 q  p f

ur alle q
0
2 C
0
\ (q) ganz in 
n
(p).
F

ur q 6= p tritt nur einer dieser beiden F

alle ein. 
Behauptung 6.3.8 Die Menge 
n
(p) besitzt unter (
n
; 
n
) die Trennungs-
eigenshaft f

ur Kuben C  (!(p) [ fpg) und p 62 C.
Beweis. Wir betrahten drei F

alle. Im ersten Fall liege C ganz in 
n
(p).
Dann ist die Trennungseigenshaft f

ur diesen Kubus oensihtlih erf

ullt.
2. Fall: C = C
0
[ (C
0
) mit C
0
 
n
(p). In diesem Fall besitzt (C
0
) keine
Punkte q
0
in 
n
(p), da f

ur diese q
0
 q  p gelten w

urde. Insbesondere ist
(q) 62 
n
(p).
Es liegt jeder (k  1)-Kubus C
00
mit C
00
[ 
n
(p) in C
0
. Damit liegt aber auh

1
(C
00
)  C
0
ganz in 
n
(p). Damit ist die Trennungseigenshaft erf

ullt.
3. Fall: Es gibt nur einen (k   2)-Unterkubus C
0
von C, der alle Punkte aus
C \ 
n
(p) enth

alt. Dann ist 
1

2
(C
0
) \ 
n
(p) = ;. Es gilt also
(
1

2
)
 1
(
1

2
(C
0
) \ 
n
(p))  (
 1
1
(
1
(C
0
) \ 
n
(p))) \ (
 1
2
(
2
(C
0
) \ 
n
(p))):
Damit ist die Trennungseigenshaft erf

ullt. 
Behauptung 6.3.9 Die Menge 
n
(p) besitzt unter (
n
; 
n
) die Trennungs-
eigenshaft f

ur Kuben C  !(p) [ fpg) und p 2 C.
Beweis. 1. Fall: F

ur C  
n
(p) ist die Trennungseigenshaft erf

ullt.
2. Fall: F

ur C = C
0
[ (C
0
) mit C
0
 
n
(p) ist in diesem Fall nur der Punkt
(p) in 
n
(p), denn wenn f

ur alle q 2 C
0
die Beziehung q  p gilt, so gilt f

ur
(q) 2 (C
0
), da
(q)  (p)  p:
Weil (p) in (C
0
) minimalen -Abstand zu p hat, sind all diese (q) niht
in 
n
(p).
Es sei nun C
00
 C
0
ein beliebiger (k 2)-Kubus. Dann ist C
00
\
n
(p) maximal
in C. Wiederum ist 
1
(C
00
) n 
n
(p) leer. Somit gilt die Trennungseigenshaft
f

ur C.
3. Fall: C = C
0
[ 
1
(C
0
) [ 
2
(C
0
) [ 
1

2
(C
0
) und C
0
\ 
n
(p) sei maximal. Da
Fall 2 niht eintritt, ist 
1
(C
0
) n 
n
(p) 6= ;. Da C
0
einen Unterkubus enth

alt,
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der ganz in 
n
(p) liegt, mu der Punkt p in C
0
liegen. Entweder stehen alle
Punkte q 2 C
0
in der Beziehung q  p oder q  p. Wir nehmen o.B.d.A
Ersteres an.
Alle Punkte in q 2 
i
(C
0
), i = 1; 2 stehen dann in der Beziehung q  p, da
sonst C
0
[ 
i
(C
0
)  
n
(p) gelten w

urde.
Nun gilt 
1

2
(p)  
1
(p)
2
(p)  p. Ebenso gilt f

ur alle Generatoren  von C
0
nah Behauptung 6.3.4

1

2
((p))  
1
((p)); 
2
((p))  (p)
Insbesondere sind nur dann die 
1

2
((p)) und 
i
((p)), i = 1; 2 in 
n
(p),
wenn (p)  p gilt. Damit folgt
(
1

2
)
 1
(
1

2
(C
0
) \ 
n
(p))  (
 1
1
(
1
(C
0
) \ 
n
(p))) \ (
 1
2
(
2
(C
0
) \ 
n
(p)))
und die Trennungseigenshaft ist erf

ullt. 
Folgerung 6.3.2 Die Menge 
n
(p) besitzt unter (
n
; 
n
) die Trennungsei-
genshaft.
Beweis. Die Behauptung folgt aus den Behauptungen 6.3.8 und 6.3.9 f

ur
Kuben C  !(p) [ fpg.
F

ur jeden Kubus C der niht ganz in !(p)[fpg liegt, ist die Trennungseigen-
shaft erf

ullt, denn mit C = C
0
[
1
(C
0
)[
2
(C
0
)[
1

2
(C
0
) ist 
1

2
(C
0
)\
n
(p)
stets leer, da C
0
 !(p)[ fpg gelten mu, um C
0
\ 
n
(p) zu maximieren. Im
Falle 
1
(C)n
n
(p) = ; ist die Trennungseigenshaft trivialerweise erf

ullt. F

ur

1
(C) n 
n
(p) 6= ; ist dies wegen
(
1

2
)
 1
(
1

2
(C
0
)\
n
(p)) = ;  (
 1
1
(
1
(C
0
)\
n
(p)))\ (
 1
2
(
2
(C
0
)\
n
(p)))
auh der Fall. 
Lemma 6.3.4 F

ur alle p 2 Z
n
, n  2, und jede aufsteigende Folge von Ku-
ben C
0
; : : : ; C
n
ist die Zahl der 
n
-Komponenten von C
i
n
n
(p) um h

ohstens
1 kleiner als die Zahl der 
n
-Komponenten von C
i+1
n 
n
(p) f

ur alle i 2
f0; : : : ; n  1g.
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Beweis. Wir nehmen an, die Behauptung gilt niht. Dann existiert ein
kleinster Kubus C, so da C
0
= C [ (C), f

ur eine gewisse Translation  , in
C
0
n
n
(p) mindestens zwei 
n
-Komponenten mehr hat als Cn
n
(p). Da 
n
die
Trennungseigenshaft erf

ullt, kann nah Lemma 5.1.1 nur der Fall eintreten,
da C  M und C
0
n 
n
(p) zwei 
n
-Komponenten besitzt. Das heit aber,
da (C) n 
n
(p) zwei 
n
-Komponenten besitzt. Es ist klar, da p in einer
Komponente liegt. q sei ein Punkt aus der anderen Komponente. Dann gilt:
_
j
1
(p
j
1
> q
j
1
mod 2) und
_
j
2
(p
j
2
< q
j
2
mod 2)
Weiterhin l

at sih folgern:
_
j
1
(p
j
1
> 
 1
(q)
j
1
mod 2) und
_
j
2
(p
j
2
< 
 1
(q)
j
2
mod 2):
Es kann also 
 1
(q) niht in 
n
(p) liegen. Damit liegt C niht ganz in 
n
(p),
was ein Widerspruh ist. 
Somit ist Satz 6.3.1 bewiesen. 
Behauptung 6.3.10 F

ur n > 2 und beliebiges p 2 Z
n
ist 
n
(p) 1-einfah
zusammenh

angend.
Beweis. Die Behauptung ist eine direkte Folgerung aus Satz 4.2.1 in Ver-
bindung mit Satz 5.2.2. 
Behauptung 6.3.11 Z
n
besitzt f

ur n  2 keine (
n
; 
n
)-Doppelpunkte.
Beweis. Es sei z 2 
n
(p), q 2 
n
(p) \ (z) und r 2 
n
(z) \ (p) mit
q = (p) und z = (r) f

ur ein einfahes  2 T .
Es liegt z 2 
n
(p), somit gilt z  p oder p  z. Wir betrahten o.B.d.A. den
Fall z  p. Nun gibt es genau ein i 2 f1; : : : ; ng mit
z
i
= r
i
< p
i
mod 2:
Es ist deshalb
q
i
= p
i
> r
i
mod 2:
120
Weiterhin gibt es ein j 2 f1; : : : ; ng mit
z
j
= q
j
< p
j
= r
j
mod 2:
Das heit, es ist q
i
> r
i
mod 2 und q
j
< r
j
mod 2. Daher kann weder q  r
noh r  q gelten. 
Satz 6.3.2 Das Paar (
n
; 
n
) ist ein gutes Paar auf Z
n
f

ur alle n  2.
Beweis. Der Satz folgt aus Satz 6.3.1 und der Behauptungen 6.3.11 
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Kapitel 7
Abshlieende Bemerkungen
In der Untersuhung des topologishen und graphentheoretsihen Ansat-
zes f

ur die Topologisierung diskreter (digitaler) Mengen ist es uns gelun-
gen, durh die Anwedung der Ideen von Gabor T. Herman und Mohammed
Khahan eine Theorie zu entwikeln, die die Nahteile dieser beiden As

atze
ausblendet. Die Ergebnisse f

ugen sih in den aktuellen Wissenstand ein und
erweitern diesen gleihzeitig. Diese Erweiterung ist vor allem durh die De-
nition 5.2.1 gegeben, die es erm

ogliht, auh in h

oheren Dimensionen n einen
allgemeinen Begri einer digitalen (n   1)-Mannigfaltigkeit zu haben. Dies
stellt ein Novum dar, da die von Khahan in [13℄ verwendete Denition nur
mit den von ihm benutzen Adjazenzrelationen funktioniert, die Denition
von Herman in [6℄ niht auf Teilmengen des Grundraumes Z
n
arbeitet und
die Denition von Rosenfeld und Klette in [15℄ nur auf die Dimensionen 2
und 3 anwendbar ist.
Weiterhin liegt mit der Arbeit ein eektives Verfahren vor, eine beliebige
endlihe Teilmenge des Z
n
in einen simplizialen Komplex zu

uberf

uhren. In
niedrigen Dimensionen w

are damit die M

oglihkeit einer Visualisierung di-
gitaler Punktmengen durh Polygone gegeben. Dies geshieht

ahnlih dem
bekannten Marhing-Cubes Algorithmus [18℄. Im Untershied zu diesem ist
das angegebene Verfahren weniger eÆzient, da auf die Liste der m

oglihen
Punktkongurationen verzihtet wird und alle durh ein n-dimensionales Da-
tenmassiv denierten Kuben untersuht werden m

ussen. Jedoh ist das ange-
gebene Verfahren allgemeiner und nutzt insbesondere die Kenntnis vershie-
dener Paare von Adjazenzrelationen. Eine detailierte Untersuhung dieses
Algorithmus mit eventueller Implementierung sheint also lohnenswert und
bleibt als eine m

oglihe Problemlemstellung f

ur die Zunkunft.
Ein dritter wesentliher Punkt der Arbeit ist das Vorliegen einer m

oglihen
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Antwort auf die von Kong in [16℄ aufgeworfenen Fragestellung. Es ist zwar
immer noh notwendig f

ur vershiedene gute Paare vershiedene Tehniken
zum Beweis ihrer Gutartigkeit ins Feld zu f

uhren, allerdings sind sih diese
Tehniken bei bestimmten Klassen von Adjazenzen sehr

ahnlih. So sollte
sih der Nahweis, da die hexagonalen Adjazenzen, wie sie unter anderem
bei Herman in [6℄ deniert wurden, gute Paare bilden, analog dem Nah-
weis f

ur die kubishen Adjazenzen f

uhren lassen
1
. Als shwierigster Punkt
d

urfte dabei der Nahweis der Trennungseigenshaft angesehen werden, der
shon in den beiden angegebenen Beispielen nur auf sehr untershiedlihe Art
zu f

uhren war. M

ogliherweise nden sih in Zukunft Klassen guter Paare,
die gewisse Eigenshaften besitzen, welhe die

Uberpr

ufung der Denition
5.2.7 erleihtern. Eine weitere interessante Fragestellung, die diese Denition
betrit, ist, wie eine k-Mannigfaltigkeit f

ur 0  k  n   2 im Z
n
deniert
werden kann. F

ur Alexandro-R

aume ist diese M

oglihkeit beshrieben, aber
die graphentheoretishe Interpretation mu niht in allen F

allen gelten. Sehr
w

unshenswert w

are ein vollst

andiger Beweis f

ur das Lemma 5.3.4. Um die
Aussage trotz allem benutzen zu k

onnen, ist ein separater Nahweis wie in
den Behauptungen 6.2.7 und 6.3.4 zu f

uhren. Es ist dazu m

oglih die Aussage
des Lemmas als weiteres Axiom zur Denition 5.2.1 hinzuzuf

ugen; Jedoh ist
dieses Axiom niht unabh

angig von den anderen.
Oen bleibt auh die Frage, ob sih der Nahweis des Jordan-Brouwershen
Separationssatzes ohne R

ukgri auf die simplizialen Komplexe, nur durh
lokale Operationen, f

uhren l

at. Als prototypishe Arbeit f

ur diesen Ansatz
sei Krister O. Kiselmans Arbeit [14℄ genannt. Diese Herangehensweise soll-
te in der vorliegenden Arbeit urspr

unglih zum Beweis genutzt werden. Es
wurde dabei aber versuht auf der Basis einer naheliegenden Verallgemeine-
rung der Fl

ahendenition von Klette dieses Resultat zu beweisen. Dieses
Vorgehen mute abgebrohen werden, da diese Verallgemeinerung in niht-
trivialen F

allen falsh war. Danah wurde diese Denition zu Gunsten der
Denition 5.2.1 fallen gelassen, die sih in der vorliegenden Form erst durh
die Untersuhungen mit simplizialen Komplexen ergab. Unter der Kenntnis
dieser neuen Denition, k

onnte man m

ogliherweise durh Verwendung loka-
ler Operationen speziellere Einblike in die Eigenshaften der (guten) Paare
gewinnen.
1
Diese Vermutung wird gest

utzt durh Untersuhungen w

ahrend der Arbeit an einer
ersten Version dieses Textes.
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