The effect of detector array size on resolution and signal collection efficiency of image scanning microscopy based on pixel reassignment is studied. It is shown how the method can also be employed if there is a Stokes shift in fluorescence emission wavelength. With no Stokes shift, the width of the point spread function can be sharpened by a factor of 1.53, and its peak intensity increased by a factor of 1.84.
In a recent paper, Müller and Enderlein [1] described a method for improving the spatial resolution of microscopy, based on processing the signal recorded by an imaging detector as the object is scanned relative to a focused laser spot. They call their method image scanning microscopy. Their paper was considered significant enough to be selected as an Editor's Suggestion and to be covered by a Viewpoint in the journal Physics [2] . Actually, the method is identical with one described more than 20 years ago [3] . Even more recently, other groups have explored similar methods [4, 5] . In our opinion, the major strength of the method is in greatly improving the detected signal level in confocal imaging, while at the same time slightly improving upon the confocal resolution limit. This combination greatly improves upon the overall performance for practical fluorescence microscopy. The goals of this paper are to describe the extension to fluorescent dyes exhibiting a Stokes shift and to explore the effects of the size of the detector array.
In [1] the operation of the technique in terms of structured illumination is explained [6] [7] [8] [9] . In [3] , on the other hand, the method as a confocal microscope with a detector array is explained. The confocal microscope can also be thought of as a special case of structured illumination. The spinning disk microscope, where the similarity between the pinhole array and a grating structure is apparent, can be thought of in this manner as well.
Figure 1(a) shows the signal recorded from a point object at different points v d in the detector plane as the sample is scanned [10] . Here v is the normalized transverse coordinate of the scan position, v 2π∕λnx sin α, where n is the refractive index of the immersion medium and α is the semi-angular aperture of the microscope objective. Similarly, v d is given by the analogous expression v d 2π∕λx d sin α d for the detector element position. The Stokes shift is neglected for the present. Figure 1(a) shows a cross-section through the image in the direction of the detector position v d . For v d 0, corresponding to a point on the axis, a confocal image results. As v d increases, the peak of the image intensity decreases and shifts sideways, and the image is sharper, but no longer circularly symmetric. Integration of these signals over the complete plane gives rise to a scanning, nonconfocal image, equivalent to a conventional image if there is no Stokes' shift.
However, if the images from the off-axis detector points are shifted, as in Fig. 1(b) , they add up to give a sharper point spread function (PSF), as shown in Fig. 1(c) . To obtain this behavior, the values measured by a circular detector array of normalized radius v d max Fig. 1. (a) Cross-section through the image of a point object in a scanning microscope for a point detector displaced a normalized distance v d from the axis. There is assumed to be no Stokes shift. The peak intensity is reduced and shifted sideways as the offset is increased, (b) after shifting the image so that its peak is on the axis, and (c) cross-section through the (circularly symmetric) image of a point object in a scanning microscope after pixel reassignment with a detector array of normalized radius v d max . The conventional case is also shown. (d) Peak intensity and normalized half-width of the image of a point object after pixel reassignment with a detector array of normalized radius v d max . The half-width is normalized to unity for a conventional microscope. The detection efficiency (normalized to unity for the conventional case) is also shown. must be summed to the image point v v d ∕2. We call this process pixel reassignment. In Fig. 1(c) the peak intensity has been normalized to the conventional case. As v d max increases, the width of the PSF decreases monotonically. The intensity at the peak for different sizes of detector array is shown in Fig. 1(d) , where the values have been normalized to that for a conventional microscope. This can actually be greater than for a conventional microscope, and is 41 − 16∕3π 2 1.84 for a large array.
The improvement in resolution, defined in terms of the half-width of the PSF, is given in Table 1 . For a large detector array, the improvement compared with a conventional microscope is by a factor of 1.58. The intensity at the peak of the PSF is also shown in Table 1 
where H 1;2 are the intensity PSFs for illumination and detection. Substituting
, corresponding to scanning the illumination beam instead of the specimen, this can be written in the symmetrical form for the four-dimensional signal:
The signal from measurement x d is reassigned to the point x r 1 − ax 1 ax 2 and summed with pinhole weighting factor Sx d to give
This expression is valid for any a, with 0 ≤ a ≤ 1. The value a 1∕2 corresponds to pixel reassignment as described above. If a 1, the system reduces to a conventional microscope, whereas if a 0 the system becomes a scanning (nonconfocal) microscope, i.e., equivalent to integration without reassignment. If Sx d 1, using a large detector, the integral in x d in Eq. (3) gives the effective PSF as the 2D convolution of two scaled, 3D PSFs (illumination and detection PSFs). Thus, C eff m is the product of two scaled, illumination and detection, optical transfer functions (OTFs) in x, y, convolved in the axial direction. Although this was shown to be true for a 1∕2 [1, 3] , actually this result is true for a large detector array even for the more general case when the signal is summed to the point v av d , where a is a constant less than unity. We find that
with C 1 m and C 2 m being the excitation and emission transfer functions, respectively, at in-plane spatial frequency m. As C 1 0 C 2 0 1, independent of the presence of defocus, C eff 0 1, so that there is no optical sectioning when pixel reassignment is used with a large detector array. This can also be seen from the 3D OTF, which is given by a 1D convolution (in the axial direction, but a product in x, y) of two scaled OTFs. A cross-section through the resulting OTF for no Stokes shift and a 1∕2 is compared with the conventional OTF in Fig. 2 . The cutoff spatial frequency is doubled in all three directions, but the missing cone is still present.
The fact there is no sectioning is, of course, a major disadvantage compared with ordinary confocal microscopy, as optical sectioning is its primary attribute. But as the effective OTF is always positive for zero Stokes shift, there are fewer artifacts with defocus, which is a desirable feature. This could be an important property of the method for imaging of the projection of a thin sample, perhaps combined with filters to improve depth of focus. Optical sectioning can, however, be regained by limiting the size of the detector array, i.e., by taking
This behavior occurs because the maximum value of the intensity in the detector plane jh 1 v d ; uj 2 , where h 1 is the amplitude PSF of illumination and u is the normalized defocus coordinate, for a given v d occurs at u 0 only if v d < 2.747. For larger values of v d , the maximum tends to a point on the shadow edge [11, 12] . This explains why the optical sectioning effect is reduced by pixel reassignment with a large detector array. Taking v d max 2.747, however, retains an optical sectioning effect, while giving a good compromise in resolution improvement, and detection efficiency given by [13] . The variation in collection efficiency with v d max is shown in Fig. 1(d) . A value of v d max 3.83 corresponds to a detector array equal in size to the first dark ring of the Airy disk in the detector plane.
If there is a Stokes shift, we choose a 1∕1 β, where β is the ratio of the emission wavelength (λ em ) to excitation wavelength (λ ex ), as then the cutoffs of the two OTFs are equal, thus optimizing the resolution. Then we find that
The cutoff frequency is then improved by a factor 1 β compared with a conventional microscope, which is greater than 2 if β > 1. This is also true for a confocal microscope, but the OTF for the reassignment case has greater value within the pass band. The improved cutoff frequency, in the presence of a Stokes shift, of scanning microscopy in general does not seem to be widely appreciated. Figure 3 (a) shows the effective PSF for different elements of a 9 × 9 element detector when Stokes shift is not present, and Fig. 3(b) shows the effective PSF for the same configuration with Stokes shift given by β 1.5. The intensity PSFs and OTFs in Figs. 3-5 were computed by adapting image simulation routines from the microlith [14] package.
Media 1 (with a frame shown in Fig. 4) shows the evolution of the effective PSF as the PSFs of different detector pixels as shown in Fig. 3(b) are reassigned and summed. The reassignment leads to a 150% stronger peak and a sharper PSF as compared to nonreassigned summation. Setting the size of the scan pixel to 1∕2N (N integer) the size of the detector pixel avoids the need for interpolation for reassignment by v d ∕2. More generally, reassignment of signal by av d can be performed without interpolation by using scan pixels of size a∕N, the size of the detector pixel. Figure 5(a) shows the cross-section of the PSFs in the x-z plane (x, y, transverse; z, axial coordinates) after summation over the array with or without reassignment, assuming no Stokes shift or a Stokes shift of β 1.5. The PSFs are compared with the PSF of the conventional microscope, which images light with wavelength βλ. Since Stokes shift lowers the resolution in conventional microscopy, the reassignment by av d is particularly useful for regaining resolution, while also increasing signal level. Figure 5(b) shows the 2D Fourier transforms of the PSF sections shown in Fig. 5(a), i. e., the projection of the 3D OTF along the y-axis as per the projection-slice theorem. The projections of the OTF illustrate effectively the spatial frequency cutoffs of different schemes. We note that reassignment fills the "dips" in the OTF and provide better resolution and SNR.
It is necessary to clarify a comment about resolution in [1, 2] . The statement "summing the intensity over the whole … CCD" "corresponds to a conventional CLSM image" [1] is incorrect. It corresponds to a scanned nonconfocal image, i.e., with resolution given by the excitation wavelength. Confocal microscopy, like some other geometries of structured illumination, gives a spatial frequency cutoff twice that of a conventional microscope. (Here we assume no Stokes shift: otherwise it is improved by a factor 1 β, the same as for the reassignment case, discussed above.) However the response at high spatial frequencies is very weak [15] , so that the improvement in the width of the PSF is only by a factor of 1.39. And in practice, with a nonzero pinhole size, the improvement is small [16] . This indicates the advantage of the present pixel reassignment technique, where the whole signal on the detector array is detected. Structured illumination (by fringe projection), on the other hand, has the advantages that the resolution is better than confocal microscopy because the response at high spatial frequencies is higher, and that it is a multiplex system where all points of the object are imaged simultaneously.
It is worth noting that simple pixel reassignment is by no means the only way of processing the available data. Other ways of processing include, in close analogy to subtractive imaging, weighted averaging in Fourier space and multiview deconvolution [17] . Such approaches are expected to deliver superior performance in terms of signal to noise compared to the simple reassignment approach as discussed here. Using a nonunity value of the pinhole weighting factor Sx d may also prove advantageous.
It is possible to implement the reassignment concept in an all-optical way, for example by expanding the beam on the scan-mirror optically by a factor of 1∕a before it is rescanned with (possibly the same) scan mirror on to a CCD camera [18] . As a result, the reassignment (with a weighting factor of 1) is automatically realized on the camera and the above considerations equally apply. This has the advantage of requiring the recording of only a single frame, with associated improved speed and reduced read noise. However, it has the potential disadvantage of not allowing for other ways of data processing, or the ability retrospectively to choose the pinhole size.
