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Abstract Let Yi, 1 ≤ i ≤ n be i.i.d. random variables with the generalized Pareto dis-
tribution Wγ,σ with γ < 0. We define the empirical mean excess process with respect
to {Yi, 1 ≤ i ≤ n} as in Eq. 2.1 (see below) and investigate its weak convergence. As
an application, two new estimators of the negative tail index γ are constructed based
on the linear regression to the empirical mean excess function and their consistency
and asymptotic normality are obtained.
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Empirical mean excess process · Goodness-of-fit test
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1 Introduction
Suppose X, X1, X2, ..., Xn are independently identically distributed (i.i.d.) random
variables with distribution function F, which belongs to the max-domain of an
extreme value distribution Gγ with γ ∈ R, denoted by F ∈ D(Gγ ), i.e. there exist
sequences an > 0 and b n ∈ R such that
Fn (anx + b n) → Gγ (x) := exp
(−(1 + γ x)−1/γ )
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for 1 + γ x > 0. Here, γ is the so-called extreme value index. Gγ (x) is interpreted as
exp(−e−x) for γ = 0. In case of γ < 0, xF := sup{x : F(x) < 1} < ∞. Then it follows
that (e.g. see Resnick 1987)
lim
t→0
F¯
(
xF − tx
)
F¯
(
xF − t
) = x−1/γ
for all x > 0, where F¯ = 1 − F. The excess YX , of u by X for large u, is
YX = YX(u) := X − u|X > u.
For y > 0 and y + u ≤ xF , it is known that for u close to xF
P(YX ≤ y) = P(X − u ≤ y|X > u) = F¯(u) − F¯(y + u)
F¯(u)
= 1 − F¯(xF − (xF − y − u))
F¯(xF − (xF − u))
≈ 1 − (1 + γ y
σ
)−1/γ =: Wγ,σ (y)
with σ = γ (u − xF ) > 0. Thus the distribution of YX converges to the generalized
Pareto distribution Wγ,σ .
Let u = Xn−k,n, where k = k(n) ∈ N such that k → ∞, k/n → 0 as n → ∞,
and define
Y˜i,k = Xn−k+i,n − Xn−k,n, i = 1, ..., k. (1.1)
Then
{
Y˜i,k : i = 1, 2, ..., k
}
can be roughly regarded as a sample from the distri-
bution Wγ,σ .
Assume Y ∼ Wγ,σ . The mean excess function of Y is given by eY(t) :=
E(Y − t|Y > t) for 0 < t < −σ/γ . Straightforward calculation shows that
eY(t) = σ1 − γ +
γ
1 − γ t =: β0 + β1t. (1.2)
Relation (1.2) can be used to estimate β0 and β1 by linear regression on the
empirical mean excess function, and thus to obtain estimators for γ and σ . This
idea was presented also in Beirlant et al. (1996) and Reiss and Thomas (2007).
More precisely, assume Y1, Y2, ..., Yk are i.i.d. random variables distributed from the
distribution Wγ,σ . Then the empirical mean excess function is defined by
eˆY(t) = 1#{i : Yi > t, 1 ≤ i ≤ k}
k∑
i=1
(Yi − t)I{Yi>t}.
Denoting the order statistics of Yi’s by 0 = Y0,k ≤ Y1,k ≤ Y2,k ≤ ... ≤ Yk,k and
putting t = Yi,k, we have
Zi := eˆY(Yi,k) = 1k − i
k∑
j=i+1
Y j,k − Yi,k, i = 0, 1, ..., k − 1. (1.3)
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It is easy to check that E(Zi|Yi,k) = β0 + β1Yi,k for i = 0, 1, ..., k − 1. Thus, all the
points (Yi,k, Zi), i = 0, 1, ..., k − 1, can be used to estimate β0 and β1 by least squares
estimation as in linear regression models, i.e.
βˆ1 =
∑k−1
i=0
(
Yi,k − Y¯
) (
Zi − Z¯
)
∑k−1
i=0
(
Yi,k − Y¯
)2 and βˆ0 = Z¯ − βˆ1Y¯, (1.4)
where Y¯ and Z¯ denote the means of {Y0,k, Y1,k,..., Yk−1,k} and {Z0, Z1,..., Zk−1},
respectively. Consequently, by Eq. 1.2, the least squares estimators for γ and σ are
γˆ = βˆ1
1 + βˆ1
and σˆ = βˆ0
1 + βˆ1
. (1.5)
Recall that {Y˜i,k : i = 1, 2, ..., k} can be roughly regarded as a sample from the
distribution Wγ,σ . We define the mean excess estimator of the extreme index by
γˆ X = βˆ
X
1
1 + βˆX1
, (1.6)
where
βˆX1 =
∑k−1
i=0
(
Y˜i,k − ¯˜Y
)(
Z˜i − ¯˜Z
)
∑k−1
i=0
(
Y˜i,k − ¯˜Y
)2 (1.7)
with notation Y˜0,k = 0, Z˜i = 1k−i
∑k
j=i+1 Y˜ j,k − Y˜i,k, ¯˜Y = k−1
∑k−1
i=0 Y˜i,k and
¯˜Z =
k−1
∑k−1
i=0 Z˜i.
In this paper, we investigate the asymptotic normality of the mean excess esti-
mator γˆ X . The rest of this paper is organized as follows. In Section 2, we present
the main results. Extension of the mean excess estimator and comparison with other
estimators are discussed in Section 3. The proofs of the main results are shown in
Section 4.
2 Main Results
In order to investigate the asymptotic normality of the mean excess estimator γˆ X , we
need some asymptotic results on βˆ1 (defined in Eq. 1.4 and based on the sample from
the generalized Pareto distribution Wγ,σ ). The asymptotic behavior of βˆ1 is based on
a suitably defined empirical mean excess process Tk as follows.
Let U ∼ Uα[0, 1] with α > 0 if P(U ≤ x) = xα for 0 ≤ x ≤ 1. In case of α = 1, it
is the uniform distribution on [0, 1] usually denoted by U[0, 1]. Let U1, U2, ..., Uk be
i.i.d. random variables with distribution Uα[0, 1] for some α > 0 with order statistics
0 = U0,k ≤ U1,k ≤ ... ≤ Uk,k ≤ Uk+1,k = 1.
For fixed i : 2 ≤ i < k, by Rényi representation for the uniform order statistics,
{U j,k/Ui,k : 1 ≤ j < i} can be regarded as a sample of size i − 1 from Uα[0, 1] with
mean (1 − γ )−1 and variance
σ 2γ :=
γ 2
(1 − 2γ )(1 − γ )2 ,
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where γ = −1/α < 0. Thus, by central limit theorem, for i ≤ k
1
σγ
√
i − 1
i−1∑
j=1
(
U j,k
Ui,k
− 1
1 − γ
)
converges in distribution to a standard normal random variable as i → ∞. More
generally, we consider the process Tk defined by
Tk(t) := σ−1γ k−1/2
[kt]−1∑
j=1
(
U j,k
U[kt],k
− 1
1 − γ
)
, t ∈ [0, 1]. (2.1)
The process Tk is called the empirical mean excess process. In case of γ = −1, Tk is
called the uniform empirical mean excess process. For fixed t ∈ [0, 1], it follows by
central limit theory that Tk(t) converges in distribution to a normal random variable
with mean zero and variance t. We need to investigate the weak convergence of
the process Tk to derive the limiting behavior of the estimates and test statistics
mentioned in the beginning.
To specify the relation between βˆ1 and the process Tk, let Ui = 1 + γ σ−1Yi
for i = 1, 2, ..., k. Hence U1, U2, ..., Uk are i.i.d. random variables with distribution
Uα[0, 1], where α = −1/γ > 0, and Yi,k = σ(Uk−i+1,k − 1)/γ for i = 0, 1, ..., k. Thus
for i = 0, 1, ..., k − 1,
Zi = σ
γ
⎛
⎝ 1
k − i
k∑
j=i+1
Uk− j+1,k − Uk−i+1,k
⎞
⎠ =: σ
γ
Vk−i+1,
and by Eq. 1.4,
βˆ1 =
∑k−1
i=0
(
Uk−i+1,k − U¯
) (
Vk−i+1 − V¯
)
∑k−1
i=0
(
Uk−i+1,k − U¯
)2 =
∑k+1
i=2
(
Ui,k − U¯
) (
Vi − V¯
)
∑k+1
i=2
(
Ui,k − U¯
)2 (2.2)
and
βˆ0 = σ
γ
(
V¯ − βˆ1
(
U¯ − 1)), (2.3)
where U¯ and V¯ denote the mean of {U2,k, U3,k, ..., Uk+1,k} and of {V2, V3, ..., Vk+1},
respectively.
Consider the numerator of the right hand side of Eq. 2.2. Recall that for i ≤ k and
as i → ∞
Vi
Ui,k
= 1
i − 1
i−1∑
j=1
(
U j,k
Ui,k
− 1
)
= 1
i − 1
i−1∑
j=1
(
U j,k
Ui,k
− 1
1 − γ
)
+ β1 P→ β1.
Thus for large i, Vi = γ1−γ Ui,k + oP(1), and hence as k → ∞
k+1∑
i=2
(
Ui,k − U¯
) (
Vi − V¯
) = β1
k+1∑
i=2
(
Ui,k − U¯
)2 + oP(k).
So, in order to derive the consistency and asymptotic normality of βˆ0 and βˆ1, we need
to analyze the asymptotic behavior of the process Tk.
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For the empirical excess process we have the following result, which is a key to
obtain the asymptotic normality of γˆ X .
Theorem 2.1 Suppose U1, U2, ..., Uk are i.i.d. random variables with distribution
Uα[0, 1] where α > 0. Let γ = −1/α and the sequence of processes {Tk, k ≥ 1} be
defined as in Eq. 2.1. Then
{
Tk(t), t ∈ [0, 1]
}
d→
{
σ−1γ
(
1
αt1/α
∫ t
0
u−1+1/α B(u)du − 1
1 + α B(t)
)
, t ∈ [0, 1]
}
,
where B is a standard Brownian motion.
We are interested in the limiting process (in distribution) of {Tk, k ≥ 1}. Let
W(t) = σ−1γ
(
1
αt1/α
∫ t
0
u−1+1/α B(u)du − 1
1 + α B(t)
)
, t ∈ [0, 1]. (2.4)
W is well defined in the neighborhood of zero and W(0) := limt↓0 W(t) = 0. Simple
but tedious calculations imply that W is a Gaussian process satisfying EW(t) = 0
and EW(t)W(s) = t(t/s)1/α for 0 ≤ t ≤ s ≤ 1. As α → ∞, W converges to a standard
Brownian motion.
Now let
W˜(t) = − 1
σγ (1 + α)t1/α
∫ t
0
u1/αdB(u), t ∈ [0, 1].
It is easy to check that W˜ is a Gaussian process and also satisfies EW˜(t) = 0 and
EW˜(t)W˜(s) = t(t/s)1/α for 0 ≤ t ≤ s ≤ 1. Thus W d= W˜. On the other hand, by partial
integration, W˜ can be rewritten as
W˜(t) = σ−1γ
(
1
α(1 + α)t1/α
∫ t
0
u−1+1/α B(u)du − 1
1 + α B(t)
)
. (2.5)
Note that the denominators of the integral parts in Eqs. 2.4 and 2.5 are different!
We have the following interesting finding as a byproduct.
Corollary 2.1 Let B be a standard Brownian motion and α > 0. Then
{
1
αt1/α
∫ t
0
u−1+1/α B(u)du − 1
1 + α B(t), t ≥ 0
}
d=
{
1
α(1 + α)t1/α
∫ t
0
u−1+1/α B(u)du − 1
1 + α B(t), t ≥ 0
}
.
In particular, for α = 1
{
1
t
∫ t
0
B(u)du − 1
2
B(t), t ≥ 0
}
d=
{
1
2t
∫ t
0
B(u)du − 1
2
B(t), t ≥ 0
}
.
Based on Theorem 2.1, we obtain the asymptotic normality of βˆ1 and other
estimators.
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Theorem 2.2 Suppose that Y1, Y2, ..., Yk are i.i.d. random variables with the distribu-
tion Wγ,σ where γ < 0 and σ > 0. Let βˆ1, βˆ0, γˆ and σˆ are defined as in Eqs. 1.4 and
1.5. Then
k1/2
(
βˆ1 − β1
βˆ0 − β0
)
d→
(
N1
N2
)
(2.6)
and
k1/2
(
γˆ − γ
σˆ − σ
)
d→
(
(1 − γ )2 N1
(1 − γ )(N2 − σ N1
)
)
, (2.7)
as k → ∞, where W is a Gaussian process on [0, 1] such that EW(t) = 0 and
EW(t)W(s) = t(t/s)−γ for any 0 ≤ t ≤ s ≤ 1, and
N1 = σ−1γ
∫ 1
0
(
x−γ − 1
1 − γ
)
x−γ−1W(x) dx,
N2 = σ
γ
[
σγ
∫ 1
0
x−γ−1W(x) dx − γ
1 − γ σ
−1
γ
∫ 1
0
(
x−γ − 1
1 − γ
)
x−γ−1W(x) dx
]
.
Now let us turn to the mean excess estimator γˆ X . Let U(t) = F←(1 − 1/t) for
t ≥ 1. Then for γ < 0, U(∞) = xF < ∞ and
lim
t→∞
U(∞) − U(tx)
U(∞) − U(t) → x
γ , x > 0
(e.g. see Resnick 1987). In order to obtain the asymptotic normality of γˆ X , we further
require that F satisfies the following second order condition:
lim
t→∞
U(∞)−U(tx)
U(∞)−U(t) − xγ
A(t)
= xγ x
ρ − 1
ρ
, x > 0, (2.8)
where ρ ≤ 0 and A is an eventually positive or negative function such that |A| ∈
RV(ρ) and limt→∞ A(t) = 0. This condition is common in extreme value theory (e.g.
see de Haan and Stadtmüller 1996).
Theorem 2.3 Suppose X1, X2, ..., Xn are i.i.d. random variables with the distribution
function F such that F ∈ D(Gγ ) with γ < 0. Let βˆX1 and γˆ X are defined as in Eqs. 1.7
and 1.6, respectively, and assume the conditions (2.8) and k1/2 A(n/k) → λ ∈ R. Then
k1/2
(
βˆX1 − β1
)
d→  + N1 and k1/2
(
γˆ X − γ ) d→  + (1 − γ )2 N1,
as n → ∞, where N1 is the same as in Theorem 2.2 and
 = λσ−2γ
∫ 1
0
(
x−γ − 1
1 − γ
)
x−γ−1
(∫ x
0
( y
x
)γ yρ − xρ
ρ
dy
)
dx.
For ρ = 0, (yρ − xρ)/ρ is interpreted as log(y/x).
In Theorem 2.3,  determines the bias of the estimates. If k is selected such that
k1/2 A(n/k) → 0, then the bias vanishes asymptotically.
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3 Extension and Comparison
3.1 Extension
In this subsection we extend the mean excess estimator of the negative tail index.
First note that βˆ1 defined in Eq. 1.4 can be written as
βˆ1 =
∑k−1
i=0 Yi,k Zik−1 −
(∑k−1
i=0 Yi,kk−1
) (∑k−1
i=0 Zik−1
)
∑k−1
i=0 Y
2
i,kk
−1 −
(∑k−1
i=0 Yi,kk−1
)2 .
Let φ(x) be a nonnegative function on [0, 1] such that ∫ 10 φ(x)dx = 1. Now we replace
the equal weight k−1 in the formula above by φ(i/k)k−1 and obtain a weighted mean
excess estimator of β1, namely βˆ1(φ),
βˆ1(φ) =
1
k
∑k−1
i=0 Yi,k Ziφ(i/k) −
(
1
k
∑k−1
i=0 Yi,kφ(i/k)
) (
1
k
∑k−1
i=0 Ziφ(i/k)
)
1
k
∑k−1
i=0 Y
2
i,kφ(i/k) −
(
1
k
∑k−1
i=0 Yi,kφ(i/k)
)2 .
Consequently, the weighted mean excess estimator for the negative tail index γ is
defined by
γˆ (φ) = βˆ1(φ)
1 + βˆ1(φ)
.
Similar to above, we also define the weighted mean excess estimator γˆ X(φ) for the
negative extreme value index, i.e.
γˆ X(φ) = βˆ
X
1 (φ)
1 + βˆX1 (φ)
,
where
βˆX1 (φ) =
1
k
∑k−1
i=0 Y˜i,k Z˜iφ(i/k) −
(
1
k
∑k−1
i=0 Y˜i,kφ(i/k)
) (
1
k
∑k−1
i=0 Z˜iφ(i/k)
)
1
k
∑k−1
i=0 Y˜
2
i,kφ(i/k) −
(
1
k
∑k−1
i=0 Y˜i,kφ(i/k)
)2 .
The asymptotic normalities of βˆ1(φ), γˆ (φ), βˆX1 (φ) and γˆ
X(φ) are shown in the
following theorem without proof.
Theorem 3.1 Let φ be nonnegative on [0, 1] such that ∫ 10 φ(x)dx = 1.
(1) Assume the conditions in Theorem 2.2. Then
√
k
(
βˆ1(φ) − β1
) d→ N1(φ) and√
k
(
γˆ (φ) − γ ) d→ (1 − γ )2 N1(φ), where
N1(φ) = σγ
∫ 1
0
(
x−γ − ∫ 10 t−γ φ(1 − t)dt
)
x−γ−1φ(1 − x)W(x)dx
∫ 1
0 x
−2γ φ(1 − x)dx − ( ∫ 10 x−γ φ(1 − x)dx
)2 .
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(2) Assume the conditions in Theorem 2.3. Then
√
k
(
βˆX1 (φ) − β1
) d→ (φ) + N1(φ)
and
√
k
(
γˆ X(φ) − γ ) d→ (φ) + (1 − γ )2 N1(φ), where
(φ) = λ
∫ 1
0
(
x−γ − ∫ 10 t−γ φ(1 − t)dt
)
x−γ−1φ(1 − x)( ∫ x0 ( yx )γ y
ρ−xρ
ρ
dy
)
dx
∫ 1
0 x
−2γ φ(1 − x)dx − ( ∫ 10 x−γ φ(1 − x)dx
)2 .
Remark 3.1 For φ(x) ≡ 1 with 0 ≤ x ≤ 1, it is easy to see that βˆ1(φ), γˆ (φ), βˆX1 (φ),
γˆ X(φ), N1(φ) and (φ) are the same as βˆ1, γˆ , βˆX1 , γˆ
X , N1 and , respectively.
Example 3.1 Let’s turn to Eq. 1.3 and consider the variance of Zi conditional on Yi,k.
Simple calculation shows that for 0 ≤ i < k
Var(Zi|Yi,k) = (σ + γ Yi,k)
2
(k − i)(1 − 2γ )(1 − γ )2 ,
which can be approximated by
1
k
(
1 − i
k
)−2γ−1 σ 2
(1 − 2γ )(1 − γ )2
for large k since sup0≤i<k |i/k − Wγ,σ (Yi,k)| → 0 a.s. as k → ∞. Similarly to the
weighted least squares estimation (i.e. βˆ=(X ′−1 X)−1 X ′−1Y in the linear model
Y = Xβ + e with e ∼ N(0, )) but without considering the correlation between
Zi|Yi,k and Z j|Y j,k, we derive the weighted least squares estimators βˆ1(ϕ) and γˆ (ϕ),
where ϕ(x) = (2γ + 2)(1 − x)2γ+1 for 0 ≤ x ≤ 1 and −1 < γ < 0. Consequently, we
obtain βˆX1 (ϕ) and γˆ
X(ϕ). In this case,
N1(ϕ) = 2γ −2(γ + 2)2σγ
∫ 1
0
(
1 − 2γ + 2
γ + 2 x
γ
)
W(x)dx.
In application, since we do not know the value of γ , we can replace the weight
function ϕ by ϕˆ, where ϕˆ(x) = (2γˆ + 2)(1 − x)2γˆ+1 and γˆ is some consistent estimator
of γ (for example, we can let γˆ be γˆ X). Under the same conditions we can prove that√
k
(
γˆ X(ϕˆ) − γ ) d→ (ϕ) + (1 − γ )2 N1(ϕ).
3.2 Comparison
Note that N1 is a normal random variable with mean zero, and
Var(N1) = E
(
σ−1γ
∫ 1
0
(
x−γ − 1
1 − γ
)
x−γ−1W(x) dx
)2
= 2σ−2γ
∫ 1
0
∫ 1
t
(
t−γ − 1
1 − γ
)(
s−γ − 1
1 − γ
)
t−2γ s−1dsdt.
With simple calculations (for example, by Maple version 9.0) we get
Var(N1) = 2(1 − γ − 12γ
3)
(1 − 2γ )(1 − 3γ )2(1 − 4γ ) ,
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and if k1/2 A(n/k) → λ = 0,
k1/2(γˆ X − γ ) d→ N
(
0,
2(1 − γ )4(1 − γ − 12γ 3)
(1 − 2γ )(1 − 3γ )2(1 − 4γ )
)
.
Again, a simple calculation shows that
Var(N1(ϕ)) = 16(γ + 2)
2(1 + γ + γ 2)
3(γ + 3)(2γ + 3)(2 − γ )(1 − γ )2(1 − 2γ ) ,
where ϕ(x) = (2γ + 2)(1 − x)2γ+1, x ∈ [0, 1], and hence if k1/2 A(n/k) → λ = 0,
k1/2(γˆ X(ϕ) − γ ) d→ N
(
0,
16(γ + 2)2(1 − γ )2(1 + γ + γ 2)
3(γ + 3)(2γ + 3)(2 − γ )(1 − 2γ )
)
.
One interesting fact is that the asymptotic variance of γˆ X(ϕ) is symmetric about
γ = −1/2 and attains its smallest value 0.81 at γ = −1/2 (see Fig. 1 below).
Until now there exist five well-known estimators for the negative extreme value
index: maximum likelihood (ML) estimator (Drees et al. 2004; Smith 1985), moment
(M) estimator (Dekkers et al. 1989), Pickands (P) estimator (Pickands 1975), prob-
ability weighted moment (PWM) estimator (Hosking et al. 1985) and negative Hill
(NH) estimator (Falk 1995). Our new mean excess (ME) estimator and weighted
mean excess (WME) estimator related to ϕ are scale and shift invariant as the
mentioned five estimators. We plot the asymptotic variance of all the estimators
for γ ∈ (−1.25, 0) if possible. From Fig. 1, we see that the maximum likelihood
estimator and the negative Hill estimator have the smallest asymptotic variance and
that our new estimators are of smaller asymptotic variance for most of γ . Thus, our
mean excess estimator and weighted mean excess estimator are comparable with
the other estimators. Note that the asymptotic normality results for the maximum
likelihood estimator and the negative Hill estimator only hold for −1/2 < γ < 0
and −1 < γ < −1/2, respectively, while the weighted mean excess estimator (related
Fig. 1 Asymptotic variance
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to ϕ) holds for −1 < γ < 0 and the others hold for γ < 0. Since the maximum
likelihood estimator is obtained by numeric calculating the roots for two equations,
its computation capacity is very large and sometimes the roots can not be obtained
(see Hüsler and Li 2006). Meanwhile, our (weighted) mean excess estimators are
explicit functions of the order statistics and can be easily calculated. In view of these
points, we believe that our (weighted) mean excess estimators are good replacements
for the maximum likelihood estimator and negative Hill estimator for γ < 0.
4 Proofs
Proof of Theorem 2.1 Note that F(t) = P(U1 ≤ t) = tα . Let f and Q be the density
function and the inverse function of F, respectively. Then f (t) = αtα−1 and Q(t) =
t1/α . Let
ρk(t) = k1/2 f (Q(t))
(
Ukt,k − Q(t)
)
,
where kt denotes the smallest integer not less than kt. Then by the weighted
approximations to the general quantile process (e.g. see Theorem 2.1 in Csörgo˝
and Horváth 1993, page 381), there exist a sequence of Brownian bridges {Bk(t), t ∈
[0, 1]} such that for 0 < v ≤ 1/2
k1/2−v sup
1
k+1 ≤t≤ kk+1
t−v
∣
∣∣ρk(t) − Bk(t)
∣
∣∣ = OP(1)
as k → ∞. Thus, for i = 1, 2, ..., k − 1, we obtain that
Ui,k = Q(i/k) + k−1/2
(
f (Q(i/k))
)−1[
Bk(i/k) + k−1/2+v(i/k)v OP(1)
]
= (i/k)1/α
(
1 + α−1k−1/2(i/k)−1 Bk(i/k) + α−1k−1+v(i/k)−1+v OP(1)
)
=: (i/k)1/α(1 + (k, i)) (4.1)
for sufficiently large k, where the OP-item is uniform in i.
Without loss of generality we assume Bk(t) = Wk(t) − tWk(1), where Wk is a
standard Brownian motion. By the laws of the iterated logarithm for Brownian
motion (see e.g. Borodin and Salminen 2002, page 53), it follows that for each ε such
that 0 < ε < 2/α
sup
{i: 1≤i≤k}
(i/k)−1/2+ε/2|Bk(i/k)| = OP(1).
Hence
sup
{i: 1≤i≤k}
|Ui,k − (i/k)1/α| = oP(1) (4.2)
and
sup
{i: k1−1/(1+2ε)≤i≤k−1}
(k, i) = oP(1). (4.3)
Methodol Comput Appl Probab (2008) 10:577–593 587
By Eq. 4.1 we have
i−1∑
j=1
U j,k =
i−1∑
j=1
( j/k)1/α + α−1k−1/2
i−1∑
j=1
( j/k)−1+1/α Bk( j/k)
+α−1k−1+v OP(1)
i−1∑
j=1
( j/k)−1+1/α+v
and
k−1/2
i−1∑
j=1
(
U j,k
Ui,k
− α
1 + α
)
= k
−1/2 ∑i−1
i=1
[
( j/k)1/α − α1+α (i/k)1/α
]
(i/k)1/α(1 + (k, i)) −
(i − 1)k−1/2 α1+α (i/k)1/α(k, i)
(i/k)1/α(1 + (k, i))
+ α
−1k−1
∑i−1
j=1( j/k)−1+1/α Bk( j/k)
(i/k)1/α(1 + (k, i)) +
α−1k−1/2+v OP(1)k−1
∑i−1
j=1( j/k)−1+1/α+v
(i/k)1/α(1 + (k, i))
=: τ1(k, i) − τ2(k, i) + τ3(k, i) + τ4(k, i).
We first show that
sup
k−1/(1+2ε)≤t<1
∣∣∣
∣k
−1/2
[kt]−1∑
j=1
(
U j,k
U[kt],k
− α
1 + α
)
− 1
αt1/α
∫ t
0
u−1+1/α Bk(u)du + 11 + α Bk(t)
∣∣
∣ = oP(1). (4.4)
In order to show Eq. 4.4, it suffices to verify that as k → ∞
sup
{i: k1−1/(1+2ε)≤i≤k−1}
sup
{t: i/k≤t<(i+1)/k}
∣∣τ1(k, i)
∣∣ = oP(1), (4.5)
sup
{i: k1−1/(1+2ε)≤i≤k−1}
sup
{t: i/k≤t<(i+1)/k}
∣∣τ2(k, i) − 11 + α Bk(t)
∣∣ = oP(1), (4.6)
sup
{i: k1−1/(1+2ε)≤i≤k−1}
sup
{t: i/k≤t<(i+1)/k}
∣∣τ3(k, i) − 1
αt1/α
∫ t
0
u−1+1/α Bk(u)du
∣∣ = oP(1), (4.7)
and
sup
{i: k1−1/(1+2ε)≤i≤k−1}
sup
{t: i/k≤t<(i+1)/k}
∣
∣τ4(k, i)
∣
∣ = oP(1). (4.8)
Relations (4.5) and (4.8) hold immediately by Eq. 4.3. By the modulus of conti-
nuity for Brownian motion (see e.g. Borodin and Salminen 2002, page 53) it follows
that
sup
i/k≤t<(i+1)/k
|Bk(i/k) − Bk(t)| = OP((k log k)−1/2). (4.9)
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Using Eqs. 4.3 and 4.9, we can show that Eqs. 4.6 and 4.7 follow. Thus Eq. 4.4 holds.
On the other hand, for 0 < ε < 1/2
sup
0<t<k−1/(1+2ε)
∣∣∣
∣∣∣
k−1/2
[kt]−1∑
j=1
(
U j,k
U[kt],k
− α
1 + α
)
∣∣∣
∣∣∣
≤ k−1/22k1−1/(1+2ε) = o(1) a.s.
and
sup
0<t<k−1/(1+2ε)
∣
∣∣∣
1
αt1/α
∫ t
0
u−1+1/α Bk(u)du − 11 + α Bk(t)
∣
∣∣∣
≤ sup
0<t<k−1/(1+2ε)
|Bk(t)| sup
0<t<k−1/(1+2ε)
1
αt1/α
∫ t
0
u−1+1/αdu + sup
0<t<k−1/(1+2ε)
1
1 + α |Bk(t)|
≤ sup
0<t<k−1/(1+2ε)
2|Bk(t)|
≤ sup
0<t<k−1/(1+2ε)
2 (|Wk(t)| + t|Wk(1)|) = oP(1).
So,
sup
0<t<1
∣∣∣
∣∣∣
k−1/2
[kt]−1∑
j=1
(
U j,k
U[kt],k
− α
1+α
)
−
(
1
αt1/α
∫ t
0
u−1+1/α Bk(u)du− 11+α Bk(t)
)
∣∣∣
∣∣∣
=oP(1)
and the statement of Theorem 2.1 follows by the fact
1
αt1/α
∫ t
0
u−1+1/α Bk(u)du − 11 + α Bk(t) =
1
αt1/α
∫ t
0
u−1+1/αWk(u)du − 11 + α Wk(t).
unionsq
By Theorem 2.1 and the Skorohod construction, there exist a sequence of
Gaussian processes {Wk(t) : t∈[0, 1]}, satisfying that for each k≥1 and 0≤ t≤s≤1,
EWk(t) = 0 and EWk(t)Wk(s) = t(t/s)−γ , such that
sup
t∈[0,1]
∣∣Tk(t) − Wk(t)
∣∣ P→ 0, as k → ∞. (4.10)
In the proofs of Theorem 2.2 and 2.3, we will use these Gaussian processes Wk’s
of Eq. 4.10.
Proof of Theorem 2.2 Note that for i ≥ 2,
Vi
Ui,k
= 1
i − 1
i−1∑
j=1
U j,k
Ui,k
− 1 = σ−1γ k−1/2
i−1∑
j=1
(
U j,k
Ui,k
− 1
1 − γ
)
· k1/2(i − 1)−1σγ + γ1 − γ
= (Wk(i/k) + oP(1)
)
k1/2(i − 1)−1σγ + γ1 − γ , (by Eq. (4.10))
where oP(1) is uniform in i. Denote
τ(i, k) = Ui,k
(
Wk(i/k) + oP(1)
)
k1/2(i − 1)−1σγ
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and τ¯ == 1k
∑k+1
i=2 τ(i, k). Then Vi =τ(i, k)+γ (1−γ )−1Ui,k and V¯ = τ¯+γ (1−γ )−1U¯ .
Since
1
k
k+1∑
i=2
(
Ui,k − U¯
)(
Vi − V¯
) = 1
k
k+1∑
i=2
(
Ui,k − U¯
) ( γ
1 − γ
(
Ui,k − U¯
) + τ(i, k) − τ¯
)
= γ
1 − γ
1
k
k+1∑
i=2
(
Ui,k − U¯
)2 + 1
k
k+1∑
i=2
(
Ui,k − U¯
)
τ(i, k),
it follows that
βˆ1 = γ1 − γ +
1
k
∑k+1
i=2
(
Ui,k − U¯
)
τ(i, k)
1
k
∑k+1
i=2
(
Ui,k − U¯
)2 . (4.11)
Recall that, with β1 = γ /(1 + γ ) and Eq. 4.11,
k1/2
(
βˆ1 − β1
) =
1
k
∑k+1
i=2
(
Ui,k − U¯
)
k1/2τ(i, k)
1
k
∑k+1
i=2
(
Ui,k − U¯
)2 .
By Eq. 4.2, it follows that
k1/2τ(i, k) = σγ (i/k)−γ−1Wk(i/k) + oP(1)
and
k1/2τ¯ = σγ 1k
k∑
i=2
(i/k)−γ−1Wk(i/k) + oP(1)
for large k, where oP(1) is uniform in i. Again, by Eq. 4.2,
k1/2
(
βˆ1 − β1
) = σγ
1
k
∑k+1
i=2
(
(i/k)−γ − 11−γ
)(
(i/k)−γ−1Wk(i/k)
) + oP(1)
σ 2γ + oP(1)
= σ−1γ
∫ 1
0
(
x−γ − 1
1 − γ
)
x−γ−1Wk(x)dx + oP(1).
On the other hand, by Eq. 2.3,
√
k
(
βˆ0 − β0
)= σ
γ
√
k
(
V¯ − βˆ1(U¯ − 1) − β1
)
= σ
γ
(√
kτ¯ (k) + √k(βˆ1 − β1)(1 − U¯)
)
= σ
γ
(
σγ
∫ 1
0
x−γ−1Wk(x)dx− γ1 − γ σ
−1
γ
∫ 1
0
(
x−γ − 1
1−γ
)
x−γ−1Wk(x)dx
)
+oP(1).
Thus Eq. 2.6 holds.
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Now consider γˆ and σˆ . By Eq. 1.5 we have
k1/2(γˆ − γ ) = k1/2
(
βˆ1
1 + βˆ1
− β1
1 + β1
)
=
k1/2
(
βˆ1 − β1
)
(
1 + βˆ1
)
(1 + β1)
and
k1/2(σˆ − σ) = k1/2
(
βˆ0
1 + βˆ1
− β0
1 + β1
)
=
k1/2
(
βˆ0 − β0
)
1 + βˆ1
−
β0k1/2
(
βˆ1 − β1
)
(
1 + βˆ1
)
(1 + β1)
.
Thus Eq. 2.7 immediately follows by Eq. 2.6 and so Theorem 2.2 holds. unionsq
Proof of Theorem 2.3 Let E1, E2, ..., En be i.i.d. random variables distributed with
FE(x) = 1 − 1/x, x ≥ 1. Then
{Xn−i,n}ki=0 d= {U(En−i,n)}ki=0,
where U(t) = F←(1 − 1/t) for t ≥ 1. It means that
k−1∑
i=0
(
Y˜i,k − ¯˜Y
) =
k−1∑
i=0
⎛
⎝Xn−k+i,n − 1k
k−1∑
j=0
Xn−k+ j,n
⎞
⎠
d=
k−1∑
i=0
⎛
⎝U(En−k+i,n) − 1k
k−1∑
j=0
U(En−k+ j,n)
⎞
⎠
=
k−1∑
i=0
⎛
⎝U∞(En−k+i,n) − 1k
k−1∑
j=0
U∞(En−k+ j,n)
⎞
⎠ × [U(En−k,n) − U(∞)
]
where
U∞(En−k+i,n) = U(∞) − U(En−k+i,n)U(∞) − U(En−k,n) .
Defining
U¯∞(n, k) = 1k
k−1∑
i=0
U∞(En−k+i,n),
V∞(En−k+i,n) = 1k − i
k∑
j=i+1
U∞(En−k+ j,n) − U∞(En−k+i,n)
and
V¯∞(n, k) = 1k
k−1∑
i=0
V∞(En−k+i,n),
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we can also rewrite the denominator and the second factor in the numerator of βˆX1 .
Thus βˆX1
d= βˆE1 , where
βˆE1 =
∑k−1
i=0
(
U∞(En−k+i,n) − U¯∞(n, k)
)(
V∞(En−k+i,n) − V¯∞(n, k)
)
∑k−1
i=0
(
U∞(En−k+i,n) − U¯∞(n, k)
)2
Note that Eγ ∼ Uα[0, 1] with α = −1/γ > 0, since P(Eγ ≤ x) = P(E ≥ x1/γ ) =
x−1/γ for x ∈ [0, 1]. Hence
{(
En−k+ j,n
En−k+i,n
)γ }
0≤i< j≤k
d=
{
Uk− j+1,n
Uk−i+1,n
}
0≤i< j≤k
d=
{
Uk− j+1,k
Uk−i+1,k
}
0≤i< j≤k
, (4.12)
where U1, U2, ... are i.i.d. random variables distributed with Uα[0, 1].
By Theorem 2.1, there exists a sequence of Gaussian processes Wk’s with mean
zero such that EWk(t)Wk(s) = t(t/s)−γ for 0 ≤ t ≤ s ≤ 1 and that by Eq. 4.10
1
k − i
k∑
j=i+1
((
En−k+ j,n
En−k+i,n
)γ
− 1
1 − γ
)
= k
1/2σγ
k − i + 1
(
Wk
(
k − i + 1
k
)
+ oP(1)
)
.
(4.13)
The oP-term above is uniform for all 0 ≤ i < j ≤ k.
By Eq. 2.8 and Lemma 2.1 in Drees (1998), it follows that for each ε > 0, there
exist A0 ∼ A, t0 > 0 such that for all t ≥ t0 and x ≥ 1,
∣∣∣
∣∣
U(∞)−U(tx)
U(∞)−U(t) − xγ
A0(t)
− xγ x
ρ − 1
ρ
∣∣∣
∣∣
≤ εxγ+ρ+ε.
Without loss of generality, we assume A0 = A. First consider the case ρ < 0. Let
0 < ε < −ρ. Then for large k, with x = En−k+i,n/En−k,n and t = En−k,n
U∞(En−k+i,n) =
(
En−k+i,n
En−k,n
)γ
⎛
⎜
⎝1+ A (En−k,n
)
×
⎡
⎢
⎣
(
En−k+i,n
En−k,n
)ρ − 1
ρ
+oP(1)
(
En−k+i,n
En−k,n
)ρ+ε
⎤
⎥
⎦
⎞
⎟
⎠ (4.14)
and the oP(1)-term is uniform for 0 ≤ i ≤ k. Hence
sup
0≤i≤k
∣
∣∣U∞(En−k+i,n) −
(
En−k+i,n
En−k,n
)γ ∣
∣∣ = oP(1) (4.15)
holds since A(t) → 0 and
U∞(En−k+ j,n)
U∞(En−k+i,n)
=
(
En−k+ j,n
En−k+i,n
)γ (
1 + A(En−k,n)
(
E ρn−k+ j,n − E ρn−k+i,n
ρE ρn−k,n
+ oP(1)
))
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follows for large k and the oP(1)-term is uniform for 0 ≤ i < j ≤ k. Hence using
Eq. 4.13
1
k − i
k∑
j=i+1
(
U∞
(
En−k+ j,n
)
U∞
(
En−k+i,n
) − 1
1 − γ
)
= 1
k − i
k∑
j=i+1
((
En−k+ j,n
En−k+i,n
)γ
− 1
1 − γ
)
+ A(En−k,n)
k − i
k∑
j=i+1
(
En−k+ j,n
En−k+i,n
)γ ( E ρn−k+ j,n − E ρn−k+i,n
ρE ρn−k,n
+ oP(1)
)
= k
1/2σγ
k − i + 1
(
Wk
(k − i + 1
k
) + oP(1)
)
+ A(En−k,n)
k − i
k∑
j=i+1
(
En−k+ j,n
En−k+i,n
)γ ( E ρn−k+ j,n − E ρn−k+i,n
ρE ρn−k,n
+ oP(1)
)
=: τ(i, k)
U∞(En−k+i,n)
.
So,
V∞(En−k+i,n) = γ1 − γ U∞(En−k+i,n) + τ(i, k)
and, with notation τ¯ = k−1 ∑k−1i=0 τ(i, k),
V¯∞(k, n) = γ1 − γ U¯∞(n, k) + τ¯ .
Similar to the proof of Theorem 2.2, we have
k1/2
(
βˆE1 − β1
) =
1
k
∑k−1
i=0 k1/2τ(i, k)
(
U∞(En−k+i,n) − U¯∞(n, k)
)
1
k
∑k−1
i=0
(
U∞(En−k+i,n) − U¯∞(n, k)
)2 .
By Eq. 4.12,
{(En−k+i,n/En−k,n)γ }0≤i≤k d= {Uk−i+1,k}0≤i≤k
and by Eqs. 4.2 and 4.15, we get
sup
0≤i≤k
∣∣U∞(En−k+i,n) −
(
(k − i)/k)−γ ∣∣ = oP(1).
Again, similar to the proof of Theorem 2.2, it follows that
k1/2τ(i, k) = σγ
(
k − i
k
)−γ−1
Wk
(
k − i
k
)
+ λ
ρ
(
k − i
k
)−γ−1 1
k
k∑
j=i+1
(
k − j
k − i
)γ ((k − j
k
)ρ
−
(
k − i
k
)ρ)
+ oP(1),
Methodol Comput Appl Probab (2008) 10:577–593 593
since (k/n)En−k,n
P→ 1 and k1/2 A(n/k) → λ. Hence
k1/2
(
βˆX1 − β1
) d= k1/2(βˆE1 − β1
) d→ σ−1γ
∫ 1
0
(
x−γ − 1
1 − γ
)
x−γ−1W(x)dx
+ λσ−2γ
∫ 1
0
(
x−γ − 1
1 − γ
)
x−γ−1
∫ x
0
( y
x
)γ yρ − xρ
ρ
dydx.
For ρ = 0, let ε be such that 0 < ε < min{−γ, 1/2}, then Eq. 4.14 and 4.15 still
hold with the replacement log(En−k+i,n/En−k,n) for
((
En−k+i,n
En−k,n
)ρ − 1
)
/ρ. Since
k−1/2U ε/γ1,k = k−1/2+ε
(
kU−1/γ1,k
)−ε = oP(1), it follows that for all 0 ≤ i ≤ k
∣∣
∣A(En−k,n)
(
En−k+i,n
En−k,n
)ε ∣∣
∣
d=
∣∣
∣k1/2 A(En−k,n)
(
k−1/2U ε/γk−i+1,k
)∣∣
∣ = oP(1).
Thus, by Taylor expansion, Eq. 4.14 implies
U∞(En−k+ j,n)
U∞(En−k+i,n)
=
(
En−k+ j,n
En−k+i,n
)γ (
1 + A(En−k,n) log
(
En−k+ j,n
En−k+i,n
)
+ oP
(
k−1/2
))
.
The rest of the proof follows the steps of the Proof of Theorem 2.2.
The asymptotic normality of γˆ X follows by that of βˆX1 . Thus Theorem 2.3 holds.unionsq
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