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1 Introduction
In this paper, we are interested in the small time asymptotics of the kinetic solution to the first-
order scalar conservation laws with stochastic forcing. More precisely, fix any T > 0 and let
(Ω,F , P, {Ft}t∈[0,T ], ({βk(t)}t∈[0,T ])k∈N) be a stochastic basis. Without loss of generality, here the filtra-
tion {Ft}t∈[0,T ] is assumed to be complete and {βk(t)}t∈[0,T ], k ∈ N, are independent (one-dimensional)
{Ft}t∈[0,T ]−Wiener processes. We use E to denote the expectation with respect to P. Fix any N ∈ N, let
T
N ⊂ RN denote the N−dimensional torus (suppose the periodic length is 1). We are concerned with the
Cauchy problem for the scalar conservation law with stochastic forcing

du + div(A(u))dt = Φ(u)dW(t) in TN × (0, T ],
u(·, 0) = η(·) on TN, (1.1)
for a random field u : (ω, x, t) ∈ Ω×TN×[0, T ] 7→ u(ω, x, t) := u(x, t) ∈ R, that is, the equation is periodic
in the space variable x ∈ TN , where the flux function A : R → RN and the coefficient Φ : R → R are
measurable and fulfill certain conditions specified later, and W is a cylindrical Wiener process defined
on a given (separable) Hilbert space U with the form W(t) =
∑
k≥1 βk(t)ek, t ∈ [0, T ], where (ek)k≥1 is a
complete orthonormal base in the Hilbert space U.
There is an extensive literature about equations (1.1) in the deterministic case, i.e., Φ ≡ 0, see e.g.
the monograph [16] and the most recent reference Ammar, Willbold and Carrillo [14] and references
therein. As well known, the Cauchy problem for the deterministic first-order PDE (1.1) does not admit
any (global) smooth solutions, but there exist infinitely many weak solutions to the deterministic Cauchy
problem and an additional entropy condition has to be added to get the uniqueness and further to identify
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the physical weak solution. The notion of entropy solutions for the deterministic problem in the L∞
framework was initiated by Otto in [21]. Moreover, Porretta and Vovelle [22] studied the problem in the
L1 setting, that is, the solutions are allowed to be unbounded. In order to deal with unbounded solutions,
they defined a notion of renormalized entropy solutions which generalizes Otto’s original definition of
entropy solutions. The kinetic formulation of weak entropy solution of the Cauchy problem for a general
multidimensional scalar conservation law, named as the kinetic system, is derived by Lions, Perthame
and Tadmor in [20]. They further discussed the relationship between entropy solutions and the kinetic
system.
Having a stochastic forcing term in (1.1) is very natural and important for various modeling problems
arising in a wide variety of fields, e.g., physics, engineering, biology and so on. The Cauchy problem
for the scalar stochastic conservation laws (1.1) driven by additive noise has been studied by Kim in
[19]. Later, Vallet and Wittbold [23] extended the results of Kim to the multi-dimensional Dirichlet
problem with additive noise. By utilising the vanishing viscosity method, Young measure techniques,
and Kruzkov doubling variables technique, they managed to show the existence and uniqueness of the
stochastic entropy solutions. Concerning the case of the equation with multiplicative noise, for Cauchy
problem over the whole spatial space, Feng and Nualart [18] introduced a notion of strong entropy
solutions in order to prove the uniqueness of the entropy solution. On the other hand, using a kinetic
formulation, Debussche and Vovelle [17] solved the Cauchy problem for (1.1) in any dimension. They
made use of a notion of kinetic solutions developed by Lions, Perthame and Tadmor for deterministic,
first-order scalar conservation laws in [20]. In view of the equivalence between kinetic formulation
and entropy solution, they obtained the existence and uniqueness of the entropy solutions. The long-
time behavior of periodic scalar first-order conservation laws with additive stochastic forcing under an
hypothesis of non-degeneracy of the flux function was studied by Debussche and Vovelle in [17]. For sub-
cubic fluxes, they show the existence of an invariant measure. Moreover, for sub-quadratic fluxes, they
prove the uniqueness and ergodicity of the invariant measure. Recently, Dong et al. [7] proved Freidlin-
Wentzell large deviation principles (LDP) for the kinetic solution to the scalar stochastic conservative
laws.
The purpose of this paper is to investigate the small time LDP of the kinetic solution to the scalar
stochastic conservation laws, which describes behaviors of the solution at a very small time. Specifically,
we focus on the limiting behavior of the kinetic solution to the scalar stochastic conservation laws in a
time interval [0, t] as t goes to zero. An important motivation to consider such a problem comes from
Varadhan identity
lim
t→0
2t log P
(
u(0) ∈ B, u(t) ∈ C) = −d2(B,C),
where u is the kinetic solution to the scalar stochastic conservation laws and d is an appropriate Riemann
distance associated with the diffusion generated by u. The mathematical study of the small time LDP
for finite dimensional processes was initiated by Varadhan [11]. Further, a lot of people start to study
the infinite dimensional diffusion processes, the readers can refer to [1, 2, 9, 10, 13] and the references
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therein. Up to now, the literature devoted to the small time LDP for infinite dimensional stochastic partial
differential equations is quite extensive, let us mention for instance Xu and Zhang [12] established the
small time LDP of 2D Navier-Stokes equations in the state space C([0, T ];H). Dong and Zhang [8]
proved the small time LDP of 3D stochastic primitive equations in the state space C([0, T ];H1). Our aim
is to prove the small time LDP of the kinetic solution to the scalar stochastic conservation laws holds in
the space L1([0, T ]; L1(TN)). To our knowledge, the present paper is the first work towards establishing
the small time LDP directly for the kinetic solution to the scalar stochastic conservation laws. Due to the
fact that the kinetic solutions are living in a rather irregular space comparing to various type solutions
for parabolic SPDEs, it is indeed a challenge to establish the small time LDP for the scalar stochastic
conservation laws with general noise force. In order to prove the small time LDP holds for the kinetic
solution in the space L1([0, T ]; L1(TN)), our proof strategy mainly consists of the following procedures.
The key step is to prove the solution uε(t) = u(εt) of (1.1) is exponentially equivalent to the law of the
solution of
vε(t) = η +
√
ε
∫ t
0
Φ(vε(s))dW(s).
To achieve the exponential equivalence, the doubling of variables method is employed which gives a
way to obtain L1−norm. During the proof process, the hard part is to deal with the martingale term.
Specifically, when we apply Burkholder-Davis-Gundy inequality to the martingale term, the constant εp
appears in front of the right hand side of estimates (see (4.34)). As a consequence, the right hand side
of the estimates does not converge to 0 because we will take ε = 1
p
finally. As we expect the error term
defined by (4.45) to converge to 0, thereby, this term must be excluded. To achieve the goal, we utilize
Gronwall inequality and force the constant εp to be in the exponent of e (see (4.41) and (4.42)).
This paper is organized as follows. The mathematical formulation of scalar stochastic conservation
law is in Section 2. In Section 3, we introduce the small time asymptotics and state our main result. In
Section 4, we prove the exponential equivalence.
2 Framework
Let us first introduce the notations which will be used later on. Let ‖ · ‖Lp denote the norm of usual
Lebesgue space Lp(TN) for p ∈ (0,∞]. In particular, set H = L2(TN) with the corresponding norm ‖ · ‖H .
Cb represents the space of bounded, continuous functions and C
1
b
stands for the space of bounded, con-
tinuously differentiable functions having bounded first order derivative. Moreover, we use the brackets
〈·, ·〉 to denote the duality between C∞c (TN ×R) and the space of distributions over TN ×R. Similarly, for
1 ≤ p ≤ ∞ and q := p
p−1 , the conjugate exponent of p, we denote
〈F,G〉 :=
∫
TN
∫
R
F(x, ξ)G(x, ξ)dxdξ, F ∈ Lp(TN × R),G ∈ Lq(TN × R),
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and also for a measure m on the Borel measurable space TN × [0, T ] × R
m(φ) := 〈m, φ〉 :=
∫
TN×[0,T ]×R
φ(x, t, ξ)dm(x, t, ξ), φ ∈ Cb(TN × [0, T ] × R).
2.1 Hypotheses
For the flux function A and the coefficient Φ of (1.1), we assume
Hypothesis H The flux function A belongs to C2(R;RN) and its derivative a is polynomial growth with
degree q. That is, there exist constants C(q) > 0 such that
|a(ξ)| ≤ C(q)(1 + |ξ|q), |a(ξ) − a(ζ)| ≤ Υ(ξ, ζ)|ξ − ζ |, (2.2)
where Υ(ξ, ζ) := C(q)(1 + |ξ|q−1 + |ζ |q−1).
For each u ∈ R, the map Φ(u) : U → H is defined by Φ(u)ek = gk(·, u), where (ek)k≥1 is a
complete orthonormal base in the Hilbert space U and each gk(·, u) is a regular function on TN .
More precisely, we assume that gk ∈ C(TN × R) satisfying the following bounds
|gk(x, u)| ≤ C0k (1 + |u|),
∑
k≥1
|C0k |2 ≤
D0
2
, (2.3)
|gk(x, u) − gk(y, v)| ≤ C1k (|x − y| + |u − v|),
∑
k≥1
|C1k |2 ≤
D1
2
, (2.4)
which implies that
G2(x, u) =
∑
k≥1
|gk(x, u)|2 ≤ D0(1 + |u|2), (2.5)
∑
k≥1
|gk(x, u) − gk(y, v)|2 ≤ D1
(
|x − y|2 + |u − v|2
)
, (2.6)
for x, y ∈ TN, u, v ∈ R.
Remark 1. In order to obtain the small time large deviations, our assumptions are stronger than those
used by [17] to prove the existence and uniqueness of (1.1).
Based on the above notations, equation (1.1) can be rewritten as

du(t, x) = divA(u(t, x))dt +
∑
k≥1 gk(x, u(t, x))dβk(t) in TN × (0, T ],
u(·, 0) = η(·) on TN . (2.7)
2.2 Kinetic solution and generalized kinetic solution
Let us recall the notion of a solution to equation (1.1) from [17]. Keeping in mind that we are working
on the stochastic basis (Ω,F , P, {Ft}t∈[0,T ], (βk(t))k∈N).
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Definition 2.1. (Kinetic measure) A map m from Ω to the set of non-negative, finite measures over
T
N × [0, T ] × R is said to be a kinetic measure, if
1. m is measurable, that is, for each φ ∈ Cb(TN × [0, T ] × R), 〈m, φ〉 : Ω→ R is measurable,
2. m vanishes for large ξ, i.e.,
lim
R→+∞
E[m(TN × [0, T ] × BcR)] = 0, (2.8)
where Bc
R
:= {ξ ∈ R, |ξ| ≥ R}
3. for every φ ∈ Cb(TN × R), the process
(ω, t) ∈ Ω × [0, T ] 7→
∫
TN×[0,t]×R
φ(x, ξ)dm(x, s, ξ) ∈ R
is predictable.
Let M+
0
(TN × [0, T ] × R) be the space of all bounded, nonnegative random measures m satisfying
(2.8).
Definition 2.2. (Kinetic solution) Let η ∈ L∞(TN). A measurable function u : TN × [0, T ] × Ω → R is
called a kinetic solution to (1.1) with initial datum η, if
1. (u(t))t∈[0,T ] is predictable,
2. for any p ≥ 1, there exists Cp ≥ 0 such that
E
(
ess sup
t∈[0,T ]
‖u(t)‖p
Lp(TN )
)
≤ Cp,
3. there exists a kinetic measure m such that f := Iu>ξ satisfies the following
∫ T
0
〈 f (t), ∂tϕ(t)〉dt + 〈 f0, ϕ(0)〉 +
∫ T
0
〈 f (t), a(ξ) · ∇ϕ(t)〉dt
= −
∑
k≥1
∫ T
0
∫
TN
gk(x, u(t, x))ϕ(x, t, u(x, t))dxdβk (t) (2.9)
−1
2
∑
k≥1
∫ T
0
∫
TN
∂ξϕ(x, t, u(x, t))G
2(x, u(t, x))dxdt + m(∂ξϕ), a.s.,
for all ϕ ∈ C1c (TN × [0, T ] × R), where u(t) = u(·, t, ·), G2 =
∑∞
k=1 |gk |2 and a(ξ) := A′(ξ).
In order to prove the existence of a kinetic solution, the generalized kinetic solution was introduced
in [17].
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Definition 2.3. (Young measure) Let (X, λ) be a finite measure space. Let P1(R) denote the set of all
(Borel) probability measures on R. A map ν : X → P1(R) is said to be a Young measure on X, if for each
φ ∈ Cb(R), the map z ∈ X 7→ νz(φ) ∈ R is measurable. Next, we say that a Young measure ν vanishes at
infinity if, for each p ≥ 1, the following holds
∫
X
∫
R
|ξ|pdνz(ξ)dλ(z) < +∞. (2.10)
Definition 2.4. (Kinetic function) Let (X, λ) be a finite measure space. A measurable function f : X×R→
[0, 1] is called a kinetic function, if there exists a Young measure ν on X that vanishes at infinity such that
∀ξ ∈ R
f (z, ξ) = νz(ξ,+∞)
holds for λ − a.e. z ∈ X,. We say that f is an equilibrium if there exists a measurable function u : X → R
such that f (z, ξ) = Iu(z)>ξ a.e., or equivalently, νz = δu(z) for λ − a.e. z ∈ X.
Let f : X × R→ [0, 1] be a kinetic function, we use f¯ to denote its conjugate function f¯ := 1 − f .
Definition 2.5. (Generalized kinetic solution) Let f0 : Ω × TN × R → [0, 1] be a kinetic function with
(X, λ) = (Ω × TN , P ⊗ dx). A measurable function f : Ω × TN × [0, T ] × R → [0, 1] is said to be a
generalized kinetic solution to (1.1) with initial datum f0, if
1. ( f (t))t∈[0,T ] is predictable,
2. f is a kinetic function with (X, λ) = (Ω × TN × [0, T ], P ⊗ dx ⊗ dt) and for any p ≥ 1, there exists a
constant Cp > 0 such that ν := −∂ξ f fulfills the following
E
(
ess sup
t∈[0,T ]
∫
TN
∫
R
|ξ|pdνx,t(ξ)dx
)
≤ Cp, (2.11)
3. there exists a kinetic measure m such that for ϕ ∈ C1c (TN × [0, T ] × R),
∫ T
0
〈 f (t), ∂tϕ(t)〉dt + 〈 f0, ϕ(0)〉 +
∫ T
0
〈 f (t), a(ξ) · ∇ϕ(t)〉dt
= −
∑
k≥1
∫ T
0
∫
TN
∫
R
gk(x, ξ)ϕ(x, t, ξ)dνx,t(ξ)dxdβk(t)
−1
2
∫ T
0
∫
TN
∫
R
∂ξϕ(x, t, ξ)G
2(x, ξ)dνx,t(ξ)dxdt + m(∂ξϕ), a.s.. (2.12)
Referring to [17], almost surely, any generalized solution admits possibly different left and right
weak limits at any point t ∈ [0, T ]. This property is important for establishing a comparison principle
which allows to prove uniqueness. The following result is proved in [17].
Proposition 2.1. (Left and right weak limits) Let f0 be a kinetic initial datum and f be a generalized
kinetic solution to (1.1) with initial f0. Then f admits, almost surely, left and right limits respectively at
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every point t ∈ [0, T ]. More precisely, for any t ∈ [0, T ], there exist kinetic functions f t± on Ω × TN × R
such that P−a.s.
〈 f (t − ε), ϕ〉 → 〈 f t−, ϕ〉
and
〈 f (t + ε), ϕ〉 → 〈 f t+, ϕ〉
as ε → 0 for all ϕ ∈ C1c (TN × R). Moreover, almost surely,
〈 f t+ − f t−, ϕ〉 = −
∫
TN×[0,T ]×R
∂ξϕ(x, ξ)I{t}(s)dm(x, s, ξ).
In particular, almost surely, the set of t ∈ [0, T ] fulfilling that f t+ , f t− is countable.
For a generalized kinetic solution f , define f ± by f ±(t) = f t±, t ∈ [0, T ]. Since we are dealing with
the filtration associated to Brownian motion, both f ± are clearly predictable as well. Also f = f + = f −
almost everywhere in time and we can take any of them in an integral with respect to the Lebesgue
measure or in a stochastic integral.
2.3 Global well-posedness of (1.1)
The following result was shown in [17].
Theorem 2.2. (Existence, Uniqueness) Let η ∈ L∞(TN). Assume Hypothesis H holds. Then there is a
unique kinetic solution u to equation (1.1) with initial datum η. Besides, if f is a generalized kinetic
solution to (1.1) with initial datum Iη>ξ , then there exist u
+ and u−, representatives of u such that for all
t ∈ [0, T ], f ±(x, t, ξ) = Iu±(x,t)>ξ a.s. for a.e. (x, t, ξ).
3 Small time asymptotics and statement of our main result
In the rest part, take T = 1. Let ε > 0, by the scaling property of the Brownian motion, it is readily to
deduce that u(εt) coincides in law with the solution of the following equations:
uεη(t, x) + ε
∫ t
0
div(A(uεη(s)))ds = η(x) +
√
ε
∫ t
0
∑
k≥1
gk(x, u
ε
η(s, x))dβk(s). (3.13)
According to Theorem 2.2, there is a unique generalized kinetic solution f1 such that for ν
1,ε := −∂ξ f1,
there exits a kinetic measure mε
1
such that for all ϕ ∈ C1c (TN × [0, 1] × R),
∫ 1
0
〈 f1(t), ∂tϕ(t)〉dt + 〈 f1,0, ϕ(0)〉 + ε
∫ 1
0
〈 f1(t), a(ξ) · ∇ϕ(t)〉dt
= −√ε
∑
k≥1
∫ 1
0
∫
TN
∫
R
gk(x, ξ)ϕ(x, t, ξ)dνx,t(ξ)dxdβk(t)
−ε
2
∫ 1
0
∫
TN
∫
R
∂ξϕ(x, t, ξ)G
2(x, ξ)dνx,t(ξ)dxdt + m
ε
1(∂ξϕ), a.s.. (3.14)
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Taking a test function of the form (x, s, ξ) → ϕ(x, ξ)α(s) in (3.14), where ϕ ∈ C1c (TN × R) and α is the
function
α(s) =

1, s ≤ t,
1 − s−t
ε
, t ≤ s ≤ t + ε,
0, t + ε ≤ s,
(3.15)
and letting ε → 0, we obtain for all t ∈ [0, 1] and ϕ ∈ C1c (TN × R),
−〈 f +1 (t), ϕ〉 + 〈 f1,0, ϕ〉 + ε
∫ t
0
〈 f1(s), a(ξ) · ∇ϕ〉ds
= −√ε
∑
k≥1
∫ t
0
∫
TN
∫
R
gk(x, ξ)ϕ(x, ξ)dν
1,ε
x,s(ξ)dxdβk(s)
−ε
2
∫ t
0
∫
TN
∫
R
∂ξϕ(x, ξ)G
2(x, ξ)dν1,εx,s (ξ)dxds + 〈mε1, ∂ξϕ〉([0, t]), a.s., (3.16)
where 〈mε
1
, ∂ξϕ〉([0, t]) =
∫
TN×[0,t]×R ∂ξϕ(x, ξ)dm
ε
1
(x, s, ξ).
For h ∈ L2([0, T ];U) with the form h(t) = ∑k≥1 hk(t)ek, let uh(t) be the solution of the following
deterministic equations:

duh(t, x) =
∑
k≥1 gk(x, uh(t, x))hk(t)dt,
uh(0) = u0,
Define
R(h) =
1
2
∑
k≥1
∫ 1
0
|hk(t)|2dt.
For ̺ ∈ L1([0, 1]; L1(TN)), define
L̺ =
{
h ∈ L2([0, T ];U) : ̺(·) = uh(·)
}
Set
I(̺) =

infh∈L̺ R(h), i f L̺ , ∅
+∞, i f L̺ = ∅
(3.17)
The main result of this article reads as follows.
Theorem 3.1. For any initial value η ∈ L∞(TN), under Hypotheses H, µεη satisfies a large deviation
principle with the rate function I(·) defined by (3.17), that is,
(i) For any closed subset F ⊂ L1([0, 1]; L1(TN)),
lim
ε→0
sup
ηn→η
ε log µεηn(F) ≤ − inf̺∈F I(̺).
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(ii) For any open subset G ⊂ L1([0, 1]; L1(TN)),
lim
ε→0
inf
ηn→η
ε log µεηn(G) ≥ − inf̺∈G I(̺).
Proof. Let vεη be the solution of the stochastic equation
vεη(t, x) = η(x) +
√
ε
∫ t
0
∑
k≥1
gk(x, v
ε
η(s, x))dβk(s), (3.18)
and ϑεη be the law of v
ε
η(·) on L1([0, 1]; L1(TN)). Taking A = 0 in the scalar stochastic conservation
laws (1.1) in [7], due to Theorem 3.2 in [7], we know that ϑεη satisfies a large deviation principle in
L1([0, 1]; L1(TN)) with the rate function I(·). Our task is to show that two families of the probability
measures µεη and ϑ
ε
η are exponentially equivalent, that is, for any ι > 0,
lim
ε→0
ε log P
(
‖uεη − vεη‖L1([0,T ];L1(TN )) > ι
)
= −∞. (3.19)
Then Theorem 3.1 follows from (3.19) and Theorem 4.2.13 in [6] for ηn = η. Slight modifications of the
proof yields the general case. The proof of (3.19) is presented in Proposition 4.2.

From now on, for the sake of simplicity, we denote that uε = uεη and v
ε
= vεη when the initial
value is not emphasized.
4 Proof of the main result
Let f2 be the generalized kinetic solution of (3.18) with the corresponding kinetic measure m
ε
2
. Taking
a = 0 in (3.16), it yields the following kinetic formulation of (3.18): for all t ∈ [0, 1] and ϕ ∈ C1c (TN ×R),
−〈 f +2 (t), ϕ〉 + 〈 f2,0, ϕ〉
= −√ε
∑
k≥1
∫ t
0
∫
TN
∫
R
gk(x, ξ)ϕ(x, ξ)dν
2,ε
x,s(ξ)dxdβk(s)
−ε
2
∫ t
0
∫
TN
∫
R
∂ξϕ(x, ξ)G
2(x, ξ)dν2,εx,s (ξ)dxds + 〈mε2, ∂ξϕ〉([0, t]), a.s., (4.20)
where ν2,ε = −∂ξ f2 and 〈mε2, ∂ξϕ〉([0, t]) =
∫
TN×[0,t]×R ∂ξϕ(x, ξ)dm
ε
2
(x, s, ξ).
By utilizing the doubling of variables method, we deduce that
Proposition 4.1. Under Hypothesis H. Let f1 and f2 be the generalized kinetic solution of (3.13) and
(3.18), respectively. Then, for any 0 ≤ t ≤ 1, and nonnegative test functions ρ ∈ C∞(TN), ψ ∈ C∞c (R), we
have ∫
(TN )2
∫
R2
ρ(x − y)ψ(ξ − ζ)( f ±1 (x, t, ξ) f¯ ±2 (y, t, ζ) + f¯ ±1 (x, t, ξ) f ±2 (y, t, ζ))dξdζdxdy
≤
∫
(TN )2
∫
R2
ρ(x − y)ψ(ξ − ζ)( f1,0(x, ξ) f¯2,0(y, ζ) + f¯1,0(x, ξ) f2,0(y, ζ))dξdζdxdy
+I(t) + J(t) + K(t), (4.21)
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where
I(t) = ε
∫ t
0
∫
(TN )2
∫
R2
( f ±1 f¯
±
2 + f¯
±
1 f
±
2 )(a(ξ) · ∇x)αdξdζdxdyds
J(t) = ε
∫ t
0
∫
(TN )2
∫
R2
α
∑
k≥0
|gk(x, ξ) − gk(y, ζ)|2dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds
K(t) = 2
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
(gk(x, ξ) − gk(y, ζ))ρ(x − y)γ1(ξ, ζ)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdydβk(s),
with α = ρ(x − y)ψ(ξ − ζ), ν1,εx,s = −∂ξ f +1 (s, x, ξ), ν2,εy,s = ∂ζ f¯ +2 (s, y, ζ) and γ1(ξ, ζ) =
∫ ξ
−∞ ψ(ξ
′ − ζ)dξ′ =∫ ξ−ζ
−∞ ψ(y)dy.
Proof. Denote by f1(x, t, ξ) = Iuε(x,t)>ξ and f2(y, t, ζ) = Ivε(y,t)>ζ , respectively, with the corresponding
kinetic measures mε
1
and mε
2
. Let ϕ1 ∈ C∞c (TNx ×Rξ) and ϕ2 ∈ C∞c (TNy ×Rζ). According to (3.16), it yields
〈 f +1 (t), ϕ1〉 = 〈 f1,0, ϕ1〉 + ε
∫ t
0
〈 f1(s), a(ξ) · ∇xϕ1(s)〉ds
+
√
ε
∑
k≥1
∫ t
0
∫
TN
∫
R
gk(x, ξ)ϕ1(x, ξ)dν
1,ε
x,s (ξ)dxdβk(s)
+
ε
2
∫ t
0
∫
TN
∫
R
∂ξϕ1(x, ξ)G
2(x, ξ)dν1,εx,s (ξ)dxds − 〈mε1, ∂ξϕ1〉([0, t]), a.s., (4.22)
where f1,0 = Iη>ξ and ν
1,ε
x,s(ξ) = −∂ξ f +1 (s, x, ξ) = ∂ξ f¯ +1 (s, x, ξ). Utilizing (4.20), we deduce that
〈 f¯ +2 (t), ϕ2〉 = 〈 f¯2,0, ϕ〉 −
√
ε
∑
k≥1
∫ t
0
∫
TN
∫
R
gk(y, ζ)ϕ2(y, ζ)dν
2,ε
y,s (ζ)dydβk(s)
−ε
2
∫ t
0
∫
TN
∫
R
∂ζϕ2(y, ζ)G
2(y, ζ)dν2,εy,s (ζ)dyds + 〈mε2, ∂ζϕ2〉([0, t]), a.s., (4.23)
where f2,0 = Iη>ζ and ν
2,ε
y,s (ζ) = ∂ζ f¯
+
2
(s, y, ζ) = −∂ζ f +2 (s, y, ζ). Denote the duality distribution over
T
N
x × Rξ × TNy × Rζ by 〈〈·, ·〉〉. Setting α(x, ξ, y, ζ) = ϕ1(x, ξ)ϕ2(y, ζ) and using the integration by parts
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formula, we have
〈〈 f +1 (t) f¯ +2 (t), α〉〉 = 〈〈 f1,0 f¯2,0, α〉〉 + ε
∫ t
0
∫
(TN )2
∫
R2
f1 f¯2(a(ξ) · ∇x)αdξdζdxdyds
−ε
2
∫ t
0
∫
(TN )2
∫
R2
f +1 (s, x, ξ)∂ζαG
2
2(y, ζ)dξdν
2,ε
y,s (ζ)dxdyds
+
ε
2
∫ t
0
∫
(TN )2
∫
R2
f¯ +2 (s, y, ζ)∂ξαG
2
1(x, ξ)dζdν
1,ε
x,s (ξ)dxdyds
−ε
∫ t
0
∫
(TN )2
∫
R2
G1,2(x, y, ξ, ζ)αdν
1,ε
x,s ⊗ dν2,εy,s (ξ, ζ)dxdyds
+
∫ t
0
∫
(TN )2
∫
R2
f +1 (s, x, ξ)∂ζαdm
ε
2(y, ζ, s)dξdx
−
∫ t
0
∫
(TN )2
∫
R2
f¯ +2 (s, y, ζ)∂ξαdm
ε
1(x, ξ, s)dζdy
−√ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
f +1 (s, x, ξ)gk(y, ζ)αdν
2,ε
y,s (ζ)dydxdξdβk (s)
+
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
f¯ +2 (s, y, ζ)gk(x, ξ)αdν
1,ε
x,s(ξ)dydxdζdβk (s)
=: 〈〈 f1,0 f¯2,0, α〉〉 +
8∑
i=1
Ii, (4.24)
where G2
1
(x, ξ) =
∑
k≥1 |gk(x, ξ)|2, G22(y, ζ) =
∑
k≥1 |gk(y, ζ)|2 and G1,2(x, ξ, y, ζ) =
∑
k≥1 gk(x, ξ)gk(y, ζ).
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Similarly, we have
〈〈 f¯ +1 (t) f +2 (t), α〉〉 = 〈〈 f¯1,0 f2,0, α〉〉 + ε
∫ t
0
∫
(TN )2
∫
R2
f¯1 f2(a(ξ) · ∇x)αdξdζdxdyds
+
ε
2
∫ t
0
∫
(TN )2
∫
R2
f¯ +1 (s, x, ξ)∂ζαG
2
2(y, ζ)dξdν
2,ε
y,s (ζ)dxdyds
−ε
2
∫ t
0
∫
(TN )2
∫
R2
f +2 (s, y, ζ)∂ξαG
2
1(x, ξ)dζdν
1,ε
x,s (ξ)dxdyds
+ε
∫ t
0
∫
(TN )2
∫
R2
G1,2(x, y, ξ, ζ)αdν
1,ε
x,s ⊗ dν2,εy,s (ξ, ζ)dxdyds
−
∫ t
0
∫
(TN )2
∫
R2
f¯ +1 (s, x, ξ)∂ζαdm
ε
2(y, ζ, s)dξdx
+
∫ t
0
∫
(TN )2
∫
R2
f +2 (s, y, ζ)∂ξαdm
ε
1(x, ξ, s)dζdy
+
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
f¯ +1 (s, x, ξ)gk(y, ζ)αdν
2,ε
y,s (ζ)dydxdξdβk (s)
−√ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
f +2 (s, y, ζ)gk(x, ξ)αdν
1,ε
x,s(ξ)dydxdζdβk (s)
=: 〈〈 f¯1,0 f2,0, α〉〉 +
8∑
i=1
I¯i. (4.25)
By a density argument, (4.24) and (4.25) remain true for any test function α ∈ C∞c (TNx ×Rξ×TNy ×Rζ).
The assumption that α is compactly supported can be relaxed thanks to (2.8) on mi and (2.10) on νi,
i = 1, 2. Using a truncation argument of α, it is easy to see that (4.24) and (4.25) remain true if α ∈
C∞
b
(TNx × Rξ × TNy × Rζ) is compactly supported in a neighbourhood of the diagonal
{
(x, ξ, x, ξ); x ∈ TN, ξ ∈ R
}
.
Taking α = ρ(x − y)ψ(ξ − ζ), then we have the following remarkable identities
(∇x + ∇y)α = 0, (∂ξ + ∂ζ)α = 0. (4.26)
Clearly, it holds that
I1(t) + I¯1(t) = ε
∫ t
0
∫
(TN )2
∫
R2
( f1 f¯2 + f¯1 f2)(a(ξ) · ∇x)αdξdζdxdyds
=: I(t).
Referring to Proposition 13 in [17], we know that I5, I6, I¯5, I¯6 in (4.24) and (4.25) are all non-positive.
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Moreover, it is readily to deduce that
I2 + I3 + I4 = I¯2 + I¯3 + I¯4
=
ε
2
∫ t
0
∫
(TN )2
∫
R2
α(G21 +G
2
2 − 2G1,2)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds
=
ε
2
∫ t
0
∫
(TN )2
∫
R2
α
∑
k≥0
|gk(x, ξ) − gk(y, ζ)|2dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds,
hence,
4∑
i=2
(Ii + I¯i) = ε
∫ t
0
∫
(TN )2
∫
R2
α
∑
k≥0
|gk(x, ξ) − gk(y, ζ)|2dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds =: J(t).
Define γ1(ξ, ζ) =
∫ ξ
−∞ ψ(ξ
′ − ζ)dξ′, then
I7(t) =
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
∂ξ f
+
1 (s, x, ξ)gk(y, ζ)ρ(x − y)γ1(ξ, ζ)dν2,εy,s (ζ)dydxdξdβk (s)
= −√ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
gk(y, ζ)ρ(x − y)γ1(ξ, ζ)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdydβk(s).
Define γ2(ξ, ζ) =
∫
+∞
ζ
ψ(ξ − ζ′)dζ′, then
I8(t) =
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
∂ζ f¯
+
2 (s, y, ζ)gk(x, ξ)ρ(x − y)γ2(ξ, ζ)dν1,εx,s (ξ)dydxdζdβk (s)
=
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
gk(x, ξ)ρ(x − y)γ2(ξ, ζ)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdydβk(s).
Since γ1(ξ, ζ) = γ2(ξ, ζ) =
∫ ξ−ζ
−∞ ψ(y)dy, we get
I7(t) + I8(t) =
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
(gk(x, ξ) − gk(y, ζ))ρ(x − y)γ1(ξ, ζ)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdydβk(s).
Similarly, we deduce that
I¯7(t) + I¯8(t) =
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
(gk(x, ξ) − gk(y, ζ))ρ(x − y)γ1(ξ, ζ)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdydβk(s).
Thus, it yields
8∑
i=7
(Ii + I¯i) = 2
√
ε
∑
k≥1
∫ t
0
∫
(TN )2
∫
R2
(gk(x, ξ) − gk(y, ζ))ρ(x − y)γ1(ξ, ζ)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdydβk(s)
=: K(t).
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Combing the above estimates, it follows that
∫
(TN )2
∫
R2
ρ(x − y)ψ(ξ − ζ)( f +1 (x, t, ξ) f¯ +2 (y, t, ζ) + f¯ +1 (x, t, ξ) f +2 (y, t, ζ))dξdζdxdy
≤
∫
(TN )2
∫
R2
ρ(x − y)ψ(ξ − ζ)( f1,0(x, ξ) f¯2,0(y, ζ) + f¯1,0(x, ξ) f2,0(y, ζ))dξdζdxdy
+I(t) + J(t) + K(t). (4.27)
Taking tn ↑ t, we have (4.27) holds for f +i (tn) and let n→ ∞, we get (4.27) holds for f −i (t).

Now, we are in a position to prove (3.19), which implies our result Theorem 3.1 holds.
Proposition 4.2. For any ι > 0, it holds that
lim
ε→0
ε log P
(
‖uε − vε‖L1([0,1];L1(TN )) > ι
)
= −∞. (4.28)
Proof. Let ργ, ψδ be approximations to the identity on T
N and R, respectively. That is, let ρ ∈ C∞(TN),
ψ ∈ C∞c (R) be symmetric nonnegative functions such as
∫
TN
ρ = 1,
∫
R
ψ = 1 and suppψ ⊂ (−1, 1). We
define
ργ(x) =
1
γN
ρ
( x
γ
)
, ψδ(ξ) =
1
δ
ψ
(ξ
δ
)
.
Letting ρ := ργ(x − y) and ψ := ψδ(ξ − ζ) in Proposition 4.1, we get from (4.21) that
∫
(TN )2
∫
R2
ρ(x − y)ψ(ξ − ζ)( f ±1 (x, t, ξ) f¯ ±2 (y, t, ζ) + f¯ ±1 (x, t, ξ) f ±2 (y, t, ζ))dξdζdxdy
≤
∫
(TN )2
∫
R2
ρ(x − y)ψ(ξ − ζ)( f1,0(x, ξ) f¯2,0(y, ζ) + f¯1,0(x, ξ) f2,0(y, ζ))dξdζdxdy
+I˜(t) + J˜(t) + K˜(t).
where I˜, J˜, K˜ are the corresponding I, J,K in the statement of Proposition 4.1 with ρ, ψ replaced by ργ,
ψδ, respectively. Let γ˜1(ξ, ζ) =
∫ ξ
−∞ ψδ(ξ
′ − ζ)dξ′, for simplicity, we denote by γ˜1(ξ, ζ) = γ1(ξ, ζ).
We begin with the estimates of I˜(t). Note that
I˜(t) = ε
∫ t
0
∫
(TN )2
∫
R2
f ±1 f¯
±
2 (a(ξ) · ∇x)αdξdζdxdyds
+ε
∫ t
0
∫
(TN )2
∫
R2
f¯ ±1 f
±
2 (a(ξ) · ∇x)αdξdζdxdyds
=: I˜1(t) + I˜2(t).
By Hypothesis H, we know that a(·) is polynomial growth with degree q, then |a(ξ)| ≤ C(q)(1 + |ξ|q)
with C(q) < ∞. As a result, it yields
|I˜1(t)| ≤ εC(q)
∫ t
0
∫
(TN )2
∫
R2
f ±1 f¯
±
2 (1 + |ξ|q)ψδ(ξ − ζ)|∇xργ(x − y)|dξdζdxdyds.
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Define
Γ(ξ, ζ) =
∫ ∞
ζ
∫ ξ
−∞
(1 + |ξ′|q)ψδ(ξ′ − ζ′)dξ′dζ′,
then
|I˜1(t)| ≤ εC(q)
∫ t
0
∫
(TN )2
|∇xργ(x − y)|
∫
R2
Γ(ξ, ζ)dν1,εx,s ⊗ dν2,εy,s (ξ, ζ)dξdζdxdyds.
Clearly, it yields
Γ(ξ, ζ) =
∫ ∞
ζ
∫
|ξ′′ |<δ,ξ′′<ξ−ζ′
(1 + |ξ′′|q + |ζ′|q)ψδ(ξ′′)dξ′′dζ′
≤
∫ ξ+δ
ζ
(1 + |δ|q + |ζ′|q)
( ∫
R
ψδ(ξ
′′)dξ′′
)
dζ′
≤
∫ ξ+δ
ζ
(1 + |δ|q + |ζ′|q)dζ′
≤ C(1 + |ξ|q+1 + |ζ |q+1 + |δ|q+1).
By using the property that the measures ν1,εx,s and ν
2,ε
y,s vanish at the infinity, we derive that
|I˜1(t)| ≤ εtC(q)
∫
TN
|∇xργ(x)|dx ≤ εtC(q)γ−1.
Similarly, we deduce that
|I˜2(t)| ≤ εtC(q)γ−1.
Hence, we conclude that
|I˜(t)| ≤ 2εC(q)γ−1.
By (2.6) in Hypothesis H, we arrive at
J˜(t) ≤ ε
∫ t
0
∫
(TN )2
∫
R2
α
∑
k≥0
|gk(x, ξ) − gk(y, ζ)|2dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds
≤ εD1
∫ t
0
∫
(TN )2
ργ(x − y)|x − y|2
∫
R2
ψδ(ξ − ζ)dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds
+εD1
∫ t
0
∫
(TN )2
∫
R2
ργ(x − y)ψδ(ξ − ζ)|ξ − ζ |2dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds
=: J˜1(t) + J˜2(t).
Note that ∫
R2
ψδ(ξ, ζ)dν
1,ε
x,s ⊗ ν2,εy,s (ξ, ζ) ≤ δ−1,∫
(TN )2
ργ(x − y)|x − y|2dxdy ≤ γ2,
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it follows that
J˜1(t) ≤ εD1δ−1γ2. (4.29)
Referring to (35) in [17], it yields
J˜2 ≤ εD1
∫ t
0
∫
(TN )2
∫
R2
ργ(x − y)ψδ(ξ − ζ)|ξ − ζ |dν1,εx,s ⊗ ν2,εy,s (ξ, ζ)dxdyds
≤ εD1Cψδ, (4.30)
where Cψ := supξ∈R ‖ξψ(ξ)‖. Combing (4.29) and (4.30), we arrive at
J˜(t) ≤ εD1δ−1γ2 + εD1Cψδ.
Combing all the above estimates, we conclude that
∫
(TN )2
∫
R2
ργ(x − y)ψδ(ξ − ζ)( f ±1 (x, t, ξ) f¯ ±2 (y, t, ζ) + f¯ ±1 (x, t, ξ) f ±2 (y, t, ζ))dξdζdxdy
≤
∫
(TN )2
∫
R2
ργ(x − y)ψδ(ξ − ζ)( f1,0(x, ξ) f¯2,0(y, ζ) + f¯1,0(x, ξ) f2,0(y, ζ))dξdζdxdy
+2C(q)εγ−1 + εD1δ−1γ2 + εD1Cψδ + K˜(t). (4.31)
For any s ∈ [0, 1], denote by
R(s) :=
∫
(TN )2
∫
R2
ργ(x − y)ψδ(ξ − ζ)( f ±1 (x, s, ξ) f¯ ±2 (y, s, ζ) + f¯ ±1 (x, s, ξ) f ±2 (y, s, ζ))dξdζdxdy.
Then, we deduce from (4.31) that
ess sup
0≤s≤t
R(s) ≤
∫
TN
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)dξdx + E0(γ, δ)
+2C(q)εγ−1 + εD1δ−1γ2 + εD1Cψδ + sup
0≤s≤t
|K˜|(s),
where E0(γ, δ) → 0, as γ, δ → 0. Further, it holds that
(
Eess sup
0≤s≤t
Rp(s)
) 1
p ≤
∫
TN
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)dξdx + E0(γ, δ)
+2C(q)εγ−1 + εD1δ−1γ2 + εD1Cψδ +
(
E sup
s∈[0,t]
|K˜|p(s)
) 1
p
. (4.32)
To estimate the stochastic integral terms, we will use the following remarkable result from [3, 4] that
there exists a universal constant C0 such that, for any p ≥ 2 and for any continuous martingale Mt with
M0 = 0,
E(|M∗t |p) ≤ C
p
2
0
p
p
2E〈M〉
p
2
t , (4.33)
where M∗t = sups∈[0,t] |Ms|.
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Utilizing (4.33), we derive that
E sup
s∈[0,t]
|K˜|p(s) (4.34)
= ε
p
2E sup
s∈[0,t]
∣∣∣∣
∑
k≥1
∫ s
0
∫
(TN )2
∫
R2
γ1(ξ, ζ)ργ(x − y)(gk(x, ξ) − gk(y, ζ))dν1,εx,r ⊗ dν2,εy,r (ξ, ζ)dxdydβk(r)
∣∣∣∣p
≤ ε p2 p p2C
p
2
0
E
[ ∫ t
0
∑
k≥1
∣∣∣∣
∫
(TN )2
∫
R2
|gk(x, ξ) − gk(y, ζ)|ργ(x − y)γ1(ξ, ζ)dν1,εx,r ⊗ dν2,εy,r (ξ, ζ)dxdy
∣∣∣∣2dr]
p
2
.
Recall (2.4) in Hypothesis H, it gives that
|gk(x, ξ) − gk(y, ζ)| ≤ C1k (|x − y| + |ξ − ζ |),
∑
k≥1
|C1k |2 ≤
D1
2
:= D2,
hence, by (4.34), we deduce that
E sup
s∈[0,t]
|K˜|p(s)
≤ ε p2 p p2C
p
2
0
D
p
2
2
E
[ ∫ t
0
∣∣∣∣
∫
(TN )2
∫
R2
(|x − y| + |ξ − ζ |)ργ(x − y)γ1(ξ, ζ)dν1,εx,r ⊗ dν2,εy,r (ξ, ζ)dxdy
∣∣∣∣2dr]
p
2
.
Since γ1(ξ, ζ) ≤ 1, it yields
∫
(TN )2
∫
R2
|x − y|ργ(x − y)γ1(ξ, ζ)dν1,εx,r ⊗ dν2,εy,r (ξ, ζ)dxdy ≤ γ. (4.35)
Taking into account that ν1,εx,r (ξ) = δuε,±(x,r)=ξ , ν
2,ε
y,r (ζ) = δvε,±(y,r)=ζ , and with the help of the following
identities
∫
R
Iuε,±>ξIvε,±>ξdξ = (u
ε,± − vε,±)+,
∫
R
Iuε,±>ξIvε,±>ξdξ = (u
ε,± − vε,±)−, (4.36)
we deduce that
∫
(TN )2
∫
R2
|ξ − ζ |ργ(x − y)γ1(ξ, ζ)dν1,εx,r ⊗ dν2,εy,r (ξ, ζ)dxdy
≤
∫
(TN )2
∫
R2
|ξ − ζ |ργ(x − y)dν1,εx,r ⊗ dν2,εy,r (ξ, ζ)dxdy
=
∫
(TN )2
|uε,±(x, r) − vε,±(y, r)|ργ(x − y)dxdy
=
∫
(TN )2
(
(uε,±(x, r) − vε,±(y, r))+ + (uε,±(x, r) − vε,±(y, r))−
)
ργ(x − y)dxdy
=
∫
(TN )2
∫
R
( f¯ ±1 (x, r, ξ) f
±
2 (y, r, ξ) + f
±
1 (x, r, ξ) f¯
±
2 (y, r, ξ))ργ(x − y)dξdxdy.
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By utilizing
∫
R
ψδ(ξ − ζ)dζ = 1 and
∫ ξ
ξ−δ ψδ(ξ − ζ)dζ = 12 , we get∣∣∣∣
∫
(TN )2
∫
R
ργ(x − y) f ±1 (x, s, ξ) f¯ ±2 (y, s, ξ)dξdxdy
−
∫
(TN )2
∫
R2
f ±1 (x, s, ξ) f¯
±
2 (y, s, ζ)ργ(x − y)ψδ(ξ − ζ)dxdydξdζ
∣∣∣∣
=
∣∣∣∣
∫
(TN )2
ργ(x − y)
∫
R
Iuε,±(x,s)>ξ
∫
R
ψδ(ξ − ζ)(Ivε,±(y,s)≤ξ − Ivε,±(y,s)≤ζ)dζdξdxdy
∣∣∣∣
≤
∫
(TN )2
∫
R
ργ(x − y)Iuε,±(x,s)>ξ
∫ ξ
ξ−δ
ψδ(ξ − ζ)Iζ<vε,±(y,s)≤ξdζdξdxdy
+
∫
(TN )2
∫
R
ργ(x − y)Iuε,±(x,s)>ξ
∫ ξ+δ
ξ
ψδ(ξ − ζ)Iξ<vε,±(y,s)≤ζdζdξdxdy|
≤ 1
2
∫
(TN )2
ργ(x − y)
∫ min{uε,±(x,s),vε,±(y,s)+δ}
vε,±(y,s)
dξdxdy
+
1
2
∫
(TN )2
ργ(x − y)
∫ min{uε,±(x,s),vε,±(y,s)}
vε,±(y,s)−δ
dξdxdy
≤ 1
2
δ +
1
2
δ = δ. (4.37)
Similarly, ∣∣∣∣
∫
(TN )2
∫
R
ργ(x − y) f¯ ±1 (x, s, ξ) f ±2 (y, s, ξ)dξdxdy
−
∫
(TN )2
∫
R2
f¯ ±1 (x, s, ξ) f
±
2 (y, s, ζ)ργ(x − y)ψδ(ξ − ζ)dxdydξdζ
∣∣∣∣
=
∣∣∣∣
∫
(TN )2
ργ(x − y)
∫
R
Iuε,±(x,s)≤ξ
∫
R
ψδ(ξ − ζ)(Ivε,±(y,s)>ξ − Ivε,±(y,s)>ζ)dζdξdxdy
∣∣∣∣
≤
∫
(TN )2
∫
R
ργ(x − y)Iuε,±(x,s)≤ξ
∫ ξ
ξ−δ
ψδ(ξ − ζ)Iζ<vε,±(y,s)≤ξdζdξdxdy
+
∫
(TN )2
∫
R
ργ(x − y)Iuε,±(x,s)≤ξ
∫ ξ+δ
ξ
ψδ(ξ − ζ)Iξ<vε,±(y,s)≤ζdζdξdxdy|
≤ 1
2
∫
(TN )2
ργ(x − y)
∫ vε,±(y,s)+δ
max{uε,±(x,s),vε,±(y,s)}
dξdxdy
+
1
2
∫
(TN )2
ργ(x − y)
∫ vε,±(y,s)
max{uε,±(x,s),vε,±(y,s)−δ}
dξdxdy
≤ 1
2
δ +
1
2
δ = δ. (4.38)
Then, we deduce from (4.37) and (4.38) that∫
(TN )2
∫
R2
|ξ − ζ |ργ(x − y)γ1(ξ, ζ)dν1,εx,r ⊗ dν2,εy,r (ξ, ζ)dxdy
≤ 2δ +
∫
(TN )2
∫
R2
( f¯ ±1 (x, r, ξ) f
±
2 (y, r, ζ) + f
±
1 (x, r, ξ) f¯
±
2 (y, r, ζ))ργ(x − y)ψδ(ξ − ζ)dξdζdxdy
= 2δ + R(r), (4.39)
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Combing (4.35) and (4.39), we deduce that for 0 ≤ t ≤ 1, it holds that
E sup
s∈[0,t]
|K˜|p(s) ≤ ε p2 p p2C
p
2
0
D
p
2
2
E
[ ∫ t
0
∣∣∣∣γ + 2δ + R(r)
∣∣∣∣2dr]
p
2
.
With the aid of the inequality (a + b)2n ≤ 22n−1(a2n + b2n), we deduce that
E sup
s∈[0,t]
|K˜|p(s) ≤ ε p2 p p2C
p
2
0
D
p
2
2
2p|γ + 2δ|p + ε p2 p p2C
p
2
0
D
p
2
2
2pE
( ∫ t
0
R2(r)dr
) p
2
. (4.40)
Then, it follows from (4.32) and (4.40) that
Eess sup
s∈[0,t]
Rp(s)

1
p
≤
∫
TN
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)dξdx + E0(γ, δ)
+2C(q)εγ−1 + εD1δ−1γ2 + εD1Cψδ + 4ε
1
2 p
1
2C
1
2
0
D
1
2
2
|γ + 2δ|
+4ε
1
2 p
1
2C
1
2
0
D
1
2
2
(
E
( ∫ t
0
R2(r)dr
) p
2
) 1
p
.
For any p ≥ 2, by Minkowski’s integral inequality, it holds that
(
E
[ ∫ t
0
R2(r)dr
] p
2
) 1
p
=
[(
E(
∫ t
0
R2(r)dr)
p
2
) 2
p
] 1
2
≤
[ ∫ t
0
(
ERp(r)
) 2
p
dr
] 1
2
≤
[ ∫ t
0
(
Eess sup
0≤s≤r
Rp(s)
) 2
p
dr
] 1
2
.
Thus, we reach
(
Eess sup
s∈[0,t]
Rp(s)
) 2
p ≤
[ ∫
TN
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)dξdx + E0(γ, δ)
+2C(q)εγ−1 + εD1δ−1γ2 + εD1Cψδ + 4ε
1
2 p
1
2C
1
2
0
D
1
2
2
|γ + 2δ|
]2
+16εpC0D2
∫ t
0
(
Eess sup
0≤s≤r
Rp(s)
) 2
p
dr. (4.41)
Let G(t) :=
(
Eess sups∈[0,t] R
p(s)
) 2
p
, applying Gronwall inequality, we get
G(t) ≤ e16εpC0D2
[ ∫
TN
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)dξdx + E0(γ, δ)
+2C(q)εγ−1 + εD1δ−1γ2 + εD1Cψδ + 4ε
1
2 p
1
2C
1
2
0
D
1
2
2
|γ + 2δ|
]2
, (4.42)
which implies that
(
Eess sup
s∈[0,1]
Rp(s)
) 1
p ≤ e8εpC0D2
[ ∫
TN
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)dξdx + E0(γ, δ)
+2C(q)εγ−1 + εD1δ−1γ2 + εD1Cψδ + 4ε
1
2 p
1
2C
1
2
0
D
1
2
2
|γ + 2δ|
]
.
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Taking
δ = γ = ε
1
2 ,
it follows that
Eess sup
s∈[0,1]
∣∣∣∣
∫
TN
∫
R
( f ±1 (s, x, ξ) f¯
±
2 (s, x, ξ) + f¯
±
1 (s, x, ξ) f
±
2 (s, x, ξ))dξdx
∣∣∣∣p

1
p
≤ sup
s∈[0,1]
Es(γ, δ) +
(
Eess sup
s∈[0,1]
Rp(s)
) 1
p
≤ sup
s∈[0,1]
Es(γ, δ) + e8εpC0D2
[ ∫
TN
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)dξdx + E0(γ, δ)
+2C(q)ε
1
2 + D1ε
3
2 + D1Cψε
3
2 + 12εp
1
2C
1
2
0
D
1
2
2
]
, (4.43)
where Es(γ, δ) → 0, as γ, δ → 0.
Notice that f1 = Iuε>ξ and f2 = Ivε>ξ with initial data f1,0 = Iη>ξ and f2,0 = Iη>ξ , respectively. With
the help of (4.36) and (4.43), we deduce that
Eess sup
s∈[0,1]
‖uε(s) − vε(s)‖p
L1(TN )

1
p
≤ r(ε, p, γ, δ), (4.44)
where
r(ε, p, γ, δ) := sup
s∈[0,1]
Es(γ, δ) + e8εpC0D2
[
E0(γ, δ) + 2C(q)ε
1
2 + D1ε
3
2 + D1Cψε
3
2 + 12εp
1
2C
1
2
0
D
1
2
2
]
. (4.45)
Using the same method as the proof of Theorem 5.1 in [7], it gives that
sup
s∈[0,1]
Es(γ, δ) → 0, as γ, δ → 0.
Letting p = 1
ε
, we have
r(ε, p, γ, δ) = sup
s∈[0,1]
Es(γ, δ) + e8C0D2
[
E0(γ, δ) + 2C(q)ε
1
2 + D1ε
3
2 + D1Cψε
3
2 + 12ε
1
2C
1
2
0
D
1
2
2
]
→ 0, as ε → 0.
By using Chebyshev inequality and (4.44), for any ι > 0, we deduce that
ε log P
(
‖uε − vε‖L1([0,1];L1(TN )) > ι
)
≤ ε log
[
E
(
‖uε(t) − vε(t)‖p
L1([0,T ];L1(TN ))
)
/ιp
]
≤ − log ι + log
(Eess sup
t∈[0,1]
‖uε(t) − vε(t)‖p
L1(TN )
) 1
p

≤ − log ι + log r(ε, p, γ, δ)
→ −∞, as ε → 0.
We complete the proof. 
20
Acknowledgements This work is partly supported by National Natural Science Foundation of China
(No. 11801032). Key Laboratory of Random Complex Structures and Data Science, Academy of Math-
ematics and Systems Science, Chinese Academy of Sciences (No. 2008DP173182). China Postdoctoral
Science Foundation funded project (No. 2018M641204).
References
[1] S. Aida, H. Kawabi: Short time asymptotics of a certain infinite dimensional diffusion process.
Stochastic analysis and related topics, VII (Kusadasi, 1998), 77-124, Progr. Probab., 48, Birkhäuser
Boston, Boston, MA, 2001.
[2] S. Aida, T. Zhang: On the small time asymptotics of diffusion processes on path groups. Potential
Anal. 16, no. 1, 67-78 (2002).
[3] M.T. Barlow and M. Yor: Semi-martingale inequalities via the Garsia-Rodemich-Rumsey lemma,
and applications to local time. J. Funct. Anal. 49 198-229 (1982).
[4] B. Davis: On the Lp norms of stochastic integrals and other martingales. Duke Math. J. 43 697-704
(1976).
[5] A. Debussche, S. De Moor and M. Hofmanová: A regularity result for quasilinear stochastic partial
differnential equations of parabolic type. SIAM J.Math.Anal. 47, no.2, 1590-1614 (2015).
[6] A. Dembo, O. Zeitouni: Large deviations techniques and applications. Jones and Bartlett, Boston,
(1993).
[7] Z. Dong, J.-L. Wu, R. Zhang, T. Zhang: Large derivation principles for first-order scalar conserva-
tion laws with stochastic forcing. To appear in Annals of Applied Probability.
[8] Z. Dong, R. Zhang: On the small time asymptotics of 3D stochastic primitive equations. Math.
Methods Appl. Sci. 41, no. 16, 6336-6357 (2018).
[9] S. Fang, T. Zhang: On the small time behavior of Ornstein-Uhlenbeck processes with unbounded
linear drifts. Probab. Theory Related Fields 114, no. 4, 487-504 (1999).
[10] M. Hino, J. Ramírez: Small-time Gaussian behavior of symmetric diffusion semigroups. Ann.
Probab. 31, no. 3, 1254-1295 (2003).
[11] S.R.S. Varadhan: Diffusion processes in a small time interval. Comm. Pure Appl. Math. 20 659-
685 (1967).
[12] T. Xu, T. Zhang: On the small time asymptotics of the two-dimensional stochastic Navier-Stokes
equations. Ann.Inst.Henri Poincaré Probab. Stat. 45(4) 1002-1019 (2009).
21
[13] T. Zhang: On the small time asymptotics of diffusion processes on Hilbert spaces. Ann. Probab. 28,
no. 2, 537-557 (2000).
[14] K. Ammar, P. Willbold, J. Carrillo: Scalar conservation laws with general boundary condition and
continuous flux function. J. Differential Equations 228, no. 1, 111-139 (2006).
[15] M. Boué, P. Dupuis: A variational representation for certain functionals of Brownian motion. Ann.
Probab. 26 (4) 1641-1659 (1998).
[16] C.M. Dafermos: Hyperbolic Conservation Laws in Continuum Physics.2nd edn. Berlin, Springer
(2005).
[17] A. Debussche, J. Vovelle: Scalar conservation laws with stochastic forcing (revised version).
http://math.univ-lyon1.fr/vovelle/DebusscheVovelleRevised. J. Funct. Anal. 259, no. 4, 1014-1042
(2010).
[18] J. Feng, D. Nualart: Stochastic scalar conservation laws. J. Funct. Anal. 255, no. 2, 313-373 (2008).
[19] J.U. Kim: On a stochastic scalar conservation law. Indiana Univ. Math. J. 52 227-256 (2003).
[20] P.L. Lions, B. Perthame, E. Tadmor: A kinetic formulation of multidimensional scalar conservation
laws and related equations. J. of A.M.S., 7, 169-191 (1994).
[21] F. Otto: Initial-boundary value problem for a scalar conservation law. C. R. Acad. Sci. Paris Sér. I
Math. 322, no. 8, 729-734 (1996).
[22] A. Porretta, J. Vovelle: L1 solutions to first order hyperbolic equations in bounded domains. Comm.
Partial Differential Equations 28, no. 1-2, 381-408 (2003).
[23] G. Vallet, P. Wittbold: On a stochastic first-order hyperbolic equation in a bounded domain. Infin.
Dimens. Anal. Quantum Probab. Relat. Top. 12, no. 4, 613-651 (2009).
22
