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Abstract
This paper considers aspects of a Kagome lattice system with states classified
by plane partitions. Using two sets of free fermions, we rewrite the lattice as
two families of spin chains. In this formalism, the quantum crystals Hamiltonian
becomes more transparent, and we explicitly present the first 3 levels of plane
partition states. A classical statistical model is also defined in terms of the Kagome
lattice local configurations, and we show that it gives origin to two Yang-Baxter
integrable subsystems related to a descendant of the 6-vertex model.
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1 Introduction
Realistic exactly solvable models are incredibly rare, and that explains why the few examples we
have are so celebrated. The Ising model, unarguably the best example, was once regarded as
too simple, but nowadays, universality shows how it dictates the behavior of a vast collection of
systems in science [1]. As a matter of fact, it is often believed that each university class has, at
least, one integrable model where the critical exponents can be calculated.
From the mathematical perspective, it is known that exactly solvability generally means that
there are conservation laws, symmetry groups, underlying the system dynamics. In this particular
case, the wealth of mathematical structures might be less surprising, but these conservation laws
generally imply a bidirectional interaction between physics and mathematics, see for example [2,3].
In this work we study integrability properties of a statistical models of plane partitions.
This is another pervasive system in theoretical physics, and has a rich and long tradition in
mathematics [4]. Statistical models of plane partitions emerge from supersymmetric gauge theories,
black holes and in the AdS/Higher Spins correspondence [5–9]; and inspired by these developments,
we aim to study quantum aspects of this system.
More specifically, we study the quantum crystal melting problem. It is a dynamical system
akin to the combinatorics of plane partitions, and that can be rephrased in terms of dimers in
an hexagonal lattice 1a. Although the exactly solvability of this problem and its relation to
physical problems become more evident in the later description [8, 10], the understanding of how
the Yang-Baxter equation, a hallmark for integrability, emerge in the quantum crystal melting
problem is still lacking.
(a) 1-Box configuration in terms of dimers. (b) Empty partition in the Kagome lattice.
Figure 1: Partitions as Dimers and in the Kagome lattice.
A quantum crystal melting Hamiltonian has been found by the authors [11], and among their
findings, the following observations are particularly noteworthy. The 1D and 2D Hamiltonians
are exactly solvable; in fact, the authors have shown that 2D system is the XXZ model in
disguise. This fact naturally implies the Bethe solvability of the 2D quantum crystal melting
Hamiltonian [12]. Additionally, the 1D and 2D have the same mass gap. These results (and
further numerical analysis) led the authors to conjecture that the 3D version of the quantum
crystal melting problem is also integrable, and has the mass gap of its lower dimensional cousins.
The Hamiltonian in [11] is written as
H = −J
∑
|〉〈|+ |〉〈|+ V
∑√
q|〉〈|+ 1√
q
|〉〈| , (1.1)
where the first two terms describe the creation and annihilation of boxes in a given plane partition
configuration; and the diagonal terms define an asymmetric diffusion process, where |〉〈| gives
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the number of places where we can consistently add a box, and |〉〈| gives the number of boxes
that can be removed from a given configuration.
We have addressed several questions of the 3D Hamiltonian in [13], in particular a novel
fermion-boson correspondence for plane partitions, which generalizes the usual two dimensional
duality, has been found. We have also shown that the bosonized partition states are closely related
to the MacMahon representation of the affine Yangian Y[gˆl(1)] as defined by [9, 14, 15]. One
realization of Yangians is given in terms of the RTT-relation, where T denotes the monodromy
matrix and R a solution of the Yang-Baxter equation [16]. Although the presence of the Y[gˆl(1)]
algebra denotes an underlying integrable structure in this problem, a more pragmatical relation
between the Yangian algebra above and the quantum crystal melting still eludes us.
Using the well known equivalence between plane partitions and dimers in an hexagonal lattice,
see figure 1b, we have also shown how the quantum crystal growth can be translated into an
occupation problem in a Kagome lattice, and this is the viewpoint we want to push forward in
the current work.
In section 2 we consider a rotation of −pi/6 in the Kagome lattice system [13], and we rewrite
it using two independent families of free fermions defined by their generating functions ψ(a)(z)
and θ(a)(z). With this definition, we show that the lattice model is equivalent to two sets of spin
chains that we call the X(a) and Y (b)-type spin chains. The vacuum configuration is represented
graphically in 2a, where the big white circle denotes the plaquette where the flip (box creation)
can be performed.
(a) Slice of the empty configuration in the rotated lattice.
(r=m+ 12)
Y (a−1)
X(a)
Y (a)
m m+1 m+2
r r+1
(b) Parametrization of a hexagon cell.
Figure 2: Empty partition and hexagon cell parametrization.
In section 3, using the parametrization of figure 2b, we rewrite the quantum Hamiltonian (1.1)
as a series of coupled spin chains. We show that after a Jordan-Wigner transformation the system
can be written in terms of two families of su(2) generators – it should be contrasted with the 2D
case of [11]. In the analysis of section 4, the growth operators for the crystal melting Hamiltonian
are represented in terms of this new parametrization, and we also find explicit expressions for the
Kagome lattice states corresponding to the 0-, 1- and 2-boxes plane partition configurations.
Section 5 describes the allowed local hexagon configurations in the lattice, and we also assign
a Boltzmann weight to each local configuration. As an interesting consequence, we associate
a classical statistical system to the crystal melting defined in terms of the Kagome lattice. In
section 6, we use the transfer matrix method to study this associated classical system, and we
also show that it can be built from a descendant of the 6-vertex model. In section 7 we conclude
with a short discussion and an overview on future research directions.
3
2 Free fermions formulation
Now we define a new parametrization for the study of plane partition growth in the Kagome
lattice. A throughout description of the relation between plane partitions and its Kagome lattice
formulation can be found in [13].
2.1 X-type spin chains
In order to define the X(a)-type spin chains, let us start with some well known facts [2, 3, 11].
The components of the free fermions ψ(a)(z) =
∑
m ψ
(a)
m zm, with a ∈ Z, satisfy the canonical
anticommutation relations
{ψ(a)m , ψ∗(b)n } = δabδmn {ψ(a)m , ψ(b)n } = {ψ(a)m , ψ(b)n } = 0 ∀ m,n, a, b ∈ Z . (2.1)
The operators η
(a)
m = ψ
(a)
m ψ
∗(a)
m and η¯
(a)
m = ψ
∗(a)
m ψ
(a)
m count, respectively, the number of holes and
particles in a given site in the chain. The vacuum |0〉 is the state satisfying
ψ(a)n |0〉 = 0, n ≤ 0 , ψ∗(a)n |0〉 = 0, n > 0 , ∀a ∈ Z . (2.2)
This corresponds to a configuration where all positive (-labeled) sites, n > 0, are occupied by
particles, see figure 3. Additionally, the shifted vacuum is defined by the relations
|m〉(a) =
{
ψ
(a)
m · · ·ψ(a)2 ψ(a)1 |0〉 m > 0
ψ
∗(a)
m+1 · · ·ψ∗(a)−1 ψ∗(a)0 |0〉 m < 0
. (2.3)
· · ·
−2 −1 0 1 2
· · ·
Figure 3: Vacuum.
The X(a)-spin chains are defined by the relations above, and two additional properties that
we describe now. There is a zigzag between the even (-labeled) rows X(2a) and the odd (-labeled)
rows X(2a+1). More specifically, if particles in the even rows are localized at the positions mdX ,
where m ∈ Z and dX is the lattice distance, the odd chains particles are positioned at (m+1/2)dX .
Additionally, inspection of figure 2a shows that the lattice distance dX in the X-rows is twice the
Y -chains lattice distance dY that, without any loss of generality, we normalize as dY = 1.
In order to address these two points at once, we parametrize even (odd) rows with even (odd)
indices. Moreover, when we assumed dY = 1, we have automatically rescaled the lattice distance
in the lines X(a) by a factor of two. Consequently, if [0], [1] ∈ Z/2Z are the equivalence classes of
even and odd integers, respectively, we define the vacuum in the even X rows, the even vacuum
|0〉, as
ψ(a)n |0〉(a) = 0 n ∈ [0] ≤ 0 , ψ∗(a)n |0〉(a) = 0 n ∈ [0] > 0 , ∀a ∈ [0] (2.4)
represented as 4a; and the vacuum |1〉 in the odd X rows, the odd vacuum as
ψ
(a)
n |1〉(a) = 0 n ∈ [1] ≤ 0 ,
ψ
∗(a)
n |1〉(a) = 0 n ∈ [1] > 0
, ∀a ∈ [1] (2.5)
4
· · ·
−4 −2 0 2 4
· · ·
(a) Even vacuum.
· · ·
−3 −1 1 3 5
· · ·
(b) Odd vacuum.
Figure 4: Even and odd vacua.
represented as 4b.
Finally, the shifted even and odd vacua are respectively
|m〉(a) =
{
ψ
(a)
m · · ·ψ(a)4 ψ(a)2 |0〉 m ∈ [0] > 0
ψ
∗(a)
m+2 · · ·ψ∗(a)−2 ψ∗(a)0 |0〉 m ∈ [0] < 0
, ∀ a ∈ [0] (2.6a)
and
|m〉(a) =
{
ψ
(a)
m · · ·ψ(a)5 ψ(a)3 |1〉 m ∈ [1] > 1
ψ
∗(a)
m+2 · · ·ψ∗(a)−1 ψ∗(a)1 |1〉 m ∈ [1] < 1
, ∀ a ∈ [1] . (2.6b)
As we see in a later section, the definitions above fully characterize the X-spin chains in the
Kagome lattice. Before addressing this point, let us now move to the Y -spin chains.
2.2 Y-type spin chains
This case is more straightforward, and we simply consider fermionic operators defined by their
anticommutation relations
{θ(a)r , θ∗(b)s } = δabδrs {θ(a)r , θ(b)s } = {θ(a)r , θ(b)s } = 0 ∀ r, s ∈ Z+
1
2
. (2.7)
The differences with relation to the X-rows start with the number operators ζ
(a)
r = θ
∗(a)
r θ
(a)
r
and ζ¯
(a)
r = θ
(a)
r θ
∗(a)
r . These operators count, respectively, the number of particles and holes in
the Y (a) chain. Observe that their structures are different from the number operators η and η¯.
These definitions have been used in [11] to rewrite the integer partition problem in terms of the
XXZ-Hamiltonian with kink boundary conditions.
Fortunately, there is no zigzag between even and odd Y-rows as in the X-rows case, and we do
not need to modify the conventions above. The vacuum |0˜〉 is given by
θ(a)r |0˜〉(a) = 0, r > 0 , θ∗(a)r |0˜〉(a) = 0, r < 0 , ∀a ∈ Z , (2.8)
and it corresponds to the configuration in figure 5, where all negative half-integers (r < 0) positions
are occupied by particles.
· · ·
− 3
2
− 1
2
|
0
1
2
3
2
· · ·
Figure 5: Vacuum in the Y -rows.
Finally, the shifted vacua of the Y -rows are
|˜`〉(a) =
{
θ
(a)
`+1/2 · · · θ
(a)
−3/2θ
(a)
−1/2|0˜〉 ` < 0
θ
∗(a)
`−1/2θ
∗(a)
`−3/2 · · · θ
∗(a)
1/2 |0˜〉 ` > 0
` ∈ Z . (2.9)
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3 Classifying states with plane partitions
Now we want to use the definitions above to write the states classified by plane partitions. We
first define the empty partition state, that is the subtler state in the Hilbert space. Explicit
expressions for states with more boxes are laborious, but are trivial from the formal perspective.
0-box
Let us start with the empty partition |∅〉. Using figure 2a, it is easy to see that the X-rows
contribute as
|∅X〉 =
⊗
a∈Z
||a|〉(a)
= · · · ⊗ |2〉(−2) ⊗ |1〉(−1) ⊗ |0〉(0) ⊗ |1〉(1) ⊗ |2〉(2) ⊗ · · ·
(3.1)
The Y-rows are more involved. We start with the definition of two fiducial states, namely
|y1〉(a) :=
∏
i∈Z≥0
θ−(4i+1)/2|0˜〉 , (3.2)
that corresponds to the configuration in figure 6a and
|y2〉(a) :=
∏
i∈Z≥0
θ−(4i+3)/2|0˜〉 , (3.3)
that corresponds to the configuration in figure 6b.
− 112 − 92 − 72 − 52 − 32 − 12 12 32 52
. . . . . .
(a) Reference state |y1〉.
− 112 − 92 − 72 − 52 − 32 − 12 12 32 52
. . . . . .
(b) Reference state |y2〉.
Figure 6: Fiducial states |y1〉 and |y2〉.
We also need to define the states
|(4`+ 1)/2〉(a) =
∏`
i=0
θ(4i+1)/2|y1〉(a) (3.4a)
and
|(4`+ 3)/2〉(a) =
∏`
i=0
θ(4i+3)/2|y2〉(a) , (3.4b)
for ` ∈ Z≥0. The Y-rows contribute to the empty configuration state as
|∅Y 〉 =
⊗
a∈Z≥0
(
|(2a+ 1)/2〉(a) ⊗ |(2a+ 1)/2〉(−a−1)
)
= |1/2〉(0) ⊗ |1/2〉(−1) ⊗ |3/2〉(1) ⊗ |3/2〉(−2) ⊗ · · ·
(3.5)
All in all, the empty configuration is written as
6
0-box configuration
|∅〉 = |∅X〉 ⊗ |∅Y 〉 . (3.6)
Before studying states with more boxes, let us define the number operator∑
|〉〈| =
∑
a∈Z;m∈[a]
r∈Z+ 1
2
ζ(a)r ζ¯
(a)
r+1ζ
(a−1)
r ζ¯
(a−1)
r+1 η
(a)
m η¯
(a)
m+2 (3.7a)
that counts the number of available places in a given configuration, and∑
|〉〈| =
∑
a∈Z;m∈[a]
r∈Z+ 1
2
ζ
(a)
r+1ζ¯
(a)
r ζ
(a−1)
r+1 ζ¯
(a−1)
r η
(a)
m+2η¯
(a)
m (3.7b)
that gives the number of boxes that can be consistently removed from the corresponding plane
partition.
Their action on the empty partition state give∑
|〉〈|∅〉 = ζ(0)1/2ζ¯
(0)
3/2ζ
(−1)
1/2 ζ¯
(−1)
3/2 η
(0)
0 η¯
(0)
2 |∅〉 = |∅〉 , (3.8a)
and ∑
|〉〈|∅〉 = ζ(0)3/2ζ¯
(0)
1/2ζ
(−1)
3/2 ζ¯
(−1)
1/2 η
(0)
2 η¯
(0)
0 |∅〉 = 0 . (3.8b)
It naturally means that in the 0-box state we do not have any box to be removed and there is one
available place to add a box. Finally, the box–annihilation and -creation operators are defined as
follows ∑
|〉〈| =
∑
a∈Z;m∈[a]
r∈Z+ 1
2
θ∗(a)r θ
(a)
r+1θ
∗(a−1)
r θ
(a−1)
r+1 ψ
∗(a)
m+2ψ
(a)
m (3.9a)
and ∑
|〉〈| =
∑
a∈Z;m∈[a]
r∈Z+ 1
2
θ
∗(a)
r+1θ
(a)
r θ
∗(a−1)
r+1 θ
(a−1)
r ψ
∗(a)
m ψ
(a)
m+2 . (3.9b)
Let us now act with
∑ |〉〈| and ∑ |〉〈| on |∅〉. Initially we have∑
|〉〈|∅〉 = 0 , (3.10)
that logically annihilates the empty configuration. In other words, it is the highest weight state in
this representation, and states with more boxes are obtained from the action of the box-creation
operator.
1-box
From the considerations above, the 1-box configuration is
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1-box configuration
| 〉 ≡
∑
|〉〈|∅〉
=θ
∗(0)
3/2 θ
(0)
1/2θ
∗(−1)
3/2 θ
(−1)
1/2 ψ
∗(0)
0 ψ
(0)
2 |∅〉
(3.11)
We say that it is the 1-box plane partition state with lattice configuration given by figure 7.
The big white circle in 2a denotes the plaquette where the particles hopping (box creation) can
be performed, and the big yellow circle denotes the plaquette where the box-annihilation operator
acts in a nontrivial manner.
Figure 7: Lattice configuration | 〉.
The number operators now give(∑
|〉〈|
)
| 〉 = ζ(0)3/2ζ¯
(0)
1/2ζ
(−1)
3/2 ζ¯
(−1)
1/2 η
(0)
2 η¯
(0)
0 | 〉 = | 〉 , (3.12a)
which says that we have one box to remove from this configuration. Furthermore, the condition(∑
|〉〈|
)
| 〉 = ζ(−1)3/2 ζ¯
(−1)
5/2 ζ
(−2)
3/2 ζ¯
(−2)
5/2 η
(−1)
1 η¯
(−1)
3 | 〉
+ ζ
(0)
−3/2ζ¯
(0)
−1/2ζ
(−1)
−3/2ζ¯
(−1)
−1/2η
(0)
−2 η¯
(0)
0 | 〉
+ ζ
(1)
3/2ζ¯
(1)
5/2ζ
(0)
3/2ζ¯
(0)
5/2η
(1)
1 η¯
(1)
3 | 〉
= 3| 〉 .
(3.12b)
means that we have three available places to add a second box.
We now apply the growth operators to the lattice state corresponding to the 1-box state. First,
it is easy to see that (∑
|〉〈|
)
| 〉 = |∅〉 , (3.13)
since there is one box to be removed consistently.
2-boxes
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Finally, acting with the creation operator we have(∑
|〉〈|
)
| 〉 =
∑
m∈[1]
θ
∗(−1)
m+3/2θ
(−1)
m+1/2θ
∗(−2)
m+3/2θ
(−2)
m+1/2ψ
∗(−1)
m ψ
(−1)
m+2 | 〉+
+
∑
m∈[1]
θ
∗(1)
m+3/2θ
(1)
m+1/2θ
∗(0)
m+3/2θ
(0)
m+1/2ψ
∗(1)
m ψ
(1)
m+2 | 〉
+
∑
m∈[0]
θ
∗(0)
m+3/2θ
(0)
m+1/2θ
∗(−1)
m+3/2θ
(−1)
m+1/2ψ
∗(0)
m ψ
(0)
m+2 | 〉
(3.14a)
where we represent these states in terms of 2-boxes partitions as
2-boxes configurations
| 〉 = θ∗(−1)5/2 θ
(−1)
3/2 θ
∗(−2)
5/2 θ
(−2)
3/2 ψ
∗(−1)
1 ψ
(−1)
3 | 〉 (3.14b)
∣∣∣ 〉 = θ∗(1)5/2 θ(1)3/2θ∗(0)5/2 θ(0)3/2ψ∗(1)1 ψ(1)3 | 〉 (3.14c)
| 2 〉 = θ∗(0)−1/2θ
(0)
−3/2θ
∗(−1)
−1/2 θ
(−1)
−3/2ψ
∗(1)
−2 ψ
(1)
0 | 〉 (3.14d)
These states are written diagrammatically in figures 8a, 8b and 8c, respectively. We also
represent the locked plane partition box with a big blue circle.
(a) Lattice configuration | 〉. (b) Lattice configuration | 〉. (c) Lattice configuration | 2 〉.
Figure 8: States corresponding to 2-boxes plane partitions.
Evidently we can build states with more boxes in a similar way, but now we want to study
other aspects of this model. Diagonalization of the Hamiltonian (4.1a) is a problem we could not
address in this work, but from [11], we known that its ground state is
|Ψ0〉 =
∑
Λ
q
#Boxes(Λ)
2 |Λ〉 , (3.15)
in such a way that its norm squared gives that famous MacMahon function
〈Ψ0|Ψ0〉 =
∏
n
1
(1− qn)n . (3.16)
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4 Kagome lattice Hamiltonian
As we said before, in [13] we have rewritten the Hamiltonian (1.1) in terms of fermions in a
Kagome lattice. Furthermore, the plane partition classification of states is a level grading; and for
each plane partition configuration, there is a corresponding state in the Kagome lattice. In this
section, we want to continue this analysis using the parametrization of section (2).
Remember that the box creation and annihilation are equivalent to simultaneous particles
hopping in the Kagome lattice hexagon. In the X and Y -spin chains parametrization, such
hexagons live in the triads Y (a)-X(a)-Y (a−1), and box creation and annihilation are represented
as in figures 9a and 9b.
=⇒
(a) Box creation.
=⇒
(b) Box Annihilation.
Figure 9: Box creation and annihilation from the hexagon cell perspective.
Using these simple observations, the parametrization defined in section (2) and the opera-
tors (3.7a), (3.7b), (3.9a) and 3.9b), it is easy to convince ourselves that the Hamiltonian (1.1) is
equivalent to
H =− J
∑
a∈Z;m∈[a]
r=m+ 1
2
[
θ∗(a)r θ
(a)
r+1θ
∗(a−1)
r θ
(a−1)
r+1 ψ
∗(a)
m+2ψ
(a)
m + θ
∗(a)
r+1θ
(a)
r θ
∗(a−1)
r+1 θ
(a−1)
r ψ
∗(a)
m ψ
(a)
m+2
−V
√
q
J
ζ(a)r ζ¯
(a)
r+1ζ
(a−1)
r ζ¯
(a−1)
r+1 η
(a)
m η¯
(a)
m+2 −
V
J
√
q
ζ
(a)
r+1ζ¯
(a)
r ζ
(a−1)
r+1 ζ¯
(a−1)
r η
(a)
m+2η¯
(a)
m
]
,
(4.1a)
where [a] denotes the equivalence classes of Z/2Z, which is a manifestation of the X-rows zigzag
between even and odd rows. It is easy to see that the Hamiltonian has two parts: one of them
acts on the triad Y (2a)-X(2a)-Y (2a−1), and another on Y (2a+1)-X(2a+1)-Y (2a), therefore
H =
∑
a,m
(r=2m+1/2)
H2a,2m +
∑
a,m
(r=2m+3/2)
H2a+1,2m+1 (4.1b)
or more explicitly
H = −J
∑
a∈Z;m∈[a]
r=m+ 1
2
[(
θ∗(2a)r θ
(2a)
r+1θ
∗(2a−1)
r θ
(2a−1)
r+1 ψ
∗(2a)
2m+2ψ
(2a)
2m + θ
∗(2a)
r+1 θ
(2a)
r θ
∗(2a−1)
r+1 θ
(2a−1)
r ψ
∗(2a)
2m ψ
(2a)
2m+2+
+ θ∗(2a+1)r θ
(2a+1)
r+1 θ
∗(2a)
r θ
(2a)
r+1ψ
∗(2a+1)
2m+3 ψ
(2a+1)
2m+1 + θ
∗(2a+1)
r+1 θ
(2a+1)
r θ
∗(2a)
r+1 θ
(2a)
r ψ
∗(2a+1)
2m+1 ψ
(2a+1)
2m+3
)
− V
√
q
J
(
ζ(2a)r ζ¯
(2a)
r+1 ζ
(2a−1)
r ζ¯
(2a−1)
r+1 η
(2a)
2m η¯
(2a)
2m+2 + ζ
(2a+1)
r ζ¯
(2a+1)
r+1 ζ
(2a)
r ζ¯
(2a)
r+1 η
(2a+1)
2m+1 η¯
(2a+1)
2m+3
)
− V
J
√
q
(
ζ
(2a)
r+1 ζ¯
(2a)
r ζ
(2a−1)
r+1 ζ¯
(2a−1)
r η
(2a)
2m+2η¯
(2a)
2m + ζ
(2a+1)
r+1 ζ¯
(2a+1)
r ζ
(2a)
r+1 ζ¯
(2a)
r η
(2a+1)
2m+3 η¯
(2a+1)
2m+1
)]
.
(4.1c)
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As we mentioned before, the 2D version of (1.1) has been mapped to the XXZ-Hamiltonian
in [11] using a Jordan-Wigner transformation. With the parametrization that we have defined
in section (2), we can apply the same idea to the 3D problem but, as we see below, the final
result is not so appealing. Let us first denote the states in a given site as |•〉 ≡ |+〉 ≡ | ↑〉
and |◦〉 ≡ |−〉 ≡ | ↓〉. The Jordan-Wigner transformation gives the following map between free
fermions and the fundamental representation of the su(2) algebra
ψ
∗(a)
m |•〉m = 0
ψ
(a)
m |◦〉m = 0
⇔
χ
+(a)
m |+〉m = 0
χ
−(a)
m |−〉m = 0
χ
z(a)
m |±〉m = ±12 |±〉m
θ
∗(a)
r |•〉r = 0
θ
(a)
r |◦〉r = 0
⇔
τ
+(a)
r |+〉r = 0
τ
−(a)
r |−〉r = 0
τ
z(a)
r |±〉r = ±12 |±〉r
(4.2)
where ~χ and ~ξ satisfy the su(2) algebra
[χ+, χ−] = 2χz [χz, χ±] = ±χ±
[ξ+, ξ−] = 2ξz [ξz, ξ±] = ±ξ± . (4.3)
The number operators act in a very straightforward manner
ηm|•〉m = 0 ηm|◦〉m = |◦〉m
η¯m|•〉m = |•〉m η¯m|◦〉m = 0
ζr|•〉r = |•〉r ζr|◦〉r = 0
ζ¯r|•〉r = 0 ζ¯r|◦〉r = |◦〉r . (4.4)
In terms of the su(2) generators, the Hamiltonian (4.1a) can be inelegantly expressed as
H =− J
∑
a∈Z;m∈[a]
r∈Z+ 1
2
{
τ+(a)r τ
−(a)
r+1 τ
+(a−1)
r τ
−(a−1)
r+1 χ
+(a)
m+2χ
−(a)
m + τ
+(a)
r+1 τ
−(a)
r τ
+(a−1)
r+1 τ
−(a−1)
r χ
+(a)
m χ
−(a)
m+2
−V
√
q
J
[
1
2
(
τ z(a)r − τ z(a)r+1
)
− τ z(a)r τ z(a)r+1 +
1
4
] [
1
2
(
τ z(a−1)r − τ z(a−1)r+1
)
− τ z(a−1)r τ z(a−1)r+1 +
1
4
]
×[
1
2
(
χ
z(a)
m+2 − χz(a)m
)
− χz(a)m χz(a)m+2 +
1
4
]
− V
J
√
q
[
1
2
(
τ
z(a)
r+1 − τ z(a)r
)
− τ z(a)r+1 τ z(a)r +
1
4
] [
1
2
(
τ
z(a−1)
r+1 − τ z(a−1)r
)
− τ z(a−1)r+1 τ z(a−1)r +
1
4
]
×[
1
2
(
χz(a)m − χz(a)m+2
)
− χz(a)m+2χz(a)m +
1
4
]}
,
(4.5)
and we see that contrary to the 2D case, the resulting plane partition Hamiltonian in terms of
su(2) generators does not make the problem any easier.
5 Boltzmann weights & Classical Problem
As we have seen in section (4), the Kagome lattice Hamiltonian can be decomposed in terms of
even and odd parts as
H =
∑
a,m∈Z
r∈Z+ 1
2
Ha,m =
∑
a,m∈Z
r∈Z+ 1
2
(H2a,2m +H2a+1,2m+1)
≡ H(even) +H(odd) .
(5.1)
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Figure 10: Hexagon.
We consider now that the system lives in a finite lattice, say with N triads Y XY -rows and M
columns (or hexagons) in each Y XY -triad. Moreover, periodic boundary conditions are imposed
in both directions; in other words, the system lives in a torus ZM × ZN . The partition function is
given by
Z = Tr
(
e−βH
)
= Tr
exp
−β ∑
a,m∈Z
(H2a,2m +H2a+1,2m+1
 , (5.2a)
where β ≡ 1/κBT . Since [Ha,m,Ha,m±1] 6= 0, [Ha,m,Ha±1,m] 6= 0 and [Ha,m,Ha±1,m±1] 6= 0, we
cannot split the partition function in terms of products of local operators. Using the Zassenhaus
formula – the dual Baker-Campbell-Hausdorff formula – the partition function can be written as
Z = Tr
e−βH(even)e−βH(odd) ∏
n≥2
eCn(H(even),H(odd))
 , (5.2b)
where Cn(H(even), H(odd)) are homogeneous polynomials in H(even) and H(odd) of degree n.
As usual, in order to compute this partition function we need to diagonalize the Hamiltonian
H to determine the eigenvalues EC of the eigenstates |Ψ(C)〉. Therefore, the Boltzmann weight
for each eigen-configuration C is
WB(C) = exp (−βEC) . (5.3)
As we said before, diagonalization of H is a Herculean task, and the very existence of the current
work can be traced to our attempt to dodge these difficulties as much as possible. Given the
impossibility of solving the quantum system above, let us step back and scrutinize a classical
counterpart of it.
Let us first observe that each eigen-configuration is composed as a sum of states classified by
plane partitions, that is
|ΨC〉 =
∑
Λ
ψC(Λ, J, V, q)|Λ〉 , (5.4)
where each plane partition state corresponds to a Kagome lattice configuration. Consequently,
each hexagon cell parametrized as in figure 10 gives a minute contribution to the partition function.
With these observations, one could try a reverse engineering process: build eigenstates from sums
of cell configurations products.
We want to understand the dynamics of these local configurations parametrized by the triads
Y (2a)X(2a)Y (2a−1) or Y (2a+1)X(2a+1)Y (2a). Ultimately, we would like to assign Boltzmann to the
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hexagons 10 and insert them back into the partition function expression; unfortunately, there
is no natural way to assign statistical weights to each hexagon configuration. Throughout the
remainder of this work we try to find functional relations for the Boltzmann weights imposed by
integrability. As we show in a later section, we can suppose that these Boltzmann weights define
two integrable subsystems related to vertex models.
Evidently, the associated classical problem is defined by a partition function of the form
Zcl =
∑
n1,n2,...
∏
7 W(C,7i)
ni , (5.5)
where W(C,7) are local Boltzmann weights for each local configurations. We discuss this problem
carefully next section. Hopefully, a better understanding of the classical system will unveil details
of the quantum Hamiltonian (4.1a).
5.1 Local configurations
We define the local configurations that appear in the quantum problem, and using these allowed
states, we define an associated classical statistical physics problem. Let us start with the local
hexagon configuration represented by figure 10 with corresponding local state
|7a,m〉 =
∣∣∣∣∣ µ
(a)
r µ
(a)
r+1
αm αm+2
µ
(a−1)
r µ
(a−1)
r+1
〉
µ, α ≡ ◦, • . (5.6)
Na¨ıvely, there are 26 = 64 such states, but since we are ultimately interested in the plane partition
growth, there are constraints which send most of these configurations to zero. Let us start with
these conditions.
Remember that there are two characteristic lattice distances: dY = 1, the lattice distance
in the Y -spin chains, and dX = 2 that is the lattice distance in the X-spin chain. Additionally,
observe that the distance between a given site in the X-chain and the two nearest sites in the
Y -spin chain is also dY = 1.
In the 0-box configuration |∅〉, there is no nearest-neighbor pair of sites (those with dY = 1)
occupied simultaneously by particles. In other words, given two sites with distance = 1, the
configurations | • • 〉 and | •• 〉 do not appear anywhere in the 0-box state. Using this distance embargo,
we can get rid of many local hexagon states in the lattice. For example, local configurations
in the two sets
{∣∣∣ • •∗ ∗∗ ∗〉} and {∣∣∣ ∗ ∗∗ ∗• •〉} are absent in |∅〉. Similarly, states of the type {∣∣∣ • ∗• ∗∗ ∗〉},{∣∣∣ ∗ •∗ •∗ ∗〉}, {∣∣∣ ∗ ∗• ∗• ∗〉} and {∣∣∣ ∗ ∗∗ •∗ •〉} are also forbidden. Finally, in the set {∣∣∣ ∗ ∗• •∗ ∗〉}, only the state∣∣∣ ◦ ◦• •◦ ◦〉 is allowed.
Observe that this restriction also forbids certain tensor product states. Making a list of all
forbidden configurations is not a simple task anymore (and it is not necessary either), so let us
understand the general idea with an example. Consider the product of two hexagons
|7a,m〉 ⊗ |7a+1,m+2〉 =
∣∣∣∣∣ µ
(a)
r µ
(a)
r+1
αm αm+2
µ
(a−1)
r µ
(a−1)
r+1
〉
⊗
∣∣∣∣∣ µ
(a+1)
r+1 µ
(a+1)
r+2
αm+1 αm+3
µ
(a)
r+1 µ
(a)
r+2
〉
. (5.7)
that we represent diagrammatically as in figure 11. It is easy to see that states in the set{∣∣∣ • ∗∗ ∗∗ ∗〉⊗ ∣∣∣ ∗ ∗• ∗∗ ∗〉} are not allowed since distance(µ(a)r , αm+1) = dY = 1.
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Figure 11: Diagrammatic representation of the tensor product state.
But now we need to ask ourselves if the absence of these states is a general feature or an
artifact of the ground state. In order to answer this point, we need to understand some properties
of the system we are interested in. First, observe that the Hamiltonian (4.1a) is written as a sum
of local operators Ha,m acting independently in each hexagon cell. There are just two states that
give nontrivial results under its action, namely
{∣∣∣ • ◦◦ •• ◦〉} and {∣∣∣ ◦ •• ◦◦ •〉}. As a matter of fact, the
kinetic terms of Ha,m exchange these two states whilst the potential term acts diagonally with
eigenvalues 0 and 1. Therefore, if we consider the zero box state |∅〉 as the ground state, the local
states with nearest-neighbors are not generated in configurations corresponding to a generic plane
partition. As an important remark, observe that the embargo above is a feature of the expansion
around the zero box ground state.
From the restrictions above, the classification of the nontrivial hexagon states is just a simple
combinatorics problem. There is, naturally, 1 empty hexagon state
R0 =
{
|[0]〉 ≡
∣∣∣ ◦ ◦◦ ◦◦ ◦〉} , (5.8a)
and we have used the notation |[n]abc〉, where n denotes the number of particles, and a, b, c their
positions with relation to
∣∣∣ 5 63 4
1 2
〉
. This notation will be clearer in the next example.
There are 6 = ( 61 ) states with 1 particle, and all of them are nontrivial, namely
R1 =
|[1]1〉 ≡
∣∣∣ ◦ ◦◦ ◦• ◦〉 ; |[1]2〉 ≡ ∣∣∣ ◦ ◦◦ ◦◦ •〉 ; |[1]3〉 ≡ ∣∣∣ ◦ ◦• ◦◦ ◦〉
|[1]4〉 ≡
∣∣∣ ◦ ◦◦ •◦ ◦〉 ; |[1]5〉 ≡ ∣∣∣ • ◦◦ ◦◦ ◦〉 ; |[1]6〉 ≡ ∣∣∣ ◦ •◦ ◦◦ ◦〉
 . (5.8b)
Furthermore, we have 15 = ( 62 ) states with 2 particles, and 9 of them are nontrivial, namely
R2 =

|[2]14〉 ≡
∣∣∣ ◦ ◦◦ •• ◦〉 ; |[2]15〉 ≡ ∣∣∣ • ◦◦ ◦• ◦〉 ; |[2]16〉 ≡ ∣∣∣ ◦ •◦ ◦• ◦〉
|[2]23〉 ≡
∣∣∣ ◦ ◦• ◦◦ •〉 ; |[2]25〉 ≡ ∣∣∣ • ◦◦ ◦◦ •〉 ; |[2]26〉 ≡ ∣∣∣ ◦ •◦ ◦◦ •〉
|[2]34〉 ≡
∣∣∣ ◦ ◦• •◦ ◦〉 ; |[2]36〉 ≡ ∣∣∣ ◦ •• ◦◦ ◦〉 ;
|[2]45〉 ≡
∣∣∣ • ◦◦ •◦ ◦〉

(5.8c)
There are 20 = ( 63 ) with 3 particles, and 2 of them are relevant to our discussion, namely
R3 =
{
|[3]236〉 ≡
∣∣∣ ◦ •• ◦◦ •〉 ; |[3]145〉 ≡ ∣∣∣ • ◦◦ •• ◦〉} , (5.8d)
and all other states are null.
Finally, there is just 1 state with 6 particles, 6 = ( 65 ) states with 5 particles, and 15 = (
6
4 )
states with 4 particles. All these states are null since there are necessarily two particles occupying
nearest-neighbor sites.
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Putting all these facts together, we immediately see that there are 18 nontrivial states. We
should remark that, in principle, there is absolutely nothing wrong with the null states above,
they simply do not appear in the system we are interested in. The set of physical hexagon states
is
R = R0 ∪R1 ∪R2 ∪R3 . (5.9)
5.2 Macroscopic configurations & Classical statistical system
The rules to consistently combine local states to create macroscopic configurations C are defined
now. In fact, we have already considered the X and Y -rows parametrization, thus we know how
to do connect the hexagons consistently; but now we want to put in words the rules we have been
using. From the parametrization of figure 10, the consistent configurations are obtained with the
following rules:
Rules
• Consider two hexagons A and B in the triad Y (a−1)X(a)Y (a) and generic parametrization
(a,m) and (a,m′) respectively. They are connected horizontally if one of the following
conditions is satisfied:
Rule #1 : αAm+2 = α
B
m′ for m+ 2 = m
′ (5.10a)
Rule #2 : αAm = α
B
m′+2 for m = m
′ + 2 . (5.10b)
• Consider a hexagon A in the triad Y (a−1)X(a)Y (a) parametrized by (a,m), and another
hexagon B in the triad Y (a)X(a+1)Y (a+1) parametrized by (a + 1,m′). They are
connected diagonally if one of the following conditions is satisfied:
Rule #3 : µ
A(a)
m+3/2 = µ
B(a)
m′+1/2 for m+ 1 = m
′ (5.10c)
Rule #4 : µ
A(a)
m+1/2 = µ
B(a)
m′+3/2 for m = m
′ + 1 . (5.10d)
Using the rules above repeatedly, we can build the macroscopic configurations C, and counting
these possible C is the essence of the classical statistical problem we want to study. It should
also be clear now that the vast majority of the consistent configurations C do not define plane
partitions configurations. In particular, we do not impose any restriction on particles occupying
sites with distance = 1. Evidently, at some point we need to impose this extra layer of complexity,
but now we are interested in this simplified classical problem.
Given a macroscopic configuration C, its Boltzmann weight is defined by W(C), and since it is
a combination of the 18 hexagon states we defined before, we write
W(C) =
18∏
i=1
W(C,7i) (5.11)
where C is defined by a string of integers ~n = {n1, n2, . . . , n18} which determines how many times
the hexagon 7i appears in C. Moreover, if we write W(1,7i) = exp(−βεi), the classical partition
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function (5.5) reads
Zcl =
∑
~n
exp
(
−β
18∑
i=1
niεi
)
. (5.12)
We can denote diagrammatically the hexagon configurations as in figure 12. In section 6 we show
that integrability of this system cannot be settled using a na¨ıve row-to-row formalism, but with
small modification of the rules (5.10a – 5.10d), we can make contact between this model and a
descendant of the 6-vertex model. We need to remark that albeit the similarities, the statistical
system above does not define an ordinary vertex model since the thick lines can finish within the
lattice configuration C, and not just at the boundaries.
71 :W [ ◦ ◦◦ ◦◦ ◦ ] 72 :W [ ◦ ◦◦ ◦• ◦ ] 73 :W [ ◦ ◦◦ ◦◦ • ] 74 :W [ ◦ ◦• ◦◦ ◦ ] 75 :W [ ◦ ◦◦ •◦ ◦ ] 76 :W [ • ◦◦ ◦◦ ◦ ]
77 :W [ ◦ •◦ ◦◦ ◦ ] 78 :W [ ◦ ◦• •◦ ◦ ] 79 :W [ • ◦◦ ◦◦ • ] 710 :W [ ◦ •◦ ◦• ◦ ] 711 :W [ • ◦◦ ◦• ◦ ] 712 :W [ ◦ •◦ ◦◦ • ]
713 :W [ ◦ •• ◦◦ ◦ ] 714 :W [ ◦ ◦◦ •• ◦ ] 715 :W [ ◦ ◦• ◦◦ • ] 716 :W [ • ◦◦ •◦ ◦ ] 717 :W [ ◦ •• ◦◦ • ] 718 :W [ • ◦◦ •• ◦ ]
Figure 12: 18 hexagon vertex configurations with their respective weights.
5.3 Lax operator
In this section, we decompose each hexagon cell in three incoming and three outgoing particles,
as in figure 13, to define an S-matrix, that we recklessly call Lax operator. From the S-matrix
expressions, we define the Boltzmann weights to be the scattering amplitudes of these processes.
See [16] for an example of this idea in the 6- and 8-vertex models.
incoming
outgoing
Figure 13: Scattering process
In principle, there 64 different processes of the type represented by figure 13 with 8 incoming
and 8 outgoing different configurations each. But as we said before, there are several forbidden
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configurations. From the diagrams 12, it is easy to see that there are just 5 incoming and 5
outgoing nontrivial configurations
incoming ={| ◦◦ ◦ 〉 , | •◦ ◦ 〉 , | ◦• ◦ 〉} , | ◦◦ • 〉 , | •◦ • 〉}
outgoing ={| ◦ ◦◦ 〉 , | • ◦◦ 〉 , | ◦ •◦ 〉} , | ◦ ◦• 〉 , | • ◦• 〉}
. (5.13)
In other words, the initial | •• ◦ 〉 , | ◦• • 〉 | •• • 〉 and final | • •◦ 〉 , | • ◦• 〉 | • •• 〉 states decouple from the
space of physical states, see figure 14.
Let us denote the Hilbert space associated to the X(a)-chains by H˜ (a) =
⊗
m V˜
(a)
m and the
one associated to the Y (a)-chains by H (a) =
⊗
r V
(a)
r , where V˜m ' Vr ' C2. The space V˜ ' C2
is called the auxiliary or horizontal space, and V × V ' C4 the quantum or vertical space.
The Lax operator La,m is then defined as
La,m : V˜ (a)m ⊗ V (a−1)m+1/2 ⊗ V
(a−1)
m+3/2 → V˜
(a)
m+2 ⊗ V (a)m+1/2 ⊗ V
(a)
m+3/2 , (5.14)
with action
La,m | αµ1 µ2 〉 =
∑
β,ν1,ν2
W
[ ν1 ν2
α β
µ1 µ2
] ∣∣ ν1 ν2
β
〉
, (5.15)
whereW
[ ν1 ν2
α β
µ1 µ2
]
is the Boltzmann weight associated to a state parametrized accordingly. Therefore
La,m | ◦◦ ◦ 〉 =W
[ ◦ ◦◦ ◦◦ ◦ ] | ◦ ◦◦ 〉+W [ • ◦◦ ◦◦ ◦ ] | • ◦◦ 〉+W [ ◦ •◦ ◦◦ ◦ ] | ◦ •◦ 〉+W [ ◦ ◦◦ •◦ ◦ ] | ◦ ◦• 〉+W [ • ◦◦ •◦ ◦ ] | • ◦• 〉
La,m | ◦• ◦ 〉 =W
[ ◦ ◦◦ ◦• ◦ ] | ◦ ◦◦ 〉+W [ • ◦◦ ◦• ◦ ] | • ◦◦ 〉+W [ ◦ •◦ ◦• ◦ ] | ◦ •◦ 〉+W [ ◦ ◦◦ •• ◦ ] | ◦ ◦• 〉+W [ • ◦◦ •• ◦ ] | • ◦• 〉
La,m | ◦◦ • 〉 =W
[ ◦ ◦◦ ◦◦ • ] | ◦ ◦◦ 〉+W [ • ◦◦ ◦◦ • ] | • ◦◦ 〉+W [ ◦ •◦ ◦◦ • ] | ◦ •◦ 〉 (5.16)
La,m | •◦ ◦ 〉 =W
[ ◦ ◦• ◦◦ ◦ ] | ◦ ◦◦ 〉+W [ ◦ •• ◦◦ ◦ ] | ◦ •◦ 〉+W [ ◦ ◦• •◦ ◦ ] | ◦ ◦• 〉
La,m | •◦ • 〉 =W
[ ◦ ◦• ◦◦ • ] | ◦ ◦◦ 〉+W [ ◦ •• ◦◦ • ] | ◦ •◦ 〉
Figure 14: Physical and null spaces.
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In other words, the most general Lax operator is given by
La,m =

〈 ◦ ◦◦ | La,m | ◦◦ ◦ 〉 〈 ◦ ◦◦ | La,m | ◦◦ • 〉 〈 ◦ ◦◦ | La,m | ◦• ◦ 〉 〈 ◦ ◦◦ | La,m | •◦ ◦ 〉 〈 ◦ ◦◦ | La,m | •◦ • 〉
〈 • ◦◦ | La,m | ◦◦ ◦ 〉 〈 • ◦◦ | La,m | ◦◦ • 〉 〈 • ◦◦ | La,m | ◦• ◦ 〉 〈 • ◦◦ | La,m | •◦ ◦ 〉 〈 • ◦◦ | La,m | •◦ • 〉
〈 ◦ •◦ | La,m | ◦◦ ◦ 〉 〈 ◦ •◦ | La,m | ◦◦ • 〉 〈 ◦ •◦ | La,m | ◦• ◦ 〉 〈 ◦ •◦ | La,m | •◦ ◦ 〉 〈 ◦ •◦ | La,m | •◦ • 〉
〈 ◦ ◦• | La,m | ◦◦ ◦ 〉 〈 ◦ ◦• | La,m | ◦◦ • 〉 〈 ◦ ◦• | La,m | ◦• ◦ 〉 〈 ◦ ◦• | La,m | •◦ ◦ 〉 〈 ◦ ◦• | La,m | •◦ • 〉
〈 • ◦• | La,m | ◦◦ ◦ 〉 〈 ◦ ◦• | La,m | •◦ • 〉 〈 • ◦• | La,m | ◦• ◦ 〉 〈 • ◦• | La,m | •◦ ◦ 〉 〈 • ◦• | La,m | •◦ • 〉
03×3

(5.17a)
where the nonsingular 5× 5 matrix reads
L(5×5)a,m =

W([0]) W([1]2) W([1]1) W([1]3) W([2]23)
W([1]5) W([2]25) W([2]15) 0 0
W([1]6) W([2]26) W([2]16) W([2]36) W([3]236)
W([1]4) 0 W([2]14) W([2]34) 0
W([2]45) 0 W([3]145) 0 0
 . (5.17b)
As we explained before, we would like to see this operator as an S-matrix. Remember that the
physical space (defined by the incoming or outgoing vectors (5.13)) is 5 dimensional, and the
other 3 directions decouple from the scattering process. Therefore, the fact that La,m is a singular
matrix is just a spurious result of our insistence in writing it with its legs along the 3D null space,
see 14. As we see next section, there are some advantages in considering these terms.
One important aspect we have ignored so far is the dependence of all Boltzmann weights on
the parameters J, V and q. We can now suppose that these constants depend on the spectral
parameter u, that is J = J(u), V = V (u) and q = q(u), therefore the Boltzmann weights can also
be denoted as
W
[ ν1 ν2
α β
µ1 µ2
]
≡ W
[
u
∣∣∣ ν1 ν2α β
µ1 µ2
]
. (5.18)
In order to simplify the notation, we will keep the dependence on the spectral parameter implicit,
and we reintroduce its dependence conveniently, for example, in the expression for row-to-row
transfer matrix that we define now
ta(u) = TrH˜ (a)
(∏
m
La,m(u)
)
. (5.19)
As usual, we can think of it as an operator that transfers the state |µ〉 ∈ H (a−1) to a linear
combination of |ν〉 ∈H (a). More specifically
ta|µ〉 =
∑
ν
(Ta)
ν
µ|ν〉 (5.20a)
where
|µ〉 = |µ1 , µ˜1 , µ2 , µ˜2 , . . . , µN , µ˜N 〉
|ν〉 = |ν1 , ν˜1 , µ2 , ν˜2 , . . . , νN , ν˜N 〉 ,
(5.20b)
and
(ta)
ν
µ = 〈ν|Ta|µ〉 =
∑
α
W
[
ν1 ν˜1
α1 α2
µ1 µ˜1
]
W
[
ν2 ν˜2
α2 α3
µ2 µ˜3
]
· · · · · ·W
[ νN−1 ν˜N−1
αN−1 αN
µN−1 µ˜N−1
]
W
[ νN ν˜N
αN α1
µN µ˜N
]
. (5.20c)
We have more to say about the transfer matrix next section.
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6 Integrable (sub-) systems & Vertex models
We have implicitly assumed that the hexagons weights do not depend on their parametrization
– the position (a,m) in the lattice – but depend on the position and number of particles inside
the hexagon. This hypothesis allowed us to define the weights of figure 12 regardless of their
particular location in the lattice. On the other hand, we need to be precise on the parametrization
since the relative hexagon positions change from even to odd rows. This also implies that we
actually have two types of Lax operators (5.15), namely
L2a,2m : V˜ (2a)2m ⊗ V (2a−1)2m+1/2 ⊗ V
(2a−1)
2m+3/2 → V˜
(2a)
2m+2 ⊗ V (2a)2m+1/2 ⊗ V
(2a)
2m+3/2 (6.1a)
and
L2a+1,2m+1 : V˜ (2a+1)2m+1 ⊗ V (2a)2m+3/2 ⊗ V
(2a)
2m+5/2 → V˜
(2a+1)
2m+3 ⊗ V (2a+1)2m+3/2 ⊗ V
(2a+1)
2m+5/2 . (6.1b)
Observe that our parametrization does not allow operators of the form L2a,2m+1 or L2a+1,2m.
Evidently, since all these vector spaces are isomorphic the flamboyant notation above is unnecessary
and we can simply write L2a,2m,L2a+1,2m+1 ∈ End(V˜ ⊗ V 2). Consequently, there are two types
of row-to-row transfer matrices
t(u) = TrH˜ (2a)
(∏
m
L2a,2m(u)
)
t˜(u) = TrH˜ (2a+1)
(∏
m
L2a+1,2m+1(u)
)
.
(6.2)
As we said before, the system has M -columns (where we count by the number of hexagons),
which means that there are 2M slots in the X- and Y-rows. Remember that we have also imposed
periodic boundary conditions, 2M ∼ 0. Therefore, the transfer matrices act as
t|µ1/2µ3/2 · · ·µ2M−3/2µ2M−1/2〉 =
∑
ν
t
ν1/2ν3/2···ν2M−3/2ν2M−1/2
µ1/2µ3/2···µ2M−3/2µ2M−1/2 |ν1/2ν3/2 · · · ν2M−3/2ν2M−1/2〉 ,
(6.3a)
and
t˜|ν1/2ν3/2 · · · ν2M−3/2ν2M−1/2〉 ≡ t˜|ν3/2ν5/2 · · · ν2M−1/2ν2M+1/2〉
=
∑
µ′
t˜
µ′
3/2
µ′
5/2
···µ′
2M−1/2µ
′
2M+1/2
ν3/2ν5/2···ν2M−1/2ν2M+1/2 |µ′3/2µ′5/2 · · ·µ′2M−1/2µ′2M+1/2〉 ,
(6.3b)
where we have used that 2M + 1/2 ∼ 1/2 and 2M + 1 ∼ 1. Finally, the transfer matrices
components can be easily calculated
t
ν1/2ν3/2···ν2M−3/2ν2M−1/2
µ1/2µ3/2···µ2M−3/2µ2M−1/2 =
∑
α
W
[ ν1/2 ν3/2
α0 α2
µ1/2 µ3/2
]
W
[ ν5/2 ν7/2
α2 α4
µ5/2 µ7/2
]
· · ·W
[ ν2M−3/2 ν2M−1/2
α2M α0
µ2M−3/2 µ2M−1/2
]
(6.4a)
and
t˜
µ′
3/2
µ′
5/2
···µ′
2M−1/2µ
′
2M+1/2
ν3/2ν5/2···ν2M−1/2ν2M+1/2 =
∑
α
W
[
µ′
3/2
µ′
5/2
α1 α3
ν3/2 ν5/2
]
W
[
µ′
7/2
µ′
9/2
α3 α5
ν7/2 ν9/2
]
· · ·W
[
µ′
2M−1/2 µ
′
1/2
α2M−1 α1
ν2M−1/2 ν1/2
]
. (6.4b)
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Figure 15: Transfer matrices product tt˜ for M = 5.
6.1 Transfer matrices commutation relations
With this knowledge, we would like to study commutation relations of the transfer matrices.
It is well known that for a generic integrable system, the conserved quantities In are obtained
from an expansion of the form ln t(u) =
∑
n Inu
n where t(u) is the transfer matrix. Finally, the
commutativity of In is a consequence of the generalized commutation relation [t(u), t(v)] = 0.
Using the transfer matrices we have defined above, one can ask if their existence implies the
integrability of the classical statistical problem we have defined. The answer turns out to be no,
but in an interesting and promising way. Let us start with the products
t t′ = TrH˜ (2a)×H˜ (2b)
(L2a,0L′2b,0L2a,1L′2b,1 · · · L2a,2M−2L′2b,2M−2) (6.5)
and
t′ t = TrH˜ (2b)×H˜ (2a)
(L′2b,0L2a,0L′2b,1L2a,1 · · · L′2b,2M−2L2a,2M−2) (6.6)
where t ≡ t(u) and t′ ≡ t(v). It is easy to see that these two expressions are equal if there exists
an operator R such that
R2a,2bL2a,2mL′2b,2m != L′2b,2mL2a,2mR2a,2b . (6.7)
Similarly, one can show that [t˜, t˜′] = 0 iff
R2a+1,2b+1L2a+1,2m+1L′2b+1,2m+1 != L′2b+1,2m+1L2a+1,2m+1R2a+1,2b+1 . (6.8)
The case [t(u), t˜(v)] is more interesting. The product can be diagrammatically represented in
figure 15, where the vertical lines denote periodic boundary condition. Observe that
t˜ t = TrH˜ (2b+1)×H˜ (2a) (L2b+1,1L2a,0L2b+1,3L2a,2L2b+1,5L2a,4 · · · L2b+1,2M−1L2a,2M−2) (6.9)
and
t t˜ = TrH˜ (2a)×H˜ (2b+1) (L2a,0L2a,2L2b+1,1L2a,4L2b+1,3 · · · L2a,2M−2L2a,2M−3L2b+1,2M−1) . (6.10)
The expressions above are not equal since the commutators [La,m,Lb,n] do not necessarily vanish
for m 6= n. In fact, it is easy to see that for states with corresponding diagrams 11, we have
[La,m,La+1,m+1] 6= 0 and [La,m,La+1,m′ ] = 0 for m′ > m+ 1. Therefore, we have
[t(u), t˜(v)] 6= 0 , (6.11)
which spoils the na¨ıve integrability of the classical statistical system we are considering. It is
worth stressing that this non-commutativity does not disprove integrable, it just say that the
row-to-row transfer matrix above is not appropriate. In summary, it is possible that the system is,
indeed, non-integrable, but we have not yet ruled out its integrability.
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6.2 Integrability for even and odd subsystems
Observe that the commutation relations for the even and odd transfer matrices (6.7) and (6.8)
satisfy the properties we are looking for. We want to finish this work explaining how subsystems
defined by even or odd rows are connected to vertex models.
We first modify the rules (5.10a), (5.10b), (5.10c) and (5.10d) defined in section 5.2. We still
assume the same set of local configurations of figures 12, but now we connect them using the
following rules
Rules
• Consider two hexagons A and B in the triad Y (a−1)X(a)Y (a), with generic parametriza-
tion (a,m) and (a,m′) respectively. They are connected horizontally if one of the
following conditions is satisfied:
Rule #1 : αAm+2 = α
B
m′ for m+ 2 = m
′ (6.12a)
Rule #2 : αAm = α
B
m′+2 for m = m
′ + 2 . (6.12b)
• Consider a hexagon A in the triad Y (a−1)X(a)Y (a) parametrized by (a,m), and another
hexagon B in the triad Y (a)X(a+1)Y (a+1) parametrized by (a + 1,m′). They are
connected vertically if the following conditions are satisfied:
Rule #5 : µ
A(a)
m+1/2 = µ
B(a)
m′+1/2 for m = m
′ (6.12c)
Rule #6 : µ
A(a)
m+3/2 = µ
B(a)
m′+3/2 for m = m
′ . (6.12d)
In other words, we have not changed the rules (5.10a), (5.10b), but now we link the rows
vertically and not diagonally. It should be clear that in this case we do not have a Kagome lattice
anymore, instead, we consider a triangular tiling of the plane. With these rules, the even and odd
rows are completely equivalent, so we can consider simultaneously. Therefore, one can write (6.7)
and (6.8) as
Ra,b(u, v)La,m(u)Lb,m(v) = Lb,m(v)La,m(u)Ra,b(u, v) , (6.13)
that is known as the fundamental commutation relation (fcc).
Since integrability is a global property, we need to show the implications of these relations on
the monodromy matrices. Let us consider a right multiplication of (6.13) by La,m+1L′b,m+1, then
Ra,bLa,mL′b,mLa,m+1L′b,m+1 = L′b,mLa,mRa,bLa,m+1L′b,m+1
= L′b,mLa,mL′b,m+1La,m+1Ra,b
(6.14a)
where we use (6.7) or (6.8) in the second line. Additionally, ultralocality implies
Ra,b (La,mLa,m+1)
(L′b,mL′b,m+1) = (L′b,mL′b,m+1) (La,mLa,m+1)Ra,b , (6.14b)
that has the form (6.13). Repeating this idea M -times, one can find the RTT-relation
Ra,b(u, v)Ta(u)Tb(v) = Tb(v)Ta(u)Ra,b(u, v) , (6.15)
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where T (u) represents the monodromy operators
T2a(u) = L2a,0(u)L2a,2(u) · · · L2a,2M−2(u)
T2a+1(u) = L2a+1,1(u)L2a+1,3(u) · · · L2a,2M−1(u) .
(6.16)
We want to close this section writing the constraints imposed by the fundamental commutation
relation on the Boltzmann weights. We have seen that L ∈ End(V˜ ⊗ V ⊗ V ), where V ' V˜ ' C2.
Moreover, as we have seen before, L is an 8 × 8 matrix, therefore, R ∈ End(V˜ ⊗ V˜ ) is a 4 × 4
matrix, and its entries are 2× 2 operators acting on the space V . Let us write
Rab|αα˜〉 =
∑
ββ˜
R
[
β β˜
α α˜
]
|ββ˜〉 . (6.17)
then, one can show that the Fundamental Commutation Relation gives the following constraints
to the Boltzmann weights∑
γ,γ˜,λ1,λ2
R
[
u, v
∣∣∣ β β˜γ γ˜ ]W[u∣∣∣ ν1 ν2α γλ1 λ2 ]W[v∣∣∣ λ1 λ2α˜ γ˜µ1 µ2
]
=
∑
γ,γ˜,λ1,λ2
W
[
v
∣∣∣ ν1 ν2γ˜ β˜
λ1 λ2
]
W
[
u
∣∣∣ λ1 λ2γ β
µ1 µ2
]
R
[
u, v
∣∣∣ γ γ˜α α˜ ] .
(6.18)
that we represent diagrammatically as in figure 16.
β˜
β
α
α˜
µ1 µ2
ν1 ν2
=
β˜
β
α
α˜
µ1 µ2
ν1 ν2
Figure 16: Diagrammatic representation of the fundamental commutation relation.
One natural question that emerges now is if we can consider these constraints on the Boltzmann
weights and rebuild the Kagome lattice from these two subsystems. It is not clear if this process
gives a consistent lattice.
6.3 2-particle scattering and descendant of the vertex models
The pinnacle of integrability is the factorization of an n-scattering processes into 2-scattering
process, but the decomposition of the hexagons in terms of 3-particles scattering 13 seems to
be a direct violation of this condition. On the other hand, we have found a the fundamental
commutation relation 16 that is the underlying algebraic structure in integrable models. In this
section we would like to explain this apparent conundrum.
First, remember that in each hexagon, the allowed pairs in the Y-rows are | ◦ ◦〉, | ◦ •〉 and
| • ◦〉, while | • •〉 decouples from the system. In other words, physical states live in C3 ⊂ C2 × C2.
Observe that the X-rows states form a four dimensional space, that is | ◦ ◦〉X , | ◦ •〉X , | • ◦〉X and
| • •〉X are all physical.
Consider the adjoint representation of sl(2,C), and we denote its states as
|+ 1〉 ≡ | • ◦〉 |0〉 ≡ | ◦ ◦〉 | − 1〉 ≡ | ◦ •〉 . (6.19)
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In this representation, there are 36 Boltzmann weights, but using the constraints of section 5, one
can show that half of them are trivial and we recover the 18 weights in figure 12. Moreover, it is
easy to rewrite the nontrivial Boltzmann weights 12 in the sl(2,C) adjoint representation.
Now we want to rewrite (5.15) in a better form, that is
La,m(u)|α,M〉 =
∑
βM
W[u∣∣ Nα β
M
]|N, β〉 , (6.20a)
where
|α,M〉 = |α〉 ⊗ |µ1µ2〉 |N, β〉 = |ν1ν2〉 ⊗ |β〉 , (6.20b)
and M,N = 0,±1 with +1 ≡ •◦, 0 ≡ ◦◦ and −1 ≡ ◦• . In other words, the Boltzmann weights
are the components of La,m(u)
[La,m(u)]βNαM ≡ 〈N, β|La,m(u)|α,M〉 =W
[
u
∣∣ Nα β
M
]
. (6.20c)
Now, let us rewrite equations (5.16) as
La,m|◦〉 |◦◦〉 =
(
W
[ ◦ ◦◦ ◦◦ ◦ ] |◦◦〉+W [ • ◦◦ ◦◦ ◦ ] |•◦〉+W [ ◦ •◦ ◦◦ ◦ ] |◦•〉) |◦〉+ (W [ ◦ ◦◦ •◦ ◦ ] |◦◦〉+W [ • ◦◦ •◦ ◦ ] |•◦〉) |•〉
La,m|◦〉 |•◦〉 =
(
W
[ ◦ ◦◦ ◦• ◦ ] |◦◦〉+W [ • ◦◦ ◦• ◦ ] |•◦〉+W [ ◦ •◦ ◦• ◦ ] |◦•〉) |◦〉+ (W [ ◦ ◦◦ •• ◦ ] |◦◦〉+W [ • ◦◦ •• ◦ ] |•◦〉) |•〉
La,m|◦〉 |◦•〉 =
(
W
[ ◦ ◦◦ ◦◦ • ] |◦◦〉+W [ • ◦◦ ◦◦ • ] |•◦〉+W [ ◦ •◦ ◦◦ • ] |◦•〉) |◦〉 (6.21)
La,m|•〉 |◦◦〉 =
(
W
[ ◦ ◦• ◦◦ ◦ ] |◦◦〉+W [ ◦ •• ◦◦ ◦ ] |◦•〉) |◦〉+W [ ◦ ◦• •◦ ◦ ] |◦◦〉 |•〉
La,m|•〉 |◦•〉 =
(
W
[ ◦ ◦• ◦◦ • ] |◦◦〉+W [ ◦ •• ◦◦ • ] |◦•〉) |◦〉
where we have kept the tensor product implicit. The Lax operator is simply
La,m =
(L◦◦ L•◦
L◦• L••
)
(6.22)
where [Lβα] are 3× 3 matrices defined by
[Lβα] =
〈◦ ◦ |L
β
α| ◦ ◦〉 〈◦ ◦ |Lβα| • ◦〉 〈◦ ◦ |Lβα| ◦ •〉
〈• ◦ |Lβα| ◦ ◦〉 〈• ◦ |Lβα| • ◦〉 〈• ◦ |Lβα| ◦ •〉
〈◦ • |Lβα| ◦ ◦〉 〈◦ • |Lβα| • ◦〉 〈◦ • |Lβα| ◦ •〉
 (6.23a)
with
La,m|v〉 ⊗ |◦〉 = L◦◦|v〉 ⊗ |◦〉+ L•◦|v〉 ⊗ |•〉
La,m|v〉 ⊗ |•〉 = L◦•|v〉 ⊗ |◦〉+ L••|v〉 ⊗ |•〉 .
(6.23b)
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Therefore
L◦◦| ◦ ◦〉 =W
[ ◦ ◦◦ ◦◦ ◦ ] |◦◦〉+W [ • ◦◦ ◦◦ ◦ ] |•◦〉+W [ ◦ •◦ ◦◦ ◦ ] |◦•〉
L◦◦| • ◦〉 =W
[ ◦ ◦◦ ◦• ◦ ] |◦◦〉+W [ • ◦◦ ◦• ◦ ] |•◦〉+W [ ◦ •◦ ◦• ◦ ] |◦•〉
L◦◦| ◦ •〉 =W
[ ◦ ◦◦ ◦◦ • ] |◦◦〉+W [ • ◦◦ ◦◦ • ] |•◦〉+W [ ◦ •◦ ◦◦ • ] |◦•〉
(6.24a)
L•◦| ◦ ◦〉 =W
[ ◦ ◦◦ •◦ ◦ ] |◦◦〉+W [ • ◦◦ •◦ ◦ ] |•◦〉
L•◦| • ◦〉 =W
[ ◦ ◦◦ •• ◦ ] |◦◦〉+W [ • ◦◦ •• ◦ ] |•◦〉
L•◦| ◦ •〉 = 0
(6.24b)
L◦•| ◦ ◦〉 =W
[ ◦ ◦• ◦◦ ◦ ] |◦◦〉+W [ ◦ •• ◦◦ ◦ ] |◦•〉
L◦•| • ◦〉 = 0
L◦•| ◦ •〉 =W
[ ◦ ◦• ◦◦ • ] |◦◦〉+W [ ◦ •• ◦◦ • ] |◦•〉
(6.24c)
and
L••| ◦ ◦〉 =W
[ ◦ ◦• •◦ ◦ ] |◦◦〉
L••| • ◦〉 = 0
L••| ◦ •〉 = 0
(6.24d)
Using these expressions, one can find (6.22). It is worthwhile to observe that although the physical
degrees of freedom do not change, using the sl(2,C) adjoint representation, the Lax operator is a
singular 6× 6 matrix, whilst in the fundamental representation we have used before, it is a 8× 8
singular matrix, but we have been able to select a 5D subspace where the Lax operator L has a
suitable interpretation as an S-matrix.
From all these definitions, one can write the fundamental commutation relation (6.18) as∑
γ,γ˜,P
R[u, v∣∣ β β˜
γ γ˜
]W[u∣∣ Nα γ
P
]W[u∣∣ Pα˜ γ˜
M
]
=
∑
γ,γ˜,P
W[v∣∣ Nγ˜ β˜
P
]W[u∣∣ Pγ β
M
]R[u, v∣∣ γ γ˜
α α˜
]
(6.25)
Now we can represent this expression diagrammatically as figure 17, where the double line denotes
the adjoint representation of sl(2,C).
The definitions above characterized the even and odd subsystems as descendant of the vertex
model [16]. More specifically, it is often assumed that the auxiliary and quantum spaces are
isomorphic, but in our case, these two spaces are clearly different. As a relevant example, the
6-vertex model is defined from the fundamental representation of su(2), and the Lax operator is
simply L6v ≡ L( 12 , 12 ) ∈ End(Va × Vq), where Va ' Vq ' C2. Therefore
L( 12 , 12 ) :=
Vq
Vq
Va Va (6.26)
24
β˜β
α
α˜
M
N
=
β˜
β
α
α˜
M
N
Figure 17: Diagrammatic representation of the fundamental commutation relation.
The subsystem defined in this section, which culminated in the fundamental commutation
relation 17 is defined by a Lax operator of the form L ≡ L( 12 ,1) ∈ End(Va × V˜q), where V˜q ' C3,
so that
L( 12 ,1) :=
V˜q
V˜q
Va Va (6.27)
where the double line denotes the adjoint representation of sl(2,C). A clear exposition of these
descendant models, including the Bethe ansatz analysis, can be found in section §2.4 of [16].
7 Conclusions and Perspectives
In this paper we continue our analysis of the Kagome lattice system introduced in [13]. The most
appealing aspect of this system is its Hilbert space with a plane partitions grading. We expect
that these new aspects shed some light on the quantum crystal melting integrability.
In section 2, we write the Kagome lattice system as a stack of two types of spin chains, that
we called X- and Y -rows, which are respectively defined in terms of two fermionic fields with
components ψm and θm+1/2, with m ∈ Z. This description brings the discussion to a formalism
closer to the one considered in [11]. Physical states, which are classified by plane partitions,
were considered in section 3. We have found explicit expressions for the plane partitions growth
operators, and for states corresponding to the 0-, 1- and 2-boxes partitions.
Moreover, it is an important exercise to compare the results of this section with the 2D case
in [11], where all integer partitions can be easily written once the growth operators and a reference
state defined by the filled Fermi sea are properly considered. In the present case, we need to
define two families of reference states (since we have two types of rows, the X and Y -chains),
and these reference states are generally harder than the filled Fermi sea. Quite remarkably, these
reference states are manageable, as we show in section 3, and the construction of plane partitions
states is almost immediate once the 0-box configuration is properly defined.
Furthermore, in section 4 we also write the crystal melting Hamiltonian using the formalism
we develop in section 2. Contrary to the 2D case [11], it is not immediately clear if the 3D problem
is exactly solvable.
In section 5, we consider an associate classical statistical system that is defined when we
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assign Boltzmann weights for the allowed hexagon configurations. In other words, we have shown
that the plane partition growth can be completely defined with 18 different local configurations,
and if we assign a Boltzmann weight to each of these, we find a statistical problem that is not
very different from the vertex models. In section 6, we show that one can study the classical
system using two types of row-to-row transfer matrices, say t and t˜, but since [t(u), t˜(v)] 6= 0,
we cannot build commuting conserved charges from these objects. We should remark, though,
that this result does not disprove the integrability of the classical model, it simply says that the
integrability, if present, cannot be addressed by t and t˜.
Section 6 also concludes this paper with a curious analysis. Notwithstanding the noncom-
mutativity [t(u), t˜(v)] 6= 0, the transfer matrices t and t˜ do commute among themselves, that is
[t(u), t(v)] = 0 and [t˜(u), t˜(v)] = 0, and can be used to define two completely equivalent integrable
subsystems. These models descend from the 6 vertex model, and it is assumed that the states in
the X-spin chains fulfill a fundamental representation of the su(2) while the pair of states in the
Y -spin chains are associated to the sl(2,C) adjoint representation. We hope to address further
aspects of this observation in a future publication.
There are many possible directions of research, here is a short (and biased) list of interesting
problems. The system we defined in section 5 seems to be a rich statistical model, and given the
results we found, the most immediate question is to what extent the Yang-Baxter subsystems, the
descendant of the 6-vertex model, can be used as building blocks for plane partitions. In other
words, given any solution to the descendant vertex models, can we use its Boltzmann weights to
address the crystal melting problem? In fact, the classical statistical system above has a much
bigger physical space, so it is important to develop techniques to separate the macroscopic states
with corresponding plane partitions analogues from those states without such a description.
In this paper, and in [13], we have studied just one of the two conjectures of [11], namely, the
one related to the integrability of the 3D problem. We have not touched, yet, the second (and
perhaps more interesting) conjecture on the mass gap of this system. One natural question is if
the ideas we developed here and in [13] can help to prove or disprove the mass gap conjecture
of [11].
Finally, we should also point that the original motivation for the crystal melting problem was
to shed some light on a variety of relations between plane partitions and N = 2 supersymmetric
theories, topological strings, the AGT and the AdS3/Higher spin correspondence [9, 14,15]; and
we have not addressed any of these connections yet. This particular problem is currently under
investigation and we hope to provide some answers in a future publication. Let us hope nature
does not disappoint us.
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