ABSTRACT Exposure fusion (EF) directly generates a low dynamic range (LDR) image with similar image quality to the high dynamic range (HDR) image by combining images of different exposures to overcome the limited dynamic range of common digital cameras. EF for dynamic scenes is challenging not only due to the difficulty in removing various ghost artifacts but also because of the requirement of preserving details, especially in the saturated regions. Recently, low-rank (LR) matrix completion (LRMC) has been shown to be efficient in separating the latent background from the sparse motion in the irradiance domain. However, the performance of LRMC models strongly relies on the estimated irradiance images. To address this problem, this paper proposes a novel EF method combining Retinex theory and the LRMC model. The proposed method consists of four steps. First, according to Retinex theory, an image is decomposed into illumination and reflection components. Second, the LRMC model is applied to the reflection component to generate the background reflection component and the sparse error. Third, the motion map is modeled as a Markov random field (MRF), integrating the sparse error with the ordering constraint across all the illumination components. Finally, all the illumination components are fused via a pyramid-based method, where the weight maps are defined based on the obtained motion map and illumination. The experimental results show that the proposed method outperforms the state-of-the-art methods particularly in preserving details in saturated regions.
I. INTRODUCTION
Conventional digital cameras capture a small range of luminance levels, which does not include all of those in real-world scenes. High dynamic range (HDR) imaging aims to improve the visual quality of all regions of an image, especially the darkest and brightest regions. Although specific devices for HDR imaging have been developed [1] - [3] , they have not gained popularity in recent years because of their cost and specific purpose.
Many software techniques have been proposed to generate an HDR or HDR-like low dynamic range (LDR) image from a single image or from multiple images. The former is mainly intended to enhance details in low-light regions [4] - [6] , in which the input LDR image exhibits only
The associate editor coordinating the review of this article and approving it for publication was Larbi Boubchir. a very weak response. However, one intrinsic limitation is the total reliance on the quality of this input LDR image, which often fails to recover details in some regions in a high-contrast scene. Therefore, the most popular HDR imaging method is to merge a stack of images with different exposure settings that are suitable for regions with different light levels. Some methods achieve spectacular results [7] , [8] when the scene is absolutely static but inevitably produce ghost artifacts if movement occurs in the scene. To overcome this challenge, numerous techniques for removing ghost artifacts [9] - [11] have been proposed.
Low-rank (LR)-based methods have attracted much attention and have achieved good performance in background estimation and moving object detection [12] , [13] .
The LR model was first applied in HDR imaging for global registration and inconsistent region detection [14] , [15] and was then extended to recover the latent background irradiance [16] , [17] . However, these methods rely on the assumption of a linear camera response function (CRF) and fail in very highly saturated regions, e.g., extremely dark or bright regions, where linear CRF breaks down.
To address this limitation, we propose a novel exposure fusion (EF) method based on Retinex theory with LR matrix completion (LRMC). In this paper, according to Retinex theory, an image is decomposed into its illumination and reflection components, which are then fused separately. LRMC is used on the reflection components of all the input images to generate a matrix of rank 1 that corresponds to the static background and a sparse matrix that corresponds to the moving object, where the former is the latent background reflection component and the latter, combined with the ordering constraint across all illumination components, is used to generate motion maps. Then, a pyramid-based fusion method is used with the weight map to combine the illumination feature and the motion maps. The main contributions of our paper are summarized as follows:
1. We first introduce a novel EF method combining Retinex theory and LRMC. The key idea is to decompose an image into its illumination and reflection components and fuse them separately.
2. LRMC is first applied to the reflection component. The proposed method works in the intensity domain so that the exposure parameters and the CRF are not needed. In addition, the two resulting matrices have different functions: the matrix of rank 1 corresponds to the background reflection component, and the sparse matrix is taken as one feature used in motion map generation.
3. We define the combination of the sparse matrix and the ordering constraint as a new feature that is introduced in the Markov random field (MRF) to generate motion maps.
The remainder of this paper is organized as follows. In Section 2, we review existing ghost-free HDR imaging methods. Section 3 details the proposed EF method combining Retinex theory and LRMC. The experiments and the results, including a comparison between our method and eight state-of-the-art methods, are discussed in Section 4, and the conclusions are presented in Section 5.
II. RELATED WORK
Recently, many studies have been presented to remove ghost artifacts in HDR imaging, which is surveyed in [9] , [10] . Both camera motion and object motion in the scene can cause ghosts: the former can be addressed by anchoring the camera or by applying global registration based on intensity-invariant features such as the median threshold bitmap (MTB) [18] and local binary pattern (LBP) [19] , whereas the latter is hard to address. In this paper, we focus on removing object motion in HDR imaging. Depending on whether the reference image is specified or not, ghost-free HDR imaging methods are classified into two basic classes: reference-based methods and nonreference-based methods. Reference-based methods aim to detect regions in each source image that are inconsistent with the reference image and to fill these regions with appropriate values. Jacobs et al. [20] and Menzel and Guthe [21] proposed using image features that are insensitive to luminance variance, such as the variance and local entropy of the irradiance images, and the cross-correlation in the intensity domain, to detect inconsistent regions with respect to the reference image that are excluded in the fusion process. Wu et al. [22] proposed using the ordering constraint to detect and refine moving objects and compensate for the predicted results based on the estimated CRF. Zhang et al. [23] proposed using the intra-consistency to determine whether a superpixel in each source image is in motion and fill the motion regions with values generated based on the inter-consistency between the histograms of each source image and the reference image. Li et al. [24] proposed detecting inconsistent pixels based on a bidirectional method and correcting inconsistent pixels by using successively the intensity mapping functions between each source image and reference image and the spatial correlation in the image, and proposed fusing the corrected images. These methods can perform well in certain scenarios; however, they fail when the reference image has large saturated regions.
In that case, local correspondences estimated based on optical-flow [25] , [26] algorithms or patch-matching techniques [27] , [28] , are used to adjust the intensities of the saturated and motion regions prior to fusion. Zimmer et al. [29] proposed an energy function for pixel-wise matching between each source image and reference image to estimate the dense displacement fields. Although this method is robust to noise and occlusion, it encounters difficulty addressing large displacements. Sen et al. [27] estimated the patch-wise matching using the PatchMatch technique developed by Barnes et al. [30] by minimizing the differences between the estimated HDR image and all the input images. Hu et al. [28] applied PatchMatch to the intensity domain to reconstruct a latent image for each source image with the same scene as the reference image. Zheng et al. [31] proposed a hybrid patching scheme consisting of correction at the pixel level and hole-filling at the patch level. In [9] , [10] , the algorithms of Sen et al. [27] and Hu et al. [28] outperformed other methods in most scenarios, and the method of Hu et al. [28] was shown to be faster than that of Sen et al. [27] ; however, those methods still face difficulties recovering details in the highly saturated regions of the reference image because of incorrect matching and have high computational complexity.
Nonreference-based methods aim to separate the foreground and the background and to produce a fused image that is the weighted sum of the separated background image. Sidibe et al. [32] proposed using the ordering constraint and quasi-continuous histograms to estimate the foreground, the weight of which is set to 0. Silk and Lang [33] combined pixel and superpixel information to detect the foreground and used pixels labeled as the background to construct an HDR image. Considering the unreliable intensity in the saturated regions, Khan [34] and Pedone and Janne [35] used kernel density estimation to calculate the probability that a pixel belongs to the background and took this probability as the weight in the fusion process. Zhang et al. [36] , [37] proposed defining the visibility score based on the gradient magnitude and defining the consistency score based on the gradient direction; the weight maps are then determined based on these scores. Liu and Wang [38] introduced the dense scale-invariant feature transform (SIFT) descriptor for local contrast and spatial consistency, which are integrated with the exposure quality in determining the weight maps. Li and Kang [39] proposed constructing the weight maps based on local contrast, brightness and color dissimilarity that are determined based on histogram equalization and the median filter and refined by recursive filtering. Granados and Lensch [40] formulated the foreground estimation as an MRF by means of the estimated density function and the estimated motion boundaries as priors. Yan et al. [41] introduced the use of sparse representation theory in ghost detection. However, these methods result in ghost artifacts when the illumination changes substantially across images.
When considering the background as a low-dimensional subspace, LR models achieve superior performance in background estimation and foreground subtraction tasks. Based on the assumption that the CRF is linear, Oh et al. [14] and Lee [15] introduced the rank-1 constraint to the LR model for motion detection in the irradiance domain and used the estimated sparse error as the weight to fuse the irradiance images. By using the truncated nuclear norm to better estimate the nuclear norm, Oh et al. [16] and Lee and Lam [17] proposed the LRMC model to directly estimate all of the background irradiances, which are directly used in fusion tasks. However, that method suffers from artifacts because an imperfect CRF is introduced for irradiance estimation in the large saturated region. As shown in Fig. 1 , noise artifacts are introduced in the ceiling in (c), and ghost artifacts are visible in (e). Compared to these LRMC-based HDR imaging methods, the proposed method not only removes various artifacts but also preserves detail well, especially in saturated regions.
In addition, the exposure parameters and estimated CRF are not needed.
III. EF METHOD COMBINING RETINEX THEORY AND LRMC
Given N l multi-exposure images N v and N c are the number of rows, columns and color channels, respectively, we assume that they are captured by a tripod-anchored camera or are globally aligned by applying a registration method [18] . The main idea of the proposed method is to decompose an image into its illumination and reflection components and to fuse them separately. Fig. 2 presents the system diagram of the proposed method, consisting of four steps. In the first step, which is based on Retinex theory [42] , an input image is decomposed into its illumination and reflection components, in which the former component preserves the light variance and the latter component preserves the color information. In the second step, which is based on the observation that the reflection component is common across input images, the LRMC model is applied on the reflection component to produce a matrix of rank 1 corresponding to the background reflection component and the sparse error corresponding to the object motion. In the third step, the motion map is determined by applying an MRF with the feature combining the sparse error with the ordering constraint on the illumination component. In the final step, we propose merging the illumination components of all the input images by using a pyramid-based method.
A. DECOMPOSITION OF THE ILLUMINATION AND REFLECTION COMPONENTS
According to Retinex theory [42] , an image is regarded as the product of its illumination and reflection components, where the former preserves the light variance and the latter preserves the color of the object. Illumination-reflection decomposition is an ill-posed problem, but a variety of methods can be applied to estimate the illumination and reflection components, such as total variation models [43] , [44] , spatially variant operators [45] and fast Fourier transform [46] . However, they usually have high computational complexity.
For simplicity, we assume that the three color channels have the same luminance [47] . Therefore, each color channel c of image I is represented by:
where L and R c denote the illumination and reflection components, respectively. The illumination component of each pixel p is computed as the maximum value of its three color channels as follows:
Then, the reflection component is calculated by dividing the original intensity by the luminance:
where ε is set to 10 −25 . Then, the illumination and reflection components of i-th images I i are represented by L i of size N h ×N v and R i of size N h ×N v ×N c , respectively. Fig. 3 shows the input images and their corresponding estimated illumination and reflection components. Then, different fusion methods are applied to the illumination and reflection components.
B. LRMC FOR REFLECTION RECONSTRUCTION
In contrast to [16] , [17] , in which the LRMC model is used in the radiance domain, we apply the LRMC model to the reflection component. According to Retinex theory [42] , the color of an object remains the same under varying illumination levels. As shown in the third row of Fig. 3 (i.e., the reflection components of all the input images with different exposures), if the pixel belongs to an unsaturated, static region, the estimated reflection components of all multi-exposure images captured by using a camera with the same settings (except for different exposure times) are common. Thus, the rank-1 constraint improves reflection reconstruction based on LRMC. Saturated regions present unreliable reflection information, which should be recovered from other images. Thus, we start with a threshold for classifying saturated regions and unsaturated regions. If the mean intensity of the three color channels of a pixel is between 6/255 and 254/255, the pixel belongs to an unsaturated region. Otherwise, it belongs to a saturated region. However, isolated points and small holes still exist. As the illumination component is piecewise smooth, we implement computationally efficient morphological operations to remove isolated points and small holes. First, the pixel is labeled with the value of the majority label from its 3-by-3 neighborhood. Second, if the connected region contains fewer than 30 pixels, it is removed. The final unsaturated region is denoted by u . Then, LRMC model is applied to the reflection component for the separation of the background from the sparse motion. where Br r=1 = N l i=r+1 σ i (Br), r is the target rank and is set to 1, and ||Er|| 1 is the l 1 -norm of the matrix Er. λ is the control parameter and is set to 1 √ N h N v N c , which has been discussed in [43] . P u (x) is given by:
As shown in Fig. 4 (examples of the reconstructed background reflection component), the background reflection components of all the images remain consistent. The fused reflection component is directly calculated as the mean of all the reconstructed reflection components, and the sparse error for each image corresponding to object motion is computed as the maximum absolute value of the sparse matrix along the three color channels.
C. MRF WITH THE SPARSE ERROR AND THE ORDERING CONSTRAINT FOR MOTION MAP GENERATION
When the moving object has a similar color to that of the background, it is difficult to separate the moving object based on the sparse error of the reflection component via LRMC. As shown in the first row of Fig. 5 , the sparse error (marked with a red rectangle), in the shadows or where the moving object is similar to the background, is small and sometimes very close to 0.
We use the ordering constraint to adjust the sparse error. The ordering constraint in the intensity domain has been shown to be efficient in detecting inconsistent pixels across multi-exposure images [22] , [32] . If a pixel is stationary, the pixel luminance values must be in the same order as the exposure time of the input images.
The ordering constraint for motion detection requires at least one reference image. Usually, the best exposure image is regarded as the reference image. In the nonreference-based method, it is impossible to select an image due to each image being likely to have a moving object. Thus, we propose selecting two reference pixels, which have the two smallest sparse errors among all the reflection components, for each location. Because of the smaller sparse error, the pixel has a higher possibility of being in the static background. For each location in the image domain, all of the other illuminations are compared to the illumination of the reference pixels. We define the region c to be the region in which the pixels have a small sparse error in the reflection component but violate the ordering constraint in the illumination component. If a pixel is in the region c , the sparse error will be adjusted; otherwise, the sparse error will be preserved. Therefore, we obtain the adjusted sparse error as follows: where δ(·) is an indicator function. As shown in Fig. 5 (b) , the sparse error in the shadows, where the moving object is similar to the background, has been enhanced. According to the adjusted sparse error, we formulate the motion map generation problem as a binary labeling problem. To facilitate the discussion later, we define X i = {x i,1 , x i,2 , . . . , x i,NvNh } as a set of binary labels for the i-th input image I i , where x i,p is assigned the p-th pixel of I i to label 1 as the background or label 0 as the moving object. Clustering methods, e.g., k-means clustering, can be used to generate the motion map. However, a large number of small, isolated motions are generated. To improve the result, we impose smoothness to penalize discontinuities of motion regions such that adjacent pixels from the same object have the same motion map. In this work, we apply an MRF combined with the adjusted sparse error for each input image to generate the motion map. We assign optimal labels in each image by minimizing the energy function:
arg min
where is the whole image domain and w is the 3-by-3 neighborhood. D(·) and S(·) are the data and smooth terms, respectively. α is a trade-off parameter that determines the relative distribution of the two terms. D(·) is a function derived from the adjusted sparse error, which measures how well the pixel p fits the label x i,p and is defined as:
where c x i,p is the center of label x i,p and σ 1 is set to 0.3. S(·) is a function derived from the input image to encourage neighboring pixels of the same color to be assigned the same label and is constructed via the Potts model as:
where σ 2 is set to 0.2. To apply graph cuts to generate the ghost map, we construct an undirected weighted graph G = (V , E) for each image, where the set of vertices V stands for all pixels and a set of edges E encodes the weights of pairwise adjacent pixels. The motion map M i of the i-th image is the minimum cut of graph G solved by the gco-v3.0 library [48], i.e., the global minima of Eq. (7). 
D. PYRAMID-BASED FUSION OF THE ILLUMINATION COMPONENT
In contrast to the reflection component, the illumination component has the largest luminance variances. The desired illumination component of the fused image is expected to best represent the luminance of all the input images. Therefore, we apply the weighted sum of all illumination components to generate the fused illumination component as follows:
where the weight map is defined as:
where M i denotes the obtained motion map and σ 3 is set to 0.3. If a pixel belongs to a motion region, the weight is set to 0; otherwise, the weight should increase with the luminance value close to 0.5. However, if only a motion map is added to the weighted map as in (11) , there are visible artifacts, such as ghost artifacts and halo artifacts, in the fused image as shown in [26] , [33] . To prevent artifacts during illumination fusion, a multiscale pyramidal technique is adopted. First, we construct two Gaussian pyramids for each weight map and illumination component, denoted by GP l {W i (L i, M i )} and GP l {L i }, respectively, l = 1, 2, . . . , d, where l = d is the full resolution and l = 1 is the coarsest level in the pyramid. Both Gaussian pyramids have the same number of levels d, which are set to log 2 (min {N h , N v }) − 1. Then, a Laplacian pyramid for each illumination component, denoted by LP l {L i }, at each layer is constructed as follows:
where EX(·) is the upsampled low-pass version of the image via a Gaussian kernel. The fused illumination component F f ,l , each layer of which is successively obtained in a bottom-up way, is computed by summing the weighted sum as follows: The final illumination component F f is F f ,d . Once the fused reflection and illumination components are computed, we obtain a new image by:
where γ is the correction factor for the illumination component.
IV. EXPERIMENTAL RESULTS
In this section, we conduct experiments on a variety of real scenes to verify the effectiveness of the proposed method.
All the experiments are implemented on an Intel Core 6500U CPU with 16 GB RAM.
A. IMPACT OF KEY PARAMETERS
In this work, three key parameters are the centers c 0 and c 1 of two labels and the correction factor γ for the illumination component. We discuss the impact of one parameter while fixing the other parameter. c 0 is the center of label 0 (i.e., the background), and c 1 is the center of label 1 (i.e., the nonstationary region). As stated in Section 3.2, if the adjusted sparse error is close to 0, the pixel belongs to the background; otherwise, the pixel belongs to the moving object. Thus, the center c 0 of label 0 is fixed at 0, and the center c 1 of label 1 can be in the range of (0,1]. We conducted a series of experiments to indicate the impact of c 1 . Fig. 6 shows the results when c 1 ranges from 0.1 to 1, with a step of 0.1 and γ equal to 0.75. When c 1 is equal to 0.1, ghost artifacts are visible in (a) because c 1 is set too low to misclassify the moving object as the background; in contrast, when c 1 is greater than 0.5, the edge of the shadow is incomplete because c 1 is set too high to misclassify the background as a moving object. When c 1 is in the range (0.1, 0.5), little difference is shown. Thus, in all the experiments, c 1 is set to 0.2.
The parameter γ is used to correct the illumination in order to enhance details. Fig. 7 shows the results with γ ranging from 0.5 to 1, with a step of 0.05 and c 1 equal to 0.2. When γ is less than 0.6, the details of the ceiling are preserved, while the details on the ground are weakened. In contrast, when γ is less than 0.86, the details of the ceiling are weakened, while the details of the ground are preserved. When γ is in the range of [0.6, 0.85], the proposed method performs well on preserving details of both the ceiling and the ground. The user can easily adjust this parameter to produce different visual effects. In all of the experiments, γ is set to 0.75. 
B. COMPARISON WITH EXISTING GHOST-FREE HDR IMAGING METHODS
We qualitatively and quantitatively compare the proposed method with eight state-of-the-art methods, including those proposed by Mertens et al. [7] , Hu et al. [28] , Ma et al. [8] , Liu and Wang [38] , Tursun et al. [10] , Li and Kang [39] , Lee [15] and Oh et al. [16] , on 11 real scenes including 7 indoor and 4 outdoor [49] - [51] ; the code for each method has been made publicly available by their respective authors. The method proposed by Mertens et al. [7] is an efficient EF method for static scenes that generates a fused image with the natural appearance. Hu et al. [28] used reference-based methods and achieved the best performance compared to the other methods on most image sequences; the comparison performances are discussed in [9] and [10] . The method proposed by Ma et al. [8] is fast, simple and efficient. The method proposed by Liu et al. [38] is the one that uses image features that are insensitive to luminance variance to detect motion and introduced in calculating the weight maps. The methods proposed by Tursun et al. [10] and Li et al. [39] are the two fast nonreference-based methods. The methods proposed by Lee et al. [15] and Oh et al. [16] are the two representative LR-based methods, where the former is a reference-based method and the latter is a nonreference-based method. To generate the resultant image available for display, the methods proposed by Mertens et al. [7] are used to fuse the latent images generated by Hu et al. [28] , and the tonemap function in MATLAB is used to tone-map the HDR images produced by Lee et al. [15] and Oh et al. [16] . Fig. 8 shows a comparison of the results for the image sequence ''Gallery1'' produced by the methods proposed by Mertens et al. [7] , Hu et al. [28] , Ma et al. [8] , Liu et al. [38] , Tursun et al. [10] , Li et al. [39] , Lee et al. [15] , Oh et al. [16] and the proposed method, where the third input image is selected as the reference image in the reference-based methods. The fused image from the method proposed by Mertens et al. [7] has visible ghost artifacts because the method cannot tackle dynamic scenes. The result from method proposed by Hu et al. [28] has serious color distortions and produces artifacts because of incorrect patch matching in the undersaturated regions. Ghost artifacts are visible in the fused image produced by the method proposed by Tursun et al. [10] and Lee et al. [15] , and both ghost artifacts and color distortions exist in the resultant images produced by the method proposed by Liu et al. [38] and Li et al. [39] because of the wrong weight map in the undersaturated region. The other methods achieved a good performance in ghost removal. However, the method proposed by Ma et al. [8] introduces halo artifacts around the moving object and the ground. Due to the imperfect irradiance estimated from the intensity in the saturated region, color distortion in the ceiling region is apparent in the results produced by the method proposed by Oh et al. [16] . Our proposed method produces the similar color appearance to Mertens et al. [7] , and effectively suppresses all of the artifacts, including the ghost artifacts and halo artifacts, and preserves the details. Fig. 9 and Fig. 10 show another comparison of the results, this time on the image sequence ''Shop2'' produced by the methods proposed by Mertens et al. [7] , Hu et al. [28] , Ma et al. [8] , Liu et al. [38] , Tursun et al. [10] , Li et al. [39] , Lee et al. [15] , Oh et al. [16] and our proposed method, where the third input image is selected as the reference image in the reference-based methods. Ghost artifacts are visible in the fused images from Mertens et al. [7] , Liu et al. [38] , Tursun et al. [10] and Li et al. [39] , as shown in Fig. 10 (a) and (d)-(f) . All the other methods perform well in ghost removal. However, it is difficult to preserve the details in the saturated region and prevent color distortions when using the methods proposed by Hu et al. [28] , Ma et al. [8] , Lee et al. [15] , and Oh et al. [16] . In Fig. 9 (n) and Fig. 10 (i) (i. e., the results from our proposed method), all details of the building are visible and vivid color appearance is preserved. Fig. 11 and Fig. 12 show the results for the image sequence ''Cafe'' produced by the methods proposed by Mertens et al. [7] , Hu et al. [28] , Ma et al. [8] , Liu et al. [38] , Tursun et al. [10] , Li et al. [39] , Lee et al. [15] , Oh et al. [16] and our proposed method, where the second image is selected as the reference image in the reference-based methods. Except for Mertens et al. [7] , Liu et al. [38] and Li et al. [39] , other methods perform well in ghost removal, and our proposed method preserves image information in the saturated region. Fig. 13 and Fig. 14 show comparisons of the results for the image sequences ''Shop1'' and ''solm1'' proposed by Mertens et al. [7] , Hu et al. [28] , Ma et al. [8] , Liu et al. [38] , Tursun et al. [10] , Li et al. [39] , Lee et al. [15] , Oh et al. [16] and the proposed method. Compared with the eight existing methods, our proposed method that decomposes an image into its illumination and reflection components and fuses them separately achieves more details, especially in the saturated regions, and preserves the vivid color appearance.
Thus far, it is still challenging to quantitatively evaluate ghost-free HDR imaging methods because the existing evaluation methods, including HDR-Variable Dynamic Range version 2 (HDR-VDR-2) and the tone-mapped image quality index (TMQI), require the ground truth HDR image. Multi-exposure image fusion combining structural similarity VOLUME 7, 2019 (MEF-SSIM) [52] , a widely used metric for exposure fusion algorithms, works with luminance components and static scenes. Thus, we apply the oriented gradients image quality assessment (OG-IQA) index proposed by Liu et al. [53] , which is a blind image quality assessment index that achieves a high evaluation performance by integrating the gradient orientation and other features into the AdaBoost back-propagation neural network. A higher OG-IQA score represents a higher visual quality. Table 2 lists the OG-IQA scores of the five state-of-the-art methods, from which we can see that the proposed method achieves the highest average OG-IQA score and a higher score for most scenes, which indicates that the proposed method achieves better natural appearances and richer details than the seven state-of-the-art methods.
It should be noted that the OG-IQA score is not completely consistent with the visual evaluation. For example, the method proposed by Ma et al. [8] achieved the highest OG-IQA score on the ''Gallery1'' sequence; however, Fig. 6 shows that halo artifacts are visible around the moving object and on the ground. Fig. 6 shows that the proposed method achieves the best visual quality.
Computational complexities of Hu et al. [28] , Ma et al. [8] , Liu et al. [38] , Tursun et al. [10] , Li et al. [39] , Lee et al. [15] , Oh et al. [16] and the proposed method are measured in terms of the number of multiplies. Tursun et al. [10] and Li et al. [39] are pointwise operations, which have a complexity of O (N h N v N l ) . The main computation of Hu et al. [28] is the patch similarity check and the similarity patch search using PatchMatch, which has a complexity of O(
, where K 1 represents the iteration numbers and p × p is the patch size. The main computation of Ma et al. [8] lies in the patch structural consistency check with a complexity of O(p 2 N h N v N l ) . Dense scale-invariant feature transform (DSIFT) and are the two main time-consuming steps in Liu et al. [38] , which has a complexity of O(N h N v log (N h N v ) N l ) . The main computation of Lee et al. [15] and Oh et al. [16] lies in singular value decomposition, which N h N v ) 3 N l ) but works fast in many cases [54] . Theoretically, the computational complexity of the proposed method is higher than that of Oh et al. [16] . However, the proposed method works faster than Oh et al. [16] because LRMC applied on the reflection component has fewer iteration numbers than that applied on the irradiance image, which greatly speeds up the rate of convergence. Table 2 shows the running times in seconds of the proposed method and seven existing ghost-free HDR and EF methods for three image sequences. Tursun et al. [10] and Li et al. [22] have the highest computational efficiency but fail to remove ghost artifacts in many scenarios, and Hu et al. [30] has the slowest computational efficiency. Oh et al. [16] and the proposed method all employ the LRMC model, but the proposed method runs faster than that of Oh et al. [16] mainly because of fast convergence. 
V. CONCLUSIONS
In this paper, a new EF method combining Retinex theory and LRMC is proposed for dynamic scenes. In contrast to previous LRMC-based HDR imaging methods, the proposed method works in the intensity domain so that the exposure parameters and the CRF are not needed. According to Retinex theory, an image is decomposed into its illumination and reflection components, whereby the former component preserves the light variance and the latter component is common across the multi-exposure images. Thus, we propose fusing each component by using different strategies, where the background reflection component is reconstructed by using the LRMC model, and the illumination component is reconstructed by a pyramid-based method where the weight maps are determined by the sparse error and the ordering constraint of the illumination components. The experimental results demonstrated that our method achieves a competitive performance in removing ghost artifacts compared to the other state-of-the-art methods and attained the best performance in terms of preserving details, especially in saturated regions.
