We present a superalgebraically convergent integral equation algorithm for evaluation of TE and TM electromagnetic scattering by smooth perfectly conducting periodic surfaces z = f͑x͒. For grating-diffraction problems in the resonance regime (heights and periods up to a few wavelengths) the proposed algorithm produces solutions with full double-precision accuracy in single-processor computing times of the order of a few seconds. The algorithm can also produce, in reasonable computing times, highly accurate solutions for very challenging problems, such as (a) a problem of diffraction by a grating for which the peak-to-trough distance equals 40 times its period that, in turn, equals 20 times the wavelength; and (b) a high-frequency problem with very small incidence, up to 0.01°from glancing. The algorithm is based on the concurrent use of Floquet and Chebyshev expansions together with certain integration weights that are computed accurately by means of an asymptotic expansion as the number of integration points tends to infinity.
INTRODUCTION
The problem of evaluating the scattering of waves by periodic surfaces is one of fundamental importance in science and engineering. A vast literature has thus developed in this area: an excellent survey of early approaches to this problem is given in the classical reference [1] ; other reviews and contributions, spanning many decades, include [2] [3] [4] [5] [6] among many others. Significant progress has emerged from these efforts. Yet, an examination of the literature reveals that the manifold approaches to this problem share certain limitations: typically diminishing accuracies can be achieved as the surface height-toperiod ratios and/or frequencies are increased, and as grazing angles approach zero degrees. Beyond certain values of these parameters, no accuracies have been demonstrated by any of the existing methodologies.
In this paper we propose a numerical method that can treat a significantly larger range of scattering problems than have been previously treated. A case study is presented, for example, in which the depth of the scattering surface is 40 times its period and for which the period equals 20 times the wavelength (in particular, the period equals 800 times the wavelength); our solver produced the solution for this problem with full ten digits accuracy. The closest example we found in the literature is given in [3] : there a surface of depth equal to eight times its period is presented, for which the solution was produced with an accuracy of three digits. Other rather extreme cases are considered in the present text, including cases involving high frequencies and small grazing angles. For wavelengths in the resonance regime (where wavelengths are comparable to the period), further, the present approach can produce solutions with full double-precision accuracies in computing times of the order of a few seconds on contemporary single-processor personal computers.
Our method is based on use of integral equations [7] , representation of the unknown surface densities in terms of a Floquet series, and superalgebraically accurate evaluation of all integrals involving singular kernels by means of appropriate use of Chebyshev expansions. In this contribution we confine our discussion to problems of scattering by perfectly conducting smooth periodic surfaces, but the approach can be extended to other cases, including nonperfectly conducting, penetrable surfaces, and nonsmooth geometries.
The aforementioned contribution [3] includes a survey of modern integral equation methods that provides an excellent frame of reference for our methods and results. The most robust mathematically sound approach considered in that reference is a certain collocation method (referred to as CC in [3] ). The essentials of the CC method are related to the present approach. The present work differs from the CC and related methods of [3] in some fundamental ways, however: the CC method uses the kernel decomposition K͑x,xЈ͒ = − 1 2 ln͉x − xЈ͉ + K ͑x,xЈ͒, ͑1͒
which contains the singular component K : the first derivative of this function is unbounded at x = xЈ. Numerical integration schemes for integrands containing such singularities that do not explicitly account for the derivative singularities exhibit low-order convergence. The key ele-ments of the algorithm proposed in this text are, precisely, (1) use of a decomposition of the form K͑x,xЈ͒ = K 1 ͑x,xЈ͒ln͉x − xЈ͉ + K 2 ͑x,xЈ͒, ͑2͒
(where K 1 and K 2 are smooth or even analytic functions of their arguments, provided the scattering surface is, respectively, smooth or analytic), together with (2) a methodology, based on Chebyshev representations and use of asymptotic expansions for evaluation of integration weights, for fast and highly accurate evaluation of integrals of products of the kernel and the unknown integral density. As a result of this approach we obtain a fast superalgebraically convergent algorithm: the errors in the solutions obtained by using N unknowns and M kernel weights tend to zero faster than O͑N −m ͒ and O͑M −m ͒ for all positive integers m. As discussed above, use of this algorithm allows for treatment of greatly challenging grating-diffraction problems with high accuracy and speed.
This paper is organized as follows: after introducing the relevant integral equations and discussing the extraction of the kernel singularity in Sections 2 and 3, in Sections 4 we present the main lines of our integral equation solver-which, as mentioned above, is based on concurrent use of Floquet and Chebyshev expansions; in particular, Subsection 4.C treats a somewhat subtle matter concerning fast and accurate evaluation of integration weights. In Section 5, finally, we present a variety of numerical results demonstrating the qualities of the overall proposed methodology.
INTEGRAL EQUATIONS
We consider the problem of evaluating the scattering of a time-harmonic incident plane wave of wavelength =2 / k,
by a perfectly conducting periodic surface z = f͑x͒, where f : R → R is a smooth P-periodic function, f͑x͒ = f͑x + P͒; clearly Ͼ 0 denotes the incidence angle measured from the horizontal. The total field u͑r͒, which equals the sum u inc ͑r͒ + u s ͑r͒ of the incident field u inc and the (radiating) scattered field u s , satisfies the scalar Helmholtz equation
where S = ͕r = ͑x , z͒ R 2 : z Ͼ f͑x͖͒. The TE and TM boundary-value problems for the Helmholtz equation result as the respective boundary conditions u = 0 and ‫ץ‬u / ‫ץ‬n = 0 are imposed at the interface ‫ץ‬S = ͕z = f͑x͖͒, where n͑r͒ denotes the upward normal unit vector to ‫ץ‬S.
As is known, the solutions of Eq. (4) 
͑6͒
where the plus sign is used for TE polarization, and the minus sign is used in the TM case [5] . The TM equation results as the normal derivative of Eq. (5) is computed in the limit as r approaches the interface ‫ץ‬S from above. In the case of TE polarization the derivation of Eq. (6) involves Green's formula, and we have + =−‫ץ‬u / ‫ץ‬n. No such physical interpretation exists for the TM polarization density − . As is customary, we re-express the single-and doublelayer integrals in Eqs. (5) and (6), whose integration domain is the infinite surface ‫ץ‬S, as an integral over a single period P of ‫ץ‬S. This reduction can indeed be effected in view of the quasi-periodicity conditions u͑r + x P͒ = exp͑i␣P͒u͑r͒ and ± ͑r + x P͒ = exp͑i␣P͒ ± ͑r͒ ͓x = ͑1,0͔͒ satisfied by the solutions u and ± . For the scattered field Eq. (5), for example, we obtain an expression of the form
where G is the free-space periodic Green's function; see, e.g., [1] . Denoting ␣ n = ␣ +2n / P and ␤ n = ͱ k
The spectral series representation, Eq. (8), converges uniformly in compact subsets of ͕z zЈ͖, but it cannot be termwise differentiated with respect to z or zЈ at z = zЈ [9] . The representation, Eq. (8) 
where s͑x͒ = ͑x , f͑x͒͒ is a surface position vector, the integral equations (6) can be expressed in the form
K͑x,xЈ͒͑xЈ͒dxЈ. ͑10͒
The kernel and source function in the second-kind Fredholm equation (10) are given by
‫ץ‬G͑r,rЈ͒
for r = s͑x͒ and rЈ = s͑xЈ͒, respectively. The limits of integration used in Eq. (10), which could otherwise be chosen arbitrarily as long as they delimit exactly a single period of ‫ץ‬S, are selected in our treatment in such a way that the singular term lies at the center of the domain of integration-thus avoiding the appearance of nearsingular integrands.
Once the unknown density in Eq. (10) has been determined, substitution of Eq. (9) and the spectral series, Eq. (8), into the scattered field expression, Eq. (5), gives rise to a plane wave expansion with direction vectors K n = ͑␣ n , ␤ n ͒ for the field u s in the region z Ͼ max͕f͑x͖͒,
The quantity
which gives the fraction of the incident energy that is reflected in the K n direction, is often referred to as the efficiency of the nth mode. The evanescent (nonpropagating) modes, for which Re͑␤ n ͒ = 0, do not contribute to the far field. In particular, they carry no energy away from the surface, so that conservation of energy requires
where U is the (finite) set of indices corresponding to propagating modes:
The extent to which the energy balance condition (14) is satisfied by a numerical solution is often a good indicator of numerical accuracy. Although we include numerical energy-balance values ͉1−E͉ among our numerical results, our ultimate accuracy checks result from evaluation, via convergence studies, of the maximum of the error in the physical quantities e n , n U. with c͑x , xЈ͒ = f͑x͒ − f͑xЈ͒ − ͑x − xЈ͒fЈ͑x͒ and r͑x , xЈ͒ = ͓͑x − xЈ͒ + iY 1 ͑z͒ is singular for z = 0. To proceed with the extraction of the singular logarithmic terms in the kernel, we consider the Neumann expansion for the Y 1 Bessel functions [10] ,
KERNEL DECOMPOSITION
where ␥ = 0.57721566. . . is Euler's constant. In Eq. (17) we note the presence of a nonintegrable singularity at z =0, which is associated with the J 0 ͑z͒ / z term. It is well known (and easy to verify) that, while the gradient of the Green's function possesses such a singularity, the normal derivative is itself integrable. It is also easy to check that the only remaining singularity in K is logarithmic, and that the kernel functions K 1 and K 2 appearing in Eq. (2) may be expressed in the form
For convenience both in the notation and in the numerical evaluation of the function K 2 , in Eq. (19) we have used the A 2 function
This definition is particularly useful when computing values of K 2 near x = xЈ: since A 2 is analytic at z =0, we may evaluate this function accurately in a neighborhood of the origin by means of its Taylor series expansion-the leading order of which is A 2 ͑0͒ =1/2+i͑␥ −1͒ / . Away from the origin, in turn, we compute A 2 by explicit evaluation of all Hankel and Bessel functions in Eq. (20) . As a simple exercise we note that the self-terms of the kernel functions are given by K 1 ͑x , x͒ = 0 and
͑21͒
It is important to note that, although the functions K 1 and K 2 are smooth for ͉x − xЈ͉ Ͻ P-provided so is the surface ‫ץ‬S-they are not periodic and, thus, a numerical procedure involving expansion of the functions K 1 and K 2 in Fourier series would give rise to limited accuracy. In what follows we use, instead, high-order-accurate expansions of these functions in Chebyshev series, and, after introducing our discretization of the unknown density , we introduce an associated high-order integration algorithm for the integral in Eq. (10).
NUMERICAL SOLUTION OF THE INTEGRAL EQUATIONS
In this section we present a high-order solver for the second-kind integral equations (10). Our method incorporates (i) a high-order representation of the unknown integration density (Subsection 4.A) and (ii) high-order treatment of the resulting integrals (Subsection 4.B). The latter high-order treatment, in turn, is built upon (iii) integration weights that are computed accurately and efficiently by means of an asymptotic expansion as the number of integration points tends to infinity (Subsection 4.C).
A. Floquet Expansions and Associated Discretizations
It is well-known that the surface density may be represented as a Floquet series
Denoting by N ͑x͒ = ͚ n=−N N n e i␣ n x a truncated Floquet series, for C m+1 , the truncation error is ͉͑x͒ − N ͑x͉͒ = O͑N −m ͒ uniformly in the interval ͓−P /2,P /2͔: for C ϱ , the Floquet series converges faster than O͑N −m ͒ for any positive integer m-i.e., it achieves superalgebraic convergence. Our algorithm uses a truncated Floquet expansion together with superalgebraically convergent quadratures, and it can thus achieve itself superalgebraically high accuracy.
Using a finite Floquet expansion,
to approximate the unknown , the integral equation (10) is approximated by the equation
for the coefficients a n , where
͑24͒
Point matching Eq. (23) at 2N + 1 equispaced values of x ͓−P /2,P /2͔ yields a well-posed "spatial collocation" system of equations for the Floquet amplitudes a n . An alternative linear equation for the coefficients a n is obtained by considering the Floquet series coefficients d n of ; in this case, the finite dimensional linear system for the coefficients a n is given by
where
It is readily seen that the second formulation above arises from the first one via a ͑2N +1͒ point discrete Fourier transform. In Appendix B we briefly compare the performance of algorithms arising from these two linear systems; in short, our experiments indicate that the "spectral testing" approach embodied in Eq. (25) can give rise to somewhat more accurate solutions-by up to one or two digits in some cases-than the method obtained through spatial collocation of Eq. (23). With the exception of the column labeled spatial collocation in 
where the coefficients c m,n , which are given by
can be obtained accurately and efficiently by means of the fast Fourier transform (FFT) of the functions in braces; in our implementation, these coefficients are obtained from a 2N + 1 point FFT for each index n U. We now turn to the needed efficient evaluation of the integrals (24).
B. Efficient Evaluation of the Functions W n
Using the coordinate transformation y =2͑xЈ − x͒ / P we may write
To evaluate W n we expand the functions, Eqs. (29) and (30), in truncated Chebyshev series,
Such expansions converge rapidly: for smooth f the functions K j are themselves smooth, and the approximation error in Eq. (31) tends to zero faster than O͑M −m ͒ for all positive integers m [11] .
For each given value of x, the series coefficients are produced by the formula [11, 12] A m ͑j͒ ͑x͒ = 2
Equations (31) and (32) constitute the Chebyshev transform pair of the function K j . As is well known, with the change of variables y = cos we have T m ͑cos ͒ = cos m, and the Chebyshev coefficients in Eq. (32) are given by the cosine transform of K j ͑x , cos ͒ in space. It follows that, for each x, the Chebyshev coefficients can be produced in O͑M log M͒ operations using a fast cosine transform.
The functions W n are thus approximated by
where the "integration weights" E m,n ͑j͒ , j =1,2, are given by
͑34͒
An accurate and efficient method for evaluation of the weights, Eq. (34), is presented in Subsection 4.C.
C. Efficient Evaluation of Integration Weights E m,n
"j…
Basic Strategy
To evaluate the weights, Eq. (34), we use the change of variables x = cos together with the sum of the first Q terms of the exponentially convergent expansion ( [10] , Eqs. 9.1.44 and 9.1.45)
and the relations [12] T k ͑cos ͒ = cos k and T m ͑x͒T k ͑x͒ = ͓T m+k ͑x͒ + T ͉m−k͉ ͑x͔͒ /2 (m and k nonnegative integers); interchanging the order of summation and integration in Eq. (34) we thus obtain
where we have set
The series truncation parameter Q that, to maintain accuracy, is chosen as a function of the argument of the Bessel functions, is determined by means of a scheme that we outline in Subsection 4.C.3. From the second equation of Eq. (38) it is clear that ͉I 2n ͑2͒ ͉ Ͻ 1; it is also possible to show that ͉I 2n ͑1͒ ͉ Ͻ 1; we thus expect the series, Eqs.
(36) and (37), to converge at least as quickly as the corresponding cylindrical wave expansions and not affect our choice of truncation parameter Q.
Evaluation of the Coefficients I 2n
͑1͒ in Eq. (38) It is easy to check that, letting
+1͒ by its Chebyshev series and using the identity ( [13] , Eq. 4.387), we obtain
where ⌿ is the digamma function [10] . 
where Si͑z͒ = ͐ 0 z sin͑t͒ / tdt is the sine integral ( [10] , Eq.
5.2.1).
An asymptotic expansion is readily available for the sine integral: from the equations ( [10] , Eqs. 5.2.8 and 5.2.35) we easily obtain
͑42͒
To derive an asymptotic expansion for the integral in Eq. 
where B m are the Bernoulli numbers ( [10] , Eq. 23.1.2). The Bernoulli numbers can be evaluated in a number of ways; the small number of such quantities we need can be obtained directly from [10] , Table 23 .2, or, even more simply, from the Maple implementation of the Bernoulli numbers. We thus obtain
͑44͒
Forming I 2n ͑1͒ = L 2n+1 − L 2n−1 from Eq. (44) and expanding ͑2n +1͒ −2m−1 − ͑2n −1͒ −2m+1 in powers of ͑2n͒ −2l for each m ജ 1 leads to
͑45͒
(an expression which in practice we found to be slightly more accurate than the direct subtraction L 2n+1 − L 2n−1 ), where the integer coefficients ␣ 2l for l = 0 , . . . , 12 are given in Table 1 . With l max = 12 this expansion correctly produces I 2n ͑1͒ for n ജ 12 to full double-precision accuracy.
[Indeed the simple expansion
is sufficient to produce full double-precision results for all n ജ 100.] For n ഛ 11, finally, we obtain the I 2n = L 2n+1 − L 2n−1 values by means of the expression Eq. (40), which yields accurate results for small values of n; these few values were obtained once and hard coded as part of our implementation. Our final point in this section concerns the selection of adequate values of the truncation parameter Q introduced in Subsection 4.C.1. To select this parameter it is sufficient to evaluate, as a function of z, the Bessel function order * such that for all Ͼ * we have J ͑z͒ = O͑⑀͒; in this work we have used the value ⑀ =10 −16 , which is suitable for full double-precision calculations. We found it expedient to obtain numerically the curve *͑z͒ (Fig. 1) by direct evaluation of Bessel functions J ͑z͒ for sequences of values of and for a sufficiently fine z mesh, followed by interpolation of the *͑z͒ by a set of low degree polynomials,
Parameter Selection and Other Practical Considerations
each one valid in a subdomain z ͑z i , z i+1 ͒. Once a suitable approximation of the function *͑z͒ has been obtained, we set Q = ͓*͔ + 1, where ͓x͔ is the greatest integer not exceeding x. Values of the coefficients a 0 ͑i͒ , a 1 ͑i͒ , and a 2 ͑i͒ are given in Table 2 .
RESULTS AND DISCUSSION
In what follows we present a variety of numerical results produced by the algorithms described in the previous sections. In particular, we present results for gratingdiffraction problems in the resonance regime (heights and periods up to a few wavelengths) as well as very challenging grating scattering problems, featuring very deep gratings, very high frequencies, and nearly glacing incidences: some of these problems are significantly more demanding than some of the most complex grating-diffraction problems that have ever been considered in the literature. In all cases high accuracies can be produced from the algorithms introduced in this text; in each example the error is estimated by means of the expression error = max
where e n * is the n-order efficiency resulting from use of a large number N = N* of discretization points; the values of N* used in each case are listed together with the corresponding numerical results. Note that this error quantifier does not equal the "energy balance" error estimator, given by ͉1−E͉ = ͉1−͚ n e n ͉, that is used frequently in the literature (e.g. [3] ). For the sake of completeness, our tables of numerical results include the energy balance error estimator as well. All computations presented in this section were performed on an Intel Xeon 3 GHz processor. Solutions of all linear systems were obtained by means of the LU-based direct solvers provided in the LAPACK linear algebra package [15] .
To demonstrate the rapid high-order convergence provided by our algorithm, in Table 3 we compare the results of our method to those provided by the highly accurate high-order algorithm introduced in [16] for the profile used in that contribution: f͑x͒ = d + a sin x. With reference to Table 3 in [16] , we note that the algorithm [16] requires N = 128 to achieve the same accuracy as the present method does with N = 10: clearly, the combination of Floquet expansions and spectral weight-based integration provides high-order accuracy in a very effective manner. a For z Ͼ 8000 we use the linear relationship * = 210+ 3.1535z, which leads to slight overestimates of the truncation index Q = ͓*͑z͔͒ +1. ͒ for all ജ *. The curve defining * is well-approximated using low-order polynomials.
In what follows we present data sets corresponding to the standard rough-surface sinusoidal test surface
͑49͒
Code parameters, computation times, and resulting accuracies for various problems in the classical resonance regime are presented in Table 4 . We only present results corresponding to the TE problem; results corresponding to the TM case are nearly identical. In all cases considered, near machine precision accuracies are obtained with a small sampling of the integral operator and very small computational times.
To demonstrate the robustness of our solver, further, we consider several cases that, to the best of our knowledge, could not previously be successfully tackled on desktop personal computers. First, in Table 5 we consider problems with incidence angle fixed at a moderate value and with a moderate value of the frequency (supporting 40 propagating modes); the amplitude of the profile, in turn, is allowed to vary between 4 and 20 (i.e., the peak-totrough height varies between 8 and 40 times the period). In each case near machine precision accuracies are produced. The case a / P = 4 was previously considered in [3] ; the most accurate method presented in that reference requires times of the order of 662 min on a Sparc 20 workstation to achieve four-digit accuracies for this problem. Our method, in contrast, achieves nearly double precision accuracies in computing times of the order of 10 min in this case. Errors of the order of 10 −12 to 10 −10 in Table 5 result from roundoff accumulation in the evaluation of integration weights.
In Table 6 we demonstrate the stability of our solver for near-grazing configurations, even with a rather small wavelength. In each case shown, the algorithm resolves 200 propagating modes, and it achieves full doubleprecision results up to = 0.01°. Note that the case = 0.01°required M v = 4097; further refinement of the Green's function is required when computing the Veysoglu integrals for very shallow incidence (see Appendix A). For these cases, some deterioration in the accuracy of the solution occurs due to a subtractive cancellation in evaluating terms of the form k͑1 − cos ͒. This difficulty is easily bypassed by setting 1 − cos = 2 sin 2 ͑ /2͒ in the Veysoglu integrals and ␤ 0 = k sin in Eqs. (8) and (12) . In Table 7 , in turn, we demonstrate the stability of our solver for highfrequency problems. In each case, near machine precision accuracies are obtained for both TE and TM problems. 
5.96
a The code execution time t exe is measured in seconds. The reference solution was computed with the same parameters listed in each row of the table and N* = 80. In all examples presented here, the value M v = 129 was used for the evaluation of the Green's function; see Appendix A. Table 3 
͑50͒
Accuracies and code execution times are listed in Table 8 .
Clearly, the present algorithm is applicable to general periodic smooth surfaces.
In summary, we have introduced a rough-surface scattering solver that gives rise to superalgebraic convergence-faster than O͑N −m ͒ and O͑M −m ͒ for all positive integers m, where N is the number of unknowns of the surface density, and M is the number of integration points. We demonstrated the high-order convergence, stability, and accuracy of our algorithm even for extremely small grazing angles, very high frequencies, and surfaces whose height is as many as 40 times its period. In all cases very high accuracies have resulted. The strength of the present method derives from its combined use of Floquet expansions, representation of the kernel functions K 1 and K 2 as Chebyshev series, and a high-order integration rule based on integration weights that are obtained accurately by means of asymptotic analysis.
APPENDIX A: PERIODIC FREE-SPACE GREEN'S FUNCTION
The free-space periodic Green's function G possesses an infinite number of logarithmic singularities located at x − xЈ = mP, m integer; this is explicitly seen from its spatial representation [17] 
͑A1͒
The methodology described in this work requires evaluation of the normal derivative of G over a single period of the interface. The explicit selection of the limits of integration in Eq. (10) as xЈ ͓x − P /2,x + P /2͔ requires that we resolve the singularity at x = xЈ and produce values of the kernel (by evaluating the gradient of G). From Eq. (A1) it may be seen that in the region ͉x − xЈ͉ Ͻ P (i.e., in the region between two logarithmic singularities), the free-space periodic Green's function can be expressed in the form
where D is an analytic function of its arguments. The form Eq. (A2), of G is particularly useful since it allows us to extract all the kernel singularities; see Section 3. The efficient numerical evaluation of the free-space periodic Green's function (and its gradient) is an important factor in determining the performance of our algorithm. Inspection of the asymptotic form of the Hankel function ( [10] , Eq. 9.2.3) indicates that the series, Eq. (A1), exhibits extremely slow convergence: of the order of O͑m −1/2 ͒ as m → ϱ. The spectral series of the Green's function, Eq. (8), on the other hand converges very rapidly away from the singular point x = xЈ, but its convergence is prohibitively slow in the neighborhood of x = xЈ.
Various techniques for acceleration of convergence of the Green function series are discussed in [18, 19] . The method introduced by Veysoglu et al. [17] has been especially successful for evaluation of Green's functions for one-dimensional gratings in a small neighborhood of the singularity: it is based on Laplace transform identities that are used to convert the infinite sum in Eq. (A1) into an improper integral whose integrand exhibits exponential decay. Specifically, the algorithm [17] ͮ .
͑A3͒
The exponential decay of the integrands in Eq. (A3) can be exploited to construct, via rather straightforward integration, an efficient algorithm for evaluation of the periodic Green's function G; the details of our own implementation are given below. In a procedure similar to that of DeSanto et al. [3] , we evaluate the gradient of the Green's function numerically by means of a combination of two different methods. Selecting a certain value ␦ Ͼ 0, for k͑z − zЈ͒ Ͼ ␦ we evaluate x and z derivatives of G by direct termwise differentiation of the spectral series [Eq. (8) We have found it computationally advantageous to evaluate the Veysoglu integrals (and their gradient) by partitioning the infinite domain of integration into a region near 0 and its complement: ͓0,ϱ͔ = ͓0,͔ ഫ ͓ , ϱ͔. In the finite subdomain ͓0,͔, the integrals are evaluated using FFT-based Clenshaw-Curtis integration [20] , while in the infinite interval ͓ , ϱ͔ the integrals are computed using high-order Gauss-Laguerre quadrature ( [10] , Eq. 25.4.45). Numerical experiments have led us to select the value = 3, which is used for all results presented in this work. To maintain accuracy, the number M v of terms used for the fast cosine transform required to resolve the derivatives of the Veysoglu integrand for q ͓0,͔ must be increased with the wavenumber k; we select values of M v on the basis of convergence experiments performed for The reference solution in each case was obtained by using N* = 100. Similar performance improvements were observed in a wide range of cases, and no cases were found in which spatial collocation resulted in better performance than its spectral counterpart. each problem; the values of M v we used in our experiments are reported in the corresponding table captions. For problems in the classical resonance regime presented in Tables 4 and 8 , for example, we used M v = 129 and 257, respectively, while for the more computationally challenging problems presented in Tables 5-7 we used M v = 1025. In the grazing-incidence case with = 0.01° (Table 6) we used M v = 4097. [As can be seen from Eq. (A3), when k ± ␣ is small, the integrand is nearly singular in the neighborhood of q = 0 and, thus, additional sampling is required.] In each case considered in this work, the ͓ , ϱ͔ tails of the Veysoglu integrals were evaluated by means of GaussLaguerre integration using a total of 15 integration points.
APPENDIX B: SPECTRAL TESTING VERSUS SPATIAL COLLOCATION
As discussed in Subsection 4.A, we have noted that a method based on spectral collocation systematically produces slightly higher accuracies than the spatial collocation approach. This is illustrated in Table 9 .
