Abstract. Utilizing the notion of positive multilinear mappings, we give some matrix inequalities. In particular, Choi-Davis-Jensen and Kantorovich type inequalities including positive multilinear mappings are presented.
Introduction
Throughout the paper assume that M p (C) := M p is the C * -algebra of all p × p complex matrices with the identity matrix I. A matrix A ∈ M p is positive for every unital positive linear mapping Φ and every Hermitian matrix A with spectrum in J. The later inequality is known as the Choi-Davis-Jensen inequality, see [9, 10, 12] . For more information about matrix inequalities concerning positive linear mappings the reader is referred to [2, 7, 8, 13, 15, 16, 20, 22, 26] and references therein.
It is known that if A = (a ij ) and B = (b ij ) are positive matrices, then so is their Hadamard product A • B, which is defined by the entrywise product as A • B = (a ij b ij ). The same is true for their tensor product A ⊗ B, see e.g. [14] .
Moreover, the mapping (A, The main aim of the present work is to inquire matrix inequalities using positive multilinear mappings. Some of these inequalities would be generalization of inequalities for the Hadamard product and the tensor product of matrices. In Section 2, we give basic facts and examples for positive multilinear mappings. In Section 3, Choi-Davis-Jensen type inequalities are presented for positive multilinear mappings and some of its applications is given. In Section 4, we obtain some convex theorem for functions concerning positive multilinear mappings and then we give some Kantorovich type inequalities. Section 5 is devoted to some reverses of the Choi-Davis-Jensen inequality. In Section 6, we consider the Karcher mean and present multilinear versions of some known results.
Preliminaries
We start by definition of a positive multilinear mapping. 
Example 2.2. The tensor product of every two positive matrices is positive again. This ensures that the mapping Φ :
is positive. Moreover, it is multilinear and unital. If Ψ : M q k → M p is a unital positive linear mapping, then the map defined by
is a unital positive multilinear mapping. In particular, the Hadamard product
is positive and multilinear.
and unital. However, it is not multilinear.
is positive and multilinear, where Tr is the canonical trace.
Example 2.5. Define the mapping Φ :
T and S are positive matrices, then
for every x ∈ C p . Therefore, Φ is a positive multilinear mapping.
It would be useful to see that there is a relevant connection between positive linear and multilinear mappings. Corresponding to every positive multilinear map-
) is positive and linear. Conversely, if Ψ : M q → M p is positive and linear, then
We state basic properties for positive multilinear mappings:
Lemma 2.6. Every positive multilinear mapping Φ :
and each term is positive and hence Φ(A 1 , . . . , A k ) is Hermitian.
The next Lemma is easy to verify.
Lemma 2.7. Every positive multilinear mapping Φ :
The norm of a multilinear mapping Φ :
A version of Russu-Dye theorem (see for example [4, Theorem 2.3.7] ) has been proved in [6] as follows:
Theorem 2.8. We present a Choi-Davis-Jensen inequality for positive multilinear mappings. 
is the spectral decomposition of each A i for which
As an example, the power functions f (t) = t r are sub-multiplicative and so we have the following extension for Kadison and Choi's inequalities.
Applying the Löwner-Heinz inequality with the power
, then log x, log y ∈ [0, 2] and so (log x)(log y) ≤ 4. Hence (log x) 2 (log y) 2 ≤ 4(log x)(log y) and so f (x)f (y) = log x log y ≤ 2 (log x)(log y) ≤ log x + log y = log(xy) = f (xy),
where we used the arithmetic-geometric mean inequality. Now applying Theorem 3.2 we get
for all positive matrices A i with eigenvalues in [1, e 2 ]. However the inequality log(xyz) ≤ log x log y log z does not hold for x, y, x ∈ [1, e 2 ] in general.
We recall the theory of matrix means by Kubo-Ando [17] . A key for the theory is that there is a one-to-one correspondence between the matrix mean σ and the nonnegative matrix monotone function f (t) on (0, ∞) with f (1) = 1 by the formula
for all A, B > 0.
We say that f is the representing function for σ. In this case, notice that f (t) is matrix monotone if and only if it is matrix concave [12] . Moreover, every matrix mean σ is subadditive:
. By a theorem of Ando [1] , if A and B are positive matrices and Φ is a strictly positive linear
where the α-geometric matrix mean is defined by
and the geometric matrix mean ♯ is defined by ♯ = ♯ 1/2 , namely
By aid of Theorem 3.2, we show the positive multilinear mapping version of Ando's inequality (3.3). 
Clearly Ψ is unital strictly positive and multilinear. For every i = 1, · · · , k, put
Then it follows from matrix concavity of f and Theorem 3.2 that
, which completes the proof.
For a matrix mean σ with the representing function f , assume that σ o , the transpose of σ is defined by A σ o B = B σ A. In this case, the representing
, the transpose of geometric mean ♯ α turns out to be ♯ 1−α . Ando [1] showed that if A, B > 0, then
for every α ∈ [0, 1]. We state a generalization of this result using positive multilinear mappings. In particular, for each α ∈ [0, 1]
Proof. It follows from subadditivity of σ and Theorem 3.6 that
This inequality is known as Fiedler's inequality, see [4, 11] . As an application of Theorem 3.6 , we have the following extension of Fiedler's inequality by Aujla-Vasudeva [3] .
for all matrices A > 0.
Proof. We have
With α = 1 and β = −1 and λ = we get the following result.
The next lemma will be used in the sequel. 
It follows that
Lemma 3.10 then implies that
Ando [1] unified Kadison and Choi inequalities into a single form as follows:
Let Φ be a strictly positive linear mapping on M p . Then
whenever H is Hermitian and A > 0. Moreover, it is known a more general version of (3.4) in [4, Proposition 2.7.5]:
for X is arbitrary and A > 0.
As another application of Theorem 3.2 we present a multilinear map version of (3.4) and (3.5).
Proposition 3.12. Let Φ be a strictly positive multilinear mapping. Then
whenever H i is Hermitian and A i > 0 (i = 1, . . . , k).
Proof. Assume that the positive multilinear mapping Ψ is defined by
By Corollary 3.3 we have
Multiplying both sides by Φ(A 1 , . . . , A k ) 1 2 we conclude the desired inequality.
Proposition 3.13. Let Φ be a strictly positive multilinear mapping. If A i > 0 and X i ∈ M q , then
Proof. Let Ψ be the positive multilinear mapping defined by (3.6). By Theorem 3.11
Multiply both sides by Φ(A 1 , . . . , A k ) 1 2 to obtain the result.
Kantorovich inequality and convex theorems
Let w i be positive scalars. If m ≤ a i ≤ M for some positive scalars m and M, then the Kantorovich inequality
holds. There are several operator version of this inequality, see e.g. [21] . For example if A is strictly positive matrix with 0 < m ≤ A ≤ M for some positive scalars m < M, then
We would like to refer the reader to [24] to find a recent survey concerning operator Kantorovich inequality.
We show a matrix version of the Kantorovich inequality (4.1) including positive multilinear mappings: If t 1 , · · · , t n are positive scalars and 0 < m
Another particular case is Φ(A, B) = A • B and n = 1 which gives
, see [23] . First we give a more general form of (4.3). 
for all positive matrices X i , Y i .
Proof. Let A i and B j are positive matrices with eigenvalues λ i1 , · · · , λ iq and µ j1 , · · · , µ jq , respectively, so that m ≤ λ ik ≤ M and m ≤ µ jk ≤ M for every
Hence
where the inequality follows from (4.5). The multilinearity of Φ then can be applied to show (4.4).
With the assumption as in Proposition 4.1, if we put B = A and Y = X, then we get
If t 1 , · · · , t n are positive scalars, then with X i = t i we get (4.3). 
Next we prove a convex theorem involving the positive multilinear mappings. 
is convex on R and attains its minimum at t = 0 for all strictly positive matrices 
Multiply both sides of (4.6) by λ i µ j to obtain 2(λ
Now if A = q i=1 λ i P i and B = q j=1 µ j Q j is the spectral decomposition of A, B, respectively, then
(by multilinearity of Φ)
(by (4.7) and the positivity of Φ)
Therefore f is convex on R. Since f (−t) = f (t), this together with the convexity of f implies that f attains its minimum at t = 0.
Two special cases of the last theorem reads as follows. 
is decreasing on [0, 1 2 ], increasing on [ by t.
As an example, the mapping (X, Y ) → Tr(XY ) is positive and multilinear.
Hence, the function
is decreasing on [0, 1 2 ], increasing on [
, 1] and has a minimum at t = . In other
for all t ∈ [0, 1] and all positive matrices A and B.
Reverse of the Choi-Davis-jensen inequality
In this section, we consider reverse type inequalities of the Choi-Davis-Jensen inequality for positive multilinear mappings. The following lemma is well-known. sub-multiplicative concave), then
where α(m, M, f ) and β(m, M, f ) are defined by (5.1) and (5.2), respectively.
Proof. We only prove the super-multiplicative convex case. Assume that
by multilinearity of Φ. With In particular, 
where K(m, M, α) is defined by (5.4).
Proof. Let Ψ be a strictly positive multilinear map defined by
and
Multiplying both sides by Φ(A 1 , · · · , A k ) 1 2 we get the desired result.
Utilizing Lemma 5.1, we present a reverse additivity inequality for matrix means. 
We show a reverse inequality for positive multilinear maps and matrix means in Corollary 3.7: 
and we denote it by P t (ω; A). For t ∈ [−1, 0), we define P t (ω; A) := P −t (ω;
where
The matrix power mean satisfies all desirable properties of power arithmetic means of positive real numbers and interpolates between the weighted harmonic and arithmetic means. Moreover, the Karcher mean coincides with the limit of matrix power means as t → 0. The matrix power mean satisfies an information monotonicity: For each t ∈ (0, 1] Φ(P t (ω; A)) ≤ P t (ω; Φ(A)) (6.1)
for any unital positive linear map Φ. For more details on the Karcher mean and the matrix power mean; see [4, 5, 18, 19] .
In the final section, we show a positive multilinear map version of (6.1). Let Φ be a unital positive multilinear map and ω 
2 ω
2 · · · ω (n) 2 , . . . , ω
Theorem 6.1. Let Φ be a unital positive multilinear map. If t ∈ (0, 1], then Φ(P t (ω (1) ; A (1) ), . . . , P t (ω (n) ; A (n) )) ≤ P t (ω (1) ω (2) · · · ω (n) ; Φ(A (1) , A (2) , . . . , A (n) )).
If t ∈ [−1, 0) and 0 < m ≤ A (i) j ≤ M for j = 1, . . . , k and i = 1, . . . , n and some scalars 0 < m < M, then
4M n m n Φ(P t (ω (1) ; A (1) ), . . . , P t (ω (n) ; A (n) )).
Proof. We only prove the case of n = 2: Let A = (A 1 , . . . , A k ), B = (B 1 , . . . , B k ) be k-tuples of positive matrices and ω = (ω 1 , . . . , ω k ), ω ′ = (ω ′ 1 , . . . , ω ′ k ) weight vectors. Put X t = P t (ω; A) and Y t = P t (ω ′ ; B). Then we have X t = ω i (X t ♯ t A i and Y t = ω ′ i (Y t ♯ t B i ). By Proposition 3.6, it follows that
Define a map f (X) = k ij=1 ω i ω ′ j X ♯ t Φ(A i , B j ) and then it follows from [19, Theorem 3.1] that f n (X) → P t (ω (2) ; Φ(A, B)) for all X > 0 as n → ∞. On the other hand, Φ(X t , Y t ) ≤ f (Φ(X t , Y t )) by (6.2) . This follows that Φ(X t , Y t ) ≤ f n (Φ(X t , Y t )) for any n. Hence as n → ∞ we have the desired inequality for t ∈ (0, 1]. 
