INTRODUCTION
By machines we mean Turing machines, idealized computer programs, or any idealized devices for computing the reeursive functions. The machines and their size must satisfy the axioms of section 1. Section 3 introduces a general set of axioms for step-eounting. These determine what is acceptable as a definition of "a step" in a computation. These axioms are all so fantastically weak that any reasonable model of a computer and any reasonable definition of size and step satisfies them.
All our examples refer to a specific class of machines and a specific notion of size and step: The class of machines is Davis' (1958) 1-tape, 2-symbol unary radix Turing machines, as defined by sets of quadruples. The size of a Turing machine is defined to be the number of quadruples that define it. A single step in a computation is defined to be a shift of the tape by 1 square (left or right) or a single print or erasure on a square.
Our theorems, if not our examples, refer to arbitrary devices and any measures of size and step-counting that satisfy the axioms.
1. The natural numbers are N = 0, 1, 2, ..-. We let (~) with i ranging over N denote a recursively enumerable (r.e.) sequence of all partial recursive (p.r.) functions of one variable. We let (~i~), k being a fixed integer => 2, denote an r.e. sequence of all p.r. functions of k variables.
DEFINITION (Rogers, 1958 ITERATION THEOREM. There exists a recursive function s such that ~2(x, y) = ~o~(~.~)(y) for all i, x, y.
THEOREM (Rogers' 1958) . /f (9~) and (~) both have acceptable GodeI numberings, then one of these sequences is just a recursive permutation of the other, i.e., there exists a 1-1 onto recursive function f: N ~ N such that ~f(i) = ¢~ for all i. This is a deep theorem with immediate consequences, as we shall see, for our study of machine size.
We assume that each ~ is computed by some set of instructions M~. M~ may be a Turing machine, a program for an idealized computer, or a set of equations. We say that the sequence (Mi) has an acceptable Godel numbering if (~o;) has one, and in the remainder of this paper we always assume that (~) has one. Roger's theorem allows us to assume, and so we do assume without loss of generality, that any two classes of machines (M~) and (T~) (both with acceptable Godel numberings) are so ordered that M~ and T~ compute the same function 9~.
Axlo~as Q.E.D. 2. A Turing machine may compute the constant function c~ (x) = n by storing all n digits of the response inside its quadruples. In general such a machine will be overly large. For example, if n = 101°, a smaller machine may output 10 ~° by multiplying 10 by itself 10 times, rather than by remembering all 101° digits. We show that any infinite r.e. sequence of machines contains some machines whose size can be reduced in this way. TI~EOI~E~ 1.
Let g by any recursive function with infinite range (g enumerates indices of an infinite sequence of machines). 2. Let f be any recursive function. Then there exist i, j ~ N, both uniform in f, g such that 3. ~¢ = ~(j) 4. f ] i I < [ g(J) [ (i.e., M~ is considerably smaller than M~(~)).
EXAMPLe. If f(x) = 100 x, then Mo(~') is 100 times as large as M~, though both Mg(~.) and M~ compute the same function.
Proof. We give a procedure for determining the two integers i and j uniformly in f, g. Consider the following set of instructions:
"With inputs x and y, first compute f l Y I. Then compute g(0), g (1), -.. until the least j is found such that f ] y I < I g(J) I. Then compute ~g(~)(x) and give ¢~(i)(x) as output." ~ (x, y) whose These instructions define a partial recursive function 2 recurslon theorem then supplies an integer index z is uniform in f, g. The " 1 i which is uniform in f, g such that
We shall show that this is the desired i.
Conditions 1, 2 ensure that we can find a j uniformly in f, g that satisfies 4, f I i I < [ g(J) I: First determine i, which we have shown to be uniform in f, g. Then compare f l i I with I g(0) ], I g (1) [, .--until a j is found that satisfies 4. For this j (cf. Eq. 1 and above instructions) 2 x Q.E.D. condition 3 is satisfied, ~(x) = ~, ( , i) = ~o(~)(x) for all x.
g is an algorithmic function for enumerating an infinite set of machines. The constructive nature of this proof enables one to effectively replace g by a function g' which enumerates machines that are no larger, and sometimes are considerably smaller than those enumerated by g.
It has been said that since practically all computable functions are primitive recursive, one does not need general recursion for any practical purposes. Theorem 1, though, gives practical reasons for favoring general recursion: It implies that there exists a primitive recursive function whose smallest derivation (defining equations) in the primitive recursire format is considerably larger than its smallest derivation in the general recursive format. More precisely, suppose primitive and general recursion are defined by derivations as in Davis (1958) . Take the size of a derivation to be the number of letters in it. Then each primitive recursive function has at least one smallest primitive reeursive derivation. The set of all such smallest derivations is r.e.; let g enumerate them.
Upon setting f(x) = n.x, the theorem supplies a primitive recursive i The recursion theorem asserts that for every partial reeursive function h there exists an integer i which is uniform in h such that ~(x) = h(x, i) for all x. function whose smallest primitive recursive derivation is n times as large as its smallest general reeursive derivation. The method of theorem 2 can be used to show that the primitive recursive derivation and the much smaller general reeursive derivation take approximately the same number of steps to compute the same function.
8. When a machine is reduced in size, it frequently happens that the smaller machine takes more steps than the original larger one to do its computations. To prepare the way for a study of this phenomenon, we now introduce the axioms of Blum (1967) for step-counting. TNs is done by associating with each partial recursive function ~ another partiM reeursive function 4~ called its step-counting function. Intuitively, @,(x) represents the number of steps taken by M~ with input x to compute ~(x).
AXIOMS. Suppose the sequence of all partial recursive functions (~i) has an acceptable Godel numbering. Let (~) denote any r.e. sequence of (some but not necessarily all) partial recursive functions. We say that (q~) is a sequence of step-counting functions for (¢i) if and only if 1. ~(x) is defined *:~ q,~(x) is defined. 2. There exists a recursive function R such that {1 if ~(x) = y R( i, x, y) = if not.
The first axiom asserts that if ~i(x) is defined, then the number of steps required to compute it is finite, and vice versa, if the number of steps required to compute ¢~(x) is finite, then ~4(x) is defmed. We shall write "~(x) < ~" instead of "¢i(x) is defined," and "q~(x) = ~" instead of "q)~(x) is undefined." The second axiom asserts that there is an algorithm for deciding whether or not Mi with input x halts in y steps. The predicate R of this axiom is similar to Kleene's T-predicate.
We note that axioms 1 and 2 are independent: A sequence of stepcounting functions that satisfies axiom 1 but not 2 is obtained by setting • ~ = ~ for all i. On the other hand, ~(x) = 0 for all i, x satisfies 2 but not 1.
In the following sections, we shall always assume that (@~) is a sequence of step-counting functions for (~). The function R will never be mentioned, though it is implicit in every statement of the form "Determine whether @~(x) = y". This is determined by computing R (i, x, y 
f]i] < [g(j) [ 5. for all but a finite number of integers x, [¢g(~)(x) defined ~ ~(x) <= h( x, ~o(~)(x))] (i.e., M~ does not take too many more steps than Mg(j) ).
Remark. The function h(x, y) = c(x + y), c = constant, serves for the class of Turing machines defined in the introduction. If these Turing machines can have an unbounded number of tape symbols, then one may choose c = 1.
Proof. We define a recursive function r. This r has the property that for any f, g satisfying 1, 2 there exist integers i, j, in fact, the ones supplied by the proof of theorem 1, and there exists an integer w such that Q.E.D. One can show that theorem 2 is made false by replacing the "for all but a finite number of integers x" in 5 by "for all x". This is interesting because theorem 3, which looks so much like theorem 2, does have "for all x" in i~s version of 5.
THEOREM 3. 1. Let g be a recursive funetion satisfying ~g(s) = ~ for all j.
Let f, h be reeursive functions. Then for every i ~ N there exists a j ~ N which is uniform in f, h, g, i, such that

f l i I < ] g(J) ] (i.e., M~ is considerably smaller than M~(i))
For all x[~i(x) defined ~ h(x, ~(x) ) < ~(3")(x)] (i.e., Mi takes considerably fewer steps than Mg(i ) )
Proof. Select any integer i. We seek a j for which 3, 4 and 5 are true. Thisj is gotten as follows: We define a partial reeursive function r(n, ~, y) uniformly infi h, g, i (Eq. 1). By an application of the recursion theorem we obtain from it a recursive function q such that ~q(~)(x) = r(n, x, q(n) ) (Eq. 2). This q is uniform in f, h, g, i. Finally, we show how to effectively select n, so thatj = q(n) satisfies 3, 4, 5. This r is computable. The reeursion theorem ~ supplies a recursive function q which is uniform in f, h, g, i, such that ~(~)(x) = r (n, x, q(n) ).
2 The extended recursion theorem states that for every partial reeursive function r (x~ , ... , x,~ , y~ , ... , y,, , z) there exists a recursive function q which is uniform in r such that ~q¢~ ..... ~) (y~ , .. •, y~) = r(x~ , ..., x,~ , y~ , ... ,y~ q(x~, ... , x~) Q.E.D. Any algorithmic function g for reducing the size of machines can thus be effectively replaced by another function g' that further reduces the size and number o~ steps taken by infinitely many machines.
We note that theorem 3 is curiously symmetric with respect to size 4 and steps 5.
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