We consider the problem of controlling a two-server Markovian queueing system with heterogeneous servers. The servers are differentiated by their service rates and reliability attributes (i.e., the slower server is perfectly reliable while the faster server is subject to random failures). The aim is to dynamically route customers at arrival, service completion, server failure, and server repair epochs to minimize the long-run average number of customers in the system. Using a Markov decision process model, we prove that it is always optimal to route customers to the faster server when it is available, irrespective of its failure and repair rates, if the system is stable. For the slower server, there exists an optimal threshold policy that depends on the queue length and the state of the faster server. Additionally, we analyze a variant of the main model in which there are multiple unreliable servers with identical service rates, but distinct reliability characteristics. For that case it is always optimal to route customers to idle servers, and the optimal policy is insensitive to the servers' reliability characteristics.
Introduction
We consider the problem of dynamically and optimally controlling a two-server queueing system with heterogeneous servers, server failures and a common queue. The two servers are differentiated by their service rates and the fact that the faster server is unreliable while the slower server is reliable. The objective is to route customers either to an available server, or to the queue, at certain event epochs so as to minimize the long-run average number of customers in the system. Specifically, routing decisions are made at each arrival, service completion, active failure, and repair completion epoch; however, because the queue has infinite capacity, customers are not denied admission (i.e., we do not consider admission control). Our main model seeks to answer at least the following two questions: (1) Given the unreliability of the faster server, when should customers be routed to this server, and when should they be routed to the slower reliable one? and (2) Where should customers be routed when active server failures occur (i.e., when a service cycle is interrupted by a failure at the unreliable server)? We answer these questions by way of a Markov decision process (MDP) model. For the main model (described in Section 2), we prove that it is always optimal to route customers to the faster server when it is available, and we establish the optimality of a threshold established the optimality of a threshold policy for both servers.
fail. Moreover, we seek to characterize the optimal operating policy for the slower server. The main results are as follows. We first show that, if only the faster server is unreliable, then the optimal policy is to route customers to this server when it is idle and not failed. Second, we establish the optimality of a threshold policy for the slower server that depends not only on the queue length, but also on the status of the faster server. That is, the threshold queue length depends on whether the faster server is busy or failed. Additionally, within this framework, we consider a variant of the main model in which there are K (K ≥ 2) unreliable servers with identical service rates but different reliability characteristics. Specifically, we show that it is optimal to keep all servers busy whenever possible, irrespective of their failure and repair rates. With the exception of [6] , to the best of our knowledge, a complete examination of the slow server problem with unreliable servers has not appeared in the applied probability or queueing literature.
The remainder of the paper is organized as follows. Section 2 provides the formal queueing model description and the MDP model formulation. Section 3 presents some preliminary results needed to establish the optimality of threshold policies. Section 4 presents the optimal policies for the slow server and the faster one and shows that these policies are also optimal under the average cost criterion. Section 5 examines an M/M/K variant of the main model. Finally, some concluding remarks and directions for future work are provided in Section 6.
Main Model and MDP Formulation
Customers arrive to a common, infinite-capacity queue according to a temporally-homogeneous Poisson process with rate λ (0 < λ < ∞). The queue is served by two parallel servers which are differentiated by their service rates and the fact that the faster server is subject to failures occurring at random intervals. The (uninterrupted) service times at servers 1 and 2 are exponentially distributed with parameters µ 1 and µ 2 , respectively, with 0 < µ 2 ≤ µ 1 < ∞. While server 2 can be either idle or busy, server 1 can be idle, busy, or failed. (For succinctness, we refer to an up and idle server simply as idle in the remainder of the paper.) Server 1 is subject to failures that occur either when the server is busy (an active failure), or when it is idle (an idle failure); however, failures cannot occur when the server is under repair. We assume active and idle failures occur according to a Poisson process with the same rate ξ (0 < ξ < ∞). A dedicated repair person is assigned to server 1; therefore, when this server fails, its repair begins immediately. Repair times are independent and identically distributed (i.i.d.) exponential random variables with mean 1/α (0 < α < ∞).
A system controller, who has perfect knowledge of the state of each server and the queue length, routes customers either to one of the servers or to the queue at each arrival, service completion, active failure, and repair completion epoch. The objective is to minimize the long-run average number of customers in the system. The dynamics of the system are as follows. First, at each arrival epoch, the arriving customer joins the queue, and the controller can route one of the customers in the queue (not necessarily the arriving customer) to an idle server. Second, at service or repair completion epochs, if queue is not empty, the controller may choose to route a customer from the queue to an idle server, or do nothing. Finally, when an active failure occurs at server 1, the customer in service is removed from the server and routed either to server 2, if it is idle, or to the queue. Note that whenever a customer is routed to the queue, its position in the queue is inconsequential as our objective is the minimization of long-run average number of customers in the system. Similarly, when a customer is pulled from the queue, it need not be the customer at the head of the line. The maximum throughput rate of this system is
where α/(α + ξ) is the steady state proportion of time server 1 is not failed. We will assume λ <μ for stability. For t ≥ 0, let N (t) denote the number of customers waiting in the queue (not including those in service), and let X 1 (t) denote the status of server 1 at time t so that X 1 (t) =      0, if server 1 is idle at t, 1, if server 1 is busy at t, −1, if server 1 is failed at t.
Similarly, X 2 (t) = 0 (X 2 (t) = 1) if server 2 is idle (busy) at time t.
The state of the system is described by the stochastic process, (N, X 1 , X 2 ) ≡ {(N (t), X 1 (t), X 2 (t) : t ≥ 0}, a continuous-time Markov chain (CTMC) on the state space E = {0, 1, 2, . . . } × {0, 1, −1} × {0, 1}. Therefore, a state x ∈ E is a triplet of the form,
where n(x) denotes the number of customers in the queue, and d j (x) is the status of server j in state x ∈ E, j = 1, 2. To simplify notation, we partition the possible server states as follows:
Ψ 0 (x) = {j ∈ {1, 2} : d j (x) = 0 in state x ∈ E}, Ψ 1 (x) = {j ∈ {1, 2} : d j (x) = 1 in state x ∈ E}, and Ψ −1 (x) = {1} if d 1 (x) = −1 in state x ∈ E with Ψ −1 (x) = ∅ otherwise. That is, Ψ 0 (x), Ψ 1 (x), and Ψ −1 (x) denote the sets of idle, busy, and failed servers in state x ∈ E, respectively. The set of admissible actions in state x ∈ E, denoted by A(x), is given by
Let a ∈ A(x) be an action in state x ∈ E such that if a = j ∈ Ψ 0 (x) is chosen, then the customer is routed to the idle server with index j, j = 1, 2. On the other hand, the action a = 0 means that the customer is routed to the queue. As in [16] , we employ shift operators to describe state transitions. Define for each k ∈ {0, 1, 2}, e k as the three-dimensional unit vector with each element equal to zero except the (k + 1)st element, which is unity. The shift operator applied to vector x under action a ∈ A(x) is denoted by S a x and defined by
where I {U } is the indicator function for event U . For instance, S 0 x shifts vector x by incrementing the number of customers in the queue by unity and leaving the status of the servers unaltered. The operation S j x transitions an idle server, j ∈ Ψ 0 (x), to the busy state, or it transitions a failed server, j ∈ Ψ −1 (x), to the idle state. We also define an inverse shift operator to account for changes of state resulting from the stochastic evolution of the system (i.e., those not necessarily due to actions). Specifically, for j ∈ {1, 2},
where, if j = 1, then b = −1; otherwise, b = 0 and S
alters state x by either (a) making a busy server idle (service completion), or (b) making an idle server failed (idle failure). Whenever we write S −2 1 x, we mean S −1 1 S −1 1 x, which denotes an active failure of server 1. We model the system as a Markov decision process (MDP) and first consider the objective of minimizing the discounted expected total number of customers in the system. Subsequently, in Section 4.3, we show that the optimal control policy does not change under the long-run average cost criterion. Let β denote the discount parameter with β > 0. The discounted expected total number of customers in the system, given the initial state x 0 ∈ E, is
where Π is the set of all admissible policies and t m denotes the time of the mth decision epoch. For simplicity, we convert the continuous-time MDP model to an equivalent discrete-time version by the method of uniformization (see Chapter 11 of [14] or Chapter 5 of [3] for more additional details about uniformizing continuous-time MDP models). Let
denote the maximum possible rate out of any state in E. Then, the effective discount factor in the uniformized MDP is β = ν/(β + ν), and the discounted expected total number of customers in the uniformized model, given the initial state x 0 ∈ E, is
where L m denotes the number of customers in the system just after the mth transition. From this point forward, we will consider the objective in (4). Let r(x) denote the total number of customers in the system (those in the queue and those being served) in state x ∈ E, then
Finally, we define an operator T on an arbitrary function v : E → R as
Bellman's optimality equation in the uniformized model is
where B is the operator defined by (6) . When j ∈ Ψ 1 (x),
and p(x), the rate of remaining in state x ∈ E, is given by
Finally,
We now describe the terms in the bracketed expression of (6) in greater detail. The term r(x) in (6) is the number of customers in the system in state x ∈ E. The next term, λT V (x), represents the transitions due to customer arrivals. When a customer arrives to the system, it immediately joins the queue and, simultaneously, the system controller has the option to route a customer from the queue to an idle server, and the operator T , defined in (5), reflects this option. The next term represents transitions due to service completions. Following a service completion, if the queue is nonempty, the system controller has the option to route a customer from the queue to an idle server, and the operator Y j , defined in (7), reflects this option. The fourth term represents the transitions due to active failures of server 1. At these failure times, the system controller must route the interrupted customer either to the queue or to server 2, if it is idle. The fifth term represents the transitions due to repairs of server 1. At repair completion times, if the queue is nonempty, then the system controller has the option to route a customer from the queue to an idle server, and operator Z, defined in (8) , reflects this option. The sixth term represents the transitions due to idle failures of server 1. If an idle failure occurs, the system controller takes no action. The last term, p(x)W (V (x)), represents the fictitious transition epochs. Normally, the state of the uniformized MDP is unchanged at a fictitious transition epoch (cf. [3, 14] ). However, by using the operator W defined in (10), we allow actions at the fictitious transition epochs as in [4, 8] to facilitate the proofs. This adjustment is inconsequential because, as will be shown in Proposition 4, the system controller does not change the state of the system at a fictitious transition epoch if the optimal policy is followed. Without loss of generality, we assume ν + β = 1, i.e., we re-scale time to simplify the proofs.
Convergence of the Value Iteration Algorithm
We will make extensive use of the value iteration algorithm (see Puterman [14] ) in the proofs that follow. However, because the state space of the MDP model is countably infinite, and the costs per stage are unbounded, the existence of an optimal stationary policy and convergence of the algorithm need to be verified. To this end, we will first prove that our model satisfies Assumptions In this section, in order to check the Assumptions 6.10.1 and 6.10.2 of [14] , we convert the uniformized MDP model described in Section 2 to the format described at Chapter 6 of Puterman [14] . We first convert the three-dimensional state space of the uniformized MDP to a one-dimensional equivalent state space. Define N 0 = {0} ∪ N, where N is the set of natural numbers, and let ∆ : E → N 0 be a one-to-one mapping with the following form:
Then, the mapping ∆ creates a one dimensional equivalent state space for the uniformized MDP model. For example, ∆((2, 1, 0)) = 13, i.e., the state (2, 1, 0) ∈ E is equivalent to state 13 in the one dimensional state space case. Second, we make the following definitions parallel to Puterman [14] . Let A s denote the set of actions in state s ∈ N 0 ,r(s, a) denotes the cost of taking action a ∈ A s in state s ∈ N 0 , p(j|s, a) denotes the probability that the system occupies state j ∈ N 0 after action a ∈ A s in state s ∈ N 0 is taken, D denotes the set of Markovian deterministic decision rules, π = (q 1 , . . . , q J ) denotes a J stage policy where J ∈ N and q k ∈ D for 1 ≤ k ≤ J; P J π (j|s) denotes the probability of occupying state j after J steps by using policy π starting from state s ∈ N 0 . In this new model formulation, the action process can be described as follows. In case of customer arrivals to the system, the arriving customer first joins the queue and subsequently the system controller takes a customer from the queue an routes it to an idle server or back to queue. In case of an active failure in server 1, we can assume that the customer whose service is interrupted is first routed to the queue and subsequently the system controller decides to route the same customer either back to queue or to an idle server. At all other decision epochs, the system controller takes a customer from the queue and routes it either to queue or an idle server. Since cost per stage is the number of customers in the system and an action moves a customer among the queue and the idle servers, taking any action in any state has the same cost which is the number of customers in the system in the corresponding state. In other words,r(s, a) is constant with respect to any a, a ∈ A s in each state s ∈ N 0 and equal to number of customers in the system in state s. Therefore, by (11) , for all a ∈ A s ,r 
where · is the floor function. For example, since ∆((2, 1, 0)) = 13, then A 13 = {0, 2}, i.e., the action set in state 13 is to first take a customer from queue and then route it to either queue or server 2, andr(13, a) = 3 for all a ∈ A 13 . 
Let w(s) = s/6 + 2 for all s ∈ N 0 and u = 1. Then w : N 0 → R is nondecreasing and inf s∈N 0 w(s) ≥ 2, and by (12) , it is clear that these particular w and u satisfy (13). Assumption 6.10.2.a of [14] states that there exists a constant κ ∈ [0, +∞) such that for all a ∈ A s and s ∈ N 0 ,
Since at each action, the system controller can relocate a single customer (by routing it to the queue or an idle server), by taking an action in state s ∈ N 0 , the next state j is an element of the set {s − 11, . . . , s + 11} by (11) . For example, ∆((2, 1, 0)) = 13 and A 13 = {0, 2}, i.e., the action set in state 13 is to first take a customer from queue and then route it to either queue or server 2. If the system controller chooses action 0, then the new state will be ∆((2, 1, 0)) = 13 ∈ {2, . . . , 24}, on the other hand if the system controller chooses action 2, then the new state will be ∆((1, 1, 1)) = 10 ∈ {2, . . . , 24}. Then, Hence, if κ = 46, then (14) is satisfied, so does Assumption 6.10.2.a of [14] . Lastly, Assumption 6.10.2.b of [14] states that for each γ ∈ [0, 1), there exists a ρ ∈ [0, 1) and an integer J 0 such that γ
for all π = (q 1 , . . . , q J 0 ) where
Let γ be an arbitrary number in [0, 1), ρ = γ, and J be a positive integer. Then,
Since γ ∈ [0, 1), there exists J 0 ∈ N such that γ J 0 −1 (J 2 0 + J 0 ) ≤ 1/23 because γ J 0 −1 decreases exponentially whereas (J 2 0 + J 0 ) increases with polynomial degree of 2. Hence, for all γ ∈ [0, 1) and
Then inequality (15) is satisfied, and so is Assumption 6.10.2.b of Puterman [14] . Therefore, by Theorem 6.10.4 of [14] (p. 236), there exists an optimal stationary policy, and the value iteration algorithm converges.
Preliminaries
In this section, we prove some properties of the operators T and B introduced in Section 2. Let v : E → R be a real-valued function, and let Θ be the set of all v satisfying
Note that Θ = ∅ because any constant function v : E → R is in Θ. We first present the following lemma to which we will appeal frequently in our proofs. Next, we prove that the operator T preserves the properties of functions belonging to Θ (inequalities (16a) -(16d)).
where the operator T is defined by (5) .
Proof. Let us first consider the preservation of property (16a) under T . Considering (3) and the fact that Ψ 0 (x) = Ψ 0 (S 0 x),
by (16a) and Lemma 1. Now, by (3), (16b), and Lemma 1,
By (3), (16d), and Lemma 1,
Finally, by (3), (16c), (16d), and Lemma 1, it is easy to see that
It is also important to show that the operator B preserves inequalities (16a) through (16d), which will play a crucial role in the proof of the optimal policies for both servers.
where B is defined by (6) .
Proof. We will show that B preserves inequalities (16a), (16b), (16c), and (16d) separately. We first show that if v ∈ Θ, then Bv(x) ≤ Bv(S 0 x) for all x ∈ E. It is clear that r(x)−r(S 0 x) = −1 and p(x) = p(S 0 x) by (9) . Moreover, by (7), (8), (10) , and Proposition 1, it is clear that, if v ∈ Θ and n(
by (16a), (16b), and Lemma 1. In a similar way, when n(x) = 0, we can show that
) by (16a) and (16b). Then, by the fact that (6), (16a), and Proposition 1,
Now, note that by (7) and (10),
After some algebraic manipulation by considering Proposition 1, (7), and (9), we obtain
by (10), (17), (16a), (16b), and Lemma 1. Next, we consider the case j = 2. Again, after some algebraic manipulation and by Proposition 1, (7), (9), (10), (16b), and (17), we see that, when
and when 1 ∈ Ψ 1 (x),
for all x such that Ψ 0 (x) = {1, 2}. After some simplification, by considering (6), (16c), and Proposition 1, we see that
where (18) is due to Proposition 1, (10), and (16c). When n(x) = 0, by (7), (10), and (19)
by (16b) and (16c). When we consider the case n(x) > 0, by (7), (10), and (19)
Lastly, we show that if v ∈ Θ, then Bv(S 1 x) ≤ Bv(S 0 x) for all x such that 1 ∈ Ψ 0 (x). After some algebraic manipulation by considering (6) and Proposition 1, we obtain
First, it is easy to see that, when (7), (16c), (16d), and Proposition 1. Second, by Lemma 1,
Then, by (9), (10), (20), and (21),
When n(S 1 x) = n(x) = 0, by (16b), (16c), (16d), and (22) Bv(
When n(S 1 x) > 0, by (22) and Proposition (1),
The preservation of properties (16a)-(16d) under operator B facilitates use of the value iteration algorithm to establish the optimal policies for servers 1 and 2. The next section characterizes these policies and examines the average cost criterion.
Optimal Policies
In this section, we establish the existence and optimality of threshold policies for both servers 1 and 2 to minimize the discounted expected total number of customers in the system. Due to the memoryless property of the service, inter-failure and repair times, and the fact that there are no additional fixed costs associated with a failure event, it is reasonable to conjecture that the optimal policy is to route customers to the faster server (server 1) when it is available. To see why this might be so, consider a scenario in which both servers are initially idle, there is only a single arrival to the system, and the objective is to minimize the mean sojourn time. Let W denote the customer's random time in system. If the customer is routed to the reliable server (server 2), then clearly, E(W ) = 1/µ 2 . However, if the customer is sent to server 1, then by the memoryless property of the service and inter-failure times, it is easy to see that E(W ) = 1/(µ 1 + ξ) with probability µ 1 /(µ 1 + ξ) and E(W ) = 1/(µ 1 + ξ) + 1/µ 2 with probability ξ/(µ 1 + ξ), given that we route the customer to server 2 in the event of an active failure at server 1. So if the customer is initially routed to server 1,
Hence, it is always advantageous to route the customer to server 1, given that we prefer routing the customer to server 2 when active failures occur. The policy of routing a single customer to server 1 in this case is intuitive; however, it is nontrivial to prove the optimality of this policy for the main model of Section 2 with Poisson arrivals. Let a * (x) denote the optimal action in state x ∈ E, which will be determined using value iteration. The optimal policy for the fast server (server 1) is next established via Proposition 2.
Optimal Policy for the Fast Server
Here, we prove that the optimal policy for the fast server is of threshold type and that its threshold value is zero.
Theorem 1 For any state
x ∈ E such that 1 ∈ Ψ 0 (x), a * (x) = 1, i.e.,
it is always optimal to route to server 1, if it is available.
Proof. In Section 2.1, it was shown that the value iteration algorithm converges to the unique value function; hence, we employ the value iteration technique to prove Theorem 1. Let V k denote the value function approximation at the kth iteration, k ∈ {0} ∪ N and assume that V 0 (x) = 0 for all x ∈ E. Then it is clear that V 0 ∈ Θ, i.e., V 0 satisfies inequalities (16a)-(16d). Since
for all x such that Ψ 0 (x) = {1, 2} (i.e., for any state x in which both servers are idle), and
. Hence, at any decision epoch, if server 1 is idle, the optimal action is to route a customer to it.
The policy for server 1 is intriguing in that it mirrors the optimal policy established by Lin and Kumar [11] for a model in which neither server fails. That is, routing to server 1 is always preferred to routing to server 2, irrespective of ξ or α, given that (1) is satisfied (i.e., the system is stable). It is important to note that two features of our model ensure that Proposition 2 holds. The first is that server 1 is subject to both active and idle failures that occur at the same rate (ξ), and the second is that actions may be taken at active failure epochs (i.e., the interrupted customer can be routed either to the queue or to server 2, if it is idle). These features ensure that the terms multiplied by ξ are non-positive in the proof of Proposition 2.
Furthermore, by Proposition 2 and value iteration, it also follows that V (x) ≤ V (S 0 x) for all x ∈ E, and V (x) ≤ V (S j x) for all x such that j ∈ Ψ 0 (x). However, if actions are forbidden at fictitious transition epochs, the latter result is not necessarily valid when n(x) > 0 as we now illustrate by way of a numerical example. Consider a system with β = 0.2, λ = 1, µ 1 = 15, µ 2 = 2, ξ = 3, and α = 3. We solved this problem numerically using the value iteration algorithm (cf. Puterman [14] , p. 161) by approximating the original queueing system by one with a finite queue having capacity C. That is, if the queue is full, and neither server is available, arriving customers are rejected. Additionally, if an active failure occurs at server 1 when the queue is at capacity and server 2 is busy, then the customer whose service is interrupted leaves the system. Initially, we chose C = 1200, and a stopping criterion (for the value iteration algorithm) of 10 −9 . Subsequently, we examined systems with C = 300, 500, 1000 and observed nearly identical results; therefore, C = 1200 was deemed to be acceptable as an approximation to the original infinite-capacity queue. It is worth noting that, for each numerical illustration provided herein, we chose the parameters λ, µ 1 , µ 2 , α and ξ so that λ μ, i.e., the system is in light traffic.
For this example, when actions are not allowed at fictitious transition epochs, V (x) > V (S 1 x) for all x such that 1 ∈ Ψ 0 (x) and n(x) > 0 because µ 1 is significantly greater than λ, µ 2 , and ξ, i.e., the marginal benefit of keeping server 1 busy is very high. That is why, although starting in state S 1 x has the disadvantage of an additional customer in the system as compared to starting in state x, nonetheless V (x) > V (S 1 x) because server 1 is initially busy in state S 1 x and can quickly complete the service of the current customer and proceed to depleting the queue. On the other hand, if the system starts from state x, server 1 is idle until the next decision epoch (either a customer arrival or a service completion at server 2, if it is busy). This leads to an inefficiency, as the fast server is not being utilized. However, if actions are permitted at fictitious transition epochs, then starting in state x, the system controller will route a customer from the queue to server 1 if the next decision epoch is a fictitious transition epoch by Theorem 1, and this increases the utilization of server 1. Note that, if server 2 is idle (busy) in state x, then the probability that the next decision epoch is a fictitious transition epoch is 1
This means that, with a high probability, in the next decision epoch the system controller will route a customer from the queue to server 1. That is why, in this case, V (x) ≤ V (S 1 x) and this can be proved formally by Proposition 2 and value iteration.
Theorem 1 gives the optimal control policy for server 1 and provides some information about the optimal policy of server 2, namely that it is not optimal to route customers to server 2 when server 1 is idle. Theorem 2 of Section 4.2 characterizes the optimal policy for server 2 when server 1 is busy or failed.
Optimal Policy for the Slow Server
In this subsection, we prove that the optimal policy for server 2 is of threshold type, and its threshold depends on whether server 1 is busy or failed. The main result is stated in the following theorem.
The proof of Theorem 2 is provided in the Appendix. This result states that, when the fast server is busy or failed, and the number of customers in the queue is above a threshold level, it is optimal to route a customer to the slow server. Note that the thresholds n * 1 and n * −1 are, in general, not equal (i.e., they depend on the state of the fast server). We illustrate this fact with an example. In the example of Section 4.1, n * 1 = 3, but n * −1 = 1. The fact that n * −1 < n * 1 is intuitive in this specific case because it is more detrimental for the fast server to be failed than busy; therefore, it makes sense to route customers to the slower server earlier. However, it is not always true that n * −1 ≤ n * 1 . To see this, consider a system in which β = 0.2, λ = 1, µ 1 = 15, µ 2 = 2, ξ = 1, and α = 50. We solve this numerical example in the same way described in Section 4.1. In this example, n * 1 = 5 but n * −1 = 6. Due to the low failure rate of the fast server and its high repair rate, its failure events are not significant; therefore, the threshold for routing to the slow server is higher. Moreover, it is conjectured that, for this example, n * −1 = n * 1 + 1, because r(S 1 x) = r(S −1 x) + 1 as server 1 is occupied and processing an additional customer. Indeed, the following proposition establishes that the threshold for routing customers to server 2 when server 1 is failed is bounded above by n * 1 + 1.
Proposition 3
The threshold values for server 2 are such that n * −1 ≤ n * 1 + 1.
Proof. The result will be proved by contradiction. Suppose that n * −1 > n * 1 + 1; hence, n * −1 = n * 1 + k + 1 for some k ∈ N. Moreover, suppose the current state is (n * 1 + k, −1, 0) and a customer arrives to the system. If the optimal policy is followed, the customer is routed to the queue, and the next state of the system is (n * 1 + k + 1, −1, 0); however, if the customer is routed to server 2 (a suboptimal action), the new state of the system is (n * 1 + k, −1, 1). Now consider two processes, say Q 1 and Q 2 defined on the same probability space so that they see the same arrivals, service completions, server failures, and server repairs. Suppose Q 1 and Q 2 are initially in states (n * 1 + k + 1, −1, 0) and (n * 1 + k, −1, 1), respectively. Assume that the optimal policy is followed in process Q 1 , and that some possibly sub-optimal policy (described in what follows) is executed in process Q 2 . Let τ be the first time that either Q 1 or Q 2 encounters a decision epoch. That is, the next decision epoch occurs at either a repair completion at server 1, an arrival to both systems, a service completion at server 2 (which corresponds to a fictitious transition epoch at Q 1 ), or a fictitious transition epoch in both Q 1 and Q 2 . Note that the discounted expected total numbers in system in Q 1 and Q 2 are equal up to time τ . We next examine the value function for each of four distinct cases.
Case 1: Suppose time τ is a repair completion epoch at server 1. Then by Theorem 1, Q 1 will next enter state (n * 1 + k, 1, 0) since it is optimal to route a customer from the queue to server 1. In Q 2 , it is also possible to route a customer to server 1 because k ≥ 1 so that Q 2 next enters state (n * 1 +k −1, 1, 1). From this point forward, the discounted expected total number of customers in Q 1 is V (n * 1 +k, 1, 0), and if we use the optimal policy in Q 2 , then the discounted expected total number of customers in Q 2 is V (n *
Case 2: Suppose τ is a customer arrival epoch. Then Q 1 will enter state (n * 1 + k + 1, −1, 1) by Theorem 2, and Q 2 will enter state (n * 1 + k + 1, −1, 1) since neither server is available. From this point forward, if we use the optimal policy in Q 2 , then the discounted expected total number of customers in both systems is V (n * 1 + k + 1, −1, 1). Case 3: Suppose τ is a (potential) service completion epoch at server 2. Then, the state of process Q 1 remains (n * 1 + k + 1, −1, 0) because of the fact that n * −1 = n * 1 + k + 1, (10), and Theorem 2; and in Q 2 , we choose to do nothing at this decision epoch so that the state of Q 2 becomes (n * 1 + k, −1, 0). From this point forward, the discounted expected number of customers in Q 1 is V (n * 1 + k + 1, −1, 0), and if the optimal policy is used in Q 2 , then the discounted expected total number of customers in
by Proposition 2 and value iteration.
Case 4: Suppose τ is a is a fictitious transition epoch in both Q 1 and Q 2 . Then, the state of process Q 1 remains (n * 1 + k + 1, −1, 0) because of the fact that n * −1 = n * 1 + k + 1, (10), and Theorem 2. Since none of the servers is idle in the process Q 2 , the state of this process remains (n * 1 + k, −1, 1). From this point forward, by Cases 1-4, the discounted expected total number of customers in Q 2 is less than or equal to the number in Q 1 .
Considering these four cases, it is seen that the discounted expected total number of customers in Q 2 is less than or equal to the number in Q 1 , which is a contradiction since we reach the initial state of Q 2 via a suboptimal action. Since k ∈ N is arbitrary, we conclude that n * −1 ≤ n * 1 + 1.
Because we allow actions at the fictitious transition epochs, we need to check whether the optimal policy proved in this section remains optimal for the original model in which actions are not permitted at these epochs. Proposition 4 asserts that the system controller does not alter the state of the system at fictitious transition epochs, assuming the optimal policy is followed. Therefore, allowing actions at fictitious transition epochs is inconsequential.
Proposition 4
Starting from any suitable state, such as (0, 0, 0), if the optimal policy is followed, the controller will not alter the state of the system at fictitious transition epochs.
Proof. By (5) and (10), at a fictitious transition epoch, the controller can alter the state of the system by routing a customer from the queue to an idle server; in order to alter the state of the system, the queue cannot be empty. However, by Theorem 1, for any state x ∈ E for which server 1 is idle, we must have n(x) = 0. Hence, the controller cannot route a customer from the queue to server 1 at any fictitious transition epoch.
Let τ be the first time at which the controller alters the state of the system at a fictitious time epoch. Then, the controller must route a customer from the queue to server 2 at τ , and server 2 must be idle just before τ . At τ , server 1 can be either failed or busy. We will consider each case separately. Let server 1 be in the failed state at τ . Then, just before τ , the system should be in state x ∈ E such that x = (n(x), −1, 0). Since the optimal action at τ is to route a customer from the queue to server 2, then n(x) > n * −1 by Theorem 2 and (10). We will prove that if the system starts from any suitable state, say state (0, 0, 0), it cannot reach a state of the form (n(x), −1, 0) where n(x) > n * −1 . Let τ 0 be the time of the last decision epoch before τ . The system can be in three different states just before τ 0 .
Case 1: The system can be in state (n(x), −1, 1) where n(x) > n * −1 just before τ 0 and at τ 0 there is a service completion at server 2. However, since n(x) > n * −1 , the controller will route a customer from the queue to server 2 at τ 0 ; hence, the state of the system at τ 0 will be (n(x) − 1, −1, 1).
Case 2: The system can be in state (n(x) − 1, −1, 0) where n(x) > n * −1 just before τ 0 and at τ 0 there is a customer arrival to the system. However, since n(x) − 1 ≥ n * −1 , the controller will route a customer from queue to server 2 at τ 0 by Theorem 2. Therefore, the state of the system at τ 0 will be (n(x) − 1, −1, 1).
Case 3: The system can be in state (n(x) − 1, 1, 0) where n(x) > n * −1 just before τ 0 and at τ 0 there is an active failure in server 1. However, since n(x) − 1 ≥ n * −1 , the controller will route the customer from server 1 to server 2 at τ 0 by Theorem 2, and the resulting state at τ 0 will be (n (x) − 1, −1, 1) . Therefore, the system cannot reach a state of the form (n(x), −1, 0) where n(x) > n * −1 . This implies that server 1 cannot be failed at τ and, therefore, must be busy. Hence, just before τ , the system should be in some state x ∈ E such that x = (n(x), 1, 0) where n(x) > n * 1 by Theorem 2 and (10).
Let τ 1 be the time of the last decision epoch before τ . The system can be in four different states just before τ 1 .
Case 4: The system can be in state (n(x), 1, 1) where n(x) > n * 1 just before τ 1 , and at τ 1 there is a service completion at server 2. However, since n(x) > n * 1 , the controller will route a customer from the queue to server 2 at τ 1 , and the resulting state at τ 1 will be (n(x) − 1, 1, 1).
Case 5: The system can be in state (n(x) − 1, 1, 0) where n(x) > n * 1 just before τ 1 , and at τ 1 there is a customer arrival to the system. However, since n(x) − 1 ≥ n * 1 , the controller will route a customer from the queue to server 2 at τ 1 by Theorem 2. Therefore, the state of the system at τ 1 will be (n(x) − 1, 1, 1). Case 6: The system can be in state (n(x) + 1, −1, 0) where n(x) > n * 1 just before τ 1 , and at τ 1 there is the repair of server 1. However, n(x) + 1 > n * 1 + 1 ≥ n * −1 by Proposition 3, and it is known that it is not possible to reach a state of the form (n(x) + 1, −1, 0) where n(x) + 1 > n * −1 by Cases 1, 2, and 3.
Case 7: The system can be in state (n(x) + 1, 1, 0) where n(x) > n * 1 just before τ 1 , and at τ 1 there is a service completion at server 1. However, by Cases 1-6, state (n(x) + 1, 1, 0) (with n(x) > n * 1 ) can only be reached from (n(x) + 2, 1, 0), and similarly the state (n(x) + 2, 1, 0) can only be reached from (n(x) + 3, 1, 0). Inductively, state (n(x) + 1, 1, 0) where n(x) > n * 1 can be reached by state (+∞, 1, 0), which is a contradiction because any work conserving policy has the maximum throughput rateμ so that λ <μ, and the mean number of customers in the system is finite. Hence, the mean number of customers in the system will not reach to +∞ in the optimal policy as well.
Therefore, starting from any suitable state, such as (0, 0, 0), if the optimal policy is used, the controller will not alter the state of the system at the fictitious transition epochs. The term "suitable state" reflects the set of states x ∈ E such that if the system starts from state x, and if the first decision epoch is a fictitious transition epoch, the controller will not change the state of the system. Note that, in the system that does not allow actions at fictitious transition epochs, it can be shown that n * −1 ≤ n * 1 + 1 using the same argument employed in the proof of Proposition 3. To clarify the notion of a "suitable state," consider a state x in which server 1 is idle and the queue is non-empty (i.e., 1 ∈ Ψ 0 (x) and n(x) > 0). Any such state is not a suitable state because starting in this state, if the next decision epoch is a fictitious transition epoch, the system controller will route a customer from the queue to server 1 by Theorem 1. This is why in the numerical example of Section 4.1, if actions are not allowed at fictitious transition epochs,
Finally, to conclude this section, we summarize the optimal control policy for the system. In state x ∈ E, the optimal action a * (x) is
(24)
Average Cost Criterion
A common objective in the control of queueing systems is the minimization of the average time customers spend in the system, which is equivalent to minimizing the number of customers in system (via Little's Law). In this section, we examine the average cost criterion and prove that the optimal policy has the same threshold structure as the one proved for the discounted case. The results of Section 4 show that, for any β ∈ (0, 1), the optimal policy for the discounted problem is a threshold policy for each server, and that the optimal threshold for the fast server is zero (by Theorems 1 and 2). The minimum long-run average number of customers in the system, given the
where Π is the set of all admissible policies. The equivalent version of this objective in the uniformized model is
where L m denotes the number of customers in the system just after the mth transition. Henceforth, we will consider only the objective in (25). To show the existence of an optimal stationary policy, and that it is a threshold policy under the average cost criterion, we employ the main theorem of Sennott [17] , and to do this we need to check whether the main model of Section 4 satisfies Assumptions 1, 2, 3, and 3 * of [17] . In order to check Assumptions 1 and 3 of [17] , we employ Proposition 5, part (i) of [17] . Consider any stationary work conserving policy, i.e., the servers can be idle only if the queue is empty. Then, the maximum throughput rate of the system isμ; therefore, the system is stable by (1) and the average number of customers in the system is finite; hence, condition (i) of Proposition 4 of [17] is satisfied as is Proposition 5, part (i) of [17] . In order to check Assumption 2 of [17] , we need the following proposition, which is proved in the Appendix.
Proposition 5 In the discounted case, V
Let V β (x) denote the discounted expected total number of customers in the system starting from state x ∈ E when the discount parameter is β and let h β (x) = V β (x)−V β (0, 0, 0). By Proposition 5, h β (x) ≥ 0 for all x ∈ E, thus Assumption 2 of [17] is satisfied. Since our model satisfies Assumption 3 of [17] , there exists a nonnegative M x , such that h β (x) ≤ M x for all β ∈ (0, 1) and x ∈ E. Let q xy (a) denotes the probability that the system occupies state y ∈ E after action a ∈ A(x) in state x ∈ E. Since there are only finitely many actions at each state x ∈ E, and the system transitions to a single state after each action, then y q xy (a)M y < ∞ for all x ∈ E and a ∈ A(x). Therefore, Assumption 3 * of [17] is satisfied. Then, by the lemma stated in [17] (p. 628) and Theorems 1 and 2, we know that for any sequence of discount parameters, {β n }, such that β n → 0 (respectively β n → 1) as n → ∞, the policy is stationary and of threshold type at the limit point; therefore, by the main theorem of [17] , the optimal policy is stationary and of threshold type. Furthermore, the optimal threshold value for the fast server is zero because, for each β n , the threshold is zero. However, for server 2, although it is known that the optimal policy is of threshold type, the optimal threshold values may depend not only on the state of server 1, but also the value of β. Lastly, since n * −1 ≤ n * 1 + 1 for all β n , this inequality holds at the limit point as well.
Variant of the Main Model
In this section, we consider a model with K (K ≥ 2) servers with µ j = µ for each j = 1, . . . , K, and the servers are subject to distinct failure and repair rates. Let ξ j and α j respectively denote the failure and repair rates of server j, j = 1, . . . , K. The system corresponds to an M/M/K queue with unreliable servers. The state space is E = {0, 1, 2, . . . } × {0, 1, −1} K and the maximum throughput rate of the system isμ
where it is assumed that λ <μ for stability. We first consider the objective of minimizing the discounted expected total number of customers in the system and subsequently show that the structure of the optimal policy does not change as the discount parameter approaches zero, i.e. β → 0. The uniformization rate is
and the uniformized discounted expected total number of customers in the system is
where the operator T is defined as in (5), B is defined by (26), and the operator Y j is defined as in (7). When j ∈ Ψ −1 (x),
and the rate p(x) is modified such that
Note that, in this model, actions are not permitted at fictitious transition epochs as they are not needed to facilitate the main results. Without loss of generality, we again assume ν + β = 1. It can be shown that there exists an optimal stationary policy and the value iteration algorithm converges with the same method used in Subsection 2.1. Given that we define the one-to-one mapping ∆ in the same way from the K + 1 dimensional state space E to the state space N 0 , if we define 
Theorem 3 It is always optimal to route customers to an idle server.
Proof. As before, we employ the value iteration technique to prove Theorem 3. Let V k denote the value function approximation at the kth iteration, k ∈ {0} ∪ N and let us assume that V 0 (x) = 0 for all x ∈ E. Then, it is clear that V 0 ∈ Θ 2 , i.e., V 0 satisfies the inequalities (29a)-(29d).
Hence, whenever a server is idle at a decision epoch, it is optimal to route a customer to the server. Theorem 3 states that, when the service rates are equal, it is never optimal to delay service, even if the only idle server is highly failure prone (i.e., the policy is insensitive to the failure and repair rates, as long as the system is stable). It is conjectured that this insensitivity property does not hold for general service, inter-failure, and repair times.
Theorem 3 also holds under the average cost criterion. We can prove this result by employing the main theorem of Sennott [17] , and to do this we need to check whether the main model of Section 4 satisfies Assumptions 1, 2, 3, and 3 * of [17] . We can prove that the model of Section 5 satisfies Assumptions 1, 3, and 3 * of [17] in the same way described in Section 4.3. We can check the Assumption 2 of [17] in the following way. First, we need to allow actions at fictitious transition epochs to facilitate the proofs and we can can prove Proposition 6 and Theorem 3 in the same way. Then, we need to show that the system controller does not alter the state of the system at fictitious transition epochs, if the optimal policy is followed and given that the system starts from a suitable state, such as (0, . . . , 0). The proof is straightforward because according to Theorem 3, a server can be idle only if the queue is empty. Hence, there is not a decision epoch such that the system controller can route a customer from the queue to an idle server. Then, we can prove that
for all x ∈ E such that i ∈ Ψ 0 (x) and n(x) = 0 in the same way that we proved Proposition 5, and this result together with (29a) and (29b) imply that V (0, . . . , 0) ≤ V (x) for all x ∈ E. Then, Assumption 2 of [17] is also satisfied. Therefore, by the lemma stated in [17] (p. 628) and Theorem 3, the optimal policy in the average cost criterion is the same as that of the discounted case.
Concluding Remarks
We have considered the control of a two-server queueing system in which the servers are heterogeneous and distinguished by their service rates and/or reliability attributes. For the main model, the servers are differentiated by their service rates and the fact that the fast server is unreliable. Proved was the optimality of a threshold control policy for both servers. For minimizing the longrun average number of customers in the system, the results are consistent with the case of two reliable servers -customers should always be routed to the faster server, irrespective of its failure or repair rates. However, customers should only be routed to the slower (reliable) server if the queue length exceeds a threshold value that depends on the status of the faster server.
Using the framework for analyzing this model, we examined a variant of the main model, in which there are multiple (more than two) servers with equivalent service rates but distinct reliability characteristics. It was shown that it is optimal to keep all servers busy, irrespective of their reliability attributes, i.e., delayed customers should not wait for the server that is less failure prone, but rather should commence their service as early as possible. This result suggests that, at least in the case of exponentially distributed inter-arrival, service, inter-failure, and repair times, reliability attributes may not be important for minimizing congestion in the system.
We first considered the objective of minimizing the discounted expected total number of customers in the system and subsequently proved the optimality of the same threshold-type policy under the average cost criterion. When the objective is to minimize the congestion in the system, the long-run average cost criterion is more suitable than the discounted cost model. On the other hand, if the objective is minimizing a monetary value, such as the cost of holding customers in the system, then it is more intuitive to consider the discounted cost model. The results presented herein can, in fact, be extended to consider a cost-based objective function. For example, if h denotes the holding cost per customer per unit time in the system, then the term r(x) in (6) is replaced by h r(x). In this case, minimizing the discounted expected total holding cost is a more logical objective than the average cost criterion, and it is easy to see that the optimal policy has the same structure as the one proved in Section 4. On the other hand, the optimality of a threshold-type policy is not apparent if the servers and the queue have different holding cost rates, or if there exists a server switching cost for customers that are routed from a failed server to an idle server. It may be possible to extend the slow-server problem with failures and different cost structures, but further analysis is needed to determine the optimal control policy in each case.
Ultimately, it will be instructive to examine queueing systems with more than two servers having distinct service, failure, and repair rates. However, it is not clear if the optimal policies will be of threshold type when the controller can route customers to one of multiple idle servers, all of which are unreliable. It may also be difficult to establish the optimal policies for systems in which the active and idle failure rates differ. These extensions present formidable challenges, as does a relaxation of the exponential inter-arrival, service, inter-failure, and repair times in the two-server model.
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Hence, by (39), (41), (42), (43), (44), (45), (46), and (47), inequality (34) holds and Lemma 3 is proved.
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Because 1 ∈ Ψ −1 (x) does not alter the derivation of (46) and (47), we can derive (57) in the same way that we derived (46) and (47). Hence, by (53), (54), (55), (56), and (57), inequality (48) holds and the lemma is proved.
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We can easily derive (68) as we derived (65). These two differ in that 1 ∈ Ψ 1 (x) in the former and 1 ∈ Ψ −1 (x) in the latter, which is inconsequential because a customer cannot be routed to server 1 in either case. Finally, we consider terms involving p(S 2 x). When n(x) = 0, by (10) ,
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where (70) can be derived as (65) was derived. Then, by (69) and (70),
Hence, by (63), (65), (66), (67), (68), and (71), inequality (58) holds, and Lemma 5 is proved.
We will consider the terms with λ, µ 2 , α, and p(S 2 x) in (73), (74), (75), and (76) separately. First, it is clear that
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Hence, by (77), (78), (79), (80), and (81), inequality (72) holds, and Lemma 6 is proved.
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Summing (90) and (91), we obtain the following result by (16a) and (16b):
Therefore, (92) shows that the sum of terms with µ 1 and µ 2 cannot exceed zero. Next, when we consider terms involving ξ,
Now we have two cases two consider.
Lastly, we consider the terms with p(0, 1, 1). By (10) ,
First consider the case of v(1, 1, 0) ≤ v(0, 1, 1). By (30c),
Hence, by (87), (89), (92), (93), (94), (95), and (96), inequality (82) holds, so Lemma 7 is proved.
Proof. By (6) and (9), 
Next, let us consider the terms with λ. By (16c) and (16d),
where (103) is due to (30b). Next, let us consider the terms with µ 1 . By (7) and (10),
When we consider the terms with µ 2 , by (7) and (10),
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where (106) is due to (30b). Lastly, we consider the terms with p(0, 1, 1). In this case, by (10) ,
where (107) is due to (30d). Hence, by (102), (103), (104), (105), (106), and (107), inequality (97) holds, so Lemma 8 is proved.
Proof. The proof follows directly from Proposition 2 and Lemmas 3, 4, 5, 6, 7, and 8.
In Section 2.1, it was shown that the value iteration algorithm converges to the unique value function; hence, we use this technique to prove Theorem 2. Let V k denote the value function approximation at the kth iteration, k ∈ {0} ∪ N, and assume that V 0 (x) = 0 for all x ∈ E. Then it is clear that V 0 ∈ Θ 1 , i.e., V 0 satisfies inequalities (16a)-(16d) and (30a)-(30d). Since
Formally, if it is optimal to route a customer to the queue in state S 0 x ∈ E such that 1 / ∈ Ψ 0 (S 0 x) and 2 ∈ Ψ 0 (S 0 x), then it is also optimal to route a customer to the queue in state x ∈ E such that 1 / ∈ Ψ 0 (x) and 2 ∈ Ψ 0 (x) by (108). Hence, a threshold-type policy is optimal for the slow server.
Proof of Proposition 6
Here we prove Proposition 6. To this end, we first state and prove the following proposition, from which Proposition 6 follows directly.
Proof. Let us first consider preservation of (29a). Considering the fact that Ψ 0 (x) = Ψ 0 (S 0 x),
by (29a) and Lemma 1. Next, we consider the preservation of (29b). Note that,
by (29a), (29b), and Lemma 1. Next, by (29c) and (29d),
Finally, using (29c), (29d) and Lemma 1,
Now, to prove Proposition 6, we we will show that the operator B preserves the properties of functions satisfying (29a), (29b), (29c), and (29d), respectively. We first show that if v ∈ Θ 2 , then B v(x) ≤ B v(S 0 x) for all x ∈ E. It is clear that r(x) − r(S 0 x) = −1 and p(x) = p(S 0 x) by (28). Moreover, by (7), (27), and Proposition 7, it is clear that, if v ∈ Θ 2 and n(x) > 0,
by (29a), (29b), and Lemma 1. In a similar way, when n(x) = 0 and if 0 x) ) by (29a), (29b), and Lemma 1. Then, by the fact that Ψ i (x) = Ψ i (S 0 x) for all i ∈ {−1, 0, 1}, (29a), (26), and Proposition 7,
for all x ∈ E such that j ∈ Ψ 0 (x) and n(x) = 0. After some algebraic manipulation and considering (26), (28), and Proposition 7,
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by (29c) and (29d). Second, when k ∈ Ψ 1 (x) and n(x) > 0, by (7) and Proposition 7
Similarly, when k ∈ Ψ −1 (x) and n(x) = 0, by (27),
by (29c) and (29d). Second, when k ∈ Ψ −1 (x) and n(x) > 0, by (27) and Proposition 7
Then, by (29d), (115), (116), (117), (118), (119) Now, when n(x) = 0, by (7) and (29a),
When n(x) > 0, by (7), 
Proof of Proposition 5
Consider the main model described in Section 2. By (16a), (16b), Proposition 2 and value iteration, we can see that min{V (0, 0, 0), V (0, −1, 0)} ≤ V (x) for all x ∈ E. So it is enough to prove that V (0, 0, 0) ≤ V (0, −1, 0). Let Q 1 and Q 2 be two different processes defined on the same probability space so that they see the same arrivals, service completions, server failures, and server repairs. Suppose Q 1 and Q 2 are initially in states (0, 0, 0) and (0, −1, 0), respectively. Let τ be the first time that server 1 has a failure in the process Q 1 , which corresponds to a fictitious transition epoch at Q 2 , or server 1 is repaired in the process Q 2 , which corresponds to a fictitious transition epoch at Q 1 . Assume that, until τ , the optimal policy is followed in process Q 2 , and the same policy is executed in process Q 1 . Then, just before τ , Q 1 and Q 2 should be in states (n, 0, d 2 ) and (n, −1, d 2 ) for some n ∈ N ∪ {0} and d 2 ∈ {0, 1}, respectively. Note that the discounted expected total numbers in Q 1 and Q 2 are equal up to time τ . There are two cases to consider.
Case 1: Suppose time τ is the repair time of server 1 in the process Q 2 . Then if n = 0, then Q 2 will enter the state (0, 0, d 2 ) and Q 1 will remain in the state (0, 0, d 2 ) by (10) . If n > 0, then Q 2 will enter the state (n − 1, 1, d 2 ) by Theorem 1, and since τ is a fictitious transition epoch for the process Q 1 , we route a customer from the queue to server 1 at τ (which may be a sub-optimal action), thus the process Q 1 enters the state (n − 1, 1, d 2 ). From this point forward, if we follow the optimal policy in both Q 1 and Q 2 , then the discounted expected total number of customers in Q 1 and Q 2 are equal to each other.
Case 2: Suppose time τ is the failure time of server 1 in the process Q 1 . Then, Q 1 will enter the state (n, −1, d 2 ). Since τ is a fictitious transition epoch in the process Q 2 , if d 2 = 1, then the process Q 2 will remain in the state (n, −1, d 2 ) by (10) . If d 2 = 0, since we follow the optimal policy in the process Q 2 so far, then the optimal action at τ is to not to alter the state of the system by Proposition 4. Hence, the process Q 2 will remain in the state (n, −1, d 2 ) . From this point forward, if we follow the optimal policy in both Q 1 and Q 2 , then the discounted expected total number of customers in Q 1 and Q 2 are equal to each other.
Considering these two cases, although we follow a possibly sub-optimal policy in the process Q 1 and the optimal policy in the process Q 2 , the discounted expected total number of customers in Q 1 and Q 2 are equal to each other. Hence, V (0, 0, 0) ≤ V (0, −1, 0) in the system in which we allow actions at the fictitious transition epochs. However, we know that the system controller will not change the state of the system starting from both the states (0, 0, 0) and (0, −1, 0) by Proposition 4. Hence, V (0, 0, 0) ≤ V (0, −1, 0) in the original system in which we do not allow actions at the fictitious transition epochs.
