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SUMMARY
Near-surface seismic field experiments using both P- and S-wave sources were carried out to
image fractured limestones at two sites in southwest England. We measured P- and S-wave
seismic velocities at multiple azimuths to aligned fracture sets, allowing us to determine the
seismic anisotropy generated by these fractures. The effect of aligned fractures on seismic
anisotropy is commonly modelled in terms of the additional compliance introduced by the
fractures. Therefore, an understanding of fracture compliance is crucial both in terms of
interpreting observations of anisotropy in the field and in forward modelling the effects of
fractures on seismic wave propagation. Of particular concern is (1) the scaling of fracture
compliance with fracture length scale, and (2) the controls on the ratio of normal to tangential
compliance of the fractures ( = ZN/ZT). Our experimental design allows us to image both,
and we find that  = 0.37 ± 0.06 and  = 0.75 ± 0.10 for our two study sites, while the
absolute values of the tangential compliance range from 0.66 × 10−11 to 5.0 × 10−11 Pa−1 m.
Key words: Fracture and flow; Controlled source seismology; Seismic anisotropy.
1 INTRODUCTION
Aligned fracture networks are often a major control on rock per-
meability. Therefore geophysical techniques that are able to image
aligned fractures in the subsurface are of significant value in a
range of industrial settings. Examples include petroleum migration
in low-permeability rocks, water movement in hydrologic and hy-
drothermal systems and magma transport in volcanic systems. Of
particularly timely concern is the need to monitor the movement of
waste products, such as water, CO2 and spent nuclear fuel, stored
in subsurface reservoirs.
The velocities of seismic waves travelling through rock are af-
fected by the presence of aligned fractures: velocities become
direction-dependent, and in the case of S-waves, polarity-dependent.
This situation is known as seismic anisotropy. Within industrial set-
tings, several methods for measuring seismic anisotropy have been
used to image fractures, including azimuthal variations in P-wave
amplitudes (e.g. Hall & Kendall 2003; Duxbury et al. 2012) and
non-hyperbolic moveout (Van der Baan &Kendall 2002; Vasconce-
los&Tsvankin 2006); analysis of vertical seismic profile (VSP) data
(e.g. Worthington &Hudson 2000); and observations of shear-wave
splitting made on both controlled source seismic data (e.g. Wikel
et al. 2012) and on microearthquakes induced by reservoir activi-
ties (e.g. Teanby et al. 2004). However, observations of anisotropy
are not direct proxies for aligned fracture networks: rock physics
models must be used to relate measured anisotropy to the physi-
cal mechanisms, such as aligned fractures, that have produced the
anisotropy (e.g. Verdon et al. 2009).
Similarly, rock physics models are often used to forward model
the anisotropy generated by a given fracture network (e.g. Vlastos
et al. 2006; Sayers & den Boer 2012). Therefore in both the forward
and inverse cases, a rock physics model that simulates the effects of
fracture networks on seismic anisotropy is a prerequisite.
To have confidence in our models, they must be calibrated and
benchmarkedwithmeasurements.Models are often calibrated in the
laboratory, where the properties of the measured fractures can be
constrained by the experimenter (e.g. Rathore et al. 1994; Tillotson
et al. 2012; Choi et al. 2014). However, calibrations at the field
scale, which are necessary to properly characterize scale-dependent
properties, are few and far between: for most field-scale studies the
properties of the fractures under investigation are not independently
constrained, and therefore any attempt to calibrate a model becomes
‘dangerously close to a circular argument’ (Hobday &Worthington
2012).
In this paper, we perform seismic experiments on fractured rocks
at or near to the surface using a hammer source and geophone arrays.
Because these rocks outcrop at the surface, we have an independent
characterisation of the fractures with which we can calibrate the
rock physics models that link our observations of anisotropy with
fracture models.
2 MODELL ING OF SE ISMIC
ANISOTROPY
Before describing our field experiments, in this section we outline
the rock physics commonly used to model how aligned fractures
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Figure 1. Compilation of  from the literature, with recent field studies added (modified from Verdon & Wu¨stefeld 2013).
affect seismicwaves.When the fractures are smaller than the seismic
wavelength, a fractured rock can be treated as an ‘effectivemedium’,
whose elastic properties can be described by a single stiffness tensor,
C, or its inverse, compliance tensor, S. C and S are both fourth-
order, 3 × 3 × 3 × 3 tensors. Numerous models that simulate
the effects of fractures on effective medium stiffness tensors have
been developed, including Hudson (1981), Tandon &Weng (1984),
Thomsen (1995), and Arts et al. (1996).
Probably the most commonly used modelling type is the addi-
tional compliance approach developed by Schoenberg, Sayers, and
co-authors (Schoenberg 1980; Schoenberg & Douma 1988; Hsu &
Schoenberg 1993; Sayers & Kachanov 1995; Schoenberg & Sayers
1995; Sayers 2002). Following this approach, the overall compli-
ance of a fractured rock mass can be considered as the sum of the
compliance of the intact, unfractured rock, Sr and the additional
compliance produced by the fractures, S:
S = Sr + S (1)
If the fractures are rotationally invariant (i.e. they are symmetric
about the fracture normal) then the compliance tensor of the fracture
network can be represented by two terms,ZN andZT, which represent
respectively the compliance of the fractures to deformation normal
to the fracture faces and parallel to the fracture faces. In contracted
Voigt notation, the additional compliance tensor for a fracture set
aligned in the x2–x3 plane is:
S =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ZN 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 ZT 0
0 0 0 0 0 ZT
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2)
Of particular significance is the ratio of fracture compliances ZN/ZT,
referred to henceforth as . This ratio is commonly assumed to be
≈1. However, recent studies (e.g. Hobday & Worthington 2012;
Verdon &Wu¨stefeld 2013) have shown that  is in fact sensitive to
the fluids filling the fractures, as well as the internal architecture of
the fractures—the roughness of the fracture faces and the presence
of cement bonds or detrital material filling the fractures. Measure-
ment of , in addition to measuring the absolute values of fracture
compliance, represents the principal aim of our field experiments.
2.1 Controls on fracture compliance ratios
Verdon & Wu¨stefeld (2013) compiled measurements of  avail-
able in the literature. The majority of these measurements are from
laboratory studies. However, the need for field studies has been
recognised, and this deficiency is being addressed. In Fig. 1, we
update this compilation in view of this and other recent studies that
include field measurements from either near surface experiments
(Hobday & Worthington 2012) or microseismic monitoring of hy-
draulic fracture stimulation (Baird et al. 2013; Verdon &Wu¨stefeld
2013), as well as recently published laboratory studies (Choi et al.
2014; Far et al. 2014).
Both experiments and rock physics models have shown that 
is sensitive to both the fluid that is filling the fracture and the
structure of the fracture itself. Hudson (1981) shows that for a
planar, ‘penny-shaped’, unfilled fracture  = 1 − ν/2. Given that ν
≈ 0.25 for most sedimentary rocks,  will therefore be close to 1.
However, adding a stiff, incompressible fluid will decrease ZN, but
leave ZT unchanged, with the net effect of reducing  substantially.
That is unless fluids are able to flow between fractures and ‘equant’
pore space during the passage of a seismic wave, then the normal
compliance of the fracture will be less affected. These effects have
been observed in numerous experimental studies as indicated in
Fig. 1. Whether or not this flow can occur will be determined by
the permeability of the formation, the viscosity of the fluid and the
frequency of the incident seismic wave. This frequency-dependence
leads to frequency-dependent shear-wave splitting (e.g. Al-Harrasi
et al. 2011). Assuming a penny-shaped crack, Pointer et al. (2000)
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Figure 2.  as a function of Pic and Pep for a penny-shaped crack. If the fluid is soft (low Pic) or can flow between fractures and the pore space (low Pep) then
ZN ≈ ZT. Otherwise, ZN will be smaller than ZT. Background rock parameters of λ = 8 GPa and μ = 16 GPa are used.
define a fluid incompressibility factor, Pic and an equant porosity
factor, Pep, that influence :
Pep = 2ωηc
2
ϕκK f
, (3)
Pic = K f
aμ
, (4)
where ω is the frequency of the incident seismic wave, η and Kf
are the viscosity and bulk modulus of the fluid filling the fracture,
c and a are the aperture and aspect ratio of the fracture, φ, κ and μ
are the porosity, permeability and shear modulus of the rock.  is
computed from Pic and Pep as:
K = Pic
π
(
λ + 2μ
λ + μ
)(
1 + 3(1 − i)
2P1/2ep
)−1
, (5)
 = 3λ + 4μ
4(λ + μ)(1 + K ) , (6)
where λ is the Lame´ parameter of the rock. The impact of Pic and
Pep on  is demonstrated in Fig. 2.
 is also sensitive to the ‘internal architecture’ of the fracture:
the presence of asperities, rough fracture faces, and detrital infilling
material for example, because fractures in reality are rarely if ever
actually penny-shaped cracks (e.g. Batzle et al. 1980). Sayers et al.
(2009) numerically modelled the influence that asperities in frac-
tures have on . Such effects have also been observed in both the
laboratory (e.g. Choi et al. 2014; Far et al. 2014) and in the field,
where both Verdon & Wu¨stefeld (2013) and Baird et al. (2013)
observed increases in  during the course of hydraulic fracture
stimulation treatments. These increases were interpreted as being
caused by the creation of new, clean, open fractures overprinting
pre-existing fractures that may had more asperities, detrital mate-
rial and/or rougher faces.
2.2 Inversion of field measurements
for fracture compliance
In the following sections we describe our field measurements of
azimuthal velocity variations. In order to invert these measurements
for estimates of fracture compliance, we use the method of Amadei
& Savage (1993) as described by Hobday & Worthington (2012).
An effective medium can be expressed in terms of the following
moduli:
1
E emi
= 1
E
+ 1
kni Di
, (7)
and
1
μemi j
= 1
μ
+ 1
kti Di
+ 1
kt j D j
(8)
where E and μ are the Young’s modulus and shear modulus of the
intact, unfractured rock, kn and kt are the normal and tangential stiff-
nesses of individual fractures (given in units of Pa/m), and D is the
fracture spacing. The subscripts i and j refer to the orthogonal orien-
tations of the fractures (i.e. normal to the x, y and z directions). The
compliance of individual fractures—the inverse of their stiffness,
is given as BN and BT, while the compliance of the overall fracture
set is denoted by Z = B/D. We note that this approach neglects any
intrinsic anisotropy in the rock matrix due to crystal alignment (e.g.
Valcke et al. 2006), but this is expected to be small for limestones.
Thesemoduli described in eqs (7) and (8) can be used to construct
a compliance tensor for the fractured medium:
S =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1/
E emx
−ν/
E
−ν/
E 0 0 0
−ν/
E
1/
E emy
−ν/
E 0 0 0
−ν/
E
−ν/
E
1/
E emz
0 0 0
0 0 0 1
/
μemyz
0 0
0 0 0 0 1
/
μemxz
0
0 0 0 0 0 1
/
μemxy
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(9)
where ν is the Poisson’s ratio of the unfractured rock.
Once the compliance tensor has been computed, it is inverted to
give the stiffness tensor,C, which is used in the Christoffel equation
to compute azimuthal variations in P- and S-wave velocities. We do
so using the MSAT MS_phasevels function described by Walker
& Wookey (2012). In each case we perform an inversion, search-
ing for the optimum fracture compliance values that minimise the
root-mean-squared (RMS) misfit between observed and modelled
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Figure 3. Locations of our study sites in SW England (images from Google). The stars indicate the locations of our experiments.
seismic velocities. We search the parameter space using the Neigh-
bourhood Algorithm described by Sambridge (1999). 95 per cent
confidence limits are computed via the diagonals of the covariance
matrix of the regression parameters, which in turn are computed
from the no × np Jacobian matrix computed at the best fit point
(where no is the number of velocity observations in the inversion,
and np is the number of parameters inverted for).
To calculate this compliance tensor requires estimates of the stiff-
ness moduli of the unfractured rock. Ideally, independent measure-
ments of the Young’s and shear moduli would be made. However,
Hobday&Worthington (2012) insteadmake estimates of the unfrac-
tured rock properties based on the measured velocities. Assuming
that the observed traveltimes are perturbed only by the presence of
two orthogonal fracture sets, the traveltimes in the x and y directions,
tx and ty, over a distance d, will be given by:
tx = d
Vm
+ Nxδt, (10)
ty = d
Vm
+ Nyδt (11)
where Vm is the P-wave velocity of the unfractured rock, and Nx
and Ny are the mean number of fractures in the x and y directions.
The velocity perturbation caused by the fracture sets is described
by δt, the delay in time caused across each fracture. Because δt
cannot easily be measured, eqs (10) and (11) can be re-arranged to
produce:
Vm = d(Nx − Ny)
(Nx ty − Nytx ) , (12)
from which the unfractured rock velocity can be determined.
3 F IELD EXPERIMENTS
We perform seismic experiments at two sites in southwest Eng-
land: The Clifton Downs, Bristol, and Lilstock Beach on the north
Somerset coast.
3.1 Lilstock Beach
Lilstock is a small village on the north Somerset coastline (51.20◦N,
3.19◦W, Fig. 3). The beach underneath Lilstock is an excellent
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Figure 4. Lilstock Beach study location. ‘x’ and ‘y’ axes are defined parallel
to the two main, orthogonal fracture sets.
Table 1. Fracture spacings measured at the Lilstock Beach site.
x-Direction spacing (m) y-Direction spacing (m)
Minimum 0.09 0.08
Lower quartile 0.23 0.16
Median 0.28 0.23
Upper quartile 0.33 0.28
Maximum 0.46 0.55
outcrop of the Mesozoic Blue Lias formation which consists of
interbedded limestones (5–40 cm thick) and shales (up to 3 m thick)
(Engelder & Peacock 2001; Belayneh & Cosgrove 2010).
The fractures at LilstockBeach are generally containedwithin the
limestone beds. This is to be expected because fractures typically
form more readily in stiffer or more brittle layers, perpendicular
to the layer boundaries. Very rarely they extend through bedding
contacts into the shale layers (Engelder & Peacock 2001).
Fracturing in the limestone layers reveals a complex history of de-
formation that is still disputed (e.g. Rawnsley et al. 1998; Engelder
& Peacock 2001; Belayneh 2004). However, regardless of the mech-
anism of formation, there are at least five sets of fractures present
in the rocks at Lilstock, although not all stages are present in every
limestone layer. In order to simplify our seismic experiment, we
selected a wave-cut platform (at 51.20299◦N, 3.19940◦W) with two
major orthogonal fracture sets, and a third minor set at an oblique
angle. A photograph of the study location is shown in Fig. 4. We
define x and y axes as parallel to the two major orthogonal fracture
sets—factures aligned parallel to the x-direction have the highest
fracture density. The spacing between fractures across the study
area was measured by hand and is reported in Table 1.
3.2 The Clifton Downs
The Clifton Downs is an area of parkland near to the city centre of
Bristol, adjacent to the Avon Gorge. The study site was located at
51.46520◦N, 2.62845◦W, overlooking the gorge (Fig. 3). Carbonif-
erous limestones, known locally as the Clifton Down Limestone
formation, underlie this area of the Downs. For this site, the rocks
directly under investigation are buried beneath a thin layer of topsoil.
However, the spacing and orientation of fractures in this unit can be
investigated via their outcrops in the cliff walls of the Avon Gorge.
The limestone beds dip southwards at approximately 20◦, with the
Figure 5. Photograph of the Avon Gorge cliff face (facing southwards).
Southward-striking fractures are visible with spacing ≈0.5 m. The Clifton
Downs study was conducted on the grassy parkland at the top of these cliffs.
most obvious fracture set oriented sub-parallel to the southward
strike (Hawkins 1987).
A photograph of the fractures in the Avon Gorge cliff face is
shown in Fig. 5. Fractures are observed to have a spacing of less
than 0.5 m. However, access to these outcrops near the top of a
high cliff is challenging, so this is only an estimate. Better access
to this formation can be obtained via St. Vincent’s Cave, but this
is situated approximately 800 m to the south of our study site.
This site indicates a second fracture set oriented obliquely to the
main southward-striking set, with a wider spacing between frac-
tures. Nevertheless, there is no guarantee that the fractures beneath
our chosen site correspond to those observed in the cliff face; there-
fore these observations are merely estimates. We define x and y axes
as 80◦ and 350◦ respectively: the y axis is parallel to the estimated
alignment of the most obvious fracture set observed in the Avon
gorge.
3.3 Data acquisition
Our study of fracture compliance broadly follows the method de-
scribed by Hobday & Worthington (2012), using a hammer source
to shoot near-surface refraction profiles to investigate azimuthal
anisotropy. However, due to logistical differences, different strate-
gies were used for the two different sites described above.
At Lilstock, the geophones had to be coupled to the bare rock.
The usual geophone spikes were replaced with metal ‘feet’, which
were glued to the rock using CrystalBondTM glue. This rendered the
geophones immobile, so we used an array design that would enable
us to measure multiple azimuths without moving the geophones.
The array of 16 geophones were laid out on a 15 × 15 m2 grid, as
shown in Fig. 6. The shotpoints were placed at 5 m intervals around
the grid. The P-wave velocities were calculated from the first arrival
of the direct wave at each geophone—the small geometry of the
array meant that no refracted phases were observed. The seismic
data were measured using a Geometrics 24-channel Geode seismic
recorder, and vertical-component geophones with a 10 Hz dominant
frequency. A sampling rate of 0.25 ms was used and no filters were
applied during processing.
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Figure 6. Schematic illustration of experiment design for Lilstock Beach.
Geophones were arranged in a 15 × 15 m2 grid with 5 m spacing between
geophones (numbered circles). Shot points were placed 5 m outside the grid
(red stars).
Figure 7. Schematic illustration of the experiment design for the Clifton
Downs. A line of 24 geophones at 2 m spacing (black dots) was rotated by
15◦ intervals, with hammer shots at each end and the middle of the line (red
stars). This survey design was used for both P- and S-wave experiments.
For the Clifton Downs site, geophones could be inserted into the
topsoil by hand, allowing us to re-orient the array with ease. We
therefore shot refraction lines with 24 geophones at 2 m spacing,
with azimuthal spacing of 15◦ and shotpoints at either end and in
the centre of each line (Fig. 7). For this site we performed both a
P-wave survey, using the same equipment as described above, and
also an S-wave survey using an ‘anvil” S-wave source and single-
Figure 8. Rawwaveform data from the Lilstock Beach experiment, showing
the 16 geophone channels and the first arrival picks (red ticks). Onsets are
clear and can be accurately picked.
component 4.5 Hz horizontal geophones aligned perpendicular to
the seismic line in order to record the SH component.
4 RESULTS
4.1 Lilstock Beach
Fig. 8 shows an example of waveforms collected at Lilstock. Al-
though a potential source of uncertainty for studies such as these is
from picking errors, the majority of our data shows little noise, and
first arrivals could usually be clearly and accurately picked. How-
ever, for the Lilstock experiment, the nearest geophones were only
5 m from the shotpoints. This short distance means that any pick-
ing discrepancy will be amplified into a significant velocity error.
Inspection of the data revealed that unrealistic velocities were often
recovered from these geophones, and so they were discounted from
our analysis, and we restrict our analysis to data from geophones at
a distance greater than 10 m from the shotpoint.
Fig. 9 shows the mean measured P-wave velocities at Lilstock
for each measured angle from the y-axis defined in Section 3.1. The
error bars mark 1 standard deviation of the measured velocities.
The observed scatter is most likely attributable to the fact that
measurements are made at the same angle across slightly different
portions of rock. Our approach assumes that the effective medium is
homogenous across the study area, while in reality fracture spacing
varies across the outcrop, and it is likely that the properties of the
fractures may also vary.
We begin by estimating the background, unfractured P-wave ve-
locity using eq. (12), the mean P-wave velocities computed parallel
to the x- and y-axes, and the median fracture spacings reported in
Table 1, finding a value of 3920 m s−1.
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1732 G. Foord, J.P. Verdon and J.-M. Kendall
Figure 9. Measured P-wave velocities at Lilstock Beach (blue dots) as a
function of azimuth from the y-direction (as defined in Fig. 2). Curves
labelled a–f show modelled velocities using parameters defined in the
table. The red curve shows the modelled velocities for the best-fitting
model.
In order to demonstrate the role of fracture compliance and
 on azimuthal velocity variations, in Fig. 9 we show example
modelling curves generated using eqs (7)–(9). Curves a–c rep-
resent scalar fractures where  = 1, while curves d–f show the
effect of increasing the tangential compliance and hence  < 1.
It is apparent that measured velocities are higher at azimuths of
both 0◦ and 90◦. This pattern can only be achieved with models
that have  < 1, implying that scalar cracks are not an adequate
representation.
To find the best-fitting model, we perform an inversion to find the
values of BT and that minimise the RMSmisfit between measured
and modelled velocities. Following Hobday &Worthington (2012),
we invert for a single value of  to represent both fracture sets.
We do this because, for the experimental setup available, it is not
possible to constrain different values of for the given fracture sets,
as the inversion becomes underdetermined. Given that both fracture
sets will have experienced similar diagenetic histories, this is a
reasonable constraint to impose. Moreover, we have investigated
the effects of including separate s for each fracture set, but we
find that this does not actually provide any improvement in the
RMS misfit in comparison to using a single value of  for both
sets.
Therefore the free parameters in our inversion are the tan-
gential compliances of the two individual fracture sets (BTx
and BTy) and a single compliance ratio (). We find the
best-fit model has BTx = 6.63 × 10−12 ± 0.95mPa−1,
BTy = 5.70 × 10−12 ± 0.82mPa−1, and  = 0.37 ± 0.06. The
red curve in Fig. 9 marks the modelled velocities generated by this
best-fit model.
4.2 The Clifton Downs
Fig. 10 shows examples of the raw waveforms from the P- and
S-wave experiments on the Clifton Downs. As well as a direct
phase and at least two head waves can be identified (Fig. 11).
Fig. 12 shows an example inversion for subsurface structure
along the x and y axes of the study area (as defined in Fig. 5)
This is done using modules of the commercial software suite
SeisImager/2DTM (Geometrics 2009), which are used for refrac-
tion analysis. In this case we use a tomographic inversion of
the first-breaks to develop a velocity models for each azimuthal
profile.
These inversions confirm the presence of southward-dipping beds
as observed in the outcrops of the Avon Gorge (Hawkins 1987),
which serves as a preliminary quality control for our measure-
ments. Three distinct velocity layers are identified, with P-wave
velocities of approximately 300, 1000 and >2000 ms−1. These are
interpreted respectively as topsoil; poorly consolidated, weathered
rock; and intact limestone bedrock. For the remainder of this sec-
tion we focus on the azimuthal velocity variations in the limestone
bedrock, which are shown in Fig. 13. We again use the measured
velocities parallel to the x and y axes to estimate the P-wave velocity
of the unfractured rock via eq. (12), in this case finding a value of
4430 ms−1.
The fracture spacings,Di in eqs (3) and (4), are not known for the
Clifton Downs rocks. Therefore we instead consider the compliance
of the fracture network being imaged, Z, rather than the compliance
of individual fractures, B. If the fracture spacing were known, B
could be determined from Z. As per Fig. 9, we show modelled
curves for both scalar fractures ( = 1) and for cases where  <
1. The overall trend in the observed velocities is that the fastest
S-waves are at oblique angles to either fracture set (30◦–60◦), while
P-waves velocities decrease at increasing angles to the y axis, with
the possibility that velocities are slowest at oblique angles (60◦).
From our modelled curves, it is again clear that models with  <
1 do a better job of fitting the data trends than do scalar fracture
models.
As per Section 4.1, we perform an inversion to find the fracture
compliance values that minimise the RMS misfit between observed
and measured velocities. The free parameters in the inversion are
the compliances of each fracture set, ZTx and ZTy, and a single
fracture compliance ratio  for both fracture sets. Again, we find
that allowing an additional free parameter in the form of different
 values for each fracture set does not improve the RMS misfit.
For the Clifton Down experiment, we model both P- and S-wave
velocities.We do not have an independent estimate for VP/VS ratios,
so we also include the VP/VS ratio as an additional free parameter
in our inversion.
We find that the model that minimizes RMS misfit has
ZTy = 1.0 ± 0.14 × 10−10 Pa−1, ZTx = 0.59 ± 0.09 × 10−10
Pa−1,  = 0.75 ± 0.10, and VP/VS = 1.65 ± 0.26. The coloured
curves in Fig. 13 mark the velocities generated by this model.
The compliance (ZT) of the fracture set aligned parallel to the y-
direction (approximately north–south) is approximately twice that
of the set aligned in the x-direction (east–west). If we assume that
both fracture sets have similar values for BT, this implies that the
fractures striking north–south are more closely spaced than those
striking east-west. This matches the observations made regarding
fractures in the cliffs of the Avon Gorge and St. Vincent’s Cave,
where the north-south striking fracture set was seen to be the main
fracture set.
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Figure 10. Raw data collected from refraction profiles on the Clifton Downs for the P-wave (top) and S-wave (bottom) surveys. Picked first arrival times are
marked in pink.
Figure 11. First-arrival time curves used to invert for subsurface structure on the Clifton Downs. A direct wave (red) and two head waves (green and blue) are
fit to the observed first break traveltime picks (black dots and lines).
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Figure 12. Inverted cross-sections from the N–S and E–W refraction profiles on the Clifton Downs. In the N–S profile, the southward-dipping beds can be
seen.
5 D ISCUSS ION
5.1 Assessment of fit between observed
and modelled velocities
For the Lilstock study, the velocities from our best-fit model fall
within the error limits of the observed velocities for every prop-
agation angle. However, for the Clifton study, our best-fit model
does not satisfy the observed velocities for all propagation angles
(Fig. 13). Hobday & Worthington (2012) encountered similar diffi-
culties, and ascribe these discrepancies to lateral variations across
the study area, where the inversion procedure assumes constant ma-
trix velocity and fracture compliances, and this is likely to be the
case in our studies as well. For Hobday & Worthington (2012), the
trend in velocity variations with azimuth is of greater importance
than individual velocity measurements. It is for this reason that we
show the representative curves a–f in Figs 11 and 13.
For the Lilstock study (Fig. 11), the velocities parallel to the x and
y axes are higher than those at intermediate angles. This can only be
achieved by models with  < 1 (curves d–f) because scalar crack
models ( = 1) result in velocities that increase monotonically with
the angle to the y-direction (curves a–c).
For the Clifton study (Fig. 13), P-wave velocities decrease with
increasing angle, with a possible minimum at ∼60◦, while S-wave
velocities are lowest when parallel to both the x and y axes, and
elevated at oblique angles. Again, these velocities cannot be re-
produced by scalar crack models, which produce constant S-wave
velocities regardless of azimuth (curves a, b and c), whereas models
with  < 1 do produce these azimuthal S-wave velocity variations
(curves d–f).
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Figure 13. Measured P-wave (blue dots) and S-wave (red dots) velocities on the Clifton Downs as a function of azimuth from the y-direction (as defined in
Fig. 5). Curves labelled a–f show modelled P-wave (solid) and S-wave (dashed) velocities using parameters defined in the table. The blue and red curves show
the modelled P-wave (blue) and S-wave (red) velocities for the best-fitting model.
5.2 Observed fracture compliances in context
The interplay between fluid effects and fracture architecture effects
mean that determining a single cause for changes in  can be chal-
lenging. Nevertheless, the values of  obtained for Lilstock Beach
and the Clifton Downs are within the typical ranges expected. The
value of  measured at Lilstock Beach is lower than that obtained
for the Clifton Downs. The Lilstock Beach site is submerged at high
tide—ourmeasurementsweremade a few hours after high tide, once
the wave-cut platform was exposed. It is therefore likely that the
fractures were at least partially saturated with water. The fractures
on the Clifton Downs are less likely to be water-saturated: the sur-
veys were performed on days with dry weather, and the position of
the survey site on top of the Avon Gorge cliffs means that the rocks
analysed, which are only a few metres below the surface (Fig. 12),
are unlikely to be below the water table. This difference in saturation
may account for the differences in  between the Lilstock Beach
and Clifton Downs sites. However, it may simply be that differences
in the internal architecture of the fractures can account for these
observations.
Worthington & Lubbe (2007) investigated the relationship be-
tween fracture lengths and compliance. Fig. 14 shows a compilation
of measurements from the literature, along with our results. For the
Clifton Downs experiment, we have inverted for Z rather than B be-
cause the fracture spacing has not been measured directly. We there-
fore estimate B assuming a fracture spacing of 0.5 m, as inferred
from observations of fractures seen in the cliffs of the Avon Gorge.
The fractures measured in our field areas have variable lengths.
Following Hobday & Worthington (2012) we plot our results at a
fracture dimension of 10 m, which is a somewhat arbitrary repre-
sentation of the scales of fractures measured. Our measurements of
fracture compliance fit well within the scaling relationship between
fracture compliance and fracture length established byWorthington
& Lubbe (2007).
6 CONCLUS IONS
We have performed near-surface seismic experiments at two sites
in the UK to measure the compliance of fracture networks. We have
measured both the absolute tangential compliance of the fractures
(BT), and the normal-to-tangential compliance ratio,. A better un-
derstanding of these parameters is important both to improve efforts
to numerically model wave propagation through fractured media,
as well as to use observations of seismic anisotropy to characterise
fracture networks in a range of settings, including water aquifers,
oil and gas reservoirs, and even magma systems. Furthermore, such
analysis provides valuable parameters for geomechanical modelling
of fractured reservoirs (e.g. Angus et al. 2010).
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Figure 14. Compilation of measurements of fracture compliance as a function of fracture size. Modified from Verdon & Wu¨stefeld (2013).
Futurework could focus on the affect of fluid types on compliance
ratios. For example, it would be worth making repeat measurements
at Lilstock, both before and after high-tide, and using horizontal-
component (S-wave) geophones in addition to vertical-component
(P-wave) geophones. Temporal changes in (e.g. Baird et al. 2013;
Verdon &Wu¨stefeld 2013) can be used to track fluid migration and
fracture network development.
We find values for BT and  that fit with previous observations
from a range of settings. It is also important to note that these
experiments give an order-of-magnitude estimate of fracture size,
and reveal the orientation (strike) of the dominant fracture set.
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