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ABSTRACT




University of New Hampshire, May, 2019
The main part of the thesis relates to generalized Beurling-Helson-Lowdenslager theorems
on the unit disk, in multiply connected domains, and in finite von Neumann algebras. I have
also obtained results on approximate unitary equivalence of representations of separable ASH C*-
algebras in a semifinite von Neumann algebra, extending results of D. Voiculescu. In the last part




The thesis deals with operator theory, operator algebras, and analysis. One part of my thesis
relates to generalized Beurling-Helson-Lowdenslager theorems on the unit disk, in multiply con-
nected domains, and in finite and semifinite von Neumann algebras. I have also obtained results
on tracially nuclear C*-algebras, and I have obtained results on approximate unitary equivalence
of representations of separable ASH C*-algebras in a semifinite von Neumann algebra, extending
results of D. Voiculescu.
1.1 Beurling Theorems
1.1.1 Commutative Results
The classical Beurling theorem characterizes closed linear subspaces of Lp (T, µ) that are in-
variant under multiplication by the variable z, where µ is Haar measure on the unit circle T in the
complex plane, and 1 ≤ p < ∞. The invariant subspaces are those of the form χELp (T, µ) for a
Borel subset E ⊂ T, or ϕHp for a measurable ϕ with |ϕ (z)| = 1 a.e. (µ). Here Hp is the Hardy
space, which is the ‖‖p-closure of H∞ (the bounded analytic functions on the open unit disk).
When p =∞, the same characterization applies to z-invariant subspaces of L∞ (µ) that are closed
in the weak*-topology.
In 2015 Yanni Chen proved that the Beurling theorem holds when ‖‖p (1 ≤ p <∞) is replaced
by any continuous normalized gauge norm α such that α ≥ ‖‖1. This is a vast collection of norms
including those of Lorenz, Ky Fan, Orlicz, and Marcinkiewicz.
My first result in this area attacked the requirement α ≥ ‖‖1,µ. I proved that, for any continuous
normalized gauge norm α and any 0 < r < 1, there is a probability Borel measure λ on T that is
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mutually absolutely continuous with respect to µ such that α ≥ r ‖‖1,λ. Moreover, we proved that
Beurling’s theorem holds if log (dλ/µ) ∈ L1 (µ).
Later I attacked the requirement that α be continuous. For any gauge norm α with α ≥ ‖‖1, I
defined a topology Tα on Lα (µ), which, when α is continuous coincides with the weak topology,
and when α = ‖‖∞,µ coincides with the weak*-topology. In this general setting we proved that the
Beurling conditions characterize the Tα-closed z-invariant linear subspaces of Lα (µ).
Yanni Chen, Don Hadwin, Eric Nordgren, and Zhe Liu extended Yanni Chen’s Beurling the-
orem on the unit disk to an open set whose boundary is a finite disjoint union of smooth Jordan
curves. With a lot more work, I have been able to prove my extensions of Chen’s results in this
setting.
1.1.2 Noncommutative results
William Arveson defined the analog of H∞ in a von Neumann algebra M with a faithful
normal tracial state τ . There is an analogue Lp (M, τ) of the Lebesgue spaces Lp, 1 ≤ p < ∞,
using the norm
‖a‖p = τ (|a|p)1/p ,
where |a| = (a∗a)1/2. The completion of the noncommutative H∞ with respect to ‖‖p is called
the noncommutative Hardy space Hp (M,τ). In 2008 D. Blecher and L. E. Labuschagne proved a
version of the Beurling theorem in this noncommutative setting. Later, Yanni Chen, Don Hadwin
and Junhao Shen extended the noncommutative Beurling theorem to the case where ‖‖p is replaced
with any continuous normalized unitarily invariant norm α satisfying α ≥ ‖‖1. We showed that
for any continuous unitarily invariant norm α onM, and any 0 < r < 1, there is another faithful
normal tracial state ρ onM such that
α ≥ r ‖‖1,ρ .
There is an analogue of a Radon-Nikodym derivative a ≥ 0 of ρ with respect to τ which is an ele-
ment of L1 (M, τ), and there is a Kadison-Fuglede determinant ∆ (log (a)) = h of the logarithm
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of a. We proved that if h ∈ L1 (M, τ), then the noncommutative Beurling theorem is true. I also
extended my results on the disk to this noncommutative setting.
With Lauren Sager, we extended the Beurling theorem results to semifinite von Neumann alge-
bras where there is a faithful normal tracial weight (analogous to a measure space with an infinite
measure).
1.2 Approximate Unitary Equivalence
SupposeA is a separable unital C*-algebra, H is a separable Hilbert space, and pi, ρ : A → B (H)
are unital ∗-homomorphisms into the algebra B (H) of all bounded linear operators on H . The
representations pi and ρ are approximately unitarily equivalent, if there is a sequence {Un} of
unitary operators (i.e., Hilbert-space isomorphisms) such that, for every a ∈ A,
lim
n→∞
∥∥U−1n pi (a)Un − ρ (a)∥∥ = 0.
In 1976 Dan Voiculescu gave a beautiful, purely algebraic characterization of approximate equiv-
alence. Later Don Hadwin simplified this characterization in terms of rank, i.e., pi and ρ are
approximately equivalent if and only if, for every a ∈ A,
rank (pi (a)) = rank (ρ (a)) .
Also Hadwin proved that this rank condition characterizes approximate equivalence for nonsep-
arable C*-algebras and nonseparable Hilbert spaces. Voiculescu also proved that when pi and ρ
are approximately equivalent, a sequence {Un} of unitary operators as above with the additional
condition that, for every a ∈ A and every n ≥ 1,
U−1n pi (a)Un − ρ (a) is a compact operator.
Later Huiru Ding and Don Hadwin extended the notion of rank to an element T of a von
Neumann algebraM, denoted byM-rank(T ), and they proved for any separable AH C*-algebra
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A and any von Neumann algebra M acting on a separable Hilbert space, two representations
pi, ρ : A →M are approximately unitarily equivalent using unitary operators inM if and only if,
for every x ∈ A,
M-rankpi (x) =M-rankρ (x) .
With Don Hadwin I have extended these results to a much larger class of C*-algebras whenM is
a finite von Neumann algebra acting on any Hilbert space. In a semifinite von Neumann algebra
there is an analogue of the notion of a compact operator and Don Hadwin, Rui Shi, and Junsheng
Fang proved analogues of the compact part of Voiculescu’s theorem for AH C*-algebras. With
Don Hadwin I have extended this result to the much larger class of ASH C*-algebras.
In 2013 A. Ciuperca, T. Giordano, P. W. Ng, and Z. Niu defined a notion of weak*-approximate
equivalence for representations from a C*-algebra into a von Neumann algebra, and they proved
that the aboveM-rank characterization was always true if and only if the C*-algebra is nuclear.
In the summer of 2018, Don Hadwin, Weihua Li and I proved that this is true for all finite von
Neumann algebras if and only if the C*-algebra is tracially nuclear. We also gave a characterization
of tracially nuclear in terms of the second dual of the C*-algebra.
4
CHAPTER 2
AN EXTENSION OF THE
CHEN-BEURLING-HELSON-LOWDENSLAGER THEOREM
Yanni Chen [10] extended the classical Beurling-Helson-Lowdenslager theorem for Hardy
spaces on the unit circle T defined in terms of continuous gauge norms on L∞ that dominate
‖ · ‖1. In the chapter, we extend Chen’s result to a much larger class of continuous gauge norms. A
key ingredient is our result that if α is a continuous normalized gauge norm on L∞, then there is
a probability measure λ, mutually absolutely continuous with respect to Lebesgue measure on T,
such that α ≥ c‖ · ‖1,λ for some 0 < c ≤ 1.
2.1 Introduction
LetT be the unit circle, i.e., T = {λ ∈ C : |λ| = 1}, and let µ be Haar measure (i.e., normalized arc
length) on T. The classical and influential Beurling-Helson-Lowdenslager theorem (see [5],[41])
states that ifW is a closedH∞(T, µ)-invariant subspace (or, equivalently, zW ⊆ W ) of L2 (T, µ) ,
then W = ϕH2 for some ϕ ∈ L∞(T, µ), with |ϕ| = 1 a.e.(µ) or W = χEL2(T, µ) for some Borel
set E ⊂ T. If 0 6= W ⊂ H2(T, µ), then W = ϕH2(T, µ) for some ϕ ∈ H∞(T, µ) with |ϕ| = 1
a.e. (µ). Later, the Beurling’s theorem was extended to Lp(T, µ) and Hp(T, µ) with 1 ≤ p ≤ ∞,
with the assumption that W is weak*-closed when p =∞ (see [36],[39],[41],[43]). In [10], Yanni
Chen extended the Helson-Lowdenslager-Beurling theorem for all continuous ‖ · ‖1,µ-dominating
normalized gauge norms on T.
In this chapter we extend the Helson-Lowdenslager-Beurling theorem for a much larger class
of norms. We first extend Chen’s results to the case of c‖ · ‖1,µ-dominating continuous gauge
norms. We then prove that for any continuous gauge norm α, there is a probability measure λ that
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is mutually absolutely continuous with respect to µ such that α is c‖ · ‖1,λ-dominating. We use this
result to extend Chen’s theorem. Our extension depends on Radon-Nikodym derivative dλ/dµ. In
particular, Chen’s theorem extends exactly whenever log (dλ/dµ) ∈ L1(T, µ).
2.2 Continuous Gauge Norms on Ω
Suppose (Ω,Σ, ν) is a probability space. A norm α on L∞(Ω, ν) is a normalized gauge norm if
1. α(1) = 1,
2. α(|f |) = α(f) for every f ∈ L∞(Ω, ν).




that is, whenever {En} is a sequence in Σ and ν (En)→ 0, we have α (χEn)→ 0.
We say that a normalized gauge norm α is c‖ · ‖1,ν-dominating for some c > 0 if
α(f) ≥ c‖f‖1,ν , for every f ∈ L∞(Ω, ν).
It is easy to see the following facts
(1) The common norm ‖ · ‖p,ν is a α norm for 1 ≤ p ≤ ∞.
(2) If ν and λ are mutually absolutely continuous probability measures, thenL∞(Ω, ν) = L∞(Ω, λ)
and a normalized gauge norm is ν-continuous if and only if it is λ-continuous.
We can extend the normalized gauge norm α from L∞(Ω, ν) to the set of all measurable func-
tions, and define α for all measurable functions f on Ω by
α(f) = sup{α(s) : s is a simple function , 0 ≤ s ≤ |f |}.
It is clear that α(f) = α(|f |) still holds.
Now we define Lα(Ω, ν) = {f : f is a measurable function on Ω with α(f) <∞}, and
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Lα(Ω, ν) = L∞(ν)
α
, i.e., the α -closure of L∞(ν) in Lα.
Since L∞ (Ω, ν) with the norm α is dense in Lα(Ω, ν), they have the same dual spaces. We
prove in the next lemma that the normed dual (Lα(Ω, ν), α)# = (L∞ (Ω, ν) , α)# can be viewed as






Lemma 1. Suppose (Ω,Σ, ν) is a probability space and α is a continuous normalized gauge norm
on L∞(Ω, ν). Then
(1) if ϕ : L∞(Ω, ν) → C is an α-continuous linear functional, then there is a w ∈ L1(Ω, ν) such
that ϕ = ϕw,
(2) if ϕw is α-continuous on L∞(Ω, ν), then
(a) ‖w‖1,µ ≤ ‖ϕw‖ =
∥∥ϕ|w|∥∥ ,
(b) given ϕ in the dual of Lα(Ω, λ), i.e., ϕ ∈ (Lα(Ω, λ))# , there exists a w ∈ L1(Ω, λ), such that
∀f ∈ L∞(Ω, λ), ϕ(f) =
∫
Ω
fwdλ and wLα(Ω, λ) ⊆ L1(Ω, λ).



















(∪∞k=N+1Ek) = 0. It follows that
ρ (E) = ϕ (χE)





∣∣∣∣ : s is simple, ‖s‖∞ ≤ 1}
= sup {|ϕ (s)| : s simple, ‖s‖∞ ≤ 1} ≤ ‖ϕ‖ .
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Hence w ∈ L1(Ω, ν). Also, since, for every f ∈ L∞(Ω, ν)
|ϕ (f)| ≤ ‖ϕ‖α (f) ≤ ‖ϕ‖ ‖f‖∞ ,
we see that ϕ is ‖ · ‖∞-continuous on L∞(Ω, ν), so it follows that ϕ = ϕw.
(2a) From (1) we will see ‖w‖1,ν ≤ ‖ϕ‖ .
(2b) For any measurable set E ⊆ Ω, and for all ϕ ∈ (Lα(λ))#, define ρ(E) = ϕ(χE). We
can prove ρ is a measure as in Theorem 2, and ρ  λ. By Radon-Nikodym theorem, there exists






















fw˜hdµ for all f ∈ Lα(Ω, λ).
If f ∈ Lα(Ω, λ), f = u|f | and |u| = 1,then |f | ∈ Lα(Ω, λ). There exists an increasing positive
sequence sn such that sn → |f | a.e. (µ), thus usn → u|f | a.e.(µ). ∀w ∈ L1(Ω, λ), w = v|w|,
where |v| = 1, so we have vsn → v|f | a.e. (µ), where v is the conjugate of v and α(vsn −





v|f |wdλ = ∫
Ω
|f ||w|dλ by monotone convergence theorem. Thus ∫
Ω
|f ||w|dλ = ∫
Ω
|f |vwdλ =
ϕ(v|f |) <∞. Therefore fw ∈ L1(Ω, λ), i.e., wLα(Ω, λ) ⊆ L1(Ω, λ), where w ∈ L1(Ω, λ).
Theorem 2. Suppose (Ω,Σ, ν) is a probability space, α is a continuous normalized gauge norm on
L∞(Ω, ν) and ε > 0. Then there exists a constant c with 1− ε < c ≤ 1 and a probability measure
λ on Σ that is mutually absolutely continuous with respect to ν such that α is c‖ · ‖1,λ-dominating.
Proof. Let M = {ν (h−1 ((0,∞))) : h ∈ L1(Ω, ν), h ≥ 0, ϕh is α-continuous}. It follows from
































Let E = Ω\h−10 ((0,∞)) and assume, via contradiction, that ν (E) > 0. Then α (χE) > 0. Hence,
by the Hahn-Banach theorem, there is a g ∈ L1(Ω, ν) such that ‖ϕg‖ = 1 and
α (χE) = ϕg (χE) =
∫
Ω
gχEdν = ϕgχE (χE) ≤ ϕ|g|χE (χE) .




= η > 0, and that if h1 = h0 + |g|χE , then
supM ≥ ν (h−11 ((0,∞))) = ν (h−1 ((0,∞)))+ η = supM + η.













then λ is a measure, λ << ν and ν << λ since 0 < h0 a.e. (ν). Also, we have for every




|f | dλ =
∫
Ω
|f |h0dν = ϕh0 (|f |) ≤ ‖ϕh0‖α (f) .
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Since ϕh0 (1) = 1, we know ‖ϕh0‖ ≥ 1. Hence, 0 < c0 = 1/ ‖ϕh0‖ ≤ 1, and we see that α is
c0‖ · ‖1,λ-dominating on E. If we apply the Hahn-Banach theorem as above with E = Ω, we can
find a nonnegative function k ∈ L1(Ω, ν) such that




For 0 < t < 1 let ht = (1− t) k + th0. Then ϕht = (1− t)ϕk + tϕh0 . Thus
lim
t→0+
‖ϕht‖ = ‖ϕk‖ = 1.
Choose t so that ‖ϕht‖ < 1/ (1− ε), so 1 − ε < c = 1/ ‖ϕht‖ ≤ 1. If we define a probability





we see that λt << µν and since ht ≥ th0 > 0, we see ν << λt. As above we see, for every






|f |htdν = 1‖ϕht‖
ϕht (|f |) ≤ α (f) .
Therefore, α is c‖ · ‖1,λt-dominating on Ω.
If we take Ω = T, Theorem 2 holds for the probability space (Ω, ν) = (T, µ). The Lp-version of
the Helson-Lowdenslager theorem also holds, in a sense, on the circle T when µ is replaced with







Hp (T, µ). This result is well-known, we include a proof for completeness as the
following corollary.
Corollary 3. Suppose λ is a probability measure on T and µ << λ and λ << µ. Let g = dλ/dµ




1(T, µ) for some Borel subset E of T or g
1
pW = ϕHp(T, µ) for some unimodular
function ϕ.
10





∣∣∣fg 1p ∣∣∣p dµ = ∫
T
|f |p gdµ =
∫
T
|f |p dλ = ‖f‖p,λ.
Define
Mz,µ : L
p(T, µ) −→ Lp(T, µ) by Mz,µf = zf and Mz,λ : Lp(T, λ) −→ Lp(T, λ) by Mz,λf = zf .
Then
UMz,λf = U(zf) = g
1




pf = Mz,µUf ,
so UMz,λ = Mz,µU . It follows that W is a closed z-invariant subspace of Lp(T, λ) if and only if
g
1
pW = U(W ) is a z-invariant closed linear subspace of Lp(T, µ). The conclusion now follows
from the classical Beurling theorem for Lp (T, µ).
2.3 Continuous Gauge Norms on the Unit Circle
Suppose α is a continuous normalized gauge norm on L∞ (T, µ), suppose that c > 0 and λ is a
probability measure on T such that λ << µ and µ << λ and such that α is c‖ · ‖1,λ-dominating.
We let g = dλ/dµ and g > 0. We consider two cases
(1)
∫ |log g| dµ <∞,
(2)
∫ |log g| dµ =∞.
We define Lp (T, λ) to be the ‖ · ‖p,λ-closure of L∞ (T, λ) and define Hp(T, λ) to be ‖ · ‖p,λ-
closure of the polynomials for 1 ≤ p < ∞. Denote L∞(T, µ) = L∞(µ), Lp(T, µ) = Lp(µ) and
Hp(T, µ) = Hp(µ).
Lemma 4. The following are true:
(1)
∫ |log g| dµ <∞⇔ there is an outer function h ∈ H1 (µ) with |h| = g,
(2)
∫ |log g| dµ =∞⇔ H1 (λ) = L1 (λ).
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Proof. Clearly H1 (λ) is a closed z-invariant subspace of L1 (λ). Thus, by Corollary 3, either
gH1 (λ) = ϕH1 (µ) for some unimodular ϕ or gH1 (λ) = χEL1 (µ) for some Borel set E ⊂ T.
For (1), if gH1(λ) = ϕH1(µ) for some unimodular ϕ, and 0 < g ∈ gH1(λ), then 0 6= ϕg ∈
H1(µ) which implies log g = log |ϕg| ∈ L1(µ). It is a standard fact that if g > 0 and log g are in
L1(µ), then there exists an outer function h ∈ H1(µ) with the same modulus as g,(i.e., |h| = g).
Therefore, (1) is proved by Lemma 3.2 in [10].
For (2), Since gH1(λ) = ϕH1(µ) if and only if
∫ |log g| dµ < ∞. Suppose ∫ |log g| dµ = ∞.
Then gH1 (λ) = χEL1 (µ) . We have g = χEf for some f ∈ L1(µ), which implies χE = 1
since g > 0. Thus gH1 (λ) = L1 (µ) = gL1(µ), which implies H1(λ) = L1(λ). Conversely, if
H1(λ) = L1(λ), then gH1 (λ) = gL1 (λ) = L1 (µ) = χTL1(µ), which means gH1(λ) 6= ϕH1(µ),
i.e.,
∫ |log g| dµ =∞.
There is an important characterization of outer functions in H1 (µ).
Lemma 5. A function f is an outer function inH1 (µ) if and only there is a real harmonic function
u with harmonic conjugate u such that
(1) u ∈ L1 (µ) ,
(2) f = eu+iu,
(3) f ∈ L1 (µ) .
Through the remainder of following sections we assume
1. α is a continuous normalized gauge norm on L∞ (µ) .
2. and that c > 0 and λ is a probability measure on T such that λ << µ and µ << λ and such
that α is c‖ · ‖1,λ-dominating.
3. h ∈ H1 (µ) is an outer function, η is unimodular and η¯h = g = dλ/dµ.
Since λ and µ are mutually absolutely continuous we have L∞(µ) = L∞(λ), Lα(µ) = Lα(λ)
and Hα(µ) = Hα(λ), we will use L∞ to denote L∞(µ) and L∞(λ), use Lα to denote Lα(µ) and
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Lα(λ), use Hα to denote Hα(µ) and Hα(λ). It follows that Lα, L∞, Hα do not depend on λ or
µ. However, this notation slightly conflicts with the classical notation for L1 (µ) = L‖·‖1,µ or
H1 (µ) = H‖·‖1,µ , so we will add the measure to the notation when we are talking about Lp or Hp.
Theorem 6. We have hL1(λ) = L1(µ) and hH1(λ) = H1(µ).
Proof. We know from our assumption (3) that hL1(λ) = gηL1 (λ) = gL1 (λ) = L1 (µ) . By
Lemma 4(1), we have gH1 (λ) = ηH1 (µ) , so
hH1 (λ) = ηgH1 (λ) = ηηH1 (µ) = H1 (µ) .
Corollary 7. gH1(λ) = γH1(µ) for some unimodular γ ⇔ ∫T |log g| dµ <∞.
Proof. Assume gH1(λ) = γH1(µ). Since 1 ∈ H1(λ), g ∈ gH1(λ), ∃φ ∈ H1(µ) such that
g = γφ. Since φ ∈ H1(µ), φ = ψh, where ψ is an inner function and h is an outer function. Thus,∫
T |log g| dµ =
∫
T log |g|dµ =
∫
T log |h|dµ <∞, since h is an outer function.
Assume
∫
T |log g| dµ < ∞, g and log g ∈ L1(µ), g > 0. Thus there exists an outer function
h ∈ H1(µ), such that |h| = |g| = g, |h| = φh, |φ| = 1, g = ηh, Define V : L1(λ) −→ L1(µ) by
V f = hf , as in Theorem 6, we have hH1(λ) = H1(µ), so gH1(λ) = ηhH1(λ) = ηH1(µ). Let
γ = η, then gH1(λ) = γH1(µ).
We now get a Helson-Lowdenslager theorem when α = ‖ · ‖p,λ and log g ∈ L1 (µ).
Corollary 8. Suppose 1 ≤ p <∞. If W is a closed subspace of Lp(λ) and zW ⊆ W , then either
W = γHp(λ) for some unimodular function γ, or W = χELp(λ) for some Borel subset E of T.
The following theorem shows the relation between Hα, H1(λ) and Lα. This result parallels
a result of Y. Chen [10], which is a key ingredient in her proof of her general Beurling theorem.
However, her result was for H1 (µ) instead of H1 (λ).
Theorem 9. Hα = H1(λ) ∩ Lα.
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Proof. Since α is continuous c‖·‖1,λ-dominating, α-convergence implies ‖·‖1,λ-convergence, thus
Hα = H∞
α ⊆ H∞‖·‖1,λ = H1(λ).
Also,
Hα = H∞(λ)
α ⊂ L∞α = Lα.
Thus Hα ⊆ H1(λ) ∩ Lα.
Since α-convergence implies ‖ · ‖1,λ-convergence, H1(λ)∩ Lα is an α-closed subspace of Lα.
Suppose ϕ ∈ (Lα)# such that ϕ|H∞ = 0. It follows from Lemma 1 that there is a w ∈ L1 (λ)






Since wLα ⊂ L1 (λ), we know that whLα ⊂ L1 (µ). Since ϕ|H∞ = 0, we have
∫
T
znhwdµ = ϕ (zn) = 0
for every integer n ≥ 0. Thus hw ∈ H10 (µ).
Now suppose f ∈ H1(λ) ∩ Lα. Then hf ∈ H1 (µ). We know that every function in H1 (µ)
has a unique inner-outer factorization. Thus we can write
hf = γ1h1
with γ1 inner and h1 outer. Moreover, since hw ∈ H10 (µ), we can write
(hw) (z) = zγ2 (z)h2 (z)
with γ2 inner and h2 outer. By Lemma 5, we can find real harmonic functions u, u1, u2 ∈ L1 (µ)
such that
h = eu+iu, h1 = e
u1+iu1 , and h2 = eu2+iu2 .
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Thus
hfw = hfhw/h = zγ1γ2e
(u1+u2−u)+i(u1+u2−u) ∈ H1 (µ) .




hfwdµ = (hfw) (0) = 0.
Hence every continuous linear functional on Lα that annihilates Hα also annihilates H1 (λ) ∩ Lα.
It follows from the Hahn-Banach theorem that H1 (λ) ∩ Lα ⊂ Hα.
The following result is a factorization theorem for Lα.
Theorem 10. If k ∈ L∞, k−1 ∈ Lα, then there is a unimodular function u ∈ L∞ and an outer
function s ∈ H∞ such that k = us and s−1 ∈ Hα.
Proof. Recall that an outer function is uniquely determined by its absolute boundary values, which
are necessarily absolutely log integrable. Since k−1 ∈ Lα ⊆ L1(λ), we know that ‖k‖∞ > 0. Thus
log |k| ≤ log ‖k‖∞ ∈ R. Moreover, k−1 ∈ Lα ⊆ L1(λ) implies hk−1 ∈ L1 (µ) , so
log |h| − log |k| = log (∣∣hk−1∣∣) ≤ ∣∣hk−1∣∣ .
Hence
log |h| − ∣∣hk−1∣∣ ≤ log |k| ≤ log ‖k‖∞ ,
and since log |h| , |hk−1| and log ‖k‖∞ are in L1 (µ), we see that log |k| ∈ L1 (µ). Therefore, by
the first statement of Lemma 4, there is an outer function s ∈ H1 (µ) such that |s| = |k|. It follows
that s ∈ H∞. Hence there is a unimodular function u such that k = us.
We also know that
∣∣log ∣∣hk−1∣∣∣∣ = |log (|h|)− log |k|| ≤ |log (|h|)|+ |log |k|| ∈ L1 (µ) ,
so there exists an outer function f ∈ H1(µ) such that |k−1h| = |f |. Thus sf is outer in H1 (µ) and
|h| = |sf |, so h = eitsf for some real number t. Since H1(µ) = hH1(λ), we see that there exists
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a function f1 ∈ H1(λ) such that hf1 = f = h (e−its−1) . It follows that s−1 = eitf1 ∈ H1 (λ).
Also, |s−1| = |k−1|, so s−1 ∈ Lα. It follows from Theorem 9 that s−1 ∈ H1(λ) ∩ Lα = Hα.
Lemma 11. If M is a closed subspace of Lα and zM ⊆M , then H∞M ⊆M .
Proof. Suppose ϕ ∈ (Lα)# and ϕ|M = 0. It follows from Lemma 1 that there is a w ∈ L1 (λ)

















kfwhdµ = ϕ (kf) .
Hence every ϕ ∈ (Lα)# that annihilates M must annihilate H∞M . It follows from the Hahn-
Banach theorem that H∞M ⊂M .
We let B = {f ∈ L∞ : ‖f‖∞ ≤ 1} denote the closed unit ball in L∞(λ).
Lemma 12. Let α be a continuous norm on L∞(λ), then
(1) The α-topology, the ‖ · ‖2,λ-topology, and the topology of convergence in λ-measure coincide
on B,
(2) B = {f ∈ L∞(λ) : ‖f‖∞ ≤ 1} is α-closed.
Proof. For (1), since α is c‖ · ‖1,λ-dominating, α-convergence implies ‖ · ‖1,λ-convergence, and
‖ · ‖1,λ-convergence implies convergence in measure. Suppose {fn} is a sequence in B, fn → f in
16
measure and ε > 0. If En = {z ∈ T : |f(z) − fn(z)| ≥ ε2}, then limn→∞ λ(En) = 0. Since α is
continuous, we have limn→∞ α(χEn) = 0, which implies that
α(fn − f) = α((f − fn)χEn + (f − fn)χT\En)
≤ α((f − fn)χEn) + α((f − fn)χT\En)
< α((|f − fn|)χEn) +
ε
2







Hence α(fn − f) → 0 as n → ∞. Therefore α-convergence is equivalent to convergence in
measure on B. Since α was arbitrary, letting α = ‖ · ‖2,λ, we see that ‖ · ‖2,λ-convergence is also
equivalent to convergence in measure. Therefore, the α-topology and the ‖ ·‖2,λ-topology coincide
on B.
For (2), suppose {fn} is a sequence in B, f ∈ Lα and α(fn − f)→ 0. Since ‖f‖1,λ ≤ 1cα(f).
it follows that ‖fn − f‖1,λ → 0, which implies that fn → f in λ-measure. Then there is a
subsequence {fnk} such that fnk → f a.e. (λ). Hence f ∈ B.
The following theorem and its corollary relate the closed invariant subspaces of Lα to the
weak*-closed invariant subspaces of L∞.
Theorem 13. Let W be an α-closed linear subspace of Lα and M be a weak*-closed linear
subspace of L∞(λ) such that zM ⊆M and zW ⊆ W . Then
(1) M = M
α ∩ L∞(λ),
(2) W ∩ L∞(λ) is weak*-closed in L∞(λ),
(3) W = W ∩ L∞(λ)α.
Proof. For (1), it is clear thatM ⊂Mα∩L∞(λ). Assume, via contradiction, thatw ∈Mα∩L∞(λ)
and w /∈ M . Since M is weak*-closed, there is an F ∈ L1(λ) such that ∫T Fwdλ 6= 0, but∫
T Frdλ = 0 for every r ∈ M . Since k = 1|F |+1 ∈ L∞(λ), k−1 ∈ L1(λ), it follows from Theorem
10, that there is an s ∈ H∞(λ), s−1 ∈ H1(λ) and a unimodular function u such that k = us.
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Choose a sequence {sn} in H∞(λ) such that ‖sn − s−1‖1,λ → 0. Since sF = ukF = u F|F |+1 ∈
L∞(λ), we can conclude that ‖snsF −F‖1,λ = ‖snsF − s−1sF‖1,λ ≤ ‖sn− s−1‖1,λ‖sF‖∞ → 0.






snsrFdλ = 0,∀r ∈M .
Suppose r ∈ Mα. Then there is a sequence {rm} in M such that α(rm − r)→ 0 as m→∞. For














|r − rm|dλ = ‖snsF‖∞‖r − rm‖1,λ






rmsnsFdλ = 0,∀r ∈Mα.
























‖F − snsF‖1,λ‖w‖∞ + 0 = 0.
We get a contradiction. Hence M = M
α ∩ L∞(λ).
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For (2), to prove W ∩L∞(λ) is weak*-closed in L∞(λ), using the Krein-Smulian theorem, we
only need to show that W ∩ L∞(λ) ∩ B, i.e., W ∩ B, is weak*-closed. By Lemma 12, W ∩ B is
α-closed. Since α is c‖ · ‖1,λ-dominating, it follows from the Lemma 12, W ∩ B is ‖ · ‖2,λ closed.
The fact that W ∩ B is convex implies W ∩ B is closed in the weak topology on L2(λ). If {fλ} is
a net in W ∩ B and fλ → f weak* in L∞(λ), then, for every w ∈ L1(λ),
∫
T(fλ − f)wdλ → 0.
Since L2(λ) ⊂ L1(λ), fλ → f weakly in L2(λ), so f ∈ W ∩ B. Hence W ∩ B is weak*-closed in
L∞(λ).
For (3), since W is α-closed in Lα, it is clear that W ⊃ W ∩ L∞(λ)α, suppose f ∈ W and let k =
1
|f |+1 . Then k ∈ L∞(λ), k−1 ∈ Lα. It follows from Theorem 10 that there is an s ∈ H∞(λ), s−1 ∈
Hα and an unimodular function u such that k = us, so sf = uks = u f|f |+1 ∈ L∞(λ). There
is a sequence {sn} in H∞(λ) such that α(sn − s−1) → 0. For each n ∈ N, it follows from
Lemma 11 that snsf ∈ H∞(λ)H∞(λ)W ⊂ W and snsf ∈ H∞(λ)L∞(λ) ⊂ L∞(λ), which
implies that {snsf} is a sequence in W ∩ L∞(λ), α(snsf − f) ≤ α(sn − s−1)‖sf‖∞ → 0. Thus
f ∈ W ∩ L∞(λ)α. Therefore W = W ∩ L∞(λ)α.
Corollary 14. A weak*-closed linear subspace M of L∞(λ) satisfies zM ⊂ M if and only if
M = ϕH∞(λ) for some unimodular function ϕ or M = χEL∞(λ), for some Borel subset E of T.
Proof. If M = ϕH∞(λ) for some unimodular function ϕ or M = χEL∞(λ), for some Borel
subset E of T, clearly, a weak*-closed linear subspace M of L∞(λ) with zM ⊂ M . Conversely,
since zM ⊂ M , and we have zM‖·‖2,λ ⊂ M‖·‖2,λ . Hence by Beurling-Helson-Lowdenslager
theorem for ‖ · ‖2,λ, we consider either M‖·‖2,λ = ϕH2(λ) for some unimodular function ϕ, then
M = M
‖·‖2,λ ∩L∞(λ) = ϕH2(λ)∩L∞(λ); or M‖·‖2,λ = χEL2(λ), for some Borel subset E of T,
in this case, M = M
‖·‖2,λ ∩ L∞(λ) = χEL2(λ) ∩ L∞(λ) = χEL∞(λ), i.e., M = χEL∞(λ).
Now we obtain our main theorem, which extends the Chen-Beurling Helson-Lowdenslager
theorem.
Theorem 15. Suppose µ is Haar measure on T and α is a continuous normalized gauge norm
on L∞(µ). Suppose also that c > 0 and λ is a probability measure that is mutually absolutely
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continuous with respect to µ such that α is c ‖‖1,λ-dominating and log |dλ/dµ| ∈ L1 (µ) . Then a
closed linear subspace W of Lα(µ) satisfies zW ⊂ W if and only if either W = ϕHα(µ) for some
unimodular function ϕ, or W = χELα(µ), for some Borel subset E of T. If 0 6= W ⊂ Hα(µ),
then W = ϕHα(µ) for some inner function ϕ.
Proof. Recall that L∞(µ) = L∞(λ), Lα(µ) = Lα(λ) and Hα(µ) = Hα(λ).The only if part is
obvious. Let M = W ∩ L∞(λ), and in Theorem 2, we have proved that there exists a measure λ
such that λ  µ and µ  λ and there exists c > 0, ∀f ∈ L∞(µ) = L∞(λ), α(f) ≥ c‖f‖1,λ. i.e.,
α is a continuous c‖ · ‖1,λ-dominating normalized gauge norm on L∞(λ). It follows from the (2) in
Theorem 13 that M is weak* closed in L∞(λ). Since zW ⊂ W , it is easy to check that zM ⊂M .
Then by Corollary 14, we can conclude that either M = ϕH∞(λ) for some unimodular function
ϕ or M = χEL∞(λ), for some Borel subset E of T. By the (3) in Theorem 13, if M = ϕH∞(λ),
W = W ∩ L∞(λ)α = Mα = ϕH∞(λ)α = ϕHα = ϕHα(µ), for some unimodular function ϕ. If
M = χEL
∞(λ), W = W ∩ L∞(λ)α = Mα = χEL∞(λ)α = χELα = χELα(µ), for some Borel
subset E of T. The proof is completed.
2.4 How do we determine whether such a good λ exists ?
In the preceding section we proved a version of Beurling’s theorem for Lα when there is a prob-
ability measure λ on T that is mutually absolutely continuous with respect to µ, such that α is
c‖ · ‖1,λ-dominating and dλ/dµ is log-integrable with respect to µ. How do we tell when such a
good λ exists. Suppose ρ is a probability measure on T that is mutually absolutely continuous with
respect to µ such that ∫
T
log (dρ/dµ) dµ = −∞.
Here are some useful examples.
Example 1. Let α = 1
2
(‖ · ‖1,µ + ‖ · ‖1,ρ). Then α is a continuous gauge norm. If we let λ1 = ρ




|log (dλk/dµ)| dµ =
 ∞ if k = 10 if k = 2 .
Hence there is both a bad choice of λ and a good choice.
Example 2. Suppose ρ is as in the preceding example and let α = ‖·‖1,ρ. Suppose λ is a probability
measure that is mutually absolutely continuous with respect to µ and
‖ · ‖1,ρ = α ≥ c‖ · ‖1,λ for some constant c.
It follows that dλ/dρ ≤ c a.e., and thus
∫
T






log (dρ/dµ) dµ ≤ log ε+ (−∞) = −∞.
In this case there is no good λ.
2.5 A special case.
Suppose λ is any probability measure that is mutually absolutely continuous with respect to µ and
α = ‖ · ‖p,λ for some p with 1 ≤ p < ∞. Assume λ is bad, i.e.,
∫
T
∣∣∣log dλdµ ∣∣∣ dµ = ∞. In this case,
we define a bijective isometry mapping U : Lp(λ) → Lp(µ) by Uf = g 1pf . Let Hp(λ) be the
α-closure of all polynomials. Then Hp(λ) is a closed subspace of Lp(λ) and zHp(λ) ⊆ Hp(λ).
Therefore, g
1













Hp(µ), then M0 is a proper z-invariant closed subspace of Lp(λ), and M0 6= χELp(λ).
Therefore, Beurling-Helson-Lowdenslager theorem is not true for this case. However, we have the
following theorem
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Theorem 16. Suppose λ is any probability measure that is mutually absolutely continuous with
respect to µ and α = ‖ · ‖p,λ for some p with 1 ≤ p < ∞. Also assume
∫
T
∣∣∣log dλdµ∣∣∣ dµ = ∞. If M
is a closed subspace of Lα(λ), then zM ⊆M if and only if
(1) M = ϕM0 for some unimodular function ϕ, where M0 = 1g1/pH
p(µ), or
(2) M = χELα(λ) for some Borel subset E of T.
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CHAPTER 3
AN EXTENSION OF THE BEURLING-CHEN-HADWIN-SHEN
THEOREM FOR NONCOMMUTATIVE HARDY SPACES ASSOCIATED
WITH FINITE VON NEUMANN ALGEBRAS
In 2015, Yanni Chen, Don Hadwin and Junhao Shen proved a noncommutative version of
Beurling’s theorems for a continuous unitarily invariant norm α on a tracial von Neumann algebra
(M, τ) where α is ‖·‖1-dominating with respect to τ . In the chapter, we first define a class of norms
N∆ (M, τ) onM, called determinant, normalized, unitarily invariant continuous norms onM. If
α ∈ N∆ (M, τ), then there exists a faithful normal tracial state ρ onM such that ρ (x) = τ (xg)
for some positive g ∈ L1 (Z, τ) and the determinant of g is positive. For every α ∈ N∆ (M, τ),
we study the noncommutative Hardy spaces Hα (M, τ), then prove that the Chen-Hadwin-Shen
theorem holds for Lα (M, τ). The key ingredients in the proof of our result include a factorization
theorem and a density theorem for Lα (M, ρ).
3.1 Introduction
It has long been of great importance to operator theorists and operator algebraists to study noncom-
mutative Beurling’s theorem[3],[6],[7],[12],[28],[48]. We recall some concepts in noncommutative
Hardy spaces with finite von Neumann algebras. Given a finite von Neumann algebraM acting
on a Hilbert space H , the set of possibly unbounded closed and densely defined operators on H
which are affiliated toM, form a topological algebra where the topology is the (noncommutative)
topology of convergence in measure. We denote this algebra by M˜. The trace τ extends naturally
fromM to the positive operators in M˜. The important fact regarding this algebra, is that it is large
enough to accommodate all the noncommutative Lp spaces corresponding toM. Specifically, if
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1 ≤ p < ∞, then we define the space Lp(M, τ) = {x ∈ M˜ : τ(|x|p) < ∞}, where the ambient
norm is given by ‖ · ‖p = τ(‖ · ‖p)1/p. The space L∞(M, τ) is defined to be M itself. These
spaces capture all the usual properties of Lp spaces, with the dual action of Lp on Lq (q conjugate
to p) given by (a, b) → τ(ab). For any subset S ofM, we write [S]p for the p-norm closure of S
in Lp(M, τ), with the understanding that [S]p will denote the weak* closure in the case p = ∞.
W. Arveson [3] introduced a concept of maximal subdiagonal algebra in 1967, also known as a
noncommutative H∞ space, to study the analyticity in operator algebras. LetM be a finite von
Neumann algebra with a faithful normal tracial state τ. Let A be a weak* closed unital subalgebra
ofM, and A is called a finite maximal subalgebra ofM with respect to Φ if (i) A+A∗ is weak*
dense inM; (ii) Φ(xy) = Φ(x)Φ(y) for ∀x, y ∈ A; (iii) τ ◦ Φ = τ ; and (iv) D = A ∩ A∗. Such
a finite maximal subdiagonal subalgebra A of M is also called an H∞ space of M. For each
1 ≤ p ≤ ∞, let Hp be the completion of Arveson’s noncommutative H∞ with respect to ‖·‖p.
After Arveson’s introduction of noncommutative Hp spaces, many researchers obtained Beurling
theorems for invariant subspaces in noncommutative Hp spaces (for example, see [7],[12]).
Y. Chen, D. Hadwin, and J. Shen obtained a version of the Blecher-Labuschagne-Beurling
invariant subspace theorem onH∞-right invariant subspace in a noncommutative Lα(M, τ) space,
where α is a normalized unitarily invariant, ‖·‖1-dominating, continuous norm.
In this chapter, we will extend Chen-Hadwin-Shen’s result in [12] by dropping the condition
that α is ‖·‖1-dominating. By defining a generalized α norm, we have a version of Chen-Hadwin-
Shen’s result for noncommutative Hardy spaces.
THEOREM 37. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ
and α be a determinant, normalized, unitarily invariant, continuous norm onM. Then there exists
a faithful normal tracial state ρ onM such that α ∈ N1 (M, ρ). Let H∞ be a finite subdiagonal
subalgebra of M and D = H∞ ∩ (H∞)∗. If W is a closed subspace of Lα(M, τ) such that
WH∞ ⊆ W , then there exists a closed subspace Y of Lα(M, τ) and a family {uλ}λ∈Λ of partial
isometries inM such that:
(1) u∗λY = 0 for all λ ∈ Λ,
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(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ
(3) Y = [H∞0 Y ]α
(4) W = Y ⊕col (⊕colλ∈ΛuλHα)
Many tools used in [12] are no longer available in an arbitrary Lα(M, τ) space and new
techniques must be invented. First, we need using the Fuglede-Kadison determinant, and inner,
outer factorization for noncommutative Hardy spaces, more details seen in [4]. Let ∆ be Fuglede-
Kadison determinant onM defined by




where dν|x|(t) denotes the probability measure on R+, Also, the definition of this determinant can
be extended to the ∗-algebra M˜.
In order to prove our main result of the chapter, we first get the following theorem.
THEOREM 22. Let M be a finite von Neumann algebra with a faithful, normal, tracial state
τ and α be a normalized, unitarily invariant, continuous norm on (M, τ) . Then there exists a
positive g ∈ L1(Z, τ) such that (i) ρ(·) = τ(·g) is a faithful normal tracial state onM , (ii) α is
c ‖·‖1,ρ-dominating, for some c > 0 . (iii), ρ(x) = τ(xg) for every x ∈ L1(M, ρ).
THEOREM 56. If α ∈ N∆(M, τ), then there exists a faithful normal tracial state ρ such that
Hα(M, ρ) = H1(M, ρ) ∩ Lα(M, ρ).
Then we get a factorization theorem and a density theorem for Lα(M, τ) to get the main
theorem.
THEOREM 32. Suppose α ∈ N∆ (M, τ) ,there exists a faithful normal tracial state ρ on M
such that ρ (x) = τ (xg) for some positive g ∈ L1 (Z, τ) and the determinant of g is positive. If
x ∈ M and x−1 ∈ Lα (M, ρ) , then there are unitary operators u1, u2 ∈ M and s1, s2 ∈ H∞
such that x = u1s1 = s2u2 and s−11 , s
−1
2 ∈ Hα(M, ρ).
THEOREM 33. Let α ∈ N∆ (M, τ) , then there exists a faithful normal tracial state ρ onM
such that ρ (x) = τ (xg) for some positive g ∈ L1 (Z, τ) and the determinant of g is positive. Also,
if W is a closed subspace of Lα(M, ρ) and N is a weak* closed linear subspace of M such that
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WH∞ ⊂ W and NH∞ ⊂ N , then
(1) N = [N ]α ∩M,
(2)W ∩M is weak* closed inM,
(3)W = [W ∩M]α,
(4) If S is a subspace of M such that SH∞ ⊂ S , then [S]α = [Sw∗]α , where Sw∗ is the
weak*-closure of S inM.
The organization of the chapter is as follows. In section 2, we introduce determinant, nor-
malized, unitarily invariant continuous norms. In section 3, we study the relations between non-
commutative Hardy spaces Hα(M, ρ) and Hα (M, τ) . In section 4, we prove the main result of
the chapter, a version of Chen-Hadwin-Shen’s result for noncommutative Hardy spaces associated
with new norm. In section 5, we get a generalized noncommutative Beurling’s theorem for special
von Neumann algebras.
3.2 Determinant, normalized, unitarily invariant continuous norms
LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ , the ‖·‖p is a mapping
fromM to [0,∞) defined by ‖x‖p = (τ(|x|p))1/p, ∀x ∈M, 0 < p <∞. It is known that ‖·‖p is a
norm if 1 ≤ p <∞, and a quasi-norm if 0 < p < 1.
Definition 17. Let M be a finite von Neumann algebra with a faithful, normal, tracial state τ .
Assume α :M→ [0,∞) is a norm satisfying
(1) α (I) = 1, i.e., α is normalized,
(2) α (x) = α (|x|) for all x ∈M and |x| = (x∗x)1/2, i.e., α is a gauge,
(3) α (u∗xu) = α (x) , u ∈ U(M) and x ∈M, i.e., α is unitarily invariant,
(4) limτ(e)→0 α (e) = 0 as e ranges over the projections inM. i.e., if {eλ} is a net of projections
inM and τ (eλ)→ 0, then α (eλ)→ 0 which means α is continuous.
Then we call α a normalized unitarily invariant continuous norm. And we denote N(M, τ) to be
the collection of all such norms.
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Definition 18. We denote by N1 (M, τ) , the collection of all these norms α : M → [0,∞) such
that
(1) α ∈ N (M, τ),
(2) ∀x ∈M, α (x) ≥ c ‖x‖1, for some c > 0.
A norm α in N1 (M, τ) is called a normalized, unitarily invariant ‖·‖1-dominating continuous
norm onM.
Definition 19. We denote by N∆ (M, τ), the collection of all these norms α : M→ [0,∞) such
that
(1) α ∈ N (M, τ),
(2) There exists a positive g ∈ L1 (M, τ) such that ∆ (g) > 0 and α (x) ≥ cτ (|x| g) for some
c > 0.
A norm α in N∆ (M, τ) is called a determinant, normalized, unitarily invariant continuous norm
onM.
Example 3. For the definition 19, if we take g = 1, then α ∈ N1 (M, τ), i.e., N∆ (M, τ) ⊂
N1 (M, τ).
Example 4. Each p-norm ‖·‖p is in N(M, τ), N1(M, τ), and N∆(M, τ) for 1 ≤ p <∞.
Example 5. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ . Let
E(0, 1) be a symmetric Banach function space on (0, 1) and E(τ) be the noncommutative Banach
function space with a norm ‖ · ‖E(τ) corresponding to E(0, 1) and associated with (M, τ). If
E(0, 1) is also order continuous, then the restriction of the norm ‖ · ‖E(τ) toM lies in N(M, τ)
and N1(M, τ).
In order to prove the first theorem in this chapter, we need the following lemmas. The first
lemma is proved by H. Fan, D. Hadwin and W. Liu in [21].
Lemma 20. Suppose (X,Σ, µ) is a probability space and α is a continuous normalized gauge
norm on L∞(µ). Then there exists 0 < c < 1 and a probability measure λ on Σ such that λ  µ
and µ λ, such that α is c‖ · ‖1,λ-dominating.
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Before we state the next lemma, we first introduce the property of central valued traces in [44],
and introduce a class of determinant, normalized, unitarily invariant continuous norms on finite
von Neumann algebras and some interesting examples from this class. In the end of this section,
we will obtain our first theorem.
Proposition 1. If M is a finite von Neumann algebra with the center Z of M, then there is a
unique positive linear mapping ϕ fromM into Z such that
(1) ϕ(xy) = ϕ(yx) for each x and y inM,
(2) ϕ(z) = z for each z in Z ,
(3) ϕ(x) > 0 if x > 0 for x inM,
(4) ϕ(zx) = zϕ(x) for each z in Z and x inM,
(5) ‖ϕ(x)‖ ≤ ‖x‖ for x inM,
(6) ϕ is ultraweakly continuous,
(7) For any x ∈ M, ϕ(x) is the unique central element in the norm closure of the convex hull of
{uxu∗|u ∈ U(M)},
(8) Every tracial state onM is of the form τ ◦ ϕ where τ is a state on Z , i.e. every state on the
center Z ofM extends uniquely to a tracial state onM,
(9) ϕ is faithful.
Lemma 21. Let M be a finite von Neumann algebra with a faithful, normal, tracial state τ .
Suppose α ∈ N (M, τ) , then the central valued trace ϕ satisfy α(ϕ(x)) ≤ α(x), for every x ∈M.
Proof. By proposition 1 (7), for any x ∈ M, the central value trace ϕ(x) is in the norm clo-
sure of the convex hull of {uxu∗|u ∈ U(M)}, so there exists a net {xλ}λ∈Λ in the convex
hull of {uxu∗|u ∈ U(M)} such that xλ converges to ϕ (x). Since α is a continuous norm,
α (xλ − ϕ (x)) → 0, i.e., α (ϕ (x)) = lim
λ
α (xλ). Since xλ is in the convex hull of {uxu∗|u ∈
U(M)}, α (xλ) ≤ α (x). Therefore, α(ϕ(x)) ≤ α(x).
Theorem 22. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and
α be a normalized, unitarily invariant, continuous norm on (M, τ). Then there exists a positive
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g ∈ L1(Z, τ) such that (i) ρ(·) = τ(·g) is a faithful normal tracial state onM, (ii) α is c ‖·‖1,ρ-
dominating for some c > 0. (iii), ρ(x) = τ(xg) for every x ∈ L1(M, ρ).
Proof. Since the center Z ofM is an abelian von Neumann algebra, there is a compact subset X
of R and a regular Borel probability measure on X such that the mapping pi from Z to L∞(X,µ)
is ∗-isomorphic and WOT-homeomorphic. Since α is a continuous normalized unitarily invariant
norm on (M, τ), it is easy to check α = α ◦ pi−1 satisfying
(i) α(1) = α ◦ pi−1(1) = α(pi−1(1)) = α(I) = 1,
(ii) α(f) = α ◦ pi−1(f) = α(upi−1(f)) = α(pi−1(wf)) = α(pi−1(|f |)) = α(|f |), where |f | =
wf, |w| = 1 and there is a unitary u such that pi(u) = w,
(iii) For given borel sets {En}∞n=1⊆X, there exist a sequence {en} ⊆ Z such that pi−1(χEn) = en





α ◦ pi−1(χEn) = lim
n→∞
α(en)→ 0.
Thus α is a continuous normalized gauge norm on L∞(X,µ).
By the Lemma 20, there exists a probability measure λ such that λ  µ and µ  λ and there






























pi(x)dλ. Thus ρ0(xn)→ ρ0(x). Therefore ρ0 is normal.






pi(x)2dλ = 0, so pi(x)2 = 0 and x = 0, which
means ρ0 is faithful.
Now claim that α is c‖ · ‖1,ρ-dominating on (M, ρ). For some constant c > 0, ∀x ∈ Z ,
α(x) = α ◦ pi(x) = α(pi(x)) ≥ c‖pi(x)‖1,λ = c
∫
X
|pi(x)|dλ = c ∫
X
pi(|x|)dλ = cρ(|x|) = c‖x‖1,ρ.
So we have α(x) ≥ c‖x‖1,ρ, ∀x ∈ Z. Also, we have M ϕ→ Z ρ0→ C, where ϕ is the mapping
in Proposition 1. Let ρ = ρ0 ◦ ϕ, then ρ is a state on M, and ∀x ∈ M, α(x) ≥ α(ϕ(x)) ≥
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c‖ϕ(x)‖1,ρ0 = c‖ϕ(x)‖1,ρ = c‖x‖1,ρ. Therefore, there exists a faithful normal tracial state ρ onM







pi(x)hdµ, where h = dλ
dµ
∈ L1(X,µ), we can choose simple
functions {hi}∞i=1 such that 0 ≤ h1 ≤ h2 ≤ · · · and hn → h as n → ∞. And also we can choose
0 ≤ x1 ≤ x2 ≤ · · · in Z so that pi(xn) = hn for each n. Therefore,







where g ∈ L1(Z, τ).
Example 6. Given any finite von Neumann algebraM with a faithful normal tracial state τ and
α ∈ N(M, τ), by theorem 22, there exists a positive g ∈ L1 (M, τ) such that α (x) ≥ cτ (|x| g)
for some c > 0. If ∆ (g) > 0, then α ∈ N∆(M, τ).
3.3 Noncommutative Hardy spaces
LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ. Given a von Neu-
mann subalgebraD ofM, a conditional expectation Φ:M→D is a positive linear map satisfying
Φ(I) = I and Φ(x1yx2) = x1Φ(y)x2 for all x1, x2 ∈ D and y ∈ M. There exists a unique con-
ditional expectation Φτ : M → D satisfying τ ◦ Φτ (x) = τ(x) for every x ∈ M. Now we recall
noncommutative classical Hardy spaces H∞ in [3].
Definition 23. Let A be a weak* closed unital subalgebra ofM, and let Φτ be the unique faithful
normal trace preserving conditional expectation fromM onto the diagonal von Neumann algebra
D = A∩A∗. Then A is called a finite, maximal subdiagonal subalgebra ofM with respect to Φτ
if
(1) A+A∗ is weak* dense inM,
(2) Φτ (xy) = Φτ (x)Φτ (y) for all x, y ∈ A.
Such A will be denoted by H∞, and A is also called a noncommutative Hardy space.
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Example 7. LetM = L∞(T, µ), and τ(f) = ∫ fdµ for all f ∈ L∞(T, µ). Let A = H∞(T, µ),
then D = H∞(T, µ) ∩H∞(T, µ)∗ = C. Let Φτ be the mapping from L∞(T, µ) onto C defined by
Φτ (f) =
∫
fdµ. Then H∞(T, µ) is a finite, maximal subdiagonal subalgebra of L∞(T, µ).
Example 8. LetM =Mn(C) with the usual trace τ . LetA be the subalgebra of lower triangular
matrices, now D is the diagonal matrices and Φτ is the natural projection onto the diagonal
matrices. Then A is a finite maximal subdiagonal subalgebra ofMn(C).
Let M be a finite von Neumann algebra with a faithful, normal, tracial state τ , Φτ be the
conditional expectation and α be a determinant, normalized, unitarily invariant, continuous norm
onM. Let Lα(M, τ) be the α closure ofM, i.e., Lα(M, τ) = [M]α. Similarly, Hα(M, τ) =
[H∞(M, τ)]α, H∞0 (M, τ) = ker(Φτ ) ∩ H∞(M, τ) and Hα0 (M, τ) = ker(Φτ ) ∩ Hα(M, τ).
If we take α = ‖ · ‖p, then Lp(M, τ) = [M]p, Hp(M, τ) = [H∞(M, τ)]p. Recall ρ is a
faithful normal tracial state on M satisfying all three conditions in Theorem 22. We define the
noncommutative Hardy spaces H1(M, ρ) and H10 (M, ρ) by H1(M, ρ) = H∞(M, τ)
‖·‖1,ρ and
H10 (M, ρ) = H∞0 (M, τ)
‖·‖1,ρ . In [56], K. S. Saito characterized the noncommutative Hardy spaces
Hp(M, τ) and Hp0 (M, τ). Recall Hp (M, τ) = {x ∈ Lp(M, τ), τ (xy) = 0, for all y ∈ H∞0 } for
1 ≤ p < ∞, also we have Hp0 (M, τ) = {x ∈ Lp(M, τ), τ (xy) = 0, ∀y ∈ H∞}. In this chapter,
we get similar result for noncommutative Hardy spaces Hp(M, ρ) and Hp0 (M, ρ) by using the
inner-outer factorization and the properties of outer functions in noncommutative Hardy spaces
from papers [6] and [7]. Let ∆ be Fuglede-Kadison determinant onM defined by




where dν|x|(t) denotes the probability measure on R+, Also, the definition of this determinant can
be extended to the ∗-algebra M˜.
Definition 24. Let 1 ≤ p ≤ ∞. An element x ∈ Hp(M, τ) is outer if I ∈ [xHp(M, τ)]p, and x ∈
Hp(M, τ) is strongly outer if x is outer and ∆(x) > 0. An element u is inner if u ∈ H∞(M, τ)
and u is unitary.
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Lemma 25. (from [7]) IfH∞ is a maximal subdiagonal algebra, then x ∈ Hp(M, τ) with ∆(x) >
0 iff x = uy for an inner u and a strongly outer y ∈ Hp(M, τ) for 1 ≤ p ≤ ∞. The factorization
is unique up to a unitary in D.
Lemma 26. (from [7]) Let Φτ be the conditional expectation onM. Then x ∈ Hp(M, τ) is outer
if and only if Φτ (x) is outer in Lp(D) and xH∞0 (M, τ)
‖·‖p,τ
= Hp0 (M, τ) for 1 ≤ p ≤ ∞.
Lemma 27. If α ∈ N∆(M, τ), then there exits a faithful tracial state ρ and a strongly outer h in
H1(M, τ) such that g = |h|,where g as in Theorem 22 and hH1(M, ρ) = H1(M, τ).
Proof. Since α ∈ N∆(M, τ), ∆(g) > 0. By Lemma 25, g = |h| for a strongly outer h ∈
H1(M, τ). Let ρ (x) = τ (xg), ∀x ∈ M, by Theorem 22, ρ is a faithful normal tracial state on
M. Then we define U : L1(M, ρ) −→ L1(M, τ) by Ux = hx, which is a surjective isometry:
‖U(x)‖1,τ = ‖xg‖1,τ = τ(|xg|) = τ(|x| g) = ρ(|x|) = ‖x‖1,ρ .
Since g ∈ gH1(M, ρ) and H1(M, τ) ⊆ H1(M, ρ), gH∞(M, τ) ⊆ gH1(M, ρ). Since g = |h|,
g = vh, where v is modular. Thus vhH∞(M, τ) ⊆ gH1(M, ρ) = vhH1(M, ρ) = hH1(M, ρ).
Since h is a strongly outer in H1(M, τ),we have hH1(M, ρ) = H1(M, τ).
Corollary 28. Let Φτ be the conditional expectation onM. If α ∈ N∆(M, τ), then there exists a
faithful normal tracial state ρ such that
(1) H1(M, ρ) = {x ∈ L1(M, ρ) : ρ(xy) = 0 for all y ∈ H∞0 },
(2) H10 (M, ρ) = {x ∈ L1(M, ρ) : ρ(xy) = 0 for all y ∈ H∞},
(3) H10 (M, ρ) = {x ∈ H1(M, ρ) : Φτ (xh) = 0}.
Proof. Since α ∈ N∆(M, τ), there exists a positive g ∈ L1 (M, τ) and ∆ (g) > 0 such that
α (x) ≥ cτ (|x| g) for some c > 0.We define ρ (x) = τ (xg) ,∀x ∈M, ρ is a faithful normal tracial
state on M. By lemma 27 and H1 (M, τ) = {x ∈ L1(M, τ), τ (xy) = 0 for all y ∈ H∞0 }, we
have (1). For (2), We know H∞0 (M, τ)
‖·‖1,ρ





= H10 (M, τ) since h is outer in H1(M, τ). The last statement is clearly by
[56].
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Proposition 2. If α ∈ N∆(M, τ), then there exists a faithful normal tracial state ρ such that
Hα(M, ρ) = {x ∈ Lα(M, ρ) : ρ(xy) = 0 for all y ∈ H10 (M, ρ) ∩ (Lα(M, ρ))#},
where (Lα(M, ρ))# is the dual space of Lα(M, ρ).
Proof. Since α ∈ N∆(M, τ), then there exists a faithful normal tracial state ρ on M such that
ρ (x) = τ (xg) for some positive g ∈ L1 (Z, τ) and the determinant of g is positive, which means
α ∈ N1(M, ρ). Let J = {x ∈ Lα(M, ρ) : ρ(xy) = 0 for all y ∈ H10 (M, ρ) ∩ (Lα(M, ρ))#}.
Suppose x ∈ H∞(M, ρ). If y ∈ H10 (M, ρ) ∩ (Lα(M, ρ))# ⊆ H10 (M, ρ), then it follows from
Corollary 28 that ρ(xy) = 0, for all x ∈ J , and so H∞(M, ρ) ⊆ J . We claim that J is α-closed
inLα(M, ρ). In fact, suppose {xn} is a sequence inJ and x ∈ Lα(M, ρ) such that α(xn−x)→ 0.
If y ∈ H10 (M, ρ) ∩ (Lα(M, ρ))#, then by the generalized Holder’s inequality in [12], we have
|ρ(xy)− ρ(xny)| = |ρ((x− xn)y)| ≤ α(x− xn)α′ → 0.
It follows that ρ(xy) = lim
n→∞
ρ(xny) = 0 for all y ∈ H10 (M, ρ) ∩ (Lα(M, ρ))#. By the definition
of J , we know x ∈ J . Hence J is closed in Lα(M, ρ). Therefore, Hα(M, ρ) = [H∞(M, ρ)]α ⊆
J .
Next, we show that Hα(M, ρ) = J . Assume, via contradiction, that Hα(M, ρ) ( J ⊆
Lα(M, ρ). By the Hahn-Banach theorem, there is a linear functional φ ∈ (Lα(M, ρ))# and
x ∈ J such that
(a) φ(x) 6= 0,
(b) φ(y) = 0 for all y ∈ Hα(M, ρ).
In the beginning of this proof, we know α ∈ N1(M, ρ), which means α is normalized, unitarily
invariant ‖ · ‖1-dominating, continuous norm on (M, ρ). It follows from [12] that there exists a
ξ ∈ (Lα(M, ρ))# such that
(c) φ(z) = ρ(zξ) for all z ∈ Lα(M, ρ).
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Hence from (b) and (c) we can conclude that
(d) ρ(yξ) = φ(y) = 0 for every y ∈ H∞(M, ρ) ⊆ Hα(M, ρ) ⊆ Lα(M, ρ).
Since φ ∈ (Lα(M, ρ))# ⊆ L1(M, ρ), so ξ ∈ H10 (M, ρ), which means ξ ∈ H10 (M, ρ) ∩
(Lα(M, ρ))#. Combining with the fact that x ∈ J = {x ∈ Lα(M, ρ) : ρ(xy) = 0, ∀y ∈
H10 (M, ρ) ∩ (Lα(M, ρ))#}, we obtain that ρ(xξ) = 0. Note, again, that x ∈ J ⊆ Lα(M, ρ).
From (a) and (c), it follows that ρ(xξ) = φ(x) 6= 0. This is a contradiction. Therefore
Hα(M, ρ) = {x ∈ Lα(M, ρ) : ρ(xy = 0) for all y ∈ H10 (M, ρ) ∩ (Lα(M, ρ))#}.
Lemma 29. (from [4]) The conditional expectation Φτ is multiplicative on Hardy spaces. More
precisely, Φτ (xy) = Φτ (x)Φτ (y) for x ∈ Hp(M, τ), y ∈ Hq(M, τ) and xy ∈ Hr(M, τ) with







Theorem 30. If α ∈ N∆(M, τ), then there exists a faithful normal tracial state ρ such that
Hα(M, ρ) = H1(M, ρ) ∩ Lα(M, ρ).
Proof. Since α ∈ N∆(M, τ), there exists a positive g ∈ L1 (M, τ) and ∆ (g) > 0 such that
α (x) ≥ cτ (|x| · g) for some c > 0. We define a faithful normal tracial state ρ (x) = τ (xg), ∀x ∈
M. Since α (x) ≥ cτ (|x| · g) = cρ (|x|) = c ‖x‖1,ρ , α is ‖ · ‖1,ρ-dominating, so α-convergence
implies ‖ · ‖1,ρ-convergence, thus Hα(M, ρ) = H∞(M, ρ)α ⊆ H∞(M, ρ)‖·‖1,ρ = H1(M, ρ).
Also, Hα(M, ρ) = H∞(M, ρ)α ⊆ Lα(M, ρ). Therefore, Hα(M, ρ) ⊆ H1(M, ρ) ∩ Lα(M, ρ).
To prove H1(M, ρ) ∩ Lα(M, ρ) ⊆ Hα(M, ρ). Suppose x ∈ H1(M, ρ) ∩ Lα(M, ρ), then
x ∈ Lα(M, ρ). Assume that y ∈ H10 (M, ρ) ∩ (Lα(M, ρ))#. So Φτ (hy) = 0. Note that hx ∈
H1(M, τ), hy ∈ H10 (M, τ) and hxhy ∈ H1(M, τ)H10 (M, τ) ⊆ H
1
2 (M, τ). From theorem 2.1
in [4], and lemma 29 we know that Φτ (hxhy) ∈ L 12 (D, τ) and Φτ (hxhy) = Φτ (hx)Φτ (hy) = 0.
Moreover, x ∈ Lα(M, ρ) and y ∈ (Lα(M, ρ))#, we know xy ∈ Lα(M, ρ) ⊆ L1(M, ρ). So
hxy ∈ L1(M, τ), and Φτ (hxy) is also in L1(M, τ). Thus ρ(xy) = τ(hxy) = τ(Φτ (hxhy)) =
τ(0) = 0.
Now we check Φτ (hxy) = 0. Since h is strongly outer in H1(M, ρ), there is a sequence {an}
in H∞ such that anh → 1 in ‖ · ‖1 norm. Therefore, ‖hxyhan − hxy‖ 1
2




‖hxy‖1‖han − 1‖1 → 0 as n → ∞. And by theorem 2.1 in [4], Φτ (hxyhan) → Φτ (hxy). Also,
we have Φτ (hxyhan) = Φτ (hx)Φτ (hy)Φτ (an) = 0, so Φτ (hxy) = 0. By the definition of J in
proposition 2, we conclude that x ∈ J . Therefore H1(M, ρ)∩Lα(M, ρ) ⊆ J = Hα(M, ρ).
3.4 Beurling’s invariant subspace theorem
In this section, we extend the Chen-Hadwin-Shen theorem for continuous normalized unitarily
invariant norms on (M, τ).
First, we will prove the factorization theorem. In order to do this, we need the following lemma.
Lemma 31. (from [28]) Let x ∈ Lp(M, τ), p > 0, then we have
(1) ∆(x) = ∆(x∗) = ∆(|x|),
(2) ∆(xy) = ∆(x)∆(y) = ∆(yx) for any y ∈ Ls(M, τ), s > 0.
Theorem 32. Suppose α ∈ N∆ (M, τ), there exists a faithful normal tracial state ρ onM such
that ρ (x) = τ (xg) for some positive g ∈ L1 (Z, τ) and the determinant of g is positive. If x ∈M
and x−1 ∈ Lα (M, ρ) , then there are unitary operators u1, u2 ∈ M and s1, s2 ∈ H∞ such that
x = u1s1 = s2u2 and s−11 , s
−1
2 ∈ Hα(M, ρ).
Proof. Since α ∈ N∆ (M, τ), the first statement is clear from theorem 22. Suppose x ∈ M with
x−1 ∈ Lα(M, ρ). Assume that x = v |x| is the polar decomposition of x in M, where v is a
unitary inM and |x| ∈ M. Since log(|x|) ≤ |x|, log(|h|)− log(|x|) = log(|h||x|−1) ≤ |h||x| and
− log(|x|) ≤ |h||x|− log(|h|), |log(|x|)| ≤ |x|+ (|h||x|− log(|h|)), so ∆(|x|) = eτ(log|x|) > 0 and
|x| ∈ L1(M)+. By corollary 4.17 in [7], there exists a strongly outer s ∈ H1(M, τ) and s = u1 |s|
is the polar decomposition of s such that |x| = |s| . Since |x| ∈ M, |s| ∈ M, therefore, s ∈ M
and s ∈ H1(M, τ) implies s ∈ H∞(M, τ). Also, we have |x| = u∗1s, so x = vu∗1s = us, where
u = vu∗1.
Now we check s−1 ∈ Hα(M, ρ). First, x−1 ∈ Lα(M, ρ) ⊆ L1(M, ρ), so hx−1 ∈ L1(M, τ).
Since x−1 = |x|−1 v∗ ∈ Lα(M, ρ), |x|−1 ∈ Lα(M, ρ) ⊆ L1(M, ρ) and |h| |x|−1 ∈ L1(M, τ).
∆(|h| |x|−1) = ∆(|h|)∆(|x|−1) > 0 by lemma 31. Then there exists a strongly outer f ∈
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H1(M, τ) such that |h| |x|−1 = |f | . Since H1(M, τ) = hH1(M, ρ), there exists f1 ∈ H1(M, ρ)
such that f = hf1. Since ∆(fs) = ∆(f)∆(s) > 0, by lemma 25, fs is outer. And |f | |s| =
|h| |x|−1 |s|, so |h| = |f | |s|. Therefore, |h| = u∗2fu∗1s, i.e., h = u∗3u∗2fu∗1s, hf1 = f =
u2u3hs










1 ∈ H1(M, ρ). Also, we know s−1 ∈ Lα(M, ρ).
Therefore, by theorem 30, s−1 ∈ Lα(M, ρ) ∩H1(M, ρ) = Hα(M, ρ).
The following density theorem also plays an important role in the proof of our main result of
the chapter.
Theorem 33. Let α ∈ N∆ (M, τ), then there exists a faithful normal tracial state ρ onM such
that ρ (x) = τ (xg) for some positive g ∈ L1 (Z, τ) and the determinant of g is positive. Also, if
W is a closed subspace of Lα(M, ρ) and N is a weak* closed linear subspace of M such that
WH∞ ⊂ W and NH∞ ⊂ N , then
(1) N = [N ]α ∩M,
(2)W ∩M is weak* closed inM,
(3)W = [W ∩M]α,
(4) If S is a subspace ofM such that SH∞ ⊂ S , then [S]α = [Sw∗]α, where Sw∗ is the weak*-
closure of S inM.
Proof. Since α ∈ N∆ (M, τ), clearly, there exists a faithful normal tracial state ρ onM by theo-
rem 22. For (1), it is clear that N ⊆ [N ]α ∩M. Assume, via contradiction, that N ( [N ]α ∩M.
Note thatN is a weak* closed linear subspace ofM and L1(M, ρ) is the predual space of (M, ρ).
It follows from the Hahn-Banach theorem that there exists ξ ∈ L1(M, ρ) and an x ∈ [N ]α ∩M
such that
(a) ρ(ξx) 6= 0 and (b) ρ(ξy) = 0 for all y ∈ N .
We claim that there exists z ∈M such that
(a′) ρ(zx) 6= 0 and (b′) ρ(zy) = 0 for all y ∈ N . Actually assume that ξ = |ξ∗|v is the polar
decomposition of ξ ∈ L1(M, ρ), where v is a unitary element inM and |ξ∗| is in L1(M, ρ) is pos-
itive. Let f be a function on [0,∞) defined by the formula f(t) = 1 for 0 ≤ t ≤ 1 and f(t) = 1/t
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for t > 1. We define k = f(|ξ∗|) by the functional calculus. Then by the construction of f , we
know that k ∈ M and k−1 = f−1(|ξ∗|) ∈ L1(M, ρ). It follows from theorem 32 that there exist a
unitary operator u ∈ M and s ∈ H∞ such that k = us and s−1 ∈ H1(M, ρ). Therefore, we can
further assume that {tn}∞n=1 is a sequence of elements in H∞ such that ‖s−1− tn‖1,ρ. Observe that
(i) Since s, tn are in H∞, for each y ∈ N we have that ytns ∈ NH∞ ⊆ N and ρ(tnsξy) =
ρ(ξytns) = 0,
(ii) We have sξ = (u ∗ u)s(|ξ∗|v) = u ∗ (k|ξ∗|)v ∈M, by the definition of k,
(iii) From (a) and (i), we have 0 6= ρ(ξx) = ρ(s−1sξx) = lim
n→∞
ρ(tnsξx).
Combining (i), (ii) and (iii), we are able to find an N ∈ Z such that z = tNsξ ∈M satisfying
(a′) ρ(zx) 6= 0 and (b′) ρ(zy) = 0 for all y ∈ N .
Recall that x ∈ [N ]α. Then there is a sequence {xn} ⊆ N such that α(x− xn)→ 0. We have
|ρ(zxn)− ρ(zx)| = |ρ(x− xn)| ≤ ‖x− xn‖1,ρ‖z‖ → 0.
Combining with (b′) we conclude that ρ(zx) = lim
n→∞
ρ(zxn) = 0. This contradicts with the result
(a′). Therefore, N = [N ]α ∩M.
For (2), letW ∩Mw∗ be the weak*-closure ofW∩M inM. In order to show thatW∩M =
W ∩Mw∗, it suffices to show thatW ∩Mw∗ ⊆ W . Assume, to the contrary, thatW ∩Mw∗ *
W . Thus there exists an element x inW ∩Mw∗ ⊂ M ⊆ Lα(M, ρ), but x /∈ W . SinceW is a
closed subspace of Lα(M, ρ), by the Hahn-Banach theorem, there exists a ξ ∈ L1(M, ρ) such that
ρ(ξx) 6= 0 and ρ(ξy) = 0 for all y ∈ W . Since ξ ∈ L1(M, ρ), the linear mapping ρξ : M→ C,
defined by ρξ(a) = ρ(ξa) for all a ∈ M is weak*-continuous. Note that x ∈ W ∩Mw∗ and
ρ(ξy) = 0 for all y ∈ W . We know that ρ(ξx) = 0, which contradicts with the assumption that
ρ(ξx) 6= 0. HenceW ∩Mw∗ ⊆ W , soW ∩M =W ∩Mw∗.
For (3), sinceW is α-closed, it is easy to see [W ∩M]α ⊆ W . Now we assume [W ∩M]α (
M ⊆ Lα(M, ρ). By the Hahn-Banach theorem, there exists an x ∈ W and ξ ∈ L1(M, ρ) such
that ρ(ξx) 6= 0 and ρ(ξy) = 0 for all y ∈ [W ∩M]α. Let x = v|x| be the polar decomposition of
x in Lα(M, ρ), where v is a unitary element inM. Let f be a function on [0,∞) defined by the
formula f(t) = 1 for 0 ≤ t ≤ 1 and f(t) = 1/t for t > 1. We define k = f(|x|) by the functional
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calculus. Then by the construction of f , we know that k ∈ M and k−1 = f−1(|x|) ∈ Lα(M, ρ).
It follows from theorem 32 that there exist a unitary operator u ∈ M and s ∈ H∞ such that
k = su and s−1 ∈ Hα(M, ρ). A little computation shows that |x|k ∈ M which implies that
xs = xsuu∗ = xku∗ = v(|x|k)u∗ ∈ M. Since s ∈ H∞, we know xs ∈ WH∞ ⊆ W and thus
xs ∈ W ∩M. Furthermore, note that (W ∩M)H∞ ⊆ W ∩M. Thus, if t ∈ H∞(M, ρ) we see
xst ∈ W ∩M, and ρ(ξxst) = 0. Since H∞(M, ρ) is dense in Hα(M, ρ) and ξ ∈ L1(M, ρ),
it follows that ρ(ξxst) = 0 for all t ∈ Hα(M, ρ). Since s−1 ∈ Hα(M, ρ), we see that ρ(ξx) =
ρ(ξxss−1) = 0. This contradicts the assumption that ρ(ξx) 6= 0 . ThereforeW = [W ∩M]α.
For (4), assume that S is a subspace of M such that SH∞(M, ρ) ⊂ S and Sw∗ is weak*-
closure of S in M. Then [S]αH∞(M, ρ) ⊆ [S]α. Note that S ⊆ [S]α ∩ M. From (2), we
know that [S]α ∩M is weak*-closed. Therefore, Sw∗ ⊆ [S]α ∩M. Hence [Sw∗]α ⊆ [S]α and
[S]α = [Sw∗]α.
Before we obtain our main result in the chapter, we recall the definitions of internal column
sum of a family of subspaces, and the lemma in [6].
Definition 34. Let X be a closed subspace of Lα(M, τ) with α ∈ N∆ (M, τ). Then X is called
an internal column sum of a family of closed subspaces {Xλ}λ∈Λ of Lα(M, τ), denoted by X =⊕col
λ∈ΛXλ if
(1) X∗µXλ = {0} for all distinct λ, µ ∈ Λ, and
(2) X = [span{Xλ : λ ∈ Λ}]α.
Definition 35. Let X be a weak*-closed subspace ofM and α ∈ N∆ (M, τ). Then X is called




(1) X∗µXλ = {0} for all distinct λ, µ ∈ Λ, and
(2) X = span{Xλ : λ ∈ Λ}w∗.
Lemma 36. (from [6]) Let M be a finite von Neumann algebra with a faithful, normal, tracial
state τ and α be a normalized, unitarily invariant ‖ · ‖1,τ -dominating continuous norm onM. Let
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H∞ be a finite subdiagonal subalgebra ofM and D = H∞ ∩ (H∞)∗. Assume thatW ⊆M is a
weak*-closed subspace such thatWH∞ ⊆ W . Then there exists a weak*-closed subspace Y of
M and a family {uλ}λ∈Λof partial isometries inM such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = H∞0 Yw∗,
(4)W = Y ⊕col (⊕colλ∈ΛuλH∞).
Now we are ready to prove our main result of the chapter, an extension of the Chen-Hadwin-
Shen theorem for noncommutative Hardy spaces associated with finite von Neumann algebras.
Theorem 37. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and
α be a determinant, normalized, unitarily invariant, continuous norm onM. Then there exists a
faithful normal tracial state ρ onM such that α ∈ N1 (M, ρ). Let H∞ be a finite subdiagonal
subalgebra of M and D = H∞ ∩ (H∞)∗. If W is a closed subspace of Lα(M, τ) such that
WH∞ ⊆ W , then there exists a closed subspace Y of Lα(M, τ) and a family {uλ}λ∈Λ of partial
isometries inM such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = [H∞0 Y ]α,
(4)W = Y ⊕col (⊕colλ∈ΛuλHα).
Proof. Suppose W is a closed subspace of Lα(M, τ) such that WH∞ ⊂ W . Then it follows
from part(2) of the theorem 33 thatW ∩M is weak* closed in (M, τ) = (M, ρ), we also notice
L∞(M, τ) =M = L∞(M, ρ), Lα(M, τ) = Lα(M, ρ) and Hα(M, τ) = Hα(M, ρ). It follows
from the lemma 36 that







where Y1 is a closed subspace of L∞(M, ρ) such that Y1 = Y1H∞0 w∗, and where ui are partial
isometries inW∩Mwith u∗jui = 0 if i 6= j and with u∗iui ∈ D. Moreover, for each i, u∗iY1 = {0},
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left multiplication by the uiu∗i are contractive projections fromW∩M onto the summands uiH∞,
and left multiplication by I −∑i uiu∗i is a contractive projection fromW ∩M onto Y1.
Let Y = [Y1]α. It is not hard to verify that for each i, u∗iM = {0}. We also claim that
[uiH
∞]α = uiHα. In fact it is obvious that [uiH∞]α ⊇ uiHα. We will need only to show that
[uiH
∞]α ⊆ uiHα. Suppose x ∈ [uiH∞]α, there is a net {xn}∞n=1 ⊆ H∞ such that α(uixn − x)→
0. By the choice of ui, we know that uiu ∈ D ⊆ H∞, so uiuxn ∈ H∞ for each n ≥ 1.
Combining with the fact that α(u∗iuixn − u∗ix) ≤ α(uixn − x) → 0, we obtain that u∗ix ∈ Hα.
Again from the choice of ui, we know that uiu∗iuixn = uixn for each n ≥ 1. This implies that
x = ui(u
∗
ix) ∈ uiHα. Thus we conclude that [uiH∞]α ⊆ uiHα, so [uiH∞]α = uiHα. Now from
parts (3) and (4) of the theorem 33 and from the definition of internal column sum, it follows that
W = [W ∩M]α = [span{Y1, uiH∞ : i ∈ I}w∗]α = [span{Y1, uiH∞ : i ∈ I}]α.







Next, we will verify that Y = [YH∞0 ]α. Recall that Y = [Y1]α. It follows from part (1) of the
theorem 33, we have
[Y1H∞0 ]α ∩M = Y1H∞0 w∗ = Y1.
Hence from part (3) of the theorem 33 we have that
Y ⊇ [YH∞0 ]α ⊇ [Y1H∞0 ]α = [[Y1H∞0 ]α ∩M]α = [Y1]α = Y .
Thus Y = [YH∞0 ]α. Moreover, it is not difficult to verify that for each i, left multiplication by
the uiu∗i are contractive projections from K onto the summands uiHα, and left multiplication by
I −∑i uiu∗i is a contractive projection fromW onto Y . Now the proof is completed.
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If we consider α as some specific norms, then we have some corollaries. If we take α be a
unitarily invariant, ‖ ·‖1,τ -dominating, continuous norm, then we have Chen-Hadwin-Shen’s result
in [12].
Corollary 38. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and
α be a normalized, unitarily invariant, ‖‖1,τ -dominating, continuous norm onM. Let H∞ be a
finite subdiagonal subalgebra ofM. Let D = H∞ ∩ (H∞)∗. Assume thatW is a closed subspace
of Lα(M, τ) such that H∞W ⊆ W . Then there exists a closed subspace Y of Lα(M, τ) and a
family {uλ}λ∈Λ of partial isometries inW ∩M such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = [H∞0 Y ]α,
(4)W = Y ⊕col (⊕colλ∈ΛHαuλ).
If we take α = ‖·‖p, then we have D. Blecher and L. E. Labuschagne’s result in [6].
Corollary 39. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and
H∞ be a finite subdiagonal subalgebra ofM. Let D = H∞ ∩ (H∞)∗. Assume thatW is a closed
subspace of Lp(M, τ), 1 ≤ p ≤ ∞ such that H∞W ⊆W . Then there exists a closed subspace Y
of Lp(M, τ) and a family {uλ}λ∈Λ of partial isometries inW ∩M such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuµ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = [H∞0 Y ]p,
(4)W = Y ⊕col (⊕colλ∈ΛHpuλ).
3.5 Generalized Beurling theorem for special von Neumann algebras
In theorem 37, let M be classical Hardy space on unit circle T with haar measure, i.e., M =
L∞(T, µ), H∞ = H∞(T, µ), then D =H∞ ∩ (H∞)∗ = C and the center Z ofM = L∞(T, µ)
is itself. So Z " D = C. However, for a finite von Neumann algebraM with a faithful normal
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tracial state τ, let H∞ be a finite subdiagonal subalgebra ofM, D =H∞ ∩ (H∞)∗, if the center
Z ⊆ D, then generalized Beurling theorem holds for normalized, unitarily invariant, continuous
norms on (M, τ).
Theorem 40. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ. Let
H∞ be a finite subdiagonal subalgebra of M, D = H∞ ∩ (H∞)∗, and the center Z ⊆ D. Let
α be a normalized, unitarily invariant, continuous norm on (M, τ). IfW is a closed subspace of
Lα(M, τ) such thatWH∞ ⊆ W , then there exists a closed subspace Y of Lα(M, τ) and a family
{uλ}λ∈Λ of partial isometries inM such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = [H∞0 Y ]α,
(4)W = Y ⊕col (⊕colλ∈ΛuλHα).
Proof. By theorem 22, there exists a faithful normal tracial state ρ onM and a c > 0 such that α
is a continuous normalized unitarily invariant c‖ · ‖1,ρ-dominating norm on (M, ρ). First, recall
the definition of conditional expectation ΦD,τ . We know that ΦD,τ is multiplicative on H∞. In
general, ΦD,ρ won’t be multiplicative on H∞, however, the condition Z ⊂ D makes sure ΦD,ρ
is multiplicative on H∞, because we can choose 0 ≤ x1 ≤ x2 ≤ · · · in Z such that, for every
x ∈M,
ρ (x) = lim
n→∞
τ (xnx) = lim
n→∞
τ (ΦD,τ (xnx)) .
Since Z ⊂ D, ΦD,τ (xnx) = xnΦD,τ (x) . Thus
ρ (x) = lim
n→∞
τ (xnΦD,τ (x)) = ρ (ΦD,τ (x)) .
It follows that ΦD,τ = ΦD,ρ. This now reduces to the c ‖·‖1-dominating version of the Chen-
Hadwin-Shen theorem in [12].
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CHAPTER 4
A GENERALIZED BEURLING THEOREM IN FINITE VON NEUMANN
ALGEBRAS
In 2016 and 2017, Haihui Fan, Don Hadwin and Wenjing Liu proved a commutative and
noncommutative version of Beurling’s theorems for a continuous unitarily invariant norm α on
L∞(T, µ) and tracial finite von Neumann algebras (M, τ), respectively. In the chapter, we study
unitarily ‖‖1-dominating invariant norms α on finite von Neumann algebras. First we get a Beurl-




Lα(T, µ), then prove that the generalized Beurling theorem holds. Moreover, we get similar result
in noncommutative case. The key ingredients in the proof of our result include a factorization
theorem and a density theorem for Lα (M, τ).
4.1 Introduction
Let T be the unit circle, i.e., T = {λ ∈ C : |λ| = 1}, and let µ be Haar measure (i.e., normal-
ized arc length) on T. The classical and influential Beurling-Helson-Lowdenslager theorem (see
[5],[39],[41]) states that ifW is a closedH∞(T, µ)-invariant subspace (or, equivalently, zW ⊆ W )
of L2 (T, µ) , then W = ϕH2 for some ϕ ∈ L∞(T, µ), with |ϕ| = 1 a.e.(µ) or W = χEL2(T, µ)
for some Borel set E ⊂ T. If 0 6= W ⊂ H2(T, µ), then W = ϕH2(T, µ) for some ϕ ∈ H∞(T, µ)
with |ϕ| = 1 a.e. (µ). Later, the Beurling’s theorem was extended to Lp(T, µ) and Hp(T, µ) with
1 ≤ p ≤ ∞, with the assumption that W is weak*-closed when p = ∞ (see [36],[39],[41],[43]).
In [10], Yanni Chen extended the Helson-Lowdenslager-Beurling theorem for all continuous ‖‖1-
dominating normalized gauge norms on T. In [21], [22] Haihui Fan, Don Hadwin and Wenjing Liu
proved a commutative and noncommutative version of Beurling’s theorems for a continuous uni-
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tarily invariant norm α on L∞(T, µ) and a tracial finite von Neumann algebra (M, τ), respectively.
Later, Lauren Sager and Wenjing Liu got a similarly result for semifinite von Neumann algebras
in [55].
In this chapter, we first extend the Helson-Lowdenslager-Beurling theorem for a much larger class
of norms, ‖‖1-dominating normalized gauge norms on L∞ (T, µ). For each such norm α, we de-
fine the dual norm α′, let Lα(T, µ) = {f : f is a measurable function on T with α(f) < ∞},
and Lα(T, µ) = L∞(µ)
α
, i.e., the α-closure of L∞(µ) in Lα(T, µ). We have Banach space
Lα (T, µ) = L∞ (T, µ)
α
and a Hardy space Hα = H∞ (T, µ)
σ(Lα(T),Lα
′
(T)) ∩ Lα (T, µ) with
L∞(T, µ) ⊂ Lα(T, µ) ⊂ L1(T, µ) and H∞(T, µ) ⊂ Hα(T, µ) ⊂ H1(T, µ). In this new set-
ting, we prove the following Beurling-Helson-Lowdenslager theorem, which is the main result of
this chapter.
THEOREM 53 Suppose µ is Haar measure on T and α is a normalized gauge norm on L∞ (T)
with α(.) ≥ ‖.‖1. Let W be an σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα (T) with zW ⊆
W if and only if either W = ϕHα(µ) for some unimodular function ϕ, or W = χELα(µ), for
some Borel subset E of T. If 0 6= W ⊂ Hα(µ), then W = ϕHα(µ) for some inner function ϕ.
To prove THEOREM 53. we need the following technical theorems in Section 3. THEOREM 48
Let α be a normalized gauge norm on L∞ (T) with α(.) ≥ ‖.‖1. If k ∈ L∞, k−1 ∈ Lα, then there
is a unimodular function u ∈ L∞ and an outer function s ∈ H∞ such that k = us and s−1 ∈ Hα.
THEOREM 51 Suppose α is a normalized gauge norm on L∞ (T) with α(.) ≥ ‖.‖1. Let M be an
σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα (T) with zM ⊆M . Then
(1) M ∩ L∞ (T) is weak*-closed in L∞ (T),





In noncommutative case, we obtain similarly result. Suppose M is a finite von Neumann
algebra with a faithful, normal, tracial state τ , Φτ be the conditional expectation and α is a
normalized, unitarily invariant ‖‖1-dominating norm on M. Let Lα(M, τ) be the α closure of
M,i.e., Lα(M, τ) = [M]α. Similarly, Hα(M, τ) = H∞(M, τ)σ(L
α(M,τ),Lα
′
(M,τ)) ∩ Lα(M, τ),
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H∞0 (M, τ) = ker(Φτ ) ∩ H∞(M, τ) and Hα0 (M, τ) = ker(Φτ ) ∩ Hα(M, τ). Then we get the
following generalized Beurling theorem in finite von Neumann algebras.
THEOREM 61 LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ
and α be a normalized, unitarily invariant, ‖‖1-dominating norm onM.Let H∞ be a finite subdi-
agonal subalgebra ofM and D = H∞ ∩ (H∞)∗. IfW is a closed subspace of Lα(M, τ) such that
WH∞ ⊆ W , then there exists a σ(Lα (M, τ) , Lα′ (M, τ)) closed subspace Y of Lα(M, τ) and a
family {uλ}λ∈Λ of partial isometries inM such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,





(4)W = Y ⊕col (⊕colλ∈ΛuλHα).
The organization of the chapter is as follows. In section 2, we introduce ‖‖1-dominating normal-
ized, unitarily invariant norms. In section 3, we study the relations between commutative Hardy
spaces Hα(T, µ) and get the generalized Beurling theorem in the commutative von Neumann al-
gebras setting. In section 4, using similar techniques as in section 3, we prove a version of the
generalized noncommutative Beurling’s theorem for finite von Neumann algebras.
4.2 Gauge Norms on the Unit Circle
A norm α on L∞(T, µ) is a normalized gauge norm if
1. α(1) = 1,
2. α(|f |) = α(f) for every f ∈ L∞(T, µ).
We say that a normalized gauge norm α is ‖ · ‖1,µ-dominating if there exists c ∈ R+ such that
(3) α(f) ≥ c‖f‖1,µ, for every f ∈ L∞(T, µ).
For example, it is easy to see the following fact that
1. The common norm ‖ · ‖p,µ is a α norm for 1 ≤ p ≤ ∞.
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‖ · ‖pn,µ is a α norm, which is not equivalent to any
‖ · ‖p,µ.
We can extend the normalized gauge norm α from L∞(T, µ) to the set of all measurable func-
tions, and define α for all measurable functions f on T by
α(f) = sup{α(s) : s is a simple function , 0 ≤ s ≤ |f |}.
It is clear that α(f) = α(|f |) still holds.
Define the following two spaces.
Lα(T, µ) = {f : f is a measurable function on T with α(f) <∞},
Lα(T, µ) = L∞(µ)
α
, i.e., the α -closure of L∞(µ) in Lα(T, µ).
The following are some properties of α norm in []
Lemma 41. Suppose f, g : T → C are measurable. Let α be a ‖·‖1,µ-dominating normalized
gauge norm. Then the following statements are true
(1) If |f | ≤ |g|, then α(f) ≤ α(g);
(2) α(fg) ≤ α(f) ‖g‖∞;
(3) α(g) ≤ ‖g‖∞;
(4) L∞(T, µ) ⊂ Lα(T, µ) ⊂ Lα(T, µ) ⊂ L1(T, µ) .
Let α be a ‖·‖1,µ-dominating normalized gauge norm on L∞ (T, µ). We define the dual norm
α
′










|fh|dµ : h ∈ L∞(T, µ), α(h) ≤ 1}
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Lemma 42. Let α be a ‖‖1-dominating normalized gauge norm on L∞ (T, µ). Then the dual norm
α
′
is also a ‖‖1-dominating normalized gauge norm on L∞ (T, µ).
We also can define the dual spaces of Lα(T, µ) and Lα(T, µ).
Lα′ (T, µ) = {f : f is a measurable function on T with α′(f) <∞}.
Lα
′
(T, µ) = L∞(µ)
α
′
, i.e., the α
′
-closure of L∞(T, µ) in Lα′ (T, µ).
By lemma 2.3 in [10], we have
L∞(T, µ) ⊂ Lα′ (T, µ) ⊂ Lα′ (T, µ) ⊂ L1(T, µ)








= Lα(T, µ). Thus we have the following result.





Proof. As we show above, L∞(T, µ)
σ(Lα(T),Lα
′
(T)) ⊂ Lα(T, µ). Additionally, by properties of





Since L∞ (T, µ) with the norm α is dense in Lα(T, µ), they have the same dual spaces. i.e.
the normed dual (Lα(T, µ), α)# = (L∞ (T, µ) , α)#. By the following lemma, we can view the
dual space as a vector space, a vector subspace of L1(T, µ). Suppose w ∈ L1(T, µ), we define the






Lemma 44. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ) and α′ be its dual
norm . Then
(1) if ϕ : L∞(T, µ) → C is an σ(Lα (T) ,Lα′ (T))-continuous linear functional, then there is a
w ∈ L1(T, µ) such that ϕ = ϕw, where ϕw (f) =
∫
T fwdµ.
(2) if ϕw is σ(Lα (T) ,Lα
′
(T))-continuous on L∞(T, µ), then
(a) ‖w‖1,µ ≤ ‖ϕw‖ =
∥∥ϕ|w|∥∥ ,
(b) given ϕ in the dual of Lα(T, µ), i.e., ϕ ∈
(
Lα(T, µ), σ(Lα (T) ,Lα′ (T))
)#
, there exists a
w ∈ L1(T, µ), such that
∀f ∈ L∞(T, µ), ϕ(f) =
∫
T
fwdµ and wLα(T, µ) ⊆ L1(T, µ)




Lα(T, µ), σ(Lα (T) ,Lα′ (T))
)#
.
Proof. For (1), It’s easy to check by the definition of σ(Lα (T) ,Lα′ (T))-continuous linear func-
tional





∣∣∣∣ : s is simple, ‖s‖∞ ≤ 1}
= sup {|ϕ (s)| : s simple, ‖s‖∞ ≤ 1} ≤ ‖ϕ‖ .
We will see ‖w‖1,µ ≤ ‖ϕ‖ .
(2b) Suppose f ∈ Lα(T, µ), f = u|f |, |u| = 1. |f | ∈ Lα(T, µ). There exists an increasing
positive sequence sn such that sn → |f | a.e. (µ), thus usn → u|f | a.e.(µ). ∀w ∈ L1(T, µ), w =
v|w|, where |v| = 1, so we have vsn → v|f | a.e. (µ), where v is the conjugate of v and α(vsn −
v|f |) → 0. Thus we have ϕ(vsn) → ϕ(v|f |). On the other hand, we also have ϕ(vsn) =∫
T vsnwdµ→
∫
T v|f |wdµ =
∫
T |f ||w|dµ by monotone convergence theorem. Thus
∫
T |f ||w|dµ =∫
T |f |vwdµ = ϕ(v|f |) < ∞, therefore fw ∈ L1(T, µ), i.e., wLα(T, µ) ⊆ L1(T, µ), where
w ∈ L1(T, µ).
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For (3), By (2b) we know that if ϕ ∈ Lα(T, µ), then there exists w ∈ L1(T, µ) such that ϕ(f) =




4.3 The Extension of Beurling Theorem in Commutative von Neumann Al-
gebras




(T)) ∩ Lα(T, µ), from the definition, we first extend the classical Lp(T, µ)
spaces.
Example 9. If we take α to be p-norm, then Hp(T, µ) = H∞(T, µ)
σ(Lp(T),Lq(T)) ∩ Lp(T, µ).
In addition, in the classical Hardy space, we have Hp(T, µ) = H1(T, µ) ∩ Lp(T, µ), now we
have similar result in the following theorem.
Theorem 45. Hα(T, µ) = H1(T, µ) ∩ Lα(T, µ).








For every f ∈ Hα = H∞(µ)σ(L
α(T),Lα
′
(T)) ∩ Lα(T, µ) ( L1(T, µ), there is a sequence fn in
H∞ such that fn → f in σ(Lα (T) , Lα
′
(T)) topology. Thus, for every g ∈ Lα′ (T), ∫T(fng)dµ →∫













0 = 0,m ≥ 0
So f ∈ H1(T, µ). Thus Hα(T, µ) ⊆ H1(T, µ) ∩ Lα(T, µ).
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Now since Hα(T, µ) is an σ(Lα (T) , Lα
′
(T))-closed subspace of Lα(T, µ), for every f ∈
Lα(T, µ) and f /∈ Hα(T, µ), there is a σ(Lα (T) , Lα′ (T))-continuous functional ϕ on Lα(T, µ)
such that ϕ(Hα(T, µ)) = 0 and ϕ(f) 6= 0. Also, there is a g ∈ Lα′ (T, µ) such that ϕ(h) =∫
T hgdµ for all h ∈ Lα(T, µ) . And we know g ∈ Lα
′








gzndµ = ϕ(zn) = 0, n ≥ 0.
Thus g is analytic and g(0) = 0.




wgdµ = w(0)g(0) = 0
Since for every f ∈ Lα(T, µ) and f /∈ Hα(T, µ), there is a ϕ is σ(Lα (T) , Lα′ (T))-continuous
functional on Lα(T, µ) such that ϕ(Hα(T, µ)) = 0 and ϕ(f) 6= 0, w ∈ Hα(T, µ) by Hahn-Banach
theorem, which implies H1(T, µ) ∩ Lα(T, µ) ⊂ Hα(T, µ).
Lemma 46. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ). If W is an
σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα(T, µ) with zW ⊆ W , then H∞(µ)W ⊂ W .
Proof. Let P+ = {en : n ∈ N} denote the class of all polynomials inH∞(T, µ), where en(z) = zn
for all z in the unit circle T. Since zW ⊆ W , we see p(z)W ⊆ W for any polynomial p ∈ P+.
To complete the proof, it suffices to show that fh ∈ W for every h ∈ W and every f ∈ H∞(T, µ).
Now we assume that u is a nonzero element in Lα
′
(T, µ), then it follows from lemma 44 (2b)
hu ∈ WLα′ (T, µ) ⊂ Lα (T)Lα′ (T) ⊂ L1 (T). Since f ∈ H∞, define ϕ(h) = ∫T hgdµ for all
h ∈ Lα(T, µ) , now we have c−n =
∫
T fz
ndµ = ϕ(zn) = 0, for all n > 0, which implies that the






n ∈ P+ for all n > 0. Hence the Cesaro means
σn(f) =











Observe that σn(f)h ∈ P+W ⊂ W and u ∈ Lα
′
(T), it follows that σn(f)h→ fh in σ(Lα (T) , Lα
′
(T))
topology. Since W is σ(Lα (T) , Lα
′
(T))-closed, fh ∈ W . This completes the proof.
A key ingredient is based on the following result that uses the Herglotz kernel in [9].
Lemma 47. {|h| : 0 6= h ∈ H1(T, µ)} = {f ∈ L1(T, µ) : f ≥ 0 and log f ∈ L1(T, µ)} , In fact,





w − z log f(w)dµ(w)
defines an outer function h on D and |h| = f on T.
The following result is a factorization theorem for Lα(T, µ).
Theorem 48. Let α be a ‖·‖1-dominating normalized gauge norm on L∞ (T, µ). If k ∈ L∞(T, µ),
k−1 ∈ Lα(T, µ), then there is a unimodular function u ∈ L∞(T, µ) and an outer function s ∈
H∞(T, µ) such that k = us and s−1 ∈ Hα(T, µ).
Proof. Recall that an outer function is uniquely determined by its absolute boundary values, which
are necessarily absolutely log integrable. Suppose k ∈ L∞(T, µ), k−1 ∈ Lα(T, µ), on the circle
we have
− |k| < − log |k| = log |k−1| ≤ |k−1|











Hence |k−1| is log integrable, by lemma 47,there is an outer function h ∈ H1(T, µ) such that
|h| = |k−1| on T. If we let s = h−1 and u = kh, we know h is outer, s = h−1 is analytic on D,
51
also, |s| = |h−1| = |k| ∈ L∞, so s ∈ H∞ such that k = us where u is unimodular. Further, since
h ∈ H1 (µ) and uk−1 ∈ Lα(T, µ) , it follows that s−1 = h = uk−1 ∈ H1(T, µ) ∩ Lα(T, µ) =
Hα(T, µ).
We let B = {f ∈ L∞(T, µ) : ‖f‖∞ ≤ 1} denote the closed unit ball in L∞(T, µ).
Lemma 49. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ). Then B = {f ∈
L∞(µ) : ‖f‖∞ ≤ 1} is α-closed.
Proof. Suppose {fn} is a sequence in B, f ∈ Lα and α(fn − f) → 0. Since ‖f‖1 ≤ α(f). it
follows that ‖fn−f‖1 → 0, which implies that fn → f in µ-measure. Then there is a subsequence
{fnk} such that fnk → f a.e. (µ). Hence f ∈ B.
The following theorem and its corollary relate the closed invariant subspaces of Lα(T, µ) to
the weak*-closed invariant subspaces of L∞.
The following lemma is the Krein-Smulian theorem from [15].
Lemma 50. Let X be a Banach space. A convex set in X# is weak* closed if and only if its
intersection with B = {φ : ‖φ‖ ≤ 1} is weak* closed.
Theorem 51. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ). Let M be an
σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα(T, µ) with zM ⊆M . Then
(1) M ∩ L∞ (T) is weak*-closed in L∞ (T),





Proof. For (1), to prove M ∩ L∞(T, µ) is weak*-closed in L∞(T, µ), using the Krein-Smulian
theorem, we only need to show that M ∩ L∞(T, µ) ∩ B, i.e., M ∩ B, is weak*-closed. If {fλ} is a
net in M ∩ B and fλ → f weak* in L∞(T, µ), then, for every g ∈ L1(T, µ),
∫
T(fλ − f)gdµ→ 0.
Since α′ ≥ ‖cdot.‖1, Lα′(T, µ) ⊂ L1(T, µ) and we have fλ → f in σ(Lα (T) , Lα
′
(T)) topology,
so f ∈ M . Since B is weak* closed, f ∈ B ,thus f ∈ W ∩ B. Hence M ∩ B is weak*-closed in
L∞(µ).
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For (2), since M is σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα(T, µ), it is clear that




. Suppose f ∈ M and let k = 1|f |+1 . Then k ∈ L∞(T, µ), k−1 ∈
Lα(T, µ). It follows from theorem 48 that there is an s ∈ H∞(T, µ), s−1 ∈ Hα(T, µ) and an
unimodular function u such that k = us, so sf = ukf = u f|f |+1 ∈ L∞(T, µ). There is a sequence
{sn} in H∞(T, µ) such that sn → s−1 in σ(Lα (T) , Lα
′
(T)) topology. For each n ∈ N, it follows
from lemma 46 that snsf ∈ H∞(µ)H∞(µ)M ⊂ M and snsf ∈ H∞(µ)L∞(µ) ⊂ L∞(µ), which




T(snsf − f)gdµ =∫
T(sn − s−1)sfgdµ. Since sn → s−1 in σ(Lα (T) , Lα
′
(T)) topology, and sfg ∈ Lα′ (T), ∫T(sn −









Lemma 52. A weak*-closed linear subspace M of L∞(T, µ) satisfies zM ⊂ M if and only if
M = ϕH∞(T, µ) for some unimodular function ϕ or M = χEL∞(T, µ), for some Borel subset E
of T.
Theorem 53. Suppose µ is Haar measure on T and tet α be a ‖ · ‖1-dominating normalized
gauge norm on L∞ (T, µ). Let W be an σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα (T) with
zW ⊆ W if and only if either W = ϕHα(µ) for some unimodular function ϕ, or W = χELα(µ),
for some Borel subset E of T. If 0 6= W ⊂ Hα(µ), then W = ϕHα(µ) for some inner function ϕ.
Proof. Let M = W ∩ L∞(T, µ), it follows from the (1) in theorem 51 that M is weak* closed in
L∞(T, µ). Since zW ⊂ W , it is easy to check that zM ⊂M . Then by lemma 52, we can conclude
that eitherM = ϕH∞(T, µ) for some unimodular function ϕ orM = χEL∞(T, µ), for some Borel













= ϕHα(T, µ), for some unimodular function ϕ. If
M = χEL














α(T, µ), for some Borel subset E of T. The proof is completed.
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4.4 The Extension of Beurling Theorem in Finite von Neumann Algebras
LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ. Given a von Neu-
mann subalgebraD ofM, a conditional expectation Φ:M→D is a positive linear map satisfying
Φ(I) = I and Φ(x1yx2) = x1Φ(y)x2 for all x1, x2 ∈ D and y ∈ M. There exists a unique con-
ditional expectation Φτ : M → D satisfying τ ◦ Φτ (x) = τ(x) for every x ∈ M. Now we recall
noncommutative Hardy spaces H∞(M, τ) in [3].
Definition 54. Let A be a weak* closed unital subalgebra ofM, and let Φτ be the unique faithful
normal trace preserving conditional expectation fromM onto the diagonal von Neumann algebra
D = A∩A∗. Then A is called a finite, maximal subdiagonal subalgebra ofM with respect to Φτ
if
(1) A+A∗ is weak* dense inM,
(2) Φτ (xy) = Φτ (x)Φτ (y) for all x, y ∈ A.
Such A will be denoted by H∞(M, τ), and A is also called a noncommutative Hardy space.
Example 10. LetM = L∞(T, µ), and τ(f) = ∫ fdµ for all f ∈ L∞(T, µ). Let A = H∞(T, µ),
then D = H∞(T, µ) ∩H∞(T, µ)∗ = C. Let Φτ be the mapping from L∞(T, µ) onto C defined by
Φτ (f) =
∫
fdµ. Then H∞(T, µ) is a finite, maximal subdiagonal subalgebra of L∞(T, µ).
Example 11. Let M = Mn(C) be with the usual trace τ . Let A be the subalgebra of lower
triangular matrices, now D is the diagonal matrices and Φτ is the natural projection onto the
diagonal matrices. Then A is a finite maximal subdiagonal subalgebra ofMn(C).
Let M be a finite von Neumann algebra with a faithful, normal, tracial state τ , Φτ be the
conditional expectation and α be a normalized, unitarily invariant ‖‖1-dominating norm on M.
Let Lα(M, τ) be the α closure ofM,i.e., Lα(M, τ) = [M]α and (Lα(M, τ))′ be the dual space
of Lα(M, τ), more details about the dual space of Lα(M, τ) is in [12]. Similarly, we define
Hα(M, τ) = H∞(M, τ)σ(L
α(M,τ),Lα
′
(M,τ)) ∩ Lα(M, τ), H∞0 (M, τ) = ker(Φτ ) ∩ H∞(M, τ)
and Hα0 (M, τ) = ker(Φτ ) ∩Hα(M, τ).
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Example 12. Let α = ‖ ·‖p, then Lp(M, τ) = [M]p, Hp(M, τ) = H∞(M, τ)σ(L
p(M,τ),Lq(M,τ))∩
Lp(M, τ).
In [56], K. S. Saito characterized the noncommutative Hardy spacesHp(M, τ) andHp0 (M, τ).
Lemma 55. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ , and
then
(1) H1(M, τ) = {x ∈ L1(M, τ) : τ(xy) = 0 for all y ∈ H∞0 },
(2) H10 (M, τ) = {x ∈ L1(M, τ) : τ(xy) = 0 for all y ∈ H∞},
(3) H10 (M, τ) = {x ∈ H1(M, τ) : Φτ (xh) = 0}.
Theorem 56. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and α
be a normalized, unitarily invariant ‖·‖1,τ -dominating norm onM. LetH∞ be a finite subdiagonal
subalgebra of M. Then there exists a faithful normal tracial state τ such that Hα(M, τ) =
H1(M, τ) ∩ Lα(M, τ).




Lα(M, τ) ⊆ Lα (M, τ). For every x ∈ Hα(M, τ) = H∞(M, τ)σ(L
α(M,τ),Lα
′
(M,τ)) ∩ Lα(M, τ),
there exists a net xn in H∞(M, τ) such that xn → x in σ(Lα (M, τ) , Lα
′
(M, τ)) topology.
Since xn ∈ H∞(M, τ) ⊆ H1(M, τ), τ(xny) = 0 for all y ∈ H∞(M, τ),Φ(y) = 0. We know
xn → x in σ(Lα (M, τ) , Lα
′
(M, τ)) topology, so ∀y ∈ H∞(M, τ), τ(xny) → τ(xy). There-
fore, for all y ∈ H∞(M, τ),Φ(y) = 0,τ(xy) = 0. Thus Hα(M, τ) ⊆ H1(M, τ). Therefore,
Hα(M, τ) ⊆ H1(M, τ) ∩ Lα(M, τ).
Next, we show that Hα(M, τ) = H1(M, τ) ∩ Lα(M, τ).
Assume, via contradiction, that Hα(M, τ) ( H1(M, τ) ∩ Lα(M, τ). By the Hahn-Banach
theorem, there is a σ(Lα (M, τ) , Lα′ (M, τ))-continuous functional Φ on Lα (M, τ) and x ∈
H1(M, τ) ∩ Lα(M, τ) such that Φ(x) = 0 and Φ(y) = 0 for ∀y ∈ Hα(M, τ). Since ξ ∈
Lα
′
(M, τ) such that Φ(z) = τ(zξ),∀z ∈ Lα(M, τ), we have Φ(y) = τ(yξ),∀y ∈ Hα(M, τ) ⊆
Lα(M, τ). Because ξ ∈ Lα′ (M, τ) ⊆ L1(M, τ) and Φ(y) = τ(yξ),∀y ∈ H∞(M, τ), ξ ∈
H1(M, τ)0.
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Since x ∈ H1(M, τ), τ(xξn) = 0,∀ξn ∈ H∞(M, τ)0. There exists a net ξn ∈ H∞(M, τ)0 such
that ξn → ξ in ‖‖1 topology, so τ(ξn)→ τ(ξ). By lemma 3.4 in [12], τ(xξn)→ τ(xξ). Therefore,
Φ(x) = τ(xξ) = 0, which contradicts Φ(x) = 0. Thus, Hα(M, τ) = H1(M, τ)∩Lα(M, τ).
Theorem 57. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and α
be a normalized, unitarily invariant, ‖‖1-dominating norm onM. Let H∞ be a finite subdiagonal
subalgebra ofM. If k ∈ M and k−1 ∈ Lα (M, τ) , then there are unitary operators u1, u2 ∈ M
and s1, s2 ∈ H∞ such that k = u1s1 = s2u2 and s−11 , s−12 ∈ Hα(M, τ).
Proof. Suppose k ∈ M with k−1 ∈ Lα(M, τ). Assume that k = v |k| is the polar decomposition
of k in M, where v is a unitary in M. Then from the assumption that k−1 = |k|−1 v∗, so we
have |k|−1 ∈ Lα(M, τ) ⊂ L1(M, τ). Since |k| inM positive, we have |k|− 12 ∈ L2(M, τ) and
|k| 12 ∈M. There exists a unitary operatoru1 ∈Mand s1 ∈ H∞ such that
The following density theorem also plays an important role in the proof of our main result of
the chapter.
Theorem 58. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and α
be a normalized, unitarily invariant, ‖‖1-dominating norm onM. IfW is a σ(Lα (M, τ) , Lα
′
(M, τ))-
closed subspace of Lα(M, τ) and N is a weak* closed linear subspace ofM such thatWH∞ ⊂
W and NH∞ ⊂ N , then
(1) N = N σ(Lα(M,τ),Lα
′
(M,τ)) ∩M,













where Sw∗ is the weak*-closure of S inM.
Proof. For (1), it is clear thatN ⊆ N σ(Lα(M,τ),Lα
′
(M,τ))∩M. Assume, via contradiction, thatN (
N σ(Lα(M,τ),Lα
′
(M,τ)) ∩M. Note that N is a weak* closed linear subspace ofM and L1(M, τ)
is the predual space of (M, τ). It follows from the Hahn-Banach theorem that there exist a ξ ∈
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L1(M, τ) and an x ∈ N σ(Lα(M,τ),Lα
′
(M,τ)) ∩M such that
(a) τ(ξx) 6= 0 and (b) τ(ξy) = 0 for all y ∈ N .
We claim that there exists a z ∈M such that
(a′) τ(zx) 6= 0 and (b′) τ(zy) = 0 for all y ∈ N . Actually assume that ξ = |ξ∗|v is the polar
decomposition of ξ ∈ L1(M, τ), where v is a unitary element in M and |ξ∗| is in L1(M, τ) is
positive. Let f be a function on [0,∞) defined by the formula f(t) = 1 for 0 ≤ t ≤ 1 and
f(t) = 1/t for t > 1. We define k = f(|ξ∗|) by the functional calculus. Then by the construction
of f , we know that k ∈M and k−1 = f−1(|ξ∗|) ∈ L1(M, τ). It follows from theorem 57 that there
exist a unitary operator u ∈ M and s ∈ H∞ such that k = us and s−1 ∈ H1(M, τ). Therefore,
we can further assume that {tn}∞n=1 is a sequence of elements in H∞ such that ‖s−1 − tn‖1,τ → 0.
Observe that
(i) Since s, tn are in H∞, for each y ∈ N we have that ytns ∈ NH∞ ⊆ N and τ(tnsξy) =
τ(ξytns) = 0,
(ii) We have sξ = (u ∗ u)s(|ξ∗|v) = u ∗ (k|ξ∗|)v ∈M, by the definition of k,
(iii) From (a) and (i), we have 0 6= τ(ξx) = τ(s−1sξx) = lim
n→∞
τ(tnsξx).
Combining (i), (ii) and (iii), we are able to find an N ∈ Z such that z = tNsξ ∈M satisfying
(a′) τ(zx) 6= 0 and (b′) τ(zy) = 0 for all y ∈ N .
Recall that x ∈ N σ(Lα(M,τ),Lα
′
(M,τ))
. Then there is a sequence {xn} ⊆ N such that xn → x in
σ(Lα (M, τ) , Lα′ (M, τ)) topology. We have
|τ(zxn)− τ(zx)| → 0.
Combining with (b′) we conclude that τ(zx) = lim
n→∞
τ(zxn) = 0. This contradicts with the result
(a′). Therefore, N = N σ(Lα(M,τ),Lα
′
(M,τ)) ∩M.
For (2), letW ∩Mw∗ be the weak*-closure ofW∩M inM. In order to show thatW∩M =
W ∩Mw∗, it suffices to show thatW ∩Mw∗ ⊆ W . Assume, to the contrary, thatW ∩Mw∗ *
W . Thus there exists an element x in W ∩Mw∗ ⊂ M ⊆ Lα(M, τ), but x /∈ W . Since W is
a σ(Lα (M, τ) , Lα′ (M, τ))-closed subspace of Lα(M, τ), by the Hahn-Banach theorem, there
exists a ξ ∈ L1(M, τ) such that τ(ξx) 6= 0 and τ(ξy) = 0 for all y ∈ W . Since ξ ∈ L1(M, τ), the
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linear mapping τξ :M→ C, defined by τξ(a) = τ(ξa) for all a ∈ M is weak*-continuous. Note
that x ∈ W ∩Mw∗ and τ(ξy) = 0 for all y ∈ W . We know that τ(ξx) = 0, which contradicts
with the assumption that τ(ξx) 6= 0. HenceW ∩Mw∗ ⊆ W , soW ∩M =W ∩Mw∗.
For (3), sinceW is σ(Lα (M, τ) , Lα′ (M, τ))-closed, we haveW ∩Mσ(Lα(M,τ),Lα
′
(M,τ)) ⊆
W . Now we assume W ∩Mσ(Lα(M,τ),Lα
′
(M,τ)) ( W ⊆ Lα(M, τ). By the Hahn-Banach the-
orem, there exists an x ∈ W and ξ ∈ L1(M, τ) such that τ(ξx) 6= 0 and τ(ξy) = 0 for all
y ∈ W ∩Mσ(Lα(M,τ),Lα
′
(M,τ))
. Let x = v|x| be the polar decomposition of x in Lα(M, τ), where
v is a unitary element in M. Let f be a function on [0,∞) defined by the formula f(t) = 1
for 0 ≤ t ≤ 1 and f(t) = 1/t for t > 1. We define k = f(|x|) by the functional calcu-
lus. Then by the construction of f , we know that k ∈ M and k−1 = f−1(|x|) ∈ Lα(M, τ).
It follows from theorem 57 that there exist a unitary operator u ∈ M and s ∈ H∞ such that
k = su and s−1 ∈ Hα(M, τ). A little computation shows that |x|k ∈ M which implies that
xs = xsuu∗ = xku∗ = v(|x|k)u∗ ∈ M. Since s ∈ H∞, we know xs ∈ WH∞ ⊆ W and
thus xs ∈ W ∩ M. Furthermore, note that (W ∩M)H∞ ⊆ W ∩M. Thus, if t ∈ H∞ we
see xst ∈ W ∩M, and τ(ξxst) = 0. Since Hα(M, τ) = H∞σ(Lα(M,τ),Lα
′
(M,τ)) ∩ Lα(M, τ),
∀ ∈ Hα(M, τ) and there is a net tn in H∞ such that tn → t in σ(Lα (M, τ) , Lα
′
(M, τ)) topol-
ogy. We have ξxs ∈ Lα′ (M, τ) because α′(ξxs) ≤ α′(ξ)‖xs‖. Therefore, τ(ξxstn) → τ(ξxst),
which follows that τ(ξxst) = 0 for all t ∈ Hα(M, τ). Since s−1 ∈ Hα(M, τ), we see that












. Note that S ⊆ Sσ(Lα(M,τ),Lα
′
(M,τ))∩
M. From (2), we know that Sσ(Lα(M,τ),Lα
′


























Before we obtain our main result in the chapter, we call the definitions of internal column sum
of a family of subspaces, and the lemma in [6].
Definition 59. (from [6]) LetM be a finite von Neumann algebra with a faithful, normal, tracial
state τ and α be a normalized, unitarily invariant, ‖  ‖1-dominating norm. Suppose X be a closed
subspace of Lα(M, τ) with α ∈ N∆ (M, τ). Then X is called an internal column sum of a family
of closed subspaces {Xλ}λ∈Λ of Lα(M, τ), denoted by X =
⊕col
λ∈ΛXλ if
(1) X∗µXλ = {0} for all distinct λ, µ ∈ Λ, and





Lemma 60. (from [6]) Let M be a finite von Neumann algebra with a faithful, normal, tracial
state τ and α be a normalized, unitarily invariant ‖ · ‖1-dominating norm on M. Let H∞ be a
finite subdiagonal subalgebra ofM and D = H∞ ∩ (H∞)∗. Assume thatW ⊆ M is a weak*-
closed subspace such thatWH∞ ⊆ W . Then there exists a weak*-closed subspace Y ofM and
a family {uλ}λ∈Λof partial isometries inM such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = H∞0 Yw∗,
(4)W = Y ⊕col (⊕colλ∈ΛuλH∞).
Now we are ready to prove our main result of the chapter, the generalized Beurling Theorem
for noncommutative Hardy spaces associated with finite von Neumann algebras.
Theorem 61. LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ and α
be a normalized, unitarily invariant, ‖‖1-dominating norm onM.Let H∞ be a finite subdiagonal
subalgebra of M and D = H∞ ∩ (H∞)∗. If W is a closed subspace of Lα(M, τ) such that
WH∞ ⊆ W , then there exists a σ(Lα (M, τ) , Lα′ (M, τ)) closed subspace Y of Lα(M, τ) and
a family {uλ}λ∈Λ of partial isometries inM such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u∗λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
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(4)W = Y ⊕col (⊕colλ∈ΛuλHα).
Proof. SupposeW is a closed subspace of Lα(M, τ) such thatWH∞ ⊂ W . Then it follows from
part(2) of the theorem 58 thatW∩M is weak* closed in (M, τ), we also notice L∞(M, τ) =M,
and Hα(M, τ) = H∞σ(Lα(M,τ),Lα
′
(M,τ)) ∩ Lα(M, τ). It follows from the lemma 60 that







where Y1 is a closed subspace of L∞(M, τ) such that Y1 = Y1H∞0 w∗, and where ui are partial
isometries inW∩Mwith u∗jui = 0 if i 6= j and with u∗iui ∈ D. Moreover, for each i, u∗iY1 = {0},
left multiplication by the uiu∗i are contractive projections fromW∩M onto the summands uiH∞,
and left multiplication by I −∑i uiu∗i is a contractive projection fromW ∩M onto Y1.












In fact it is obvious that uiH∞
σ(Lα(M,τ),Lα
′








Lα(M, τ), there is a net {xn}∞n=1 ⊆ H∞ such that uixn → x in σ(Lα (M, τ) , Lα
′
(M, τ)) topol-
ogy. By the choice of ui, we know that u∗iui ∈ D ⊆ H∞, so u∗iuixn ∈ H∞ for each n ≥ 1. So
u∗iuixn → u∗ix in σ(Lα (M, τ) , Lα
′




Lα(M, τ) = Hα (M, τ). Again from the choice of ui, we know that uiu∗iuixn = uixn for each










α. Now from parts (3) and (4) of the theorem 58 and





































(M,τ)) ∩M = Y1H∞0 w∗ = Y1.
Hence from part (3) of the theorem 58 we have that
Y ⊇ YH∞0 σ(L
α(M,τ),Lα
′


















. Moreover, it is not difficult to verify that for each i, left
multiplication by the uiu∗i are contractive projections from K onto the summands uiHα, and left




A GENERALIZED BEURLING THEOREM FOR HARDY SPACES ON
MULTIPLY CONNECTED DOMAINS
In [11], Yanni Chen, Don Hadwin, Zhe Liu and Eric Nordgren proved a version of the Beurling-
Helson-Lowdenslager invariant subspace theorem for operators on certain Banach spaces of func-
tions on multiply connected domains in C. The norms for these spaces are either the usual
Lebesgue and Hardy space norms or certain continuous gauge norms. In this chapter, we study the
norms for Hardy spaces on a multiply connected domain are gauge norms without ‖‖1-dominating,
then characterize the Hardy spaces for such norms. Finally we prove that the generalized Beurl-
ing theorem holds in this context. It also extended the results in chapter 2 from simple connected
domains to multiply connected domains. The key ingredients in the proof of our result include a
factorization theorem and a density theorem.
5.1 Introduction
Let Ω be a finitely connected domain in C with analytic boundary curves Γ. The Lebesgue spaces
are defined relative to harmonic measure ω corresponding to an arbitrarily chosen point ŵ in Ω.
The domain Ω has an analytic covering map τ from the unit disk D onto Ω which induces a
measure preserving transformation from the unit circle T onto Γ, and consequently an isometric
composition operator Cτ from the Lebesgue space Lp(Γ, ω) for 1 ≤ p ≤ ∞ into its counterpart
Lp(T,m) on the circle, where m is normalized Lebesgue measure on T. The Hardy spaces on Ω
were introduced by Parreau [50] and Rudin [52] as consisting of analytic functions f with |f |p
dominated by some harmonic function. As on the disk, these functions have boundary limits,
and hence the spaces Hp(Ω) may be identified with isometrically isomorphic subspaces Hp(Γ)
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of Lp(Γ, ω). More background about Hardy spaces on multiply connected domains seen in [11],
[63],[24] and [25]. Also, In [51] and [47] , we can find more information about harmonic functions,
periods, and harmonic conjugate.
In [5], [40], they got different versions of the Beurling theorems in this context. Later Sarason
[58], Hasumi [38], Voichick [65], and Rudol [54] Further studied the area, although by using
Royden’s definition of inner function (see [51]), there are the simpler more traditional form of
theorems (see Theorems 75). Their version is modeled on the one obtained by Royden [51] for
Hardy spaces on a multiply connected domain. It describes the invariant subspaces of the set of
all multiplication operators induced by bounded analytic functions but does not address the more
difficult question of the invariant subspaces of “multiplication by z” alone which was attacked by
Royden [51], Hitt [42], and Aleman and Richter [1, 2]. In [11], Chen, Hadwin, Liu and Nordgren
proved a version of the Beurling-Helson-Lowdenslager invariant subspace theorem for operators
on certain Banach spaces of functions on a multiply connected domain in C. The norms for these
spaces are either the usual Lebesgue and Hardy space norms or certain continuous gauge norms.
The Hardy space theory of the unit circle has been extended by W. Liu, H.Fan and D. Hadwin in
chapter 2 and the first author [9, 10]by considering norms that are more general than the Lebesgue
norms. We further study the gauge norms in section 2. In addition to the continuous gauge norms
α on L∞(Γ, ω) with ‖‖1-dominating property, we consider more general continous gauge norms α
without ‖‖1-dominating property. This leads us to general Lebesgue spaces Lα(Γ, ω) and Hardy
spacesHα(Γ) where we obtain a general Beurling theorem (see Theorem 75) in Section 3 by using
a slight modification of the proof of the first author in [10] (see also [26, 27]).
5.2 Gauge norms on Γ
In [9] the first author introduced the study of Hardy spaces on T under a family of norms that
properly includes the p -norms. You also see more information about gauge norms in section 2
in chapter 2. Since our interest is in the space Γ with the measure ω, we will introduce norms of
this type in a more general setting. Let ω be a nonatomic probability measure on a σ-algebra in a
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set Ω, and let α be a norm on L∞(Ω, ω). Suppose (Ω,Σ, ω) is a probability space. A norm α on
L∞(Ω, ω) is a normalized gauge norm if
1. α(1) = 1,
2. α(|f |) = α(f) for every f ∈ L∞(Ω, ω).




that is, whenever {En} is a sequence in Σ and ω (En)→ 0, we have α (χEn)→ 0.
We say that a normalized gauge norm α is c‖ · ‖1,ω-dominating for some c > 0 if
α(f) ≥ c‖f‖1,ω, for every f ∈ L∞(Ω, ω).
A gauge norm α may be extended to all measurable complex functions f on Ω by
α(f) = sup {α(s) : s is a simple function and 0 ≤ s ≤ |f |} .
Let Lα(Ω, ω) consist of all measurable functions f such that α(f) < ∞. If α is a continuous
dominating gauge norm on L∞(Ω, ω), then its extension to Lα(Ω, ω) has the same properties.
The space Lα(Ω, ω) is a Banach space, and we define Lα(Ω, ω) to be the closure of L∞(Ω, ω) in
Lα(Ω, ω).





∣∣∣ : h ∈ L∞(Ω, ω) and α(h) ≤ 1} .
The following are Lemma 2.6 and Proposition 2.7 of [9].
Lemma 62. The dual norm α′ of a dominating gauge norm α is also a dominating gauge norm.
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)# is Lα′(Ω, ω) in the sense that if ϕ is a continuous linear functional on
Lα(Ω, ω), then there exists a unique F ∈ Lα′(Ω, ω) satisfying ‖ϕ‖ = α′(F ) such that for all





Throughout the rest of the chapter, without explicit assumption to the contrary, α will be as-
sumed to be a continuous, normalized gauge norm on Lα(Γ, ω). The set of these norms constitute
a set that we will label N. Also N∞ will be N with the essential supremum norm adjoined.
Hardy spaces in this context are obtained by defining Hα(Γ) to be the subspace of Lα(Γ, ω) ob-
tained by taking the α-norm closure of H∞(Γ). Since Lα(Γ, ω) is a closed subspace of L1(Γ, ω),
Hα(Γ) is a closed subspace of H1(Γ). Thus we may define Hα(Ω) as the subspace of H1(Ω)
consisting of those functions whose boundary functions are in Hα(Γ). For f ∈ Hα(Ω) and w ∈ Ω
we have f(w) =
∫
Γ
f dωw, and since ωw is boundedly absolutely continuous with respect to ω, it
follows from the dominating property that point evaluations are continuous linear functionals on
Hα(Ω) and by extension on Hα(Γ). Thus Hα(Ω) is a functional Banach space, and provides an
equivalent but different view to Hα(T).
Since L∞ (Ω, ω) with the norm α is dense in Lα(Ω, ω), they have the same dual spaces. We prove
in the next lemma that the normed dual (Lα(Ω, ω), α)# = (L∞ (Ω, ω) , α)# can be viewed as a vec-






The following Lemma and two Theorems from the chapter 2.
Lemma 63. Suppose (Ω,Σ, ω) is a probability space and α is a continuous normalized gauge
norm on L∞(Ω, ω). Then
(1) if ϕ : L∞(Ω, ω) → C is an α-continuous linear functional, then there is a w ∈ L1(Ω, ω) such
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that ϕ = ϕw,
(2) if ϕw is α-continuous on L∞(Ω, ω), then
(a) ‖w‖1,ω ≤ ‖ϕw‖ =
∥∥ϕ|w|∥∥ ,
(b) given ϕ in the dual of Lα(Ω, ω2), i.e., ϕ ∈ (Lα(Ω, ω2))# , there exists a w ∈ L1(Ω, ω2), such
that
∀f ∈ L∞(Ω, ω2), ϕ(f) =
∫
Ω
fwdω2 and wLα(Ω, ω2) ⊆ L1(Ω, ω2).
Theorem 64. Suppose (Ω,Σ, ω1) is a probability space and α is a continuous normalized gauge
norm on L∞(Ω,Σ, ω1) and ε > 0. Then there exists a constant c with 1 − ε < c ≤ 1 and a
probability measure ω2 on Σ that is mutually absolutely continuous with respect to ω1 such that α
is c‖ · ‖1,ω2-dominating.
If we take Ω = Γ, Theorem 64 holds for the probability space (Ω, ω) = (Γ, ω). We can check
the Lp-version of the Helson-Lowdenslager theorem also holds, in a sense, on Γ when ω1 is re-







Hp (Γ, ω1). This result is well-known as the following corollary in [9].
Corollary 65. Suppose ω2 is a probability measure on Γ and ω1 << ω2 and ω2 << ω1. Let
g = dω2/dω1 and suppose 1 ≤ p < ∞. Suppose W is a closed subspace of Lp(Γ, ω2), and
zW ⊂ W . Then g 1pW = χEL1(Γ, ω1) for some Borel subset E of Γ or g
1
pW = ϕHp(Γ, ω1) for
some unimodular function ϕ.
Theorem 66. Suppose ω1 and ω2 are probability measures on Σ and they are mutually absolutely
continuous. i.e, ω1 << ω2 and ω2 << ω1. Let g = dω2/dω1 and suppose 1 ≤ p <∞. Suppose W





p(Γ, ω1) for some Borel subset E of Γ or
(2) g
1
pW = ϕHp(Γ, ω1) for some unimodular function ϕ ∈ H∞(Γ) such that |ϕ| is constant on
each of the components of Γ.
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Suppose α is a continuous normalized gauge norm on L∞(Γ, ω1). suppose that c > 0 and ω2 is
a probability measure on Γ such that ω1 << ω2 and ω2 << ω1 and α is c‖ · ‖1,ω2-dominating. We
let g = dω2/dω1 and g > 0. We consider two cases
(1)
∫ |log g| dω1 <∞,
(2)
∫ |log g| dω1 =∞.
We define Lp (Γ, ω2) to be the ‖·‖p,ω2-closure of L∞ (Γ, ω2) and defineHp(Γ, ω2) to be ‖·‖p,ω2-
closure of the polynomials for 1 ≤ p < ∞. Denote L∞(Γ, ω1) = L∞(ω1), Lp(Γ, ω1) = Lp(ω1)
and Hp(Γ, ω1) = Hp(ω1).
Lemma 67. The following are true:
(1)
∫ |log g| dω1 <∞⇔ there is an outer function h ∈ H1 (ω1) with |h| = g,
(2)
∫ |log g| dω1 =∞⇔ H1 (ω2) = L1 (ω2).
Proof. Clearly H1 (ω2) is a closed z-invariant subspace of L1 (ω2). Thus, by corollary 65, either
gH1 (ω2) = ϕH
1 (ω1) for some unimodular ϕ or gH1 (ω2) = χEL1 (ω1) for some Borel set
E ⊂ T.
For (1), if gH1(ω2) = ϕH1(ω1) for some unimodular ϕ, and 0 < g ∈ gH1(ω2), then 0 6= ϕg ∈
H1(ω1) which implies log g = log |ϕg| ∈ L1(ω1). It is a standard fact that if g > 0 and log g are in
L1(ω1), then there exists an outer function h ∈ H1(ω1) with the same modulus as g,(i.e., |h| = g).
Therefore, (1) is proved by Lemma 3.2 in [10].
For (2), Since gH1(ω2) = ϕH1(ω1) if and only if
∫ |log g| dω1 <∞. Suppose ∫ |log g| dω1 =
∞. Then gH1 (ω2) = χEL1 (ω1) . We have g = χEf for some f ∈ L1(ω1), which implies χE = 1
since g > 0. Thus gH1 (ω2) = L1 (ω1) = gL1(ω1), which implies H1(ω2) = L1(ω2). Conversely,
if H1(ω2) = L1(ω2), then gH1 (ω2) = gL1 (ω2) = L1 (ω1) = χTL1(ω1), which means gH1(ω2) 6=
ϕH1(ω1), i.e.,
∫ |log g| dω1 =∞.
There is an important characterization of outer functions in H1 (ω1).
Lemma 68. A function f is an outer function in H1 (ω1) if and only there is a real harmonic
function u with harmonic conjugate u such that
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(1) u ∈ L1 (ω1) ,
(2) f = eu+iu,
(3) f ∈ L1 (ω1) .
Through the remainder of following sections we assume
1. α is a continuous normalized gauge norm on L∞ (ω1) .
2. and that c > 0 and ω2 is a probability measure on T such that ω2 << ω1 and ω1 << ω2 and
such that α is c‖ · ‖1,ω2-dominating.
3. h ∈ H1 (ω1) is an outer function, η is unimodular and η¯h = g = dω2/dω1.
Since ω2 and ω1 are mutually absolutely continuous we have L∞(ω1) = L∞(ω2), Lα(ω1) =
Lα(ω2) and Hα(ω1) = Hα(ω2), we will use L∞ to denote L∞(ω1) and L∞(ω2), use Lα to de-
note Lα(ω1) and Lα(ω2), use Hα to denote Hα(ω1) and Hα(ω2). It follows that Lα, L∞, Hα do
not depend on ω2 or ω1. However, this notation slightly conflicts with the classical notation for
L1 (ω1) = L
‖·‖1,ω1 or H1 (ω1) = H‖·‖1,ω1 , so we will add the measure to the notation when we are
talking about Lp or Hp.
Theorem 69. Let g = dω2/dω1 and g > 0, there exists a h ∈ H1 (Γ, ω1) is an outer function,
η is unimodular and η¯h = g = dω2/dω1. We have hL1(Γ, ω2) = L1(Γ, ω1) and hH1(Γ, ω2) =
H1(Γ, ω1).
Proof. We know from our assumption (3) that hL1(ω2) = gηL1 (ω2) = gL1 (ω2) = L1 (ω1) . By
Lemma 67(1), we have gH1 (ω2) = ηH1 (ω1) , so
hH1 (ω2) = ηgH
1 (ω2) = ηηH
1 (ω1) = H
1 (ω1) .
Corollary 70. gH1(ω2) = γH1(ω1) for some unimodular γ ⇔
∫
T |log g| dω1 <∞.
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Proof. Assume gH1(ω2) = γH1(ω1), Since 1 ∈ H1(ω2), g ∈ gH1(ω2), ∃φ ∈ H1(ω1) such that
g = γφ. Since φ ∈ H1(ω1), φ = ψh, where ψ is an inner function and h is an outer function.
Thus,
∫
T |log g| dω1 =
∫
T log |g|dω1 =
∫
T log |h|dω1 <∞, since h is an outer function.
Assume
∫
T |log g| dω1 < ∞, g and log g ∈ L1(ω1), g > 0. Thus there exists an outer function
h ∈ H1(ω1), such that |h| = |g| = g, |h| = φh, |φ| = 1, g = ηh, Define V : L1(ω2) −→ L1(ω1) by
V f = hf , as in Theorem 69, we have hH1(ω2) = H1(ω1), so gH1(ω2) = ηhH1(ω2) = ηH1(ω1).
Let γ = η, then gH1(ω2) = γH1(ω1).
5.3 Beurling-Helson-Lowdenslager Theorem for Lα(Γ, ω)
In this section, we let g = dω2/dω with g > 0 and we consider the first case
∫ |log g| dω < ∞.
Let α be a continuous, normalized gauge norm on L∞(Γ, ω), i.e. α ∈ N. To generalize Beurling-
Helson-Lowdenslager Theorem to the spaces Lα(Γ, ω), we use the same technique as that of the
first author in [10] with a few modifications necessitated by the multiple connectedness of the
domain of the members of Hα(Ω). In that paper invariant subspaces of the single operator multi-
plication by z onLα(T,m) were considered, in which case invariance under that operator is enough
to imply invariance under multiplication by all H∞(T) functions. In the multiply connected case,
the invariant subspaces of the operator multiplication by z are more complicated (see [42, 1, 2]),
and so we assume invariance under multiplication by all H∞(Γ) functions. A basic idea in [10]
was also devised earlier by Gamelin [26, 27] to study invariant subspaces in certain generalized
Hp spaces.
Lemma 71. Suppose f is analytic and has no zeros on Ω and ajis a point in the jth hole of Ω. Then
there exists kj ∈ Z, 1 ≤ j ≤ n and g ∈ H(Ω) such that ϕ(z) = (z − a1)(z − a2 )˙˙(˙z − an)eg(z).
Lemma 72. If u is a real-valuled harmonic function on Ω, then there exists a harmonic unit ua
such that u+ ua is the real part of an analytic function on Ω.
Lemma 73. Hα(Γ) = H1(Γ) ∩ Lα(Γ, ω).
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Proof. Suppose ϕ ∈ Lα(Γ, ω)# is in the annihilator of Hα(Γ). By Proposition 3, there exists
F ∈ Lα′(Γ, ω) such that for all f ∈ Lα(Γ, ω), fF ∈ L1(Γ, ω) and ϕ(f) = ∫
Γ
fF dω.
Because ϕ is in the annihilator of Hα(Γ) we have
∫
Γ
fF dω = 0 for all f ∈ H∞(Γ), and
it follows from Theorem 4.8 of [24] that PF ∈ H1(Γ), where P is the polynomial whose zeros
are the critical points of the Green’s function of Ω with pole at ŵ. Further, because P · (H1(Γ) +
N(Γ)) = H1(Γ), it follows that F ∈ H1(Γ)+N(Γ), and thus F = F1+FN , where F1 ∈ H1(Γ) and
FN ∈ N(Γ). Since 1 ∈ H∞(Γ) and
∫
Γ





1F dω = 0,
and thus F1 ∈ H10 (Γ).
Suppose g ∈ H1(Γ) ∩ Lα(Γ, ω). Then gF ∈ L1(Γ, ω), and because FN is bounded, gF1 ∈
L1(Γ, ω), and consequently Cτ (gF1) ∈ L1(T,m). Also, from g ∈ H1(Γ) and F1 ∈ H10 (Γ), it
follows that Cτ (g) ∈ H1(T) and Cτ (F1) ∈ H10 (T). Thus the product of Cτ (g) and Cτ (F1) is in





T(gF1) ◦ τ dm = 0. Since H2(Γ)∗ and N(Γ) are orthogonal
in L2(Γ, ω), and since H2(Γ) is dense in H1(Γ), it follows that
∫
Γ
gFN dω = 0. Consequently
ϕ(g) = 0, and the Hahn-Banach theorem now implies that g ∈ Hα(Γ), thereby giving us the
required opposite inclusion.
Lemma 74. If b ∈ L∞(Γ, ω) and 1/b ∈ Lα(Γ, ω), then there exists a function ψ having ω-a.e.
constant modulus on each connected component of Γ, and there exists an outer function h ∈
H∞(Γ) such that b = ψh and 1/h ∈ Hα(Γ).
Proof. If b satisfies the hypothesis, then, since Lα(Γ, ω) ⊂ L1(Γ, ω), it follows that log|b| is in-
tegrable, and hence there exists a harmonic function u on Ω with log|b| as its boundary function.
Thus, there exists a harmonic unit u0 such that u − u0 has a harmonic conjugate function v on Ω.
Put h = exp(u − u0 + iv) to get an outer function on Ω such that |h| has a boundary function
|b|e−u0 , and thus h ∈ H∞(Γ). If ψ = b/h, then |ψ| = eu0 which is constant on each of the sets Γj .
Finally, 1/h is in both H1(Γ) and Lα(Γ, ω), and thus Lemma 73 implies 1/h ∈ Hα(Γ).
Proposition 4. Let M be a weak* closed subspace of L∞(Γ, ω) that is invariant under multipli-
cation by all members of H∞(Γ). IfM is the closure of M in Lα(Γ, ω), thenM is also invariant
under multiplication by members of H∞(Γ) and M =M∩ L∞(Γ, ω).
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Proposition 5. Let M be a closed subspace of Lα(Γ, ω) that is invariant under multiplication
by all members of H∞(Γ). If M = M∩ L∞(Γ, ω), then M is weak* closed and invariant and
M = M−α.
Proof. That M is weak* closed follows from the Krein-Šmulian theorem and the method as in
[10]. Invariance is immediate.
It is clear that M−α ⊂ M. Consider f ∈ M, and apply Lemma 74 to b = 1/(|f | + 1),
thereby producing a function ψ with ω-a.e. constant modulus on each component of Γ and an
outer function h ∈ H∞(Γ) with 1/h ∈ Hα(Γ) such that b = ψh. There exists a sequence (hω)
in H∞(Γ) such that α(1/h − hω) → 0 as ω → ∞. Since |hf | = |ψ||f |/(|f | + 1), it follows
that hf ∈ M and hf is bounded, and hence hf ∈ M . The same is true of each hωhf , and
α(f − hωhf) ≤ α(1/h − hω)‖hf‖∞ → 0 as ω → ∞. Therefore f ∈ M−α, and the proof is
complete
With Propositions 4 and 5 in hand we can now prove the principal result, the Beurling, Helson-
Lowdenslager theorem for a space with a continuous, normalized, gauge norm on a multiply con-
nected domain. As mentioned in the introduction, the last statement contains Royden’s version of
Beurling’s theorem in [51, Theorem 1].
Theorem 75. Suppose ω is harmonic measure on Γ and α is a continuous normalized gauge norm
on L∞(Γ, ω). Suppose also that c > 0 and ω2 is a harmonic measur that is mutually absolutely
continuous with respect to ω such that α is c ‖‖1,ω2-dominating and log |dω2/dω| ∈ L1 (Γ, ω) . Let
M be a closed subspace of Lα(Γ, ω) that is invariant under Mψ for every ψ ∈ H∞(Γ). Then
either
(i) M = χELα(Γ, ω) for some measurable subset E of Γ, or
(ii) M = ϕHα(Γ) for some ϕ ∈ L∞(Γ, ω) such that |ϕ| is constant on each of the components
of Γ.
The result is also true in the case where α is the essential supremum norm when M is weak*
closed. WhenM⊂ Hα(Γ) case (ii) holds and the function ϕ is a Royden inner function.
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Proof. Suppose M is a weak* closed subspace of L∞(Γ, ω) that is invariant under Mψ for every
ψ ∈ H∞(Γ), and let M be the closure of M in L2(Γ, ω). The preceding case then applies to
M, and Proposition 4 implies that M is obtained by intersecting M with L∞(Γ, ω). Since the
intersection of χEL2(Γ, ω) with L∞(Γ, ω) is χEL∞(Γ, ω) and the intersection of ϕH2(Γ, ω) with
L∞(Γ, ω) is ϕH∞(Γ, ω), this case is proved.
Next let M be a closed subspace of Lα(Γ, ω) for α ∈ N. By Proposition 5, if M = M ∩
L∞(Γ, ω), then M is weak* closed and invariant under each Mψ with ψ ∈ H∞(Γ). The preceding
case now implies that either M = χEL∞(Γ, ω) or M = ϕH∞(Γ). The closure of M in the α
topology isM, by Proposition 5, the α closure of χEL∞(Γ, ω) is χELα(Γ, ω), and the α closure
of ϕH∞(Γ) is ϕHα(Γ). Thus the proof is completed.
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CHAPTER 6
APPROXIMATE EQUIVALENCE IN VON NEUMANN ALGEBRAS
Suppose A is a separable unital ASH C*-algebra,R is a sigma-finite II∞ factor von Neumann
algebra, and pi, ρ : A → R are unital ∗-homomorphisms such that, for every a ∈ A, the range
projections of pi (a) and ρ (a) are Murray von Neuman equivalent in R.In the chapter, we prove
that pi and ρ are approximately unitarily equivalent moduloKR, whereKR is the norm closed ideal
generated by the finite projections in R. We also prove a very general result concerning approxi-
mate equivalence in arbitrary finite von Neumann algebras.
6.1 Introduction
In 1977 D. Voiculescu [66] proved a remarkable theorem concerning approximate (unitary) equiv-
alence of representations of a separable unital C*-algebra on a separable Hilbert space. The beauty
of the theorem is that the characterization was in terms of purely algebraic terms. This was made
explicit in the reformulation of Voiculescu’s theorem in [29] in terms of rank.
Theorem 76. [66]Suppose B (H) is the set of operators on a separable Hilbert space H and
K (H) is the ideal of compact operators. Suppose A is a separable unital C*-algebra, and pi, ρ :
A → B (H) are unital ∗-homomorphisms. The following are equivalent:
1. There is a sequence {Un} of unitary operators in B (H) such that
(a) Unpi (a)U∗n − ρ (a) ∈ K (H) for every n ∈ N and every a ∈ A.
(b) ‖Unpi (a)U∗n − ρ (a)‖ → 0 for every a ∈ A.
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2. There is a sequence {Un} of unitary operators in B (H) such that, for every a ∈ A,
‖Unpi (a)U∗n − ρ (a)‖ → 0.
3. For every a ∈ A,
rank (pi (a)) = rank (ρ (a)) .
If pi : A → B (H) is a unital ∗-homomorphisms. We will write pi ∼a ρ in B (H) to mean
that statement (2) in the preceding theorem holds and we will write pi ∼a ρ ( K (H)) in B (H) to
indicate statement (1) holds. When the C*-algebra A is not separable, pi ∼a ρ means that there
is a net of unitaries {Uλ} such that, for every a ∈ A, ‖Uλpi (a)U∗λ − ρ (a)‖ → 0. It was shown in
[29] that pi ∼a ρ if and only if rank(pi (a)) =rank(ρ (a)) always holds even when A or H is not
separable, where, for T ∈ B (H), rank(T ) is the Hilbert-space dimension of the projection R (T )
onto the closure of the range of T .
Later H. Ding and the first author extended the notion of rank to operators in a von Neumann
algebraM, i.e., if T ∈ M, thenM-rank(T ) is the Murray von Neumann equivalence class of the
projection R (T ). If p and q are projections in a C*-algebra W , we write p ∼ q in W to mean
there is a partial isometry v ∈ W such that v∗v = p and vv∗ = q. ThusM-rank(T ) =M-rank(S)
if and only if R (S) ∼ R (T ). In [17] they extended Voiculescu’s theorem for representations of
a separable AH C*-algebra into a von Neumann algebra on a separable Hilbert space. When the
algebraA is ASH, their characterization works when the von Neumann algebra is a II1 factor [17]
(See Theorem 79.)
WhenM is a type II∞ factor with a faithful normal tracial weight τ , there are analogues FM
and KM of the finite rank operators and compact operators; namely FM is the ideal generated by
the projections P ∈M with τ (P ) <∞, and KM is the norm closure of FM.
In [33] Rui Shi and the first author proved that ifM is a sigma finite type II∞ factor, A is a
separable unital commutative C*-algebra and pi, ρ : A → M are unital ∗-homomorphisms, then
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pi ∼a ρ (M) if and only if the sequence {Un} of unitary operators in M for which part (2) in
Theorem 76 can be chosen so that, for every n ∈ N and every a ∈ A,
Unpi (a)U
∗
n − ρ (a) ∈ KM .
More recently this result has been extended [23] to the case when A is an AF C*-algebra, and in
[60] to the case when A is AH. In this chapter we extend the results to the case when A is a ASH
C*-algebra. We also extend some of the results in [17] for arbitrary finite von Neumann algebras.
6.2 Finite von Neumann Algebras
A separable C*-algebra is AF if it is a direct limit of finite-dimensional C*-algebras. A separable
C*-algebra is homogeneous if it is a finite direct sum of algebras of the form Mn (C (X)) , where
X is a compact metric space. Such algebras are characterized by the fact that every irreducible
representation is on an n-dimensional Hilbert space. A unital C*-algebra is subhomogeneous if
there is an n ∈ N, such that every representation is on a Hilbert space of dimension at most n;
equivalently, if xn = 0 for every nilpotent x ∈ A. Every subhomogeneous algebra is a subal-
gebra of a homogeneous one. Every subhomogeneous von Neumann algebra is homogeneous; in
particular, if A is subhomogeneous, then A## is homogeneous.
There has been a lot of work determining which separable C*-algebras are AF-embeddable.
A (possibly nonseparable) C*-algebra B is LF if, for every finite subset F ⊂ B and every ε > 0
there is a finite-dimensional C*-algebra D of B such that, for every b ∈ F , dist(b,D) < ε. Every
separable unital C*-subalgebra of a LF C*-algebra is contained in a separable AF subalgebra.
We are interested in a more general property. We say that a unital C*-algebra A is strongly
LF-embeddable if there is an LF C*-algebra B such that A ⊂ B ⊂ A##. It is easily shown that a
ASH algebra is strongly LF-embeddable.
Lemma 77. Suppose B is a unital LF C*-algebra and D =Mn1 (C)⊕ · · · ⊕Mnk (C) andW is a
unital C*-algebra.
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1. If pi, ρ : D →W are unital ∗-homomorphisms and pi (e11,s) ∼ ρ (e11,s) for 1 ≤ s ≤ k, where
{eij,s} is the system of matrix units forMns (C), then pi and ρ are unitarily equivalent inW .
2. If pi, ρ : B → W are unital ∗-homomorphisms such that pi (p) ∼ ρ (p) in W for every
projection p ∈ B, pi ∼a ρ inW .
Proof. (1) Since eii,s ∼ e11,s in D for 1 ≤ i ≤ ns and 1 ≤ s ≤ k, we see that pi (eii,s) ∼ ρ (eii,s)
inW for 1 ≤ i ≤ ns and 1 ≤ s ≤ k. It follows from [17, Theorem 2] that pi and ρ are unitarily
equivalent inW .
(2) Suppose Λ is the set of all pairs λ = (Fλ, ελ) with Fλ a finite subset of B and ελ > 0.
Clearly Λ is directed by (⊂,≥). For λ ∈ Λ, we can choose a finite-dimensional algebra Dλ ⊂ B
such that, for every x ∈ Fλ, dist(x,Dλ) < ελ. It follows from part (1) that there is a unitary
operator Uλ ∈ W such that, for every x ∈ Fλ, Upi (x)U∗ = ρ (x). For each a ∈ Fλ,we can choose
xa ∈ Dλ such that ‖a− xa‖ < ελ.. Hence, for every a ∈ Fλ
‖Uλpi (a)U∗λ − ρ (a)‖ = ‖Uλpi (a− xλ)U∗λ − ρ (a− xλ)‖ < 2ελ.
It follows that, for every a ∈ A,
lim
λ
‖Uλpi (a)U∗ − ρ (a)‖ = 0.
It was shown in [17] that (1)⇒ (2)⇔ (3) in Theorem holds for every C*-algebra A whenM
acts on a separable Hilbert space. The key property of a finite von Neumann algebraM, is that
there is a faithful normal tracial conditional expectation Φ fromM to its center Z (M), and that
for projections p and q inM, we have p and q are Murray-von Neumann equivalent if and only if
Φ (p) = Φ (q).
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Lemma 78. Suppose A is a (possibly nonunital) C*-algebra,M is a finite von Neumann algebra
with center-valued trace Φ : M → Z (M). If pi, ρ : A → M are ∗-homomorphisms such that,
for every a ∈ A,
M-rank (pi (a)) =M-rank (ρ (a)) ,
then
Φ ◦ pi = Φ ◦ ρ .
Proof. We can extend pi and ρ to weak*-weak* continuous *-homomorphisms pˆi, ρˆ : A## →M.
Suppose x ∈ A and 0 ≤ x ≤ 1. Suppose 0 < α < 1 and define fα : [0, 1]→ [0, 1] by
f (t) = dist (t, [0, α]) .
Since f (0) = 0, we see that f (x) ∈ A, and χ(α,1] (x) = weak*-limn→∞ f (x)1/n ∈ A##, so




















































































Φ (pi (x)) = Φ (pˆi (x)) = Φ (ρˆ (x)) = Φ (ρ (x)) .
Since A is the linear span of its positive contractions, Φ ◦ pi = Φ ◦ ρ.
Theorem 79. Suppose A is a strongly LF-embeddable,M is a finite von Neumann algebra with
center-valued trace Φ : M → Z (M). If pi, ρ : A → M are unital ∗-homomorphisms, the
following are equivalent:
1. pi ∼a ρ (M) .
2. M-rank(pi (a)) =M-rank(ρ (a)) for every a ∈ A.
3. Φ ◦ pi = Φ ◦ ρ.
Proof. (3) ⇒ (1). We can extend pi and ρ to weak*-weak* continuous ∗-homomorphisms pˆi, ρˆ :
A## → M. Since Φ is weak*-weak* continuous, it follows that Φ ◦ pˆi = Φ ◦ ρˆ. Since A is
strongly LF-embeddable, there is an LF algebra B such that A ⊂ B ⊂ A##. For every projection
p ∈ B we have
Φ (pˆi (p)) = Φ (ρˆ (p)) ,
which implies that pˆi (p) ∼ ρˆ (p) . Hence,by Lemma 77, pˆi|B ∼a ρˆ|B. inM. Thus pi ∼a ρ (M).
(1)⇒ (3) . Suppose {Uλ} is a net of unitaries inM such that, for every a ∈ A,
‖Uλpi (a)U∗λ − ρ (a)‖ → 0.
Thus, since Φ is tracial and continuous,




λ) = Φ (pi (a)) .
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(3)⇒ (2) . Assume (3) . Then, for any a ∈ A,
















= Φ (R (pi (a))) .
Hence R (pi (a)) ∼ R (ρ (a)) . ThusM-rank(pi (a)) =M-rank(ρ (a)).
(2)⇒ (3) . This is Lemma 78.
Remark 1. It is important to note that the proof of (2)⇒ (3) holds even when A is not unital.
In [29] it was shown that if A is a separable unital C*-algebra and pi and ρ are representations
on separable Hilbert spaces such that, for every x ∈ A
rankpi (x) ≤ rankρ (x) ,
then there is a representation σ such that
pi ⊕ σ ∼a ρ.
In [33], Rui Shi and the first author proved an analogue for representations of separable abelian C*-
algebras into II1 factor von Neumann algebras. This result was extended by Rui Shi and Junsheng
Fang [23] to separable AF C*-algebras. We extend this result further, including separable ASH
C*-algebras.
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Theorem 80. Suppose A is a separable strongly LF-embeddable C*-algebra and M is a II1
factor von Neumann algebra with a faithful normal tracial state τ . Suppose P is a projection in
M and pi : A → PMP and ρ : A →M are unital ∗-homomorphisms such that, for every a ∈ A,
M-rank (pi (a)) ≤M-rank (ρ (a)) .
Then there is a unital ∗-homomorphism σ : A → P⊥MP⊥ such that
pi ⊕ σ ∼a ρ (M) .
Proof. As in the proof of Theorem 79 choose a separable AF C*-algebra B such that A ⊂ B ⊂
A##, and extend pi and ρ to unital weak*-weak* continuous ∗-homomorphisms pˆi and ρˆ with
domainA##. It was shown in [17] that the condition on pi and ρ is equivalent to: for every a ∈M
with 0 ≤ a, τ (pi (a)) ≤ τ (ρ (a)). It follows from weak* continuity that, for every a ∈ A## with
0 ≤ a, τ (pˆi (a)) ≤ τ (ρˆ (a)). In particular this holds for 0 ≤ a ∈ B. However, since B is AF, it
follows from [23] that there is a unital ∗-homomorphism γ : B → P⊥AP⊥ such that
(pˆi|B)⊕ γ ∼a ρˆ|B (M) .
If we let σ = γ|A, we see pi ⊕ σ ∼a ρ (M).
6.3 Representations of ASH algebras relative to ideals
We prove a version of Voiculescu’s theorem for representations of a separable ASH C*-algebras
into sigma-finite type II∞ factor von Neumann algebras. We first prove a more general result. We
begin with a probably well-known lemma.
Lemma 81. Suppose J is a norm closed two-sided ideal in a von Neumann algebraM and J0
is the ideal in M generated by the projections in J . Suppose also that A is a C*-algebra and
pi, ρ : A →M are unital ∗-homomorphism. Then
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1. J is the norm closed linear span of the set of projections in J , so J −‖‖0 = J ,
2. J0 = {T ∈M : T = PTP for some projection P ∈ J },
3. T ∈ J0 if and only if χ(0,∞) (|T |) = R (T ) ∈ J0,
4. If P and Q are projections in J0 then P ∨Q = R (P +Q) ∈ J0,
5. pi−1 (J0)−‖‖ = pi−1 (J ),
6. If {Ai : i ∈ I} is an increasingly directed family of unital C*-subalgebras of A and A =
[∪i∈IAi]−‖‖ , then [∪i∈IAi ∩ pi−1 (J0)]−‖‖ = pi−1 (J ) .
Proof. (1) , (2) , (3) can be found in [44].
(4) . Suppose a ∈ pi−1 (J ). Then pi (a) ∈ J , so
pi (gε (|a|)) = gε (|pi (a)|)χ(ε/2,∞) (|pi (a)|) ∈ J0,
and
‖a− agε (|a|)‖ ≤ ε.
(5) . Let η :M→M/J be the quotient map. Suppose a ∈ pi−1 (J ) and ε > 0. Then there is
an i ∈ I and a b ∈ Ai such that ‖a− b‖ < ε. Thus
‖(η ◦ (pi|Ai)) (b)‖ = ‖(η ◦ pi) (b)‖ = ‖(η ◦ pi) (b− a)‖ ≤ ε,
so there is a w ∈ Ai so that
‖w‖ = ‖(η ◦ (pi|Ai)) (w)‖ = ‖(η ◦ (pi|Ai)) (b)‖ ≤ ε.
z = b − w ∈ ker (η ◦ (pi|Ai)) = pi−1 (J ) ∩ Ai, and ‖b− z‖ = ‖w‖ < ε. It follows from part (2)
that there is a v ∈ pi−1 (J0) ∩ Ai such that ‖z − v‖ ≤ ε. Hence ‖a− v‖ ≤ ‖a− b‖ + ‖b− z‖ +
‖z − v‖ ≤ 3ε.
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(6) Let η :M→M/J be the quotient map. Suppose a ∈ pi−1 (J ) and ε > 0. Then there is
an i ∈ I and a b ∈ Ai such that ‖a− b‖ < ε. Thus
‖(η ◦ (pi|Ai)) (b)‖ = ‖(η ◦ pi) (b)‖ = ‖(η ◦ pi) (b− a)‖ ≤ ε,
so there is a w ∈ Ai so that
‖w‖ = ‖(η ◦ (pi|Ai)) (w)‖ = ‖(η ◦ (pi|Ai)) (b)‖ ≤ ε.
z = b − w ∈ ker (η ◦ (pi|Ai)) = pi−1 (J ) ∩ Ai, and ‖b− z‖ = ‖w‖ < ε. It follows from part (5)
that there is a v ∈ pi−1 (J0) ∩ Ai such that ‖z − v‖ ≤ ε. Hence ‖a− v‖ ≤ ‖a− b‖ + ‖b− z‖ +
‖z − v‖ ≤ 3ε.
Suppose A is a unital C*-algebra,M⊂ B (H) is a von Neumann algebra with a norm-closed
ideal J and pi : A →M is a unital ∗-homomorphism. We define
Hpi,J = sp−‖‖ (∪{ranpi (a) : a ∈ A and pi (a) ∈ J }) .
It is clear that Hpi,J is a reducing subspace for pi and we call the summand pi (·) |Hpi,J = piJ .
In Voiculescu’s theorem, where pi, ρ : A → B (H) and A and H are separable, we write
pi = piK(H) ⊕ pi1, ρ = ρK(H) ⊕ ρ1.
The proof of Voiculescu’s theorem involves showing
pi ∼a pi ⊕ ρ1 = piK(H) ⊕ pi1 ⊕ ρ1,
and
ρ ∼a ρ⊕ pi1 w ρK(H) ⊕ pi1 ⊕ ρ1,
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which was the hard part. Using descriptions of C*-algebras of compact operators and their repre-
sentations, it is not too hard to show that the equality of rank conditions imply that piK(H) and ρK(H)
are unitarily equivalent. WhenB (H) is replaced with a sigma-finite type II∞ factor von Neumann
algebraM and K (H) is replaced with the closed ideal KM generated by the finite projections, the
hard part is harder (and unsolved) and the easy part is not true.
In a deep and beautiful paper [46] of Qihui Li, Junhao Shen, and Rui Shi proved the best-to-date
attack of the hard part.
Theorem 82. Suppose A is a separable nuclear C*-algebra,M is a sigma-finite type II∞ factor
von Neumann algebra and pi, σ : A →M are unital ∗-homomorphisms such that
σ|pi−1(KM) = 0.
Then
pi ∼a pi ⊕ σ (KM) .
The following is a fairly general version of the analogue of the "easier part" of the proof of
Voiculescu’s theorem when the C*-algebra is ASH. In particular, there is no assumption that the
von Neumann algebraM is a factor or acts on a separable Hilbert space.
Theorem 83. SupposeA is a separable ASH C*-algebra,M⊂ B (H) is a von Neumann algebra
with a norm closed two-sided ideal J . Suppose pi, ρ : A →M are unital ∗-homomorphisms such
that
1. Every projection in J is finite,
2. M-rank(pi (a)) =M-rank(ρ (a)) for every a ∈ A.
Then there is a sequence {Wn} of partial isometries inM such that
3. W ∗nWn is the projection onto Hpi,J and WnW
∗
n is the projection onto Hρ,J ,,
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4. WnpiJ (a)W ∗n − ρJ (a) ∈ J for every n ∈ N and every a ∈ A,
5. limn→∞ ‖WnpiJ (a)W ∗n − ρJ (a)‖ = 0 for every a ∈ A.
Proof. First, suppose x ∈ A and x = x∗. It follows from [59] that there is a sequence {Un} such
that
‖Unpi (x)U∗n − ρ (x)‖ → 0.
It follows that pi (x) ∈ J if and only if ρ (x) ∈ J when x = x∗. However, for any a ∈ A, we get
pi (a) ∈ J if and only if pi (|a|) ∈ J . Hence pi−1 (J ) = ρ−1 (J ). Also, pi (a) ∈ J0 if and only
if R (pi (a)) ∈ J0. Since R (pi (a)) and R (ρ (a)) are Murray von Neumann equivalent (from (2)),
we see that pi (a) ∈ J0 if and only if ρ (a) ∈ J0. It follows that pi−1 (J0) ∩ An = ρ−1 (J0) ∩ An
for each n ∈ N, and, from Lemma 81,
[ ∞⋃
n=1





ρ−1 (J0) ∩ An
]−‖‖
= pi−1 (J ) = ρ−1 (J ) .
Since A is a ASH algebra, we can assume that there is a sequence
A1 ⊂ A2 ⊂ · · ·
of subalgebras of A such that ∪∞n=1An is norm dense in A such that, for each n ∈ N,
A##n =Mk(n,1)
(
C (Xn,1)⊕ · · · ⊕Mk(n,sn) (Xn,sn)
)
with Xn,1, . . . , Xn,sn compact Hausdorff spaces.
Suppose T = (fij) ∈Mk (C (X)) is a k×k matrix of functions. We define Tz = diag(f, f, . . . , f)
where f =
∑k




. Since fijess = esiTejs,
we have















Suppose A = A1 ⊕ · · · ⊕ Asn ∈ A##n . We define
∆n (A) = A
z
1 ⊕ · · · ⊕ Azsn .





with B1, C1, . . . , Bm, Cm ∈ A##n .
It is clear that
a. ∆n
(A##n ) is contained in the center Z (A##n ) of A##n , and
b. If A ≥ 0, then R (A) ≤ R (∆n (A)) ∈ Z
(A##n ).
We call a projection Q ∈ A##n good if
c. pˆi (Q) , ρˆ (Q) ∈ J0
d. Q ∈ [An ∩ pi−1 (J0)]−weak*
e. For all T ∈ QA##Q,M-rank(pˆi (T )) =M-rank(ρˆ (T )) .
Our proof is based on two claims.
Claim 1: IfQ1, Q2 ∈ A##n are good projections, then there is a good projection P ∈ Z
(A##n )
such that Q1, Q2 ≤ P.





BkQCk = ∆n (Q) .
Since pˆi (Q), ρˆ (Q) ∈ J0, we see that pˆi (E) and ρˆ (E) ∈ J0, which, in turn, implies pˆi (R (E)) and
ρˆ (R (E)) ∈ J0. Let F = pˆi (R (E))∨ ρˆ (R (E)) ∈ J0 is a finite projection. Thus FMF is a finite
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von Neumann algebra. Let ΦF be the center-valued trace on FMF . Since Q is a good projection
and in EA##E, we know from Lemma 78, for every A ∈ A##,
ΦF (pˆi (QAQ)) = ΦF (ρˆ (QAQ)) .
Now pˆi, ρˆ : EA##E → FMF is a ∗-homomorphism, and, for A ∈ A##,
ΦF (pˆi (EAE)) =
m∑
j,k=1












ΦF (ρˆ (Bk) ρˆ (Q) ρˆ (Ck)) = ΦF (ρˆ (EAE)) .
Thus ΦF ◦ pˆi = ΦF ◦ ρˆ on EA##E, and since pˆi, ρˆ, and ΦF are weak* continuous, we have
ΦF ◦ pˆi = ΦF ◦ ρˆ on
(
EA##E)−weak* = R (E)A##R (E).
Finally, since [An ∩ pi−1 (J0)]−weak* is a weak* closed ∗-algebra, and an ideal forA##n , we see
that




[An ∩ pi−1 (J0)]−weak* ,
so P = R (E) ∈ [An ∩ pi−1 (J0)]−weak*. Thus R (E) ∈ Z
(A##n ) is a good projection and
Q ≤ R (E).
Now if Q1, Q2 ∈ A##n are good projections, the Pk = R (∆n (Qk)) is a good projection in
Z (A##n ) and Qk ≤ Pk for k = 1, 2. However, P1P2 = P2P1, and it easily follows that
P = P1 ∨ P2 = P1 (1− P2) + P1P2 + P2 (1− P1)
is the direct sum of three good projections and is therefore good. Thus Claim 1 is proved.
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Claim 2: If x ∈ An ∩ pi−1 (J0), then R (x) ∈ A##n is good.
Proof: We know that pˆi (R (x)) and ρˆ (R (x)) are Murray von Neumann equivalent and, since
M-rank(pi (x)) andM-rank(ρ (x)) are equal. Since pi (x) ∈ J0, we know pˆi (R (x)),ρˆ (R (x)) ∈
J0. Arguing as in the proof of Claim 1, we let F = pˆi (R (x)) ∨ ρˆ (R (x)) ∈ J0 and get
pˆi, ρˆ : [xAx]−‖‖ → FMF
satisfy ΦF ◦ pˆi = ΦF ◦ ρˆ. Thus ΦF ◦ pˆi = ΦF ◦ ρˆ on [xAx]−weak* = R (x)A##R (x). Thus R (x)
is a good projection.
We can choose a countable dense set {b1, b2, . . .} of ∪∞n=1 (An ∩ pi−1 (J0)) whose closure is
pi−1 (J ).
We now want to define a sequence 0 = P0 ≤ P1 ≤ P2 ≤ · · · of good projections such that
1. Pn ∈ Z
(A##n ) for all n ∈ N,
2. If 1 ≤ k ≤ n and bk ∈ An, then R (bk) ≤ Pn, i.e.
bk = bkPn
Define P0 = 0. Suppose n ∈ N and Pk has been define for 0 ≤ k < n. We let xn =∑
k≤n,bk∈An bkb
∗
k ∈ An ∩ pi−1 (J0). Thus, by Claim 2, Pn−1 and R (xn) are good projections
in A##n . By Claim 1, there is a good projection Pn ∈ Z
(A##n ) such that Pn−1 ≤ Pn and
R (xn) ≤ Pn. Clearly, if 1 ≤ k ≤ n and bk ∈ An, we have R (bk) ≤ R (xn) ≤ Pn.
Since Pn is a good projection, Pn ∈ [An ∩ pi−1 (J0)]−weak* . Thus
Pn ≤ sup
{
R (x) : x ∈ An ∩ pi−1 (J0)
} ∈ A##n .
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Thus pˆi (Pn) ≤ Ppi,J (the projection onto Hpi,J ) and ρˆ (Pn) ≤ Pρ,J (the projection onto Hρ,J ). Let




‖bk − bkPn‖ = 0.
This implies
bPe = b for every b ∈
[
pi−1 (J )]−‖‖ .
Thus pˆi (Pe) = Ppi,J and ρˆ (Pe) = Pρ,J . Thus Ppi,J and Pρ,J are Murray von Neumann equiv-
alent.
Since Pn ∈ A′n for each n ∈ N, we have of every A ∈ ∪∞k=1Ak,
lim
n→∞




‖APn − PnA‖ = 0
holds for every A ∈ A.
Choose a dense subset {A1, A2, . . .} of A. Suppose ε > 0 and m ∈ N. It follows that we can
choose a subsequence {Pnk} of {Pn} such that, for all 1 ≤ n ≤ m,
∞∑
k=1




‖AnPk − PkAn‖ < ε/37.
Define Ek = Pnk − Pnk−1 (Pn0 = 0) and define ϕ : A →
∑⊕
1≤k<∞EkAEk by





It follows from [37, page 903] that the above conditions on ‖AnPnk − PnkAn‖ that, for all k ∈ N,
Ak − ϕ (Ak) ∈ pˆi−1 (J ) ∩ ρˆ−1 (J )
and
‖AnPe − ϕ (An)‖ < ε/4
for 1 ≤ n ≤ m.
Suppose k ∈ N. For each n ≥ nk, EkAnEk ⊂ A##n , which is homogeneous. Hence
C∗ (EkAnEk) is subhomogeneous. Thus C∗ (EkAEk) is ASH. If we let Ek = pˆi (ek) = ρˆ (ek)
for each k ∈ N, we have
pˆi, ρˆ : C∗ (ekAek)→ EkREk,
and since
τ ◦ (pˆi|C∗(ekAek)) = τ ◦ (ρˆ|C∗(ekAek)) ,
and C∗ (ekAek) is ASH, it follows from [17], that
pˆi|C∗(ekAek) ∼a ρˆ|C∗(ekAek) (EkREk) .
We can therefore choose a unitary Uk ∈ EkREk such that
‖UkEkpi (an)EkU∗k − Ekρ (an)Ek‖ <
1
37 (4k)m
when 1 ≤ n ≤ k +m. Let Wm =
∑∞
k=1 Uk ⊕ (1− pe) is a unitary operator inR.
Also, for each n ∈ N,
Wmpˆi (ϕ (an))W
∗
m − ρˆ (ϕ (an)) ∈ KR,
and
‖Wmpˆi (ϕ (an))W ∗m − ρˆ (ϕ (an))‖ <
1
37m





m − ρˆ (ϕ (a)) ∈ KR
for every a ∈ A.
Thus, for every a ∈ A
Wmpi (a)W
∗
m − ρ (a) = Wmpˆi (a− ϕ (a))W ∗m




m − ρ (a) ∈ KR .
Moreover, the same computation show that




for 1 ≤ n ≤ m.
Hence, for every n ∈ N,
‖Wmpi (an)W ∗m − ρ (an)‖ → 0 .
Thus, for every a ∈ A,
‖Wmpi (a)W ∗m − ρ (a)‖ → 0.
Thus pi ∼a ρ (KR).
Remark 2. In two cases, namely, when Hpi,J = Hρ,J = H, or when pi (·) |H⊥pi,J and ρ (·) |H⊥ρ,J are
unitarily equivalent, the conclusion in Theorem 83 becomes
pi ∼a ρ (J ) .
90
When A is a separable ASH C*-algebra and M is a sigma-finite II∞ factor von Neumann
algebra, we can use Theorems 83 and 82 to have both parts of Voiculescu’s theorem, including an
extension of results in [17].
Corollary 84. SupposeA is a separable ASH C*-algebra,M is a sigma-finite type II∞ factor von
Neumann algebra on a Hilbert space H , and τ is a faithful normal tracial weight onM. Suppose
pi, ρ : A →M are unital ∗-homomorphisms such that, for every a ∈ A
M-rank (pi (a)) =M-rank (ρ (a)) .
Then pi ∼a ρ (KM).
Theorem 85. SupposeM⊂ B (H) is a semifinite von Neumann algebra with no finite summands,
H is separable, and A is a separable unital ASH C*-algebra. Also suppose pi, ρ : A → M are
unital ∗-homomorphisms such that, for every a ∈ A
M-rank (pi (a)) =M-rank (ρ (a)) .
Then pi ∼a ρ (KM).
Proof. We can write pi = piKM ⊕ pi1 and ρ = ρKM ⊕ ρ1. It follows from Theorem 82 that
pi ∼a piKM ⊕ pi1 ⊕ ρ1 (KM) and ρ ∼a ρKM ⊕ pi1 ⊕ ρ1 (KM) .
It follows from Theorem 83 that pi ∼a ρ (KM).
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CHAPTER 7
A CHARACTERIZATION OF TRACIALLY NUCLEAR C*-ALGEBRAS
In the chapter, we give two characterizations of tracially nuclear C*-algebras. The first is that
the finite summand of the second dual is hyperfinite. The second is in terms of a variant of the
weak* uniqueness property. The necessary condition holds for all tracially nuclear C*-algebras.
When the algebra is separable, we prove the sufficiency.
7.1 Introduction
Suppose A is a unital C*-algebra, M is a von Neumann algebra and pi, ρ : A → M are unital
∗-homomorphisms. We say that pi and ρ are weak* approximately unitarily equivalent inM if and
only if, there are nets {Uλ} and {Vλ} of unitary operators inM, such that, for every a ∈ A,
Uλpi (a)U
∗
λ → ρ (a) and Vλρ (a)V ∗λ → pi (a)
in the weak*-topology. In [17] H. Ding and D. Hadwin defined theM-rank(T ) of an operator T
inM as the Murray von Neumann equivalence class of the projection onto the closure of the range
of T .
In [13] A. Ciuperca, T. Giordano, P. W. Ng, Z. Niu proved that if A is a separable C*-algebra,
then the following are equivalent:
1. For every separably acting von Neumann algebraM and all representations pi, ρ : A →M,
pi is weak* approximately unitarily equivalent to ρ ⇔ (M-rank) ◦ pi = (M-rank) ◦ ρ.
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2. A is nuclear.
In this chapter we address the question of how does the Ciuperca-Giordano-Ng-Niu theorem
change if in statement (1) we restrictM to be a finite von Neumann algebra. The answer turns out
to be the condition that A is tracially nuclear, a condition defined in [31].
It is known [62] that a C*-algebra is nuclear if and only if, for every Hilbert space H and every
unital ∗-homomorphism pi : A → B (H), the von Neumann algebra pi (A)′′ generated by pi (A) is
hyperfinite. In [31] a unital C*-algebra A was defined to be tracially nuclear if, for every tracial
state τ on A, if piτ is the GNS representation for τ , then piτ (A)′′ is hyperfinite. Tracially nuclear
algebras also played a key role in the theory of tracially stable C*-algebras [35].
In this chapter we give two new characterizations of tracially nuclear C*-algebras, the first
(Theorem 87) in terms of the second dual of the algebra, and the second (Theorem 93) in terms
of weak* approximate equivalence of representations into finite von Neumann algebras. In one
direction, we show (Theorem 90) that if A is any tracially nuclear C*-algebra, andM is any finite
von Neumann algebra, then the rank condition in [17] on two representations pi, ρ : A → M
implies a strong version of weak* approximate equivalence of pi and ρ. When A is separable
we prove the converse (Theorem 93). Thus the second characterization is an analogue of the
characterization if nuclearity given in [13].
When A is separable, we only need to check piτ (A)′′ is hyperfinite when τ is an infinite-
dimensional factor state, i.e., piτ (A)′′ is a II1 factor von Neumann algebra.
Lemma 86. Suppose A is a separable unital C*-algebra. Then A is tracially nuclear if and only
if, for every infinite-dimensional factor tracial state τ on A, piτ (A)′′ is hyperfinite.
Proof. We let N = piτ (A)′′. Since A is separable, N acts on a separable Hilbert space. Using the
central decomposition we can write N =
∫ ⊕
Ω
Nωdµ (ω) where each Nω is a factor von Neumann
algebra, and we can write piτ =
∫ ⊕
Ω
piωdµ (ω) and τ =
∫ ⊕
Ω
τωdµ (ω) with each τω a factor state,
each piω = piτω , and each piτω (A)′′ = Nω. Since N is hyperfinite if and only if almost every Nω is
hyperfinite, and since every finite-dimensional factor is hyperfinite, the lemma is proved.
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7.2 The second dual A##
If R ⊂ B (H) is a finite von Neumann algebra, then we can write H = ∑⊕γ∈ΓHγ and R =∑⊕
γ∈ΓRγ , where each Rγ ⊂ B (Hγ) has a faithful normal tracial state τγ . We can extend each τγ
to a tracial state onR by saying if T = ∑⊕λ∈Γ Tλ, then τγ (T ) = τγ (Tγ). Each τγ gives a seminorm
‖T‖2,γ = τγ (T ∗T )1/2. It is a simple fact that on bounded subsets of R, the strong (SOT) and
∗-strong (∗-SOT) operator topologies coincide and are generated by the family
{
‖·‖2,γ : γ ∈ Γ
}
.
Thus a bounded net {Tn} in R converges in SOT or ∗-SOT to T ∈ R if and only if, for every
γ ∈ Γ,
‖Tn − T‖2,γ → 0.
Also every von Neumann algebraR can uniquely be decomposed into a direct sumR = Rf ⊕Ri,
whereRf is a finite von Neumann algebra andRi has no finite direct summands. Equivalently,Ri
has no normal tracial states. Relative to this decomposition, we write Qf,R = 1⊕ 0.
If A is a unital C*-algebra, then A## is a von Neumann algebra, and, using the universal
representation, we can assume A ⊂ A## ⊂ B (H) where the weak* topology on A## coincides
with the weak operator topology, so that A′′ = A##. Moreover, for every von Neumann algebra
R and every unital ∗-homomorphism pi : A → R, there is a weak*-weak* continuous unital
∗-homomorphism pˆi : A## → R such that pˆi|A = pi. Moreover, kerpˆi being a weak* closed
two-sided ideal in A## has the form
ker pˆi = (1− Ppi)A##, with Ppi = P 2pi = P ∗pi ∈ Z
(A##) ,
where Z (M) denotes the center of a von Neumann algebraM. Thus
A## = PpiA## ⊕ ker pˆi .
The following theorem contains our first characterization of tracially nuclear C*-algebras.
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Theorem 87. If A is a unital C*-algebra, then
1. For every unital ∗-homomorphism pi : A → M with M a finite von Neumann algebra,
Ppi ≤ Qf,A## .
2. A is tracially nuclear if and only if (A##)
f
is a hyperfinite von Neumann algebra.
Proof. (1). Assume, via contradiction, pˆi
(
1−Qf,A##
) 6= 0. SinceM is finite, there is a normal







Hence the map γ :
(A##)
i
→ C defined by
γ (T ) =
1
s
pˆi (0⊕ T )
is a faithful normal tracial state on
(A##)
i






which means that Ppi ≤ Qf,A## .
(2). Suppose A is tracially nuclear. (A##)f = Σ⊕λ∈Λ(Rλ, τλ), where τλ is a faithful normal






relative to H =∑⊕
λ∈ΛHλ ⊕ Hi. Viewing A ⊂ A##, we let piλ : A → Rλ be defined by piλ (A) = A|Hλ . Then
ψλ = τλ ◦ piλ is a tracial state on A and, since A is weak*-dense in A##, piψλ (A)−weak* = Rλ.




is hyperfinite, and suppose τ is a tracial state onA. Since piτ (A)′′
has a faithful normal tracial state, it must be finite. Thus Ppiτ ≤ Qf,A## . This means that PpiτA##
is a direct summand of
(A##)
f
, and is therefore hyperfinite. But this summand is isomorphic to
piτ (A)′′ . Thus A is tracially nuclear.
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7.3 Weak* approximate equivalence in finite von Neumann algebras
Suppose A is a unital C*-algebra, R is a von Neumann algebra and pi, ρ : A → R are unital
∗-homomorphisms. Following [13], pi and ρ are weak* approximately equivalent if there are nets
{Uλ} and {Vλ} of unitary operators inR such that, for every A ∈ A,
U∗λpi (A)Uλ
weak*→ ρ (A) and V ∗λ ρ (A)Vλ weak*→ pi (A) .
It was observed in [13] that it follows that the convergence above actually occurs in the ∗-strong
operator topology (∗-SOT).
SupposeM is a von Neumann algebra and T ∈ M. Following [17],M-rank(T ) is defined to
be the Murray von Neumann equivalence class inM of the projection onto the closure of the range
of T . In [13] it was shown that if A is a separable nuclear C*-algebra andM is a von Neumann
algebra acting on a separable Hilbert space, then two unital ∗-homomorphisms pi, ρ : A →M are
weak* approximately equivalent if and only if, (M-rank) ◦ pi = (M-rank) ◦ ρ. They also proved
that this property for A is equivalent to nuclearity.
The following result is from [32].For completeness we include a short proof.
Lemma 88. [32]Suppose a = a∗ in B(H), 0 ≤ a ≤ 1 and C∗0(a) is the norm-closure of {p(a), p ∈
C [z] , p(0) = 0}. Suppose M is a finite von Neumann algebra with a center-valued trace Φ :
M→ Z(M), and pi, ρ : C∗0(a)→M are *-homomorphisms. Then the following are equivalent:
(1). ∀x ∈ C∗0(a),M-rank pi(x) =M-rank ρ(x),
(2). Φ ◦ pi = Φ ◦ ρ.
Proof. (1) ⇒ (2). We can extend pi and ρ to weak*-weak* continuous *-homomorphisms pˆi, ρˆ :
C∗0(a)## →M. Suppose x ∈ C∗0(a) and 0 ≤ x ≤ 1. Suppose 0 < α < 1 and define fα : [0, 1]→
[0, 1] by
f (t) = dist (t, [0, α]) .
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are the range projections for pi (f (x)) and ρ (f (x)), respectively. Since
M− rank pi(f (x)) =M− rank ρ(f (x)),














































































Φ (pi (x)) = Φ (pˆi (x)) = Φ (ρˆ (x)) = Φ (ρ (x)) .
Since A is the linear span of its positive contractions, Φ ◦ pi = Φ ◦ ρ.
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(2)⇒ (1). Since Φ, pˆi and ρˆ are weak*-weak* continuous, it follows that Φ ◦ pˆi = Φ ◦ ρˆ, so we














which implies that χ(0,∞) (|pi (x)|) and χ(0,∞) (|ρ (x)|) . ThusM-rank pi(x) =M-rank ρ(x).
The following lemma is from [17].
Lemma 89. [17]Suppose B = Σtm=1Mkm(C) with matrix units ei,j,m, D is a unital C*-algebra,
and pi, ρ : B → D are unital *-homomorphisms such that pi(ei,i,m) ∼ ρ(ei,i,m). Then, there exists
a unitary w ∈ D such that pi (·) = w∗ρ (·)w.
Theorem 90. Suppose A is a unital tracially nuclear C*-algebra,M is a finite von Neumann al-
gebra with center-valued trace Φ, and pi, ρ : A →M are unital *-homomorphisms. The following
are equivalent:
1. For every a ∈ A,M-rank pi(a) =M-rank ρ(a).
2. Φ ◦ pi = Φ ◦ ρ.
3. The representations pi and ρ are weak* approximately equivalent.
4. There is a net {Un} of unitary operators inM such that, for every a ∈ A##,
(a) Unpi(a)U∗n → ρ(a) in the ∗strong operator topology, and
(b) U∗nρ(a)Un → pi(a) in the ∗strong operator topology.
Proof. Clearly, (4)⇒ (3)⇒ (2).
(1)⇔ (2). This is proved in 88.
(2) ⇒ (4). Let pˆi, ρˆ : A]] → M be the weak*-weak* continuous extensions of pi and ρ,
respectively. Since Φ is weak*-weak* continuous, we see that Φ ◦ pˆi = Φ ◦ ρˆ. SinceM is finite,
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M can be written as M = Σ⊕γ∈Γ(Mγ, βγ), where βγ is a faithful normal tracial state of Mγ .
Similarly, we can write (A]])f = Σ⊕λ∈Λ(Rλ, τλ) where τλ is a faithful normal tracial state on Rλ









S (γ) and T =
∑
λ∈Λ
T (λ)⊕ T (i) .
Since M is finite, we know from 87 that pˆi (Qf,A##) = ρˆ (Qf,A##) = 1. We also know that
pˆi and ρˆ are continuous in the strong operator topology. Thus if {Tj} is a norm-bounded net in




) → pˆi (T ) and ρˆ (Tj) → ρˆ (T ) in the strong operator topology. This means that, if,
for every λ ∈ Λ, we have ‖Tj (λ)− T (λ)‖2,τλ → 0, then, for every γ ∈ Γ, we have
‖pˆi (Tj) (γ)− pˆi (T ) (γ)‖2,βγ → 0 and ‖ρˆ (Tj) (γ)− ρˆ (T ) (γ)‖2,βγ → 0 .
Suppose A ⊂ ball(A##) is finite, L ⊂ Λ is finite and ε > 0. Then there is a δ > 0 and
a finite subset G ⊂ Γ such that, if T ∈ A, S ∈ 2ball(A##) and, for every λ ∈ L, we have




‖pˆi (S) (γ)− pˆi (T ) (γ)‖2,βγ + ‖ρˆ (S) (γ)− ρˆ (T ) (γ)‖2,βγ
]
< ε/37 .
Since A is tracially nuclear, we know that, for every λ ∈ Λ, Rλ is hyperfinite. Thus, for each
λ ∈ L, there is a finite-dimensional unital C*-subalgebra Bλ ⊂ Rλ such that, for each S ∈ A, there
is a Bλ,S ∈ Bλ such that ‖Bλ,S‖ ≤ ‖S (λ)‖ and ‖S (λ)−Bλ,S‖2,τλ < δ. Then B =
∑⊕
λ∈L Bλ is a













We know from Φ ◦ pˆi = Φ ◦ ρˆ and Lemma 89 that there is a unitary operator U = U(A,G,ε) ∈ M
such that, for every W ∈ B,
Upˆi (W )U∗ = ρˆ (W ) .











‖U (pˆi (S) (γ)− pˆi (BS) (γ))U∗+‖2,βγ + ‖ρˆ (BS) (γ)− ρˆ (S) (γ)‖2,βγ
]











‖Upˆi (S)U∗ (γ)− ρˆ (S) (γ)‖2,βγ < ε .
If we order the triples (A,G, ε) by (⊂,⊂, >), we have a net {U(A,G,ε)} of unitary operators inM
such that, for every T ∈ A##,
U(A,G,ε)pˆi(T )U
∗
(A,G,ε) → ρˆ(T ) and U∗(A,G,ε)ρˆ(T )U(A,G,ε) → pˆi(T ) .
in the strong operator topology.
7.4 FWU algebras: A converse
In this section we prove a converse of Theorem 90 when A is separable. We say that a unital
C*-algebra A is an FWU algebra, or that A has the finite weak*-uniqueness property, if, for every
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finite von Neumann algebraM with a faithful normal tracial state τ and every pair pi, ρ : A →M
of unital ∗-homomorphisms such that, for all a ∈ A,
M-rank (pi (a)) =M-rank (ρ (a)) ,
there is a net {Ui} of unitary operators inM, such that, for every a ∈ A,
‖Uipi (a)U∗i − ρ (a)‖2,τ → 0.
Since every finite von Neumann algebra is a direct sum of algebras having a faithful normal tracial
state [62], being an FWU algebra is equivalent to saying that for every finite von Neumann algebra
and every pair pi, ρ : A →M of unital ∗-homomorphisms such that, for all a ∈ A,
M-rank (pi (a)) =M-rank (ρ (a)) ,
we have that pi and ρ are weak* approximately unitarily equivalent.
A key ingredient is a result of Alain Connes [14], who proved the following characterization of
hyperfiniteness. IfN is a von Neumann algebra, then the flip automorphism pi : N ⊗N → N ⊗N
is the automorphism defined by pi (a⊗ b) = b⊗ a.
Theorem 91. [14]SupposeN ⊂ B (H) is a II1 factor von Neumann algebra acting on a separable
Hilbert space. The following are equivalent:
1. N is hyperfinite,
















3. The flip automorphism pi onN ⊗N is weak* approximately unitarily equivalent inN ⊗N
to the identity representation.
IfN is a von Neumann algebra and the flip automorphism pi is weak* approximately equivalent
to the identity, it easily follows that the implementing net {Uλ} of unitaries simultaneously makes
the maps ρ1, ρ2 : N → N ⊗N by
ρ1 (a) = a⊗ 1, ρ2 (a) = 1⊗ a for every a ∈ N .
weak* approximately equivalent. Using Connes’ proof we obtain a stronger statement. This state-
ment fills in the details of Remark 7 in [19], which says that ifM = W ∗ (X1, . . . , Xm) is a sepa-
rably acting factor von Neumann algebra with trace τ , thenM is nuclear whenever the following
condition holds:
For every ε > 0 there is a δ > 0 and a positive integer N , such that, for every factor von
Neumann algebra N with trace ρ, and for all A1, B1 . . . , An, Bn ∈ N , if
|τ (m (X1, . . . , Xm))− ρ (m (A1, . . . , Am))| < δ
and
|τ (m (X1, . . . , Xm))− ρ (m (B1, . . . , Bm))| < δ
for all ∗-monomials m with degree(m) ≤ N , there is a unitary operator U ∈ N such that
m∑
k=1
‖UAkU∗ −Bk‖22,ρ < ε.
Theorem 92. Suppose N ⊂ B (H) is a finite factor von Neumann algebra acting on a separable
Hilbert space H . Define ρ1, ρ2 : N → N ⊗N by
ρ1 (a) = a⊗ 1, ρ2 (a) = 1⊗ a for every a ∈ N .
Suppose ρ1 and ρ2 are weak* approximately equivalent in N ⊗N . Then N is hyperfinite.
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Proof. Let τ be the unique faithful normal tracial state on N . Then τ ⊗ τ is a faithful normal
tracial state on the factor N ⊗ N ⊂ B (H ⊗H). Suppose ρ1 and ρ2 are weak* approximately
equivalent in N ⊗ N . Thus we can choose a net {Uλ} of unitary operators in N ⊗ N such that,
for every a ∈ N,
‖U∗λ (a⊗ 1)Uλ − (1⊗ a)‖2,τ⊗τ → 0.
Suppose n ∈ N, x1, . . . , xn ∈ N , y1, . . . , yn ∈ N ′. Since Uλ ∈ N ⊗ N and each 1 ⊗ yk ∈










U∗λ (xk ⊗ 1) (1⊗ yk)Uλ =
n∑
k=1
[U∗λ (xk ⊗ 1)Uλ] (1⊗ yk) weak*→
n∑
k=1






























It also follows that, for every a ∈ N ,

















Uλ (1⊗ xk)U∗λ (1⊗ yk) weak*→
n∑
k=1














Thus by Connes’ theorem (Theorem 91), N is hyperfinite.
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We now prove our converse result.
Theorem 93. A separable unital C*-algebra is an FWU algebra if and only if it is tracially nuclear.
Proof. Suppose A is an FWU algebra. Suppose τ is a factor tracial state on A. Let N = piτ (A)′′.
Since A is separable and piτ has a cyclic vector, N acts on a separable Hilbert space. If N is
finite-dimensional, then N is hyperfinite. Thus we can assume that N is a II1 factor. Then
N ⊂ L2 (A, τ) and piτ (A) is ‖‖2,τ -dense in N . Define ρ1, ρ2 : N → N ⊗N by
ρ1 (b) = b⊗ 1, ρ2 (b) = 1⊗ b for every b ∈ N .
For k = 1, 2, let σk = ρk ◦ piτ :A → N ⊗ N . Since (τ ⊗ τ) ◦ ρ1 = (τ ⊗ τ) ◦ ρ2, we see that
(τ ⊗ τ) ◦ σ1 = (τ ⊗ τ) ◦ σ2. Since A is an FWU algebra, σ1 and σ2 are weak* approximately
unitarily equivalent in N ⊗N . Thus there is a net {Uλ} of unitary operators in N ⊗N such that,
for every b ∈ piτ (A) ,
‖U∗λ (b⊗ 1)Uλ − (1⊗ b)‖2,τ⊗τ → 0 .
Since, for each λ, the map
b 7→ U∗λ (b⊗ 1)Uλ − (1⊗ b)
is ‖‖2,τ⊗τ -continuous and linear on N and has norm at most 2, and since piτ (A) is ‖‖2,τ⊗τ dense
in N , we see that, for every b ∈ N ,
‖U∗λ (b⊗ 1)Uλ − (1⊗ b)‖2,τ⊗τ → 0 .
Thus, by Theorem 92, N is hyperfinite. It follows from Lemma 86 that A is tracially nuclear. The
other direction is contained in Theorem 90.
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