Abstract. It is well-known that the equality
introduction
Throughout this paper, all Hilbert spaces discussed are complex and separable. Let (N, τ ) be a finite von Neumann algebra with a faithful normal normalized trace τ and A be a von Neumann subalgebra of N . Then the trace τ induces an inner product ·, · on N which is defined by x, y = τ (y * x), ∀x, y ∈ N . Denote by L 2 (N ) (resp. L 2 (A)) the completion of N (resp. A) with respect to the inner product, then L 2 (A) is a subspace of L 2 (N ). Let e A denote the projection from L 2 (N ) onto L 2 (A). The trace-preserving conditional expectation E A of N onto A is defined to be the restriction e A | N . By [1] , E A has the following properties:
(1) e A | N = E A is a norm reducing map from N onto A with E A (1) = 1; (2) the equality E A (axb) = aE A (x)b holds for all x ∈ N and a, b ∈ A; (3) τ (xE A (y)) = τ (E A (x)E A (y)) = τ (E A (x)y) for all x, y ∈ N ; (4) e A xe A = E A (x)e A = e A E A (x) for all x ∈ N .
Let G be a (countable) discrete i.c.c. group and denote by l 2 (G) the Hilbert space of square-summable sequences. Given every g in G, the operator L g is defined by (L g x)(h) = x(g −1 h), for every x in l 2 (G) and h in G. This is a unitary operator. Let L G be the von Neumann algebra generated by {L g : g ∈ G}. It is well-known that L G is a type II 1 factor. For a subgroup H in G, define
2000 Mathematics Subject Classification. Primary 46L10; Secondary 47C15. 1 Thus we obtain that L G ⊖ L H = span{L g : g ∈ G − H} SOT .
Inspired by this, it is natural to ask whether the equality N ⊖ A = span{u : u is unitary in N ⊖ A} SOT holds for N a type II 1 factor and A a von Neumann subalgebra of N . In this paper, we give an affirmative answer to this question for the case A a type I von Neumann algebra in Theorem 2.6.
proofs
In this paper, the matrix representations of operators will be used frequently. We briefly recall the relationship between conditional expectations with respect to matrix representations of operators. Let e 1 , . . . , e n ∈ N be mutually equivalent orthogonal projections such that n i=1 e i = 1, where 1 is the identity of N . Then for every x ∈ N , we can express x in the form
and there exists a * -isomorphism ϕ from N onto M n (N e 1 ), where N e 1 is the restriction of e 1 N e 1 on ran e 1 and denote by M n (N e 1 ) the set n-by-n matrices with entries in N e 1 . On the other hand, let τ be a faithful normal normalized trace on N , and the trace τ n on M n (N ) is defined by τ n (x) =
and x ij is in N for i, j = 1, . . . , n. We observe that τ n is a faithful normal normalized trace. For a von Neumann subalgebra A in N , there exist conditional expectations E A from N onto A and E Mn(A) from M n (N ) onto M n (A). Given fixed i 0 and j 0 , let x i 0 j 0 denote again the operator in M n (N ) with all entries 0 but the (i 0 , j 0 ) entry x i0j0 . By the fact that E Mn(A) is M n (A)-modular, the equality
ensures that all but the (i 0 , j 0 ) entry of E Mn(A) (x i 0 j 0 ) are 0, where e i is the diagonal projection with all entries 0 except the (i, i) one being the identity of N . Therefore
In what follows, N will always denote a von Neumann algebra. Every subalgebra of N we consider here is self-adjoint, weakly closed and contains the unit 1 of N . For a subset S ⊆ N , denote by U (S ) the unitary operators in S .
Lemma 2.1. Let N be a von Neumann algebra and
Proof. For each x in M n , we can write x in the form
where x ij is in N and x ii = 0, for i, j = 1, . . . , n. Without loss of generality, we may assume x i 0 j 0 = 0, i 0 < j 0 and all other entries 0. Thus we can write x in the form of block matrix
where X 12 is a k-by-k matrix for some k ≤ n − 1 with x i 0 j 0 on the main diagonal of X 12 .
Note that
For the sake of simplicity, we can write X 12 in the form
, then x can be written in the form
where I X 21 is the identity of M n−k (N ). By a similar method, every x in M n can be written as a linear combination of finitely many unitary operators. Thus we finish the proof.
Lemma 2.2. If N is a von Neumann algebra, A ⊆ N is a von Neumann subalgebra and
Without loss of generality and for the sake of simplicity, we may assumẽ
Note that x can be moved to the (i, j) entry by multiplying u i on the left and u j on the right, where u i (resp. u j ) is the elementary matrix obtained by swapping row 1(resp. column 1) and row i (resp. column j) of the identity matrix for 1 ≤ i, j ≤ n. Then the resultx ∈ span{u : u ∈ U (N ⊖ A)} SOT follows from the two relations
where v is a unitary operator in U (N ⊖ A).
Lemma 2.3. If N is a type II 1 factor with a faithful normal normalized trace τ and A ⊆ N is a diffuse abelian von Neumann subalgebra, then
Proof. Since N is a type II 1 factor, there exist four equivalent mutually orthogonal projections {e i } 1≤i≤4 ⊆ A, such that 4 i=1 e i = 1. Denote by M the reduced von Neumann algebra e 1 N e 1 . Then there exists a * -isomorphism ϕ from N onto M 4 (M ) so that ϕ(A) = 4 i=1 A i , where A i is a diffuse abelian von Neumann subalgebra in M . For the sake of simplicity, we assume
following from Lemma 2.1. Thus we only need to prove (2.1)
Consider the matrix
then we obtain that
Notice that u 1 , u 2 are unitary operators in N ⊖ A and u 3 belongs to M 4 , then (2.2) and Lemma 2.1 allow us to conclude that
Similarly , Lemma 2.4. If N is a type II 1 factor with a faithful normal normalized trace τ and A ⊆ N is an atomic abelian von Neumann subalgebra, then
Proof. We now consider four cases respectively.
Since N is a type II 1 factor, there exist two equivalent mutually orthogonal projections p and q in N such that p + q = 1. Denote by M the reduced von Neumann algebra pN p with a faithful normal normalized trace τ M . Then there exists a * -isomorphism ϕ from N onto M 2 (M ) so that ϕ(A) = Cp (2) . If we write N = M 2 (M ), A = ϕ(A), then we obtain
Note that (2.3)
x 11 x 12 x 21 x 22 = x 11 + x 22 0 0 0
Denote by
Since M 2 ⊆ N ⊖ A, by Lemma 2.1 we obtain (2.5)
For x ∈ M and τ M (x) = 0, we may assume x = x * , x < 1, since
Hence N ⊖ A = span{u : u ∈ U ( N ⊖ A)} follows from (2.3), (2.4), (2.5) and (2.6).
(ii) A = Cp + Cq, where p and q are mutually orthogonal projections in N with sum 1.
Each x ∈ N ⊖ A can be written as
with respect to the decomposition 1 = p + q, where x 11 ∈ p(N ⊖ A)p, x 12 ∈ pN q, x 21 ∈ qN p, x 22 ∈ q(N ⊖ A)q. By (i), we obtain that
We only need to prove
If τ (p) is rational, then we assume
Let {p i } 1≤i≤m and {q j } 1≤j≤n be two families of mutually orthogonal projections in N such that
If τ (p) is irrational, then let {p n } n∈Λ , {q n } n∈Λ be two families of increasing subprojections of p and q respectively such that τ (p n ) → τ (p), τ (q n ) → τ (q) and for all n ∈ Λ, both τ (p n ) and τ (q n ) are rational. Thus for n ∈ Λ, x ∈ N , we have
Next we show that
For each n ∈ Λ, suppose
Let {p ni } 1≤i≤k n and {q nj } 1≤j≤l n be two families of mutually orthogonal equivalent projections in N such that
Then there exists a * -isomorphism ϕ from N onto ϕ(N ) such that
and ϕ| (1−pn−qn)N (1−pn−qn) is the identity map. Denote by
By Lemma 2.1 and Case (i), we have each operator in
can be written as a linear combination of finitely many unitary operators in this set. Note that
Cp i , where {p i } 1≤i≤n is a family of mutually orthogonal projections in N with sum 1. Each x ∈ N ⊖ A can be written as
with respect to the decomposition 1 = 1≤i≤n p i , where
For 1 ≤ i < j ≤ n, denote by
is a family of mutually orthogonal projections in A with sum 1.
By Case (i) and Case (iii), we have
Thus we finish the proof.
Lemma 2.5. If N is a type II 1 factor and A ⊆ N is an abelian von Neumann subalgebra, then N ⊖ A = span{u : u ∈ U (N ⊖ A)} SOT .
Proof. Since A is an abelian von Neumann algebra, there exist two mutually orthogonal projections p, q ∈ A with sum 1 such that pAp is a diffuse abelian von Neumann algebra with unit p and qAq is an atomic abelian von Neumann algebra with unit q. Each x ∈ N ⊖ A can be written as
with respect to the decomposition 1 = p + q, where x 11 ∈ p(N ⊖ A)p, x 12 ∈ pN q, x 21 ∈ qN p, x 22 ∈ q(N ⊖ A)q. Denote by
By Lemma 2.3 and Lemma 2.4, we only need to prove
If τ (p) is rational, then the proof idea is the same with that we use in Case (ii) for τ (p) rational in Lemma 2.4.
If τ (p) is irrational, then let {p n } n∈Λ and {q n } n∈Λ be two families of increasing subprojections of p and q respectively such that τ (p n ) → τ (p), τ (q n ) → τ (q) and for all n ∈ Λ, both τ (p n ) and τ (q n ) are rational. Then for n ∈ Λ, x ∈ N , we have
Next we show that (2.9) p n xq n ∈ span{u : u ∈ U (N ⊖ A)}.
By Lemma 2.1, we have
By Lemma 2.3 and Lemma 2.4, there is a unitary operator v ∈ N 1 ⊕ N 2 . Note that
Theorem 2.6. If N is a type II 1 factor and A ⊆ N is a type I von Neumann subalgebra, then N ⊖ A = span{u : u ∈ U (N ⊖ A)} SOT .
Proof. Since A is a type I von Neumann algebra, there exists a family of mutually orthogonal central projections {p i } i∈Λ ⊆ A with sum 1 such that
where for each i ∈ Λ, A i is an abelian von Neumann subalgebra and k i is some positive integer. So we assume
, where N ij = e i1 N e j1 , {e in } 1≤n≤ki is a family of mutually orthogonal equivalent subprojections of p i with sum p i .
For each i, j ∈ Λ, i < j, denote by
x 3 x 4 : x 1 ∈ N ii ⊖ A i , x 2 ∈ N ij , x 3 ∈ N ji , x 4 ∈ N jj ⊖ A j , S ij = 0 X 2 X 3 0 : X 2 ∈ p i N p j , X 3 ∈ p j N p i ,
By Lemma 2.2 and Lemma 2.5, we have (2.10)
so that S ij = span{u : u ∈ U ( S ij )} SOT . Next we show (2.11) S ij ⊆ span{u : u ∈ U ( N ij )} SOT .
For each x = {x kl } 1≤k,l≤ki+kj ∈ S ij , we have 0 x st x ts 0 ∈ N ij , for 1 ≤ s ≤ k i , k i + 1 ≤ t ≤ k i + k j . By Lemma 2.5, we have
so that each operator in
can be approximated in the strong-operator topology by a linear combination of finitely many unitary operators in this set. Then relation (2.11) holds since
Thus we have N ij = span{u : u ∈ U ( N ij )} SOT .
If Λ is a finite set, then by (2.10), we have P ij = span{u : u ∈ U (P ij )} SOT , so that N ij ⊕ P ij = span{u : u ∈ U ( N ij ⊕ P ij )} SOT , which suffices to prove this theorem.
If Λ is an infinite set, then for each i ∈ Λ, denote by
According to the case where Λ is finite, we obtain N i = span{u : u ∈ U (N i )} SOT .
