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Abstract
Based on recent results on the exploitation of \drift criteria" for general state-space Markov
processes, we derive rates of convergence for (moments of ) processes associated with a renewal
process with common inter-renewal time distribution F . Some of the results are classical and
some are new, but the proofs are novel and, we believe, useful if one needs to derive convergence
results based on the exact form of the tail of F , a typical concern in applications such as
implications of long-range dependence in performance of networking systems, reliability analysis
or risk theory. c© 1999 Elsevier Science B.V. All rights reserved.
1. Introduction
The basic setup of this paper is a (possibly delayed) renewal process whose points
are denoted by 06T1<T2<    . The inter-renewal times Tn+1−Tn; n>1 are i.i.d. with
common distribution F . The initial time T1 is independent of Tn+1−Tn; n>1, and may
have a dierent distribution. Also, we let N denote the random measure with atoms
at the points fTn; n=1; 2; : : :g. There is a vast literature on the asymptotic behavior
of N or processes associated with N . There are also a number of techniques available
for the handling of related limit theorems, such as Blackwell’s theorem, ranging from
analytic (see e.g. McDonald, 1975) to purely probabilistic (as in Lindvall, 1993).
In this note we are interested in exploiting the so-called \drift criteria" for Markov
processes in order to derive as much as possible regarding the asymptotic behavior
of N . For instance, consider the age process fAt; t>0g which is dened as the distance
between t and the rst atom of N before t, and is considered as a right-continuous
process. Such a process is obviously Markovian and carries all information about N
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itself. By considering Lyapunov functions on the state space of fAtg, embodying the
relevant information about F , it is reasonable to expect to get strong statements on the
convergence, as t!1, of At to its stationary distribution or of moments of At to its
stationary moments. By \strong statements" we mean limit theorems together with rates
of convergence. We show that, with the correct choice of the Lyapunov function, we
may do so very easily, once we have the recent tools of Meyn and Tweedie (1993c)
and Tuominen and Tweedie (1994) available.
Throughout, we assume that F is absolutely continuous with density f and let Z be
a random variable with distribution F . We also assume 0<−1 :=EZ<1. The rst
assumption is not entirely essential from the point of view of renewal theory: indeed,
total variation convergence requires only existence of a Lebesgue component of F
(cf. Lindvall, 1993). Yet, for our purposes, and because we are using the language of
generators we shall assume the stronger assumption of existence of density.
The rst question is whether we can derive (i.e. rederive) the uniform version of
Blackwell’s theorem via a single Lyapunov function that works in all cases. The answer
is armative and the choice is presented in Section 2. The following two sections deal
with the age process and the asymptotics of its transition kernel. In Section 3 we
show that it is easy to deduce that EZ<1, for some >1 implies convergence of
any moment of At below  − 1 to the corresponding stationary moment. Similarly,
the stronger assumption EeZ<1, for some >0 implies convergence of exponential
moments of At . (The precise meanings of these statements are given in Theorems 3.1,
3.2.) Next, in Section 4 we study rates of convergence. We rst show that existence of
an exponential moment of F implies convergence of exponential moments of At at an
exponential rate to the corresponding stationary moments (Theorem 4.1). In addition,
we treat the more delicate question of convergence of qth moments (q>0) of At at a
polynomial rate t−r (r>0), under the assumption that the (q+ r + 1)th moment of F
is nite (Theorem 4.4). This result is, in a sense, tight. What is important to observe
is that these otherwise delicate questions become easy to handle once the tools of
Lyapunov functions are used. It should be mentioned that all the convergence results
have a very strong form in the sense that they are limiting results with respect to the
p-norm introduced below. Finally, in Section 5, we look at the issue of convergence of
the time-shifted Campbell measure to its stationary version and the corresponding rates
of convergence. Owing to the fact that the stochastic intensity at time t of the renewal
process depends on At alone, we are able to translate the previously established results
to derive rates of convergence for Blackwell’s theorem.
We conclude this section by recalling a few denitions and concepts. For a Markov
process fXt; t>0g, in some Polish space S with Borel sets B, we let Pt(x; B) be
the transition probability kernel from a state x2 S to a set B2B in t time units.
Also we let Px denote a probability measure governing the evolution of fXt; t>0g, if
X (0)= x. In particular Px(Xt 2 )=Pt(x; ). We dene the extended (or full) generator
A, following Davis (1984), as the set of all pairs (g; h) of measurable real functions
on S such that g(Xt)−g(x)−
R t
0 h(Xs) ds is, for all x2 S, a local martingale with respect
to Px and the natural history of the Markov process. In many cases of interest, there
is essentially a unique h corresponding to a g via A and thus we may consider the
relation A as a function; we write h=Ag as well. This is a very wide denition of
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the concept of the generator of a Markov process, and includes, in particular, the usual
innitesimal generator. (See, for instance, Davis, 1993; Revuz and Yor, 1991, Ch. VII,
for a discussion of the aforementioned concepts.) For the purposes of this paper, the
only Markov process of interest is the age process, the generator of which is readily
computed in the next section. We point out that, as in Meyn and Tweedie (1993c),
we will work in the restricted domain of A dened by the additional assumption
Ex
R t
0 jAg(Xs)j ds<1, for all x; t. Then the process g(Xt)−g(x)−
R t
0Ag(Xs) ds; t>0, is
even a martingale under Px for all x>0. Regarding convergence concepts, we adopt the
notion of p-convergence: suppose that fXtg is Harris ergodic with stationary probability
measure  and let p : S!R+ be some measurable function; then we have convergence
in the p-norm i
kPt(x; )− ()kp := sup
g:jgj6p
jPt(x; g)− (g)j! 0 as t!1;
where (g) stands for
R
g(x)(dx), and the inequality below the supremum should be
interpreted as holding pointwise. Naturally, we want p to be bounded from below, so,
without loss of generality, we may assume p>1. The case p 1 corresponds to that
of total variation convergence. We use kk to denote the total variation norm of a
signed measure .
2. A global Lyapunov function for Blackwell’s theorem
We start by dening the renewal process in a manner compatible to the Markovian
structure used below. On a probability space (
;F; P) let A0; T1; T2; : : :, be a family of
random variables such that
A0>0; 0<T1<T2<   
and such that fTn+1−Tn; n>1g are i.i.d. with common distribution and survival function
F(x)=P(Z6x); F(x)= 1− F(x); x>0;
respectively. We assume that F has density f and unbounded support. The latter
assumption has been made for notational simplicity and we refer to Remark 2.3 for
the general case. We do not allow for multiple points, so F(0)= 0. Let  := (EZ)−1 2
(0;1). The pair (A0; T1) is independent of fTn+1−Tn; n>1g. We dene the conditional
distribution of T1 given A0 by
P(T1>t jA0 = x)=
F(t + x)
F(x)
=: Fx(t); x>0; t>0: (2.1)
In other words, given that A0 = x, the variable T1 is given the distribution of Z − x
conditional on the event fZ>xg. The additional denition of the distribution of A0
completely species the distribution of the sequence A0; T1; T2; : : : . As customary, we
write Px()=P( jA0 = x).
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What we have dened is a (delayed) renewal process. The letter N denotes the
corresponding random measure with atoms T1; T2; : : : . Setting T0 :=−A060 to be the
\starting point", we dene the age process by
At := t −maxfTn: Tn6t; n>0g; t>0:
It is easily seen that the process fAt; t>0g becomes a homogeneous Markov process
with right-continuous paths and state space R+ = [0;1). The family fAt; t>0g is de-
ned on (
; F) and has Px(A0 = x)= 1 for each x>0. We let fFtg denote the natural
ltration generated by fAs; 06s6tg. The process fAtg is trivially Harris recurrent:
see Meyn and Tweedie (1993c) for terminology. Following standard conventions, we
write Pt(x; B)=Px(At 2B); B2B; x2R+; t>0. The unique stationary distribution for
fAtg is the probability measure dened through its density via the known formula
(dx) :=  F(x) dx: (2.2)
Finally, we give some denitions of functions pertaining to risk theory and survival
analysis. The density of Eq. (2.1) is
fx(t) :=
f(x + t)
F(x)
:
The value of this density at t=0 is known as the hazard rate and is denoted by
r(x) :=fx(0)=
f(x)
F(x)
: (2.3)
The mean residual life, dened by
m(x) :=E(Z − x jZ>x)=
R1
x
F(s) ds
F(x)
(2.4)
is also a quantity of interest.
Let now V :R+!R be continuous and dierentiable with a derivative V 0 and write
the integration-by-parts formula
V (At)=V (A0) +
Z t
0
V 0(As) ds−
Z t
0
(V (As−)− V (0))N (ds): (2.5)
It is well known (see e.g. Last and Brandt, 1995) that r(At−) is a predictable version
of the stochastic intensity of N and so, using Eq. (2.5), we have
E[V (At) jA0] = V (A0) +
Z t
0
E[V 0(As) jA0] ds
−
Z t
0
E[(V (As)− V (0))r(As) jA0] ds; (2.6)
provided that all integrals are nite. From Eq. (2.6) and the denitions at the end of
Section 1 it is easy to see that the extended generator of the process is given by
AV (x)=V 0(x)− (V (x)− V (0))r(x): (2.7)
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We are now in a position to apply various drift criteria for various purposes. As we
will see below, the following Lemma implies Blackwell’s theorem.
Lemma 2.1. The function
V (x)=F(x)(1 + m(x)); x>0; (2.8)
where m(x) is given in Eq. (2.4), belongs to the domain of the extended generator of
(At) and satises
Ex
Z t
0
jAV (As)j ds<1; t>0; x>0: (2.9)
Moreover, there are "; x0>0, such that
AV (x)6− "G(x); x>x0; (2.10)
where G(x) := r(x) + 1 and r is the hazard rate (2.3).
Proof. We rst note that V is absolutely continuous and hence dierentiable almost
everywhere. From Eqs. (2.4) and (2.8) we have
m0(x) = r(x)m(x)− 1;
V 0(x) = F 0(x)(1 + m(x)) + F(x)m0(x)
= r(x)(1− F(x))(1 + m(x)) + F(x)(r(x)m(x)− 1):
We may use the language of Lebesgue{Stieltjes calculus to give the above formulas
a precise meaning for all x. Since m(x) is a continuous function it is bounded on
any nite interval. By the denition of the stochastic intensity and a standard renewal
equation,
Ex
Z t
0
r(As) ds=ExN (0; t]61 + E0N (0; t] ; x; t>0:
Since As6A0 + t for s6t it follows that
Ex
Z t
0
jV 0(As)j ds<1
and that Eq. (2.5) implies Eq. (2.6). Hence V belongs to the domain of the extended
generator A and Eq. (2.9) is satised. Furthermore, V (At)−
R t
0AV (As) ds is, not only
a local martingale, but also martingale under Px. Hence V belongs to the domain of the
extended generator A in the restricted sense of Meyn and Tweedie (1993c), explained
in the previous section.
Finally, from V (0)= 0 and Eq. (2.7) we obtain
AV (x) = V 0(x)− V (x)r(x)
= r(x)(1− F(x))(1 + m(x))− F(x)(1 + r(x))
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= (1 + r(x))

r(x)
1 + r(x)
(1 + m(x))(1− F(x))− F(x)

6 (1 + r(x))

1− 2F(x) +
Z 1
x
(1− F(s)) ds

:
The quantity inside the brackets approaches −1 as x tends to innity, and this proves
that Eq. (2.10) holds with " arbitrarily close to 1, for some suciently large x0.
The preceding lemma and Theorem 5.2 of Meyn and Tweedie (1993c) imply for all
T>0 that
kPt(x; )− ()kGT ! 0 as t!1 (2.11)
for all x, where
GT (x) :=
Z T
0
(PsG)(x) ds=
Z T
0
ExG(As) ds
and where the convergence in GT -norm has been dened in the introduction. To see
that the technical assumptions required by this theorem are fullled, we can argue as
follows. First, it is easy to prove that (At) as well as any skeleton chain (Ans)n>0; s>0,
are T -processes. Second, it can be proved that
P1
n=0 Px(Ans<")>0 for all ">0, which
means that the point 0 is reachable for all skeleton chains. From Proposition 6.2.1 in
Meyn and Tweedie (1993a) we conclude that the skeleton chains are also irreducible
and Theorem 6.2.5 in that monograph implies that all compact sets are petite for each
skeleton chain.
Due to the special form of G statement (2.11) can be converted into a statement
about the point process N : as noted above we have GT (x)=
R T
0 Ex(r(As) + 1) ds
=ExN (0; T ] + T61 + E0N (0; T ] + T . Choose now
gB(x) :=ExN (B); B2B[0; T ] ;
observe, using Eq. (2.2), that (gB)= jBj, and apply Eq. (2.11) with gB in place of
g, a legitimate substitution since gB(x)6ExN (0; T ]6GT (x), to obtain
Theorem 2.2. For the renewal process N with inter-renewal density f we have
(i) limt!1 kPt(x; )− ()k=0
(ii) limt!1 ExN (B+ t)= jBj, uniformly in B2B[0; T ].
This is stronger (due to the uniformity) than the ordinary Blackwell’s theorem. We
refer to Lindvall (1993) for an extensive discussion of this fundamental result. See
also Arjas et al. (1978) for an original derivation of the uniform Blackwell’s theorem.
Remark 2.3. If F has bounded support, then the state space of (At) is the inter-
val [0; aF), where aF := supft>0: F(t)<1g. The mean residual life function is then
bounded on [0; aF), a fact that even simplies the proof of the corresponding version
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of Lemma 2.1. Theorem 2.2 holds verbatim and a similar remark applies to all other
results of this paper.
Remark 2.4. It should be observed that the general Lyapunov stability theorems require
that AV be bounded from above on compact sets. Certainly V of Eq. (2.8) is bounded,
but the boundedness of AV fails if the density f is unbounded near zero. This is triv-
ially remedied in our case by dening a new V to be the one given by Eq. (2.8) outside
a compact neighborhood of zero, and an appropriate smooth extension of it inside the
neighborhood. In other words, this trivial adjustment reects the fact that we are dealing
with a very special Markov process, hence not all the assumptions of the general theo-
rem are needed. Although such modications will be tacitly assumed in what follows,
they are actually not necessary. Our Lyapunov functions V will always satisfy,
AV (x)6− "G(x) + b1fx6x0gr(x)
for suitable ">0; x0>0; b<1, and all that is required to apply the general results
is that Ex
R 
0 r(As) ds be bounded in x for all >0. As noticed above, the latter rela-
tionship is satised.
3. Convergence of moments
Given a function p :R+! [1;1), the p-norm of a signed measure  is given by
kkp := sup
jgj6p

Z
g d
 :
We are interested in the convergence of kPt(x; ) − ()kp for various choices of the
function p. From Meyn and Tweedie (1993c), especially Theorem 5.3 and the discus-
sion around it, we see that, for given p, we need to exhibit a Lyapunov function V
such that (i) AV (x)6−"p(x) for all x large enough, and (ii) Exp(At)6c1p(x) + c2
for all t small, where "; c1; c2 are positive constants. The appropriate choice for the
function p will be necessitated by the assumptions on the moments or tail of the dis-
tribution F . Regarding condition (ii), we see that, due to the obvious bound At6A0+ t,
it always boils down to p(x+ t)6c1p(x) + c2, which is trivially satised in the cases
below and shall not be discussed further.
3.1. Polynomial moments
Here we make the assumption that EZ<1, for some >1. To set the notation,
we dene, for >0, the \truncated polynomial function"
p(x) := 1 _ x
and consider conditions of convergence in the p-norm, for appropriate . Our candi-
date for a Lyapunov function is from the family
V(x) :=F(x)

1 +
1
F(x)
Z 1
x
t F(t) dt

; >0:
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In fact, the following result is a special case of Theorem 4.4 in the next section.
However, the proof given here is of some independent interest. It is illustrative and
paves the way for our later results.
Theorem 3.1. Assume that EZ=
R
tF(dt)<1 for some >1. Then, for all x>0;
kPt(x; )− ()kp−1 ! 0 as t !1.
Proof. Consider 6−1. If F is dierentiable at x, then a straightforward calculation
yields
V 0 (x)= r(x)‘(x) + r(x)V(x)− F(x)r(x)− F(x)x;
where
‘(x) := 1− F(x) +
Z 1
x
t F(t) dt:
As in the previous section we obtain that V belongs to the domain of the extended
generator A and
AV(x)= r(x)(‘(x)− F(x))− F(x)x; 6− 1: (3.1)
Since ‘(x)−F(x)! −1; F(x)! 1, as x!1, we can nd an ">0 and a x0>0 such
that AV(x)6− "p(x), for all x>x0, and all 6− 1. Hence, in particular,
AV−1(x)6− "p−1(x); x>x0: (3.2)
This concludes the proof of the theorem.
3.2. Exponential moments
We next turn to the convergence of exponential moments. We need, of course, to
assume that EeZ =
R
etF(dt)<1 for some >0. As the reader can probably guess
at this point we will use the Lyapunov function
W(x) :=F(x)

1 +
1
F(x)
Z 1
x
et F(t) dt

and the convergence will be in the e-norm, where
e(x) := ex:
Theorem 3.2. Assume that EeZ =
R
etF(dt)<1 for some >0. Then, for all x>0;
kPt(x; )− ()ke ! 0, as t!1.
Proof. If F is dierentiable at x, then
W 0 (x)= r(x)‘(x) + r(x)W(x)− F(x)r(x)− F(x)ex;
where
‘(x) := 1− F(x) +
Z 1
x
et(1− F(t)) dt: (3.3)
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Again we obtain, without diculty, that W belongs to the domain of the extended
generator. We then have
AW(x)= r(x)(‘(x)− F(x))− F(x)ex:
Since ‘(x)−F(x)! −1; F(x)! 1, as x!1, we can nd an ">0 and a x0>0 such
that
AW(x)6− "e(x); x>x0: (3.4)
As above, we apply Theorem 5.3 in Meyn and Tweedie (1993c) to conclude the
assertion.
4. Rates of convergence
In this section we derive rates for the convergence of kPt(x; )− ()kp, as t!1,
where p is either a polynomial or an exponential function. From the analysis below
it will become apparent that, in an asymptotic sense, the larger the p the slower the
rate of convergence. This observation as well as the supporting theorems are due to
Tuominen and Tweedie (1994). As a matter of fact, the principal result therein is
Theorem 2.1 and concerns discrete time Markov processes. We apply this theorem
below, in an appropriate way even though a corresponding result for continuous time
processes seems plausible but is not yet available.
4.1. Rates of convergence for exponential moments
Theorem 4.1. Assume that EeZ =
R
etF(dt)<1 for some >0. Let 0< satisfy
either < or 6 ^ 1, and dene
W;(x) := 1 + e(−)x
Z 1
0
et Fx(t) dt:
Then there are positive constants D<1 and <1 such that
kPt(x; )− ()kW; 6DW;(x)t; t>0:
Proof. Let
W (x) := 1 + F(x)e−x

1 +
1
F(x)
Z 1
x
et F(t) dt

:
If F is dierentiable at x, then
W 0(x) = r(x)e−x‘(x) + r(x)W (x)− (W (x)− 1)− F(x)e−xr(x)
−F(x)e(−)x − r(x);
where ‘(x) is dened by Eq. (3.3). Hence,
AW (x)= r(x)e−x(‘(x)− F(x))− F(x)e(−)x − W (x) + ;
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and we can nd a x0>0 such that
AW (x)6−W (x); x>x0:
Theorem 5.2 in Down et al. (1995) guarantees the existence of positive constants
D0<1 and <1 satisfying
kPt(x; )− ()kW6D0W (x)t; t>0:
To apply the latter results we have formally to check that the compact sets are small for
(At) and that (At) is aperiodic. The rst fact is implied by Proposition 6.1 in Meyn and
Tweedie (1993b) and we note in passing that this is true for the skeleton chains as well.
To prove aperiodicity, we take ">0 such that F(")>0 and hence [0; "]>0. Since (At)
is ergodic (see Eq. (2.11)) we nd a >0 satisfying P0(At6")> for all suciently
large t>0 and a simple renewal equation yields for all x6" that Px(At6")>0 for all
suciently large t. From the denitions we have
W (x)−W;(x) = F(x)e−x

1 +
1
F(x)
Z 1
x
et F(t) dt

− e−x 1F(x)
Z 1
x
et F(t) dt
= F(x)e−x −
Z 1
x
et F(t) dt;
tending to 0 as x!1. Hence the assertion follows for some D>D0.
In many cases of interest we obtain exponential rates for the convergence of expo-
nential moments.
Corollary 4.2. Assume that EeZ =
R
etF(dt)<1, for some >0 and that there is
b>0 such that the density f is continuous and positive on (b;1). Let 0<< and
assume there is a <− such that limx!1 r(x)−1e(−−)x =M for some M 2 (0;1].
Then there are constants D<1 and <1 such that
kPt(x; )− ()ke6DW;(x)t; t>0:
Proof. We have
W;(x)>
e−x
F(x)
Z 1
x
et F(t) dt
>
ex
F(x)
Z 1
x
e(−−)t F(t) dt=: exU (x):
By L’Hospital’s rule and assumption on the hazard rate r,
lim
x!1 U (x)= limx!1
e(−−)x F(x)
f(x)
=M:
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Hence, W;> ~De for some constant ~D. Replacing in Theorem 4.1 D by D= ~D, the
result follows.
Remark 4.3. Let ;  be as in Corollary 4.2 and assume that limx!1 r(x)−1e(−−
0)x
=K 2 [0;1) for some 0< − . If the density f(x) is positive and continuous for
large enough x, then L’Hospital’s rule implies similar as above that
lim
x!1 e
−0xW; (x)=K:
Hence there exists a constant ~D satisfying
W;(x)6 ~De
0x; x>0:
4.2. Rates of convergence for polynomial moments
We next deal with polynomial rates of convergence for polynomial moments, assum-
ing that EZ<1, for some >1. The basic tool here is Theorem 2.1 of Tuominen
and Tweedie (1994).
Theorem 4.4. Suppose EZ<1, for some >1. Then whenever − 1= + , where
>0, we have
kPt(x; )− ()kp =o(t−); (4.1)
where p(x)= 1 _ x.
Proof. We rst show a rate result for the skeleton chain fAn; n=0; 1; 2; : : :g and then
translate it to the original process. We examine the Tuominen and Tweedie (1994)
criterion which, in our case, is
sup
x2[0;1]
Ex
−1X
n=0
p(n)p(An)<1;
where
 := inffn2Z+: An61g:
To prove this, we let S :=
P−1
n=0 p(n)p(An) and obtain an easy bound on ExS. If
x=0 then A0 = 0 and so A161; hence =1 and, in this case, S =1. Otherwise, if
x>0; T16<T1 + 1. Hence, with A0 = x,
S6
X
t2Z
p(t)p(At)1f06t6T1g
6
X
t2Z
p(t)p(x + t)1f06t6T1g
6
Z T1+1
0
p(t)p(x + t) dt:
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In any case, we have
ExS6 1 + Ex
Z T1+1
0
p(t)p(x + t) dt
= 1 +
Z 1
0
p(t)p(x + t) dt +
Z 1
0
Px(T1>t)p(t + 1)p(x + t + 1) dt
6 1 +
Z 1
0
p(t)p(x + t) dt +
1
F(x)
Z 1
x
F(t)p−1(t + 1) dt:
Due to the assumption the latter sum is a continuous function of x and therefore
bounded on the interval [0; 1]. We have already noticed that the set [0; 1] is small for
the skeleton chain. Thus the assumption of Theorem 2.1 of Tuominen and Tweedie is
satised and hence we can deduce that
lim
n!1 n
kPn(x; )− ()kp =0:
Since we have, for 06t61 and all x>0, that p(x+ t)=p(x)6p(x+1)=p(x)6a, for
some nite constant a, it follows that Exp(At)6ap(x). This can be straightforwardly
used to extend the polynomial rates for the skeleton chain to continuous time.
5. Convergence rates in Blackwell’s theorem
For all x>0 we dene a measure Cx on R+R+ by
Cx() :=Ex
1X
n=1
1f(Tn; Zn)2 g;
where Zn :=ATn− is the age immediately before epoch Tn. In point process theory this
is known as the intensity measure of the marked point process f(Tn; Zn)g. The measure
Cx( R+) is the renewal measure of N if Fx is the (delay) distribution of T1. We
are concerned with the convergence of tCx as t!1, where tCx is the measure Cx
shifted t time units to the left, i.e.
tCx() :=Ex
1X
n=1
1f(Tn − t; Zn)2 g1fTn>tg:
It is of course well known that the limit is l⊗F , where l is the Lebesgue measure
on R+. The convergence can be expressed using the following distance between two
measures 1 and 2 on R+R+
k1 − 2kT;p := sup

Z
g d1 −
Z
g d2


;
where T>0; p :R+! [1;1) is measurable, and the supremum is taken over all
measurable functions satisfying g(t; x)6p(x) and vanishing outside [0; T ]R+.
Theorem 5.1. Let the assumptions of Theorem 4.4 be satised and T>0. Then
lim
t!1 t
−−1ktCx − l⊗FkT;p =0: (5.1)
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Proof. Let g :R+R+!R satisfy g(t; x)6p(x) and g(t; x)= 0 for t>T . We have
tCx(g) = Ex
1X
n=1
1fTn>tgg(Tn − t; Zn)
= Ex
Z
1fs>tgg(s− t; As−)N (ds)
= Ex
Z
1fs>tgg(s− t; As)r(As) ds=Ex ~g(At);
where
~g(y) :=Ey
Z 1
0
g(s; As)r(As) ds; y>0:
The properties of g imply
~g(x)6
Z T
0
Exp(As)r(As) ds
6p(x + T )
Z T
0
Exr(As) ds
6p(x + T )(1 + E0N (T ))6c1p(x) + c2
for some constants c1; c2 which are independent of g. Theorem 4.4 implies that
t−−1jEx ~g(At)− ( ~g)j= t−−1jtCx(g)− ( ~g)j
tends to 0 uniformly over all g with the above properties. Since
( ~g) =
Z Z
Exg(s; As)r(As) ds (dx)
=
Z Z
g(s; z)r(z) ds (dz)= 
Z Z
g(s; z) ds F(dz);
the theorem is proved.
In particular, we have the following result concerning the rate of convergence in
Blackwell’s renewal theorem:
Corollary 5.2. If EZ<1, for some >1, then, for any T>0, and any x>0,
sup
B2B[0; T ]
jExN (B+ t)− jBjj=o(t−(−1)); as t!1:
We next turn to exponential rates. For simplicity we state the result under the as-
sumptions of Corollary 4.2. The proof is then almost the same as the previous one.
Theorem 5.3. Let the assumptions of Corollary 4.2 be satised and T>0. Then there
are positive constants D0 and <1 such that
ktCx − l⊗FkT; e6D0W;(x)t: (5.2)
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6. Some additional remarks
We feel that the techniques exhibited in this paper can be extended to cases beyond
the scope of renewal theory. For instance, one can envision extending the results of
Section 5 to Markov renewal processes, by letting the marks Zn be more general than
the ones chosen herein. This direction may be worthwhile studying further. Alsmeyer
(1996), for instance, studies an independent superposition of renewal processes applying
Markov renewal theory to the vector of age processes. His rate results for Blackwell’s
theorem concern the total variation norm. It would be interesting to use our approach
to get rate results for the stronger norm used in the previous section.
As pointed out by one of the referees it might be promising to apply recent results
in Roberts and Tweedie (1998) to get explicit bounds for the total variation distance
between Pt(x; ) and the stationary distribution . These results require geometric drift
conditions as derived under the assumptions of Theorem 4.1.
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