Abstract Let Ω be a bounded domain in R n . The main topics of this paper are the following Robin problem for semilinear elliptic equation   
Introduction
Let n ≥ 2 and Ω be a bounded domain in R n . Denoting by ∂Ω the boundary of Ω, we consider the following problem where ν is the outward unit vector normal to ∂Ω, β ≥ 0 is a parameter and f (x) ≥ 0, f (x) ≡ 0 is a given function in C 1 (Ω).
Problem (1.1) has different names depending on the different values of the parameter β. It is called Dirichlet if β = +∞, is called Neumann in the case β = 0 and is called Robin provided that 0 < β < +∞.
It is worth pointing out that problem (1.1) occurs in various branches of mathematical physics and biological models. Theoretically, the main topics in the study of problem (1.1) are to investigate the structure of solution sets and the stability or instability of its solutions.
In the case β = 0, it is trivial to see that problem (1.1) has no solution. In the case β = +∞, there are many literature on problem (1.1). If f (x) ≡ 0, then problem (1.1) is reduced to the following problem
x ∈ ∂Ω.
(1.
2)
It is well-known now that the existence of solutions to problem (1.2) strongly depends on the range of p. If 0 < p < 1, then problem (1.2) has a unique solution, if 1 < p < n+2 n−2 , then problem (1.2) has at least one solution, if p ≥ n+2 n−2 and Ω is a star shaped domain then problem (1.2) has no solution. Uniqueness and multiple results have also been obtained by many authors for the case 1 < p < n+2 n−2 and some special domains (see for example [15, 3, 7] ). A celebrate result given by Gidas and Spruck [11] says that the solution set of problem (1.2) is compact in L ∞ (Ω) when 1 < p < n+2 n−2 , though it may have many solutions. In 1992, Tarantello investigate the effect of inhomogeneous term f (x) on the structure of solution set of problem (1.2), she considered in [22] the following problem −∆u = |u| p−1 u + f (x),
x ∈ Ω, u = 0,
x ∈ ∂Ω, (1. 3) and proved that problem (1.3) admits at least two solutions u 0 (x), u 1 (x) ∈ H 1 0 (Ω) provided that 1 < p ≤ n+2 n−2 , f ≡ 0 and
where C n = 4 n−2 ( n−2 n+2 ) (n+2)/4 . Furthermore u 0 (x) ≥ 0, u 1 (x) ≥ 0 when f (x) ≥ 0. Roughly speaking, the appearance of the inhomogeneous term f (x) increase the number of the solution. For more results on problem (1.3) see [4, 6, 9] Compared with the Dirichlet Problem, there are few results on Robin problem. However, it is worth mentioning that Gu and Liu [18] studied the following problem 4) and proved that the solution set of problem (1.4) is compact in L ∞ (Ω). From the compactness of the solution set and the fixed point theorem, they also proved that problem (1.4) has at least one solution for any 0 < β < +∞ provided that 1 < p < n+2 n−2 . It is also worth pointing out that some existence, uniqueness and multiple results for problem (1.4) with p ∈ (1, n+2 n−2 ] can be founded in [5, 10, 24] .
In this paper, we focus our attention on the Robin problem with sub-critical Sobolev exponent p. Hence, we always assume that 0 < β < +∞ and 1 < p < n+2 n−2 in the following paragraph. Our purpose are two-folds, one is to investigate the presence of the inhomogeneous term f (x) how to change the structure of solution set of problem (1.4), the other is to investigate the stability and instability of solutions of problem (1.1). Concerning the first issue, we find out that, unlike in the Dirichlet problem, the presence of the inhomogeneous term f (x) in the Robin problem can increase, as well as, decrease the number of solutions subject to the range of the parameter β. Concerning the second issue, we find out that the minimal solution of (1.1) is stable and any other solution of problem (1.1) is a initial data threshold for the existence and nonexistence of global solutions to the parabolic version of problem (1.1).
To state our results rigorously, we introduce the following notations and conditions imposed on f (x).
Let h(x) be the unique solution of the following problem
Then, a simple computation shows that
For some results in this paper, the condition we impose on f (x) can be read as
The first result of this paper can be stated as Theorem 1.1. For any given f (x) ≥ 0 and f (x) ≡ 0. There exists a positive number β f such that problem (1.1) has no solution for any β ∈ (0, β f ).
The second result is about the existence of minimal solution and multiple result of problem (1.1) . It can be presented as 
f , then problem (1.1) has a minimal solution U β (x) in the sense that for any solution u β (x) of problem (1.1) we have U β (x) ≤ u β (x). Moreover U β is decreasing with respect to the parameter β.
(iii) If β > β ⋆ f , then problem (1.1) has at least two solutions.
Remark 1.
Let Ω R = {x ∈ R n R < |x| < 1}, and U β (x) be the minimal solution of problem (1.1) with Ω = Ω R . Setting
As in [10] , we can prove that for any fixed integer k, there exist at least k positive solutions to problem (1.8) provided that R is close enough to 1 and β is sufficiently large. As a result, problem (1.1) has at least k + 1 solutions in this case.
Next, we consider the parabolic version of problem (1.1), that is, we consider 9) when β = +∞ and f (x) ≡ 0, problem (1.9) is reduced to the following well studied problem
(1.10)
The a priori bound and decaying estimate of global solutions of (1.10) can be found in [12] and [20, 21] . A threshold result of (1.10) under the condition that (1.2) has an unique solution was displayed in [2] , similar result can also be found in [19] . Unfortunately, the uniqueness result is, in general, not true for problem (1.2)(see [15, 3, 17, 16] ). It is worth pointing out that in the case Ω = R n many interesting results (including threshold result) of problem (1.10) can be found in [8, 24, 13, 14] . In this paper, we try to generalize the threshold result of problem (1.10) to problem (1.9). The main feather of our results is that we need not put uniqueness restriction on the steady state. 
, then the solution of problem (1.9) always blow up in finite time.
Remark 2. Roughly speaking. Theorem 1.4 implies that the minimal solution of problem (1.1) is stable, while any other solution of (1.1) is an initial datum threshold for the existence and nonexistence of global solution to problem (1.9).
Remark 3. In the case f (x) ≡ 0, problem (1.9) becomes
(1.11)
Concerning problem (1.11), we have (ii) If u 0 (x) ≥ U (x) and u 0 (x) ≡ U (x), then the solution u(x, t; u 0 ) of problem (1.11) always blow up in finite time.
Unlike in [2] , our threshold result Theorem 1.5 need not put the uniqueness restriction on problem (1.4).
The proof of Theorem 1.1
This section is devoted to prove Theorem 1.1. To this end, we first prove some lemmas needed in the proof of Theorem 1.1 as follows.
For β ∈ (0, 1) small enough, there exists a positive constant C independent of β such that any solution u = u β of problem (1.1) satisfies u β C 2,α (Ω) ≤ C.
Proof. By elliptic theory, it is enough to show that u β L ∞ (Ω) ≤ C. We argue by contradiction. Suppose that the conclusion is not true. Then there would exist a sequence 0 < β j < β f with β j → 0 as j → ∞, a corresponding sequence of solutions u j = u β j of problem (1.1), and a sequence of points x j in Ω such that
Let us consider the auxiliary function
We denote by D either the whole space R n or the half space R n
f (x) ∈ C 1 (Ω), it follows from the standard elliptic estimate that there exists a positive constant C independent of j such that v j C 2,α (K) ≤ C with α ∈ (0, 1) for all j > J. By diagonal method, up to a subsequence, we may assume that v j converges uniformly to a C 2 function v on any compact subset of D.
this contradicts to Lemma 2.1.
this also contradicts to Lemma 2.1. 2
Proof of Theorem 1.1. We argue by contradiction. Suppose that the conclusion of Theorem 1.1 is false. Then there exists a sequence β j → 0 + as j → ∞ such that problem (1.1) with β = β j has at least one positive solution u β j , by Lemma 2.2 and the standard elliptic estimate, there exists a positive constant C independent of j such that u β j C 2,α (Ω) ≤ C. Hence, up to a subsequence, we may assume that u β j → u in C 2 (Ω) as j → ∞ and u is a solution of the following problem
However, it is easy to see that problem (2.7) has no solution since f (x) ≥ 0 and f (x) ≡ 0. A contradiction. 2
3 The proof of Theorem 1.2
This section devotes to prove theorem 1.2. Since the proof is relatively long, we divide it into the following lemmas.
Lemma 3.1. Let h(x) be the solution of problem (1.5), and ϕ β (x) be the solution of the problem
Then ϕ β (x) is monotonically decreasing with respect to the parameter β and lim
Proof. Let β 1 < β 2 , ϕ β 1 and ϕ β 2 be the solution of problem (3.1) with β = β 1 and β 2 respectively. If we set w = ϕ β 1 − ϕ β 2 , the w satisfies
It follows from the maximum principle that w ≥ 0 in Ω. Hence, ϕ β (x) is monotonically decreasing with respect to β. Noting that ϕ β (x) ≥ 0 for any β > 0 and x ∈ Ω, we conclude that ϕ β (x) converges to some function. Passing to the limit in Problem (3.1) with β → +∞, we finally obtain lim
f , then problem (1.1) has a minimal solution U β (x) in the sense that for any solution u β (x) of problem (1.1) we have U β (x) ≤ u β (x). Moreover U β is strictly decreasing with respect to the parameter β.
Proof. Let ϕ β be the solution of problem (3.1) and Λ be the constant given in (1.6). Setting v β = Λϕ β , it is easy to verify that v β (x) satisfies
By Lemma 3.1 and the assumption (F), we have
Consequently, there exists a positive number β * such that
for any β > β * . This and (3.3) imply that v β = Λϕ β is a super-solution of problem (1.1) when β > β * . On the other hand, 0 is obviously a sub-solution of problem (1.1) and 0 < v β (x). Hence, the sub and super-solution method implies that problem (1.1) has at least one solution u β (x) for any β > β * . Moreover, 0 < u β (x) ≤ v β (x). Define β ⋆ f = inf{β * ∈ (0, +∞) such that problem (1.1) has solution for any β > β * }.
It is obvious that problem (1.1) has at least one solution for any β > β ⋆ f . Moreover, by a similar argument to that used in the proof of Lemma 2.2, we can conclude that for any β ∈ (β ⋆ f , β ⋆ f + 1), there exist a positive constant C such that any solution u β (x) satisfies
Hence, up to a subsequence, we may suppose that u β (x) converges to a function u β ⋆ f (x) in C 2 (Ω) as β → β ⋆ f +0. Passing to the limit in problem (1.1) with β → β ⋆ f +0, we know that u β ⋆ f (x) is a solution of problem (1.1) with β = β ⋆ f . Hence, problem (1.
This implies that u β 0 (x) is a super-solution of problem (1.1) for any β > β 0 . On the other hand, 0 is a sub-solution of problem (1.1) and 0 < u β 0 (x). Hence, by the sub-and supersolution method, problem (1.1) has at lest one solution for any β > β 0 . This contradicts to the definition of β ⋆ f . Consequently, problem (1.1) has no solution for any β ∈ (0, β ⋆ f ). To find a minimal solution of problem (1.1), we let u 0 (x) ≡ 0 and u j+1 (x) is the unique solution of the following problem
Then it is easy to see that {u j (x)} is a monotonically increasing sequence. Moreover, if u β (x) is a solution of problem (1.1), we also have u j (x) ≤ u β (x) for any x ∈ Ω and any j > 0. Hence, {u j (x)} is convergence when j tends to the infinity. Let
Then, U β (x) is obviously the minimal solution of problem (1.1). To prove that U β (x) is monotonically decreasing with respect to the parameter β, we assume that β 2 > β 1 and U β 2 (x) and U β 1 (x) are the minimal solution of problem (1.1) with β = β 2 and β = β 1 respectively. Then, a simple computation shows that U β 1 (x) satisfies
Thus, U β 1 (x) is a super-solution of problem (1.1) with β = β 2 . By the definition of U β 2 (x), we have U β 2 (x) ≤ U β 1 (x) for any x ∈ Ω. Moreover, by strong maximum principle, we have U β 2 (x) < U β 1 (x) for any x ∈ Ω. That is, U β (x) is strictly decreasing with respect to the parameter β. 2
For any β > β ⋆ f , by making use of the minimal solution of problem (1.1), we can decompose any solution u β (x) of problem (1.1) as
To find another solution of problem (1.1), we have only to find a positive solution of problem (3.7). To do this, we represent (
Then, g(x, v) satisfies The following lemma is crucial for finding positive solutions of problem (3.7).
Lemma 3.3. The first eigenvalue λ 1 (Ω) of the following eigenvalue problem
is positive.
Proof. Let φ 1 (x) be the first eigenfunction of problem (3.8). It is well known that φ 1 (x) can be chosen so that φ 1 (x) > 0 for any x ∈ Ω. Let β 1 < β, U β 1 (x) and U β (x) be the minimal solution of problem (1.1) with parameter β 1 and β in boundary condition respectively. Then, it follows from lemma 3.2 that
Setting v(x) = U β 1 (x)−U β (x), then v(x) > 0 for any x ∈ Ω. Furthermore, a simple calculation implies that v(x) satisfies
From this, we have
On the other hand, by the equations satisfied by φ 1 (x), we can deduce that
Combining (3.10) with (3.11), we obtain
Since
Proof of Theorem 1.2. The proof of theorem 1.2 (i) is similar to that of theorem 1.1. The conclusion (ii) of theorem 1.2 comes from lemma 3.2. To prove (iii) of theorem 1.2, let H 1 (Ω) be the usual Sobolev space endowed with the usual norm
From lemma 3.3, we can easily see that for β > β *
is a norm equivalent to u . Denote by H 1 * (Ω) the function space H 1 (Ω) endowed with the norm • * . Then H 1 * (Ω) is obviously a Banach space. Consider the functional
which is defined on H 1 * (Ω), where v + (x) = max{0; v(x)}. By making use of (g 1 ) ∼ (g 4 ) satisfied by g(x, v), we can verify that I(v) satisfies all desired conditions in the MountainPass Theorem with PS-condition (see [9] for more details). Thus, Mountain-Pass Theorem with PS-condition [1] assures that problem (3.7) has at least one positive solution for β > β ⋆ f . Consequently, problem (1.1) has at least two solution for β > β ⋆ f . This completes the proof of theorem 1.2. 2 4 A priori bound for the global solution of problem (1.9) In this section, we derive an a priori bound for global solution of problem (1.9). More precisely, we will prove the following theorem. When β = +∞ and f (x) ≡ 0, theorem 4.1 was proved by Giga in [12] . Apart from some minor modification, the proof of theorem 4.1 can be adapted from [12] line by line. However, for the reader's convenience and the need of the sequel paragraph we give a sketch proof here.
Lemma 4.1. Let u(x, t) be a nontrivial nonnegative solution of problem (1.9) in Q = Ω × [0, T ). Suppose that there exists a positive number N independent of T such that u(x, t) satisfies
and that for a given t 0 > 0, sup
T ). Then there is a constant
A depending only on N and t 0 such that u(x, t) ≤ A for any (x, t) ∈ Q.
Proof. Suppose the lemma is false. Then there exists a sequence of solutions u k (x, t) of problem (1.9) with T = T k > 0 and a sequence of points (
and
Let λ k be a sequence of positive numbers such that
Define a sequence of function v k (y, s) by
denote the distance from x k to ∂Ω, and R n a = {y = (y 1 , y 2 , · · · , y n ) ∈ R n y n > −a }. Since t k > t 0 , it is easy to see that up to a subsequence, there hold
Hence, our proof are divided into the following two cases.
. Consequently, for any parabolic cylinder Q(r) = {(y, s) ∈ R n+1 |y| < r, s ∈ (−r 2 , 0] } with radius r in R n+1 , there exists a positive integer K such that Q(r) ⊂ Q k for all k > K. Since v k (y, s) ≤ 1 in Q k , it follows from the parabolic L q theory [25] that v k (y, s) is uniformly bounded in W 2,1 q (Q(r)) for any q > n. Hence, by the diagonal method, we can choose a subsequence of v k (y, s), still denote it by v k (y, s), and a function v ≥ 0 defined on R n × (−∞, 0] such that v k (y, s) converges uniformly to v in any parabolic cylinder Q(r). Furthermore, by taking another subsequence if necessary, we may assume that v ks (y, s) converges to v s in L 2 (Q(r)). Passing to the limit in problem (4.5) with k → +∞, and noting that λ Thanks to (4.3), we have v s ≡ 0 in R n × (−∞, 0). In fact, a simple computation shows that This yields v s = 0 in Q(r) because v ks converges weakly to v s in L 2 (Q(r)) and the norm is lower semi-continuous under weak convergence. Noting further that r is arbitrary, v s vanishes identically in R n × (−∞, 0). Hence, v is independent of s, and v ≥ 0 satisfies
This contradicts Lemma 2.1.
. Then, for any parabolic cylinder Q(r) in R n+1 , there exists a positive integer K such that Q(r) ∩ Q a ⊂ Q k for all k > K. By making use of parabolic L q regularity theory up to the boundary, as in the case (i) we can choose a subsequence of v k , still denote it by v k , such that v k converges uniformly in Q(r) ∩ Q a to a function v defined on Q a and such that v satisfies
Changing coordinates by y * = (y 1 , y 2 , · · · , y n + a), thenv(y * ) = v(y) solves
Then v satisfies
This also contradicts Lemma 2.1. 2
Proof of Theorem 4.1. Assume that u 0 ≥ 0 and u 0 (x) ≡ 0. We first note that there are constant B, t ′ > 0 depending only on sup x∈Ω u 0 (x), |Ω| and sup x∈Ω f (x) such that(see [25] )
be the energy associated to problem (1.9). Then, it is easy to check that the following energy identities hold
By Holder and Young's inequality, we have
It follows from (4.15) and (4.17) that
Identity (4.16) says that the energy E(t) should decrease. This together with (4.18) shows that for any t > 0, we have 19) since otherwise the solution must blow up in finite time. Integrating (4.16) over (t ′ , T ) gives This section devotes to prove theorem 1.3. So, we always assume that β < β f with β f being the number determined in theorem 1.1. If theorem 1.3 is false, then there is a initial data u 0 (x) such that problem (1.9) with initial data u 0 (x) has a global solution u(x, t; u 0 ). For simplicity, we denote u(x, t; u 0 ) by u(t) if no confusion arise. Let E(t) be the energy associated to u(t), that is
A similar argument to that used in the proof of theorem 4.1 shows that for any t > 0,
Thus, we can pick up a sequence {t j } such that t j → ∞ and u t (t j ) L 2 (Ω) → 0 as j → +∞. Moreover, by theorem 4.1, we have u(t j ) ≤ M for some positive constant M independent of j.
Multiplying the first equation in problem (1.9) by u(t j ) and integrating over Ω yields:
From this and the weak compactness of H 1 (Ω), we may assume, up to a subsequence, that for some function u(x) ∈ H 1 (Ω)
For any given ϕ(x) ∈ H 1 (Ω), multiplying the first equation in problem (1.9) by ϕ(x) and integrating on Ω yields Ω ϕu t (t j ) = Ω ϕ∆u(t j ) + Ω u p (t j )ϕ + Ω f ϕ = −β ∂Ω u(t j )ϕ − Ω ∇u(t j ) • ∇ϕ + Ω u p (t j )ϕ + Ω f ϕ. We give a proof of theorem 1.4 in this section. To this end, we need the following lemmas first.
Lemma 6.1. Let b is a positive constant, p > 1 and f (t) = ((t + b) p − b p )/t. Then f (t) is monotonically increasing in (0, +∞).
Proof. An easy computation yields
By mean value theorem, there exists ξ ∈ (0, t) such that
Noting p > 1, we have f ′ (t) ≥ 0 for any t > 0. Proof. An easy computation shows This is the desired conclusion of lemma 6.3. 2
The following lemma is important for our proof of theorem 1.4.
Lemma 6.4. If u 1 (x) and u 2 (x) are any two distinct solutions of problem (1.1) which are also different from the minimal one, then u 1 (x) and u 2 (x) must intersect somewhere.
