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1. はじめに
本研究では集合の二項関係に基づいたスカラー化関数に対する数値計算法を提案する。近年,集合に




実線形位相空間 Xにおいて, C をXの空でない凸錐とすると,Xに前順序  \leq c (反射律と推移律を
満たす二項関係) が定まる (  x,  y\in X に対して  y-x\in Cが成立するとき,  x\leq cy と定義する)。さら
に,Xの空でない二つの集合  A と  B の二項関係を以下のように定める ([9]) 。
定義2.1  \emptyset\neq A,  B\subset X とする。
(i)  A\leq c(1)B\Leftrightarrow^{def}\forall a\in A,  \forall b\in B,  a \leq cb\Leftrightarrow A\subset\bigcap_{b\in B}(b-C) ;
(ii)  A\leq c(2)B\Leftrightarrow^{def}\exists a\in A s.t.  \forall b\in B,   a \leq cb\Leftrightarrow A\cap(\bigcap_{b\in B}(b-C))\neq\emptyset ;
(iii)  A\leq c(3)B\Leftrightarrow^{def}\forall b\in B,  \exists a\in A s.t.  a\leq cb\Leftrightarrow B\subset A+C ;
(iv)  A\leq c(4)B\Leftrightarrow^{def}\exists b\in B s.t.  \forall a\in A,   a\leq c^{b}\Leftrightarrow  ( \bigcap_{a\in A}(a+C))\cap B\neq\emptyset ;
(v)  A\leq c(5)B\Leftrightarrow^{def}\forall a\in A,  \exists b\in B s.t.  a\leq cb\Leftrightarrow A\subset B-C ;
(vi)  A\leq c(6)B\Leftrightarrow^{def}\exists a\in A,  \exists b\in B s.t.  a\leq cb\Leftrightarrow A\cap(B-C)\neq\emptyset.
命題2.1  \emptyset\neq A,  B\subset X に対して,次が成り立つ。
 A\leq c(1)B iff  B\leq_{-C}A;(1)  A\leq c(2)B  iffB\leq_{-C}A;(4)
  A\leq_{c}BiffB(3)\leq鮎  A ;  A\leq_{C}(4)B_{l}ffB\leq_{-c^{A}};(2)
 A\leq_{c}B iff  B(5)\leq鮎  A ;  A\leq_{C}B_{l}ffB(6)\cdot\leq_{-c^{A}}(6).
上の二項関係に基づいたスカラー化関数を次のように定める ([11])。
定義2.2  \emptyset\neq A,  V\subset X とし,  C\neq X で   k\in int  C とする。各  j=1 , 6に対して,
 I_{k,V}^{(j)}(A) := \inf\{t\in \mathbb{R}|A\leq c(j)(tk+V)\}.
このスカラー化関数は [8] で導入された (集合に対する) スカラー化関数の一般化になっているが,




(i)  I_{k,V}^{(1)}(A)= \sup_{a\in A}\sup_{v\in V}\inf\{t\in \mathbb{R}|a\leq cv+tk\} ;
(ii)  I_{k,V}^{(2)}(A)= \inf_{a\in A}\sup_{v\in V}\inf\{t\in \mathbb{R}|a\leq cv+tk\} ;
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(iii)  I_{k,V}^{(3)}(A)= \sup_{v\in V}\inf_{a\in A}\inf\{t\in \mathbb{R}|a\leq cv+tk\} ;
(iv)  I_{k,V}^{(4)}(A)= \inf_{v\in V}\sup_{a\in A}\inf\{t\in \mathbb{R}|a\leq cv+tk\} ;
(v)  I_{k,V}^{(5)}(A)= \sup_{a\in A}\dot{{\imath}}nf\inf\{tv\cdot\cdot\in \mathbb{R}
|a\leq cv+tk\} ;
(vi)   I_{k,V}^{(6)}(A)=a\in Av\inVinf  \dot{{\imath}}nf\inf\{t\in \mathbb{R}|a\leq cv+tk\}.
この命題を使って,与えられた集合  A に対する  I_{k,V}^{(j)}(A)(j=1, 6) の値を計算機で計算する方法を
提案する。
4. スカラー化関数の計算アルゴリズムと数値実験
計算機で取扱いのできるように,対象となる空間Xをユークリッド空間  \mathbb{R}^{n} として,その部分集合で
ある凸多面体  A=co\{a_{1}, a.\} に対する,参照集合  V=co\{v_{1}, v_{\beta}\} によるスカラー化関数の計
算アルゴリズムを考える。ここで,co  \{a_{1}, a_{\alpha}\} はベクトル  a_{1},  a_{\alpha} の凸包を表している。また,
順序錐  C を (非負象限  \mathbb{R}_{+}^{n} より) 一般化して,  p_{1} , . . . ,  p_{m}\in \mathbb{R}^{n}\backslash \{\theta^{n}\}(m\geq n) を用いて,
 C:= \bigcap_{i=1}^{m}\{x\in X|\{p_{i}, x\}\geq 0\}
とすると,  C は閉凸錐となり,   k\in int  C を仮定することで,  \{p_{i},  k\rangle>0(i=1, \ldots, m) となる。
命題4.1 ([1] のProposition 1.44とCorollary 1.45参照)   k\in int  C と  x\in \mathbb{R}^{n} に対して,次が成
り立つ。
  \inf\{t\in \mathbb{R}|x\leq c tk\}=i1,\ldots,m\max_{=}\langle\frac{p_{i}}{\{p_
{i},k\}} , x\rangle.
 a\in A と  v\in V に対して,命題4.1の  x を  a-v に置き換えることにより、命題3.1の6つのスカラー
化関数計算手法を与えることができる。
定理4.1  k\in intC とし,任意の  q\in \mathbb{N} に対して,  I(q):=\{1, q\},
 M^{q}:=\{(\lambda_{1}, \ldots, \lambda_{q})\in \mathbb{R}^{n}   \sum_{r=1}^{q}\lambda_{r}=1,  \lambda_{r}\geq 0 for  r\in I(q)\}
とおくと,次が成り立つ。
(i)  I_{k,V}^{(1)}(A)= \max_{s\in}\max_{\in}\max_{\in I(\alpha)jI(\beta)iI(m)}
\langle\frac{p_{i}}{\{p_{i},k\}},   a_{s}-v_{J}\prime\rangle ;
(ii)  I_{k,V}^{(2)}(A)= \min_{\lambda\in M^{\alpha}}\max_{\in}\max_{\in jI(\beta)
iI(m)}\{\frac{p_{i}}{\{p_{i},k\rangle}, \sum_{s=1}^{\alpha}\lambda_{s}a_{s}-
v_{j}\} ;
(iii)  I_{k,V}^{(3)}(A)=jI( \beta)\lambda\in M^{a}iI(m)\max_{\in}m\dot{{\imath}}n\max_
{\in}\{\frac{p_{i}}{\{p_{i},k\}} , \sum_{s=1}^{\alpha}\lambda_{s}a_{s}-vj\} ;
(iv)  I_{k,V}^{(4)}(A)= \min_{\mu}\max_{s\in}\max_{\in\in M^{\beta}I(\alpha)iI(m)}
\{\frac{p_{i}}{\langle p_{\dot{i}},k\rangle}, a_{s}-\sum_{j=1}^{\beta}\mu_{j}
v_{j}\} ;
(v)  I_{k,V}^{(5)}(A)= \max_{s\in}\min_{\mu\in M^{\beta}}\max_{\in I(\alpha)iI(m)}\{
\frac{p_{i}}{\langle p_{i},k\rangle}, a_{s}-\sum_{j=1}^{\beta}\mu_{j}v_{j}\} ;




この定理より高々  \alpha\cross\beta\cross m 個の実数の最大値を求めることで,  I_{k,V}^{(1)}(A) を計算できる。その一方,
 I_{k,V}^{(2)}(A) , . . . ,  I_{k,V}^{(6)}(A) は凸結合の形を含んでいるために、線形計画問題を解く必要がある。
 I_{k,V}^{(2)}(A) の値の計算については,次の  (t, \lambda_{1}, . . , , \lambda_{\alpha}) に関する線形計画問題を解くことで,値が求め
られる。
Minimize  t\in \mathbb{R}
subject to  t \geq\langle\frac{p_{i}}{\langle p_{i},k\rangle},   \sum_{s=1}^{\alpha}\lambda_{S}a_{s}-v_{j}\rangle , for aıı  i\in I(m) ,  j\in I(\beta) ,
 (LP(2)) :   \sum_{s=1}^{\alpha}\lambda_{s}=1,
 \lambda_{s}\geq 0 (s=1, \ldots, \alpha) .
さらに,上記の問題は次のように変形できる。
 {\rm Min} t\in \mathbb{R}
  s.t. \min\langle p_{1}, v_{j}\rangle\geq\{p_{1}, \sum_{s=1}^{\alpha}
\lambda_{s}a_{s}-tk\rangle, j\in I(\beta)
  \min \{p_{m}, v_{j}\rangle\geq\langle p_{m}, \sum_{s=1}^{\alpha}\lambda_{s}
a_{s} -- tk\}, j\in I(\beta)
  \sum_{s=1}\lambda_{8}\alpha=1,
 \lambda_{8}\geq 0 (s=1, \ldots, \alpha) .
次の  (t, \lambda_{1}, \ldots, \lambda_{\alpha}) に関する線形計画問題  LP(3‐  1) ,  LP(3‐  2) ,  LP(3‐  \beta) を解いて,  \beta 個の値の最大
値として,  I_{k,V}^{(3)}(A) の値が求められる。
 {\rm Min} t\in \mathbb{R}
s.t.  t \geq\{\frac{p_{i}}{\langle p_{i},k\rangle}, \sum_{s=1}^{\alpha}\lambda_{s}
a_{s}-v_{1}\} , for all  i\in I(m) , (LP(3‐  1)) :   \sum_{s=1}\lambda_{s}=\alpha ı,
 \lambda_{s}\geq 0 (s=1, \ldots, \alpha) .
 {\rm Min} t\in \mathbb{R}
s.t.  t \geq\{\frac{p_{i}}{\langle p_{i},k\rangle} , \sum_{s={\imath}}^{\alpha}
\lambda_{s}a_{s}-v_{\beta}\} , for all  i\in I(m) , (LP(3‐  \beta)) :   \sum_{s=1}^{\alpha}\lambda_{s}=1,
 \lambda_{s}\geq 0 (s=1, \ldots, \alpha) .
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さらに,上記の問題は次のように変形できる。
 {\rm Min} t\in \mathbb{R}
s.t.  \langle p_{1},  v_{1} \}\geq\{p_{1}, \sum_{s=1}^{\alpha}\lambda_{S}a_{8}-tk\},
 (LP(3‐  1)) :  \langle p_{m},  v_{1}) \geq\{p_{m}, \sum_{s=1}^{\alpha}\lambda_{s}a_{s}-tk\},
  \sum_{s=1}\lambda_{s}\alpha=1,
 \lambda_{8}\geq 0 (s=1, \ldots, \alpha) .
 {\rm Min} t\in \mathbb{R}
  s.t. \{p_{1}, v_{\beta}\rangle\geq\{p_{1}, \sum_{s=1}^{\alpha}\lambda_{s}a_{s}
-tk\rangle,
(  LP  (3‐  \beta) ):  \langle p_{m},  v_{\beta}\rangle\geq\langle p_{m},   \sum_{s=1}^{\alpha}\lambda_{s}a。  -tk\rangle,
  \sum_{s=1}^{\alpha}\lambda_{8}=1,
 \lambda_{s}\geq 0(s=1, \ldots, \alpha) .
同様にして,  I_{k,V}^{(4)} (A) ,, . . . ,  I_{k,V}^{(6)}(A) の値も求められる。
新潟大学の Cloud Education System(仮想 Linux OS コンピューター,  4GB-218GB Memory,  10GB
Harddisk) を用いて,上記のアルゴリズムに対する数値実験を行った。
例4.1 以下の3次元と5次元計算例に対して、  C言語を用いて、数値実験をした。
3次元の計算例 :
 A=co\{a_{1}, a_{6}\},
 a_{1}=(0.2,0,1.6),  a_{2}=(1,0,0),  a_{3}=(0,1, 1) ,  a_{4}=(0,2,0),  a_{5}=(0,0 , 1.666667  ) ,  a_{6}=(0,0,0) ;
 V=co\{v_{1}, v_{6}\},
 v_{1}=(2.5,1.5,0),  v_{2}=(1,0,1.5),  v_{3}=(2.5,0,0),  v_{4}=(0,4,0),  v_{5}=(0,0,2),  v_{6}=(0,0,0) ;
ヨ
 C=\cap\{xi=1\in R'|\{p_{i}, x\rangle\geq 0\},
 p_{1}=(1,0,0) ,  p_{2}=(0,1,0),  p_{3}=(0,0,1) ;
 k=(1,2,3) .
計算結果は以下の通りである。
 I_{k,V}^{(1)}(A) の値 : 1.000000,
 I_{k,V}^{(2)}(A) の値  :-0.000000,
 I_{k,V}^{(3)}(A) の値  :0.000000,
 I_{k,V}^{(4)}(A) の値 : 0.259259,
 I_{k,V}^{(5)}(A) の値  :-0.06667,
 I_{k,V}^{(6)}(A) の値  :-0.444444,
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 I_{k,V}^{(1)}(A) の値 : 1.000000,
 I_{k,V}^{(2)}(A) の値 :0.205128,
 I_{k,V}^{(3)}(A) の値 :0.180000,
 I_{k,V}^{(4)}(A) の値 :0.383262,
 I_{k,V}^{(5)}(A) の値 :0.276316,
 I_{k,V}^{(6)}(A) の値  :-0.048252,
計算にかかった時間 :0.  000138s.
5. おわりに
これらは,[15] で提案された,4つのスカラー化関数の数値計算法の一般化であり,本研究で紹介し
た6種類の inf 型スカラー化関数に加えて   \sup 型も考慮し,  V=\{\theta\},  C=\mathbb{R}_{+}^{n} (pl, . . . ,  p_{n}\in \mathbb{R}^{n} を基
本ベクトル) とすることで,[15] で取り扱った4つのスカラー化関数が導き出せる。
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