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Decision tree learning is a data analytics method often used to extract information from
data sets which are unstructured, too large or complex. The approach is characterized
by the recursive partitioning of explanatory variables by a sequence of binary splits into
segments and predicting the value of a response variable in each of these segments. This
procedure then corresponds to a tree-structured model, a binary decision tree. The nodes
of the tree indicate decisions, the branches the decisions choice and the leafs give the
predicted value. The term CART (Classification and regression trees) is used to cover
the large variety of algorithms to find optimal decision trees and was first introduced
by Breiman et al. [Bre+84]. Here, Classification trees describe models with categorical
input and regression trees with numerical input variables.
In this thesis we examine the case of a random vector (X , Y ) ∈R2 with the predictor
variable X and response Y . We describe the relation between Y and X by a regression
model
Y = m(X ) + ε ,
with the conditional expectation m(X ) = E(Y |X ) and the error ε = Y −E(Y |X ), where
E(Y 2)<∞. In what follows we use a binary regression tree as an approximation of the
unknown regression curve m(x) = E(Y |X = x). Binary regression trees are then of the
shape
gt,a,b(x) = a1(−∞,t](x) + b1(t,∞)(x)
and, therefore, characterized by the three parameters (t, a, b) ∈R3. In our case gt,a,b(X )





The parameter t is called split point and splits the feature space into two intervals X ≤ t
and X > t. Whereas the constants a and b should predict Y on each side of the split point.
The procedure of constructing such a simple prediction for Y is often used in situations
in which an optimal distinction of the sample space of X or identification of a threshold is
more important than the best possible prediction of Y . Now we assume that there exists










Y − gt,a,b(X )
2
for all (t, a, b) ∈ R3. For an independent and identically distributed (i. i. d.) sample
(X i, Yi)1≤i≤n of (X , Y ) we define the least squares estimator (τn,αn,βn) for the parameters
(τ,α,β) as a minimizer of the empirical process






Yi − a1X i≤t − b1X i>t
2
.
Estimators such as (τn,αn,βn) are commonly called M-estimators. As a first asymptotic




under the assumption that regression curve m and conditional variance V (x) := E(ε2|X =
x) are bounded, X has a continuous distribution function F , and τ satisfies a ’well-
separation’ condition.







n (βn − β)





n is expressed as a minimizer
(or maximizer) of an empirical process Zn, which is a rescaled version of Sn, i.e.
θn ∈ Argmin(Zn) .
There are different criteria, similar to the classical Continuous mapping Theorem (CMT),
allowing to infer convergence of M-estimators from asymptotic results of Zn. Thereby it
is crucial whether the distribution of the limiting process allows for a single-element set
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of minimizers or not. For the case of single-element sets, ArgmaxCMT’s are provided,
e.g. by van der Vaart and Wellner [VW96, Theorem 3.2.2].
The asymptotic distribution of Zn and the corresponding convergence rates in turn
depend on the form of the unknown regression function in a neighborhood of the split
point τ. For the special case of m being a regression tree itself, i.e.
m(x) = α1(−∞,τ](x) + β1(τ,∞)(x) ,
m is called a stump model. Since the regression function and the best fitted regression
tree then coincide, the setting is also a typical change point model and the parameter τ is
called a change point. The authors Kosorok [Kos08, Section 14.5.1] and Seijo and Sen
([SS11a, section 5.1], [SS11b], [Sei12]) studied this model in the case where X and ε
are assumed to be independent. The split point (or change point) estimator τn converges
at a rate of n, whereas the estimators for the levels αn and βn converges at
p
n-rate. The
limiting process of Zn could be identified as a sum of three independent processes, a
two-sided compound Poisson process and two random quadratic functions. A similar
process occurs in the paper of Song, Banerjee and Kosorok [SBK16, Theorems 3.4 and
3.5], where the model Y = mn(X )+ε varies at each stage n for smooth regression curves
mn and converges at various rates to a regression tree.
However, the compound Poisson process is piece-wise constant and possesses an inter-
val of minimizers. One strategy used by the authors of [Kos08], [SS11a], [SS11b] and
[SBK16] is to define a smallest-Argmax functional and derive a smallest-ArgmaxCMT,
see [SS11a, Section 3]. Another approach for the non-unique case is pursued by Ferger
[Fer04] for univariate and [Fer15] for multivariate processes. There the idea is to show
classical convergence in distribution of Zn to a process Z in the multivariate Skorokhod
space and stochastic boundedness of θn. From this can be concluded that θn weakly
converge to a so called Choquet capacity functional of the set of infimizers of Z . This
functional is a generalizations of probability measures and suitable to construct confi-
dence regions. We will utilize these results to generalize the stump model to regression
functions of the form
m(x) = ml(x)1(−∞,τ](x) +mr(x)1(τ,∞)(x) ,
where ml(x) and mr(x) are continuous in a punctured neighborhood of the discontinuity
point τ. The restriction that X and the error ε are independent will also be dropped.
Therefore, we find an appropriate decomposition of the rescaled process Zn and show
3
1 Introduction
its weak convergence in the multivariate Skorokhod space. As one result it turns out that
τn still converges at n-rate and αn and βn at
p
n-rates. The limiting process
Z(t, a, b) = 2 (β −α) Z (1)(t) + Z (2)(a) + Z (3)(b)
is likewise a sum of a two-sided compound Poisson process, 2 (β −α) Z (1)(t), and two
random quadratic functions Z (2)(a) and Z (3)(b). The jump-size distributions for the two
sides of Z (1) are derived by the conditional distributions of Y given X ’close’ to the split
point τ from the left and right side, respectively. The arrival-time distributions of Z (1)
depend on the slope of F at τ. The processes Z (2) and Z (3) are derived by parameters
depending on the distribution function F at τ, E(1X≤τ(α− Y )2) and E(1X>τ(β − Y )2),
respectively.
To show stochastic boundedness of θn we derive numerous supremal inequalities for
various empirical processes occuring by the investigation of the rescaled process Zn. For
this purpose, we generalize martingale and backwards martingale inequalities and use
diverse martingale techniques like a Doob-Meyer decomposition.
The preliminary work used to proof this result also enables us to cover the continuous
case. If m is continuous in a neighborhood of the split point, Banerjee and McKeague
[BM07] pointed out that all three estimators (τn,αn,βn) converge at a n
1/3-rate. Here the
limiting process is driven by a two-sided Brownian motion with a quadratic drift function.
We reproduce the result and, beyond that, observe that the assumptions made there have
to be expanded. In order to ensure the convergence rate, the slope of the regression
function m at the split point τ has to obey a certain condition. The limit process can be
rearranged such that this condition is reflected in the parabolic drift function, which
then opens in the correct direction in order to obtain an optimum.
The following five chapters are structured as follows. In Chapter 2 we give a precise
description of the considered model and a formulation of the assumptions. In doing so
we investigate the necessary condition about existence and uniqueness of the parameters
(τ,α,β) in detail and state a simpler prescription for the calculation of (τn,αn,βn). The
mathematical foundation for multivariate Skorokhod spaces and the ArginfCMT are
collected in Chapter 3. In Chapter 4 we derive the supremal inequalities. Chapter 5
is devoted to show the consistency of the estimator. Thereby we can use results from
Chapter 4 and proof a generalization of Chang’s theorem [SW86, p. 424]. Chapter 6 is
intended to apply the Arginf-CMT for the case where the split point is a discontinuity
point of m. To that we introduce the rescaled process and proof its weak convergence. To
4
show the stochastic boundedness condition we use the inequalities of Chapter 4. Those
results then allow us to show how to build confidence regions. In Chapter 7 we similarly
proceed to apply the Argmax-CMT for the continuous case.
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2 Estimation of binary decision
trees
2.1 Setting and estimator
First we give a detailed description of the model and introduce notations which are valid
throughout this work.
Let (X , Y ) be a vector of real valued random variables defined on a probability space
(Ω,A ,P). X is the predictor and Y , influenced by X , is the response variable. This
dependence structure is described by the joint distribution of (X , Y )
P(X ,Y ) = PX ⊗ PY |X
(in the sense of [GS77, Proposition 1.8.10 together with Remark 5.3.9]), where PX :=
P◦X−1 is the distribution of X and PY |X is a regular version of the conditional distribution
of Y given X . Denote by F(x) := PX ((−∞, x]) the corresponding right continuous
distribution function attached to X and assume that EY 2 <∞. Since Y is integrable
the conditional expectation m(X ) := E(Y |X ) exists. A fundamental property of m is that
it is the best prediction for Y by virtue of the information of σ(X ), in the sense that m
minimizes the L2-distance from Y (see [Kle06, Corollary 8.16]. The random error caused
by the use of this model is denoted by ε := Y −m(X ). By basic properties of conditional
expectations, then E(ε|X ) = 0.
We consider a non-parametric regression setting in which m is supposed to be a priori
unknown. The existence of the regression function m(x) := E (Y |X = x) is established




y PY |X (x , dy)
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for PX -almost all x ∈ R (see [GS77, Proposition 5.3.12]). Thus m is PX -almost surely
uniquely determined. Furthermore, V (x) := E(ε2|X = x) denotes the conditional vari-
ance of Y given X = x .
In this thesis we use a binary decision tree
gt,a,b(x) = a1(−∞,t](x) + b1(t,∞)(x) ,
which is determined by the three parameters (t, a, b) ∈R3 as a model for the unknown
function m. First we formulate the inevitable conditions of existence and uniqueness for
the best L2-approximation of Y to a decision tree.
(A1) S(t, a, b) := E
 
Y − a1X≤t − b1X>t
2 has a unique minimizing set of parameters
(τ,α,β) ∈R3, where α 6= β .
Furthermore we need some additional assumptions:
(A2) There exists an ε-neighborhood Uε(τ) of τ and constants 0< L < L <∞ such that
F is continuous in Uε(τ) with
L|u− v| ≤ |F(u)− F(v)| ≤ L|u− v|
for all u, v ∈ Uε(τ). In addition, the right- and left-hand derivatives, F ′+(τ) and
F ′−(τ), exist.
(A3) V is continuous and bounded in a punctured ε-neighbourhood Uε(τ) \ {τ}.
Now let (X i, Yi)1≤i≤n be an n-sized i. i. d. sample of (X , Y ) with the corresponding
empirical distribution Qn := n−1
∑n
i=1δ(X i ,Yi), where δ(x ,y) is Dirac’s measure at the point
(x , y). Then we introduce the empirical equivalent to S(t, a, b) by












Yi − a1X i≤t − b1X i>t
2 (2.1)
and define an M-estimator of the parameters (τ,α,β) by a measurable choice
(τn,αn,βn) ∈ Argmin
(t,a,b)∈R3
Sn(t, a, b) . (2.2)
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2.2 Assumption (A1)
For more convenience we introduce the following expectations
F̄(t) := E (1X>t)









































We denote the set where the distribution function F is neither zero nor one by
TF := {x ∈R ; 0< F(x)< 1} .
2.2 Assumption (A1)
The existence and uniqueness condition (A1) is a strong requirement which implies
several properties. These will be investigated in detail now, whereas the normal equations
have already been mentioned in [BM07, p. 546]
Lemma 2.1 If condition (A1) holds, then
(i) τ ∈ TF .
(ii) For each t ∈ TF the set Argmin(a,b)∈R2 S(t, a, b) is a singleton and
(a(t), b(t)) := argmin
(a,b)∈R2








= (E(Y |X ≤ t),E(Y |X > t)) .
(iii) (α,β) satisfies the normal equations
α= E(Y | X ≤ τ) and β = E(Y |X > τ) .
9






= 0 and E (1X>τ(Y − β)) = 0 .








F̄(t) if t ∈ TF
(EY )2 if t /∈ TF
.
(v) If m(x) is continuous in a punctured ε-neighborhood Uε(τ) \ {τ} of τ, where τ is





























Proof. (i) First compute









E (Y − b)2 F(t) = 0
E(Y 2) + a2F(t) + b2 F̄(t)− 2aH(t)− 2bH̄(t) t ∈ TF
E (Y − a)2 F(t) = 1 .
(2.5)
To obtain a contradiction, suppose that τ /∈ TF . Then either F(τ) = 0 or F(τ) = 1, and
S(τ, a, b) would be constant in the argument a or b, respectively; a contradiction to the
uniqueness condition of α and β .
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(ii) Fix t ∈ TF , then the partial derivatives of S in a and b exist and
(∂aS,∂bS) =
 
2aF(t)− 2H(t), 2bF̄(t)− 2H̄(t)

.





and b(t) = H̄(t)
F̄(t)
.











is positive definite. Hence, S(t, a, b) is strictly convex in (a, b) and argmin(a,b)∈R2 S(t, a, b)
is a singleton. Moreover, with the definition of elementary conditional expectations one
gets
a(t) = E(Y |X ≤ t) and b(t) = E(Y |X > t) .
(iii) A standard rule for interchanging the order of minimization, see [RW98, Proposition


































and, accordingly, E (1X>τ(Y − β)) = 0.
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(iv) Use Equation (2.5) and (ii) to see that
inf
(a,b)∈R2








F̄(t) t ∈ TF
EY 2 − (EY )2 t /∈ TF .
By (i) and Equation (2.6) then τ= argmint∈TF inf(a,b)∈R2 S(t, a, b), whereas this is true if
and only if τ= argmaxt∈TF M(t).
(v) For each v 6= 0 with (τ− v,τ+ v) ∈ TF condition (A1) implies the following strict
inequality



















F(dx) v < 0
.
(2.7)
Without loss of generality, assume α < β . The case where α > β can be proved in much


















By the continuity of m in Uε(τ) \ {τ} and the mean value theorem for Lebesgue-Stieltjes
integrals, see [HS75, Theorem 21.69], there exist sequences (ξn)n∈N and (ξ̃n)n∈N with






























(F(τ)− F(τ− vn)) . (2.8)







Finally, since ξn↘ τ and ξ̃n↗ τ, as n→∞, the inequalities are proved.
(vi) Follows from (v) if we set m(τ−) = m(τ+).
(vii) By (i),(ii) and (iv) we know that τ= argmaxt∈TF M(t), where
M(t) = a(t)H(t) + b(t)H̄(t) .
For each t ∈ Uε(τ) we apply A.5 to obtain
H ′(t) = lim
h→0
H(t + h)−H(t)
F(t + h)− F(t)
F(t + h)− F(t)
h
= m(t)F ′(t) . (2.9)
With the same argument
H̄ ′(t) = −m(t)F ′(t) , a′(t) = F ′(t)
m(t)− a(t)
F(t)




M ′(t) =F ′(t)

2m(t)(a(t)− b(t)) + b2(t)− a2(t)

M ′′(t) =F ′′(t)





m′(t)(a(t)− b(t)) + a′(t)(m(t)− a(t)) + b′(t)(b(t)−m(t))

.
With F ′(τ)> 0 and the first-order necessary condition for τ to be an optimum in M , that
is M ′(τ) = 0, then

















F(τ)−F(τ)2 , then M
′′(τ)> 0, which is sufficient
for M(τ) to be a local minimum; a contradiction to (iv). 
As already mentioned in Section 2.1, m(X ) is that σ(X )-measurable random variable
which minimizes the L2-distance from Y . Using a decision tree (or any other square-
integrable function) g instead of m causes an error which we may characterize as follows.
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For each B ∈B(R) we have
E
 





(Y −m(X ))2 dP+ 2
∫
X−1(B)
(Y −m(X )) (m(X )− g(X )) dP+
∫
X−1(B)






















(m(x)− g(x))2 F(dx) . (2.10)
If B = R we observe that the error can be decomposed into a sum of two errors. The
first one is the conditional variance averaged over X. It is independent of g and, hence, a
lower bound for the error. The second term is an average of the error caused by the use
of g as a model function for the regression curve m.
2.3 Calculating the estimator
Let us denote the sampling interval by
TFn = {x ∈R ; 0< Fn(x)< 1} .







Within this section we adhere to the convention that 0/0 = 0. The following lemma
enables us to compute (τn,αn,βn).
Lemma 2.2 For each (τn,αn,βn) ∈ Argmin
(t,a,b)∈R3
Sn(t, a, b) we have
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2.3 Calculating the estimator













if t ∈ TFn
Ȳ 2n if t /∈ TFn
, (2.11)









, t ∈R .
Proof. (i) Similar to the proof of Lemma 2.1(i) and (iv) we can show that










i=1 (Yi − b)






2Fn(t) + b2 F̄n(t)− 2aHn(t)− 2bH̄n(t) t ∈ TFn
n−1
∑n
i=1 (Yi − a)



























n t /∈ TFn
.
Likewise, with the rule for interchanging the order of minimization (see [RW98, Propo-































2 Estimation of binary decision trees
Finally we will examine the empirical process Sn from (2.1) in order to find suitable
decompositions for the rescaled versions of Sn. To that end, note that



















1X i≤τ+t − 1X i≤τ
 
(Yi −α)































b2 − 2b(Yi − β)

.
The empirical process Sn centered at the point (τ,α,β) can be decomposed
Sn(τ+ t,α+ a,β + b)− Sn(τ,α,β)






























































1X i≤τ+t − 1X i≤τ











1X i>τ+t . (2.13)
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3 Multivariate cadlag processes
In this chapter the mathematical foundations are gathered from the literature and
completed by further results.
In Section 3.1 we recall the definition of the multivariate Skorokhod space D(Rd). We
give a characterization of convergence with respect to the Skrokhod topology. Further-
more, we introduce the Skorokhod product space and present criteria for the convergence
with respect to the product topology. In Section 3.2 we recall the Arginf-functional of a
process X in D(Rd) and provide a CMT for convergence almost surely and in probability.
Finally, we formulate a corresponding CMT concerning the generalized convergence in
distribution.
3.1 The multivariate Skorokhod space
We use the definition of the multivariate Skorokhod space D(Rd) from [Fer15, p. 13]. It
extends the definition of the function space D([0,∞)d) from [ŁR86, p. 329].
Definition 3.1 (Multivariate Skorokhod space) Assume that d ∈N and Rk, 1≤ k ≤ d,
is one of the relations < or ≥. For R= (R1, . . . , Rd) and all t = (t1, . . . , td) ∈Rd then
QR(t) :=

s ∈Rd; skRk tk, 1≤ k ≤ d
	
is called the R-quadrant of t. For a function f : Rd →R the limit (if it exists)
fQR(t) := limQR3s→t
f (s)
is called the R-quadrant-limit of f in t. The multivariate Skorokhod space D(Rd) is the set
of all functions f : Rd →R which satisfy for each t ∈Rd the conditions
(i) fQR(t) exists for all of the 2
d R-quadrants QR(t),
(ii) fQR(t) = f (t) for R= (≥, . . . ,≥) .
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Suppose that I d := [−a, a] ⊆ Rd for some 0 < a = (a1, . . . , ad) then the subspace D(I d)
denotes the set of all restrictions of functions f ∈ D(Rd) to I d .
Based on the notion for the univariate case D(R), the functions in D(Rd) are also called
’right-continuous with left limits (càdlàg)’. Now we will show that the empirical process
Sn from (2.1) has càdlàg trajectories.
Lemma 3.2 For each n ∈ N, the trajectories (t, a, b) 7→ Sn(ω, t, a, b) are functions in
D(R3) for all ω ∈ Ω.
Proof. Let x = (x1, x2, x3) ∈R3 and QR(x) =Q(R1,R2,R3)(x1, x2, x3) be an R-Quadrant of x .
Let (x (k))k∈N ⊆QR be a sequence with limk→∞ x (k) = x . Since convergence with respect
to a norm in R3 is equivalent to component-wise convergence ([Heu91, Proposition
109.8]) and QR(x) =QR1(x1)×QR2(x2)×QR3(x3), this is equivalent to x
(k)
i → x
(k) in QRi ,











































We know that t 7→ 1X i≤t is càdlàg and thus Fn, F̄n, Hn and H̄n are too. Now conditions
(i) and (ii) from Definition 3.1 follows from the fact, that the maps (x , y) 7→ x + y and
(x , y) 7→ x y are continuous ([For08, Proposition 2.7]). 
Similar to the univariate case in [Bil99, Section 12] one can define the Skorokhod metric
sd for the multivariate case. This metric generates a topology which is called Skorokhod
topology and which makes D(Rd) a separable space. Moreover, there exists another
metric which also generates the Skorokhod topology but beyond that lets D(Rd) become
separable and complete (see for instance [ŁR86, p. 332]). Now we give a characterization
of convergence in D(Rd) induced by the Skorokhod topology.
Lemma 3.3 LetΛd be the set of all transformationsλ : Rd →Rd of the formλ(t1, . . . , td) =
(λ(1)(t1), . . . ,λ(d)(td)), where each λ(i) : R→ R, 1 ≤ i ≤ d, is continuous and strictly in-
creasing with λ(i)(−∞) = −∞ and λ(i)(∞) =∞. If f and the sequence ( fn)n∈N are
functions in D(Rd) then fn converges to f with respect to sd (for short, fn
sd→ f ) if and
only if there exists a sequence (λn)n∈N ⊆ Λd such that
20
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(i) sup
t∈Rd
‖λn(t)− t‖∞→ 0, as n→∞,
(ii) sup
t∈[−a,a]d
| fn (λn(t))− f (t)| → 0, as n→∞ for all a > 0,
where ‖·‖∞ denotes the maximum norm in Rd .
Proof. See [ŁR86, Theorem 1] and [Fer15, p. 19]. 
Lemma 3.4 Let d ∈N and define the map




, f 7→ f̄ ,
where f̄ ∈ D(Rd) with (x1, . . . , xd) 7→ f̄ (x1, . . . , xd) := f (x1). Then Φ is continuous.
Proof. Let f ∈ D(R) and R = (R1, . . . , Rd) ∈ {<,≥}










f̄ (s) = lim
s1↓t1
f (s1) = f (t1) = f̄ (t) ,
f̄QR exists and f̄Q(≥,...,≥)(t) = f̄ (t) . Hence, f̄ ∈ D(R
d) and Φ is well-defined. In order to
show continuity use the set of transformations Λd introduced in Lemma 3.3 and define



















| f (λ(t1))− f (t1)| .
By Lemma 3.3 the continuity of Φ follows immediately. 
Let D(Rd) be the Borel σ-algebra generated by the Skorokhod topology sd . A measurable
map X : (Ω,A ,P)→ (D(Rd),D(Rd)) is called a stochastic process with trajectories in
21
3 Multivariate cadlag processes
D(Rd). Accordingly, the measurable map X : (Ω,A ,P)→ (D(I d),D(I d)) is a stochastic
process in D(I d) and we write X |Id for the restriction. If S ⊆Rd we will denote by πS(X )
the projection of the process X onto its marginals, i.e. the family {X (s) ; s ∈ S}.
We give a characterization of convergence in distribution of a sequence (Xn)n∈N in
D(Rd). The following proposition states that the convergence of a sequence of random
variables in D(Rd) can be attributed to the convergence in D(I d).
Proposition 3.5 Let (Xn)n∈N be a sequence of stochastic processes in D(Rd). Then Xn
L
→
X , as n→∞, if and only if Xn|[−a,a]
L
→ X |[−a,a] in D([−a, a]) for all 0 < a = (a1, . . . , ad)
with
a ∈ CX :=

t ∈Rd;πt continuous P ◦ X−1-almost everywhere
	
.
Proof. The proof can be found in [ŁR86, Theorem 4]. 
In this thesis, we need an additional topological space to characterize trajectories of
stochastic processes and their convergence.
Definition 3.6 (Skorokhod product space) Let Dd :=
∏d
i=1 D(R) be the d-fold carte-
sian product of (D(R), s1) equipped with the product topology. Then we call Dd the
Skorokhod product space. By Dd we denote the Borel σ-algebra generated by the product
topology on Dd .
A common method to prove Xn
L
→ X in D(R) is initiated by Prokhorov’s theorem and
involves the procedure to prove first that the sequence (Xn)n∈N is tight. Secondly, to show
the convergence of the finite-dimensional marginal distributions (fidis), that means
πS (Xn)
L
−→ πS (X )
for all finite S ⊆ T , where T is a dense subset of R, see [JS03, Chapter VI, §3b, 3.20].
Now we formulate a corresponding weak convergence criterion in the Skorokhod product
space Dd . The procedure is of a similar type as in [JS03, Chapter VI, §3b, 3.20] and is
formulated in [FV09, Theorem 5.1].
Proposition 3.7 Let (Zn)n∈N = (X (1)n , . . . , X
(d)
n )n∈N be a sequence of stochastic processes
in (Dd ,Dd). If each of the sequences X (1)n , . . . , X
(d)
n is tight and there is a random variable






















3.2 Convergence of Arginf- and Argsup-sets
as n→∞, for all finite S ⊆ TX (1) ∩ . . .∩ TX (d), where
TX (i) := {t ∈R;πt continuous P ◦
 
X (i)
−1 -almost everywhere} ,





Proof. The statement is proved in [FV09, Theorem 5.1] for the case d = 2 and can be
generalized without further ado. 
3.2 Convergence of Arginf- and Argsup-sets
Our first concern will be the sets of all infimizers and supremizers of a process in D(Rd).









the set of all infimizers of X and
Argsup(X ) :=







the set of all supremizers of X . Accordingly we call the random sets
Argmin(X ) :=
§




the set of all minimizers of X and
Argmax(X ) :=





the set of all maximizers of X .
23
3 Multivariate cadlag processes
Lemma 3.9 Let X be a process in D(Rd) and Γ = diag(α1, . . . ,αd) be a diagonal matrix
with strictly positive entries. For all θ ∈Rd and γ > 0, then
Z(t) = γ

X (θ + Γ−1 t)− X (θ )
	
,






for each θ̂ ∈ Arginf (X ).
Proof. Given the diagonal matrix Γ and θ ∈ Rd define a transformation λ : Rd → Rd
with λ(t) := Γ (t − θ ). Then λ is an element of the set Λd introduced in Lemma 3.3 and
Z(t) = γ

X (λ−1(t))− X (θ )
	
, where λ−1 denotes the inverse of λ. Now the claim follows
immediately from [Fer15, Lemma 2.2(i) and (iii)]. 
Remark 3.10 (i) As a direct consequence of the definition we have Argmin(X ) ⊆
Arginf(X ) and Argmax(X ) ⊆ Argsup(X ).
















Moreover, due to sup(−A) = − inf(A) for all A⊆R, obviously Arginf(X ) = Argsup(−X ).
In the following proposition we recall a sufficient condition for the convergence of
infimizing points of processes in D(R). Conditions to be adjusted to obtain an analogous
result for supremizers are expressed in square brackets. Moreover, the result holds both
for almost sure convergence as well as for convergence in probability, which is formulated
in round brackets.
Proposition 3.11 Let X and Xn for n ∈N be stochastic processes in D(R) with
sup
t∈R
|Xn(t)− X (t)| −→ 0 P-a.s. (in probability) as n→∞ ,
24
3.2 Convergence of Arginf- and Argsup-sets
and ξ ∈ Arginf(X ) [or ξ ∈ Argsup(X )] almost surely with
inf
t∈R




X (t)> sup {X (t); |t − ξ|> ε}

(3.1)
for all ε > 0 almost surely. For each sequence (ξn)n∈N with
ξn ∈ Arginf(Xn) almost surely for each n≥ N
[ξn ∈ Argsup(Xn) almost surely for each n≥ N]
then
ξn −→ ξ P-almost surely (in probability) as n→∞ .
Proof. This is a direct consequence of [Fer15, Theorem 3.3]. 
Condition (3.1) implies that Arginf(X ) = {ξ} or Argsup(X ) = {ξ}, respectively. But in
general, the limit process X has not a unique infimizing or supremizing point. For that
reason we need a continuous mapping theorem for the Arginf- and Argsup-functional in
a more general setting.
Proposition 3.12 Let (Xn)n∈N be a sequence of stochastic processes in D(Rd), and
(ξn)n∈N be a sequence with ξn ∈ Arginf(Xn) almost surely for each n ≥ N . If Xn
L
→ X in









P (ξn ∈ F)≤ P (Arginf(X )∩ F 6= ;) (3.2)
for all closed sets F ⊆Rd .
Proof. See [Fer15, Theorem 3.11]. 
Remark 3.13 The expression on the right hand side of (3.2) is in general not a prob-
ability measure but a Choquet-capacity functional TC of the so-called random closed
set C = Arginf(X ), this means that TC is a set function defined on B(Rd) and with
TC(F) = P (C ∩ F 6= ;). For further details confer with [Fer15, p. 35-37]. Due to the
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one-to-one correspondence of TC and P ◦ C−1 by Choquet’s theorem (cf. [Fer15, The-
orem 3.9]), one can characterize weak convergence of ξn in terms of the capacity
functional TC in the sense of [Fer15, Definition 3.1]. According to this definition we say
Pn := P ◦ ξ−1n converges weakly to TC (or ξn converges in distribution to C , respectively) if
limsupn→∞ Pn(F) ≤ TC(F) for all closed sets F ⊆ Rd . However, if C = {ξ} almost surely
then indeed P(C ∩ · 6= ;) = P(ξ ∈ ·) is a probability measure and we conclude from
Portmanteau’s theorem (cf. [Kal97, Theorem 3.25]), that ξn
L
→ ξ in the classical sense.
Thus, convergence to Choquet-capacity functionals is an extension of the notion of weak
convergence.
The convergence in the sense of (3.2) is stable under continuous maps.
Proposition 3.14 Let (ξn)n∈N be a sequence of random variables in Rd , and C ⊆Rd be
a random set which is compact almost surely with
limsup
n→∞
P (ξn ∈ F)≤ P (C ∩ F 6= ;)
for all closed sets F ⊆ Rd . If h : Rd → Rd ′, d ′ ∈ N, is a measurable map such that










h(C)∩ F ′ 6= ;

for all closed sets F ′ ⊆Rd ′.
Proof. This is a special case of [Fer15, Propositon 3.4]. 
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In this chapter we introduce and investigate empirical processes appearing in the exami-
nation. By the usage of techniques and inequalities from martingale theory we establish
supremal inequalities for them.
In Section 4.1 we will proof a type of Birnbaum and Marshall inequality for zero-mean
martingales and, afterwards, a version for backwards martingales. These inequalities
will be applied to the empirical processes En and Ēn in Section 4.2 and 4.3. In Section
4.4 and 4.5 we utilize a Doob-Meyer-type decomposition for the empirical processes
Ln and L̄n and also derive supremal inequalities. Finally the results collected so far are
utilized in Section 4.6 to show inequalities for the process Wn. If not stated otherwise,
we work in the notation of Section 2.1.















1{X i>t} (Yi −m(X i)) , t ∈R , (4.2)
where we set En(−∞) = 0 and Ēn(∞) = 0. Furthermore, define the continuous-time















1{X i>t}m(X i) , t ∈R , (4.4)
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In the sequel, the tuple (X i:n, Y[i:n]) denotes the i−th order statistic X i:n and its correspond-
ing concomitant Y[i:n], this means that X1:n ≤ . . .≤ Xn:n, and Y[i:n] is the random variable
associated with X i:n. Moreover, we set X n := (X1:n, . . . , Xn:n) and Y n := (Y[1:n], . . . , Y[n:n]).
We adopt the convention that supt∈; f (t) = −∞.
Remark 4.1 (Generic constant) In order to prevent excessive redefinition of constants
in the following estimations, we will use the concept of a generic positive constant. We
call D > 0 a generic positive constant if it represents a strictly positive term which may
change from line to line. It does not depend on the involved parameters and, therefore,
must not be known exactly.
4.1 Birnbaum and Marshall inequality for
zero-mean martingales and backwards
martingales
The following inequality represents a generalization of Inequality 4 in [SW86, A.10.].
Lemma 4.2 Let (St ,Ft)γ≤t≤δ, be a zero-mean, continuous-time and square-integrable
martingale with càdlàg sample paths. If q : [γ,δ] → (0,∞) is a non-decreasing and
































, t < γ
ES2t , t ∈ [γ,δ]
ES2
δ
, t > δ
.
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4.1 B&M inequality for zero-mean martingales and backwards martingales
Under the same assumptions but (St ,Ft) being left continuous with right limits (càglàd)





















Remark 4.3 Comparing the inequality in [SW86, A.10.] with (4.7) we find a small
discrepancy in the term in the integral. Indeed the càdlàg and càglàd cases can be dealt
separately to sharpen the inequality. But nevertheless in section 4.5 we will need this
more strict version of inequality.
Proof. The proof for γ = 0 and Sγ = 0 can be found in Inequality 4 in [SW86, A.10.].
We follow the line of argument there. First consider the right-continuous case. For
each n ∈N let {vk := γ+ (δ− γ)(k− 1)2−n ; 1≤ k ≤ 2n + 1} be a partition of [γ,δ], which
refines [γ,δ] into 2n subintervals. Define a discrete time process (Bk,Gk)0≤k≤2n+1 with
B0 := 0, Bk := Svk andG0 := {Ω,;}, Gk :=Fvk . Observe that (Bk,Gk)0≤k≤2n+1 is a zero-mean





























































































is non-decreasing in n. In (b) we use Inequality A.3 and in (c) we make use of the
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zero-mean martingale property. To see the convergence in (d) observe that ES2t is non-
negative, non-decreasing and right continuous, and thus, µ(t) measure-defining. This
means there corresponds exactly one measure, which we also denote by µ, satisfying
µ((a, b]) = ES2b −ES
2






















Since (hn)n∈N is a non-decreasing sequence of positive and measurable functions with
limn→∞ hn(t) = q−2(t+) = q−2(t) for all t ∈ (γ,δ] the convergence follows from an
application of the monotone convergence theorem. The left continuous case only differs
in (d). Since ES2t is non-decreasing and left continuous, there exists exactly one measure,
denoted by µ, satisfying µ([a, b)) = ES2b −ES
2






















Since (hn)n∈N is a non-decreasing sequence of positive and measurable functions with
limn→∞ hn(t) = q−2(t+) for all t ∈ [γ,δ) the convergence can be seen by applying the
monotone convergence theorem. 
We will formulate an appropriate inequality for the case, where St is a backwards
martingale.
Lemma 4.4 Let (St ,Ft)γ≤t≤δ, be a zero-mean and square-integrable backwards mar-
tingale with càdlàg sample paths. Let q : [γ,δ] → (0,∞) be a non-increasing right
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, t < γ
ES2t , t ∈ [γ,δ]
ES2
δ
, t > δ
.





















Proof. First, consider the right-continuous case. Set S̃t := Sδ−t+γ, F̃t := Fδ−t+γ and
q̃(t) := q(δ− t + γ). Note that (S̃t , F̃t) is a zero-mean and square integrable martingale
with càglàd sample paths and q̃(t) is a non-decreasing and left continuous function.


































If we define φ(t) := δ− t + γ we obtain

























































The proof for the left continuous case is quite similar. We only have to replace càglàd by
càdlàg, left continuous by right-continuous and intervals of the form [a, b) by (a, b] and
use Inequality (4.6) from Lemma 4.2 instead of Inequality (4.7). 
4.2 Results for En
Lemma 4.5 Suppose that γ ∈ R and q : [γ,∞) → (0,∞) is a right-continuous and
monotonically increasing function. Let u ∈ {−∞}∪(−∞,γ] and δ > γ. If F is continuous




















holds for all ε > 0.
The argumentation in the following proof was applied to different special cases as in
[FK09, p. 103-104], [Til07, p. 59-70] and [Fer09, Ch. 8].
Proof. Define the set Ωn ⊆ Ω, where Ωn :=
⋃n
k=1 {Xk ∈ (γ,δ]}. Furthermore, set
Tn :=

xn = (x1, . . . , xn) ∈R








4.2 Results for En
and for all xn ∈ Rn define
a(xn) :=min {1≤ l ≤ n ; x l ∈ (γ,δ]}






For the vector of order statistics X n then Ωn = X
−1
n (Rn) ⊆ X
−1
n (Tn) and, hence, Ωn ∈
X−1n (B(Tn)) = σ(X n) and 1Ωn is σ(X n)-measurable. Additionally, on the set Ωn the
random variables A := a(X n) and B := b(X n) are well-defined. By commutativity of










































we observe that ∆n is a càdlàg process which is constant on each interval [X i:n, X i+1:n)
and with jumps in each X i:n. Since t 7→ 1/q(t) is monotonically decreasing, the pro-
cess

|∆n(t)|q(t)−1;γ≤ t ≤ δ
	
is monotonically decreasing within [X i:n, X i+1:n) and with
jumps occurring at most in X i:n or in the discontinuity points of q. In the latter case the
jump size is negative. This implies that all suprema of this process within [X i:n, X i+1:n)


















































For the first summand on the right hand side of (4.9) we use Chebychev’s inequality and







































V (x) F(dx) . (4.10)
Now we study the second summand on the right hand side of (4.9) and prove a Hájek-
Rényi like inequality for order statistics. Since F is continuous on the interval (γ,δ], with
probability one there are no ties in (γ,δ]. Thus, for all A≤ k ≤ B then nFn(Xk:n) = k (cf.




















where C := c(X n). Now define the mapping H : Tn×R












































4.2 Results for En




































X n, Y n






By the lemma of Stute and Wang (cf. A.1), PY n|X n(xn, dyn) =
⊗n
i=1PY |X (x i, dyi), and
by a characterization of conditional expectations, see [Als98, Proposition 53.6], for
P ◦ X−1n -almost all xn ∈ Rn one has
E
 














PY |X (x i, dyi) .
For xn ∈ Rn let W1, . . . , Wn be some independent random variables with P ◦ (Wi)
−1 =






PY |X (x i, dyi)
=
∫


































y PY |X (x i, dy) = E(Y |X = x i) = m(x i), the summands are zero-mean
with Var (Wi) =
∫
(y −m(x i))2PY |X (x i, dy) = V (x i). Furthermore, q(xa) ≤ . . . ≤ q(xb)
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Observe that XC:n ≤ u< XC+1:n and for each ω ∈ Ωn,
XA−1:n ≤ γ < XA:n ≤ . . .≤ XB:n ≤ δ < XB+1:n .
Therefore, we have 1Ωnq(XA:n)


















































































































and, together with (4.9) and (4.10), the proof is complete. 
Corollary 4.6 If ν > 0 and if r > 0 such that (A2)-(A3) holds for Ur(τ), then there




























for all ε > 0, d > 0 and 1/2≤ λ < ν+1/2ν.
Proof. Fix ε > 0 and d > 0. For a given ν > 0, let λ ∈ R be such that 1/2 ≤ λ ≤ ν+1/2ν.


















As required in Lemma 4.5, the function q(s) = (s − τ)λ is positive, continuous, and
monotonically increasing on [τ+ n−νd,∞). By Lemma 4.5 and under assumptions (A2)
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We consider the second integral on the right-hand side of this inequality and assume
1/2< λ≤ ν+1/2ν. The case λ= 1/2 is treated separately. By assumption (A2), F is strictly
increasing and continuous on [τ,τ+ r]. Hence, the integrand is also Riemann-Stieltjes
integrable (cf. [SP12, A.36(e)]). In this case both constructions, Riemann-Stieltjes and
Lebesgue integral, coincide (cf. [SP12, A.36(i)]). To distinguish these constructions
different notations for the integration boundaries are used. Now we can apply the
change-of-variable theorem for Riemann-Stieltjes integrals [Rud76, Theorem 6.19]. For
this purpose set g(x) = 1−2λ+1(x − F(τ))























































































where the expressions in the squared brackets is chosen to be the constant C . Otherwise,












In the case λ = 1/2 set g(x) = ln(x − F(τ)) and, according to this, g ′(x) = (x − F(τ))−1.
With similar arguments used to derive (4.11) we find
∫
(τ+n−νd,τ+r]

































+ ‖V‖Ur (τ) L̄n
−1














= 0 . 
4.3 Results for Ēn
We deduce a similar result for the process Ēn. As the proofs show similarities to those of
Section 4.2 their presentation will be shortened, while focusing on differences.
Lemma 4.7 Suppose that δ ∈ R and q̄ : (−∞,δ]→ (0,∞) is a right-continuous and
monotonically decreasing function. Let u ∈ (δ,∞)∪ {∞} and γ < δ. If F is continuous























holds for all ε > 0.
Proof. We follow the proof of Lemma 4.5 and use the same terminology for Ωn, Tn, Rn,

















4.3 Results for Ēn
we get










∆̄n is a càdlàg process which is constant on [X i:n, X i+1:n) and with jumps in each X i:n.




 q̄(t)−1;γ≤ t ≤ δ
	
is
monotonically increasing on [X i:n, X i+1:n) and with jumps occurring at most in X i:n or at
the discontinuity points of q̄. In all discontinuity points of q̄, which do not coincide with
some X i:n, the jump size is positive. All suprema of the process within [X i:n, X i+1:n) occur






















































































V (x) F(dx) .
Now we handle the second summand on the right hand side of (4.13). As F is continuous

























































If W1, . . . , Wn are independent random variables with P ◦ (Wi)−1 = PY |X (x i, ·), then the





















X n, Y n
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Now set W ∗i = Wc−i+1 and x
∗
i := xc−i+1 and note that q̄(x
∗
c−b+1−) ≤ . . . ≤ q̄(x
∗
c−). By

























































































































































































Corollary 4.8 If ν > 0 and if r > 0 is chosen such that (A2)-(A3) holds for Ur(τ), then
































for all ε > 0, d > 0 and 1/2≤ λ < ν+1/2ν
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Proof. We mostly follow the line of argument in the proof of Corollary 4.6. Fix ε > 0,
d > 0 and for a given ν > 0, let λ ∈R be such that 1/2≤ λ≤ ν+1/2ν. Make the substitution
s = τ + n−ν t and note that q̄(s) = (τ − s)λ is positive, continuous, and monotonically





























V (x) F(dx) +
∫
(τ−r,τ−n−νd]






















If 1/2 < λ ≤ ν+1/2ν choose g(x) = (−2λ + 1)−1(F(τ) − x)−2λ+1, if otherwise λ = 1/2 set
















































where the expression in the squared brackets is chosen to be the constant C . Otherwise,














= 0 . 
4.4 Results for Ln
The process Ln can be written as a sum of a martingale and a compensator process. Due
to this decomposition several inequalities will be proved.
Lemma 4.9 For each n ∈ N the process (Ln(t))t∈R∪{−∞} can be decomposed into the
sum
Ln(t) = In(t) + Dn(t) ,
where In(t) is a zero-mean and càdlàg square-integrable martingale indexed byR∪{−∞}





σ ({{X i ≤ r} ; r ≤ t})








m(x)F(dx) , t ∈R ,









Proof. See [Fer09, Proposition 8.7]. 
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Lemma 4.10 Suppose that γ ∈ R and q : [γ,∞) → (0,∞) is a right-continuous and
monotonically increasing function. If u ∈ {−∞}∪ (−∞,γ], and δ > γ with δ ∈ TF , and
if there is a dominating function h(t) bounded on [γ,δ] with
|H(t)−H(u)|
q(t)

































holds for all ε > 0.





















































E Î2n(γ) , t < γ
E Î2n(t) , t ∈ [γ,δ]
E Î2n(δ) , t > δ
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where we used in (a) the submartingale property of (Fn−F/1−F)2 (see [Kou02, p. 68])
together with Doob’s inequality (see [SW86, p. 874]). 
Corollary 4.11 If ν > 0 and if r > 0 such that (A2) holds for Ur(τ) with Ur(τ) ⊆ TF and
































for all ε > 0, d > 0 and 1/2≤ λ < ν+1/2ν.
Proof. Fix ε > 0 and d > 0. For a given ν > 0, let λ ∈ R be such that 1/2 ≤ λ ≤ ν+1/2ν.




































≤ ‖m‖Ur (τ)\{τ} L̄(s−τ)
1−λ .
Define h(s) := (s−τ)1−λ and assume that 1/2< λ≤ ν+1/2ν. Applying Lemma 4.10 in (a)
below and in (b) below the change-of-variable theorem in the same way as in (4.11)
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n−1r2−2λ , if λ < 1
n−1 , if λ= 1




































where the expression in braces is a suitable positive constant C . Otherwise, if we have










































+ ‖m‖2Ur (τ)\{τ} L̄n
−1





















= 0 . 
Lemma 4.12 If ‖m‖<∞ then for each interval [γ,δ] ⊆ TF there exists some constant

















for all ε > 0.
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To verify (a), use the quantile transformation X = F−1(U) for some uniform random










u−2 du≤ F(γ)−1 .
We now have to modify the estimate for the second summand on the right hand side of





























































After making the quantile transformation X = F−1(U), we observe that F(F−1(u)−)≤ u
for all u ∈ [0, 1] (see [Wit85, Lemma 1.17 e)]). Since 1−η ∈ (0, 1/2) and t ∈ TF for all



































Furthermore, (1− F(x))−η is positive, non-decreasing and right-continuous on (−∞,δ].













































































































































































In (b) we applied the Integration by parts theorem for Lebesgue-Stieltjes integrals, cf.
[HS75, Theorem 21.67] and [SW86, page 868-869], to see that the measure corre-
sponding to F/n(1−F) is a measure with F -density 1/n(1−F)(1−F−). To check (c) use again a
quantile transformation X = F−1(U) for some uniform random variable U . Observe that





≤ (1−U)2η−2. Moreover, the function g(x) = x2η−1



































































4.5 Results for L̄n
In contrast to Ln, the process L̄n can be written as a sum of a backwards martingale
and a compensator. Therefore, we will reformulate the results of Section 4.4. Again,
as the proofs show similarities their presentation will be shortened, while focusing on
differences.
Lemma 4.13 For each n ∈N the process ( L̄n(t))t∈R∪{+∞} can be decomposed into the
sum
L̄n(t) = Īn(t) + D̄n(t) ,
where Īn(t) is a zero-mean and càdlàg square-integrable backwards martingale indexed






σ ({{X i > r} ; r ≥ t})








m(x)F(dx) , t ∈R ,
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Proof. The result is formulated in [Til07, Lemma 4.26] without proof. However, the
proof may be adjusted to the backwards case without much effort. 
Lemma 4.14 Suppose that δ ∈R and q̄ : (−∞,δ]→ (0,∞) is a right-continuous and
monotonically decreasing function. If u ∈ [δ,∞)∪ {∞}, and γ < δ with γ ∈ TF , and if












































holds for all ε > 0.























































t≤u is again a zero-mean càdlàg and
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For intervals (a, b] ⊆ [γ,δ] we use the fact that
































which means that µ is a measure with F -density 1[γ,δ]F−m
2/nF. We proceed analogously to
the proof of Lemma 4.10 and apply the Birnbaum-Marshall type inequality for backwards












































































In Inequality (a) we used F−/F ≤ 1. To estimate the second summand on the right hand
































































































































































In (b) we used that Fn − F/F is a backwards martingale (cf. [Kou02, section 2.4.3]) and,
therefore, Fn(−t)− F(−t)/F(−t) is a martingale. We finally used Doob’s inequality in
(c). 
Corollary 4.15 If ν > 0 and if r > 0 such that (A2) holds for Ur(τ) with Ur(τ) ⊆ TF and
















































for all ε > 0, d > 0 and 1/2≤ λ < ν+1/2ν.
Proof. Fix ε > 0, d > 0 and ν > 0. Let λ ∈ R be such that 1/2 ≤ λ ≤ ν+1/2ν. Again







≤ ‖m‖Ur (τ)\{τ} L̄(τ− s)
1−λ =: ‖m‖Ur (τ)\{τ} L̄h̄(s) .
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Analysis similar to that in the proof of Corollary 4.11, application of Lemma 4.14, and







































































































































, if λ= ν+12




where the expression in braces is a suitable positive constant C . 
Lemma 4.16 If ‖m‖<∞, then for each intervall [γ,δ] ⊆ TF there exists some constant




















for all ε > 0.
58
4.5 Results for L̄n









































































The martingale in the proof of Lemma 4.12 is now replaced by F(x)−Fn(x)/F(x), which is a










Moreover, F(x)−η is positive, nonincreasing and right continuous on [γ,∞). We use
























































Again, the Integration by parts theorem for Lebesgue-Stieltjes integrals, see [HS75,
59
4 Inequalities









































Thus, the measure corresponding to (F−1)/nF is a measure with F -density 1/nF F− and we





































































4.6 Results for Wn
Lemma 4.17 If ν > 0, D > 0 and if r > 0 such that (A2)-(A3) holds for Ur(τ) with
























4.6 Results for Wn

















for all d > 0 and 1/2≤ λ < ν+1/2ν.
Proof. In the following use D > 0 as a generic positive constant (cf. Remark 4.1).
Decompose Yi − 1/2(α+ β) = (Yi −m(X i)) + (m(X i)− 1/2(α+ β)) and write
Wn(τ+ n












1X i≤τ+n−ν t − 1X i≤τ

(Yi −m(X i)) , (4.23)
V (1)




























































































Consider the first term in (4.26) and recall the processes En and Ēn introduced in (4.1)
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Now have a look at the second term in (4.26) and recall the definition of the processes









































Consider the last term in (4.26). For the case where 1/2(α + β) = 0 there would be
nothing to prove. So if |1/2(α+β)|> 0 and if we choose m= 1 then V (2)
ν,n (t) = V
(1)
ν,n (t). An







































= 0 . 
Lemma 4.18 If ν > 0, D > 0, γ ∈ R and if r > 0 such that (A2)-(A3) holds for Ur(τ)




















4.6 Results for Wn

















for all d > 0 and λν < ν+1/2.
Proof. Let D > 0 be a generic constant (cf. Remark 4.1) and d > 0. We follow the


































































































































d−2γ+1D V (τ+)F ′+(τ) , if λν=
ν+1
2




































d−2γ+1D V (τ−)F ′−(τ) , if λν=
ν+1
2
0 , if λν < ν+12
.



































































Now use Lemmas 4.10 and 4.14, while choosing q = q̄ = 1. Furthermore, ‖m‖Uε(τ) L̄n
−νd
gives an appropriate upper bound for |H(s)−H(τ)| and |H̄(s)− H̄(τ)| restricted to the
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d−2γ+1D ‖m‖2Uε(τ) , if λν=
ν+1
2
0 , if λν < ν+12
.
Again, observe that V (2)
ν,n (t) = V
(1)
ν,n (t) for the special case when m= 1 and (without loss




























d−2γ+1D , if λν= ν+12






The author of [Kos08, p. 271] proved consistency of (τn,αn,βn) for the special case where
the regression function is a decision tree itself. Thereby it is supposed that the split point
τ lies in a known compact interval T ⊆ TF . A further consistency proof for arbitrary
regression functions and τ ∈ T ⊆ TF is given in [RK10, Corollary 3.13]. In this chapter
we will show how to dispense with the assumption that τ is in a known compactum
T ⊆ TF . To prepare for we start by studying the process Hn and proving an extension
of Chang’s theorem in Section 5.1. The main result of this chapter will be formulated
in Section 5.2, where additional results necessary for the main proof are given. If not
stated otherwise, we work in the notation of Section 2.1.
First we consider the estimator τn for the split point τ. Therefore, recall the character-








F̄(t) if t ∈ TF
(EY )2 if t /∈ TF
,











if t ∈ TFn
Ȳ 2n if t /∈ TFn
.
In order to avoid confusing notation, in this section we adopt the convention 0/0 = 0.
Then for instance H2n(t)/Fn(t) = 0 for all t < X1:n and H̄
2
n(t)/F̄n(t) = 0 for all t ≥ Xn:n. It will
turn out to be valuable to write























F̄(t) if F(t)< 1
0 else
.
For an arbitrary real random variable with distribution Q and distribution function F
we follow [Wit85, Definition 1.16] and introduce the quantile function (also named left









sup {x ∈R; F(x) = 0} y = 0
inf {x ∈R; F(x)≥ y} y ∈ (0, 1)
inf {x ∈R; F(x) = 1} y = 1 .
In the sequel, set
λ := F−1(0) and ρ := F−1(1).
As mentioned in [Wit85, p. 19], [λ,ρ] = T̄F (the closure of TF) is the smallest closed
interval I ⊆ R̄ with Q(I) = 1. Furthermore, F(λ−) = 0 ≤ F(λ) and F(ρ−) ≤ 1 = F(ρ),
compare [Wit85, Lemma 1.17 e)]. In the following we distinguish the cases where F is
continuous in λ and ρ (which implies that F(λ) = 0 and F(ρ−) = 1), or F is discontinuous
in one of these two points.
5.1 Extension of Chang's theorem
The following Lemma is a well-known result formulated in [SW86, p. 424].
Lemma 5.1 (Chang’s Theorem, 1955) Let Gn, n ∈ N, be the empirical distribution
function corresponding to n, i. i. d. copies of a standard uniform distribution. If a sequence
68
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Proof. The proof can be found in [Cha55]. 
The process Hn was also named marked empirical process and was examined in detail in
[Stu97]. The next two lemmas give an extension of Chang’s Theorem for the marked
empirical process and an analogous result for H̄n.
Lemma 5.2 (Extension of Chang’s Theorem) If ‖m‖ ,‖V‖<∞ and (λn)n∈N ⊆ TF is a







































































= Ȳn −EY → 0 P− a.s. ,
as n→∞, we only need to pay attention to the first set on the right hand side of (5.2).














=En(t) + Ln(t)−H(t) .
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Applying Lemma 4.5, with u = −∞ and q = F , and using a quantile transformation




























































































= 0 . 


















5.1 Extension of Chang’s theorem


















































Similar to the proof of Lemma 5.2 we only need to consider the first set on the right
hand side of (5.4). With the definition of Ēn und L̄n in (4.1) and (4.3) then
H̄n(t)− H̄(t) = Ēn(t) + L̄n(t)− H̄(t) .
Let (λk)k∈N ⊆ TF be a sequence with λk ↓ λ and for each n ∈ N let (ρn,l)l∈N ⊆ TF be a
sequence with ρn,l ↑ ρn. Now use right-continuity of the process and continuity from

























































































































Continue with the second term in (5.5). By Lemma 4.16 and F(λk) > 0 for all k ∈ N
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= 0 . 
5.2 Consistency of the estimator
If the distribution function F is continuous on the boundary of the set TF , the requirement
of τ lying within a known compactum T ⊆ TF may be disregarded. The following results
therefore strongly depends on the shape of F on the boundary of TF .
Theorem 5.4 Suppose that assumption (A1) holds with
sup
t∈R
M(t)> sup {M(t); |t −τ|> ε} . (5.6)
(i) If F(F−1(0))> 0 and F(F−1(1)−)< 1 then
τn −→ τ P-almost surely ,
as n→∞. If in addition F is continuous in an ε-neighborhood Uε(τ) of τ, then
(τn,αn,βn) −→ (τ,α,β) P-almost surely ,
as n→∞.





5.2 Consistency of the estimator





Condition (5.6) for τ is often called ’well-separated’. For a continuous distribution
function F it can be derived immediately as follows.






Proof. Since F is continuous, M is as well and F(F−1(0)) = 0 and F(F−1(1)−) = 1.
Furthermore, τ is the unique maximizer of M (cf. Lemma 2.1(iv)) and, hence, condition
(5.6) follows from [Kos08, Lemma 14.3]. The claim then follows from Theorem 5.4. 
We first present some preliminaries and analyze the processes Rn and R̄n. At the end of
this section we will prove Theorem 5.4
Lemma 5.6 If F(F−1(0))> 0, then
sup
t∈R
|Rn(t)| −→ 0 P-almost surely ,






 −→ 0 P-almost surely ,
as n→∞.






















for all t ≥ λ. Note that Rn(t) = 0 if t < λ. Since F(λ)> 0, we follow that
∑
n∈N
P ({X1 > λ} ∩ . . .∩ {Xn > λ}) =
∑
n∈N
(1− F(λ))n = F(λ)−1 <∞
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and the Borel-Cantelli lemma ([Kle06, Proposition 2.7]) implies that with probability











































By the Strong Law of Large Numbers (SLLN) n−1
∑n
i=1 |Yi| → E |Y | almost surely and
Fn(λ)→ F(λ) almost surely as n→∞. Due to the Glivenko-Cantelli theorem (cf. [SW86,
Theorem 3.3]) and ‖Hn −H‖ → 0 almost surely ([Stu97, p. 615] and [Til07, p. 18-21] 1)
































































Note that ‖H̄n − H̄‖ ≤ |Ȳn −EY |+ ‖Hn − H‖. With the same arguments as above finally
supt∈R |R̄n(t)| → 0 almost surely. 







1was stated in [Stu97, p. 615] without proof and proved in [Til07, p. 18-21]
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= EY 2 <∞ ,
and F(λn) ↓ 0, an application of Lebesgue’s dominated convergence theorem with the









= 0 . 
Lemma 5.8 If ‖m‖ ,‖V‖<∞, then for each sequence (λn)n∈N ⊆ TF with F(λn) ↓ 0 and


































:= R(1)n (t)− R
(2)
n (t) . (5.8)






























Set ρ = F−1(1) and note that R(2)n (t) = 0 for all t > ρ almost surely. Let U1, . . . , Un be
i. i. d. copies of a standard uniform distribution with empirical distribution function Gn,
then F−1(Ui) for i = 1, . . . , n are i. i. d. copies of F and Gn ◦ F
L
= Fn (see [Wit85, Lemma



























































Y 2i → EY










































By the SLLN the first term converges almost surely to some 0≤ c <∞, as n→∞. For
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= 0 . 
To be complete, we add a corresponding result for the process R̄n.










Proof. Use the same arguments used to proof Lemma 5.7. 
Lemma 5.10 If ‖m‖ ,‖V‖ <∞, then for each sequence (ρn)n∈N ⊆ TF with F(ρn−) ↑ 1




























n (t) . (5.9)

































Since for a standard uniform random variable U L= 1−U we get the following identity (in






















1{Ui<1−t} = 1−Gn((1− t)−)
and thus F̄n
L
= 1−Gn ◦ F
L
= Gn(F̄−) (compare [Wit85, Lemma 2.29] and [WM95, p. 551]).
















































































































































= 0 . 
Now we show under which assumptions on the distribution function F the existence of
sequences (λn)n∈N ⊆ TF and (ρn)n∈N ⊆ TF with F(λn) ↓ 0, F(ρn−) ↑ 1, nF(λn)→∞ and
n(1− F(ρn−))→∞ is ensured.
Lemma 5.11 Suppose that F is a distribution functionwith F(F−1(0)) = 0 and F(F−1(1)−) =
1. If (an)n∈N ⊆ (0, 1) is a sequence such that an ↓ 0 and nan→∞, then
(i) F−1(an) ∈ TF for each n ∈N and F(F−1(an)) ↓ 0 and nF(F−1(an))→∞,
(ii) F−1(1−an) ∈ TF for each n ∈N and F(F−1(1−an)−) ↑ 1 and n(1−F(F−1(1−an)−))→
∞.
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Proof. (i) Settig λn = F−1(an), we can conclude from [Wit85, Lemma 1.17 e)] that
0< an ≤ F(F−1(an)) = F(λn). In order to show that F(λn)< 1, conversely, suppose that
F(λn) = 1. By [Wit85, Lemma 1.17 a)] then λn ≥ F−1(1). But, by Lemma [Wit85, Lemma
1.18 b)] and an < 1 this is equivalent to the condition that F−1(1) is a discontinuity point
of F , a contradiction to F(F−1(1)−) = 1. Hence we have (λn)n∈N ⊆ TF . Furthermore,
observe that (λn)n∈N is monotonically non-increasing, since F−1 is monotonically non-
decreasing (cf. [Wit85, Lemma 1.15]). The definition of F−1(0) was chosen such that
T̄F = [F−1(0), F−1(1)]. Therefore, λn ↓ F−1(0) and, by the right-continuity of F and
F(F−1(0)) = 0, we have F(λn) ↓ 0. Finally, nF(λn) ≥ nan (cf. [Wit85, Lemma 1.17 e)])
and, hence, nF(λn)→∞.
(ii) Set ρn = F−1(1− an). With arguments similar to those in (i) show that (ρn)n∈N ⊆ TF
and that (ρn)n∈N is monotonically non-decreasing with ρn ↑ F−1(1). By the left-continuity
of F− and F(F−1(1)−) = 1 we find that F(ρn−) ↑ 1. Lastly, F(ρn−) ≤ 1− an (cf. [Wit85,
Lemma 1.17 e)]) and thus n(1− F(ρn−))→∞. 
Corollary 5.12 (i) Suppose that F(F−1(0))> 0 and F(F−1(1)−)< 1, then
sup
t∈R
|Mn(t)−M(t)| −→ 0 P-almost surely
as n→∞.


















If F(F−1(0)) > 0 and F(F−1(1)−) < 1, an application of Lemma 5.6 ensures the almost
sure convergence.
(ii) Now assume that both F(F−1(0)) = 0 and F(F−1(1)−) = 1. Let (an)n∈N ⊆ (0, 1) be
a sequence such that an ↓ 0 and nan → ∞. For each n ∈ N set λn := F−1(an) and
ρn := F−1(1− an). By Lemma 5.11 then (λn)n∈N, (ρn)n∈N ⊆ TF with F(λn) ↓ 0, F(ρn−) ↑ 1,
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nF(λn)→∞, and n(1− F(ρn−))→∞. The decomposition of Mn −M from Equation














































Applying Lemmas 5.7, 5.8, 5.9 and 5.10 then yields ‖Mn(t)− M(t)‖
P
→ 0, as n→∞.
Since almost sure convergence implies convergence in probability it follows for the ’mixed’
cases (that means the cases [F(F−1(0)) > 0 and F(F−1(1)−) = 1 ] and [F(F−1(0)) = 0
and F(F−1(1)−)< 1 ] ) that ‖Mn(t)−M(t)‖
P
→ 0, as n→∞. 
Proof of Theorem 5.4. (i) By Lemma 2.1(iv) and Remark 3.10, τ ∈ Argsup(M) and by
Lemma 2.2(i) and Remark 3.10, τn ∈ Argsup(Mn) for each n ∈ N. Since by Corollary
5.12(i), ‖Mn − M‖ → 0 almost surely as n →∞, we can use Proposition 3.11 to get
τn → τ, almost surely as n → ∞. If, in addition, F is continuous in Uε(τ), then it
is easy to check that τ is an interior point of TF . Thus, there exists δ > 0 such that
[τ−δ,τ+δ] ⊆ TF . Since τn→ τ, almost surely, then τn ∈ [τ−δ,τ+δ] and Fn(τ−δ)> 0
for sufficiently large n ∈N. Furthermore,





































E |Y | ‖Fn − F‖
Fn(τ−δ)F(τ−δ)
,
which converges almost surely to zero by the Glivenko-Cantelli theorem and since
‖Hn − H‖ → 0 almost surely ([Stu97, p. 615],[Til07, p. 18-21]). The same reasoning
applied to |βn − β | allows to conclude βn→ β almost surely, and therefore (τn,αn,βn)→
(τ,α,β) almost surely.
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(ii) Following the same reasoning at the end of the proof of Corollary 5.12 it suffices to
study the case where both F(F−1(0)) = 0 and F(F−1(1)−) = 1. We use Corollary 5.12(ii)
to get ‖Mn−M‖
P
→ 0 and apply Proposition 3.11 to conclude τn
P
→ τ, as n→∞. For each
n ∈ N we have αn = an(τn), see Lemma 2.2(ii). Now let (αn′)n′∈N, with αn′ = an′(τn′),
be a subsequence of (αn)n∈N. Since F(F−1(0)) = 0 we find that τ > F−1(0). By the
subsequence criterion for convergence in probability there exists δ > 0 and some further
sub-subsequence (τn′′)n′′∈N ⊆ Uδ(τ) ⊆ TF such that τn′′ → τ, almost surely, and (αn′′)n′′∈N
with αn′′ = an′′(τn′′) is a subsequence of (αn′)n′∈N. Then
|αn′′ −α| ≤ |an′′(τn′′)− a(τn′′)|+ |a(τn′′)− a(τ)| , (5.11)
where a(t) is the function from Lemma 2.1(ii). For sufficiently large n′′ ∈N we find





































E |Y | ‖Fn′′ − F‖
Fn′′(τ−δ)F(τ−δ)
,
which converges to zero almost surely, as n′′ →∞, by the same arguments as above.
Moreover, continuity of F in Uε(τ) implies the continuity of a(t) and, thus, the second
term on the right hand side of (5.11) converges to zero almost surely as well. By a
further application of the subsequence criterion then αn
P
→ α. An analogous procedure
allows to conclude βn
P





This chapter establishes the joint distributional convergence of the estimators in the case
where the regression function is discontinuous at the split point. The key is to express
the estimators multiplied with the corresponding convergence rates as an infimizer of a
rescaled process and apply Proposition 3.12. We first state the discontinuity condition
in Section 6.1. In Section 6.2 we introduce the rescaled process as a process in the
multivariate Skorokhod space, identify its limit process and derive convergence in
distribution. Section 6.3 deals with the condition of stochastic boundedness and Section
6.4 assembles all results and presents the main statement.
6.1 Regression function with a jump at τ
We give an exact formulation of the discontinuity condition.





ml(x) , x ≤ τ
mr(x) , x > τ
,
for some ml , mr : R→ R, which are continuous in a punctured ε-neighborhood


































(B2) For all sequences (xn)n∈N and (x ′n)n∈N with xn ↗ τ and x
′
n ↘ τ, the sequences
of regular conditional distributions (PY |X (xn, ·))n∈N and (PY |X (x ′n, ·))n∈N are weakly
convergent to measures denoted by PY |X (τ−, ·) and PY |X (τ+, .), respectively.
Remark 6.1 Recall that for a measurable function g : R→ R the regular conditional
distribution of g ◦ Y given X = x is given by
Pg(Y )|X (x , B) = PY |X (x , g−1(B)) for x ∈R, B ∈B(R) ,
(cf. [GS77, Example 5.3.11]). If, in addition to the condition (B2), g is continuous, it
follows by the CMT that
Pg(Y )|X (xn, ·) = PY |X (xn, g−1(·))
w
−→ PY |X (τ−, g−1(·)) =: Pg(Y )|X (τ−, ·)





−→ PY |X (τ+, g−1(·)) =: Pg(Y )|X (τ+, ·) ,
for all sequences xn↗ τ and x ′n↘ τ.
Remark 6.2 Suppose that X and Y have a joint density function f(X ,Y ) with respect to
Lebesgue-measure λ2 on R2. Then by [Wit85, Proposition 1.126] the regular conditional
distribution PY |X has a λ-density function fY |X with
fY |X (x , y) =
f(X ,Y )(x , y)
∫
R
f(X ,Y )(x , y)λ(dy)
for PX -almost all x ∈R. If in addition there is an ε-neighborhood Uε(τ) of τ such that




f(X ,Y )(x , y)λ(dy)
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is strictly positive, then for each x ∈ Uε(τ) the conditional probability PY |X (x , ·) can be
explicitly specified by
PY |X (x , A) =
∫
A
fY |X (x , y)λ(dy) for all A∈B(R) .
Now assume there exists a measurable function f̃ : R2→R+ such that
∫
R
f̃ (x , y)λ(dy) =
1 for all x ∈ Uε(τ). If for each xn↗ τ
lim
n→∞
fY |X (xn, y) = f̃ (τ, y)




PY |X (xn, A) = limn→∞
∫
A
fY |X (xn, y)λ(dy) =
∫
A
f̃ (τ, y)λ(dy) =: PY |X (τ−, A)
for all A ∈ B(R). With the respective conditions for xn ↘ τ the assumption of (B2) is
satisfied for the measures PY |X (τ−, ·) and PY |X (τ+, ·).
We will now collect some examples. The simplest form which the regression function m
can assume under condition (B1) is that it is a decision tree itself. This case has often
been discussed, as for example in [Kos08, Section 14.5.1], [SS11a] or [SS11b, section
5.1], where the respective authors additionally assume that X and ε are independent.
Example 6.3 (Stump model, X and ε independent) If we assume that ml = α and
mr = β , with α 6= β , then
m(x) = α1(−∞,τ](x) + β1(τ,∞)(x) ,
and we check at once that conditions (A1) and (B1) are fulfilled and ‖m‖ <∞. If
in addition, F is continuous and ‖V‖ <∞, then Corollary 5.5 implies (τn,αn,βn)
P
→
(τ,α,β), as n→∞. In the special case where X and ε are assumed to be independent,
the regular conditional distribution and conditional variance of Y given X = x can be
specified as follows. For all x ∈ (−∞,τ) and B ∈B(R) by [GS77, Propositions 5.3.12
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and 5.3.22] there would be
PY |X (x , B) = E (1Y∈B|X = x)
= E
 










= P ◦ (ε+α)−1 (B) .
Similarly, for all x ∈ (τ,∞) and B ∈ B(R), we have that PY |X (x , B) = P ◦ (ε+ β)
−1 (B).
Thus, condition (B2) is fulfilled, where PY |X (τ+, B) = P ◦ (ε+ β)
−1 (B) and PY |X (τ−, B) =
P ◦ (ε+α)−1 (B) for all B ∈B(R). Furthermore, use [GS77, Propositions 5.3.22] to see
that




= E (Y −m(x))2 = E (Y −α)2 1(−∞,τ](x)+E (Y − β)
2
1(τ,∞)(x)








V (x)F(dx) = E (Y −α)2 F(τ) +E (Y − β)2 F̄(τ) .













for PX -almost all x ∈R. Thus, m satisfies condition (B1) if and only if µ satisfies (B1).
Analogously, V (x) = σ2(x) for PX -almost all x ∈R and if, in addition to m, σ is continuous
in Uε(τ)\{τ} then condition (A3) is fulfilled. The conditional probability density function
for PY |X (x , ·) is of the form











for PX -almost all x ∈R. If we additionally assume that X is absolutely continuous with
λ-density fX (x) > 0 for all x ∈ Uε(τ) then, by the considerations from Remark 6.2,




and PY |X (τ+, dy) =
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6.2 Weak convergence of the rescaled process
Define the rescaled process










We inspect (2.13) to derive
Zn(t, a, b) = 2(β −α)Z (1)n (t) + Z
(2)
n (a) + Z
(3)
n (b) + Rn(t, a, b) ,
where we define

















1{X i≤τ} (α− Yi) + a
2Fn(τ)





1{X i>τ} (β − Yi) + b
2 F̄n(τ)

















As we can see it is possible to find a decomposition of Zn into processes 2(β − α)Z (1)n ,
Z (2)n and Z
(3)
n , each depends only on t, a and b, respectively, and a term Rn(t, a, b) which
depends on t, a and b. It will become apparent that the sum 2(β −α)Z (1)n (t) + Z
(2)
n (a) +
Z (3)n (b) determines the limit distribution of Zn. On the other hand we will show that the
remainder process Rn(t, a, b) uniformly converges to zero in probability as n tends to∞.






















i. e. a composition of two independent positive half-line compound Poisson processes. The
continuous-time processes (N1(t))t≥0 and (N2(−t))t<0 are independent Poisson processes
with intensities F ′+(τ) and F
′
−(τ), respectively. The random variables (ξ
′
i)i∈N and (ξi)i∈N,
independent of N1 and N2, are i. i. d. copies of PY− α+β2 |X (τ+, ·) and P α+β2 −Y |X (τ−, ·), named
jump size distributions (cf. Remark 6.1). Additionally, let W and W ′ be two independent
random variables with W, W ′ ∼ N (0,1). We define the processes (Z (2)(a))a∈R ∈ D(R)
and (Z (3)(b))b∈R ∈ D(R) by
Z (2)(a) := 2
Æ
T (τ)Wa+ F(τ)a2
Z (3)(b) := 2
Æ
T̄ (τ)W ′b+ F̄(τ)b2 ,
where T (τ) = E(1X≤τ(Y −α)2) and T̄ (τ) = E(1X>τ(Y − β)2). We introduce a stochastic
process Z ∈ D(R3) with
Z(t, a, b) = 2 (β −α) Z (1)(t) + Z (2)(a) + Z (3)(b) ,
where Z (1), Z (2) and Z (3) are independent.
We note that Z (2) and Z (3) are simple Gaussian processes with mean functions m(a) =
a2F(τ) and m(b) = b2 F̄(τ), respectively, and covariance functions k(a, a′) = 4aa′T (τ)
and k(b, b′) = 4bb′ T̄ (τ), respectively. Now we specify the expectations of the jump size
distributions of the process Z (1).
Lemma 6.6 Let assumptions (A1)-(A3) and (B1)-(B2) hold. If ξ′ and ξ are real valued

















> 0 and 2(β −α)E (ξ)> 0 .
Proof. First consider the random variable ξ′ ∼ PY− α+β2 |X (τ+, ·). From assumptions (A3)
and (B1) there exists an ε > 0 such that
sup
x∈(τ,τ+ε)
V (x) = sup
x∈(τ,τ+ε)
∫
(y −m(x))2PY |X (x , dy)<∞
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y2PY |X (x , dy)<∞ .
By [GS77, Corollary 1.14.8] then the family of conditional distributions
 
PY |X (x , ·)

x∈(τ,τ+ε)
is uniformly integrable and by [WM95, Proposition 5.92] from condition (B2) it follows




yPY |X (xm, dy) =
∫















From [GS77, Proposition 5.3.12] it follows that PX (E) = 1. By condition (A2) and A.6 we
even find a sequence (xn)n∈N ⊆ E with xn↘ τ. Application of Equation (6.4), condition
(B1) and basic properties of conditional expectations from [GS77, Proposition 5.3.12]
and [WM95, Proposition 1.120] yields
E(ξ′) =
∫























From Lemma 2.1(v) we find that 2(β−α)E(ξ′)≥ 0. Since α 6= β , by (A1), and |E(ξ′)|> 0,










> 0 . 
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The rest of this section covers the proof of the following theorem.
Theorem 6.7 If (A1)-(A3) and (B1)-(B2) hold, then
Zn
L
−→ Z in D(R3) ,
as n→∞.





But to follow that Zn
L
→ Z in the multivariate Skorokhod space D(R3) it is not sufficient
only to proof convergence in D(R) for each of the processes. To solve this problem we
will make a detour via convergence in the Skorokhod product space D3 in Proposition
6.13. The process Zn will then be identified as an image of a continuous map Φ from D3
to D(R3). An application of the CMT then provides Theorem 6.7.


















ξi , t < 0
(6.5)
with intensities λ,λ′ > 0, and jump size distributions µξ and µξ′. For each finite set of
points T ⊆R, ordered according to their size and denoted by t l < t l−1 < . . .< t1 < 0≤
t ′1 < . . .< t
′
m, where l, m ∈N0, the characteristic function of the fidis πT (Γ ) is then given
by






















ϕµξ′ (zl+ν + . . .+ zl+m)− 1
©
for all z ∈Rl+m, where we set t0 = t ′0 = 0.
Proof. Let A ∈ Rl×l be an anti-bidiagonal matrix with entries 1 along and entries −1
below the anti-diagonal and let A′ ∈Rm×m be a bidiagonal matrix with entries 1 along
90
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then for the vector of increments ∆=

































Note that for each t ∈R, Γ (t) is a compound Poisson random variable and its character-


















, t < 0
for each z ∈ R; see for instance [App04, Example 1.3.10 together with Proposition
1.2.11]. Furthermore, a Poisson process is a Lévy process [App04, Propositon 1.3.11],


























































Remark 6.9 (i) To be precise, the Poisson process (N2(−t))t<0 in (6.5) is càglàd. There-
fore, the right continuous modification N2(−(t−))t<0 should be especially chosen to make
Γ be càdlàg. But for reasons of readability we consciously avoid this.
(ii) In the first two equalities of (6.8) only general properties for characteristic functions
were used. Hence, the proof already shows that it is sufficient to look at the increments
to identify a process.
Lemma 6.10 Let (X i, Yi)1≤i≤n, for n ∈ N, be i. i. d. copies of a random vector (X , Y ) ∼
PX⊗PY |X , where F(x) := PX ((−∞, x]) satisfies assumption (A2) for some τ ∈ TF , and PY |X
satisfies assumption (B2). Suppose that g : (R,B(R))→ (R,B(R)) is continuous and g ◦
Y is integrable. Furthermore, suppose that there exists γ > 0 such that E (|g(Y )| |X = x)<













−→ Γ in D(R) ,
as n→∞, where (Γ (t))t∈R is a two sided compound Poisson process with intensities
F ′+(τ) for t ≥ 0 and F
′
−(τ) for t < 0, and jump size distributions Pg(Y )|X (τ+, ·) and
P−g(Y )|X (τ−, ·).
Proof. Set a > 0. According to Proposition 3.5 we have to show that Γn|[−a,a]
L
→ Γ |[−a,a]. A
necessary and sufficient condition for weak convergence in D([−a, a]) is the convergence
of the finite-dimensional distributions of Γn together with tightness, see [JS03, Chapter
VI, §3b, 3.20]. First apply Lévy’s continuity theorem, cf. [Kal97, Theorem 4.3], and use
characteristic functions to show that the fidis of Γn converge to those of Γ . Let T ⊆ [−a, a]
be a finite set. We use the terminology introduced in Lemma 6.8, i.e. t l < t l−1 < . . .< t1 <
0 ≤ t ′1 < . . . < t
′
m. For the sake of brevity write Uι :=
 
τ+ n−1 tι,τ+ n−1 tι−1















−1X∈U1 , . . . ,−1X∈Ul ,1X∈U ′1 , . . . ,1X∈U ′m

,
where 1U(X j) ∈Rl+m denotes the corresponding function for the realization X j, j ∈N, of
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the random variable X . With the same definition for the matrix M from (6.6) the vector





















>z. We compute the characteristic function of the fidis πT (Γn).
For each z ∈Rl+m
ϕπT (Γn)(z)
= ϕ∆n(u)








































(X j ,Yj) i.i.d.












































(tι−1 − tι)F ′−(τ)















ϕτ+g(Y ) (zl+ν + . . .+ zl+m)− 1

,
as n→∞, where ϕτ+g(Y ) and ϕ
τ−
−g(Y ) denote the characteristic functions of Pg(Y )|X (τ+, ·) and
P−g(Y )|X (τ−, ·), respectively. All indicator functions in cn are indicator functions of disjoint
sets. For a set A we have 1kA = 1A, (−1A)
k = (−1)k1A and 10A = 1, k ∈ N. Furthermore,
1A∩B = 0 if A∩ B = ;. Hence, by expanding 〈u,1U(X )〉
k with the multinomial theorem, all






























































































We consider in more detail the expectation
E
 





1x∈Uι exp (i (−g(Y ))uι)(PX ⊗ PY |X )d(x , y)
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exp (i (−g(y))uι)PY |X (x , dy)PX (dx) ,
where we used [GS77, Proposition 1.8.10]. Because P−g(Y )|X (x , B) = PY |X (x , g−1(−B)) for
all x ∈R and B ∈B(R) (cf. Remark 6.1), by the change of variable formula (cf. [GS77,
Proposition 1.10.4]) then for each x ∈R
∫
R
exp (i (−g(y))uι)PY |X (x , dy) =
∫
R
exp (i zuι)P−g(Y )|X (x , dz) =: ϕx−g(Y )(uι) .
We observe that ϕx−g(Y ) is the characteristic function of P−g(Y )|X (x , ·). Furthermore,
exp(i zuι) is continuous and |exp(izuι)| ≤ 1, thus for each sequence xm↗ τ by assumption
(B2) and in consideration of Remark 6.1
∫
R
exp (i (−g(y))uι)PY |X (xm, dy) −→
∫
R
exp (i (−g(y))uι)PY |X (τ−, dy) =: ϕτ−−g(Y )(uι)
and, therefore, ϕxm−g(Y )(u)→ ϕ
τ−
−g(Y )(u) for all u ∈ R. Repeating the previous arguments
leads to ϕxmg(Y )(u) → ϕ
τ+
g(Y )(u) for all u ∈ R and xm ↘ τ. Using 1X∈Uι = 1X∈(τ+n−1 tι ,τ] −





























F(τ+ n−1 t ′
ν





















































































































































Due to assumptions (A2), the results above and A.5 it follows that limn→∞ cn = c. To
proof tightness we use the moment criterion formulated in [FV09, Proposition 4.1]. Let
s < t < u, then there exists an n0 = n0(ε ∧ γ, a) ∈N, such that for all n≥ n0

























































































E (|g(Y )| |X = x) F(dx)
∫
(τ+n−1 t,τ+n−1u]
E (|g(Y )| |X = x) F(dx)
≤ ‖E (|g(Y )| |X = ·)‖2Uγ(τ) L
2
(t − s)(u− t)
≤ ‖E (|g(Y )| |X = ·)‖2Uγ(τ) L
2
(u− s)2 . 
Corollary 6.11 If assumptions (A1)-(A3) and (B1)-(B2) hold, then
Z (1)n
L
−→ Z (1) in D(R) ,
as n→∞, where Z (1) is the process introduced in Definition 6.5.
Proof. Choose ε > 0 such that Uε(τ) meets the conditions in (B1) and (A2)-(A3). Using
|x | ≤ 1 + x2, x ∈ R, properties for conditional expectations (cf. [GS77, Proposition













































Now Lemma 6.10 implies the desired result. 
Lemma 6.12 If assumption (A1) holds, then
Z (2)n
L
−→ Z (2) and Z (3)n
L
−→ Z (3) in D(R) ,
as n→∞, where Z (2) and Z (3) are the processes introduced in 6.5.
Proof. Given b > 0, let ; 6= T ⊆ [−b, b] be a finite set with ordered elements denoted by










T (τ)Wa =: V (a) in D([−b, b]) ,
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where W ∼N (0,1). Observe that Σ := (4T (τ)aia j)1≤i, j≤l is the covariance matrix of the
random vector 2
p
T (τ)W (a1, . . . , al)>. As in the proof of Lemma 6.10 the procedure now
is to show the convergence of πT (Vn) to πT (V ), on the one hand, where πT (V ) =Nl (0,Σ).
On the other hand we have to show tightness of Vn. We have





1X i≤τ2(α− Yi) (a1, . . . , al)
> ,
where, by Lemma 2.1(iii), (1X i≤τ2(α− Yi) (a1, . . . , al)
>)i∈N is a sequence of i. i. d. mean-








1X i≤τ2(α− Yi) (a1, . . . , al)
> L→Nl (0,Σ) .
To proof tightness we use the criterion formulated in [Bil68, Theorem 15.7]. Fix s < t < u
and note that E(1X j≤τ(α− Yj)1Xk≤τ(α− Yk)) = 0 when j 6= k. Then













































= 4(t − s)(u− t)T (τ)
≤ 4(u− s)2T (τ)
and it follows that Vn
L
→ V in D([−b, b]). Furthermore, by the SLLN for all a ∈ R,








≤ |b|2 |Fn(τ)− F(τ)| −→ 0
almost surely as n → ∞. Slutsky’s theorem then implies (Vn, Dn)
L
→ (V, D) and CMT
implies Z (2)n
L




6.2 Weak convergence of the rescaled process
Proposition 6.13 If (A1)-(A3) and (B1)-(B2) hold, then
 












Proof. We will use the procedure described in Proposition 3.7. As in the proof of Lemma
6.10 first use Lévy’s continuity theorem to show the convergence of the finite dimensional
distributions. Let ; 6= T ⊆R be a finite set of points, ordered according to their size and
denoted by t l < t l−1 < . . .< t1 < 0≤ t ′1 < . . .< t
′
m, where l, m ∈N0 and t0 = t
′
0 = 0. Set
t =
 
t l , . . . , t1, t
′
















and let z = (u, v, w)> ∈ R3(l+m) be a vector composed of the vectors u, v, w ∈ Rl+m. In
particular, the vector of fidis of the process Z (2) then readsπT (Z (2)) = 2
p
T (τ)W t+F(τ)t2,
where W ∼ N (0, 1). Since W has characteristic function ϕW (z) = exp(−1/2 z2), z ∈ R,
then




































The previous arguments applied to the process Z (3) lead to the characteristic function













Because Z (1), Z (2) and Z (3) are independent we may determine the characteristic function
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of the vector of fidis (πT (Z (1)),πT (Z (2)),πT (Z (3))):
ϕ(πT(Z (1)),πT(Z (2)),πT(Z (3)))(z)
























































where we used the results of Lemma 6.8. Now recall the definition of Uι, U ′ν, 1U(X )
and M from the proof of Lemma 6.10. Set g(Y ) = Y − α+β2 and the random vectors
q(Y ), q′(Y ) ∈Rm+l , with q(Y ) = 2n−1/2(α−Y )t+n−1 t2 and q′(Y ) = 2n−1/2(β −Y )t+n−1 t2.
Again q(Yj) and q′(Yj) denote the corresponding function for the random variables Yj,
j ∈N, of Y . Let K be the block diagonal matrix of the form K = diag (M , E, E), where E





, where (M−1)>was already computed in (6.7). To study




n )), n ∈N, adapt the





































































































































Splitting 1X≤τ = 1X≤τ+n−1 t l +
∑l
j=1 1X∈U j and 1X>τ =
∑m
j=1 1X∈U ′j
+1X>τ+n−1 t ′m leads to sums
of indicator functions of mutually disjoint sets. By expanding the term in braces with the

















































































u1 + . . .+ ul− j+1











































For the first summand on the right-hand side of Equation (6.11) we use the Taylor-
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where δ denotes a function, such that δ(n−
1
2 v)→ 0, as n→∞. Note that
E
 




























(τ+n−1 t l ,τ]
(m(x)−α)F(dx) t + n−1F
 
τ+ n−1 t l

t2 ,
where we used Lemma 2.1(iii) at the second step and Equation (2.3) at the last step.
Furthermore, we compute the matrix
E
 












1X≤τ+n−1 t l (α− Y )
  






















(τ+n−1 t l ,τ]
(m(x)−α)F(dx)
 




τ+ n−1 t l

t2 (t2)> ,
where we used the decomposition from (2.10). By using assumptions (A2)-(A3) and
(B1) and applying A.5 and the monotone convergence theorem, we derive convergence
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(τ+n−1 t l ,τ]
(m(x)−α)F(dx) 〈t, v〉+ F
 

































































































u1 + . . .+ ul− j+1






















u1 + . . .+ ul− j+1
















u1 + . . .+ ul− j+1































PY |X (x , dy)F(dx)
−
 
















PY |X (x , dy)F(dx)
+
 










































u1 + . . .+ ul− j+1

(exp (i 〈q(y), v〉)− 1)PY |X (x , dy) ,












u1 + . . .+ ul− j+1















u1 + . . .+ ul− j+1

 |exp (i 〈q(y), v〉)− 1|PY |X (x , dy)
≤
∫















PY |X (x , dy)
−→ 0 ,
as n →∞. To this end we used that for real t ∈ R we have |exp(i t)− 1| ≤ |t|, what
becomes clear when thinking of exp(i t) as a point on the unit circle. Then |exp(i t)− 1|
describes the length of a chord and |t| the length of the corresponding arc. Let ϕτ−α+β
2 −Y
denotes the characteristic function of P α+β
2 −Y |X
(τ−, dy). By assumptions (A2) and (B2),
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u1 + . . .+ ul− j+1














































































































−→ ϕ(πT (Z (1)),πT (Z (2)),πT (Z (3)))(z) ,




n is already included in the proofs
of Corollary 6.11 and Lemma 6.12. 































1X i≤τ+n−1 t − 1X i≤τ







1X i≤τ+n−1 t − 1X i≤τ



















Lemma 6.10 particularly implies that both,
∑n
i=1 1τ−n−1d<X i≤τ+n−1d and
∑n
i=1 1τ−n−1d<X i≤τ+n−1d |Yi|,
converge in distribution. Finally, Slutsky’s theorem completes the proof. 
Proof of Theorem 6.7. Given γ ∈ R, define the map Φ : D3 → D(R3) with ( f , g, h) 7→
γ f + g +h and Φ( f , g, h)(x1, x2, x3) = γ f (x1)+ g(x2)+h(x3) for x = (x1, x2, x3) ∈R3. Let
us first use Lemma 3.3 and the notations specified therein to show that Φ is continuous.
If ( fn, gn, hn)n∈N ⊆ D3 is a sequence with ( fn, gn, hn)→ ( f , g, h), as n→∞ with respect to
the product topology, then all its projections to D(R) converge and there exist sequences
(λk,n)n∈N ⊆ Λ, k = 1,2, 3, each of them satisfying condition (i) and (ii) from Lemma
3.3. Set λn : R3 → R3, n ∈ N, with λn(x1, x2, x3) = (λ1,n(x1),λ2,n(x2),λ3,n(x3)) then
(λn)n∈N ⊆ Λ3 and
sup
x∈R3

















6.3 Stochastic boundedness of the estimator
which converges to 0 due to condition (i). Furthermore, for each a > 0
sup
x∈[−a,a]3
















































which also converges to 0, as n→∞, due to condition (ii). Thus, Φ( fn, gn, hn)→ Φ( f , g, h)
in (D(R3), s3) and continuity of Φ is proved.




n ) + Rn and Z = Φ(Z
(1), Z (2), Z (3)), and
by Proposition 6.13 and the CMT, Φ
 








Z (1), Z (2), Z (3)

. By Lemma






























0 and by Slutsky’s theorem Zn
L
→ Z in D(R3). 
6.3 Stochastic boundedness of the estimator
Theorem 6.15 Suppose that assumptions (A1)-(A3) and (B1) hold and (τn,αn,βn)
P
→































We introduce the deterministic function ∆n and adapt the decomposition of Zn in (6.3)
to derive
∆n(t, a, b) := E (Zn(t, a, b)) = 2(β −α)∆(1)n (t) +∆
(2)
n (a, b) +∆
(3)

















F(τ+ n−1 t)− F(τ)


∆(2)n (a, b) :=E
 




= a2F(τ) + b2 F̄(τ)














































F(τ+ n−1 t)− F(τ)

. (6.13)
Now we will state a lower bound function for ∆n.
Lemma 6.16 If (A1)-(A3) and (B1) hold then there exists some ε > 0 and constants
D1, D2 > 0 such that
∆n(t, a, b)≥ D1 |t|+ D2(|a| ∨ |b|)2








Proof. We state the proof for the case when α < β , the case where β < α can be handled
in much the same way. Due to assumption (A2) and (B1) we can formulate the following
conditions. First, we find some ε1 > 0 such that for all 0< ε ≤ ε1
L|u− v| ≤ |F(u)− F(v)| ≤ L|u− v|


















and note that C(ε) is monotonically non-decreasing when ε ↓ 0. From (6.1) we find an
ε2 > 0 sufficiently small such that C(ε)> 0 and
εL < LC(ε)
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for all 0< ε ≤ ε2. Thirdly, choose ε3 > 0 such that
D2(ε) := F(τ− ε)∧ F̄(τ+ ε)> 0 and ε <
β −α
2























2 −m(x) F(dx) , t < 0
and observe that
hn(t)≥ LC(ε)n−1|t| ≥ 0 (6.14)






















F(dx) , t < 0









n−1 t, n−1/2a, n−1/2 b













[(b− a)hn(t) + (b+ a)gn(t)]+ D2(|a| ∨ |b|)2 .
For some fixed t ∈ R the term in square brackets, (b − a)hn(t) + (b + a)gn(t), is a real
valued, linear function in a and b, where the feasible region is stated by the linear
inequality constraints |a| ∨ |b| ≤ n1/2ε0. To find the minimum on this set is a linear
109
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programming problem. It is known that the minimum value is always attained on











. Thus we continue
∆n(t, a, b)




[(b− a)hn(t) + (b+ a)gn(t)] + D2(|a| ∨ |b|)2
≥ 2(β −α)nhn(t) + 4nε0 min {−|gn(t)|,−hn(t)}+ D2(|a| ∨ |b|)2
= min {2(β −α)nhn(t)− 4nε0|gn(t)|, 2(β −α)nhn(t)− 4nε0hn(t)}








, [2(β −α)− 4ε0] LC(ε0)
	
|t|
+ D2(|a| ∨ |b|)2
= D1|t|+ D2(|a| ∨ |b|)2 ,
where D1 :=min






Proof of Theorem 6.15. Let d > 0 and choose ε > 0 being admissible in the sense of
Lemma 6.16. With the appropriate positive constants D1 and D2 from Lemma 6.16 define
∆(t, a, b) = D1|t|+ D2 (|a| ∨ |b|)
2 . (6.16)
Within this proof for brevity use D1 and D2 and a constant D > 0 as generic constants








>, define the diagonal
matrix



































→ (τ,α,β) we already know, that lim
n→∞
P (‖M yn‖> ε) = 0. Thus, it only
remains to take account of the first term on the right hand side of (6.17). In the following
110
6.3 Stochastic boundedness of the estimator
we choose the maximum norm ‖·‖∞ for ‖·‖ while knowing that in finite-dimensional
vector spaces all norms are equivalent. Having in mind that (τn,αn,βn) ∈ Argmin(Sn),
observe that yn ∈ Argmin(Zn) by Lemma 3.9. Set
J := {u= (t, a, b); d ≤ ‖u‖∞ and ‖Mu‖∞ ≤ ε} .




2 a,β + n−
1
2 b)≤ Sn(τ,α,β) .
By the definition of the rescaled process Zn in (6.2), an application of Lemma 6.16,
Equation (6.16) and the decomposition of ∆n in (6.12) then
P
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Now split J into J1 := {u= (t, a, b) ∈ J ; |t| ≥ d} and J2 := {u= (t, a, b) ∈ J ; |t|< d}. For
every (t, a, b) ∈ J1 then by Lemma 6.16, ∆(t, a, b)≥ D1|t|. If (t, a, b) ∈ J2 then |t|< d ≤
|a| ∨ |b| ≤ n1/2ε and, hence, ∆(t, a, b)≥ D2d2. For the first term on the right hand side of
(6.18) use (6.3) and recall the notion of Wn in (4.5) to see that
Z (1)n (t)−∆
(1)













































































































Now turn to the second probability in (6.18). With the estimations





























































































































































(|a| ∨ |b|)2 |Fn(τ)− F(τ)|
+n−
1
































≥ D∆(t, a, b)
«
.
Now define the disjoint sets J̃1 := {u ∈ J ; |a| ∨ |b| ≥ d} and J̃2 := {u ∈ J ; |a| ∨ |b|< d}, and
split the probability by J̃1 and J̃2 into P(A(1)n ) and P(A
(2)
n ). For all u ∈ J̃1 then ∆(t, a, b)≥










(|a| ∨ |b|)2 |Fn(τ)− F(τ)|
+n−
1
































≥ D2(|a| ∨ |b|)2
«











































The first term of (6.20) converges to 0 as n→∞, since Fn(τ) converges to F(τ), P-almost
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1{X i≤τ} (α− Yi)
L







1{X i>τ} (β − Yi)
L
−→N (0, T̄ (τ)) , (6.22)



























































From (6.21) we conclude that the term in square brackets converges to zero as n→∞


































If u ∈ J̃2 then d ≤ |t| ≤ nε and, thus, ∆(t, a, b)≥ D1d + D2 (|a| ∨ |b|)










(|a| ∨ |b|)2 |Fn(τ)− F(τ)|
+ n−
1




















































































≥ D1d + D2 (|a| ∨ |b|)
2
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To establish the last inequality, regard the events as inequalities of a quadratic polynomial
in |a|∨ |b| and use its discriminant to deduce solutions. As above the first term converges

























































































































where the term in square brackets converges to zero as n→∞ by (6.21) and (6.22),




























































































We consider the last term on the right hand side of Inequality (6.18). Use the fact that










and by using (6.3) and (6.13) derive





































1X i≤τ+n−1 t − 1X i≤τ










1X i≤τ+n−1 t − 1X i≤τ

=: C (1)n (t, a, b) + C
(2)
n (t, a, b) + C
(3)







∆(3)n (t, a, b)− Rn(t, a, b)















































Again we split J into J1 = {u ∈ J ; |t| ≥ d} and J2 = {u ∈ J ; |t|< d}. By recalling the notion
of the process Wn in (4.5) and solving an inequality of a quadratic polynomial in (|a|∨|b|)
116
6.3 Stochastic boundedness of the estimator






C (1)n (t, a, b)























































































C (1)n (t, a, b)

≥ D∆(t, a, b)
	

= 0 , (6.25)
for all d > 0. Now consider the second term in the right hand side of (6.23) and observe
that C (2)n (t, a, b) = (a + b)(α− β)n
1/2V (2)1,n (t), where V
(2)
1,n is the process occurring in the
decomposition of Wn in (4.25). The corresponding statements for the process V
(2)
1,n are






C (2)n (t, a, b)

















≥ D1|t|+ D2(|a| ∨ |b|)2
o









C (2)n (t, a, b)







for all d > 0. Since C (3)n (t, a, b) = (a






C (3)n (t, a, b)



















































































C (3)n (t, a, b)


















∆(3)n (t, a, b)− Rn(t, a, b)

≥ D∆(t, a, b)
	

= 0 . 
6.4 Distributional convergence and asymptotic
condence region
Being equipped with the results of the last sections we are able to proof the main
statement of this chapter.
Theorem 6.17 If (A1)-(A3) and (B1)-(B2) hold and (τn,αn,βn)
P








2 (αn −α), n
1




≤ P(Arginf(Z)∩ C 6= ;)
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where W and W ′ are two independent standard normal distributed random variables.
Furthermore, Z (1) is a two-sided compound Poisson process independent of W and W ′
and with intensities F ′+(τ) for t ≥ 0 and F
′
−(τ) for t < 0, and jump size distributions
PY− α+β2 |X (τ+, ·) and P α+β2 −Y |X (τ−, ·), respectively.
Lemma 6.18 Suppose that (A1)-(A3) and (B1)-(B2) hold and Z is the process defined
in Definition 6.5. Then the set Arginf(Z) is nonempty and compact and Equation (6.26)
is valid.
Proof. Using the calculation rules for infima of sums in [RW98, Excercise 1.36], we get
inf
(t,a,b)∈R3
Z(t, a, b) = inf
t∈R
2(β −α)Z (1)(t) + inf
a∈R
Z (2)(a) + inf
b∈R
Z (3)(b)
and, therefore, we can write the Arginf-set as the cartesian product
Arginf
(t,a,b)∈R3










By Tychonov’s theorem it is sufficient to show that each of these sets is compact. Let
(N1(t))t≥0 be a Poisson process with intensity F ′+(τ) and let (ξ
′
i)i∈N be i. i. d. copies of
ξ′ ∼ PY− α+β2 |X (τ+, ·) which are independent of N1. For all t ≥ 0 then











2(β −α)ξ′i −→ 2(β −α)E(ξ
′)
almost surely, as t → ∞. By Lemma 6.6 we find that 2(β − α)E(ξ′) > 0 and, thus,
2(β −α)Z (1)(t)→∞ almost surely, as t →∞. Repeating the previous arguments to a
119
6 Discontinuous Case
F ′−(τ)-rate Poisson process (N2(−t))t<0 and ξ∼ P α+β2 −Y |X (τ+, ·) leads to 2(β−α)Z
(1)(t)→
∞ almost surely, as t →−∞. If
Z̄ (1)(t) :=min

γ ∈ R̄;∃xn→ x with Z (1)(xn)→ γ
	












see [Fer15, Lemma 2.2]. By [RW98, Theorem 1.9] then Arginft∈R(2(β − α)Z (1)(t)) is



























































Proof of Theorem 6.17. By Lemma 3.9, (n(τn−τ), n
1/2(αn−α), n
1/2(βn−β)) ∈ Arginf(Zn)
and Zn ∈ D(R3) for each n ∈N. Applying Proposition 3.12 together with the results of
Theorems 6.7, 6.15 and 6.18 prove the theorem. 
Corollary 6.19 (Confidence region) Under the assumptions of Theorem 6.17, let G be
the distribution function of the random variable γ := supx∈Arginf(Z) ‖x‖∞, and qη be the
(1−η)-quantile of G, i.e. qη = G−1(1−η). Then
In(r) :=
 













2 ,βn + rn
− 12

is an asymptotic confidence region for (τ,α,β) at level 1−η for all r > qη.
Proof. The result can be derived by explanations made in section 4 in [Fer15]. Let
r > qη. By Lemma 6.18 Arginf (Z) ⊆R3 is compact. Additionally, the maximum-norm on
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2 (αn −α), n
1










‖Arginf(Z)‖∞ ∩ [r,∞) 6= ;

= P (γ≥ r) = 1− G(r−) .
For all r > qη we have that G(r−)> 1−η, see [Wit85, Lemma 1.17 b)]. Finally,
lim inf
n→∞









2 (αn −α), n
1















2 (αn −α), n
1










We complete the chapter and apply the results to Example 6.3 from Section 6.1.
Example 6.20 (Sequel of Example 6.3) We use the results from 6.3 and derive






= P ◦ (ε+α)−1 ◦ g−1 = P ◦ (g (ε+α))−1 ,
and, analogously,
Pg(Y )|X (τ+, ·) = P ◦ (g (ε+ β))
−1 .
































2 (αn −α), n
1




≤ P(Arginf(Z)∩ C 6= ;)































where W and W ′ are two independent standard normal distributed random variables
independent of the process













2 (β −α)εi + (α− β)




2 (α− β)εi + (α− β)
2 , t < 0
with the corresponding jump intensities F ′−(τ) and F
′
+(τ+). This result is consistent
with the limit process stated in [Kos08, p. 276], where we shall indicate that the author
defined the estimator as a maximizer what causes a change of sign. 1
1The intensity parameter there was stated as the density of ε, a typographical error.
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7 Continuous Case
In this chapter the same methods as in chapter 6 are utilized to prove distributional
convergence for the estimator in the case of regression functions which are continuous at
the split point. In Section 7.1 we formulate additionally required conditions. In Section
7.2 the rescaled process is introduced and its convergence to the limit process, which
was already identified in [BM07, Theorem 2.1], is proven. By means of the stochastic
boundedness, which is proven in Section 7.3, we are able to prove the main theorem of
this chapter in Section 7.4.
7.1 m is continuous at τ
Condition (A2) will now be further restricted.
(A2a) There exists an open ε-neighborhood Uε(τ) of τ such that F is twice continuously
differentiable in Uε(τ) with F ′(τ)> 0.
(C1) The regression function m is continuously differentiable in an open ε-neighborhood


















(C2) There exists an open ε-neighborhood Uε(τ) of τ and p > 2 such that
sup
x∈Uε(τ)
E (|Y |p|X = x)<∞ .
Note that condition (7.1) is sufficient but not necessary to ensure that (τ,α,β)minimizes
the criterion function S, cf. Lemma 2.1(vii).
7.2 Weak convergence of the rescaled process
We define the rescaled process for the continuous case

















Using the decompostion in (2.13) leads to
Z̃n(t, a, b) = 2(β −α)Z̃ (1)n (t) + Z̃
(2)
n (t, a, b) ,
where we set


























1X i>τ (β − Yi)












































Further notations are introduced
∆̃n(t, a, b) := EZ̃n(t, a, b)
= 2(β −α)EZ̃ (1)n (t) +EZ̃
(2)
n (t, a, b)
=: 2(β −α)∆̃(1)n (t) + ∆̃
(2)
n (t, a, b) ,
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7.2 Weak convergence of the rescaled process
where we compute



















Under assumption (A1) we can use the normal equations in Lemma 2.1(iii) to see that




























3 t) + b2 F̄(τ+ n−
1
3 t) . (7.5)
Now we define the limiting process of Z̃n.
Definition 7.1 Let (Z̃ (1)(t))t∈R ∈ D(R) be a two-sided Brownian motion with quadratic
drift of the form




where (B(t))t∈R is a two-sided standard Brownian motion in D(R). Furthermore, let Z̃ (2)
be a deterministic function in D(R3) with
Z̃ (2)(t, a, b) = (α− β)F ′(τ)(a+ b)t + a2F(τ) + b2 F̄(τ) .
Now introduce the stochastic process Z̃ ∈ D(R3) with
Z̃(t, a, b) = 2(β −α)Z̃ (1)(t) + Z̃ (2)(t, a, b) .
The remaining part of this section is dedicated to the proof of the main statement below.
It will be proven at the end of this section by virtue of the Lemmas given now.
Theorem 7.2 If (A1)-(A3) and (C1)-(C2) hold, then
Z̃n
L
−→ Z̃ in D(R3) ,
as n→∞.
In preparation we prove the distributional convergence of 2(β −α)Z̃ (1)n to the Brownian
Motion with quadratic drift.
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Lemma 7.3 If (A1)-(A3) and (C1)-(C2) hold, then
2(β −α)Z̃ (1)n
L
−→ 2(β −α)Z̃ (1) in D(R) , (7.6)
as n→∞.
































Set d > 0. From [Fer09, Section 8.1] we know that Γn
L





V (τ)F ′(τ)B1(t) , t ≥ 0
V (τ)F ′(τ)B2(−t) , t < 0
in D [−d, d] ,
























m(x)−m(τ) F(dx) , t < 0
.
Since m is continuously differentiable in an open neighborhood Uε(τ) of τ, m(τ) =
1/2 (α+ β) (cf. Lemma 2.1(vi)), and for each x ∈ [τ,τ+ ε] there exists an ξ ∈ [τ, x] such
that m(x)−m(τ) = m′(ξ)(x − τ). A successive application of the Integration by parts
theorem ([HS75, Theorem 21.67]), the substitution u= τ+ n−1/3 t, the L’Hospital’s rule,
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Analogously, we find 12 t
















t2m′(τ)F ′(τ) =: Γ̄ (t)
follows from the continuous differentiability of m. To evaluate the variance we proceed



























































where we used the Integration by parts theorem ([HS75, Theorem 21.67]) in the next to
last step. Using similar arguments when t ∈ [−d, 0], we obtain limn→∞VarΓ̄n(t) = 0 for
all t ∈ [−d, d]. By Chebyshev’s inequality it follows that Γ̄n(t)
P
→ Γ̄ (t) in [−d, d], and by
Slutsky’s theorem ([GS77, Proposition 8.6.4]) then (Γn, Γ̄n)
L
→ (Γ , Γ̄ ) in D[−d, d]×D[−d, d].
Now we use the fact that addition ( f , g) 7→ f + g is s1-continuous in D[−d, d] if one
summand is continuous itself (cf. [Fer09, Lemma 2.3 (3)]). Together with the CMT we
infer 2(β −α)Z̃ (1)n
L
→ 2(β −α)Z̃ (1) in D[−d, d] for all d > 0. Finally, Proposition 3.5 proofs
the claim. 
Lemma 7.4 If (A1)-(A2) and (C1) hold, then for all d > 0








−→ 0 , (7.7)
as n→∞.




Z̃ (2)n (t, a, b)− ∆̃
(2)









































































































































The sums in the first term on the right hand side of Inequality (7.8) have i. i. d. zero-mean






















→ 0, as n→∞. Consider
the second line on the right hand side of (7.8) and recall the notion of the process Wn in
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7.2 Weak convergence of the rescaled process

































































as n→∞, by Lemma 4.18, with ν = 1/3, λ = 1 and γ = 0. Consequently, the second
term on the right hand side of Equation (7.8) converges in probability towards zero.
Moreover, it follows that the third term converges in probability towards zero, since the
process in vertical bars is one of the processes occurring in the decomposition of Wn in




























which converges towards zero almost surely by the Glivenko-Cantelli Theorem (cf. [SW86,
Theorem 3.3]). 






[−d,d]3 −→ 0 , (7.9)
as n→∞.
Proof. We state the proof for the case when α < β . The case β < α may be handled
similar. Set d > 0 and choose ε1 > 0 satisfying the conditions (A2) and (C1). By (C1) we
could find 0 < ε ≤ ε1 such that m is monotonically increasing on Uε(τ). For all |t| ≤ d







































2 −m(x)F(dx) , t < 0
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Using (A2) and the continuity of m at τ, we conclude
sup
t∈[−d,d]












and use similar arguments to see that
sup
t∈[−d,d]
|gn(t)| −→ 0 , (7.11)





































7.3 Stochastic boundedness of the estimator
as n→∞. 
Proof of Theorem 7.2. Set d > 0. Use Lemma 3.4 and the map Φ introduced therein to
define a process (Z̄ (1)n )n∈N ∈ D([−d, d])
3 with Z̄ (1)n := Φ(Z̃
(1)
n ). Then Φ is continuous and
by Lemma 7.3 and the CMT then Z̄ (1)n
L
→ Z̄ (1) in Φ(D[−d, d]), where Z̄ (1)(t, a, b) = Z̃ (1)(t).
By [Kal97, Lemma 3.26] we also have that Z̄ (1)n
L
→ Z̄ (1) in D([−d, d]3). Slutsky’s theorem
([GS77, Proposition 8.6.4]) and the CMT then imply
2(β −α)Z̃ (1)n (t)+ Z̃
(2)(t, a, b)
L
−→ 2(β −α)Z̃ (1)(t)+ Z̃ (2)(t, a, b) in D([−d, d])3 .




















Z̃ (2)n (t, a, b)− ∆̃
(2)











as n→∞. Finally, by Slutsky’s theorem and Proposition 3.5, Z̃n
L
→ Z̃ in D(R3). 
7.3 Stochastic boundedness of the estimator
Theorem 7.6 Suppose that assumptions (A1), (A2a), (A3) and (C1) hold and (τn,αn,βn)
P
→








































Lemma 7.7 Under the assumptions of (A1), (A2a), (A3) and (C1) there exists some
δ > 0 and a constant D > 0 such that
∆̃n(t, a, b)≥ D ‖(t, a, b)‖
2
∞
for all (t, a, b) with ‖n−1/3(t, a, b)‖∞ ≤ δ.
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Proof. Set y = (t, a, b) and θ = (τ,α,β), then ∆̃n(y) = n
2/3{S(θ + n−
1
3 y)− S(θ )}. Since
by condition (A1) S obtains its minimum at θ , ∇S(θ ) = 0. By Taylor’s theorem for






























where ρ(n−1/3 y)→ 0, as n→∞, and HS denotes the Hessian matrix of S. In order to
obtain HS(θ ), we compute
∇S(y) =
 
(a2 − b2)F ′(t) + 2(b− a)m(t)F ′(t), 2aF(t)− 2H(t), 2bF̄(t)− 2H̄(t)

> ,





(b− a) [F ′′(t)(2m(t)− (a+ b)) + 2m′(t)F ′(t)] 2F ′(t)(a−m(t)) 2F ′(t)(m(t)− b)
2F ′(t)(a−m(t)) 2F(t) 0










2(β −α)m′(τ)F ′(τ) (α− β)F ′(τ) (α− β)F ′(τ)
(α− β)F ′(τ) 2F(τ) 0





detHS(θ ) = 8(β −α)m′(τ)F ′(τ)F(τ)F̄(τ)− 2(α− β)2F ′2(τ) .
Observe that by Lemma 2.1(i) and by condition (7.1) in assumption (C1), det HS(τ,α,β)
and all other leading principal minors are strictly positive. Hence, HS(θ ) is positive
definite (see [Fis02, p. 327]) and by [Heu91, Lemma 173.2] there exists λ > 0 such that











Now choose δ = δ(λ)> 0 sufficiently small such that |ρ(n−1/3 y)| ≤ 1/4λ for all n−1/3‖y‖∞ ≤
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7.3 Stochastic boundedness of the estimator
δ. Then ∆̃n(y)≥ λ/4‖y‖
2 and the claim follows by the equivalence of norms in R3. 
Proof of Theorem 7.6. Write θn := (τn,αn,βn), θ := (τ,α,β), and y = (t, a, b), and let
D > 0 be a positive generic constant (cf. Remark 4.1). Similar to the proof of Theorem







































3 ‖(θn − θ )‖ ≥ d ,‖(θn − θ )‖ ≤ δ





→ (τ,α,β) we already know that limn→∞P(‖(θn − θ )‖ > δ) = 0 for all
d > 0. To handle the first term on the right hand side of (7.12) set
J :=
¦






































































Z̃ (2)n (t, a, b)− ∆̃
(2)
n (t, a, b)





We adopt the splitting of J into J1 := {y ∈ J ; |t| ≥ d} and J2 := {y ∈ J ; |t|< d} from the
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Z̃ (2)n (t, a, b)− ∆̃
(2)
n (t, a, b)









































































































7.3 Stochastic boundedness of the estimator







1{X i≤τ} (α− Yi)
L







1{X i>τ} (β − Yi)
L
−→N (0, T̄ (τ)) ,
as n → ∞. The quantity
p
n supt∈[τ−δ,τ+δ] |Fn(t)− F(t)| converges in distribution as








































































































for all d > 0. Consider the second probability in Inequality (7.14) and use the splitting



































































































≥ D ‖(t, a, b)‖2

= 0 ,
for all d > 0. Since the process in the third probability on the right hand side of (7.14) is
one of the processes occurring in the decomposition of Wn in (4.25) (the corresponding























































for all d > 0. 
7.4 Distributional convergence
To conclude this section we will reformulate the result of [BM07, Theorem 2.1].






























































Remark 7.9 Under whichmild conditions (τn,αn,βn)
P
→ (τ,α,β), was shown in Theorem
5.4 and Corollary 5.5. Furthermore, note that the quadratic drift function opens in the
correct direction (i.e. C2 > 0, in order to obtain a minimum) if condition (7.1) is fulfilled.
Apart from this, note that the not strict version of Inequality (7.1) is a necessary condition
for (A1), see Lemma 2.1(vii). In contrast, the authors of [BM07] merely used m′(τ) 6= 0
as an assumption instead. This, however, is not sufficient to prove the statement of
Theorem 2.1 in their work. Within their proof the difference S(t, a, b)− S(τ,α,β) (in
our notation) is estimated from below by a quadratic function (2nd Equation in their
proof of Theorem 2.1). But this estimate is only valid if (7.1) is fulfilled. If this is the
case then the Hessian matrix HS(τ,α,β) (there denoted as V ) is positive definite. The
relevant estimate in this work occurs in Lemma 7.7 and is decisive for the form of the
drift function of the Brownian motion and the convergence rate. It can be expected that









the estimator converges at a slower rate than n1/3. According to this, the drift function
needs to be adapted depending on the estimation from below in Lemma 7.7, or on
S(t, a, b)− S(τ,α,β), respectively. Moreover, in what extent this affects the discussion in
the last paragraph of page 547 in [BM07] about unstable confidence intervals when the
regression curve is too flat at the split point is yet to be clarified.
Finally, we will give a proof of the statement.
Proof of Theorem 7.8. Set ξn := n
1/3 (τn −τ,αn −α,βn − β) and note that by Lemma
3.9, ξn ∈ Arginf(Z̃n) and Z̃n ∈ D(R3). Using the results of Theorem 7.2 and 7.6 together
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with Proposition 3.12 implies
limsup
n→∞
P (ξn ∈ F)≤ P
 
Arginf(Z̃)∩ F 6= ;

(7.15)
for all closed sets F ⊆ R3, where Z̃(t) is the process from Definition 7.1. Since B(t) is
a sample-continuous process, Z̃(t) is as well and, hence, Arginf(Z̃) = Argmin(Z̃) almost
surely by [Fer15, Lemma 2.1 and Lemma 2.2(1)]. Following the rules regarding the




= 2(β −α)Z̃ (1)(t) + inf
(a,b)∈R2
Z̃ (2)(t, a, b)




(α− β)F ′(τ)(a+ b)t + a2F(τ) + b2 F̄(τ)




















For each (θ1,θ2,θ3) ∈ Argmin(Z̃) use the characterization of Argmin-sets in [RW98,






























Since the maximum of Brownian motion with quadratic drift is attained at a unique




P (ξn ∈ F)≤ P ((θ1,θ2,θ3) ∈ F)
for all closed sets F ⊆ R3, which by Portmanteau’s theorem ([Kal97, Theorem 3.25])
implies our claim. 
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A Appendix
In this chapter we collect well known results from the literature and state and proof
where necessary results and inequalities which would otherwise worsen the readability
of this thesis.
A.1 (Stute and Wang) Let (X i, Yi)1≤i≤n, for n ∈N, be i. i. d. copies of a random vector




denote the i−th order
statistic X i:n and corresponding concomitant Y[i:n], means X1:n ≤ . . .≤ Xn:n and Y[i:n] is the
random variable associated with X i:n, X n := (X1:n, . . . , Xn:n) and Y n :=
 
























∈Rn and for P ◦ X−1n -almost all xn ∈R
n,
(b) for each 1≤ i ≤ n
P
 




Y[i:n] ≤ y |X i:n = x i

for all y ∈R and for P ◦ X−1n -almost all xn ∈R
n,
(c) for each 1≤ i ≤ n
P
 
Y[i:n] ≤ y |X i:n = x

= P (Y ≤ y |X = x)
for all y ∈R and for P ◦ X−1i:n -almost all x ∈R.
Proof. See [SW93, Lemma 2.1]. 
A.2 (Hájek and Rényi inequality) Let (X i)1≤i≤n, for n ∈N, be a n-tuple of independent,
square integrable and zero-mean random variables and let bm ≥ bm+1 ≥ . . .≥ bn > 0 for
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Proof. The proof for m= 1 is stated in [CT97, Theorem 7.4.8]. We can show the general




i=1 X i, X
′
k := Xm+k−1 for
1 < k ≤ n′ and n′ := n−m+ 1. The tuple (X ′i )1≤i≤n′ is still independent and zero-mean.































































A.3 (Hájek and Rényi inequality for martingale difference sequences) Let (Sk,Fk)1≤k≤n,
for n ∈N, be a discrete-time L 2-martingale and let bm ≥ bm+1 ≥ . . . ≥ bn > 0 for some




















Proof. For the case m= 1 we refer to [GS77, Korollar 6.6.4]. For arbitrary m ∈N, the
result is formulated as an exercise in [Excercise A.10.3,[SW86]]. A generalization may
be conducted analogue to the proof of A.2. 
A.4 (Hájek and Rényi inequality for backwards martingale difference sequences)
Let (Sk,Fk)1≤k≤n, for n ∈N, be a discrete-timeL 2-backwardsmartingale and bm ≥ bm−1 ≥





















Proof. Define S∗k := Sn−k+1, F
∗
k :=Fn−k+1 and b
∗































































A.5 Let F : R → R be a càdlàg function which is strictly increasing within an ε-
neighborhood Uε(a) of a ∈ R and let g : R → R be a measurable function with
∫
















Proof. Let (vn)n∈N be a sequence with vn ↓ 0. For each n ∈ N set kn := infx∈(a,a+vn] g(x)
and Kn := supx∈(a,a+vn] g(x). Then (kn)n∈N is monotonically increasing and (Kn)n∈N mono-
tonically decreasing with
kn [F(a+ vn)− F(a)]≤
∫
(a,a+vn]
g(x)F(dx)≤ Kn [F(a+ vn)− F(a)] .
By the monotonicity of (kn)n∈N and (Kn)n∈N we have that
lim
n→∞






































K̃n = lim sup
x↑a
g(x) . 
A.6 Let Q be a probability measure on (R,B(R)) and E ∈B(R) with Q(E) = 1. If τ ∈R
and there exists an ε > 0 such that Q ((τ,τ+ r])> 0 for all r ∈ (0,ε) then there exists a
sequence (xn)n∈N with xn ∈ E for sufficiently large n ∈N and xn↘ τ. If, otherwise, for
τ ∈R there exists an ε > 0 such that Q ((τ− r,τ))> 0 for all r ∈ (0,ε) then there exists
a sequence (xn)n∈N with xn ∈ E for sufficiently large n ∈N and xn↗ τ.
Proof. We will show that (τ,τ+ r] ∩ E 6= ; for all r ∈ (0,ε). Conversely assume that
there is an r ∈ (0,ε) such that (τ,τ+ r]∩ E = ;. Then (τ,τ+ r] ⊆ EC and
0=Q(EC)≥Q ((τ,τ+ r])> 0 ,
a contradiction. Let (rn)n∈N ⊆ (0,ε) with rn ↓ 0 then for sufficiently large n ∈ N there
exists xn ∈ (τ,τ+ rn] ∩ E and xn ↘ τ. With similar arguments find ( x̃n)n∈N ⊆ E with
x̃n↗ τ. 






Proof. Define A := supa<x≤b g(x−) and B := supa≤x<b g(x). Due to the definition of
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and therefore A≤ B. Let B = limn→∞ g(xn) for a sequence (xn)n∈N ⊆ [a, b). Since [a, b]
is compact, we have x ∈ [a, b]. For each n ∈ N either xn ∈ [a, x) or xn ∈ [x , b). This
implies the existence of a subsequence (xnk)k∈N which is either monotonically decreasing
or strictly monotonically increasing. If xnk ↑ x strictly, then x ∈ (a, b] and
B = lim
xnk↑x
g(xnk) = g(x−)≤ sup
a<x≤b
g(x−) = A .









 ≤ 1/k for all y ∈ [xnk , ynk].








g(ynk−)≤ A . 
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List of Acronyms and Abbreviations
càdlàg right-continuous with left limits
càglàd left continuous with right limits
CLT Central Limit Theorem
CMT Continuous mapping Theorem
fidis finite-dimensional marginal distributions
i. i. d. independent and identically distributed





(Ω,A ,P) probability space
B(A) Borel σ-Algebra on the set A
σ(X ) σ-Algebra generated by the random variable X
µ⊗ ν product of the measures µ and ν
P(A) probability of the set A
PX = P ◦ X−1 distribution of the random variable X
P(X ,Y ) joint distribution of X and Y
PY |X (x , ·) conditional distribution of the random variable Y given X = x
E(X ) expectation of the random variable X
E(Y |X ) conditional expectation of the random variable Y given σ(X )
E(Y |X = x) conditional expectation of the random variable Y given X = x
fY |X (x , y) conditional probability density function of Y given X = x
ϕX characteristic function of the random variable X
∼ distributed as
L
= equal in distribution





Normal distribution with mean µ and variance σ2
L




−→ convergence in probability




the i-th order statistic and its corresponding concomitant Y[i:n]
X n = (X1:n, . . . , Xn:n) vector of order statistics of X1, . . . , Xn
Y n = (Y[1:n], . . . , Y[n:n]) vector of concomitants of X n
147
List of Acronyms and Abbreviations
Analysis
AC complement of the set A
1A(·) indicator function of the set A
a ∧ b minimum of a and b
a ∨ b maximum of a and b
(a, b), (a, b], [a, b] open, half open, closed intervals in R
〈a, b〉 scalar product in Rd
an ↑ a (an ↓ a) an converges monotonically to a from below (from above)
an↗ a (an↘ a) an converges to a with an < a (or an > a) for each n ∈N
f (a−) = f−(a) = lim
x↗a
f (x) left-hand limit
f (a+) = f+(a) = lim
x↘a
f (x) right-hand limit
f ′ , f ′′ first and second derivative of the function f
f ′− ( f
′
+) left-hand (right-hand) derivative of f
∂x f partial derivative of f with respect to x
∇ f =
 
∂x1 f , . . . ,∂xd f

> gradient of f
H f =

∂x i∂y j f

i, j∈{1,...,d}
Hessian matrix of f
diag (γ1, . . . ,γd) diagonalmatrix with the entries γ1, . . . ,γd on the main di-
agonal
Uε(τ) ε-neighborhood of τ
‖·‖ Euclidean norm
‖·‖∞ maximum norm
‖ f ‖ba = supa≤t≤b f (t) supremum of f on the intervall [a, b]
πS( f ) projection map
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