Several authors have considered estimation of system reliability based on stress-strength model. Here are a few references of contributions towards these models. Church and Harris (1970) 
have obtained inference for a multi-step stressstrength model (parallel system). Hanagal (1996) has worked on estimation of system reliability for a two-component stress-strength models with cases on distribution of stress as exponential and gamma. Hanagal (2003) has also worked on estimation of system reliability for a multi-component series stress-strength models with cases on distributions of stress and strength as gamma, Weibull and Pareto. Eryilmaz (2008) has given a new perspective to stress-strength models under multi-state system modeling. Kundu and Gupta In the present study, we are considering a system of two components.
The component survives as long as the stress on it is smaller than its strength. The system survives if at least one component functions (parallel system). Here, the stress and strength associated with the components of the system are random variables. Let the strength of the two components be 1 and 2 , where 1 , 2 are independently and identically distributed gamma random variables with shape parameter ' ' and scale parameter ' '. Let 1 , 2 be the stress acting on the two components respectively. Initially 1 , 2 are independently and identically distributed as exponential random variables with parameter ' '. Statistically, dependent failures are typical for modern systems, which involve complicated interactions among the components. Hence, it is reasonable to assume that failure of one component does change the stress on the surviving components of the system. The strength on the other hand is dependent on various inbuilt qualities of the component such as the technology by which it has been manufactured, the raw materials used, etc., which may be measured directly. Failure of one component of the system need not change these inbuilt qualities of the surviving component. Hence, change in the stress of the surviving component is assumed on failure of the other component. In other words for a two-component parallel system, the distribution of stress of surviving component changes upon failure of the other component. Then it follows exponential distribution with parameter ( > 0). The system fails whenever both components of the system fail.
One can quote several examples for a two-component parallel system such as pair of kidneys, eyes, hands and legs, pair of elevators, pair of engines in an aircraft, etc. To illustrate functioning of the proposed model, let us consider the example of a pair of kidneys. Here, the function of the kidneys is to purify the blood and thus support the body to maintain healthy condition. Here, the pair of kidneys perform the same function as per their natural built up mechanism (strength). Failure of one kidney increases the purification work load on the surviving kidney (stress). Here, the surviving kidney should carry out the purification function same as it was when both the kidneys were functioning. Taking 
Reliability Function
To determine reliability function for the model discussed in Section 1, let us consider =Minimum ( 1 , 2 ), =Maximum ( 1 , 2 ) and let = − .
Here, ' ' follows exponential distribution with parameter (2θ) and ' ' follows exponential distribution with parameter ( ). The reliability function of this system is given by, 
Here, ( ) represents the distribution function and ( ) represents probability density function of random variable ' ', and as follows gamma distribution with shape parameter ' ' and scale parameter ' ', we have,
Using the relationship between lower tail of gamma distribution function and upper tail of Poisson distribution function, we get,
Substituting result of (2.5) in equation (2.4), we get,
Result of ( ) from (2.6) is substituted in equation (2.3) and further integrals associated with equation (2.3) are solved as below,
Now consider,
Substituting the results of (2.7) and (2.9) in equation (2.8), we have,
Substituting the results of (2.7) and (2.10) in equation (2.3), we get the expression for reliability function as,
(2.11)
Life Testing Experiment and MLE of Reliability Function
To obtain the estimators of ' ', suppose for ' ' systems whose reliability function is defined as in expression (2.11) are put on life testing experiment. Here, 1 , 2 ( = 1,2, … … … , ) are observed and 1 , 2 are independently and identically distributed as gamma ( , ). Also the data of stress = ( 1 , 2 ) and = ( 1 , 2 ) ( = 1,2, … … … … , )
are obtained separately from simulation of conditions of the operating environment. 's and = ( − )'s are exponential random variables with parameters (2 ) and ( ) respectively. The joint probability density function of the random variables 1 , 2 ( = 1,2, … … … , ), and
where, 
] (2.22)
Asymptotic Distribution
To obtain the asymptotic distribution of ̂,, ̂,̂, let us denote the Fisher Information Matrix of , , , as ( , , , ). 
Bayes Estimation of Reliability Function
To obtain Bayes estimator of reliability function ' ̂' , we assume parameters and are known (i.e. = 0 and = 0 ) and further we consider the prior distribution of parameters and (Box and Tiao, 1973) as,
The Bayes estimator of reliability function is obtained as the posterior expectation of ' ' as follows:
The joint probability density function ' 1 'of random variables, 1 , 2 ( = 1,2, … … … , ), , ( = 1,2, … … … , ), and is given by, Substituting the results of (2.31) and (2.32) in equation (2.30), we obtain the Bayes estimator of reliability function '̂'.
Computation and Comparison of Estimators
For the system under study, the random variables 1 , 2 (with respect to strength) and random variables , (with respect to stress) are generated independently as follows:
Step 1 denotes gamma random variables with shape parameter = 0 and scale parameter = 0 . We also compute the values ( 1 ) and ( 2 ).
Step 2: The whole procedure in Step 1 is repeated for = 0 number of times and the statistics 1
are computed.
Step 3 
Conclusion
The reliability function for the proposed model is evaluated in terms of stress-strength relationship rather than considering the time factor, as it is realistic to observe reliability of a system functioning under the influence of external factors (stress) as compared to longevity of working time associated with the system.
On comparing the efficiencies of MLE and Bayes estimator of reliability function we observed that for greater values of ' ' and ' ' (large sample size) both MLE and Bayes estimators perform better. In majority of the cases both the estimators overestimated the true value of reliability function ' '. From the study, it is observed that Bayes estimator of reliability function performs better than the MLE of reliability function in terms of Mean Square Error (MSE) for the given data set. These results are published in Munoli and Mutkekar (2011a). 3.60x10
-5
