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Abstract
There are many organizations that use unmanned assets, such as satellites or drones, to
collect information. This may include taking pictures of the ground, gathering infrared pho-
tos, taking atmospheric pressure measurements, or any conceivable form of data collection.
Often these separate organizations have overlapping collection interests or flight plans that
are sending sensors into similar regions. However, they tend to be controlled by separate
planning systems which operate on asynchronous scheduling cycles. We present a method
for coordinating various collection tasks between the planning systems in order to vastly
increase the utility that can be gained from these assets. This method focuses on allocation
of collection requests to scheduling systems rather than complete centralized planning over
the entire system so that the current planning infrastructure can be maintained without
changing any aspects of the schedulers. We expand on previous work in this area by inclu-
sion of a learning method to capture information about the uncertainty pertaining to the
completion of collection tasks, and subsequently utilize this information in a mathematical
programming method for resource allocation. An analysis of results and improvements as
compared to current operations is presented at the end.
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Chapter 1
Introduction
1.1 Background
Currently, there are many organizations in the United States that use unmanned assets,
such as satellites or drones, to collect information. This may include taking pictures of
the ground, gathering infrared photos, taking atmospheric pressure measurements, or any
conceivable form of data collection. Often these separate organizations have overlapping
collection interests or flight plans that are sending sensors into similar regions. Exploiting
such common interests between the organizations could potentially free up asset sensing
time to be used elsewhere. Unfortunately, different organizations often have command and
control stations for their assets that are spread across the nation. Even within an organiza-
tion, separate missions might control their assets from different locations. This separation
can make exploitation of common collection interests a nontrivial task because it might be
difficult to gather all of the representatives for a meeting or even a telephone conference.
Each of these organizations also has different objectives—a problem that further isolates
each organization/mission and complicates mutual correspondence. An automated, coordi-
nated approach to assigning collection tasks among these segregated missions/organizations,
or “stovepipes,” has the potential to significantly reduce the problem of isolation in order to
17
increase the realized utility of the collections made by all assets between the organizations.
Organizations collect data for various purposes. The National Aeronautics and Space
Administration (NASA) collects data for scientific research; The Department of Defense
(DOD) collects data for intelligence, surveillance and reconnaissance. Often these organiza-
tions utilize their own air and/or space assets in order to best manage the collection param-
eters—time, location of targets, desired level of resolution, and type of data being obtained
(infrared, visible light, atmospheric pressure, etc.) for their targets of interest. Even within
organizations (e.g., branches of DOD or NASA) there may be separate, generally unshared,
collection assets. The stovepiped nature of these planners prevents cross-communication
among separate sensing assets, creating inefficiencies that could be avoided through coordi-
nated planning. Such isolation between operations of separate planners means that requests
may not be allocated to the most appropriate sensors based on their specific requirements.
Additionally, some missions require multiple simultaneous sensor data collections at a single
location (called dual collections) that can be very difficult to accomplish with the limited
assets available in a stovepiped system. Using a coordinated approach, the likelihood of
fulfilling such dual collection requests can increase because the number and type of available
assets is much larger. Conceptually, the coordinated approach is instantiated in the coordi-
nation planner (CP), which utilizes an algorithmic method for analyzing the parameters of
various collection tasks within a set of planners (i.e., missions or organizations) in order to
determine the best allocation of collection requests to planners. By performing this analysis
and allocation, the CP effectively increases the ability of the assets on each of the stovepiped
planners to complete all collection requests.
1.2 Contributions
We present a method for coordinating various collection tasks between the planning sys-
tems in order to vastly increase the utility that can be gained from air and space assets.
18
This method focuses on allocation of collection requests to scheduling systems rather than
complete centralized planning over the entire system so that the current planning infrastruc-
ture can be maintained without changing any aspects of the schedulers. We expand on the
previous work done in [1] by inclusion of a learning method to capture information about
the uncertainty involved in data collection from such assets. We subsequently utilize this
information in a mathematical programming method for resource allocation. With the in-
formation that we gain using on-line learning, this mathematical programming formulation
has the ability to model many tradeoffs pertaining to the assignment of collection tasks to
planning systems.
We begin the design of the CP by addressing how to predict whether a certain coordina-
tion request will be accepted or rejected, and subsequently completed or failed—a research
topic that has not been previously considered. To do this, we combine prior intuition and
knowledge about the individual planning systems with real-time data about which requests
were accepted, rejected, completed, or failed using Bayesian analysis, which is then translated
into probability estimates of being accepted and then completed. We also add a forward-
looking component to estimate the probability that a request will be sent in the future to aid
in the decision making process. Estimates are updated off-line between iterations in order
to take all available observations into account.
We incorporate these probability estimates into an integer programming (IP) model which
pairs the requests to planners. This IP is designed to model a variety of tradeoffs, such
as duplicating requests to maximize completion probabilities vs. sending a wide variety
of requests to maximize overall utility, or delaying requests until a later time if another
request is more urgent. We apply this solution technique to a few potential scenarios, the
results of which indicate that these models produce vastly improved utility in the sensing
collection results obtained over the current stovepiped approach, whether “utility” is number
of requests completed, average priority of the requests (in a system where certain requests
are more important than others), or any other objective.
19
The results suggest that software implementations of the proposed CP could reap consid-
erable benefits over current planning methods. This has practical significance as we intend
on implementing a variation of this research in an ongoing collaboration with NASA to help
utilize air and space sensing assets more effectively.
1.3 Thesis Outline
This thesis develops and analyzes a proposed method for coordinated planning through seven
chapters. An overview of the thesis organization follows.
Chapter 2 develops the coordinated planning construct. This chapter begins by intro-
ducing the operational concept through a review of previous work. This review is followed
by a summary of other previous literature relevant to the coordinated planning problem.
Various scenarios are presented in which a CP could be of use, including climate studies
and intelligence/reconnaissance settings. A short discussion about uncertainty and tradeoffs
inherent to the CP is presented. This is followed by a description of the versatility of the CP,
including the possibility of implementing the CP within a web service, as part of sensor webs
with different levels of data sharing between assets, or even within a monetized setting. The
chapter concludes with a short overview of how requests can be obtained from customers, as
well as how the CP can handle simultaneous or related requests.
Chapter 3 defines the context of the coordination planning problem considered in this
thesis. All of the terminology relevant to the problem is defined at the beginning, including
the coordination system interface and an explicit definition of what it means to send a
request for data collection. The concepts of planners and assets are fully developed along
with the idea of planning cycles used for modeling. The coordinated planning problem is then
explicitly defined, which includes definitions of all the specifications, constraints, and other
considerations for creating a CP. The chapter closes by showing the flow of information in a
coordinated system as compared to other system types (such as stovepiped systems), which
20
includes a discussion of how to incorporate knowledge about uncertainty into the problem.
Chapter 4 formalizes the problem into mathematical notation and produces an integer
programming formulation to solve the problem of allocating requests to planners in a given
iteration of coordinated planning. The data, metrics, and decisions are defined at the begin-
ning, followed by a discussion of the modeling approach that is taken for this problem. A
rigorous definition of the mathematical notation is presented, immediately followed by a de-
velopment of how to value request-planner pairings as well as how to incorporate knowledge
about uncertainty to create an expected value. The chapter closes by discussing practically
sized problems and limitations in the modeling approach presented.
Chapter 5 shows how to estimate the probabilities introduced in Chapter 4 to incorpo-
rate any information about the uncertainty inherent to the problem into the mathematical
programming formulation. Two Bayesian methods are proposed—a simple “coin flip” model
and a more complicated Bayesian logistic regression model. A novel linear programming
based method is presented for constructing a prior parameter distribution in the Bayesian
logistic regression model, which is designed to be able to incorporate prior beliefs (as well as
confidence in those beliefs) into the construction of the prior. This linear programming based
method is designed to work for any Bayesian logistic regression model and therefore has ap-
plicability beyond the scope of this thesis. The chapter concludes with a brief discussion of
the benefits and drawbacks to each Bayesian model.
Chapter 6 conducts an empirical analysis of the methods presented in this thesis. The
first experiment performed is a direct analysis of the tractability of the formulation. This
is important since integer programs are known to become inefficient for large problem sizes.
The next experiment involves investigation of how well the methods of this thesis compare to
a stovepiped system in a few different scenarios, including a discussion of the value gained by
using information to estimate probabilities. The final experiment involves testing the sensi-
tivity of the mathematical programming formulation to errors that might arise in probability
estimation.
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Chapter 7 provides a short description of differences between the research presented in
this paper and that presented in previous research, as well as recommendations for further
research relevant to the coordinated planning problem. This includes assumptions that could
be relaxed, interesting modeling approaches that could be pursued, or other research that
might be interesting.
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Chapter 2
Coordinated Planning Background
Coordinated planning can be implemented within any situation that requires the use of ad-
vanced sensor systems that exist in satellites, unmanned aerial vehicles (UAVs), underwater
vehicles, or ground vehicles. Studies requiring these assets have become increasingly more
prevalent in the past few years. One of the major recent uses of sensor systems involves em-
ploying satellites or UAVs to study Earth’s climate. The Earth Observing System, designed
by NASA, is one such example of a set of sensors being used for climatology [3]. Within this
system, NASA has launched many satellites. The Suomi National Polar-orbiting Partner-
ship (NPP) satellite is one of these, launched in October 2011. This satellite orbits Earth
about 14 times per day, observing nearly the entire surface in this time period. The sensors
on board NPP perform many different climate-related operations, such as creating global
models of temperature and moisture profiles for use by meteorologists, monitoring the ozone
levels near the poles, measuring atmospheric and oceanic properties, and examining both
emitted and reflected radiation from Earth’s surface [3]. The Aqua satellite, also in the
NASA Earth Observing System, collects information about “Earth’s water cycle, including
evaporation from the oceans, water vapor in the atmosphere, clouds, precipitation, soil mois-
ture, sea ice, land ice, and snow cover on the land and ice. Additional variables also being
measured by Aqua include radiative energy fluxes, aerosols, vegetation cover on the land,
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phytoplankton and dissolved organic matter in the oceans, and air, land, and water temper-
atures” [4]. These are just two examples of the many satellites currently in orbit collecting
climate-related information, all of which have some sort of overlapping interests and may
even contain some of the same sensor models. As such, implementing a coordinated plan-
ning scheme within satellite planners of the Earth Observing System, or any climate related
satellites, could prevent redundant gathering of the same data, while spreading collection
demands more evenly across the satellites for better sensor utilization.
Recent interest in examining natural disasters has also increased, furthering the need to
efficiently coordinate between sensor planners. The Hurricane and Severe Storm Sentinel
(HS3) , a NASA investigation designed to enhance “understanding of the processes that
underlie hurricane intensity change in the Atlantic Ocean basin,” is one such example of a
mission trying to learn more about natural disasters [5]. The United States Forest Service
(USFS) has also recently been employing UAVs and satellites to help image active wildfires,
reducing the risks of “smoke, excessive thermal wind drafts, and unfamiliar terrain” on the
pilots that usually do the imaging in airplanes or helicopters [6]. The USFS also uses UAVs
to collect data for invasive species professionals [7]. With all of these potential applications,
coordinated planning could provide a massive benefit through the sharing of information
between these organizations.
Science and forestry are not the only areas that could benefit from coordinated planning.
The intelligence and reconnaissance communities utilize a tremendous amount of autonomous
vehicles and sensing assets to complete missions. However, the United States intelligence
and reconnaissance communities are divided into many separate organizations, including the
National Security Agency, Central Intelligence Agency, National Reconnaissance Office, and
individual intelligence agencies of the armed services. This division suggests that there is a
large amount of overlapping desires for data collection which could be pooled in a manner
that allows each individual organization to gain more utility from data collections. Indeed,
the concept of coordination is already recognized as being important; according to the Joint
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Doctrine for Targeting, which defines how targets for remote sensing should be created
and collected, a “primary consideration” for developing targeting plans “is the joint force’s
ability to coordinate, deconflict, prioritize, synchronize, integrate, and assess joint targeting
operations” [8]. Clearly a coordinated planning framework is in line with this objective, and
certainly could improve the overall utility of sensing data collected for the intelligence and
reconnaissance communities.
2.1 Previous Literature
The initial groundwork for developing a CP was performed by Thomas Herold in [1]. Herold
goes into depth describing the operational concept of the CP in a real-world context, which
he uses to motivate a description of the coordinated planning problem. Herold provides
a linear programming formulation to allocate requests across to the mission planners for
the available sensors in a manner by optimizing a construct that he calls the value function.
Herold’s value function uses a weighted combination of quantities relating to request priority,
observation quality on a given sensor, distance for a UAV to fly from its home base, satellite
viewing angle, length of the time window for request completion, and whether or not the
request should be collected simultaneously with other requests. Herold then provides a
study on how changing the weights for these attributes affects the performance of the CP
using a controlled test scenario. Using these results, Herold proposes a method for choosing
the weights by solving small optimization problems using data obtained by simulating the
system. The results from Herold show that using a coordinated approach can provide a
significant benefit in a sensor system.
Related analysis pertaining to centralized planning of multiple viewing assets (satellites,
UAV, etc.) has been widely studied. In [9], Sakamoto considers the problem of efficiently
planning missions for a collection of UAVs in a centralized manner. He proposes a robust
mixed-integer programming formulation in order to create UAV mission plans that have a
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high likelihood of being feasible in a stochastic environment. In [10], Blair Negron solves
a very similar problem, planning missions for multiple UAVs given a set of tasks in three
dimensions. Negron solves a very general problem, including time windows, observation
duration, and location information for each task, as well as maximum altitude, minimum
altitude, endurance, and travel time between locations as inputs for the UAV (this notion
of a data collection task presented by Negron is the basis for the concept of a request
presented in Chapter 3). By including such a large amount of generality in her model, the
resulting mathematical programming formulation that Negron develops becomes inefficient
for large applications. To fix this issue, Negron develops a meta-heuristic that creates mission
plans very efficiently without sacrificing much value from optimality, thereby allowing quick
solutions even for very large problems.
In [11], the authors approach control of unmanned assets for a wide array of tasks (search,
target classification, attack, damage assessment, etc.). The solution approach utilizes a
hierarchical division of the problem into multiple layers of control. The authors construct
and simulate an auction-based formulation to determine how to best assign tasks to various
groups of vehicles. A main insight is that allowing multiple assets to cooperate on a single
task provides better global results. However, the hierarchical method employed for the
control of UAV task assignment and completion in [11] still addresses a version of collection
planning in which all of the agents work together toward the same overall objective—not
for the objectives of stovepiped planners. Thus, this article still solves a more centralized
problem than the the one considered in this thesis.
The authors of [12] solve a problem of completing a large set of tasks with a small
number of UAVs by utilizing a mathematical program for centralized assignment of tasks to
assets, and then creating a separate scheduling algorithm to decide the paths taken by the
individual assets. The main two differences between this type of problem and the coordinated
planning problem are (1) the coordinated planning problem assigns tasks to planners, not
to individual assets, and (2) the coordinated planning problem allows planners to have their
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own scheduling/control algorithms for their assets. While these articles provide insights
about other potential solution approaches for the coordinated planning problem, they all
focus on highly centralized planning that does not take into account the issue of planning
for asynchronous, distributed systems (i.e., stovepipes).
Work has also been performed relating to efficient tasking of satellites. The authors of [13]
develop a tool for the centralized planning of a vast collection of points of interest for which
a large number of satellites are available. The authors split the decisions hierarchically—
first assigning tasks to satellites, then separately planning the task start and end times for
each satellite to maximize the total value of the targets obtained. Both sets of decisions are
performed using integer programming approaches that optimize periodically over time. The
resulting real-time models are capable of handling around 100 satellites and many different
points of interest. The first stage of decisions presented in [13] that assigns tasks to satellites
is very similar to the decisions faced in Chapter 4. The system analyzed in [13] has full,
centralized control of the satellites, knowing that no other outside tasks will be assigned to
those assets. In contrast, the problem developed in Chapters 3 and 4 do not actually task
assets, but send requests for data collection to the mission planners for those assets, which
has much more uncertainty do to the possibility of rejection and lack of knowledge about
the currently planned schedules for each asset.
The authors of [14] address the uncertainty inherent in the planning of photographs taken
by a single satellite, using a mathematical programming formulation that is motivated by a
Markov Decision Process. Their model considers the probability that a photograph would
actually be completed if it is incorporated into the schedule for the current day, as well
as the probability that the photograph will be selected and subsequently completed for a
future day under a given policy, to design a schedule that maximizes the total expected
value of realized photographs subject to any feasibility constraints. The latter probability is
calculated by looking at the number of remaining feasible opportunities each satellite would
have to potentially schedule the photograph. The authors suggest that these probabilities
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can be determined either by simulation or can be adaptively learned in an on-line manner
through a machine learning based approach (although the actual method for learning these
probabilities was left for future research). They recommend the learning approach as it
allows the formulation to adapt to changes in the system over time. This approach is used
as motivation for the inclusion of forward-looking probabilities in Chapter 4 involving the
chance that a request will be sent by the CP and ultimately completed by some individual
planner at a future time.
A more general problem of dynamically assigning an abstract resource to an abstract
task over time is considered in [15]. The problem, coined by the authors as “The Dynamic
Assignment Problem,” is solved using a combination of network optimization and approx-
imate dynamic programming (ADP) Techniques. The basic framework assumes that each
resource can serve only one task at any given moment, but allows the tasks to appear dy-
namically over time. An exact dynamic programming formulation is developed that models
this problem. However, the state and decision spaces are far too large to admit a solution of
the exact problem, which motivates the use of ADP. The paper develops a method utilizing
ADP that iteratively solves many network assignment problems to obtain a good, although
suboptimal, solution. The results show that the algorithm can significantly outperform my-
opic optimization methods, or those that do not include forward looking knowledge about
the future when making decisions. One of the major difficulties in using the methods pre-
sented by [15] is that the solution method is heavily dependent on the efficiency obtained
by solving a network optimization problem to allocate resources to tasks. Unfortunately,
if other outside constraints are included, if the resources can accept more than one task
in any given assignment iteration, or if there are nonlinear elements in the objective, the
mathematical programming formulation might lose the efficiency inherent in the structure of
a network optimization problem. As a result, the aggregation-based ADP methods that the
authors use become too inefficient to implement in practice. Since all of these issues exist in
the coordinated planning problem, this thesis does not implement the methods of [15].
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2.2 Uncertainty and Tradeoffs in Coordinated Planning
The CP developed by Herold addresses a deterministic problem. One of the main differences
in the current work is to relax deterministic assumptions so that the CP can take uncertainty
into account. Characterizing this uncertainty can be difficult, as the factors that contribute
significantly to uncertainty may not be obvious. Successful completion of any given request
can be dependent upon natural factors such as cloud cover, appropriate weather, physical
condition of the sensing assets, and even systemic factors, such as the number of requests
currently being serviced by a specific planner. This paper will discuss one method for the in-
corporation of knowledge about uncertainty, under the assumption that certain probabilities
can be accurately estimated.
A very important piece of incorporating uncertainty into the coordinated planning ap-
proach involves the ability to accurately value various tradeoffs that must be considered
when performing collection management. This is no trivial task as the number of potential
tradeoffs that could be modeled is quite large. Examples of considerations for a CP include:
1. Sending a low priority request now that has few or no future opportunities for collec-
tion vs. sending a high priority request now that has many future opportunities for
collection
2. Sending a request now to a planner with low probability of completion vs. waiting for
a time when the probability of completion is higher (such as a request that may be in
view of a satellite very briefly over the next hour but might be in view for a very long
time three hours from now)
3. Sending a request to the planner with the most desirable sensing asset even if it has a
low probability of completion vs. sending a request to the planner for a less desirable
asset that may have a much higher probability of completion
4. Sending a low priority request if there is an asset with a high probability of being able
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to complete the request vs. not sending the low priority request
5. Sending a high value request multiple times to maximize the chance that it will be
completed vs. sending the high value request once to be able to send other less valuable
requests
6. Evaluating how to send requests in a system of highly saturated, highly constrained
assets
7. Evaluating how to send requests if there are budget constraints
The coordinated planning methods discussed in this thesis aim to create a method of allo-
cation that addresses many of these concerns.
2.3 Versatility
With an appropriate design, a coordinated planning approach can be made to apply to a
large variety of potential situations. The construct developed in this thesis is designed to be
flexible, thereby allowing it to be implemented in many different scenarios.
2.3.1 Web Service Implementation
A web service, or “a software system designed to support interoperable machine-to-machine
interaction over a network” [16], is a natural setting for implementing a coordinated planning
approach. Users who wish to collect climate, intelligence, reconnaissance, or other data from
sensing assets could easily upload requests for data to the web service using either an on-line
form or a predefined XML schema. The CP would then consider all of the inputs, determine
sensing assets that could feasibly complete these requests, and decide an appropriate allo-
cation of requests to the mission planners for these assets so as to maximize overall value
subject to various limitations, including budgetary constraints and capacity limits for the
rate of requests being sent to the mission planners [17, 13]. The web service would then
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be designed to interface with on-line request input services for the planners of various sens-
ing assets, or directly with the internal networks of organizations owning the systems if an
agreement could be made with those organizations. This setup immediately overcomes the
problem of stovepipes mentioned in Chapter 1 by using the internet to overcome geographi-
cal separation, interfacing directly with the various planners, and intelligently deciding the
best allocations of requests to the planners for sensing assets.
2.3.2 Sensor Web Architecture
The implementation of the CP as part of a web service could help to fulfill the concept of
a sensor web, which “consists of intra-communicating, spatially-distributed sensor pods that
are deployed to monitor and explore environments” so that “information gathered by one
pod is shared and used by other pods” [18]. The sensor web architecture is a conceptual
design in which various sensing assets have complete knowledge of the locations and data
from all other sensors, so that planning for the collection of data can be coordinated across
all the platforms.
In many practical cases it may be desirable (or required) to only have a partial sensor
web architecture, in which some data is shared across the various sensing assets but not all
of the data. A web-service based CP would be very useful in these situations as well because,
by design, the CP leaves control of the assets to the missions and optimizes based on the
request that it receives. This type of design could be useful in a situation where different
organizations, such as the U.S. military, NASA, the National Oceanic and Atmospheric
Administration (NOAA), and the United States Geological Survey (USGS), take advantage of
the collective capabilities of all their assets while still maintaining full operational control over
their respective sensors. This is an operation that makes sense in much of the current sensing
systems, although research has not addressed a good way to plan within this infrastructure.
As such, the work that we do in this paper will offer important insight into how to plan for
partial sensor webs.
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It is even possible to utilize the CP in an environment without any sensor web, but rather
as an aid in planning for a single mission. For example, the mission planners for HS3 at
NASA do a large amount of research observing the behavior of hurricanes using UAVs [5].
A version of the CP could be used prior to designing the mission plans for any given day to
determine if satellites such as Earth-Observing 1 could potentially collect any specific pieces
of data, using likelihoods and priorities of various proposed pieces of data to figure out the
best way to assign requests, while considering budgetary or capacity constraints [19, 5]. In
this case, the importance of controlling for uncertainty would be very high since a single user
or group of users would be accepting all of the risk inherent in trusting completion of data
requests to external assets.
2.3.3 Monetized Setting
A web-service or web-interface based implementation of the CP could also be used in a
for-profit setting. In this situation, the coordination planning algorithm would be run by
a single owner with some level of access to the resources of various assets. Requests for
data would be input to the CP web interface along with the amount of money that the user
would be willing to pay to have the request completed. The CP, knowing its own budget
and any capacity constraints of the planners, as well as any costs associated with completing
a request, would take these requests and assign them to planners in order to maximize the
total expected profit over some planning horizon.
2.3.4 Obtaining Requests from Users
We have been assuming in our discussion that users know exactly what type of data they
want to have collected. However, often users do not know the exact location, sensor type,
or time that they want to collect data. In this case, a CP with probability estimates for
the completion of requests could be of use as it would be able to present different options
to the user along with probabilities of completion for each option. These options would be
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generated by knowledge of where the sensors in the coordination system would be located
over time. The user would then select one or more of the options to input as requests.
However, design of this suggestion system is beyond the scope of this thesis.
2.3.5 Related Requests
Sometimes users may have requests which must be completed by different planners. For
example, a user may desire simultaneous collections of information pertaining to a single
target, such as a satellite image of a hurricane at the same time that an aerial vehicle
obtains pressure or temperature readings. More generally, a user may have a set of requests
for similar sets of data, referred to as related requests, which must be completed by different
assets. These types of situations can be handled much more easily through the use of a CP
than by using stovepiped planners as there are many more options available for servicing
requests.
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Chapter 3
Modeling Assumptions and Problem
Definition
As shown in the previous chapter, there are many potential uses and implementations for a
coordinated planning system. Thus, it is important to clearly define the modeling assump-
tions that will be used in order to identify the capabilities and limitations of a CP.
3.1 Terminology
We begin by defining the main terminology used throughout this paper. Some of these terms
have already been introduced (e.g., request and planner) and will now be formally defined;
others will be completely new. These terms have been constructed in a manner that should
agree with common conventions that exist in sensor planning literature, although some terms
are unique to the idea of coordinated planning. We also note that while many of the terms in
this paper are consistent with those of the previous work done in [1], some have been slightly
altered. Thus, it is important to follow the definitions listed here while reading this paper.
Each important term will be introduced in boldface italics, with all subsequent references in
plain text.
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3.1.1 Coordination System Interface and Requests
At the highest level is the coordination system interface . This is the actual computer
program, person, or other device which collects requests from people or machines who
wish to use the CP Technology, known as users. These requests are the unique collection
specifications for obtaining a piece of data as defined by a user. These specifications could
potentially be defined in different ways. For example, requests must be associated with
some location, known as a target , since we are attempting to collect data either on Earth’s
surface or in its atmosphere. However, the manner in which a request is defined could vary.
A user may wish to view an entire region of Earth and therefore define a regional target ,
or the user may desire an image or piece of data at a single point target defined by latitude,
longitude, and altitude (see Figure 3-1 for comparison).
Figure 3-1: Regional Targets (left) vs. Point Targets (right)—Figure courtesy of [1]
A summary of all specifications required for each point target request is given in Table 3.1.
We assume that any regional target can be discretized into point targets. This discretization
may be done by users or it may be done by the coordination system interface. We note that
this is a realistic assumption because many planners require that requests external to their
own desires should be given with point targets in order to reduce the burden of scheduling.
A request will also define the specific task that must be completed, which is the actual
piece of data to be collected. This could be a picture, infrared image, altitude measurement,
barometric pressure reading, temperature reading, etc. A list of some example task types is
given in Table 3.2.
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Type of Data
Input Description
ID A unique alphanumeric identifierassociated with this request
Task Type Type of collection task (seeTable 3.2 for examples)
Priority
A value in the interval [0, 1],
where a higher value represents a
more important request
Longitude Longitude of the location to beserviced by the request
Latitude Latitude of the location to beserviced by the request
Altitude Altitude of the location to beserviced by the request
Duration The minimum amount of timerequired to service this request
Related
Requests
A list of all requests related to
this one, if none then this value
is left empty
Start Time
Window
startTW
The earliest possible start time
for observing the target
associated with this request
End Time
Window
endTW
The latest possible end time for
observing the target associated
with this request
Table 3.1: List of Request Specifications
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Task Type Description
Ground Image Image of a specific location onthe ground
Cloud Image
Image of the cloud structure in a
specific location, usually to
analyze a specific weather event,
such as a hurricane
Infrared Ground
Image
Ground Image using an infrared
sensor
Infrared Cloud
Image
Cloud image using infrared
sensor
Topological
Survey
Topological or altitude reading
at a specific location
Pressure
Reading
Measurement of the atmospheric
pressure at a certain location
Table 3.2: Example Task Types
Sometimes users may have requests which must be completed by different planners. For
example, a user may desire simultaneous collections of information pertaining to a single
target, such as a satellite image of a hurricane at the same time that an aerial vehicle obtains
pressure or temperature readings. In this example, the simultaneous collection would need to
be completed by different assets, although this may not always be the case. More generally,
any set of requests which must be completed by different sensors we refer to as related
requests. We assume for simplicity that all requests within a set of related requests have
the same set of feasible planners, modeling the realistic desire to have multiple simultaneous
collections from some set of planners.
3.1.2 Planners and Assets
A planner is the entity that schedules requests for completion on various assets , which
could be UAVs, airplanes, satellites, ground vehicles, or underwater vehicles, although the
software and simulations developed in this paper will limit assets to being UAVs or satellites.
Formally, the planner is a function that takes requests as inputs, and produces an ordered
set of times in which an asset or set of assets will complete some or all of the requests that
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are feasible (i.e., a mission plan) as outputs. For example, a planner could be a computer
program that produces a UAV flight path to image a specific set of locations, or a human
writing a flight path on paper.
3.1.2.1 Planning Cycles
Each planner has its own planning cycle which consists of planning , upload , and exe-
cution phases , where the length of the execution phase is equal to the combined lengths
of the planning and upload phases. Requests can only be completed during an execution
phase. We assume that for a given execution phase, each planner will only consider feasible
requests submitted during the planning phase immediately prior to that execution phase.
For example, examining Figure 3-2, we see that in order for a request to be completed by
the UAV planner during execution phase 2, it must be submitted during planning phase 2
for that planner. We do not assume that planners have synchronized cycles, meaning that
they can all have customized phase start and end times as shown in Figure 3-2 for an exam-
ple with one UAV planner and three satellite planners. We note that while the entire time
line is covered by planning, upload, and execution phases in this figure, this coverage may
not always exist due to breaks in planning for maintenance purposes. However, handling
extraordinary breaks in the cycle is beyond the scope of this thesis.
3.1.2.2 Assets and Sensors
Each planner schedules incoming requests using sensors on one or more assets. The sen-
sor(s) carried on each asset will perform the actual tasks associated with the requests, such
as capturing an image or recording a temperature. Assets are further differentiated as being
taskable or non-taskable . A taskable asset is one that is willing to accept requests as input
for developing a mission plan, while a non-taskable asset generates its mission plan without
regard to external requests [1]. A UAV is non-taskable if its planner chooses a flight path
based on its own internal collection needs before taking requests; a satellite is non-taskable
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Figure 3-2: Asynchronous Planning Cycles—Figure courtesy of [1]
if the pointing angles of its sensors are known before taking requests. Generally, if a satellite
is non-taskable, it is because the satellite is always “on,” i.e., it always points at the same
angle toward Earth and continuously collects data. In contrast, taskable assets are those in
which the associated planner will simultaneously analyze its own data collection needs as
well as other external requests when deciding a flight path (UAV) or set of pointing angles
(satellite).
3.1.2.3 Asset Specifications
Each asset has a set of specifications for a given execution phase. Those specifications
relevant to a UAV are listed in Appendix A, while those relevant to a satellite are given
in Appendix B. These specifications define the physical limits of the asset, as well as the
general region to be viewed for that execution phase. We assume that all of the specifications
for each asset on any given planner are known.
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3.1.3 The Coordinated Planning Problem
The coordinated planning problem which we analyze in this paper involves coordinating
collection requests between stovepiped missions to increase the overall utility of the system,
without forcing the missions to significantly alter their planning systems. The coordina-
tion planner (CP) first takes user-defined requests and prior information about collection
interests from the participating planners as inputs in order to determine efficient pairings
of requests with planners. The CP then must send its own coordination requests to the
planners that it considers in its system, separately asking each one to complete some subset
of the user-defined requests as determined by the pairings. It is imperative that these re-
quests be sent during the appropriate planning phases for each planner, so we assume that
the CP is aware of the planning cycles for each planner.
The CP builds up a queue of requests over time which is the set of all user-defined
requests which have not yet been completed. The CP reviews this queue periodically to
create pairings and coordination requests, which we refer to as the CP iteration . The
period of this review is referred to as the CP iteration length . In order to ensure that
the CP always has at least one opportunity to send requests during each planning period
of a given planner, the CP iteration length is assumed to be shorter than the lengths of
the planning periods for all of the individual planners. This assumption could be relaxed in
reality if needed, but the cost would be that the CP may not have the opportunity to send
requests for some execution periods on individual planners.
3.1.3.1 Opportunity Finder
The first step in reviewing the CP queue involves employing an opportunity finder , which
is a filter to determine feasible pairings of requests to planners. For example, the opportunity
finder would filter out the possibility of pairing a request in Nevada with a planner for a
non-taskable UAV that only flies over the Atlantic Ocean, or a satellite that does not pass
over Nevada. We assume that this opportunity finder finds all pairings that have a positive
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probability of being completed, and removes all other pairings. The opportunity finder
utilizes the specifications of the assets to make these determinations. For the analysis that
is presented in this thesis, the opportunity finder takes into account the time window of a
request, whether the endurance of a UAV is long enough to travel the great-circle distance
to the request location and back again [20, 21], and whether the predicted orbit of a satellite
using secular J2 perturbation theory has a line-of-sight to the request location [2].
3.1.3.2 Coordination Requests
The next step involves choosing the best pairings and then sending the coordination requests
to the planners. Each of these coordination requests can then be accepted , rejected ,
completed , or failed by the individual planners—we call this the status of the coordination
requests (see Table 3.3 for explanation of these terms). We require all planners to inform
the CP when coordination requests are completed or failed; however, we allow planners the
option of informing the CP when requests are accepted or rejected. In order to differentiate
these two options, we refer to planners as being informative if they inform the CP about
accepted and rejected requests; otherwise the planners are non-informative . We assume
that all planners land in exactly one of these two categories, i.e., we do not have any “partially
informative” planners which give feedback for some requests but not for others. We also
assume that a user request is completed if and only if at least one coordination request
associated with that user request is completed; otherwise the user request is failed.
3.1.3.3 Individual Planner Specifications
We assume that each planner also has a set of specifications which defines the level of
interaction that it has with the CP. The first of these, i.e. whether a planner is informative
or non-informative, has already been explained. The remainder of the specifications are
described here.
1. Identification (ID): Each planner has a unique alphanumeric ID tag for reference.
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Type of
Feedback Definition
Accepted
Indicates that a planner has se-
lected the given coordination re-
quest to be included in the
planned schedule for its asset(s).
Rejected
Indicates that a planner has de-
cided not to include the given co-
ordination request in the planned
schedule for its asset(s).
Completed
Indicates that the given coordina-
tion request has been fulfilled by
a planner and the data is ready
for delivery to the user. Note that
this implies the request must first
have been accepted by this plan-
ner.
Failed
Indicates that the given coordi-
nation request could not be com-
pleted due to unforeseen circum-
stances even though it was ac-
cepted by the planner.
Table 3.3: Potential Types of Status Feedback from Planners
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2. Management Authority: Each planner will have either an internal or external
management authority. Conceptually, an internally managed planner is one for which
the CP has full knowledge of an asset’s planning process, location, and schedule, while
an externally managed asset is one for which this information is not known. We do
not explicitly differentiate between these two types of planners in our analysis as long
as all UAV planners provide the information given in Appendix A and all satellite
planners provide the information given in Appendix B. We leave the determination
of planner-specific important information to future research, which could be used to
influence information that could be obtained from internally managed planners.
3. Assets: Each planner has assets associated with it which are known to the CP in
advance, along with the specifications of those assets.
4. Capacity: We assume that each planner has a maximum number of coordination
requests that it can receive per unit of time for a given execution period, which is
known as the planner’s capacity. For example, if the capacity of a planner is 10
coordination requests per hour, then an execution period of length two hours would
allow a maximum of 20 coordination requests to be considered. Some of the time
this capacity is explicitly defined by the operators of the planners, as is the case for
sensor planning services following the specification in [17]. Other times, this constraint
exists as a contractual guarantee by the CP to prevent over saturation of planners with
coordination requests. In a situation where neither of these hold true, it may still be
intelligent to impose the capacity constraints anyway based on the number of requests
completed by various planners, although research into how to best choose such values
is beyond the scope of this thesis. By imposing these capacity constraints, we can
reasonably assume that, given the general location in which an asset will be collecting
sensing data, the probability that a planner will complete a given request is negligibly
influenced by the other coordination requests being sent to that planner. This allows
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for the reasonable independence assumption that if requests r1, . . . , rk are all sent to
planner l, then the set of probabilistic events of the form “request ri is completed by
planner l” for all i ∈ {1, . . . , k} form an independent set of events, as do the events
“request ri is accepted by planner l” for all i ∈ {1, . . . , k}.
5. Reservation Fee: A given planner l might impose a “reservation fee” in dollars of
cl > 0 per coordination request that it considers. This is more common in planners for
commercial assets which must either recoup expenses or make a profit. These funds
are assumed to be collected upon submission of the request, although they might be
refundable at a later time if the planner does not complete the request. We assume
that there is a set amount of funds available to the CP at each iteration for the intent
of satisfying necessary reservation fees.
3.1.3.4 Weather and Nature
A final piece of information that must be dealt with in the coordinated planning problem is
the issue of weather. There are many potential disturbances that could affect the performance
of various assets, including cloud cover, wind speed, precipitation, and other natural factors.
For the scope of this thesis, we assume that the manager of the CP has the option to
input which natural factors he/she feels have the biggest impact on the probability that a
request will be completed. We choose to leave the option open for including these features
because different situations in which the CP is employed may require different factors to be
considered. We leave the analysis of determining the best features for certain situations for
future research. However, we note that it is possible to implement the methods described in
this paper without rigorous feature selection research.
3.1.3.5 Other Modeling Assumptions
1. Budget: The manager of the CP will likely not have unlimited funds to offset the
reservation fees of coordination requests, even if the money is refundable. We model
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this idea by assuming that the coordinator has a maximum amount of money per unit
of time that is available for reservation fees—or a budget. For example, if the CP
iteration length is 2 hours and the budget gives $500 per hour for reservation fees, then
we assume that at each iteration the total amount of reservation fees cannot exceed
$1,000.
2. Request Sending Limits: We allow the CP to send multiple coordination requests
to distinct individual planners in an effort to complete a single user request. However,
we do not want to send too many coordination requests for any single user request,
regardless of the value assigned to that request or its probability of completion, because
one of the purposes of the CP is to use resources efficiently. We model this desire
by implementing a strict limit on the number of coordination requests that can be
generated for each user request per unit of time.
3.2 Flow of Information
General purpose collection management requires a large flow of information between users
and planners. This flow of information can be streamlined by the use of coordinated plan-
ning as we will now show. For comparative purposes, we also explain the information flow
used currently (“stovepiped systems”), as well as the ideal, yet usually impractical, situation
(“synchronized planning systems”).
3.2.1 Coordinated System
The coordinated system which we utilize maintains all of the same communication channels
as the stovepiped system, but adds in two extra additional options for users. The first
additional option allows the user to input requests to the coordination system interface rather
than directly to the planners. The second option allows users to still input requests directly
to the planners, after first querying the coordination system interface via a web service to
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obtain information pertaining to the likelihood that their request(s) would be completed by
various planners, including which planners would actually have the opportunity to complete
that request. All of this information flow is depicted in Figure 3-3.
Figure 3-3: Information Flow in a Coordinated Planning System
We see that the CP does not actually perform any of the scheduling for the individual
planners. It is important to note that when employing a coordinated system, we do not alter
any of the current infrastructure—rather we add to what already exists. Thus, we allow for
planners to exhibit asynchronous planning cycles as mentioned previously, which means that
deadlines for submission of requests could be different for each planner.
3.2.2 Coordinated Planning Iteration
The coordinated planning iteration consists of two phases: the information gathering phase
and the coordinated planning phase. The information gathering phase begins at periodically
spaced epochs in time, where the period between epochs is the aforementioned CP iteration
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length. This phase continues until the next epoch, at which point a new coordinated planning
phase and information gathering phase are initiated. This coordinated planning phase ends
when all coordination requests for the current iteration have been sent to planners, and is
in general much shorter than the information gathering phase. This process is illustrated in
Figure 3-4. Note that information gathering and coordinated planning phases overlap such
that the ith coordinated planning phase starts simultaneously with information gathering
phase i + 1, although the coordinated planning phase is much shorter and therefore ends
earlier.
Figure 3-4: Phases Within a Coordinated Planning Iteration
3.2.2.1 Information Gathering Phase
During the information gathering phase, users input their requests to the CP via the co-
ordination system interface, which adds the requests to the queue. Also during this phase
the CP receives feedback from the individual planners pertaining to the status of previ-
ously assigned coordination requests. Any requests that are completed during this phase are
removed from the queue, and the completed collection data is made available to the appro-
priate users. All other notifications, i.e., accepted, rejected, and failed, are parsed into data
which is stored for later use. We assume that all informative planners return information
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about accepted/rejected coordination requests at some time after the coordination request
has been sent but before the execution period begins for the appropriate request-planner
pairing. We do not make any explicit assumptions within our mathematical model as to
when planners inform the CP about completed/failed requests other than it has to be after
the execution period has ended for the appropriate pairing. However, for analysis purposes,
we will only consider scenarios in which the CP is informed of completions and failures im-
mediately following the end of the appropriate execution periods. This models the idea that
planners should desire to make this information available as quickly as possible.
3.2.2.2 Coordinated Planning Phase
During the coordinated planning phase, all of the data collected from the information gath-
ering phase is reviewed in order to convert user requests into coordination requests which
can be assigned to the planners. This process begins by passing all requests in the queue
through the opportunity finder to determine feasible pairings of requests to planners. Then,
a probability estimator reviews all of the stored data pertaining to the results of prior coor-
dination requests (i.e., the defining attributes of the coordination requests, as well as whether
they were accepted/rejected, completed/failed and by which planner) to create probability
estimates for acceptance and completion of all feasible pairings of requests to planners. This
information is sent to an optimization algorithm which determines efficient pairings relative
to some predefined utility (e.g., number of requests completed), and then these pairings
are sent to the appropriate planners as coordination requests. The coordinated planning
iteration is depicted pictorially in Figure 3-5. In this flowchart, the steps associated with
the coordination planning phase are located inside of the dotted line, and the information
gathering steps are outside this line (more details on the mathematics behind these steps are
given in the following chapters).
49
Figure 3-5: Single CP Iteration
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3.2.3 Other System Designs
3.2.3.1 Stovepiped Systems
Presently, planners tend to act in the stovepiped manner described in Section 1.1 where
the operators of various assets do not communicate with operators of other assets. In this
system, users input requests directly to the planners following the solid arrows in Figure 3-6,
and planners return completed data requests to the users following the dotted arrows in the
figure.
Figure 3-6: Information Flow in a System of Stovepiped Planners
3.2.3.2 Synchronized Planning Systems
The synchronized planning system architecture is a theoretical concept that has been
researched extensively [1, 13]. In this construct, some subset(s) of the planners are forced to
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have the exact same planning cycle as shown in Figure 3-7 (hence the name “synchronized
planning systems”), rather than exhibiting the asynchronous planning cycles shown in Figure
3-2 which are allowed in a coordinated planning system.
Figure 3-7: Synchronized Planning Cycles
3.2.3.3 Brief Comparison with Coordinated System
As has already been mentioned, stovepiped systems present a vast array of problems and
inefficiencies in collection management. The lack of communication in these systems forces
users to bear the burden of finding the best possible sensor(s) to use for their specific requests,
which can lead to users trying to locally optimize their schedules without regard for other
users that may want to employ some of the same assets. Users may also be unaware of
the benefits of certain assets, or simply not have the personnel contacts to use other assets
that would be well-suited for their tasks. Some other major disadvantages of stovepipes
include their inability to efficiently find piggybacking opportunities (i.e. chances to add
their requests onto the previously scheduled plans of a different asset which may be operating
in a desirable location), or from pooling requests between various users to find a more efficient
allocation of requests to sensors.
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All of these difficulties suggest that a highly centralized synchronized planning system
could be quite useful. Theoretically, a synchronized system could have the ability to control
large subsets of the planners simultaneously from a centralized platform, and thus streamline
collection operations. Although there are some domains in which it makes sense to implement
this type of system, often synchronized planning is highly impractical. We will rarely be
able to implement a synchronized planning system as this would require a complete overhaul
of the existing planning infrastructure due to the stovepiped nature of current planners.
Computer interfaces between synchronized assets/planners would need to be redesigned and
headquarters of such mission planners would likely need to be relocated so that the operators
of synchronized planners/assets could work together. The individual planners would have to
give up their respective planning cycles. For these reasons we do not focus on centralized or
synchronized systems, even if theoretically more efficient.
A coordinated planning scheme has the potential to maintain many of the benefits of
both stovepiped and synchronized planning systems while eliminating their problems. With
coordination, we eliminate the lack of communication inherent to the current system of
stovepipes by providing a single, automated platform which can interface with each plan-
ner to send requests and receive information. This is done without forcing planners into a
single synchronized planning cycle but rather allows them to maintain their own respective
cycles. In addition, planners are given the liberty to choose their own planning algorithms
and control their assets, and are even allowed to set their schedules before considering any
coordination requests (these would be “non-taskable” planners). Thus, by coordinating, we
can eliminate the communication gap between stovepipes without implementing the imprac-
tical restrictions on the planners that come attached to a synchronized system, which can
ultimately yield large increases in the collective utility of all users in the system. All that
is asked in return is for the planners to give legitimate consideration to the coordination re-
quests that they receive, as well as give timely, appropriate feedback to the CP pertaining to
accepted or rejected request status updates (for informative planners), and completed/failed
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status updates (for all planners). While not required, it is highly encouraged for planners
of non-taskable assets to inform the CP of orbital dynamics for satellites (usually this is
publicly available), and scheduled flight paths or takeoff and flight range information for
UAVs. In addition, planners are encouraged to put themselves in the “informative” category
in order to provide extra information to the CP, although this is not required either. Since
the “users” quite often are the owners and operators of individual planners and assets, the
burden involved for a planner to join a coordinated system is small compared to the gains
that can be realized by their respective operating agencies.
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Chapter 4
Mathematical Model
Section 3.2 presented the algorithmic flow within a coordinated system during a given co-
ordinated planning iteration. One part of this involved generating coordination requests by
deciding intelligent pairings of user requests to planners. From a user’s perspective, this de-
cision process is simply a black box that determines which planner will have the opportunity
to service the requests. It is the main purpose of the CP to design an effective algorithm
to act as this black box. The next two chapters are devoted to developing the mathematics
behind the algorithm by first formulating the problem and then examining the uncertainty
aspect.
4.1 Background
4.1.1 Data, Metrics, Decisions
We begin by exploring the data, metrics, and decisions available for a decision tool. At
any given planning iteration, we have available to us a very large amount of data: a list of
user requests and their specifications, a list of planners in the coordinated system and their
specifications during the current iteration, sets of related requests, a budget of how much
money per unit time can be allocated to reservation fees, a planner capacity of coordination
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requests per hour, and a maximum number of coordination requests that can be allocated to
user requests per unit time. Given this data, we must be able to choose the best allocation
of coordination requests to planners in any given iteration. The metric for making these
decisions is a concept of utility referred to as the value of a user request on a planner.
This value represents a numerical measure of the benefit to the CP if a coordination request
associated with a user request were to be completed by a given planner.
4.1.2 Mathematical Modeling Approach
The concept of having uncertain information that is revealed over time fits naturally into
the dynamic programming (DP) paradigm. However, there are many difficulties associated
with using DP for this problem. In DP, a state space must be defined such that at any point
in time where decisions take place, the state space incorporates all relevant information
for those decisions. Decisions are then created for every possible instantiation of the state
space over time. While it would be possible to create a well-defined state space for the
coordinated planning problem, it would contain many abstract quantities that would make
enumeration of the entire state space impossible. Even with simplifying assumptions and
discretization of continuous components within the state space, it would be very difficult to
obtain a tractable problem. Often such issues can be circumvented using various approximate
dynamic programming methods. Unfortunately, our problem makes the application of such
methods difficult due to the massive number of decisions that must be considered at each
iteration, which makes searching a list of decisions very slow. This creates a problem for
both DP, which requires a probability distribution to be defined over all forms of uncertain
information, and approximate DP, which usually requires the availability of a high-fidelity
simulation for the evolution of the system. Therefore, approximate DP requires the existence
of well-defined probability distributions for uncertain information—a difficult issue to resolve
for the coordinated planning problem (for more background into DP and approximate DP
methods, we refer the reader to [22, 23]).
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In contrast, the binary nature of decisions involving the assignment of coordination re-
quests to planners, in combination with the quantitative measure of utility, suggests that
iteratively solving a sequence of binary integer programs (IP) also naturally fits into the
structure of the problem (for a background on IP methods, see [24]). In contrast to DP, no
state space is required for IP, and the massive amounts of decisions that need to be made can
be put into a very specific mathematical programming structure which allows us to search
the solution space much more efficiently than would be possible in DP. However, by aban-
doning DP, we lose the built-in consideration of uncertainty. In order to counter this, we
will utilize a probability estimation technique, described in Chapter 5, to estimate approx-
imate likelihoods that a coordination request will be completed if sent to a given planner.
This allows us to model uncertainty using iterative learning techniques to translate features
of requests, planners, and nature into simple probabilities that can adapt with the system
rather than trying to create probability distributions over abstract quantities. As such, this
is the modeling approach that we will take—iterative solution of an integer program over
time.
4.2 Mathematical Programming Formulation
4.2.1 Notation and Definitions
Recall from Table 3.1 that each user request has a unique alphanumeric ID, and from
Section 3.1.3.3 that each planner has a unique alphanumeric ID. For the remainder of the
paper, we will always refer to requests and planners by their ID tags. An arbitrary request
will therefore be referred to as “request r” where r represents the request ID; an arbitrary
planner will similarly be referred to as “planner l.” Further, as shown by these examples,
any instance of the word “request” will always refer to a user request unless we explicitly
use the term “coordination request” defined in Section 3.1.3. We will also occasionally refer
to an “execution period t,” which refers to the execution period with ID t (see Figure 3-2).
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Although we know the planning cycles, there may be some information that is not available
for future execution periods. This is particularly the case in UAV planners which have assets
flying highly variable routes between different execution periods (this will almost never be
the case for a satellite planner). We refer to those execution periods for which we have all
of the specifications defined as known execution periods as they represent the potential
opportunities for pairing requests with planners.
Prior to determining the appropriate assignments of user requests to planners, we will
need to determine which pairings should be considered during the current planning iteration.
This involves first using the opportunity finder to determine the set of all feasible request-
planner pairings, and then removing the set of all pairings (r, l) for which a coordination
request associated with the next execution period tnext of planner l has already been sent.
For example, suppose that request 1 is feasible during tnext of planner 2. If during one of
the previous coordinated planning iterations we had sent a coordination request to planner
2 asking it to complete request 1 during tnext of planner 2, then we would remove this from
our list of potential pairing considerations. Thus, at each coordinated planning iteration, we
look at this subset of the feasible pairings. Table 4.1 defines the applicable set notation that
will be used for a given coordinated planning iteration.
In addition to these sets, we also define a few other values. We recall from Section 3.1.3
that we must consider the budget, planner capacity constraints, and request sending limits
when determining the best assignments of requests to planners. We also need to explicitly
define terms to represent CP iteration length and probability estimates. To model these
concepts, we introduce the quantities defined in Table 4.2.
4.2.2 Example
In order to better understand this structure, consider the following example situation of a
given coordinated planning iteration. Suppose that there is a queue of three requests r1, r2,
and r3, and the system contains two individual planners, A and B. Based on this system,
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Set Definition Arbitrary Element
R
Set of all requests r in the CP
queue Some request r
L
Set of all individual planners l in
the coordinated system Some planner l
F
Set of all potential
request-planner pairs (r, l) for
the current execution period
An ordered
request-planner pair
(r, l)
Rl
Set of all requests r such that
(r, l) is a potential pairing Some request r
Lr
Set of all planners l such that
(r, l) is a potential pairing Some planner l
D
Indexed set containing all sets of
related requests (i.e. requests
which must be completed by
different planners).
A set of related
requests {r1, . . . , rN}
where N ≥ 2.
D(i)
The ith element of the set D,
representing a set of related
requests
Some request r
LD(i)
Set of all planners on which the
related requests r ∈ D(i) are
feasible
Some planner l
RFErl
The set of all remaining feasible
known execution periods t for
request r on planner l
Some execution
period t
Srl
The set of all execution periods t
in which a coordination request
associated with r has already
been sent to planner l
Some execution
period t
Table 4.1: Set Definitions
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Quantity Definition
CPiterationLength
Time length in hours of a coordinated planning
iteration
budget Number of dollars per hour allocated to reservation fees
capacityl
Number of coordination requests per hour allowed by
planner l
maxRequest
Maximum number of coordination requests per hour
allowed for each user request
b
b = budget ∗ iterationLength—i.e., the budget
available per iteration
cl
reservation fee charged by planner l per coordination
request
nl
nl = bcapacity(l) ∗ iterationLengthc—i.e., the number
of coordination requests per iteration allowed by
planner l
Nmax
Nmax = bmaxRequest ∗ iterationLengthc—i.e., the
maximum number of coordination requests per
iteration allowed for each user request
Table 4.2: Important Quantities
the opportunity finder determines that the feasible planners for each request during the
next execution periods of planners A and B are those shown in Table 4.3. In addition, the
requests r1 and r2 are related, while r3 is a single request. Based on this knowledge, the
quantities shown in Tables 4.4 and 4.5 can be defined. Note that a few more sets—RFErl
for r ∈ {r1, r2, r3} and l ∈ {A,B}—would still need to be obtained from the opportunity
finder and past data before the integer programming formulations in the next section could
be implemented to determine where each coordination request would be sent.
ID Priority Feasible Planners for eplan Related Request Set
r1 1 A and B {r1, r2}
r2 0.7 A and B {r1, r2}
r3 0.5 B none
Table 4.3: Requests in Example Queue
R L F RA
{r1, r2, r3} {A,B} {(r1, A) , (r1, B) , (r2, A) , (r2, B) , (r3, B)} {r1, r2}
Table 4.4: Example Sets (Part I)
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RB Lr1 Lr2 Lr3 D D(1) LD(1)
{r1, r2, r3} {A,B} {A,B} {B} {{r1, r2}} {r1, r2} {A,B}
Table 4.5: Example Sets (Part II)
4.2.3 Integer Programming Formulation
Recall from Section 3.2 that planning is done in an iterative fashion. In particular, the CP
builds a queue of user requests over time that it reviews periodically to determine assignments
of user requests to planners, which it then submits to planners as coordination requests.
Using this as motivation, we now introduce the integer programming (IP) formulation to
optimize the assignments of requests to planners in a single planning iteration. For the
remainder of this section, we assume that we are in a single coordinated planning iteration
at the time epoch denoting the beginning of the coordinated planning phase. We also assume
that the sets in Table 4.1 are known.
4.2.3.1 Request Values
We begin by defining a notion of value for each feasible request-planner pairing at any given
iteration. This value, denoted vrl, is designed to represent the utility to the CP if the
coordination request associated with user request r were to be completed by a planner l.
However, we can only claim the value for a single completed coordination request per user
request because each user request only needs a single collection of data. Thus, we define the
utility of a past request r to be the maximum of the set of all values vrl, where planner
l ∈ Lr, such that a coordination request associated with r was completed by planner l.
A potential construction of the values vrl was described by Herold in [1]. He introduces a
concept called a value function that contains a weighted sum of quantitative request features
to produce a single “value” for each potential request-planner pairing. We suggest using a
similar approach where each value vrl is a linear combination of quantitative features that
are considered to be valuable, normalized to the interval [0, 1] with weights that sum to
unity across all of the attributes, and constructed to have linear increase in value (i.e., if
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we increase an arbitrary one of these three features by some amount ε, the value associated
with this feature increases in an amount directly proportional to ε). We suggest removing
features from the value function that are only related to uncertainty and not to the value of
the request, such as the number of remaining feasible known execution periods for a request
r on a planner l. By doing this, the uncertainty component can be explicitly addressed
using methods in the next chapter without requiring the use of simulation to determine
approximate weights for such features.
Supposing we construct the value function with m ≥ 0 features, a request-planner pair-
ing (r, l) having instances f1(r, l), . . . , fm(r, l) of those features would have a total value of
v(r, l) = M scale
∑m
i=1wifi(r, l), where each wi ≥ 0 is the percent importance the ith feature
to the CP, so that
∑m
i=1wi = 1, and M
scale is a scaling factor used to protect against low-
precision error tolerances in computer implementations of optimization routines. For this
project, we set M scale = 10 and use the features described in Table 4.6, all of which were
part of the “utility related” features given in [1].
Symbol Description
priorityr Priority of request r in the interval [0, 1]
qualObservationrl
Observation quality produced by planner
l for coordination requests having the
same task type as r, continuous on the
interval [0, 1]
relatedr
Binary feature taking value 1 if r is part
of a related set of requests and taking
value 0 otherwise (has a positive weight
if collecting a set of related requests
yields extra value to the CP)
Table 4.6: Features Used to Determine Values of Request-Planner Pairings
4.2.3.2 Non-linearity in the Objective Function
The qualitative objective for this problem is to maximize the expected total utility at each
planning iteration. Recall from the previous section that the utility of a request r is the
value that is actually realized by the CP, which is the maximum of the set of all values vrl
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such that a coordination request associated with r was completed by planner l. Thus, the
total utility is the sum of the individual request utilities for each request r in the queue.
However, when deciding where to send coordination requests, we do not know which ones
will be completed. To model this, we introduce random variables Zrl which take a value of
vrl if a coordination request associated with r is completed by planner l during any execution
period and 0 otherwise. We also introduce integer decision variables xrl to take a value of 1 if
we choose to send a coordination request associated with r to planner l for the next execution
period, and 0 otherwise. Under this model, the utility Vr of request r is Vr = max
l∈Lr
{Zrl},
so the expected total utility of all requests is E
{∑
r∈R Vr
}
. Based on our definitions, the
probability mass function for Zrl is
P (Zrl = z) =

1− q (r, l, xrl) if z = vrl
q (r, l, xrl) if z = 0
0 otherwise,
(4.1)
where q (r, l, xrl) is the probability that no coordination requests associated with request r
will be completed by planner l during any execution period as a function of the decision xrl.
Using the assumption mentioned in Section 3.1.3.3 that the events of requests being sent,
accepted, or completed are independent between different execution periods, this probability
can be expanded as
q (r, l, xrl) = (1− xrl × Pa(r, l, tnext)× Pc(r, l, tnext))
×
[ ∏
t∈RFErl
(1− Ps(r, l, t)× Pa(r, l, t)× Pc(r, l, t))
]
(4.2)
×
[∏
t∈Srl
(1− Pa(r, l, t)× Pc(r, l, t))
]
.
where
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• Ps(r, l, t) is the probability that a coordination request associated with r will be sent
to planner l for completion during execution period t,
• Pa(r, l, t) is the probability that a coordination request associated with r will be ac-
cepted by planner l for completion during execution period t, given that it has already
been sent,
• Pc(r, l, t) is the probability that a coordination request associated with r will be com-
pleted by planner l during execution period t, given that it has already been sent and
accepted,
• RFErl and Srl are as defined in Table 4.1,
• tnext is the next execution period for planner l.
The functions Ps(r, l, t), Pa(r, l, t), and Pc(r, l, t) are assumed to be known and comprise what
we refer to as the probability estimators . We will discuss how to learn these functions
over time using prior beliefs and data in Chapter 5. We note that Pa ≡ 1 for non-informative
planners since we receive no information about rejection, implying that acceptance proba-
bilities for non-informative planners are bundled with completion probabilities. In addition,
once a coordination request for the pairing (r, l) during execution period t has been sent or
accepted, we update Ps(r, l, t) = 1 or Pa(r, l, t) = 1, respectively, for that pairing. Under this
model, the expected utility of request r is E {Vr} = E
{
max
l∈Lr
{Zrl}
}
, which can be calculated
using Algorithm 4.1. Hence, the objective to be maximized, or the expected total utility of
all requests, is simply
E
{∑
r∈R
Vr
}
=
∑
r∈R
E {Vr} . (4.3)
4.2.3.3 Linearized Formulation
Directly applying (4.1), (4.3), and Algorithm 4.1 would yield an objective function that is
nonlinear in the decision variables xrl. However, the structure of the value function is such
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Algorithm 4.1 Expected Utility of a Request
Inputs: request r, decision variables xrl for all l ∈ Lr
1. Sort the set Lr into a new indexed set L˜r ordered according to increasing values vrl for
all l ∈ Lr. In other words, if L˜r(i) denotes the ith planner of this set, and v(i) the value
of the associated request-planner pairing
(
r, L˜r(i)
)
, then v(i) ≤ v(j) for all i ≤ j.
2. Initialize vtotal = 0 and i = 1.
3. While i ≤ |L˜r|, loop through the following:
(a) Define l = L˜r(i), the ith element of L˜r.
(b) Define p = q(r, l, xrl), the probability that no coordination requests associated
with request r will be completed by planner l during any execution period.
(c) Update (p)(vtotal) + (1− p)v(i)→ vtotal.
(d) Update i+ 1→ i.
4. Output E {Vr} = vtotal.
that the only nonlinear pieces are multiplicative interactions between decision variables as-
sociated with the same request. There are never any nonlinear interactions between decision
variables associated with different requests. We can use this fact to circumvent the problem
of the nonlinear objective function by introducing extra binary decision variables yrG into
the formulation which represent composite decisions . Specifically, each decision variable
yrG takes a value of 1 if we send the request r to each planner l ∈ G, for some set G ⊆ Lr,
but not to any other planners; otherwise we set yrG = 0. We introduce one such variable for
each potential (r,G) pair such that r ∈ R and G ∈ Tr, where Tr is the set of all subsets of
Lr with at most Nmax elements (including the empty set), and Nmax > 0 is the maximum
number of coordination requests per iteration allowed for each user request (as defined in
Table 4.2). For each of these composite variables, we introduce a composite utility krG
which is defined to be the expected utility of request r if a coordination request associated
with r is sent to each of the planners in G, or
krG = E {Vr} (4.4)
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where E {Vr} is calculated using Algorithm 4.1 for request r being sent to all planners l ∈ G,
and the decision variables xrl for all l ∈ Lr take the values
xrl =

1 if l ∈ G
0 otherwise.
(4.5)
We must have yrG = 1 for exactly one set G ⊆ Tr so that we do not count the value of more
than one set G for any given request r. Therefore we must include the constraints
∑
G∈Tr
yrG = 1 ∀r ∈ R (4.6)
in our integer programming formulation. We also know that if some yrG = 1, then it must
be true that xrl = 1 for all l ∈ G, so we must include the constraints
yrG ≤ xrl ∀r ∈ R,G ∈ Tr, l ∈ G. (4.7)
Since we are performing a maximization, the constraints (4.6) and (4.7) are also sufficient
ensure that if all estimated probabilities are in the open interval (0, 1) with xrl = 1 for all
l ∈ G and xrl = 0 for all l /∈ G, then yrG = 1. This is because krG = E {Vr} strictly increases
if an extra planner l is added to G, so we have the relationship that if G1 ⊂ G2, then
krG1 < krG2 . Thus, in order to maximize the objective and satisfy constraint (4.6) we must
set yrG′ = 1 where G′ = {l|xrl = 1}, which is exactly the correct composite variable. (Even
if some of the estimated probabilities are not in the open interval (0, 1), we still obtain an
optimal solution as the only possible variables yrG that would be set to 1 in a maximization
are those where (r,G) satisfies krG = krG′ .)
In addition to adding the constraints to satisfy the definitions of yrG in conjunction with
the request sending limits, we need to translate our budget, capacity, and related request
requirements into mathematical constraints, using the notation in Table 4.2. Since each
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planner charges a reservation fee of cl per submitted request for which we have a budget of
b dollars per iteration, the budget constraint is
∑
r∈R
∑
l∈Lr
clxrl ≤ b. (4.8)
The capacity constraints are simple as well. Since we can send at most nl coordination
requests to each planner, capacity constraints are
∑
r∈Rl
xrl ≤ nl ∀l ∈ L. (4.9)
The related request constraints are slightly more difficult. An arbitrary set of related requests
D(i) for some index has the requirement that none of the requests r ∈ D(i) can be sent to the
same planner. Thus, for any given index i and planner l ∈ LD(i), at most one of the variables
xrl is allowed to be nonzero. This concept is modeled with the mathematical constraints
∑
r∈D(i)
xrl ≤ 1 ∀i ∈ {1, . . . , |D|}, l ∈ LD(i). (4.10)
Combining these constraints, the goal is to choose values for the variables xrl and yrG that
solve
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max
∑
r∈R
∑
G∈Tr
krGyrG (4.11)
st
∑
r∈R
∑
l∈Lr
clxrl ≤ b
∑
r∈Rl
xrl ≤ nl ∀l ∈ L
∑
r∈D(i)
xrl ≤ 1 ∀i ∈ {1, . . . , |D|}, l ∈ LD(i)
∑
G∈Tr
yrG = 1 ∀r ∈ R
yrG ≤ xrl ∀r ∈ R,G ∈ Tr, l ∈ G
xrl ∈ {0, 1} ∀r ∈ R, l ∈ Lr
yrG ∈ {0, 1} ∀r ∈ R,G ∈ Tr.
Once this integer program is solved, we simply send a coordination request for the user
request r to each planner l such that xrl = 1.
4.2.3.4 Size of Solution Space
The number of decision variables in this composite variable formulation has the potential
to grow very quickly at a rate of O
(
|R| |L|Nmax
)
for a fixed value of Nmax, assuming every
request is feasible on every planner. Fortunately, practically sized problems will generally
have less than 20 planners and 1000 requests at any iteration, for which the exact solution to
this integer program can be found efficiently using the built-in branch-and-bound techniques
of the solver CPLEX [25]. In addition, requests generally are only feasible on a small subset
of the planners considered in the coordinated system, which further decreases the number
of variables required to solve a realistic problem. Even for those requests which are feasible
on most of the individual planners, realistically the marginal return of increasing Nmax by
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1 decreases very quickly for larger values of Nmax since the marginal increase in expected
value decreases very quickly with the number of times that a request is sent (see analysis for
comparison of various values of Nmax).
4.2.3.5 Forward-Looking Component
The incorporation of the probability estimates Ps gives the formulation the ability to include
knowledge about potential eventualities in the future when making decisions. Although
other methods could have been used to address the forward-looking piece, they would not
have nearly the same benefits. By estimating the probability that a request will be sent
to a given planner during a single future estimation period, a very specific event has been
constructed that lends itself to collecting observations. Thus, learning techniques can be
used to fit this probability on-line, giving the formulation the ability to adapt to the actual
state of the system over time. As a result, using these probabilities helps to retain much of
the flexibility of DP at a much lower computational complexity. In fact, the structure of the
formulation even resembles a form of on-line approximate optimistic policy iteration where
the probability estimates are used to parametrize the future cost-to-go, being updated every
few observations for improvement. Other methods for addressing this future cost-to-go, such
as adding a linear penalty to requests that have more remaining feasible execution periods
or iteratively performing an open-loop optimization for all future decisions, tend to lose the
flexibility of adapting to the system, and might even become intractable very quickly (as
would be the case with the open-loop optimization).
4.2.3.6 Heuristic Integer Programming Formulation
Even though the full formulation that has just been developed is tractable for many real-
world scenarios, there might be some situations in which the problem size is much larger.
For example, intelligence and reconnaissance missions might need to coordinate many assets
when choosing a target [8], or future space operations might involve hundreds of small cube
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satellites that collect data [13]. In order to handle these cases, a suboptimal formulation is
presented that eliminates the exponential growth of the number of decision variables. To
motivate this heuristic, consider a situation where it is assumed apriori that a coordination
request associated with r would be accepted and completed if sent to planner l. Then the
deterministic coordinated planning formulation of [1] can be slightly modified to include the
budget constraint and request sending limits, resulting in the following formulation:
max
∑
r∈R
∑
l∈Lr
vrlxrl (4.12)
st
∑
r∈R
∑
l∈Lr
clxrl ≤ b
∑
r∈Rl
xrl ≤ nl ∀l ∈ L
∑
l∈L
xrl ≤ Nmax ∀r ∈ R
∑
r∈D(i)
xrl ≤ 1 ∀i ∈ {1, . . . , |D|}, l ∈ LD(i)
xrl ∈ {0, 1} ∀r ∈ R, l ∈ Lr.
Rather than using the deterministic value vrl for the coefficients, we could use themarginal
expected value k˜rl on planner l that would be gained by sending a coordination request
associated with r to planner l during this period, but not to any other planners. Conceptually,
the marginal expected value is simply vrl scaled by the net increase in completion probability
of request r on a planner l gained by sending r to l for the next execution period tnext of l.
Mathematically, this is calculated as
k˜rl = vrl [q (r, l, 0)− q (r, l, 1)] (4.13)
where q (r, l, x) is defined as in equation (4.1). Replacing each instance of vrl with k˜rl in the
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formulation 4.12 gives the heuristic formulation
max
∑
r∈R
∑
l∈Lr
k˜rlxrl (4.14)
st
∑
r∈R
∑
l∈Lr
clxrl ≤ b
∑
r∈Rl
xrl ≤ nl ∀l ∈ L
∑
l∈Lr
xrl ≤ Nmax ∀r ∈ R
∑
r∈D(i)
xrl ≤ 1 ∀i ∈ {1, . . . , |D|}, l ∈ LD(i)
xrl ∈ {0, 1} ∀r ∈ R, l ∈ Lr.
Note that the formulation 4.12 is equivalent to 4.14 with the myopic estimators Ps ≡ 0,
Pa ≡ 1, and Pc ≡ 1. As will be seen in Chapter 6, the heuristic formulation can be used to
obtain results that are slightly lower than the full formulation, yet can be found much more
quickly. In addition, the overhead of constructing composite variables, discussed in Section
6.1, is completely eliminated from this problem, allowing solvers such as CPLEX to stop
searching after a set time limit and return the best current solution. This time limit gives
a guarantee on efficiency, and evidence in Section 6.1 suggests that solutions produced are
still optimal or close to optimal (just requiring more time for the solver to actually prove
optimality).
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Chapter 5
Estimating Uncertainty
The integer programs of the previous chapter rely on the probability estimators Ps, Pa,
and Pc defined in Section 4.2.3.2. Determining these functions can be difficult due to non-
stationary levels of request saturation and the absence of prior data to analyze. These
difficulties motivate the creation of an algorithm that can estimate probabilities by exploiting
information about requests with similar specifications, as well as any prior knowledge that
may be available about how the planners operate. This is the problem that we aim to
solve in this chapter—how to efficiently and effectively utilize on-line observations of request
completions/failures on each planner in combination with prior knowledge to approximate
the functions Ps, Pa, and Pc.
We will be using a Bayesian approach to handle this problem. In Bayesian statistics, we
use probability models concerning observed and unobserved quantities in order to make in-
ferences from data. This is done by first creating a conditional likelihood distribution, which
is the probability distribution for the response variables conditioned on the observation of a
single data point. The conditional likelihood distribution incorporates the use of Bayesian
parameters that are fitted by the data over time. The biggest difference between a frequen-
tist approach and a Bayesian approach is that a Bayesian approach maintains a probability
distribution that allows the process of parameter fitting to be done via Bayes’ Rule on the
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model parameters rather than minimizing a loss function to obtain a point estimate. In
addition, a Bayesian approach allows for prior knowledge to be input into the model via a
prior distribution on the parameters, which can be very helpful in small datasets [26]. This
structure fits nicely into an on-line, nonstationary system where distributions change over
time, because the presence of a Bayesian prior distribution and use of Bayes’ rule allows
regularization, prevents overfitting, and incorporates beliefs about the system (see [26] for
more information).
5.1 Notation
Before explicitly defining any models, we would like to make a few comments regarding
notation that will be used. Boldface is used to differentiate vectors and matrices from
scalars, whether they are random or deterministic. Thus, xi denotes the ith component of a
vector x, whereas xi denotes an entire vector with subscript i. This is done to follow the
convention of using the notation xi to denote distinct statistical observations.
To simplify notation and for ease of reading, the Bayesian likelihood expressions of ran-
dom entities will be written as p(·) where the inside will be filled with lowercase symbols
associated with a particular instance of a random variable or vector. Thus, p(z) represents
the probability density function (PDF) or probability mass function (PMF), whichever is
appropriate, of a random vector Z evaluated at z. Similarly, p(z)p(w|z) would be used to
express the product of the PDF (or PMF) of Z evaluated at z with the conditional PDF
(or PMF) of W evaluated at w, given that Z = z. As is typical in Bayesian statistics,
the same lowercase letters also are used to indicate associated random entities—shorthand
meant to reduce the amount of notation that must be used. For example, in the statement
P (y = 1) = 0, y clearly represents a random variable. However, in p(yi|xi), the vector
(xi, yi) is a specific observation. The context surrounding these symbols will define whether
they represent random entities or specific observations.
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5.2 Bayesian Coin Flip Model
5.2.1 Motivation
The Bayesian coin flip model (BCF) is used to make inferences about a dataset from a
population where the response variable is binary, such as a coin flip that returns “heads” or
“tails.” In this model, we have a dataset D = {y1, . . . , ym} of m observations yi ∈ {0, 1}, all
of which are assumed to be conditionally independent and identically distributed according
to a common probability mass function, so that an arbitrary observation y has a distribution
p(y|θ) =

θ if y = 1
1− θ if y = 0
0 otherwise
with given parameter θ. It is assumed that the parameter θ is a random variable, which
has some known prior probability distribution p(θ) before the data yi are observed. As the
data are obtained, the distribution for θ is updated using Bayes’ Rule to obtain a posterior
distribution for θ,
p(θ|y1, ..., ym) = p(y1, ..., ym|θ)p(θ)´
θ
p(y1, ..., ym|θ)p(θ)dθ .
where m is the number of observed data points [26].
5.2.2 Selection of the Prior Distribution
For the Bernoulli likelihood p(y|θ), if the prior p(θ) is a beta distribution with parameters
α and β, then the posterior p(θ|y) is also a beta distribution with new parameters α + y
and β + 1 − y. Thus, the beta distribution is referred to as the conjugate prior for the
Bernoulli likelihood. Using conditional independence, this implies that the posterior after m
observations p(θ|y1, ..., ym) is a beta distribution with parameters α+
∑m
i=1 yi and β +m−∑m
i=1 yi, respectively. This information can easily be used to obtain a maximum a posteriori
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(MAP) point estimate for θ, or the mode of the posterior distribution, for values of α, β ≥ 1
as
θˆMAP =

α+
∑m
i=1 yi−1
α+β+m−2 if α + β +m > 2
0.5 if α = β = 1, m = 0
. (5.1)
For more information on these calculations, the reader is referred to [26].
The prior distribution has two major purposes. The first of these is to express beliefs
about the values of the parameters in question using probability distributions. The second is
to provide regularization against overfitting the posterior distribution to the observed data,
which has the added benefit of maintaining positive probabilities for rare events that will
not be able to influence the posterior distribution as often in a finite dataset. However, if the
beliefs are minimal, it can be useful to create a prior distribution that is unimodal yet has
a large variance. This allows the data to overcome the prior more quickly while still giving
some regularization when small amounts of data are present, ensuring that the estimates for
the parameters do not fluctuate too wildly. In the context of the BCF model, this could
be done by selecting a mean µ ∈ (0, 1) for the beta prior distribution to be a reasonable
value for θ, and then selecting the parameters α and β that would result in this mean
while simultaneously maximizing the variance and maintaining a unimodal distribution.
Mathematically, using µ, this maximization would be done by choosing prior parameters α
and β that solve
max
αβ
(α + β)2(α + β + 1)
(5.2)
st
α
α + β
= µ (5.3)
α ≥ 1 (5.4)
β ≥ 1. (5.5)
The objective 5.2 gives the variance of a beta distribution, constraint 5.3 ensures that the
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mean of the beta distribution is the chosen prior belief µ, and constraints 5.4 and 5.5 ensure
that the beta distribution is unimodal (modes where p(θ) = ∞ are allowed as well). The
constraints of this optimization were designed to give a sensible distribution—for this reason,
the value of the objective function in this optimization will be referred to as the maximum
sensible variance of a beta distribution for the remainder of this thesis. The solution to this
optimization problem, proven in Appendix C, is given in Algorithm 5.1.
Algorithm 5.1 α and β Yielding the Maximum Sensible Variance of a Beta Distribution
1. Choose µ ∈ (0, 1) to be a reasonable approximation to the Bayesian parameter θ.
2. Set λ = 1−µ
µ
.
3. Set α = max
(
1, 1
λ
)
.
4. Set β = λα = max (λ, 1).
5. Output α, β as the prior parameters for the beta distribution.
5.2.3 Application to Coordinated Planning
Every event for which probabilities are being predicted in the coordinated planning problem
can be modeled with a binary set of outcomes—a request r is either sent or not sent by
the CP, accepted or not accepted by a planner l (given that it was sent), and completed or
not completed by l (given that it was sent and accepted). To estimate these probabilities
using the BCF model, observations need to be separated according to whether they refer
to a request being sent, accepted or completed, and also which planner was associated with
the observation. Thus, a total of 3|L| groups of observations will be collected into the sets
SentData(l), AcceptData(l), and CompleteData(l), recording these datasets for all planners
l ∈ L (recall the definition of L in Table 4.1). Observations for this were constructed as
follows:
• For a given planner l, an observation ysent(r,l,t) ∈ SentData(l) where ysent(r,l,t) = 1 indicates
that a coordination request associated with the request-planner-execution period triple
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(r, l, t) was sent, otherwise ysent(r,l,t) = 0.
• An observation yaccept(r,l,t) ∈ AcceptData(l) takes the value yaccept(r,l,t) = 1 if the coordination
request was accepted for the triple (r, l, t), otherwise yaccept(r,l,t) = 0 if the coordination
request was sent but not accepted.
• An observation ycomplete(r,l,t) ∈ CompleteData(l) takes the value ycomplete(r,l,t) = 1 if a coor-
dination request was completed for the triple (r, l, t), otherwise ycomplete(r,l,t) = 0 if the
coordination request was sent and accepted but not completed.
It is important to note that for the data in each of the AcceptData(l) sets, only coordina-
tion requests that have already been sent are considered, and for CompleteData(l), only
coordination requests that have already been sent and accepted are considered.
These observations are recorded in the appropriate datasets as they are received over time.
By design, the observations are separated into groups that do not depend upon the request
or execution period; thus, the probability estimators Ps,Pa, and Pc only vary by planner, so
that Ps(·, l, ·), Pa(·, l, ·), and Pc(·, l, ·) are all constant for a given l . Using this fact, each
of the observations y ∈ SentData(l) is assumed to come from a Bernoulli distribution with
parameter θ = Ps(·, l, ·), all y ∈ AcceptData(l) come from a Bernoulli distribution with
parameter θ = Pa(·, l, ·), and all y ∈ CompleteData(l) come from a Bernoulli distribution
with parameter θ = Pc(·, l, ·). The point estimates for the three probability estimators are
then obtained using the MAP estimate 5.1 so that
Ps(·, l, ·) =
αsentl +
∑
y∈SentData(l)
y − 1
αsentl + β
sent
l + |SentData(l)| − 2
Pa(·, l, ·) =
αacceptl +
∑
y∈AcceptData(l)
y − 1
αacceptl + β
accept
l + |AcceptData(l)| − 2
Pc(·, l, ·) =
αcompletel +
∑
y∈CompleteData(l)
y − 1
αcompletel + β
complete
l + |CompleteData(l)| − 2
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where the prior parameter pairs (αsentl , βsentl ) ,
(
αacceptl , β
accept
l
)
,
(
αcompletel , β
complete
l
)
are se-
lected by creating appropriate prior beliefs for the associated Ps, Pa, or Pc and then using
Algorithm 5.1 to find the desired parameters. These point estimates are calculated at the
beginning of each coordinated planning iteration to obtain the appropriate probability esti-
mators.
5.3 Bayesian Logistic Regression Model
5.3.1 Classical Logistic Regression
A common model in classical statistics used to extract a probability estimate is called logistic
regression. This model estimates the probability P (y = 1|x), where y ∈ {0, 1} is a binary
response variable which has a dependent relationship with its associated attribute vector
x. This is done by first observing m data points of the form (xi, yi) for all i = 1, . . . ,m,
which are assumed to follow the same joint distribution as (x, y). The method then makes
the simplifying assumption that, given xi, each yi is conditionally independent of all other
yj, and that the log odds ratio for the common distribution y can be expressed as a linear
combination of the observed attributes in x so that
log
(
P (y = 1|x,λ)
P (y = 0|x,λ)
)
= λTx
for some parameter vector λ. Rearranging this expression yields
P (y = 1|x,λ) = e
λTx
1 + eλ
Tx
(5.6)
which is readily recognizable as the logistic function of λTx. The regression coefficients λ are
then estimated from the data via maximum likelihood estimation (see [27] for more details on
ML estimation), where the log-likelihood is found by applying assumption (5.6) to all of the
observations yi which are conditionally independent given their respective attribute vectors
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xi. Examining (5.6), we see that the probability P (y = 1|x,λ) is monotonically increasing in
the argument of the associated logistic function λTx. This offers a very convenient modeling
framework because the probability that needs to be estimated, P (y = 1|x,λ), generally
increases or decreases monotonically in any given predictive attribute.
5.3.2 Bayesian Logistic Regression Background
For the coordinated planning problem, the classical version of logistic regression described in
the previous section would be able to translate observed data into probability estimates, but
it still does not provide a method for incorporating prior knowledge about the distribution
p(y|x). This is important in the coordinated planning problem as decisions will be made
after having observed little data, suggesting that a Bayesian form might be appropriate.
Bayesian logistic regression (BLR) is not a new concept. The authors of [28] utilize BLR
to analyze datasets for text categorization where the number of predictor variables is very
high and even exceeds the number of observations. To do this, they implement Laplace
prior distributions with zero mean to favor sparsity in the final estimates of the parameters.
The work in [29] also employs a zero-mean Laplace prior for sparsity in analyzing neuronal
spiking data from multiple electrodes. In [30], the authors expand the concept of BLR
for binary response variables to include categorical response variables as well, giving the
added capability of predicting probabilities or performing classification in any situation with
finite outcomes. Instead of focusing on using the Bayesian model to induce sparsity, a major
contribution of this thesis involves developing a method that can translate many simultaneous
and even contradictory beliefs into a Gaussian prior distribution that encodes and quantifies
the level of confidence in these beliefs.
For this model to work, we need to make a few assumptions. In order to control for differ-
ences between planners, we assume that we run separate BLRs for each planner. We assume
that we can translate the specifications associated with the request-planner pairing into ap-
propriate real-valued attributes such that request-planner pairings with similar attributes
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result in similar probabilities obtained from Ps, Pa, or Pc, and request-planner pairings with
identical attributes will have identical completion probabilities. It is important to note that,
since we are performing logistic regression on separate planners, the chosen set of attributes
may be planner-dependent. For example, a request having specifications including latitude,
longitude, and altitude may be assigned to two separate planners, which we label 1 and
2. Suppose now that planner 1 has UAV assets, and planner 2 has satellite assets. The
request-planner pairing of this request with planner 1 may translate these specifications into
the attribute “distance from home base," whereas planner 2 may translate these specifica-
tions into the attribute “distance from the space track of the satellite asset to the latitude
and longitude of the request." These transformations of specifications into attributes will be
discussed in more detail at the end of the chapter.
5.3.3 Methodology
5.3.3.1 Conditional Likelihood and Probability Model
Assume that we have a dataset of m observations D = {(x1, y1), . . . , (xm, ym)}. Within D,
each yi ∈ {0, 1} is the response variable for the ith observation, and each xi is a vector of
observed attributed related to the ith observation. As we did in classical logistic regression, we
begin by making the assumption that the log odds ratio for an arbitrary unknown observation
y can be expressed as a linear combination of the attributes in x so that
log
(
P (y = 1|x,λ)
P (y = 0|x,λ)
)
= λTx
for some vector of Bayesian parameters λ. Rearranging this expression results in a general-
ized linear model with the logistic link function given in [28], implying
p(y|x,λ) =

logit−1(λTx) = eλ
T x
1+eλT x
if y = 1
1− logit−1(λTx) = 1
1+eλT x
if y = 0
(5.7)
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where logit(p) = log
(
p
1−p
)
is the logit link function (see [26] for details). We assume that
all observations yi are independent conditioned on λ,xi. To make this model Bayesian,
the parameters λ are assumed to be random, and as such are given a prior probability
density p(λ). In addition, it is assumed that λ is independent of all observations xi, i.e.,
p(λ|xi) = p(λ). In order to include an intercept term in linear portion of the model, it is
assumed that the first attribute of every observation xi is the constant 1 so that xi1 = 1.
Assuming that we have a proper prior distribution p(λ) for the parameters, i.e., that the
integral
´
λ
p(λ) dλ converges to 1, Bayes’ rule applied to a single observation yields
p(λ| {(x, y)}) = p(λ,x, y)
p(x, y)
=
p(y|λ,x)p(λ,x)
p(y|x)p(x)
=
p(y|λ,x)p(λ)p(x)
p(y|x)p(x)
∝ p(y|λ,x)p(λ).
(5.8)
This can be extended to all m observations in D, yielding a posterior distribution
p(λ|D) ∝
[
m∏
i=1
p(y|λ,xi)
]
p(λ)
which can be approximated via the Metropolis-Hastings algorithm, a form of Markov Chain
Monte-Carlo Simulation. This algorithm produces a sample of approximately independent
and identically distributed data points λj from the posterior distribution p(λ|D). For more
information, the reader is referred to [26].
Once p(λ|D) has been obtained, the posterior predictive distribution p(y|x) can be de-
termined using either a point estimate of λ and the equation 5.7, or Monte-Carlo simulation
of the integral
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P (y = 1|x, D) =
ˆ
λ
P (y = 1|λ,x, D) p(λ|D) dλ
=
ˆ
λ
P (y = 1|λ,x) p(λ|D) dλ
=
ˆ
λ
eλ
Tx
1 + eλ
Tx
p(λ|D) dλ.
(5.9)
5.3.3.2 Prior parameter Distribution
The Bayesian prior distribution was constructed to regularize observed data through beliefs
about the probabilities being estimated so that obsolete data could be discarded over time.
These beliefs were constructed using quantitative belief statements of the form:
“We estimate that the probability P (y = 1|xk) given some attributes xk is fk, but we have
ck confidence that it is within the interval [ak, bk].”
In these statements, 0 < ak < fk < bk < 1 represent estimates about the conditional
probability P (y = 1|xk), and ck ∈ (0, 1) is some fractional level of confidence in the state-
ment. For example, suppose the attributes for a request answer the following questions:
1. Is the target location or target type a high-value area for the planner to which it will
be sent (in this case “high-value” would need to be explicitly defined)? yes
2. What is the cloud cover forecast over the target area as a fraction between 0 and 1
inclusive? 0.95
Then one particular example of a confidence statement could take the following form, where
the first attribute is the intercept term 1, the second attribute is “1” to represent the “yes”
from the first question, and the final attribute is the answer to the second question:
“We estimate that the completion probability Pc(r, l, t) = P
(
ycomplete(r,l,t) = 1|xk
)
for a
request-planner-execution period triple (r, l, t) having attributes xk = (1, 1, 0.95) is 0.8, but
we have 90% confidence that it is within the interval [.65, .9].”
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Suppose that we have n such confidence statements, so k = 1, . . . , n. We will use the
information from these statements to produce a prior distribution on λ. We assume a
multivariate normal distribution with independent component random variables for this prior
on λ due to its unimodal structure, convenient parametrization in terms of a mean vector
and covariance matrix, and property that linear combinations of its component random
variables are still normal. While this may not induce sparsity in the results as explained in
[29], the nice structure of the Gaussian will allow for injection of outside beliefs that may not
be afforded by using a sparsity prior. In order to build this prior distribution, we will first
assume that the jth component of λ has a univariate normal distribution with mean µj and
variance vj for all j = 1, . . . , d, where d is the length of λ. Thus, λ must have a multivariate
normal distribution with mean vector µ = (µ1, . . . , µd) and covariance matrix diag(v), where
v = (v1, . . . , vd). Once we have constructed µ and v, we will have a completely well-defined
model for Bayesian inference.
In order to figure out good values for µ and v, let us examine the form of our beliefs.
We can interpret the values fk to be estimates for the percent of observations with attribute
vector xk that would be expected to have the outcome y = 1 rather than y = 0. Thus,
it makes sense to construct the mode µ of our prior distribution on λ to maximize the
pseudo-likelihood function L(λ) where
L(λ) =
n∏
k=1
(
eλ
Txk
1 + eλ
Txk
)fk (
1
1 + eλ
Txk
)(1−fk)
. (5.10)
We therefore set the values of µ to be
µ = λ∗ = argmax
λ
L(λ)
= argmin
λ
−
n∑
k=1
[
fklog
(
eλ
Txk
1 + eλ
Txk
)
+ (1− fk)log
(
1
1 + eλ
Txk
)]
= argmin
λ
n∑
k=1
[
fklog
(
1 + e−λ
Txk
)
+ (1− fk)log
(
1 + eλ
Txk
)]
.
(5.11)
84
We now turn our attention to finding the values of the variance vector v using the
confidence interval [ak, bk] and the scalar ck. Define θk in terms of the random vector λ such
that
θk = logit−1(λTxk) =
eλ
Txk
1 + eλ
Txk
.
Assume that each confidence interval is “centered” in the interval [0, 1] in the sense that, for
any given attribute vector xk, we have
P (θk ≤ ak|xk) = P (θk ≥ bk|xk). (5.12)
where
P (θk ∈ [ak, bk] | xk) = ck.
Combining this assumption with the confidence statement, we see that
P (θk ≤ ak|xk) = P (θk ≥ bk|xk) = 1−ck2 .
Manipulating this expression, we have
1− ck
2
= P (θk ≤ ak|xk)
= P (logit(θk) ≤ logit(ak)|xk)
= P (λTxk ≤ logit(ak)|xk)
= φ
 logit(ak)− µTxk√
xk
T
diag(v)xk

(5.13)
where φ(·) denotes the standard normal cumulative distribution function. In this expression,
the second equality holds by monotonicity of the logit(·) function, and the third equality
holds by definition of θk. The final equality holds because each of the λj are normal random
variables with mean µj and variance vj, independent of other λi or xk, implying that λTxk
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is normal with mean µTxk and standard deviation
√
xk
T
diag(v)xk. By similar reasoning,
we have
1− 1− ck
2
=
1 + ck
2
= P (θk ≤ bk|xk) = φ
 logit(bk)− µTxk√
xk
T
diag(v)xk
 . (5.14)
Unfortunately, it is very possible that some of our belief statements are unintentionally
in direct conflict with each other or with some of the modeling assumptions used to derive
the equations (5.13) and (5.14), implying that existence of a solution v to the system of
equations (5.13) and (5.14) for all k = 1, . . . , n is not guaranteed. Thus, our objective in
selecting v will be to choose parameters that either solve the system of equations (5.13) and
(5.14) for all k = 1, . . . , n if our belief statements are appropriate, or are “close” in some
sense to solving the system if no solution exists. To accomplish this goal, we note that
having already selected the mode µ of our prior distribution, conflicting belief statements
make us less confident that the mode should actually be located at µ. This in turn implies
that the confidence levels ck given in the belief statements should actually be interpreted as
upper bounds on our confidence about the location of the mode µ. In terms of probability
statements, we interpret this bound to mean
P (θk ∈ [ak, bk] | xk) ≤ ck. (5.15)
We choose to enforce this bound by constraining feasible values of v to satisfy
P (θk ≤ ak|xk) = φ
 logit(ak)− µTxk√
xk
T
diag(v)xk
 ≥ 1− ck
2
P (θk ≥ bk|xk) = 1− φ
 logit(bk)− µTxk√
xk
T
diag(v)xk
 ≥ 1− ck
2
.
(5.16)
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We see that the first line of these constraints involving ak will be automatically satisfied for
any ak,µ such that
logit(ak)− µTxk ≥ 0.
This property is a direct result of the symmetry of the normal distribution about its mean
µTxk combined with the fact that ck ≥ 0. Similarly, the second line of constraints will be
automatically satisfied for any bk,µ such that
logit(bk)− µTxk ≤ 0.
Since constraints that are automatically satisfied for all v > 0 can be ignored, we can rewrite
(5.16) in the equivalent linear form
xk
T
diag(v)xk ≥
(
logit(ak)− µTxk
φ−1
(
1−ck
2
) )2 ∀k : logit(ak)− µTxk < 0
xk
T
diag(v)xk ≥
(
logit(bk)− µTxk
φ−1
(
1+ck
2
) )2 ∀k : logit(bk)− µTxk > 0.
(5.17)
Thus, a vector v satisfies (5.17) if and only if it also satisfies (5.16). Also, any vector v
satisfying (5.16) has the property that
P (θk ∈ [ak, bk] | xk) = 1− P (θk /∈ [ak, bk] | xk)
= 1− P (θk ≤ ak|xk)− P (θk ≥ bk|xk)
≤ 1− 1− ck
2
− 1− ck
2
= ck
meaning it also satisfies (5.15). By limiting our solution space with the constraints (5.16), we
retain a notion of confidence interval centrality similar to that given by assumption (5.12).
We also want to reduce our set of potential selections for v to be those in which individual
components vi each exhibit a similar amount of uncertainty relative to the respective Bayesian
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parameters λi that they describe. We do this to ensure that we are never overly confident
in one parameter, which helps to prevent over-fitting of our prior distribution to possibly
incorrect beliefs. We model this restriction on v by imposing the constraints
vi
γ2i
≤ r2 vj
γ2j
, ∀i, j ∈ {1, . . . , d} : i 6= j (5.18)
where γi represents the mean value of the ith component of the vectors xk, and r ≥ 1 is a
constant allowing control over how much spread we are allowing between the elements of v
(a value for r that is closer to 1 represents less spread). We divide each vi by γ2i in order to
correct between different scales on the units being used for each attribute of xk. As a final
method for protecting against poorly written confidence statements, we impose the vector
constraint
0 ≤ vmin ≤ vi ≤ vmax ∀i ∈ {1, . . . , d} (5.19)
on the set of feasible values for v, where vmin and vmax are constants giving a region of
satisfactory values for v. Once we have identified all feasible v satisfying our bounds in
(5.16) through (5.19), our goal is to search this feasible set to find the one giving the “most”
information pertaining to our beliefs. To complete this objective, we note that
var
(
logit(θk) | xk) = xkTdiag(v)xk. (5.20)
Qualitatively, smaller magnitudes of var
(
logit(θk) | xk) for a particular k indicate that we
have more information pertaining to requests with parameters xk. Different magnitudes of
the vector xk can inflate or deflate the above variance, though, so we divide (5.20) by ‖xk‖22
as a form of normalization, allowing us to compare on an absolute scale a measure of the
amount of variability that v creates in the kth belief statement. Since lower belief variability
indicates more information, we aim to choose the vector v to minimize the sum over all k of
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the normalized variances given by the expression
1
‖xk‖22
xk
T
diag(v)xk. (5.21)
Combining (5.16) through (5.21), we select v via the linear program (LP)
min
v
n∑
k=1
1
‖xk‖22
xk
T
diag(v)xk (5.22)
st xkTdiag(v)xk ≥ α2k ∀k : logit(ak)− µTxk < 0 (5.23)
xk
T
diag(v)xk ≥ β2k ∀k : logit(bk)− µTxk > 0 (5.24)
vi
γ2i
≤ r2 vj
γ2j
∀i, j ∈ {1, . . . , d} : i 6= j (5.25)
0 ≤ vmin ≤ vi ≤ vmax ∀i ∈ {1, . . . , d} (5.26)
where the constants αk, βk are given by
αk =
logit(ak)− µTxk
φ−1
(
1−ck
2
)
βk =
logit(bk)− µTxk
φ−1
(
1+ck
2
) .
We note that the box constraints (5.26) form a closed, bounded set. This implies that if the
feasible set of this LP is nonempty, then it must form a bounded polytope, guaranteeing the
existence of an optimal solution. By construction of this LP, as long as vmax is sufficiently
large, then this LP has a nonempty feasible set, and thus an optimal solution v∗ (see proof
in Appendix D). By combining the maximum likelihood approach for constructing µ with
this linear program for constructing v, we can translate any positive number of qualitative
belief statements into an informative prior distribution on the Bayesian parameters.
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5.3.4 Application to Coordinated Planning
As in the BCF model, every event for which probabilities are being predicted in the coor-
dinated planning problem can be modeled with a binary set of outcomes—a request r is
either sent or not sent, accepted or not accepted by a planner l (given that it was sent),
and completed or not completed by l (given that it was sent and accepted). Thus, the same
datasets SentData(l), AcceptData(l), and CompleteData(l), are collected for the Bernoulli
response variables on all planners l. In addition to these, the attribute sets SentAttributes(l),
AcceptAttributes(l), and CompleteAttributes(l) are also recorded, where any attribute vec-
tor x(r,l,e) in one of these sets is associated with the response y(r,l,e) in the correspond-
ing dataset, i.e., SentAttributes(l) corresponds with SentData(l), AcceptAttributes(l) with
AcceptData(l), and CompleteAttributes(l) with CompleteData(l).
The observations are recorded in the appropriate sets as they are received over time.
Unlike the BCF model, the probability estimators Ps, Pa, and Pc can be dependent on
requests, planners, and execution periods, not just planners. Three separate BLRs are run
for each planner, one for each probability type. The point estimates of λ for the three
probability estimators are then obtained by finding the mean of the samples obtained via
posterior simulation (using the package MCMCpack [31] in R), so that
Ps(r, l, t) =
ez
1 + ez
where z =
[
λsent(l)
]T
xsent(r,l,t)
Pa(r, l, t) =
ez
1 + ez
where z =
[
λaccept(l)
]T
xaccept(r,l,t)
Pc(r, l, t) =
ez
1 + ez
where z =
[
λcomplete(l)
]T
xcomplete(r,l,t)
with λsent(l),λaccept(l),λcomplete(l) being the point estimates obtained from the appropriate
BLRs, and xsent(r,l,t),x
accept
(r,l,t) ,x
complete
(r,l,t) being the appropriate attribute vectors of the triple
(r, l, t) for the given probability. These point estimates are calculated at the beginning of
each coordinated planning iteration to obtain the appropriate probability estimators.
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5.3.5 Attributes for Bayesian Logistic Regression
Having developed the probability estimation methods, a few suggested attributes are defined
for use in the BLRs. These attributes are designed to be on a similar scale for ease of
constructing prior beliefs and to minimize the chances of unnecessary computational errors.
In fact, most are in the interval [0,M scale], where M scale = 10 for this project. Also, recall
throughout this discussion that acceptance is guaranteed for non-informative planners, i.e.,
Pa ≡ 1. However, completion probabilities are much lower for non-informative planners
since rejection information is never given to the CP. We suggest that the reader review the
notation defined in Chapter 4 before reading this section.
5.3.5.1 Probability of Request Being Sent by the Coordination Planner
We run a single BLR incorporating all past observations of sent and unsent pairings to
estimate the probability that request r will be sent to planner l during a future feasible
execution period t (see Chapter 5 for an explanation of how these observations are collected
over time). As such, it is important to identify attributes that represent quantities affecting
the decisions of the CP, not the decisions of the individual planners. To do this, we selected
the following attributes for a pairing (r, l) during execution period t.
1. Number of Related Requests: This attribute is simply the number of requests
related to r. If r is not in a set of related requests, this attribute is zero. If r is in a
set of related requests D(i), this attribute is |D(i)| − 1. Since we are only considering
unrelated requests and dual collects in our analysis, this attribute is always zero (if r is
unrelated) or one (if r is in a dual collect). Although no related requests were included
in the simulation, this attribute is recorded as a potential suggestion for real-world
implementations.
2. Expected Pairing Value: This attribute is simply vrl × Pa(r, l, t) × Pc(r, l, t), i.e.,
the value of the request-planner pairing (r, l) multiplied by the probability Pa(r, l, t)
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that r would be accepted by l if sent, and the probability Pc(r, l, t) that r would be
completed by l if sent and accepted. This attribute represents how valuable (r, l) would
be if period t was the only chance that we had to sent the request to any planner. By
including this attribute we are able to give the regression a sense of how valuable the
pairing is in the current execution period as compared to other execution periods.
3. Current Request Value: This is just the expected value of all accepted assignments
of request r to any planner in the system, including l, during past execution periods
(Pa(r, l, t) ≡ 1 for accepted requests and non-informative planners). This represents the
expected value that would be obtained if we never sent any more coordination requests
associated with r to any planner. We can calculate this attribute using Algorithm 4.1
with input request r, all xrl = 0, and replacing Ps to be Ps ≡ 0 before calculating
q(r, l, xrl = 0).
4. Current Planner Value: This attribute is calculated as
v(r, l)×
[
1−
∏
t∈Srl
(1− Pa(r, l, t)× Pc(r, l, t))
]
.
This is the expected value of all accepted assignments of request r to planner l dur-
ing past execution periods for which we do not yet have completion information
(Pa(r, l, t) ≡ 1 for accepted requests and non-informative planners). For our analy-
sis, this value will always be either zero if r has never been sent to l, or the expected
value for (r, l) during the period immediately prior to t. This is because we assume
that all planners give completion information immediately following the end of their
execution periods, which, when combined with the fact that a user request r is removed
from the queue when any single coordination request associated with r is completed,
implies that we can have at most one single assignment of (r, l) that is open without
completion information.
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5. Nonlinear Extensions: We also include the square-root and squared values of each
of these attributes to give the regression more modeling flexibility (for a total of 12
attributes). We do not need to worry about the correlations introduced by adding these
attributes as we are only looking to improve predictive capability of the regression
output, and the proper prior parameter distribution ensures that highly correlated
attributes do not make the problem unstable.
Using these attributes, the linear programming based prior distributions were constructed
as follows. We began by generating 200 random attribute vectors, each of which would be
utilized in a separate belief statement as required in Section 5.3.3.2. However, since we do
not have any strong apriori beliefs specific to individual attributes about the probability
that a request would be sent, each of the belief statements is given the same values f =
0.2, a = 0.1, b = 0.8, c = 0.9. These values represent our apriori belief that significantly
less than half of the request-planner pairings will be sent, but at the same time the value of
f = 0.2 can adapt to values closer to 0 or 0.5 easily. The values of our interval [a, b] and our
confidence c are intentionally set so that our interval of possibilities is wide since we are not
sure exactly where this probability lies but are confident that it is not too extreme.
5.3.5.2 Probability of Request Acceptance by Planner
Different planners may have very different planning processes. As a result, separate planners
most likely do not value attributes in the same way. For example, two satellites on separate
planners may be designed quite differently. The first satellite may have a very limited
capacity for servicing requests due to limited on-board memory, whereas the second satellite
may not have this problem. The planner for the first satellite may place more weight on
the type of request in this case in order to complete those requests that most align with its
objectives, whereas the planner for the second satellite may place more weight on having a
small viewing angle away from nadir in order to service as many requests as possible. In
order to control for effects such as these, we run a separate BLR for each planner to estimate
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the probability that a coordination request would be accepted given that it was sent to the
planner. Some of the attributes are specific to the type of assets on the planners and as
such are labeled either “UAV Planners Only” or “Satellite Planners Only.” Otherwise, the
attributes apply to all planners, and are designed to quantify real-world trade-offs that must
be considered for a pairing (r, l) during execution period t. We note that these estimates
only apply to informative planners as non-informative planners do not tell the CP when they
accept or reject a request.
1. Normalized Great-Circle Distance (UAV Planners Only): This attribute rep-
resents how far away a request is from the UAV home base as a percent of the maximum
range of all UAVs operating on the planner. To calculate this attribute, we first cal-
culate the great-circle distance DistGC between the UAV home base and the request
location using the algorithm described in [21, 20, 2]. We then divide this quantity by
the maximum range maxRange of all UAVs on the planner, which is calculated as
the product of the maximum UAV speed and the UAV endurance, converting units as
necessary so that the final attribute quantity is dimensionless. Thus, the value of this
attribute is
normGCD =
DistGC
maxRange
.
For our analysis, each planner has the same specifications for its UAVs. We include
this attribute because it should be more difficult to find UAV routes for locations far
from the home base.
2. Normalized Viewing Angle (Satellite Planners Only): This attribute represents
the mean viewing angle, in radians, required for the satellite on planner l to service
request r during execution period t. It is calculated by using J2 secular theory to
propagate the satellite orbit over the length of the execution period in time steps of 60
seconds [2]. At each time step, if the request is feasible on the satellite, we calculate
the absolute value of the viewing angle away from nadir that would be required to
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service the request using the Earth Centered-Earth Fixed (ECEF) coordinates of the
satellite and the request. We then find the mean of all such feasible angles, which yields
the value of this attribute normV iewAngle. We include this as an attribute because
algorithms for taskable satellites must design their mission plans to include the time
required to rotate a satellite sensor.
3. Request Observation Duration as a Fraction of Feasible Time: This attribute
is the observation duration Durationr required for request r divided by the total time
Tfeas that the request would be feasible during the execution period t of planner l,
giving a value of
durFrac =
Durationr
Tfeas
.
The amount of time feasible is defined to be the total length of time that the opportu-
nity finder determines r would be feasible on l during execution period t. We include
this as an attribute because if the request observation duration is a high percentage of
the time that the request is feasible, there is little flexibility for the planner to fit the
request into its schedule, thus decreasing the probability that it will be accepted.
4. Infeasible Time as a Fraction of Execution Period Length: This attribute is
the amount of time that the request is not feasible Tinfeas during execution period t,
divided by the length Tlength of execution period t on planner l. Thus, the value of this
attribute is
infeasFrac =
Tinfeas
Tlength
=
Tlength − Tfeas
Tlength
= 1− Tfeas
Tlength
where Tfeas is the length of time that the request is feasible during execution period t,
which is calculated in the same manner as for the previous attribute. The execution
period length Tlength is assumed to be known for each planner. This attribute is selected
as it provides a measure of the flexibility that the planner has for scheduling this
request—a higher value means less flexibility and hence a higher chance of rejection.
We choose to use time infeasible rather than time feasible for this attribute so that all
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three attributes have similar directional effects on the acceptance probability. In other
words, we have designed the model in such a way that we expect an increase in any of
the aforementioned attributes to decrease the acceptance probability, and a decrease
in any attribute to increase the acceptance probability.
5. Nonlinear Extensions: As we did when estimating the probability that a request
would be sent, we include the squares and square-roots of the above four attributes to
give the regression more flexibility.
6. Target Types: Since various assets might favor certain target types over others,
or may fail more often when trying to complete requests with certain target types,
it may be useful to include binary indicator variables for any target types considered.
However, for our analysis, this attribute was assumed to be irrelevant in the simulation
and therefore was not used.
Using these attributes, the linear programming based prior distributions were constructed as
follows. We began by generating 200 random attribute vectors, each of which would be uti-
lized in a separate belief statement as required in Section 5.3.3.2. For each of these attribute
vectors, we created our belief statement quantities to reflect the idea that larger values of
normGCD, normV iewAngle, durFrac, and infeasFrac should decrease the probability
of acceptance. However, since it is not known how much of an effect these attributes will
have, the values for f need to remain relatively similar, and likely at or below 0.5 since most
requests will not be accepted. To reflect these beliefs, first the quantity score = normGCD+
durFrac+ infeasFrac or score = (2/pi)normV iewAngle+durFrac+ infeasFrac was cal-
culated for UAV planners or satellite planners, respectively. The value f was set so that
if score > 0.75, then f = 0.3; if 0.25 < score ≤ 0.75, then f = 0.4, otherwise f = 0.5.
The interval [a, b] was set to be relatively wide with a low confidence c = 0.5 in order to
reflect the fact that our estimate is very imprecise, setting a = f
2
and b = 1+f
2
, which are
the midpoints between 0 to f , and f to 1 for a or b, respectively. We assume that we do
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not have prior knowledge of which target types are preferred by each planner, so we do not
differentiate our prior beliefs by target type.
5.3.5.3 Probability of Request Completion by Planner
We also run a separate BLR for each planner l to estimate the probability that a coordination
request would be completed, given that it was sent by the CP and accepted by l. Separate
regressions are run for each planner for similar reasons identified in the previous section
(different planners may have different probabilities of being down for maintenance, cloud
cover may be different in their respective geographical regions, etc.). We utilize the same set
of attributes for these regressions that we used for estimating the probability of acceptance
as they still provide a decent representation of the characteristics of pairings.
The linear programming based prior distributions, though, were constructed using differ-
ent beliefs than those used for the the estimation of acceptance probability as being accepted
implies a high chance of completion. Specifically, we kept the same process to generate the
prior distributions, except that we changed the values of f that we used. We still wanted
our belief statement quantities to reflect the idea that probabilities should have similar
quantities, with larger values of normGCD, normV iewAngle, durFrac, and infeasFrac
decreasing the probability of acceptance. The value f was set so that if score > 0.75, then
f = 0.8; if 0.25 < score ≤ 0.75, then f = 0.9, otherwise f = 0.95 (where score was calculated
in the same way as for the probability of acceptance). This scheme reflects the idea that once
a request has been accepted, it has a very high chance of being completed. If the planner
was not informative, then the value f was set so that if score > 0.75, then f = 0.8× 0.3; if
0.25 < score ≤ 0.75, then f = 0.9 × 0.4, otherwise f = 0.95 × 0.5—simply a merger of the
acceptance and completion probabilities for informative planners via the multiplication rule
for probabilities. The values of a, b, c were calculated using the same process as used for
constructing acceptance priors.
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5.4 Discussion
5.4.1 Empirical Performance
Prior to implementing these estimation methods in practice, it is important to gain some
insight into their behaviors. The BLR method takes advantage of problem-specific informa-
tion in the form of prior beliefs and observation attributes, whereas the BCF method inputs
very little problem-specific information. As such, it is important to understand the relative
performances of these two methods when the prior beliefs are accurate/inaccurate, as well
as when the observation attributes are relevant/irrelevant. Figure 5-1 summarizes the per-
formance of the methods for a scenario in which the prior belief statements were accurate,
and Figure 5-2 summarizes the performance in a different scenario where the prior belief
statements were inaccurate. Both scenarios were simulated using four different observation
attributes in the interval [0, 1] in addition to the constant attribute, with Bernoulli outcomes
being drawn randomly from a conditional likelihood distribution p(y|x) defined by these
attributes. After 10, 25, 50, 100, and 200 observations were obtained, both methods were
used to estimate P (y = 1|x) for 10,000 initializations x distributed uniformly in the space of
possible attributes. The root mean square error (RMSE) of these estimates as compared to
the actual probabilities from the likelihood model p(y|x) is plotted on the vertical axis of the
figures. The figures show results compared to the RMSE obtained by estimating P (y = 1|x)
to be the “benchmark” unconditional probability P (y = 1), obtained by simulation using the
conditional likelihood distribution p(y|x), for all x.
The left side of each figure shows the error in a situation where p(y|x) has a high de-
pendence on the attributes x, while the right shows a situation where the likelihood p(y|x)
has a very small dependence on x. These figures suggest that the BLR has the best long-
run performance, regardless of the scenario. However, because the prior distributions were
purposefully constructed to have high variability, they conform to the data very quickly.
Thus, when the number of observations is small, the extra complexity of the BLR can cause
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error due to overfitting. While this issue could be addressed by creating stronger confidence
statements in the construction of the prior, this approach is not recommended if the beliefs
are weak. The extra error causes the simple BCF model to outperform BLR when attributes
are not as relevant and the number of observations is small. The prior beliefs also affect
the initial errors, but are quickly overcome by the data as the confidence statements used in
constructing these priors were weak.
50 100 150 200
0.
02
5
0.
03
0
0.
03
5
0.
04
0
0.
04
5
0.
05
0
Number of Observations
RM
SE
Low Dependence on Attributes
50 100 150 200
0.
05
0.
10
0.
15
0.
20
Number of Observations
RM
SE
High Dependence on Attributes
BLR BCF Benchmark
Figure 5-1: Performance Using Accurate Belief Statements
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5.4.2 General Comparisons
Both of the methods described in this chapter have their relative merits for estimating
probabilities. The main benefits of using the BCF model involve its simplicity. In this
model, very little data is needed before the posterior converges, as shown in Figures 5-1
and 5-2. The posterior MAP estimates are also very easy to obtain as they exist in closed
form. Since the prior is a beta distribution, it is very easy to mold it to reflect beliefs about
the probabilities. One of the biggest advantages of this method is in coordinated planning
scenarios where certain types of request specifications are encountered more frequently than
others. In this case, attribute-based methods can have added error due to the lack of rare
observations, which is not an issue for the BCF model as no distinctions are made between
requests or execution periods. Attribute-based methods can also be more prone to overfitting
and therefore tend to have higher errors in small datasets, which is especially a problem when
the attributes that are recorded do not have much relevance to the actual probabilities.
However, the simplicity of the BCF model also has the potential to create poor performance.
By neglecting to differentiate between request types, the BCF model will not be able to
determine if certain request specifications are more favorable to planners than others, which
may be quite valuable.
In contrast, the BLR model adds complexity that has the ability to recognize such pat-
terns in the specifications of requests that are favored by planners. This is especially true
if highly relevant, specialized attributes are available with a large dataset. While the prior
distribution provides some protection against overfitting to small datasets and lack of obser-
vations with rare attributes, the method is still susceptible to such errors as seen by the error
spikes in the small datasets in Figures 5-1 and 5-2. This problem is especially amplified when
predicting the acceptance and completion probability estimators Pa and Pc, respectively, as
there will necessarily be much fewer of these observations due to the fact that requests must
first be sent before being accepted or completed. Further, requests that are rarely sent may
not be represented very well in the acceptance and completion datasets, which could be an
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issue. Despite these difficulties, this method can still work very well in some situations, and
as will be seen in Chapter 6, adds tremendous value to predicting Ps as opposed to the BCF
model.
One final consideration when choosing which method to use involves non-stationarity in
the system. It is possible, and even likely, that some periods of time will be more saturated
by requests with open time windows and other periods of time. In these situations, the
requests that are open during peak demand times will necessarily have a lower probability
of being sent to a given planner. If the fluctuations in the demand are high enough or the
time scale over which the demand fluctuates is long enough to collect sufficient data at each
demand level, the probability estimation methods should be able to adapt to this system.
Even when these situations do not exist, it can be useful to have estimation methods that
adapt over time so that some of the initial data points that are collected before the system
reaches a steady-state do not play as large of a factor in the estimation. To address this
issue, two additional parameters were introduced into each dataset: minObservations and
numObservations. The first of these, minObservations, gives the minimum number of
observations that a dataset must have before being used for probability estimation. Any
fewer observations and the prior distribution will be used to make the estimates. The second
parameter, numObservations, specifies the number of data points to maintain over time. For
example, suppose that minObservations = 10 and numObservations = 300 for the dataset
SentData(l) when used in a BCF model. Then before 10 observations of potential pairings
being sent/not sent are observed, θˆMAP is set completely from the prior distribution. Once
at least 10 observations exist, θˆMAP is estimated using Bayes’ rule to obtain the posterior.
Once the 300th observation is obtained, every time a new observation enters the system, the
oldest one exits.
This method has two major benefits: it adapts to non-stationary systems, and it always
insures that prior beliefs provide some regularization in the estimates. The difficulty with
using this method, though, is that there is a tension between having enough data points to
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overcome random error and maintaining few enough data points that the system can adapt
to non-stationarity. For the BCF model this is not a difficult task as very little data is
needed to be confident that the estimates are good. This can be more challenging for the
BLR where a few hundred observations need to be kept to have confidence that random error
is not having a significant effect. In fact, if more than a few attributes are used, the value
of numObservations would need to be increased unless the prior beliefs were very accurate.
5.4.3 Implementation in the Coordinated Planning Problem
The comparisons between the BCF model and the BLR model present a difficult choice for
implementation. Taking into account their relative strengths and weaknesses, three methods
were considered for how to implement them in practice.
1. Estimates via BLR Model where all of the probabilities were estimated using the
BLR technique.
2. Estimates via BCF Model where all of the probabilities were estimated using the
BCF model.
3. Mixed estimates where the probability estimator Ps was determined using BLR, and
Pa and Pc were determined using the BCF model. This partition was chosen for the
mixed estimates since much more sent data exists than accepted or completed data,
and the attributes of requests entering the queue for sending are not affected by the
decisions of the CP. In contrast, the attributes of the requests entering the individual
planner queues are affected by such decisions.
4. Mixed estimates followed by solely using BLR where the mixed method is used
until sufficient data is collected for the estimators Pa and Pc to be determined using
logistic regression, and the time scale of non-stationarity is long enough to maintain
sufficient data. In this case, “sufficient data” must include observations of rare events as
well, which may take a long time and would require research into how much data must
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initially be obtained. For this reason, analysis of this method is left to future research
as it is beyond the scope of this thesis, but it should be noted that this method has
the potential to combine the benefits of both estimation techniques while minimizing
the costs.
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Chapter 6
Analysis and Results
Having developed a collection of mathematical tools to address the Coordinated Planning
Problem, we turn our attention to analyzing the performance of our methods. To this
end, we address four major issues. The first issue involves assessing the tractability of the
mathematical programming formulation presented in Chapter 4. We address this item in
Section 6.1, examining the computational limits of the formulation and how that relates to
realistically sized problems. The remaining three issues all involve investigating how our
newly developed mathematical tools should behave in reality. In their current form, the
methods that have been developed can be applied quite broadly. As such, we develop a few
scenarios in Section 6.2 for experimentation. The remaining sections address the following
three hypotheses:
1. The coordinated planning methods described in this paper, including the math pro-
gram, probability estimation, and attribute selections, can provide a significant increase
in the total value of serviced requests over stovepiped operations.
2. Estimating probabilities using the methods of Chapter 5 can provide a significant
increase in the total value of all serviced requests over myopic planning methods.
3. Our mathematical programming formulation can provide a significant increase in the
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total value of serviced requests over stovepiped operations even if errors exist in prob-
ability estimation.
6.1 Tractability Analysis
As mentioned in Section 4.2.3.4, the mathematical programming formulation (4.11) has the
issue that the number of decision variables can potentially grow very quickly at a rate of
O
(
|R| |L|Nmax
)
for a fixed value of Nmax if every request is feasible on every planner. We
also mentioned that practically sized problems will generally have less than 20 planners and
1000 requests at any iteration, for which the exact solution to this integer program can be
found efficiently using the built-in branch-and-bound techniques of the solver CPLEX [25].
We now explicitly examine the computational time required to solve various problem sizes.
6.1.1 Design
At any given planning iteration, the size of the mathematical programming formulation
grows most significantly in three quantities: the maximum number of times a request is
allowed to be sent Nmax, the number of requests in queue at a given iteration |R|, and the
number of planners in the coordinated planning system |L|. We note that a fourth potential
quantity influencing the size of the problem is the mean number of planners upon which each
request is feasible. However, this is highly dependent upon the requests in queue at a given
iteration, so for our tractability analysis we examine the “worst-case” scenario where every
request in queue is feasible on every planner. We construct problems such that 10% of the
requests are related requests. However, to simplify analysis, all related request sets contain
exactly two requests, representing the common simultaneous collections mentioned in Section
3.1.1, while also introducing a necessary element of computational complexity inherent to
related requests. Each planner was assumed to have a capacity of ceiling
(
1.25× |R||L|
)
and
reservation fee uniformly selected from the interval [0, 10] cost units, with total budget of
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5× |R| cost units. We choose these values as they allow the possibility for every request to
be sent while also adequately constraining the system.
For a given value of Nmax, |R|, and |L|, we created test problems where each request-
planner pair (r, l) was given a value vrl, probabilities q(r, l, 0) and q(r, l, 1) defined in Section
4.2.3.2. Each vrl was selected uniformly on the interval [0, 10], each q(r, l, 0) was selected
uniformly on [0, 1], and each q(r, l, 1) was selected uniformly on the interval [0, q(r, l, 0)] since
q(r, l, 1) ≤ q(r, l, 0) must hold.
Under this design, 10 test problems were created for various values of Nmax, |R|, and
|L|. These problems were solved using both the full and heuristic formulations with the
CPLEX libraries for Java and an Intel Core i5 processor [25]. Since coordinated planning
will be performed in real time, the amount of computation time was limited to 120 seconds
for each formulation to find a solution. If CPLEX could not prove optimality of a solution
in this amount of time, the problem was terminated and all remaining problems of that size
were skipped. After this, all problems were solved again with a timeout limit of 20 seconds,
and an overall timeout limit of 120 seconds for the combined construction and solution
of the optimization problem. This 120 second limit was still necessary because the time
required to set up the constraint matrix for the composite formulation is not trivial. For
example, with Nmax = 3 and |L| = 100, there are 166,751 possible composite variables per
request. Since construction of each composite variable requires long strings of multiplication,
addition of stored probabilities, and construction of many constraints through various loops,
this process can be computationally intensive. If CPLEX could completely construct the
constraint matrix within 120 seconds but could not prove optimality in that time, the upper
bound for the optimality gap produced was recorded at the end of the run. Appendix E lists
the mean runtimes for a cross-section of the results obtained, mean runtimes for provably
optimal solutions across all 10 test problems, as well as their optimality gap bounds. The
results are described in the next section.
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6.1.2 Results
Figure 6-1 shows representative plots for the behavior of the formulations in situations where
CPLEX proved optimality. The top row of plots holds the number of planners constant at 30
and shows runtime results for Nmax = 1 and Nmax = 2 against the number of requests used.
The bottom row of plots holds the number of requests constant at 250 and shows runtime
results for Nmax = 1 and Nmax = 2 against the number of planners used. All test problems
were solved to optimality for these plots within the 120 second time limit. For the situations
analyzed, it is clear that the full formulation is slower than the heuristic formulation. For
Nmax > 1, the full formulation becomes intractable much more quickly than the heuristic
formulation, breaking the two minute barrier at smaller numbers of planners and requests.
This can be seen in Figure 6-1 by the exponential shape of the black lines on the plots for
Nmax = 2. In contrast, the time required to solve the heuristic formulation increases in a
much more linear fashion for the test samples. This is likely due to the Heuristic formulation
having much stronger linear programming relaxations, which would increase efficiency in the
branch-and-bound algorithm used by CPLEX.
Interestingly, there were a few cases where CPLEX could not prove optimality of the
heuristic solutions. However, the solutions found generally had upper bounds for their op-
timality gaps with order of magnitude around 10−4 found within 20 seconds (see Appendix
E). These small gaps suggest that the solutions obtained are likely optimal, but CPLEX
could not prove optimality efficiently. Even if they were not optimal, the gap is so small
that it would be negligible in a real-world application. Unfortunately, due to the inefficiency
of the composite construction phase, the full formulation is still intractable for some of the
situations considered, even with the timeout limit. From these results, it can be seen that
the full formulation is tractable for most real-world situations, but even if it is not, limiting
the solution time or solving the heuristic formulation should give good results.
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6.2 Experimental Setup
Before implementing the mathematical models that we have developed within an actual
coordination system, we must understand the behavior and performance of our tools. In
particular, we need to know if our methods actually provide any improvement over the
current methods, and if so, how much improvement is provided. In addition, we would
like to evaluate the sensitivity of the model to errors in the inputs. The next few sections
summarize experiments and results for a few coordinated planning scenarios in an effort to
address these issues.
6.2.1 Coordination System Framework
The experimental scenarios developed in this chapter are motivated by potential instanti-
ations of the framework discussed in Section 2.3.2 where we are trying to coordinate the
mission scheduling of a few UAV and satellite planners. Each scenario contains two UAV
planners and six satellite planners. In addition, we assume that each satellite planner has
exactly one satellite asset. All planners have capacity constraints, some more than others,
and reservation fees vary. The overall design simulates the realistic actuality that a low
percentage of requests sent to any given planner are completed.
For most of the tests, the planners are assumed to be non-informative. A few runs are
performed with informative planners to give a glimpse of the value of acceptance information,
although an in-depth experiment showing the relative merits of informative versus non-
informative planners is beyond the scope of this thesis and as such is left to future research.
To simulate the fact that real-world responses are not obtained immediately, it is assumed
throughout the analysis that if a planner is informative, it waits until the end of a given
planning period to inform the CP of which requests were accepted or rejected for that
planning period. Further, all planners send a report to the CP at the end of their respective
execution periods detailing which coordination requests were just completed or failed. The
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CP iteration length is set to be 0.5 hour, and all individual planners have planning periods
that are longer than 0.5 hour. This is realistic because planning is often done on the order
of many hours or a few days, and the half-hour periodic interval would facilitate easier
implementation in a real-world situation.
Each scenario performs planning for 1000 requests with Nmax = 3, 10 target types, and
10 sensor types, where each target-to-sensor pair has a unique observation quality chosen
uniformly on the interval [0, 1]. The number of sensors on assets for any given planner was
chosen uniformly on the set {1, 2, 3}, and each sensor was chosen uniformly across the set
of all 10 sensors. Once the planners were instantiated, they were not changed for any of
the trials. This setup simulates the concept that a real-world system can have many target
types and sensor types, with planners that have multiple sensors.
Each request was given a single target type selected uniformly from all possibilities, as
well as a priority drawn uniformly on the interval [0, 1]. The latitude of the request was
chosen uniformly on the interval [35◦, 45◦] and the longitude on the interval [−120◦,−105◦]
(this represents a region in the Western United States). The altitude was chosen to have a
50% chance of being at ground level, and a 50% chance of being above ground. Given that the
altitude was above ground, it was selected uniformly on the interval [0, 4] kilometers above
ground level. For simplicity, when performing satellite feasibility calculations, we assume
that “ground level” meant zero feet above the reference ellipsoid for Earth, which makes
little difference as we will only have an error on the order of a few kilometers. The minimum
observation duration length for each request was selected on the interval [0.017, 0.17] hours
(approximately 1 to 10 minutes) as this represents a realistic set of possible duration lengths.
In order to simplify analysis, no related requests were included in these scenarios. This is
implemented as a control to ensure that testing of the formulation is not influenced by
the existence of special scenarios. Empirical studies of related requests are left to further
research if necessary. The value vrl of all feasible request-planner pairs was determined using
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the equation
vrl = 10 (0.5× priority + 0.3× qualObservationrl + 0.2× relatedr)
where priorityr, qualObservationrl, and relatedr are defined in Table 4.6, except that
qualObservationrl was calculated using the mean of all observation qualities for sensors
on planner l pairing with the target type of r. Note that the value for relatedr will always
be zero in this scenario—this quantity is left in the value function with a positive weight to
facilitate accurate comparison with potential future empirical studies about related requests.
Any requests not completed by the end of the scenario or by the end of their respective time
windows were considered failed and therefore did not contribute to the total value obtained.
6.2.2 Comparison of Methods
Using the experimental setup of Section 6.2, four different scenarios were designed. The
horizon length of all scenarios was 36 hours to simulate 1.5 days of planning. The next
few paragraphs explain these scenarios, followed by an experimental design used to test the
performance of the methods against certain benchmarks, and a discussion of the results.
6.2.2.1 Scenario 1
This scenario was designed to represent a situation in which the full formulation (4.11)
and probability estimator developed in this thesis should perform very well as compared to
myopic optimization benchmarks. The time windows of the requests had a wide variability—
being drawn uniformly from 0 to 32 hours. The purpose of this was to create a situation
in which a myopic formulation should not be optimal. To accommodate this variability,
request startTW values were drawn uniformly on the interval 0 to 4 hours after the start of
the scenario. The probabilities of acceptance for the planners were all designed to be highly
related to the attribute infeasFrac (which was the only attribute used in the BLR models),
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and all planners were informative.
6.2.2.2 Scenario 2
The second scenario was designed to be exactly the same as the first, except that all of the
planners were non-informative. By comparing the results with the first scenario, a sense of the
value gained by receiving acceptance information can be obtained. However, it is important
to caveat the results with the fact that this is a very isolated test which incorporates many
assumptions, as described in Section 6.2.1. Therefore, examination of the results of this
comparison should not be taken to represent the exact quantity of improvement that would
be achieved in a real situation.
6.2.2.3 Scenario 3
The third scenario was designed to represent a practical, real-world situation. In this sce-
nario, the length of the request time windows varied from short to long, with values for
startTW spread throughout the scenario. Specifically, the lengths of the time windows were
drawn uniformly on the interval [0, 15] hours, with startTW being drawn uniformly from 0
to 24 hours after the start of the scenario. None of the planners were informative in this
situation. In addition, acceptance/completion of requests was decided using realistic plan-
ner simulations that incorporated the total capacity of the planners during their execution
periods, the number of requests actually sent to the planners for each execution period, the
saturation of the planners from outside requests, various levels of difficulty implied by the
attributes of the request, and random effects. The attributes used for the BLR models were
constructed as described in Section 5.3.5.
6.2.2.4 Scenario 4
The final scenario was designed to represent a situation where the marginal benefit of using
the stochastic methods over myopic methods should be small. By design, myopic methods
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are not forward looking, so they tend to work best in situations where the future has little
effect on present decisions. To simulate this idea, all of the requests in this scenario were
given shorter time windows drawn uniformly on the interval [0, 2] hours, implying that mu-
tually exclusive intervals of time have very few of the same feasible requests; in fact any two
time intervals separated by more than two hours would be guaranteed to not have any of
the same feasible requests. The start of the time windows startTW was drawn uniformly
between 0 and 34 hours after the start of the scenario. The realistic simulation for accep-
tance/completion used in scenario 3 was again included for this scenario, with the alteration
that the attributes of Section 5.3.5 had absolutely no effect on the acceptance/completion
of requests.
6.2.2.5 Design
A total of 30 sets of 1000 requests were generated according to the specifications outlined
in each of the four scenarios, for a total of 120 request sets. The possibility that some
planners may be saturated with requests from sources external to the CP was simulated by
decreasing the percent of coordination requests completed by some of the planners. Within
a given scenario, the simulations of the planners remained the same for all 30 request sets.
Each request set was planned over the full horizon using nine different planning meth-
ods. The three methods implemented the full formulation (4.11) with each of the first three
probability estimation methods explained in Section 5.4.3. The next three methods repeated
these tests for the heuristic formulation (4.14). The seventh method implemented coordi-
nated planning via the full formulation without probability estimation by setting Ps ≡ 0,
Pa ≡ 1, and Pc ≡ 1, representing the results that would be obtained by optimizing with
a myopic policy that ignores stochasticity. The eighth method implemented coordinated
planning using the myopic optimization formulation (4.12) that was used to motivate the
heuristic formulation (4.14), which ignores both stochasticity and nonlinear effects. The final
method did not use any coordinated planning but simply simulated the results that would
114
be obtained by using the current stovepiped operations. These last three methods served as
benchmarks for comparison with the first six methods.
The general probability estimation techniques in Chapter 5 were tailored for specific appli-
cation to this experiment. The parameterminObservations satisfiedminObservations = 10
for any of the BCF models, minObservations = 100 for the BLR models pertaining to Pa
and Pc, and minObservations = 200 for the BLRs pertaining to Ps. These values were cho-
sen as they allowed for the methods to overcome the data errors evident in small datasets.
The BCF model had the smallest value of minObservations due to its quick convergence.
The BLR model for Ps was given a larger threshold than for Pa and Pc because the beliefs
used for Ps were given a lower level of confidence and therefore higher susceptibility to data
error. Similarly, numObservations = 300 for all of the estimation methods because this was
large enough to overcome excessive data error while also being small enough to adapt to any
non-stationarity in the time windows of the requests, which existed toward the end of each
scenario when requests began to expire without being replaced by new requests.
6.2.2.6 Results
The purpose of this experiment was to test the following two hypotheses presented at the
beginning of the chapter:
1. The coordinated planning methods described in this paper, including the math pro-
gram, probability estimation, and attribute selections, can provide a significant increase in
the total value of serviced requests over stovepiped operations.
2. Estimating probabilities using the methods of Chapter 5 can provide a significant
increase in the total value of all serviced requests over myopic planning methods.
The first of these hypotheses is addressed in Figure 6-2, which shows the mean values
obtained within each of the four scenarios when running the planning horizon separately
for each of the 30 request test sets. The three methods shown in this bar chart include
the full formulation using BLR for all estimations, the Heuristic formulation using BLR
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for all estimations, and the current stovepiped operations. In every single scenario, the
stovepiped operations produced values that were much lower than those produced by any
of the forms of coordinated planning. In fact, some of the values shown in Figure 6-2 for
coordinated planning are more than double the associated values for the stovepiped methods.
In addition, the full formulation has the ability to exploit probabilistic information much
more easily than the heuristic as seen by the large differences in the results for scenarios
1 and 2 (full yields 21.1% and 17.7% more value than heuristic). The difference is smaller
for scenarios 3 and 4, with the full formulation yielding 11.4% and 6.2% improvements over
the heuristic formulation, respectively, although still quite significant in a sample of size 30.
Thus, the coordinated planning methods described in this paper can certainly provide a large
increase in value over the current stovepiped operations, especially in a situation where the
full formulation is tractable.
It is interesting that the total values obtained between scenarios 1 and 2 are quite similar
for both formulations—in fact, scenario 2 produced better average results than scenario 1 for
the heuristic formulation—which suggests that, at least in the most optimistic situations, an
informative planner that communicates with the CP as late as possible is not much better
than a non-informative planner. However, it is important to caveat this observation with
the fact that the difference between informative and non-informative planners may be more
pronounced if non-informative planners fail to return completion/failure data in a timely
manner.
The second hypothesis is addressed in Figure 6-3 in which the three methods of probabil-
ity estimation described in Section 5.4.3 are compared against the myopic implementations
created by setting Ps ≡ 0, Pa ≡ 1, and Pc ≡ 1. The comparisons are controlled by formula-
tion to see if the results are different between the full and heuristic integer programs. The
vertical axes of the plots in Figure 6-3 show the percent increase over the myopic benchmark
in each of the scenarios that was obtained by using the indicated method for probability
estimation (as such the myopic benchmark is simply the horizontal axis because it has zero
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benefit over itself). It is clear from this figure that the probability estimation provided a
large amount of benefit regardless of formulation, suggesting that the probability estima-
tion procedures have the ability to reduce uncertainty in the optimization. However, the
pessimistic scenario 4 produced some difficulties for the estimation procedure. The full for-
mulation was still able to do as well or better than the myopic benchmark for this scenario,
but the heuristic did slightly worse. This is an important piece of information as it sug-
gests that using probability estimation with the full formulation tends to outperform myopic
methods even in the worst situations; similarly, the heuristic formulation should outperform
its myopic benchmark in the majority of potential scenarios.
The BLR estimation procedure worked very well in both cases. However, it seems that
the mixed BLR and BCF techniques of Section 5.4.3 are the most robust to scenario changes
for the full formulation, outperforming the estimations that solely use BLR techniques in all
but scenario 1 (which was purposefully tailored to the strengths of BLR). This makes sense
as the acceptance and completion data are highly dependent on the decisions of the CP, so a
simple estimation technique for these probabilities can reduce error. It is significant, though,
that solely using the simple BCF estimation methods tends to do worse than either of the
other two estimation procedures, although it is still better than the myopic benchmarks.
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This suggests that BLR models should be used to determine the probability estimator Ps in
any situation.
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The final comparison performed was between the myopic implementations of the full and
heuristic formulations to see the differences in the absence of probability estimation. Figure
6-4 displays these results, which show that the myopic benchmark for the full formulation
is clearly higher than the myopic benchmark for the heuristic formulation in all scenarios,
implying that there is value to be obtained if the full formulation is in a tractable situation.
This result also suggests that intelligently reducing the space of composite variables to expand
the tractability of the full formulation could be valuable in the future.
In general, the results of the experiments imply that both the estimation procedure and
the design of the formulations provided essential contributions to the increased performance
of the stochastic methods over the myopic and stovepiped methods. However, probability
estimation should never be implemented without careful consideration of the model being
used. As with any machine learning based method, improper application may yield poor
results. Thus, the models should aim to include as few attributes as possible to describe the
system while still giving accurate predictions, even when data is scarce.
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6.2.3 Sensitivity
The purpose of this section is to test the hypothesis that the mathematical programming
formulations presented in Chapter 4 can provide a significant improvement over stovepiped
operations even if errors exist in probability estimation. This is useful if the algorithm for
probability estimation is changed in the future, or if we are worried that the probabilities of
our system may be hard to estimate.
6.2.3.1 Design
Perfect quantification of the errors inherent to a coordinated planning scenario is impossible;
endless numbers of potential use-case scenarios could be conceived, each having unknown
“true” probabilities. In light of this fact, the goal for the sensitivity analysis was to examine
the behavior of the coordination planning formulations in a single theoretical situation where
all of the assumptions of the model are met, and “true” acceptance and completion probabili-
ties exist. To this end, 30 sets of 1000 requests were generated according to the specifications
of scenario 3 in Section 6.2.2.3 for a 36-hour horizon with the CP iteration length set at 0.5
hour for each test case, although all test runs assumed informative planners (which return
information immediately prior to the appropriate execution periods). However, instead of
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simulating the output of the individual planning algorithms as we did in the previous experi-
ment, we assigned each request-planner pairing a probability of being accepted or completed
for each feasible execution period. The acceptance probability was drawn from a beta distri-
bution with mean p¯ = 0.4 using the associated maximum sensible variance (as described in
Section 5.2.2). The completion probability was drawn from another beta distribution with
mean 0.9 using the associated maximum sensible variance, modeling the fact that completion
probability should be high since the request has already been accepted. The distribution of
acceptance probabilities and the constant completion probability were both held constant
across all test runs for each planner. These are the “true” probabilities of acceptance and
completion, from which the events of acceptance and completion of all coordination requests
were simulated. It is important to note that the results presented in the next section have
different numerical values than those seen in the previous section. This is a direct result
of the fact that probabilities were drawn from distributions which might not represent the
behaviors of the individual planning algorithms used for the previous analysis.
We note that the probability of being sent, which we denote ps for this section, is directly
dependent upon the formulation. As a result, we cannot simulate errors in the probability of
a request being sent in a future execution period of any given planner. Thus, we cannot create
a “true” probability that a coordination request associated with a request-planner pairing
will be sent. However, it is possible to run the analysis by viewing the sent probability as
a parameter that places value on future possibilities rather than a quantity that needs to
be estimated. As such, we analyze the sensitivity of the CP with the sent probability set at
the thresholds shown in Table 6.1. For each of these thresholds, we take potential request-
planner pairings and test the sensitivity of the mathematical programming formulation to
various levels of error in the estimates of the “true” probabilities that are used for simulation.
We examine a few different types of error in this analysis. The first type of error that
we examine is random noise about the true probabilities. Essentially, this tests how well our
formulation performs if the probabilities that are input to the math program are perturbed
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from the true estimates. To test random noise errors, let p represent an arbitrary probability
that must be estimated (this could be an acceptance or completion probability). To simulate
noise in our estimates, the estimate for each such probability p is drawn from the interval
[max(0, p− ε), min(1, p+ ε)] for some error level ε ∈ [0, 1].
The second type of error that we examine is error due to overly conservative or extreme
probability estimates. This type of error tends to produce probabilities that are either abnor-
mally clustered around 0.5 (which we refer to as conservative estimates), or are abnormally
pushed to the extremes of 0 or 1 (which we refer to as extreme estimates). Conservative and
extreme errors appear when estimating probabilities using various machine-learning meth-
ods [32], often requiring empirical data and some form of calibration, such as the sigmoid
training method presented in [33]. Thus, it is important to determine the performance of our
formulation when introduced to error of this type. To simulate this behavior, we construct
the estimates as follows. We first perturb each true probability p using the random noise
simulation to obtain a new estimate p˜ drawn uniformly on [max(0, p− ε), min(1, p+ ε)] for
some error level ε ∈ [0, 1]. We then take the new estimates p˜ and create a final estimate pˆ
that solves pˆ
1−pˆ =
(
p˜
1−p˜
)δ
for some δ > 0, so that the final estimate is
pˆ =
p˜δ
(1− p˜)δ + p˜δ . (6.1)
Using this transformation, any value of 0 < δ < 1 pushes the estimates pˆ closer to 0.5, and
any value of δ > 1 pushes the estimates pˆ closer to the extremes 0 and 1 (δ = 1 does not
change the estimate). The final values pˆ are then given to the math program for use in
the trial runs. Conceptually, the parameter δ represents the extent to which an arbitrary
probability estimator is conservative (0 < δ < 1) or extreme (δ > 1). Figure 6-5 shows the
effect the mapping 6.1 from p˜ to pˆ for a few values of δ.
Under this design, 30 test scenarios were generated. Each scenario was then run two
times for each of the 80 (ps, ε, δ) triples obtained by selecting each of ps, ε, δ from the values
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Figure 6-5: Effects of Various δ on [0, 1]
shown in Table 6.1. In the first of these two runs, the full formulation (4.11) was used
to implement coordinated planning, and in the second run the heuristic formulation (4.14)
was used for coordinated planning. Each of the test scenarios was then run two final times
using the following benchmarks for comparison. The first of these implemented coordinated
planning via the optimization formulation (4.12), referred to as the “myopic benchmark” in
the results. The second was done without using a coordinated planning method, but rather by
using the stovepiped system representing current operations, where each request was blindly
submitted to a single planner. This method was referred to as the “stovepiped benchmark”
in the results. Neither of these final two benchmark planning methods take probability
estimates into account, so there was no need to run the test scenarios for different values of
the (ps, ε, δ) triples. The total value of all completed requests was recorded for each of the
test runs. The results are described in the next section.
Parameter ps ε δ
Values 0, 0.1, 0.2, 0.3 0, 0.1, 0.2, 0.3 0.5, 0.75, 1.0, 1.33, 2.0
Table 6.1: Sensitivity Parameter Values
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6.2.3.2 Results and Analysis
The goal of the sensitivity analysis was to examine how well the full formation (4.11) worked
under different levels of error in the probability estimates. The results obtained from the
sensitivity experiment are presented in Figure 6-6, Figure 6-7, and Table 6.2. The figures
are designed to separately visualize how varying each of the parameters ps, ε, δ affects the
results.
The first part of testing the effects of error in the probability estimates examined differ-
ences in the value obtained by varying ε. Since ε models random noise, the results of this
analysis should indicate whether or not random noise in the probability estimates provides
reservations about using the full formulation for coordinated planning. The results for this
analysis are summarized in Figure 6-6, which shows the mean value obtained across all 30
test scenarios as ε increases. There are four plots, each one giving results for a constant
value of ps. In any single plot, a separate curve is given for each value of δ using one of the
four planning methods described in the previous section.
Only two of the four planning methods are shown in Figure 6-6. This is because the mean
values obtained for the stovepiped and myopic benchmarks were both much less than the
value obtained for the full and heuristic formulations under any of the situations considered
(see Table 6.2). Thus, it is clear that even with a large amount of error, incorporating
knowledge about probabilities into the coordinated planning process provides far superior
results than the current stovepiped operations or myopic CP implementations. This does not
necessarily mean that including knowledge about probabilities will always have this effect;
however the difference is large enough to conclude that coordinated planning with knowledge
about probabilities can drastically increase the total value obtained from all requests.
It is clear from Figure 6-6 that both the full formulation and the heuristic formulation
are sensitive to ε. This result seems to hold true regardless of the values for ps or δ as seen
by the fact that as ε increases, both the black lines and the red lines decrease. The plots
also show that the full formulation provided a clear benefit over the heuristic formulation.
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In fact, in many of the situations considered, the full formulation provided more than a 10%
increase in the mean value obtained across the scenarios than was obtained by the heuristic
formulation—a gain that is especially significant considering that the standard deviations
for each sample with constant (ps, ε, δ) were between 1% and 3% of the mean value obtained
for all of the planning methods (see Table 6.2).
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Figure 6-6: Sensitivity of Formulations to ε
The second part of testing examined differences in the value obtained by varying δ—
indicating whether errors due to overly conservative (δ < 1.0) or overly extreme (δ > 1.0)
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estimates should induce reservations about using the full formulation for coordinated plan-
ning. The results for this analysis are summarized in Figure 6-7, which shows the mean value
obtained across all 30 test scenarios as δ increases. There are four plots, each one giving
results for a constant value of ps. In any single plot, a separate curve is given for each value
of ε using one of the four planning methods described in the previous section. Again, the
mean values for the stovepiped and myopic benchmarks are not shown in these plots as they
are both much less than the value obtained for the full and heuristic formulations under any
of the situations considered. A few of the arcs in Figure 6-7, such as the full formulation for
some of the low values of ε and ps (not labeled on the plots), yield the least mean values for
low values of δ, increase monotonically to a maximum at δ = 1.0, and then decrease slightly
on the path to δ = 2.0. The maximum at δ = 1.0 makes intuitive sense—this is the point
where δ does not contribute any extra error into the estimates. It also makes sense that low
values of δ produce worse results than high values of δ, even for symmetric values of log(δ)
about log(1.0) = 0. This is because values of δ < 1.0, or log(δ) < 0, bring all estimates
closer to 0.5, thereby removing making it more difficult to distinguish between high and low
probabilities. In contrast, values of δ > 1.0, or log(δ) > 0, move all probabilities that are
greater than 0.5 closer to 1, and all probabilities less than 0.5 closer to 0. Thus, even though
this introduces error, it successfully separates higher probabilities from lower probabilities.
This separation works so well that many of the curves actually produce their best results
at δ = 1.33 or δ = 2.0, which is counter-intuitive considering the extra error introduced at
these values of δ. Thus, it seems more desirable to have extreme probability estimates than
to have conservative estimates. However, it is not recommended that extra error be injected
into a real-world situation to make estimates more extreme because it is not clear how much
scaling would be acceptable in practice before the estimates would become so extreme that
they would overcome the actual pairing values and reduce performance.
Figures 6-6 and 6-7 also reveal how the full and heuristic formulations perform as the
parameter ps changes, indicating whether or not the planning methods are robust to errors in
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the probability estimator Ps(r, l, t). These figures show that the full formulation is slightly
more sensitive to changes in ps than the heuristic formulation, evidenced by the larger
variability of the black lines than the red lines as ps changes. In addition, certain values of
ps seem to amplify the effects of ε and δ for both methods. In fact, the results suggest that
ps is the most significant of the three parameters as neither ε nor δ alone have nearly the
same impact of amplifying other errors. However, it is important to note that because there
are many more potential pairings than the budget and total capacities of the planners could
allow, the values returned by Ps(r, l, t) must be very low on average. Thus, considering
the range 0 to 0.3 for ps likely spans the entire range of outputs for Ps(r, l, t). This fact
suggests that errors in Ps(r, l, t) should not be of concern because all of the results for both
formulations far surpassed the values obtained by the myopic and stovepiped benchmarks.
The overall benefits of the coordinated planning methods analyzed can be seen by ex-
amining Table 6.2. Clearly both the full and heuristic formulations produced much better
results than the myopic and stovepiped benchmarks. Another positive result shown in Figure
6.2 is that at any given amount of error, both formulations are very consistent in the amount
of value that they produce, yielding sample standard deviations that are less than 3% of the
associated sample means. These low standard deviations imply that in any single real-world
scenario, a large amount of confidence can be placed that neither the full nor the heuristic
formulation will perform poorly.
Method Min Sample
Mean
Max Sample
Mean
Min Sample
Standard
Deviation
Max Sample
Standard
Deviation
Full 2482.68 2900.48 50.08 70.73
Heuristic 2245.44 2597.14 46.83 66.65
Full Myopic 1955.88 57.13
Heuristic
Myopic
1653.88 49.05
Stovepiped 1027.06 53.12
Table 6.2: Mean and Standard Deviation Comparisons
127
6.3 Conclusions
The collective results of the experiments performed support all of the hypothesis presented in
the introduction to this chapter. The tractability analysis showed that the full formulation
is efficient in many practically sized problems, with the heuristic formulation being efficient
through a much larger theoretical size that may be encountered in the future. The scenarios
considered in Section 6.2.2 provided strong evidence that the coordinated planning methods
described in this paper, including the mathematical programming formulations, probability
estimation, and attribute selections, can provide a significant improvement over stovepiped
operations. The sensitivity analysis showed that even with errors in probability estimates,
both the full and heuristic formulations should outperform current operations. In fact, the
current “stovepiped” operations performed considerably worse than coordinated planning via
either the full or heuristic formulation in all of the results.
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Chapter 7
Further Research and Conclusions
7.1 Suggestions for Future Research
The models created in this thesis provide many contributions toward finding the best solution
for coordinated planning. However, there are still many potential directions for future work.
Some of the directions that could offer immediate improvement are described in this section.
7.1.1 Expansion of Problem Scope
There are many conceivable real-world situations that could benefit from coordinated plan-
ning. However, the problem currently restricts requests and planners to satisfy the assump-
tions set forth in Chapter 3. One of the consequences of this restriction is that requests
occur only at single point targets. Part of the reason for this restriction is that realistic
planners, such as the ones presented in [10] and [13], take point targets as inputs. However,
it could be helpful to research ways to include spatial targets into the problem as well. Two
potential ways for doing this involve either developing a good user interface for the CP that
can accept spatial requests and appropriately discretize them into point targets, or devel-
oping a new opportunity finder to determine if spatial targets would be feasible on various
planners, subsequently performing the estimation of acceptance and completion probabilities
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using appropriate attributes. Another restriction of the assumptions is that only satellite
and UAV assets were considered. It is quite possible that planners within a coordinated
planning system control other types of assets as well, such as ground vehicles or unmanned
underwater vehicles. Research into the appropriate types of attributes for use in BLR models
of such situations could prove to be valuable.
Another potential extension of the problem would be to consider the possibility that
planners have unknown capacity rates. This is very possible and models the idea that some
planners might not explicitly limit the number of requests that they can receive, but in prac-
tice cannot complete more than a certain number. As a result, there is a limit on the number
of requests that should be sent by the CP, because sending too many might result in plan-
ners completing low-value requests instead of high-value requests. To combat this problem,
two methods are suggested for further research. One possibility could be to analyze data
requirements and capacities of other known planners, creating an estimate of the unknown
capacity rates. Another possibility could be to assume a Bayesian likelihood model for the
unknown capacity, updating the MAP estimate of the capacity parameter(s) as observations
are received pertaining to the number of requests completed per execution period of a given
planner. This might be too computationally intensive or undesirable to implement, in which
case a simpler model could be developed, or a guess based on simulations/prior data could
be used.
7.1.2 Mathematical Methods
Even without expanding the problem scope there are still many ways to provide new insights
into the work that has already been completed. A great deal of work has been done in this
thesis to estimate various probabilities using a BLR model. While the results suggested that
this estimation method worked quite well, it may be possible to do better. Future research
into various types of prior distributions, or even completely different models such as neural
networks or beta regression, may be of value. However, one of the major benefits of the BLR
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model in this paper was the ability to construct a Gaussian prior distribution that reflected
any beliefs. The ability to do this depended directly on the special structure and assumptions
involved in logistic regression models. Implementing an analogous Bayesian approach in a
neural network may be much more difficult (or even impossible) due to increased model
complexity. Beta regression may exhibit a similar problem as well. However, if prior beliefs
are insignificant, these may be viable options to pursue.
Since uncertainty is inherent in this problem, it may be useful to examine robust discrete
optimization approaches to finding a solution [34]. Such work might involve trying to replace
probability estimation with a robust optimization formulation. Unfortunately, taking this
approach would likely involve creating an uncertainty set for the objective function that is
dependent on the vector of decision variables for allocating requests to planners. As such,
the usual strong duality results would not apply to this situation; a specialized iterative
algorithm would likely need to be developed to solve the problem. Even if a successful
algorithm could be developed, it is not clear that the solution would do any better because
acting conservatively might not be a good approach for this problem. A second, more
practical, approach would be to use robust optimization to control the error in the probability
estimates, using an error bound derived from the posterior parameter distributions of the
BLR models. This approach certainly has the potential to provide protection against poor
estimates. However, the approach also exhibits many modeling difficulties that might be
difficult to overcome, such as highly nonlinear relationships between estimates that would
make modeling of correlations between cost function coefficients in a robust formulation very
difficult. It may be possible to construct a robust model that ignores these effects, but this
could potentially loose many of the benefits of the probability estimation. Further research
into this area is necessary to make definite conclusions.
A significant benefit could also be obtained by development of an intelligent method for
reducing the space of composite variables, which could allow the full formulation (4.11) to
be tractable in the large problems that may be experienced in the future. One potential
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method for doing this could involve designing a generalized assignment problem that selects
a subset of planners for consideration by each request, using vrl values in the objective with
no other side constraints. Such a problem could be solved efficiently, using the output to
generate the composites for the full formulation. This is just one possible suggestion, and all
results should be tested against the heuristic formulation to ensure that the model provides
extra improvement.
7.1.3 Suggestions for New Request Attributes
One of the most important items for future research involves determining which request
attributes result in the best probability estimates. Specifically, research should be done to
determine the best attributes for acceptance and completion probabilities in various types of
coordinated planning scenarios. Further research could also be done to find better attributes
for use in determining Ps; however, these attributes are much less dependent on the actual
scenario and much more dependent on the coordination planning algorithm employed. As-
suming that the algorithm does not change significantly, the attributes used for the analysis
in Chapter 6 should suffice. The attributes used to estimate probabilities of acceptance and
completion, though, depend heavily on the scenario. As such, it may be useful to analyze
which attributes work best in different scenarios. In order to facilitate this research, a few
realistic scenarios are listed here along with suggested attributes to explore.
7.1.3.1 Cloud Cover and Weather Data
Situations may exist in which cloud cover or other weather data can be easily extracted. In
this case, some of the attributes that may be useful to examine include:
• Actual cloud cover at the request target location. This would be used when recording
observations; the predicted cloud cover would be used for probability estimation.
• Actual wind speed at the request target location (for UAVs). Again, actual wind speed
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would be used when recording observations; predicted wind speed would be used for
probability estimation.
• Chance of precipitation at the request target location (for UAVs). Actual observations
for this would simply record either a 1 or 0 if there was or was not precipitation at
the target location; predicted chance of precipitation would be used for probability
estimation.
• Any other relevant weather-related issues.
7.1.3.2 Planner-Specific Information
It may be possible to gain highly detailed information about the operations or mission plans
of particular planners or their respective assets, outside of the generic information used for
the analysis in this thesis. If any such information can be obtained, it should be exploited
to aid the probability estimation process. For example:
• If the flight plans for a UAV asset are known, the distance from a request target location
to the closest leg of the UAV flight path could be used as an attribute, allowing the
planner to efficiently identify piggybacking opportunities (see Section 3.2.3.3 for a
description of piggybacking).
• If a planner l has multiple assets with different specifications, or controls more than
one type of asset, great care would need to be taken to ensure that attributes are well-
defined for any request r. For example, planner l might control satellite s and UAV u.
It does not make sense to include an attribute for mean viewing angle on satellite s or
distance from the home base of UAV u, because if a request r is feasible on s but not on
u, the “distance from home base” attribute is ill-defined. (This problem was implicitly
controlled in the analysis of Chapter 6 by assuming that satellite planners had only one
asset, and that UAV planners had assets with the same specifications.) One potential
method for circumventing this issue would replace asset-specific attributes such as
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“mean viewing angle” with artificial “difficulty scores” which are calculated using the
asset-specific attributes, where the maximum difficulty score represents an infeasible
request. If this method were to be employed, care would need to be taken to ensure
that the transition from a maximum difficulty score to a slightly smaller difficulty
score naturally represents the difference between an infeasible request and an almost
infeasible request. Research into how to construct these difficulty scores could greatly
expand the applicability of the models developed in this thesis.
• If a satellite planner has more than one satellite, the number of satellites on which a
request is feasible could be added as a new attribute. In addition, the mean viewing
angle would need to be adapted, potentially to be the mean viewing angle across all
feasible satellites. Similar modifications to the time-based attributes would need to be
done as well.
7.2 Major Contributions
The work presented in this thesis is an extension of that done in [1]. As such, a descrip-
tion of the main assumptions from previous work that have been relaxed, along with new
contributions, are listed here.
1. The assumption from [1] that a request is guaranteed to be completed once it has been
accepted is relaxed in this thesis.
2. The assumption from [1] that all planners must be informative (i.e., send information
to the CP when requests have been accepted or rejected) is relaxed in this thesis.
3. For those planners that are informative, the assumption from [1] that acceptance and
rejection information is relayed to the CP before the next iteration of coordinated
planning is relaxed in this thesis.
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4. The concept of a dual or simultaneous collection is generalized in this thesis using the
concept of “related requests” that can include more than two requests.
5. The model in this thesis is designed to maximize an expected value based on proba-
bilities that can be initialized using prior beliefs and updated via on-line learning.
6. The nonlinear increase in expected value gained by sending a request multiple times is
addressed in this thesis.
7.3 Conclusions
A few important implications follow directly from the results of this thesis. Coordinated
planning needs to be performed intelligently using knowledge about the future and controlling
for uncertainty in order to provide the most benefit. Choosing probability estimation via
BLR as the preferred method for controlling uncertainty created the added benefit that the
prior beliefs about the behaviors of various planners, derived from simulation, data, or expert
knowledge, could be incorporated into the system, which could then be combined in real-time
with observed data to produce probability estimates. These estimates could be used either
for coordinated planning, or could be released to the users to give them information about
which requests should be considered for submission to a coordination planner. In short, the
evidence shows that coordinated planning can provide a significant benefit to air and space
data collection missions at a small marginal cost to the owners of the assets, without even
requiring much change in the current infrastructure. Incorporating coordinated planning
into the operations of air and space assets will be a necessity in the coming years to ensure
efficient use of all assets.
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Appendix A
UAV Specifications
Specification Description
Base
Latitude
The latitude of the home base
location for the UAV
Base
Longitude
The longitude of the home base
location for the UAV
Endurance
The maximum length of
continuous time (in hours) that
the UAV can be working a
mission
Max Speed
The maximum speed (in knots)
of the UAV
Sensor Type
The actual sensors on board the
UAV
Table A.1: UAV Specifications
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Appendix B
Satellite Specifications
Specification Description
a
Semi-major axis of the satellite
orbit
e Eccentricity of the satellite orbit
i Inclination of the satellite orbit
Ω
Right Ascension of the
Ascending Node for the satellite
orbit
ω
Argument of Perigee for the
satellite orbit
M0
Mean anomaly of the satellite at
the start of the scenario
θ0
Greenwich sidereal time at the
start of the scenario
Table B.1: Satellite Specifications (see [2] for details)
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Appendix C
Parameters for Maximum Sensible
Variance in a Beta Distribution
Consider the optimization problem for determining the parameters α, β of a beta distribu-
tion that result in the maximum sensible variance (as described in Section 5.2.2) of a beta
distribution with given mean µ ∈ (0, 1)
max
αβ
(α + β)2(α + β + 1)
(C.1)
st
α
α + β
= µ (C.2)
α ≥ 1 (C.3)
β ≥ 1. (C.4)
Clearly any feasible solution has α + β > 0 since α, β ≥ 1. Thus, solving constraint C.2
for β yields β =
(
1−µ
µ
)
α = λα, where λ , 1−µ
µ
. Substituting for β yields the equivalent
optimization problem
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max
λ
(1 + λ)2(α + λα + 1)
st α ≥ 1
α ≥ 1
λ
.
Now, λ
(1+λ)2
is constant and λ > 0, so the objective is monotonically decreasing in α. Thus,
the optimal solution will be to set α∗ to be as small as possible, so that α∗ = max
(
1, 1
λ
)
.
This implies that β∗ = λα∗ = max (λ, 1). 
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Appendix D
Proof of LP Feasibility for Prior
Calculations
Recall the linear program for creating a prior parameter distribution in a BLR model, along
with the notation defined in Chapter 5:
minimize
v
n∑
k=1
1
‖xk‖22
xk
T
diag(v)xk (D.1)
subject to xkTdiag(v)xk ≥ α2k ∀k : logit(ak)− µTxk < 0 (D.2)
xk
T
diag(v)xk ≥ β2k ∀k : logit(bk)− µTxk > 0 (D.3)
vi
γ2i
≤ r2 vj
γ2j
∀i, j ∈ {1, . . . , d} : i 6= j (D.4)
0 ≤ vmin ≤ vi ≤ vmax ∀i ∈ {1, . . . , d} (D.5)
The following four conditions are sufficient to guarantee feasibility of this LP:
1. The first attribute of xk is the constant, i.e., xk1 = 1 for all k.
2. γi 6= 0 for all i.
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3. vmin ≤ γ2i
[
max
{k|logit(ak)−µTxk<0}
{α2k}
]
or vmin ≤ γ2i
[
max
{k|logit(bk)−µTxk>0}
{β2k}
]
, ∀i ∈
{1, . . . , d}.
4. vmax ≥ γ2i
[
max
{k|logit(ak)−µTxk<0}
{α2k}
]
and vmax ≥ γ2i
[
max
{k|logit(bk)−µTxk>0}
{β2k}
]
, ∀i ∈
{1, . . . , d}.
Proof: Assume these conditions hold. Define
kα = max{k|logit(ak)−µTxk<0}
{
α2k
}
kβ = max{k|logit(bk)−µTxk>0}
{
β2k
}
.
Consider the solution v˜i = γ2imax {kα, kβ} for all i. This solution satisfies constraints D.2
and D.3 because γ1 = 1, so v˜1 = max {kα, kβ}. As a result,
xk
T
diag(v˜)xk ≥ v˜1 = max {kα, kβ} ≥ α2k
xk
T
diag(v˜)xk ≥ v˜1 = max {kα, kβ} ≥ β2k
hold true by condition 1 since
(
xk1
)2
= 12 = 1, and
(
xki
)2
v˜i ≥ 0 since v˜i = γ2imax {kα, kβ} ≥
0. Now, since γi 6= 0 by condition 2,
v˜i
γ2i
= max {kα, kβ}
for all i, so
max {kα, kβ} = v˜i
γ2i
=
v˜j
γ2j
≤ r2 v˜j
γ2j
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since r ≥ 1 (by definition in Chapter 5), thereby satisfying constraints D.4. By construction,
constraints D.5 are clearly satisfied since conditions 3 and 4 imply that
0 ≤ vmin ≤ γ2imax {kα, kβ} = v˜i ≤ vmax, ∀i ∈ {1, . . . , d}.
Thus, v˜ is a feasible solution for v, so the feasible set of the LP is nonempty. 
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Appendix E
Tractability Results
These tables show the mean time required for CPLEX to prove optimality for the 10 test
problems generated, along with corresponding values of Nmax, |L|, and |R|. These run-
times should be considered approximate upper-bounds for problems of this size as they were
designed so that each request was feasible on all planners.
A star in the “Time to Optimality” column indicates that the time required to construct
the problem and prove optimality was longer than 120 seconds. A star in the “Optimality
Gap Bound at 20 Seconds” column indicates that the best upper bound for the optimality gap
was greater than 1 at 20 seconds, so the formulation should be run longer to obtain a better
bound on the optimality gap. Note that in many cases it is possible for the formulation
to obtain a very good result in not much extra time—e.g., the full formulation with 100
planners, 10000 requests, and Nmax = 1 finds an optimal solution in 33.8071 seconds on
average for the problems considered, yet at 20 seconds does not even have a reasonable
optimality gap bound.
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Nmax |L| |R| Time to Optimality (sec) Optimality Gap Bound at 20 Seconds
1 20 250 0.3665 0
1 20 1000 0.9344 0
1 20 10000 5.9768 0
1 60 250 0.7410 0
1 60 1000 1.7361 0
1 60 10000 20.1350 0
1 100 250 0.9844 0
1 100 1000 2.6803 0
1 100 10000 33.8071 *
2 20 250 1.6795 0
2 20 1000 6.2765 0
2 20 10000 * *
2 60 250 10.6787 0
2 60 1000 56.5532 *
2 60 10000 * *
2 100 250 75.4695 *
2 100 1000 * *
2 100 10000 * *
3 20 250 12.8111 0
3 20 1000 58.8462 *
3 20 10000 * *
3 60 250 * *
3 60 1000 * *
3 60 10000 * *
3 100 250 * *
3 100 1000 * *
3 100 10000 * *
Table E.1: Tractability Results for Full Formulation
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Nmax |L| |R| Time to Optimality Optimality Gap Bound at 20 Seconds
1 20 250 0.2372 0
1 20 1000 0.6399 0
1 20 10000 4.3523 0
1 60 250 0.4492 0
1 60 1000 1.2573 0
1 60 10000 15.2104 0
1 100 250 0.5337 0
1 100 1000 2.1014 0
1 100 10000 24.8572 *
2 20 250 0.2309 0
2 20 1000 0.6045 0
2 20 10000 4.0498 0
2 60 250 1.0500 0
2 60 1000 * 5.2047× 10−5
2 60 10000 * 3.2889× 10−5
2 100 250 1.0436 0
2 100 1000 * 5.7627× 10−5
2 100 10000 * 5.7304× 10−5
3 20 250 0.2217 0
3 20 1000 0.5164 0
3 20 10000 4.2948 0
3 60 250 0.6350 0
3 60 1000 * 3.9649× 10−5
3 60 10000 * 3.5024× 10−5
3 100 250 0.8283 0
3 100 1000 * 5.8939× 10−5
3 100 10000 * 3.6685× 10−5
Table E.2: Tractability Results for Heuristic Formulation
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Acronyms
ADP approximate dynamic programming
BCF Bayesian coin flip
BLR Bayesian logistic regression
CP coordination planner
DOD Department of Defense
DP dynamic programming
ECEF Earth Centered-Earth Fixed
HS3 Hurricane and Severe Storm Sentinel
IP integer programming
MAP maximum a posteriori
NASA National Aeronautics and Space Administration
NOAA National Oceanic and Atmospheric Administration
NPP National Polar-orbiting Partnership
PDF probability density function
PMF probability mass function
RMSE root mean square error
UAV unmanned aerial vehicle
USFS United States Forest Service
USGS United States Geological Survey
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Index of Definitions and Important
Terminology Uses
accepted, 42, 64
asset, 38, 39, 44
attributes, 80
Bayesian coin flip, 75
Bayesian logistic regression, 80
belief statements, 83
budget, 45, 60
capacity, 44, 60
completed, 42, 64
composite decisions, 65
composite utility, 65
coordinated planning iteration, 49
coordinated planning phase, 47, 49
coordinated planning problem, 41
coordination planner, 41
coordination planner iteration, 41
coordination request, 41
coordination system interface, 36
CP iteration, 60
epoch, 47
execution phase, 39
expected total utility, 62
external management, 44
failed, 42
identification, 42
information gathering phase, 47, 48
informative, 42
internal management, 44
known execution periods, 58, 59
logistic regression, 79
management authority, 44
marginal expected value, 70
maximum sensible variance, 77, 141
non-informative, 42, 64, 91
non-taskable, 39
opportunity finder, 41
pairing, 41, 59
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piggybacking, 52, 133
planner, 38, 59
planning cycle, 39
planning phase, 39
point target, 36
probability estimator, 49, 64
queue, 41, 59
regional target, 36
rejected, 42
related requests, 33, 38, 59
request, 59
request sending limit, 46, 60
requests, 36
reservation fee, 45
sensor, 39
sensor web, 31
sent, 59, 64
simultaneous collections, 33, 38
specifications, 36, 40, 80, 137, 139
status, 42
stovepipe, 17, 46
synchronized planning system, 46, 51
target, 36
task, 36
taskable, 39
total utility, 63
upload phase, 39
users, 36
utility, 61
value, 56
web service, 30
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