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Cue integrationDo reach-to-grasp (prehension) movements require ametric representation of three-dimensional (3D) layouts
and objects? We propose a model relying only on direct sensory information to account for the planning and
execution of prehensionmovements in the absence of haptic feedback andwhen the hand is not visible. In the
present investigation, we isolate relative motion and binocular disparity information from other depth cues
and we study their efficacy for reach-to-grasp movements and visual judgments. We show that (i) the
amplitude of the grasp increases when relative motion is added to binocular disparity information, even if
depth from disparity information is already veridical, and (ii) similar distortions of derived depth are found
for haptic tasks and perceptual judgments. With a quantitative test, we demonstrate that our results are
consistent with the Intrinsic Constraint model and do not require 3D metric inferences (Domini, Caudek, &
Tassinari, 2006). By contrast, the linear cue integration model (Landy, Maloney, Johnston, & Young, 1995)
cannot explain the present results, even if the flatness cues are taken into account.Foster), carlo.fantoni@iit.it
.domini@brown.edu
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It is commonlybelieved that visually guidedbehavior relies ona three-
dimensional (3D) metric representation of the environment and the
objects in it (Glover, 2004; Greenwald & Knill, 2009). It is also believed
that this 3D depth map is found by reversing the physics of image
generation to infer theoutsideworld fromsensorydata (Helmholtz, 1867/
1962; Landy, Maloney, Johnston, & Young, 1995; Landy, Banks, & Knill, in
press; Poggio, Torre, & Koch, 1985). The solution of the so-called “inverse-
optics” problem by a biological system, however, is extremely difficult
because of the underdetermination of the required information. Horizon-
tal binocular disparities, for instance, are not sufficient to recover an
object's depth unless the viewing distance is known (Mayhew&Longuet-
Higgins, 1982; Fantoni, 2008). Similarly, optic flow is not sufficient to
recover surface slant unless additional parameters are known (i.e., the
angular displacement between the observer and the surface and the
amount of surface rotation) — see Fantoni, Caudek, and Domini (2010).Moreover, even sufficient constraints provided by multiple cues do not
guarantee unique percepts (Todd, 2004).
For these reasons, some researchers have questioned the assump-
tion that visuomotor processes rely on metric representations of
target distances. Instead, they have hypothesized that (1) the brain
relies mainly on image measurements that specify 3D properties
directly, without building an explicit metric representation of the
environment, and (2) appropriate body–environment interactions
emerge as a consequence of adaptive mechanisms, not as the solution
of the “inverse-optics” problem (Braunstein, 1994; Domini & Caudek,
2003; Robert, Zeller, Faugeras, & Hébert, 1997; Thaler & Goodale,
2010; Todd, 2004). In prehension movements aimed at reaching
and grasping visual objects, for instance, the (haptic and/or visual)
feedback resulting from the contact between the hand and the target
provides an error signal for calibration that improves the accuracy
of subsequent reaches (e.g., Mon-Williams & Bingham, 2007). Thus,
visuomotor actions (such as prehension and pointing) may not
require the recovery of the full 3D metric depth map, but instead be
based on simpler mechanisms of conditional associative learning. If
this is true, we should expect that perceptual metric judgments and
motor actions in novel stimulus situations with no haptic feedback
should be systematically distorted, which indeed has been found to be
the case (e.g., Cuijpers, Brenner, & Smeets, 2008).
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experiment in which human performance was measured in three
stimulus conditions: with disparity-only information, motion-only
information, or both (see also Tittle, Norman, Perotti, & Phillips,
1998). In different blocks of trials, participants either performed a
grasping task or provided a perceptual judgment.
Two models of cue integration are considered here. In the first
model, image measurements, diagnostic of 3D depth, but insufficient
for metric reconstruction, are utilized (intrinsic constraints). The
secondmodel, instead, is based on the assumption that the brain uses
metric structure (i.e., distance and direction) to represent locations
(linear cue integration). In the next sections, we will describe the two
models and show how it is possible to empirically validate their
predictions by using the results of the present experiments.
2. Intrinsic constraints
The intrinsic constraint (IC) model proposes that, rather than deriving
the full metric depth map, it is more advantageous for an organism to
derive the best estimate of the local affine structure and use haptic
feedback to calibrate ordinally scaled distance estimates (Di Luca, Domini,
& Caudek, 2007; Domini & Caudek, 2010; Domini & Caudek, in press;
Domini, Caudek, & Tassinari, 2006; Tassinari, Domini, & Caudek, 2008; see
also Bingham & Pagano, 1998; Thaler & Goodale, 2010).
Retinal signals like relative disparity d are direct measures of the
local affine structure, because d∝z, where z is the depth map.
The precision of the estimate of the affine structure is given by the
signal-to-noise ratio (SNR) d/σd. We have shown that the best
estimate of the affine structure is found through a linear combination
of the retinal signals (not the depth estimates recovered from the
signals) that maximizes the “information content” of the combined
signal (i.e., the SNR — see also MacKenzie, Murray, & Wilcox, 2008).
Once retinal signals are combined through this optimal combination
rule, they determine a composite signal that encodes the affine
structure, but with better precision (i.e., larger SNR) than either would
have in isolation. This composite signal has been termed ρ. We
propose that visually guided behavior depends upon this combined
signal, which is scaled through calibration and perceptual learning
from haptic feedback.
In the absence of haptic feedback, we also hypothesize that both
perceptual judgments and motor actions are a monotone function of
ρ (Domini et al., 2006). Consequently, we expect both perceptual
judgments and motor actions to be systematically distorted, because
unbiased estimations of 3D properties and target locations cannot be
derived from ρ.
2.1. Disparity and motion integration
In the present investigation, we study the integration of dispari-
ty and motion information for both a motor task and a perceptual
judgment. In both cases, according to IC, in the absence of haptic
feedback, the amount of recovered depth z′ should be a monotone
function of the combined signal ρ:
z′ = fρ ρð Þ: ð1Þ
Domini et al. (2006) showed that ρ is equal to the scores of the first
principal component computed from the standardized retinal signals.
Consequently, flatness cues are disregarded.
When only one signal is present, ρ is equal to the standardized
value of that signal. For disparity-only stimuli, therefore, ρd =
d
σd
,
where d is the relative disparity and σd is the measurement noise. The
amount of depth recovered from disparity is
z′d = fρ ρdð Þ: ð2ÞFor motion-only stimuli, ρv = vσv , where v is the relative velocity
and σv is the measurement noise. The amount of depth that is
recovered from motion information is given by
z′v = fρ ρvð Þ: ð3Þ
When both cues are present, we have that
ρc =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
σ2v
+
d2
σ2d
s
ð4Þ
and
z′c = fρ ρcð Þ: ð5Þ
If we assume that the function fρ(ρ) is linear for the range of depth
magnitudes used in the present experiment, then
fρ ρð Þ≈aρ + kρρ: ð6Þ
Therefore,
z′d = aρ + kρ
d
σd
; ð7Þ
z′v = aρ + kρ
v
σv
; ð8Þ
z′c = aρ + kρρc: ð9Þ
Considering that
d≈ IOD
z2f
z = kdz; ð10Þ
v≈ω
z2f
z = kvz; ð11Þ
where z is the distal relative depth, IOD is the observer's interocular
distance, zf is the fixation distance, and ω is the object's rotation
velocity about a vertical axis, it follows that
z′d = aρ + kρ
kd
σd
z = aρ + Kdz; ð12Þ
z′v = aρ + kρ
kv
σv
z = aρ + Kvz; ð13Þ
where Kd = kρ
kd
σd
and Kv = kρ
kv
σv
. For the disparity–motion (combined)
condition, we can thus write
z′c = aρ + kρ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
σ2v
+
d2
σ2d
s
z
= aρ + kρ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2vz
2
σ2v
+
k2dz
2
σ2d
s
= aρ + z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2ρk
2
v
σ2v
+
k2ρk
2
d
σ2d
vuut
= aρ + z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2v + K
2
d
q
:
ð14Þ
Eq. (14), therefore, provides a criterion for testing the IC model. Kd
and Kv are the slopes of the linear functions relating recovered and
distal depth magnitudes for the disparity-only and motion-only
conditions, respectively. If the IC model is consistent with human
performance, then the slope (Kc) of this linear relation in the
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2v + K
2
d
q
. In the
absence of haptic feedback, we expect that participants will perform
in a similar manner in both action and perceptual tasks.
In conclusion, the recovered depth magnitudes increase when
motion is added to disparity information because the SNR of the
combined signal is larger. According to IC, this increase in the amount
of recovered depth with the addition of cues does not have an upper
bound corresponding to veridical performance.
Note that, for simplicity, we have denoted the output of the model
as the “derived depth” z′. This does not mean, however, that IC pro-
vides a metric reconstruction of the full Euclidean space. Instead,
IC performs a local analysis and produces an output that is equal to
the SNR of the combined retinal signals. If this output is interpreted
in terms of “depth” and these “depth” estimates were integrated
over the visual scene, then they would be internally inconsistent. As a
consequence, IC does not produce a Euclidean metric representation of
3D layout and object depth. The IC model is local and non-metric; its
purpose is to provide a direct account of human performance on the
basis of retinal information alone, not to recover a faithful Euclidean
representation of distances and locations from sensory data.
3. Linear cue integration
The linear cue integration model assumes that our brain represents
distances and locations in a metric format and that this metric
representation is used to generate various kinds of responses (Ernst &
Banks, 2002; Greenwald & Knill, 2009; Landy et al., in press). According
to this approach, in order to obtain a metric representation, the human
brain integrates information from multiple sources in order to reduce
the uncertainty associated with any one of the available depth cues. If
unbiased estimates of depth can be derived from each individual cue,
then an unbiased estimate with minimum variance can be determined
by a weighted, linear combination in which the weights are inversely
proportional to the variances of the corresponding cues (Cochran,
1937). This combination rule also satisfies other statistical criteria of
optimality: it is the maximum likelihood estimator and also the MAP
estimator (Yuille and Bülthoff, 1996).
Note, however, that the minimum-variance rule of combination is
only meaningful when the depth estimates obtained from the individ-
ual cues are unbiased (Helbig & Ernst, 2007; Hillis,Watt, Landy, & Banks,
2004; Oruc, Maloney, & Landy, 2003). Indeed, if the depth estimates
obtained from the single cues were biased, it would make sense to
minimize the bias of the final estimate of the depth, not its variance
(for a discussion, see Domini & Caudek, in press).
3.1. Disparity and motion integration
Here we show how the linear combination model can be used to
account for our observers' behavior in the three stimulus conditions
(disparity-only, motion-only, and disparity–motion). In the case of
computer-generated stimuli, it is necessary to incorporate a prior for
frontoparallel and/or residual flatness cues (Watt, Banks, Ernst, &
Zumer, 2002). Cues to flatness, arising from stimulus presentation
on a flat monitor, can be modelled as a normal random variable with
zero expectation and standard deviation σf (Adams & Mamassian,
2004). The binocular disparity likelihood z′d is modeled as a Gaussian
random variable centered at the true depth z with a standard de-
viation σd: z′d∼N (z,σd). By combining disparity information with the
prior for flatness, we obtain
z′df = wsz′d + wf z′f : ð15Þ
The expected value of z′df is
E z′df

= wsE z′d

+ wf 0;

ð16Þwhere ws =
σ2f
σ2
d
+ σ2
f
. Eq. (16) can be rewritten as
E

z′df

=
σ2f
σ2d + σ
2
f
z
=
1
1 +
σ2d
σ2f
z
=
1
1 + r2d
z;
ð17Þ
where r2d =
σ2d
σ2f
. In a similar manner, in the presence of residual
flatness cues, for depth from motion, we can write
E

z′vf

=
1
1 + r2v
z; ð18Þ
where r2v =
σ2v
σ2f
and σv is the spread of the motion likelihood. Also in
this case, it is necessary to assume that E

z′v

= z. Finally, by combining
disparity and motion information with a prior for frontoparallel, we
obtain
E

z′cf

=
1
1 + r2c
z: ð19Þ
Researchers who advocate linear combination argue that biases in
3D shape perception may be due to the flatness cues present in the
stimulus displays (Watt et al., 2002). When the reliability of cues to
flatness is not negligible, the depth from disparity-only, motion-only,
and disparity–motion stimuli will be underestimated. Depth from the
“disparity andmotion” stimuli, however, should not be underestimated
to the same extent as depth from disparity alone or motion alone. With
two cues, in fact, there is more depth information available in the
stimulus, and, thus, any priors to flatness and/or residual cues will have
less influence (Adams & Mamassian, 2004). In fact,
r2c =
σ2c
σ2f
=
1
σ2f
σ2dσ
2
v
σ2d + σ
2
v
að Þ
=
r2dr
2
v
r2d + r
2
v
bð Þ
ð20Þ
and rc2b rd2 and rc2b rv2.
In our investigation, we asked participants to judge the depth
separation between two (virtual) rods by performing either a pre-
hension movement or a perceptual task. In order to apply the linear
combination model to our data, we need to establish the relation
between the participants' response and themodel's parameter z′. In our
kinematic analysis of prehension movements, we focus on final grip
aperture (FGA). Accordingly, we assume that the function FGA→z′ is
not an identity, but only a linear function:
FGA = a + b z′: ð21Þ
This introduces two free parameters (a and b), thus increasing the
possibility of the model to give a better fit to the empirical data. By
taking into account Eq. (21), we can write Eqs. (17), (18), and (19) as
follows:
E

FGAd

= a +
b
1 + r2d
z = a + Kdz; ð22Þ
E

FGAv

= a +
b
1 + r2v
z = a + Kvz; ð23Þ
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
FGAc

= a +
b
1 + r2c
z = a + Kcz; ð24Þ
where E

FGAd

, E

FGAv

and E

FGAc

are the empirical estimates of
the final grip aperture obtained in the disparity-only, motion-only,
and disparity–motion conditions, respectively.
In our experiment, we obtained five empirical estimates E FGAð Þ for
each stimulus condition. Thus, Eqs. (22), (23), and (24) define an
underdetermined system of linear equations (i.e., a system containing
fewer independent equations than unknowns) from which the
coefficients a, Kd, Kv, and Kc can be estimated by means of a “least-
squares” criterion. By using Eq. (20b), we can then solve the system of
equations
r2d =
b
Kd
−1; ð25Þ
r2v =
b
Kv
−1; ð26Þ
r2c =
b
Kc
−1; ð27Þ
for b, rd2, and rv2.
In conclusion, the knowledge of r2c =
σ2c
σ2
f
, r2d =
σ2d
σ2
f
, and r2v =
σ2v
σ2
f
allows us to test the biological plausibility of the linear integration
model. In our experiment, in fact, the stimulus parameters and
the viewing conditions were chosen in such a way that the cues to
flatness were negligible. In these circumstances, therefore, the
empirical estimates of rc2, rd2, and rv2 obtained from the data should
be very small.1
3.2. Distinctions between the two models
The principal contrasting ideas of the IC and linear cue integration
models include:
(1a) In the IC model, spatial structure – the affine spatial relations
among the component dots, lines, etc. – is the fundamental
information obtained from motion, disparity, and haptic
properties; and the depth scale is a derived property, derived
by some unspecified process.
(1b) The linear cue integration model assumes that depth is
fundamental, and the spatial structure is derived from the set
of depths.
(2a) The IC model assumes merely that the spatial information is
affine (preserving ordinal depth).
(2b) The linear cue integration model uses the stronger assumption
that the spatial information estimates metric (perhaps Euclid-
ean) depth relations. A considerable amount of experimental
evidence supports the former assumption (2a), even though
the assumption about the primacy of depth persists in many
parts of the literature. The primacy of depth is an assumption
that is poorly supported by empirical evidence.
(3a) In the IC model, relative motion and disparity provide
information about affine spatial structure; and this structure1 Greenwald, Knill, and Saunders (2005) proposed an implementation of the linear
combination model that is slightly more complex than discussed here — see also
Greenwald and Knill (2009). They were interested in analyzing the time-varying
orientations of subjects' fingers in a grasping task. To this purpose, a Kalman filter
approach was used to update the internal estimate of a world's property (in their case,
surface slant) by combining the estimates from different cues with the value predicted
from its previous internal estimate. Consistent with what is discussed here, however,
Greenwald et al. assumed that (1) the estimates obtained from the individual cues are
unbiased, and (2) the single-cue estimates are combined through a weighted average
with weights proportional to their reliabilities (and to the reliability of the previous
internal estimate).is what is combined from the motion and disparity cues. The
“intrinsic constraint” is this affine spatial structure, which is the
same for both motion and disparity properties, despite
differences in resolution.
(3b) The linear cue integration model combines depths.
(4a) In the IC model, the resolutions of spatial relations add as
independent variables. If the spatial resolution is denoted as ρ,
then ρc =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ2v + ρ
2
d
q
, for the combined, motion, and disparity
variables, respectively.
(4b) In the linear cue integration model, depth estimates from the
motion and disparity depth cues are weighted by their res-
olutions: z(c)=wvz(v)+wdz(d), where wv2+wd2=1.0. These
are qualitatively different predictions about the relative per-
formance in the disparity, motion, and combined conditions.4. Experiment
We asked the participants to perform two tasks: (1) to reach out to
grasp a target object in the absence of haptic feedback, but with the
stimulus always visible during the execution of reach-to-grasp
movements (the hand was never visible), and (2) to performed a
Manual Size Estimation (MSE) task: participants indicated the depth
of the target object with index finger and thumb while holding their
hand away from the target. MSE is interpreted as a measure of
perceptual depth information in the visual system, in contrast to depth
information used by the motor system in visually guided grasping
(Franz, 2003). The target objects were defined by disparity-only
information, motion-only information, or both.
Stimulus properties and viewing conditions were chosen to make
the amount of perceived depth for the MSE task as close to veridical as
possible in the disparity-only condition. This was done to best contrast
the two cue integration models discussed above. Our goal was to test
two hypotheses.
Hypothesis H1 states that human reach-to-grasp movements
directed toward a virtual target will reveal the same distortions that
have been found for perceptual judgments. Specifically, we expect to
find an increase in the FGA when motion is added to disparity infor-
mation, even if performance with disparity-only stimuli is already
veridical (see Domini et al., 2006).
Hypothesis H2 states that both veridical performance and
systematic errors in reach-to-grasp movements without haptic
feedback, as well as the responses in the MSE task, can be accounted
for by the IC model. A quantitative test of this hypothesis will be
performed by using the derivations presented in the previous sections.
4.1. Participants
Five undergraduate students at the University of Parma as well as
the first three authors participated in the experiment. All participants
had normal or corrected-to-normal vision. Apart from the authors, all
observers were naïve to the purposes of the experiment.
4.2. Apparatus
Each participant was seated in a darkened room in front of a high-
quality, front-silvered 150×150 mm mirror (95% incident light
reflected). The mirror was slanted at 45° relative to the observer's
sagittal body mid-line and reflected the image displayed on a
ViewSonic 9613, 19" CRT monitor (0.24 mm pitch) placed directly to
the left of the mirror (see Fig. 1). The vertical position of the mirror
was adjusted so that its center corresponded to the vertical center of
the monitor (400 mm above the tabletop). The observer's eyes
were 128 mm from the mirror. The distance from the mirror to the
CRT was 242 mm. This produced the illusion that the image displayed
Action tasks (RGF, RGNF)
Perceptual Task (MSE)
242
128
block with ridge
300
200
370
30
Fig. 1. Schematic of the bird-view of experimental apparatus. Top panel: participants
reached behind a semi-silvered mirror to grasp a virtual object they could see in the
mirror. In the trials with and without haptic feedback, the image reflected in the mirror
was located 45 mm above or below the line of sight of the observer at rest, respectively.
In the intermixed trials with haptic feedback in the RGF block, a physical object was
present and perfectly aligned with the virtual stimulus. The physical object was never
visible by itself. Bottom panel: resting their hand on a wooden platform, participants
moved their fingers along a raised ridge to estimate the depth of the target object. The
measures reported in the figure are expressed in mm.
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mirror. Eye-level was aligned with the center of the mirror.
Participants viewed the stimuli through liquid-crystal-diode LCD
shutter glasses (FE-1 Goggles manufactured by Cambridge Research
Systems) synchronized with the monitor so that, depending on the
viewing condition, the shutter over the non-dominant eyewas opened
or closed electronically. This electronically driven shutter made it
possible to randomly switch between viewing conditions during
an experimental session without the observer noticing whether she
was viewing the display monocularly or binocularly. The effect of
using the glasses was that the effective CRT refresh rate was halved
(60 Hz).
A physical object placed behind the mirror (wholly occluded from
the observer) was used in the Reach to Grasp with intermixed haptic
Feedback (RGF) block of trials. The physical object was perfectly
aligned with the virtual stimulus (see the Stimuli section) and was
made up of twometal rods (each 50 mm long) oriented vertically. One
of the rods was aligned along the median axis of the observer's head
at rest; the other rod was positioned 12.5 mm to the right of the
center line. The central rod was 30 mm closer to the observer than
the flanking rod, which was positioned 370 mm from the observer.The vertical midpoints of the rods were positioned 45 mm above the
observer's cyclopean line of sight at rest.
The table allowed participants to reach comfortably behind the
mirror. During the RGF, Reach to Graspwith No haptic Feedback (RGNF),
and MSE blocks of trials, observer's right hand rested on a 65 mm
highwooden block attached to the tabletop, which served as a starting
point for subjects' prehensile movements. The block was shifted rel-
ative to the body of the observer at rest by about 200 mm along the
coronal axis and 300 mm along the sagittal axis of the body at rest. A
raised metal ridge was placed on the left side of this wooden block.
Participants moved their fingers along this ridge when asked to per-
form the MSE task.
Kinematic markers of prehensile movement as well as thematching
distance in the visual matching task were acquired on-line by using an
Optotrak 3020 Certus system with two position sensors. The two
position sensors recovered the signal (3D position data) from infrared-
emitting diodes (IREDs) with sub-millimeter resolution. Position
sensors were placed at an optimal distance and oriented so that the
focus detection regions converged on theobserver's rest position,which
fell within the field-of-view of both sensors.
The positions of the fingers and the wrist during reach-to-grasp
movements were recorded using six IREDs attached to a latex glove on
the right hand (all participants were right-handed). Two IREDs were
placed on the nail of the index finger, on the tip of the thumb, and on
the center of the back of the hand.
4.3. Stimuli
According to the current literature, there are two causes for the
misperception of stereoscopic displays (e.g., Held & Banks, 2008).
First, the retinal images produced by the rendering displaymay not be
the same as those produced by the original scene. Second, visual cues
such as vergence and accommodation may be inconsistent with the
information provided by the retinal images. Our stimuli were
generated as follows so as to avoid both these problems: (1) disparity
information was carefully calibrated by the observer's position and
her/his interocular distance, (2) vergence information was always
consistent with the simulated depth (Hoffman, Girshick, Akeley, &
Banks, 2008), and (3) focus cues were negligible, given the size of the
simulated objects (Banks, Akeley, Hoffman, & Girshick, 2008; Watt,
Akeley, Ernst, & Banks, 2005). In these cue-consistent conditions, we
expect stereoscopic depth constancy to be “essentially as much as
with real surfaces” (Watt et al., 2005, p. 852).
Stimuli were presented and responses were recorded by means of
a custom C++ program combined with Optrotrak API routines. The
virtual stimuli were comprised of three dotted vertical lines
embedded in a cloud of random dots (Fig. 2, top panel). These stimuli
were arrangements of 800 high-luminance, anti-aliased red dots. Half
of the dots coincided with three (invisible) vertical lines, each 50 mm
long (see the three transparent cylinders in the top of Fig. 2). One of
the three vertical lines was aligned with the vertical line passing
through the center of the monitor's screen. The other two vertical
lines were positioned 12.5 mm to either side of the center line. The
simulated depth of the two lateral structures was equal to the fixa-
tion distance (370 mm from the observer at rest). The simulated
depth of the central vertical structure varied from 360 mm to 320 mm
in 10 mm steps, thus defining five relative depth magnitudes (10, 20,
30, 40 and 50 mm). In order to aid stereoscopic fusion and to increase
the global amount of motion information, the remaining 400 dots
were randomly placed within a volume 50 mm wide, 50 mm tall and
25 mm deep (see Domini et al., 2006). The volume was centered and
aligned with the two lateral structures. The vertical midpoint of the
whole stimulus configurationwas positioned 45 mmbelow the center
of the screen.
On 25% of the trials of the RGF block, the virtual stimuli were
vertically displaced by 90 mm from the position of the no-haptic
Fig. 2. (Top panel) Schematic representation of the stimulus and the viewing geometry
used in the experiment. The stimulus displays and the point of view use a reference
frame with the xy-plane co-planar with the monitor's screen, the x-axis pointing to the
participant's right, the y-axis pointing upward, and the z-axis pointing toward the
observer. The origin of the reference frame is set at the center of the monitor's screen.
The three transparent cylinders highlight the three vertical dotted lines present in the
stimulus displays. The central dotted line is centered on the z-axis and is closer to the
observer. The flanking dotted lines are positioned at the screen depth level (x–y plane).
The axis of rotation of the motion-only and disparity–motion stimuli coincides with the
x-axis (arrow line). The point of view is located above the stimulus' center. (Bottom
panels) Two stereograms representing a two frame sequence (t0 and t1) of a simplified
version of a motion–disparity stimulus used in the experiment (cross-fuse).
305R. Foster et al. / Acta Psychologica 136 (2011) 300–310feedback trials (45 mm above the screen's center), and the center and
right lines were perfectly aligned with the two metal rods. This subset
of stimuli was specified by disparity-only information simulating a
relative depth of 30 mm, equal to the relative depth of the physical
object located behind the mirror. These trials provided congruent
haptic feedback. We used this condition to reduce response uncer-
tainty in absence of haptic feedback (Bingham, Coats, & Mon-Williams,
2007).
Depth was specified by disparity-only, motion-only, or disparity–
motion information. In the motion-only and disparity-motion condi-
tions, the 2D motion of the dots was created by simulating the rigid
rotation of the whole arrangement of 800 dots by 15° in either
direction around a horizontal axis located in the center of the stimulus
and at the same depth level of the screen. Each motion cycle lasted 60
frames (1 s). The stimulus was shown for 150 frames (2.5 s or two and
a half full motion cycles). Each participant's IOD was measured and
used to calculate horizontal disparities and the overall amount ofmotion parallax. Perspective projection was used by taking the
observers' eyes as the center of projection.
In a departure from previous investigations on goal-directed pre-
hension, we removed proprioceptive extra-retinal information result-
ing from observers' self-motion that was often available (Bingham,
2005; Bingham, Crowell, & Todd, 2004; Bingham & Pagano, 1998;
Watt & Bradshaw, 2003). We achieved this by using motion-only and
disparity-motion displays generated by a continuous back-and-forth
rotation of the stimulus rather than by the motion of the observer. In
this way, disparity and motion information were optimally isolated
from any other cues that are normally available within natural
viewing conditions.
4.4. Design
Each participant completed three blocks of trials: RGF, RGNF, and
MSE. In all blocks, participants were shown 5 simulated depths
magnitudes (10, 20, 30, 40, and 50 mm) specified by disparity-only,
motion-only, or disparity–motion information.
In the 25% of the trials of the RGF block, a physical object coinciding
with the simulated 3D structure on the monitor was felt by the ob-
server when she correctly performed the reach-to-grasp movement.
A post hoc analysis of our data revealed that just 0.5% of these reach to
grasp movements were incorrectly performed. Incorrect reaches were
subsequently eliminated from the analysis.
The RGF block comprised 200 trials, resulting from 50 presenta-
tions of the calibration stimulus plus 5 Depth magnitudes×3 Cue
conditions×10 repetitions. The RGNF andMSE blocks consisted of 150
trials each, the calibration trials being absent.
4.5. Procedure
Participants were tested individually in total darkness, so that only
the luminous dots on the simulated 3D object were visible. The
observer's head position was stabilized by means of a chin-and-
forehead locating apparatus. The chin-rest, parallel to the horizontal
dimension of the monitor's reflected screen, was adjusted in height to
position the participant's cyclopean eye at the screen's center.
Participants performed the haptic task in two blocks of trials. In
one block, haptic feedback was provided on 25% of trials (RGF); in
another block, haptic feedback was never provided (RGNF). In both
blocks, the target was visible for the entire reach-to-grasp movement,
while the hand was never visible. We used this hybrid closed-loop
condition to remove the occlusion of the object by the hand and the
relative disparity between the hand and the object that are present
in the standard closed-loop condition (where the hand and the
object are always visible) — see Bingham (2005), Bingham, Bradley,
Bailey, and Vinner (2001), Mon-Williams and Tresilian (1999),
Tresilian, Mon-Williams, and Kelly (1999), and Tresilian and Mon-
Williams (2000).
For the RGF and RGNF blocks, participants were instructed to begin
each trial with their hand on the wooden platform touching their
index finger and thumb together. As soon as the stimulus appeared
(signaled by a high pitched sound), participants were to make quick,
accurate, and natural reaches so as to grasp the virtual or physical
object front-to-back with their thumb and index finger. Observers
held their fingers in position until the stimulus disappeared, at which
time they were to return to the starting position. Trials advanced
automatically without any direct input from the participants. The
stimulus was replaced by a blank screen during the 2 s temporal
asynchrony between trials.
In the RGNF block, participants were informed that the stimulus
was a virtual object, but they were instructed to make a natural
movement as if grasping a physical object. Participants were informed
that, in some trials of the RGF block, the target would appear above
rather than below their eye level and that furthermore, in these trials
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Fig. 3. Panel a provides a schematic representation of grip aperture and wrist distance.
For the other panels, the blue and green colors code the spatial and temporal
components of the reach to grasp movements for a 10 mm and 50 mm deep object,
306 R. Foster et al. / Acta Psychologica 136 (2011) 300–310only, they would contact a physical object. Participants were allowed
to practice with a virtual target and a physical object (20 trials).
In the MSE block, participants rested their hand on the wooden
platform throughout the duration of the experiment. They were
instructed to move their fingers along the raised ridge to estimate the
depth of the object from tip to back when the display appeared and
bring their fingers back together when it disappeared. Stimulus
duration and temporal asynchrony between trials and acoustic signals
were the same as in the RGF and RGNF blocks.
4.6. Results
4.6.1. Data analysis
Information provided by the IREDs placed on the participant's
hand and fingers was used to describe the transport and the grasp
components of the prehensile movements (Jeannerod, 1981) and the
response in the MSE task. The 3D spatio/temporal coordinates of the
IREDs placed on the participant's hand and fingers were used to
compute the dependent variables considered as markers of reach-to-
grasp kinematics: (i) the amplitude of the final grip aperture (FGA)2;
(ii) the peak grip aperture, (iii) the amplitude of maximumwrist peak
velocity, and (iv) the movement duration3 (see Fig. 3).
4.7. Test for hypothesis H1
By using a perceptual task, Domini et al. (2006) found an
overestimation of depth when motion was added to binocular
disparity, even when disparity information alone yielded veridical
performance (see also Domini & Caudek, in press). Here, we asked
whether the same mis-estimation of depth occurs when participants
use their hand to reach out and grasp an object. To prevent calibration
of prehension movements via haptic feedback, we used a virtual
target (Mon-Williams & Bingham, 2007; Mon-Williams, Coats, &
Bingham, 2004); it is therefore natural to focus our attention on the
FGA.4
Since grip sizes were initially measured from markers located on
the nails of the finger and thumb, we calculated the real apertures (in
mm) between the inner surfaces of the two digits at the FGA for
each individual participant, in order to remove the effect of digit
thickness. This was done by applying a correction to each participant's
raw data, based on the size of their mean terminal grip aperture on
the 30 mm physical object used in the RGF block. This individu-
alized correction factor was subtracted from each FGA obtained from
each participant. The average FGA in the different experimental
conditions is shown in Fig. 4.
The results of the perceptual (MSE) task replicate those of Domini
et al. (2006). The mean amount of perceived depth in the disparity-
only condition was equal to 29.43 mm, 95% C.I.=[21.46, 36.52].5 Therespectively. The figure shows the data of two trials for one representative observer.
Panel b shows the time course of the grip aperture. The red insets highlight the portion
of the trajectories used to compute the FGA and the Peak Grip Aperture (PGA). The blue
dots represent the 75 measurements obtained for a 10 mm target. The continuous lines
represent the cubic splines interpolation used to compute the kinematic markers
employed in the analyses. Panel c represents the interpolated time course of the wrist
distance. Panel d represents the velocity profiles of the grasp obtained by time-
differentiating the interpolated trajectories of panel b. Panel e represents the velocity
profiles of the wrist trajectory obtained by time-differentiating the trajectories of panel
c. From the velocity profiles of the grip, we computed Peak Grip Velocity (PGV). From
the velocity profile of the wrist, finally, we computed the Movement Duration (MD).
2 FGA was calculated by averaging the distance between the markers on the index
and the thumb during the last 33 ms of the interpolated temporal profile of the grip
aperture.
3 Movement duration measured the difference between onset and conclusion of the
wrist movements. Tangential speed thresholds of 20 mm/s was used to mark the
beginning and end points of the wrist movements, respectively (e.g., Loftus et al.,
2004).
4 Other spatial components of the grasp have been considered in the literature, such
as peak grip aperture and peak grip velocity, and it has been shown that these different
variables produce a very similar pattern of results (see Gentilucci, Benuzzi, Gangitano,
& Grimaldi, 2001; Jakobson & Goodale, 1991; Jeannerod, 1984;1988; Servos, Goodale,
& Jakobson, 1992). In the present study, the correlations between these three variables
is equal to rPGA, FGA=0.76, rPGA, PGV=0.78, and rPGV, FGA=0.51.
5 All the analyses were performed with Linear Mixed-Effects models with
participants as random effects (Baayen, Davidson, & Bates, 2008). We evaluate
significance by computing the deviance statistic (minus 2 times the log-likelihood;
change in deviance is distributed as chi-square, with degrees of freedom equal to the
number of parameters deleted from the model) and with the help of 10,000 samples
from the posterior distributions of the coefficients using Markov chain Monte Carlo
sampling. From these samples, we obtained the 95% Highest Posterior Density
confidence intervals, and the corresponding two-tailed p-values.amount of perceived depth in the motion-only condition was 3.48 mm
smaller than that in the disparity-only condition, 95% C.I.=[−5.44,
−1.56]. When both cues were present, perceived depth increased by
5.49 mm with respect to the disparity-only condition, 95% C.I.=[3.49,
7.39].
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307R. Foster et al. / Acta Psychologica 136 (2011) 300–310Consistent with hypothesis H1, a similar pattern was found for
the results of the haptic task. In the disparity-only condition, mean
perceived depth was equal to 36.08 mm, 95% C.I.=[27.52, 44.63].
Perceived depth was on average 6.18 mm less in the motion-only
condition, 95% C.I.=[−8.01, −4.27]. Importantly, perceived depth
was 4.04 mm greater on average in the combined-cue condition, 95%
C.I.=[2.20, 5.89]. This increase produced an overestimation of depth,
C.I.=[31.85, 48.99].
There were, however, some differences between the haptic and
visual tasks, as revealed by a significant three-way interaction
Depth×Cue×Task, χ42=9.96, pb0.05. Thus, we analyzed the MSE and
the RGF and RGNF trials separately.
In the RGF and RGNF trials, the Depth × Cue × Block interaction
was not significant,χ22=1.48, p=0.48.We thus analyzed the RGF and
RGNF trials together. At the simulated depth of 30 mm, the mean
response for the disparity-only stimuli was veridical, 95% C.I. [28.80,
43.28]. However, depth magnitudes smaller than 30 mm were
overestimated and depth magnitudes larger than 30 mm wereunderestimated. By centering the x-axis at 30 mm, the regression of
perceived and simulated depth magnitudes had a slope of 0.90, S.E.=
0.04, t2040=25.11, pb0.001. At 30 mm, the average response for the
disparity–motion stimuli was 3.92 mm larger than for the disparity-
only stimuli; by coding the data as we did before, the slope of the
relationship between perceived and simulated depth magnitudes
was 0.12 mm larger than for the disparity-only stimuli, S.E.=0.05,
t2040=2.31, pb0.05. At 30 mm, the average response for the motion-
only stimuli was 6.24 mm smaller than for the disparity-only stimuli;
also, the slope of the relationship between perceived and simulated
depth magnitudes was significantly shallower, with a decrease of
0.47, S.E.=0.05, pb0.001. A similar pattern of results was obtained for
the MSE task, except that the slope of the linear regression of per-
ceived and simulated depth magnitudes was not different across
the disparity-only and disparity–motion stimuli, t1101=0.99.
For the simulated depth of 30 mm, we found no difference in the
mean FGA across the blocks with and without haptic feedback,
t400=0.592, p=0.55. The variability of the FGA, however, was 51%
larger in the block without haptic feedback, F1, 412=10.904, pb0.002.
The data of Fig. 4 seem to indicate an intercept different from zero
for a linear fit. Even though is not appropriate to extrapolate the
present results beyond the range of the simulated depth values that
had actually been measured, the previous observation could be
interpreted as an indication that the relation between simulated and
perceived depth is not linear.
4.8. Test for hypothesis H2
The system of linear equations given by Eqs. (22), (23), and (24)
can be written in matrix format as Ax=B, where B is the vector
containing the empirical estimates E FGAð Þ and A is the matrix
containing the coefficients a, Kd, Kv, and Kc of equations Eqs. (22),
(23), and (24). The empirical estimates of E(FGA) were computed by
averaging the trials of the RGF and RGNF blocks. The Moore–Penrose
generalized inverse of matrix A produced the following estimates:
Kd=0.71, Kv=0.50, and Kc=0.85, and a=12.83. By solving the
system of Eqs. (25), (26), and (27), the following solutions were
found: rd2=0.88, rv2=1.69, and rc2=0.58.
Remember that, in the present investigation, weminimize the cues
to flatness by using a small display size and low point density,
omitting texture cues (the stimuli are defined by a set of points
arranged along three vertical lines), and providing consistent
vergence and accommodation cues (Hoffman et al., 2008). In these
circumstances, we should expect depth constancy similar to that
found for real objects. In other words, the cues to flatness should have
a negligible effect (Watt et al., 2005).
The r2 values of Eqs. (25), (26), and (27) represent the ratios of the
spread of the single- or combined-cue likelihoods and the spread of
the likelihood of the cues to flatness. If the linear cue combination
model were consistent with the data, we should expect the empirical
estimates of r2 in the three stimulus conditions to be very small,
because in our stimulus conditions the reliability of the cues to
flatness was extremely low compared to the reliability of disparity
and motion information.
Contrary to this prediction, our data require the reliability of
disparity information to be only 14% greater than the reliability of the
cues to flatness, the reliability of motion information to be 40% lower
than the reliability of the cues to flatness, and the reliability of
disparity–motion information to be only 72% greater than the
reliability of the cues to flatness. It is obvious that these estimates
stand in contrast with the stimulus properties of the current
investigation (Watt et al., 2005). We should also stress that the
model from which the values rd2, rv2, and rc2= of Eqs. (25), (26), and
(27) were estimated contains two free parameters derived ad hoc.
The unacceptable estimates of linear cue combination can be
contrasted with the good fit of IC. In the introduction, we showed
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relating the recovered and the simulated depth magnitudes in the
different stimulus conditions. According to Eq. (14), the slope of this
linear relation in the disparity–motion condition should be equal toffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2v + K
2
d
q
= 0:87. This value is very similar to the empirical estimation
of Kc, which is 0.85.
4.9. Further analyses
4.9.1. Movement duration
The analysis of the transport component of the grasp revealed that
the delay between the onset and the final hand position was
significantly longer for motion-only than for disparity-only and the
disparity–motion stimuli— see Fig. 5. On average, this delay was equal
to 28 ms, 95% C.I. [8.27, 47.99], pb0.005. This result is consistent with
the hypothesis that the removal of binocular disparity leads to greater
uncertainty, resulting in longer duration movements (Loftus, Servos,
Goodale, Mendarozqueta, & Mon-Williams, 2004; Melmoth & Grant,
2006).
4.9.2. Virtual and natural targets
When analyzing only the trials in the RGF block in which
participants reached for physical and virtual targets that shared the
same spatial configuration (30 mmdepth, disparity-only condition), we
found that the average FGA for a virtual target was not significantly
different from that of a corresponding physical object: average
FGA=31.6 mm, S.E.=1.3, 95%C.I. [28.6, 34.5].Without haptic feedback,
however, the movement was 15% slower, t280=5.42, pb0.001 (see
Goodale, Jakobson, & Keillor, 1994).
4.9.3. Effect of intermixed haptic feedback on grasping precision
For the disparity-only, motion-only, and disparity–motion stimuli,
the variability of the FGA was 28%, 54%, and 16% larger, respectively, in
the trials with no intermixed feedback (Levene test: F1,2044=30.97,
pb0.001). This result replicates the finding that haptic feedback
resulting from contact with actual targets produces calibration and it
allows reaches to become more precise (Bingham et al., 2007;
Wickelgren, McConnell, & Bingham, 2000; see also Bingham, Zaal,
Robin, & Shull, 2000; Bingham & Pagano, 1998; Pagano & Bingham,
1998), even though it does not necessarily correct shape distortions
(Bingham et al., 2001). Interestingly, we found an increase in precision
even if haptic feedback was provided only to a predictable subset of
prehension movements directed to a different spatial target.6
5. General discussion
In the present investigation we study reach-to-grasp movements
directed towards virtual stimuli. We test two hypotheses. H1: The same
depth distortions are found in performance involving action (with
no haptic feedback) and perceptual judgments. H2: The IC model can
account for the limited effectiveness of disparity and motion informa-
tion in conveying spatial information.
The results shown in Fig. 4 support H1: The addition of motion
significantly increased the FGA, even if prehension movements were
veridical for disparity-only stimuli. Prehension movements for virtual
objects, therefore, reveal the same systematic distortions of depth that6 According to IC, the amount of recovered depth is a function of the signal-to-noise
ratio. In the condition with haptic feedback the variability of the responses is smaller.
This does not imply, however, that the amount of recovered depth should be larger. In
fact, we need to distinguish between the variance of the errors of measurement of the
sensory signals and the variance of the responses due to the planning and execution of
a motor movement. The haptic feedback certainly affect the second variance, but there
is no reason why it should affect the first one. As a consequence, there is no reason to
expect, according to IC, an increase of perceived depth when haptic feedback is
provided.have been found for perceptual judgments (Domini et al., 2006). H2was
confirmedby the excellentfit of the ICmodel: participants' performance
in the combined-cue condition can bepredicted from their performance
in the single-cue conditions.
The accurate predictions of IC contrast with the poor fit of the
linear combination model. In our investigation, the stimuli and the
viewing conditions were chosen so as to maximize depth constancy
(e.g., Banks et al., 2008; Held & Banks, 2008; Hoffman et al., 2008;
Watt et al., 2005). In fact, almost perfect depth constancy is found
for both visual and haptic tasks in the disparity-only condition. In
these circumstances, the effectiveness of the flatness cues is minimal.
Nevertheless, substantial weights for the cues to flatness must be
derived from the linear combination model in order to fit the data;
indeed, the estimated weights of the flatness cues are around the size
of the weights of the disparity and motion cues. These disproportion-
ate estimates are found even though the linear combination model is
provided with two additional free parameters to allow a better fit (see
Eq. (21)).
Overall, the qualitative trend of the present results is inconsistent
with the linear combination model. By assuming unbiased estimates
from single cues, linear cue combination imposes an upper limit to
the amount of recovered depth. The distortions of depth are attributed
to the cue-conflict between the depth cues and the residual flatness
cues and/or to a prior for fronto-parallel. Consequently, linear cue
combination is consistent with depth underestimation and with an
increase in precision as more cues are added to the stimulus display.
However, it cannot explain depth overestimation, such as we found in
the present case.
As discussed elsewhere, the linear combination model makes two
assumptions that, in our opinion, are questionable: (1) the assumption
that the interactions between the organism and the environment
require an Euclidean metric depth representation, and (2) the assump-
tion that unbiasedmetric estimates of depth can be derived from single
cues (Domini& Caudek, in press). Contrary to thefirst assumption, it has
been argued that the visuo-motor system plausibly uses of an affine
representation of 3D space, accompanied with some form of learning-
based scaling (e.g., Thaler & Goodale, 2010). Contrary to the second
assumption,most of the literature suggests that the single-cue estimates
ofmetric depthare biased (e.g., Todd, 2004). If this is the case, then there
is no reason to combine the cues according to their reliability. In fact, the
most reliable cue can also have the largest bias. Instead, an “optimal
estimator” would require the assignment of the greatest weight to the
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to determine the amount of bias — unless it relies on some form of
learning based on haptic feedback.
It is also necessary to be cautious in interpreting the empirical
findings in support to linear combination. The result that the variance of
the responses in the combined-cue condition is smaller than in each of
the single-cue conditions has been taken as the clearest evidence
supporting linear combination (e.g., Hillis et al., 2004). This result is
certainly compatible with linear combination, but we must also
recognize that this relation among the variances is compatible with a
whole class ofmodels, very differentwith each other, and not onlywith
linear cue combination. For example,Domini et al. (2006)demonstrated
that the same relation among the (single-cue and combined-cue)
variances holds true for IC as well, regardless to the fact that (i) IC is
based on a completely different set of assumptions than linear cue
combination, and (ii) IC makes different predictions about human
performance than linear cue combination (see Section 3.2).
Previous studies have revealed that reach-to-grasp movements
for virtual stimuli are slower and shortened with respect to the target
location, and are characterized by a reduction in maximum grasp
aperture (Goodale et al., 1994). The differences between pantomimed
and normal prehension movements tend to disappear if participants
are allowed to calibrate their reaches across an experimental session
(Bingham et al., 2007). In the present study, the hand movements are
also slower when haptic feedback is absent.7 Moreover, the variability
of the FGA is larger in the RGNF block than in the intermixed haptic
feedback trials. These results suggest that intermixed haptic feedback
is not sufficient to produce “normal” grasp movements, despite the
fact that it increases the precision of performance. Note that, in
contrast to Bingham et al. (2007), the feedback trials in our RGF
block was predictable: in the feedback trials, the target was located
in a different spatial position than in the other trials. Rather than
proper calibration, therefore, our intermixed feedback trials provided
a sort of “anchoring” which reduced the variability of the responses
but preserved some differences between pantomimed and normal
prehension movements.
The lack of haptic feedback is not a limitation in this present study,
however. In the majority of previous investigations on reach-to-grasp
movements, participants could grasp, pick up, andmanipulate real objects
(e.g., Bennett, Mucignat, Waterman, & Castiello, 1994). However, real
objects are not particularly suited for cue-combination experiments,
because they make it difficult to isolate specific sources of depth
information (e.g., binocular disparity and motion parallax) from other
cues. One example is provided by the study of Watt and Bradshaw
(2003), where peak grip aperture scaled with object depth also in the
static, monocular viewing condition. We chose to use virtual stimuli
with no haptic feedback in order to study the effectiveness of motion
and disparity information in absence of other cues.
The present results show that, when there is no haptic feedback
and the hand is not visible, visual information and proprioceptive
feedback can bring the effector in the “ballpark” of the target, but
feedback is required for finer adjustments of the graspmovement. The
good fit of the IC model suggests that the planning component of
prehension movement and its execution integrated by proprioceptive
feedback may only depend on a subset of visual information— that is,
the retinal information that, by itself, does not allow a metric
reconstruction of the 3D layout and of the object depth.
Finer adjustments are needed for effective prehension movements
and they aremade by on-line control (e.g., Bradshaw et al., 2004) and by
calibration from haptic feedback (e.g., Bingham et al., 2000). Both these
components of prehension movements were removed from the7 In our study, haptic feedback is provided in a subset of trials to the 30 mm deep
objects rendered by disparity-only information. Therefore, a direct comparison
between trials with and without haptic feedback is possible solely for these specific
stimulus conditions.stimulus situation investigated in the present study. Consistent with
the theoretical approach of the IC model, we propose that the on-line
control component of prehensionmovementsmay be directly driven by
retinal information as well (Bingham et al., 2001; Bradshaw, Parton, &
Glennerster, 2000; Bradshaw et al., 2004; Jackson, Jones, Newport, &
Pritchard, 1997; Melmoth & Grant, 2006; Mon-Williams & Dijkerman,
1999; Watt & Bradshaw, 2000;2003). A disparity nulling strategy, for
instance, would only require “that the observer [be able to] determine
that crossed (near) disparities between hand and target and that
uncrossed (far) disparities between target and hand are reducing
concurrently” (Melmoth, Storoni, Todd, Finlay, &Grant, 2007, p. 295).As
such, a nulling process is not mediated by an “internal” metric
representation (see also Bruggeman, Fantoni, Caudek, & Domini, 2010).
Haptic feedback is also important. How calibration deriving from
haptic feedback can be integrated into depth and shape judgments
within a non-metric model, however, is a question that still needs to be
investigated. It should also be kept in mind that haptic feedback does
not necessarily produce complete calibration (see also Phillips, Egan, &
Perry, 2009; Van Doorn, Richardson, Wuillemin, & Symmons, 2010). It
has been suggested that haptic information may be more effective in
calibrating judgments of distance than judgments of shape (e.g.,
Brenner, vanDamme,& Smeets, 1997; Coats, Bingham,&Mon-Williams,
2008; Wijntjes, Volcic, Pont, Koenderink, & Kappers, 2009). Moreover,
Cuijpers et al. (2008) have reported that complete calibration for
grasping of virtual objects is not obtained, even with consistent haptic
feedback, when the shape and orientation of virtual objects change
every other trial and when grasping involves judging higher-order
shape parameters such as surface curvature (see also Bingham et al.,
2007; Coats et al., 2008; Smeets & Brenner, 2010). Future research,
therefore, should focus on better understanding the distortions of depth
present in the planning and execution of reach-to-grasp movements
when haptic feedback is provided.
6. Conclusions
In absence of haptic feedback, prehension movements for virtual
targets (hand not visible) reveal the same distortions of 3D depth as
perceptual judgments. Predictable and spatially displaced intermixed
haptic feedback trials are not sufficient to calibrate no-feedback trials.
Final grip aperture increases when motion is added to disparity
information, even when this corresponds to an overestimation of
depth. The present results are consistent with the IC model but not
with linear cue combination.
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