ABSTRACT Wireless local positioning systems are based on measurements of signal time of flights and/or bearing angles to determine the position of an active transmitter in 3-D space. Traditional time-of-flight and angle measurements with such positioning systems require many data samples at high rates to fulfill the Nyquist criterion. Moreover, in multipath channels the ability of classical signal processing methods to resolve the delay and bearing vectors of the multiple transmission paths is strictly limited by the radio frequency bandwidth and aperture size. In this paper, we show that the wireless channel is ideally suited for the application of compressed sensing. We can thus reduce the number of samples without major losses in localization performance, or we can improve the resolution. After introducing a general model of a localization task with multipath propagation, and following the definition of key parameters of existing systems, we review the necessary data processing stages with compressed sensing and verify its excellent applicability. Finally, measurements are presented to verify the theoretical predictions experimentally.
I. INTRODUCTION
Wireless Local Positioning Systems (WLPS) have been a focus in research in recent years, because they are needed in future mobile devices to provide information for ubiquity, proactivity, and natural interaction [1] , [2] . Passive electromagnetic or radar based localization, as in [3] and [4] , work similar as WLPS but it purely relies on infrastructure based transceivers/radar units and passive reflections of electromagnetic waves on non-cooperative targets. The use of an active transmitter in WLPS offers the advantage of a specific point-like wave source and clearly separable coded signals. In addition, the active signal transmission of the mobile wireless device, offers a notably better SNR at the receiver than a passive reflection. The spatially confined and well defined signal emission make WLPS especially suited for compressed sensing, because the measurement scene is sparse by nature and even in a severe multipath channel the sparsity is usually much higher than in wave based imaging or passive localization problems. Common wireless localization approaches rely on either a network of several spatially distributed transceivers or transponders [5] , [6] or on tachymeter-like techniques where a single fixed node can determine the 3D position of a mobile unit [7] , [8] .
Wireless locating based on multilateration requires that the channel length (or channel length differences), i.e., the distance between wireless units [9] - [11] , is measured. One way to do this is to measure the channel transfer function and to determine the time-of-flight (TOF) delay of the shortest transmission path. In an unblocked line-of-sight (LOS) channel, this value is the range between the two units. It is well known that the channel impulse response (CIR) can be measured either in the time domain with pulsed signals or in the frequency domain by frequency shift keying (FSK) or frequency modulated continuous wave (FMCW) signals. This paper deals with this modulation format because of its preferable applicability to compressed sensing, which will be explained later.
In the case of tachymeter-like techniques, range, azimuth and elevation angles are measured based on interferometric angle bearing concepts where phase shifts between several spatially distributed array elements are evaluated [7] . This technique requires more sophisticated hardware but it is advantageous due to the fact that it requires only a single LOS path and one compact fixed node. Additional fixed nodes increase the robustness to multipath propagation and enhance positioning accuracy.
Regardless of the focus of this article on tachymeter-like techniques, the described approach can be adapted directly to positioning via multilateration.
Compressed sensing (CS) has been used since the 1990s and was formally introduced in 2004 [12] . In [13] and [14] CS is discussed to reconstruct signals from undersampled measurements. Compressed sensing has already been applied to radar systems [15] - [19] . In many primary radar applications, the scenario is completely unknown and consists of a large number of targets. However, the situation in positioning differs from primary radar systems since the positioning setup is bistatic or multi-static, usually with a strong LOS or monostatic with a modulated transponder that can be separated from all other static passive reflectors [20] . Thus, WLPS have a notably higher degree of sparsity in their signal representation compared to imaging radars, synthetic aperture radar (SAR) processing or other primary radar applications, such as automotive radar systems. In consequence, WLPS can benefit greatly from the concept of signal reconstruction from sparsely sampled data via compressed sensing due to eased sampling requirements.
This article is structured as follows: Section II briefly describes the measurement problem of 3D wireless localization via tachymeter-like techniques in terms of general properties, sampling requirements and resolution limit. In Section III, the typical radio channel model for wireless positioning and the FMCW modulation are discussed in detail. Section IV shows the necessary processing steps for data reconstruction via compressed sensing. In Section V, linking the previously described wireless positioning model to CS, i.e., reconstructing complex valued data, is shown. This section also explains a closed-form 3D solution and the combination of CS and beamforming. Section VI provides an overview of the hardware implementation and measurement results that support the theory.
II. DESCRIPTION OF THE MEASUREMENT PROBLEM
A secondary 3D localization system, as described in [7] , consists of at least a single-input multiple-output (SIMO) stationary radar node A and a mobile node B with at least one transmit (TX) and one receive (RX) channel (Fig. 1) . Generally, node A is modelled with N RX,A RX elements and N TX,A TX elements, and node B with N RX,B RX and N TX,B TX elements, which enables localization with both devices individually. To simplify the system model, we assume N TX,A = N RX,B = N TX,B = 1 and far-field conditions. The general case with an arbitrary channel number at both nodes can be derived readily. The second assumption holds true because the total aperture of the antenna array is small compared to the distance to node B that is to be measured. In other words, we try to investigate distance and angular measurement with an RX antenna array and a single point source as depicted in Fig. 1 . The vector r points at the location of the signal source, r p shows its projection onto the x-plane and r k points at the phase center of the k-th antenna element. Throughout this article, the local positioning problem is defined as the estimation of the distance r = d to the mobile node in combination with the azimuth angle ϕ az and the elevation angle ϕ el .
Both wireless nodes work in cooperative mode, which means that timing and frequency are synchronized precisely prior to the actual positioning [6] . After synchronization, up-and down-chirps are used to estimate the distance via round-trip time of flight (RTOF), which is equal to one-way TOF except for an unknown constant. Hence, azimuth and elevation angles are estimated by comparing the received signal phases of all RX channels.
Analytically, the point source signal model of the mobile node in free space can be stated as [21] 
where A k (r), r k and λ denote the signal amplitude, the phase center position of the k-th RX element and the carrier wavelength, respectively. The right-hand side of (1) is an approximation which takes into account that the aperture is very small compared to the measured distance, such that the amplitude is considered to be equal within all RX channels and the exact location only influences the signal phase ψ k . To compare phases, homodyne or heterodyne receivers have to work coherently by sharing the same local oscillator (LO). Hence, angles are estimated using interferometry, which is sometimes called phase monopulse within the scope of radar applications.
Since ranging by evaluating the signal magnitude comparison or by means of the received signal strength (RSS) via equation (1) is very inaccurate, a certain type of modulation is required to precisely determine the distance to the mobile node. For FMCW modulation, the received signal can be described as [22] 
where W (f ) stands for a certain spectral mask and * denotes the convolution operator. With each transmission, VOLUME 6, 2018 an estimation of the signal amplitude A(d), the signal phasê ψ k and the corresponding frequencyf d (which belongs to the distance estimated) is obtained. Due to the spectral mask W (f ), which is relatively broad,f d will be determined via envelope detection. If the modulated signal (2) is measured and sampled for use in Fourier-based signal processing methods, the sampling theorem must be met. With a given signal bandwidth B and the sampling time interval T , the sampling theorem according to Nyquist requires
If a measured distance should cover a measurement range d max that corresponds to a maximum transmission delay of τ max , the number of required samples equals
where the group velocity is denoted as c 0 .
If the time domain signal is sampled uniformly in the frequency domain, where f is the frequency spacing (and ω the corresponding frequency spacing in radians) of the used radio frequency (RF) band, the sampling theorem can be formulated as
which of course leads to the same dimensionality N s . It was shown in [23] and [24] that the Cramer-Rao-Lower-Bound (CRLB) lies within the cm-or even mm-range for modern positioning systems. To obtain distance measurements with a precision close to this lower bound, current implementations apply zero padding and subsequent interpolation. Compared to N s , zero padding typically increases the dimensionality by a factor of 4 to 32. Subsequent interpolation methods are applied in practice to avoid the huge dimensionality that would be necessary otherwise. Without interpolation, the total measurement error stems from two independent sources of error. Firstly, the peak of the distance measured with (2) deviates from the true distance with a variance which is bounded by the CRLB. Secondly, the reconstructed signal is discrete on the time axis, which gives a quantization error with a variance of
where b denotes the bin width.
To make the contribution of the discretization error negligible, the dimensionality has to be on the order of
This very high sampling rate has also been derived in [25] . In classical radio locating systems, the frequency domain signal (2) is measured with correlation or Fourier methods. Due to radio regulations, the radio signal cannot be chosen arbitrarily. In particular, the bandwidth limitation prohibits very narrow pulses. In consequence, it is always encountered in a version that is convolved with the impulse response determined by the bandwidth B and spectral mask W (f ) of the chosen radio signal. Depending on the density of the delay distribution, several multipath signals may overlap after the convolution and the ranging result may be corrupted. The Fourier resolution limit in range is given by
It was shown in [23] that in a dense multipath channel the ranging accuracy is limited by the Fourier resolution limit. Therefore, several ultra-wideband approaches have been researched over the last years [26] - [28] . The Fourier resolution limit is usually significantly worse than the CRLB and it is not possible to exceed this limit with correlation and Fourier methods, and to benefit from a good signal-tonoise ratio (SNR) in this respect. For widely spread Fourierbased systems, the resolution decreases due to the necessary employment of window functions [29] , [30] .
The following conclusions can be drawn for localization systems with the Fourier-based localization approach:
1) The measured signals have a rather high dimension. This makes signal acquisition and transmission burdensome and costly. 2) Each base station has to use the complete band in order to achieve high resolution and precision. This requires coordinated time multiplexing and renders coexistence challenging.
3) The multipath resolution is limited by the signal bandwidth regardless of the SNR. The ranging accuracy cannot exceed the Fourier resolution limit. The following sections will show that compressed sensing is a method that is able to address all of the three issues mentioned above. We will illustrate that the conditions of a typical wireless localization problem are ideally suited for CS, and that CS is a promising method that may notably advance future locating systems.
III. CHANNEL MODEL
The radio frequency (RF) channel can be described analytically by examining the linear channel impulse response (CIR) h k (t) of the radio channel between the mobile node and the fixed node. In the continuous-time representation, the CIR is modeled as [31] 
Here, N MP,k is the number of significant paths (line of sight and multipath), h m,k are the complex multipath attenuation coefficients and τ m,k are the corresponding delays. The usual measurement problem is to find or isolate the delay τ min that belongs to the shortest transmission path (i.e., the lineof-sight path if it is not blocked) and to determine this delay precisely. The minimum delays τ min correspond to a geometrical distance
Radio signals are always band limited and optimized towards minimized spurious emissions in adjacent bands. In addition, signals with good measurement properties are favorable, e.g., a narrow pulse with low side lobe level. Therefore, a lateration measurement carried out in the time domain requires dense sampling otherwise the pulse could be missed. To assess the dimensionality and complexity of the measurement problem, several characteristics are important.
The experience from current systems in this field shows that the number of multipath signals is typically relatively small. Since the total array aperture is small compared to the distance of the mobile station, the delays τ m,k measured between individual array elements are negligible for ranging and are considered equal. Depending on the density in the delay, and the width of the spectral masks, some signals from close-by paths may overlap after convolution.
Considering a wireless channel with bandwidth B and a sampling interval of τ , a deviation
of relative power is caused by the sin (x)/x spectral mask. For a channel measurement carried out with P = 20 dB (corresponding to an SNR of 20 dB), τ should be modeled with a maximum deviation of
This gives a maximum ''bin-width'' of 1/9th of the regular Fourier resolution. As a consequence, all model errors introduced by time-discretization are already covered by measurement noise rendering post-processing bin interpolation redundant. Now the sampled CIR is represented as
Since the number N s is very high, the probability of at least one path falling into a particular bin is still low and most CIR coefficients h n will effectively be zero. In the case of an FMCW system [6] , [32] , the beat signal
of a channel measurement has a sparse representation as
in the frequency domain, where A n , ϕ n (t), µ, τ n and f 0 denote the signal amplitude, instantaneous phase, sweep rate, time of flight to the mobile node, and RF carrier frequency, respectively [33] . The variable f off is the fixed RF offset between stationary and mobile node, which separates primary and secondary responses after down conversion. The same result can be achieved by introducing an artificial time delay after synchronization. As equation (15) is the result of the discrete Fourier transform (DFT) of equation (14), the DFT matrix is the basis of the CS reconstruction of the FMCW beat signal. Compared to radar systems based on pulse modulation, the received power is a time-continuous function during the chirp period. Hence, we can apply sparse sampling and CS, as explained in the next section.
IV. APPLICABILITY OF COMPRESSED SENSING
Sparsity in CS states that a signal x s ∈ C N contains only a small number of non-zero elements -i.e., K N non-zero elements [13] . In other words, we not only know that x s is from the vector space C N , but also that it is contained in the set
where the non-zero elements are counted by using the 0 -''norm''. The word norm has to be set in quotations, since its homogeneity is restricted and the induced metric makes the vector space discontinuous and isolated. In many cases, the signal x is sparse in an orthonormal basis . The sparse representation x s is constructed as
where is an N × N matrix. According to CS theory, the measured signal is acquired by linear projection
where denotes the M × N sensing or measurement matrix with M N . As the secondary precondition of CS (incoherency) is satisfied, it makes sense that only M samples of signal x have to be measured instead of N . Then, the measurement signal y satisfies the equation
where = is a complex M × N matrix, which is called a dictionary. The necessary dimension M ( N ) of measurement y is on the order of [13] 
The solution of (18) in the vector space is computationally easy (e.g., using the Penrose pseudo-inverse), but it is not unique since the measurement relation is underdetermined. Additionally, the particular solutions are not within U K (0) for acceptable values of K with respect to the application. Therefore, within the set of solutions for (18) an optimization goal is formulated as min x s 0 , subject to y = x s .
The minimization of (21) is an NP-hard problem due to the isolating effect of the 0 norm on the vector space. In [34] , VOLUME 6, 2018 1 -norm approximation was used instead of zero-''norm''. It turns out that the solutions optimized by the alternative norm are still populated very sparsely and therefore are acceptable according to their 0 performance. 1 does not discontinue the vector space, it is even convex. This minimization guarantees uniqueness of the local optimum to the new criterion [13] min x s 1 , subject to y = x s .
If noise is taken into account, the minimization constraints of (22) can be relaxed as
where ε bounds the noise tolerance of the recovery [34] . This is a standard problem in the domain of operations research and linear programming. The central path algorithms typically show good performance [35] .
V. PROCESSING OF CHANNEL SAMPLES A. CS RECONSTRUCTION
The measurement
can be obtained via (19) , where the matrix (M × N ) just selects the recorded samples of (14) in the time domain; denotes the N × N inverse Fourier basis; x s indicates the discrete representation of X s (f ) with N elements according to (15) . Because the dictionary and echo profile x s are complex values in our case, the linear measurement model in (18) is commonly rewritten as [36] Re(y)
This gives the measurement equation with real-valued coefficients -a form that can be handled by existing 1 optimizers like [35] and [37] . A downside of this approach is the effect on the reconstructed phases. Splitting x s into real and imaginary parts means that the goal function has a preference for those signals x s whose arguments are close to a multiple of 90 degrees. To reconstruct the sparse signal with better fidelity, we solve (23) by extending the iterative shrinkage thresholding algorithm (ISTA) based on [38] to the field of complex numbers. The iterative optimization algorithm is formulated as
with the definition soft {β, ρ/2} = sign {β} max {0, |β| − ρ/2} (27) of the soft thresholding operator that works elementwise on vector or matrix arguments. The regularization parameter ρ defines the trade-off between sparsity and noise or approximation error tolerance. The parameter ρ can be selected properly by taking the signal amplitude into account. All experiments and simulations were computed with the empiric choice ρ = 0.1 y H y. Thanks to the complex exponentials as basis, the matrix multiplication, which has to be computed in each iteration, can be replaced by a Fast Fourier Transform (FFT) to reduce the processing time significantly. Compared to the processing of all channel samples with a single FFT in N log 2 (N ), the CS approach requires the iterative computation of (26) and (27) . Replacing the matrix-vector multiplications by an FFT and IFFT results in a computational effort of 2PN log 2 (N ), where P denotes the number of iterations. The low complexity and the straightforward selection of the regularization parameter are important advantages of ISTA, especially for real time processing of dynamic scenarios.
B. DIRECT 3D PROCESSING VIA CS
For 3D positioning, a single channel measurement is not sufficient. Instead, the signals at all antenna elements need to be sampled simultaneously in order to estimate the azimuth and elevation angles. We briefly describe a holistic az,el approach, which includes the sparsity of the antenna array as well. Sparse arrays are preferred in this case because solely information on the LOS parameters is sufficient for 3D positioning. Compared to a uniform array with the same number of elements, sparse arrays yield an extended total aperture and improved angular estimation accuracy. Note that the state vector is significantly sparse in the space domain based on an over-complete dictionary (see [39] for details) according to our signal model represented by expression (15) 
where ⊗ denotes the Kronecker product. The matrices az,el and r stand for the sensing matrix in azimuth-elevation and range, respectively. Terms az,el and r contain the orthonormal basis for both cases. This representation stacks the data vectors y k of every RX channel and creates the complete sampling vector of dimension M · M RX . Details on the entries of az,el are shown in [40] . The representation is advantageous because the CS recovery can be carried out directly with existing solvers. M RX denotes the number of antenna elements in a sparse array and N RX stands for the number of elements in the corresponding nonsparse or full array. The main drawback of this approach is the huge computational cost of reconstructing the solution vector x ∈ C N ×N RX .
VI. COMBINING CS AND BEAMFORMING
Regarding real-time positioning, the demanding reconstruction of (28) would require a fast and costly FPGA with high power dissipation. Since these requirements are cumbersome for compact mobile equipment, a more efficient processing scheme has to be developed. Instead of the 3D evaluation method in section V. B., we use (26) and (27) to reconstruct the undersampled beat signal in amplitude and phase for each channel individually. After detecting the shortest path (it corresponds to the LOS signal), the estimated distanced and one complex value A k (d) per RX channel are obtained, which is sufficient for angular estimation.
According to [40] , the spatial matched filter (or delay-andsum-beamforming) is given by
with the hypothetical target position defined as
and the wave vector
in spherical coordinates. Instead of finding maxima in 3D, a 2D peak search is required to evaluate (29) . This is especially useful due to the high dimensionality of the beat signal in each channel.
The maximum of (29) finally indicates the estimated position of the mobile node. Compared to the direct method in V. B., this approach benefits from the increased resolution of CS only in ranging.
VII. MEASUREMENTS A. SYSTEM SETUP
The 3D localization system consists of two cooperative single-input multiple-output (SIMO) radar nodes which operate in the 24 GHz ISM band [7] . Each node has 8 receive channels and 1 transmit channel. The hardware setup is completely identical for each node. Both radar nodes are connected via an IEEE 802.15.4 dynamic network, which also enables coarse time synchronization for communication purposes. As shown in Fig. 2 , each node consists of a highfrequency (HF) board and a digital-signal-processing (DSP) board. An optimized 2D sparse antenna array with minimized side lobe level is connected to the HF board by flexible but phase-stable cables. In TX mode, the FMCW ramps are generated by a phase-locked loop (PLL) on the HF board controlled by the microcontroller (MCU) on the DSP board. The signal is then amplified with a power amplifier (PA), low-pass filtered and transmitted over the TX antenna. In RX mode, the received FMCW ramps in the 8 RX channels are first amplified by a low-noise amplifier (LNA), low-pass filtered and eventually mixed with the locally generated FMCW ramps. The resulting intermediate frequency (IF) signals are subsequently digitized by differential 14-bit analog-to-digital converters (ADC). A 128-MHz-clocked Altera Cyclone III FPGA is used to accurately schedule the individual parts of the measurement process. An Atmel AT32UC3C MCU is used for further high-level signal processing and networking. A detailed description of the hardware can be found in [7] . Fig. 3 gives an insight into the measurement scenario with a mobile robot, a multichannel receiver and a tachymeter. The tachymeter provides a precise position reference. The echo profile depicted in Fig. 4 was recorded with a 24 GHz cooperative secondary local positioning radar (LPR) in a foyer with line of sight and low multipath distortions. This range profile was created by evaluating the digital samples of a single channel. The signal is highly compressible and benefits from the application of compressive sampling techniques to reduce the hardware effort, measurement time and the data rate required for transmission to a common evaluation platform. As described in section V, ISTA was chosen for reconstruction. For easier comparison with the conventionally derived spectrum, the CS-reconstructed echo profile was convolved with the same window function as represented in the frequency domain. As shown in Fig. 4 , the amplitudes of the CS-reconstructed echo profile (blue line) match the fully sampled echo profile (black line) and both reveal the spectral maximum corresponding to the actual distance of 8 m. Since the CS computation was carried out with M = 256 instead of N = 8192 samples, the average of 32 reconstruction results is shown in Fig. 4 in order to obtain spectra with comparable amplitudes and SNR values. The magnitude of the complex difference between both signals was calculated to derive a ratio of signal to introduced error of about −26 dB at the maximum peak. This ratio is most likely limited by the noise level from the data-acquisition hardware e.g., the limited dynamic range, phase noise and clutter, as these are not represented in the dictionary. Characteristics of this secondary radar system are summarized in Table 1 .
B. RANGING WITH CS RECONSTRUCTION
To demonstrate the stability of the proposed CS reconstruction algorithm, distance measurements at 700 different positions were carried out. The 700 measurements were taken at arbitrary positions in the indoor measurement scenario depicted in Fig. 3 . The estimation error in distance is depicted in Fig. 5 for the reconstruction via FFT (left) and CS (right). The compressed sensing reconstruction was carried out with 256 out of 8192 samples at random selection. The reconstructed distance was compared to an optical reference with a deviation below 1 mm. There were no outliers and the distributions in both histograms are comparable. As expected, the mean distance of the radar measurement is higher than the real one. This effect is caused by multipath signal components which are always longer than the LOS. The resulting standard deviation in distance was smaller than 20 cm which is in accordance to the indoor ranging measurements with a bandwidth of B = 250 MHz in [42] . 
C. 3D LOCAL POSITIONING VIA COMPRESSED SENSING
Building on the first experiment concerning range measurements of individual nodes, the next step is to determine the azimuth and elevation angles at 206 defined mobile-robot positions. Firstly, we found the maximum in range by CS reconstruction of M = 256 out of N = 8192 randomly chosen samples. The size of the reconstruction vector x was 2N . This approach is sometimes called oversampling and is used to reduce reconstruction errors. Secondly, by interpolation at the peak position we obtained precise range measurements. Finally, the eight complex amplitudes at the peak position are processed with the delay-and-sum beamforming algorithm in order to obtain the location of the mobile station in spherical coordinates consisting of azimuth and elevation angles and the corresponding distance value. According to equation (25) the true position. According to FCDC-STD-007.3-1998, the root mean square error (RMSE) of a measurement is defined as
where measurement k and reference k denote the k-th measured and reference value, respectively. The number of measurements is represented by the variable K . Table 2 shows the RMSE of the estimated parameters with Fourier-based processing (FFT) and compressed sensing (CS). Despite a reduction in the amount of data by a factor of R = 32, the angular measurements are more precise and the overall accuracy is suitable for most indoor localization purposes. Moreover, the accuracy in both angles has been increased since range resolution is improved with CS, making it much easier to separate the reflection on walls or other objects from the LOS path. The results of the distance estimation RMSE d are slightly worse with CS. This impairment is caused by the random selection of M samples, the adaptive choice of ρ in (26) and the reduced SNR.
D. COMPARISION OF THE CS RESOLUTION AND THE FFT RESOLUTION VIA SIMULATION
This section assesses the resolution performance of compressed sensing and compares it to Fast-FourierTransform processing from an experimental point of view.
Publications [15] , [19] claim that CS yields a higher resolution by sending sequences with lower coherency than classical methods, like matched filter processing or Fourier analysis. The following simulation and test will investigate if the resolution can be increased with a CS processing scheme on the same data set.
The test was conducted with a total bandwidth of B = 250 MHz. This results in a resolution limit of
with FFT-based processing schemes. In many radar applications, window functions are required to reduce side lobes. The drawback is a broadened main lobe that further increases the resolution limit by a factor of 2 to 3 based on the window type. A Monte Carlo simulation was carried out to compare the minimum required distance between two targets figuratively. The Hamming window function almost doubles the resolution limit d,FFT ≈ 2 d . CS is able to reconstruct the target scene correctly if the separation is larger than approx. 1m. Fig. 6 shows that the main lobe was much smaller with CS than with the FFT. CS reconstruction was computed with an oversampling factor of two. The side lobes in Fig. 6 (right) are caused by post-processing interpolation.
E. SYSTEM PERFORMANCE IN A SCENARIO WITH STRONG MULTIPATH PROPAGATION
Measurements were taken at 194 different positions, as depicted in Fig. 7 . In this scenario, the mobile robot was facing the wall (black line) in order to create a strong second path besides the direct LOS. The average path difference was between 0.6 m and 1.0 m, which is below the FFT resolution limit of d,FFT ≈ 2.4 m. Despite the reduction of N = 8192 data samples to M = 256 by a factor of R = 32, the RMSE results of both angular estimations and the distance estimation with CS were superior to the FFT processing (Table 3 ). This test shows that reconstruction performance depends on the robustness to multipath rather than the SNR in typical indoor applications.
VIII. CONCLUSION
Through theory and experimentation, we have shown the benefit of the CS reconstruction for wireless positioning systems. Data dimensions can be reduced drastically by applying CS theory. This approach prospectively opens new options in designing wireless positioning systems. The measurements have a small data footprint in their raw form. The digital signal processing can be postponed or offloaded by transmitting the raw data to a processing site. This scales back hardware complexity and sensor power consumption. Since the fusion software has access to all raw data, no individual preprocessing steps are needed for each channel. All measurements can be evaluated in a holistic way. In this paper, we used existing data captured with hardware that operates in FMCW mode. The data was thinned out to get the compressed sampled values. The existing CS-reconstruction algorithm was upgraded to the field of complex numbers to allow the application of beamforming to obtain angular-estimation results. We still achieved remarkably good distance measurements. In a 3D-positioning scenario, the potential of the approach for wireless locating was demonstrated. Finally, we constructed a multipath channel to demonstrate the tendency to improved resolution capabilities under harsh conditions. This opens the door to positioning in the ISM bands with enhanced multipath resistance enabled by higher range resolution, which is not possible with linear reconstruction methods with similar bandwidth constraints.
