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ABSTRACT
A Bayesian-updating approach is developed to the estimation of the total uncertaintybased Margin of Safety (MOS) for Total Maximum Daily Load calculations using the watershed
modeling tool HSPF. In order to determine the prior, likelihood, and posterior distributions of
uncertainties involved in Bayesian approach, various probability density functions are derived.
The temperature measurement induced uncertainty in dissolved oxygen simulation is found to be
normally distributed. The temporal scale uncertainty in weather data decreases with decreasing
temporal resolution. The temporal-scale uncertainties in the rainfall and temperature data follow
a Weibull and general extreme value distributions, respectively. The spatial-resolution
uncertainty in simulated dissolved oxygen follows a general extreme value distribution. Duration
curves are developed to examine the output computation-induced uncertainty. Duration curves
for dissolved oxygen and nitrate-nitrogen exhibit high variability in the load estimated using
daily data as compared to those based on bi-weekly and monthly data. It is found that, the
temporal scale-induced uncertainty in model outputs is linearly and inversely correlated with the
logarithm of the time scale. Regression equations are presented to extrapolate near real time flow
and water quality data, greatly simplifying flow and water quality monitoring and reducing the
cost involved in flow and water quality monitoring. The temporal scale-induced uncertainties in
simulated dissolved oxygen and nitrate-nitrogen follow a general extreme value and gamma
distributions while the temporal scale uncertainty in flow is normally distributed.
The new Bayesian updating approach is demonstrated through a case study for the Amite
River, Louisiana. The posterior probability distribution-based on the above distributions updates
standard deviation of summer dissolved oxygen from 1.88 mg/L to 2.10 mg/L for the Amite
River. The Bayesian method yields the dissolved oxygen reserve of 38,614.43 Kg/Day with first
x

level MOS, producing a deficit of 5,606.65 Kg/Day in dissolved oxygen. The dissolved oxygen
reserve deficit increases to 23,895.13 Kg/Day when the second level MOS is used, which
escalates to 42,383.52 Kg/Day when highest level of MOS is used. The total uncertainty-based
Bayesian approach developed in this study provides a useful tool for the adaptive and risk based
TMDL implementation and watershed restoration.
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CHAPTER 1
INTRODUCTION
1.1

Background
Section 303(d) of the U.S. Clean Water Act (CWA) (U.S. Code 1972) details

requirements for individual states and the U.S. Environmental Protection Agency (EPA) to
quantify existing contaminant levels and to take measures to improve water quality in impaired
and threatened water bodies. These requirements include that states establish priority rankings
for waters on the lists and develop Total Maximum Daily Loads (TMDLs), for these waters. A
TMDL refers to the quantity of pollutant from point and non-point sources and natural
background with a margin of safety, which a waterbody can accept without violating water
quality standards (US EPA 2009). Components of TMDL include the waste load allocation
(WLA) to point sources, the load allocation (LA) to nonpoint sources and to natural background
sources, and the margin of safety (MOS), as shown in Eq. (1.1) and Figure 1.1. The TMDL
development is rather a straight forward calculation except the quantification of uncertainty in
terms of MOS.
TMDL = ΣWLAs + ΣLAs + MOS

(1.1)

The most common unit for TMDL, WLA, and LA is mass per time, where the time
should be in days. However, other expressions such as percent reduction of the loads may also be
possible (US EPA, 1991). The WLA part is estimated using conventional methods such as flow
and concentration calculations. The LA is estimated by using the total runoff and the pollutant
concentration released from the non-point sources. Both WLA and LA are subject to fluctuations
and uncertainty due to natural variability and other sources. While estimating WLA and LA, the
sources of uncertainty change, depending on the method of estimation. The concentration and
1

flow data obtained from monitoring programs carry different uncertainties than that obtained
from modeling exercises. The uncertainty is defined as the random variability in the variable
(concentration, flow etc.) while an error is referred as the difference between actual and recorded
value. The inapt consideration of uncertainties may sway the environmental management
decisions and result in a potential non-attainment of surface water quality standards.

45
40

Pollution Load

35
30

Uncertainties due
to Natural and
System Variability

Reduction
Required

25

Margin of Safety

20
15

Water Quality Standard
Point + Non‐point
Source Pollution
(WLA+LA)

10
5

TMDL

0

Existing Load

Allowed Load

Figure 1.1: Definition and components of TMDL
Based on a recent national survey supported by the Water Environmental Research
Foundation (WERF), among a total of 172 TMDLs being reviewed, there are 12 TMDLs that
have no MOS estimates at all. Of the remaining 160 TMDLs, 119 of them employed the
subjective and simple explicit MOS method while 40 applied implicit MOS or conservative
assumptions (Dilks et al., 2004). Only one TMDL explicitly calculated the uncertainty through a
parallel research study and reflected the uncertainty into MOS. None used uncertainty analysis
tools to calculate the MOS during TMDL development (Zhang and Fillmore, 2003). An
improper consideration of MOS may lead to flawed TMDLs–with MOS being too small, the
2

TMDL has a high probability of not meeting its designated use; and with larger MOS, the cost of
implementing the TMDL will be much higher than necessary. Therefore, the National Research
Council (NRC, 2001) calls for ending the practice of arbitrary selection of the MOS and instead
requires uncertainty analysis as the basis for MOS determination.
1.2

Sources of Uncertainty in TMDL Development
Uncertainty is involved in all water quality programs, including the TMDL program, that

cannot be completely eliminated (NRC, 2001). Therefore, uncertainty must be explicitly
addressed both in the results generated by models and in the TMDL development. The current
modeling approach plays an important role in the TMDL development and implementation
(Reckhow, 1999; NRC, 2001) because of its flexibility in handling the temporal and spatial
scales. Apart from the natural variability, a TMDL developed using the modeling approach
contains input data induced uncertainty, model structure uncertainty, and computational
uncertainty in output data. These uncertainties were further sub-categorized in several classes as
shown in Figure 1.2.
The natural variability accounts for the fluctuations in weather and pollutant
concentrations and is governed by the local and seasonal variations in rainfall and other
parameters like temperature and landuse. The weather and landuse information are two important
input datasets used in watershed modeling. The weather data may include the errors caused by
measurements, reporting, and instrument deployment. Low measurement frequency in weather
data may also introduce the uncertainty in the model output, which is categorized as temporal
variability. The spatial information (landuse, soil data etc.) acquired from map related sources
contains spatial variability due to the map accuracy. The accuracy of maps depends directly on
the resolution/scale of the data used and other computational errors. Any scientific or
3

engineering calculations carry uncertainties depending on the degree of approximation of the
natural phenomenon. The model (or governing equations) selected to describe the watershed
process, its solution algorithms, and the model calibrations (depending on control parameters)
incur the uncertainty due to model structure. In watershed models where input data interacts
through various sets of complex equations, the error transfer from input data to output becomes a
significant component of the error due to model structure. Finally, pollution loads are the product
of concentration and discharge which exhibits high variability for a particular interval. This is
identified as output data uncertainty due to computation.
Uncertainties in TMDL

Natural
Variability

Input Data

Model Structure

Measurement and
Recording Error

Assumptions

Temporal Variability
of Time‐Series Data

Parameter

Output Data

Temporal Variability
due to Computation

Error Propagation

Scale/Resolution of
the Spatial Data

Figure 1.2: Uncertainties in TMDL calculations
The total uncertainty in the TMDL should include all the above enlisted uncertainties.
Due to complexity in watershed scale processes, interdependency of the variables, and lack of
efficient uncertainty tools, a rigorous MOS determination in any TMDL development remains a
challenging and sometimes cost prohibitive task. In absence of technical guidelines, the
superficial consideration of uncertainty in the water quality management can be a matter of

4

contention between stakeholders and regulatory agencies (Houck, 2002). Hence, it is important
to include the total uncertainty in the TMDL development.
1.3

Statistical Methods for Estimation of Uncertainty
Water quality models used in TMDL calculations are mostly deterministic (Lung 2001).

Predicting natural system response to anthropogenic change involves high uncertainties and the
relationship between pollutant loading and receiving water response can also never be precisely
known. Probability-based approaches have been utilized in uncertainty analysis over the past
several decades (Beven and Binley, 1992; Kuczera and Parent, 1998; Vrugt et al., 2003). In
addition to conventional moment analysis methods, researchers have employed probabilistic
uncertainty analysis methods such as Bayesian analysis, Monte Carlo simulation (MCS), and
First Order Error (FOE) analysis to estimate the uncertainty and to determine the MOS (Zhang
and Shaw, 2004; Melching and Willy, 2001).
In this study, TMDL development for dissolved oxygen under the consideration of
uncertainties is investigated through a detailed Bayesian analysis accounting for all uncertainty
sources. The uncertainty sources include the temporal uncertainty from the tabular data (e.g.
weather), spatial-resolution uncertainty due to spatial data (landuse, soil etc.), model structureinduced uncertainty, and the output computation-related uncertainty. The virtue of Bayesian
analysis to update the prior knowledge based on the new information and likelihood is useful to
the development of a probability density function for total uncertainty. The probability
distributions computed for each of the uncertainty sources could be used as prior knowledge. The
total uncertainty distribution obtained using Bayesian analysis is important for the study of the
contribution from different uncertainty sources and also in the adaptive TMDL implementation.

5

1.4

Goals and Objectives
The overall goal of this study was to develop a general approach to identification and

estimation of the uncertainties involved in TMDL calculations using an explicit margin of safety.
The specific objectives of the study include:
1. To estimate probability density functions for the uncertainties involved in dissolved
oxygen and nitrate-nitrogen simulations due to temperature and rainfall measurement
errors;
2. To determine the probability density functions for temporal scale-induced uncertainties in
temperature and rainfall input data;
3. To estimate the probability density function for the spatial-resolution induced uncertainty
in simulated dissolved oxygen;
4. To determine the error propagation in the watershed-based water quality model structure
while simulating the dissolved oxygen;
5. To analyze the uncertainties involved in load duration curves and perform seasonal
analysis for the dissolved oxygen and nitrate-nitrogen;
6. To derive the probability density functions for the uncertainties in the model output data
used in the calculation of dissolved oxygen reserve and nitrate-nitrogen load ;
7. To estimate the total uncertainty in simulated dissolved oxygen by considering the above
estimated measurement induced, temporal-scale, spatial-resolution, error propagation and
computational uncertainties using Bayesian analysis;
8. To develop a case study to compare the TMDLs estimated by using conventional
methods and newly developed Bayesian approach.

6

1.5

Dissertation Organization
The dissertation includes six chapters. The present chapter provides a general background

on uncertainty analysis and MOS estimation in TMDL development, the objectives of the
research, as well as the structure of the dissertation itself.
The second chapter describes the estimation of probability density functions of input
uncertainties which were the first three components of the Bayesian network for estimating the
total uncertainty. The chapter evaluates the effect of measurement errors in rainfall and
temperature, temporal variability and effect of spatial-resolution of landuse map on the dissolved
oxygen and nitrate-nitrogen simulations.
The third chapter explains error propagation in a watershed-based water quality model. A
sensitivity analysis was performed for the in-stream DO-BOD balance in the watershed model
and then probabilistic point estimation method was used to estimate the error propagation.
The fourth chapter describes temporal variability in the model output while estimating the
DO TMDL. The watershed model HSPF was used to study the river flow and pollution loads.
The load duration curves developed for different temporal resolutions were studied in this
chapter. A probability density function for the model output uncertainty was the last component
of the Bayesian network.
The fifth chapter discusses the Bayesian network analysis using the above five
probability density functions, likelihood function and natural variability. The total uncertainty
was calculated based on the probabilistic analysis for different risk levels and converted into
appropriate MOS. The chapter compares the TMDLs estimated by using conventional methods
and newly developed Bayesian approach.

7

The dissertation closes with the sixth chapter that summarizes general conclusions and
suggests recommendations for future work.
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CHAPTER 2
UNCERTAINTY ANALYSIS OF MODEL INPUT DATA
2.1

Introduction
Watershed modeling tools have been increasingly employed in Total Maximum Daily

Load (TMDL) development and watershed restoration. Uncertainty involved in model input data
is recognized as one major source of uncertainty in modeling-based TMDL development
(Chapra, 2003). Despite the progress made over past decades (Sohrabi et al., 2002; Kavetski et
al., 2006), estimation of uncertainty in model input data is still a challenging task due to the wide
variety of input variables involved in watershed models. According to Chapra (2003) the water
quality model input data can be categorized as forcing functions (weather, point loads), spatial
data (landuse, soil, topography, etc.), state data (flow, concentrations, etc.), and rate data (direct
measurement of model parameters).
Current hydrological models are mostly distributed models which consider temporal and
spatial variability and hence require a wide range of input data. The uncertainty in hydrological
model input data is dependent on the three factors, namely the kinetic complexity, temporal
resolution, and spatial resolution (DePinto et al., 2004). The weather data is subject to
measurement error and temporal variability due to the accuracy of instrument and frequency of
measurement. The accuracy of spatial data is debatable due to the raw data used, its resolution
and the method of mapping. Several studies have quantified the input data uncertainty which
comprised the effect of measurement error, temporal and spatial variability. For example, the
effect of temporal resolution of rainfall data in the modeling of an urban drainage system was
studied by Aronica et al. (2005). Chaubey et al. (1999) estimated the uncertainty in model
parameters due to spatial variability of rainfall. It was concluded that the spatial heterogeneity of
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rainfall greatly affects hydrological model outputs. Similar studies (Goodrich et al., 1995; Shah
et al., 1996) were also carried out to assess the effect of spatial variability of rainfall on model
prediction. The spatial data includes the landuse, soil, and elevation data. Satellite imageries are
widely used for landuse mapping. The resolution of spatial data used in GIS-aided hydrological
modeling has shown considerable effect on the output accuracy (Wagnet and Huston, 1996;
Wilson et al., 1996). This was further supported by a study by Cotter et al. (2003), where the
effect of the scale of the digital elevation model (DEM), landuse, and soil data on flow and
sediment transport, total phosphorous and nitrate-nitrogen species was analyzed. However, the
resolution of the imagery is an important consideration as the hydrological model outputs are
estimated based on the major landuse types.
Therefore, it is essential to understand the effect of numerical and spatial data error in
hydrological modeling. This study focuses on the uncertainties involved in temperature, rainfall,
and landuse data which are the controlling input data commonly required in watershed models
such as Hydrological Simulation Program–FORTRAN (HSPF). The HSPF model was used to
simulate the in-stream dissolved oxygen and nitrate-nitrogen concentration. The parameters–
dissolved oxygen and nitrate-nitrogen–were particularly selected as the dissolved oxygen
concentration in surface waters is principally driven by weather data, whereas, the spatial data is
the controlling factor in determining the nitrate-nitrogen concentration. Specific objectives of the
chapter include: (1) to present the probability density function (PDF) of the uncertainty in
simulated dissolved oxygen and nitrate-nitrogen concentrations due to the measurement error in
temperature and rainfall input data; (2) to determine PDFs of the temporal scale induced
uncertainty in the temperature and rainfall input data; and (3) to estimate the PDF of spatial scale
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induced uncertainty in simulated dissolved oxygen and nitrate-nitrogen concentrations due to
varying resolution of landuse input data.
2.2

Materials and Methods
In order to accomplish the above-mentioned objectives, a spatially distributed and

temporally continuous watershed model was needed. In this study, the HSPF was selected as the
watershed model. The HSPF model has the capability to simulate the hydrologic and water
quality processes associated with general landuse, urban areas and streams as well. The HSPF is
a continuous simulation program, and it requires a wide range of weather input data and landuse
data and produces results as daily time-series (Bicknell et al., 2001). The HSPF model is
supported by the US EPA, USGS, and USACE (Whittemore and Beebe, 2000). The HSPF can
produce spatial variability by dividing a basin into hydrologically homogeneous land segments
and simulating runoff separately using different meteorological input and watershed parameters.
The inclusion of a time-series of hourly weather data eliminates error due to disaggregation in
the HSPF model and provides the outputs based on fine resolution input weather data. Table 2.1
shows the weather and spatial data used in the HSPF model and its source.
Table 2.1: Geo-spatial and weather data used in the HSPF model
Data
Digital Elevation Model (DEM)
Soils
Stream Network
Hourly Weather Data
Precipitation, Evaporation, Temperature, Wind Speed, Solar Radiation,
Potential Evapo-transpiration, Dew-point Temperature, and Cloud Cover

Source
NED
STATSGO
NHD
USEPA

The hourly weather time-series data observed at the Baton Rouge station for the period of
1970-1995 were acquired from US EPA (Table 2.1). The landuse data was developed using
Landsat TM imagery data (30 m resolution) for the year 1991 acquired from the Global Land
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Cover Facility (GLCF) at the University of Maryland. The landuse data was classified into 25
classes by using the un-supervised classification. These classes were then categorically reclassified using visual interpretation to re-assign it into six major classes as per the HSPF
requirement. The fine resolution input data were used to simulate the base scenario of dissolved
oxygen and nitrate-nitrogen concentration in Amite River at Port Vincent.
The input data uncertainties associated with temperature, rainfall and landuse were
estimated by first calculating the measurement uncertainty, then temporal scale and spatialresolution induced uncertainties. The methodologies for calculating the three major components
of input data uncertainty are described in following sections.
2.2.1

Study Area
The area selected for this study was the Amite River watershed (Figure 2.1). The Amite

River watershed is one of fast developing basins in the southeast Louisiana. It includes the
metropolitan area of Baton Rouge (Population: 227,000) and major industrial areas in the region.
The Amite River watershed is the biggest watershed in the Lake Pontchartrain basin and has
been declared impaired due low dissolved oxygen, bacteria and suspended solids. The area of
3950 sq km in Amite River watershed includes lakes, rivers, bayous, forest, swamps and
marshes. The altitudes in the Amite River watershed range from 0m in the south to 95m in the
northern region. The Amite River watershed experiences a typical subtropical humid climate
with mild winter (November through April) and hot summers (May through October), and
abundant rainfall. Amite River watershed receives rainfall up to 150 cm/yr, the rainfall frequency
is observed to be higher in a period of December through March. Annual average temperatures
range from 19 to 21°C (66 to 69°F), with July averaging 28°C (82°F) and January averaging
12°C (53°F). The monthly temperature analysis reveals that the temperatures are highest in the
12

month of July and August. The monthly averaged maximum temperature varies between 60-92°F
and the monthly averaged minimum temperature range is 40-70°F. The annual average minimum
discharge in Amite River was observed to be as high as 4,046 CFS. Soil type in the Amite River
watershed was classified as the Mississippi Valley Loess Plain (USDA ARS 1994). The HSPF
simulations were performed to obtain a time-series data of dissolved oxygen and nitrate-nitrogen
concentration at Port Vincent, LA which is located south of the Baton Rouge area. The model
was calibrated and validated using grab sampled monthly data obtained from the Louisiana
Department of Environmental Quality (LDEQ) at Port Vincent during the period of 1985-1995.

Figure 2.1: Map of the Amite River watershed
2.2.2

Measurement Uncertainty due to Temperature and Rainfall Input Data
Temperature (ºC) and rainfall (inches) are the most important input data required in the

HSPF model. The weather parameters are commonly recorded by employing a variety of sensors
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at a station. The accuracy of the measured weather data varies with sensors or instruments used.
In general, the accuracy in air temperature measurement varied from 0.15ºC-0.5ºC and rainfall
was measured with up to 5% accuracy. At present, there are several commercial weather stations
available, which employ different sensors to record weather data. In this study five weather
stations and sensors are considered, as shown in Table 2.2.
Table 2.2: Sensor measurement accuracy for different weather stations
Weather Station
Columbia Weather Systems Capricorn 2000EX
YSI Meteorological Sensor Suite
Texas Weather Instrument Logging Station
The RainWise MK-III-RTR
WeatherHawk 232

Temperature
(°C)
±0.5
±0.3
±0.15
±0.25
±0.5

Rainfall
(%)
±1
±5
±1
±2
±1

It should be noted that the measurement uncertainty listed in Table 2.2 cannot be directly
used as the uncertainty in the model output as the input rarely transfers linearly into the
uncertainty of the output (Sohrabi et al., 2002). Hence, it is necessary to estimate a general
correction factor to account for the measurement induced uncertainty in model outputs. The
effect of measurement uncertainty on outputs was calculated using the perturbation method. In
this method, the effect of small perturbations in the model input parameter on model outputs is
studied (Hamed and El-Beshry, 2004). The standard deviations of temperature and rainfall
measurement errors were introduced as the perturbation in the input data, and then the effect of
the uncertainty in input data on dissolved oxygen (DO) and nitrate-nitrogen (NO3-N) simulation
was studied. The measurement induced uncertainty was defined as the distribution of the
differences between the original and perturbed outputs. The commonly used hydrological
distributions such as gamma, general extreme value, normal, log-normal, and weibull were
considered for the distribution fit analysis. The appropriate PDF of measurement induced
14

uncertainty was selected based on the Kolmogorov-Smirnov (KS) statistic. The KS statistic
serves as goodness-of-fit test and has been used in various hydrological studies. It is based on the
maximum vertical difference between the theoretical and the empirical cumulative distribution
function (CDF), where the empirical CDF was given by,

Fn ( x1 , x2 , x3 ........xn ) =

1
(number of observations ≤ x)
n

(2.1)

where, ( x1 , x2 , x3 ........xn ) are a set of random samples. The KS statistic is then given by,
i −1 i


KS = max1≤ i ≤ n  F ( xi ) −
, − F ( xi )
n n



(2.2)

The parameters for the appropriate distribution were then estimated. Here, the landuse
was assumed to be consistent over the simulation period of 1985-1994.
2.2.3

Temporal Scale Induced Uncertainty due to Temperature and Rainfall Data

To study the effect of the temporal scale on model outputs, the HSPF model input data
including temperature and rainfall were analyzed. Hourly weather data was used as baseline to
study the consequence of using lower sampling frequency data. The twenty-five years of hourly
rainfall and temperature data (1970-1995) that were collected at Baton Rouge station was
obtained from the US EPA. The average daily, weekly, bi-weekly, and monthly values were then
calculated using the hourly data. The temporal scale induced uncertainty was defined by the
distribution of coefficient of variation (CV) which is the ratio of standard deviation and mean.
The distribution of the coefficient of variation (CV) was then analyzed to find the best-fit
distribution based on KS statistics. Depending on the distribution fit the statistical parameters of
the temporal scale induced uncertainty in the temperature and rainfall data were estimated.
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2.2.4

Spatial-resolution Induced Uncertainty due to Landuse Data

The landuse data is the most important spatial data in hydrological models. Reliable
results can only be obtained if landuse data has the desirable accuracy (Eckhardt et al., 2003) as
landuse classes serve as the basic unit of NPS discharge. The accuracy of landuse data depends
on the resolution of imagery used, classification scheme, method adopted, and technical skills.
All these influencing factors except the resolution of satellite imagery can be controlled to get a
more accurate landuse map. The resolution of imagery being the raw material for the landuse
map plays an important role in landuse mapping and analysis. The effect of resolution of imagery
on hydrological model outputs was studied by using the landuse map derived from different
resolutions. Watershed-scale assessments often cover large areas. Therefore, the fine scale data is
not used in common practice due to problems in data handling and model execution. The current
landuse data used in the BASIN from USGS-GIRAS was developed from 1:250,000 aerial
photographs during the period of 1970-1980. In this data, the minimum mapping unit for urban
area was 4 hectares and 16 hectares (400m resolution) for major NPS sources such as
agricultural and forest area. In this study, the landuse map was developed from Landsat TM
imagery with 30 m resolution acquired on 10th November 1991. The landuse data resolution was
then degraded to 60, 120, 240, and 480 m. These five datasets were then used to simulate the
dissolved oxygen (DO), and nitrate-nitrogen (NO3-N) for 11 years (1985-1995) in HSPF model.
The five different sets of dissolved oxygen and nitrate-nitrogen concentrations in Amite River at
Port Vincent were analyzed to determine the uncertainty due to the varying landuse map
resolutions. The Nash-Sutcliffe coefficient based formula was then used to estimate the error due
to the spatial scale variability. The Nash-Sutcliffe coefficient (NSC) is a normalized value that
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determines the relative magnitude of the explained variance compared to the measured data
variance (Nash and Sutcliffe, 1970). The Nash-Sutcliffe coefficient is given by,
 n base
sim 2 

 ∑ yi − yi
i =1


NSC = 1 − n

base
mean 2 
yi − yi

 ∑
i =1

(

)

(

)

(2.6)

where y ibase is output time-series from base data (30 m resolution), y isim are simulated values (at
different resolutions) of the constituent being evaluated, yimean is the mean of base data
corresponding to 30m resolution, and n is the total number of observations. The NSC represents
the explained error due to the resolution change. The Nash-Sutcliffe coefficient is recommended
by ASCE to determine the relative magnitude of explained variance and provides extensive
information on the reported values (Moriasi et al., 2007). The distribution of the NSC was
analyzed to determine the best-fit distribution of the spatial resolution induced uncertainty. The
statistical parameters of the best-fit distribution of spatial-resolution induced uncertainty were
then determined.
2.3

Results and Discussions

The HSPF model was first calibrated (Refer Appendix for calibration parameters) and
used to further scenarios to calculate the measurement and resolution induced uncertainties.
2.3.1 Water Quality Model Calibration and Validation

The HSPF model was run for the years 1985-1995 to simulate the dissolved oxygen and
nitrate nitrogen in the Amite River at the Port Vincent. The forcing functions (weather data) and
the spatial data were refined (i.e. hourly weather data and 30 m resolution landuse) to simulate
the base scenario. The standard procedures prescribed in the HSPF manual was followed to
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calibrate. One of the important control parameters in DO-BOD balance was the benthal oxygen
demand. In Amite River, where the in-stream velocity is comparatively low due to low land area
(Waldon, 2004) and tropical weather conditions, the temperature correction factor for benthal
oxygen demand was set to 1.12 (default value is 1.07 and range is 1-2). The default groundwater
and interflow inputs were used for estimating in-stream pollutant concentrations. The dissolved
oxygen and nitrate-nitrogen fluxes from the benthic component were adjusted in standard ranges
while running the simulation.
Figures 2.2 and 2.3 show the validation of results for dissolved oxygen and nitratenitrogen simulation, respectively. The simulated dissolved oxygen followed the annual pattern
similar to the observed values characterized by low concentrations in summer and high dissolved
oxygen in winter. The coefficient of determination of scatterplot between simulated and
observed dissolved oxygen values was calculated to be 0.83, implying that simulated values of
dissolved oxygen were in good agreement with observed ones. It was found from both observed
and simulated dissolved oxygen values that the ambient water quality attained hypoxic stage (i.e.
DO<2 mg/L) in a consistent frequency of occurrence during summer time. The low wind
conditions reduce the dissolved oxygen influx. The situation is further worsened by no
photosynthetic activities at night. The high oxygen transfer at the air-water interface and reduced
biogeochemical activities in winter caused dissolved oxygen to be as high as 12 mg/L. High
temperature reduces the oxygen solubility in water and also creates favorable conditions for
biological activities, reducing the dissolved oxygen level in the summer time. The HSPF model
produces the daily average concentration of dissolved oxygen while observed data represent
instantaneous concentrations at the time (mostly around noon) of sampling. Hence, the difference
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in the simulated and observed values is attributed to hourly temperature, wind variations,
sunlight, phytoplankton activities and benthal oxygen demand.
The simulated and observed concentrations of nitrate-nitrogen showed that the simulated
values are in acceptable limits. The coefficient of determination of scatterplot between simulated
and observed nitrate-nitrogen value was 0.81, indicating that the simulation results were in
acceptable limits. The base nitrate-nitrogen concentration was observed to be in a very low range
of 0.16-0.26 mg/L in both observed and simulated data. The in-stream nitrate-nitrogen is
primarily driven by overland flow because concentration peaks were observed to be strongly
correlated to the storm events for such a landuse dominated system, as shown in Figure 2.3.
Nitrate-nitrogen concentrations reached as high as 0.64 mg/L during high rainfalls.
2.3.2

Estimation of Temperature and Rainfall Measurement Induced Uncertainties

The measurement uncertainty data from different families of weather stations shown in
Table 2.2 indicated that the temperature (Figure 2.4) and rainfall (Figure 2.5) measurement
uncertainties follow normal distributions. The standard deviation (σ) in the temperature
measurements was 0.387 ºC and in rainfall measurement was 2.601 % with zero mean (µ) in
both the cases. According to the empirical rule, 3σ would accommodate almost all of the values
shown in a normal distribution. However, the collected data showed that the maximum error in
temperature measurement would be ±0.5 °C. Therefore, it was calculated that around 1.3σ
perturbation added in the original data should consider the temperature measurement error.
Similarly, a value of 1.9σ was the perturbation to accommodate the maximum of ±5% error in
rainfall measurements. This conservative estimator was a lower multiplying factor as compared
to that was prescribed by empirical rule for normal distribution. Such a factor is expected to
avoid the overestimation of the uncertainty due to measurement.
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Figure 2.2: Validation of dissolved oxygen simulation with observed data
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Figure 2.3: Validation of nitrate-nitrogen simulation with observed data

Figure 2.4: Histogram of uncertainty in temperature measurement

Figure 2.5: Histogram of uncertainty in rainfall measurement

It is observed from Figure 2.6 that the dissolved oxygen was very sensitive to the
temperature perturbation and produced significantly different results even though all other
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influencing factors kept constant. The increase in temperature (i.e., original value +1.3σ) resulted
in a decrease in the dissolved oxygen values. That is, positive errors in the temperature
measurements may cause low dissolved oxygen values and vice versa for negative errors. The
perturbation in temperature values showed systematic errors in the simulation that may lead to
erroneous calibration. The difference in the simulated and perturbed output was identified as the
temperature measurement induced uncertainty. The PDF and CDF of error in dissolved oxygen
simulation due to positive error in temperature measurement are shown in Figure 2.7(A1) and
Figure 2.7(A2), respectively. It was found that the positive error in temperature measurement
would lower the simulated DO values and hence the error in DO simulation had values greater
than zero. The measurement induced uncertainty in DO simulation varied in the range of -2.5
mg/L through 4 mg/L (Figure 2.7(A1)).

The negative error in temperature measurement

resulted in DO simulation uncertainty that varied in a range of 0 mg/L through -2.6 mg/L
(Figure 2.7(B1)). Table 2.3 summarizes the distribution fitting and parameter estimation for the
measurement induced uncertainty. The Kolmogorov-Smirnov (KS) statistic was lowest for
normal distributions (0.056 for 1.3σ), indicating that temperature measurement induced positive
error followed a normal distribution. The general extreme value distribution was second to
normal distribution (with KS=0.061). The 3-parameter log-normal and 3-parameter gamma were
third and fourth suitable distributions. The highest KS statistic was for weibull (3-parameter)
distribution (0.078). The effect of negative error also exhibited normal distribution (KS value =
0.086) although the histogram of effect of negative error (0.086 for -1.3σ) was truncated towards
the right-side. The weibull distribution ranked second fittest, which with a low KS value of
0.102. The CDF plot (Figure 2.7(A2)) further indicates that there was just 2 % chance for error
in dissolved oxygen to exceed 1.5 mg/L. The CDF plot for the effect of negative error (Figure
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2.7(B2)) showed that the observed distribution did not match with the theoretically derived CDF

especially in the middle portion, which was due to the variance of the error in DO simulation.
The positive error (1.9σ) in rainfall measurements may increase the overland flow and
hence pollution loads, lowering dissolved oxygen concentrations, as shown in Figure 2.8. It was
also observed that the negative measurement error (-1.9σ) may result in the critical pollution
condition due to the combination of low flow and high temperature. The error in dissolved
oxygen simulation varied in similar range for both positive and negative error in rainfall
measurement. This error varied from -2.4 mg/L through 4.8 mg/L in DO simulation and from 3.2 mg/L through 4 mg/L in rainfall measurement for positive and negative errors, respectively.
The symmetrical distribution of error on either sides of zero for positive and negative errors in
rainfall measurement showed that the relationship between simulated DO concentration and
rainfall measurement is very weak. The error due to rainfall measurement was also normally
distributed (Figure 2.9(A1) and Figure 2.9(B1)) with KS value as 0.051 and 0.063 for positive
and negative errors, respectively (Table 2.3). It was observed from both distribution fits and KS
statistics that the uncertainty in DO simulation due to positive and negative error rainfall in
measurement distribution was also close to general extreme value type with KS value to 0.052
and 0.069 respectively. From the CDFs (Figure 2.9(A2) and Figure 2.9(B2)) it was observed
that there was less than 2% chance to exceed the error due to rainfall measurement by 1.5 mg/L.
It was also observed that the distributions were very close for the error in the dissolved oxygen
simulation due to rainfall measurement error. The different values due to positive and negative
perturbations were attributed to other influencing factors like biogeochemical reactions under
influence of temperature like reaeration coefficient, sediment oxygen demand, bio-chemical
oxygen demand etc.
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The nitrate-nitrogen concentration was also found to be responsive to measurement errors
in temperature. Figure 2.10 shows the effect of error in the temperature measurement on nitratenitrogen concentration. The error in NO3-N simulation also varied in a similar range for both
positive and negative error in temperature measurement. This error in NO3-N simulation varied
from -0.32 mg/L through 0.12 mg/L and from -0.28 mg/L through 0.16 mg/L for positive and
negative error in temperature measurement respectively. The PDF of positive error in nitratenitrogen simulation due to temperature measurement is shown in Figure 2.11(A1). The KS
statistic shows that the measurement induced error distributions for nitrate-nitrogen cannot be
described by the normal distribution as it was for dissolved oxygen (Table 2.3). Among the
selected distributions, the general extreme value distribution was observed to be most suitable
(with lowest KS=0.138) for positive errors due to temperature measurement. The CDF further
showed that there is less than 2 % chance to exceed the error more than 0.075 mg/L (Figure
2.11(A2)). The effect of negative error in temperature measurement on NO3-N simulation was

also characterized by general extreme value distribution (Figure 2.11(B1) and Figure 2.11(B2))
with lowest value of 0.139 (Table 2.3). The PDFs and CDFs (Figure 2.11(B1) and Figure
2.11(B2)) also revealed that the variance caused the different shapes of the distributions and the

theoretically derived CDF match with a general extreme value distribution. Although the second
best-fit for the measurement induced uncertainty in nitrate-nitrogen simulation was observed to
be weibull type with KS value in a range of 0.179 – 0.186.
The variation due to positive error (1.9σ) in the rainfall measurement showed statistically
significant effect on the nitrate-nitrogen concentrations (Figure 2.12). The simulation error due
to positive error in rainfall measurement varied in the range of -0.3 mg/L through 0.15 mg/L
while it varied between 0.08 mg/L and 0.06 mg/L for the negative error in rainfall measurement.
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The error in NO3-N simulation also varied in similar range for both positive and negative errors
in temperature measurement. This error in NO3-N simulation varied from -0.32 mg/L through
0.12 mg/L and -0.28 mg/L through 0.16 mg/L for positive and negative errors in temperature
measurement, respectively. The KS statistic showed that the general extreme value and normal
distributions were most appropriate with lowest values of 0.206 and 0.167, respectively (Table
2.3). This was attributed to higher rainfall which causes larger overland flow carrying more

pollution load from agricultural and forest area, resulting in increasing the in-stream nitratenitrogen concentration. From the PDF shown in Figure 2.13, it was observed that the positive
error followed a general extreme value distribution (Figure 2.13(A1)) and there was less than
2% chance to exceed the error due to rainfall measurement by 0.09 mg/L. Considering the fact
that the NO3-N is a runoff induced pollutant the positive error in rainfall measurement resulted in
a negative error in NO3-N simulation. The PDFs and CDFs (Figure 2.13(B1) and Figure
2.13(B2)) also revealed that the variance in different shapes of the distributions and the

theoretically derived CDF match with a general extreme value distribution. The general extreme
value distribution was also significantly different than the fits considered. This was due to lesser
positive values of the error in the simulated nitrate-nitrogen concentrations which truncated the
right-side of the histogram. The higher negative values indicated that the error in the rainfall
measurement would most likely underestimate the nitrate-nitrogen concentration.
The Tables 2.3-2.4 show various distributions used in the analysis and parameters
estimated for the distributions as well as errors in rainfall and temperature measurements.
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Table 2.3: Distribution fits for uncertainty in dissolved oxygen and nitrate-nitrogen due to
measurement error simulation
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Table 2.4: Parameter estimation for uncertainty in dissolved oxygen and nitrate-nitrogen
distribution due to measurement error
where µ, k, α are location parameters; σ, β are scale parameters; and γ is shape parameter

For DO
Normal
General
Extreme Value
Gamma (3P)
Log-normal (3P)
Weibull (3P)
For No3
Normal
General
Extreme Value
Gamma (3P)
Log-normal (3P)
Weibull (3P)

T+1.3σ
σ=0.753,
µ=0.062
K=-0.327,
σ=0.745,
µ=-0.179
α=119.01,
β=0.069,
γ=-8.178
σ=0.055,
µ=2.598,
γ=-13.394
α=4.309,
β=3.480,
γ=-3.129

Parameters
T-1.3σ
R+1.9σ
σ=0.582,
σ=0.783,
µ=-0.970
µ=0.366
K=-0.442,
K=-0.265,
σ=0.629,
σ=0.749,
µ=-1.132
µ=0.093
α=124.53,
α=58.486,
β=0.053,
β=0.102,
γ=-7.670
γ=-5.589
σ=0.037,
σ=0.095,
µ=2.740,
µ=2.098,
γ=-16.478
γ=-7.818
α=6.851,
α=3.980,
β=3.558,
β=3.383,
γ=-4.286
γ=-2.722

R-1.9σ
σ=0.741,
µ=-0.464
K=-0.360,
σ=0.739,
µ= -0.689
α=206.39,
β=0.051,
γ=-11.164
σ=0.041,
µ=2.882,
γ=-18.326
α=4.720,
β=3.764,
γ=-3.938

σ=0.041,
µ=-0.039
K=-0.880,
σ=0.038,
µ=-0.042
α=722.86,
β=0.001,
γ=-1.231
σ=0.016,
µ=0.981,
γ=-2.707
α=16.216,
β=0.551,
γ=-0.575

σ=0.039,
µ=-0.043
K=-0.780,
σ=0.048,
µ=-0.042
α=702.66,
β=0.001,
γ=-1.533
σ=0.020,
µ=0.781,
γ=-2.314
α=15.446,
β=0.751,
γ=-0.457

σ=0.043,
µ=0.017
K=-0.914,
σ=0.039,
µ=0.015
α=613.92,
β=0.001,
γ=-1.124
σ=0.016,
µ=1.045,
γ=-2.83
α=16.588,
β=0.586,
γ=-0.552
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σ=0.013,
µ=0.002
K=-0.745,
σ=0.013,
µ=0.003
α=481.61,
β=5.9E-4,
γ=-0.286
σ=0.021,
µ=-0.501,
γ=-0.607
α=8.114,
β=0.099,
γ=-0.096
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Figure 2.6: Simulated dissolved oxygen with 1.3σ error in temperature measurement

A1

A2

B1

B2

Figure 2.7: Distribution of temperature measurement induced uncertainty in dissolved oxygen
simulation as a (A) positive error (1.3σ), and (B) negative error (-1.3σ)
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Figure 2.8: Simulated dissolved oxygen with 1.9σ error in rainfall measurement

A1

A2

B1

B2

Figure 2.9: Distribution of rainfall measurement induced uncertainty in dissolved oxygen
simulation as a (A) positive error (1.9σ), and (B) negative error (-1.9σ)
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Figure 2.10: Simulated nitrate-nitrogen with 1.3σ error in temperature measurement

A1

A2

B1

B2

Figure 2.11: Distribution of temperature measurement induced uncertainty in nitrate-nitrogen
simulation as a (A) positive error (1.3σ), and (B) negative error (-1.3σ)
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Figure 2.12: Simulated nitrate-nitrogen with 1.9σ error in rainfall measurement

A1

A2

B1

B2

Figure 2.13: Distribution of rainfall measurement induced uncertainty in nitrate-nitrogen
simulation as a (A) positive error (1.9σ), and (B) negative error (-1.9σ)

The parameters included the mean and standard deviation (shape and location parameters
for certain cases) for the estimated distributions. The parameters describing for the normal
distributions of measurement induced uncertainty due to temperature and rainfall measurements
were given in Table 2.5.
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Table 2.5: Measurement induced uncertainties
DO
T+1.3Sigma
T-1.3Sigma
R+1.9Sigma
R-1.9Sigma

2.3.3

µ
0.062
-0.970
0.366
-0.464

NO3
σ
0.753
0.782
0.783
0.741

µ
-0.039
-0.043
0.002
0.017

σ
0.041
0.039
0.013
0.043

Estimation of Temporal Scale Induced Uncertainty in Temperature and Rainfall
Input Data

The temporal scale analysis was conducted using the coefficient of variation. The
relationship between coefficient of variation (CV) and time-scale is shown in Figure 2.14. The
long-term temperature and rainfall data revealed a decrease in variability from hourly through
monthly intervals.
For temperature, the coefficient of variation (CV) representing the variability due to the
temporal scale change exhibited a logarithmic trend-line (Figure 2.14(A)). As expected the
highest coefficient of variation of 0.22 was observed in the hourly data. The CV dropped sharply
to 0.17 in monthly data. It was observed that the weekly, biweekly, and monthly values vary in a
small range of 0.17-0.18. The coefficient of determination of the coefficient of variation and the
time relationship was observed to be 0.99. This depicted the effect of averaging on the
calculations, where, the variability was found to be decreasing as the temporal scale increases. In
case of rainfall, Figure 2.14(B) shows the decreasing trend in coefficient of variation with
increasing time scale can better be described by a power function with a coefficient of
determination value of 0.99. The coefficient of variation in rainfall was of a higher magnitude
than that in temperature data and this high variability may be attributed to the event characteristic
of rainfall. It was also observed that, the coefficient of variation was as high as 8.58 in hourly
rainfall data and it reduced to 0.85 in the monthly data.
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Figure 2.14: Temporal scale induced uncertainty in input data of (A) temperature, and (B)
rainfall

Figure 2.15 shows potential temporal scale induced uncertainty distributions for
temperature and rainfall. It was found that, the less variability resulted in the accumulation of CV
values in low frequency regions. The temperature CV varied in the range of 0.172-0.22 whereas
the rainfall CV varied in a high range of 0.80-8.00. Although, due to the data constraints the
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best-fit distribution could not be clearly defined, it was found from the KS statistics that, the
general extreme value was the best-fit with a lowest value of 0.183 for temperature CV (Table
2.6). In case of rainfall, the lowest value of CV distribution was 0.167 for a Weibull (3P)

distribution (Table 2.6). Table 2.7 presents the parameters estimated for each distribution. It
should be noted that, the computation of CV for a specific time interval may change the
distribution fit. A complete data set would reveal the exact distribution of the temporal-scale
uncertainty in the temperature and rainfall data.
Table 2.8 shows the mean and standard deviation of the coefficient of variation (CV) due
to temporal scale effect on simulated dissolved oxygen and nitrate-nitrogen concentrations. The
uncertainty due to the temporal scale effect had a mean of 1.514 and standard deviation of 3.299.
2.3.4

Estimation of Spatial-resolution Induced Uncertainty in Landuse Data

Table 2.9 shows the landuse classes from 30 m (finest scale) through 480m (coarsest
scale). It can be seen from 30 m resolution data that the forest area was the biggest landuse
(2133.96 sq km) in the Amite River watershed. The agricultural area, which mainly includes rice,
sugarcane, vegetable and strawberry farms and covers about 35% of total area, was one of the
major NPS because of fertilization practices. The urban area mainly included the Baton Rouge
metropolitan area. During the process of resolution degradation (generalization from finer to
coarser scales) the forest and agricultural area, as the major NPS pollution contributor, was
reduced till 240 m resolution map. The decreased area in the nonpoint pollution source suddenly
increased on 480 m resolution landuse map. The spatial-resolution was degraded based on the
maximum likelihood method in which the area is redistributed in accordance with bigger cluster
of class neighboring pixels. Therefore, the effect of re-sampling of data was not systematic.
However, it was confirmed that the different resolution of imagery alters the landuse
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classification and strongly affects water quality and quantity (Gburek and Folmar, 1999; Tong
and Chen, 2002). This data was then used to simulate water quality parameters for different sets
of landuse map.

A1

A2

B1

B2

Figure 2.15: Probability density function for temporal-scale induced uncertainty in input data of
(A) temperature, and (B) rainfall
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Table 2.6: Distribution fits for temporal-scale uncertainty in temperature and rainfall

Distribution
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Probability Density Functions

Cumulative
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Table 2.7: Parameter estimation for temporal-scale uncertainty in temperature and rainfall
where µ, k, α are location parameters; σ, β are scale parameters; and γ is shape parameter

Distribution
Normal
General
Extreme Value
Gamma
Log-normal
Weibull (3P)

Parameters
Temperature CV
Rainfall CV
σ=0.020,
σ=3.298,
µ=0.187
µ=2.839
K=0.339,
K=0.658,
σ=0.011,
σ=0.779,
µ=-0.174
µ=0.933
α=80.125,
α=0.740,
β=0.002
β=3.832
σ=0.096,
σ=0.944,
µ=-1.679
µ=0.565
α=0.819,
α=0.635,
β=0.027,
β=1.292,
γ=0.169
γ=0.628

Table 2.8: Temporal-scale uncertainty in the input data
Temperature
Rainfall

Mean of CV
St Dev of CV
0.188
0.021
2.840
3.299

Table 2.9: Landuse change with different resolution
Class (sq km)
Forests
Urban
Agriculture
Water
Wetland
Barren
Total

30 m
60 m
2133.961 2138.530
152.389
262.852
1356.612 1224.580
6.948
4.630
263.536
212.861
38.757
50.000
3952.203 3893.452

Resolution
120 m
2042.988
292.827
1184.054
3.679
268.622
16.778
3808.948

240 m
480 m
1957.793 2224.089
332.587
177.560
1125.759 1420.298
1.109
3.496
333.542
58.441
55.006
53.293
3805.797 3937.177

Figures 2.16 and 2.17 depict the effect of spatial resolution on the dissolved oxygen and
nitrate-nitrogen concentrations, respectively. It was observed that, the results from different
landuse resolution scenarios follow a trend similar to the original resolution (i.e. 30 m). The
results for simulated scenarios varied more in the high or low concentration range of dissolved
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oxygen. The average highest difference of 2 mg/L was observed in the simulation using 480m
resolution data and followed by 280m resolution data. This revealed that, the use of low
resolution data (as provided by US EPA in BASIN) in the simulation of pollutant concentrations
may produce very high or low concentrations. The spatial scale induced uncertainty was
calculated using the Nash-Sutcliffe coefficient where the finest scale landuse data (i.e. 30 m) was
considered as the base data. It was observed that, the Nash-Sutcliffe coefficient for dissolved
oxygen is higher than that for nitrogen (Table 2.12).
It was observed that, the NSC for the DO simulation varied in a range of 0.249 mg/L
through 0.319 mg/L, whereas NSC for the NO3-N simulation varied in a wide range of 0.726
mg/L and -4.225 mg/L (Figure 2.18). The negative value in the nitrate-nitrogen indicates a high
disparity in the base and simulated values. The simulation of landuse derived pollutants like
nutrients and suspended sediment depends on the accuracy of the landuse data used. The results
from the distribution fit analysis are presented in Table 2.10. The spatial-resolution induced
uncertainty in DO simulation was described with a general extreme value distribution due to the
lowest KS value of 0.185. In case of NO3-N the best-fit distribution was observed to be lognormal with KS value of 0.199. However, a normal distribution (KS value = 0.206) was also
found to be able to match with the histogram (Figure 2.18(B)). The determination of correct
distribution was limited by the data availability. Table 2.11 shows the parameters estimated for
the distributions of spatial-resolution based uncertainty.
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Figure 2.16: Effect of resolution induced error on dissolved oxygen
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Figure 2.17: Effect of resolution induced error on nitrate-nitrogen

A1

A2

B1

B2

Figure 2.18: Probability density function for spatial-resolution induced uncertainty in input data
in (A) DO simulation, and (B) NO3-N simulation
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Table 2.10: Distribution fits for spatial-resolution uncertainty in dissolved oxygen and nitratenitrogen simulation
KS
Statistic
NSC in DO Simulation
Distribution

Normal
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Table 2.11: Parameter estimation for spatial-resolution uncertainty in dissolved oxygen and
nitrate-nitrogen simulation
where µ, k, α are location parameters; σ, β are scale parameters; and γ is shape parameter
Distribution

Normal
General
Extreme Value
Gamma
Gamma (3P)
Log-normal (3P)
Weibull (3P)

Parameters
NSC in DO
NSC in NO3-N
Simulation
Simulation
σ=0.105,
σ=1.815,
µ=0.363
µ=-1.749
K=0.055,
K=-0.342,
σ=0.088,
σ=2.019,
µ=0.308
µ=-2.386
α=11.99,
β=0.030
α=65.866,
β=0.201,
γ=-15.055
σ=0.653,
σ=0.050,
µ=-2.013,
µ=3.471,
γ=0.202
γ=-33.984
α=0.595,
α=2.031,
β=0.113,
β=4.388,
γ=0.249
γ=-5.642

Table 2.12: Spatial-resolution induced uncertainty

NSC 60
NSC 120
NSC 240
NSC 480

2.4

DO (mg/L)
0.319
0.435
0.508
0.249

NO3 -N(mg/L)
-1.322
-2.538
-4.225
0.726

Conclusions

Three major components of uncertainty in model input data, namely, measurement
induced uncertainty, temporal-scale induced uncertainty, and spatial-resolution induced
uncertainty, were presented.
It was found that, the uncertainty in simulated dissolved oxygen concentration is
primarily caused by the temperature measurement errors and the uncertainty in simulated nitratenitrogen concentration is controlled by rainfall measurement errors. The positive error in the
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temperature measurement was observed to have negative effect on simulated dissolved oxygen
concentration. The uncertainty in simulated dissolved oxygen concentration due to positive error
temperature measurement can be described by a normal distribution N (0.062, 0.567). The
uncertainty in simulated nitrate-nitrogen concentration due to rainfall measurement error follows
a general extreme value distribution:


 
1
 x − 0.003   0.745
 x − 0.003   0.745  
exp − 1 − 0.745
f (M r ) =
 
 
 ⋅ 1 − 0.745
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0
.
013
0
.
013











1

1

(2.7)

The temporal uncertainty defined as a coefficient of variation was found to decrease with
increasing temporal resolution. The variability in the higher resolution (daily data) was trimmed
due to averaging in the progression (to monthly data). The coefficient of variation temperature
data followed a log-normal relation with higher coefficient of determination (0.99) while it was
described by power law with coefficient of determination (0.99) for rainfall data. The temporal
uncertainty in the temperature data followed a non-symmetric, general extreme value distribution
given as,


 
1
 x + 0.174   −0.339  
 x + 0.174   −0.339
f (Tt ) =
exp − 1 + 0.339
 
 
 ⋅ 1 + 0.339
0.011
 0.011  
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1

1

(2.8)

Whereas, the coefficient of variation of rainfall data followed a weibull distribution,
 x − 0.628 
f (Tr ) = 0.491

 1.292 

−0.365
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  x − 0.628  −0.365 

⋅ exp − 
  1.292 




(2.9)

The Nash-Sutcliffe coefficient employed to represent the spatial resolution induced
uncertainty. No systematic pattern was observed in the spatial-resolution uncertainty, as the resampling of landuse (which define the pollutant load) classes were done using maximum
likelihood classifier on the neighboring pixels. The spatial-resolution uncertainty in dissolved
oxygen simulation was observed to follow general extreme value distribution given as,
1
1
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(2.10)
exp − 1 + 0.0055
 
 ⋅ 1 + 0.0055 0.088  
0.088
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Whereas, in case of nitrate-nitrogen simulation the error followed a log-normal distribution,
2

 ln( x + 88.984) − 8.471  

exp − 0.5
 

0.05

 

f (S l ) =
x ⋅ 0.05 ⋅ 2π

(2.11)

The significance of this study was the estimation of the probability density functions. The
knowledge of probability density function will be very useful in understanding the importance of
accuracy and frequency of weather data and spatial data. However, stability as a predictor of
distribution also needs to be considered. The PDFs developed in this chapter will be used as the
uncertainty sources in estimation of total uncertainty.
2.5
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CHAPTER 3
ANALYSIS OF UNCERTAINTY PROPAGATION THROUGH MODEL PARAMETERS
AND STRUCTURE
3.1

Introduction

Outputs of watershed simulation models generally carry the uncertainties due to model
structure, parameter uncertainty (Krysanova et al., 1998; Portielje et al., 2000), and error
propagation (Brown and Heuvelink, 2005). Therefore, any modeling results could be improved
by identifying the uncertainties in their outputs (Jakeman et al., 2006).
The accuracy of environmental models is inherently limited because they are a simplified
representation of complex environmental processes; this is the origin of the model structure
uncertainty. The most common modeling approach is exemplified by the development and
application of steady state, input-output models (Mueller, 1982; Ahlgren et al., 1988). There are
generally two types of watershed models. The first is based on simple empirical relations with
robust algorithms and the second use mechanistic governing equations with computationally
intensive numerical algorithms (Borah and Bera, 2003). Arguably, the structural uncertainty
decreases with increasing model complexity, such as adding relevant hydrological processes or
increasing the spatial and temporal discretization of the model (Schoups and Hopmans, 2006).
Unrecognized uncertainty can confound interpretation of modeling results for decision makers.
Perk (1997) used a phosphate model to show how the prediction accuracy of a model changes
with inclusion of all contributing processes in the water quality balance for a river.
The parameter, input and the model structure uncertainties can be minimized by
employing more rigorous models (Vandenberghe et al., 2007) and gathering more data.
Nevertheless, Engeland et al. (2005) observed that the uncertainty in stream flow generated by
hydrological models is less dependent on parameter estimation uncertainty than other sources.
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As the model structure uncertainty is difficult to estimate because the model structure and
parameter uncertainties are hard to separate, the error propagation analysis becomes a valuable
tool when real input data is used (Perk, 1997). Watershed based water quality models yield the
output (dependent variable) as a result of complex mathematical expressions involving reaction
parameters and stochastic variables (independent variable). During the process of simulation the
error in the independent variables gets transferred to the dependent variable based on the
formulation and sensitivity in the model structure predicting output. For multiple process
simulation models, the error is complicated further by the propagation of error between model
components. Several methods, such as Monte Carlo analysis (Vandenberghe et al., 2007), first
order error analysis (Malone et al., 1983; Zhang and Shaw, 2004), and probabilistic point
estimation method (Tung and Yen 2005), have been employed to estimate the error propagation
through a model. These studies concluded that the error transferred from stochastic variables
significantly affect the model output.
The goal of this chapter is to estimate the error propagation in a watershed based instream water quality model. Specific objectives of the study are, (1) to perform a sensitivity
analysis of an in-stream water quality model; (2) to estimate the error propagation from
stochastic variables to the model output using Rosenblueth’s method of probabilistic point
estimation; and (3) to compare the error propagation calculated considering first order and
second order sensitivity coefficient in Rosenblueth’s method.
3.2

Materials and Methods

3.2.1 Selection of Model

GIS based watershed simulation models describe physical and hydrological processes in
a dynamic way (Singh and Woolhiser, 2002). According to Novotny (2003), watershed models
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are classified as loading models as these models serve as a basic unit for estimating the overland
pollution load. The Hydrologic Simulation Program-FORTRAN (HSPF) is an improvised
‘Stanford Watershed Model’. It is a distributed model with a comprehensive water quality and
flow routine. The HSPF model is widely used to simulate hydrology and water quality in various
watersheds (Liu et al., 2007) and is supported by Environmental Protection Agency (EPA),
USGS, and USACE (Whittemore and Beebe, 2000). The HSPF model is a GIS based continuous
simulation model and is capable of producing daily time-series output. The HSPF model was
selected for this study as it included the assessment of in-stream dissolved oxygen as an effect of
general landuse (including pervious and non-pervious landuse), time series weather data, and instream aquatic chemistry.
In the HSPF model, the subroutine OXRX includes the longitudinal advection of DOX
and BOD, sinking of BOD material, benthal oxygen demand, benthal release of BOD material,
reaeration, and the oxygen depletion due to decay of BOD materials in determining oxygen
balance. Mathematically these processes were represented as,
∂D( x, t )
(TW − 20 )
= −[ DO0 + K a ⋅ ( DOs − DO0 )] + [( K BOD 20 ⋅ (TC BOD
)) ⋅ BOD] +
∂t

[BENOD ⋅ (TC

TW 20
BEN

]

) ⋅ (1.0 − exp(− EXPOD ⋅ DO0 )) +

[( BRBOD1 ⋅ + BRBOD2 ⋅ exp(− EXPREL ⋅ DO0 )) ⋅ SCRFAC ]

(3.1)

The HSPF model includes a detailed module for in-stream water quality parameters and it
has been used in many water quality modeling studies (Paul et al., 2004; Rahman and Salbe,
1995). The HSPF model uses an empirical nonlinear equation to relate dissolved oxygen at
saturation to water temperature (Bicknell et al., 2001). The in-stream DO model involves the
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biochemical oxygen demand and dissolved oxygen balance to determine the in-stream dissolved
oxygen concentration. The in-stream biochemical oxygen demand and dissolved oxygen balance
mainly include re-aeration, sediment oxygen demand (SOD), biochemical oxygen demand
(BOD), and benthal and phytoplankton activities. Surface reaeration is generally an important
source of oxygen especially in non-eutrophic streams. The oxidation of organic material
consumes the dissolved oxygen and it is represented by CBOD in equation. Further, the
nitrogenous BOD represents the dissolved oxygen required for the process of nitrification.
Therefore, concentration of NH3-N can be considered proportional to NBOD. The biological
processes including the benthal respiration (considered as SOD), algal photosynthesis, and
respiration are temperature dependant. The saturation concentration of dissolved oxygen was
estimated at prevalent atmospheric conditions. The reaeration coefficient is calculated as a power
function of hydraulic depth and velocity (Covar 1976). Detailed formulae are described by
Bicknell et al. (2001) in the HSPF User’s manual. However, in this analysis the contribution
from the bio-geochemical reactions was considered to be minimal.
3.2.2

Sensitivity Analysis of Watershed-based In-stream Water Quality Model

The estimation of error propagation through a watershed model is an unwieldy task due
to the complicated relationship among various hydrological and environmental parameters.
Therefore, a sensitivity analysis was done to identify the important parameters in the DO-BOD
balance that have significant effect on outputs like dissolved oxygen. The DO-BOD balance (Eq.
3.1) was used for the sensitivity analysis while estimating the DO concentration from Amite
River at Port Vincent, Louisiana at prescribed conditions. A small perturbations (+10%) in each
the independent variables in the equation was added. This perturbation was selected to
understand the sensitivity of water quality parameters in a water quality model and was not
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inclusive of the natural variability. The effect of these individual perturbations was weighed and
the most sensitive parameter was chosen by ranking.
Later, the relationship between independent and dependent parameter was confirmed by
using index method. Different correlation based indices such as partial correlation coefficient
(PCC), pearson product moment correlation coefficient (PEAR), spearman coefficient (SPEA),
regression based standardized regression coefficient (SRC), and Sobol sensitivity indices
(Saltelli and Sobol, 1995; Saltelli, 1999; Post et al., 2008) are proposed in the literature and
variance based indices such as Fourier amplitude sensitivity test (FAST) have also been used.
These indices are used to identify the key input factors in a model based on the absolute value of
the regression, variance or correlation coefficients. In this research, the PEAR was used because
it provides a measure of variable importance that tends to exclude the effect of other variables.
The PEAR is given as,

ρ=

1 n  xi − x  y i − y 
∑
n − 1 i =1  s x  s y 

(3.2)

where x and s x are mean and standard deviation of sample of independent variable x , y and s y
are mean and standard deviation of sample of random variable y . For the study the sample size
is considered to be 1 year containing 365 values. A frequency distribution analysis for
independent and dependent parameter was conducred where commonly used hydrological
distributions such as gamma, general extreme value, normal, log-normal, and weibull were
considered. The appropriate PDFs was identified based on the Kolmogorov-Smirnov (KS)
statistic. This analysis revealed the most appropriate but unsymmetrical distribution.
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3.2.3

Analysis of Error Propagation due to Parameter Variability

The Rosenblueth’s Probabilistic Point Estimate method has been very useful in
estimation of the error propagation within non-symmetric variables (Tsai and Franceschini,
2005) and has shown comparable results to MCMC or FOE. The Rosenblueth’s method is based
on the Taylor’s series expansion about the mean of stochastic basic variables in a model. It is
very useful in estimation of statistical moments of any order of model output involving several
stochastic variables. The originally developed method (which handles stochastic basic variables
that have a symmetric distribution) was extended to treat non-symmetric random variables
(Rosenblueth, 1975; Rosenblueth, 1981).
C

c‐

p‐

c+

p+

C=f (TW)
hc(c)

Ftw(tw)
p+
p‐
tw+

tw‐

TW

Figure 3.1: Two-point representation of PDF in Rosenblueth method

In order to understand the Rosenblueth’s probabilistic point estimate method, a function
C =f(TW), involving a single stochastic basic variable (where C is dissolved oxygen
concentration) whose first three statistical moments (mean, standard deviation and skewness)
were known was considered for analysis. As shown in Figure 3.1, Rosenblueth’s probabilistic
point estimate method approximates the original probability density function of the random
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variable water temperature (TW) by assuming that the entire probability mass of TW is
concentrated at two points, tw− and tw+. Using the two-point approximation, the locations of tw−
and tw+ and the corresponding probability masses p− and p+ are determined. The expected value
of C = f (TW) is written as,


µ c = p +  c + z +σ tw f ' (µ tw ) +





( z +σ tw ) 2
(z σ )2
f ' ' (µ tw ) + p −  c − z +σ tw f ' (µ tw ) + + tw f ' ' (µ tw ) (3.3)
2!
2!



2

γ
z−
γ 
where, p + =
, p − = 1 − p + , z + = tw + 1 +  tw  , z − = z + − γ tw , and
z+ + z−
2
 2 
 ∂ 2c
 ∂c 
''
c = f ( µ tw ), f ' ( µ tw ) = 
 , and f ( µ tw ) = 
2
 ∂tw  µtw
 ∂tw



 µtw

Similarly, the variance of C=f (tw) can be obtained as,

[

]

σ c 2 = p+ c+ 2 + p− c− 2 − µ c 2
The term

∂c
∂tw

(3.4)

is identified as a sensitivity coefficient. There are three methods

(analytical, numerical, and empirical) for estimation of the sensitivity coefficient. For simple
models, analytical methods have been used to compute the sensitivity coefficient. However, for
complex models numerical approximations are used occasionally (Melching, 1995). Typically,
forward, backward and central difference methods have been used to numerically approximate
sensitivity coefficient (Zhang and Shaw, 2004). Chowdhary and Xu (1994) used rational
polynomial technique to estimate the sensitivity coefficient and concluded that the method is
computationally expensive. The sensitivity coefficient in this study was determined by deriving
the empirical relationship between dissolved oxygen and water temperature.
59

3.3

Results and Discussions

3.3.1

Sensitivity Analysis of In-stream Dissolved Oxygen and Biochemical Oxygen
Demand Balance

The sensitivity measures the degree to which an error in a responsible input variable
causes uncertainty in predicted value (Blumberg and Georgas, 2008). In this analysis, the instream DO-BOD balance (Eq. 3.1) was used to estimate the sensitivity in percentage. The factors
regulating the in-stream dissolved oxygen are recognized as air-water exchange, photosynthesis,
and respiration (Parkhill and Gulliver, 1999). Water temperature, benthal oxygen demand,
average stream velocity, biochemical oxygen demand and its components were selected for the
sensitivity analysis. The procedure adopted for the sensitivity analysis was to introduce the
perturbation (± 10%) in one independent parameter (for example average stream velocity) and
analyze its effect on the dependant parameter (dissolved oxygen) while the rest of the parameters
were unchanged. The same procedure was followed for the other selected parameters.
The sensitivity analysis revealed that the key parameters including temperature, benthal
oxygen demand, biochemical oxygen demand, and flow velocity have varying effect on the
dissolved oxygen (Figure 3.2). A simulation was done for January and July of the year 1990, in
which the most sensible factor was found to be temperature. According to Henry’s law the
solubility of oxygen decreases with increasing water temperature. The average percentage
change in the dissolved oxygen in response to the perturbations (± 10%) was calculated (Table
3.1). The water temperature is a direct function of air temperature, higher water temperature

lowered the in-stream dissolved oxygen level. The ten-percent perturbations in the water
temperature (TW) yielded the highest average change of 27.66% in the dissolved oxygen in July.
The average percentage change was 11.01% in winter months. The benthal oxygen demand
(BENOD) was ranked second with 17.15% change in the dissolved oxygen in summer. It was
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followed by the biochemical oxygen demand (BOD) ranked the third with 16.16% change in
dissolved oxygen during summer. The flow velocity (AveVelo) was also observed to have
significant effect with percentage change close to 15% in summer and 1.12-2.23% in winter. The
components of biochemical oxygen demand (BRBOD1, BRBOD2) were ranked the last with
percentage change in the range of 0-3%. It was evident that the water temperature is the most
sensible parameter among all parameters in the DO-BOD balance equation. The relation between
the water temperature and the dissolved oxygen was further evaluated by conducting the PEAR
analysis. It was found that the Pearsons’s Coefficient for the relationship was as high as 0.929.
Table 3.1: Sensitivity of variables in DO-BOD balance
Parameter

January

July

TW-10%

11.01

27.66

TW+10%

-10.17

-24.42

BENDO-10%

-4.39

-17.15

BENDO+10%

3.18

14.79

BOD-10%

-2.18

-16.16

BOD+10%

2.53

11.52

AveVel-10%

2.23

14.82

AveVel+10%

-1.12

-14.88

BR1-10%

-0.88

-4.17

BR1+10%

1.12

2.99

BR2-10%

-0.76

-2.81

BR2+10%

0.75

2.96

Different landuse discharge pollutants at different scales and may also alter the relative
importance of photosynthesis and respiration (Young and Huryn, 1999; Wang et al., 2003). In
the Amite River watershed the dominant landuse was commercial forest in north and great Baton
Rouge area in south which reflected in the river water quality. In our case the in-stream dissolved
oxygen was mainly controlled by the temperature which not only reduces the oxygen solubility
in water but also accelerates the bio-geochemical activities consuming the dissolved oxygen.
This analysis also confirmed that the water temperature is the most important factor in the DO61

BOD balance. Therefore, it was used to estimate the error propagation in the selected watershed
model.
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Figure 3.2: Sensitivity analysis of dissolved oxygen in Amite River at Port Vincent for the
month of (A) January and (B) July
3.3.2

Frequency Distribution Analysis of Water Temperature and Dissolved Oxygen

HSPF model outputs from ten years of simulation were utilized to find frequency
distributions of the dissolved oxygen and water temperature. From frequency distributions it was
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found that the dissolved oxygen and water temperature followed non-symmetric distributions
(Figure 3.3 and Figure 3.4). Table 3.2 shows the descriptive statistics of the two variables. The
dissolved oxygen had a mean of 8.08 mg/L and standard deviation of 2.41 mg/L whereas the
water temperature data had a mean of 67.22 °F with a standard deviation of 13.14 °F. The
dissolved oxygen was observed to vary in a wide range of 0.8 mg/L-12.42 mg/L. The values
from 9 mg/L-10mg/L had higher frequency but the lower dissolved oxygen concentration (DO<5
mg/L) also had increasing number. In the southeast Louisiana where air temperature variation is
greatest in winter, the water temperature commonly varies in the range of 40°F-80°F, the model
seemed to over-project very high temperature values which may not be possible. The water
temperature distribution had a skewness of -0.02 and dissolved oxygen had a skewness of -0.41.
The negative skewness indicated that the distribution was skewed to left. The asymmetric
distributions indicate that the error transfer between the temperature data and dissolved oxygen
data would not necessarily be linear.
Table 3.2: Descriptive statistics of water temperature and dissolved oxygen
Variable Sample Mean
Number
4017
67.222
TW
4017
8.085
DO

SE Mean StDev

Median

Skewness

Kurtosis

0.207
0.038

67.500
8.500

-0.02
-0.41

-1.04
-0.79

13.144
2.408
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Figure 3.3: Probability density functions and histogram of simulated dissolved oxygen data

From the distribution fit analysis it was found that, the dissolved oxygen and water
temperature data follow a general extreme value distribution with KS value of 0.054 and 0.071
respectively (Table 3.3, Figure 3.3 and Figure 3.4). It was followed by weibull type for both
dissolved oxygen and water temperature with KS value of 0.084 and 0.082 respectively.
However, high frequency in the higher temperature region (80-90°F) indicated that a careful
consideration should be to the distribution fit. As Louisiana experiences mild winters and hot
summers the seasonal analysis may indicate a bi-modal distribution. The high humidity in the
summer may lower the air temperature affecting the dissolved oxygen concentration which may
alter the dissolved oxygen and temperature relationship. Table 3.4 summarizes the parameters
estimated for the best-fits.
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Figure 3.4: Probability density functions and histogram of simulated water temperature data
Table 3.3: Distribution fits for water temperature and dissolved oxygen

Distribution

KS Statistic
DO

KS Statistic
TW

Normal

0.091

0.086

Log-normal

0.114

0.098

Weibull

0.082

0.084

Probability Density Functions
 1  x − µ 2 
exp − 
 
 2  σ  
f ( x) =
σ 2π
 1  ln( x) − µ  2 
exp− 
 
σ
 
 2 
f ( x) =
xσ 2π

f ( x) =

f ( x) =

General
Extreme
Value

0.054

Gamma

0.121

0.071

αx
 
β  β 

1
1
− 
−

exp − (1 + kz ) k (1 + kz ) k ; k ≠ 0
σ



1

σ

exp(− z − exp( − z ) ); k = 0

f ( x) =
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  x α 
exp −   
 β  



1

f ( x) =

0.098

α −1

x
x α −1
exp 
β Γ(α )
β 
α

Table 3.4: Parameters estimated for water temperature and dissolved oxygen

Distribution
Normal
Log-normal
Weibull
General
Extreme Value
Gamma

3.3.3

Parameters
DO
σ=2.401,
µ=8.085
σ=0.369,
µ=2.033
α=3.391,
β=9.052
k=-0.478,
σ=2.673,
µ=7.456
α=11.273,
β=0.717

TW
σ=13.144,
µ=67.222
σ=0.202,
µ=4.188
α=6.084,
β=72.435
k=-0.325,
σ=13.593,
µ=62.787
α=26.157,
β=2.569

Error Propagation Analysis Using Rosenblueth’s Method

From the above frequency distributions, the variable values were observed to follow nonsymmetric distribution. Therefore, Rosenblueth’s method for error propagation was justified as
its two-point estimate technique supports the error propagation in non-symmetric variables. The
error propagation using Rosenblueth’s method requires the estimation of the sensitivity
coefficient ∂c . Here, we used an empirical approach to estimate ∂c . The daily simulated
∂tw

∂tw

dissolved oxygen concentration and water temperature for ten years (1985-1995) obtained from
HSPF model were plotted. The relationship between the dissolved oxygen and water temperature
was defined by a second degree polynomial equation (Figure 3.5) with coefficient of
determination of 0.956. The very low dissolved oxygen and high temperature region was
attributed to the effect of sediment oxygen demand.
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Figure 3.5: Relationship between simulated dissolved oxygen and water temperature

The slope of the water temperature-dissolved oxygen trendline at the mean water
temperature was also identified as sensitivity coefficient. From Eq. (3.3), the sensitivity
coefficient ∂c at the mean of the independent variable or the water temperature needed to be
∂tw

calculated. The value of sensitivity coefficient was estimated by differentiating the polynomial
equation at the mean of water temperature. Therefore, the sensitivity coefficient  ∂c 

 ∂tw  µ tw

was

estimated to be -0.174. The accuracy of the variance estimate was increased by solving the
2
equation for the second degree of the sensitivity coefficient  ∂ c  . The value of second order

 ∂tw 2 

 µ tw

sensitivity coefficient was estimated to be 0.0032.
It was found that the standardization parameters z− and z+, which account for the
skewness in the distribution were given as 0.99 and 1.101, respectively. The corresponding
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probabilities p− and p+ were calculated to be 0.51 and 0.49. These values showed that the effect
of skewed water temperature and dissolved oxygen distributions. These parameters along with
sensitivity coefficient were used to calculate the mean and variance (Eq. 3.3 and 3.4) of
dissolved oxygen when error propagation from water temperature was considered. When the
equation was truncated from the second order sensitivity coefficient, the positive bound of
probability yielded 5.804 mg/L as dissolved oxygen value and the negative bound of probability
yields 10.411 mg/L. Therefore, when only the first order sensitivity coefficient was considered,
the expectation (i.e. mean of the distribution) was found out to be 8.085 mg/L and the variance
was given as 5.307 mg/L. Furthermore, considering the second order sensitivity coefficient these
estimates were improved to 8.365 mg/L and 5.333 mg/L of mean and variance respectively. The
Rosenblueth’s method produced an array of results that are summarized in Table 3.5.
Table 3.5: Results from Rosenbleuth’s probabilistic point estimate method
Parameter in
Rosenblueth’s
analysis
(z+,z-)
(p+,p-)
(c+,c-)
µc
σ2
σ

By Including First
Order Sensitivity
Coefficient
(0.99,1.01)
(0.505,0.495)
(5.804,10.411)
8.085
5.307
2.303

By Including Second
Order Sensitivity
Coefficient
(0.99,1.01)
(0.505,0.495)
(6.079,10.698)
8.365
5.333
2.309

The descriptive statistics given in Table 3.2 revealed that the mean and the standard
deviation of dissolved oxygen was 8.085 mg/L and 2.408 mg/L respectively. The mean of the
dissolved oxygen estimated using first order sensitivity coefficient in Rosenblueth’s method was
same, but the standard deviation was decreased slightly by 0.105 mg/L. However, the
consideration of second order sensitivity coefficient in Rosenblueth’s method improved the mean
by 0.28 mg/L and standard deviation by 0.099 mg/L. This difference was identified as the error
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propagated from the water temperature in the simulation of dissolved oxygen. The error
propagation value was observed to be less as compared to the actual standard deviation of
dissolved oxygen (2.408 mg/L) this may be a ramification of inter-dependencies in the DO-BOD
model under the effect of water temperature. Earlier, the distribution analysis also revealed that
the water temperature and dissolved oxygen distribution have very low skewness indicating low
the error transfer.
3.4

Conclusions

It was concluded from the study that the temperature was the major forcing function in
the DO-BOD balance and controls the overall dissolved oxygen concentration. The high
temperature reduces the solubility of oxygen in the river water and potentially accelerated the
bio-geochemical reactions that consume the dissolved oxygen. The Rosenbleuth method for
computing the error propagation in the variable with un-symmetric distributions was found to be
useful in the watershed modeling. The dissolved oxygen distribution was slightly skewed
supporting the earlier assumptions that the probability point estimation method was needed to
estimate the error transfer in the dissolved oxygen simulation. The dissolved oxygen and the
temperature distributions were observed to be general extreme value type. The error propagation
while considering the second order sensitivity coefficient in Rosenblueth’s method was observed
to have a mean of 0.281 mg/L and a standard deviation of 0.099 mg/L. A low error propagation
value was attributed to low skewness of the dependent and independent variable. The error
propagation could be further improvised by considering the water temperature and dissolved
oxygen dynamics in summer and winter differently.
3.5
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CHAPTER 4
UNCERTAINTY ANALYSIS OF MODEL OUTPUT-BASED DURATION CURVES
4.1

Introduction

Load duration curves have been increasingly used as an alternative method in TMDL
development (Fitchett et al., 2005). A load duration curve is derived from a flow duration curve
which characterizes the percent occurrence of flow rates (or pollutant load) over a long period of
time (Bonta, 2002). The availability of long-term monitoring data has made it possible to
develop the load duration curve and understand trends and variability of water quality
parameters.
The water quality data is subject to temporal and spatial variability due to the frequency
and location of measurement. Temporal and spatial scale variability in the long-term water
quality monitoring or modeling data is considered to analyze the uncertainty (Hirsch et al.,
1991). Therefore, sampling strategies should be developed to address high temporal (Robertson
and Roerisch, 1999) and spatial variations in the pollution load estimates. The temporal variation
is controlled by increasing the frequency of sampling and spatial variation is lessened by
increasing the number of sampling stations on a waterbody. The frequency of water quality
sampling is often in disharmony with the effect of pollutants on the aquatic system. The
sampling at times of low and high discharges is vitally important, as these records would define
the maximum and minimum quantity. Due to usual tight budget and schedules, it is impossible to
design an elaborate sampling strategy that will eliminate the temporal (Malone et al., 1984;
Richards, 2004) and spatial scale variations. Although, modeling approaches yield continuous
water quality data, the load estimation is totally dependent on accuracy of water quality and flow
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data and its temporal resolution. Therefore, the uncertainty involved in load estimation need to
be discerned.
Over the last two decades, a wide variety of load estimation methods has been developed
for various water quality constituents. These approaches can be divided into averaging, ratio, and
regression estimators (Rode and Suhr, 2007). While developing load duration curves, the
pollution load is referred as a product of flow and pollutant concentration. However, the term
‘pollution load’ should be appropriately defined for water pollutants and water quality
parameters like dissolved oxygen. For example, TMDL dissolved oxygen, is actually a TMDL
for oxygen demand. Furthermore, the relationship between the elevated water pollutant
concentration and the exposure time that becomes chronic to aquatic habitat is a crucial
consideration. A short-interval exposure to low dissolved oxygen level is a catastrophic event for
aquatic life, a few short hours of adverse condition in effect disqualifies a water body as suitable
to fish and wild life propagation.
In this study, variability in highly variable water quality parameters like dissolved oxygen
and runoff-induced nutrients like nitrate-nitrogen is analyzed using duration curves. The
dissolved oxygen was selected because of its short term sensitivity and nitrate-nitrogen was a
representative of pollutants that causes a long term effect. A concept of ‘dissolved oxygen
reserve’ is proposed which is nothing but the quantity of dissolved oxygen in a water-body
calculated using a similar method as for TMDL. The duration curve method for TMDL
development was selected as it reveals the seasonal variability in the parameter quantity and its
relationship with flow. Temporal scale variation in the computation of quantity of two water
quality parameters from the modeling outputs was studied to analyze the effect of varying
temporal resolution. Specific objectives of the study were (1) to develop the duration curves for
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the dissolved oxygen and nitrate-nitrogen at different temporal resolutions; (2) to understand the
uncertainty due to seasonal variations in the critical period of riverine concentrations of
dissolved oxygen and nitrate-nitrogen; (3) to study the temporal-scale uncertainty in the load
computation using HSPF watershed model outputs; and (4) to estimate the probability density
functions of the temporal-scale uncertainty in the simulated dissolved oxygen, nitrate-nitrogen
and flow.
4.2

Materials and Methods

Watershed-based water quality models are used to generate the long-term flow and water
quality data and to reduce the uncertainty involved in duration curve-based TMDL development.
The continuous watershed modeling tool Hydrological Simulation Program–FORTRAN (HSPF)
model was employed to simulate the dissolved oxygen, nitrate-nitrogen and flow. The simulation
outputs from HSPF model were later used to develop the duration curves. The HSPF uses hourly
weather data (Data Source: US EPA), which is a relative low sampling frequency and hence
allows extrapolating the consequence of using higher sampling frequency data. The HSPF is a
US EPA recommended model proven to be capable of simulating various water quality
constituents on daily basis.
The water quality model has been calibrated and validated in Chapter II of this
dissertation. In this chapter, the river flow model, i.e. hydrology model was calibrated and
validated using standard procedure as described in the HSPF manual. The daily stream flow,
dissolved oxygen, and nitrate-nitrogen data were used to develop the weekly, bi-weekly, and
monthly average time-series. The duration curves for different temporal resolution were
produced; subsequently the temporal-scale induced uncertainty in the dissolved oxygen, nitratenitrogen and flow was analyzed.
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4.2.1 Duration Curve Development

A flow duration curve is a precursor to the load duration curve which is a cumulative
frequency curve of daily mean flows irrespective of chronology of occurrence (Leopold, 1994).
A flow duration curve relates flow discharges to the percent of time those discharges have been
met or exceeded. The load duration method has been used to develop the TMDL for various
water pollutants such as, suspended solids (Cleland, 2008), E. Coli (Stiles, 2001; Sullivan, 2002)
and nutrients (US EPA 2007). An advantage of this method is the clear representation of
pollution loading patterns which perhaps can be employed to develop improved restoration
plans. Additionally, duration curves can add value to the TMDL process by identifying the
targeted participants (e.g. NPDES permittees) at the critical flow conditions, targeted programs
(e.g. conservation reserve program), targeted activities (e.g. conservation tillage or contour
farming), and targeted areas (e.g. bank stabilization projects) (Cleland, 2002).
The first step in duration curve method was to develop a flow duration curve using
streamflow. Data for the curve was generated by first ranking the daily flow data from the
highest to the lowest and then calculating the percent of days the flows were exceeded (given by
ratio of rank and number of data points). In the second step, the load duration curve was
developed by multiplying water quality criterion (minimum of 5 mg/L for dissolved oxygen and
maximum of 1 mg/L for nitrate-nitrogen) by the flow. In the third step, the simulated water
pollutant concentration is multiplied by flow to get the simulated loads of water quality
parameters. This procedure was repeated to generate the duration curves for each water quality
parameter for different temporal resolutions such as mean daily, weekly, bi-weekly, and
monthly. The duration curve for the dissolved oxygen represented the dissolved oxygen reserve
in the water body where as for nitrogen it represented the pollution load.
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4.2.2

Seasonal Variation Induced Uncertainty in Water Quality

River flow and water quality parameters are subject to seasonal and annual variations.
Marr and Canale (1988) pointed out that the water quality protection should be evaluated over a
wide range of environmental conditions including river flow and upstream loads. The seasonal
variation in the flow and water quality data was studied by analyzing the data collected from
Amite River at Port Vincent by LDEQ. The flow data acquired from USGS was monthly
averaged data for the period of 1985 through 1995. The water quality data was grab-sampled
over the twenty year period of 1978-1998 at frequent intervals. Typically, four or less data points
per month were available per station. The data was analyzed to determine mean monthly
variation in the water quality parameters. The critical months1 were determined based on the
monthly variation in the water quality. The quantity (product of concentration and flow) of water
quality parameters in the critical months was then analyzed to examine the effect of temporal
resolution.
4.2.3

Analysis of Temporal Scale Uncertainty

The weekly, bi-weekly and monthly average values of dissolved oxygen, nitrate-nitrogen
and flow were calculated using the daily data. The temporal scale uncertainty was defined by the
coefficient of variation (CV) which was the ratio of the standard deviation and the mean. The
distribution of this coefficient of variation (CV) was then analyzed to get the mean ( µ temporal ) and
standard deviation ( σ temporal ) of the temporal scale induced uncertainty in the output data. The
distribution of the coefficient of variation (CV) was then analyzed to find the best-fit distribution
based on KS statistics. Depending on the distribution fit statistical parameters of the temporal
scale induced uncertainty in the temperature and rainfall data were also estimated.
1

The months with higher occurrence of the surface water quality standard violation
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4.3

Results and Discussions

4.3.1

Flow Model Calibration and Validation

The HSPF model for flow was run for the period of 1985-1995 to simulate the water
quality parameters and Amite River flow at Port Vincent. The hydrology calibration of the model
was done using standard procedure in the HSPF manual. The daily flow data observed from
January 1988 through May 1989 was acquired from USGS. It was observed from Figure 4.1A
that the HSPF model projected River flow was in fairly good agreement with the observed flow.
Seemingly, the model could not be depended on for the projection amplitude of flood peaks or
flow minimums on a daily resolution. However, the flow duration curve (Figure 4.1B) shows
that the simulated flow matches closely with the observed data, in all regions including the high
flow and low flow regimes. It was assumed that the sudden drop in the observed flow in
extremely low flow region was possibly due to error in measurement and reporting. The
calibrated (Refer Appendix for calibration parameters) model was then used to project the daily
flow data from January 1985 through December 1995. The calibration parameters for water
quality constituents are discussed in the Chapter II of this dissertation.
4.3.2

Duration Curve Analysis for Dissolved Oxygen and Nitrate Nitrogen

Figures 4.2 and 4.3 are the duration curves generated using daily flow, dissolved oxygen,
and nitrate-nitrogen simulation data for 11 years. Different temporal resolutions selected to
generate the duration curves. The duration curves using daily data (Figure 4.2A) showed the
high variability in the flow and quantity of water quality parameter. The high-flow through midflow region (percent < 50%) showed frequent violations of the water quality standard for
dissolved oxygen. High wet weather runoff commonly produced high concentration of oxygenconsuming contaminants overwhelming the natural re-aeration ability. Thus, dissolved oxygen
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concentration and reserve were lowered in-stream. The low flow zone (percent exceeded > 80%)
also exhibits occasional low dissolved oxygen reserve.
A

B

Figure 4.1: (A) validation of Amite River flow simulation, (B) flow duration curve

The nitrate-nitrogen load was observed to be less than recommended maximum with few
exceptions in the low flow region indicating occurrence of higher nitrate-nitrogen concentrations
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as an effect of first flush (Malone et al., 1984). The dissolved oxygen reserve was in the
magnitude exceeding 103 Tons/Day whereas the nitrate-nitrogen load was in the magnitude of
102 Tons/Day.
The duration curves based on weekly average also followed a similar trend with lesser
variability due to the averaging effect in the dissolved oxygen reserve and nitrate-nitrogen load
(Figure 4.2B). The quantity was observed to be reduced to just below 103 Tons/Day for
dissolved oxygen and 10 Tons/Day for nitrate nitrogen. The variability was further diminished in
the duration curves prepared using bi-weekly data for both dissolved oxygen reserve and nitratenitrogen load (Figure 4.3A). The duration curve prepared using monthly averaged data showed
the most averaged data with very few violations in dissolved oxygen reserve (Figure 4.3B). The
nitrate-nitrogen load was observed to be perfectly below the desired limit. The highest value of
dissolved oxygen reserve was reduced to 102 Tons/Day and highest value for the nitrate-nitrogen
load was observed to be below 10 Tons/Day. At the same time, the lower ends of the dissolved
oxygen reserves decreased from 0.01 Tons/Day in the daily data to 5 Tons/Day in monthly data.
Similarly, the lower bound of nitrate-nitrogen load was increased from 0.0001 Tons/Day in daily
curve to 0.1 Tons/Day in monthly curve. As the water quality sampling frequency could be biweekly to monthly it could be observed that the duration curve prepared using low frequency
data may produce erroneous results.
The salient feature of the duration curves based on daily data is the seasonal loading
pattern. This implies that the dissolved oxygen TMDL implementation should consider the
seasonality. However, the duration curves obtained from the bi-weekly or monthly data offset the
variability by averaging and hence result in the ‘no-impairment’ in the dissolved oxygen. The
nitrate-nitrogen load duration curve obtained using daily data also exhibit similar pattern where
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the higher variability in the low flow region was offset. In general, it was observed from the
duration curve analysis that, these curves are useful not only for understanding the load
seasonality but also for understanding the load variability for different time intervals.

A

B

Figure 4.2: Duration curves developed using (A) daily data and (B) weekly data
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A

B

Figure 4.3: Duration curves developed using (A) bi-weekly data and (B) monthly data
4.3.3

Analysis of Seasonal Variability in Dissolved Oxygen, Nitrate-nitrogen and Flow

In order to understand the variability and uncertainties involved in the duration curves, it
is important to understand seasonal variations in flow, dissolved oxygen, and nitrite nitrate-
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nitrogen in the Amite River. Flow discharge at Port Vincent was observed to be high in the
winter (Figure 4.4A) as a function of rainfall. The average maximum flow of 5000 CFS was
observed in the month of January and the average minimum flow of 1000 CFS occurred in the
month of September. Low flow commonly occurred in the months of August through November.
The primary water quality parameter, dissolved oxygen, showed a lowest value in
summer from June through September (Figure 4.4B). The occasional high concentration of
nutrients in the summer was probably due to low flow first flush effect. The low dissolved
oxygen in summer was primarily a result of high temperature. The higher nutrient load in the
preceding months from January through March may accelerate consumption by algae under
favorable summer conditions (Thompson and Fitzhugh, 1985). The assimilated nitrogen upon
sinking increases the bethnic oxygen demand and reduces dissolved oxygen concentration.
Similar results were reported by DeWalt (1995) and Ice (2003) who conducted a synoptic survey
in South-central Louisiana where 80% of 43 reaches were found to have dissolved oxygen
concentrations less than 5 mg/L in summer. The critical period of the dissolved oxygen is
summer (May through August) when the dissolved oxygen concentration values were close to
the surface water quality standard (5 mg/L). The highest dissolved oxygen concentration average
was found to be 9.49 mg/L in the month of January and lowest was 6.20 mg/L in the month of
June. The high rainfall in winter (December through February) induced more runoff, increasing
the nitrite nitrate-nitrogen concentrations. The nitrite nitrate-nitrogen concentration rose up to
0.27 mg/L in the month of February and dropped to 0.149 mg/L in the month of September
(Figure 4.4C) which was attributed to algae uptake. The critical season for the nitrite nitratenitrogen was observed to be the months of January-April indicating the same for nitrate-nitrogen.
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Figure 4.4: Monthly variations in (A) river flow, (B) dissolved oxygen, and (C) nitrite nitratenitrogen concentration

Based on the above analysis of seasonal variations, the dissolved oxygen, nitrate-nitrogen
and flow values for annual and critical season are given in Table 4.1. It was observed that the
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daily average dissolved oxygen concentration based on the annual data was 8.60 mg/L with a
standard deviation of 2.25 mg/L whereas in summer this value dropped to 6.42 with a standard
deviation of 1.82 mg/L. Based on the summer data it was found that the dissolved oxygen has a
very high possibility of surface water quality standard violation as compared to that based on
annual data. When observed carefully the values of mean and standard deviation were found to
be decreasing as the temporal scale varied from daily scale through monthly scale. Similarly, for
nitrate-nitrogen the average concentration was found to be 0.28 mg/L in spring with a standard
deviation of 0.30 mg/L, whereas, the annual average nitrate-nitrogen concentration and standard
deviation were 0.23 mg/L and 0.23 mg/L.
Table 4.1: Annual and seasonal variations in river flow, dissolved oxygen and nitrate-nitrogen
Yearly

Summer

Spring

DO
(mg/L)
8.60

NO3-N
(mg/L)
0.23

FLOW
(cfs)
3534.28

DO
(mg/L)
6.42

Flow
(cfs)
2809.39

NO3-N
(mg/L)
0.28

Flow
(cfs)
5032.73

St Dev

2.25

0.23

7531.48

1.82

7590.87

0.30

7752.95

Mean

8.57

0.23

3520.05

6.44

2789.79

0.26

4990.54

St Dev

2.14

0.12

5496.00

1.59

5420.90

0.14

5594.90

Biweekly

Mean

8.54

0.24

3519.80

6.40

2711.25

0.25

5175.56

St Dev

2.11

0.10

4328.07

1.44

4262.48

0.10

4580.94

Monthly

Mean

8.55

0.21

3526.30

6.36

2788.07

0.24

5018.27

St Dev

2.09

0.06

3481.56

1.24

3366.69

0.04

3695.92

Daily
Weekly

Mean
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Figure 4.5: Temporal and seasonal variations in (A) dissolved oxygen and
(B) nitrate-nitrogen load

Using the average flow, dissolved oxygen, and nitrate-nitrogen values, yearly quantity
and the quantity in critical season was calculated. It was found that the dissolved oxygen reserve
increased dramatically calculated from daily average values to weekly average values during
critical months of summer (Figure 4.5). The annual reserves, however, was observed to be fairly
consistent in all interval. The daily average dissolved oxygen reserve calculated based on annual
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data was 74,255.15 kg, whereas, the summer reserve was reduced to 44,049.31 kg (Table 4.2).
The temporal scale variation was observed in annual and critical load calculation as well. A
10,691 kg of dissolved oxygen extra reserve was found in monthly data as compared to that in
the summer daily value.
Table 4.2: Annual and seasonal quantity of dissolved oxygen and nitrate-nitrogen
Yearly
Yearly
DO (kg)
NO3-N (kg)
74255.15
2418.78
Daily
73660.16
2239.17
Weekly
73379.25
2144.20
Bi-weekly
73627.23
2056.75
Monthly

Summer Spring
DO (kg) NO3-N (kg)
44049.31
2780.39
55316.78
2753.43
55011.23
2623.84
54740.93
2553.84

Similarly, the nitrate-nitrogen load also showed higher value (2,780.39 kg) in spring as
compared to annual average of 2,418.78 kg (Table 4.2). The nitrate-nitrogen values showed
steady decline in the nitrate-nitrogen load in both cases. The difference between the annual and
summer loads of nitrate-nitrogen was relatively small as compared to that of dissolved oxygen.
This is because the forcing function of nitrate-nitrogen concentration was rainfall which was
observed to be relatively consistent over the years including springs. In contrast, the dissolved
oxygen showed much of seasonal variability in accordance with the temperature. This means that
improper selection of seasonal and temporal scales may distort the pollutant load calculations.
It is apparent from this analysis that, the system under study is inherently variable and
extending time-frame of sampling adversely impacts the model’s ability to project this salient
feature. Thus, in the case of dissolved oxygen, the sampling frequency should be a factor the
determination of the system’s actual dissolved oxygen level which inherently provides a safety
factor for short-term violations. Furthermore, a special consideration should be given to the
diurnal variation of dissolved oxygen under the effect of sunlight and wind variability.
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4.3.4

Temporal Scale Induced Uncertainty in the Estimation of Dissolved Oxygen Reserve
and Nitrate-nitrogen Load

The coefficient of variation (CV) is plotted against time scale and describes the temporal
scale variability induced uncertainty. The long-term weather data revealed the progression of
variability from daily scale to monthly interval (the daily, weekly, bi-weekly and monthly scales
are represented in hours). The coefficients of variation of dissolved oxygen (CVDO), nitratenitrogen (CVNO3-N) and flow discharge (CVflow) are given in Table 4.5.
Table 4.3: Computational uncertainty in simulation output data
Time (hrs)
24
168
336
720

CVDO
CVNO3-N CVflow
0.261
1.067
2.131
0.250
0.536
1.561
0.247
0.389
1.230
0.244
0.265
0.987

It was observed that, the coefficients of variation for the dissolved oxygen, nitratenitrogen, and flow had logarithmic correlations with the time scale, as shown in Figure 4.6. The
coefficient of determination for all the relationship was as high as 0.99. The relationships can be
described by the following equations.
CVDO=-0.005*ln(time scale)+0.277

(4.1)

CVNO3-N=-0.241*ln(time scale)+1.81

(4.2)

CVflow=-0.228*ln(time scale)+3.228

(4.3)

The high frequency data, i.e. daily data, has a relatively high standard deviation. The
mean values exhibited a lesser fluctuation and hence remained a more stable indicator. The
coefficient of variation was averaged as time progressed, producing low uncertainty or standard
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deviation values towards monthly time scale. The water quality parameters including dissolved
oxygen and nitrate-nitrogen showed a separate range of coefficient of variation where CV<1
meaning that the standard deviation is comparatively smaller than the mean. The coefficient of
variation varies in the range of 0.244-0.261 for dissolved oxygen and 0.265-1.067 for nitratenitrogen. In case of flow the high flow values skew the distribution, yielding higher standard
deviation values. The coefficient of variation for flow ranges from 0.987 as the lowest to 2.131
as the highest. The coefficients used in the equations (Eq 4.1-Eq 4.3) may not be applicable in
other watersheds but similar equations may be obtained for various water quality parameters in
any watersheds. The variation trends described by the equations and associated Figure 4.6 may
be generally applicable and can be used as a guideline for TMDL development. The significance
of the equations is that these can be extrapolated to estimate the uncertainty for near real-time
data of corresponding water quality parameters if the mean of water quality parameter (similar to
Table 4.1) at lower temporal resolution is known.
Figure 4.6 shows distributions of the coefficients of variation of dissolved oxygen,

nitrate-nitrogen and flow in terms of the temporal scale uncertainty. The figure confirmed that
the output computation uncertainty due to temporal scale variability in the dissolved oxygen
followed a general extreme value distribution with the lowest KS value of 0.172 (Table 4.4). The
distribution histogram of coefficient of variation of dissolved oxygen, however, resembled to a
uniform type distribution. The best-fits for the uncertainty in the nitrate-nitrogen and flow
computation were observed to follow gamma (KS=0.128) and normal (KS=0.146) distributions,
respectively. Table 4.5 shows the parameters estimated for the best-fit distributions.
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Figure 4.7: Distribution functions of temporal scale uncertainty in output data computation for
(A) dissolved oxygen, (B) nitrate-nitrogen, and (C) flow data
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Table 4.4: Distribution fits for uncertainty in dissolved oxygen, nitrate-nitrogen and
flow computation

Table 4.5: Parameter estimation for uncertainty in dissolved oxygen, nitrate-nitrogen and
flow computation

Distribution
Normal
General
Extreme Value
Gamma
Log-normal
Uniform
Weibull

DO
σ=0.0071,
µ=0.257
K=-0.0529,
σ= 0.0066,
µ= 0.248
α=1275.7,
β= 1.974E-4
σ=0.024,
µ=-1.379
a=0.239,
b=0.264

Parameters
NO3-N
σ=0.317,
µ=0.601
k=0.092,
σ=0.258,
µ=0.427
α=3.604,
β=0.168
σ=0.486,
µ=-0.624
α=1.896,
β=0.571

-

92

Flow
σ=0.441,
µ=1.521
k=-0.167,
σ=0.454,
µ=1.325
α=11.944,
β=0.127
σ=0.266,
µ=0.385
α=2.031,
β=4.388

4.5

Conclusions

Temporal scale of model outputs controls the uncertainty in computed loads of
contaminants and nutrients and thereby the decision-making on waterbody impairment. While
dissolved oxygen reserve (load) meets water quality standard under any flow conditions when
monthly mean data is utilized, dissolved oxygen impairment occurs frequently during moderateto-high flow conditions if daily mean data is employed, indicating the necessity of using near
real time data in TMDL development. The nitrate-nitrogen load was observed to be below
desirable limits due to very low nitrate-nitrogen concentrations. Furthermore, the accuracy of
flow data was instrumental in uncertainty involved in load estimations.
The monthly analysis revealed that the lowest dissolved oxygen concentration occurred
in the summer months, May-August, and highest nitrate-nitrogen was observed in the spring
months, January-April. It was observed that the daily dissolved oxygen reserve was 44,049.31 kg
based on daily summer data and 74,255.15 kg based on annual data. A surplus of 10,691 kg of
dissolved oxygen was shown in the monthly data. Similar discrepancy was observed in the
nitrate-nitrogen load where the highest load was 2,780. 39 kg/day according to daily data and
2,553.84 kg/day according to monthly average data.
The coefficient of variation was utilized to describe the temporal scale-induced
uncertainty in load calculations and thus TMDL development. It is found that the coefficient of
variation is linearly and inversely correlated with the logarithm of the time scale. Regression
equations are developed to describe the correlations between the time scale and the coefficient of
variation for dissolved oxygen, nitrate-nitrogen, and flow discharge. The regression equations
can be employed to extrapolate near real time flow and water quality data, greatly simplifying
flow and water quality monitoring and reducing the cost involved in the monitoring. The
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coefficient of variation of dissolved oxygen and nitrate-nitrogen followed a general extreme
value and gamma distribution, respectively while the coefficient of variation of flow exhibited a
normal distribution.
4.5
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CHAPTER 5
BAYESIAN APPROACH TO ESTIMATING MARGIN OF SAFETY FOR
TMDL DEVELOPMENT
5.1

Introduction

Hydrological and water quality models used in TMDL calculations produce only an
approximation of reality. Model predictions cannot be any better than the calibration and
validation, and will always have some uncertainty associated with the output (US EPA, 1999).
Uncertainties involved in TMDL calculations are commonly lumped into a single parameter,
called margin of safety (MOS). That is, MOS represents the total uncertainty involved in TMDL
calculations. A proper estimation of MOS is therefore essential to the success of the TMDL
program (US EPA 2009). EPRI (2004) provided theoretical and practical guidelines for
establishing approaches to estimate the MOS in TMDL calculations. A number of methods have
been proposed for determination of MOS. Statistical methods, such as Monte Carlo simulation
(MCS), First Order Error Analysis (FOE), and probabilistic analysis, have been employed in the
uncertainty analysis of water quality models (Bobba et al., 2000) for MOS estimations. Stow et
al. (2003) found that the prediction accuracy of process-oriented, spatially detailed models was
comparable to aggregate probabilistic models. Borsuk et al. (2002) in a probabilistic analysis for
TMDL development found that, the MOS can be better estimated using a probability distribution
or interval estimates than single point deterministic time-series. Borsuk et al. (2003) further used
Bayesian probability network model to describe probabilistic dependencies among system
variables which considered the frequency based water quality standards and explicit estimation
of MOS in TMDL.
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Bayesian method has increasingly been used in uncertainty analysis of hydrological and
water quality modeling due to its advantages (Ayyub, 1998; Campbell and Fox, 1999). The
graphical structure of cause-effect assumption in the Bayesian analysis allows the complex
linking of various consequences to be represented explicitly and factored into articulated
sequence of conditional relationship (Borsuk et al., 2004). The Bayesian method combines
qualitative analysis and information (i.e. environmental data) with intuitive knowledge and
experience in hydrological modeling (Kavetski et al., 2002). The integrated Bayesian uncertainty
network (IBUNE) which includes the Bayesian model averaging (BMA) scheme was
successfully applied to analyze the input data, parameter, and model structure uncertainty in
hydrological models (Ajami et al., 2007). The TMDL developed on a probabilistic basis will be
more useful in implementation of adaptive watershed management plans as a process than a
singular value as discussed by Freedman et al. (2004). A report released by the National
Research Council examining the scientific basis of the TMDL program, specifically suggests use
of a “Bayesian framework to determine preliminary probability distributions of impairment that
can help direct monitoring efforts and reduce the quantity of monitoring data needed for making
listing decisions at a given level of reliability” (NRC 2001). The report also specifically calls for
a reconsideration of the use of MOS in the TMDL program; such that MOS is considered based
on uncertainty analysis, rather than arbitrary assignment. These recommendations are addressed
in this dissertation within a Bayesian Decision Network framework.
This study was intended to estimate the total uncertainty and thereby the MOS involved
in TMDL calculations using the Bayesian method. The specific objectives of the chapter are (1)
to develop a probability distribution function of the total uncertainty in TMDL calculations; (2)
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to study the behavior of the total uncertainty under different input sources of uncertainty; and (3)
to estimate the margin of safety to be considered in the TMDL development.
5.2

Materials and Methods: Bayesian Networks

The Bayesian network is a graph showing information flow between nodes. The graph is
also known as directed acyclic graph (DAG) as it contains nodes without any loops and directed
links (Pearl, 1988; Neapolitan, 1990). The Bayesian theorem is based on the definition of the
conditional probability which is regarded as the fundamental theorem to revise the probability
distribution through evidence. The Bayesian equation has three parts: prior function, likelihood
function and the posterior function. Figure 5.1 shows a simple Bayesian network of uncertainties
in the dissolved oxygen simulation (parent node). The network indicates that the total uncertainty
is a function of its natural variability and uncertainties incurred during modeling process. We
denote the dissolved oxygen natural variability as DO, measurement induced uncertainty in input
data (temperature) as Mt, temporal scale uncertainty in input data (temperature) as Tt, spatial data
uncertainty in DO simulation due to spatial resolution (landuse) as Sl, error propagation in model
structure while simulating DO as E, and computation uncertainty in the DO output as C, which
are the child nodes.
P (DO)
DO
P (Mt|DO)
M

P (Tt|DO)
T

P (Sl|DO)
S

P (E|DO)
E

Figure 5.1: Bayesian network classifier for total uncertainty
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P (C|DO)
C

Posterior function

P(DO | M t , Tt , S l , E, C ) =

Likelihood functions

Prior function

P(M t | DO) P(Tt | DO) P(S l | DO) P( E | DO) P(C | DO) P( DO)
P( M t ) P(Tt ) P(S l ) P( E ) P(C )

(5.1)

Eq. (5.1) represents the probabilistic form of the posterior distribution of simulated
dissolved oxygen with total uncertainty described by the prior distribution and the likelihood
functions. The Bayesian network estimates the posterior distribution (f(DO|Mt,Tt,Sl,E,C)) of the
target variable (dissolved oxygen) based on its prior distribution (f(DO)) that contains relevant
information about the variable before the additional data becomes available (Singh et al., 2007).
The natural uncertainty (prior function) in the dissolved oxygen is calculated separately by using
the simulated summer dissolved oxygen data during the period of 1985-1995. The prior function
is determined by a distribution analysis where the daily average summer dissolved oxygen data is
tested for best-fit among normal, log-normal, weibull, gamma and general extreme value type
distribution. The best-fit is selected based on Kolmogorov-Smirnov (KS) value.
In Eq. (5.1), the variables are considered to be conditionally independent. The assumption
of conditional independence makes Bayesian networks more practical by reducing the joint
probability functions among all variables (Park and Stenstrom, 2006). The relationship between
the dependant target variable and its influencing independent variable is expressed by likelihood
functions which are given by P(Mt|DO), P(Tt|DO), P(Sl|DO), P(E|DO), and P(C|DO).
Due to complexity of the problem, only the likelihood function P (Mt|DO) was estimated.
The joint probability distribution of measurement induced uncertainty in input data and total
uncertainty (P (Mt|DO)) provided likelihood of having original values given that the simulated
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values of dissolved oxygen are correct (Dilks et al., 1992). Based on maximum likelihood
function the value of P (Mt|DO) can be estimated as (Benjamin and Cornell, 1970),
n

P ( M t | DO) = ∏ f u ( DOi | M )

(5.2)

i =1

where, f u ( DOi | M ) is the probability density function of dissolved oxygen, given measurement
induced uncertainty in input data (Mt). As seen in Chapter II, the error (ei) in the original data
and simulated data (with a perturbation in temperature) is normally and independently
distributed. Thus, the probability density function at each individual data point then yields the
likelihood function as,

P ( M t | DO) =

 1 n  ei  2 
exp − ∑   
2πσ
 2 i =1  σ  
1

(5.3)

where, n is the number of data points and σ is the standard deviation of the data error. Eq. (5.3)
allows the likelihood function to be calculated directly from the model outputs. The likelihood is
assumed to vary as a function of data error and number of data values. Due to limited
information about the individual relationship of temporal-scale, spatial-resolution, error
propagation and computational uncertainty with DO simulation, the likelihood functions
(P(Tt|DO), P(Sl|DO), P(E|DO), and P(C|DO)) were considered to be uniformly distributed.
The PDFs for input data (measurement induced, temporal-scale and spatial resolution)
uncertainty estimated in chapter II of this dissertation were used in probability calculations. The
probabilities (P(Mt), P(Tt), and P(Sl)) corresponding to µ, µ±σ, µ±2σ and µ±3σ were calculated
by using their respective probability density functions (PDFs) derived in earlier chapters. The
error propagation was assumed to be normally distributed with mean and standard deviation
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estimated in chapter III. The normal distribution function of the error propagation was used to
compute P(E). The computational uncertainty in DO simulation outputs estimated in chapter IV
was used to calculate the probability (P(C)).
5.3

Results and Discussions

5.3.1 Determination of Prior Function

The prior function essentially carries the earlier behavior of the variable. It was
embedded in the natural variability of the dissolved oxygen. The dissolved oxygen simulation in
the Amite River showed great variability. It was observed from historical data and studies that
the dissolved oxygen concentration in the summer reaches its critical limit. Thus, dissolved
oxygen reserve in the summer period would be critical and the dissolved oxygen concentration
data in summer was utilized to determine the prior function. To that end, the frequency
distribution of dissolved oxygen concentration was plotted in Figure 5.2 based on the 10 years of
data from 1985 – 1995. Five different probability density functions (PDFs), including normal,
Gamma, lognormal, Weibull, and general extreme value PDFs, were tried to fit the frequency
distribution (histogram) in Figure 5.2. Parameter values used in the PDFs were listed Table 5.1.
It was found from the figure and the table that the frequency distribution of dissolved oxygen
concentration can be best fitted using the following general extreme value type distribution (KS
value = 0.06):
1
1


 
1
 do − 5.842   0.38
 do − 5.842   0.38  
exp − 1 − 0.38
f ( DO ) =
 
   ⋅ 1 − 0.38
1.978
 1.978  
 1.978    
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(5.4)

Eq. (5.4) can be employed to determine the prior function in Eq. (5.1). It was found that
the average daily concentration during the summer was 6.42 mg/L and its standard deviation was
1.88 mg/L.

A

B

Figure 5.2: (A) PDF and (B) CDF of prior function of dissolved oxygen
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Table 5.1: Distribution analysis for prior function of DO
Distribution
Normal
Log-normal
(3P)
Weibull
General
Extreme
Value

Gamma

KS Value

Probability Density Functions

0.085

f ( x) =

0.082

f ( x) =

f ( x) =

0.0601

σ 2π
 1  ln( x − γ ) − µ  2 
exp− 
 
σ
 
 2 

f ( x) =

0.0604

( x − γ )σ 2π

αx
 
β  β 

α −1

  x α 
exp −   
 β  



σ=1.882,
µ=6.422
σ=0.035,
µ=3.966,
γ=-46.396
α=3.556,
β=7.153

1

1
1
− 
−

exp − (1 + kz ) k (1 + kz ) k ; k ≠ 0
σ



f ( x) =

0.105

 1  x − µ 2 
exp − 
 
 2  σ  

Estimated
Parameters

1

σ

exp(− z − exp( − z ) ); k = 0

f ( x) =

x
x α −1
exp 
α
β Γ(α )
β 

k=-0.380,
σ=1.976,
µ=5.842
α=11.646,
β=0.551

5.3.2 Estimation of Likelihood Function

The joint probability distribution function of the input data uncertainty and dissolved
oxygen is based on the maximum likelihood which makes use of simple-likelihood function. In
our case the effect of change in the input data on output was studied in Chapter 2 by introducing
the perturbations in the input data. According to Henry’s law there is an inverse relation between
the temperature and dissolved oxygen. It means that a positive error in measurement of the input
temperature data causes the drop in dissolved oxygen concentration. From the analysis it was
found that the positive error in the temperature input causes an error in DO which is normally
distributed (Figure 5.3). The error varied in a range of -3 mg/L to 4 mg/L, the negative error
shows that the 2% increment in the input data has decreased the dissolved oxygen concentration.
There are a few values which did not seem to follow the above rule which caused evenly spread
distribution on both sides. The mean of the error was observed to be 0.0626 mg/L and the
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standard deviation was 0.753 mg/L. Therefore, the likelihood function for (P (Mt|DO)) in Eq.
(5.1) was given as,

P ( M t | DO) =

 1 n  ei  2 
exp − ∑ 
 
2π 0.753
 2 i =1  0.753  
1

(5.5)

Figure 5.3: Error distribution for dissolved oxygen due to positive error in
temperature measurement
5.3.3

Probabilities of Uncertainty Sources of Simulated Dissolved Oxygen

As we were estimating the TMDL for the dissolved oxygen, we chose the uncertainty
sources that would adversely affect the dissolved oxygen concentration. The uncertainty sources
considered here are the positive error in the temperature measurement, temporal scale
uncertainty in the temperature data, spatial-resolution uncertainty in landuse data, error
propagation in the DO simulation, and the computational uncertainty in DO simulation output.
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Probability density functions of the uncertainties derived in chapters II, III and IV are
summarized in Table 5.2. The term x represents the error in the respective case. The graphical
representations of PDF and CDF are provided in Figure 5. 4.
Table 5.2: Probability density functions for various uncertainty sources of simulated DO
Uncertainty
Source
Measurement
Error
Temporal-scale

Spatialresolution
Error
Propagation
Computational

Probability Density Function
 1  x − 0.062  2 
exp − 
 
 2  0.753  
f (M t ) =
0.753 2π



 
1
 x + 0.174   −0.339
 x + 0.174   −0.339  
exp − 1 + 0.339
f (Tt ) =
 
 
 ⋅ 1 + 0.339
0.011
 0.011  
 0.011  
 
 


1

1

1
1


 
1
 x + 0.308   −0.055
 x + 0.308   −0.055  
exp − 1 + 0.0055
f (S l ) =
 
 ⋅ 1 + 0.0055 0.088  
0.088


 0.088  
 
 



 1  x − 0.281  2 
exp − 
 
 2  0.099  
f (E) =
0.099 2π
1
1


 
1
 x + 0.248   − 0.05  
 x + 0.248   − 0.05
f (C ) =
exp − 1 − 0.05
 
 
 ⋅ 1 − 0.05
0.006
 0.006  
 0.006  
 
 



The PDFs listed in Table 5.2 were used to determine the probabilities P(Mt), P(Tt), P(Sl).
P(E), and P(C) in Eq, (5.1). It was observed from Figure 5.4 that most errors concentrated in the
near-zero region. The measurement induced uncertainty distribution had the highest standard
deviation and was characterized by a flat curve (Figure 5.4A). The temporal-scale uncertainty
PDF showed the highest kurtosis and a very high peak (Figure 5.4A). The error propagation
uncertainty PDF had the highest mean of about 0.281 mg/L. The CDFs of all uncertainties except
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the measurement induced uncertainty can be represented by a trendline which was upright,
indicating a low variance.

A

B

Figure 5.4: Graphical (A) PDFs and (B) CDFs of uncertainty sources

The probability for a given density distribution is commonly calculated for a given value
range of the variable. In general cases of water quality modeling and uncertainty analysis, the
probability of the mean of the parameter distribution is calculated. In this approach, probability
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of all possible values (by applying the empirical rule for normal distribution) in the uncertainty
distribution was estimated. The mean and its combination with standard deviation were obtained
from the PDFs generated (Figure 5.4) and then its corresponding probabilities were determined.
The following tables (Table 5.3 and 5.4) summarize the independent probability of five
uncertainty sources. The measurement induced uncertainty and error propagation follow normal
distributions. The empirical rule for normal distribution was used to estimate the probability in
different level of uncertainty. The measurement induced uncertainty at mean had a moderate
probability of 0.51 whereas the error propagation had a low probability of 0.31 at mean.
Table 5.3: Independent probabilities of uncertainty sources with normal distribution

Mean-3 StDev
Mean-2 StDev
Mean-1StDev
Mean
Mean+1 StDev
Mean+2 StDev
Mean+3 StDev

Measurement Error
Uncertainty
Propagation
0.003
0.000
0.022
0.000
0.165
0.050
0.509
0.308
0.801
0.690
0.970
0.903
0.999
0.981

The temporal, spatial, and computational uncertainties were described by general extreme
value distributions. The probabilities at different values to cover the extent of distribution were
computed by transforming the distribution using a standardized parameter (z).

This is in

corollary with probabilistic point estimation. Table 5.4 represents the probabilities at different
values to cover the extent of distribution. The temporal-scale induced uncertainty at mean had a
moderate probability of 0.45 whereas the spatial-scale induced uncertainty had a low probability
at mean 0.47. The computational uncertainty was observed to vary in a small range having very
low and high probabilities for the low and high values, respectively. This may be true due to the
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fact that depending on the data used in the watershed model, the error may have very low or very
high probability of occurrence. For example, the landuse data obtained using very high
resolution (e.g. Quickbird satellite spatial resolution of 1 m) would have the slightest possibility
of uncertainty due to spatial variation. Also, the weather data obtained using disaggregation
algorithm on weekly or biweekly data would have higher temporal uncertainty.
Table 5.4: Independent probabilities of uncertainty sources with asymmetric distributions

Mean-3 Z.StDev
Mean-2 Z.StDev
Mean-1 Z.StDev
Mean
Mean+1 Z.StDev
Mean+2 Z.StDev
Mean+3 Z.StDev

5.3.4

Temporal
Uncertainty
0.000
0.000
0.025
0.454
0.530
0.935
0.998

Spatial
Computational
Uncertainty
Uncertainty
0.000
0.000
0.017
0.000
0.158
0.001
0.470
0.848
0.862
0.996
0.951
1.000
0.993
1.000

Estimation of Total Uncertainty Using Bayesian Analysis

Kuczera et al., (2006) while studying the Bayesian total error analysis (BATEA) argued
that it’s challenging to characterize the stochasticity due to temporal and spatial data so as to
make it statistically and computationally tractable. The total likelihood function for the
uncertainties (measurement, temporal, resolution, error propagation and computational) with
total uncertainty is difficult to find. In the development of Bayesian total error analysis (BATEA)
Kavetski et al. (2006) showed the complication in the consideration of different sources of input
uncertainties to correct the total error function. Hence, we consider the uncertainty due to input
data and its likelihood as a demonstrative example, where the input data uncertainty is normally
distributed. Schaefli et al., (2007) also quantified the error in a hydrological model using
Bayesian analysis where the independent variables (precipitation, temperature, etc) followed
Gaussian distribution. In the absence of complete information, the other uncertainty sources are
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considered having uniformly distributed likelihood (Kanso et al., 2003). The uniform
distributions of temporal, resolution, error propagation and computational uncertainty were
assumed to vary from 0 to 1. Using prior distribution (estimated in section 5.3.1), likelihood
function (estimated in section 5.3.2) and independent probabilities (estimated in section 5.3.3)
the posterior distribution under the consideration of contributing uncertainty sources was given
by,
n
n
n
 1 n  e 2  n
1
1
1
1
⋅∏
⋅∏
⋅∏
⋅
exp − ∑  i   ⋅ ∏
−
−
−
−
2
0
.
753
b
a
b
a
b
a
b
aC
2π 0.753


=
1
i
=
1
=
1
=
1
=
1
i
i
i
i
T
T
s
s
E
E
C


P( M t ) P(Tt ) P( Sl ) P( E ) P(C )

1

P( DO | M t , Tt , Sl , E , C ) =

1
1


 
1
 do − 5.842   0.38
 do − 5.842   0.38  
exp − 1 − 0.38
 
   ⋅ 1 − 0.38
1.978
 1.978  
 1.978    
 


⋅
1

(5.6)

For this particular case, we calculated the value of mean uncertainty in Eq. 5.6 to estimate
the maximum likelihood between input and output data. A very high probability of measurement
uncertainty due to positive error, i.e., the value (0.99) corresponding to µ+3σ, was considered.
The weather data used in the HSPF model was hourly data. Therefore, the temporal scale
uncertainty’s probability (0.45) corresponding to µ was considered. Spatial data of landuse with a
moderate resolution of 30 m was used in the simulation processes. A probability (0.47) around
mean of the spatial-resolution uncertainty was considered. The probability of the error transfer at
µ+3σ was estimated to be 0.98 to consider. Finally, probability (0.99) at µ+2σ was considered for
the computational uncertainty. Therefore, the posterior function was given by,

P( DO | M t , Tt , Sl , E , C ) =

1
1


10
 
0.004
1
 do − 5.842   0.38
 do − 5.842   0.38  
⋅1⋅1⋅1⋅1⋅ ∫
exp − 1 − 0.38
 
   ⋅ 1 − 0.38
0.203
 1.978  
 1.978    
 
− ∞1.978
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(5.7)

The posterior for the dissolved oxygen calculates the modified probability distribution
function of dissolved oxygen when the prior of natural variability in the dissolved oxygen and its
likelihood with the measurement induced uncertainty with the input data is taken into account.
The value of the likelihood at the average error (0.753) was calculated and a new PDF was
plotted by considering the value within the range of 0-10 mg/L (which was observed in the
original dissolved oxygen data). The PDF and CDF of prior and posterior function of dissolved
oxygen are graphically represented in Figure 5.5.
The figure shows that a 2% positive error in the temperature input data significantly
affected the dissolved oxygen probability. The new PDF was observed to have high variability
(i.e. standard deviation) and high kurtosis. From the CDF it was evident that, according to the
new PDF the probability of dissolved oxygen to reach 5 mg/L was 1% which was 2 % according
to the old PDF. The 95% confidence bound (represented in dotted lines) show even higher
probability of water quality standard violation. It was also observed that the new PDF and old
PDF are very close in the higher dissolved oxygen concentrations.

A

B

95%
Confidence
limit

Figure 5.5: Graphical (A) PDF and (B) CDF for dissolved oxygen based on the prior (old) and
posterior (new) function
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Now, for a given PDF the standard deviation can be calculated using Eq. (5.8) where, the
parameter f(x) is the modified PDF and µ is the mean.

σ do =

10

∫ (do − µ

do

) 2 f ( DO) ⋅ d (do)

(5.8)

−∞

The standard deviation of the newly developed PDF was calculated by using Eq. (5.8)
between the lower and upper limits of -∞ and 10 respectively. The standard deviation of the new
distribution with mean of 6.42mg/L was calculated to be 2.10 mg/L. There was an increment of
3.99 % in the standard deviation of posterior as compared to the prior function. The increase in
the standard deviation was expected to change the margin of safety in total maximum daily load
calculations. This standard deviation contains the total error from the different sources in the
hydrological model. The standard deviation can be used in combination with the mean based on
the accepted level of risk for the TMDL development. This means that the higher the number of
standard deviations considered (i.e. µ±σ, µ±2σ µ±3σ) in MOS, the less the risk of water quality
standard violation would occur.
Following is a case demonstrating the application of above method and its comparison
with TMDL developed using conventional methods.
5.4

A Case Study for the Lower Reach of Amite River

5.4.1 Determination of Dissolved Oxygen Reserve using Conventional Methods

A standardized method for margin of safety estimation in the TMDL development has
not yet been formulated due to the diversity of uncertainty and difficulty in quantifying various
uncertainties. The current methods prescribed by Louisiana Department of Environmental
Quality in the TMDL Technical Procedure manual suggest using an explicit margin of safety of
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10-20 %. The US EPA also recognizes the complications involved in the determination of MOS
and allows the pollution load estimation using commonly accepted percentage based MOS. Few
studies actually calculated the uncertainty in the load and pollutant concentration and estimated
the MOS. The dissolved oxygen reserve in the downstream reach of the Amite River was
calculated using the two conventional methods and the results were compared to that obtained
from the newly developed probabilistic method based on Bayesian analysis. In estimation of
dissolved oxygen reserve, average summer values of river flow and dissolved oxygen were
considered. Different uncertainties represented in the form of standard deviation were used as the
MOS. According to the first method where percentage based MOS is used, the dissolved oxygen
and flow data are given in Table 5.5.
Table 5.5: Dissolved oxygen and flow characteristics for the summer

Mean

Dissolved Oxygen
(mg/L)
6.486

Flow X 106
(L/D)
8804.018

1.884

23381.527

Standard Deviation

Therefore, the dissolved oxygen reserve in the lower Amite River was calculated to be
57,102.83 Kg/Day. Now applying the margin of safety of 20 % results in the TMDL of
45,682.26 Kg/Day, where a negative margin of safety is used to calculate the lowest possible
reserve during the summer time since the dissolved oxygen reserve in the river needs to be
increased.
In the second method the dissolved oxygen reserve is calculated using µ-σ where µ is the
mean and σ is the standard deviation of the dissolved oxygen. The dissolved oxygen
concentration calculated using µ-σ was 4.602 mg/L, leading to a DO reserve of 40,516.09
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Kg/Day. The uncertainty considered here in the standard deviation was 29.63 % higher than the
original value.
5.4.2

Determination of Dissolved Oxygen Reserve Using Bayesian Approach

According to the Bayesian method developed in the study, the standard deviation of the
dissolved oxygen was calculated to be 2.10 mg/L. Therefore according to first level conservative
estimate, the possible value of the dissolved oxygen was 4.386 mg/L (calculated by using µ-σ).
However, when the MOS is increased to second level (µ-2σ) the dissolved oxygen was observed
to be 2.286 mg/L. The DO was further reduced to 0.186 mg/L when highest MOS (µ-3σ) was
considered. According to conservative estimate, the dissolved oxygen reserve in the Amite River
was then estimated to be 38,614.43 Kg/Day. The dissolved oxygen reserves were further reduced
to 20,125.92 Kg/Day and 1,637.56 Kg/Day in second and third level of MOS respectively.
60000

Dissolved Oxygen Reserve(Kg/Day)

TMDL in summer
50000

40000

30000

20000

10000

0
Conventional
Method 1

Conventional Existing (Based Mean‐1StDev Mean‐2StDev Mean‐3StDev
Method 2
on Average)

Figure 5.6: Comparison of DO reserve estimations
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According to the LDEQ standard of 5 mg/L, the dissolved oxygen reserve in the Amite
River needs to be maintained above 44,021.01 Kg/Day (Figure 5.6). The existing average
dissolved oxygen reserve was estimated to be 57,102.81 Kg/Day. When the reserves calculated
using above three different methods are compared, it was found that the first conventional
method shows a surplus of 1,662.98 Kg/Day of the dissolved oxygen reserve. This means that a
slightly-low dissolved oxygen level is maintained in the lower reach of Amite River. On the
contrary, the second conventional method yields a deficit of 3,830.72 Kg/Day of dissolved
oxygen reserve, which means the lower reach of the Amite River is impaired and needs to be
restored for the dissolved oxygen.
Figure 5.6 shows the reserves calculated based on the Bayesian approach for three
different levels of MOS and desired TMDL. It was found that according to the first level MOS a
5,606.65 Kg/Day of dissolved oxygen reserve needs to be restored to maintain a healthy aquatic
life. This number is close to that we got from the second conventional method
(Difference=1775.97 Kg/Day). However, dissolved oxygen reserve deficit increased to
23,895.13 Kg/Day when the second level MOS was used. Furthermore, according to the highest
level MOS, the dissolved oxygen reserve deficit escalated to 42,383.52 Kg/Day. Now, depending
on the level of protection needed, the dissolved oxygen reserve deficit according to the
appropriate MOS level can be selected. This newly developed probabilistic method was found to
be more reliable and inclusive of different sources of uncertainties. The salient feature of this
probabilistic method based on Bayesian networks is that, it does not rely on single point
estimates. The probabilistic method based on Bayesian networks considers the uncertainty as a
random variable in which the variability in the sources of uncertainty would reflect in the total
uncertainty.
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5.5

Conclusions

A Bayesian approach has been developed to the estimation of total uncertainty-based
MOS for TMDL development. The new approach is based on the following new findings:
It was found that Bayesian analysis is an effective tool for studying the effect of total
uncertainty (as a posterior distribution) which includes the effect of other uncertainty on the prior
distribution (which includes the natural variability). The major uncertainty sources like input
data-induced uncertainty could be incorporated into the calculation of likelihood function. The
newly developed method results in an updated PDF for DO and hence yields the updated mean
and standard deviation. As a result, the variability in the summer dissolved oxygen was updated
from 1.88 mg/L to 2.10 mg/L.
The total maximum daily load based on a margin of safety of 20% is estimated to be
45,682.26 Kg/Day. The second conventional method, where we considered the standard
deviation of 1.88 mg/L, produces the dissolved oxygen reserve of 40,516.09 Kg/Day. The newly
developed probabilistic method based on Bayesian networks yields the dissolved oxygen reserve
of 38,614.43 Kg/Day, indicating a deficit of 5606.65 Kg/Day of dissolved oxygen. The dissolved
oxygen reserve deficit increased to 20,125.92 Kg/Day when the second level MOS was used.
Furthermore, according to the highest level MOS, the dissolved oxygen reserve deficit escalated
to 42,383.54 Kg/Day. In the south-east Louisiana where the temperature in the summer is very
high, the dissolved oxygen level frequently drops below the surface water quality standards. The
water quality of the waterbodies classified to be suitable for the fish and wild life propagation
should consider a higher MOS subject to high variability in summer.
This probabilistic approach based on Bayesian network method was found very fruitful to
considering various sources uncertainties in the hydrological model for TMDL development. The
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knowledge of modified PDF (posterior function) enables the modeler to choose the value of the
uncertainty as µ, µ±σ, µ±2σ, µ±3σ depending on the acceptable risk. This is also applicable to
the analysis of uncertainty from different sources, i.e., input, model or output data uncertainty.
Depending on the data used, accuracy of model and output computation, the uncertainty may
bring on the probability of µ, µ±σ, µ±2σ, µ±3σ value in the Bayesian network equation.
However, the higher variability escalates the TMDL implementation cost. Therefore, a careful
consideration should be given while choosing the variability or risk level. This suggests that such
a probabilistic method based on Bayesian networks would be very useful for various sources and
the combination of various uncertainty sources. Such probabilistic model may be useful to
understanding different scenarios of uncertainties and associated plan of action. The Bayesian
approach can also be vital to the implementation of adaptive watershed management.
5.6
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CHAPTER 6
SUMMARY AND CONCLUSIONS
6.1

Summary and Conclusions

Estimation of MOS is a challenging task in TMDL development due to a broad variety of
uncertainties involved in water quality monitoring and modeling, depending on the method or
modeling tool used in TMDL development. The more challenging task is to find an effective
method that is able to determine the combined or total uncertainty produced by various
uncertainty sources. While the approach is generally applicable to other water quality
parameters, this dissertation is primarily concerned with the uncertainties involved in the TMDL
calculations for riverine dissolved oxygen using the watershed model HSPF (Hydrologic
Simulation Program-FORTRAN), a TMDL modeling tool recommended and supported by US
EPA. Through a sensitivity analysis, this dissertation identified the most important uncertainties
commonly involved in TMDL development. Probability density functions were presented for
description of the uncertainties, including the input data, error propagation in model structure,
and uncertainty in the output computation. Then, likelihood function and prior and posterior
probability distributions were determined, forming a new Bayesian-updating approach to
estimation of the total uncertainty-based MOS for TMDL calculations.
This study identified three major components for the input data uncertainty, including
measurement induced, temporal-scale, and spatial-resolution induced uncertainties. The
measurement induced uncertainty depends on precision of instruments. The temperature
measurement induced uncertainties in dissolved oxygen were found to be normally distributed N
(0.062, 0.567). A positive error in the temperature measurement was observed to have a negative
effect on simulated dissolved oxygen concentration. However, the uncertainty due to rainfall
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measurement in simulated nitrate-nitrogen concentration was found to follow a general extreme
value distribution. The temporal-scale uncertainty, defined as a coefficient of variation (CV) for
the rainfall and temperature data, had higher values at the higher resolution (daily data) and
attained lower values with decreasing temporal resolution. The relationship between the
coefficient of variation and the time scale for temperature data was described by a log-normal
distribution with a very high coefficient of determination (0.99), while it followed a power law
distribution with coefficient of determination of 0.99 for rainfall data. The variability in the high
resolution (daily) data was trimmed due to averaging-effect in the progression to low resolution
monthly data. The temporal-scale uncertainties in the rainfall and temperature data followed
weibull and general extreme value distributions, respectively. The Nash-Sutcliffe coefficient was
used to estimate the spatial resolution induced uncertainty. No systematic pattern was observed
in the spatial-resolution uncertainty because the re-sampling of landuse (which define the
pollutant load) classes follow mixed pattern based on maximum likelihood classifier. The
spatial-resolution uncertainty in dissolved oxygen simulation was observed to follow a general
extreme value distribution. The probability density functions (PDFs) of different input data
uncertainties defined the behavior of the uncertainty. These probability density functions were
then used in the estimation of total uncertainty using Bayesian analysis.
Duration curves for dissolved oxygen and nitrate-nitrogen exhibited high variability in
the load estimated using daily data was compared to those using bi-weekly and monthly data.
The duration curves displayed similar trends with less variability and lower magnitude of load
for the low temporal resolution of bi-weekly and monthly data. Overall, it was observed that
dissolved oxygen reserve and nitrate-nitrogen loads were within desired levels. As an exception,
low daily dissolved oxygen reserve was observed in the high flow regions of the duration curve.
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The nitrate-nitrogen load was observed to be below the allowable limit due to very low nitratenitrogen concentrations. Furthermore, the accuracy of flow data was instrumental in uncertainty
involved in load estimations. The monthly analysis revealed that the lowest dissolved oxygen
concentration occurred in summer months from May to August and highest nitrate-nitrogen was
observed in spring months from January to April. It was observed that the daily dissolved oxygen
reserve of the Amite River at Port Vincent was 44,049.31 kg if daily summer data was used and
74,255.15 kg if daily annual data was used. A surplus of 10,691 kg of dissolved oxygen was
shown in the monthly data. It is found that the coefficient of variation is linearly and inversely
correlated with the logarithm of the time scale. Regression equations are developed to describe
the correlations between the time scale and the coefficient of variation for dissolved oxygen,
nitrate-nitrogen, and flow discharge. The regression equations can be employed to extrapolate
near real time flow and water quality data, greatly simplifying flow and water quality monitoring
and reducing the cost involved in the monitoring. The coefficients of variation of dissolved
oxygen and nitrate-nitrogen followed a general extreme value and gamma distribution,
respectively while the coefficient of variation of flow exhibited a normal distribution.
Using the above-mentioned probability density functions for various uncertainties,
likelihood function and prior and posterior probability distributions were defined, leading to a
Bayesian-updating approach to estimation of the total uncertainty-based MOS. The newly
developed Bayesian approach delivered the updated distribution of the dissolved oxygen. The
updated PDF updated standard deviation of dissolved oxygen while considering total uncertainty,
led to the change in variability of the summer dissolved oxygen from 1.88 mg/L to 2.10 mg/L.
As a demonstration, the MOSs estimated using two conventional methods were compared with
that computed using the newly developed Bayesian-updating procedure. Using first conventional
121

method, the total maximum daily load from non-point sources considering margin of safety of
20% was estimated to be 45,682.26 Kg/Day. The second conventional method where we
considered the standard deviation of 1.88 mg/L produced the dissolved oxygen reserve of
40,516.38 Kg/Day. The newly developed Bayesian method yields the dissolved oxygen reserve
of 38,614.43 Kg/Day, producing a deficit of 5,606.65 Kg/Day in dissolved oxygen under first
level (µ-σ) of MOS. The dissolved oxygen reserve deficit increased to 20,125.92 Kg/Day when
the second level (µ-2σ) MOS was used. Furthermore, according to the highest level (µ-3σ) MOS,
the dissolved oxygen reserve deficit escalated to 42,383.54 Kg/Day. Depending on the level of
the risk acceptable and protection needed, the dissolved oxygen reserve deficit according to the
appropriate MOS level can be selected. In the southeast Louisiana where the temperatures in the
summer are very high, the dissolved oxygen level frequently drops below the surface water
quality standards. The water quality of the waterbodies classified to be suitable for fish and wild
life propagation should consider a higher MOS subject to high variability in summer.
The probabilistic approach based on the Bayesian network was found to be very effective
and technically viable for determining the total uncertainty in the TMDL development. The
salient feature of such method is that it estimates and updates the total uncertainty. The
probability density function can be used to consider different combinations of standard deviation
with mean to include the lowest to highest variability in the water pollutant load. This method
will enable the modeler to comprehend the level of variability associated with low risk and high
probability of water quality violation and vice versa. The knowledge of total uncertainty
behavior can be also vital to the implementation of adaptive watershed management
The new Bayesian-updating approach to TMDL development presented in this study
provides water resource and environmental engineers and managers with an efficient tool to
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evaluate the alternatives for watershed and river restoration. Such probabilistic model will also
be useful in understanding different scenarios of uncertainties and associated plans for action.
6.2

Future Work

The applicability of Bayesian network was evaluated in this study. The methodology can
be further enhanced by considering real-time input data recorded by more precise instruments to
minimize the measurement and temporal scale uncertainties. The spatial resolution scale
uncertainty can be reduced to almost zero by using spatial data derived from high resolution
imageries. Multi-temporal spatial data can be used to improve the PDF of spatial scale-induced
uncertainty.
The utility of Bayesian network depends primarily on the likelihood functions and the
prior distribution defining the uncertainty. More detailed likelihood functions for the spatial
resolution based uncertainty, error propagation, and computational uncertainty can be developed
by conducting a series of model runs and analysis. A special consideration could also be given to
the shape of the PDFs, as most watershed processes follow log-normal distributions. The
inclusion of log-normal distributions may escalate the complication but would result in closer
estimation of uncertainty.
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APPENDIX - HYDROLOGICAL SIMULATION PROGRAM – FORTRAN (HSPF)
MODEL AND ITS CALIBRATION

HSPF (also known as Win-HSPF) is a GIS based comprehensive watershed model
supported by US EPA and is capable of simulating watershed hydrology and water quality
parameter (conventional and toxic organic pollutants). It can simulate the continuous, dynamic
event, or steady-state behavior of both hydrologic/hydraulic and water quality processes in a
watershed. It includes elaborated modules for hydrologic and water quality simulation for
pervious and impervious land and in-stream processes. It allows the integrated simulation of
land and soil contaminant runoff processes with in-stream hydraulic and sediment-chemical
interactions. The required input data for the model are the hourly weather data and landuse. It
also uses the soil and terrain information provided in the BASIN interface. HSPF includes a
tabulated list of controlling parameters which allows systematic calibration for hydrology and
water quality. HSPF computes stream flow hydrographs and pollutographs along with the
information about the pollutant load from different components of landuse. It facilitates the
landuse scenario generation to predict the hydrologic response of a watershed. It includes some
other programs like WDMUtil and GenScn which allow the generation of weather data and
visualization of the output, respectively. The HSPF also includes an option to evaluate the best
management practices on current and projected scenarios of landuse and weather.
The HSPF model of Amite River watershed was validated and calibrated using standard
procedure. The following are the tables for important parameters calibrated while simulating the
dissolved oxygen, nitrate-nitrogen and flow during year 1985-1995.
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Water quality model calibration parameters
Table A1: Monthly accumulation of NO3 in landuse

Table A2: Monthly accumulation of BOD in landuse

Table A3: Monthly limiting storage of NO3 in landuse

Table A4: Monthly limiting storage of BOD in landuse
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Table A5: Monthly interflow concentration of NO3 from landuse

Table A6: Monthly interflow concentration of BOD from landuse

Table A7: Monthly groundwater concentration of NO3 from landuse

Table A8: Monthly groundwater concentration of BOD from landuse
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Hydrology model calibration parameters
Table A9: Describing lower zone nominal storage (LZSN), infiltration (INFILT), parameter for
groundwater recession flow (KVARY) and basic groundwater recession rate (AGWRC)

Table A10: Describing the fraction of remaining potential Evapo-transpiration (AGWETP)

Table A11: Describing the upper zone nominal storage (UZSN), interflow inflow parameter
(INTFW) and interflow recession parameter (IRC)
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