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Arctic sea ice is considered to be an important climate change indicator due to its
large sensitivity to a changing climate. At the same time changing arctic sea ice has a
large feedback potential on the climate. Understanding the relation between changes
in sea ice (especially the summer sea ice distribution and thickness as monitored
typically by September values) and changes in the ocean or atmosphere is therefore
important for understanding future sea ice and climate variations. In this thesis
Arctic sea ice parameters are being analyzed in observations and climate models,
and the sensitivity of sea ice changes over the Arctic to atmospheric forcing fields
are analyzed using an adjoint modeling framework.
The work is divided in two parts. In the first part the primary focus is on
concentrations, thickness and transports of Arctic sea ice, as simulated by the Max-
Planck-Institute for Meteorology (MPI-M) coupled model for the period 1980 to
1999, and as observed simultaneously during field programs and by satellites. The
comparison of model results with observations is based on two model realizations: (1)
a fully coupled ECHAM5/MPI-OM run forced by 20th century CO2 concentrations
and (2) an ocean-ice MPI-OM run forced by the NCEP atmospheric reanalysis-1.
Results of the fully-coupled run show significant discrepancies to observations with
respect to the spatial distribution of the ice concentration and ice thickness during
summer months. The coupled model tends to overestimate the ice concentration
in the Siberian shelf seas and near the Canadian coast, likely because of deficits
in the model’s Beaufort Gyre and Transpolar Drift. Moreover, the coupled run
essentially lacks interannual variability in ice and ocean parameters that is simulated
when using NCEP surface forcing. Causes for such big discrepancies arise from
errors in the ECHAM5/MPI-OM atmosphere and associated errors in surface forcing
fields (especially wind stress); potentially they could arise also from insufficient
atmospheric variability in the ECHAM model, e.g., associated with AO/NAO. As
can be expected, the NCEP-forced run shows much increased skill in its ice and
ocean circulation parameters; nevertheless it still lacks many details present in the
ice observations. Common to both model runs is too strong an ice export through
Fram Straight and too much heat content in the interior of the Arctic Ocean, both
of which may affect sea ice budgets and decadal to centennial projections of sea ice
in the Arctic.
In the second part of the thesis we investigate spatial and temporal distribu-
tion of adjoint-based sensitivities of the mean September sea ice area (AREA) and
volume (VOLUME) to surface atmospheric temperature and wind in the regional
Arctic Ocean setup of the Massachusetts Institute of Technology global circulation
model (MITgcm) for the period 1980 to 2007. The adjoint-based sensitivities allows
us to document influences of the atmosphere (as well as the ocean) on sea ice and
follow those influences throughout the year. We show that during October-May at-
mospheric forcing fields have a minor effect on the September sea ice characteristics,
while after the onset of the spring melting until the end of September atmospheric
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forcing influence September sea ice characteristics considerably. The AREA is highly
sensitive to temperature changes during June-July over the regions close to the ice
edge in the Arctic seas. The VOLUME is highly sensitive to temperature changes
over the central parts of the Arctic Ocean, also during June-July. The export of
thicker ice from the central parts of the Arctic Ocean to the Siberian Shelf seas
on average increases the AREA, but decreases the VOLUME. The sensitivities of
AREA and VOLUME to thermodynamical and dynamical atmospheric forcing are
mainly controlled by the background distribution of sea ice concentration (SIC) and
sea ice thickness (SIT).
A comparison of the sea ice conditions during the periods 1980-1989, 1990-1999
and 2000-2007 reveals that during 2000-2007, due to dramatic decline of SIC and
SIT, sea ice sensitivities to atmospheric forcing increase, suggesting that a compara-
ble atmospheric forcing led to a stronger sea ice response compared to the two other
periods. Both AREA and VOLUME sensitivities demonstrate that some influence
of the atmospheric conditions extends at least four years into the future. Strength
of the sensitivities gradually increase from year to year and show the same seasonal
cycle as one-year sensitivities. We believe that SIT is the primary agent that carries
atmospheric influence through the years.
3Chapter 1
Introduction
The Arctic Ocean is the smallest and shallowest ocean on the Earth (Fig. 1.1). It
is located in the polar region of the Northern Hemisphere and is almost completely
surrounded by Eurasia and North America. The Arctic Ocean is now an important
sea route that provides supplies for North Russia. It is a great source of mineral re-
sources that are located mostly on its vast shelf areas and yet they do not experience
intensive exploration, due to the harsh environmental conditions. A notable feature
of the Arctic Ocean that is greatly responsible for the difficulties in its exploration is
the relatively thin layer of sea ice that covers central parts of the ocean throughout
the year and seasonally appears along the ocean margins.
Arctic sea ice is not only an important component of the climate system, it also
provides habitat for living organisms. Arctic indigenous people rely on sea ice for
transportation and hunting. During recent decades the state of the Arctic sea ice
has experienced dramatic changes and we need to have high quality observational
systems and numerical models to monitor the present state of the sea ice and to be
able to predict the future changes that will affect the Arctic region and the Earth
System as a whole.
Scientific exploration of the Arctic sea ice was started by Fridtjof Nansen at the
end of the 19th century during his drift on the “Fram” vessel. He proved Henrik
Mohn’s theory that the main ice drift in the Arctic is from the seas of East Siberia
through the North Pole towards the Fram Strait (Nansen, 1897). His observations
of wind-sea ice interactions led to development of Ekman theory of wind-driven
surface currents (Ekman, 1905). Arctic explorer A. Kolchak, on the basis of his
own observations during an expedition on polar ship “Zarya” and analysis of the
information about ice movement and wind directions from other polar expeditions,
proposed the existence of anticyclonic movement of the sea ice in the Canadian sector
of the Arctic Ocean, later named the Beaufort Gyre (Kolchak, 1909, 1928). The first
detailed overview of sea ice’s geophysical properties was based on observations during
the Norwegian North Polar expedition with the “Maud”, which were published by
Malmgren (1928).
Airplanes were the most efficient platform to observe sea ice characteristics over
large areas in the first half of the 20th century. Regular airborne reconnaissance
4 1 Introduction
Figure 1.1— Arctic Ocean including geographical place names. The Amerasian Basin, men-
tioned in the text, includes the region from the Lomonosov Ridge towards the Pacific Ocean. The
Eurasian Basin includes regions from the Lomonosov Ridge towards the Atlantic Ocean. Based on a
map produced by the International Bathymetric Chart of the Arctic Ocean (IBCAO), Jakobsson et al.
(2008).
flights began in the middle of the 1930s in order to provide sea ice information for
Soviet Union activities along the Northern Sea Route (Borodachev and Shilnikov,
2002). Observers estimated sea ice total concentration, partial concentrations and
forms of the encountered stages of ice development, plus additional sea ice param-
eters significant for ice navigation (hummocks, ridges, openings, stages of melting,
etc.). Advances in aviation since the middle of the 1950s also made it possible to
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establish drifting stations on the ice floes so that long-term observations of sea ice
physical properties in the central Arctic become possible (e.g. “North Pole” stations,
T-3 iceberg stations).
The launch of the first satellites equipped with microwave instruments led to a
breakthrough in large-scale sea ice observations. They allowed estimates of sea ice
concentration and sea ice transport, regardless of weather conditions and presence of
light. From 1978 to the present time, the longest and first regular time series of global
sea ice data has been provided by the microwave instruments on board Nimbus-7
and the Defense Meteorological Satellite Program (DMSP) satellites ((Parkinson
and Cavalieri, 2008).
The first submarine trans-Arctic cruise under the ice was carried out in August
1958 by the US nuclear submarine “Nautilus”. Later, since the 1970s, submarine
sonar measurements have become one of the important sources of information about
sea ice thickness. Other sources include direct observations during ship and airborne
polar expeditions, by visual estimation of the ice thickness turned by the icebreaker,
or by drilling holes in the ice (Romanov, 1995); indirect geophysical methods in-
clude electromagnetic sounding (Haas, 2004). There were several attempts to use
satellites to obtain sea ice thickness data by directly measuring sea ice free board
(Laxon et al., 2003; Spreen, 2008), and by using ice age information (Maslanik et al.,
2007b). Nevertheless, only with the launch of the CryoSat-2 satellite does the scien-
tific community expect to receive sea ice thickness data with sufficient spatial and
temporal resolution.
Data obtained during polar expeditions, and later by satellite missions, lay the
foundation for developing of sea ice models. The first person who mathematically
describe thermodynamic sea ice growth was Stefan (1891). Later there were at-
tempts to describe sea ice growth by empirical relationships (e.g. Zubov (1945)) or
to find those that will have analytical solutions (e.g. Kolesnikov (1946); Doronin
(1959)). When faster computers come into play it become possible to create models
that can be solved numerically reasonably quickly. Very detailed one-dimensional
thermodynamic model were solved by Maykut and Untersteiner (1971), but it was
too expensive in terms of computer time and a simplified version that can be used
in climate simulations was developed by Semtner (1976). Currently most climate
models use variations of the Semtner (1976) model or develop their own on the basis
of the Maykut and Untersteiner model (see, e.g., Bitz and Lipscomb (1999)).
Models of sea ice dynamics were developed alongside thermodynamic models.
Earlier works consider sea ice as a flat, infinite plate with spatially constant wind
and water stresses applied to it along with the Coriolis force (e.g. Sverdrup (1928);
Shuleikin (1938)). Later works consider sea ice as a fluid continuum but with com-
plex constructive behavior that might be elastic-plastic (Coon et al., 1974) or viscous-
plastic (Hibler, 1979). Finally dynamic and thermodynamic models were combined
together by Hibler, who developed a fully coupled dynamic-thermodynamic model
suitable for long-term climate simulations (Hibler, 1980). Now modifications of this
sea ice model are included in most of the climate models.
6 1 Introduction
Both observations and models help us to understand the role and importance of
the Arctic sea ice for the climate system. Sea ice is a relatively thin layer on the
top of the sea, but it affects the climate system considerably. As a barrier with
high conductivity between the ocean and the atmosphere it complicates the ocean-
atmosphere heat exchange. Sea ice also controls most of the atmosphere-ocean
momentum and matter transfers.
Due to its high albedo (about 0.5-0.7), sea ice reflects a significant amount of
the short-wave solar radiation and reduces the amount of the energy absorbed at
the Earths surface. Conversely, open water has low albedo (about 0.06) and absorbs
most of the incoming short-wave radiation. As a result of such big albedo differences,
a decrease in the sea ice area leads to an increase in the amount of energy absorbed
by the ocean. Absorbed energy will increase the surface ocean temperature, and
consequently prevent formation of the new sea ice, leading to further reduction in
the sea ice cover. This mechanism is called positive sea ice-albedo feedback and it
is an important, while probably not dominating, contributor to the observed Arctic
surface atmospheric temperature amplification (Winton, 2006; Graversen and Wang,
2009).
During winter, when there is no incoming solar short-wave radiation in the Arctic,
emission of the long-wave radiation cools the snow and ice surfaces. This leads to
extraction of heat from the atmosphere. Cooling of the atmosphere over the sea ice
stabilizes its stratification. Convection is suppressed in the stratified atmosphere,
and therefore a cooler local climate is sustained. A good review of recent papers that
describe the possible influence of Arctic sea ice on global atmospheric circulation can
be found in Budikova (2009).
Freezing and melting of the sea ice changes the salinity of the surface water.
Those changes may influence North Atlantic Deep Water formation, which in turn
may affect global Thermohaline Circulation. This probably happened in the 1970s,
when increased transport of the sea ice through the Fram Strait caused the “Great
Salinity Anomaly” in the North Atlantic (Dickson et al., 1988).
During the last decade, the Arctic sea ice has been experiencing dramatic changes
that may have consequences not only for the Arctic region, but for the whole Earth
System. Satellite observations indicate continuous shrinking of the sea ice since the
beginning of the record in 1978. For the years 1978-1996, the rate of decline in sea ice
extent stood at -2.2% per decade, while for the years 1996-2007 it increased to -10.1%
per decade (Comiso et al., 2008). A record minimum sea ice extent was reached on
14 September 2007 at 4.1 × 106 km2. Such a sharp decline had not been projected
by any of the IPCC climate models (Stroeve et al., 2007). The IPCC models develop
fast, as do observations, and we believe that a continuous evaluation of individual
IPCC models against available observations is necessary to improve their skill. This
evaluation is usually performed for multi-model ensembles and pays less attention to
the details of the individual models or explores only one sea ice component. We think
that one should study all three main sea ice components together with forcing from
the atmosphere and the ocean to have a chance of evaluating the sea ice model’s skill
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in the Arctic in a more complex and complete way than has been done in previous
studies.
It is likely that the atmospheric forcing is dominating sea ice changes, at least
on the annual time scale. But details of the atmospheric influence on sea ice are
still unclear. Sea ice is a mobile medium and sometimes it is hard to estimate how,
for example, temperature change at a certain point will affect sea ice characteristics
several months after. Where will extreme forcing lead to significant changes for
the whole body of the Arctic sea ice, and where will the responses only be local?
What will the signs of these changes be? What difference will it make if extreme
atmospheric events happen one month earlier or later? Answers to these questions
might be given by the sensitivity analysis, but the classical way of doing so properly
for the whole Arctic Ocean would require multiple ensemble runs and take a lot
of time. Here we use a relatively novel approach to investigate how dynamical
and thermodynamical atmospheric forcing in different regions and during different
months may affect September sea ice characteristics.
1.1 Goals of the thesis
The thesis investigates two major questions. The first part aims to identify problems
that led to the discrepancies between Arctic sea ice observations and simulations
done by the latest MPI-M model. The main objectives of the first part are:
• to evaluate the skill of ECHAM5/MPI-OM model in simulating climatological
sea ice characteristics and climate variability,
• to investigate how atmospheric forcing influences sea ice characteristics in this
specific model, and how uncertainties in the atmospheric model influence sea
ice simulations,
• to estimate how the ocean state in the model influence the simulated sea ice
distribution.
In the second part we will explore Arctic sea ice sensitivities to atmospheric forcing
calculated with the adjoint method in the regional setup of the MITgcm model, to
identify spatial and temporal variability of atmospheric influence on sea ice. The
main objectives of the second part are:
• to investigate which physical processes are involved during the year in shaping
mean September sea ice area and volume,
• to investigate how sensitivities of the mean September sea ice area and volume
to atmospheric forcing change on interannual time scale as represented here
by three different periods,
• to explore whether sensitivities in the mean September sea ice area and volume
to atmospheric forcing extend further back in time for more than one year.
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1.2 Structure
The thesis consists of two main parts (Chapters 2 and 3) and overall conclusion
and an outlook (Chapter 4). Each of the main chapters includes an introduction, a
description of the data and methods, results, and concluding remarks.
Chapter 2 provides an evaluation of the ECHAM5/MPI-OM model simulation
of sea ice for the period 1980-1999 with respect to available observational data. In
particular we compare model results with satellite observations of sea ice concentra-
tion and sea ice transport and also with climatological sea ice thickness data. We
analyze forcing fields that are relevant for the sea ice simulation, namely sea level
pressure, surface atmospheric temperature, and ocean temperature.
Chapter 3 provides an analysis of mean September sea ice area and volume sen-
sitivities to atmospheric forcing. First we make a brief comparison of the MITgcm
regional setup with sea ice observational data. Then the spatial variability of ad-
joint sensitivities for the whole period of simulations and for three separate periods
is described. Finally we take a closer look at the evolution of sensitivities in different
regions and describe sensitivities that exist on time scales of more than a year.
Chapter 2 of this thesis has been published in the Journal of Climate as:
Koldunov, N. V., Stammer, D., Marotzke, J., May 2010. Present-day arctic sea
ice variability in the coupled ECHAM5/MPI-OM model. Journal of Climate 23
(10), 2520-2543.
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Present-day Arctic Sea Ice
Variability in the Coupled
ECHAM5/MPI-OM Model1
2.1 Introduction
The projection of sea ice provided by the Intergovernmental Panel on Climate
Change (IPCC) suggests a dramatic decline of Arctic summer sea ice extent (SIE)
over the next 50 to 100 years. Yet, an analysis of the full ensemble of all IPCC cli-
mate projections of Arctic summer sea ice under increasing CO2 conditions shows a
considerable spread of individual simulations (Stroeve et al., 2007) and reveals that
only 50% of all solutions suggest an extinction of Arctic summer sea ice by 2100 (Ser-
reze et al., 2007) in response to enhanced atmospheric CO2 concentrations. This
points to substantial uncertainties in projected climate indices, among them summer
sea ice parameters. At the same time it underlines the need to carefully test the
skill of coupled climate models to improve them, and to increase the confidence in
the IPCC climate projections of important climate parameters.
With respect to testing sea ice simulations of models participating in the IPCC
Fourth Assessment Report (AR4), several studies were performed previously. As an
example, Parkinson et al. (2006) compared sea ice extent in 11 GCMs participating
in IPCC AR4 (including ECHAM/MPI-OM) with satellite data. They found that,
based on a subset of 11 models, on average they overestimated the mean sea ice
extent in the northern hemisphere throughout the year with a maximum difference
of 14.1% in concentration reached during September. Similar results were obtained
by Zhang and Walsh (2006), Kattsov et al. (2007), Arzel et al. (2006), who used
different subsets of IPCC AR4 models. Hu et al. (2004) noted significant differences
in multi-model annual mean ice thickness from IPCC AR4 models with the clima-
tology of Bourke and Garrett (1987) in that the maximum ice thickness was shifted
1Koldunov, N. V., Stammer, D., Marotzke, J., May 2010. Present-day arctic sea ice variability
in the coupled ECHAM5/MPI-OM model. Journal of Climate 23 (10), 2520-2543
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to the center of the Arctic Basin instead of north of Canadian Archipelago and too
thick ice in the region from the Kara Sea to the Barents Sea. Gerdes and Ko¨berle
(2007) compared Arctic sea ice thickness variability in IPCC AR4 simulations of
the 20th century climate and in ocean-sea ice hindcasts. The authors documented
the significant spread in sea ice simulations and identified a few models with appar-
ently better quality than others relative to observations. Most of the above studies
agree in that proper atmospheric forcing fields are critical for obtaining reasonable
simulations of the sea ice characteristics (Walsh and Crane, 1992; Bitz et al., 2002),
more so than details of underlying sea ice models (Flato et al., 2004). Chapman
and Walsh (2007) showed that, relative to ERA-40, IPCC AR4 models tend to have
colder surface air temperatures (by 1-2◦C) and higher sea level pressure (SLP) over
the Eurasian sector of the Arctic Ocean. Cassano et al. (2006) analyze Arctic circu-
lation patterns in ten IPCC AR4 models (excluding ECHAM5/MPI-OM) and found
that high-pressure circulation patterns over the central Arctic are usually overesti-
mated and that low-pressure patterns, such as the Islandic low, are underestimated.
In contrast to previous ensemble investigations, the goal of this chapter is to per-
form a detailed analysis of the MPI-M coupled ocean-ice model results. Specifically,
the analysis aims at identifying the quality and potential causes of errors in the
model’s present day simulations of sea ice concentration and thickness distribution
as well as ice transports. Testing the hindcast of coupled climate models against the
existing climate data record provides a stringent test of the model’s skill in simulat-
ing present day climate and its variability. However, performing a detailed model
evaluation against observations is difficult in a multi-model inter-comparison con-
text and usually takes an in-depth analysis of an individual simulation. The coupled
ECHAM5/MPI-OM model was chosen here because it was identified before as one
of the best in simulating sea ice parameters (Parkinson et al., 2006). Any deficit
identified below is therefore likely to hold also for all other IPCC type models.
The model evaluation will be performed based on two simulations of the iden-
tical ocean-ice coupled model. One of the simulations is a 20th century simulation
of the fully coupled ECHAM5/MPI-OM model. The second run is driven by the
NCEP/NCAR reanalysis. The two runs were identified because the first run repre-
sents a typical present-day climate simulation of an IPCC type coupled model while
the second run represents an ocean-sea ice simulation containing a more realistic at-
mosphere, thus quantifying in detail the impact of the atmosphere on the MPI-OM
sea ice simulations. A comparison of model results will focus on the 20-year period
1980-1999 which represents a typical sea ice “climatology” period that is used by
most of the above mentioned model/observation comparison studies. We will see
below that substantial problems exist with coupled climate models simulating the
present day Arctic ice climate. We therefore left out the recent extreme years which
are being studied separately in several individual investigations (e.g., Kauker et al.
(2009), Lindsay et al. (2009), Zhang et al. (2008)).
The objectives of this study are in detail:
• to evaluate the skill of ECHAM5/MPI-OM model in simulating climatological
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sea ice characteristics,
• to evaluate the skill of ECHAM5/MPI-OM model in simulating Arctic climate
variability,
• to estimate how atmospheric forcing influences sea ice characteristics in this
specific model,
• to estimate how different ocean states in the model may affect the simulated
sea ice distribution.
The structure of the remaining chapter is as follows: in Section 2 we describe the
approach and datasets used in this study as well as their uncertainties. In Section
3 we discuss simulations of the sea ice concentrations and thickness and compare
them with observations. Section 4 concentrates on ice transports. Section 5 describes
atmospheric and ocean forcing fields. Section 6 provides a discussion and concluding
remarks.
2.2 Methodology
Our study is based on output of the Max-Planck-Institute for Meteorology Hamburg
Primitive Equation Ocean Model (MPI-OM) which will be compared here with
available satellite and in situ observations of sea ice concentration (SIC), sea ice
thickness (SIT) and sea ice drift. In the following we will describe first the underlying
numerical experiments, before summarizing the observations.
2.2.1 MPI-OM model
All numerical experiments are based on the coupled ocean-ice MPI-OMmodel. Tech-
nical details of the ocean module and the embedded sea ice module are provided by
Marsland et al. (2003) and Jungclaus et al. (2006). The ocean model is based on
the primitive equations for a hydrostatic Boussinesq fluid and is formulated with a
free surface on an Arakawa C grid. It is run here with 1.5◦ horizontal resolution and
with 40 unevenly spaced vertical levels. The model uses an along-isopycnal diffusion
following Redi (1982) and Griffies (1998), and isopycnal tracer mixing by unresolved
eddies is parameterized following Gent et al. (1995). The embedded sea ice module
is a Hibler type dynamic-thermodynamic sea ice model with viscous-plastic rheol-
ogy and snow (Hibler, 1979). Thermodynamic growth of sea ice is described by the
zero-layer formulation of Semtner (1976). The sea ice coverage is fractional within
grid cells and related to the thickness according to sub-grid scale parameterization
of lateral versus vertical ablation and accretion following Sto¨ssel and Owens (1992).
Haak (2004) provided a detailed description of the ice model.
Jungclaus et al. (2006) investigated the general quality of the 300 year control
integration of the ECHAM/MPI-OM model and found that over much of the ocean
sea surface temperature (SST) in the model deviated from the observations for less
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than 1 K. But there is some greater regional difference, for example North Atlantic
Current transports an excessive amount of heat to the Barents sea region leading
to higher than observed SST there. Nevertheless global-scale transports of heat
and freshwater are in the good agreement with observations, some temperature
and salinity deviations from observations in intermediate and deep oceans are not
large enough to seriously influence large-scale circulations and the North Atlantic
overturning circulation is stable. The authors also made a rough examination of
Arctic sea ice characteristics in the model and point to the lack of summer ice
melting over Siberian and Canadian shelf and shifted sea ice circulation, issues that
will be addressed here in detail.
The following two runs are analyzed during this study:
1. A 20th century ECHAM5/MPI-OM run with observed anthropogenic forcing
(CO2, CH4, N2O, CFCs, O3 and sulfate) which does not include any CO2
increase after the year 2000. In the following this run will be called ECHAM.
2. A run of the MPI-OM model forced by the NCEP/NCAR reanalysis (NCEP-
RA1) surface forcing. In the following this run will be called FNCEP.
Because those two runs differ only in their atmospheric component and respective
forcing fields, differences in the resulting sea ice characteristics and ocean conditions
will shed light on the impact of the uncertainties of the atmosphere of the fully
coupled climate model on the simulations of sea ice. We note that feedback processes
over sea ice are included only in the ECHAM run. The NCEP atmosphere has
feedbacks included to the extent that they are represented in observations that were
assimilated, and since fluxes between the atmosphere and the ocean are calculated
using the bulk formula, those feedbaks, at least to some extent, will be active here
as well.
The ECHAM run
The ECHAM5/MPI-OM model is a coupled ocean-atmosphere-ice model, with
the ocean-ice component represented by the MPI-OM model. For details of the
ECHAM5 atmosphere model see Roeckner et al. (2003); it is based on version 5.2
of the ECHAM model and was run at a T63 spatial resolution, equivalent to a
1.875◦ resolution in latitude and longitude, with 31 vertical levels. Atmosphere,
ice and ocean are coupled by means of the Ocean-Atmosphere-Sea Ice-Soil (OASIS)
coupler (Valcke et al., 2003), which performs the interpolation between ocean and
atmosphere grids. From the atmosphere to the ocean it transfers fluxes of momen-
tum, heat and freshwater; from the ocean to the atmosphere it transfers sea surface
temperature, sea ice thickness and concentration, snow thickness and surface veloc-
ity. The coupled model includes a river runoff scheme (Hagemann and Du¨menil,
1997; Hagemann and Gates, 2003) which treats river runoff and glacier calving in-
teractively in the atmosphere model, and the respective freshwater fluxes are passed
to the ocean as part of the atmospheric freshwater flux field.
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For this study we use a simulation of the 20th century driven by observed concen-
trations of climate relevant gases and aerosols (20C3M). Three realizations of the
20th century have been performed in this configuration, which started from three
different initial conditions of a preindustrial control integration. However, instead
of using an ensemble average of all three runs, we analyze only one individual run,
following the recognition (e.g., Gerdes and Ko¨berle (2007)) that ensemble means
contain less model-generated intrinsic variability than individual realizations which
is the focus of this chapter.
The NCEP forced run
To investigate the sensitivity of the simulated SIE and the Arctic circulation and
transport properties to the atmospheric forcing, we use the output available from
a second experiment in which the ocean-ice component of the ECHAM/MPI-OM
model was forced by the NCEP-RA1 reanalysis (Kalnay et al., 1996) with otherwise
the same general set-up, as described by Haak et al. (2003). The NCEP-RA1 forcing
fields consist of a downward short wave radiation, wind speed at 10 m, total cloud
cover, dew point temperature, precipitation, air temperature at 2 m, wind stress and
mean river runoff. A global scaling factor of 0.89 was applied to the NCEP-RA1
downward short wave radiation to correct for systematic bias between estimates of
ERBE and ECMWF (Haak et al., 2003). The model is initialized from Levitus
et al. (1998) climatological temperature and salinity, and integrated 11 times (in
a cyclic manner) using daily NCEP-RA1 reanalysis atmosphere forcing fields com-
puted through bulk formulae for the time period 1948-2001, thus performing a 550
year-long run. In ice-free regions, salinity in the surface layer (0-12 m) is restored
towards the Levitus climatology, with a time constant of 180 days. Heat fluxes
are parameterized through bulk formulae following Oberhuber (1993). As a conse-
quence, the ocean’s model upper layer temperature or the sea ice/snow layer skin
temperature react to changes in the air temperature very quickly. As in the case
of ECHAM, we use also only a single run out of an ensemble of available FNCEP
runs. Sea ice concentrations between FNCEP runs were compared previously by
Haak (2004), who found that differences between runs are negligible (see, e.g., Fig.
6.2 of Haak (2004)).
2.2.2 Satellite observations
Satellite data, used here for a test of the model results, were obtained from the
National Snow and Ice Data Center (NSIDC) database and consist of sea ice con-
centrations (SIC) inferred from Nimbus-7 Scanning Multichannel Microwave Ra-
diometer (SMMR) and from channel 8, 11 and 13 radiance of the Special Sensor
Microwave/Imager (SSM/I) on board the Defense Meteorological Satellite Program
(DMSP) at a grid cell size of 25×25 km as described by Cavalieri et al. (1996). The
SIC fields were generated from the measured radiances, using the NASA Team (NT)
algorithm developed by the Oceans and Ice Branch, Laboratory for Hydrospheric
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Processes at NASA Goddard Space Flight Center (GSFC).
In the following we will use satellite-derived SIC primarily from March and
September, representing periods of highest and lowest sea ice concentration, re-
spectively, and compare those with model results. Respective satellite fields are
interpolated onto the ocean model grid by using distance-weighted averaging. In
essence, the code searches for four nearest neighbors of the destination grid point
and calculates the mean of source grid points weighted by the distance from the
destination grid point. Below we will refer to this data set as “GSFC”.
Fig. 2.1 shows the time-mean GSFC SIC for March and September, both av-
eraged over the period 1980 to 1999. While the March field reveals an entirely ice
covered Arctic, the September field shows a substantially reduced ice cover around
the rim of the basin, leaving maximum SIC to the north of Greenland. Shown in the
lower row of the figure are associated standard deviation (STD) fields resulting for
both months from monthly mean fields over the same 20-year period. We show STD
values only in areas where time series of satellite SIC observations last more than
20 years, essentially covering the period after 1987 (leaving out some fraction of the
central Arctic). The March fields show a fairly uniform ice distribution with close
to 100% concentration over most of the Arctic. Noticeable interannual variability in
March SIC exists only along the edges toward the Nordic Seas and in the Labrador
Sea. We also note that the time-mean and STD ice concentration fields hint toward
the impact of ocean transports on the ice edge and ice distribution, notably the
ice concentration along the Greenland shelf and East Greenland Current as well as
variations of the ice edge in the Barents Sea. During September we find a variability
around 10% of SIC over large parts of the central Arctic. However, a large interan-
nual September SIC variability exists around the entire ice edge, especially on the
Siberia shelf region.
In addition to satellite GSFC SIC fields, we use sea ice motion fields as provided
by the Polar Pathfinder program on a daily basis and with a 25 km spatial resolution
(Fowler, 2003). This dataset, covering the period from 1980 to 1999, was computed
from Advanced Very High Resolution Radiometer (AVHRR), Scanning Multichannel
Microwave Radiometer (SMMR), Special Sensor Microwave/Imager (SSM/I), and
International Arctic Buoy Program (IABP) buoy data. Daily gridded fields combine
data from all sensors.
While comparing models with satellite data, one needs to address also the obser-
vational uncertainties. A comparison with sea ice concentration fields obtained from
AVHRR, Landsat and SAR (Synthetic Aperture Radar) data (Comiso et al., 1997)
showed that GSFC dataset tends to overestimate the sea ice concentration in regions
with relatively low concentration (up to +50% in some cases) and to underestimate
this parameter in regions with relatively high ice concentration (up to -20% in some
cases). Moreover, Meier (2005) suggested that the NT algorithm underestimates ice
concentrations (relative to AVHRR results) by 10.5% in summer and 8.4% during
winter months. According to the data documentation in general, the accuracy of
total sea ice concentrations is within +/- 5% of the actual sea ice concentration in
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Figure 2.1— Upper panel: Mean sea ice concentration analyzed from the GSFC satellite data
over the period 1980-1999 for (left) March and (right) September. Lower panel: Standard deviation
of monthly mean sea ice concentrations analyzed from the GSFC satellite data over the period 1980-
1999 for (left) March and (right) September. Rectangles indicate geographic locations for which time
series of sea ice concentrations are shown in Fig. 2.9
winter, and +/- 15% in the Arctic during summer when melt ponds are present
on the sea ice. Johnson et al. (2007) compared satellite based observations of Arc-
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tic Ocean SIC with those simulated by nine models as part of the AOMIP project
(Proshutinsky and Kowalik, 2007). The authors showed that all models seem to
agree reasonably well during winter months. During summer months, however, SIC
estimates vary less between observational datasets than between models, suggesting
a substantially larger uncertainty in summer sea ice simulations by climate models
than uncertainties present in the observational database.
2.2.3 In situ data
Due to the lack of sea ice thickness (SIT) observations, it is not straightforward to
test the quality of sea ice thickness simulations of climate models. However, sea
ice draft data collected by submarines in the Arctic Ocean represent an relatively
extensive dataset in time and space from which ice thickness can be derived. Unfor-
tunately, only respective data from the central Arctic Ocean have been unclassified
by U.S. Navy and Royal Navy, while we find the highest model-data discrepancies
in the Siberian seas.
The sea ice morphometric collected during Soviet Union’s “Sever” (Konstantinov
and Grachev, 2000) airborne expeditions and “North Pole” drifting station programs
and other Russian sources were summarized by Romanov (1995) in form of hand
drawn contour maps. The data in the central basin were obtained mostly in the
1970s, while the data in Siberian Shelf Seas have good spatial coverage also during
the 1980s. Part of the data used for the creation of those maps are available at the
NSIDC web site (http://nsidc.org), where among other things, maps of spatial
data distributions are available as well. We will use this data as SIT climatology. The
other source of climatological thickness distribution are maps that cover the whole
Arctic including marginal seas is the article by Bourke and Garrett (1987). They
used 17 submarine cruises during 1960-1982 and some additional data to construct
maps of seasonal thickness distribution. But unfortunately in Bourke and Garrett
(1987) no submarine measurements are available in Kara Sea and East Siberian Sea
(compare Table 1) and ice draft measurements from only two submarine cruises are
available in the Northern Laptev Sea from 1960 and 1962.
We compare the maps from Romanov (1995) with the mean estimate of the ice
draft field obtained from 25 years (1975-2000) of submarine ice draft observations
in the central Arctic Ocean (Rothrock et al., 2008). The two datasets show good
agreement in the Canadian and Alaskian sectors, but Romanov (1995) demonstrates
lower values (up to 90 cm) than Rothrock et al. (2008) in the area near the North
Pole. The differences might be due either to climate variability since the datasets
cover two different periods, or to sampling problems in both datasets. Polyakov
et al. (2003) estimated ice thickness of fast ice on the basis of Russian observations
on coastal stations in four Arctic marginal seas since 1936 through 2000 and found
that sea ice thickness trends are small (about 1 cm/decade) and generally statisti-
cally insignificant. Also, maximum April-May fast-ice thickness measurements from
Polyakov et al. (2003) and the map of sea ice thickness in April from Romanov (1995)
show very good agreement. In summary, the comparison with Rothrock et al. (2008)
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and Polyakov et al. (2003) gives us a reason to assume that the maps of Romanov
(1995) can be used as climatology for the 1980-1999 period.
2.3 Sea ice concentration and thickness
We will start the analysis of SIC by comparing simulated SIC fields with observa-
tions. The comparison will be performed in terms of seasonal and interannual SIC
variations. The analysis of sea ice transports (SIT), of differences in the atmospheric
forcing and in the underlying ocean simulations will follow in the next sections.
2.3.1 Seasonal distribution of sea ice concentration
Fig. 2.2 shows that simulated SIC from the model runs ECHAM and FNCEP for
March are in good agreement with satellite data (compare Fig. 2.1). In both cases
the fields show concentrations near unity, and the locations of the ice edge agree
with observations almost everywhere. The largest discrepancy appears in the repro-
duction of the ice tongue along the Greenland shelf, associated with the East Odden,
where the model realizations tend to overestimate the observed SIC in this region.
The ECHAM run shows somewhat better results than FNCEP near Greenland, but
underestimates SIC in the region between Spitsbergen and Novaya Zemlya islands.
In contrast, FNCEP simulates too much ice near Greenland and closer to observa-
tions in the region between Spitsbergen and Novaya Zemlya islands. Nevertheless,
we can conclude that the model runs satisfactorily reproduce the wintertime sea ice
extent and concentration.
The situation is substantially different during September (Fig. 2.3) when the
simulated sea ice concentrations show significant discrepancies with respect to ob-
servations, even after taking into account errors in satellite data. Most noticeable,
both model runs overestimate SIC in the Laptev and East Siberian Seas, near the
Canadian coast and in the Canadian Archipelago. Positive biases reach concentra-
tion values of 0.4-0.6 in the Canadian Archipelago and 0.8 along the East Siberian
coast. Satellite data suggest that the latter region is ice-free during summer months,
or at least has low ice concentration, while both models show high SIC for this re-
gion. This holds especially for the ECHAM run, which shows further positive biases
near Spitsbergen, Franz Josef Land and east of Greenland. In contrast, negative
biases of about 0.4-0.5 are present in the FNCEP run to the north of the Kara Sea
and further to the center of the Arctic Basin.
By showing the summer sea ice extent between 1900 and 2008 as simulated for
20th century conditions by the ECHAM and FNCEP runs together with the ob-
served Arctic summer sea ice extent for the satellite era, Fig. 2.4 illustrates the (by
now well known) decline of the summer SIC over the entire observational record
(see also the recent discussion by Parkinson and Cavalieri (2008)). SIC also de-
clines in the 20th century ECHAM run, but more slowly than observed. In contrast,
the FNCEP run visually comes much closer to observed sea ice conditions in terms
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Figure 2.2— Upper panel: March mean sea ice concentrations (1980-1999) simulated by (left)
the ECHAM run and (right) the FNCEP run. Lower panel: Differences in March mean (1980-1999)
sea ice concentrations of (left) ECHAM minus GSFC and (right) FNCEP minus GSFC.
of the general level of SIE, its decline rate, but also in terms of its interannual
variability; however decline rate does not withstand a formal significance test. A
comparison of the ECHAM and FNCEP results suggests a large sensitivity of the de-
tailed characteristics of sea ice simulations to the details of the atmospheric forcing.
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Figure 2.3— Upper panel: September mean sea ice concentrations (1980-1999) simulated by
(left) the ECHAM run and (right) the FNCEP run. Lower panel: Differences in September mean
(1980-1999) sea ice concentrations of (left) ECHAM minus GSFC and (right) FNCEP minus GSFC.
Anticipating results which are presented below, Fig. 2.4 thus already suggests that
much of the deficits in the sea ice simulation of the coupled ECHAM model arise to
a large extent (and maybe more than anything else) from problems in the model’s
atmosphere. This is consistent with results of previous studies, based on the earlier
generations of climate models (Walsh and Crane, 1992; Bitz et al., 2002; Flato et al.,
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Figure 2.4— Top panel: September Arctic Sea ice extent (in km2 106) as observed over the last
30 years (through 2008; green curve) and as simulated by the MPI-OM ECHAM run (red curve) and
the FNCEP run (blue curve). The period used in this analysis marked by rectangle. Bottom panel:
Distribution of Northern Hemisphere sea ice concentration (bin width 0.1 frac., beginning at 0.01 frac.)
for September (1980-1999), as simulated by the two model runs and as observed by satellites.
2004) and there is not much improvement to report in this respect (Chapman and
Walsh, 2007). Eisenman et al. (2007) discussed recently the impact of errors in the
cloudiness over the Arctic on equilibrium sea ice solutions.
Fig. 2.4 in its lower panel shows histograms of September SIC as they follow from
GSFC data and from the two model runs. In the case of GSFC, the distribution peaks
near concentrations of zero and unity and thus has a shape not unlike that of the
probability distribution of a harmonic function. The most significant differences to
this observed distribution appears to exist in the ECHAM run, which peaks around
unity, suggesting that the simulation of summer sea ice by this model is by far too
compact as compared to observations, but also as compared to the FNCEP run.
In contrast, histograms from all three datasets agree for March (not shown), again
suggesting that the biggest problems exist in the summer sea ice concentrations of
the ECHAM climate model. Our findings are in agreement with conclusions drawn
by Deweaver and Bitz (2006), who identified the absence of typical atmospheric
summertime features in the atmospheric circulation to be a primary problem of the
CCSM3 sea ice simulation. The consistency of both conclusions might indicate that
this is a more general problem in climate models.
2.3 Sea ice concentration and thickness 21
Figure 2.5— Left: Climatological April mean thickness of observed sea ice, adapted from Ro-
manov (1995). Right column: mean April sea ice thickness for (top) ECHAM and (bottom) FNCEP.
2.3.2 Seasonal sea ice thickness
In Figs. 2.5 and 2.6 we compare simulated and observed SIT fields. For that purpose
climatological SIT maps were adapted from Romanov (1995) for April and August-
September (a March SIT climatology was not available). During April (Fig. 2.5), the
climatological SIT is continuously decreasing in space from the north of Greenland
and the Canadian Archipelago towards the Siberian Shelf seas and the coast of
Alaska. Compared to Romanov (1995), the SIT in the ECHAM run is by far too
thick (with mean values of 4-5 m) in the central Arctic Ocean, north of Greenland, off
the Canadian coast, and in the Chukchi and East Siberian Seas. There are two areas
where SIT maxima of 5 m are reached in ECHAM, one to the north of Greenland
and another near the coast of the East Siberian Sea. Nevertheless, the ECHAM
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Figure 2.6— Left: Climatological August-September mean thickness of observed sea ice,
adapted from Romanov (1995). Right column: mean August-September sea ice thickness for (top)
ECHAM and (bottom) FNCEP.
simulated SIT continuously decreases toward the western part of the Arctic. For
FNCEP, SIT is overall reduced relative to the ECHAM run, but still exceeds the
values from Romanov (1995). Thick sea ice (3-4 m) occupies the center of the Arctic
Ocean, the coast of Alaska, and the Chukchi and East Siberian Seas. There is only
one SIT maximum to the north of Greenland, but ice accumulated near the East
Siberian and Chukchi Sea coast is thicker than in the areas offshore. Continuous
decrease of SIT towards the western part of the Arctic is also present but starts much
closer to the center of the Arctic Ocean than in ECHAM and Romanov (1995).
The observed SIT distribution in August-September (Fig. 2.6) is characterized
by a maximum (about 3 m ) in the Canadian basin with SIT values declining below
70 cm toward the Siberian Shelf and toward zero in the Kara Sea. In contrast, the
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SIT maximum in the ECHAM run is shifted laterally toward the North Pole, and
from there SIT decreases steadily towards the Beaufort Sea, the coast of Alaska
and the Chukchi Sea on one side, and the Laptev, Kara and Barents Seas on the
other side. Sea ice thicker than observed is simulated in the East Siberian Sea
(especially the western part), the Canadian Archipelago and Greenland, where the
sea ice reaches its thickness maximum. In the FNCEP run, maximum SIT is located
near the Canadian Archipelago, with a tongue of thick ice shifted to the Beaufort
Sea and coast of Alaska, and further propagates towards the East Siberian Sea. As
in winter, SIT is overestimated also during summer months by both model runs.
Potentially more troublesome might be the fact that the model simulates wrong
spatial structures of the summer sea ice thickness.
The above-mentioned SIT values are summarized in Table 2.1 for April and for
September. From the table it is obvious that the spatial distribution of SIT is not
well represented in the models, but also that differences between model runs are
significant. While the FNCEP run tends to be closer to the climatological numbers,
one has to be careful in this comparison, in that the climatological thickness dis-
tributions are also very uncertain (much more so than previously discussed satellite
SIC observations).
Table 2.1— Sea ice thickness for April and August-September. The label “Atlas” refers to Ro-
manov (1995).
April August-September
Location Atlas ECHAM NCEP Atlas ECHAM NCEP
Central Arctic 2.4-3.2 4-4.5 2.8-4 1.8-3 3.5-4 1.8-3.3
Canadian Archipelago 3.2 4-5 4.5-5 2.8-3 4-5 4-5
Beaufort Sea 2.4-3.2 4.4 4-5 1.2-2.4 3.5-4 3.2-4
coast of Alaska 1.8-1.2 4.5 3-4 0-0.7 0-3.2 0-2.8
Chukchi Sea 1.8-1.2 4.5-5 3.8-4 0-0.7 0-3.2 0-2.5
East-Siberian Sea 1.8-2.4 4.5-5 3.5-4 0.7-1.8 3.2-3.8 2-2.5
Laptev Sea ≤1.8 3.2-3.8 2.5-3 0-1.2 2.8-3.5 1.2-2.4
Kara Sea E 1-1.7 1.8-2.8 1.5-2 0-1.2 0-1.8 0
Kara sea W 1.3 1-2 1-1.5 0 0.7 0
A summary of simulated SIT is provided in Fig. 2.7 in form of a histogram of
SIT simulated in the ECHAM and FNCEP runs (since observations are present only
in form of hand drawn maps, it is impossible to include them into the figure): both
model runs show roughly the same bimodal distribution during March; however,
during September, the ECHAM run shows a peak in the distribution for 4 m thick
sea ice, which is absent in the FNCEP run. Not only does the ECHAM run simulates
too compact ice (compare Fig. 2.4), it actually also produces too thick summer ice as
compared to the FNCEP run and presumably also as compared to the few available
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observations.
Figure 2.7— Distribution of sea ice thickness (bin width 0.5 m, beginning at 0.01 m) as simulated
by the ECHAM and FNCEP model runs.
2.3.3 Interannual variations of sea ice concentration
Fields of the STD of observed SIC (Fig. 2.1, lower panels) suggest a substantial
interannual variability in September SIC over the continental slope and shelf ar-
eas of the Eurasian sector. For comparison, Fig. 2.8 shows the respective fields of
September SIC, but now from the ECHAM and FNCEP runs. The figure reveals
that significant variability in SIC occurs only at the ice edges of the ECHAM run,
notably on the Siberian shelf and toward the Barents Sea. However, hardly any
variability in the simulated sea ice is present in the central Arctic. In contrast,
observations indicate a further retreat of summer sea ice and much more variability
in the central Arctic. We note that, unlike ECHAM, the FNCEP run shows a high
degree of interannual SIC variability over a large fraction of the Siberian sector of
the Arctic and to the east of the Lomonosov Ridge.
For a quantitative comparison of the model’s interannual SIC variability with
observations, we show in Fig. 2.9 time series of observed and simulated monthly-
mean September SIC from three representative areas (see Figs. 2.1 and 2.8 for the
geographic positions of these areas). It is obvious that the ECHAM run shows very
little interannual variability, while the FNCEP run matches better the observed in-
terannual variability, albeit often with different amplitude. The top panel represents
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Figure 2.8— Standard deviation of monthly mean sea ice concentrations for September (1980-
1999) (left) in the ECHAM run and (right) in the FNCEP run. Rectangles indicate geographic locations
for which time series of sea ice concentrations are shown in Fig. 2.9.
a region in the northern part of the Laptev Sea, where observations and the FNCEP
run suggest high interannual September SIC variability. ECHAM time series show
a lower STD and higher mean concentration of September SIC. In the FNCEP run,
because this geographic location is very close to its sea ice edge, a stronger interan-
nual variability can be found; nevertheless, the generally better agreement between
FNCEP and GSFC is still apparent.
The middle panel represents SIC variations in the area north of the East Siberian
Sea, which includes the ice edge in the GSFC data as well as central parts of the
Arctic ocean. Despite the fact that the spatial distribution of STD fields in the
FNCEP and GSFC fields are different, mean values are close to each other. The
ECHAM run again does not simulate enough interannual variability since its ice
edge is very close to the coast in this region. The bottom panel finally represents a
location at the center of the Arctic Basin, where satellite data show high September
SIC concentrations and low interannual variability. Here both model runs agree with
observations. Common to all three panels of Fig. 2.9 is that the FNCEP run tends
to produce more realistic results and that the error in the coupled ECHAM run is
considerably larger.
We calculate NAO indexes for the ECHAM and NCEP runs (not shown) and find
that the NAO standard deviation in ECHAM run is smaller by a factor of 1.7 than
the NAO standard deviation in the FNCEP run. Lack of interannual variability
suggests that our coupled model does not represent realistically some fundamental
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Figure 2.9— Time series of mean September sea ice concentrations from different areas for the
period 1980-1999. Shown are GSFC observations (green curve), the ECHAM run (red curve) and the
FNCEP run (blue curve). Shown in the top, center and bottom panels are time series from positions
1 through 3 in Figs. 2.1 and 2.8, respectively.
characteristics of atmospheric variability over the Arctic (see for example the analysis
of NAO representation in ECHAM5 by Pinto et al. (2008))
2.4 Sea ice transports
Sea ice drift is an important parameter determining the distribution and thickness
of sea ice in the Arctic Ocean, as well as the sea ice export into the Nordic Seas.
Observations of sea ice drift are available from the Pathfinder dataset on a 25 km
spatial grid (Fowler, 2003). Monthly mean sea ice velocity vectors, representing the
years 1980-1999, are shown in Fig. 2.10 for March and October. (October is shown
here instead of September because of problems with passive microwave radiometer
observations of sea ice drifts during September (Kwok et al., 1998; Maslanik et al.,
1996).)
Observed March ice transports display two main sea ice drift features, notably the
Beaufort Gyre located in the Canadian Arctic Ocean, and a Transpolar Drift. In the
Beaufort Gyre, ice is transported anticyclonically, bringing ice from the Canadian
shelf to the north of Alaska and the Chukchi Sea. The opposite side of the Beaufort
Gyre is part of the Transpolar Drift, feeding ice from the Siberian Shelf region all
the way toward the Fram Strait where it is exported into the Nordic Seas. The
2.4 Sea ice transports 27
Figure 2.10— Ice motion vectors for March (left column) and October (right column) for (upper
panel) Pathfinder project data, (middle panel) the ECHAM run, and (lower panel) the FNCEP run.
For Pathfinder data, every fifth vector is shown, for ECHAM and FNCEP runs, every second vector is
shown. Color-coded is the speed of each vector (in cm s−1).
Transpolar Drift originates from the Laptev and the East Siberian Seas. Another,
yet smaller feature in ice transport is the Barents Sea transport, which also feeds
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sea ice toward the Nordic Seas. As compared to March, October observations show
essentially similar, but enhanced, transport structures, with a stronger and larger
Beaufort Gyre and a stronger Transpolar Drift.
In the ECHAM run the center of the Beaufort Gyre is shifted, forming a strong
anticyclonic ice gyre in the central Arctic Ocean, and the Transpolar Drift is shifted
towards Severnaya Zemlya Islands and Franz Josef Land, i.e., more toward the sea
ice edge. As a consequence, the ice export from the East Siberian Sea is very small
in the ECHAM run and a Transpolar Drift is quasi absent. Ice exported through the
Fram Strait originates mainly from the area of the Eurasian shelf break. We note
also that due to the strong Arctic ice gyre, the ice on the Siberian shelf originates
to some extent from the Canadian part.
We conclude from Fig. 2.10 that the observed ice transport is very poorly rep-
resented in the ECHAM run. This problem seems much remedied in the FNCEP
run (bottom row of Fig. 2.10), pointing again toward the atmosphere as the primary
cause for uncertainties in high-latitude climate parameters in the coupled ECHAM
model. In the FNCEP run, the center of the Beaufort Gyre and the Transpolar Drift
is now much more realistic both in terms of structure and amplitude. However, the
main source of the ice exported southward through Fram Strait is not the central
Arctic Ocean, but the area to the north of Greenland.
Fig. 2.10 already indicates that the southward sea ice transport through the Fram
Strait (and Davis Strait) in both model runs is much larger than what is observed.
This is quantified in Fig. 2.11 showing a histogram of sea ice velocity magnitude for
the entire Northern Hemisphere. For the comparison, observed ice velocities from
Pathfinder data were interpolated to the model grid, and simulated ice velocities
are used only over regions with SIC exceeding 0.15. During March, the maximum
percentages in all three time series reside between 0.01 and 0.03 m s−1, albeit at
different levels: The Pathfinder data peak at a 19% level near 0.02 m s−1 velocity
magnitude, the ECHAM and FNCEP data peak at 9% and 13%, respectively, near
the same velocity magnitude. In Pathfinder data percentages decline rapidly for
velocity magnitudes larger than 0.1 m s−1, while in the ECHAM and FNCEP runs
they decline more slowly, reaching values of 0.4 m s−1 and are more associated with
the ice export through the Fram Strait. In September peaks of the ice velocity
magnitude distribution in the ECHAM and FNCEP runs are shifted relative to the
Pathfinder data towards higher values, but overall sea ice transports are smaller.
We note that the shape of the FNCEP distribution agrees more with the Pathfinder
data than with the ECHAM result especially in March. Martin and Gerdes (2007)
compare AOMIP model’s simulations of the ice transport with satellite observations
and also found that AOMIP models tend to have a lesser percentage of low velocity
magnitude and a higher percentage of high velocity amplitudes.
Only a few observation-based estimates of ice volume transports through the
Fram Strait are available for a comparison (Kwok et al., 2004; Vinje et al., 1998).
As expected, the model ice volume export through Fram Strait is higher than ob-
servational estimates (Fig. 2.12). In addition, the 1980-1999 time-mean FNCEP
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Figure 2.11— Distribution of sea ice velocities from the entire Northern Hemisphere for March
(upper panel) and September (lower panel). Percentage values of the y-axis correspond to histogram
bins along the x-axis with a bin width of 0.01 m s−1 beginning at 0.001 m s−1. Shown are Pathfinder
data, the ECHAM run and the FNCEP run as green, red and blue curves, respectively. Note the
different vertical scale on graphs.
Figure 2.12— Sea ice volume transport through the Fram Strait as simulated by the ECHAM
and FNCEP model runs and analyzed by previous studies.
transport (3997 km3 year−1) is higher than the ECHAM time-mean transport (3467
km3 year−1), which can be rationalized by the fact that differences exist in the sea
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ice pathways feeding ice with different thicknesses toward the Fram Strait: In the
ECHAM run the sea ice drifts to the Fram Strait mainly from the Eurasian part of
the Arctic Ocean; this ice is relatively young and thin. In the FNCEP run the main
source for the sea ice in the Fram Strait lies to the north of Greenland, where thick,
multi-year ice is situated.
2.5 Forcing fields
Based on the differences between the sea ice simulations obtained from the coupled
ECHAM and the FNCEP runs, we hypothesized above that these differences emerge
primarily from differences between the ECHAM atmosphere and the NCEP-RA1
reanalysis in terms of surface flux fields. However, differences in the atmosphere
forcing fields also lead to different Arctic ocean properties that may affect sea ice
from below. In the following we will quantify the impact of atmospheric and ocean
forcing on sea ice properties by analyzing differences in the fields of air temperature
at 2 m height, sea level pressure (SAT and SLP, henceforth) and ocean hydrographic
properties from both runs.
2.5.1 Atmospheric forcing
With respect to March SAT, Fig. 2.13 reveals that the field is biased high in the
ECHAM run by 0.7◦C (averaged over the Arctic Ocean north of 60◦N) relative to the
NCEP-RA1 reanalysis. Nevertheless spatial structures agree in that SAT increases
in both fields from the Canadian Archipelago towards the Eurasian Shelf, the coast
of Alaska and the Fram Strait, and the position of the ECHAM 0◦C isotherm essen-
tially coincides with the NCEP-RA1 reanalysis. In contrast, the ECHAM September
SAT distribution is centered around a minimum located near the geometric North
Pole, while the minimum in the NCEP-RA1 reanalysis is shifted toward Greenland
and on average is higher by 0.6◦C. With respect to SLP (which in the figure are
superimposed on the SAT fields) the respective field for the ECHAM run indicates
an anticyclonic atmospheric circulation system centered on the North Pole whereas
in the NCEP-RA1 reanalysis a low pressure system spreads in a trough-like fashion
from the Icelandic minimum up to the Laptev Sea.
To better highlight the differences between the two atmospheric forcing fields
and to discuss their dynamical consequences for the coupled sea ice-ocean model,
we show in Fig. 2.14 respective difference fields for SLP and SAT. The upper part
of the figure reveals a pronounced quasi-permanent high pressure anomaly in the
ECHAM run relative to the NCEP reanalysis, located over the North Pole. This
is especially obvious in September when the high pressure system forms a quasi-
permanent anticyclonic atmospheric gyre that occupies large parts of the Arctic.
The respective Ekman transport leads to an anomalous convergence of thick ice
in the central Arctic in the ECHAM run during summer months, explaining why
in the ECHAM run (and potentially in other IPCC type models) too much sea
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Figure 2.13— Climatological monthly mean surface air temperature (color coded in ◦C) and sea
level pressure (contours as hPa) fields for (left) March and (right) September. Shown are results for
(upper row) ECHAM and (lower row) the NCEP-RA1 reanalysis.
ice is being found in the central Arctic Basin that is hardly varying in time. In
general terms, SLP gradients are associated with surface wind stress fields, and SLP
therefore affects the dynamical part of the ice model. Because of this, sea ice drift is
nearly parallel to the isobars (Zubov and Somov, 1940; Kwok, 2008), and this holds
also for the difference fields of SLP and differences in sea ice transports shown in
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Figure 2.14— Top row: Shown as contours are differences between the climatological monthly
mean (left) March and (right) September ECHAM - NCEP-RA1 SLP (contour interval is 1 hPa). Su-
perimposed as vector field are the respective climatological monthly mean difference fields for ice
motions, with only every second vector plotted and speeds color coded in cm s−1. Bottom row:
Shown as contour lines are differences in climatological (left) March and (right) September ECHAM -
NCEP-RA1 SAT fields. Superimposed as color are respective ECHAM - GSFC SIC difference fields.
the figure. In essence, Fig. 2.14 suggests that the error in the ECHAM atmosphere
in form of an anticyclonic circulation around the geographic North Pole is driving a
similar, but erroneous gyre in the sea ice, which in turn is responsible for the wrong
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sea ice distribution and sea ice thickness diagnosed above in the ECHAM run.
Nevertheless, errors arise also from the atmospheric thermal forcing of sea ice
(lower row of Fig. 2.14). In March the ECHAM run are too warm to the north
of Greenland, between Spitsbergen and the Novaya Zemlja Archipelago, and in the
Baffin Bay and Labrador Sea, where the differences in SAT reach 7◦C; over most
of the remaining parts of the Arctic Ocean differences are typically of the order of
1-2 ◦C. In the ECHAM run, temperature gradients over the Arctic seas are lower
than in the NCEP-RA1 reanalysis, and over large areas to the north of Greenland
ECHAM is too warm. ECHAM is colder than the NCEP-RA1 reanalysis by up to
6◦C in the Laptev Sea and the western part of the East Siberian Sea and over the
Chukchi Sea. During September, the ECHAM SAT is lower than the NCEP-RA1
reanalysis over large parts of the Arctic, except north of Greenland and over parts
of the Canadian Archipelago where ECHAM is warmer, up to 3◦C near Ellesmere
Island. ECHAM is colder mainly over the Arctic Seas, up to 6◦C over the Laptev
Sea and the western part of the East Siberian Sea and over the Chukchi Sea.
Because SAT affects the thermodynamics of sea ice, the differences in SIC be-
tween the ECHAM and the GSFC data are well correlated with the differences in
SAT of ECHAM and the NCEP-RA1 reanalysis. In March the area of the biggest
SIC differences, located between Spitsbergen and the Novaya Zemlya Archipelago,
coincides with the region of the biggest SAT error in ECHAM. During September the
too large ECHAM SAT north of Greenland can help to explain the too low ECHAM
SIC there. Conversely, too low ECHAM SAT over the Siberian Seas, the Bering
Strait and the Canadian coast, associated with a shift of the Arctic Gyre, may be
partly responsible for too high ECHAM SIC in these regions. There is a possibility
that larger areas of open water increase upward heat flux and cause SAT increase,
but this process probably has a smaller impact in this case since SAT further south,
over Siberia, are also too high in the ECHAM run.
While interpreting the results, one has to recall that the NCEP-RA1 SAT and
SLP fields in the Arctic are far from perfect. The NCEP-RA1 was compared with
observations from the “North Pole” drifting stations (NP) by Makshtas et al. (2007).
The authors found that for the period of 1978-1991 in spring SAT from NCEP-RA1 is
higher than observed (by 2.3◦C) at the NP, but in autumn it is lower (by 1.8◦C). SLP
from NCEP-RA1 and NP showed good agreement between datasets in all periods,
but NCEP-RA1 SLP in most cases was a bit lower than NP SLP. Taking into account
these two parameters as well as a total cloudiness, specific humidity, and wind on
10m, the authors concluded that RA1 data should be used with “great caution” as
forcing for sea ice models. Despite the uncertainties in the NCEP reanalysis, results
of the ocean-ice model driven by the NCEP-RA1 reanalysis are nevertheless superior
relative to ECHAM results and we can anticipate that with even better atmospheric
forcing fields, the simulation of the coupled ocean-ice model would improve further.
While interpreting the difference in atmospheric forcing between the two analyzed
model runs one also has to recall that the NCEP run is performed in an uncoupled
mode, while the ECHAM run is a coupled system. Clearly the comparison of two
off-line model runs would be ideal. However, the ECHAM5 atmosphere already
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“remembers” all feedbacks that it gets from the ocean during the coupled run.
Although the surface fluxes (bulk formulas) in the FNCEP and ECHAM setups do
differ, making an “offline” run with the ECHAM5 atmosphere from the coupled run
would only show the sensitivity of the solution to the differences in the bulk formulas,
and would not contribute to the scientific question addressed in the chapter.
2.5.2 Ocean forcing
Similar to the atmospheric forcing, the ocean circulation can influence sea ice in
two different ways: (1) dynamically, through affecting sea ice transport and (2)
thermodynamically, through sea ice melting and freezing. However, analyzing ocean
surface currents under the ice (not shown) one finds that in both simulations ocean
currents essentially follow the main pathways of sea ice transport (accounting for the
respective angle of rotation) and therefore do not force the ice velocity and direction.
A more important ocean forcing mechanism might therefore be that Atlantic
water entering from the Nordic Seas through the Fram Strait and Barents Sea pushes
under the cold fresh surface layer, leading to a relatively warm salty layer between
200 and 600 m depth named Atlantic water (AW) layer. Although the temperature of
the AW layer is higher than in water masses above and below, the heat exchange with
the surface layer is suppressed by the Cold Halocline Layer (CHL) separating both
water masses. The correct simulation of these two important features of the Arctic
Ocean (AW and CHL) is important for simulating the correct water mass properties
of the upper Arctic ocean, yet it remains a challenge, even in regional models.
According to Holloway et al. (2007), models participating in the AOMIP tend to
overestimate the AW layer thickness and exhibited thermally stratified upper ocean,
i.e., they failed to form a proper CHL. This shortcoming can have a pronounced
impact on the heat budget of the upper Arctic ocean layer and will affect sea ice
on decadal to centenial time scales (Steele and Boyd, 1998; Martinson and Steele,
2001).
To test the vertical thermal and haline stratification of the ECHAM and FNCEP
runs, we compare temperature, salinity and density vertical profiles with the Polar
Science Center Hydrographic Climatology (PHC 3.0, (Steele et al., 2001)) in the
Eurasian sector of the Arctic Ocean, where temperature of AW is highest (Fig.
2.15). Both runs show thicker, shallower and warmer AW layers. The ECHAM run
shows a rapid temperature increase right from the surface without any indication
of the mixed layer presence. In the FNCEP run the mixed layer is disturbed by a
warmer spike in the middle, probably due to the temperature restoring process at
the surface. We note that a mixed layer is lacking in all salinity profiles and a strong
pygnocline starts right from the surface in the two simulations, closely following the
observed salinity profile. We also note that the Brunt-Va¨isa¨la¨ frequency (BVF) (not
shown) is quite similar among the data sets in the first 50 meters of the water column,
but in range of 50-150 meters the BVF is considerably smaller in the FNCEP run
than in the PHC climatology and the ECHAM run.
We see from Fig. 2.15 that the heat content of the Arctic Ocean is quite different
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Figure 2.15— Upper row: Vertical profiles of September ocean; top:temperature, middle:salinity
and bottom:density from PHC climatolofy and model runs (1980-1999). Green -PHC, red - ECHAM
run, blue - FNCEP run. Parameters are averaged over the area showed at the middle panel.
between the two runs and between the model simulations and the observations. To
test if this does affect sea ice budget and sea ice distribution in the model simulations,
we analyze the heat convergence in the model’s Arctic ocean and the associated heat
loss to the ice or atmosphere. To do so, we compute the total top to bottom heat
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content change and heat convergence in Area 1 (Laptev Sea; see Fig. 2.15 for the
area) where heat changes are largest in both runs. While doing the computations
we assume that lateral diffusion is negligible (or at least the same between the two
runs) and that differences in heat content change and heat convergence will serve as
a diagnostic of heat exchange through the surface of the ocean (either to sea ice or
the atmosphere).
Figure 2.16— Top:Heat change throught the surface (red) and September SIC (blue). Bottom:
heat convergence (red), total heat content change (green) and Septebmer SIC(blue). Left: ECHAM
run, right: FNCEP run.
Results are shown in the top row of Fig. 2.16 in terms of area-averaged mean
September SIC and surface heat exchange in ECHAM and FNCEP runs. Positive
values indicate an oceanic heat uptake through the surface. In both runs curves are
visually anti-correlated with each other (a formal correlation coefficient for ECHAM
is -0.18, for FNCEP run -0.19), showing a decrease of ocean heat uptake through
the surface, or increase in heat loss to the atmosphere simultaneous to an increase
of SIC and vice versa. This suggests that the ocean heat content is not used to
first order to melt sea ice, rather that during periods with increased amounts of
open water, the ocean tends to gain heat from the atmosphere (by absorbing heat
through the surface), and that during years with high SIC the ocean tend to lose
the heat to the atmosphere and/or to sea ice. A noticeable exception from this
tendency can be found during the year 1991, when in the FNCEP run we see a spike
in heat loss from the ocean associated with close to zero SIC in the Laptev Sea,
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simultaneous to high lateral heat convergence and increase in total heat content
caused by the advection from aside (Fig. 2.16, bottom). We also note that the
increase in ocean heat content occurs after SIC declines, not before. In contrast,
two events of increased heat content (by advective heat inflow) in the ECHAM run
are not associated with any change in the SIC record (Fig. 2.16, bottom).
In summary, we conclude that in both model runs heat from the ocean might
influence SIC only during extreme events of strong lateral influx of heat, and even
then a relation between regional heat content increase and sea ice melting is not
unambiguous. We note, however, that on time scales longer than those considered
here, the impact of ocean heat content on the development of SIC remains to be
expected.
2.6 Discussion and Conclusion
This chapter provides a contribution to a detailed evaluation of IPCC-type coupled
climate models against observations with focus on the Arctic sea ice system. The
IPCC projections tend to be interpreted as forecasts of the Arctic sea ice system.
However, Eisenman et al. (2007) provided already a critique of the limited skill
ice forecasting models generally. The authors concluded that IPCC type models
during AR4 simulated satisfactorily the present day sea ice conditions, but that
uncertainties in the atmospheric cloud cover combined with a high sensitivity of
equilibrium sea ice thickness to sea ice albedo lead to high uncertainties in sea
ice predictions. Here we demonstrate that even for present day conditions sea ice
simulations by IPCC type models show large uncertainties. Although our in depths
analysis shows shortcomings of one model, the model was deemed one of the best
in simulating sea ice characteristics: Parkinson et al. (2006) compared the seasonal
cycle in satellite SIE with respective results from 11 models participating in the
IPCC Fourth Assessment Report and reported that the ECHAM/MPI-OM model
was among the most favorable models to represent the annual cycle of sea ice in the
Northern Hemisphere. We can therefore expect that results reported here from the
ECHAM run should be representative for other IPCC type models as well and that
problems found in our own analysis and summarized above might actually apply to
many other climate models. By scrutinizing our own model we attempt to identify
possible sources of errors which need to be improved to improve the skill of present-
day Arctic system climate simulations and projections of the Arctic system into the
next century.
From a comparison of two runs of the identical MPI-M ocean-ice model (one
forced by an interactive atmosphere (ECHAM run), the other forced by the quasi-
realistic NCEP-RA1 reanalysis surface fluxes (FNCEP run)) against simultaneous
observations of sea ice characteristics during the period 1980 through 1999, we can
draw several main conclusions. Some confirming conclusions drawn by previous
studies, and it can be expected that shortcomings documented here do apply more
generally to IPCC type coupled climate models.
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2 Present-day Arctic Sea Ice Variability in the Coupled
ECHAM5/MPI-OM Model
• While simulated winter time sea ice distributions are close to what has been
observed, the summer sea ice conditions are highly sensitive to details of the
atmospheric forcing. Simulations by the fully coupled IPCC-type ECHAM
model cause significant deficits in essentially all present day ice parameters
over the Arctic Ocean. In contrast, summer sea ice results are much more
realistic in the NCEP-driven run, which provides quasi-realistic present day
atmospheric conditions.
• A major agent for deficits in the sea ice conditions, including uncertainties
in basin-scale sea ice transports, is an unrealistic high pressure system in the
ECHAM run centered to the geometric North Pole in the model, which occu-
pies the entire central Arctic. It drives a quasi-permanent anticyclonic basin-
scale gyre of ice transport and causes, through an Ekman ice drift, the buildup
of thick ice in the central basin. Errors in the associated surface wind stress
(atmospheric circulation) leading to errors in the sea ice pathways and dynam-
ics are a primary reason for the errors in the ECHAM sea ice.
• The ECHAM run substantially underestimates the atmospheric interannual
and decadal variability over the Arctic. Accordingly the interannual to decadal
variability of sea ice cover and sea ice transport is underrepresented in the
ECHAM run, as is the variability in volume and heat transport from the
North Atlantic into the Arctic Ocean, which in the FNCEP run is significantly
correlated with the NAO/AO index.
• Sea ice transports are higher in amplitude in both model runs than in
Pathfinder data, and ice transport patterns in the model simulations do not
coincide with the patterns in the Pathfinder data, especially in the ECHAM
run. Associated higher ice velocities lead to an unrealistically high ice export
through the Fram Strait in the model simulations; differences in the sea ice
advection pathways from both runs feed sea ice to the Fram Strait from differ-
ent source regions, which affects the thickness and thus the ice volume leaving
the Arctic toward the Nordic Seas.
• While hydrographic conditions are quite different between the two analyzed
runs, we seem to find no indications of a substantial impact of the ocean heat
content differences on the sea ice distribution or variation on interanual to
decadal time scales - again pointing toward the atmosphere as the dominant
driver for arctic sea ice variability, with the ocean on basin-scale responding
more passively in its air-sea interaction to varying insulation through sea ice
coverage. The situation might be quite different on centenial time scales,
however, pointing toward uncertainties of IPCC sea ice projections to also
originate from the ocean. This means that a good representation of the ocean
circulation and its temporal variability/changes is critical for simulations of
present and future ice-ocean interactions (compare also Bitz et al. (2006)).
• The uncertainties in the ECHAM atmosphere also lead to substantial differ-
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ences of the Arctic Ocean circulation, its hydrography, and its water masses.
In particular, the subsurface ECHAM Arctic Ocean is too warm by several
◦C. However, a strong near-surface halocline prevents this warm water from
melting the sea ice from underneath. The halocline structure in the FNCEP
run is much more similar with observed conditions, but weaker, and temper-
atures in the ocean interior are higher. This may lead to penetration of heat
through the halocline to the ice bottom in the FNCEP run. However, not
enough in-situ observations exist to evaluate the simulated ocean circulation
comprehensively.
This study is the first examination of the ECHAM/MPI-OMmodel sea ice charac-
teristics where in attempt to understand the causes for discrepancies between model
and observations both atmosphere and ocean forcing are considered. We also for
the first time compare simulated thickness of the sea ice against dataset that have
reliable information about the thickness in the Arctic seas, were it play a crucial role
during summer melting season. We show that not only the wrong SLP field but also
lack of interannual atmospheric variability is an important cause for the difficulties
in proper Arctic sea ice simulations.
We conclude that in order to improve the present-day simulations of the Arctic
sea ice system, the ECHAM atmosphere needs to be improved over the Arctic in
both its time-mean and time-varying components. Our findings are in line with
conclusions drawn previously by Hunke and Holland (2007) who, from a comparison
of the simulation of sea ice over the Arctic using three different atmospheric forc-
ing datasets, also noted the fundamental impact of the atmospheric forcing on the
thickness simulations as well as significantly different advection of heat and salt and
ice-ocean stress. We identify here a quasi-permanent arctic atmospheric circulation
as the primary reason for the deficits in the simulated sea ice parameters.
Causes for this artificial atmospheric circulation around the model’s North Pole
are unknown at this point and need a serious model improvement effort to remedy
it. Also unknown is the cause for the lack of Arctic variability in the ECHAM
model as well as the extent to which problems in the simulation of the summer sea
ice jointly with the underestimation of atmospheric variability affect the quality of
sea ice projections over the next century by the ECHAM model and needs further
investigations. The same holds for the extensive warm bias in the simulated Arctic
Ocean and its impact on climate projections, e.g., by melting sea ice from below.
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the Arctic sea ice
3.1 Introduction
In the previous chapter we showed the importance of the proper atmospheric forcing
for the sea ice simulations. The model forced by an NCEP atmosphere shows better
results than the version of the model coupled with an atmospheric model. NCEP
forcing is also not perfect for sea ice modeling (Makshtas et al., 2007), but using
it with a regional model of the Arctic Ocean may help us to understand how the
atmosphere over the Arctic affects sea ice development.
As has been shown previously, there are two main atmospheric variables that gen-
erally affect sea ice in the Arctic Ocean. One of them is the near surface atmospheric
temperature (SAT), which affects sea ice thermodynamically through melting and
freezing. Another is the wind field, which affects sea ice dynamically through redis-
tribution of the thick and thin ice, opening and closing the leads and polynyas, and
increasing and decreasing ridging of the ice. Interplay between these two atmospheric
fields determines sea ice variability on decadal and interannual timescales. The main
purpose of this chapter is to explore major patterns of possible atmospheric forcing
influence on sea ice during the period 1980-2007 and to show whether these patterns
change with time.
In our study we use adjoint sensitivities to explore the influence of SAT and wind
on mean September Arctic sea ice area and volume for the period 1980-2007. This
method allows us to see how the atmospheric forcing of the model influences sea ice
parameters and how this influence evolves in time and space.
The structure of the remaining chapter is as follows: in Section 3.2 we describe
present knowlege about atmosphere sea-ice interactions. In Section 3.3 we describe
the model, the adjoint sensitivity analysis, and the experimental design. In Section
3.4 we compare the model results with available observations. In Section 3.5 we
discuss the mean annual spatial and temporal variability of adjoint sensitivities for
all simulated years and in Section 3.6 we will discuss the same for three different time
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periods. Section 3.7 concentrates on time evolution of the sensitivities in different
regions of the Arctic Ocean. Section 3.8 describes adjoint sensitivities on time scales
longer than a year. Section 3.9 provides a discussion and concluding remarks.
3.2 Present knowlege
Harsh environmental conditions in the Arctic Ocean lead to very poor observational
coverage. Only in the late 1970s with the beginning of the satellite era and the
start of the Arctic Ocean Buoy Program (AOBP) have observations of the sea ice
concentration (SIC), SAT, and sea level pressure (SLP) become dense enough to
draw conclusions about the interaction of these three parameters.
Walsh et al. (1996) analyze SLP data from the Arctic Ocean Buoy Program for
the period 1979-1994 and find increases in cyclonic circulation since the year 1988.
They hypothesize that such an increase will make ice motion in the Arctic Ocean
more divergent and lead to a reduction in the multiyear ice fraction and increase in
the young thin ice fraction during winter. This hypothesis finds supporting evidences
in later works.
Rigor et al. (2002) extend the period of analysis up to 1998 and propose the
mechanism of the influence of the Arctic Oscillation (AO) on the Arctic sea ice
movement, which in turn contributes to sea ice thickness and concentration changes
and has an impact on surface atmospheric temperature. They determine two regimes
of the sea ice motion in the Arctic Ocean. One is associated with a high phase of the
AO index and characterized by a strong Beaufort Gyre and Transpolar Drift shifted
towards the Atlantic. Another is associated with a low phase of the AO index and
characterized by a weak Beaufort Gyre and Transpolar Drift shifted towards the
center of the Arctic ocean. An increase in the AO leads to a cyclonic anomaly in
the sea ice motion and increases its divergence. This causes a decrease in ice ridging
and recirculation in the Beaufort Gyre and an increase in sea ice advection from
the coasts of the Laptev and East Siberian seas, which lead to enhanced formation
of young thin ice in areas of open water (polynyas and leads) during winter time.
Both of these processes contribute to the sea ice thinning. Newly formed thin ice
is more prone to summer melting, which in turn leads to a decrease in sea ice
concentration in summer. Thin ice also more easily transfers heat from the ocean
to the atmosphere, and the surface atmospheric temperature over the Arctic Ocean
is increasing. Rigor et al. (2002) show that winter changes in sea ice motion have
an effect on subsequent seasons: winter dynamical thinning of sea ice allows more
heat to be released from the ocean during spring, which leads to a decrease in the
summer sea ice concentration, delays the onset of autumn freezing, and lets even
more heat leave the ocean during the cooling and freezing.
Changes in the influence of dynamical forcing on summer sea ice conditions
through the year were estimated by Deser et al. (2000), who showed that for the
period 1958-1996, spring (April-June) atmospheric circulation anomalies have con-
siderable impact on summer sea ice changes. The southerly wind component drives
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sea ice reduction in the East Siberian Sea and the northerly wind component is
partly responsible for increased sea ice in the Barents and Kara seas. According to
their analysis, late spring-early summer (April-June or July) atmospheric circulation
anomalies have more impact on summer sea ice cover than those in high summer
(June-August). The reason for such long delays between maximum sea ice response
and atmospheric forcing might be a positive ice-albedo feedback.
Beside analysis of observational data, there have been several attempts to esti-
mate the relative impact of thermodynamical and dynamical forces with the help
of regional models. Zhang et al. (2000) use a coupled ice/mixed-layer-ocean model
forced by the atmospheric conditions of 1979-96. They find significant differences in
ice thickness distribution between periods of high (1989-1996) and low (1979-1988)
AO. During high AO, ice in the eastern Arctic is thinner and less compact, while in
the western Arctic it is thicker and more compact. According to the authors’ sensi-
tivity studies these differences are mainly a response to variability in the wind field
patterns with a much smaller impact of thermodynamical factors. Dynamical and
thermodynamical factors interplay with each other, establishing a negative feedback
of ice growth to ice advection, reducing the sensitivity of ice thickness to dynamical
perturbations. When advection of thicker sea ice from the western Arctic to the
eastern Arctic decreases, it is compensated by increased ice formation in the eastern
Arctic and decreased ice formation in the western Arctic.
Rothrock and Zhang (2005) use a regional model forced by NCEP reanalysis
(1949-1999) to investigate causes for the thinning of the sea ice in the Arctic Ocean
(excluding the Kara, Barents, Greenland, and Norwegian seas). They also try to
separate the effects of wind and atmospheric temperature influence on the Arctic
sea ice. The estimated variance in volume appears to be equally due to wind-
and temperature-forced responses, but the temperature response has a smoother
structure and gradually declines over the last 30 years. There was no dominating
effect of one or another force found in association with extreme events. Both wind
and atmospheric temperature may dominate extreme ice accumulation or retreat.
Rising temperatures determine long-term downward trend with a reduction of 25%
in sea ice volume over 5 decades, while winds cause large oscillations (for example
in the late 1980s to mid-1990s) but not multidecadal downward trend.
Makshtas et al. (2003) use a dynamic-thermodynamic sea ice model with 50 km
resolution to show that there is a correlation between thinning of the sea ice and a
decrease in the concentration of ridged ice, which in turn correlates with cyclonic
and anticyclonic regimes of the wind-driven ice motion in the Canadian Basin. The
results of a zero-dimensional model simulation show very high sensitivity of ice to
small changes in the summer air temperature, but only 20% of the decrease in sea
ice can be attributed to those changes. The notion that increased sparsity of the
sea ice increases its mobility is supported by the work of Rampal et al. (2009), who
use data from the International Arctic Buoy Program for the period 1979-2007 to
estimate the mean speed of sea ice transport in the Arctic Ocean. They found a
substantial positive trend that was related to increased sea ice fracturing and lead
opening rather than to the increased atmospheric forcing.
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If we assume that cyclonic and anticyclonic wind circulation over the Arctic Ocean
determine sea ice variability (Rigor et al., 2002), then a decrease in the AO index
will increase sea ice thickness and extent. But after AO becomes close to neutral or
negative, sea ice extent and thickness continue to decrease. According to Rigor and
Wallace (2004), a transition to a sea ice thickness distribution dominated by young
thin ice happened in 1989-1990, when the AO index was extremely high. During
1989-1995, the AO continued to be high, helping to reduce the amount of thick ice
in the Arctic Ocean. The change in the AO to lower values after the year 1995
did not increase the presence of thick multiyear sea ice due to strong preconditions
created during the period 1989-1995. Rigor and Wallace (2004) believe that in the
case of low-index AO conditions of significantly long duration, summertime sea ice
thickness and concentration can return to the higher values of the 1980s.
With the course of time, the data record becomes longer and the allocation of fur-
ther periods in the atmospheric circulation becomes possible. Deser and Teng (2008)
compare two different periods of the sea ice satellite record, one (1979-1993) associ-
ated with positive and the other (1993-2007) with negative trends in the “Northern
Annular Mode” (NAM) (which includes both the NAO and the AO). During the
summer of the first period, anomalous southerly winds cause negative SIC trends
in the East Siberian, Chukchi, and Beaufort seas and anomalous northerly winds
cause positive SIC trends in the Barents and Kara Seas. The connection between
wind anomalies and trends in SIC is not that clear for the second part of the record,
suggesting that other forces drive summer SIC trends during this period. Neverthe-
less, easterly rather than southerly wind anomalies are associated with negative SIC
trends in the East Siberian and Beaufort seas.
Apart from pan-Arctic studies of atmospheric influence on sea ice there have
been works that concentrate on the regional aspects of such influence. The ice edge
area should be more sensitive to changes in atmospheric forcing due to the presence
of thinner and less compact ice. Francis and Hunter (2006) estimate the impact of
downward longwave flux (DLF), zonal and meridional winds (U,V), and temperature
advection (ADV) on variability of the summer perennial ice edge in the Arctic seas.
They integrate forcing fields backwards in time from zero to 80 days before the date
of maximum ice retreat for every year from 1979 to 2004 and estimate the variance
in maximum ice retreat anomalies attributable to anomalies in each forcing field.
In all regions, DLF is found to be a dominant driver of the maximum ice retreat
anomalies. In the Barents Sea, southerly (from the south) wind anomalies and ADV
play a significant role in the forcing integrated backwards for 25 and 50 days before
the date of maximum ice retreat. In the Kara Sea, a significant amount of variance
is determined by southerly wind anomalies in the forcing integrated backwards for
80 days. Striking differences were found when the authors estimated the relative
importance of forcings for the periods 1979-1991 and 1992-2004. During the first
period, in the Barents Sea the dominant forcings were the DLF and southerly wind
anomalies, while in the Chukchi Sea the dominant forcing was also southerly wind
anomalies. During the second period, in the Barents Sea the dominant forcing
became ADV, while in the Chukchi Sea it was DLF. Francis and Hunter (2006)
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conclude that the continuous decline in ice extent despite the return of the AO
to the near-neutral phase suggests that in the last years, anomalies in the surface
energy balance have played a more important role than wind anomalies.
Francis and Hunter (2007) explore factors that affect winter (March) ice edge
variability in the Barents and Bering seas, areas relatively free to respond to changing
atmospheric and oceanic conditions, which account for much of the variability in
hemispheric winter ice-cover. For the Barents Sea, the two main factors are found
to be SST anomalies and southerly wind anomalies.
Drobot and Maslanik (2003) concentrate on only one region and examine the
influence of winter and summer surface meteorological conditions on summer sea ice
in the Beaufort Sea. During the winters that precede light summer ice conditions,
atmospheric circulation favors an increase in ice advection from the west-central
Arctic by Transpolar Drift and a decrease in ice transport into the Beaufort Sea
due to a weaker Beaufort Gyre. Surface atmospheric temperatures are significantly
warmer in the Bering Sea and significantly colder in the Barents Sea, but are esti-
mated to be less important than wind for summer sea ice conditions. Summer winds
during the years with light ice conditions have enhanced the easterly and southeast-
erly components in the Beaufort Sea, which transport ice away from it. Summer
air temperatures seem to contribute to summer ice variability only in the southern
portion of the Beaufort Sea. The authors also found a close linkage between atmo-
spheric conditions that determine light and heavy ice summers and the AO/NAO
index.
The trend in sea ice extent in the Arctic Ocean from the beginning of the satellite
era in 1979 to 2006 was -3.4 ± 0.2% per decade (Comiso et al., 2008). The extreme
sea ice concentration minimum in September 2007 made it even more negative. Such
a fast retreat has attracted considerable attention from the scientific community and
has led to many publications considering possible reasons for such an event. In the
following we briefly describe key publications on this topic, since they represent
attempts to investigate not decades of ice variability but one individual year, and
try to look into the reasons that led to that particular September sea ice distribution.
This approach is interesting for us since most of our further analysis will consider
atmospheric conditions not more than one year before individual Septembers.
Thinning of the ice pack was considered by Maslanik et al. (2007a) as one of the
main reasons for the substantial ice loss in 2007. Old ice melted during transport
in the parts of the Beaufort Gyre close to the Alaskan and eastern Siberian coast,
creating conditions for easier melting in the summer.
Kwok (2008) also found that SLP patterns during 2006 and 2007 according to
satellite observations favored the export of sea ice from Pacific to Atlantic sectors
of the Arctic Ocean. Zhang et al. (2008) came to similar conclusions on the basis
of a PIOMAS model, naming thinner ice in the previous years, transport of sea ice
from the Pacific sector to the Atlantic one, and positive ice-albedo feedback as main
reasons for the extreme ice loss.
In other works, Maslanik et al. (2007c) and Stroeve et al. (2008) discuss unusual
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clear skies formed due to the anticyclone that persisted for a long time over the
central Arctic Ocean as one of the key factors that contributed to extreme sea ice
conditions during September 2007. But Schweiger et al. (2008) show on the basis of
the model study that “sunny skies” during the summer of 2007 did not contribute
substantially to the sea ice extent anomaly. In contrast, Kay et al. (2008) conclude
that reduced cloudiness was one of the contributing mechanisms for the 2007 event.
Comiso et al. (2008) compare satellite-derived maps of the sea ice concentration
and temperature for 2007 and find a good correlation between positive temperature
and negative sea ice concentration anomalies. However Schweiger et al. (2008) men-
tion that it is not clear whether higher temperatures are the cause of or a response
to the sea ice anomaly.
Perovich et al. (2008) show the results of the surface and bottom melt made from
an autonomous ice mass balance buoy drifted in the area of the Beaufort Sea where
the greatest ice loss occurred in 2007. There was a dramatic increase in the bottom
melting, while the amount of surface melt was not significantly different compared
to the earlier years. Observed heating of the upper ocean, with anomalies up to
5◦C (Steele et al., 2008), was enough to cause this bottom melting. The authors
believe that the ice albedo feedback mechanism was the key factor in the extreme
2007 sea ice loss, but it is still unclear how widespread this bottom melting was and
what initially triggered the increase in the area of open water; it may have been the
strengthening of the ice transport and transpolar drift, as mentioned by Zhang et al.
(2008).
It is believed that solar radiation is not the only source of heat that might have
increased the temperature in the upper ocean and stimulated the sea ice melt in 2007.
The temperature in the Atlantic layer of the Arctic Ocean increased dramatically by
up to 0.8◦C in the beginning of the 2000s (Polyakov, 2005; Dmitrenko et al., 2008).
This additional amount of heat might penetrate the halocline and reach the sea ice
(Polyakov et al., 2007).
So there are several proposed reasons for the extreme 2007 September ice loss, but
the degree to which each of them contributed to this event is unclear. On the decadal
time scale, it seems that the wind field dominated the interannual variability and
atmospheric temperatures responsible for the downward trend in sea ice thickness
and extent. Important details of the mechanisms by which the atmosphere affects sea
ice such as increased ice melting along ice edges and increases in thin ice fraction due
to dynamical effects are more or less clear. But how these influences are distributed
spatially and especially how they change through the year are still open questions
that we would like to address in this research.
One of the possible instruments for conducting such research would be sensitiv-
ity analysis as carried out for example in Zhang et al. (2000), Rothrock and Zhang
(2005), and Ko¨berle and Gerdes (2003). They drive regional models by a multiyear
mean seasonal cycle of surface temperature with interannually changed winds and
then drive them with a repeating seasonal cycle of the wind with changing air tem-
perature. This approach allows them to estimate the relative importance of each
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force globally, but it is hard to estimate regional differences in dynamical and ther-
modynamical influence or to show their time evolution through the year. In our
study we use adjoint-based sensitivities of Arctic sea ice to atmospheric forcing.
3.3 Methodology
3.3.1 MITgcm model setup
We use an Arctic Ocean setup based on the Massachusetts Institute of Technology
general circulation model (MITgcm) (Marshall et al., 1997a,b). The ocean part of
the model consists of conservation equations for horizontal and vertical momentum,
volume, heat, and salt as well as an equation of state. A detailed description of the
model is provided by Marshall et al. (2004). One of the key features of MITgcm
is its capability for automatic generation of tangent linear and adjoint code, which
permits sensitivity and optimization studies (Marotzke et al., 1999). In the following
we will briefly describe the MITgcm sea ice model and its adjoint, the two parts that
are most relevant for the present work.
The MITgcv sea ice model is based on the Hibler type (Hibler, 1979, 1980)
viscous-plastic (VP) dynamic-thermodynamic sea ice model.
Ice thermodynamics
The thermodynamical part of the model is the so-called zero-layer formulation fol-
lowing the Appendix in Semtner (1976) with snow cover as in Zhang et al. (1998).
The temperature profile in the ice is assumed to be linear with constant ice conduc-




(Twater − T0) (3.1)
where K is the ice conductivity, h the ice thickness, and (Twater − T0) the differ-
ence between water and ice surface temperatures.
Such a formulation means that the sea ice does not store heat, and as a result the
seasonal variability of sea ice is exaggerated. To reduce this effect we use param-
eterization of the sub-grid scale distribution of heat flux computations. The mean
sea ice thickness in grid cell h is split into seven thickness categories Hh. These






for n ∈ [1, 7]. The heat flux is computed separately for each category and then
area-averaged to give the total heat flux (Hibler, 1984).
48 3 Adjoint-based sensitivities of the Arctic sea ice
The oceanic heat flux from below balances the atmospheric heat flux and is pro-
portional to the difference between the ocean surface temperature and the freezing
point temperature of sea water:
Qo = ρcp (Twater − Tfreezing) (3.3)
were ρ is the density, cp is the heat capacity of sea water, and Tfreezing is the local
freezing point temperature, which remains constant in our setup and equals -1.96
◦C. Lateral and vertical growth of sea ice are parameterized according to Hibler
(1979, 1980), and the so-called lead closing parameter has a value of 0.5 m.
There is a snow layer on the top of the ice, formulated according to Zhang et al.
(1998), which changes heat flux and albedo. Snow modifies the effective conductivity










where Ks is the conductivity of snow and hs the snow thickness. Snow flooding
due to ice submerging is not considered in our setup.
Effective ice thickness (ice volume per unit area, c · h), concentration c, and
effective snow thickness (c · hs) are advected by ice velocities:
∂X
∂t
= −∇ · (~uX) + ΓX +DX (3.5)
where ΓX are the thermodynamic source terms and DX the diffusive terms for
quantities X = (c · h), c, (c · hs).
Advection schemes are multidimensional second- and third-order advection
schemes with flux limiters (Roe, 1985; Hundsdorfer and Trompert, 1994).
Ice dynamics
The evolution of the sea ice drift is determined from the momentum balance, which





= ~τair + ~τocean −mf~k× ~u+ ~F−mg∇φ(0), (3.6)
where m is the sum of ice and snow mass per unit area; ~u = u~i + v~j is the
two-dimensional ice velocity vector; ~i, ~j, and ~k are unit vectors in the x, y, and
z directions, respectively; ~τair and ~τocean are forces due to air and wind stress,
respectively; f is the Coriolis parameter; ~F = ∇ · σ is the divergence of the internal
ice stress tensor σij; g is the gravity acceleration; and ∇φ(0) is the gradient (or tilt)
of the sea surface height, where φ(0) = gη+ pa/ρ0 +mg/ρ0 is the sea surface height
potential in response to ocean dynamics (gη) due to atmospheric pressure loading
(pa/ρ0, where ρ0 is a reference density) and a term due to snow and ice loading
(Campin et al., 2008).
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There are several approaches to treat the sea ice interactions available in the
MITgcm, but we keep to the default viscous-plastic (VP) rheology scheme of Hibler
(1979) with an extended line successive over-relaxation (LSOR) method (Zhang and
Hibler, 1997). VP rheology allows compressive and shear deformations in the sea
ice, but also has no resistance to the divergence in the ice drift, so there are no
problems with opening leads in the ice. For very small strain rates, for example in
a relatively motionless situation, ice shows viscous behavior, while for bigger strain
rates ice behaves like a plastic material. The bulk and shear viscosities as well as ice
pressure depend non-linearly on both ice thickness and compactness (concentration).
A detailed description of the rheology scheme in the MITgcm is given by Marshall
et al. (2004), and a comparison of different rheology schemes in MITgcm is performed
by Losch et al. (submitted to Ocean Modelling).
3.3.2 Adjoint calculation of sensitivities
Often we would like to know how sensitive some measure constructed from the model
solution (e.g. mean monthly sea ice area, mean daily atmospheric temperature over
some region) is to input variables (e.g. initial conditions, forcing fields). There
are generally two main approaches in geophysics to answer this question: classi-
cal sensitivity analysis and adjoint sensitivity analysis. Errico (1997) gives a good
description of the differences between the two, and we will follow his explanation.
Let us consider a numerical model M that takes some input a and produces an
output b = M(a). From output b we can construct our measure J = J(b), which
might be the mean September sea ice area calculated from daily sea ice area fields.
To understand how sensitive J is to changes in a, for example, a wind field, in
classical sensitivity analysis one has to perturb a and apply model M to it again,
resulting in perturbed output bpert = M(apert), and to calculate Jpert = J(bpert);
then ∆J = Jpert − J will be the sensitivity of J to the perturbation in a. The
problem with this approach is what we get as ∆J is the impact of one particular
perturbation (∆a = apert − a) on J . Another perturbation, although very close to
the first perturbation, might lead to a considerably different ∆J . In order to answer
the question of how sensitive J is to changes of a in, say, some particular place, one
should examine an ensemble of perturbations.
In essence the adjoint method allows us to obtain derivatives of ∂J
∂a
for every grid
point and every timestep in such a way that we can estimate the impact of any
(sufficiently small) perturbation on J by simply multiplying the perturbation by the
gradient. The adjoint calculation of J sensitivities can be performed with respect
to a multiple number of input variables at once, so compared to classical sensitivity
analysis it is more efficient in terms of computer time. Another remarkable feature
of adjoint sensitivities is their ability to track down the influences that come from
remote places or distant times relatively easily. This can help to discover some
teleconnections or processes that were previously unexplored.
To obtain the gradient of the cost function by using the adjoint method, first
we have to construct a tangent linear version of the initial model. To do so one
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can decompose the model code to elementary mathematical functions (+, -, sin),
get the derivatives of these functions, and then, following the chain rule, construct
the derivatives of the initial model functions. Information obtained during the non-
linear forward run is used for the adjoint run, where the adjoint of the tangent linear
model is integrated backwards in time. The resulting gradients show the sensitivity
of the cost function with respect to the input.
The code for the tangent linear and adjoint models is automatically generated
by the Transformation of Algorithms in Fortran (TAF) source-to-source translator
(Giering and Kaminski, 1998; Giering et al., 2005). MITgcm is adapted for use with
the TAF and the description of the MITgcm adjoint construction together with its
first application for the sensitivity studies has been published by Marotzke et al.
(1999). Later MITgcm adjoint were successfully applied for ocean state estimation
(e.g. Stammer et al. (2002); Ko¨hl and Stammer (2008)) as well as for sensitivity
studies (e.g Ko¨hl and Stammer (2004); Stammer et al. (2008)).
3.3.3 Experimental design
The model domain covers most of the Arctic Ocean (except for the small part of the
Laptev Sea) and most of the GIN Sea (Fig. 3.1). It has 130 × 102 grid points and
25 vertical levels. The resulting horizontal resolution is 40 km. The model is solved
on an Arakawa C grid with a time step of 30 min. We will refer to this setup as
MITarc40.
The setup is initialized with the Polar Science Center Hydrographic Climatology
(PHC 3.0, (Steele et al., 2001)) annual mean temperature and salinity fields. The
forcing fields are fluxes of momentum, heat, and freshwater, computed using bulk
formulae from daily NCEP-RA1 reanalysis (Kalnay et al., 1996). All lateral bound-
aries of the model are closed. The sea surface temperature of the model is relaxed to
the monthly Extended Reconstruction SST version 2 (ERSST.v3) database (Smith
et al., 2008) and sea surface salinity is relaxed to WOA2005 monthly climatology
(Boyer et al., 2005).
Model runs performed to obtain adjoint sensitivities schematically are presented
in Fig. 3.2. To simulate September sea ice characteristics for a particular year
(Ytarget), first the four-year spin-up is performed. It starts at 1 October, five years
before the “target year” (Ytarget − 5) from the zero sea ice conditions and PHC 3.0
climatology. Due to the closed boundaries of the setup, a longer spin-up might cause
an unrealistic ocean simulation that, in turn, can affect the sea ice. The forward run
of the model starts at 1 October of the year prior to the “target year” (Ytarget − 1)
and ends at the end of September of the “target year”.
This procedure is repeated for every year from 1980 to 2007. Then an adjoint run
is performed backward in time from 1 October of the “target Year” to 1 October
of the previous year, producing one year of cost function adjoint sensitivities. We
choose two cost functions: mean September sea ice area (AREA in the following) and
mean September sea ice volume (VOLUME in the following). For each cost function,
runs were performed separately. The adjoint model generates adjoint sensitivities
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Figure 3.1— Model grid and directions of model U and V wind components.
Figure 3.2— Schematic representation of model runs for each year performed from 1980 to
2007.
of the cost function to the following parameters: surface atmospheric temperature
(SAT) (referred to in figures as “adxx atemp”), zonal near surface wind (referred to
in figures as “adxx uwind”), meridional near surface wind (referred to in figures as
“adxx vwind”), near surface specific humidity, and precipitation. We will consider
only the first three.
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3.4 Comparison of satellite and simulated SIC
Here we evaluate monthly fields of SIC simulated during the forward run initialized
from a four-year spin-up.
Figure 3.3 shows total September sea ice extent in the Arctic Ocean from satellite
data and as simulated by MITarc40. The model produced more ice in September
almost every year except for the very beginning of the data set where it was close
to the observations. Overall variability is reproduced in the model. Both satellite
and MITarc40 time series show an increased downward trend in sea ice extent since
the end of the 1990s. Years with increasing and decreasing sea ice extent generally
coincide. The correlation coefficient between datasets is 0.9.
Figure 3.3— Total September SIE in the Arctic Ocean. Green: satellite data from GSFC dataset;
red: simulated by MITarc40. Background colors denote three periods that were chosen for the analy-
sis in Section 3.6.
To show how well MITarc40 captures the spatial distribution of sea ice extent
(SIE) during the years with different sea ice conditions, we choose three years that
according to satellite observations differ in their total September SIE relative to the
previous year (see Fig. 3.3). In the year 1988, total September SIE changed very
slightly compared to 1987. In 1996 there was a very strong increase in September SIE
compared to 1995. In 2007, conversely, there was a significant decrease in September
SIE compared to 2006.
In Fig. 3.4, March SIC is shown for these three years. The interior of the
Arctic Ocean and all shelf seas, in both satellite data and model simulations, are
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Figure 3.4— March sea ice concentration. Left: GSFC, right: MITgcm. Top row: 1988; middle
row: 1996; bottom row: 2007.
covered by SIC of more than 0.9 frac. The differences emerge in the Barents and
Greenland seas, where the model tends to overestimate SIC for all three years. A
notable feature is the build-up of ice at the southern edge of the model domain.
The model’s boundaries are closed, and ice, exported from the Arctic Ocean along
the Greenland coast, builds up at the model domain edge. Nevertheless the model
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represents relative changes in SIC reasonably well in that years with relatively bigger
SIC according to GSFC data also have larger SIC in the model simulations and vice
versa. A good example of this is a situation in the Barents Sea, where in the year
2007 sea ice concentration was minimal out of three years according to GSFC. The
model also demonstrates a minimum of the SIC in the Barents Sea out of the three
years in 2007.
In Fig. 3.5, September SIC for three years is shown. Generally SIC in the model
is higher than in the GSFC data, especially in the Canadian Archipelago and Baffin
Bay. The spatial structure of SIC in GSFC data is more inhomogeneous than in
the model, with uneven distribution of areas with different SIC values. But general
features of the ice edge are captured well everywhere in the Arctic basin except for
the East Siberian Sea, where the SIC is too high. For the year 2007, simulated sea
ice occupies a much bigger area than in GSFC data, but the general shape of the
ice edge and spatial distribution of the SIC inside the ice field of the model are still
sufficiently close to the GSFC data.
Maps of the 1980-2007 mean SIC for March and September (Fig. 3.6) summarize
the difficulties of the model in simulating sea ice conditions. For March there is
too much ice in the Barents and Greenland seas and ice build-up near Greenland.
For September there is too much ice in the Canadian Archipelago, Baffin Bay, and
Arctic shelf seas, especially in the East Siberian Sea.
Despite some differences between GSFC data and model results, the latter reflects
observed SIC quite well for winter and in summer months. The degree of resemblance
between GSFC and simulated data allows us to use our model setup to reveal the
main factors affecting the SIC distribution in September with the hope that they
will represent the situation in the real world.
Fig. 3.7 represents the seasonal cycle of SIE averaged over 1980-2007. The
zigzag shape of the graph for the satellite data is related to the fact that before July
1987, satellite data were collected for every other day. The model sea ice minimum is
shifted towards August by about half a month. This is a common problem of models
with zero-layer sea ice thermodynamics (Semtner, 1984). Since our cost functions
are the mean area and volume for September, sensitivities will represent not only the
possible influence of melting but also to some extent freezing processes, especially
sensitivities in September itself; this should be remembered during interpretation of
the data.
There are only few estimates of climatological mean sea ice thickness (SIT) dis-
tribution for the whole Arctic Ocean and we will compare our simulation with data
from Romanov (1995). For extensive discussion of these data, refer to Chapter 2.
For April, the overall structure of the spatial SIT distribution is captured well
by the model. Ice is thick to the north of Greenland and becomes thinner towards
the ice edges. The model shows thinner sea ice in the central basin of the Arctic
Ocean, especially in its Eastern part, and SIT distributed unevenly, with multiple
regions of thicker ice inside the areas of thinner ice. To the north of Alaska, SIT is
underestimated, in the Chukchi sea SIT it is 240-180 cm instead of 180-120 cm, and
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Figure 3.5— September sea ice concentration. Left: GSFC; right: MITgcm. Top row: 1988;
middle row: 1996; bottom row: 2007.
in the East Siberian sea an isoline of 240 cm SIT goes to close to the shore in the
western part, but in the eastern part values are close to observations (240-180 cm).
In the Laptev Sea, thickness is overestimated, showing values of 180-240 cm when
they should be less than 120-180 cm. In most parts of the Kara Sea, the model
captures SIT nicely, and in the Barents Sea the model produces slightly thinner ice
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Figure 3.6— Mean sea ice concentration. Left: GSFC; right: MITgcm. Top panel: March; bottom
panel: September.
with extended sea ice coverage.
In August-September, SIT in the model is distributed more evenly with thicker
ice to the north of Greenland and thinner ice in the shelf seas. Similarly to April,
SIT is underestimated in the central part of the Arctic Ocean and especially in the
Eastern part. A tongue of ice thicker than 180 cm extends from the Beaufort Sea
towards the East Siberian Sea. Values of 120-180 cm are close to the observations to
the north of Alaska, while in the Chukchi Sea, the ice is thicker, showing values of
180-120 cm instead of 0-70 cm. Both isolines of 120 cm and 180 cm SIT go too far
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Figure 3.7— Mean seasonal cycle of Arctic SIE for 1980-2007.Green: satellite data; red:
MITarc40 simulation.
into the East Siberian sea and the model shows hardly any ice, with SIT less than
120 cm along the coast where, according to observations, the ice should be less than
70 cm thick. Ice with a thickness of around 70-120 cm occupies most of the eastern
part of the Laptev Sea, where only young 0-70 cm thick ice should be observed. In
the eastern part of the Kara Sea, ice with a thickness of 70-120 cm extends too far
to the west and then due to the expanded ice edge, ice with thicknesses of 30-70 cm
is observed in the western part of the Kara Sea where there should not be ice at
all. The position of the ice edge in the Barents Sea is also shifted to the south and
slightly thicker values of SIT can be observed there.
Despite the fact that SIT is mostly underestimated in the central Arctic Ocean
and to the north of Greenland and mostly overestimated along the ice edges in the
Arctic shelf seas, we think that overall representation of SIT spatial distribution in
the MITarc40 is satisfactory. Differences between the model and Romanov (1995)
do not usually exceed 50 cm. The data on which the Atlas of Romanov (1995)
is based were collected during the 1970s and 1980s when ice in the central Arctic
Ocean was considerably thicker. Kwok and Rothrock (2009) showed on the basis
of submarine and ICESat SIT measurements that in the central Arctic Ocean the
average thickness at the end of the melt season has decreased by 1.6 m in over 40
years. This decrease might account for the differences in SIT between Romanov
(1995) and MITarc40. On the other hand Polyakov et al. (2003) do not find a
statistically significant trend in the ice thickness of fast ice along the Russian coast
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Figure 3.8— Mean sea ice thickness for April. Left: according to Romanov (1995); right: as
simulated by MITarc40.
for the period from 1936 to 2000. Therefore SIT differences between the model and
observations are more reliable along the Russian coast.
3.5 Spatial variability of mean adjoint sensitivities
In the following we describe spatial and temporal variability of AREA (mean
September sea ice area) and VOLUME (mean September sea ice volume) adjoint
sensitivities to atmospheric forcing. During the analysis we will consider only the
years when sensitivities most of the time over most of the area do not exceed three
standard deviations from the mean of all 28 years. This is done to exclude very high
sensitivity values that originate from the instabilities in the linearized model, when
very small changes in the parameters may lead to a sizable response over the big area
and time span. These kinds of sensitivities are found to be not useful in estimating
climate sensitivities (Lea et al., 2000). Our task here is to explore general patterns
in sensitivity distribution, and such extreme behavior of sensitivities distorts the
mean signal considerably. Consequently the years 1986, 1989, 1998, 2000, and 2003
were excluded from the analysis, and all averages in the following will not consider
values from these years. We will also not consider Baffin Bay in our analysis since
most of the time extremely high sensitivity values are observed in this area.
Figure 3.10 shows monthly means of AREA sensitivities to SAT from April to
September. We demonstrate only negative values of this type of sensitivity, since
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Figure 3.9— Mean sea ice thickness for August-September. Left: according to Romanov (1995);
right: as simulated by MITarc40.
positive values are very rare. Maps of the sensitivities for October-March look much
the same as the one for the April, demonstrating low sensitivities over the larger
part of the Arctic Ocean. Stronger sensitivities start to evolve in May and reach
their maximum in June. Especially high values are located close to the future ice
edge, in the East Siberian Sea, Laptev Sea, eastern part of the Kara Sea, and
northern part of the Barents Sea as well as in the coastal part of the Beaufort Sea.
Comparatively weaker sensitivities are located to the north of the Greenland and
Canadian Archipelago. Most of the central part of the Arctic Ocean is covered by the
sensitivities with values from -0.5 to -1.5 km2/◦C. The strength of the sensitivities
declines in August and even more in September, suggesting that a higher impact of
SAT on AREA happens in June-July.
Temporal evolution of VOLUME sensitivities to SAT (Fig. 3.11) is also charac-
terized by weak sensitivities during April and March, sudden strengthening in June,
and gradual decline in July-August towards weak values in September. But the
spatial distribution is different compared to the AREA sensitivities. Stronger values
are located all over the central Arctic Ocean, while over the ice edges sensitivities
are weaker. In June there are several areas with especially strong sensitivities lo-
cated to the north of Spitsbergen, in the eastern part of the Kara Sea, and in the
northern Laptev Sea. All of them except for the one in the Kara Sea continue to ex-
press comparatively stronger values during July, when sensitivities generally become
weaker. In August all of the Arctic Ocean is dominated by uniformly distributed
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Figure 3.10— Monthly means of September mean sea ice AREA sensitivities to SAT. Top: April,
May; middle: June, July; bottom: August, September.
weak sensitivities.
Stronger AREA sensitivities to SAT were observed in the regions where ice is
thin and more prone to the summer melting. Melting of the thin ice may have an
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Figure 3.11— Monthly means of September mean sea ice VOLUME sensitivities to air temper-
ature. Top: April, May; middle: June, July; bottom: August, September.
immediate impact on the total ice area, while in the case of thicker ice, intensive
melting may just reduce the sea ice thickness, but not remove it completely, leaving
the sea ice area at the same level. This, though, will have an effect on the sea ice
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Figure 3.12— Monthly means of 2 m SAT for the period 1980-2007. Top: June, July; bottom:
August, September.
volume. Sensitivities of the VOLUME to SAT are weak to the north of Greenland,
a region with thick ice and high sea ice concentration, since it is harder to melt thick
ice (the conductivity of ice is inversely proportional to its thickness). In the areas
close to the ice edge, the sea ice is thin, but the sea ice concentration is low, so the
sensitivities are weak as well. Regions of relatively strong sensitivities in the Kara
and the Laptev seas are associated with both relatively high sea ice concentrations
and thin ice. Thin ice can be melted more easily and high concentrations provide
higher impact on the resulting VOLUME.
It is interesting that the stronger AREA sensitivities to SAT in June were located
over the areas where the ice will have a concentration of about 0.7-0.8 in September.
This might be related to the fact that ice located closer to the shore will melt anyway
under any realistic temperature conditions, and indicates the importance of the early
stage of the melting season, when the “cores” of the melting are formed. These might
be areas of open water that have small albedo, take up heat very quickly, and help to
3.5 Spatial variability of mean adjoint sensitivities 63
melt the ice around, increasing the area of open water even more (positive ice-albedo
feedback).
Figure 3.12 shows monthly means of SAT distribution for June-September. The
color scale is limited to a range from -3.5 to 3◦C. This allows us to emphasize
the details of SAT distribution over the sea-ice-covered regions during the summer
months. Temperatures over the Arctic Ocean in July are higher than in June, while
sensitivities to air temperature of both AREA and VOLUME are conversely stronger
in June. This may lead to an equal impact of the surface atmospheric temperature
on AREA and VOLUME during June and July. Comparisons between fields of
air temperature and AREA and VOLUME sensitivities do not allow us to clearly
separate any region where the impact of the air temperature is considerably larger
due to a combination of strong sensitivities and higher temperatures.
Figure 3.13— STD of SAT monthly mean for the period 1980-2007. Top: June, July; bottom:
August, September.
The standard deviation of monthly mean SAT during June, July, and August is
relatively small (Fig. 3.13). This is due to the fact that SAT over the sea ice during
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the summer months oscillates slightly around 0◦C until all snow and ice have melted
(Rigor et al., 2000). Since interannual changes in the SAT are small, temperature
forcing over the sensitivities during June and July is close to the constant on the
interannual scale, making it very unlikely that a situation will occur in which, for
example, in one year SAT over the area with strong sensitivities is high, and in
another year it is low, determining the differences in AREA of VOLUME between
this two years. Taking into account the small variability of the monthly mean SAT
we believe that on the monthly time-scale most probable candidates for the main
parameters that control sea ice variability related to thermodynamical reasons are
SIT and SIC. We will take a closer look at the relations of these parameters and
sensitivities in the next section, where a comparison of different time periods will be
performed.
Figure 3.14— Monthly means of AREA sensitivities to U wind component. Top: October, Novem-
ber, December, January; middle: February, March, April, May; bottom: June, July, August, Septem-
ber.
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Figure 3.14 shows monthly means of AREA sensitivities to the U component of
the wind. Note that the direction of the wind components differs from the usual
geographical direction and is shown in Fig. 3.1. During autumn, winter, and spring,
high sensitivities located along the coastal areas, especially in the East Siberian and
Laptev Seas, mostly have negative signs. A very complicated situation is found in
the eastern part of the Kara Sea and in the Barents Sea, where very strong positive
and negative sensitivities form several bipolar structures. In October to May, general
weakening of the sensitivities is observed over the whole Arctic Ocean, with a sudden
increase in June, probably associated with the beginning of the ice melting. In June,
negative sensitivities to U wind are dominant with stronger negative values over the
Eurasian part of the Arctic Ocean and north of Alaska. In July considerable positive
sensitivities appear as a narrow zone over the shelf break to the north of the Barents,
Kara, and Laptev seas. During the next month, August, this zone becomes smaller
and shifted towards the north of Greenland, while in the Siberian shelf seas to the
north of Alaska and over large parts of the central Arctic Ocean, negative sensitivities
are still dominant. During September, positive sensitivities strengthen and expand
more to the north and to the west of Greenland, while negative sensitivities also
become stronger and occupy a larger area in the central Arctic Ocean.
The sensitivity of VOLUME to the U wind component (Fig. 3.15) shows much
weaker values in October-May than in June-September. During October-May pos-
itive and negative values are located close to the coastal areas, especially in the
Chukchi and the East Siberian seas, the eastern part of the Kara Sea, and north of
the Barents Sea. In April there is a minimum in sensitivities’ areal coverage and
strength. In June negative sensitivities occupy most of the central Arctic Ocean
and shelf seas, except for the small zone of positive values to the north of Green-
land. This zone disappears in July and negative sensitivities dominate over almost
the whole Arctic Ocean. Later, in August, the strength of the sensitivities weak-
ens, with negative sensitivities staying mostly in the Amerasian Basin and weaker
positive sensitivities in the Eurasian Basin. During September, small negative sen-
sitivities are left only in the Beaufort, the East Siberian, and the Laptev Seas, when
small positive sensitivities are located along the eastern coast of the Greenland, to
the north of the Spitsbergen, and around Franz Josef Land.
Both sensitivities of AREA and VOLUME to U wind component express some,
mostly weak, positive and negative values during the winter period near the coast of
the Siberian shelf seas that reach a minimum in April and come back to some degree
as negative sensitivities in the East Siberian Sea during May. Several studies (e.g.
Rigor et al. (2002); Deser et al. (2000)) suggest that winter atmospheric circulation
creates sea ice preconditions that are important for the consecutive September. In
our experiments, during October-May we only see sensitivities in some coastal areas
and they are not very strong, meaning that the effect of winter circulation is probably
much smaller than the effects of atmospheric circulation during June-September.
Mostly negative sensitivities to the U wind component dominate over the basin
for AREA and VOLUME. Positive values occupy a much smaller area located to
the north of Greenland and the Barents and Kara seas.
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Figure 3.15— Monthly means of VOLUME sensitivities to U wind component. Top: October,
November, December, January; middle: February, March April, May bottom: June, July, August,
September.
Figure 3.16 shows monthly means of AREA sensitivities to the V wind compo-
nent. In contrast to sensitivities to the U component, strong values are observed
in all shelf seas, including the Beaufort Sea. In October through May, sensitivi-
ties become weaker with a minimum in May. In June strong negative sensitivities
located close to the shore and weaker positive sensitivities are more characteristic
for the central Arctic Ocean. During July, the spatial distribution of sensitivities
generally stays the same, but they are getting stronger. In August and especially in
September, negative sensitivities occupy the western part of the Arctic Ocean and
strong positive sensitivities the eastern part of the Arctic Ocean.
During October-May, the sensitivity of VOLUME to the V wind component (Fig.
3.17) shows some weak positive values in the central part of the Arctic Ocean and
also in the coastal seas. There is a notable dipole to the north of Alaska, along
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Figure 3.16— Monthly means of AREA sensitivities to V wind component. Top: October, Novem-
ber, December, January; middle: February, March, April, May; bottom: June, July, August, Septem-
ber.
with mostly negative values in the eastern Kara and northern Barents seas. During
June, large parts of the central Arctic Ocean are occupied by the zone with positive
sensitivities, surrounded by the negative values extended towards coastal seas. In
July, the strength of positive and negative sensitivities increases but the area of
positive ones shrinks. During August most of the Amerasian Basin is covered by
the positive sensitivities, while in the coastal areas negative sensitivities are still
dominant. In September the only considerable sensitivities stay along the ice edges
in both the Eurasian and Amerasian basins.
In order to analyze sensitivities to U and V wind components in a combined
way and estimate how important forcing over the different regions might be for
the interannual changes of sea ice, we make plots where sensitivities to U and V
wind components are combined to obtain vectors and overlaid on the interannual
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Figure 3.17— Monthly means of VOLUME sensitivities to V wind component. Top: October,
November, December, January; middle: February, March April, May; bottom: June, July, August,
September
standard deviation of monthly mean U and V wind components. The direction
of arrows should be interpreted as the most preferable direction of the wind for
the increase in the AREA and VOLUME, hereafter referred to as preferable wind
direction (PWD). The length of the arrows should be interpreted as follows: the
longer the arrow, the stronger the positive sensitivity to the wind in the location
of the arrow tail. To cut out extremely high local sensitivities that are related to
the instabilities in the linearized model, we take into account only the sensitivities
that do not exceed a certain threshold, which for AREA equals 0.2 km2/m s−1 and
for the VOLUME equals 0.9 km3 10−3/◦C. We show only every third vector for the
purpose of better visualization.
First we will analyze PWD and strength of the sensitivities for the AREA (Fig.
3.19). In June-August the strongest sensitivities can be found in the Canada Basin,
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Figure 3.18— Arrows: combined sensitivities of AREA to U and V components of the wind.
Colors: standard deviations of the monthly mean U wind component. Top: June, July; bottom: August,
September.
and the PWD is towards the coast of Alaska and the western part of Canada. In
June to the north of the Siberian Seas, PWD is towards the east, and the sensitivities
are especially strong to the north of the East Siberian Sea. Then in July PWD turns
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Figure 3.19— Arrows: combined sensitivities of AREA to U and V components of the wind.
Colors: standard deviations of the monthly mean V wind component. Top: June, July; bottom: August,
September.
more towards the interior of the coastal seas while the strength of the sensitivities
increases considerably to the north of Spitsbergen. In August the strength of the
sensitivities is weakened and then in September they become stronger again and
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PWD is organized in a basin-wide cyclonic feature.
Figure 3.20— Mean sea ice transport for 1980-2007 in MITarc40. Top: June, July; bottom:
August, September.
In the beginning of May the sea ice transport in the Arctic Ocean (not shown)
is minimal since most of the model domain is covered by the ice with SIC close to
100%. Later, with the onset of ice melting, transport starts to increase slightly in
June and becomes very strong in July (Fig 3.20). Sea ice sensitivities of AREA and
VOLUME to the wind and temperature during this time indicate the importance of
this period in shaping the state of September sea ice. The transport of thicker sea ice
from the center of the basin and from the north of the Canadian Archipelago towards
coastal seas increases the resistance of the ice to summer melting. Movement of the
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ice towards the center of the basin will open more water in coastal areas, increase
ocean heat absorption, and, as a consequence, warm the atmosphere and melt more
sea ice. Positive ice-albedo feedback probably starts to work actively already in
June, when the first big leads are formed in the areas with thinner ice. These leads
may serve as a nucleus for the following ice retreat. That makes redistribution of
the sea ice in June and July very important for the development of sea ice melting
and consecutive September sea ice state.
Regionally our results agree with previous studies. For the Beaufort sea, Drobot
and Maslanik (2003) found that enhanced easterly and southeasterly winds are dom-
inant during the years with light ice conditions. Our results show the PWD for an in-
crease in AREA to be north easterly. Deser et al. (2000) show for the Barents, Kara,
Laptev, and East Siberian Seas that reduction in sea ice concentration is associated
with an anomalous southerly wind component over the seas and increase in sea ice
concentration associated with an anomalous northerly wind component. They also
found that during 1979-1996 atmospheric circulation anomalies in May-July have a
stronger influence on sea ice cover than those in June-August or April-June. The
importance of the late spring atmospheric circulation for shaping the late summer
sea ice extent was also shown by Serreze et al. (1995) and Maslanik et al. (1996).
Two things should be noted when analyzing the figures of wind components’
standard deviations together with PWD. First, wind components’ STDs presented
here are on the model grid and the direction of each component is indicated on the
figures. Second, while analyzing figures with STD for a particular wind component,
one has to consider the PWD that is directed more along the axis of this wind
component.
Standard deviations of the monthly mean wind speed of the U component are
presented in Fig. 3.17. In June and July the U wind STD is fairly uniform over the
Arctic Ocean, exceeding values of 3.5 m/s only in some Siberian seas. Slightly lower
values of the U wind STD coincide during these months with the strongest values
of sensitivities in the Beaufort Sea and to the north of Spitsbergen. This might be
interpreted to mean that while sensitivities are strong in these areas, they might
have a lesser or equal impact on the interannual changes in the sea ice conditions in
the Arctic Ocean compared to surrounding areas with weaker sensitivities but higher
U wind STD. In August and September, the U wind STDs are less uniform over the
Arctic Ocean with regions that have values up to 4 m/s appearing over the central
Arctic. In the Siberian seas, U wind STDs reach 4.5-5 m/s. While in August areas
with high U wind STDs to the north of the New Siberian Islands are associated with
onshore PWD, which is along the V axis of the model and not affected by the U
wind, in September PWD turns to the east and becomes affected by the U winds
that have high STD here. This means that instant dynamical forcing of the ice by
U wind in the areas surrounding the New Siberian Islands might be important for
ice formation in September (note that in our model during September, ice freezing
processes are dominating).
June and July V wind STD (Fig. 3.19) distribution is even more uniform than
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for U wind STD. Minimum values of 1.5-2 m/s are observed only to the north of
Greenland, and maximum values of 3.5-4 m/s are observed in a small area to the
north of Alaska. In June there are no PWDs associated with strong sensitivities
to the V wind. In July there are areas with strong sensitivities to the north of the
Laptev Sea with PWD to the shore and to the north of Spitsbergen, where PWD is
more towards the Fram Strait. In August the V wind STD increases to the north
of Alaska and over the Laptev Sea, where strong sensitivities related to the V wind
component are observed. In September the V wind STD over the Arctic Ocean
increased even more and the combination of strong sensitivities and high V wind
STD becomes prominent over the Nansen and Amundsen basins. Another area of
strong sensitivities and PWD along the V axis of the model is in the north of the
Canadian Archipelago, but it is associated with lower V wind STD.
After analysis of Fig. 3.17 and Fig. 3.19 we can name several good candidates
for areas where wind changes can determine the interannual AREA variability due
to the combination of strong sensitivities and high wind STD. For the U wind it is
north of the New Siberian Islands in June and to a greater extent in September. For
the V wind it is to some extent north of the Laptev Sea in August and the area to
the north of Frans Josef Land and the Laptev Sea in September.
PWDs and the strength of the sensitivities for VOLUME are presented in Fig.
3.21. From Fig. 3.15 and Fig. 3.17 it is clear that sensitivities of VOLUME to
wind components are much weaker in August-September than in June-July, which
is why we will demonstrate figures only for the last two mentioned months. The
spatial distributions of PWDs during both June and July are very similar, while
during July sensitivities are stronger in the Beaufort Sea and over the Nansen and
Amundsen basins. In the Beaufort Sea, PWD is favors transport of thicker ice from
the north of the Canadian Archipelago towards the coast of Alaska and the eastern
coast of Canada. This thicker ice is more resistant to the summer ice melt and
will contribute to an increase in the VOLUME. In June, PWDs to the north of the
Laptev and East Siberian seas are quite close to the one that we have for the AREA
with PWD to the east. But in July, PWD for the VOLUME is more from the Laptev
and to some degree from the East Siberian seas while PWD for the AREA is towards
these seas. Winds that blow onshore in July bring thicker ice from the central parts
of the Arctic Ocean to the Siberian Seas and increase the sea ice area. At the same
time, atmospheric thermodynamical conditions favor melting in these regions. This
ice probably survives the summer but becomes thinner than if it were to stay in
the central Arctic Ocean. In the Eurasian Basin, strong sensitivity values presented
during July for both AREA and VOLUME, but in the case of VOLUME, PWD
there turned more towards the west, indicating that a positive impact on VOLUME
will have winds that drag ice away from the Kara and Barents seas but towards the
north of Greenland where it can be accumulated.
U and V wind STDs in June-July, as mentioned before, are distributed quite uni-
formly. Only the matching of relatively high U wind STDs with strong sensitivities
in the Laptev Sea and relatively low U wind STDs again with strong sensitivities
near the coast of Canada can be observed. Low V wind STDs coincide with strong
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Figure 3.21— Arrows: combined sensitivities of VOLUME to U and V components of the wind.
Colors: standard deviations of the monthly mean wind component. Top: STD of U wind component;
bottom: STD of U wind component. Left: June; Right: July.
sensitivities to the north of Greenland. It is hard to name any areas that would
contribute more than others to the interannual changes in VOLUME due to inter-
annual changes in wind, since the STD of wind components for the Arctic Ocean is
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mostly within 2.5-4 m/s.
We can conclude that in some regions, winds of particular directions will have
different effects on AREA and VOLUME. Onshore winds during July in the Laptev
and East Siberian seas will increase the AREA and decrease the VOLUME. Winds
blowing in July along the axis of the Nansen and Amundsen basins towards Green-
land will be favor an increase in VOLUME, but will be not that good for the AREA,
which has PWD turned more to the south. Nevertheless PWDs for AREA and VOL-
UME are very similar in the Canadian sector of the Arctic, indicating that movement
of the ice towards the Canadian coast with redistribution of the thick ice from the
north of the Canadian Archipelago more towards the center of the Arctic Ocean
leads to increases in both AREA and VOLUME.
At the end of this section we emphasize the main conclusions drawn from the
analysis of the mean AREA and VOLUME sensitivities:
• Both mean AREA and VOLUME sensitivities to SAT have weak values during
October-March. Sudden strengthening occurs in June and then values of the
sensitivities gradually weaken during July-September.
• Maximum AREA sensitivities to SAT are located close to the ice edge over
the areas where in September there will be ice with concentrations of about
0.7-0.8 frac.
• Both mean AREA and VOLUME sensitivities to wind components showed the
highest values in the period June-September; however VOLUME sensitivities
in August-September are much weaker than in June-July.
• PWD for AREA favors spreading sea ice toward the marginal seas, while PWD
for VOLUME is mainly from the Siberian seas toward central parts of the
Arctic Ocean and to the north of Greenland and the Canadian Archipelago.
PWDs for both cost functions are toward the coast in the Beaufort Sea and
to the north of Alaska.
• The STD of monthly mean wind components over the Arctic Ocean is fairly
uniform and we can name only the area to the north of the Laptev Sea as a
region where a combination of the high sensitivities and high STD of the wind
components may determine interannual AREA and VOLUME variability.
• There might be situations in which the wind blowing in a certain direction
favors an AREA increase and a VOLUME decrease, and vice versa. We can
see it happen in the case of the onshore winds during July in the Laptev and
East Siberian seas and in the case of winds blowing in July along the axis of
the Nansen and Amundsen basins toward Greenland.
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3.6 Adjoint sensitivities during the three time periods:
1980-1989, 1990-1999, and 2000-2007
During the period of our analysis, sea ice characteristics are varying considerably.
To see whether sensitivities vary as well we look at three separate time periods that
show substantially different distributions of mean sea ice characteristics. Division
to the periods will also help us to check and expand the conclusions drawn in the
previous section about the ways in which sensitivities are related to the SIT and SIC.
Following the studies of sea ice variability mentioned in the introduction we choose
the periods 1980-1989, 1990-1999, and 2000-2007 (Fig. 3.3). The first (1980-1989,
hereafter 1980s) is characterized by mostly anticyclonic atmospheric circulation, ex-
tended summer sea ice cover, and a relatively big fraction of thick multiyear ice.
The second (1990-1999, hereafter 1990s) is characterized by more cyclonic atmo-
spheric circulation, shrunken summer sea ice cover, and a decrease in the fraction
of thick multiyear ice. The third (2000-2007, hereafter 2000s) is characterized by a
return to slightly more anticyclonic conditions but with a continuous summer sea
ice concentration retreat and decrease in the sea ice thickness.
Figure 3.22 shows the monthly means of AREA sensitivities to SAT for three
different periods. The distributions of sensitivities for June and July show no big
differences between the 1980s and the 1990s, except for the fact that coverage by
stronger negative sensitivities is a little larger during the 1990s. Differences are
much greater between these two periods and the 2000s. During the 2000s, stronger
sensitivities occupy a larger area and propagate further towards the center of the
Arctic Ocean to the north of the East Siberian Sea and the Alaskan coast. Nev-
ertheless, development of the sensitivities during the 2000s through the summer
months remains the same with the maximum in June and the minimum in August.
In the Eurasian sector, the differences between the three periods are not very big.
In September, weak sensitivities cover almost the whole area of the Arctic Ocean
during all three periods with slightly stronger values during the 2000s.
A comparison of AREA sensitivities to SAT with mean thickness distributions for
June and July (Fig. 3.25) shows their close relation. On average, strong sensitivities
with values less than 1.5 km2/◦C are associated with a certain range of thicknesses.
In June in the Amerasian Basin this range is from 1.6 m to 2.4 m, and in the
Eurasian Basin it is from about 1.4 m to 2 m. In July in the Amerasian Basin
this range is from 1.4 m to 2.2 m, and in the Eurasian Basin it is from about 0.8-
1 m to 1.8 m. Differences between June and July are due to melting and reach
about 20 cm in each region. Probably all sea ice that is below this range will be
melted during the summer season. Ice that is in this range has a chance of surviving
summer melting, and ice that is above this range will most probably survive over
the summer. The reason why we have strong sensitivities in the regions where ice is
in this certain thickness range is its uncertain fate. Higher than usual temperatures
over these regions may melt more thin ice and decrease the resulting AREA, while
lower temperatures will preserve this ice. The consistency of these thickness ranges
3.6 Adjoint sensitivities during the three time periods: 1980-1989,
1990-1999, and 2000-2007 77
Figure 3.22— Monthly means of AREA sensitivities to SAT. From left to right: left: 1980s; middle:
1990s; right: 2000s. From top to bottom: top: June; middle: July; bottom: August.
through the different periods emphasizes importance of the background thickness for
the thermodynamical forcing of the sea ice on short time scales and its interannual
variability.
Maslanik et al. (2007b) combine ICESat data with estimations of ice age for
February-March of 2003-2006 and get mean thickness values of 1.5 m for the one-
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Figure 3.23— Monthly mean VOLUME sensitivities to SAT. From left to right: left: 1980s; middle:
1990s; right: 2000s. From top to bottom: top: June; middle: July; bottom: August.
year-old ice, 2 m for two-year-old ice, 2.3 m for three-year-old ice, and 2.5 m for four-
year-old ice. The mean thickness in the model runs changes very slightly between
March and June, so we can compare June values in the model with Febrary-March
means from Maslanik et al. (2007b). The upper limit in the range of thicknesses
associated with high values of AREA sensitivities in June is 2.4 m for the Amerasian
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Figure 3.24— Monthly means of SIC for three different periods.
Basin, which gives us an ice age of 3-4 years, and 2 m for the Eurasian Basin, which
gives us an ice age of about 2 years. Lower limits in both basins are in good
agreement with values for one-year-old ice. Using this information together with
satellite methods of ice age retrieval, we could localize the areas where more attention
to the surface air temperature should be paid in order to predict the sea ice state
in September. Direct information about sea ice thickness from the ESA CryoSat-2
satellite, whose launch is planned for the beginning of 2010, may increase our skill
in predicting summer sea ice conditions. Note that due to the thermodynamical
scheme we used, the ranges we found might be thinner in reality.
Figure 3.24 shows the monthly means of VOLUME sensitivities to SAT. The
strongest sensitivities in June are observed during the 1990s, especially in the eastern
part of the Kara Sea, the Laptev Sea, and the western part of the East Siberian Sea,
while weaker sensitivities are found during the 2000s, especially over the Eurasian
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Figure 3.25— Monthly means of SIT for three different periods.
Basin. In July this tendency continues and the 1990s have the strongest sensitivities,
especially over the Eurasian Basin. A decrease in VOLUME sensitivity to SAT in
the Eurasian Basin during the 2000s is probably related to the slight increase in snow
cover in this region (not shown), which has lower conductivity than sea ice and makes
the sea-ice-snow system more resistant to melting. A simultaneous slight decrease
in sea ice concentration may also play a role. Relatively strong sensitivities to the
north of the Siberian Seas in July in the 1990s come from the strong sensitivities
in the year 1993. During this year, sea ice thickness in this area is close to average
but the sea ice concentration exceeds the average by about 0.15 frac. This leads to
strong sensitivities that affect the mean value for the 1990s.
The balance between sea ice concentration and thickness is very important for
the resulting VOLUME. In a simplified manner, sensitivities of the VOLUME to
air temperature could be expressed as c/h, where c is the sea ice concentration and
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h is the thickness. Sensitivities are weak where either bothc and h are high (like
in the area to the north of Greenland) or low (like near the ice edge), or c is very
small. Sensitivities are high where c is high and h is low, like in the areas where the
new thin ice is formed during the winter. But this is of course a very simple way of
thinking about it; other factors could also play a role, like in the case of the snow
thickness.
Figure 3.26 shows PWD for AREA in three different periods for the June-
September. In June of the 1980s and 1990s, the biggest PWD differences are located
in the Amerasian Basin. For the 1990s, sensitivities in the middle of the Arctic Ocean
are weaker than for the 1980s, and PWD near the Alaskan coast turns more towards
the Bering Strait and the East Siberian Sea. The latter might be explained by the
fact that during the 1980s ice in the East Siberian and Chukchi seas was thick, and
adding even more thick ice would not considerably affect the resulting AREA, while
in the 1990s, ice in these regions, and especially in the eastern part of the East
Siberian Sea, became thinner and incoming transport of the thicker ice may affect
the resulting AREA.
PWDs in June of the 2000s are close to those in the two previous periods but the
strength of the sensitivities increased considerably. Strong sensitivities occupy large
parts of the Arctic Ocean to the north of Eurasia. It is not possible to see whether
PWDs to the north of the Barents and Kara seas still have a strong southern com-
ponent since we restrict our analysis to sensitivities that are not stronger than 0.2
km2/m s−1. The same is true for the regions to the north of the East Siberian and
Chukchi seas, where instabilities in the linearized model are very strong, probably
due to the absence of the sea ice during some of the years of this period. A combi-
nation of the ice thinning and a decrease in SIC over the Arctic Ocean is probably
the main reason for the increase in the sensitivities’ strength during the 2000s. Sea
ice concentration in June of the 2000s is only about 0.05 frac. less compared to the
previous periods (Fig. 3.24), but this seems to be enough to increase sea ice mobility
and lead to considerable strengthening of the sensitivities.
In July the strength of the sensitivities for the 1990s is increased in the central
Arctic Ocean compared to the 1980s. This is the opposite to the situation of June,
for which the 1980s show slightly stronger sensitivities in the central Arctic. This is
probably related to the fact that the “bridge” of ice thicker than 2.4 m between the
Canadian Archipelago and the western part of the East Siberian Sea that exists in
July of the 1980s disappears in the 1990s. Combination with the lower SIC makes
the ice more mobile and increases the sensitivities. The whole PWD in July of the
1990s experiences some sort of shift in anticyclonic direction over the major parts
of the Amerasian and Eurasian Basins in relation to the 1980s period, but stays the
same over the Lomonosov ridge. In the Amerasian basin it is related, as mentioned
before, to the increase in the areas with thinner ice to the north of the Chukchi and
East Siberian Seas, while to the north of the Barents Sea and Fran Strait there is
a tendency to preserve ice inside the central basin since it became thinner in the
1990s and can no longer serve as a stabilizing factor for the AREA but will be melted
away. PWD in July of the 2000s resembles the 1990s more closely, but with a more
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Figure 3.26— Combined sensitivities of AREA to U and V components for three different periods.
easterly component over the big part of the Lomonosov ridge and a more westerly
component to the north of the Laptev Sea. This indicates the same tendency to
save ice from being exported to the marginal seas, but now for all seas except the
Chukchi and Beaufort seas. Sensitivities are further strengthened in comparison
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with the previous periods, which coincide with decreased thickness and SIC over the
whole Arctic Ocean.
In August, PWDs in the 1980s and 1990s are quite similar except that there is
again an anticyclonic shift in the Amerasian Basin during the 1990s and generally
weaker values of sensitivities, especially in the Eurasian Basin. PWDs in August
of the 2000s are substantially different from those in the two other periods. In the
Eurasian Basin along the Siberian shelf break, most of the PWD are to the east
and are associated with very strong sensitivities. This is probably related to the
combination of the decrease in SIC compared to the 1990s by about 0.10 frac. and
decrease in SIT compared to the 1990s by about 40 cm. Ice with these characteristics
that is exported to the Shelf Seas probably would not contribute to the increase in
AREA and it is better to “preserve” it in the regions along the northern borders of
the Shelf Seas. There it will not be melted due to high temperatures in the Shelf
Seas, but also will not decrease the total sea ice area due to moving towards the
center of the Arctic Ocean.
September PWD during the 1980s forms a cyclonic feature around the North Pole
associated with strong sensitivities. PWDs are opposite to the dominant anticyclonic
circulation, which exports sea ice through the Fram Strait and favors preserving the
“status quo”, where the main body of the sea ice does not move either to the center
or to the border of the Arctic Ocean. In the 1990s there is no such anticyclonic
structure in PWD and there are more grid points with PWD from the center of the
Arctic towards the Alaskan and Canadian coast. Sensitivities to the north of the
Canadian Archipelago are smaller than during the 1980s and PWD is mostly onshore
there. September of the 2000s is characterized by strong sensitivities all over the
Arctic Ocean with PWD in the Eurasian basin mostly directed towards the Atlantic
Ocean and in the Amerasian sector towards the Pacific Ocean. During both the
1990s and the 2000s there is a tendency for PWD to be towards the borders of the
Arctic ocean, spreading thicker ice from areas with higher SIC to the seas, while in
the 1980s ice in the seas has characteristics that favor freezing without “injections”
of older ice.
Sensitivities of VOLUME to U and V wind components during August and
September are very small, due to both decreased SIC and SIT, so we will ana-
lyze only June and July (Fig. 3.27). PWDs during June of the 1980s and 1990s are
different in the region to the north of the Canadian Archipelago, while in the 1980s
PWD is from the center of the basin towards the Beaufort Sea and in the 1990s
PWD are first from the shore of the Canadian Archipelago and then towards the
Alaskan coast. In the Beaufort Sea and adjacent waters, a slight anticyclonic shift
can be observed that is the same as that in PWD for AREA. To the north of the
East Siberian Sea, sensitivities during the 1990s are stronger than during 1980s. To
the north of Spitsbergen and Greenland, sensitivities in the 1990s are smaller than
in the 1980s, and PWD is out of the basin, while in the 1980s they are towards
Greenland. June PWD for the 2000s is characterized by a strong component out
of the Barents, Kara, and Laptev seas towards central parts of the Arctic Ocean
and an easterly component in the East Siberian Sea associated with strong sensitiv-
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Figure 3.27— Combined sensitivities of VOLUME to U and V components for three different
periods of the wind.
ities. Sensitivities in the central Arctic Ocean and the Beaufort Sea are also strong
and PWD in these regions resembles those of the 1980s more closely. Differences
between the three periods are probably completely explained by differences in the
ice thickness (Fig. 3.24). PWD favor thicker ice redistribution towards the Alaskan
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and Canadian coast and thinner ice redistribution from the Eurasian Basin towards
areas with thicker ice in the central parts of the Arctic Ocean and to the north of
the Greenland and Canadian Archipelago.
In July of the 1980s, PWD stays almost the same as in June with only slightly
different PWD in the central part of the Arctic, turning more towards the East
Siberian Sea, with increased sensitivities to the north of the Kara Sea. In the 1990s,
July PWD stays close to PWD for June in the Amerasian Basin but sensitivities are
considerably strengthened. In the Eurasian Basin, PWD are more towards Green-
land and the strength of the sensitivities is also increased. This increase is explained
by the ice thinning, since SICs in this region during the 1980s and 1990s are the
same. In July of the 2000s PWD and the strength of the sensitivities in the Am-
erasian Basin stay very similar compared to June, but in the Eurasian Basin PWD
shifted counterclockwise towards Greenland and the overall strength is increased.
This might be associated with both the decrease in SIT and SIC.
In this section we analyze sensitivities for three different time periods. We try
to connect changes in sensitivities with changes in SIC and SIT for these periods
in order to show how sea ice characteristics during the summer months shape the
impact of the atmospheric forcing on the resulting AREA and VOLUME. Our main
findings can be summarized as follows:
• Distribution and strength of the sensitivities for the three periods do differ.
There are especially big differences between the 2000s and the other two pe-
riods. During the 2000s, strong AREA sensitivities to SAT occupy larger
areas of the Arctic Ocean in comparison to the 1980s and 1990s, while strong
VOLUME sensitivities occupy smaller areas.
• There is a close relation between the distribution of AREA sensitivities to
SAT and SIT that is consistent throughout the whole three periods. In the
beginning of the melt period strong AREA sensitivities to SAT are associated
with ice thickness from 1.6 m to 2.4 m in the Amerasian Basin and 1.4 m to
2.0 m in the Eurasian Basin. High resolution data about SIT distribution are
required, since closer investigation of this relationship may lead to an increase
in our skill in predicting September SIC.
• The balance between SIC and SIT is very important for sensitivities of VOL-
UME to SAT. In regions where both SIC and SIT are high or low, sensitivities
are low. In regions where SIC is high, but the SIT is low, sensitivities are high,
since large amounts of thin sea ice that are more prone to melting may largely
affect VOLUME.
• The differences in SIC and SIT control the differences in AREA and VOLUME
sensitivities to wind for our three periods. Mean sensitivities in the 2000s
become stronger in comparison with sensitivities for the 1980s and 1990s. Due
to thinning of the sea ice, PWDs in the 2000s are changed such that sea ice
export toward the Siberian Shelf seas during July-August is no longer the best
way to increase the AREA.
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• In PWD for VOLUME in June-July of the 2000s, the component directed
from the Siberian Shelf seas toward the center of the Arctic Ocean increased
considerably, showing that VOLUME became more sensitive to the sea ice
redistribution between central regions of the Arctic Ocean and the Siberian
Shelf seas. Ice export toward the Siberian Shelf seas in the 2000s might lead
to stronger VOLUME decrease in comparison to the 1980s and 1990s.
3.7 Time evolution of sensitivities in different regions
In the previous two sections we analyzed monthly means of the sensitivities’ spatial
distribution. As has been shown, differences between monthly averaged fields in the
summer months are usually quite big, and it is interesting to see how sensitivities
evolve over time on a smaller time scale. It is not possible to present maps of the
sensitivities distribution for every day of the year, so we decide to “condense” this
information. We choose several boxes (Fig. 3.28) from our model domain: Box 1
covers the Beaufort Sea and the areas to the north of the Alaskan coast; Box 2 is
located to the north of the Greenland and Canadian archipelago; Box 3 represents
the areas around Spitsbergen, Frans Josef Land, and the eastern part of the Kara
Sea; and Box 4 covers the region to the north of the Laptev Sea. According to the
analysis done in the previous sections, behavior of the sensitivities in these regions
is interesting and important for the cost functions. Taking a closer look at these
boxes will allow us to explore the seasonal cycle of the sensitivities and to better
understand the reasons for the changes in values of the sensitivities. Sensitivities in
the regions covered by the boxes are averaged for every day, and these values are
then averaged across the years of the time period in which we are interested. All
values are smoothed by a moving average with a window of 10 days.
Figure 3.29 shows the evolution of the mean daily AREA and VOLUME sensi-
tivities to SAT for two boxes that are representative for the demonstration of the
seasonal cycle. Sensitivities in Box 2 are characterized by weaker values, and Box 4
covers the regions where the sensitivities are relatively strong. In both boxes, sea-
sonal changes in the sensitivities in general have similar shapes but differ in strength
and details. When we talk about the strength of the sensitivities to the air temper-
ature and their maximums and minimums we mean absolute values. During winter,
sensitivities are close to zero and start to emerge rapidly with the beginning of the
melting season in the middle of May. They reach the first local maximum in the
middle of June and then start to decrease until the local minimum, associated with
the beginning of freezing, is reached (we have shown that, in general, freezing in our
model simulations starts in the second half of August; Section 3.4, Fig. 3.7). This
is followed by the peak in the middle of September, and then sensitivities become
close to zero. VOLUME sensitivities to the SAT (Fig. 3.30) repeat the behavior
of AREA sensitivities until August, but then instead of having a second peak the
slope is slightly increased after the beginning of the freezing period. The relative
strengths of the sensitivities in Box 2 and Box 4 for AREA differ considerably, as
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Figure 3.28— Division of the model domain into boxes.
in the case of VOLUME they are close to each other with still stronger values in
Box 4. The presence of the second peak in values of the AREA sensitivities to SAT
demonstrates how sensitive the SIC is to the changes in the temperature. VOLUME
sensitivities to the SAT do not have a second peak since the newly formed ice is very
thin, and the ice that survives the summer increases its thickness very slowly.
To show the evolution of the mean daily AREA and VOLUME sensitivities to
the wind components, we choose Box 1 and Box 4. In Box 1, sensitivities to the
U and V components for AREA and VOLUME have similar signs, while in Box
4 sensitivities to the V component have a period in which the signs are opposite.
Sensitivities to the U wind component are presented in Fig. 3.30. For both cost
functions, sensitivities in winter are close to zero and start to emerge in the middle
of May with the beginning of the melting period. In Box 1, sensitivities are mostly
negative during the whole summer for AREA and VOLUME, showing that to the
north of Alaska and the western part of Canada, wind that will increase both cost
functions should blow onshore. The VOLUME sensitivities become close to zero
in the middle of August as a result of the thinning of sea ice and decrease in its
concentration, while sensitivities of AREA continue to be strong through the whole
summer period, indicating that dynamical redistribution of the ice in this region is
important for the AREA during all summer months.
For sensitivities in Box 4, behavior is more complicated. Sensitivities there are
also mostly negative, but for the AREA they have two negative peaks with close
to zero values from the middle of June to the middle of August, while values for
VOLUME show one negative peak in the middle of June and one positive peak in
August. The period of weak AREA sensitivities might be explained by the compara-
tively uniform distribution of thickness and SIC in this box along the axis parallel to
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Figure 3.29— Evolution of the mean daily AREA and VOLUME sensitivities to SAT. Top: Box 2;
bottom: Box 4. Left: AREA sensitivities; right: VOLUME sensitivities.
the northern border of the Laptev Sea. The U wind is responsible for the movements
of the sea ice along this border but ice redistribution in this direction should not
affect the resulting AREA. Periods of strong AREA sensitivities might be related
to the fact that moving relatively thick ice to the west instead of exporting it to the
Laptev Sea (see next paragraph) leads to a decrease in the resulting AREA. The
shape of the curve that describes VOLUME sensitivities to the U wind in Box 4
is explained by negative effects that the export of the thick ice from the north of
the East Siberian Sea might have on the resulting VOLUME during the melting pe-
riod, and by positive effects that the same transport might have during the freezing
period.
Sensitivities to the V wind component are presented in Fig. 3.31. In Box 1
sensitivities for both AREA and VOLUME show mostly negative values that favor
pushing the ice more to the Canadian coast. Sensitivities to air temperatures there
are small and ice area and thickness have a big chance to be preserved and contribute
to the resulting AREA and VOLUME. The situation to the north of the Laptev Sea
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Figure 3.30— Evolution of the mean daily AREA and VOLUME sensitivities to U wind compo-
nent. Top: Box 1; bottom: Box 4. Left: AREA sensitivities; right: VOLUME sensitivities.
in Box 4 is different. Sensitivities for AREA demonstrate mostly positive values
here, indicating that export of the thicker sea ice from the areas with high SIC to
the Laptev Sea will increase the resulting AREA. Sensitivities for VOLUME, on the
contrary, show mostly negative values, indicating that export of the thicker ice from
the central parts of the Arctic Ocean to the Laptev Sea, where sensitivities to the
SAT are high, will have a negative impact on the resulting VOLUME. This example
shows that the same dynamical forcing in some regions of the Arctic may lead to
different consequences for different characteristics of the sea ice. What is good for
the sea ice area is not necessarily good for the sea ice volume, despite the fact that
volume is dependent on area.
As we have shown in the previous section, interdecadal differences in sensitivities
are considerably high. Therefore it is worth looking at the time evolution of the mean
sensitivities through the year for our three periods in order to see how differences in
sea ice characteristics affect the seasonal cycle of the sensitivities.
Evolution of the mean daily AREA and VOLUME sensitivities to surface air
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Figure 3.31— Evolution of the mean daily AREA and VOLUME sensitivities to V wind compo-
nent. Top: Box 1; bottom: Box 4. Left: AREA sensitivities; right: VOLUME sensitivities.
temperature in Box 3 is shown in Fig. 3.32. Sensitivities for both cost functions in
this box are relatively high, but do not reach extreme values like, for example, in Box
4. Sensitivities for AREA during the 1980s and 1990s are close to each other, while
in the 1990s they are a bit stronger. In the 2000s, sensitivities increase considerably
due to thinning of the sea ice in the area of Box 3. Sensitivities for VOLUME
during the 1980s and 1990s are also close to each other, when in the 2000s there is
a slight decrease in strength of the sensitivities, probably due to both decreased sea
ice thickness and sea ice concentration. So sensitivities of AREA tend to be stronger
in the 2000s, while sensitivities of VOLUME, on the contrary, tend to be weaker
compared to previous periods. Note that the evolution of the sensitivities to air
temperature through the year is relatively smooth and in general repeats the shape
of the mean curve. This is not the case for the sensitivities to the wind components.
Sensitivities of both cost functions to wind components have very high variability
and general tendencies can be seen only on the smoothed means. As we show on
the PWD distribution maps, the differences in sensitivities to the wind components
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Figure 3.32— Evolution of the mean daily AREA (left) and VOLUME (right) sensitivities to sur-
face air temperature in Box 3. Black: 1980-1989; magenta: 1990-1999; green: 2000-2007.
Figure 3.33— Evolution of the mean daily AREA (left) and VOLUME (right) sensitivities to the V
wind component in Box 4. Black: 1980-1989; magenta: 1990-1999; green: 2000-2007.
between time periods might be sufficient. A good illustration of this is an evolution
of the mean daily AREA and VOLUME sensitivities to the V wind component in
Box 4 (Fig. 3.33). Mean values for AREA sensitivities to the V wind component in
Box 4 are presented in the lower panel of Fig. 3.31 and one can see how different
they are from the means for the individual periods. While in the 1980s and 1990s
there is a general agreement on the sign, in the 2000s the sign during the melt-
ing period has changed, indicating that ice located in Box 4 being exported to the
Laptev Sea is not able to survive summer melting any more, and this will make a
negative contribution to the resulting AREA. Values for the VOLUME sensitivities
to the V component during the 1980s and 1990s are mostly negative during the
melting season, although showing some positive peaks, but values for the 2000s are
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strongly negative, reflecting changes in the ice concentration and thickness. This
again shows that similar dynamical forcing in one particular region may have differ-
ent consequences depending on the background SIC and SIT situation.
In this section we explore the seasonal cycle of the mean sensitivities for the
whole 28 years and for the three different time periods. Our main findings can be
summarized as follows:
• The AREA and VOLUME sensitivities to SAT are characterized by close-to-
zero values during the winter and rapid increases in strength associated with
the beginning of the melting season. AREA sensitivities to SAT have a second
maximum in September, associated with the beginning of the freezing period.
• The AREA and VOLUME sensitivities to wind components rapidly increase in
strength after the onset of the melting season due to increased mobility of the
sea ice. In different regions, the seasonal cycle of these kinds of sensitivities may
differ considerably, and rapid changes from positive to negative sensitivities are
possible during the melting season. Time evolution and signs may differ for the
AREA and VOLUME sensitivities to the wind in the same region, as happens,
for example, to the north of the Laptev Sea.
• Seasonal cycles of AREA and VOLUME sensitivities to SAT for the three
time periods differ mostly in the strength of the sensitivities, but the shape
of the curve stays almost the same. For the regions close to the ice edge,
AREA sensitivities to SAT tended to be stronger in the 2000s compared to
the previous periods, while VOLUME sensitivities to SAT tend to be weaker.
The thinner ice along the ice edges is more prone to melting, so the AREA
sensitivity to SAT is increasing in the 2000s. The combined effect of thinner
ice and lower concentrations have decreased VOLUME sensitivities to SAT in
the 2000s.
• Seasonal cycles of AREA and VOLUME sensitivities to wind for individual
periods showed big differences. While sensitivities for the 1980s and 1990s
mostly agree in magnitude and sign, sensitivities for the 2000s showed stronger
values and may differ in sign in comparison with the two preceding periods. To
the north of the Laptev and East Siberian seas this effect is explained by the
thinning of the sea ice in this region. Export of thicker ice to the Laptev and
East Siberian seas during the 1980s and 1990s led to increase in AREA, while
export of ice that became thinner during the 2000s from the same regions will
lead to a decrease in AREA, since this ice is more prone to melting.
3.8 Five-year run
To explore whether the sensitivities of AREA and VOLUME to the atmospheric
forcing extend further back in time we perform a five-year adjoint run. The scheme
we use is similar to the one-year runs but with increased time of the adjoint run. For
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this experiment we choose the year 1990. The first spin-up is performed from 1981
until 1985, and then from the spin-up initial conditions in October 1985 a forward run
is performed until September 1990 and then an adjoint run is performed backwards
until October 1985.
Figure 3.34— Mean June sensitivities of AREA to SAT for different years of the five-year run.
We choose June to show monthly means of AREA sensitivities to the surface air
temperature (Fig. 3.34) since it is during this month the sensitivities are strongest.
We did not show the first year, since the strength of the sensitivities there is very low
(although they still exist). Year 2, Year 3, Year 4, and Year 5 are 1987, 1988, 1989,
and 1990 respectively. The spatial coverage and relative strength of the sensitivities
increase from year to year gradually until they reach maximums during the final year.
Higher values of the sensitivities are associated with regions of thin ice, especially in
the Laptev Sea and eastern part of the Kara Sea. The “bridge” of relatively thick ice
that develops in the model from the north of the Canadian Archipelago to the East
Siberian Sea is associated with weaker sensitivities; this is especially clear during
Year 3.
Figure 3.35 shows mean June sensitivities of VOLUME to SAT. Similar to the
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Figure 3.35— Mean June sensitivities of VOLUME to SAT for different years of the five-year run.
AREA sensitivities, sensitivities of VOLUME increase in area and strength through
the years. Regions to the north of the Siberian Seas are covered by relatively strong
sensitivities in each June. During June of Year 5 we see the distribution of sensi-
tivities characteristic for the above described monthly mean July values of one-year
adjoint runs, with strong sensitivities in the areas of the relatively high sea ice con-
centration with relatively thin sea ice (sea ice thickness in the central Arctic Ocean
during 1990 is relatively small). But during Year 3 and especially Year 4, the region
of stronger sensitivities appears to the north of the Canadian Archipelago. This
indicates that while VOLUME is less sensitive to the temperature changes over the
thick ice to the north of the Canadian Archipelago during the “target year”, it is
sensitive to the temperature changes over this region one and, to some degree, two
years before. This might be explained by the fact that the region to the north of the
Canadian Archipelago is a very important source of the thick ice that later could be
exported to the central areas of the Arctic Ocean and affect resistance of the sea ice
to summer melting. However stronger sensitivities do not cover the whole region to
the north of the Canadian Archipelago, but only some part of it. Comparison with
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thickness distribution for Year 3 and Year 4 (not shown) demonstrates relatively
thin ice in the area associated with stronger sensitivities, so the thickness of the
multiyear ice also matters in the sense of its impact on the characteristics of future
years’ September sea ice.
The existence of the AREA and VOLUME sensitivities to the atmospheric tem-
perature that goes back in time for at least four years shows the importance of the
initial conditions for the resulting September sea ice characteristics. Since the mean
atmospheric thermodynamical forcing during the months of the strongest sensitivi-
ties probably does not change considerably between the years, the background state
of the ice during June and July, even several years before, is an important factor in
shaping the future state of the September sea ice.
Figure 3.36— July preferable wind directions (PWD) for AREA for different years of the five-year
run.
Sensitivities to wind components are stronger during July, due to increased sea
ice mobility associated with a decrease in sea ice concentration, so we choose this
month to show PWD for AREA and VOLUME. Figure 3.36 demonstrates PWD for
AREA. The strength of the sensitivities increases from year to year, and the general
tendency is that PWD favors export of the thick ice from the central parts of the
Arctic Ocean towards marginal seas. There is one considerable exception during
Year 3, when PWD is from the north of the Kara Sea towards the center of the
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Arctic. This is probably related to the fact that July sea ice thickness during Year 3
is smallest among the years and it is better for this thin ice to stay inside the basin
rather than be exported to the Kara Sea where it may be melted. Export of the
thick sea ice to the seas increases the total sea ice concentration and preserves more
ice for consecutive years.
Figure 3.37— July preferable wind directions (PWD) for VOLUME for different years of the five-
year run.
Figure 3.36 demonstrates PWD for the VOLUME. Surprisingly PWD for Years
2, 3, and 4 resembles more PWD for AREA, which favors sea ice transport from the
central Arctic Ocean towards marginal seas. During Year 5, PWD from the center of
the Arctic Ocean and from the Laptev and East Siberian seas point to some kind of
the “border” where PWD has a west-east direction. So only during the “target year”
do we observe PWD from the East Siberian and Laptev seas; during the preceding
years there is a strong component towards these seas. Sensitivities in Years 3 and 4
are quite strong and this tells us that redistribution of the sea ice concentration and
thickness several years before is important for the “target year” September sea ice
VOLUME. It looks like on the shorter time scale it is better to remove the relatively
thin sea ice from the seas, but on the longer time scale it is better to export thick
sea ice to the edges of the Arctic Ocean. During July of the “target year”, the sea
ice in the marginal seas under thermodynamical forcing will become thinner and
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this will have a negative effect on the VOLUME, while during preceding years this
ice may grow thicker again, which will contribute positively to the “target year”
VOLUME. Sensitivities to wind components are highly variable parameters which
depend strongly on the background situation with sea ice concentration and thick-
ness, so we need several other five-year runs to better explore differences between
sensitivities during the “target year” and preceding years.
Figure 3.38— Evolution of the mean daily AREA (left) and VOLUME (right) sensitivities to sur-
face air temperature in Box 4 for the five-year run. Every tick mark is the end of a year (30 September).
Time evolution of AREA and VOLUME sensitivities to surface atmospheric tem-
perature in Box 4 for five years is shown in Fig. 3.38. The area to the north of the
Laptev Sea has relatively high sensitivities during summer periods in all five years
and seems to be very important for sea ice development. One can see close to zero
sensitivities for both AREA and VOLUME during the winter seasons and strong
values during the summer period. The increase in values of the sensitivities from
year to year is close to exponential. For the AREA, the second, smaller peak, asso-
ciated with the freezing period, can be found during every summer period, showing
that this increase in sensitivities occurs not only during the “target year”, but has
a more general nature.
In this section we analyze results of the five-year adjoint run and show AREA
and VOLUME sensitivities before the “target year”. Our main findings can be
summarized as follows:
• The AREA and VOLUME sensitivities to SAT and wind components are ob-
served at least four years before the “target year”. Sensitivities emerge in
summer and almost completely disappear in winter. The strength of the sen-
sitivities gradually decreases backwards in time. Relatively strong AREA sen-
sitivities to SAT in proceeding years are associated mostly with the areas of
thin ice.
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• Regions of thick ice to the north of Greenland have higher VOLUME sensitiv-
ities to SAT one year before the “target year”. This highlights the importance
of this region as a source of the thick ice that might be later redistributed
over the Arctic Ocean. To increase the resulting VOLUME, during the “tar-
get year” it is better to remove the relatively thin sea ice from the seas, but
during the years preceding the “target year” it is better to export thick sea
ice toward the edges of the Arctic Ocean.
• The area to the north of the Laptev Sea is of high importance for the devel-
opment of the sea ice characteristics not only during the “target year”, but at
least four years before. Growth of the sensitivities values in this region from
year to year is close to exponential.
3.9 Discussion and conclusions
In this chapter we analyze sea ice adjoint-based sensitivities to the atmospheric
forcing for each year of the 1980-2007 period. We calculate sensitivities of two cost
functions: mean September sea ice area (AREA) and mean September sea ice volume
(VOLUME), with respect to the surface atmospheric temperature (SAT) and wind
components. The adjoint method allows us to estimate sensitivities for every day
and every grid point during the one-year period preceding the September for which
cost functions are calculated.
To our knowledge only two attempts to use adjoint sensitivities for studying sea
ice have been published in peer-reviewed literature to date. The first is Kim et al.
(2006), who used adjoint sensitivities to analyze sea ice thickness (SIT) sensitivi-
ties to changes in the model parameters for the Los Alamos sea ice model CICE.
They showed that adjoint sensitivities can be successfully used for tuning the model
against observational data, but do not calculate sensitivities to external forcing. The
second is the work of Kauker et al. (2009), who use the coupled ice-ocean model
NAOSIM (North Atlantic/Arctic Ocean Sea Ice Model) for calculation of adjoint
sensitivities to explore the relative contribution of different factors that led to the
sea ice concentration (SIC) minimum in September 2007. As the cost function they
took the sea ice area in the Arctic averaged over the period from 11 to 24 September.
In this study only the period from March to September 2007 was analyzed and they
found that the most important contributors to the extreme sea ice area minimum
were: 2 m temperature in September, May and June wind stress, and SIT on 1
March. Our results are only in partial agreement with Kauker et al. (2009). The
strongest AREA sensitivities to SAT, according to our simulations, exist in June-
July, while sensitivities in September are quite small. Strong AREA sensitivities to
wind components in our simulations are observed in June-September, while in May
they are weak. One should remember that we analyzed monthly mean values of the
sensitivities for several years, while Kauker et al. (2009) considered one summer.
This, and the fact that we used different regional models of the Arctic Ocean and
different cost functions, might explain the differences between our results.
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Some of the mechanisms that relate atmospheric forcing and sea ice changes,
suggested previously, do not find supporting evidence in our study, especially those
that consider winter preconditioning as the main factor that determines the summer
sea ice state. Rigor et al. (2002) proposed that winter increase in ice divergence due
to increase in AO was one of the reasons for the sea ice decrease in the 1990s. In
our simulations, sensitivities of AREA and VOLUME during the winter months in
general have relatively large values only in regions close to the coast or to the ice
edge. This shows that the impact of wind circulation is more regional, and that
decreases in ice ridging and recirculation in the Beaufort Gyre do not have a large
effect on summer sea ice characteristics. The only exceptions are sensitivities of
VOLUME to V wind component, that during winter months showed relatively high
values to the north of the Laptev Sea and over the Lomonosov ridge. This supports
Rigor et al. (2002) suggestion that thin ice formed in polynyas of the Laptev Sea
during winter contributes to the overall ice thinning in September.
Our results are closer to Deser et al. (2000) who showed that for the period 1979-
1996, May-July SLP anomaly fields have the highest correlation with the summer
ice extent, suggesting that the late spring atmosphere dynamical forcing is the most
important for the summer sea ice characteristics. The AREA sensitivities to wind in
our run have high values in June-September, and August showed the smallest values
out of these four months. Highest values were observed in September, but due to
the shift in the seasonal cycle that our model has, we should associate September
strong sensitivities with the period of freezing. Therefore June and July dynamical
forcing is the most important one during the melting period.
Differences in thick sea ice export from the Beaufort Sea and north of the Cana-
dian Archipelago toward the Siberian seas determine sea ice concentration changes
in the Arctic Ocean, according to Zhang et al. (2000). We also showed that sensitiv-
ities of AREA and VOLUME to wind are probably mostly related to redistribution
of SIT. Export of the thicker ice toward the ice edge decreases the vulnerability
of sea ice to a thermodynamic reduction of SIC. However, the source of the thick
ice that helps to resist summer melting was not limited in our simulations by the
Beaufort Sea and north of the Canadian Archipelago, but included the whole central
Arctic where sea ice is thicker, relative to the areas closer to the ice edge. Increased
sparsity of the sea ice in the 2000s also increased its mobility (Rampal et al., 2009),
and this is reflected in enhanced strength of AREA and VOLUME sensitivities to
the wind.
From analysis of the three different periods we can conclude that the way of
thermodynamical influence of the atmosphere does not change between periods. The
effect of the SAT is direct and increase in SAT over some region will lead to melting
with certainly a negative effect for AREA and VOLUME. For the wind effect, it is
largely dependent on the background SIT and SIC. At least for the region to the
north of the Laptev and East Siberian seas in the 2000s, the effect of the onshore
winds for both AREA and VOLUME changed considerably compared with the 1980s
and 1990s. Dynamical forcing that led to increases in AREA and VOLUME in the
1980s and 1990s, will lead to decreases in AREA and VOLUME in the 2000s. This
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might partly explain why, despite the return of the mostly negative AO conditions,
we observe continued decline of the SIC (compare to Rigor and Wallace (2004)).
One of our main findings is that sea ice characteristics in late spring to the
beginning of summer generally shape the way in which atmospheric forcing will
affect mean September sea ice area and volume. To explore the relative importance
of initial conditions and forcing we run an experiment where for initial conditions
we take the model state at 1 June 2007 after a four-year spin-up and force the
model for four months by the atmosphere from 1 June 1987 onwards. Then we
compare monthly mean September SIC and SIT distributions in this experiment
with the original run that starts from 1 June 1987 and is forced by the atmospheric
conditions from this period.
Figure 3.39— Mean September SIC and SIT difference between runs with Top: same forcing
(four months’ NCEP forcing starting at 1 June 1987) and different initial conditions (run with initial
conditions from 1 June 1987 minus a run with initial conditions from 1 June 2007); bottom: same
initial conditions (1 June 2007) and different forcing (four months’ NCEP forcing starting at 1 June
1987 minus four months’ NCEP forcing starting at 1 June 2007).
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Differences between these two runs are shown on the top panel of Fig. 3.39. One
should think of this as a difference between runs with the same forcing but different
initial conditions. SIC differences do not exceed 0.05-0.1 frac. over much of the
Arctic Ocean area. The biggest differences are observed near the ice edge, especially
in the Siberian Shelf Seas and the Beaufort Sea. Distribution of the differences is
in a good agreement with the location of the mean June-July AREA sensitivities
to SAT in the 1980s, showing higher differences where the sensitivities are high and
lower differences where the sensitivities are low. This means that for the run with
initial conditions from 2007 it was harder to rebuild the sea ice in the areas of high
sensitivities to SAT, even under the forcing from the year with high sea ice coverage.
The SIT differences are quite big and reach 1 m in the central parts of the
Arctic Ocean and 1.75 m in the East Siberian Sea, demonstrating that ice thickness
is probably a more conservative parameter and initial conditions here are more
important for the SIT distribution. Thick enough ice cannot be formed even under
favorable atmospheric conditions and some time is needed for SIT to “forget” the
initially thinner mean SIT state.
The bottom panel of Fig. 3.39 shows differences between runs with the same
initial conditions (1 June 2007) and different atmospheric forcing (four months’
NCEP forcing starting at 1 June 1987 minus four months’ NCEP forcing starting
at 1 June 2007). As expected, SIC differences are mostly positive and show values
of 0.05-0.2 frac. to the north of Greenland and in the Eurasian Basin and up to 0.3
frac. to the north of Siberia and Alaska. There are some negative differences as well
to the north of Greenland and to the north of the Kara Sea. This figure shows that
under the favorable forcing (from the year 1987), the ice recovered over large parts
of the Amerasian Basin even after the initialization from 1 June 2007.
There are some positive and negative SIT differences (Fig. 3.39, lower right) in
the Eurasian Basin and to the north of Greenland and the Canadian Archipelago,
but they are weaker than for the runs with the same initial conditions and different
forcing. Only in the region to the north of the Siberian Seas and Alaska there was
no ice in the year 2007, and differences have almost the same strength as for the
runs with the same initial conditions.
From these experiments we can conclude that September SIC probably depends
less on June initial conditions and adapts to the atmospheric forcing very quickly
with the only exception being the ice edge areas. The September SIT in contrast
depends more on the initial conditions, since the growth in sea ice thickness is a
slow process. We believe that “memory” of the sea ice about conditions of the
previous years is carried out by SIT, and this is why we observe sensitivities several
years before the “target year”. One should also remember that our model is not
the coupled one and the NCEP atmosphere already “remembers” where the sea ice
is, having much lower temperatures there and forcing the model to form sea ice. A
coupled system might react differently to a change in initial conditions.
Atmospheric forcing is the main driver of the sea ice development, but how this
forcing is transformed to a particular sea ice state, where and when the effect of the
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forcing will be large, and where it will be moderate or small, are still to a large degree
open questions. Our study is one of the first attempts to explore these questions
with the use of adjoint sensitivities. Our main findings are:
• The AREA and VOLUME sensitivities to SAT have weak values during
October-May, and then experience sudden strengthening in June and grad-
ual weakening during July-September. The AREA and VOLUME sensitivities
to wind components also have the highest values in June-September, while
VOLUME sensitivities in August-September are comparatively smaller.
• Despite the fact that both AREA and VOLUME depend on SIC, the spa-
tial distributions of their sensitivities to SAT differ considerably. The AREA
sensitivities have notable maximums in the marginal seas, while VOLUME
sensitivities are more evenly distributed over the Arctic Ocean regions.
• According to preferable wind directions (PWD) analysis, on average, spreading
of thicker sea ice from the central part of the Arctic Ocean toward marginal seas
in summer increases the AREA, since it is harder to completely melt thick sea
ice. At the same time, keeping thick ice away from the marginal seas increases
VOLUME, since thickness of the sea ice will be reduced in those regions due to
higher SAT. This is not the case for the Beaufort Sea, where sea ice movement
toward the coast increases both AREA and VOLUME. Sometimes the same
wind will lead to the opposite consequences for AREA and VOLUME.
• Analysis of the three different periods allows us to show how AREA and VOL-
UME sensitivities are related to the background distribution of SIC and SIT.
The AREA sensitivities to SAT depend to a large extent on SIT showing
higher values in the areas covered by 1-2 year old ice in the Eurasian Basin
and 1-4 year old ice in the Amerasian Basin. The VOLUME sensitivities to
SAT depend on the relation between SIT and SIC, showing higher sensitivities
in regions where SIC is high and the SIT is relatively small.
• The relation between AREA and VOLUME sensitivities to wind and back-
ground sea ice characteristics is more complicated. A decrease in SIC leads to
an increase in sea ice mobility, and strengthens the sensitivities. A decrease in
SIT may lead to a change in PWD. In the period 2000-2007, PWD for AREA
is not in agreement with the mean values, showing that due to sea ice thinning,
the export of the sea ice from the central parts of the Arctic Ocean toward the
Siberian seas will no longer lead to an increase in the resulting AREA.
• The mean seasonal cycle of the AREA and VOLUME sensitivities to SAT has
a relatively smooth shape and differences between the three periods that we
analyze are mostly in the strength of the sensitivities. In the 2000s, due to
thinning of the sea ice, AREA sensitivities to SAT increase, while VOLUME
sensitivities to SAT decrease. The seasonal cycle of the AREA and VOLUME
sensitivities to the wind component has very high variability and mean values
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for the three periods may differ considerably in strength and sign. Especially
big differences were found in the 2000s, which showed a significant strength-
ening of sensitivities and sometimes a change in their sign.
• The AREA and VOLUME sensitivities can be found at least four years before
the “target year”. They show the same seasonal cycle as one-year sensitivities,
with no significant values in winter and strong values in summer. The strength
of the values usually decreases with time. Higher AREA sensitivities to SAT for
the previous years tend to be distributed along the ice edge, while VOLUME
sensitivities show more uniform distribution. VOLUME sensitivities to SAT
one year before the “target year” might have stronger values than during the
“target year” itself.





The primary objectives of this study is to investigate how well a modern IPCC model
simulates sea ice characteristics, to identify the primary forcing responsible for sea
ice variability in the model, and to analyze how this forcing is distributed in time
and space. In the following we will provide a summary of the main results organized
according to the basic questions posted in the introduction.
1) What is the skill of IPCC AR4 model ECHAM5/MPI-OM in simulating clima-
tological sea ice characteristics and climate variability?
To answer this question we, evaluate the twentieth century coupled
ECHAM5/MPI-OM (hereafter referred to as ECHAM) run and compare its sea
ice characteristics against observations of sea ice concentration (SIC), sea ice thick-
ness (SIT) and sea ice transport for the period 1980 through 1999. The model
results show a significant deficit in simulating essentially all present-day ice param-
eters over the Arctic Ocean. Although winter SIC distribution is relatively close
to observations, summer SIC distribution has large discrepancies, especially in the
regions close to the ice edge. The spatial distribution of SIT is not well represented
in the model and simulated ice tend to be thicker in comparison with climatological
values. Velocity of the sea ice transport in the ECHAM run is higher than observed
by satellites, the center of the Beaufort Gyre is shifted toward the central Arctic
Ocean, and the Transpolar Drift is shifted more toward the sea ice edge. Sea ice
volume export through the Fram Strait exceeds values estimated from the observa-
tions. The standard deviation of NAO index for the ECHAM run is smaller by a
factor of 1.7 than the NAO standard deviation in the NCEP forcing, consequently
the interannual variability of SIC in the model is smaller than in the satellite data.
2) How does atmospheric forcing influence sea ice characteristics in this specific
model, and how do uncertainties in the atmospheric model influence sea ice sim-
ulations?
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To estimate the influence of the atmospheric forcing on sea ice simulations, we
compare the coupled ECHAM run with a run of the ocean-ice MPI-OM model
forced by the NCEP atmosphere (hereafter referred to as FNCEP). The FNCEP
run produce much more realistic sea ice results, which point toward the atmosphere
as the primary cause for the uncertainties in high-latitude climate parameters in
the coupled ECHAM run. The results suggest that the unrealistic pressure system
that centers over the North Pole in the ECHAM run and occupies the entire central
Arctic, drives a quasi-permanent anticyclonic basin-scale gyre of sea ice transport.
This gyre causes the buildup of thick ice in the central basin and, consequently, it
lead to too high a SIC in summer. Differences in surface atmospheric temperature
(SAT) between NCEP atmospheric forcing and the ECHAM run in September reach
7◦C (SAT in ECHAM run is lower) and they also contribute to the deficit in SIC
and SIT simulation. We conclude that a proper simulation of the mean state and
variability of the atmosphere over the Arctic is necessary to improve the present-day
simulations of the Arctic sea ice system.
3) How does the ocean state in the model impact the simulated sea ice distribution?
To address this question, we compare hydrographic conditions of the Arctic Ocean
in the ECHAM and FNCEP runs with the Polar Hydrographic Climatology (PHC
3.0) dataset. The ECHAM run subsurface Arctic Ocean is warmer than the PHC 3.0
climatology by several degrees. However, a strong near-surface halocline suppresses
heat exchange between the ocean surface and the ocean interior, and prevents strong
sea ice melting from underneath. In the FNCEP run, the combination of the halo-
cline, which is weaker than in the PHC 3.0 climatology, and higher water temper-
atures make penetration of heat to the ice bottom possible. Nevertheless, we seem
to find no indications of Atlantic water layer heat impact on the sea ice simulated
by the ECHAM and NCEP runs. This confirms that the main driver of the sea ice
variability in our simulations is the atmosphere. The atmosphere is also responsible
for the differences in the ocean properties between the two runs, so improvements
in the atmospheric part of the coupled model will lead to a better simulation of the
Arctic Ocean hydrographic characteristics.
4) Which physical processes are involved during the year in shaping mean September
sea ice area and volume changes?
To answer this question we use the adjoint method to calculate sensitivities of
the mean September sea ice area (hereafter referred to as AREA) and the mean
September sea ice volume (hereafter referred to as VOLUME) to SAT and surface
wind in a regional MITgcm model setup. Adjoint-based sensitivities are, essentially,
gradients of AREA and VOLUME with respect to the atmospheric forcing for every
time step and every grid point. This method allows us relatively easily track changes
in sensitivities of AREA and VOLUME to SAT and surface wind through the year.
The analysis covers the period from 1980 to 2007. We found the strongest influence
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of atmospheric forcing on the September sea ice characteristics observed during
June-September, while atmospheric forcing during October-May have a minor effect.
During winter the Arctic Ocean is covered by the sea ice with a SIC close to 100
%. This suppresses sea ice movement, especially in the central parts of the Arctic
during late winter, and a redistribution of the sea ice with different thickness occur
only along the ice margins, and it have a weak impact on the following September’s
sea ice characteristics. Thermodynamic growth of the sea ice continues through the
winter but its influence on AREA and VOLUME is also very small.
The rapid increase in sensitivities, observed in June, is associated with the onset
of spring melting. First leads begin to form and probably serve as a “nucleus”
for the following melting, enhanced by the positive ice-albedo feedback. Decreased
SIC allows for a more active response of the sea ice to the wind forcing and a
redistribution of the sea ice will play a major role through the whole summer.
For the AREA, thermodynamical forcing is especially important in the regions
close to the ice edge in the Arctic seas, and high AREA sensitivities to SAT are
associated with 1.4-2.0 m thick ice in the Eurasian Basin and 1.6-2.4 m thick ice
in the Amerasian Basin. Ice that is thinner and closer to the shore at the end of
the melting season will be melted completely under any realistic SAT. Ice that is
thicker will survive summer, while sea ice of the above-mentioned thicknesses might
or might not survive summer melting. This makes AREA very sensitive to temper-
ature changes over that regions. In August and September the SIC and the SIT
are considerably smaller than in June-July, so changes caused by thermodynamical
reasons will have less effect on the resulting AREA, and sensitivities during these
months also become smaller.
Positive temperatures may not melt sea ice completely, but will definitely decrease
its thickness. That is why strong VOLUME sensitivities to SAT occupy larger parts
of the central Arctic Ocean, and their strength depends on the relation between
SIC and SIT. If, for example, both concentration and thickness are high, like in the
region to the north of Greenland, sensitivities are low, since thick ice is much harder
to melt due to its higher conductivity. If the SIC is still high but the thickness is
small, like in the region to the north of the Laptev Sea, this high amount of thin ice,
that is prone to melting, may considerably contribute to the reduction in VOLUME.
Like in the case of AREA, VOLUME sensitivities to SAT become weaker in August
and September due to the decrease of SIC and SIT.
Dynamical atmospheric forcing may affect the SIC and the SIT directly by mov-
ing and rigging of the sea ice and indirectly by redistribution of the sea ice with
different thicknesses that will have different impacts from SAT in different regions.
On average, export of thicker ice from the central parts of the Arctic Ocean to the
Siberian Shelf seas leads to an increase in AREA, since it is harder to melt thick
sea ice completely and thereby decrease its area. However, the same export of thick
ice will decrease VOLUME, since higher temperatures over the Siberian Shelf seas
make sea ice thinner. The redistribution of the thick ice from the areas to the north
of Canadian Archipelago toward central parts of the Arctic Ocean and Beaufort Sea,
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have a positive effect on AREA and VOLUME due to the high resistance of this ice
to summer melting.
5) How do sensitivities of the mean September sea ice area and volume to atmo-
spheric forcing change on interannual time scale, as represented here by three
different periods?
We choose the periods 1980-1989, 1990-1999, and 2000-2007 for comparison. The
largest differences are observed in the period 2000-2007. Due to the dramatic decline
of the SIC and the SIT in the 2000s, regions that show strong AREA sensitivities
to the SAT increases, so changes in the SAT causes a stronger response in AREA.
The VOLUME sensitivities to SAT decrease, since melting of the thinner ice with
modest SIC have a small influence on the resulting VOLUME. In contrast to the
mean 1980-1989 and 1990-1999 AREA sensitivities to the wind, in 2000-2007 export
of the thicker ice from the central parts of the Arctic Ocean to the Siberian Shelf seas
will no longer lead to increase in AREA, since this ice is no longer thick enough to
sustain summer melting. The strength of AREA and VOLUME sensitivities in 2000-
2007 considerably increases due to a decrease in the SIC and associated increase in
sea ice mobility. Generally, equal atmospheric forcing should cause stronger sea ice
response in 2000-2007 compared to the two other periods, excluding only VOLUME
response to the SAT forcing.
6) Do sensitivities in the mean September sea ice area and volume to atmospheric
forcing extend further back in time for more than one year?
To answer this question we perform a five-year adjoint run from 1990 (referred
to hereafter as the “target year”) backwards. We find that the significant AREA
and VOLUME sensitivities to the SAT and the wind can be found at least four
years before, indicating that atmospheric forcing during previous years influences
sea ice characteristics of the “target year” September. Strength of the sensitivities
gradually increase from year to year and show the same seasonal cycle as one-year
adjoint sensitivities, with no significant values in October-May and relatively strong
values in June-September. Spatially, significant AREA sensitivities to the SAT in
the years preceding the “target year” associated with regions with thin ice, such
as Laptev and Kara seas, and increase every year. The VOLUME sensitivities to
the SAT are more uniformly distributed over the Arctic Ocean and also gradually
increase with time. We believe that due to its more “conservative” nature, the SIT
is the primary agent that carries sea ice “memory” through the years.
4.2 Outlook
Here we would like to discuss the next steps that possibly can be taken as a continua-
tion of the present work, in order to improve our understanding of sea ice variability
in the Arctic Ocean.
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In chapter 2 we show that proper atmospheric forcing is necessary in order to
obtain reliable sea ice simulations. After the indication of a main source of the
discrepancies, one should make one step further and find out why the atmosphere
over the Arctic Ocean is so different in comparison with the NCEP data. We believe
that continuous efforts in evaluation of the IPCC models against available sea ice
observations are necessary. Three main sea ice characteristics are tightly connected
to each other and we hope that our approach to analyze all three together will be
used during evaluation of the models that participate in the upcoming IPCC report.
We show in chapter 3, that the adjoint of the MITgcm model can be used for the
sensitivity analysis of the Arctic sea ice. Further use of this method with MITgcm
configurations that have higher resolution and different boundary conditions, might
lead to better simulation of sea ice parameters and, consequently, to a better descrip-
tion of sea ice sensitivities. Certainly, a switch to more realistic thermodynamical
scheme is necessary, which will at least partly solve the problem with shifted sea ice
seasonal cycle.
In our MITgcm experiment we use NCEP data as predefined forcing for the ocean
model. This forcing already “remembers” sea ice conditions, at least in the temper-
ature field. It would be interesting to see how different the sensitivities will be in
the coupled atmosphere-ice-ocean system. It would be also interesting to analyze
sea ice sensitivity to other atmospheric and ocean forcing fields, such as precipita-
tion and sea surface temperature. In order to check how important are the initial
conditions at the beginning of winter and at the end of spring for September sea ice
characteristics, one could perform an analysis of the sea ice adjoint sensitivities to
initial conditions.
Our conclusions about relations between background SIC and SIT conditions and
sensitivities are now based mainly on a comparison of distribution of sensitivities
and sea ice characteristics. In order to better understand the mechanism of the sea
ice response to the atmospheric forcing we need to conduct a set of perturbation
experiments, where realistic perturbations are applied to the regions with high sen-
sitivities. The propagation of the perturbations may help us to reveal details of
atmospheric influence on sea ice, especially for five-year or longer adjoint runs.
Our work is a prerequisite to quantitative sea ice data assimilation studies. From
the analysis of adjoint-based sensitivities of the Arctic sea ice it is clear that both
the SIC and the SIT are important for shaping sea ice characteristics in the summer
months. At the present time only extensive satellite observations of the SIC are
available. Without information about the SIT of high temporal and spatial resolu-
tion, we can expect only a partial improvement of Arctic sea ice representation in
the model that uses data assimilation. This situation should change with the launch
of the CryoSat satellite, that will provide accurate, high-resolution measurements of
the thickness of floating sea ice.
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