Abstract
Introduction
The popular concept of ubiquitous computing (UBICOMP) began with Mark Weiser's seminal paper [3] in 1991, where he introduced the vision of a person interacting with hundreds of nearby computers wirelessly networked and distributed in his physical environment. Weiser's goal was to emphasize the person rather than the machine, focusing on helping the person in his/her daily life. Weiser's vision has not been realized, but researchers are getting closer and closer. Research has focused on enabling technologies, such as networking, data management, security, and user interfaces [1] . However, privacy for UBICOMP has been a contentious issue and the privacy concerns that have been raised suggest that privacy may be the greatest barrier to the long-term success of UBICOMP [2] .
The objectives of this paper are to a) propose a model for protecting privacy using privacy policies in UBICOMP and b) derive the content of personal privacy policies suitable for protecting privacy in UBICOMP. Space limitations for this paper does not allow an in-depth presentation of a). Privacy policy content for UBICOMP will be defined first using requirements from privacy legislation. This will form a minimum content set which will be augmented using privacy risk analysis for UBICOMP from [2] .
In the privacy literature for UBICOMP, Hong and Landay [4] have focused on providing tools for designing individual privacy-sensitive applications, while Hong et al [2] suggest the use of privacy risk models to make application designers aware of the privacy concerns and risks in their design. Di Pietro and Mancini [5] have considered broad measures for upholding privacy, such as the use of logical borders to limit propagation of information and the application of anonymous user identities to protect the real users. This work is a departure from the above works in the sense that privacy protection is driven by privacy policies across all applications, rather than focusing on the design of individual applications to respect privacy. Interestingly, Di Pietro and Mancini [5] make a comment (not pursued in their paper) in their conclusion that portends the approach of this work, when they wrote "Finally, we emphasize the need for an easy to configure and manageable personal profile to control the interactions among the many HWW devices that could surround a user. The enforcement of such a profile could be a means to preserve the user's personal privacy." "HWW" stands for hand-held/wearable wireless devices. Finally, there are works targeted at Internet e-services environments dealing with privacy policy derivation [9] , privacy policy negotiation [10, 11] , privacy policy compliance [12] , and treating the protection of privacy as a kind of rights management [13] .
Section 2 proposes our UBICOMP model for privacy protection using privacy policies. Section 3 derives the content of a personal privacy policy for UBICOMP. Section 4 discusses some implementation aspects. Section 5 gives conclusions and plans for future research.
UBICOMP model for privacy protection using privacy policies
We present our model for using privacy policies to protect privacy. Our model has the following features:
Users encounter ubiquitous device environments and interact with the devices in each environment sharing their personal information (data sharers) and observing the personal information of others (data observers). A user can be both a data sharer and a data observer. Devices in the environment other than the Privacy Controller need to have appropriate interfaces that inter-work with the Privacy Controller to control the device's accessibility to the user (outcome of the policy evaluation) and the flow of private information. For devices with very limited computational capability (e.g. embedded or wearable), these interfaces will have to be commensurate with the computational capability (for these devices the quantity of shared private information will be limited too). Figure 1 illustrates our proposed UNICOMP model. Some implementation aspects of this model are discussed in Section 4. We next turn our attention to deriving the contents of a personal privacy policy for UBICOMP.
Privacy policies for UBICOMP

Privacy legislation
To protect personal privacy, legislative bodies in many countries have enacted legislation that define personal information and spell out the obligations of a service provider organization with respect to the personal privacy of a service consumer. Such legislation is applicable for this work by interpreting a service provider organization as the organization that owns the ubiquitous computing environment and the service consumer as the user of the environment. In Canada, privacy legislation is enacted in the Personal Information Protection and Electronic Documents Act (PIPEDA) [6] and is based on the Canadian Standards Association's Model Code for the Protection of Personal Information [7] recognized as a national standard in 1996. This Code consists of ten Privacy Principles [7] that for convenience, we label as CSAPP. Data privacy in the European Union is governed by a very comprehensive set of regulations called the Data Protection Directive [8] . The CSAPP ( Table 1) is representative of principles behind privacy legislation in many countries, including the European Union., and is therefore appropriate to use here.
Table 1. CSAPP -The Ten Privacy Principles from the Canadian Standards Association [7]
Principle Description
Accountability
An organization is responsible for personal information under its control and shall designate an individual or individuals accountable for the organization's compliance with the privacy principles.
Identifying Purposes
The purposes for which personal information is collected shall be identified by the organization at or before the time the information is collected.
Consent
The knowledge and consent of the individual are required for the collection, use or disclosure of personal information, except when inappropriate.
Limiting Collection
The collection of personal information shall be limited to that which is necessary for the purposes identified by the organization. Information shall be collected by fair and lawful means.
Limiting Use, Disclosure, and Retention
Personal information shall not be used or disclosed for purposes other than those for which it was collected, except with the consent of the individual or as required by the law. In addition, personal information shall be retained only as long as necessary for fulfillment of those purposes.
Accuracy
Personal information shall be as accurate, complete, and up-to-date as is necessary for the purposes for which it is to be used.
Safeguards
Security safeguards appropriate to the sensitivity of the information shall be used to protect personal information.
Openness
An organization shall make readily available to individuals specific information about its policies and practices relating to the management of personal information.
Individual Access
Upon request, an individual shall be informed of the existence, use and disclosure of his or her personal information and shall be given access to that information. An individual shall be able to challenge the accuracy and completeness of the information and have it amended as appropriate.
Challenging Compliance
An individual shall be able to address a challenge concerning compliance with the above principles to the designated individual or individuals accountable for the organization's compliance.
In the following, we use CSAPP.n to denote Principle n of CSAPP. Principle CSAPP.2 implies that there could be different organizations requesting the information, thus implying a collector attribute. Principle CSAPP. 4 Based on the above examination of CSAPP, the contents of a privacy policy should, for each item of private data, identify a) collector -which organization wishes to collect the information, b) what -the nature of the information, c) purposes -the purposes for which the information is being collected, d) retention time -the amount of time for the organization to keep the information, and e) disclose-to -the other entities to which the information will be disclosed. The attribute grouping <collector, what, purposes, retention time, disclose-to> is called a privacy rule. A personal privacy policy then consists of a header section followed by one or more privacy rules, where there is one rule for each item of private information. The header consists of the fields: Policy Use (for what application?), User (name of the user who owns the policy), and Valid (period of time during which the policy is valid). Figure 2 shows an example personal privacy policy based on the above development.
The content of the above personal privacy policy is the minimum needed to satisfy legislative requirements for data sharers. Data observers can use a similar format to specify what data they are interested in observing and under what conditions. In addition, it is generic since it is based on legislation that applies across the board. We therefore specialize it to UBICOMP by testing it against a set of questions (Table 2) given by Hong et al [2] for privacy risk analysis of UBICOMP. This testing will identify the extent to which the policy contents address the privacy risks as well as the additions needed to address any remaining risks. The result will be a personal privacy policy for UBICOMP that satisfies legislative requirements. Hong et al organized their questions into two groups: one group looking at the social and organizational context in which an application is embedded, the other group examining the technology used to implement the application. We use PRAQ to refer to these questions and PRAQ.n to refer to question n within PRAQ. We consider each question in turn, as follows:
PRAQ.1: The users of the system are the data sharers and the data observers. However, it is important in privacy management for data sharers to specify who the data observers are, and vice versa, and this is not reflected in our collector attribute, which refers to the organization that owns the system. Thus we make the following changes: i) for sharer policies, replace "Collector" with "Data Observers", ii) for observer policies, replace "Collector" with "Data Sharers", and iii) insert "Organization", reflecting the organization owner of the UBICOMP system, in the header. PRAQ.2: This is taken care of by our policy using the "what" and "purposes" attributes. PRAQ.3: The value proposition is reflected in the "Policy Use" attribute. Users would engage (submit their privacy policies) the ubiquitous system only if they receive some value in doing so. PRAQ.4: This question assesses the level of trust between data sharers and data observers to see if data sharers would be comfortable in sharing their information. In addition, the question attempts to reinforce that trust by asking if the data observer has incentives to protect the data sharers' information. In our use of privacy policies, the organization has to comply with the users' privacy policies and we require foolproof compliance mechanisms (e.g. [12] ) to be in place. Therefore, users are assured that their wishes are respected. Trust is still relevant for us, since it will partially determine whether or not users will use the system. In our privacy policies, trust will be reflected in the choice of data observers specified. PRAQ.5: This question is intended to determine if the private information shared needs protection. If not, the data sharer can freely share his/her information. This question is taken care of by our use of privacy policies since we require protection of private information using appropriate security mechanisms as well as policy compliance. PRAQ.6: This question aims to find out if other stakeholders or third parties could suffer some loss of privacy due to the way the system works. This is a valid question that should be answered and appropriate remedies taken prior to system deployment. However, it does not require a change to our privacy policy. PRAQ.7: The user supplies the personal information when requested by the system. The organization owner of the ubiquitous system controls the computers and sensors used to collect personal information. This question does not impact our privacy policy. PRAQ.8: There is opt-in/opt-out in the sense that the user can opt-out if his/her privacy policy is not compatible with the organization's privacy policy to the granularity of a single item of private information. Data observers pull information from users. This question does not impact our privacy policy. PRAQ.9: The information shared can be discrete, one-time, or continuous. Whatever form it takes is protected by a privacy policy. This question also does not require changes in our privacy policy. PRAQ.10: This question assesses the quality of the information to see if it needs protection in terms of risk. It is like PRAQ.5. Again, in our use of privacy policies, all private information is protected. This question does not require changes in our privacy policy. PRAQ.11: Retention time is part of our privacy policies. Data observers specified in sharers' policies together with the sharers have access. The data is stored in either a central, distributed, or combined central and distributed fashion, as determined by the design of the ubiquitous system.
The above tests of our privacy policy have revealed changes needed due to PRAQ.1. In addition, we would like to add a "Device" attribute to the header, since our model for privacy protection requires a privacy policy per device. Figure 3 shows the format of the new data sharer personal privacy policy for UBICOMP. The data observer privacy policy is the same except with "Data Sharers" instead of "Data Observers".
Implementation notes
We consider here some implementation aspects of our scheme for protecting personal privacy.
How does the user come up with his/her personal privacy policies (one for each device of interest)? We propose that the organization gives the user its policies that the user can then modify to his/her liking through a suitably easy to use tool. The organization's privacy policies would also be made up of policies that are similar to Figure 3 , except perhaps without the "User" field in the header and without the "Data Observers", "Data Sharers" fields in the privacy rules. Alternatively, the user can employ a scheme similar to [9] , where the privacy rules can be selected according to the level of privacy desired using a privacy slider. The organization is assumed to have sufficient resources to generate its privacy policies.
Since users access the ubiquitous system at different times, a user who is waiting to observe data from a data sharer will need to be informed once the data sharer accesses the system. The frequency of such updates will need to be determined.
What does compatibility of policies mean? There needs to be a way of comparing two policies using some measure of compatibility such as levels of privacy [16] . However, our policies need to be compared based on the "Data Observers", "Data Sharers" fields as well, which is an added dimension not covered in [16] .
Protocols need to be defined for the control signals between the Privacy Controller and the devices in the ubiquitous environment. Privacy policies need to be amenable to machine processing. Policy languages such as APPEL [15] and EPAL [17] that are XML-based are good choices.
The organization should satisfy CSAPP.1 and CSAPP.2. CSAPP.2 can be satisfied through the organization giving the user its privacy policies, as mentioned above for use by the user in creating his/her policies. CSAPP.3 is automatically satisfied when the user submits his/her policy to the organization.
Finally, the user's private information needs to be secured from attack (CSAPP.7). Appropriate security mechanisms will need to be applied or developed and applied.
Conclusions and future research
We have proposed a UBICOMP model with the purpose of protecting personal privacy using personal privacy policies. We have also derived the content of such policies for use in our model. We suggest the use of privacy policies as an effective way to protect privacy in a ubiquitous computing environment. Such use gives the user flexibility and control over his/her private information, and inspires user trust in the system that in turn increases the likelihood that the system will be used.
As future work, we plan to provide greater detail for our model by constructing a prototype to answer the implementation concerns noted above.
