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ENDOSCOPIC CLASSIFICATION OF REPRESENTATIONS
OF QUASI-SPLIT UNITARY GROUPS
CHUNG PANG MOK
Abstract. In this paper we establish the endoscopic classification of
tempered representations of quasi-split unitary groups over local fields,
and the endoscopic classification of the discrete automorphic spectrum
of quasi-split unitary groups over global number fields. The method
is analogous to the work of Arthur [A1] on orthogonal and symplectic
groups, based on the theory of endoscopy and the comparison of trace
formulas on unitary groups and general linear groups.
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1. Introduction
In the work [A1] Arthur established, for symplectic and orthogonal groups,
the endoscopic classification of tempered irreducible admissible representa-
tions over local fields, namely the construction of packets of representations,
and the endoscopic classification of the discrete automorphic spectrum of
these groups over global number fields. The method is based on the theory
of endoscopy in both the standard and twisted case, together with the com-
parison of trace formula on the classical groups involved and the twisted
trace formula for general linear groups (modulo the stabilization of the
twisted trace formula for general linear groups, which is work in progress
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of Waldspurger and others, c.f. [W7, W8, W9, MW3]). In this paper, we
use Arthur’s methods to establish analogous results for quasi-split unitary
groups, generalizing the results of Rogawski [R].
As in [A1] the method of proof is a long induction argument that establish
both the local and global theorems simultaneously; the induction argument
for the proof of the local and global classification is completed at the end of
the paper. We refer the reader to section two below for the description of
the main classification results in the local and global setting.
The content of the paper is as follows:
In section two we give the formalism of parameters and state the main
classification theorems in both the local and global setting. In stating the
global theorems we follow Arthur [A1] and use a formal version of global pa-
rameter, defined in terms of conjugate self-dual cuspidal automorphic repre-
sentations on general linear groups, to avoid the reference to the conjectural
automorphic Langlands group. At the end of section two we also give a
review of previous results obtained by earlier authors.
Section three states the local character identities that characterizes the
representations in a packet. We also give the statement of the local inter-
twining relation. The local intertwining relation is the crucial ingredient for
the analysis of the spectral terms of trace formula, and in reducing the con-
struction of local packets of representations to the case where the packets
correspond to square integrable parameters.
Section four gives some preliminary comparison of the trace formulas
of unitary groups and general linear groups, which in particular gives the
existence of “weak base change” for discrete automorphic representations on
unitary groups. The comparison of trace formulas in section four forms the
background for the more sophisticated comparsion in section five and six.
In section five we state the stable multiplicity formula, one of the main
global results, and which when combined with the global intertwining re-
lation, allows a term by term comparison in the spectral and endoscopic
expansion of the discrete part of the trace formula. The proof of the global
intertwining relation (which follows from the corresponding local result) is
completed in section eight, while the stable multiplicity formula is completed
only in section nine of the paper. However, in section five we will be able
to establish them for a large class of “degenerate” parameters, based on the
induction hypothesis.
In section six we extend the analysis of section five to the parameters
that are square-integrable, but satisfy rather stringent local constraints at
certain archimedean places. The fact that we are able to establish the stable
multiplicity formula for these parameters will form the input to the proof of
the local classification theorems to be carried out in section seven.
In section seven we construct the packets associated to generic local pa-
rameters, and obtain the local Langlands classification for tempered repre-
sentations of quasi-split unitary groups. Among the technical results to be
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established is the local intertwining relation, which reduces the construc-
tions of packets of tempered representations to the case of discrete series
representations. The method of proof is global, drawing on the results from
trace formulas comparison in section 5 and 6. This is based on the standard
technique of embedding a discrete series representation of a local group as
a local component of an automorphic representation.
Section eight constructs the packets associated to general parameters.
The arguments are similar to that of section seven, combined with results
from section seven and the duality operator of Aubert-Schneider-Stuhler.
The induction arguments concerning the local theorems are finished in sec-
tion seven.
In the final section nine we complete the induction arguments of all the
global theorems, and obtains the endoscopic classification of automorphic
representations for quasi-split unitary groups. The completion of the global
induction argument follows that of [A1], by considering auxiliary parameters.
As a corollary, when combined with results on global automorphic descent
of Ginzburg-Rallis-Soudry, we obtain the local and global generic packet
conjecture.
Finally we follow the convention of [A1]: Theorems stated in the paper
are understood to be proved by the long induction argument only to be
completed at the end of the paper. On the other hand, results that we
prove along the argument will either be stated as Propositions or Lemmas.
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Notation
Throughout the paper we denote by F a local or global field, depending
on the context (always of characteristic zero). And throughout we fix an
algebraic closure F of F . When F is a global field, we generally denote
by v a place of F , and denote by Fv the completion of F at v, and we fix
embeddings F ãÑ F v. In both the local and global context we denote by ΓF
the absolute Galois group of F (or just Γ when the context of F is clear),
and by WF the Weil group of F .
Throughout the paper, when we refer to a quadratic field extension E of
F , we always intend E as a subfield of F , or equivalently a field extension
E of F when a specified embedding into F . We fix the identification:
E bF F “ F ˆ F
such that the projection to the left F factor correspond to the specified
embedding of E into F .
Similarly, when F and hence E are global, then for each place v of F ,
the composite of the embeddings E ãÑ F ãÑ F v specifies the corresponding
embedding of E into F v, which in the case where v splits in E singles out
the particular place w of E above v, with w being the other place of E above
v. In this case where v splits in F we fix the identification:
E bF Fv “ Ew ˆ Ew “ Fv ˆ Fv
where the projection to the left Fv factor corresponds to the place w of E
above v.
For E a quadratic extension of F as above, and N ě 1, we denote by
UE{F pNq the quasi-split unitary group in N variables over F , whose group
of F -points is given by
UE{F pNqpF q “ tg P GLN pEq |
tcpgqJg “ Ju
here J is the anti-diagonal matrix
J “
¨˝
1
. .
.
1
‚˛
and z ÞÑ cpzq is the Galois conjugation of E{F . When the context of E{F
is clear we will just write UpNq for UE{F pNq.
We identify the centre of UE{F pNq as UE{F p1q (consisting of scalar ma-
trices).
When discussing unitary groups, it will be convenient to include the case
where E is a split quadratic separable extension of F (as an F -algebra), i.e.
E “ F ˆF , with the conjugation of E over F being given by the interchange
of the two factors. We then have UE{F pNq – GLN{F . More precisely, we
denote by ι1 (resp. ι2) the isomorphism ιi : UE{F pNq
»
Ñ GLN{F induced by
the projection of E to the left F factor (resp. the right F factor). Then the
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map
GLN{F
ι´11Ñ UE{F pNq
ι2Ñ GLN{F
is given by g ÞÑ J tg´1J´1.
We denote by GE{F pNq the algebraic group over F given by
GE{F pNq “ ResE{F GLN{E
where ResE{F is Weil restriction of scalars of E{F (this includes both the
case where E is a field or a split F -algebra). Thus the group of F -points of
GE{F pNq is given by GLN pEq. When the context of E{F is clear the group
GE{F pNq is abbreviated as GpNq. We denote by θ the F -automorphism of
GE{F pNq, whose action on F -points is given by
(1.0.1)
θpgq “ ΦN
tcpgq´1Φ´1N for g P GE{F pNqpF q “ GLN pEq.
here ΦN is the anti-diagonal matrix with alternating ˘1 entries:
(1.0.2) ΦN “
¨˚
˚˝ 1´1
. .
.
p´1qN´1
‹˛‹‚.
Then θ preserves the standard F -splitting of GE{F pNq.
2. Statement of the main theorems
2.1. L-groups and L-embeddings. We first recall the description of the
dual groups and L-groups involved. As usual if G is a connected reductive
algebraic group over F , we denote by pG the dual group of G (as a complex
algebraic group). For the L-group we always use the Weil form:
LG “ pG¸WF
with the action of WF on pG factors through GalpF 1{F q, where F 1 is any
finite Galois extension of F over which G splits.
For G “ UE{F pNq we havepUE{F pNq “ GLN pCq.
We denote by α the automorphism of pUE{F pNq “ GLN pCq given by
αpgq “ ΦN
tg´1Φ´1N , g P GLN pCq(2.1.1)
with ΦN as in (1.0.2).
The matrix ΦN satisfies
tΦN “ p´1q
N´1ΦN , Φ
2
N “ p´1q
N´1.
Thus α is of order two. As usual α is the unique automorphism in its inner
class that fixes the standard splitting of GLN pCq.
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We have
LUE{F pNq “ GLN pCq ¸WF
with the action of WF on GLN pCq factors through GalpE{F q, and if wc P
WF rWE , then wc acts as the automorphism α.
For our purpose it is important to include the case where E “ F ˆ F is
the split quadratic separable extension of F as an F -algebra. In this case
we set pUE{F pNq “ tpg, tg´1q, g P GLN pCqu Ă GLN pCq ˆGLN pCq.
The projection of E to the left F -factor (resp. to the right F -factor) corre-
sponds to the isomorphism pι1 : pUE{F pNq »Ñ GLN pCq given by the projection
to the left GLN pCq factor (resp. the isomorphism pι2 : pUE{F pNq »Ñ GLN pCq
given by the projection to the right GLN pCq factor). We also put in this
case:
LUE{F pNq “ pUE{F pNq ˆWF
(in other words, the L-action is trivial). Then pι1 (resp. pι2) induce the iso-
morphism Lι1 :
LUE{F pNq
»
Ñ LGLN{F (resp.
Lι2 :
LUE{F pNq
»
Ñ LGLN{F ).
The main example is the case where F is a global field, and E is a qua-
dratic field extension of F , and v a prime of F . If v does not split in E,
then we have (still denoting the prime of E above v as v):pUEv{FvpNq “ pUE{F pNq “ GLN pCq
and the fixed embedding F ãÑ F v induces WFv ãÑ WF , and hence the
embedding LUEv{FvpNq ãÑ
LUE{F pNq. On the other hand, suppose that v
splits in E into two primes w,w. Then we have Ev “ Ew ˆ Ew, and we
may identify Ew “ Ew “ Fv. In this case we rename the maps pι1, Lι1 (resp.pι2, Lι2) as pιw, Lιw (resp. pιw, Lιw). The fixed embedding F ãÑ F v (which
also correspond to embedding WFv ãÑWF . ) singles out the prime between
w,w, which we assume without loss of generality to be w. We then define
the corresponding embedding of L-groups:
LUEv{FvpNq Ñ
LUE{F pNq
hˆ σ ÞÑ pιwphq ˆ σ, h P pUEv{FvpNq
(note that the image of any element of WFv in GalpE{F q is trivial).
For the group GE{F pNq “ ResE{F GLN{E , we havepGE{F pNq “ GLN pCq ˆGLN pCq,
and
LGE{F pNq “ pGLN pCq ˆGLN pCqq ¸WF
with the action of WF on GLN pCq ˆ GLN pCq factors through GalpE{F q,
and if wc PWF rWE as before, then wc acts on GLN pCq ˆGLN pCq as the
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automorphsim β that interchanges the two factors, i.e.
βppg, hqq “ ph, gq for pg, hq P GLN pCq ˆGLN pCq.
Finally we denote by pθ the following automorphism of pGE{F pNq:pθppg, hqq “ pαphq, αpgqq(2.1.2)
“ pΦN
th´1Φ´1N ,ΦN
tg´1Φ´1N q
for pg, hq P pGE{F pNq “ GLN pCq ˆ GLN pCq. The inner class of the auto-
morphism pθ on pGE{F pNq is dual to that of θ on GE{F pNq, and is the unique
automorphism in its inner class that preserves the standard ΓF -splitting ofpGE{F pNq.
We record some embeddings of L-groups which will be used throughout
the paper.
Thus let E be a quadratic field extension of F as before. We denote by
c : z ÞÑ cpzq the Galois conjugation of E over F . In the local (resp. global)
setting, denote by ωE{F the quadratic character of F
ˆ (resp. AˆF {F
ˆ) that
corresponds to the quadratic extension E{F under local (resp. global) class
field theory. We put
ZE “ tχ : E
ˆ Ñ Cˆ unitary, χ ˝ c “ χ´1u(2.1.3)
in the local case, and similarly
ZE “ tχ : A
ˆ
E{E
ˆ Ñ Cˆ unitary, χ ˝ c “ χ´1u(2.1.4)
in the global case. In other words ZE is the set of conjugate self-dual
characters of Eˆ in the local setting, and of AˆE{E
ˆ in the global setting.
We then have a partition:
ZE “ Z
`
E
ž
Z´E
where
(2.1.5)
Z`E “ tχ P ZE , χ|Fˆ “ 1u, Z
´
E “ tχ P ZE , χ|Fˆ “ ωE{F u
in the local case, and similarly
(2.1.6)
Z`E “ tχ P ZE , χ|AˆF
“ 1u, Z´E “ tχ P ZE , χ|AˆF
“ ωE{F u
in the global case (note that the condition χ|
A
ˆ
F
“ 1 or ωE{F implies the
conjugate self-duality condition χ˝ c “ χ´1; similarly in the local case). For
the definitions of the L-embeddings we need to choose characters χκ P Z
κ
E
for κ “ ˘1. For κ “ `1 it is of course natural to just take χ` “ 1, but
to allow flexibility in induction arguments we will work in the more general
setting.
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We often identify such a character χκ P Z
κ
E for κ “ ˘1 as a character on
WE under local or global class field theory. Then χκ satisfies the following:
for wc PWF rWE, we have
χκpwcσw
´1
c q “ χκpσq
´1 for σ PWE(2.1.7)
χκpw
2
c q “ κ.(2.1.8)
Given a sign κ “ ˘1, and χκ P Z
κ
E, define the following embedding of
L-groups:
ξχκ :
LUE{F pNq ÝÑ
LGE{F pNq
given by the rule: for a fixed choice of wc PWF rWE ,
g ¸ 1 ÞÑ pg, tg´1q ¸ 1 for g P GLN pCq(2.1.9)
IN ¸ σ ÞÑ pχκpσqIN , χ
´1
κ pσqIN q ¸ σ for σ P WE
IN ¸ wc ÞÑ pκΦN ,Φ
´1
N q ¸ wc
The pGE{F pNq-conjugacy class of ξχκ is independent of the choice of wc P
WF r WE. In general we only regard the L-embedding ξχκ only up topGE{F pNq-conjugacy (we will be explicit when we do the otherwise).
When κ “ `1, and χ` “ 1, L-embedding ξ1 is independent of the choice
of wc, and is usually referred to as the standard base change L-embedding.
On the other hand when κ “ ´1, there is no canonical choice of χ´. In
the literature the L-embedding ξχκ for κ “ ´1 is usually referred to as a
twisted base change L-embedding. We will refrain from using such terminol-
ogy whenever possible to avoid confusion.
Slightly more generally, let N1, ¨ ¨ ¨Nr be non-negative integers such that
N1 ` ¨ ¨ ¨Nr “ N.
Given κi “ ˘1 for each i “ 1, ¨ ¨ ¨ , r, put κ “ pκ1, ¨ ¨ ¨ , κrq. Given χi P Z
κi
E
for i “ 1, ¨ ¨ ¨ , r, put χ “ pχ1, ¨ ¨ ¨ , χrq. We refer to κ as the signature of χ.
Define the L-embedding
ξχ :
LpUpN1q ˆ ¨ ¨ ¨UpNrqq ÝÑ
LGpNq(2.1.10)
by composing the product of the L-embeddings:
rź
i“1
ξχκi :
LpUpN1q ˆ ¨ ¨ ¨UpNrqq Ñ
LpGpN1q ˆ ¨ ¨ ¨GpNrqq
with the obvious diagonal L-embedding
LpGpN1q ˆ ¨ ¨ ¨GpNrqq Ñ
LGpNq.(2.1.11)
Next we consider L-embedding between the L-groups of unitary groups.
As above given a partition N1 ` ¨ ¨ ¨ `Nr “ N , put
κi “ p´1q
N´Ni(2.1.12)
κ “ pκ1, ¨ ¨ ¨ , κrq
10 CHUNG PANG MOK
Given χ “ pχ1, ¨ ¨ ¨ , χrq with signature κ, define the L-embedding (for a
fixed choice of wc PWF rWE as above):
ζχ :
LpUpN1q ˆ ¨ ¨ ¨ ˆ UpNrqq Ñ
LUpNq
given by the rule:
(2.1.13)
pg1, ¨ ¨ ¨ , grq ¸ 1 ÞÑ diagpg1, ¨ ¨ ¨ , grq ¸ 1, gi P GLNipCq
pIN1 , ¨ ¨ ¨ , INrq ¸ σ ÞÑ diagpχκ1pσqIN1 , ¨ ¨ ¨ , χκrpσqINr q ¸ σ for σ PWE
pIN1 , ¨ ¨ ¨ INrq ¸ wc ÞÑ diagpκ1ΦN1 , ¨ ¨ ¨ , κrΦNrq ¨ Φ
´1
N ¸ wc
The pUpNq-conjugacy class of the L-embedding LpUpN1q ˆ ¨ ¨ ¨ ˆ UpNrqq Ñ
LUpNq is independent of the choice of wc.
It is immediate to check that we have the commutative diagram: for χ as
above and χ1 P Zκ
1
E , we have:
LpUpN1q ˆ ¨ ¨ ¨ ˆ UpNrqq
ζχ
//
ζrχ ((❘❘❘❘❘
❘❘
❘❘
❘❘
❘❘
❘
LUpNq
ξχ1

LGpNq
(2.1.14)
with rχ “ pχ1χ1, ¨ ¨ ¨ , χ1χrq. Thus the signature of rχ is given by rκ “
pκ1κ1, ¨ ¨ ¨ , κ
1κrq (recall that κi is defined as in (2.1.12)).
2.2. Formalism of local parameters. We first recall the formalism of
local L-parameters. Thus F is local. Denote by LF the local Langlands
group of F . Thus
LF “
"
WF if F is archimedean
WF ˆ SUp2q if F is non-archimedean
(2.2.1)
In general, ifG is a connected reductive group over F , then an L-parameter
for GpF q is an admissible homomorphism:
φ : LF ÝÑ
LG.
Two L-parameters are equivalent if they are conjugate by pG. The set of
equivalence classes of L-parameters of GpF q is noted as ΦpGpF qq, or when
the context of F is clear, noted as ΦpGq.
We also define the subset ΦbddpGq Ă ΦpGq of bounded parameters, i.e.
consisting of those parameters φ P ΦpGq whose image in pG is bounded.
For our purpose we will mostly be concerned with the case where G “
UE{F pNq, or when G “ GE{F pNq for a quadratic extension E{F (in fact we
will need the twisted version of GE{F pNq as will be discussed in section 3).
In the case where G “ GE{F pNq “ GpNq, we recall that (c.f. [R] p.
48) there is a natural bijection between the set ΦpGpNqpF qq of equivalence
classes of L-parameters of GpNqpF q, and the set ΦpGLN pEqq of equivalence
classes of L-parameters of GLnpEq. Here an L-parameter of ΦpGLN pEqq is
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identified as an (equivalence class of) N -dimensional admissible representa-
tion of LE.
To define the bijection fix wc PWF rWE as before (the resulting bijection
on equivalence classes is independent of the choice of wc). Then for φ P
ΦpGLnpEqq, the L-parameter φ
1 P ΦpGpNqpF qq corresponding to φ is defined
as:
φ1 : LF ÝÑ
LGpNq(2.2.2)
φ1pσq “ pφpσq, φcpσqq ¸ σ for σ P LE
φ1pwcq “ pφpw
2
c q, IN q ¸ wc
here
φcpσq :“ φpw´1c σwcq.(2.2.3)
We will henceforth identify the two sets ΦpGLN pEqq and ΦpGpNqpF qq.
For κ “ ˘1 and χκ P Z
κ
E , we have maps of L-parameters
ξχκ,˚ : ΦpUpNqq Ñ ΦpGpNqq
φ ÞÑ ξχκ ˝ φ.
If φ P ΦpUpNqq, then the L-parameter in ΦpGLN pEqq that corresponds to
ξχκ ˝φ P ΦpGpNqq is just φ|LE bχκ. In particular if κ “ `1 and if we choose
χ` “ 1, then the corresponding L-parameter of ΦpGLN pEqq is just given by
φ|LE (this is usually known as the standard base change of L-parameters).
The maps ξχκ give an injection of the set of (equivalence classes of) L-
parameters of UE{F pNqpF q to GE{F pNqpF q (this can be proved as in [GGP]
theorem 8.1, part ii, or see lemma 2.2.1 below).
The image of ΦpUpNqq in ΦpGpNqq – ΦpGLN pEqq under ξχκ,˚ can be
characterized as follows. In general, if
ρ : LE Ñ GLpV q
is an admissible representation (with V – CN ), then ρ is called conjugate
self-dual if ρc – ρ_, where as in (2.2.3)
ρcpσq :“ ρpw´1c σwcq for σ P LE.
and ρ_ is the contragredient of ρ. In addition, ρ is called conjugate self-dual
with parity η, for η “ ˘1, if there exists a non-degenerate bilinear form
Bp¨, ¨q on V , satisfying, for all x, y P V :
Bpρcpσqx, ρpσqyq “ Bpx, yq(2.2.4)
Bpx, yq “ η ¨Bpy, ρpw2c qxq(2.2.5)
This notion is independent of the choice of wc P WF rWE .
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More concretely, if we represent ρ as a homomorphism ρ : LE Ñ GLN pCq,
then the condition for ρ being conjugate self-dual of parity η is that there
exists an A P GLN pCq such that
tρcpσqAρpσq “ A for σ P LE(2.2.6)
tA “ η ¨ A ¨ ρpw2c q
Following the terminology of section 3 of [GGP], a conjugate self-dual
representation of parity +1 (resp. -1) will be called a conjugate orthogonal
(resp. conjugate symplectic) representation.
Lemma 2.2.1. Let χκ P Z
κ
E. The image of ξχκ,˚ : ΦpUE{F pNqq Ñ ΦpGE{F pNqq –
ΦpGLN pEqq is given by the set of parameters in ΦpGLN pEqq that are con-
jugate self-dual with parity η, with η “ p´1qN´1 ¨ κ.
Proof. This is given for instance in theorem 8.1 of [GGP]. For the conve-
nience of the reader we include some details here. Thus let
φ : LF ÝÑ
LUpNq
be an element of ΦpUpNqq. As usual we identify φ|LE as a representation
ρ : LE Ñ GLN pCq. Write
φpwcq “ C ¸ wc.
Set A :“ ΦNC
´1. Then by direct computation (using tΦN “ p´1q
N´1ΦN )
we have
ρpw2c q ¸ w
2
c “ φpw
2
c q “ φpwcq
2
“ A´1 ¨ p´1qN´1 ¨ tA¸ w2c
i.e.
tA “ p´1qN´1A ¨ ρpw2c q.(2.2.7)
Similarly, using the identity
φpw´1c σwcq “ φpwcq
´1φpσqφpwcq
we obtain
tρcpσqAρpσq “ A.(2.2.8)
Now the element of ΦpGLN pEqq that corresponds to ξχκ,˚ ˝ φ is given by
ρ1 :“ ρb χκ “ φ|LE b χκ. By (2.1.8) χκpw
2
c q “ κ. So from (2.2.7) we have
tA “ p´1qN´1κA ¨ ρ1pw2c q.
On the other hand, from (2.1.7) and (2.2.8) we obtain
t
pρ1qcpσqAρ1pσq “ A for σ P LE.
Hence the assertion that ρ1 is conjugate self-dual of parity p´1qN´1κ.
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The other direction of the assertion is similar. Thus let ρ1 P ΦpGLN pEqq
be an admissible representation ρ1 : LE Ñ GLN pCq that is conjuagte self-
dual of parity η “ p´1qN´1κ, as in the situation of (2.2.6). Let φ1 P ΦpGpNqq
be the L-parameter of GpNq corresponding to ρ1, as given by (2.2.2). Thus
φ1 : LF ÝÑ
LGpNq
φ1pσq “ pρ1pσq, pρ1qcpσqq ¸ σ for σ P LE
φ1pwcq “ pρ
1pw2c q, IN q ¸wc.
Put
φ2 :“ pIN ,
tAq ¨ φ1 ¨ pIN ,
tA´1q.
Then φ2 is pGpNq-conjugate to φ1, and by (2.2.6) (with ρ being replaced by
ρ1), we have
φ2pσq “ pρ1pσq,
t
ρ1pσq
´1
q ¸ σ for σ P LE
φ2pwcq “ pρ
1pw2c q
tA´1, tAq ¸wc “ pηA
´1, tAq ¸ wc.
Hence if we put C :“ p´1qN´1A´1Φ´1N “ A
´1ΦN , then
pηA´1, tAq “ pκCΦN ,
tC´1Φ´1N q “ pC,
tC´1q ¨ pκΦN ,Φ
´1
N q.
Thus φ2 “ ξχκ,˚ ˝ φ, where φ P ΦpUpNqq is given by:
φpσq “ pρ1 b χ´1κ qpσq ¸ σ for σ P LE
φpwcq “ C ¸ wc.

As in section 7 of [GGP], a more invariant way to formulate the notion
of conjugate self-duality with parity is as follows. Let V be a finite dimen-
sional vector space over C, and denote by Std the standard representation
of GLpV q acting on V . Put:
H0 :“ GLpV q ˆGLpV q ˆWE
H :“ pGLpV q ˆGLpV qq ¸WF
here WF acts on GLpV q ˆ GLpV q through GalpE{F q, with the non-trivial
element of GalpE{F q acts by permuting the two GLpV q factors. If we make
the identification V “ CN then we have H “ LGpNq. Now as on p.28 of
[GGP] there is a decomposition
IndHH0pStdb Stdb trivq “ Asai
`‘Asai´
with Asai` and Asai´ being representations of H of dimension equal to
pdimV q2. They are distinguished by:
trpwc|Asai
`q “ dimV, trpwc|Asai
´q “ ´ dimV.
Given ρ : LE Ñ GLpV q be an admissible representation, we view ρ as an
admissible homomorphism rρ : LF Ñ H. Then we put
Asai` ρ :“ Asai` ˝rρ, Asai´ ρ :“ Asai´ ˝rρ
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which are admissible representations of LF of dimension equal to pdimV q
2.
Then ρ is conjugate self-dual if and only if ρcb ρ contains a non-gegenerate
vector (in the sense that it corresponds to a non-degenerate bilinear form on
the underlying space of ρ) that is fixed under the action of LE . Similarly ρ
is conjugate orthogonal (resp. conjugate symplectic) if and only if Asai` ρ
(resp. Asai´ ρ) contains a non-degenerate vector that is fixed under the
action of LF .
Remark 2.2.2.
Even if ρ is a conjugate self-dual representation of LE with a parity, its
parity need not be unique. If ρ is irreducible then the parity is unique, as
clear from the Schur’s lemma and characterization given above in terms of
the Asai representation (2.2.9). More generally if ρ is of the form:
ρ “ ρ1 ‘ ¨ ¨ ¨ ‘ ρr
with the ρi being mutually non-isomorphic, irreducible conjugate self-dual
representation with the same parity η, then ρ is also conjugate self-dual with
parity η, and the parity of ρ is also unique.
Following Arthur, we introduce the set of local A-parameters, which plays
the role of local components of the global classification. In general if G is
connected reductive group over F , then a local A-parameter is an admissible
homomorphism:
ψ : LF ˆ SUp2q ÝÑ
LG(2.2.9)
such that ψ|LF has bounded image in
pG (since SUp2q is compact this is
equivalent to saying that ψ has bounded image). As in the case of L-
parameters, the equivalence condition on A-parameters is defined by pG-
conjugacy, and the set of equivalence classes of A-parameters is noted as
ΨpGpF qq or ΨpGq. As in [A1], we need to introduce a larger set Ψ`pGq,
whose elements are (equivalence classes of) all the admissible homomorphsim
as above, without the boundedness condition on the restriction to LF .
An A-parameter ψ P ΨpGq (or Ψ`pGq) is called generic if ψ is trivial on
the SUp2q-factor of LF ˆ SUp2q, in which case it can be identified as an
element of ΦpGq. As in the case of L-parameters, we will mostly be con-
cerned with the case where G “ UE{F pNq or GE{F pNq (and also the twisted
version of GE{F pNq). All the discussions above for the L-parameters of
these groups, in particular the statement of lemma 2.2.1, can be formulated
verbatim for A-parameters.
Recall the following ([A1] p. 24): given an A-parameter ψ P Ψ`pGq, we
can extend ψ by analytic continuation:
ψ : LF ˆ SL2pCq ÝÑ
LG.
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then we define the L-parameter φψ P ΦpGq associated to ψ by the formula:
φψpσq “ ψ
´
σ,
ˆ
|σ|1{2 0
0 |σ|´1{2
˙¯
for σ P LF .(2.2.10)
Finally as in [A1], we introduce the following groups, which play a key
role in the local classification:
Sψ “ CentpImψ, pGq
Sψ “ Sψ{Zp pGqΓF
Sψ “ π0pSψq.
We also define the element:
sψ :“ ψ
´
1,
ˆ
´1 0
0 ´1
˙¯
(2.2.11)
then sψ is a central semi-simple element of Sψ. The significance of the
element sψ will be clear from the local character relations for the represen-
tations in an A-packet (c.f. theorem 3.2.1).
2.3. Formal global parameters. In this subsection we define the global
parameters. Thus F now denotes a global number field, and E a quadratic
extension of F . In the ideal situation the global parameters can be defined
as in the local case, with LF being the conjectural automorphic Langlands
group.
In the absence of the conjectural automorphic Langlands group, we can
still define, following Arthur [A1], the global parameters for UE{F pNq in
a formal way, in terms of cuspidal automorphic representation of general
linear groups. This will be done in the next subsection, and this subsection
is a preliminary to this.
To begin with we define:
ΨsimpGE{F pNqq “ ΨsimpNq
to be the set of formal tensor products:
µ b ν
where µ is a unitary cuspidal automorphic representation on GLmpAEq, and
ν is an algebraic representation of SL2pCq of dimension n, such that N “
m¨n. By the theorem of Moeglin-Waldspurger [MW], such an element ψN “
µbν P ΨsimpNq corresponds to an irreducible unitary representation πψN of
GLN pAEq that belongs to the discrete automorphic spectrum, namely πψN
is given by the isobaric sum:
(2.3.1)
pµb |det |
n´1
2
AE
q‘ pµb |det |
n´3
2
AE
q‘ ¨ ¨ ¨‘ pµ b |det |
´pn´1q
2
AE
q.
We also identify in the evident way the automorphic representations of
GLN pAEq and GE{F pNqpAF q.
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Define the following operation on the set of (unitary) cuspidal automor-
phic representation on GLmpAEq: given µ as above, put:
µ˚ :“ pµcq_(2.3.2)
where µc :“ µ˝c, with c being the Galois conjugation of E over F , and pµcq_
is the contragredient of µc. Note that the operation µ ÞÑ µ˚ is induced by
the outer automorphism g ÞÑ tcpgq´1 of GE{F pNq.
We say that µ is conjugate self-dual if we have:
µ˚ “ µ.
Extending this notation slightly, if ψN “ µ b ν P ΨsimpNq, then we put
pψN q˚ :“ µ˚ b ν.
(Note that ν, being a finite dimensional algebraic representation of SL2pCq,
is self-dual.)
We now define the subsetrΨsimpNq Ă ΨsimpNq
consisting of conjugate self-dual elements, i.e. elements ψN P ΨsimpNq sat-
isfying pψN q˚ “ ψN .
More generally we define the set ΨpNq consisting of objects given by
(unordered) formal direct sums
ψN “ l1ψ
N1
1 ‘ ¨ ¨ ¨‘ lrψ
Nr
r(2.3.3)
where li ě 1 are integers, and ψ
Ni
i P ΨsimpNiq, mutually distinct, and subject
to the condition
N “ l1 ¨N1 ` ¨ ¨ ¨ ` lr ¨Nr.
Elements of ΨpNq will be referred to as formal global parameters forGE{F pNq.
Given ψN P ΨpNq as in (2.3.3), let P be the standard parabolic subgroup
of GE{F pNq “ ResE{F GLN{E corresponding to the partition:
pN1, ¨ ¨ ¨ , N1looooomooooon
l1
, ¨ ¨ ¨ , Nr, ¨ ¨ ¨ , Nrlooooomooooon
lr
q
we take πψN to be the representation of GE{F pNqpAF q “ GLN pAEq given
by (normalized) induction:
πψN “ IP pπψN11
b ¨ ¨ ¨b π
ψ
N1
1loooooooooomoooooooooon
l1
b ¨ ¨ ¨b π
ψ
Nr
r
b ¨ ¨ ¨ b π
ψ
Nr
rloooooooooomoooooooooon
lr
q
which is irreducible, by a theorem of Bernstein [Be] and the fact that the rep-
resentations π
ψ
Ni
i
are irreducible and unitary. The association ψN Ø πψN is
then a bijection between the full L2 automorphic spectrum ofGE{F pNqpAF q “
GLN pAEq and ΨpNq. This follows from the theorem of Moeglin-Waldspurger
already quoted above, together with Langlands’ theory of Eisenstein series
[L, MW2].
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With ψN P ΨpNq as before, we say that ψN is conjugate self-dual, if there
is an involution iØ i˚ of the indexing set t1, ¨ ¨ ¨ , ru, such that
pψNii q
˚ “ ψ
Ni˚
i˚
(hence Ni “ Ni˚), and that
li “ li˚ .
The subset of conjugate self-dual parameters of ΨpNq will be noted as rΨpNq.
If ψN P rΨpNq satisfies in addition the condition that pψNii q˚ “ ψNii (i.e.
i˚ “ i), and li “ 1 for all i, then ψ
N is called elliptic. The subset of elliptic
parameters is noted as rΨellpNq. We thus have a chain of inclusion:rΨsimpNq Ă rΨellpNq Ă rΨpNq.
A parameter ψN is called generic, if for all simple components ψNii “ µi b
νi of ψ
N , the factor νi is the trivial representation of SL2pCq. We will
generally denote such a generic parameter as φN . Denote by ΦpNq the set
of global generic parameters, and by rΦpNq the subset of generic parameters
that are conjugate self-dual. The set rΦsimpNq of conjugate self-dual simple
generic parameters, namely those given by a conjugate self-dual cuspidal
automorphic representation on GLN pAEq, plays a fundamental role in the
global classification of the automorphic spectrum of UE{F pNq.
We also follow the notational convention of [A1]: given ψN P rΨpNq as in
(2.3.3), write KψN for the indexing set t1, ¨ ¨ ¨ , ru. We have a decomposition:
KψN “ IψN
ž
JψN
ž
pJψN q
˚(2.3.4)
where IψN consists of the set of indices that are fixed under the involu-
tion i Ø i˚, while JψN consists of the set of indices whose orbit under the
involution contains exactly two elements. We can then write:
ψN “
´ ð
iPI
ψN
liψ
Ni
i
¯
‘
´ ð
jPJ
ψN
ljpψ
Nj
j ‘ ψ
Nj˚
j˚ q
¯
.(2.3.5)
Recall the result of Jacquet-Shalika [JS]. In general suppose that G is
a connected reductive group over F . For S any finite set of primes of F
outside of which G is unramified, denote by CSAF pGq the set of adelic families
of semi-simple pG-conjugacy classes cS of the form:
cS “ pcvqvRS
with cv a pG-conjugacy class in LGv “ pG¸WFv represented by an element of
the form cv “ tv ¸ Frobv, with tv a semi-simple element of pG. If π “ b1vπv
is an irreducible admissible representation of GpAF q, then by taking S to
be a finite set of primes outside of which both G and π are unramified, we
obtain the family cSpπq P CSAF pGq by the Satake isomorphism.
Given S, S1, and cS1 P C
S
AF
pGq, cS
1
2 P C
S
AF
pGq, define the relation
cS1 „ c
S1
2
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if the pG-conjugacy classes c1,v and c2,v are the same for almost all primes v.
Put
CAF pGq “ limÝÑ
S
CSAF pGq.
In the case where G “ GE{F pNq, put
CAF pNq “ CAF pGE{F pNqq.
Then the theorem of Jacquet-Shalika [JS] (coupled with the theorem of
Moeglin-Waldspurger [MW] mentioned above) gives an injection fromApNq,
the set of automorphic representations of GE{F pNqpAF q “ GLN pAEq that
belong to the L2 spectrum, to CAF pNq:
ApNq ãÑ CAF pNq(2.3.6)
π ÞÑ cpπq.
Denote by CpNq “ CautpNq the subset of CAF pNq given by the image of
ApNq. Then we can identify the following three sets:
ApNq “ ΨpNq “ CautpNq.
We also denote by rCpNq “ rCautpNq the subset of conjugate self-dual
families of CautpNq. Then we can identify:rΨpNq “ rCautpNq.
Finally we discuss the localization of global parameters.
In general if v is a prime of F , we denote by the subscript v for the lo-
calization of various objects at the prime v. Thus let v be a prime of F
that does not split in E. Then the localization Ev is a quadratic exten-
sion of Fv , and GEv{FvpNq is the localization of GE{F pNq at v. Given a
simple generic parameter φN P ΦsimpNq, in other words a unitary cuspi-
dal automorphic representation µ on GLN pAEq, the localization µv is then
an irreducible admissible representation of GLN pEvq. Hence by the local
Langlands correspondence for general linear groups as established by Harris-
Taylor [HT] and Henniart [H1], µv corresponds to a local L-parameter in
ΦvpNq :“ ΦpGEv{FvpNqq “ ΦpGLN pEvqq, which we note as φ
N
v . This gives
the localization φN Ñ φNv from ΦsimpNq to ΦvpNq, which takes
rΦsimpNq torΦvpNq. Similarly it follows that we have a localization map ψN Ñ ψNv from
ΨpNq to Ψ`v pNq, which takes
rΨpNq to rΨ`v pNq. We emphasize that we can-
not say a priori that the localization map takes ΨpNq to ΨvpNq, since the
generalized Ramanujan conjecture for cuspidal automorphic representation
of general linear groups is not yet known.
If v is a prime of F that splits in E, then Ev “ Ew ˆEw, where w and w
are the primes of E above v. If φN P rΦsimpNq is a simple generic parameter
represented by a conjugate self-dual cuspidal automorphic representation µ
of GLN pAEq, we denote by φ
N
w (resp. φ
N
w ) the L-parameter of ΦpGLN pEwqq
(resp. the L-parameter of ΦpGLN pEwqq) corresponding to the localization
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µw as an irreducible admissible representation of GLN pEwq (resp. µw as
irreducible admissible representation of GLN pEwq). If we identify Ew “
Ew “ Fv, then we have µw – µ
_
w , and hence φ
N
w “ pφ
N
w q
_. More generally,
if ψN P rΨpNq, then the localizations ψNw , ψNw P rΨ`pGLN pFvqq satisfies ψNw “
pψNw q
_.
2.4. Endoscopic data and parameters. We briefly recall the notion of
endoscopic data (both standard and twisted case) from chapter two of
Kottwitz-Shelstad [KS]. Thus G0 is a connected reductive group over F , and
θ is a F -rational semi-simple automorphism of G0. Denote by G :“ G0 ¸ θ
the resulting G0-bitorsor (or a twisted group). The particular case where θ is
the identity automorphism (and thus G “ G0) is referred to as the standard
case. If θ is of finite order, which is the case considered in our situations,
the twisted group G “ G0¸ θ is equal to a component of the non-connected
reductive group G` “ G0 ¸ xθy generated by G.
An endoscopic datum for G is a quadruple pG1,G1, s, ξ1q, subject to the
conditions listed in section 2.1 of [KS]. Here s is a sem-simple element ofpG “ pG0 ¸ pθ of the form s “ s0 ¸ pθ for a semi-simple element s0 P pG0, andpθ is the automorphism of pG0 that is dual to θ and preserves a fixed ΓF -
splitting of pG0, with s considered up to translation by Zp pG0qΓF . The most
important condition for endoscopic data is that G1 is a connected quasi-
split group over F , called the endoscopic group, whose dual group pG1 is the
connected centralizer of s in pG0, equivalently pG1 is the connected pθ-twisted
centralizer of s0 in pG0: pG1 “ Centps, pG0q0
with
Centps, pG0q “ tg P pG0, gs “ sgu
“ tg P pG0, gs0 “ s0pθpgqu.
The datum G1 is a split extension of WF by pG1, and ξ1 : G1 Ñ LG is an L-
embedding. We refer to section 2.1 of [KS] for the definition of equivalence
of endoscopic data, and the definition of the outer automorphism group
OutGpG
1q of the endoscopic data.
The set of equivalence classes of endoscopic data of G will be noted as
EpGq. An endoscopic data is called elliptic, if we have
pZp pG1qΓF q0 Ă pZp pGqΓF q
where Zp pGq :“ Zp pG0qpθ. The set of equivalence classes of elliptic endoscopic
data of G is noted as EellpGq. Given an endoscopic datum pG
1,G1, s, ξ1q, a lot
of times when the context is clear, we will abuse notation and will write G1 P
EpGq to mean that we are taking the endoscopic datum G1 “ pG1,G1, s, ξ1q
to be representative of the equivalence class that it defines.
In all the situations that we consider, the datum G1 can always be taken
as the L-group of G1, i.e. we can take G1 “ LG1, and thus the datum G1 will
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be omitted from the notation. The datum ξ1 is thus an L-embedding of LG1
to LG extending the identity inclusion of pG1 to pG. In this case, a general
endoscopic datum is of the form pM,sM , ξ
1
M q, with M a Levi subgroup of
G1 for some pG1, s, ξ1q P EellpGq, with ξ
1
M being the composition of ξ
1 with
the L-embedding LM Ñ LG1 that is dual to the Levi embedding M ãÑ G1.
We will usually denote an (equivalence class of) endoscopic datum as G1,
or pG1, ξ1q if we want to emphasize the L-embedding ξ1 of the datum.
For our purpose, we need the to consider the case of standard endoscopy
withG “ UE{F pNq, and the case of twisted endoscopy, withG “ rGE{F pNq :“
GE{F pNq ¸ θ, with θ as in (1.0.1), and pθ as in (2.1.2). We first consider the
standard case.
Thus G “ UE{F pNq. The set EellpGq of (equivalence classes of) elliptic
endoscopic data of G “ UE{F pNq are determined by Rogawski ([R] section
4.6). They are given by
pG1, ξ1q “ pUE{F pN1q ˆ UE{F pN2q, ζχq
N1, N2 ě 0, N “ N1 `N2,
χ “ pχ1, χ2q
with χ having signature:
κ “ pκ1, κ2q “ pp´1q
N´N1 , p´1qN´N2q as in p2.1.12q
and ζχ as in (2.1.13). The equivalence class of the endoscopic data is uniquely
determined by N1, N2 and is independent of the choice of χ1 P Z
κ1
E , χ2 P Z
κ2
E .
We also have
OutGpG
1q “
"
trivial if N1 ‰ N2
Z{2Z if N1 “ N2.
(2.4.1)
In the case where N1 “ N2 the non-trivial element of OutGpG
1q is repre-
sented by the automorphism of G1 that switches the two UE{F pN1q factors.
Following [A1] we also put EsimpGq to be the (unique up to equivalence)
endoscopic datum represented by G “ UE{F pNq itself.
Next consider the twisted case. Thus we take G “ rGE{F pNq “ GE{F pNq¸
θ. The set of elliptic twisted endoscopic data EellpGq of the twisted group
G “ rGE{F pNq, whose set of equivalence classes we denote as rEellpNq, are
given by the following (c.f. [R], section 4.7):
pG1, ξ1q “ pUE{F pN1q ˆ UE{F pN2q, ξχ
κ
q
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subject to the condition:
N1, N2 ě 0, N “ N1 `N2
χ
κ
“ pχ1, χ2q with signature κ, and
κ “
"
p1,´1q or p´1, 1q if N1 ” N2 mod 2
p1, 1q or p´1,´1q if if N2 ı N2 mod 2
with ξχ
κ
as in (2.1.10). The equivalence class of the endoscopic datum
pG1, ξ1q is uniquely determined by the pair pN1, N2q and κ, and is indepen-
dent of the choice of χ having signature κ. When there is no confusion we
abbreviate occasionally the endoscopic datum pG1, ξχ
κ
q as pG1, κq. These en-
doscopic data are mutually inequivalent, except for the case where N1 “ N2,
in which case the data pUpN1qˆUpN1q, p1,´1qq and pUpN1qˆUpN1q, p´1, 1qq
are equivalent. We also denote by rEpNq the set of (equivalence class of) all
endoscopic data of rGE{F pNq.
For G1 P rEellpNq as above one has ĄOutN pG1q :“ OutGpG1q (with G “rGE{F pNq) being trivial.
Following Arthur [A1], we denote by rEsimpNq “ EsimpGq the set of (equiva-
lence class of) simple twisted endoscopic data, namely given by pUE{F pNq, ξχκq
for κ “ ˘1 (thus there are exactly two of them up to equivalence). The fact
that ĄOutN pUpNqq is trivial makes the argument in the proof of the classifi-
cation theorems in this paper to be simpler as compared to the symplectic-
orthogonal situation considered in [A1].
For future reference, given a simple twisted endoscopic datum pUE{F pNq, ξχκq
of rGE{F pNq, we refer to the sign p´1qN´1 ¨ κ as the parity of the datum.
Remark 2.4.1.
We note that when N is odd, the two simple twisted endoscopic data
pUE{F pNq, ξχ`q and pUE{F pNq, ξχ´q of
rEsimpNq, they have no equivalent
Levi sub-data pM, ξM q P rEpNq in common, with M a Levi subgroup of
UE{F pNq. On the other hand, when N is even then this property is not
true, for example for the Siegel Levi M – GE{F pN{2q, the two Levi sub-
data pM, ξχ`q and pM, ξχ´q are equivalent as twisted endoscopic datum ofrGE{F pNq (here we are still denoting by ξχ` the composition of the dual Levi
embedding LM ãÑ LUE{F pNq with ξχ`; similarly for ξχ´); in fact any Levi
M with such property is a subgroup of the Siegel Levi. Thus the twisted
endoscopy theory for unitary group is similar to the symplectic-orthogonal
situation studied in [A1]. The author is grateful to Moeglin for pointing this
out.
Even though in the above situation with N being even, the two twisted
endoscopic data pM, ξχ`q and pM, ξχ´q are equivalent, it is still important to
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distinguish them notationally; thus in the following sections we will always
use different notations for these two data.
For the rest of section 2.4 we fix χ` P Z
`
E and χ´ P Z
´
E (we can just
take χ` “ 1 but this is not necessary). We can now state the first main
result of the paper, which we view as a “seed theorem”. It will be proved
by induction and comparison of trace formulas, but the complete proof will
only be achieved at the end of section nine (but special cases of the theorem
have to be proved along the way).
Theorem 2.4.2. Suppose that φN P rΦsimpNq is a conjugate self-dual simple
generic global parameter. Then there exists a unique (up to equivalence)
twisted endoscopic data pG, ξχκq P rEellpNq, such that
cpφN q “ ξχκpcpπqq
for some representation π in the discrete automorphic spectrum of GpAF q.
Furthermore, pG, ξχκq is in fact simple, thus of the form pUE{F pNq, ξχκq for
a unique κ P t˘1u.
As we will see in theorem 2.5.4 the next subsection, the sign κ is uniquely
determined by the order of pole at s “ 1 of a certain Asai L-function asso-
ciated to φN .
For the moment suppose that N is fixed, and assume theorem 2.4.2 is
valid for any integer m ď N . We can then define the fundamental objects
needed for the statement of the global classification.
Thus let ψN P rΨpNq be written in the standard form:
ψN “
´ ð
iPI
ψN
liψ
Ni
i
¯
‘
´ ð
jPJ
ψN
ljpψ
Nj
j ‘ ψ
Nj˚
j˚ q
¯
.(2.4.2)
For each i P IψN , we can apply theorem 2.4.2 to the simple generic factor
µi P rΦsimpmiq of ψNii “ µi b νi. This gives a simple endoscopic datum
pUE{F pmiq, ξχδi q P
rEsimpmiq for a unique δi P t˘1u. Put Hi :“ UE{F pmiq.
On the other hand, for an index j P JψN , we just put Hj :“ GE{F pmjq.
Denote by tKψN u the set of orbits of KψN under the involution i Ø i
˚,
which for our purpose can be identified as IψN
š
JψN . Thus for k P KψN we
have a connected reductive group Hk defined over F . As usual we let
LHk
be the Weil form of the L-group of Hk. Form the fibre product:
LψN “
ź
kPtK
ψN
u
pLHk ÑWF q(2.4.3)
which will serve as a substitute for the global Langlands group. We also
define LψN {E to be the inverse image of WE in LψN under the projection
map LψN ÑWF .
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For an index k “ i P IψN , we have the embedding:rµi :“ ξχδi : LUE{F pmiq ÝÑ LGE{F pmiq.
On the other hand, if j P JψN , then we define the embedding:
(2.4.4) rµj : LGE{F pmjq ÝÑ LpGE{F pmjq ˆGE{F pmjqq Ă LGE{F p2mjq
by setting
rµjphj ¸ σq “ phj ‘ pθphjqq ¸ σ,(2.4.5)
for hj P pHj “ pGE{F pmjq “ GLmj pCq ˆGLmj pCq, σ PWF .
Definition 2.4.3. To the parameter ψN P rΨpNq as above, we associate the
L-homomorphism: rψN : LψN ˆ SL2pCq Ñ LGE{F pNq
as the direct sumrψN “ ´ à
iPI
ψN
lip rµi b νiq¯‘ ´ à
jPJ
ψN
ljprµj b νjq.¯(2.4.6)
Here we have identified an n-dimensional representation ν : SL2pCq Ñ
GLnpCq as a homomorphism:rν : SL2pCq Ñ pGE{F pnq “ GLnpCq ˆGLnpCqrνpgq “ pνpgq, νpgqq, g P SL2pCq
(note that any finite dimensional representation of SL2pCq is self-dual).
Henceforth we will just write rν as ν.
Remark 2.4.4.
Note that the group LψN can be defined from ψ
N without using theorem
2.4.2. On the other hand, the definition of the L-embedding rψN depends
crucially on the use of theorem 2.4.2.
Definition 2.4.5. Suppose that pUE{F pNq, ξχκq P rEsimpNq. Define ΨpUE{F pNq, ξχκq
to be the set consisting of pairs ψ “ pψN , rψq, where ψN P rΨpNq, andrψ : LψN ˆ SL2pCq Ñ LUE{F pNq
is an L-homomorphism (considered up to pUE{F pNq-conjugacy), such thatrψN “ ξχκ ˝ rψ.(2.4.7)
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Note that rψ is determined by rψN and ξχκ , i.e. ΨpUE{F pNq, ξχκq can
be defined to be consisting of the set of ψN P rΨpNq such that rψN factors
through the L-embedding ξχκ .
For ψ “ pψN , rψq P ΨpUE{F pNq, ξχκq, we denote LψN as Lψ. We also
denote the indexing sets KψN , IψN , JψN in (2.4.3) as Kψ, Iψ, Jψ . As usual
we denote by ΦpUE{F pNq, ξχκq the subset of generic parameters, i.e. those
that are trivial on the SL2pCq factor.
Remark 2.4.6.
In the above notation, for the component µi of ψ
Ni
i “ µi b νi P
rΨsimpNiq,
we have rµi : Lψ Ñ LGE{F pmiq factors through ξχδi tautologically by con-
struction. The analogue of lemma 2.2.1 in the current setting (which can
be proved by exactly the same argument) shows that rµi|Lψ{E , identified
as an admissible representation rµi|Lψ{E : Lψ{E Ñ GLmipCq, is conjugate
self-dual with parity given by the sign δip´1q
mi´1. On the other hand the
ni-dimensional representation νi of SL2pCq is orthogonal if ni is odd, and
symplectic if ni is even. Hence the representationrµi|Lψ{E b νi : Lψ{E ˆ SL2pCq Ñ GLNipCq (with Ni “ miniq
is conjugate self-dual with parity δip´1q
mi´1`ni´1 “ δip´1q
mi`ni . Thus if
we define:
κi :“ δip´1q
Ni´mi´n1`1(2.4.8)
Then we have κip´1q
Ni´1 “ δip´1q
mi`ni . By the analogue of lemma 2.2.1
again the L-homomorphismrµi b νi : Lψ ˆ SL2pCq Ñ LGE{F pNiq
factors through ξχκi . Thus the simple parameter ψ
Ni
i “ µi b νi P
rΨsimpNiq
defines a parameter ψi “ pψ
Ni
i ,
rψiq in ΨpUE{F pNiq, ξχκi q, with κi as in
(2.4.9), and rψi :“ rµi b νi
More generally, if pG, ξq P rEpNq represents a general twisted endoscopic
datum of rGE{F pNq, then ΨpG, ξq can again be identified as the set of pairs
pψN , rψq, where ψN P rΨpNq, andrψ : Lψ ˆ SL2pCq Ñ LG
is an L-embedding, such that rψN “ ξ ˝ rψ.
For example if pG, ξq “ pG, ξχ
κ
q P rEellpNq, we can write:
G “ G1 ˆG2
ENDOSCOPIC CLASSIFICATION ... 25
and with κ “ pκ1, κ2q, such that pGi, ξχκi q represents a simple twisted en-
doscopic datum of the form pUE{F pNiq, ξχκi q P
rEsimpNiq. Then we have
ΨpG, ξχ
κ
q “ ΨpG1, ξχκ1 q ˆΨpG2, ξχκ2 q.
We note that, in contrast to the case where G P rEsimpNq, the projection
pψN , rψq Ñ ψN is in general no longer injective.
Of particular importance will be the following:
Definition 2.4.7. Let pG, ξq P rEellpNq be an elliptic twisted endoscopic
datum. Define Ψ2pG, ξq to be the subset of ΨpG, ξq consisting of ψ “ pψ
N , rψq
such that ψN P rΨellpNq.
Ψ2pG, ξq is known as the set of square-integrable parameters of G, with
respect to ξ. Thus for example if ψ “ pψN , rψq P Ψ2pUE{F pNq, ξχκq, then we
have:
ψN “ ψN11 ‘ ¨ ¨ ¨ ‘ ψ
Nr
r
for mutually distinct ψNii P
rΨsimpNiq, such that κip´1qNi´1 “ κp´1qN´1 for
all i “ 1, ¨ ¨ ¨ , r. Here κi is defined as in (2.4.9).
For general pG, ξq P rEellpNq, we see that the projection ψ “ pψN , rψq Ñ ψN
on Ψ2pG, ξq is again injective.
Given pG, ξq P rEpNq, define (in a formal manner analogous to the local
situation) the map:
ξ˚ : ΨpG, ξq Ñ rΨpNq
ψ “ pψN , rψq Ñ ψN .
Then from the definitions it follows easily thatrΨellpNq
“
ž
pG,ξqPrEellpNq
ξ˚pΨpG, ξqq.
Indeed suppose that ψN “
Ð
iPI ψ
Ni
i P
rΨellpNq for ψNii P rΨsimpNiq, withrψNii factors through ξχκi (κi being determined as in (2.4.9)). Then pG, ξq “
pG, ξ
χ
κ
q is determined as follows. Write ψN in the form
ψN “ ψNO ‘ ψ
N
S
with
ψNO “
ð
iPIO
ψNii , ψN,S “
ð
iPIS
ψNii
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being the “conjugate orthogonal” and “conjugate symplectic” part of ψN
respectively; here the indexing set IO and IS are given by:
IO “ ti P I, κip´1q
Ni´1 “ 1u, IS “ ti P I, κip´1q
Ni´1 “ ´1u.
If we put
NO “
ÿ
iPIO
Ni, NS “
ÿ
iPIS
Ni
then
G “ UE{F pNOq ˆ UE{F pNSq, κ “ pp´1q
NO´1, p´1qNS q
Note that the simple twisted endoscopic data pUE{F pNOq, p´1q
NO´1q and
pUE{F pNSq, p´1q
NS q (of rGE{F pNOq and rGE{F pNSq respectively) have oppo-
site parity.
Definition 2.4.8. Let pG, ξq “ pUE{F pNq, ξχκq, and ψ “ pψ
N , rψq P ΨpG, ξχκq.
Define
SψpGq :“ CentpIm rψ, pGq(2.4.9)
the centralizer in pG of the image of rψ. We also put
SψpGq :“ Sψ{Zp pGqΓF
SψpGq :“ π0pSψq.
Similar to the local case (2.2.12), we define the canonical central element
sψ P SψpGq:
sψ “ rψ´1,ˆ´1 00 ´1
˙¯
.(2.4.10)
The computation of SψpGq can easily be done. Thus let ψ “ pψ
N , rψq P
ΨpUE{F pNq, ξχκq. We can write ψ
N in the form
(2.4.11)
ψN “
´ ð
iPI`ψ
liψ
Ni
i
¯
‘
´ ð
iPI´ψ
liψ
Ni
i
¯
‘
´ ð
jPJψ
ljpψ
Nj
j ‘ ψ
Nj˚
j˚ q
¯
here Iψ “ I
`
ψ
š
I´ψ is the partition determined as follows. Recall the signs
κi defined as in (2.4.9). We declare, given i P Iψ:
i P
"
I`ψ if κi “ κp´1q
N´Ni
I´ψ if κi “ κp´1q
N´Ni´1.
(2.4.12)
Remark 2.4.9.
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By the analogue of lemma 2.2.1 in the present situation, the L-homomorphism:rψNii : Lψi ˆ SL2pCq Ñ LGE{F pNiq
corresponds to an Ni-dimensional representation of Lψi{E ˆ SL2pCq that is
conjugate self-dual with parity equal to κip´1q
Ni´1, while the L-homomorphismrψN : Lψ Ñ LGE{F pNq
corresponds to an N -dimensional representation of Lψ{E ˆ SL2pCq that is
conjugate self-dual with parity κp´1qN´1. Thus the set I`ψ corresponds to
the set of simple sub-parameters of ψN that are conjugate self-dual of the
same parity as ψN , while I´ψ consists of those that are of opposite parity.
It is then easy to see that, in order for rψN to factor through ξχκ :
LUE{F pNq Ñ
LGE{F pNq, the set I
´
ψ must be of even cardinality, and then
we have (c.f. [GGP] section 4):
(2.4.13)
SψpUE{F pNqq “
ź
iPI`
ψ
Opli,Cq ˆ
ź
iPI´
ψ
Sppli,Cq ˆ
ź
jPJψ
GLplj ,Cq.
We have ZppUE{F pNqqΓF “ t˘INu, identified in the natural way as an ele-
ment of the right hand side of (2.4.14). It follows that
|Sψ| “
#
2|I
`
ψ
| if li is even for all i P I
`
ψ
2|I
`
ψ
|´1 otherwise.
(2.4.14)
Since the twisted trace formula for the twisted group rGE{F pNq plays a
key role in the proofs of the main results, we need to extend these notions
to the twisted group rGE{F pNq. Thus for ψN P rΨpNq, we definerSψN pNq “ SψN p rGE{F pNqq “ CentpIm rψN , prGE{F pNqq(2.4.15)
and
S˚ψN pNq “ SψN p
rG0E{F pNqq(2.4.16)
“ SψN pGE{F pNqq “ CentpIm
rψN , pGpNqq.
Both rSψN pNq and S˚ψN pNq are connected, with rSψN pNq being a bi-torsor
under the connected group S˚
ψN
pNq. Since these are connected, they are
much simpler objects. In particular the set of connected componentsrSψN “ π0prSψN q “ π0prSψN {Zp pGE{F pNqqΓF q
and
S˚ψN “ π0pS
˚
ψN q “ π0pS
˚
ψN {Zp
pGE{F qΓF q
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are just singleton. However, they still play an important part of the proofs.
These objects can also be formulated in the case of local parameters in the
evident manner.
We now discuss the localizations of these objects. Thus suppose v is a
prime of F that does not split in E. The localization of GE{F pNq at v
is GEv{FvpNq, and similarly the localization of UE{F pNq at v is UEv{FvpNq.
Recall from the last subsection that we have defined the localization mapping
ψN Ñ ψNv from rΨpNq to rΨ`v pNq. If ψ “ pψN , rψq P ΨpUE{F pNq, ξχκq we
would like to know that the localization ψNv also factors through ξχκ,v (here
we denote by χκ,v P ZEv the localization of χκ at Ev). This is the content
of the second “seed” theorem:
Theorem 2.4.10. Suppose that φ “ pφN , rφq P ΦsimpUE{F pNq, ξχκq is a
simple generic global parameter. Then for any place v of F that does not
split in E, the localization φNv : LFv Ñ
LGEv{FvpNq factors through ξχκ.
In other words, given φ “ pφN , rφq P ΦsimpUE{F pNq, ξχκq, and v does not
split in E, we can define the localization φv as the (pUEv{FvpNq-conjugacy
class of) L-homomorphism:
φv : LFv Ñ
LUEv{FvpNq(2.4.17)
such that φNv “ ξχκ,v ˝ φv, where ξχκ,v
ξχκ,v :
LUEv{FvpNq ÝÑ
LGEv{FvpNq.
is as in (2.1.9) (in the local situation).
The proof of theorem 2.4.10 is not elementary, and the complete proof is
achieved only in section nine by an elaborate induction argument (but again,
special cases have to be proved along the way). In any case, for fixed N ,
assuming the validity of theorem 2.4.10 for for integers m ď N , we obtain
the immediate:
Corollary 2.4.11. Assume the validity of theorem 2.4.10 for m ď N . Sup-
pose that ψ “ pψN , rψq P ΨpUE{F pNq, ξχκq. Then for for each prime v of F
that does not split in E, the localization ψNv : LFv Ñ
LGEv{FvpNq factors
through ξχκ,v .
We can thus define the localization ψv as the pUEv{FvpNq-conjugacy class
of) L-homomorphism
ψv : LFv ˆ SUp2q Ñ
LUEv{FvpNq
such that ψNv “ ξχκ ˝ ψv .
The case where v splits into two primes w,w in E is elementary, and
follows from the discussion at the end of section 2.3. Namely that we have
Ev “ Ew ˆ Ew. We denote UEv{FvpNq as UpNqv . Recall that we have
ENDOSCOPIC CLASSIFICATION ... 29
the isomorphism ιw : UpNqv
»
Ñ GLN{Ew (resp. ιw : UpNqv
»
Ñ GLN{Ew)
corresponding to the projection of Ev to Ew (resp. projection to Ew). If we
identify Ew “ Ew “ Fv then the map ιw ˝ ι
´1
w is given by g ÞÑ J
tg´1J´1.
From the discussion at th end of the last subsection, given ψ “ pψN , rψq P
ΨpUE{F pNq, ξχκq, we can consider the localizations ψ
N
w and ψ
N
w as elements
of Ψ`pGLN pEwqq (resp. Ψ
`pGLN pEwqqq.
We have the representation πψNw of GLN pEwq associated to ψ
N
w as follows.
First consider the case that ψNw P ΨpGLN pEwqq. Then πψNw is the irreducible
admissible representation of GLN pEwq whose L-parameter is given by φψNw
as in (2.2.11), under the local Langlands classification for general linear
groups. In general, given the parameter ψNw P Ψ
`pGLN pEwqq, there is a
partition
N “ N1 ` ¨ ¨ ¨ `Nr
and λ1, ¨ ¨ ¨ , λr P R satisfying λ1 ą ¨ ¨ ¨ ą λr, and
ψNiw P ΨpGLNipEwqq
such that
ψNw “ ψ
N1
w b | ¨ |
λ1 ‘ ¨ ¨ ¨ ‘ ψNrw b | ¨ |
λr .
Let π
ψ
Ni
w
be the irreducible admissible representation of GLNipEwq associ-
ated to ψNiw as above. The partition N “ N1`¨ ¨ ¨`Nr defined the standard
parabolic subgroup P of GLN pEwq, with Levi component GLN1pEwqˆ ¨ ¨ ¨ˆ
GLNrpEwq. We then define:
πψNw :“ IP
`
pπ
ψ
N1
w
b |det |λ1qb ¨ ¨ ¨b pπ
ψ
Nr
w
b |det |λrq
˘
.
(thus is not irreducible in general because we are taking the full parabolic
induction). In a similar way we define the representation πψNw
associated to
ψNw . Note that in the case of generic parameters, then this correspondence
amounts to the local Langlands classification for standard representations
of general linear groups, instead of irreducible representations.
From the conjugate self-duality of ψN , we have ψNw “ pψ
N
w q
_ (if we make
the identification Ew “ Ew “ Fv), and without loss of generality, we may
assume that ψNw “
t
pψNw q
´1
as actual homomorphism. Hence we have πψNw “
pπψNw
q_. Thus we see that the pull-back of the representation πψNw to UpNqv
via ιw is isomorphic to the pull-back of the representation πψNw
to UpNqv
via ιw. We denote this representation of UpNqv as πψv , and we define ψv P
Ψ`pUpNqvq to be the parameter obtained by composing ψ
N
w : LFvˆSUp2q Ñ
LGLN{Ew with the isomorphism
Lιw
´1 : LGLN{Ew
»
Ñ LUvpNq (which is the
same as that obtained by composing ψNw with
Lιw
´1). More concretely:
ψv : LFv ˆ SUp2q Ñ
LUEv{FvpNq
is given by:
ψvpσq “ pψ
N
w pσq, ψ
N
w pσqq
Then we declare that πψv corresponds to the parameter ψv.
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Given theorem 2.4.10 (and corollary 2.4.11), we can now define the local-
ization maps LFv Ñ Lψ and for the component groups Sψ Ñ Sψv , which
play a critical role in the global classification.
First assume that v does not split in E. Thus we assume the validity
of theorem 2.4.10, and hence corollary 2.4.11, for all m ď N . Let ψ “
pψN , rψq P ΨpUE{F pNq, ξχκq. With notation as in (2.4.3) for ψN , consider
an index k “ i that belongs to Iψ, with µk being the generic component of
the simple parameter ψNkk “ µk b νk P
rΨsimpNkq. Theorem 2.4.2 applied
to µk P rΦsimpmkq gives a simple twisted endoscopic datum pHk, ξχδk q for
a unique sign δk P t˘1u, and Hi “ UE{F pmkq. Recall that we put rµk :
LUE{F pmkq Ñ
LGE{F pmkq to be given by ξχδk . The pair pµk, rµkq thus define
an element in rΦsimpmk, ξχδk q. Theorem 2.4.10 thus says that the localization
pµkqv , which we identify as the L-parameter pµkqv : LFv Ñ
LGEv{Fvpmkq,
factors through ξχδk,v :
pµkqv : LFv Ñ
LUEv{Fvpmkq
ξχδk,vÝÑ LGEv{Fvpmkq.
By composing the map LFv Ñ
LUEv{Fvpmkq with the L-map:
LUEv{Fvpmkq Ñ
LUE{F pmkq “
LHk
we obtain the commutative diagram of L-homomorphisms:
LFv
//

WFv

LHk // WF
(2.4.18)
If k P Jψ, then we have a similar diagram, which is elementary in this
case and does not depend on theorem 2.4.10, namely that it is just given
by the local Langlands classification for general linear groups. Taking fibre
product over tKψu we obtain a commutative diagram
LFv
//

WFv

Lψ // WF
(2.4.19)
which fits into the larger commutative diagram:
LFv ˆ SU2
ψv //

LUEv{FvpNq
//

WFv

Lψ ˆ SL2pCq
rψ // LUE{F pNq // WF
(2.4.20)
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We note that the same discussion can be carried out if v splits into two
primes w,w in E, and is elementary in the sense that it does not depend
on using theorem 2.4.10. We just repeat the gist of the above discussion.
From the discussion at the end of section 2.3, we have the localizations (with
µk being the generic component of the simple parameter ψ
Nk
k “ µk b νk as
before):
pµkqw : LEw Ñ
LGLmk{Ew “ GLmkpCq ˆWEw
pµkqw : LEw Ñ
LGLmk{Ew “ GLmkpCq ˆWEw
Making the identification Ew “ Ew “ Fv , the two L-parameters pµkqw and
pµkq
_
w are conjugate under GLN pCq. Without loss of generality assume that
we have pµkqw “
tpµkqw
´1 as actual homomorphism. We then define:
pµkqv : LFv Ñ
LUEv{Fvpmkq
by the rule
pµkqvpσq “ ppµkqwpσq, pµkqwpσqq.(2.4.21)
Now we have fixed the embedding F ãÑ F v (which also correspond to the
embedding WFv ãÑ WF ), thus fixes the choice of a prime above v for each
finite extension of F . In particular without loss of generality suppose that
w is the prime of E above v singled out by this embedding. Corresponding
to this we have the L-embedding
LUEv{Fvpmkq Ñ
LUE{F pmkq(2.4.22)
induced by pιw1 and the embeddingWFv ãÑWF (c.f. the discussion in section
2.1).
By composing (2.4.22) with (2.4.23) we obtain the diagram (2.4.19) in
the case where v splits in E. Similarly we obtain (2.4.20) and (2.4.21) in
the case where v splits in E.
Thus in all cases the commutative diagram (2.4.21) allows us to define
localization maps:
Sψ Ñ Sψv(2.4.23)
Sψ Ñ Sψv
Sψ Ñ Sψv
with the first two localization maps being injective.
2.5. Statement of main results. With the preparation of the previous
subsections we can now state the main results to be proved in this paper.
The proof will be a long induction argument. Additional theorems that are
needed to be proved along the way will be stated in the following sections.
We begin with the local classification theorem. Thus F is now a local
field. In general if G is a connected reductive group over F , denote by
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ΠpGq “ ΠpGpF qq the set of irreducible admissible representations of GpF q,
and by ΠtemppGq the subset of irreducible tempered representations of GpF q.
Theorem 2.5.1. Suppose F is local, and E a quadratic extension of F .
(a) For any local parameter ψ P ΨpUE{F pNqq, there is a finite multi-set Πψ,
equipped with a canonical mapping
π ÝÑ x¨, πy, π P Πψ
from Πψ to the character group pSψ of Sψ. If both UE{F pNq and π are
unramified then x¨, πy “ 1. All the representations in the packet Πψ are
irreducible unitary representations.
(b) If ψ “ φ P ΦbddpUE{F pNqq (hence a generic parameter of ΨpUE{F pNqq),
then Πφ is multiplicity free, and all the representations in Πφ are tempered
representations. The mapping from Πφ to pSφ is injective, and ΠpUE{F pNqq
is the disjoint union of the packets Πφ for all φ P ΦpUE{F pNqq. If F is
non-archimedean, then the map from Πφ to pSφ is bijective.
Furthermore ΠtemppUE{F pNqq is the disjoint union of the packets Πφ for all
φ P ΦbddpUE{F pNqq.
(c) Let ξχ :
LUE{F pNq ãÑ
LGE{F pNq be an L-embedding defined by a char-
acter χ P ZE. For any local parameter ψ P ΨpUE{F pNqq, put ψ
N “ ξχ,˚ψ,
regarded as a representation ψN : LE ˆ SU2 Ñ GLN pCq (as in section 2.2).
Consider detpψN q as a one-dimensional character detpψ
N q : WE Ñ C
ˆ.
Then for any representations in the packet Πψ, their central character has
parameter given by detpψN q, corresponding to the L-embedding LUE{F p1q ãÑ
LGE{F p1q defined by the character χ
bN .
In particular, part (b) of theorem 2.5.1 gives the local Langlands classifi-
cation of representations for the group UE{F pNq.
As in [A1], before we turn to the global classification, we also need the
local packets Πψ associated to parameters ψ P Ψ
`pUE{F pNqq, due to the po-
tential failure of the generalized Ramanujan conjecture for unitary cuspidal
automorphic representations on general linear groups.
Given ψ P Ψ`pUE{F pNqq, we have a standard parabolic subgroup P “
MNP of UE{F pNq, a parameter ψM P ΨpMq, and a point λ in the open
chamber of P in the real vector space
a˚M “ XpMqF bR
such that ψ is the composition of ψM,λ under the L-embedding
LM ãÑ
LUE{F pNq; here ψM,λ P Ψ
`pMq is the twist of ψM by λ, i.e. ψM,λ is the
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product of ψM with the central Langlands parameter of M that is dual to
the unramified quasi-character
χλ : m ÞÑ e
λHM pmq, m PMpF q.
Where as usual HM : MpF q Ñ aM “ HompXpMqF ,Rq is the homomor-
phism defined by the condition that for χ P XpMqF ,
exHM pmq,χy “ |χpmq|, m PMpF q.
The Levi subgroup M Ă UE{F pNq is a product of several general linear
factors GE{F pNiq, with a group G´ “ UE{F pN´q P rEsimpN´q for N´ ď
N . Since the local Langlands classification for the general linear factors is
already known, it thus follows from theorem 2.5.1 that we can construct the
packet ΠψM and the pairing x¨, πM y for πM P ΠψM . Letting πM,λ be the
twist of πM by the character χλ, we then define the packet Πψ associated
to ψ P Ψ`pUE{F pNqq by:
Πψ “ tπ “ IP pπM,λq : πM P ΠψM u.
Note that since the representations π in the packet Πψ are defined as full
parabolic induction π “ IP pπM,λq, they are in general neither irreducible
nor unitary. In any case, it also follows easily from the definitions that
SψM “ Sψ and SψM “ Sψ, and hence we can define the pairing x¨, πy for
π P Πψ by the rule: for s P Sψ “ SψM , we set
xs, πy “ xs, πMy, π “ IP pπM,λq
In theorem 3.2.1 of section 3.2, we will state the endoscopic character iden-
tities that characterizes the representations in the packet Πψ associated to
parameter ψ P ΨpUE{F pNqq. One of the reasons that we defined the packets
Πψ associated to ψ P Ψ
`pUE{F pNqq above as full parabolic induction of the
representations in the packet ΠψM , is that the endoscopic character iden-
tities are still valid for the packets Πψ for ψ P Ψ
`pUE{F pNqq, by analytic
continuation from that of ΠψM .
We now turn to the global classification. So F is now a global field, E a
quadratic extension of F , and as before for any prime v of F we use subscript
v to denote localization of various objects at v. For κ “ ˘1, we fix χκ P Z
κ
E
(for κ “ `1 we can of course simply take χ` “ 1, but this is not necessary).
Thus let ψ “ pψN , rψqq P ΨpUE{F pNq, ξχκq be a global parameter. If v is a
place of F that does not split in E, then by corollary 2.4.11, the localization
ψNv as a parameter LFv ˆ SU2 Ñ
LGEv{FvpNq factors through ξχκ,v, and we
defined ψv to be the parameter in Ψ
`pUEv{FvpNqq such that ψ
N
v “ ξχκ,v ˝
ψv. By the local classification theorem 2.5.1 (extended to parameters in
Ψ`pUEv{FvpNqq as above), we have a local packet Πψv corresponding to ψv.
Suppose now v splits in E. Recall that in this case we defined the local-
ization ψv P Ψ
`pUEv{FvpNqq and the representation πψv of UEv{FvpNq. We
denote the singleton packet tπψvu as Πψv . In this case the group Sψv (which
34 CHUNG PANG MOK
is isomorphic to Sψw or Sψw), is connected, and hence Sψv is trivial, and we
simply define the pairing x¨, πψvy to be trivial.
Define the global packet Πψ associated to ψ as the restricted tensor prod-
uct of the local packets Πψv :
Πψ “ b
1
vΠψv(2.5.1)
“ tπ “ b1vπv, πv P Πψv , x¨, πvy “ 1 for almost all vu
Recall that as in (2.4.24) we have a localization map Sψ Ñ Sψv (if v splits
in E then this is just the trivial map). If x P Sψ, we denote by xv P Sψv its
localization. We then have a map
Πψ Ñ pSψ(2.5.2)
π ÞÑ x¨, πy
xx, πy “
ź
v
xxv, πvy
We briefly recall the definition of the canonical sign character ǫψ P pSψ
(section 1.5 of [A1]).Thus write G “ UE{F pNq, and denote by pg the Lie
algebra of pG “ GLN pCq. Define the representation:
τψ : Sψ ˆ Lψ ˆ SL2pCq Ñ GLppgq
by setting
τψps, g, hq “ Adps ¨ rψpg ˆ hqq(2.5.3)
where Ad is the adjoint representation of LG on pg. The representation
τψ is orthogonal, hence self-dual, since it preserves the Killing form on pg.
Decompose τψ as:
τψ “ ‘ατα “ ‘αpλα b µα b ναq(2.5.4)
into irreducible representations λα, µα, να of Sψ,Lψ and SL2pCq respectively.
Then the character ǫψpxq is defined, for x P Sψ, as:
ǫψpxq “
ź
α
1
detpλαpsqq(2.5.5)
here s is any element in Sψ whose image in Sψ is equal to x, and
ś1
α denotes
the product over the indices α such that µα is symplectic and such that
ǫp1{2, µαq “ ´1(2.5.6)
The epsilon factor ǫps, µαq is defined as the product
ś
v ǫps, µα,v, ψFv q, where
µα,v is the representation of LFv defined by considering the pull-back of
the representation µα on Lψ to a representation µα,v on LFv via the map
LFv Ñ Lψ of (2.4.20), and ǫps, µα,v, ψFvq being the local epsilon factor as
defined in [T], with respect to the localization ψFv of a non-trivial additive
character ψF : AF {F Ñ C
ˆ (since µα,v is symplectic the central value
ǫp1{2, µα,v , ψFvq is independent of the choice of ψFv). In this paper we will
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always use the Langlands normalization of local L and ǫ factors (as discussed
in [T]).
Note that one has ǫψ “ 1 if ψ “ φ is a generic parameter.
We put
Πψpǫψq “ tπ P Πψ, x¨, πy “ ǫψu.(2.5.7)
Now we can state the global classification result. Denote by HpUE{F pNqq
the global Hecke algebra of UE{F pNqpAF q.
Theorem 2.5.2. Fix κ P t˘1u and χκ P Z
κ
E. We have a HpUE{F pNqq-
module decomposition of the L2-discrete automorphic spectrum of UE{F pNqpAF q:
L2discpUE{F pNqpF qzUE{F pNqpAF qq(2.5.8)
“
à
ψPΨ2pUE{F pNq,ξχκ q
à
πPΠψpǫψq
π.
One can of course take κ “ `1, and χ` “ 1. But this is not necessary
(and in fact in order to carry out the induction arguments, we need to
include the case where χκ is non-trivial).
Remark 2.5.3.
By virtue of part (b) of theorem 2.5.1, we see that theorem 2.5.2 implies
the multiplicity one result for representations π that belong to a global
packet corresponding to a generic parameter.
The final theorem we state in this subsection gives crucial information
about signs.
In general let φN P ΦsimpNq, i.e. a (unitary) cuspidal automorphic rep-
resentation of GLN pAEq. We then have the Rankin-Selberg L-function as
defined by Jacquet-Piatetskii-Shapiro-Shalika [JPSS]:
Lps, φN ˆ pφN qcq
which has a factorization:
Lps, φN ˆ pφN qcq “ Lps, φN ,Asai`q ¨ Lps, φN ,Asai´q(2.5.9)
here Lps, φN ,Asai˘q are the two Asai L-functions of φN . The local factors of
these Asai L-functions are studied in Goldberg [G], which are special cases
of the L-functions studied by Shahidi [S]. Note that in [G], the function
Lps, φN ,Asaiq of loc. cit. is being denoted as the “+” Asai L-function
Lps, φN ,Asai`q here, while the function Lps, φN b χ,Asaiq with χ P Z´E of
loc. cit. (which is independent of the choice of χ P Z´E ) is being denoted
as the “–” Asai L-function Lps, φN ,Asai´q here. In particular for χ´ P Z
´
E ,
we have Lps, φN ,Asai´q “ Lps, φN b χ´,Asai
`q.
When φN P rΦsimpNq, namely φN being conjugate self-dual, we have:
Lps, φN ˆ pφN qcq “ Lps, φN ˆ pφN q_q
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hence has a simple pole at s “ 1 by [JPSS]. Furthermore by Shahidi’s
theorem [S], both functions Lps, φN ,Asai˘q are non-zero at s “ 1. Hence
we see that exactly one of the functions Lps, φN ,Asai˘q has a pole at s “ 1,
which is a simple pole.
Finally if φN11 P ΦsimpN1q, φ
N2
2 P ΦsimpN2q let ǫps, φ
N1
1 ˆ φ
N2
2 q be the
Rankin-Selberg ǫ-factor associated to the pair φN11 , φ
N2
2 [JPSS].
Theorem 2.5.4. As before F is global.
(a) Suppose φN P rΦsimpNq is a conjugate self-dual simple generic param-
eter. Let κ be the sign associated to φN as in theorem 2.4.2. Then the Asai
L-function
Lps, φN ,Asaiηq
has a pole at s “ 1, where η “ p´1qN´1 ¨ κ.
We say that φN is conjugate orthogonal (resp. conjugate symplectic) if
η “ 1 (resp. η “ ´1).
(b) Suppose φN11 P
rΦsimpN1q, φN22 P rΦsimpN2q. Assume that φN11 and φN22
are conjuagte self-dual of the same parity (i.e. both conjugate orthogonal or
both conjugate symplectic). Then
ǫp1{2, φN11 ˆ pφ
N2
2 q
cq “ 1.(2.5.10)
Remark 2.5.5.
Part (a) of theorem 2.5.4 can thus be phrased in more common terms:
given a unitary cuspidal automorphic representation of Π of GLN pAEq that
is conjugate self-dual, we have Π arises as “standard base change” from
UE{F pNq if and only if Lps,Π,Asai
p´1qN´1q has a pole at s “ 1 (with a similar
result for the “twisted base change”). Thus this is the global automorphic
analogue of lemma 2.2.1.
Remark 2.5.6.
Although theorem 2.5.2 can be stated without invoking theorem 2.5.4,
nevertheless theorem 2.5.4 plays a critical role in the proof of theorem 2.5.2.
Part (b) of theorem 2.5.4 is the global automorphic analogue of Proposition
5.2, part 2, of [GGP], where such a result is proved in loc. cit. for lo-
cal root number associated to conjugate orthogonal representations of local
Langlands group.
Remark 2.5.7.
Although part (b) of theorem 2.5.4 concerns simple generic parameters a
priori, the place where it enters in the induction argument actually concerns
the case of non-generic parameters, namely in the comparison of trace for-
mulas in section five and six. Accordingly we formulate part (b) of theorem
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2.5.4, as a statement in terms of the integer N , as follows (the reason for this
formulation will be made clear in section 5.8, also c.f. proposition 6.1.5):
For i “ 1, 2 let ψNii “ µi b νi P
rΨsimpNiq, with N1 ` N2 ď N . Assume
that µ1 and µ2 are of the same parity, and that ν1 b ν2 is a direct sum of
an odd number of irreducible even dimensional representations of SL2pCq.
Then we have:
ǫp1{2, µ1 ˆ µ
c
2q “ 1.(2.5.11)
Example 2.5.8.
We give an important class of examples where the condition on order
of pole of Asai L-function follows automatically from local condition at
an archimedean prime. Suppose that ψN “ φN P rΦsimpNq is a simple
generic parameter, i.e. ψN is given by a (unitary) conjugate self-dual cus-
pidal automorphic representation φN of GLN pAEq. Suppose there exists
an archimedean place v of F , such that Fv “ R and Ev “ C, and such
that φNv arise as the “standard base change” of a parameter associated to
a representation on the compact unitary group UC{RpN, 0q. Then we claim
that Lps, φN ,Asaip´1q
N´1
q has a pole at s “ 1. In other words, the sign
κ associated to φN is equal to `1 in this case, and the pair φ :“ pφN , rφq
defines a parameter in ΦsimpUE{F pNq, ξχ`q (i.e. φ
N arises from UE{F pNq
via standard base change).
Indeed suppose that we had κ “ ´1. Then by theorem 2.4,10, we have
φNv factors through ξχ´ for this particular archimedean place v. Thus φ
N
v
is conjugate self-dual with parity p´1qN´1 ¨ p´1q “ p´1qN , by lemma 2.2.1.
On the other hand, the given condition on φNv implies that it is an elliptic
parameter, i.e. φNv P
rΦell,vpNq. Thus the parity of φNv is unique by remark
2.2.2. The assertion that φNv is elliptic follows immediately from the fact
that the L-parameter of such a φNv is of the form (e.g. [BC] prop. 4.3.2):
(2.5.12)
z P LEv “WEv “ C
ˆ ÞÑ diagppz{zqa1 , ¨ ¨ ¨ , pz{zqaN q
with a1 ą ¨ ¨ ¨ ą aN and ai P
N`1
2
`Z for all i (and the usual interpretation
of pz{zq1{2, i.e. pz{zq1{2 :“ z{|zz|1{2).
Now take wc “ j P LFv r LEv “ WFv rWEv such that j
2 “ ´1. Then
from the condition that ai P
N`1
2
`Z we have, with φNv as in the above form
(2.5.12):
φNv pj
2q “ φNv p´1q “ p´1q
N´1IN
From equation (2.2.6) we see that this implies φNv is conjuagte self-dual of
parity p´1qN´1 (taking the matrix A there to be the identity matrix), a
contradiction. Thus we conclude that κ “ 1. We formulate this as:
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Corollary 2.5.9. Suppose that Π is a conjugate self-dual (unitary) cuspidal
automorphic representation on GLN pAEq. Suppose there exists a place v of
F such that Fv “ R, Ev “ C, and that the L-parameter corresponding to
the irreducible admissible representation Πv of GLN pEvq is given by (2.5.12).
Then
Lps,Π,Asaip´1q
N´1
q
has a pole at s “ 1, and Π descends to UE{F pNq via “standard base change”,
and does not descend to UE{F pNq via “twisted base change”.
We note that special case of such descent result to unitary groups have
of course been considered by many authors before in the case where E{F is
a CM extension of a totally real field F , and φN being conjugate self-dual
cuspidal automorphic representation on GLN pAEq, that is cohomological at
all the archimedean places of E (c.f. the discussion in the next section).
2.6. Review of earlier results. The problem on classification of auto-
morphic representations on unitary groups has of course been studied by
many authors before. Besides the complete results by Rogawski [R] in the
case of unitary groups in three variables, there is the work of Harris-Labesse
[HL] on base change for unitary groups, under the condition that the cus-
pidal automorphic representation on the unitary group is supercuspidal at
two finite places of F that split in E. Results obtained using the converse
theorem in the globally generic case were obtained by Kim-Krishnamurthy
[KK1, KK2] and Codgell-Piatetski-Shapiro-Shahidi [CPSS]. There are also
results based on the method of automorphic descent due to Ginzburg-Rallis-
Soudry [GRS]. We will in fact combine our results with that of Ginzburg-
Rallis-Soudry to deduce the generic packet conjecture in section nine.
Under the assumption that E{F is a CM extension over a totally real field,
special cases of endoscopic transfer for unitary groups has been studied by
many authors: e.g. Clozel-Harris-Labesse [CHL], S.Morel [Mo], S.W.Shin
[Shi]. More complete results on endoscopic classification of discrete auto-
morphic representations of unitary groups have been obtained by Labesse
[La], under suitable local assumptions on the automorphic representations
involved. Most of these local assumptions are of the form: the discrete au-
tomorphic representation on the unitary group belongs to discrete series at
all archimedean places of F , and at finite places of F that does not split in
E it is spherical. In particular we refer to the work [STF] for discussion of
these results.
We of course need to point out that as in [A1], the results obtained in this
paper is still conditional on the stabilization of the twisted trace formula,
whereas the results obtained by the earlier authors as discussed above are
unconditional (under the suitable local assumptions).
The construction of local L-packets for unitary groups associated to square-
integrable parameters in the non-archimedean case is also obtained by Moeglin-
Tadic [MT] and Moeglin [Moe]. We would like to mention that the work
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[Moe] yields information about supercuspidal representations that is a priori
not available in the general framework of endoscopic classification.
3. Local character identities and the intertwining relation
In this entire section F is a local field, and E a quadratic extension of F .
We lay down some of the local preliminaries needed for the comparison of
the trace formulas in later parts of the paper. In particular we state the local
character identities characterizing the representations in a packet, and the
local intertwining relation (whose full proof will be completed only in section
8), which plays a crucial role in both the comparison of trace formulas in
section five and six, and in reducing the construction of packets for general
parameters to the case of square-integrable parameters.
3.1. Local endoscopic transfer of test functions. The local character
identities that characterize the representations in a packet is based on the
endoscopic transfer of test functions, which are defined with respect to the
transfer factors of Langlands-Shelstad-Kottwitz. We refer back to section
2.4 for discussion of endoscopic data, and in particular pertaining to the
case of unitary groups.
We briefly recall some of the discussion as in section 2.1 of [A1] (in a
simplified form, which is sufficient for our purpose; we refer to loc. cit. for
the general setting). Thus
G “ pG0, θq
is the data of a twisted group defined over F , and for which we also denote
by the same symbol G for the twisted group G “ G0¸ θ. If θ is the identity
then of course G “ G0 is just a group. Given an element γ P GpF q, we
denote by Gγ the centralizer of γ in G
0:
Gγ “ tx P G
0, x´1γx “ γu.
A semi-simple element γ is called strongly regular, if Gγ is an abelian group.
Given a strongly regular element γ, we form the invariant orbital integral:
fGpγq “ |Dpγq|
1{2
ż
GγpF qzG0pF q
fpx´1γxq dx
with Dpγq being the Weyl discriminant
Dpγq “ detp1´Adpγq|g0{gγ q
with g0, gγ being the Lie algebras of G
0, Gγ respectively. We denote
IpGq “ tfG, f P HpGqu
the space of functions on the set of strongly regular G0pF q-conjugacy classes
in GpF q spanned by the invariant orbital integrals. Here HpGq is the Hecke
algebra (or module in the twisted case) of smooth, compactly supported
functions on GpF q defined with respect to a maximal compact subgroup of
G0pF q. For the case G “ rGE{F pNq “ GE{F pNq ¸ θ (with θ defined as in
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(1.0.1)), which is the only twisted group that we will consider, we denote
Hp rGE{F pNqq as rHpNq.
The spectral interpretation of the space of orbital integrals IpGq is given
by characters. Thus let pπ0, V q be an irreducible unitary representation of
G0pF q, with an unitary extension π of π0 to GpF q, i.e. π is a function from
GpF q to the space of unitary operators on V satisfying
πpx1xx2q “ π
0px1qπpxqπ
0px2q, x1, x2 P G
0pF q, x P GpF q.
Then we have the character:
fGpπq “ trπpfq “ tr
´ż
GpF q
fpxqπpxqdx
¯
, f P HpGq.
The two functions tfGpγqu and tfGpπqu determine each other.
Suppose now that G “ G0 is a (connected) quasi-split group. Given
f P HpGq, we have the function fG on the set of strongly regular stable
conjugacy classes of GpF q:
fGpδq :“
ÿ
γÑδ
fGpγq
with the sum indicates the set of conjugacy classes of GpF q that belongs to
the stable conjugacy class δ. The function fG is known as the stable orbital
integral of f . Denote
SpGq “ tfG, f P HpGqu
the space spanned by the stable orbital integrals of elements in HpGq. We
thus have a map
HpGq Ñ SpGq
f Ñ fG.
Back to the general case where G is allowed to be a twisted group. Let
G1 “ pG1, s, ξ1q be an endoscopic data for G as in section 2.4 (in particular
G1 is a quasi-split connected group). By Langlands-Shelstad [LS] (untwisted
case) and Kottwitz-Shelstad [KS], we have the notion of transfer factor
∆pδ, γq with respect to G and and the endoscopic datumG1 “ pG1, s, ξ1q; here
δ is a strongly G-regular stable conjugacy class in G1pF q, and γ is a stongly
regular G0pF q-conjugacy class in GpF q. In general ∆ is well-determined up
to a complex multiplicative constant of absolute value one. We remark that
as in Arthur’s papers, the factor ∆IV as in [KS] is already absorbed into the
definition of orbital integrals.
Given a definition of the transfer factor ∆, we can then define the Langlands-
Shelstad-Kottwitz transfer of f to a function on the set of strongly G-regular
stable conjugacy classes in G1pF q:
fG
1
pδq :“
ÿ
γ
∆pδ, γqfGpγq, f P HpGq(3.1.1)
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(the sum runs over all the strongly regular G0pF q-conjugacy classes inGpF q).
We caution that in the notation for fG
1
the symbol G1 denotes an endoscopic
datum, i.e. the transfer depends on G1 as an endoscopic datum (not just as
an endoscopic group).
The Langlands-Shelstad-Kottwitz transfer conjecture, which is now a the-
orem, asserts that for any f P HpGq, the transfer fG
1
belongs to SpG1q for
any endoscopic data G1 of G. In other words we have:
fG
1
“ f 1
G1
(3.1.2)
for some f 1 P HpG1q. Thus we have a map:
HpGq Ñ SpG1q(3.1.3)
f Ñ fG
1
.
We refer to section 2.1 of [A1] for a discussion of the history of this
conjecture. In the case when F is archimedean, the transfer conjecture is
established by Shelstad [Sh1, Sh4]. In the non-archimedean case, the transfer
conjecture is established as a consequence of the works of Waldspurger [W1,
W2, W3], and the works of Ngo [N] on the fundamental lemma (in the case
of unitary groups, which is our main concern here, the fundamental lemma
was established earlier in [LN]). The fundamental lemma asserts that when
both G and G1 are unramified, and if f is taken to be the characteristic
function of K ¸ θ, with K being a θ-stable hyperspecial maximal compact
subgroup of G0pF q, then f 1 in (3.1.2) can be taken to be the characteristic
function of a hyperspecial maximal compact subgroup of G1pF q. See also
section 4.2 for related discussion in the global situation.
In this paper we will only be concerned with the case G “ rGE{F pNq, and
the case where G is a product of quasi-split unitary groups UE{F pNq. Since
these groups have standard ΓF -splitting, with the splitting being θ-stable in
the twisted case G “ rGE{F pNq, we can use the Whittaker normalization of
the transfer factor (section 5.3 of [KS]), which will be the normalization of
the local transfer factor used in this paper.
We fix the standard θ-stable ΓF -splitting
S “ pB,T, txαuαP∆`q
of the group G0 (here T is the standard diagonal maximal torus of G0, B is
the standard upper triangular Borel subgroup of G0, and ∆` is the set of
positive simple roots of pB,T q, which is not to be confused with the transfer
factor). Then for an endoscopic datum G1 of G, it is defined in [KS] section
5.3, the transfer factor ∆S normalized with respect to the splitting S of G
0.
For a given choice of non-trivial additive character ψF : F Ñ C
ˆ, we then
have the Whittaker normalized transfer factor ∆, which is related to ∆S by:
∆ “
ǫp1{2, τG, ψF q
ǫp1{2, τG1 , ψF q
∆S
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here τG (resp. τG1) is the Artin representation of ΓF on the C-vector space
X˚pT qθ bZ C (resp. on X
˚pT 1q bZ C, with T
1 being the standard diagonal
maximal trous of G1). The ǫ factors are defined as in [T] in the Langlands’
normalization. The Whittaker normalized transfer factor depends only on
the corresponding Whittaker data, i.e. on the data
pB,λq
with λ : NB Ñ C
ˆ (NB being the unipotent radical of B) being determined
by ψF and the splitting S by:
λpnq “ ψF p
ÿ
αP∆`
αpnqq.
Recall as in section 2.4 that for G “ UE{F pNq, an endoscopic datum
pG1, s, ξ1q of G is uniquely determined up to equivalence by the endoscopic
group G1. On the other hand, for the twisted group G “ rGE{F pNq, the
endoscopic group alone does not determine (the equivalence class of) the
endoscopic datum. Thus when we want to emphasize the L-embedding in
the endoscopic datum we write pG1, ξ1q for the endoscopic datum, instead
of just G1 alone. So for instance given rf P rHpNq “ Hp rGE{F pNqq, and
pG1, ξ1q P rEpNq an endoscopic datum of rGE{F pNq, we denote rfG1 as rf pG1,ξ1q
to emphasize that it is the Kottwitz-Shelstad transfer of rf to G1 with respect
to the datum pG1, ξ1q.
Finally we need a property of the Langlands-Kottwitz-Shelstad transfer
which plays a crucial role in the analysis of the trace formulas.
First briefly recall the notion of compatible family of functions (section
2.1 of [A1]) for rEpNq. Switching notation, instead of writing an element
of rEpNq as pG1, ξ1q, we denote such an element as pG, ξq. Now given pG, ξq
and pM, ξM q P rEpNq, we say that pM, ξM q is a Levi subdata of pG, ξq, if M
is a Levi subgroup of G, and ξM is up to pGE{F pNq-conjugacy equal to the
composition of the L-embedding LM Ñ LG (that is dual to the inclusion
M ãÑ G) with ξ. Then given f P HpGq, we have the descent map fG Ñ fM
on the invariant orbital integrals, characterized by the condition: for any
admissible representation πM of MpF q, denote by IP pπM q the normalized
parabolic induction of πM to GpF q (here P is a parabolic subgroup of G
with Levi component M), then we have
fM pπM q “ fGpIP pπM qq.
Similarly we have the descent map for the stable orbital integrals fG Ñ fM ,
with fM :“ pfM q
M .
Now consider a family of function indexed by the twisted endoscopic data
of rGE{F pNq:
F “ tf P HpGq : pG, ξq a twisted endoscopic datumu.(3.1.4)
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Again we emphasize that it is the endoscopic data pG, ξq that forms the
indexing set, and not the endoscopic groups themselves. Then the family
(3.1.4) is called a compatible family, if, firstly for any f P HpGq associated to
pG, ξq P rEpNq, and h P HpMq associated to pM, ξM q P rEpNq, with pM, ξM q
a Levi subdata of pG, ξq, we have:
fM “ hM
and secondly, the family is to be compatible with equivalence of twisted
endoscopic data, in the natural sense. We give the condition in the two
most significant cases: the first case is as follows: let G1 “ pUE{F pNq, ξ1q and
G2 “ pUE{F pNq, ξ2q with ξ1 “ ξχ1 and ξ2 “ ξχ2 such that χ1, χ2 P Z
κ
E. Thus
G1, G2 are equivalent as twisted endoscopic data. The character ra :“ χ2{χ1
restricts to the trivial character on Fˆ, and hence descends to a character
a on UE{F p1q, i.e. such that rapuq “ apu{cpuqq.
Then the compatibility condition is
fG22 “ pa ˝ detq ¨ f
G1
1
here det : UE{F pNq ÞÑ UE{F p1q is the determinant map, and f1 (resp. f2)
is the function in the compatible family (3.1.4) associated to G1 (resp. G2).
Here fGii is of course just the stable orbital integral f
UE{F pNq
i , but we have
denoted it as fGii for clarity.
The second case is as follows: let N be even, and G “ pUE{F pNq, ξq and
G_ “ pUE{F pNq, ξ
_q be representatives of the two equivalence classes of
simple twisted endoscopic data of rGE{F pNq, with ξ “ ξχ` , ξ_ “ ξχ´ such
that χ˘ P Z
˘
E . As in remark 2.4.1, let L – GE{F pN{2q be the Siegel Levi
of UE{F pNq. We equip L with the L-embedding ξ and regard pL, ξq as a
(non-elliptic) twisted endoscopic datum of rGE{F pNq, which we still denote
by L for the moment; similarly we equip the Levi subgroup L with the
L-embedding ξ_ and denote L_ “ pL, ξ_q the resulting twisted endoscopic
datum of rGE{F pNq. The datum L (resp. L_ is a Levi sub-datum of G (resp.
G_).
The datum L and L_ are equivalent as elements of rEpNq. For rf P rHpNq.
Then the compatibility condition is
f_,L
_
“ ppχ´{χ`q
N{2 ˝ detq ¨ fL.(3.1.5)
where f (resp. f_) is the function associated to the twisted endoscopic da-
tumG (resp. G_) in the family (3.1.4). The formulation of the compatibility
with equivalence of endoscopic data in general is similar.
The condition (3.1.5) is motivated as follows: for rf P rHpNq, the definition
of Kottwitz-Shelstad transfer factor gives the following equality:rfL_ “ ppχ´{χ`qN{2 ˝ detq ¨ rfL
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c.f. (3.1.8) below.
We note that since any pM, ξM q is a Levi subdata of a certain elliptic
twisted endoscopic data pG, ξq, it follows that for a compatible family of
functions F , the stable orbital integrals hM (for h P HpMq are determined
by the stable orbital integrals fG for a set of equivalence classes of elliptic
twisted endoscopic data pG, ξq. In the following we will take this conven-
tion; namely we understood rEpNq and rEellpNq as a set of representatives
of the equivalence classes of twisted endoscopic data, and specifies only the
functions in a compatible family associated to the set of representatives of
elliptic twisted endoscopic data.
Recall the space of invariant orbital integrals on Ip rGE{F pNqq, which we
denote as rIpNq. We similarly define the endoscopic version of this spacerIEpNq Ă à
pG,ξqPrEpNqSpGq,
(3.1.6) rIEpNq “ t à
pG,ξqPrEpNq f
G
ˇˇ
f belongs to a compatible family Fu.
It follows from the basic properties of the transfer factors, and the transfer
conjecture of Langlands-Shelstad-Kottwitz, that the image of the collective
transfer mapping: rIpNq Ñ à
pG,ξqPrEpNqSpGq(3.1.7) rf Ñ à
pG,ξqPrEpNq
rf pG,ξq
lies in rIEpNq.
Proposition 3.1.1. Notations as above.
(a) The map rIpNq Ñ rIEpNq defined by (3.1.7) is an isomorphism. In
particular, a family of functions F in (3.1.4) forms a compatible family, if
and only if there exists rf P rHpNq, such thatrf pG,ξq “ fG(3.1.8)
for any pG, ξq P rEpNq and f P F is the function associated to pG, ξq.
(b) For pG, ξq P rEsimpNq (thus G “ UE{F pNqq the transfer mappingrHpNq Ñ SpUE{F pNqq(3.1.9) rf Ñ rf pG,ξq
is surjective.
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Part (a) of Proposition 3.1.1 is exactly the content of Proposition 2.1.1 of
[A1] (which applies to the general setup of twisted endoscopy). Similarly,
the argument in the proof of Corollary 2.1.2 of [A1] shows that the transfer
mapping rHpNq Ñ SpUE{F pNqqĄOutN pUpNqqrf Ñ rf pG,ξq
is surjective. Hence we are done since ĄOutN pUpNqq is trivial.
3.2. Characterization of the local classification. In this subsection we
give the precise statement of the local character relations for the represen-
tations in a packet, which in particular characterize the local classification
in term of endoscopic transfer (both the standard and the twisted case).
Recall that the classification is based on transfer of conjugate self-dual
representations on GE{F pNqpF q “ GLN pEq. If π is an irreducible conjugate
self-dual representation of GE{F pNqpF q, there are two different ways we can
extend π to the group rG`
E{F pNqpF q “ GE{F pNq¸xθy. We need to choose the
extension given by Whittaker normalization. The discussion follows section
2.2 of [A1].
Suppose first that π is a tempered irreducible admissible representation
of GE{F pNqpF q. Then π has a pBpNq, λq-Whittaker functional ω, where
pBpNq, λq is the standard Whittaker data of GE{F pNq, with λ being the
character on NBpNq as in section 3.1 defined with respect to a fixed non-
trivial additive character ψF of F . The Whittaker functional ω is unique up
to scalar multiple, and we have
ωpπpnqvq “ λpnqωpvq, n P NBpNqpF q, v P V8
where V8 is the underlying vector space of smooth vectors of the repre-
sentation pπ, V q. Since we are assuming that π is conjugate self-dual, the
representation π ˝ θ is equivalent to π, hence there exists a non-zero inter-
twining operator I, which is unique up to scalar, from π to π ˝ θ.
Since the Whittaker data pBpNq, λq is stable under θ, the linear form ω˝θ
is again a non-zero pBpNq, λq-Whittaker functional of π, hence we have
ω ˝ I “ cω
for a non-zero constant c. We define:rπpθq :“ c´1I(3.2.1)
then rπpθq is the unique intertwining operator from π to π ˝ θ such that
ω “ ω ˝ rπpθq.(3.2.2)
The intertwining operator rπpθq thus provides a unitary extension rπ of π torG`
E{F
pNq, in particular to the twisted group rGE{F pNq, satisfyingrπpx1xx2q “ πpx1qrπpxqπpx2q(3.2.3)
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for x1, x2 P rG0E{F pNqpF q “ GE{F pNqpF q “ GLN pEq, and x P rGE{F pNqpF q.
Next, suppose π is replaced by a conjugate self-dual standard represen-
tation ρ of GE{F pNqpF q “ GLN pEq (not necessarily irreducible). Then ρ is
of the form given as an induced representation:
ρ “ IP pσq, σ “ πM,λ.
Here M is identified as the standard diagonal Levi subgroup:
GE{F pm1q ˆ ¨ ¨ ¨ ˆGE{F pmkq
of GE{F pNq, P being the standard parabolic subgroup of GE{F pNq contain-
ing M , and πM is an irreducible tempered representation of MpF q, given
as
πM “ π1 b ¨ ¨ ¨ b πk
for irreducible tempered representation πi of GE{F pmiqpF q “ GLmipEq.
While λ “ pλ1, ¨ ¨ ¨ , λkq P R
k with λ1 ą ¨ ¨ ¨ ą λk, such that σ “ πM,λ is
given by the twist of πM by λ:
σpxq “ πM,λpxq(3.2.4)
“ π1px1q|det x1|
λ1 b ¨ ¨ ¨b πkpxkq|det xk|
λk ,
x “ px1, ¨ ¨ ¨ , xkq PMpF q
From the conjugate self-duality of ρ, it follows that:
π˚i – πk`1´i,
´λi “ λk`1´i 1 ď i ď k
In particular M is stable under θ, and that πM and σ “ πM,λ are conjugate
self-dual, i.e. πM is isomorphic to πM ˝ θ, and similarly for σ. An argument
similar to above applied to πM yields the Whittaker normalized extensionrπM of πM to the group:
M`pF q “MpF q ¸ xθy
and hence also an extension rσ of σ toM`pF q. Denote by P` the normalizer
of P in rG`
E{F pNq “ GE{F pNqˆxθy (note that P is stable under θ). We then
obtain the extension rρ of ρ to rG`
E{F pNqpF q given by:rρ “ IP`prσq
In particular the extension rρ of ρ to the twisted group rGE{F pNqpF q.
Finally if π is a general irreducible admissible conjugate self-dual repre-
sentation of GE{F pNqpF q “ GLN pEq, then π is the Langlands quotient of a
unique standard representation ρ of GLN pEq. Now we have a bijection be-
tween irreducible representations and standard representations of GLN pEq,
and by the local Langlands classification for GLN pEq, these are in bijection
with the parameters ΦpNq “ ΦpGLN pEqq. Thus we see that ρ is also conju-
gate self-dual. Hence by the above discussion ρ has a Whittaker normalized
extension rρ to rG`
E{F pNqpF q. We take rπ to be the Langlands quotient of rρ,
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which we define to be the Whittaker normalized extension of π to rG`
E{F pNq
and hence to the twisted group rGE{F pNq. Thus we obtain the extension of
π to rGE{F pNqpF q in all cases.
Suppose that ψN P rΨpNq “ Ψp rGE{F pNqq is a conjugate self-dual param-
eter of GE{F pNq. As in (2.2.11) we denote by φψN the parameter in rΦpNq
associated to ψN :
φψN pσq “ ψ
N
´
σ,
ˆ
|σ|1{2 0
0 |σ|´1{2
˙¯
, for σ P LF .(3.2.5)
Let ρψN “ ρφψN be the standard representation of GE{F pNqpF q “ GLN pEq
associated to the L-parameter φψN , with Langlands quotient πψN “ πφψN .
Then πψN is an irreducible conjugate self-dual representation ofGE{F pNqpF q “
GLN pEq. Furthermore πψN is unitary, by the classification of irreducible
unitary representations of general linear groups (Tadic´ [Ta] in the non-
archimedean case and Vogan [V] in the archimedean case). We have the
linear form on rHpNq: rf ÞÑ rfN pψN q, rf P rHpNq(3.2.6) rfN pψN q :“ tr rπψN p rfq,
with rπψN the canonical extension of πψN as above.
Recall from section 1.4 of [A1] that we have a bijection:
pG1, ψ1q ÐÑ pψ, sq
(here we have taken G to be UE{F pNq for simplicity; the bijection has a
obvious variant for the twisted group G “ rGE{F pNq, for example in the
analysis in section five). In this bijection the left hand side consists of
pairs pG1, ψ1q, where G1 “ pG1, s1, ξ1q is an endoscopic datum of G. Here
two such data pG11, s
1
1, ξ
1
1q, pG
1
2, s
1
2, ξ
1
2q are identified if the images ξ
1
ip
L
G1iq of
L
G1i in
LG are the same (for i “ 1, 2), and s11, s
1
2 are equal up to transla-
tion by an element in Zp pGqΓF (the identification relation is thus stronger
than the equivalence relation on endoscopic data), and ψ1 is an actual L-
homomorphism ψ1 : LF ˆ SU2 Ñ
LG with image contained in ξ1pLG1q;
while the right hand side consists of pairs where ψ is an actual homomor-
phism ψ : LF ˆ SU2 Ñ
LG, and s is a semi-simple element of Sψ. We
briefly recall this correspondence. Thus given the pair pG1, ψ1q, we take ψ to
be the L-homomorphism obtained by composing ψ1 with the L-embedding
ξ1 : LG1 ãÑ LG, and s being the image of the element s1 associated to the
endoscopic datum G1 in the quotient Sψ “ Sψ{Zp pGqΓF (the element s1 lies
in Sψ precisely because ψ factors through ξ
1 : LG1 Ñ LG).
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Conversely given the pair pψ, sq, the pair pG1, ψ1q is given as follows. PutpG1 :“ Centps, pGq0
and the L-action of WF on pG1 being determined by ψ|WF . This determines
the L-group LG1, and the endoscopic datum G1 “ pG1, s1, ξ1q. By construc-
tion the L-homomorphism ψ factors through the image of ξ1pLG1q in LG,
which we take as ψ1.
It follows that given a pair pψ, sq with ψ P ΨpGq, and s P Sψ, we can
choose an endoscopic datum G1 “ pG1, s1, ξ1q (i.e. an actual datum and not
just as an equivalence class), and ψ1 P ΨpG1q, such that ψ “ ξ ˝ ψ1. A more
precise study of this correspondence is carried out in section five, also c.f.
section 4.8 of [A1]).
We can now state the main result concerning the character relations in
the local packets, which made precise the statement of theorem 2.5.1.
Theorem 3.2.1. (a) Suppose that G “ G1 ˆ G2 “ UE{F pN1q ˆ UE{F pN2q
with N1`N2 “ N , and that ψ P ΨpGq. Then there is a unique stable linear
form on HpGq:
f ÞÑ fGpψq, f P HpGq(3.2.7)
with the following property: for any L-embedding ξ : LG Ñ LGE{F pNq
defining an endoscopic datum pG, ξq whose equivalence class is in rEellpNq,
we have rf pG,ξqpψq “ rfNpξ˚ψq, rf P HpNq,(3.2.8)
together with a secondary property:
fGpψq “ fG1pψ1qf
G2pψ2q(3.2.9)
in case
ψ “ ψ1 ˆ ψ2, ψi P ΨpGiq,
and
fG “ fG1 ˆ fG2 , fGi P SpGiq
are composite.
(b) For every ψ P ΨpUE{F pNqq, there exists a finite multi-set Πψ (i.e. a
set with multiplicities), whose elements are irreducible unitary representa-
tions, together with a mapping:
Πψ Ñ pSψ(3.2.10)
π ÞÑ x¨, πy
with the following property. If s is a semi-simple element of the centralizer
Sψ “ SψpUE{F pNqq, and pG
1, ψ1q is the pair corresponding to pψ, sq as de-
scribed above (here G1 is understood as an endoscopic datum of G), then we
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have:
(3.2.11)
fG
1
pψ1q “
ÿ
πPΠψ
xsψx, πyfUpNqpπq, f P HpUE{F pNqq
where x is the image of s in Sψ, and sψ is the element defined as in (2.2.12).
Remark 3.2.2.
From proposition 3.1.1(b), we have that the Kottwitz-Shelstad transfer
mapping: rHpNq Ñ SpUE{F pNqq(3.2.12) rf ÞÑ rf pUpNq,ξq
is surjective for any ξ : LUE{F pNq ãÑ
LGE{F pNq. Hence equation (3.2.8)
uniquely characterizes the stable linear form f ÞÑ fGpψq on HpGq when
G “ UE{F pNq. But we note that the stable linear form f ÞÑ f
Gpψq depends
only on G and ψ, and not on G as a twisted endoscopic datum of rGE{F pNq.
The secondary property (3.2.9) then characterizes the linear form fGpψq in
the composite case.
Remark 3.2.3.
Theorem 3.2.1 make precise the local classification theorem stated as the-
orem 2.5.1. We note that part (c) of theorem 2.5.1 concerning central char-
acters follows from part (a) of theorem 3.2.1. Indeed it is clear that for the
assertion on central character given by theorem 2.5.1(c), it suffices to treat
the case where ξ “ ξtriv :
LG ãÑ LGE{F pNq is the “standard base change”
L-embedding (i.e. χ P Z`E is the trivial character). Then the assertion on
central character follows from (3.2.8), by considering test functions on GpF q
and rGE{F pNq equivariant with respect to centre of G, together with the ba-
sic property of Kottwitz-Shelstad transfer mapping (for example [KS] p.53
and p.112).
As with the main theorems in section 2.5, theorem 3.2.1 is proved by
a long induction argument to be completed in section 8. The endoscopic
character relations stated in part (b) of the theorem uniquely characterize
the packet Πψ for ψ P ΨpUE{F pNqq.
In order to establish theorem 3.2.1, it is necessary to augment it with the
local intertwining relation. We state this in section 3.4, after some prepara-
tions on normalization of intertwining operators in the next subsection.
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3.3. Normalization of local intertwining operators. As in [A1], the
intertwining operators of induced representations play an important role in
the analysis of the spectral terms of the trace formula. Following Arthur
there will be three steps in the normalization of the local intertwining op-
erators. Steps one and two will be done in this section. The first step is to
define normalization factors for the local intertwining integrals, in terms of
local L and ǫ factors.
Thus we denote G “ UE{F pNq. Again it is convenient to allow the case
where E is split, i.e. E “ F ˆ F . For the most part the discussion in the
split case is simpler, since UE{F pNq – GLN{F when E “ F ˆ F , and the
essential case is the case where E is a field extension of F .
For a fixed proper Levi subgroup M of G, we denote by PpMq the set
of parabolic subgroups of G defined over F with Levi component M . If
P P PpMq we denote by NP the unipotent radical of P .
Now M has a decomposition of the form:
M – GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆGE{F pN
1
r1q ˆG´(3.3.1)
with G´ – UE{F pN´q for N´ ă N , such that
2N 11 ` ¨ ¨ ¨ ` 2N
1
r1 `N´ “ N.(3.3.2)
In this section we are concerned with representations induced fromMpF q.
Thus for this section only, the symbols φ,ψ, π will be reserved with respect
to M instead of G.
First suppose that φ P ΦpMq is a generic parameter. In general both the
unnormalized local intertwining operators and the normalizing factors can
have poles at particular points. To circumvent this we consider twists of φ.
More precisely, let λ be a point in general position in the vector space:
a˚M,C “ a
˚
M bR C
where
a˚M “ X
˚pMqF bZ R
we consider the twist
φλpwq “ φpwq|w|
λ, w P LF
here |w|λ is the point in
AxM “ pZpxMqΓF q0 “ X˚pMqF bZ Cˆ
associated to |w| and λ P a˚M,C “ X˚pMqFbZC. For instance if λ P X
˚
F pMq,
then
|w|λ “ λ_p|w|q
where λ_ P X˚pZpxM qq is the element that correspond to λ under the corre-
spondence X˚pMq – X˚pZpxM qq.
The map w ÞÑ |w|λ is a central Langlands parameter for MpF q that is the
Langlands dual to the unramified character of MpF q:
m ÞÑ exppλHM pmqq, m PMpF q.
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with HM : MpF q Ñ aM “ HomZpX
˚
F pMq,Rq being defined in the usual
manner:
xHM pmq, χy “ log |χpmq|, m PMpF q, χ P X
˚
F pMq.
Given P 1, P P PpMq, write ρP 1|P for the adjoint representation of
LM on
the quotient: pnP 1{pnP 1 X pnP
with pnP the Lie algebra of the unipotent radical of pP . Denote by ρ_P 1|P the
contragredient of ρP 1|P . Then ρ
_
P 1|P ˝φλ is a finite dimensional representation
of LF . We then have the Artin local L and ǫ factors defined as in [T] (always
with respect to the Langlands normalization):
Lps, ρ_P 1|P ˝ φλq
ǫps, ρ_P 1|P ˝ φλ, ψF q.
We also define the δ-factor
δpρ_P 1|P ˝ φλ, ψF q :“ ǫp1{2, ρ
_
P 1|P ˝ φλ, ψF q
´1ǫp0, ρ_P 1|P ˝ φλ, ψF q.
We then define the local normalizing factor
rP 1|P pφλq “ rP 1|P pφλ, ψF q
given by:
(3.3.3)
rP 1|P pφλ, ψF q “ δpρ
_
P 1|P ˝ φλ, ψF q
´1Lp0, ρ_P 1|P ˝ φλqLp1, ρ
_
P 1|P ˝ φλq
´1.
Then rP 1|P pφλq is a meromorphic function of λ P a
˚
M,C.
Next suppose that ψ P ΨpMq. As in (2.2.11) we have the L-parameter
φψ P ΦpMq atatched to ψ. For P
1, P P PpMq, put
rP 1|P pψλq “ rP 1|P pψλ, ψF q :“ rP 1|P pφψ,λ, ψF q.(3.3.4)
Next recall the unnormalized local intertwining operators (c.f. [A7] sec-
tion 1). Thus let π “ pπ, V q be an irreducible unitary representation of
MpF q. For λ P a˚M,C we have the twist:
πλpmq “ πpmq exppλHM pmqq.
For P P PpMq we have the parabolically induced representation IP pπλq.
We identify the underlying space of IP pπλq as the underlying space HP pπq
of IP pπq: namely fix a maximal compact subgroup K of GpF q in good
position relative to M . Then we take HP pπq to be the Hilbert space of
functions φ : K Ñ V , satisfying
φpnmkq “ πpmqφpkq
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for k P K, n P K X NP pF q, m P K XMpF q (in particular the space Hpπq
is unchanged when we twist π by λ P a˚M,C). Then with repsect to IP pπλq,
such a function φ extends to a function on GpF q by the rule:
φpxq “ πpMP pxqqφpKP pxqq ¨ e
pλ`ρP qHP pxq
where for x P GpF q we have written x “ NP pxqMP pxqKP pxq as in loc. cit.
As usual ρP is half the sum of roots of the pair pP,AM q (with multiplicities),
and HP : GpF q Ñ aM is defined by:
HP pnmkq “ HMpmq
for n P NP pF q,m PMpF q, k P K.
Then for P 1, P P PpMq we have the unnormalized local intertwining op-
erator:
JP 1|P pπλq : HP pπq ÝÑ HP 1pπq
that intertwines the induced representations IP pπλq and IP 1pπλq, which is
defined for Repλq in a certain sector of a˚M by an absolutely convergent
integral:
pJP 1|P pπλqqphqpkq(3.3.5)
“
ż
NP 1pF qXNP pF qzNP 1 pF q
πpMP pyqqhpKP pyqkqe
pλ`ρP qpHP pyqq dy
for h P HP pπq, k P K, and we have written y “ NP pyqMP pyqKP pyq. The
measure dy is defined with respect to the Haar measure on F that is self-dual
with respect to the additive character ψF (c.f. the discussion after equation
(2.3.7) of [A1]).
For general λ P a˚M,C the operator JP 1|P pπλq is obtained as meromorphic
continuation.
The proof of the main theorems in this paper will be by induction on
the integer N . The induction hypothesis will be made formally in section
5.3. In our present situation, since M is a proper Levi subgroup of G,
we can assume that the main theorems, both local and global, hold for
G´ “ UE{F pN´q. Since the local and global theorems are already known
for the factors GE{F pN
1
iqpF q “ GLN 1i pEq, we can thus assume that the main
results hold for M . Thus given ψ P ΨpMq, we have the local packet Πψ,
which in particular consists of irreducible unitary representations of MpF q.
Define, for P 1, P P PpMq and λ P a˚M,C, and π P Πψ:
RP 1|P pπλ, ψλq “ rP 1|P pψλq
´1JP 1|P pπλq.(3.3.6)
It is independent of ψF , as the dependence of rP 1|P pψλq on ψF is the same
as that of JP 1|P pπλq.
In this subsection we fix an L-embedding ξ “ ξχ :
LG “ LUE{F pNq ãÑ
LGE{F pNq, with χ P ZE , and we consider G “ pG, ξq as an endoscopic
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datum in rEsimpNq (in the split case where E “ F ˆ F the choice of χ
is of course unnecessary). We continue to denote by ξ the L-embedding
LG´ ãÑ
LGE{F pN´q given by the restriction of ξ to
LG´, and similarly
regard G´ “ pG´, ξq as an element of rEsimpN´q.
With respect to the decomposition (3.3.1) putĂM0 “
GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆGE{F pN
1
rq ˆGE{F pN´q ˆGE{F pN
1
rq ˆ ¨ ¨ ¨ ˆGE{F pN
1
1q.
Then ĂM0 is a Levi subgroup of GE{F pNq, and ξ : LG ãÑ LGE{F pNq restricts
to ξ : LM ãÑ
LĂM0 (with LĂM0 ãÑ LGE{F pNq being the Levi embedding dual
to ĂM0 ãÑ GE{F pNq). Then we again regard M “ pM, ξq as an endoscopic
datum (whose equivalence class defines an element in rEpNq).
We then note the following: the representation ρ_
P 1|P of
LM factors as
ρ_P 1|P “ rρ_P 1|P ˝ ξ
here rρ_
P 1|P is a representation of
LĂM0 whose simple constituents are given
by Rankin-Selberg and Asai˘ representations of the general linear factors of
LĂM0.
Now suppose that φ P ΦpMq is a generic parameter. Consider the pa-
rameter φ
ĂM0 :“ ξ˚φ P rΦpĂM0q. Then the representation ρ_P 1|P ˝ φλ can be
identified as rρ_
P 1|P ˝ φ
ĂM0
λ .
Thus we have
Lps, ρ_P 1|P ˝ φλq “ Lps, rρ_P 1|P ˝ φĂM0λ q
ǫps, ρ_P 1|P ˝ φλ, ψF q “ ǫps, rρ_P 1|P ˝ φĂM0λ , ψF q.
On the other hand, if π
φ
ĂM0 is the irreducible admissible representation of
GE{F pNqpF q “ GLN pEq that corresponds to φ
ĂM0 under the local Langlands
classification, then we also have the representation theoretic L and ǫ-factors:
Lps, π
φ
ĂM0
λ
, rρ_P 1|P q
ǫps, π
φ
ĂM0
λ
, rρ_P 1|P , ψF q
which are given by a product of Rankin-Selberg factors on
GE{F pN
1qpF q ˆ GE{F pN
2qpF q (with N 1, N2 ď N) and Asai˘ factors on
GE{F pN
1qpF q, as studied in Goldberg [G], and are special case of the L
and ǫ factors defined by Shahidi [S]. For the Rankin-Selberg constituent ofrρ_
P 1|P the Artin and representation theoretic L and ǫ factors are equal, by
the local Langlands classification of [HT, H1]. On the other hand, for the
Asai˘ constituent of rρ_
P 1|P , the result of Henniart [H2] gives the equality of
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the Artin and representation theoretic Asai˘ L-factors, while the Artin and
representation theoretic Asai˘ ǫ-factors are equal up to a constant that is a
root of unity. Thus we have:
Lps, ρ_P 1|P ˝ φλq “ Lps, rρ_P 1|P ˝ φĂM0λ q “ Lps, πφĂM0
λ
, rρ_P 1|P q
ǫps, ρ_P 1|P ˝ φλ, ψF q “ ǫps, rρ_P 1|P ˝ φĂM0λ , ψF q “ ζ ¨ ǫps, πφĂM0λ , rρ_P 1|P , ψF q
for ζ a constant that is a root of unity. In particular the Artin δ-factor
δpρ_P 1|P ˝ φλ, ψF q “ δprρ_P 1|P ˝ φĂM0λ , ψF q
“ ǫp0, rρ_P 1|P ˝ φĂM0λ , ψF q ¨ ǫp1{2, rρ_P 1|P ˝ φĂM0λ , ψF q´1
and the representation theoretic δ-factor
δpπ
φ
ĂM0
λ
, rρ_P 1|P , ψF q
:“ ǫp0, π
φ
ĂM0
λ
, rρ_P 1|P , ψF q ¨ ǫp1{2, πφĂM0
λ
, rρ_P 1|P , ψF q´1
are equal.
For the case of a non-generic parameter ψ P ΨpMq we similarly consider
ψ
ĂM0 :“ ξ˚ψ P rΨpĂM0q, and the above discussion concerning the L, ǫ and δ-
factors applies to the associated generic parameter φ
ĂM0
ψ :“ φψĂM0 P rΦpĂM0q.
In particular, if we put
π
ψ
ĂM0
λ
:“ π
φ
ĂM0
ψ,λ
then we have
rP 1|P pψλq “ rP 1|P pψλ, ψF q
“ δpπ
ψ
ĂM0
λ
, rρ_P 1|P , ψF q´1Lp0, πψĂM0
λ
, rρ_P 1|P qLp1, πψĂM0
λ
, rρ_P 1|P q´1.
Proposition 3.3.1. Assume that the local and global theorems of section
2.5 are valid if N is replaced by any integer N´ ă N .
(a) The operators (3.3.6) satisfy the following multiplicative property: for
P,P 1, P 2 P PpMq, we have
RP 2|P pπλ, ψλq “ RP 2|P 1pπλ, ψλqRP 1|P pπλ, ψλq.(3.3.7)
(b) We have the adjoint relation:
RP 1|P pπλ, ψλq
˚ “ RP |P 1pπ´λ, ψ´λq “ RP 1|P pπ´λ, ψ´λq
´1(3.3.8)
In particular the operator RP 1|P pπλ, ψλq is uniatry and hence analytic if λ
is purely imaginary. Hence we can define the operator
RP 1|P pπ, ψq :“ RP 1|P pπ0, ψ0q.
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Proof. Since the argument is basically the same as the proof of proposition
2.3.1 of [A1], we will only sketch the argument (the proof uses local-global
arguments; that is why we need the validity of the global theorems also for
N´ ă N , even though the statement of the proposition by itself is a local
statement).
We first consider the case where ψ “ φ P ΦbddpMq is a generic param-
eter. Then Πψ “ Πφ is an L-packet consisting of irreducible tempered
representations of MpF q (and consequently φ is determined by π by the
local classification theorem for M).
When F is archimedean, then the assertions of the proposition is known
from previous results of Arthur [A7], thus we can ssume that F is non-
archimedean. Furthermore the reduction procedure of [A7] reduces the proof
of the assertion to the case where π P Π2pMq, the set of representations of
MpF q that is square integrable modulo centre. Thus with respect to the
decomposition:
M “ GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆGE{F pN
1
rq ˆG´
we have
π “ π11 b ¨ ¨ ¨b π
1
r b π´
with π´ P Π2pG´pF qq, and π
1
i P Π2pGE{F pN
1
iqpF qq “ Π2pGLN 1ipEqq. Further
reduction (c.f. proof of proposition 2.3.1 of [A1]) allows the reduction to
the case that the representations π1i are supercuspidal representations of
GE{F pN
1
iqpF q “ GLN 1ipEq.
If E “ FˆF is split, then G´ “ UE{F pN´q – GLN´{F , and the reduction
procedure as above reduces to the case that π is supercuspidal, and hence
has a Whittaker model, and the results follow from Shahidi [S2]. Thus we
may assume that E is a field extension of F .
With these reductions, we now apply global methods. As in loc. cit., we
embed the representations π´ and the π
1
i ’s as local components of discrete
automorphic representations. In general, for any connected reductive group
9G over a number field 9F , we denote by Π2p 9Gq the set of irreducible admissible
representations of 9GpA 9F q that belong to the discrete automorphic spectrum
of 9GpA 9F q. We first need
Lemma 3.3.2. Given local objects
F,E, π´ P Π2pG´q
there exists global objects
9F, 9E, 9π´ P Π2p 9G´q, with 9G´ “ U 9E{ 9F pN´q
and L-embedding
9ξ “ 9ξ 9χ :
L 9G´ “
LU 9E{ 9F pN´q ãÑ
LG 9E{ 9F pN´q
together with a prime u of 9F , such that
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(1) pF,E, ξχ, π´q “ p 9Fu, 9Eu, 9ξ 9χ,u, 9π´,uq
(2) 9π´ is classified by a global generic parameter 9φ´ P ΦpU 9E{ 9F pN´q,
9ξ 9χq.
(3) For any non-archimedean prime v of 9F other than u, the represen-
tation 9π´v of
9G´p 9Fvq “ U 9Ev{ 9FvpN´qp
9Fvq has a non-zero vector fixed
by a special maximal compact subgroup of 9G´p 9Fvq.
Lemma 3.3.2 is proved by an argument using the simple version of the
invariant trace formula. We will establish a stronger form of the assertion in
section 7.2, c.f. remark 7.2.5 (the argument there is of course independent of
the propositions of this subsection), and for the moment take it for granted.
For the general linear factors we similarly have:
Lemma 3.3.3. In the situation of lemma 3.3.2, we can in addition choose
the number fields 9E{ 9F and the prime u of 9F such that for i “ 1, ¨ ¨ ¨ , r, we
have a cuspidal automorphic representation 9π1i of G 9E{ 9F pN
1
iqpA 9F q “ GLN 1i pA 9Eq,
such that
(1) 9π1i,u “ π
1
i
(2) For each non-archimedean prime v of 9F other than u, the represen-
tation 9π1i of G 9Ev{ 9FvpN
1
iqp
9Fvq “ GLN 1ip
9Evq has a non-zero vector fixed
by a special maximal compact subgroup.
Lemma 3.3.3 follows from the results of Shahidi ([S2], proposition 5.1), which
applies in the present situation, due to the fact that the representation π1i of
GE{F pN
1
iqpF q “ GLN 1ipEq is supercuspidal, hence has Whittaker model and
thus the result of [S2] applies.
Back to the proof of proposition 3.3.1, we put
9M “ G 9E{ 9F pN
1
1q ˆ ¨ ¨ ¨ ˆG 9E{ 9F pN
1
rq ˆ 9G´
and
9π “ 9π11 b ¨ ¨ ¨b 9π
1
r b 9π´
then 9π is an irreducible representation of 9MpA 9F q that lies in the discrete au-
tomorphic spectrum of 9MpA 9F q. It is classified by a global generic parameter
9φ “ p 9φ
9ĂM0 , 9rφq P Φp 9M, 9ξq (here 9φ 9ĂM0 P Φp 9ĂM0q), and satisifes the following:
9πu “ π, 9φu “ φ, and for any non-archimedean prime v of 9F other than
u, the representation 9πv has a non-zero vector fixed by a special maximal
compact subgroup of 9M p 9Fvq.
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We can identify 9M as a Levi subgroup of 9G :“ U 9E{ 9F pNq. Note that
9Gu “ UE{F pNq “ G. Similarly put
9ĂM0 “
G 9E{ 9F pN
1
1q ˆ ¨ ¨ ¨ ˆG 9E{ 9F pN
1
rq ˆG 9E{ 9F pN´q ˆG 9E{ 9F pN
1
rq ˆ ¨ ¨ ¨ ˆG 9E{ 9F pN
1
1q
then
9ĂM0 is a Levi subgroup of G 9E{ 9F pNq. Now the same character 9χ P Z 9E
defining 9ξ “ 9ξ 9χ :
L 9G´ ãÑ
LG 9E{ 9F pN´q defines the L-embedding
L 9G ãÑ
LG 9E{ 9F pNq which we still denote as
9ξ, and restricts to an L-embedding 9ξ :
L 9M ãÑ
L 9ĂM0 (with the L-embedding L 9ĂM0 ãÑ LG 9E{ 9F pNq being dual to the
embedding
9ĂM0 ãÑ G 9E{ 9F pNq).
For any 9P P Pp 9M q, we have the global induced representation I 9P p 9πq, and
for 9P 1, 9P P Pp 9M q the global intertwining operator M 9P 1| 9P p 9πλq : I 9P p 9πλq Ñ
I 9P 1p 9πλq (for λ P a
˚
9M,C
“ a˚M,C), defined by meromorphic continuation of the
product:
M 9P 1| 9P p 9πλq “
â
v
J 9P 1v| 9Pv
p 9πv,λq.(3.3.9)
We then have Langlands’ functional equation (section 1 of [A8]): for 9P , 9P 1, 9P 2 P
Pp 9M q, we have:
M 9P 2|P p 9πλq “M 9P 2| 9P 1p 9πλqM 9P 1|P p 9πλq(3.3.10)
On the other hand, fix a non-trivial additive character ψ 9F : A 9F {
9F Ñ Cˆ
such that ψ 9F,u “ ψF . If we define the global normalizing factor:
r 9P 1| 9P p
9φλq “
ź
v
r 9P 1v| 9Pv
p 9φv,λq “
ź
v
r 9P 1v| 9Pv
p 9φv,λ, ψ 9F ,vq(3.3.11)
as an Euler product, then we claim that we have the following:
(1) r 9P 1| 9P p
9φλq has meromorphic continuation for all λ P a
˚
9M,C
.
(2) r 9P 2|P p
9φλq “ r 9P 2| 9P 1p
9φλqr 9P 1|P p
9φλq.
Granting these two properties of the global normalizing factor r 9P 1| 9P p
9φλq for
a moment, we then see that if we define
R 9P 1| 9P p 9πλ,
9φλq “
â
v
R 9P 1v| 9Pv
p 9πv,λ, 9φλq
as a product, then R 9P 1| 9P p 9πλ,
9φλq has an meromorphic continuation to all
λ P a˚9M,C, and we have, by virtue of (3.3.9), (3.3.11) and the meromorphic
continuation property, the following:
M 9P 1| 9P p 9πλq “ r 9P 1| 9P p
9φλq ¨ R 9P 1| 9P p 9πλq.(3.3.12)
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Hence by (3.3.10) and item (2) above for r 9P 1| 9P p
9φλq, we have
R 9P 2| 9P p 9πλ,
9φλq “ R 9P 2| 9P 1p 9πλ,
9φλqR 9P 1| 9P p 9πλ,
9φλq.(3.3.13)
Now let v be a prime of 9F other than u. If v is an archimedean prime,
then as we have quoted in the beginning of the proof, the identity
(3.3.14)
R 9P 2v | 9Pv
p 9πv,λ, 9φv,λq “ R 9P 2v | 9P 1v
p 9πv,λ, 9φv,λqR 9P 1v| 9Pv
p 9πv,λ, 9φv,λq
follows from [A7]. On the other hand, if v is an non-archimedean prime
othen than u, then from the construction of 9π, the representation 9πv has
a non-zero vector fixed by a special maximal compact subgroup, hence by
[C, CS], the representation 9πv has a Whittaker model. Thus Shahidi’s result
[S2] applies and hence the identity (3.3.14) also holds for non-archimedean
v other than u. On combining with (3.3.13) we then deduce:
(3.3.15)
R 9P 2u | 9Pu
p 9πu,λ, 9φu,λq “ R 9P 2v | 9P 1u
p 9πu,λ, 9φu,λqR 9P 1u| 9Pu
p 9πu,λ, 9φu,λq.
Since 9πu “ π and 9φu “ φ, this proves (3.3.7) for the parameter φ and π P Πφ,
at least for π satisfying the local conditions as in the beginning of the proof.
But then by the reduction procedure of [A7] as quoted in the beginning of
the proof, this implies the validity of (3.3.7) for all φ P ΦbddpMq and π P Πφ.
It remains to justify property (1) and (2) above for the global normalizing
factor r 9P 1| 9P p
9φλq. Recall that we have 9φ P Φp 9M, 9ξq. By the discussion before
the proof of the proposition, we have for each prime v of 9F :
Lps, ρ_9P 1v| 9Pv
˝ 9φv,λq “ Lps, π
9φ
9ĄM0v
v,λ
, rρ_9P 1v| 9Pvq
ǫps, ρ_9P 1v| 9Pv
˝ 9φv,λ, ψ 9Fv q “ ζv ¨ ǫps, π 9φ
9ĄM0v
v,λ
, rρ_9P 1v| 9Pv , ψ 9Fv q
where the L and ǫ-factors on the right hand side are given by a prod-
uct of representation theoretic Rankin-Selberg factors on G 9Ev{ 9FvpN
1qp 9Fvq ˆ
G 9Ev{ 9FvpN
2qp 9Fvq (with N
1, N2 ď N), and Asai˘ factors on G 9Ev{ 9FvpN
3qp 9Fvq
(with N3 ď N), and ζv is a constant equal to a root of unity (that is equal
to one for almost all v). Note that by construction we have
9φ
9ĂM0 “â
v
1
π
9φ
9ĄM0v
v
.
Hence the result of [JPSS] and [S] gives the continuation of the global L and
ǫ-functions, originally defined by Euler products:
Lps, 9φ
9ĂM0
λ , rρ_9P 1| 9P q “ź
v
Lps, π
9φ
9ĄM0v
v,λ
, rρ_9P 1v| 9Pvq
ǫps, 9φ
9ĂM0
λ , rρ_9P 1| 9P , ψ 9Fv q “ź
v
ǫps, π
9φ
9ĄM0v
v,λ
, rρ_9P 1v| 9Pv , ψ 9Fv q
ENDOSCOPIC CLASSIFICATION ... 59
as meromorphic functions for all s and λ. In particular this gives the mero-
morphic continuation of the global normalizing factor:
r 9P 1| 9P p
9φλq “ ǫp1{2, 9φ
9ĂM0
λ , rρ_9P 1| 9P qǫp0, 9φ 9ĂM0λ , rρ_9P 1| 9P q´1(3.3.16)
ˆLp0, 9φ
9ĂM0
λ , rρ_9P 1| 9P qLp1, 9φ 9ĂM0λ , rρ_9P 1| 9P q´1.
Thus we have property (1). To establish property (2) for the global normal-
izing factor, it suffices, again by the reduction procedure in [A7], to treat
the case where 9M is a maximal Levi subgroup of 9G, in which case there
are only two parabolic subgroup of 9G with 9M as Levi component, which we
name as 9P and 9P (thus 9P is the opposite parabolic of 9P ), and it suffices to
take 9P 1 “ 9P , 9P 2 “ 9P . Then the identity (2) that we want to establish boils
down to:
1 “ r
9P | 9P
p 9φλq ¨ r 9
P | 9P
p 9φλq.(3.3.17)
To establish (3.3.17) we use the global function equation (which follows from
[JPSS] and [S]):
(3.3.18)
Lps, 9φ
9ĂM0
λ , rρ_9
P | 9P
q “ ǫps, 9φ
9ĂM0
λ , rρ_9
P | 9P
qLp1´ s, 9φ
9ĂM0
λ , rρ 9P | 9P q.
Then (3.3.16) becomes
(3.3.19)
r 9P 1| 9P p
9φλq “ ǫp1{2, 9φ
9ĂM0
λ , rρ_9P 1| 9P qLp1, 9φ 9ĂM0λ , rρ 9P | 9P qLp1, 9φ 9ĂM0λ , rρ_9P | 9P q´1.
Since rρ_9
P | 9P
“ rρ
9P | 9P
, it follows from (3.3.19) that
(3.3.20)
r
9P | 9P
p 9φλqr 9
P | 9P
p 9φλq “ ǫp1{2, 9φ
9ĂM0
λ , rρ_9P | 9P qǫp1{2, 9φ 9ĂM0λ , rρ_9P | 9P q
but the functional equation (3.3.18) (applied two times) implies that the
right hand side of (3.3.20) is equal to one, thus we obtain (3.3.17).
Finally, the deduction of (3.3.7) for the case of general parameters ψ P
ΨpMq and the adjoint relation (3.3.8), from the results already established
above for the parameters ψ “ φ P ΦbddpMq, can be done exactly as in the
proof of proposition 2.3.1 of [A1].

This finishes step one in the construction of normalized local intertwin-
ing operator. The second step is to convert the operators RP 1|P pπ, ψq
into certain intertwining operators of induced representations attached to
w P W pMq.
60 CHUNG PANG MOK
Thus let P P PpMq, and w P W pMq. As before the quasi-split group
G “ UE{F pNq has the standard F -splitting
S “ pT,B, txαuq
we assume that M and P are standard in the sense that they contain T and
B respectively. Then as in [LS] we can choose a lifting rw P NpMqpF q of w
with respect to the splitting S as follows. Let wT be the representative of
w in the rational Weyl group WF pG,T q that stabilizes the simple roots of
pB XM,T q. Write wT “ wα1 ¨ ¨ ¨wαr in its reduced decomposition relative
to the roots pB,T q. Then rw “ rwα1 ¨ ¨ ¨ rwαr
where rwα “ exppxαq expp´x´αq exppxαq.
Now as before let ψ P ΨpMq, and π P Πψ; in particular π is an irre-
ducible unitary representation of MpF q. For w P W pMq, define another
representation:
pwπqpmq “ πp rw´1m rwq, m PMpF q
of MpF q on the underlying space Vπ of π. Put
P 1 “ w´1P :“ rw´1P rw
then we have the intertwining isomorphism
lp rw, πq : HP 1pπq ÝÑ HP pwπq(3.3.21)
from IP 1pπq to IP pwπq, by:
plp rw, πqφ1qpxq “ φ1p rw´1xq, φ1 P HP 1pπq, x P GpF q.(3.3.22)
Since the mapping w Ñ rw is not multiplicative in w, the map w ÞÑ
lp rw, πq does not satisfy the cocycle property. As in [A1], we remedy this by
multiplying lprπ, πq with its own normalizing factors.
First with ψ as above, we have the irreducible unitary representation
π
ψ
ĂM0 that corresponds to the parameter ψĂM0 :“ ξ˚ψ P rΨpĂM0pF qq. Define
the ǫ factor associated to w:
(3.3.23)
ǫP pw,ψq “ ǫpw,ψ, ψF q “ ǫp1{2, πψ ĂM0 , rρ_w´1P |P , ψF q, w PW pMq.
where as before ǫp1{2, π
ψ
ĂM0 , rρ_w´1P |P , ψF q is the representation theoretic ǫ
factor.
Secondly also define the λ-factor:
λpwq “ λpw,ψF q “
ź
a
λpFa{F,ψF q(3.3.24)
where the product ranges over the reduced roots of pB,ABq such that wTa ă
0 (here AB is the split component of B or T ). The extension Fa is either
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the quadratic extension E of F or equal to F itself, and is determined by
the condition that Ga,sc “ ResFa{F SL2, with Ga being the Levi subgroup
of G of semisimple rank one determined by the root a; equivalently each a
determines an orbit tαu of roots of pB,T q under ΓF and Fa is the extension
that corresponds to the stabilizer of α. Finally λpFa{F,ψF q is the Langlands
constant associated with this extension, given by
λpFa{F,ψF q “
ǫps, IndFFa 1Fa , ψF q
ǫps, 1F , ψF q
(which is a constant independent of s, and the ǫ-factors being the Artin ones
in the Langlands normalization as in [T]). We obviously have λpF {F,ψF q “
1, and by equation (2.7) of [KeS], we have
λpE{F,ψF q
2 “ ωE{F p´1q(3.3.25)
(as before ωE{F being the quadratic character of F
ˆ that corresponds to the
extension E{F under local class field theory). To simplify the notation we
omit the notational dependence on the additive character ψF for the factors
ǫpw,ψ, ψF q and λpw,ψF q below.
Lemma 3.3.4. The product
lpw, π, ψq :“ λpwq´1ǫP pw,ψqlp rw, πq, w PW pMq(3.3.26)
satisfies the cocycle relation:
lpw1w, π, ψq(3.3.27)
“ lpw1, wπ,wψqlpw, π, ψq, w1, w P W pMq.
Proof. Again since the proof is basically the same as lemma 2.3.4 of [A1]
we will only sketch the argument. Thus let w1, w P W pMq. From the fact
that both rw1 rw and Ąw1w are representatives of w1w in GpF q that preserve
the same splitting of M , we have:rw1 rw “ zpw1, wqĄw1w
for zpw1, wq in the centre of MpF q. It follows that
lpĄw1w, πq “ ηπpzpw1, wqqlp rw1, wπqlp rw, πq
where ηπ is the central character of π. Moreover, from lemma 2.1.A of [LS],
we have the following expression for zpw1, wq:
zpw1, wq “ p´1qλpw
1,wq
where λpw1, wq P X˚pT q is the cocharacter of T determined by:
λpw1, wq “
ÿ
αPΣBpw
1
T ,wT q
α_.
In the summation ΣBpw
1
T , wT q is the subset of roots ΣB of pB,T q such
that wTα R ΣB but w
1
TwTα P ΣB, and α
_ being the coroot of α. The
argument in lemma 2.3.4 of [A1] shows that the rational Weyl group WM0 of
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pM,T q permutes the set ΣBpw
1
T , wT q, and hence zpw
1, wq is fixed by WM0 .
Since it is also fixed by ΓF (because w
1
T , wT are in the rational Weyl group
WF pG,T q), it follows that λpw
1, wq P X˚pAM q. In particular the element
zpw1, wq P AM pF q.
In general for any λ P X˚pAM q denote by λ
_ the ΓF -invariant character
of xM that corresponds to λ, under the isomorphism:
X˚pAM q – X
˚pxM qΓF .(3.3.28)
We also extend such an element λ_ to a character on LM that is trivial on
WF . Then for any u PWF with x P F
ˆ being the image of u in W abF – F
ˆ,
then as a consequence of part (c) of theorem 2.5.1 applied to G´ (the part
on central character), we have
ηπpx
λq “ λ_ ˝ φψpuq.(3.3.29)
Hence we have:
ηπpzpw
1, wqq “ λ_pφψpuqq(3.3.30)
for any u P WF whose image in W
ab
F – F
ˆ is equal to ´1, and λ_ “
λ_pw1, wq :“ pλpw1, wqq_.
Denote by pΣrP be the set of reduced roots of p pP ,AxM q. We then have a
decomposition:
λ_pw1, wq “
ÿ
βPpΣrP pw1,wq
λ_β pw
1, wq(3.3.31)
with pΣrP pw1, wq being the setpΣrP pw1, wq “ tβ P pΣrP , wβ ă 0, w1wβ ą 0u
and
λ_β “ λ
_
β pw
1, wq “
ÿ
αPΣβ
α_
with Σβ the set of roots α of pB,T q whose coroot α
_ restricts to a positive
multiple of β on AxM . The same argument applied above to λ_pw1, wq can
also be applied to λ_β pw
1, wq and shows that λ_β pw
1, wq P X˚pxM qΓF . Hence
we have by (3.3.30) and (3.3.31):
ηπpzpw
1, wqq “
ź
βPpΣrP pw1,wq
pλ_β ˝ φψqpuq.(3.3.32)
For β P pΣrP , denote by ρβ the adjoint representation of LM onpnβ :“ à
αPΣβ
pnα Ă pnP .
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We have ρ_β “ ρ´β , and similar to before, we have a factorization ρβ “ rρβ˝ξ,
where rρβ is a representation of LĂM0 whose simple constituents are Rankin-
Selberg or Asai˘ representations of the general linear factors of
LĂM0. We
then have ρβ ˝ φψ – rρβ ˝ φψĂM0 . Then from the definition (3.3.23) we have
ǫP pw,ψq “
ź
βPpΣrP ,wβă0
ǫp1{2, π
ψ
ĂM0 , rρβ , ψF q.(3.3.33)
Put
epw1, wq “ ǫP pw
1, wψqǫP pw,ψqǫP pw
1w,ψq´1
then by (3.3.33), we have the expression
(3.3.34)
epw1, wq “
ź
βPpΣrP pw1,wq
ǫp1{2, π
ψ
ĂM0 , rρβ, ψF qǫp1{2, πψ ĂM0 , rρ´β, ψF q
“
ź
βPpΣrP pw1,wq
ǫp1{2, π
ψ
ĂM0 , rρβ, ψF qǫp1{2, πψ ĂM0 , rρ_β , ψF q.
For each β, the product of the two representation theoretic ǫ-factors is
equal to the product of the corresponding Artin ǫ-factors (c.f. [H2]):
ǫp1{2, π
ψ
ĂM0 , rρβ, ψF qǫp1{2, πψĂM0 , rρ_β , ψF q
“ ǫp1{2, rρβ ˝ φψĂM0 , ψF qǫp1{2, rρ_β ˝ φψĂM0 , ψF q.
By equation (3.6.8) of [T], we have for u P WF that maps to ´1 under
W abF – F
ˆ the following:
ǫp1{2, rρβ ˝ φψĂM0 , ψF qǫp1{2, rρ_β ˝ φψĂM0 , ψF q “ detprρβ ˝ φψĂM0 qpuq.
Hence we obtain:
(3.3.35)
epw1, wq “
ź
βPpΣrP pw1,wq
detprρβ ˝ φψĂM0 qpuq “ ź
βPpΣrP pw1,wq
detpρβ ˝ φψqpuq.
Similarly for the λ-factor, for w1, w P W pMq we have, from the definition
(3.3.24) and equation (3.3.25):
λpw1wqλpwq´1λpw1q´1 “
ź
βPpΣrP pw1,wq
ωE{F p´1q
nβ(3.3.36)
where nβ is the number of ΓF -orbits of roots tαu associated to reduced roots
a of pB,ABq with Fa “ E and whose ΓF -orbit tαu is in Σβ.
Hence by (3.3.32), (3.3.35) and (3.3.36), we see that to prove (3.3.27) we
have to show (for β P pΣrP pw1, wq):
det ρβpφψpuqq “ λ
_
β pφψpuqqωE{F p´1q
nβ .(3.3.37)
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Write
φψpuq “ mψpuq ¸ u, mψpuq P xM
then from the definition of ρβ we have det ρβ “ λ
_
β on
xM . Thus in particular
det ρβpmψpuqq “ λ
_
β pmψpuqq.
Thus
det ρβpφψpuqq
“ det ρβpmψpuqqdet ρβp1¸ uq
“ λ_β pmψpuqqdet ρβp1¸ uq
“ λ_β pφψpuqqdet ρβp1¸ uq.
Hence to prove (3.3.37) it remains to establish
det ρβp1¸ uq “ ωE{F p´1q
nβ .(3.3.38)
Since u maps to ´1 under W abF – F
ˆ, we have ωE{F p´1q “ ´1 if and only
if the image of u in GalpE{F q is nontrivial. Hence it suffices to show
det ρβp1¸ σq “ p´1q
nβ(3.3.39)
for σ P WF that maps to the nontrivial element of GalpE{F q. This can be
verified by a direct computation.
As before, we have the standard decomposition
M “ GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆGE{F pN
1
rq ˆ UE{F pN´q
and with M being embedded in G “ UE{F pNq in the standard way with
respect to the partition:
N “ N 11 ` ¨ ¨ ¨ `N
1
r `N´ `N
1
r ` ¨ ¨ ¨ `N
1
1.
Then with respect to the standard splitting, the set of reduced roots of
p pP ,AxM q is given as follows. First under the decomposition of M as above,
we have
AxM “ Cˆ ˆ ¨ ¨ ¨ ˆCˆloooooooomoooooooon
r
and where for 1 ď i ď r, the factor Cˆ of AxM at the i-th spot corresponds
to the factor GE{F pN
1
iq of M . Denote by si, for 1 ď i ď r the character of
AxM given by projection to the i-th coordinate. Then we have:
(3.3.40) pΣrP “ pΣrP p1q Y pΣrP p2q Y pΣrP p3qpΣrP p1q “ tβ “ βp1qij “ sis´1j , 1 ď i ă j ď ru,pΣrP p2q “ tβ “ βp2qij “ sisj, 1 ď i ă j ď ru,pΣrP p3q “ tβ “ βp3qi “ si, 1 ď i ď ru.
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Given β P pΣrP as in (3.3.40), the set of roots α P ΣB that belongs to Σβ
is given as follows. First denote
TN :“ GE{F p1q ˆ ¨ ¨ ¨ ˆGE{F p1qlooooooooooooooomooooooooooooooon
N
the standard diagonal maximal torus of GE{F pNq. For 1 ď u ď N , denote
by tu the character of TN{F :
tu : TN{F Ñ Gm{F
given by the composition of the projection to the u-th factor, followed by
the projection
pE bF F q
ˆ “ F
ˆ
ˆ F
ˆ
to the left F
ˆ
-factor corresponding to the specified embedding of E into F
(c.f. the section on Notation). Then under the standard embedding of T to
TN , we have:
For β “ β
p1q
ij P
pΣrP p1q, Σβ
“
!
αpijquv “ tut
´1
v , p
i´1ÿ
k“1
N 1kq ` 1 ď u ď
iÿ
k“1
N 1k, p
j´1ÿ
k“1
N 1kq ` 1 ď v ď
jÿ
k“1
N 1k
)
ď!
αpijquv “ tut
´1
v , p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“j`1
N 1kq ` 1 ď u ď p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“j
N 1kq,
p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“i`1
N 1kq ` 1 ď v ď p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“i
N 1kq
)
.
For β “ β
p2q
ij P
pΣrP p2q,
Σβ “
!
αpijquv “ tut
´1
v , p
i´1ÿ
k“1
N 1kq ` 1 ď u ď
iÿ
k“1
N 1k,
p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“j`1
N 1kq ` 1 ď v ď p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“j
N 1kq
)
ď!
αpijquv “ tut
´1
v , p
j´1ÿ
k“1
N 1kq ` 1 ď u ď
jÿ
k“1
N 1k,
p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“i`1
N 1kq ` 1 ď v ď p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“i
N 1kq
)
.
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For β “ β
p3q
i P
pΣrP p3q, Σβ
“
!
αpiquv “ tut
´1
v , p
i´1ÿ
k“1
N 1kq ` 1 ď u ď
iÿ
k“1
N 1k, p
rÿ
k“1
N 1kq ` 1 ď v ď p
rÿ
k“1
N 1kq `N´
)
ď!
αpiquv “ tut
´1
v , p
rÿ
k“1
N 1kq ` 1 ď u ď p
rÿ
k“1
N 1kq `N´, p
i´1ÿ
k“1
N 1kq ` 1 ď v ď
iÿ
k“1
N 1k
)
ď!
αpiquv “ tut
´1
v , p
i´1ÿ
k“1
N 1kq ` 1 ď u ď
iÿ
k“1
N 1k,
p
rÿ
k“1
N 1kq `N´ ` p
rÿ
k“i`1
N 1kq ` 1 ď v ď p
rÿ
k“1
N 1kq `N´ `
rÿ
k“i
N 1k
)
.
Put
Y “
 
tut
´1
N´u`1, 1 ď u ď
rÿ
k“1
N 1k
(
.
Then we see that for β P pΣrP p1q or pΣrP p2q, and α P Σβ, the ΓF -orbit
tαu has exactly two elements (of the form ttut
´1
v , tN´v`1t
´1
N´u`1u) and is
contained in Σβ. It follows that nβ “ |Σβ|{2
det ρβp1¸ uq “ p´1q
|Σβ |{2 “ p´1qnβ .
Finally for β P pΣrP p3q, and α P Σβ, we similarly see that the ΓF -orbit tαu
has exactly two elements if and only if α P ΣβzpΣβXY q, in which case tαu is
contained in Σβ (and the orbit is again of the form ttut
´1
v , tN´v`1t
´1
N´u`1u).
It follows that nβ “ |ΣβzpΣβ X Y q|{2, and
det ρβp1¸ uq “ p´1q
|ΣβzpΣβXY q|{2 “ p´1qnβ
as required.

With proposition 3.3.1 and lemma 3.3.4, we now define:
RP pw, π, ψq : HP pπq ÝÑ Hw´1P pπq ÝÑ HP pwπq(3.3.41)
as the composition
RP pw, π, ψq “ lpw, π, ψq ˝Rw´1P |P pπ, ψq.(3.3.42)
Then the operator RP pw, π, ψq has a decomposition as follows:
RP pw, πλ, ψλq “ rP pw,ψλq
´1JP p rw, πλq(3.3.43)
where
JP p rw, πλq “ lp rw, πλqJw´1P |P pπλq
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is the unnormalized intertwining operator from HP pπq to HP pwπq, and
rP pw,ψλq is the normalizing factor:
rP pw,ψλq “ λpwqǫP pw,ψλq
´1rw´1P |P pψλq.
We have
(3.3.44)
rP pw,ψλq “ λpwqǫp0, πψ ĂM0 ,λ, rρ_w´1P |P , ψF q´1
ˆ Lp0, π
ψ
ĂM0 ,λ, rρ_w´1P |P qLp1, πψĂM0 ,λ, rρ_w´1P |P q´1.
Finally by proposition 3.3.1 and lemma 3.3.4 we have the cocycle property,
which we state as:
Proposition 3.3.5.
RP pw
1w, π, ψq “ RP pw
1, wπ,wψq ˝RP pw, π, ψq(3.3.45)
for w1, w P wpMq.
3.4. The local intertwining relation, part I. In this subsection we give
the statement of the local intertwining relation, following section 2.4 of [A1],
and is a supplement of theorem 3.2.1. Among other things, the local inter-
twining relation reduces the construction of the packets to the case of square
integrable parameters.
We revert back to the notation before section 3.3. Thus π, φ, ψ refer to
objects for G “ UE{F pNq, while we denote by πM , φM , ψM the objects for a
Levi subgroup M of G. As in section 3.3, we fix P P PpMq. The choice of
P allows us to identify
W pMq –W pxMq.(3.4.1)
As in section 3.3 we assume that M is a proper Levi subgroup of G.
Given ψM P ΨpMq, we can assume by induction as in section 3.3 that the
packet ΠψM is already defined. We denote by ψ P ΨpGq the parameter of G
obtained by composing ψM with the L-embedding
LM Ñ LG that is dual
to M ãÑ G.
Recall the groups
SψpGq “ Sψ
SψpGq “ Sψ
SψpGq “ Sψ
associated to ψ P ΨpGq at the end of section 2.2. Similarly we have
SψM pMq “ SψM
SψM pMq “ SψM
SψM pMq “ SψM .
Put
AxM “ pZpxM qΓF q0.
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Then we have
SψM pMq “ CentpAxM , SψpGqq
and SψM pMq is the image of SψM pMq in SψpGq.
Recall some other finite groups as in section 2.4 of [A1]. Put
NψpG,Mq “ NormpAxM , Sψq
NψpG,Mq “ NψpG,Mq{Zp pGqΓF
NψpG,Mq “ π0pNψpG,Mqq.
Then SψM pMq “ CentpAxM , SψpGqq is a normal subgroup of NψpG,Mq, and
similarly SψM pMq is a normal subgroup of NψpG,Mq. Put
WψpG,Mq “W pSψ, AxM q
the Weyl group of the pair pSψ, AxM q, i.e. the group of automorphisms of
AxM induced by conjugation by Sψ. Then we have
WψpG,Mq “ NormpAxM , Sψq{CentpAxM , Sψq
“ π0
`
NormpAxM , Sψq{CentpAxM , Sψq˘
“ NψpG,Mq{SψM .
Note that we have wψM “ ψM for w P WψpG,Mq. Also from the defi-
nition the elements of WψpG,Mq stabilize AxM , hence normalize xM . Thus
WψpG,Mq can be regarded naturally as a subgroup of W pxMq, hence a sub-
group of W pMq by the identification (3.4.1) given by P .
We also put
W 0ψpG,Mq “W pS
0
ψ, AxM q
the Weyl group of the pair pS0ψ, AxM q. ThenW 0ψpG,Mq is naturally a normal
subgroup of NψpG,Mq, and also of WψpG,Mq (i.e. the map W
0
ψpG,Mq Ñ
NψpG,Mq ÑWψpG,Mq is injective). Put
RψpG,Mq “WψpG,Mq{W
0
ψpG,Mq
SψpG,Mq “ NψpG,Mq{W
0
ψpG,Mq.
Then SψpG,Mq is a subgroup of Sψ, and SψM pMq is a normal subgroup
of SψpG,Mq, whose quotient is given by RψpG,Mq. The relations between
these groups can be summarized by the commutative diagram of short exact
sequences of finite groups, which plays a crucial role in the analysis of trace
formulas in section five and six:
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1

1

W 0ψpG,Mq

W 0ψpG,Mq

1 // SψM pMq
// NψpG,Mq //

OO
✤
✤
✤
WψpG,Mq //

OO
✤
✤
✤
1
1 // SψM pMq
// SψpG,Mq //

RψpG,Mq //

1
1 1
(3.4.2)
The two vertical exact sequence splits, and the dotted arrows stand for
splittings determined by the chamber of Pψ in the Lie algebra of AxM , where
Pψ is the parabolic subgroup of S
0
ψ “ S
0
ψ{Zp
pGqΓF given by
Pψ “ p pP X S0ψq{Zp pGqΓF .
In other words, the image of the splitting to NψpG,Mq Ñ SψpG,Mq deter-
mined by Pψ is characterized as the elements of NψpG,Mq whose conjuga-
tion action on Sψ preserves Pψ.
Given u P NψpG,Mq, write wu and xu for the image of u in WψpG,Mq
and SψpG,Mq under the (3.4.2) respectively.
We have the following action ofNψpG,Mq onM : an element u P NψpG,Mq
acts on M via
mÑ Intp rwuqpmq “ rwum rw´1u(3.4.3)
where as in section 3.3 rwu is the lift of the element wu (regarded as an
element in W pMq) to GpF q that preserves the splitting of M . The action of
NψpG,Mq onM thus by definition factors throughWψpG,Mq. In particular
for u P NψpG,Mq, we can form the twisted group:ĂMu “M ¸ rwu.(3.4.4)
Define the twisted centralizerrSψM ,u “ SψM pĂMuq :“ CentpImψM ,xĂMuq(3.4.5)
with
xĂMu :“ xM ¸ rwu. Since wuψM “ ψM , the twisted centralizer rSψM ,u is
non-empty and hence a SψM bi-torsor. PutrSψM ,u “ SψM pĂMuq :“ rSψM ,u{S0ψMZpxMqΓF .
We can then naturally identify:
SψM ,u – NψpG,Mqpwuq
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where we have denoted by NψpG,Mqpwuq the fibre of NψpG,Mq above wu
under the middle horizontal short exact sequence of (3.4.2). We denote
by ru the element of rSψM ,u corresponding to u P NψpG,Mqpwuq under this
identification (i.e. ru is the element 1¸ rwu of rSψM ,u).
Suppose that πM P ΠψM is stable under rwu, i.e. πM extends to a repre-
sentation rπM on the twisted group ĂMu. Recall since we are assuming the
existence of the packet ΠψM (as a consequence of the induction hypothesis)
we have the pairing:
x¨, ¨y : SψM ˆΠψM Ñ t˘1u.(3.4.6)
We claim that we have a canonical extension of this pairing to
x¨, ¨y : rSψM ,u ˆ rΠψM ,u Ñ t˘1u(3.4.7)
with rΠψM ,u Ă ΠψM being the subset consisting of those πM P ΠψM that are
stable under rwu.
We first note that any πM P rΠψM ,u has a canonical extension rπM to ĂMu.
Indeed, we may assume that M has the form:
M “ GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆGE{F pN
1
rq ˆG´
G´ “ UE{F pN´q, N´ ă N
with respect to which πM has a decomposition:
πM “ π
1
1 b ¨ ¨ ¨ π
1
r b π´
ψM “ ψ
1
1 ˆ ¨ ¨ ¨ ˆ ψ
1
r ˆ ψ´.
For any u P NψpG,Mq, we see that the action of rwu on M has to preserve
the UE{F pN´q factor of M . Furthermore, from the fact thatĄOutN´pUE{F pN´qq “ 1
we see that the action of rwu on the G´ factor is given by inner automorphism
of G´. In particular the the action of the lift rwu commutes with the factor
G´. Hence we only need to extend the representation π
1
1 b ¨ ¨ ¨ b π
1
r to the
twisted group rGE{F pN 11q ˆ ¨ ¨ ¨ ˆ rGE{F pN 1rq. This can be done canonically
using the Whittaker normalization as in section 3.2 by using the standard
Whittaker data on the group GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆ GE{F pN
1
rq (note that by
construction rwu preserves the Whittaker data ofM and hence of GE{F pN 11qˆ
¨ ¨ ¨ ˆ GE{F pN
1
rq). In particular for u P NψpG,Mq we have an intertwining
operator rπM pwuq : wuπM Ñ πM , thus giving the extension rπM of πM toĂMu.
Thus we can identify rΠψM ,u as the packet of representations on the twisted
group ĂMu. We also note that the Whittaker normalization ensures that for
u1, u2 P NψpG,Mq satisfying wuiπM – πM (i “ 1, 2), we have rπMpwu1u2q “rπMpwu1qrπM pwu2q.
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It remains to extend the pairing (3.4.6) to (3.4.7). Again from the decom-
position M “ GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆ GE{F pN
1
rq ˆ UE{F pN´q, and the fact that
the twisted centralizer of ψ1i for the general linear factors GE{F pN
1
iq are con-
nected, we can make the SψM “ Sψ´pUE{F pN´qq-equivariant identificationrSψM ,u – NψpG,Mqpwuq – SψM “ Sψ´pUE{F pN´qq (again we are using the
fact that the action of rwu on G´ “ UE{F pN´q is given by inner automor-
phism). This gives the pairing (3.4.7), namely if ru1 P SψM ,u corresponds to
an element xu1 P Sψ´pUE{F pN´qq under this identification, then we have:
xru1, rπMy “ xxu1 , π´y
where the pairing on the right hand side is given by the packet Πψ´ associ-
ated to ψ´ P ΨpUE{F pN´qq.
Remark 3.4.1.
In [A1] Arthur needs to consider the case where G “ SOp2nq. For the
case G “ SOp2nq then in general one has no canonical extension of πM
to the twisted group ĂMu, and thus in [A1] one needs to consider the case
of twisted endoscopy for the group SOp2N´q (here N´ ď N), with the
outer automorphism being given by conjugation by Op2N´q. This technical
problem does not arise for the groups SOp2N ` 1q, Spp2Nq or UE{F pNq.
Thus given u P NψpG,Mq, and πM P rΠψM ,u, we have the intertwining
operator rπMpwuq : wuπM Ñ πM , and we continue to denote by rπM pwuq the
intertwining operator IP pwuπM q Ñ IP pπM q induced by rπM . Put:
RP pwu, rπM , ψM q :“ rπM pwuq ˝RP pwu, πM , ψM q.(3.4.8)
If we put
Nψ,πM pG,Mq :“ tu P NψpG,Mq, wuπM – πMu
then by combining the discussion above with proposition 3.3.5, we see that
the map:
u ÞÑ RP pwu, rπM , ψM q
is a group homomorphism from Nψ,πM pG,Mq to the group of unitary inter-
twining operators of IP pπM q.
Definition 3.4.2. For u P NψpG,Mq, we define the linear form:
f Ñ fGpψ, uq, f P HpGq
fGpψ, uq(3.4.9)
:“
ÿ
πMPrΠψM,u
xru, rπMy trpRP pwu, rπM , ψM qIP pπM , fqq.
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Following the convention of [A1], if we interpret the term xru, rπMy as being
equal to zero if πM is not stable under wu, then we can just write (3.4.9) as
(3.4.10)
fGpψ, uq :“
ÿ
πMPΠψM
xru, rπMy trpRP pwu, rπM , ψM qIP pπM , fqq.
With the previous notations, for s P Sψ a semi-simple element, we let
pG1, ψ1q the pair corresponding to pψ, sq under the correspondence as de-
scribed in section 3.2. Assume that part (a) of theorem 3.2.1 is valid for the
pair pG1, ψ1q, i.e. assuming the existence of the stable linear form
f 1 Ñ f 1
G1
pψ1q, f 1 P HpG1q
satisfying (3.2.8). Define the linear form
f Ñ f 1Gpψ, sq, f P HpGq(3.4.11)
f 1Gpψ, sq “ f
1pψ1q :“ fG
1
pψ1q.
We can now state:
Theorem 3.4.3. (The local intertwining relation, c.f. theorem 2.4.1 of
[A1])
Given any u P NψpG,Mq and s P Sψ, such that the image of s in Sψ is equal
to the image xu of u in SψpG,Mq, we have the identity
fGpψ, uq “ f
1
Gpψ, sψsq, f P HpGq.(3.4.12)
In particular the local intertwining relation implies that the linear form
fGpψ, uq depends only on the image xu of u in SψpG,Mq. As with theo-
rem 3.2.1, the local intertwining relation (3.4.12) is to be proved by a long
induction argument. The induction argument of the proof of the local inter-
twining relation will be completed in section eight. However, special cases
of the local intertwining relation have to be proved along the way in section
five, which in particular forms an important ingredient in the comparison of
trace formulas in section five and six.
The most important case is when ψM P Ψ2pMq, the subset of square
integrable parameters in ΨpMq, i.e. the set of ψM such that SψM is finite.
Then M is determined by ψ up to conjugation by G (c.f. Proposition 8.6
of [B]). In this case Tψ :“ AxM is then a maximal torus in S0ψ, with xM “
CentpTψ, pGq, and SψpG,Mq is equal the full group Sψ.
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We also make the following abbreviation (here we put Tψ “ Tψ{Zp pGqΓF ):
Nψ “ NψpG,Mq “ NormpTψ, Sψq{Tψ
Wψ “WψpG,Mq “ NormpTψ, Sψq{CentpTψ, Sψq
W 0ψ “W
0
ψpG,Mq “ NormpTψ, S
0
ψq{Tψ
Rψ “ RψpG,Mq
S1ψ “ SψM “ CentpTψ, Sψq
S1ψ “ SψM .
In this basic case where ψM P Ψ2pMq, we have that any πM P ΠψM is
stable under the group Wψ and hence Nψ. This follows immediately from
the discussion after equation (3.4.7), due to the fact that the components of
the representation πM associated to the general linear factors are determined
by their parameters. Hence each πM has a canonical extension rπM to the
group MpF q ¸Nψ. Thus in this basic case we see that the map:
u ÞÑ RP pwu, rπM , ψM q
is a group homomorphism from Nψ to the group of unitary intertwining
operators of IP pπM q.
Furthermore the bottom exact sequence of (3.4.2) of abelian groups:
1Ñ S1ψ Ñ Sψ Ñ Rψ Ñ 1(3.4.13)
splits canonically in this case. Indeed these groups can be explicated as
follows. Following the local form of the notation (2.4.12), given a parameter
ψ P ΨpGq “ ΨpUE{F pNqq, we denote by ψ
N P rΨpNq “ Ψp rGE{F pNqq the
parameter ψN “ ξ ˝ ψ, where we recall as in the last subsection we chose
ξ “ ξχκ :
LUE{F pNq Ñ
LGE{F pNq so that pUE{F pNq, ξχκq is a simple twisted
endoscopic datum of rGE{F pNq. By lemma 2.2.1 ψN is conjugate self dual
with parity p´1qN´1 ¨ κ. We can then write
ψN “
à
iPI`
ψ
liψ
Ni
i ‘
à
iPI´
ψ
liψ
Ni
i ‘
à
jPJψ
ljpψ
Nj
j ‘ ψ
Nj˚
j˚ q
with ψNii P
rΨsimpNiq, ψNjj P rΨsimpNjq being simple parameters (i.e. irre-
ducible as representations of LEˆSUp2q), and where I
`
ψ is the set of indices
i such that ψNii is conjugate self-dual of the same parity as ψ
N (i.e. with
parity p´1qN´1 ¨ κ), I´ψ is the set of indices i such that ψ
Ni
i is conjugate
self-dual with parity different from ψN (i.e. has parity p´1qN ¨ κ), and Jψ is
the set of indices j such that ψ
Nj
j is not conjugate self-dual.
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As in (2.4.14) we have
(3.4.14)
Sψ “
´ ź
iPI`
ψ
Opli,Cq
¯
ˆ
´ ź
iPI´
ψ
Sppli,Cq
¯
ˆ
´ ź
jPJψ
GLplj ,Cq
¯
.
From this it follows that we can identify π0pSψq as the group Σ consisting
of functions
σ : I`ψ Ñ Z{2Z.
Since Zp pGqΓF “ t˘INu, with IN being identified in the obvious way as an
element on the right hand side of (3.4.14), we have
Sψ “ π0pSψq(3.4.15)
“ Σ :“ Σ{xσy
where σ P Σ is the function such that σpiq “ ´1 for i P I`ψ,o, and σpiq “ 1
for i P I`ψ,e. Here
I`ψ,o “ ti P I
`
ψ , li oddu(3.4.16)
l`ψ,e “ ti P I
`
ψ , li evenu.
Recall that in the basic case ψM P Ψ2pMq the group AxM is a maximal
torus in Sψ. Hence we can take Tψ “ AxM to be a maximal torus of the prod-
uct of groups on the right hand side of (3.4.14). Since SψM “ CentpAxM , Sψq,
we see that π0pSψM q corresponds to the subgroup Σ
1 Ă Σ consisting of func-
tions σ P Σ that are supported on I`ψ,o. Hence if we denote by Σ
1
the image
of Σ1 in Σ, then we have S1ψ “ SψM – Σ
1
. The quotient of Σ by Σ
1
is
canonically isomorphic to the group R consisting of functions
ρ : I`ψ,e Ñ Z{2Z.
Hence Rψ – R, and the exact sequence (3.4.13) is just given by:
0Ñ Σ
1
Ñ ΣÑ RÑ 0.(3.4.17)
It is clear that the exact sequence (3.4.17) splits canonically, hence the exact
sequence (3.4.13) splits canonically in the basic case that ψM P Ψ2pMq.
Proposition 3.4.4. Let ψ P ΨpGq be a parameter in the complement of
Ψ2pGq, and assume that the linear form f
1pψ, sq exists for any s P Sψ. In
addition assume that for any proper Levi subgroup M of G, theorem 3.4.3
holds for parameters in Ψ2pMq. Then the packet Πψ and the pairing xx, πy
of part (b) of theorem 3.2.1 exist, and satisfies (3.2.11).
Proof. Since the proof is the same as the proof of proposition 2.4.3 of [A1]
we only give a sketch. By assumption ψ R Ψ2pGq, so we can choose a proper
Levi subgroup M of G, and parameter ψM P Ψ2pMq such that ψM maps
to ψ. Since M is proper we can assume by induction hypothesis as above
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that the packet ΠψM is already constructed. For each πM P ΠM , we denote
by ξM the character of S
1
ψ associated to πM , namely ξM pxM q “ xxM , πMy.
Recall that in this basic case any πM P ΠψM is invariant under Nψ.
Abusing notation slightly, we still denote by ΠψM the following (reducible)
admissible unitary representation of S1ψ ˆMpF q:
ΠψM :“
à
pξM ,πMq
pξM b πM q(3.4.18)
(here πM can occur with multiplicities; as we only know a priori that ΠψM
is a multi-set).
We claim that the representation ΠψM of S
1
ψ ˆMpF q can be extended to
a representation of MpF q ¸ Nψ. It suffices to work with each component
ξM b πM of ΠψM . Indeed by (3.4.7) we have an extension
rξM of ξM to
Nψ given by rξM puq “ xru, rπM y. Hence it suffices to specify the action of
MpF q ¸Nψ on πM P ΠψM . This action then comes from the extension rπM
of πM to MpF q ¸Nψ in the discussion after (3.4.7).
Consider the parabolic induction of ΠψM from S
1
ψ ˆMpF q to S
1
ψ ˆGpF q:
Πψ :“ IP pΠψM q(3.4.19)
“
à
pξM ,πMq
pξM b IP pπM qq
which is a unitary representation of S1 ˆ GpF q. In particular we have the
unitary action of GpF q on Πψ (with the action of GpF q on the ξM ’s being
trivial). On the other hand, for each component πM of ΠψM , we have the
map
u ÞÑ RP pwu, rπM , ψM q “ rπpwuq ˝RP pwu, πM , ψM q
which is a group homomorphism from Nψ (that factors through Wψ) to
the group of unitary intertwining operators on IP pπM q. Hence we have
an action of Nψ on Πψ: given u P Nψ its action on the representation
Πψ “
À
pξM ,πM q
pξM b IP pπM qq is given by the operator:
RP pu, rΠψM , ψM q “ à
pξM ,πM q
rξM puq bRP pwu, rπM , ψM q.(3.4.20)
By definition of intertwining operator this action of Nψ on Πψ commutes
with that of GpF q, hence we have an unitary action of Nψ ˆGpF q on Πψ:
(3.4.21)
Πψpu, gq “ RP pu, rΠψM , ψM q ˝ Πψpgq, u P Nψ, g P GpF q.
Now consider the restriction of this representation to the subgroup Sψ ˆ
GpF q of NψˆGpF q (under the splitting of the middle vertical exact sequence
of (3.4.2) as determined by P ). Then we have a decomposition:
Πψ “
à
pξ,πq
pξ b πq(3.4.22)
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where ξ is a character of Sψ, and π is an irreducible unitary representation
of GpF q (which might occur with multiplicities). We then declare that the
packet Πψ associated to ψ P ΨpGq is give by the π’s that occur in the
decomposition (3.4.22) (with possible multiplicities), and the pairing
x¨, ¨y : Sψ ˆΠψ Ñ t˘1u
being given by xx, πy “ ξpxq, with ξ being the character associated to π
in the decomposition p3.2.23q. It remains to verify the character relation
(3.4.22).
For this we finally use the local intertwining relation. First from the
definition (3.4.20) and (3.4.21), we have for f P HpGq:
tr Πpu, fq(3.4.23)
“
ÿ
πMPΠψM
rξM puq trpRP pwu, rπM , ψM qIP pπM , fqq
“
ÿ
πMPΠψM
xru, rπMy trpRP pwu, rπM , ψM qIP pπM , fqq
“ fGpψ, uq.
On the other hand, by the decomposition (3.4.22), we have
tr Πψpxu, fq “
ÿ
πPΠψ
xxu, πyfGpπq(3.4.24)
with xu being the image of u in Sψ. The local intertwining relation implies
that (3.4.23) depends only on the image xu of u in Sψ. Hence for any semi-
simple element s P Sψ with image x in Sψ, we have by the local intertwining
relation (taking any element u P Nψ mapping to x in Sψ):ÿ
πPΠψ
xx, πyfGpπq “ fGpψ, xq “ fGpψ, uq “ f
1
Gpψ, sψsq.(3.4.25)
Making the substitution sÑ s´1ψ s “ sψs, we haveÿ
πPΠψ
xsψx, πyfGpπq “ f
1
Gpψ, sq.(3.4.26)
Since f 1pψ, sq “ fG
1
pψ1q by definition we obtain the character relation
(3.2.11) as required. 
Finally we add the following lemma from [A1], whose proof applies ver-
batim:
Lemma 3.4.5. (lemma 2.4.2 of [A1]) Suppose that for any proper Levi
subgroup M of G, the local intertwining relation (3.4.12) is valid whenever
ψ P Ψ2pMq. Then it holds for any ψ P ΨpMq.
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3.5. The local intertwining relation, part II. In the previous section
we have formulated the local intertwining relation for the case where G “
UE{F pNq (more precisely, as in section 3.3 and 3.4, we regard G “ pG, ξq as
a simple twisted endoscopic datum of rGE{F pNq, for a choice of L-embedding
ξ : LG ãÑ LGE{F pNq). For the analysis of the spectral terms of the twisted
trace formula for GE{F pNq, it is necessary to formulate the corresponding
intertwining relation for the twisted group rGE{F pNq, which we do in this
subsection. At the same time, we use the theory of Whittaker models for
the induced representations to obtain information about the normalized in-
tertwining operators. The reader can find a discussion of the notion of
Whittaker model and Whittaker functionals in the beginning of section 2.5
of [A1], and so will not be repeated here. We also recall the fact that any
irreducible tempered representation of GE{F pNqpF q “ GLN pEq, or more
generally a product of GE{F pNiqpF q’s, is generic, i.e. possess a non-zero
Whittaker functional.
Thus suppose that M is a standard Levi subgroup of GE{F pNq, (which is
a product of GE{F pNiq’s), and that
ψM : LF ˆ SUp2q Ñ
LM
is a parameter in ΨpMq. Then as in section 3.2 the parameter ψM cor-
responds to an irreducible unitary representation πψM of MpF q, which is
the Langlands quotient of a standard representation ρψM (associated to the
parameter φψM P ΦpMq). Similar to the previous subsection, we denote
by ψN P ΨpGE{F pNqq the parameter of GE{F pNq obtained by composing
ψM with the L-embedding LM ãÑ LGE{F pNq. We assume as usual that
ψN P rΨpNq.
One has a natural formulation of the commutative diagram (3.4.2) in the
present case, for both G “ GE{F pNq and the twisted group G “ rGE{F pNq.
For the case of G “ GE{F pNq the discussion is the same as before, while for
the the twisted case G “ rGE{F pNq, the four terms in the lower right corner
have to be formulated in terms of rGE{F pNq, by considering the twisted
centralizer rSψN , while the rest of the terms in (3.4.2) are formulated in
terms of the usual centralizer SψN (recall that rSψN is a bi-torsor under
SψN ).
In fact since the centralizers SψN and rSψN are connected, it follows that
all the terms in the last row of (3.4.2) are singleton, for both the case
G “ GE{F pNq or G “ rGE{F pNq. In particular, for G “ rGE{F pNq, we
have NψN pG,Mq “ WψN pG,Mq, and both are torsors under the group
W 0
ψN
pG,Mq “WψN pGE{F pNq,Mq.
More generally denote by ĂW pMq the Weyl set of outer automorphisms of
M induced from the component rGE{F pNq, and ĂWψN pMq for the stabilizer
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of ψM in ĂW pMq. Then we have ĂWψN pMq “ WψN p rGE{F pNq,Mq, and any
element of ĂWψN pMq stabilizes πψM or ρψM .
Given w P ĂWψN pMq, we can write
w “ θpNq ˝ w0
where θpNq “ θ as in (1.0.1), and w0 P W pM,M 1q. Here W pM,M 1q is the
Weyl set of elements that conjugate M to the other standard Levi subgroup
M 1 of GE{F pNq, and in the present context M
1 is the Levi subgroup that is
paired with M under the involution θ of GE{F pNq. The representativerw “ θpNq ˝ rw0
then preserves the standard Whittaker datum pBM , χM q for M .
Consider first the untwisted case WψN pMq “ W
0
ψN
pGE{F pNq,Mq. Then
for w PWψN pMq, we can define the normalized intertwining operator
RP pw, πψM q “ RP pw, πψM , ψ
N q : IP pπψM q Ñ IP pwπψM q
as before (here since ψM and hence ψN is determined by πψM we sup-
press ψN from the notation of the intertwining operator). We note that
since πψM is irreducible and unitary, the induced representation IP pπψM q
of GE{F pNqpF q “ GLN pEq is irreducible by the theorem of Bernstein [Be].
In fact we see that IP pπψM q is the Langlands quotient corresponding to the
parameter ψN P rΨpNq.
Going back to the twisted case, suppose that w P ĂWψN pMq. We would
like to define, for P P PpMq, the normalized twisted intertwining operator:rRP pw, πψM q : HP pπψM q Ñ HP pwπψM q(3.5.1)
by a variant of (3.3.41) as follows. Namely we define:rlp rw, πψM q : Hw´1P pπψM q Ñ HP pwπψM q(3.5.2)
by the rule (which is a modification of (3.3.22)):
prlp rw, πψM qφqpxq “ φp rw´1xθpNqq(3.5.3)
for φ P Hw´1P pπψM q and x P GE{F pNqpF q. Then we put, similar to (3.3.26):rlpw, πψM q : Hw´1P pπψM q Ñ HP pwπψM q(3.5.4) rlpw, πψM q “ λpwq´1ǫP pw,ψN qrlp rw, πψM q.
here the factors ǫP pw,ψ
N q and λpwq are defined by exactly the same formula
as in (3.3.23) and (3.3.24).
We then define the twisted intertwining operator (3.5.1) by the composition:rRP pw, πψM q :“ rlpw, πψM q ˝Rw´1P |P pπψM q.(3.5.5)
ENDOSCOPIC CLASSIFICATION ... 79
Next, similar to the discussion in section 3.2 by consideration of Whittaker
functional, the standard representation ρψM has a canonical intertwining
operator rρψM : wρψM Ñ ρψM .
The intertwining operator rρψM then in turn defines the intertwining operatorrπψM pwq : wπψM Ñ πψM on the Langlands quotient. We putrRP pw, rπψM q :“ rπψM ˝ rRP pw, πψM q
which is then a self-intertwining operator on HP pπψM q. By construction we
have: rRP pw, rπψM q : IP pπψM q Ñ IP pπψM q ˝ θpNq(3.5.6)
i.e. the operator rRP pw, rπψM q intertwines the two representations IP pπψM q
and IP pπψM q ˝ θpNq. In the untwisted case the situation is of course similar
(but without the occurence of θpNq in (3.5.6)).
On the other hand, since IP pπψM q is the Langlands quotient correspond-
ing to ψN P rΨpNq, we can attach as in section 3.2 the intertwining operator
on the representation IP pπψM q (with respect to Whittaker normalization):
(3.5.7) rIP pπψM , Nq “ rIP pπψM , θpNqq : IP pπψM q Ñ IP pπψM q ˝ θpNq.
We then have the following:
Proposition 3.5.1. [A12]
(a) For w0 PWψN pMq we have
RP pw
0, rπψM q ” 1.(3.5.8)
(b) For w P ĂWψN pMq we haverRP pw, rπψM q “ rIP pπψM , Nq.(3.5.9)
We can now formulate the local intertwining relation for the twisted group
G “ rGE{F pNq. For this we inflate the induced representation IP pπψM q torG`
E{F pNq. We can then regard IP pπψM q as acting on the Hilbert spacerH`P pπψM q “ HP pπψM q ‘ rHP pπψM q
where rHP pπψM q is the space of functions supported on the componentrGE{F pNq. For any w P ĂWψN pMq we then obtain the linear transformation
RP pw, rπψM q : HP pπψM q Ñ rHP pπψM q(3.5.10)
by setting
pRP pw, rπψM qφqpxq “ p rRP pw, rπψM qφqpxθpNq´1q
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for φ P HP pπψM q and x P rGE{F pNqpF q. Note that from the definition we
have:
RP pw, rπψM q “ rπψM ˝RP pw, πψM q.
Here
(3.5.11)
RP pw, πψM q “ lp rw, πψM q ˝ pλpwq´1ǫP pw,ψN qRw´1P |P pπψM qq
“ lp rw, πψM q ˝ prP pw,ψN q´1Jw´1P |P pπψM qq
with lp rw, πψM q : Hw´1P pπψM q Ñ rHP pπwψM q given by
plp rw, πψM qφqpxq “ φp rw´1xq(3.5.12)
for φ P Hw´1P pπψM q and x P rGE{F pNqpF q, and
rP pw,ψ
N q “ λpwqǫP pw,ψ
N q´1rw´1P |P pψ
M q.
In other words, the definition of RP pw, πψM q is given by exactly the same
formula as in (3.3.43).
Given rf P rHpNq, the integration of rf against the representation IP pπψM q
gives the linear transformation:
IP pπψM , rfq : rHP pπψM q Ñ HP pπψM q.
For u “ w in the set NψN pG,Mq “ WψN pG,Mq (here G “ rGE{F pNq),
define: rfN pψN , uq :“ trpRP pw, rπψM q ˝ IP pπψM , rfqq.(3.5.13)
On the other hand, the induced representation IP pπψM q of GE{F pNqpF q “rG0
E{F pNqpF q also extends to the bi-torsor, provided by the operatorrIP pπψM , Nq “ rIP pπψM , θpNqq.
Thus as in section 3.1 we have the linear form given by the twisted characterrfN pψN q “ tr rIP pπψM , rfq, rf P rHpNq.(3.5.14)
If we define the linear transformation:
IP pπψM , Nq : HP pπψM q Ñ rHP pπψM q(3.5.15)
pIP pπψM , Nqφqpxq :“ prIP pπψM , NqφqpxθpNq´1q
then we have rfN pψN q “ tr rIP pπψM , rfq(3.5.16)
“ trpIP pπψM , Nq ˝ IP pπψM , rfqq.
But by (3.5.9) we have
RP pw, rπψM q “ IP pπψM , Nq(3.5.17)
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hence we obtain: rfN pψN , uq “ rfN pψN q, rf P rHpNq.(3.5.18)
In particular the linear form rfNpψN , uq is independent of u, which is to be
expected since the twisted centralizer rSψN is connected.
The endoscopic counterpart of the distribution rfN pψN , uq can be defined
as in the previous subsection. Thus let s P rSψN , and let pG1, ψ1q be the
pair corresponding to pψN , sq under (twisted version of) the correspondence
described in section 3.2. Here G1 P rEpNq and ψ1 P ΨpG1q. Assuming the
validity of part (a) of theorem 3.2.1 for the pair pG1, ψ1q (if G1 R rEellpNq then
the assertion can easily be reduced to the case of a Levi subgroup of G1), in
particular the existence of the stable linear form fG
1
pψ1q for f P HpG1q. We
can define the linear form:rf 1N pψN , sq “ rfG1N pψN , sq :“ rfG1pψ1q.(3.5.19)
On the other hand, part (a) of theorem 3.2.1 asserts thatrfG1pψ1q “ rfN pψN q
hence we have: rf 1N pψN , sq “ rfG1pψ1q “ rfNpψN q.(3.5.20)
In particular the linear form rf 1N pψN , sq is independent of s. Furthermore,
combining (3.5.18) and (3.5.20), we have:rf 1N pψN , sq “ rfN pψN , uq.(3.5.21)
Now if we replace s by sψN s, then (3.5.21) also holds with s replaced by
sψN s. We record this as:
Corollary 3.5.2. (of proposition 3.5.1) Assume that part (a) of theorem
3.2.1 holds for any pair
pG,ψq, G P rEpNq, ψ P ΨpGq.
Then for any u P NψN p rGE{F pNq,Mq and s P rSψN as above, we haverfN pψN , uq “ rf 1N pψN , sψN sq, rf P rHpNq.(3.5.22)
Corollary 3.5.2 is thus the local intertwining relation for the twisted grouprGE{F pNq. Together with theorem 3.4.3 (i.e. the local intertwining relation
for G P rEsimpNq) they form an important component in the comparison of
trace formulas in section 5 and 6.
To conclude this subsection, we record some results on intertwining op-
erators that can be deduced from the theory of Whittaker models; more
precisely, from the works of Shahidi [S, S1, S2]. Again we refer to section
2.5 of [A1] for more detailed discussions.
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For this discussion G is a general connected quasi-split group over F .
For our purpose we only need to apply the results in the case where G “
UE{F pNq or GE{F pNq. We let pB,χq be a Whittaker datum for G. For M
a standard Levi subgroup of G, we denote by pBM , χM q the corresponding
Whittaker datum for M .
We consider the particular case where πM is an irreducible tempered
representation of MpF q that is generic, i.e. possess a non-zero Whittaker
functional. Let P be the standrad parabolic subgroup of G with Levi com-
ponentM (as usual standard means P Ą B), we again consider the induced
representation IP pπM q of GpF q. As before denote by W pπM q the subgroup
of W pMq consisting of those Weyl elements w such that wπM – πM . In
the case of generic representations, the construction of the normalized in-
tertwining operator for w P W pMq:
RP pw, πM q : IP pπM q Ñ IP pwπM q(3.5.23)
is already given in [S, S1, S2]. We have already used Shahidi’s results of
loc. cit. in the proof of proposition 3.3.1. Again, in the context of the local
classification, since πM is tempered, the L-parameter ofM classifying of πM
is determined by πM , and so can be omitted from the notation.
From the results of loc. cit. the normalized intertwining operatorsRP pw, πM q
are unitary, and satisfy the cocycle relation
(3.5.24)
RP pw
1w, πM q “ RP pw
1, wπM q ˝RP pw, πM q, w
1, w P W pMq.
Thus in our context (i.e. for G “ UE{F pNq or GE{F pNq) if we are in the
case where πM is a generic representation, then proposition 3.3.1 and 3.3.5
already follows from [S, S1, S2].
In addition, when w PW pπMq, there is a canonical choice of intertwining
operator rπMpwq : wπM Ñ πM . More precisely, let ω be a Whittaker func-
tional for πM with respect to the Whittaker datum pBM , χM q. Then rπM is
uniquely determined by the condition
ω ˝ rπM “ ω.
We can then define the canonical self-intertwining operator
RP pw, rπM q : IP pπM q Ñ IP pπM q(3.5.25)
RP pw, rπM q “ rπMpwq ˝RP pw, πM q.
Note that this is consistent with the construction of the self-intertwining
operator (3.4.8) in section 3.4 (in the context where G “ UE{F pNq).
Furthermore, the induced representation IP pπM q inherits the correspond-
ing pBM , χM q-Whittaker functional ω of πM , as follows. Denote by N “ NP
the unipotent radical of P . The on the space HP,8pπM q of smooth functions
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in HP pπM q, we have the Whittaker integral, for h P HP pπM q and λ P a
˚
M,C:
(3.5.26)
Wχ,ωpx, h, πM,λq “
ż
N˚pF q
ωphπM ,λpw
´1
˚ n˚xqqχpn˚q
´1 dn˚, x P GpF q.
Here hπM ,λ is the function on GpF q with respect to the induced representa-
tion IP pπM,λq, as in the discussion of section 3.3, i.e.
hpxq “ πM pMP pxqqhpKP pxqqe
pλ`ρP qpHP pxqq, x P GpF q
and N˚ “ NP˚ is the unipotent radical of the standard parabolic subgroup
P˚ “M˚N˚ that is adjoint to P “MN , i.e. we have the condition
M˚ “ w˚Mw
´1
˚
where w˚ “ wlw
M
l , with wl and w
M
l being the longest elements in the
restricted Weyl groups of G and M respectively.
The Whittaker integral (3.5.26) converges absolutely for Repλq in a certain
affine chamber, and extends to an entire function of λ. The linear functional
Ωχ,ωpπM q on IP pπM q defined by:
Ωχ,ωpπM qphq :“ Wχ,ωp1, h, πM q, h P HP,8pπM q(3.5.27)
is then a (non-zero) pB,χq-Whittaker functional for IP pπM q.
We then have the following result from the works of Shahidi [S, S1, S2]:
Proposition 3.5.3. (c.f. statement of Theorem 2.5.1 and Corollary 2.5.2
of [A1])
(a) For w P W pπMq we have
Ωχ,ωpπM q ˝RP pw, rπM q “ Ωχ,ωpπM q.(3.5.28)
(b) Let pΠ,Vq be the unique irreducible pB,χq-generic subrepresentation of
IP pπM q. Then for w PW pπM q we have:
RP pw, rπM qφ “ φ, φ P V8.(3.5.29)
Note that part (b) is an immediate consequence of part (a). Indeed the
restriction of RP pw, rπM q to the irreducible subspace V is a non-zero scalar.
Since the Whittaker functional Ωχ,ωpπM q on HP,8pπM q is supported on V8,
it follows from (3.5.28) that this scalar must be equal to one.
Proposition 3.5.3 applies to those πM that are irreducible tempered generic
representations of MpF q. We will apply proposition 3.5.3 to the following
cases, where the condition that πM being irreducible tempered representa-
tion of MpF q already implies genericity:
(1) M is a product of GE{F pNiq’s.
(2) M “ T is minimal.
(3) F “ C and G,M arbitrary.
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This concludes section 2. Starting from the next section,we will be con-
cerned with the global situation. We will come back to the local study in
section 7, based on the global results from section 4 to 6.
4. Trace formulas and their stabilization
In this section we return to the global setting. Thus F is a global field.
In this section we carry out some preliminary comparison of trace formu-
las. The two trace formulas that we need are the trace formula for the
unitary group UE{F pNq, and the twisted trace formula for the twisted grouprGE{F pNq. For the comparison we also need their stabilization.
Section 4 depends only on the discussion of section 3.1, and is independent
of the rest of section 3.
4.1. Discrete part of trace formula. We begin with the discrete part of
the trace formula for unitary group (for the discussion in the more general
context see section 3.1 of [A1]). Thus we put G “ UE{F pNq. Write HpGq
for the global adelic Hecke algebra of UE{F pNqpAF q, consisting of smooth,
compactly supported, complex-valued functions of GpAF q that are K-finite
with respect to left and right action of a maximal compact subgroup K of
GpAF q.
Fix the minimal Levi subgroup M0 of G to be the standard diagonal one
(which is also the maximal torus T of G). Denote by L the set of Levi
subgroups of G containing M0, which we call the standard Levi subgroups
of G (in the literature the elements of L are also called semi-standard).
As in [A1] we let t ě 0 be the parameter that controls the norm of the
imaginary part of the archimedean infinitesimal characters of representa-
tions. The discrete part of the trace formula for G is a linear form IGdisc,t on
HpGq given by:
(4.1.1)
IGdisc,tpfq “
ÿ
tMu
|W pMq|´1
ÿ
wPW pMqreg
|detpw ´ 1qaGM
|´1 trpMP,tpwqIP,tpfqq,
f P HpGq.
The explanation of these terms is as follows:
‚ tMu is the set of conjugacy classes of standard Levi subgroups M P
L under the action of the Weyl group WG0 “ W
GpM0q of G with
respect to M0. Equivalently the sum can be taken over the set of
G-conjugacy classes of all Levi subgroup of G.
‚ W pMq “ NormpAM , Gq{M is the relative Weyl group of G with
respect to M . Here AM is the maximal F -split component of the
centre of M .
‚ aM (resp. aG) is the real vector space HomZpX
˚
F pMq,Rq (resp.
HomZpX
˚
F pGq,Rq). The canonical complement of aG in aM is noted
as aGM . In our case where G “ UE{F pNq, we have aG “ 0 and hence
ENDOSCOPIC CLASSIFICATION ... 85
aGM “ aM , but we will still use the same notation as in the general
case.
‚ W pMqreg is the set of regular elements of W pMq, i.e. the set of
elements w PW pMq such that detpw ´ 1q|aG
M
‰ 0.
‚ P P PpMq is a parabolic subgroup of G with M as Levi component.
‚ IP is the representation of GpAF q parabolically induced from the
relative discrete spectrum
L2discpMpF qA
`
M,8zMpAF qq
of MpAF q. Here we denote by A
`
M,8 the identity component of
AMQpRq (with MQ “ ResF {QM and AMQ is the maximal Q-split
component of its centre). We write HP for the underlying space of
this representation, realized as the space of left NP pAF q-invariant
functions φ on GpAF q such that the function φpmkq on MpAF qˆK
belongs to the space
L2discpMpF qA
`
M,8zMpAF qq b L
2pKq.
As usual IP pfq is the corresponding operator associated to f P HpGq
acting on HP given by integration:
IP pfqφ “
ż
GpAF q
fpgqIP pgqφ dg, φ P HP
(see section 3.1 of [A1] for a breif discussion on the choice of mea-
sure).
‚ We have a decomposition
IP “
à
tě0
IP,t
where IP,t is the subrepresentation whose irreducible constituents
have the property that the imaginary part of their archimedean in-
finitesimal character has norm t. Denote by HP,t the underlying
space of IP,t.
‚ MP pwq “ lpwq ˝MP 1|P . Here P
1 “ w´1P , and MP 1|P : HP,t Ñ HP 1,t
is the global intertwining operator, defined to be the analytic con-
tinuation at λ “ 0 of the following intertwining integral: in general
for P,P 1 P PpMq, and λ P paGM q
˚
C with Repλq in a certain affine
chamber, it is given by:
pMP 1|Pφqpxq
:“
ż
NP pAF qXNP 1 pAF qzNP 1 pAF q
φpnxqepλ`ρP qpHP pnxqq dn ¨ e´pλ`ρP 1 qHP 1 pxq,
and lpwq : HP 1,t Ñ HP,t given by left translation by rw´1:
plpwqφqpyq “ φp rw´1yq for y P GpAF q
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defined by any representative rw of w in GpF q. The subrepresen-
tations IP,t are stable under MP pwq, and we denote by MP,tpwq :
HP,t Ñ HP,t the restriction of MP pwq to IP,t.
We will denote by RGdisc for the representation of GpAF q on the discrete
spectrum L2discpGpF qzGpAF qq, and similarly R
G
disc,t for the subrepresentation
of RGdisc,t whose irreducible constituents have the property that the imaginary
part of their archimedean infinitesimal characters has norm t .
Next we turn to the twisted trace formula. Thus with notations as in
section 2.4, let G “ rGE{F pNq “ GE{F pNq¸ θ be our twisted group. We put
G0 “ rG0
E{F pNq “ GE{F pNq. We denote by HpGq “
rHpNq the global Hecke
module consisting of smooth, compactly supported functions on GpAF q,
which are K-finite with respect to the left and right action of a maximal
compact subgroup of G0pAF q.
Given y1 “ x1¸θ, y2 “ x2¸θ P G “ G
0¸θ, we have the usual convention
for the interpretation of the algebraic operation:
y´11 ¨ y2 “ θ
´1px´11 ¨ x2q P G
0(4.1.2)
y1 ¨ y
´1
2 “ x1 ¨ x
´1
2 P G
0.
Let M0 be the diagonal minimal Levi subgroup of G
0 (which is the max-
iaml diagonal torus of G0 “ GE{F pNq). Again denote by L the set of Levi
subgroups of G0 containing M0. The discrete part of the twisted trace for-
mula for G is a linear form on HpGq which bears a formal resemblance to
the untwisted case:
(4.1.3)
IGdisc,tpfq “
ÿ
tMu
|W pMq|´1
ÿ
wPW pMqreg
|detpw ´ 1qaG
M
|´1 trpMP,tpwqIP,tpfqq,
f P HpGq.
The explanation of these terms is as follows:
‚ tMu is the set of conjugacy classes of standard Levi subgroupsM P L
under the action of the Weyl group WG
0
0 “ W
G0pM0q of G
0 with
respect to M0. Equivalently the sum can be taken over the set of
G0-conjugacy classes of all Levi subgroup of G0.
‚ W pMq “ NormpAM , Gq{M is the relative Weyl set of G with respect
to M .
‚ aM is as before, while aG :“ a
θ
G0
is the subspace of θ-invariants of
aG0 , which also occur as the space of θ-coinvariants of aG0 . Then
aGM is the kernel of the map:
aM Ñ aG0 Ñ aG
ENDOSCOPIC CLASSIFICATION ... 87
In the case G “ rGE{F pNq we have dim aG0 “ 1 and aG “ 0, so
aGM “ aM . But we will still use the same notation in the general
case.
‚ W pMqreg is the set of regular elements, i.e. consisting of elements
w PW pMq such that detpw ´ 1q|aGM
‰ 0.
‚ IP,t : HP,t Ñ H
0
P,t is the map defined as follows. First H
0
P,t is the
underlying space of the induced representation defined for G0 as
above, and HP,t is the space of functions φ on GpAF q such that, for
every y P GpAF q, the function
x ÞÑ φpxyq is in H0P,t.
Then for every y P GpAF q, the linear map IP,tpyq : HP,t Ñ H
0
P,t is
defined just by right translation by y. The operator IP,tpfq : HP,t Ñ
H0P,t for f P HpGq is then defined by integration as in the untwisted
case.
‚ MP,tpwq : H
0
P,t Ñ HP,t is defined by MP,t “ lpwq ˝MP 1|P , with P
1 “
w´1P , and MP 1|P : H
0
P,t Ñ H
0
P 1,t is the same global intertwining
operator defined as above. While lpwq : H0P 1,t Ñ HP,t is defined
analogous to the untwisted case by:
plpwqφqpyq “ φp rw´1yq, y P GpAF q, φ P H0P 1,t(4.1.4)
for any representative rw P GpF q of w, with the operation rw´1y
understood as in (4.1.2).
For our purpose we will only need the twisted trace formula for the group
G “ rGE{F pNq, in which case we note IGdisc,t as rINdisc,t.
The invariant trace formula, in both its standard and twisted version, is
established in [A2, A3, LW]. The proof of the main theorems of this paper,
in particular the theorems stated in section 2.5, is based on the comparison
of the two trace formulas via their stabilized version.
4.2. Stabilization of trace formula. The stabilization of trace formulas
is crucial for their comparison. In the case of connected groups, the stabi-
lization is established by Arthur [A4, A5, A6], combined with the work of
Waldspruger [W1, W2, W5], Ngo [N] , and Chaudouard-Laumon [CL1, CL2]
on the fundammental lemma (both standard and weighted version) and the
Langlands-Shelstad transfer conjecture (in the case of unitary groups, which
is our situations here, the standard fundamental lemma was established ear-
lier in [LN]). We also need the stable trace formula for twisted groups, which
is currently being carried out by Waldspurger (the necessary fundamental
lemmas and transfer conjecture in the twisted case were known from the
works of Waldspurger [W3, W4] and Ngo [N]). We refer to section 3.2 of
[A1] for a more detailed discussion. Here we just recall the formalism.
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Thus we denote by G either the unitary group UE{F pNq, or the twisted
group rGE{F pNq. In the previous subsection we defined the linear form IGdisc,t
on HpGq (for t ě 0). The stabilization of IGdisc,t refers to a decomposition:
IGdisc,tpfq “
ÿ
G1PEellpGq
ιpG,G1q ¨ pSG1disc,tpfG1q.(4.2.1)
Here in the summand we write G1 P EellpGq, but we caution that in the
summand G1 always denote an (equivalence class of) endoscopic data, not
just the endoscopic group itself. As in the local case in section 3, we denote
by fG
1
the Langlands-Kottwitz-Shelstad transfer of f to G1 with respect
to the L-embedding LG1 Ñ LG that is part of the endoscopic data, with
the global transfer factor ∆pδ, γq being normalized by the fixed standard
splitting of G. Thus with the global analogue of the notations in section 3:
fG
1
pδq “
ÿ
γ
∆pδ, γqfGpγq(4.2.2)
here δ is a stronglyG-regular stable conjugacy class in G1pF q, and γ runs over
the strongly regular G0pF q-conjugacy classes in GpF q. The global transfer
factor is the one defined by the fixed global standard splitting S of G (in
the twisted case, the splitting has to be θ-stable, which is the case for the
standard splitting): ∆ “ ∆S. From section 7.3 of [KS], the product formula
is valid:
∆Spδ, γq “
ź
v
∆S,vpδv, γvq
where ∆S,v is the local transfer factor defined with repsect to the localization
of the global splitting S. On the other hand, the local transfer factor ∆v
of section 3 is defined with respect to choice of a Whittaker normalization.
The two are related by:
∆v “
ǫp1{2, τG,v , ψFvq
ǫp1{2, τG1 ,v, ψFv q
∆S,v
“ ǫp1{2, rv , ψFvq∆S,v.
Here τG (resp. τG1) denotes the Artin representation of ΓF on the C-vector
space X˚pTGq
θbZC (resp. X
˚pTG1qbZC), where TG, TG1 are maximal torus
ofG, G1, and τG,v, τG1,v are the restrictions of the Artin representation τG, τG1
to the decomposition group ΓFv . We put r :“ τG ´ τG1 the corresponding
virtual representation of ΓF , with rv its restriction to ΓFv . By section 5.3
of [KS], the virtual representation r is orthogonal, hence by [FQ] the global
epsilon factor
ǫp1{2, rq “
ź
v
ǫp1{2, rv , ψFvq
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is equal to one. Thus the product formula:
∆pδ, γq “ ∆Spδ, γq “
ź
v
∆vpδv , γvq
is valid.
It follows that if f “ b1vfv P HpGq “ b
1
vHpGvq, then
fG
1
“ b1vf
G1
v P SpG
1q “ b1vSpG
1
vq.
The term pSG1disc,t is a linear form on SpG1q, which depends only on G1 as
an endoscopic group, and not on the endoscopic datum associated to G1.
On the other hand, the transfer map f Ñ fG
1
certainly depends on G1 as
an endoscopic datum of G. Thus the linear form f Ñ pSG1disc,tpfG1q depends
on G1 as an endoscopic datum.
Analogous to the local situation of section 3.1, we have the map:
HpG1q Ñ SpG1q(4.2.3)
f Ñ fG
1
, f P HpG1q
given by stable orbital integrals (notation as in the local situation of section
3.1):
fG
1
pδq “
ÿ
γÑδ
fG1pγq
and we denote by SG
1
disc,t the pull-back of the linear form
pSG1disc,t to HpG1q via
(4.2.3).
Finally the coefficients ιpG,G1q are given by, referring to the notations of
section 3.2 of [A1]:
(4.2.4)
ιpG,G1q “ |π0pκGq|
´1kpG,G1q|Zp pG1qΓF |´1|OutGpG1q|´1.
Here
Zp pG1qΓF “ Zp pG1qΓF {pZp pG1qΓF X Zp pGqΓF q.(4.2.5)
Recall that Zp pGq :“ Zp pG0qθ. While π0pκGq is the group of connected com-
ponents of the group
κG :“ Zp pGqΓF X pZp pG0qΓF q0.
In our case the group κG is already finite, with
|κUE{F pNq| “ 1, |κ rGE{F pNq| “ 2.
The coefficient kpG,G1q is given by:
kpG,G1q “ | ker1pF,Zp pG0qq|´1| ker1pF,Zp pG1qq|.
For both G “ UE{F pNq or rGE{F pNq, the coefficient kpG,G1q is equal to
one (lemma 3.5.1 of [R]).
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Hence for G “ UE{F pNq, we have:
ιpG,G1q “ |Zp pG1qΓF |´1|OutGpG1q|´1.(4.2.6)
For G “ rGE{F pNq, we have (now replacing G by rGE{F pNq and G1 by G):
rιpN,Gq :“ ιp rGE{F pNq, Gq “ 12 |Zp pGqΓF |´1|ĄOutN pGq|´1.(4.2.7)
For instance one has:
ιpUpNq, UpN1q ˆ UpN2qq “
$&% 1 if N1 “ 0 or N2 “ 01{2 if N1, N2 ‰ 0, N1 ‰ N2
1{4 if N1 “ N2 ‰ 0.
Similarly, consider G P rEellpNq. Then we have:
rιpN,Gq “ " 1{2 if G P rEsimpNq
1{4 otherwise.
As we have recalled in the beginning of this subsection, the stabilization
of the discrete part of the trace formula IGdisc is now known when G is a
connected group. The case whereG is a twisted group is the work in progress
of Waldspurger, c.f. [W7, W8]. For our purpose we only need the case of the
group rGE{F pNq, which we formulate as hypothesis, and which we assume
for the rest of the paper:
Hypothesis 4.2.1.
The stabilization (4.2.1) of the discrete part of the trace formula IGdisc is
valid for the twisted group rGE{F pNq.
4.3. Preliminary comparison. In this subsection we carry out a prelim-
inary comparison of the trace formulas for UE{F pNq and rGE{F pNq, and in
particular derive the existence of “weak base change”. This forms the back-
ground of the more elaborate comparison in the next two sections.
Thus as in previous subsections, we denote by G for either the group
UE{F pNq, or the twisted group rGE{F pNq. We will denote by S any finite
set of primes containing all the archimedean primes, and such that G (as a
group over F ) is unramified outside S. Recall that the global Hecke algebra
(or module in the twisted case) HpGq is defined with respect to a maximal
compact subgroup K “
ś
vKv of G
0pAF q. Put K
S “
ś
vRS Kv. Then Kv
is a hyperspecial maximal compact subgroup of GpFvq for v R S. Define
HpG,KSq Ă HpGq to be the subalgebra (or submodule in the twisted case)
consisting of functions that are left and right bi-invariant with respect to
the action of KS Ă G0pASF q on GpA
S
F q. Also define the unramified Hecke
algebra at primes outside S:
HSun “ H
S
unpG
0q “ C8c pK
SzG0pASF q{K
Sq.
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For h P HSun, there is an action on HpG,K
Sq:
f Ñ fh, f P HpG,K
Sq
defined in terms of spectral multipliers. Thus if π0 is an irreducible admissi-
ble unitary representation of G0pAF q that is unramified outside S, and has
an extension π to GpAF q, then
trπpfhq “ phpcSpπqq tr πpfq
here ph is the Satake transform of h. We have cSpπq P CSAF pGq, where in
the case G “ G0 ¸ θ is a twisted group, CSAF pGq is defined to be the set of
families cS P CSpG0q such thatpθpcvq “ cv for v R S.
In our case where G “ rGE{F pNq, this is the same as the definition of rCAF pNq
in section 2.3.
For given f P HpGq, let S be such that f P HpG,KSq. We then have a
decomposition:
IGdisc,tpfq “
ÿ
cS
IGdisc,cS ,tpfq(4.3.1)
here cS runs over the subset CSpGq Ă CSautpGq consisting of those families
cSpπq for π an automorphic representation of GpAF q, and I
G
disc,cS ,t
is the cS
eigen-component of IGdisc,t with respect to the action f Ñ fh, i.e. we have
IGdisc,cS,tpfhq “
phpcSqIGdisc,cS ,tpfq, h P HSun.(4.3.2)
In the sum (4.3.1) the summand IG
disc,cS,t
vanishes for all cS outside a
finite subet of CSAF pGq that depends on f only through a choice of its Hecke
type (c.f. section 3.1 of [A1] for a discussion of Hecke type).
We put
CAF pGq “ limÝÑ
S
CSAF pGq
CpGq “ limÝÑ
S
CSpGq.
For c P CpGq, we then define:
IGdisc,c,tpfq “
ÿ
cSÑc
IGdisc,cS ,tpfq.(4.3.3)
If c P CAF pGq r CpGq, we simply put I
G
disc,c,tpfq “ 0; this definition is
consistent with (4.3.3).
Suppose first that G is a connected group. In the definition (4.1.1) of
the spectral terms of IGdiscpfq involving the Levi subgroup M , write, for
c P CAF pGq:
IP,c,tpfq “
à
cpπq“c
IP,t,πpfq
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here π runs over representations of GpAF q of the form π “ IP pπM q, with
irreducible πM Ă L
2
discpMpF qA
`
M,8zMpAF qq, such that the norm of the
imaginary part of the archimedean infinitesimal characters of the irreducible
constituents of π is equal to t, and IP,t,πpfq is the restriction of IP,tpfq to
π. We denote by HP,c,t the underlying space of IP,c,t, and MP,c,tpwq is the
restriction of MP,tpwq to the subspace HP,c,t. We then have for c P CAF pGq:
(4.3.4)
IGdisc,c,tpfq “
ÿ
tMu
|W pMq|´1
ÿ
wPW pMqreg
|detpw ´ 1qaGM
|´1 trpMP,c,tpwqIP,c,tpfqq
Furthermore the expansion (4.3.4) is also valid in the case where G is
a twisted group by making the appropriate interpretation of the terms
IP,c,tpfq,MP,c,tpwq. We need the twisted version only for the group G “rGE{F pNq. In this case we write the distribution IGdisc,c,t as rINdisc,c,t for c PrCAF pNq.
Example 4.3.1.
Recall that for G “ rGE{F pNq, the theorem of Moeglin-Waldspurger [MW]
and Jacquet-Shalika [JS] implies that we have a bijection:rΨpNq »Ñ rCpNq(4.3.5)
ψN ÞÑ cpψN q.
Thus if c “ cpψN q for ψN P rΨpNq, with t “ tpψN q the norm of the imaginary
part of its archimedean infinitesimal character, we write rIN
disc,cpψN q,tpψN q
asrIN
disc,ψN
. Then we have the decomposition:
rINdisc,tp rfq “ ÿ
ψNPrΨpNq,
tpψN q“t
rINdisc,ψN p rfq, rf P rHpNq.(4.3.6)
Next we need a similar decomposition in the endoscopic expansion (4.2.1).
Lemma 4.3.2. (Lemma 3.3.1 of [A1])
(a) Suppose that G equals G0 and is quasi-split. Then there is a decom-
position
SGdisc,tpfq “
ÿ
cPCAF pGq
SGdisc,c,tpfq, f P HpGq(4.3.7)
for stable linear forms SGdisc,c,t that satisfies the analogue of (4.3.2) and
(4.3.3). Furthermore the summand SGdisc,c,tpfq vanishes for all c outside
a finite subset of CAF pGq that depends on f only through a choice of Hecke
type.
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(b) Suppose that G is either connected or is the twisted group rGE{F pNq.
Then for any c P CAF pGq, there is a decomposition
(4.3.8)
Idisc,c,tpfq “
ÿ
G1PEellpGq
ιpG,G1q
ÿ
c1Ñc
pSG1disc,c1,tpfG1q, f P HpGq.
Here the sum
ř
c1Ñc runs over the elements c
1 P CAF pG
1q such that c1 maps
to c under the L-embedding LG1 Ñ LG that is part of the endoscopic datum
G1 P EellpGq.
Remark 4.3.3.
In the case where G is a connected quasi-split group the assertion is
proved in [A1], lemma 3.3.1. For the twisted group rGE{F pNq, the proof in
loc. cit. carry through, under our hypothesis 4.2.1 that the stabilization of
IGdisc,t “
rINdisc,t is valid.
In accordance with [A1], in the context of Lemma 4.3.2, for c P CAF pGq,
we write:
SG
1
disc,c,tpf
1q :“
ÿ
c1Ñc
SG
1
disc,c1,tpf
1q, f 1 P HpG1q(4.3.9)
with the sum
ř
c1Ñc is understood as above. Then we can write (4.3.8) as:
IGdisc,c,tpfq “
ÿ
G1PEellpGq
ιpG,G1qpSG1disc,c,tpfG1q.(4.3.10)
Again we caution that in the sum
ř
G1PEellpGq
, G1 really denote an endo-
scopic datum of G, instead of just an endoscopic group of G. Indeed for
c P CAF pGq, the stable linear form S
G1
disc,c,t depends on G
1 as an endoscopic
datum of G, even thoug the stable linear form SG
1
disc,t depends only on G
1 as
an endoscopic group.
In the case where G “ UE{F pNq, this distinction is essentially harmless,
because as we have seen as in section 2.4 the equivalence class of an en-
doscopic data in EellpUE{F pNqq is uniquely determined by the endoscopic
group. On the other hand, for G “ rGE{F pNq, this distinction is important,
as for instance we have two non-equivalent simple twisted endoscopic data
pUE{F pNq, ξχ`q and pUE{F pNq, ξχ´q of
rEsimpNq with the same twisted en-
doscopic group UE{F pNq (here as in section 2.4 he characters χ` P Z
`
E and
χ´ P Z
´
E are the ones used to define the L-embeddings).
Changing the context of the notations, with G replaced by rGE{F pNq
and G1 replaced by G. If pG, ξq is an elliptic twisted endoscopic datum of
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rGE{F pNq, we define, parallel to (4.3.9), for cN P rCAF pNq and t ě 0:
SGdisc,cN ,t,ξpfq :“
ÿ
ξpcq“cN
SGdisc,c,tpfq, f P HpGq(4.3.11)
with the sum runs over c P CAF pGq such that ξpcq “ c
N . In the case where
cN “ cpψN q for ψN P rΨpNq and t “ tpψN q we also write SG
disc,cN ,t,ξ
as
SG
disc,ψN ,ξ
. Then parallel to (4.3.10) we have for cN P rCAF pNq and t ě 0:
(4.3.12) rINdisc,cN ,tp rfq “ ÿ
pG,ξqPrEellpNq
rιpN,GqpSGdisc,cN ,t,ξp rf pG,ξqq, rf P rHpNq
(as in section 3.1 we have written the Kottwitz-Shelstad transfer rf pG,ξq in-
stead of rfG to emphasize the dependence on the endoscopic datum), and
similarly, if cN “ cpψN q for ψN P rΨpNq, we have
(4.3.13) rINdisc,ψN p rfq “ ÿ
pG,ξqPrEellpNq
rιpN,GqSGdisc,ψN ,ξp rf pG,ξqq, rf P rHpNq.
We similarly define for pG, ξq P rEellpNq, and ψN P rΨpNq the following:
IGdisc,ψN ,ξpfq “
ÿ
ξpcq“cpψN q
IGdisc,c,tpψN qpfq, f P HpGq.(4.3.14)
RGdisc,ψN ,ξ “
à
ξpcq“cpψN q
RGdisc,c,tpψN q.(4.3.15)
Then for pG, ξq P rEsimpNq (i.e. G “ UE{F pNq), and cN P rCAF pNq, we have
the following decomposition parallel to (4.3.10), which follows immediately
from the previous discussions:
(4.3.16)
IGdisc,cN ,t,ξpfq “
ÿ
pG1,ζ1qPEellpGq
ιpG,G1qpSG1disc,cN ,t,ξ˝ζ1pfG1q, f P HpGq.
Similarly if cN “ cpψN q for ψN P rΨpNq we have:
(4.3.17)
IGdisc,ψN ,ξpfq “
ÿ
pG1,ζ1qPEellpGq
ιpG,G1qpSG1disc,ψN ,ξ˝ζ1pfG1q, f P HpGq.
Before we prove the next proposition, we first formulate the global version
of the notion of compatible family (3.1.4) from section 3.1. We formulate it
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as a family of functions:
F “ tf P HpGq
ˇˇ
pG, ξq P rEpNqu
parametrized by equivalence class of global endoscopic data of rGE{F pNq
(as noted in section 2.4 there are only finitely many equivalence classes of
endoscopic data for rGE{F pNq). We say that F is a decomposable compatible
family, if for each v there is a local compatible family of functions
Fv “ tfv P HpGvq| pGv , ξvq P rEvpNqu
such that for pG, ξq P rEpNq the corresponding functions satisfy
f “
ź
v
fv
We then define more generally that the family F is called a compatible
family, if there is a finite set of decomposable compatible families
Fi “ tfi P HpGq| pG, ξq P rEpNqu
such that the the corresponding functions satisfiy
f “
ÿ
i
fi.
If F is a compatible family of functions as above, then the stable orbital
integrals tfGu are determined by the functions f P HpGq associated to
pG, ξq P rEellpNq. Hence we will often specify functions of a compatible
family for the elliptic datum rEellpNq.
It then follows as an immediate corollary of part (a) of proposition 3.1.1
that a family of functions F is a compatible family, if and only if there
exists a function rf P rHpNq, such that for each datum pG, ξq P rEellpNq and
the corresponding function f P HpGq attached to pG, ξq, we have:
fG “ rf pG,ξq.
We can now prove the following proposition, which is based on a prelimi-
nary comparison of the trace formulas. A more elaborate comparison is the
subject of the next two sections.
Proposition 4.3.4. For G “ UE{F pNq, and ξ :
LUE{F pNq ãÑ
LGE{F pNq
(thus pG, ξq P rEsimpNq), we have
IGdisc,cN ,t,ξpfq “ 0 “ S
G
disc,cN ,t,ξpfq, f P HpGq(4.3.18)
unless pcN , tq “ pcpψN q, tpψN qq for ψN P rΨpNq.
Proof. We prove this by induction, assuming the proposition holds for N´ ă
N . Thus we assume that pcN , tq is not of the form pcpψN q, tpψN qq for any
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ψN P rΨpNq. We first analyze IG
disc,cN ,ξ
from the spectral expansion (4.3.4).
If M is a standard proper Levi subgroup of G, then we have:
M “ GE{F pN1q ˆ ¨ ¨ ¨GE{F pNrq ˆ UE{F pN´q
with 2N1 ¨ ¨ ¨ ` 2Nr `N´ “ N , and N´ ă N . By induction the proposition
holds for UE{F pN´q. Since the corresponding assertions holds for the factors
GE{F pNiq (as follows from the results of Moeglin-Waldspurger and Jacquet-
Shalika), we deduce that the assertion holds forM itself. Therefore it follows
that IP,cN ,t,ξ :“ ‘ξpcq“cNIP,c,t is identifically zero. Hence on the right hand
side of (4.3.4) we are reduced to the term M “ G, i.e. we have:
IGdisc,cN ,t,ξ “ trR
G
disc,cN ,t,ξ, f P HpGq.(4.3.19)
Next we look at the endoscopic expansion (4.3.16). If pG1, ζ 1q P EellpGq r
EsimpGq, then G
1 is a proper product:
G1 “ G11 ˆG
1
2 “ UE{F pN
1
1q ˆ UE{F pN
1
2q, N
1
1, N
1
2 ă N
and we can write ξ ˝ ζ 1 “ ξ11 ˆ ξ
1
2 as in (2.1.14), with ξ
1
1 :
L
UE{F pN
1
1q ãÑ
L
GE{F pN
1
1q and ξ
1
2 :
L
UE{F pN
1
2q ãÑ
L
GE{F pN
1
2q. Consider any pair c
N1
1 PrCAF pN1q, cN22 P rCAF pN2q such that
cN “ cN11 ˆ c
N2
2 .
By assumption pcN , tq is not of the form pcpψN q, tpψN qq for any ψN P rΨpNq.
It follows that for at least one i P t1, 2u, we have pcNii , tq is not of the form
pcpψNii q, tpψ
Ni
i qq for any ψ
Ni
i P
rΨpNiq.
Thus by induction one of the linear forms S
G11
disc,c
N1
1 ,t,ξ
1
1
or S
G12
disc,c
N2
2 ,t,ξ
1
2
is
zero. It follows that the linear form SG
1
disc,cN ,t,ξ˝ζ1
is also zero (indeed for
instance if f 1 “ f 11 ˆ f
1
2 is a decomposable function of G
1 then we have
SG
1
disc,cN ,t,ξ˝ζ1pf
1q “
ÿ
cN“c
N1
1 ˆc
N2
2
S
G11
disc,c
N1
1 ,t,ξ
1
1
pf 11q ¨ S
G12
disc,c
N2
2 ,t,ξ
1
2
pf 12q “ 0q.
Thus by (4.3.16) we have:
IGdisc,cN ,t,ξpfq “ S
G
disc,cN ,t,ξpfq, f P HpGq.(4.3.20)
And (4.3.19) and (4.3.20) gives
(4.3.21)
IGdisc,cN ,t,ξpfq “ S
G
disc,cN ,t,ξpfq “ trR
G
disc,cN ,t,ξpfq, f P HpGq.
Now we use (4.3.12). By the same reasoning, the only terms that survive
on the right hand side of (4.3.12) are the terms coming from simple twisted
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endoscopic data. Hence we have:
(4.3.22) rINdisc,cN ,tp rfq “ ÿ
pG,ξqPrEsimpNq
rιpN,GqpSGdisc,cN ,t,ξp rf pG,ξqq
On the other hand, since pcN , tq is not equal to pcpψN q, tpψN qq for any
ψN P rΨpNq, the left hand side of (4.3.22) is zero by the theorem of Jacquet-
Shalika [JS] and Moeglin-Waldspurger [MW]. Thus we have:ÿ
pG,ξqPrEsimpNq
rιpN,GqpSGdisc,cN ,t,ξp rf pG,ξqq “ 0(4.3.23)
We can now replace the summand pSG
disc,cN ,t,ξ
p rf pG,ξqq in (4.3.23) by SG
disc,cN ,t,ξ
pfq,
for any compatible family of functions:
F “ tf P HpGq : pG, ξq P rEellpNqu.
Thus we have ÿ
pG,ξqPrEsimpNq
rιpN,GqSGdisc,cN ,t,ξpfq “ 0.(4.3.24)
Hence combining with (4.3.21) we obtain:ÿ
pG,ξqPrEsimpNq
rιpN,Gq trRGdisc,cN ,t,ξpfq “ 0.(4.3.25)
for any compatible family of functions F as above.
Now the coefficients rιpN,Gq are positive, and the term RG
disc,cN ,t,ξ
is a lin-
ear combination with non-negative integer coefficients of irreducible admis-
sible representations on GpAq. Hence we may apply the result on vanishing
of coefficients (see lemma 4.3.6 below) to (4.3.25). We then conclude the
vanishing of RG
disc,cN ,t,ξ
for any pG, ξq P rEsimpNq. Hence
trRGdisc,cN ,t,ξpfq “ S
G
disc,cN ,t,ξpfq “ 0, f P HpGq.
By (4.3.21) again, we have IG
disc,cN ,t,ξ
pfq “ 0. Thus conclude the proof. 
Remark 4.3.5.
The result on vanishing of coefficient, which is stated as lemma 4.3.6
below, is proved as proposition 3.5.1 of [A1]. The proof in loc. cit. applies
to a general G (twisted or not), even though for our purpose we only need
this for the twisted group G “ rGE{F pNq. As in [A1], this result on vanishing
of coefficients forms the basis of the proofs of the main theorems established
in this paper.
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Lemma 4.3.6. (proposition 3.5.1 of [A1]) Suppose we are given an identity:ÿ
G1PEellpGq
ÿ
πPΠpG1pAF qq
cG1pπqfG1pπq ” 0(4.3.26)
for any compatible family of functions F “ tf P HpG1q| G1 P EpGq, and
such that the coefficients cG1pπq are non-negative real numbers, and that the
coefficients cG1pπq vanish outside a finite set of π that depends only on the
choice of a Hecke type for F . Then all the coefficients cG1pπq vanish.
Finally we state two corollaries of proposition 4.3.4:
Corollary 4.3.7. For G “ UE{F pNq, and ξ :
LUE{F pNq ãÑ
LGE{F pNq, we
have
IGdisc,tpfq “
ÿ
ψNPrΨpNq,
tpψN q“t
IGdisc,ψN ,ξpfq(4.3.27)
and
SGdisc,tpfq “
ÿ
ψNPrΨpNq,
tpψN q“t
SGdisc,ψN ,ξpfq.(4.3.28)
Corollary 4.3.8. As above G “ UE{F pNq, and ξ :
L
UE{F pNq ãÑ
LGE{F pNq,
and cN P rCAF pNq, we have
L2disc,cN ,t,ξpGpF qzGpAqq “ 0
unless pcN , tq “ pcpψN q, tpψN qq for some ψN P rΨpNq. Thus we have a
decomposition:
(4.3.29)
L2discpGpF qzGpAqq “
à
ψNPrΨpNqL
2
disc,ψN ,ξpGpF qzGpAqq.
Corollary 4.3.7 follows immediately from proposition 4.3.4, while the proof
of corollary 4.3.8 from proposition 4.3.4 is the same as the proof of corollary
3.4.3 of [A1].
We note that corollary 4.3.8 gives in particular the existence of “weak base
change” associated to discrete automorphic representations on UE{F pNq
(with respect to the L-embedding ξ). We would also want to cut down
the set of parameters rΨpNq to Ψ2pUE{F pNq, ξq (the latter has yet to be
defined). This requires more elaborate comparison of the trace formulas,
which is the subject of section five and six.
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To simplify the notations in the next two sections, we will often abbreviate
a twisted endoscopic datum pG, ξq of rGE{F pNq just as G, when the context
is clear. Similarly we will abbreviate the terms
IGdisc,ψN ,ξ, R
G
disc,ψN ,ξ, S
G
disc,ψN ,ξ
etc, just as
IGdisc,ψN , R
G
disc,ψN , S
G
disc,ψN
and always keep in mind that these are defined with respect to the L-
embedding ξ : LG ãÑ LGE{F pNq that is part of the datum for G “ pG, ξq.
In section 6 we will need a stronger version of lemma 4.3.6. To state
this we need some more notion. Thus in general G is a connected reductive
group over a field F that we take temporarily to be local. Denote by T pGq
the set of GpF q-orbits of triples:
τ “ pM,π, rq(4.3.30)
where M Ă G is a Levi subgroup, σ P Π2pMq, an irreducible representation
ofMpF q that is square-integrable modulo centre, and r P Rpσq is an element
in the representation theoretic R-group associated to σ (see section 3.5 of
[A1] for a detailed discussion). We refer to equation (3.5.3) of [A1] for the
definition of the virtual character fGpτq for τ P T pGq (we remark that in the
general case as treated in loc. cit. one has to consider an extension of the
representation theoretic R-group in order to split the associated 2-cocycles;
however in the present case where G is a unitary group their cohomology
classes are trivial).
Going back to the situation where F is a global field. We state:
Proposition 4.3.9. Suppose there exists a place v of F , and a G1 P rEsimpNq,
such that the following holds:ÿ
G1PEellpGq
ÿ
πPΠpG1pAF qq
cG1pπqfG1pπq(4.3.31)
“
ÿ
τvPT pG1,vq
d1pτv, f
v
1 qf1,vpτvq
for every compatible family of functions F , such that the function f1 asso-
ciated to G1 is a product
f1 “ f1,vf
v
1 , f1,v P HpG1,vq, f
v
1 P HpG1pA
v
F qq.
We suppose that the coefficients cG1pπq are as in proposition 4.3.9, in par-
ticular are non-negative real numbers. Also, we suppose that the coefficients
d1pτv, f
v
1 q, as a function of τv, is supported on a finite set that depends only
on the choice of a Hecke type for fv, and vanishes for any τv of the form
pMv, σv, 1q. Then all the coefficients cG1pπq and d1pτv, f
v
1 q vanish.
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Proposition 4.3.9 corresponds to corollary 3.5.3 of [A1], where it is deduced
from proposition 3.5.1 of loc. cit., by using in addition corollary 2.1.2 of
loc. cit. (which is on surjectivity of the Kottwistz-Shelstad transfer). In
our present context, we can deduce proposition 4.3.9 by the same argument
as in [A1], with corollary 2.1.2 of loc. cit. being replaced by part (b) of
proposition 3.1.1.
5. The Standard model
In this section we begin to study the term by term comparison in the
spectral and endoscopic expansions of the discrete part of the trace for-
mula, a process that is coined by Arthur the “standard model”. Two key
inputs in this comparison are the stable multiplicity formula, and the global
intertwining relation.
We will also begin in section 5.3 to carry out the formal part of the
induction argument for the proof of the main theorems.
5.1. Stable multiplicity formula. In this subsection, we state the stable
multiplicity formula. Besides the global theorems already stated in section
2.5, the stable multiplicity formula is the main global result to be proved in
this paper, which at the same time is the main driving force in the proof of
other global theorems.
We briefly recall some quantities defined as in [A9] which are necessary
for the statement of the stable multiplicity formula. Thus in general we let
S be a connected component of a reductive group over C. Denote by S`
the reductive group generated by the component S, and by S0 the identity
component of S`. Then S is a bi-torsor under S0. For T a maximal torus
of S0, denote by
W pSq “ NormpT, Sq{T
the Weyl set of S with respect to T . In particular
W 0 :“W pS0q
is the Weyl group of S0 with respect to T , and W pSq is again a bitorsor
under W 0 (hence |W pSq| “ |W 0|). We define the sign function
sgn0 :W pSq Ñ t˘1u
to be p´1q raised to the number of positive roots of pS0, T q that are mapped
under w to negative roots.
Define the set of regular elements:
WregpSq “ tw PW pSq, detpw ´ 1qaT ‰ 0u(5.1.1)
where aT is the R-vector space:
aT :“ HompX
˚pT q,Rq
ENDOSCOPIC CLASSIFICATION ... 101
equivalently, WregpSq is the set of elements w P W pSq whose action on T
has only finite number of fixed points. Define the number
ipSq :“
1
|W pSq|
ÿ
wPWregpSq
sgn0pwq
|detpw ´ 1qaT |
.(5.1.2)
We also follow [A9] in the definition of some centralizers. Thus we define
ZpSq “ CentpS, S0q
for the centralizer of S in S0, and similarly for s P S:
Ss :“ Centps, S
0q(5.1.3)
S0s :“ pSsq
0 “ Centps, S0q0.
Denote by Sss the set of semi-simple elements of S, and in general if
Σ Ă S is invariant under conjugation by S0, then we define by EpΣq the set
of equivalence classes of elements in
Σss “ ΣX Sss
with the equivalence relation being defined as follows: if s, s1 P Σss, then
s1 „ s if
s1 “ z0s0sps0q´1(5.1.4)
with s0 P S0 and z P ZpS0s q
0. For our purpose we only need to consider the
set of elliptic elements:
Sell “ ts P Sss, |ZpS
0
s q| ă 8u(5.1.5)
then the equivalence relation on Sell reduces to S
0-conjugacy, and we put
EellpSq :“ EpSellq.(5.1.6)
The set EellpSq is finite. Then we have the following:
Proposition 5.1.1. (theorem 8.1 of [A9]) There exists unique constants
σpS1q assigned to connected complex reductive group S1, such that the fol-
lowing property holds:
(a) For any connected component S of a complex reductive group as above,
if we put
epSq :“
ÿ
sPEellpSq
1
|π0pSsq|
σpS0s q(5.1.7)
then we have the equality
ipSq “ epSq.(5.1.8)
(b) For any central subgroup Z1 of S1, we have
σpS1q “ σpS1{Z1q|Z1|
´1(5.1.9)
(thus in particular σpS1q “ 0 if S1 has an infinite centre).
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We now specialize these constructions. Thus let G “ pG, ξq P rEsimpNq
(hence the underlying simple twisted endoscopic group is UE{F pNq). Given
ψN P rΨpNq, we assume the validity of theorem 2.4.2 (the first “seed” theo-
rem) for all the simple generic constituents of ψN . We will begin the formal
proof of the theorems in section 5.3 as an induction on N . Thus from
the induction hypothesis one can assume the validity of theorem 2.4.2 for
parameters in rΦsimpN´q for N´ ă N , and the only situation not already
covered by the induction hypothesis is the case where ψN itself is a simple
generic parameter in rΦsimpNq. In any case with this premise we can define
the L-homomorphism rψN : LψN Ñ LGE{F pNq. Then rψN factors through ξ
if and only if ψN defines a parameter ψ “ pψN , rψq in ΨpG, ξq, in which case
we have ψN P ξ˚ΨpG, ξq (thus we have rψN factors through ξ if and only if
ψN P ξ˚ΨpG, ξq). Define
mGψN “
"
1 if ψN P ξ˚ΨpG, ξq
0 if ψN R ξ˚ΨpG, ξq.
(5.1.10)
If ψ P ΨpG, ξq, we have defined in section 2 the groups Sψ, Sψ,Sψ. We
have also defined the sign character
ǫψ “ ǫ
G
ψ : Sψ Ñ t˘1u
associated to ψ in terms of global symplectic root numbers.
The statement of the stable multiplicity formula is predicated on the
validity of theorem 2.4.10 for the parameter ψ, and also part (a) of theorem
3.2.1 of applied to the localization of the parameter ψ at each place v of F
(in any case, the proof of the stable multiplicity formula, together with the
proof of the other local and global theorems, are established simultaneously
at the end of the induction argument in section 9. Thus assume the validity
of these two theorems for ψ “ pψN , rψq P ΨpG, ξq as above. Then as in the
discussion in section 2.4, for each prime v of F , the localization ψNv (as a
parameter of LFv ˆSUp2q) factors through ξv (here ξv being the localization
of ξ at v), i.e.
ψNv “ ξv ˝ ψv(5.1.11)
and ψv P Ψ
`
v pGq (note that ψv is then uniquely determined up to pG-
conjugacy by ψNv , since
ĄOutN pGq is trivial). In addition, part (a) of theorem
3.2.1 gives the stable linear form:
fv ÞÑ f
Gv
v pψvq, fv P HpGvq.
Note that if v splits in E then these assertions are elementary, namely that
the corresponding assertions of theorem 2.4.10 and theorem 3.2.1 in this case
is already known.
We can then define the global stable linear form
f ÞÑ fGpψq :“
ź
v
fGvv pψvq, f “
ź
v
fv P HpGq(5.1.12)
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with almost all terms in the product being equal to one (and as usual the
linear form being extended to non-decomposable functions by linearity).
We can now state:
Theorem 5.1.2. (the stable multiplicity formula) For ψN P rΨpNq, we have
SGdisc,ψN ,ξpfq “
1
|Sψ|
ǫGψ psψqσpS
0
ψqf
Gpψq, f P HpGq(5.1.13)
if ψN P ξ˚ΨpG, ξq, i.e. that ψ
N defines a parameter ψ P ΨpG, ξq, and
SGdisc,ψN ,ξpfq “ 0, f P HpGq
if ψN R ξ˚ΨpG, ξq.
Remark 5.1.3.
We can state the stable multiplicity formula in both cases in the form:
(5.1.14)
SGdisc,ψN ,ξpfq “ m
G
ψN |Sψ|
´1ǫGψ psψqσpS
0
ψqf
Gpψq, f P HpGq.
Namely that if ψN R ξ˚ΨpG, ξq, then m
G
ψN
“ 0, and the right hand side of
(5.1.14) is just interpreted as zero (even though the parameter ψ in ΨpG, ξq
is not defined in this case).
To simplify the notation we will also write ǫGψ pψq for the sign ǫ
G
ψ psψq.
Remark 5.1.4.
An important special case of the stable multiplicity formula is the case where
ψ P Ψ2pG, ξq is a square integrable parameter, in which case Sψ is finite, i.e.
S
0
ψ is trivial and hence σpS
0
ψq “ 1.
With G “ pG, ξq P rEsimpNq as before, we define the following chains
of subsets of ΨpGq, in terms of the centralizer group Sψ associated to a
parameter ψ P ΨpGq (here we allow ourselves to omit the explicit reference
to the L-embedding in the notation for endoscopic datum and the set of
global parameters):
ΨsimpGq Ă Ψ2pGq Ă ΨellpGq Ă ΨdiscpGq
ΨsimpGq Ă Ψ2pGq Ă Ψs-discpGq Ă ΨdiscpGq
defined by the conditions:
ΨsimpGq “ tψ P ΨpGq, |Sψ| “ 1u(5.1.15)
Ψ2pGq “ tψ P ΨpGq, |Sψ| ă 8u
ΨellpGq “ tψ P ΨpGq, |Sψ,s| ă 8 for some s P Sψ,ssu
Ψs-discpGq “ tψ P ΨpGq, |ZpS
0
ψq| ă 8u
ΨdiscpGq “ tψ P ΨpGq, |ZpSψq| ă 8u.
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Similar considerations apply to the twisted group G “ rGE{F pNq. Thus
given ψN P Ψp rGE{F pNqq “ rΨpNq. As in section 2.4 we have the centralizer
(5.1.16)
S˚ψN “ CentpIm
rψN , prG0E{F pNqq “ CentpIm rψN , pGE{F pNqq
as before, and the twisted centralizer
(5.1.17) rSψN “ CentpIm rψN , prGE{F pNqq “ CentpIm rψN , pGE{F pNq ¸ pθq.
Then rSψN is a bi-torsor under S˚ψN , hence rSψN is connected. Similarly we
have rSψN “ rSψN {Zp pGE{F pNqqΓF , rSψN “ π0prSψN q
S
˚
ψN “ S
˚
ψN {Zp
pGE{F pNqqΓF , S˚ψN “ π0pS˚ψN q
with rSψN and rSψN being bi-torsor under S˚ψN and S˚ψN respectively. In
particular rSψN is a singleton (however rSψN still plays an important role in
the twisted trace formula for rGE{F pNq).
We can define the chain of subsets of parametersrΨsimpNq Ă rΨ2pNq Ă rΨell Ă rΨdiscpNq(5.1.18) rΨsimpNq Ă rΨ2pNq Ă rΨs-discpNq Ă rΨdiscpNq
by the same conditions as (5.1.15) above, using the twisted centralizer rSψN .
In fact we have rΨsimpNq “ rΨ2pNq and rΨs-discpNq “ rΨdiscpNq, since rSψN
is connected. Thus the chain in (5.1.18) reduces to rΨsimpNq Ă rΨellpNq ĂrΨdiscpNq. Also the definition of rΨsimpNq and rΨellpNq coincides with that
defined as in section 2.3.
5.2. The global intertwining relation, part I. In [A1], Arthur termed
the standard model the process of term by term comparison of the spec-
tral and endoscopic expansion of the discrete part of the trace formula. In
this term by term comparison, an important role is played by the global
intertwining relation, which is a corollary of the local intertwining relation.
For our purpose we need to consider both the standard case where G “
pG, ξq P rEsimpNq is a simple twisted endoscopic datum (thus either pG, ξq “
pUE{F pNq, ξq), or G is the twisted group rGE{F pNq.
We first consider the case G “ pG, ξq P rEsimpNq. Given ψ “ pψN , rψq P
ΨpG, ξq (a condition which in particular entails the validity of the “seed”
theorem 2.4.2 for the simple generic constituents of ψN ), then as in the local
situation of section 3.4, we can choose M a Levi-subgroup of G, which is
uniquely determined by ψ up to conjugation by G, and ψM P Ψ2pM, ξq, such
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that rψ is the composition of rψM with the L-embedding LM ãÑ LG. More
precisely, in this case
AxM :“ pZpxMqΓF q0
is a maximal torus of S0ψ, which we denote as Tψ, in which case
xM “
CentpTψ, pGq. And
Tψ :“ AxM {AxM X Zp pGqΓF
is a maximal torus in Sψ. In particular we can identify a
˚
Tψ
, the linear dual
of aTψ , as:
a˚
Tψ
– aGM .(5.2.1)
As in the local situation, we put S1ψ :“ SψM , and define the groupsNψ,W
0
ψ,Wψ, Rψ
as in the local situation.
We then have the global version of (3.4.2) of the commutative diagram of
short exact sequences, which plays a crucial role in the comparison of the
spectral and endoscopic expansions of trace formula:
1

1

W 0ψ

W 0ψ

1 // S1ψ
// Nψ //

OO
✤
✤
✤
Wψ //

OO
✤
✤
✤
1
1 // S1ψ
// Sψ //

Rψ //

1
1 1
(5.2.2)
As in the local case the splittings of the vertical short exact sequence are
determined by the choice of a parabolic subgroup P P PpMq of G. The
choice of P allows the identification W pxMq –W pMq with respect to which
the identification (5.2.1) is equivariant with respect to the action of W pxMq
and W pMq. Given u P Nψ, we denote by wu and xu the image of u in Wψ
and Sψ respectively. We form the twisted groupĂMu “M ¸ rwu
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and we can identify the twisted centralizer rSψM ,u “ SψM pĂMuq as the coset
S1ψu rSψM ,u – S1ψu “ Nψpwuq
with Nψpwuq stands for the fibre of Nψ over wu under the second horizontal
short exact sequence of (5.2.2). We also denote by ru the element u regarded
as an element of rSψM ,u.
We now define the global linear form
f ÞÑ fGpψ, uq, f P HpGq
for ψ P ΨpG, ξq and u P Nψ. To make the inductive assumptions clear, we
first consider the case that M ‰ G, i.e. ψ R Ψ2pG, ξq. Then we can assume
as part of the induction hypothesis that all the local and global theorems of
section 2.4 and 2.5 are valid forM . In particular, corollary 2.4.11 applied to
M allows us to define, for each prime v of F , the localization ψM,v P Ψ
`
v pMq
of ψM at v, and that the local packet ΠψM,v is defined (and hence we can
form the global packet ΠψM ). Denote by Gv,Mv, Pv the localization of
G,M,P at v. Then the localization ψv P Ψ
`
v pGq is defined and is given
by the composition of ψM,v with the L-embedding
LMv Ñ
LGv. It is then
immediate that we have a morphism of the global diagram (5.2.2) to the
local diagram (3.4.2) for each prime v of F , provided we note the following:
recall that in the local discussion of section 3.3 and 3.4 we also need to fix
a L-embedding LUEv{FvpNq ãÑ
LGEv{FvpNq; in the global to local context,
we always choose the one given by the localization ξv of ξ at v.
We then have the local linear form:
fv ÞÑ fv,Gvpψv, uvq, fv P HpGvq
as defined in (3.4.9); here uv is the imgae of u P Nψ in NψvpGv ,Mvq. More
precisely, this linear form is the one obtained by analytic continuation from
the one defined as in (3.4.9) (for parameters in ΨvpGq) to parameters in
Ψ`v pGq, c.f. the discussion on p.30. Hence we can define the global linear
form
fGpψ, uq “
ź
v
fv,Gv pψv, uvq, f “
ź
v
fv P HpGq.(5.2.3)
Note that almost all factors in (5.2.3) are equal to one, by part (b) of propo-
sition 3.5.3. In explicit form (5.2.3) is given by
(5.2.4)
fGpψ, uq “
ÿ
πMPΠψM
xru, rπMy trpRP pwu, rπM , ψM qIP pπM , fqq
with
RP pwu, rπM , ψM q “â
v
RPvpwuv , rπM,v, ψM,vq(5.2.5)
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is the global normalized intertwining operator, and
xru, rπMy “ź
v
xruv, rπM,vy(5.2.6)
with xruv, rπM,vy being the extension of the local pairing x¨, ¨y on SψM,vˆΠψM,v
as in section 3.4 (before remark 3.4.1).
In the case where M “ G, i.e. when ψ P Ψ2pG, ξq, then we have
W 0ψ,Wψ, Rψ being trivial, and S
1
ψ “ Sψ “ Nψ, and the normalized global
intertwining operators are trivial. Thus the definition of the linear form
fGpψ, uq reduces to the existence of the global packet Πψ and the corre-
sponding pairing on Sψ ˆ Πψ (again implicit is the validity of corollary
2.4.11 for ψ). Thus assuming its existence for ψ, we put
fGpψ, uq “
ÿ
πPΠψ
xu, πyfGpπq, f P HpGq, u P Nψ “ Sψ.(5.2.7)
We now define the endoscopic counterpart of the linear form (5.2.3), again
assuming the validity of corollary 2.4.11 for ψ. As in the local situation we
have a correspondence
pG1, ψ1q Ø pψ, sq(5.2.8)
with the interpretation that G1 “ pG1, ζ 1q is an endoscopic datum of G,
and ψ1 P ΨpG1, ξ ˝ ζ 1q (here for example if G1 “ UpN1q ˆ UpN2q and if
ξ ˝ ζ 1 “ ξ11 ˆ ξ
1
2 in accordance with (2.1.14), with ξ
1
i :
LUpNiq ãÑ
LGpNiq,
then ΨpG1, ξ ˝ ζ 1q “ ΨpUpN1q, ξ
1
1q ˆΨpUpN2q, ξ
1
2q). Then corollary 2.4.11 is
also valid for ψ1.
We make the assumption that for any s P Sψ the global stable linear form
f 1 ÞÑ pf 1qG
1
pψ1q
is already defined on HpG1q. We denote the linear form
f ÞÑ fG
1
pψ1q, f P HpGq
as f 1Gpψ, sq.
We can now state the following:
Theorem 5.2.1. With the above notations, we have:
(a) For any w0 P W 0ψ we have the triviality of the normalized global inter-
twining operator:
RP pw
0, rπM , ψM q “ 1.(5.2.9)
(b) (The global intertwining relation) For any u P Nψ and s P Sψ,ss such
that the image of s in Sψ is equal to xu, we have
fGpψ, uq “ f
1
Gpψ, sψsq.(5.2.10)
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Remark 5.2.2.
The global intertwining relation is of course a direct corollary of the local
intertwining relation (theorem 3.4.3). As in the local case the global inter-
twining relation implies that the linear form fGpψ, uq depends only on the
image of u in Sψ, and this is consistent with part (a) of the theorem 5.2.1.
As in the local situation of section 3.5, we also need to formulate the
global intertwining relation for the twisted group rGE{F pNq. In the context
of the global diagram (5.2.2) (and similarly for the local diagram (3.4.2)) M
is a Levi subgroup of rG0
E{F pNq “ GE{F pNq (which is just a finite product
of GE{F pNiq’s), such that ψ
N is the image of a parameter ψM P Ψ2pMq
under the L-embedding LM ãÑ LGE{F pNq. We denote by πψM the discrete
automorphic representation of MpAF q corresponding to ψ
M . Here W 0
ψN
and S1
ψN
are defined with respect to the identity component GE{F pNq, while
NψN ,WψN ,SψN , RψN are defined with respect to rGE{F pNq. In fact S1ψN is
trivial and SψN and RψN are all singleton, by virtue of the connectedness of
the (twisted) centralizer rSψN , and thus NψN “WψN and both are bi-torsors
under W 0
ψN
.
The global diagram (5.2.2) can of course be formulated for the untwisted
groupGE{F pNq. In this case we denote the correspondng objects asN
˚
ψN
,W ˚
ψN
etc. to emphasize that they are defined with respect to GE{F pNq. Note that
in fact we have we have W 0
ψN
“W ˚
ψN
“ pW ˚
ψN
q0.
In both the twisted case and untwisted case TψN is the maximal torus ofrS0ψN “ S˚ψN , and we have the identification
a˚
T
ψN
– a
rGpNq0
M “ a
GpNq
M .(5.2.11)
Back to the twisted case, as in (5.2.3), we can formulate the global spectral
distribution, by taking the product of the corresponding local distributions
(3.5.13): for u “ w P NψN “WψN , putrfNpψN , uq :“ ź
v
rfv,N pψN , uvq(5.2.12)
“ trpRP pw, rπψM , ψM qIP pπψM , rfqq
here
RP pw, rπψM , ψM q “ RP pw, rπψM q “â
v
RP pwv , rπψMv q
with the local normalized twisted intertwining operator RP pwv , rπψMv q as
in (3.5.10). We define the “untwisted” normalized intertwining operator
RP pw
0, rπM q for w0 PW 0ψN “W ˚ψN in a similar manner.
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In fact, by virtue of (3.5.18), applied to each of the local linear formsrfv,N pψNv , uvq, we see that rfN pψN , uq is independent of u; more precisely
we have rfN pψN , uq “ rfN pψN q “ trpIP pπψM , NqIP pπψM , rfqq
here
IP pπψM , Nq : HP pπψM q Ñ rHP pπψM q(5.2.13)
IP pπψM , Nq “
â
v
IPvpπψMv , Nq
with IPvpπψMv , Nq being the local intertwining operator as defined in (3.5.15).
In the same manner we can define the global endoscopic distribution:
suppose s P rSψN , and pG1, ψ1q is the pair that corresponds to pψN , sq (here
G1 P rEpNq and ψ1 P ΨpG1q). Assume that the global stable linear form
fG
1
pψ1q “
ś
v f
G1v
v pψ1vq on HpG
1q is defined. Put:rf 1NpψN , sq “ rfG1N pψN , sq : “ ź
v
rfG1vv,N pψNv , svq “ rfG1pψ1q.(5.2.14)
With this setup we then have the following proposition, which is a direct
corollary of proposition 3.5.1 and corollary 3.5.2
Proposition 5.2.3. (a) We have
RP pw
0, rπM , ψM q ” 1 for w0 PW 0ψN .(5.2.15)
(b) (global intertwining relation) Assume the global stable linear form is
defined for any pair pG1, ψ1q, with G1 P rEpNq, and ψ1 P ΨpG1q. Then for
u P NψN and semi-simple s P rSψN , we haverfNpψN , uq “ rf 1N pψN , sψN sq, rfN P rHpNq.(5.2.16)
Note that theorem 5.2.1 is a theorem that is still to be established in
section 8, while proposition 5.2.3, which is the analogue of theorem 5.2.1
for rGE{F pNq, is already known to hold. It is also more convenient to use
a uniform notation; so in the future when we refer to proposition 5.2.3,
we will use the notation as in the statement of theorem 5.2.1, wtih the
understanding that G “ rGE{F pNq in this case.
5.3. The global intertwining relation, part II. We begin in this subsec-
tion the formal induction proof of our main theorems for this paper. Recall
that these are the “seed” theorems 2.4.2 and 2.4.10 (and its corollary 2.4.11);
the local classification theorem 2.5.1 and global classification theorem 2.5.2;
theorem 2.5.4 about signs (with part (b) of theorem 2.5.4 being interpreted
as statement on N as in remark 2.5.7); theorem 3.2.1 and the local inter-
twining relation theorem 3.4.3; the stable multiplicity formula theorem 5.1.2
and theorem 5.2.1 (we have of course already used the induction hypothesis
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in the discussions in section 3.3 and 3.4). We will prove these theorems
simultaneously by induction (which is to be completed in section 9). Each
of these theorems is stated in terms of the integer N . And we assume as
induction hypothesis that all these theorems are valid for any N´ ă N .
In this subsection we begin to analyze theorem 5.2.1, in particular the
global intertwining relation. Recall that the global intertwining relation
(5.2.10) implies in particular that the linear form fGpψ, uq depends only on
the image of u P Nψ in Sψ, and that f
1
Gpψ, sq depends only on the image
of s P Sψ,ss in Sψ. We begin to analyze this (in)dependence for these two
linear forms.
We will denote by G either an element of rEsimpNq or rGE{F pNq. Thus in
the case of rEsimpNq we are suppressing the L-embedding in the endoscopic
datum, in order to simplify the notation. Thus for instance if G “ pG, ξq PrEsimpNq, then we denote the set of parameters ΨpG, ξq just as ΨpGq, when
there is no confusion.
Thus let ψ P ΨpGq (as in the last subsection, in the case where G PrEsimpNq and ψ “ pψN , rψq, then this is predicated on the validity of theorem
2.4.2 for the simple generic constituents of ψN ; this follows from the induc-
tion hypothesis unless ψN is a simple generic parameter in rΦsimpNq). We
begin with treating f 1Gpψ, sq. Given s P Sψ assume that the linear form
f 1Gpψ, sq, f P HpGq
is defined. We begin by showing:
Lemma 5.3.1. The linear form
f 1Gpψ, sq, f P HpGq
depends only on the image x “ xs of s in Sψ; in other words suppose that
s1, s2 P Sψ are such that both f
1
Gpψ, s1q and f
1
Gpψ, s2q are defined. Then
f 1Gpψ, s1q “ f
1
Gpψ, s2q if s1 and s2 have the same image in Sψ.
Proof. This is proved by a standard descent argument as in section 4.5
of [A1]. Recall that the linear form f 1Gpψ, sq is defined in terms of the
correspondnece:
pG1, ψ1q Ø pψ, sq
as f 1Gpψ, sq :“ f
G1pψ1q.
In general if s is replaced by an element s1 that is conjugate to s under S
0
ψ,
then under this correspondence pair pG1, ψ1q is replaced by a pair pG11, ψ
1
1q
under equivalence of endoscopic data. Then from the definition it follows
that
fG
1
pψ1q “ fG
1
1pψ11q, f P HpGq.
Let pTψ, Bψq be a fixed Borel pair for S
0
ψ. Since the semi-simple automor-
phism Intpsq of the complex connected reductive group S
0
ψ has to stabilize
a Borel pair of S
0
ψ, we see by replacing s by a S
0
ψ-conjugate s1 that we can
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assume Intps1q stabilize the original pair pTψ, Bψq. This last condition then
determines s1 :“ sx in terms of x up to translation by Tψ. In particular
Tψ,x :“ Centpsx, Tψq
0(5.3.1)
does not depend on the choice of the representative s1 “ sx.
We thus only need to show that the linear form f 1Gpψ, sxq is invariant
when sx is replaced by an element in Tψsx. Now since sx P Sψ,ss it is not
hard to see that any element of Tψ is of the form pt
´1 ¨ sxts
´1
x q ¨ t1 for some
t P Tψ and t1 P Tψ,x. Hence any element in Tψsx can be written as:
t´1sxtt1 “ t
´1sxt1t
for some t P Tψ and t1 P Tψ,x. Hence it suffices to show that f
1
Gpψ, sxq is
invariant under translating sx by an element in Tψ,x.
Put xM0x :“ CentpTψ,x, pG0q
then we can form
L
M0x (with the L-action on
xM0x coming from the L-action
on pG). Then we have LM Ă LM0x (recall that in the context of the previous
subsection xM “ CentpTψ, pG0q), and thus LM0x is the L-group of a Levi
subgroup M0x of G
0 containing M . Furthermore since sx centralizes Tψ,x by
definition, it stabilizes not only xM0x but also some ΓF -invariant parabolic
subgroup pP 0x P PpM0x q. Hence we can form the ΓF -invariant Levi subsetxMx :“ xM0x ¸ Intpsxq
that is dual to a Levi subset Mx of G. Then the pair pψ, sxq is the image of
a pair
pψMx , sMxq, ψMx P ΨpMxq, sMx P SψMx
under the L-embeddings
L
M0x Ă
L
G0 and LMx Ă
LG. This pair is in turn
the image of a pair pM 1x, ψ
1
Mx
q for an endoscopic datum M 1x of Mx, which
can be treated as a Levi sub-datum of G1.
Put
f 1Mx :“ pf
1qM 1x , f
1 P HpG1q
the descent of f 1 toM 1x. By the descent property of the Langlands-Kottwitz-
Shelstad transfer we have
f 1pψ1q “ f 1Mxpψ
1
Mxq
(here we are writing f 1pψ1q for pf 1qG
1
pψ1q, and similarly for f 1Mxpψ
1
Mx
q). Thus
finally since f 1Mxpψ
1
Mx
q does not change when sx is replace by a translate in
Tψ,x (indeed the image is the same in SψMx ), we see that
f 1Gpψ, sxq “ f
1pψ1q “ f 1Mxpψ
1
Mx
q(5.3.2)
is also invariant when sx is replaced by a translate in Tψ. 
Remark 5.3.2.
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Suppose that we have dimTψ,x ě 1 for all x P Sψ. Then the descent
argument above, together with our induction hypothesis, implies that the
linear form f 1Gpψ, sq is defined for any s P Sψ (and depends only on the
image of s in Sψ).
We now turn to the spectral distribution fGpψ, uq for u P Nψ. First
suppose that G is an element of rEsimpNq. From the global diagram 5.2.2
again, we see that the fibre Nψpxuq of the projection of Nψ to Sψ over xu
is a bi-torsor under the subgroup W 0ψ of N
˚
ψ. From the local discussion in
section 3.4, we have the following: first the pairing
xru, rπM y
is unchanged when u is replaced by a translate in W 0ψ; second, for any
w0 P W
0
ψ and u P Nψ, we have:
Rppw
0wu, rπM , ψM q “ RP pw0, rπM , ψM q ¨RP pwu, rπM , ψM q.
Hence from equation (5.2.4) we see that the assertion given by part (a) of
theorem 5.2.1 (namely equation (5.2.9)):
RP pw
0, rπM , ψM q ” 1
implies that the linear form fGpψ, uq depends only on the image xu of u P Nψ
in Sψ.
In the case where G “ rGE{F pNq we have seen in section 5.2 that the
linear form fGpψ, uq is independent of u (this is by virtue of (3.5.18); see
the discussion before equation (5.2.13)), and in fact, we have the validity of
(5.2.15). The case where G P rEsimpNq is necessarily more subtle. However
it is not hard to establish this from the induction hypothesis for a class of
“degenerate” parameters:
Lemma 5.3.3. Suppose that G P rEsimpNq, and ψ P ΨpGq such that
dimTψ ě 2.(5.3.3)
Then we have
RP pw
0, rπM , ψM q ” 1
for any w0 P W 0ψ. In other words part (a) of theorem 5.2.1 is valid, and
hence the linear form fGpψ, uq depends only on the image of u in Sψ.
Proof. Since W 0ψ is the Weyl group of the pair pS
0
ψ, Tψq it is generated by
simple reflections tw0αu; hence it suffices to prove the assertion for w
0
α. Since
dimTψ ě 2 by hypothesis, the element w
0
α centralizes a torus of positive
dimension in pG; the centralizer of this torus in pG is a proper ΓF -invariant
Levi subgroup xMα of pG containing xM , and hence dual to a proper Levi
subgroup Mα of G containing M . Denote by ψα P ΨpMαq the image of ψM
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under the L-embedding LM ãÑ LMα. Then w
0
α can be identified as a Weyl
element of the pair pS
0
ψα , Tψαq (with Tψα “ Tψ), and we also have:
RP pw
0
α, rπM , ψM q “ RPXMαpw0α, rπM , ψM q.
Since Mα is a proper Levi subgroup of G it is of the form
M “ GE{F pN
1
1q ˆ ¨ ¨ ¨ ˆGE{F pN
1
rq ˆG´
G´ “ UE{F pN´q, N´ ă N
and hence by the induction hypothesis that equation (5.2.9) is valid for the
factor G´ of M (we already know its validity for the part involving the
general linear factors). Hence we have RPXMαpw
0
α, rπM , ψM q ” 1. 
Proposition 5.3.4. As before G is either an element of rEsimpNq or rGE{F pNq,
and ψ P ΨpGq. Suppose that we have
dimTψ,x ě 1(5.3.4)
for all x P Sψ, and if G P rEsimpNq assumes also that
dimTψ ě 2(5.3.5)
Then theorem 5.2.1 holds for ψ. In particular the global intertwining relation
is valid for ψ.
Proof. We have already seen (remark 5.3.2) that condition (5.3.4) implies
that the linear form f 1Gpψ, sq is defined for any s P Sψ and depends only
on its image in Sψ. In the case where G P rEsimpNq condition (5.3.5) also
implies (5.2.9) and that the linear form fGpψ, uq depends only on the image
of u P Nψ in Sψ (the case for G “ rGE{F pNq holds without this condition).
Hence for u P Nψ and s P Sψ having common image x P Sψ, we have (with
the notation in the proof of lemma 5.3.1):
fGpψ, uq “ fGpψ, xq “ fMxpψMx , xq(5.3.6)
f 1Gpψ, sψsq “ f
1
Gpψ, sψxq “ f
1
Mx
pψMx , sψxq.
Since (5.3.4) implies that Mx is proper in G, we can apply the induction hy-
pothesis, together with proposition 5.2.3 to deal with the general linear fac-
tors in M0x , to conclude that the global intertwining relation fMxpψMx , xq “
f 1MxpψMx , sψxq holds. We then conclude from (5.3.6). 
Remark 5.3.5.
Similarly suppose that SψpGq has a central torus of positive dimension.
Then the same descent argument as in the above proof shows that theorem
5.2.1 holds for ψ.
114 CHUNG PANG MOK
5.4. The spectral expansion, part I. Following Arthur, the discrete part
of the trace formula can be given two expansions: the spectral and endo-
scopic expansions. The global intertwining relation allows the term by term
comparison of these two expansions. In the current and the next subsection
we consider the spectral expansion.
As before G will denote both an element in rEsimpNq and rGE{F pNq. Given
a parameter ψN P rΨpNq, we denote
rGdisc,ψN :“
1
|κG|
trRGdisc,ψN pfq(5.4.1)
(c.f. (4.2.5) for the definition of κG). Note that in the case where G “
pG, ξq P rEsimpNq, then we are abbreviating the notation RGdisc,ψN ,ξ of (4.3.15)
as RGdisc,ψN here. Similar other notational abbreviations will be made below.
The global classifications theorem asserts in particular that ψN does not
contribute to RGdisc unless ψ
N P ξ˚ΨpGq. Considerable work needs to be done
before we can prove this, and so we have to work with a general parameter
ψN in the present setting.
Till the end of section five, we assume either that ψN is not a simple
generic parameter, so that from the induction hypothesis the seed theorems
2.4.2 and 2.4.10 are valid for the simple generic constituents of ψN , or that
ψN is simple generic and the seed theorems 2.4.2 and 2.4.10 are established
already for ψN .
We then have
IGdisc,ψN pfq ´ r
G
disc,ψN pfq(5.4.2)
“
ÿ
tMu
M‰G0
ÿ
wPW pMqreg
1
|W pMq|
1
|detpw ´ 1qaGM
|
trpMP,ψN pwqIP,ψN pfqq.
We thus need an expansion for the term:
trpMP,ψN pwqIP,ψN pfqq
for M ‰ G0, w P W pMqreg, and P P PpMq fixed.
As before M is a product of groups GE{F pN
1q for N 1 ă N , together with
G´ “ UE{F pN´q for N´ ă N in the case G P rEsimpNq. Thus from the
induction hypothesis the local and global classification theorems hold for
M . In the case G “ pG, ξq P rEsimpNq we similarly also denote by M as
an endoscopic datum in rEpNq, with the L-embedding given by ξ (or more
precisely the composition of the L-embedding LM Ñ LG with ξ).
Denote by Ψ2pM,ψ
N q the subset of parameters ψM P Ψ2pMq p“ Ψ2pM, ξqq
such that ξ˚ψM “ ψ
N . Then for ψM P Ψ2pM,ψ
N q, we have the subspace:
L2disc,ψM pMpF qzMpAF qq Ă L
2
discpMpF qA
`
M,8zMpAF qq
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By the global classification theorem for M we have a decomposition:
L2disc,ψM pMpF qzMpAF qq “
à
πMPΠψM
mpπM qπM
and hence
IP,ψN “
à
ψMPΨ2pM,ψN q
à
πMPΠψM
mpπM qIP pπM q.(5.4.3)
In the case where G “ pG, ξq P rEsimpNq, note that in order for Ψ2pM,ψN q
to be non-empty, we must have ψN P ξ˚ΨpGq, i.e. ψ
N defines a parameter
ψ P ΨpGq such that ψN “ ξ˚ψ (if G “ rGE{F pNq then we interpret ψ just as
another name for ψN ). In particular, if ψN R ξ˚ΨpGq, then we interpret all
the terms below that involve ψ as being empty.
Hence denoting by MP pw, πM q the restriction of MP,ψN pwq to IP pπM q, we
can write
trpMP,ψN pwqIP,ψN pfqq(5.4.4)
“
ÿ
ψMPΨ2pM,ψN q
ÿ
πMPΠψM
mpπM q trpMP pw, πM qIP pπM , fqq.
In the summation we can limit to the set of parameters ψM P Ψ2pM,ψ
N q
that satisfies wψM “ ψM , i.e. the set of parameters of Ψ2pM,ψ
N q that
extends to the twisted group ĂMw (defined as in (3.4.4)), and we denote this
set as Ψ2pĂMw, ψN q. In particular the sum is empty unless w PWψ.
We can apply the spectral multiplicity formula for πM (with respect to M):
mpπM q “
1
|SψM |
ÿ
xMPSψM
ǫMψM pxM qxxM , πMy
Now for u P Nψpwq denote by ǫ
M
ψM
pruq the canonical extension of ǫMψM torSψM ,u (evaluated at the element ru). The canonical extension ǫMψM pruq is
defined by the same considerations as in the discussion before remark 3.4.1,
using the fact that the general linear factors of ĂMw has no contribution to
ǫMψM . Then we can write (5.4.4) as
(5.4.5)
trpMP,ψN pwqIP,ψN pfqq
“
ÿ
ψMPΨ2pMw,ψN q
ÿ
πMPΠψM
ÿ
xMPSψM
1
|SψM |
ǫMψM pxM qxxM , πM y trpMP pw, πM qIP pπM , fqq
“
ÿ
ψMPΨ2pMw,ψN q
ÿ
πMPΠψM
ÿ
uPNψpwq
1
|SψM |
ǫMψM pruqxru, rπMy trpMP pw, πM qIP pπM , fqq.
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For the last equality we have used:ÿ
xMPSψM
ǫMψM pxM qxxM , πMy “
ÿ
uPNψpwq
ǫMψM pruqxru, rπMy(5.4.6)
for any w P Wψ. That (5.4.6) is valid follows from the definition of the
canonical extension. In the particular case G “ rGE{F pNq then SψM is of
course trivial, both ǫMψM pxM q and ǫ
M
ψM
pruq are equal to one, and that the
pairing xxM , πMy and xru, rπMy are trivial.
We also have the equality:
MP pw, πM q “ rP pw,ψM qRP pw, rπM , ψM q(5.4.7)
here rP pw,ψM q is the product over all v of the local normalizing factors:
rP pw,ψM q “
ź
v
rPvpw,ψM,vq.(5.4.8)
Indeed in the case where G P rEsimpNq (5.4.7) follows from the way the
normalized intertwining operator RP pw, rπM , ψM q is defined. In the case
where G “ rGE{F pNq, one must in addition also use the analogue of lemma
4.2.3 of [A1], in our context of the twisted group rGE{F pNq “ pGE{F pNq, θq,
in order to see that the extension of the global representation RNdisc to the
twised group rGE{F pNqpAF q, defined by the automorphism θ, is compatible
with the product over all the places of F of the local extensions defined as
in section 3.2 in terms of local Whittaker models.
We note for future reference the following formula for the global normal-
izing factor
rP pw,ψM q “
ź
v
rPvpw,ψM,vq
“
ź
v
λvpwqǫvp0, πξ˚ψM , rρ_w´1P |P q´1Lvp0, πξ˚ψM , rρ_w´1P |P qLvp1, πξ˚ψM , rρ_w´1P |P q´1
“ ǫp0, πξ˚ψM , rρ_w´1P |P q´1Lp0, πξ˚ψM , rρ_w´1P |P qLp1, πξ˚ψM , rρ_w´1P |P q´1
with the notation being the global analogue of that of section 3.3 (c.f.
(3.3.44)). Here we are using the fact that the global λpwq “
ś
v λvpwq
factor is equal to one.
To conclude the above analysis, we have the formula:
trpMP,ψN pwqIP,ψN pfqq(5.4.9)
“
ÿ
ψMPΨ2pMw,ψN q
ÿ
πMPΠψM
ÿ
uPNψpwq
1
|SψM |
rP pw,ψM qǫ
M
ψM
pruqxru, rπMy trpRP pw, rπM , ψM qIP pπM , fqq.
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5.5. The spectral expansion, part II. We now analyze the terms on
the right hand side of (5.4.2). By applying (5.4.9), we see that (5.4.2) is a
five-fold sum: ÿ
tMu
M‰G0
ÿ
wPW pMqreg
ÿ
ψMPΨ2pĂMw ,ψN q
ÿ
uPNψpwq
ÿ
πMPΠψM
(5.5.1)
of the summand
1
|W pMq| ¨ |SψM | ¨ |detpw ´ 1qaGM
|
rP pw,ψM qǫ
M
ψM
pruq(5.5.2)
ˆxru, rπMy trpRP pw, rπM , ψM qIP pπM , fqq
which can be written as the fourfold sumÿ
tMu
M‰G0
ÿ
wPW pMqreg
ÿ
ψMPΨ2pĂMw,ψN q
ÿ
uPNψpwq
(5.5.3)
of the summand
(5.5.4)
1
|W pMq| ¨ |SψM | ¨ |detpw ´ 1qaGM
|
rP pw,ψM qǫ
M
ψM
pruqfGpψ, uq.
The double sum in (5.5.3) ÿ
wPW pMqreg
ÿ
ψMPΨ2pĂMw,ψN q
(5.5.5)
can be replaced by a simple sum over the set
Vψ “ tpψM , wq P Ψ2pM,ψ
N q ˆW pMqreg| wψM “ ψMu.(5.5.6)
Then the projection pψM , wq Ñ w gives a fibration:
Vψ Ñ tWψ,regu(5.5.7)
where tWψ,regu denotes the set of Wψ-conjugacy classes in Wψ,reg.
We have a natural conjugation action ofW pMq on the set Vψ, andW pMq
acts transitively on the fibres of the map (5.5.7). The stabilizer in W pMq
of any parameter in Ψ2pM,ψ
N q is isomorphic to Wψ. Hence we have
|Ψ2pM,ψ
N q| “ mGψN |W pMq||Wψ |
´1(5.5.8)
where we recall that mG
ψN
is defined as in (5.1.10) (if G “ pG, ξq P rEsimpNq
and ψN R ξ˚ΨpGq then m
G
ψN
“ 0, and the right hand side of (5.5.8) is
interpreted just as being equal to zero, which is consisitent with Ψ2pM,ψ
N q
being empty).
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Furthermore the summand (5.5.4) does not depend on the choice of ψM P
Ψ2pM,ψ
N q, hence the triple sum in (5.5.3)ÿ
wPW pMqreg
ÿ
ψMPΨ2pĂMw,ψN q
ÿ
uPNψpwq
(5.5.9)
reduces to a sum ÿ
cPtWψ,regu
ÿ
wPc
ÿ
uPNψpwq
“
ÿ
wPWψ,reg
ÿ
uPNψ
(5.5.10)
of the summand
|W pMq|
|Wψ|
mG
ψN
|W pMq| ¨ |SψM | ¨ |detpw ´ 1qaGM
|
(5.5.11)
ˆrP pw,ψM qǫ
M
ψM
pruqfGpψ, uq
“
mG
ψN
|Sψ|
1
¨|W 0ψ| ¨ |detpw ´ 1qaGM
|
ˆrP pw,ψM qǫ
M
ψM
pruqfGpψ, uq
for a fixed choice of ψM P Ψ2pM,ψ
N q. For the last equality we have used the
fact that |Wψ||SψM | “ |Nψ| “ |Sψ||W
0
ψ| which follows from the commutative
diagram (5.2.2).
Now the G0-conjugacy class of M is determined by the parameter ψM .
We only need a marker to rule out the case M “ G0 to account for the
summation ÿ
tMu
M‰G0
in (5.5.3). This can be done by introducing
(5.5.12)
W 1ψ,reg “ Wψ,reg r t1u
“
"
H if Sψ is finite, i.e. ψ P Ψ2pGq
Wψ,reg otherwise.
Denote by Nψ,reg and N
1
ψ,reg the inverse image of Wψ,reg and W
1
ψ,reg in
Nψ. At this point we need the crucial spectral sign lemma. Before stating
this, we introduce one piece of terminology.
We called a parameter ψN P rΨpNq to be an ǫ-parameter, if it is of the
form
ψN “ ψN11 ‘ ψ
N2
2
ψNii P
rΨsimpNiq, Ni ă N, N1 `N2 “ N
ψNii “ µi b νi
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such that µ1 and µ2 are of the same parity, i.e. µ1 and µ2 are either both
conjugate orthogonal or both conjugate symplectic (in the sense of part (a) of
theorem 2.5.4), and that ν1bν2 is a direct sum of odd number of irreducible
representations of SL2pCq of even dimension (in particular ν1 and ν2 are of
different parity). Thus in particular an ǫ-parameter is an elliptic parameter
in rΨellpNq, and ψN P ξ1˚Ψ2pG1q for G1 “ pG1, ξ1q P rEellpNqr rEsimpNq.
Lemma 5.5.1. (The spectral sign lemma)
Suppose that G P rEsimpNq. For any u P Nψ, we have the identity
rP pwu, ψM qǫ
M
ψM
pruq “ sgn0pwuqǫGψ pxuq.(5.5.13)
If G “ rGE{F pNq and ψN P rΨpNq is not an ǫ-parameter then (5.5.13) again
holds; if ψN is an ǫ-parameter then (5.5.13) is equivalent to the assertion
ǫp1{2, µ1 ˆ µ
c
2q “ 1 (as asserted by part (b) of theorem 2.5.4).
We will establish the spectral sign lemma in section 5.8, and we will take it
for granted at the present moment. Here we just note that all the quantities
on the left hand side of (5.5.13) depend only on ψ, and thus we denote
rGψ pwq :“ rP pw,ψM q, w P Wψ
ǫ1ψpuq :“ ǫ
M
ψM
pruq, u P Nψ.
In the rest of this subsection, we assume, in the case G “ rGE{F pNq, that
either ψN is not an ǫ-parameter, or that (5.5.13) is valid for ψN . Then the
sum (5.5.3) becomes:
mG
ψN
|Sψ|
ÿ
uPN1
ψ,reg
ǫGψ pxuq
1
|W 0ψ|
sgn0pwuq
|detpwu ´ 1qaGM
|
fGpψ, uq(5.5.14)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
uPN1ψ,reg
ǫGψ pxuq
1
|W 0ψ|
sgn0pwuq
|detpwu ´ 1qaTψ
|
fGpψ, uq
here for the last equality we have used (for any w PWψ):
|detpw ´ 1qaGM
| “ |detpw ´ 1qaG
G0
| ¨ |detpw ´ 1q
aG
0
M
|
“ |detpθ ´ 1qaG
G0
| ¨ |detpw ´ 1q
aG
0
M
|
“ |κG| ¨ |detpw ´ 1qaG0M
|
and the identification aG
0
M – a
˚
Tψ
(which is equivariant with respect to the
identification W pMq –W pxMq).
We can then fibre the sum (5.5.14) over Sψ (again with respect to the
commutative diagram (5.2.2)): for x P Sψ define Nψpxq to be the inverse
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image of x in Nψ, and put
Nψ,regpxq “ Nψ,reg XNψpxq
N1ψ,regpxq “ N
1
ψ,reg XNψpxq
and let Wψ,regpxq and W
1
ψ,regpxq be the bijective image of Nψ,regpxq and
N1ψ,regpxq under the map Nψ Ñ Wψ, then the sum (5.5.14), which is equal
to (5.4.2), can be written as
IGdisc,ψN pfq ´ r
G
disc,ψN pfq(5.5.15)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
ÿ
uPN1ψ,regpxq
ǫGψ pxuq
1
|W 0ψ|
sgn0pwuq
|detpwu ´ 1qaTψ
|
fGpψ, uq.
As noted above in (5.5.12) if ψ R Ψ2pGq then N
1
reg “ Nreg. On the other
hand if ψ P Ψ2pGq then N
1
reg “ H, so that the sum on the right hand side
of (5.5.15) is empty. In this case, we have W 0ψ being trivial and Nψ “ Sψ.
The existence of the linear form fGpψ, uq “ fGpψ, xq (x P Sψ) amounts to
the existence of the packet Πψ and the associated pairing x¨, ¨y on Sψ ˆΠψ,
in which case the linear form fGpψ, xq is given by:
fGpψ, xq “
ÿ
πPΠψ
xx, πyfGpπq.
We can give a uniform treatment as follows: if ψ P Ψ2pGq and if the linear
form fGpψ, xq is defined for x P Sψ, put:
(5.5.16)
0
rGdisc,ψN pfq :“ r
G
disc,ψN pfq ´ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
ǫGψ pxqfGpψ, xq
“ rGdisc,ψN pfq ´ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
ÿ
πPΠψ
ǫGψ pxqxx, πyfGpπq
“ rGdisc,ψN pfq ´ |κG|
´1
ÿ
πPΠψ
mpπqfGpπq
here
mpπq :“
mG
ψN
|Sψ|
ÿ
xPSψ
ǫGψ pxqxx, πy,
and on the other hand, if ψ R Ψ2pGq, then we just put
0
rGdisc,ψN pfq :“ r
G
disc,ψN pfq(5.5.17)
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then in all cases we have
IGdisc,ψN pfq ´
0
rGdisc,ψN pfq(5.5.18)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
ÿ
uPNψ,regpxq
ǫGψ pxuq
1
|W 0ψ|
sgn0pwuq
|detpwu ´ 1qaTψ
|
fGpψ, uq
(the symbol
0
rG
disc,ψN
is of course for the reason that the global classification
theorem asserts that it is identifically equal to zero).
If in addition we happen to know that the linear form fGpψ, uq depends
only on the image of u P Nψ in Sψ, the the sum (5.5.18) further simplifies.
We record this as
Proposition 5.5.2. Suppose that fGpψ, uq is defined for all u P Nψ,reg, then
we have:
IGdisc,ψN pfq ´
0
rGdisc,ψN pfq(5.5.19)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
ÿ
uPNψ,regpxq
ǫGψ pxuq
1
|W 0ψ|
sgn0pwuq
|detpwu ´ 1qaTψ
|
fGpψ, uq.
If in addition, the linear form fGpψ, uq “ fGpψ, xq depends only on the
image x of u in Sψ, then we have
(5.5.20)
IGdisc,ψN pfq ´
0
rGdisc,ψN pfq “ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
iψpxqǫ
G
ψ pxqfGpψ, xq
here
iψpxq :“
ÿ
wPWψ,regpxq
1
|W 0ψ|
sgn0pwq
|detpw ´ 1qaTψ
|
(5.5.21)
is the number as defined in (5.1.2) attached to the component of Sψ indexed
by x.
5.6. The endoscopic expansion. In this subsection we consider the en-
doscopic expansion, and is parallel to the two previous subsections.
As in the last subsection we will denote by G either an element of rEsimpNq
or rGE{F pNq. Again fix a parameter ψN P rΨpNq. Parallel to the term rGdisc,ψN
in the spectral expansion, we form the following sum:
(5.6.1)
sGdisc,ψN pfq “
ÿ
G1PEsimpGq
ιpG,G1qpSG1disc,ψN pfG1q, f P HpGq.
In the case where G P rEsimpNq we of course have sGdisc,ψN “ SGdisc,ψN .
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We would like to refine the endoscopic expansion
IGdisc,ψN pfq ´ s
G
disc,ψN pfq(5.6.2)
“
ÿ
G1PrEellpGqr rEsimpGq
ιpG,G1qpSG1disc,ψN pfG1q
that can be compared term by term with the spectral expansion (5.5.19) or
(5.5.20).
For each G1 P EellpGqrEsimpGq, denote by ΨpG
1, ψN q the set of parameters
ψ1 P ΨpG1q such that ψ1 maps to ψN under the embeddings LG1 ãÑ
L
G0 ãÑ
LGE{F pNq (with the L-embeddings as being part of the endoscopic data;
if G “ rGE{F pNq then LG0 Ñ LGE{F pNq is of course just the identity
map). Again in the case G “ pG, ξq P rEsimpNq, ΨpG1, ψN q is empty unless
ψN P ξ˚ΨpGq, and as in the last subsection we denote by ψ P ΨpGq the
parameter in ΨpGq defined by ψN .
For G1 “ pG1, ζ 1q P EellpGq r EsimpGq, we see that G
1 is a proper product:
G1 “ G11 ˆG
1
2, G
1
i “ pG
1
i, ξ
1
iq P
rEsimpNiq, Ni ă N
(in other words ξ ˝ ζ 1 “ ξ11 ˆ ξ
1
2, where ξ :
LG Ñ LGE{F pNq is the L-
embedding that is part of the endoscopic data of G in case G P rEsimpNq; in
case G “ rGE{F pNq we simply interpret ξ as the identity map L rGE{F pNq0 “
LGE{F pNq Ñ
LGE{F pNq).
Hence from the induction hypothesis we have the validity of the stable mul-
tiplicity formula for each simple factor G1i. Hence we also have the stable
multiplicity formula for G1. More precisely, suppose that for i “ 1, 2 we
have parameters ψNii P
rΨpNiq. Denote by ψ1i P ΨpG1iq the parameter of G1i
defined by ψNii , if ψ
Ni
i P pξ
1
iq˚ΨpG
1
iq (i.e. ψ
Ni
i “ pξ
1
iq˚ψ
1
i). Then
S
G1i
disc,ψ
Ni
i
pf 1iq “
m
G1i
ψ
Ni
i
|Sψ1i |
ǫG
1
ipψ1iqσpS
0
ψ1i
qpf 1iq
G1ipψ1iq, f
1
i P HpG
1
iq.
Define
ΨpG1, ψN q
“ tψ1 “ ψ11 ˆ ψ
1
2 P ΨpG
1q| ψ1i P ΨpG
1
iq for i “ 1, 2, ψ
N “ ψN11 ‘ ψ
N2
2 u.
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Then for f 1 “ f 11 ˆ f
1
2 P HpG
1q, we have
SG
1
disc,ψN pf
1q “
ÿ
ψ1“ψ11ˆψ
1
2
ψ1PΨpG1,ψN q
S
G11
disc,ψ
N1
1
pf 11q ¨ S
G12
disc,ψ
N2
2
pf 12q
“
ÿ
ψ1“ψ11ˆψ
1
2
ψ1PΨpG1,ψN q
2ź
i“1
1
|Sψ1i |
ǫG
1
ipψ1iqσpS
0
ψ1i
qpf 1iq
G1ipψ1iq
“
ÿ
ψ1“ψ11ˆψ
1
2
ψ1PΨpG1,ψN q
´ 2ź
i“1
1
|Sψ1i |
ǫG
1
ipψ1iqσpS
0
ψ1i
q
¯
pf 1qG
1
pψ1q.
Thus the above formula holds for all f 1 P HpGq (i.e. not just those f 1 that
are pure product). By the multiplicativity of various quantities we thus see
that the stable multiplicity formula in the composite case takes the following
form:
(5.6.3)
SG
1
disc,ψN pf
1q “
ÿ
ψ1PΨpG1,ψN q
1
|Sψ1 |
ǫ1pψ1qσpS
0
ψ1qpf
1qG
1
pψ1q, f 1 P HpG1q
here we have denoted ǫG
1
pψ1q as ǫ1pψ1q. Note in particular that the stable
linear form pf 1qG
1
pψ1q is defined on HpG1q.
Hence from (5.6.2) and (5.6.3) we see that the difference
IGdisc,ψN pfq ´ s
G
disc,ψN pfq
is given by a double sum ÿ
G1PEellpGqzEsimpGq
ÿ
ψ1PΨpG1,ψN q
(5.6.4)
with the summand given by the product of
ιpG,G1q “ |κG|
´1|Zp pG1qΓ|´1|OutGpG1q|´1(5.6.5)
and
1
|Sψ1 |
ǫ1pψ1qσpS
0
ψ1qf
1pψ1q(5.6.6)
(we have made the abbreviaation pf 1qG
1
pψ1q “ f 1pψ1q).
Note that by the property (5.1.9) we have σpS
0
ψ1q “ 0 if ψ
1 R Ψs-discpG
1q
(i.e. if |ZpS
0
ψ1q| “ 8). Hence the sum (5.6.4) can be restricted to the double
sum ÿ
G1PEellpGqzEsimpGq
ÿ
ψ1PΨs-discpG1qXΨpG1,ψN q
.
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The next step is to transform the double sum (5.6.4). The argument is
as in section 4.4 of [A1] so we will be brief.
As in the local setting described in section 3.2 we have a bijective corre-
spondence:
pG1, ψ1q Ø pψG, sq(5.6.7)
where on the right hand side ψG “ ΨpGq with rψG being an actual L-
homomorphism rψG : Lψ ˆ SL2pCq Ñ LG0, and s is an element of Sψ,ss;
for the left hand side G1 is an element in the set EpGq consisting of endo-
scopic datum G1 “ pG1, ζ 1q for G, taken up to the image of ζ 1pG1q in
L
G0,
and up to translation of the associated semi-simple element s P pG by ZpG0qΓ
(thus elements of are not considered up to equivalence of endoscopic data),
and rψ1 is similarly an actual L-homomorphism to LG1 such that rψG “ ζ 1˝ rψ1.
Note that pG0 acts on EpGq by conjugation, and we have EpGq “ pG0zzEpGq
(here and below we use “zz” to denote the set of orbits). We similarly define
EellpGq, EsimpGq, so that EellpGq “ pG0zzEellpGq (and similarly for EsimpGq).
Denote
Ys-disc,ψN pGq “ ty “ pψG, sGqu(5.6.8)
with ψG as above in (5.6.7) whose pG0-conjugacy class belongs to ΨpG,ψN q,
and sG P SψG,ell. We also define the subset
Y 1s-disc,ψN pGq Ă Ys-disc,ψN pGq
consisting of y “ pψG, sGq such that sG P S
1
ψG,ell
, where
S
1
ψG,ell
:“ ts P SψG,ell| G
1
s R EsimpGqu(5.6.9)
where G1s is the endoscopic datum of G corresponding to the pair pψG, sq
(in the case where G “ G0 then S
1
ψG,ell
“ SψG,ell r t1u).
The bijection (5.6.7) restricts to a bijection between the set Ys-disc,ψN pGq,
and the set of pG1, ψ1q such that G1 P EellpGq, and that the pG1-conjugacy class
of ψ1 belongs to Ψs-discpG
1q X ΨpG,ψN q; similarly it restricts to a bijection
between the set Y 1
s-disc,ψN
pGq and the set of pG1, ψ1q, such that in addition
G1 P EellpGq r EsimpGq (c.f. p.45–46 of [A9]; note that in loc. cit. the
term “weakly elliptic parameter” is used instead of the term “stably discrete
parameter” in [A1] and here).
The group pG0 acts on Y 1s-disc,ψN pGq by conjugation on each component.
The summand in (5.6.4) (namely the product of (5.6.5) and (5.6.6)) is con-
stant on any pG1, ψ1q that lies in the same pG0-orbit. However in the sum
(5.6.4) we regard G1 as an element of EellpGq “ pG0zzEellpGq, and ψ1 as an
element of ΨpG1q (i.e. ψ1 is considered up to pG1-conjugacy).
ENDOSCOPIC CLASSIFICATION ... 125
In terms of the bijection (5.6.7) we have the obvious fibrationpG0zzY 1s-disc,ψN ÝÑ EellpGqr EsimpGq.(5.6.10)
The group pG0 acts transitively on the fibres of (5.6.10). Its fibres can be
described as follows. Let y “ pψG, sGq P Y
1
disc,ψN
which corresponds to the
pair pG1, ψ1q under (5.6.7). First note that the stabilizer of y in pG0 is given
by the group
S`y “ S
`
ψG,sG
:“ CentpsG, S
˚
ψG
q.(5.6.11)
On the other hand the stabilizer in pG0 of G1 as an element of EellpGqrEsimpGq
is given by the automorphism group AutGpG
1q. Thus the fibre of (5.6.10)
over G1 (as an element of EellpGqrEsimpGq) is in bijection with the quotient
AutGpG
1q{S`y .
Since ΨpG1, ψN q is the set of parameters up to pG1-conjugacy, we see that the
number of parameters in ΨpG1, ψN q that correspond to the fibre of (5.6.10)
above G1 (as an element of EellpGq r EsimpGq) is given by the cardinality of
the quotient:
AutGpG
1q{ IntGpG
1qS`y(5.6.12)
where IntGpG
1q :“ pG1Zp pG0qΓ. Since AutGpG1q{ IntGpG1q “ OutGpG1q, we
see that the cardinality of (5.6.12) is given by the cardinality of:
OutGpG
1q{pIntGpG
1qS`y { IntGpG
1qq.(5.6.13)
Since
IntGpG
1qS`y { IntGpG
1q – S`y {pS
`
y X
pG1Zp pG0qΓq
the cardinality of (5.6.13) is given by
|OutGpG
1q||S`y {pS
`
y X pG1Zp pG0qΓq|´1.(5.6.14)
Thus the double sum (5.6.4) can be written as a simple sum over the
set pG0zzY 1
s-disc,ψN
pGq, provided we multiply each summand by the number
(5.6.14). Now for any y “ pψG, sGq P Y
1
s-disc,ψN
pGq, the ψG are all conjugate
under pG0 (because the pG0-conjugacy class of ψG belongs to ΨpG,ψN q, and
the fact that ĄOutN pGq is trivial). Since the stabilizer of any such ψG in pG0 is
given by S˚ψG , we see that, provided ΨpG,ψ
N q is not empty (i.e. mG
ψN
“ 1),
the set pG0zzY 1
s-disc,ψN
pGq is in bijection with the quotient
S˚ψzzS
1
ψ,ell “ S
˚
ψzzS
1
ψ,ell.(5.6.15)
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And the sum over pG0zzY 1
s-disc,ψN
can be replaced by the sum over (5.6.15)
(with the sum over ψG collapsed and each ψG can be identified as ψ), pro-
vided we multiply the sum over (5.6.15) with the number
mGψN “ |ΨpG,ψ
N q|.(5.6.16)
In order to utilize the quotient set E 1ψ,ell :“ EpS
1
ψ,ellq as defined in (5.1.6),
we consider the quotient of S
1
ψ,ell by S
0
ψ “ pS
˚
ψq
0 instead of by S
˚
ψ in (5.6.15).
Given s P S
1
ψ,ell, the centralizer of s in S
˚
ψ is given by
S
`
ψ,s :“ Centps, S
˚
ψq
hence the orbit of s under the conjugation action of S
˚
ψ is in bijection with
S
˚
ψ{S
`
ψ,s.
On the other hand the centralizer of s in S
0
ψ is given by
Sψ,s :“ pS
0
ψqs “ Centps, S
0
ψq
hence the orbit of s under the conjugation action of S
0
ψ is in bijection with
S
0
ψ{Sψ,s.
Hence the sum over (5.6.15) can be replaced by the sum over
S
0
ψzzS
1
ψ,ell “ E
1
ψ,ell(5.6.17)
provided that we multiply the summand by the rescaling constantˇˇˇ
pS
˚
ψ{S
`
ψ,sq
M
pS
0
ψ{Sψ,sq
ˇˇˇ´1
(5.6.18)
“ |S
`
ψ,s{Sψ,s||S
˚
ψ{S
0
ψ|
´1.
To conclude the above analysis, we see that the double sum (5.6.4) can
be replaced by the sum over E 1ψ,ell, with the summand being given by the
product of (5.6.5), (5.6.6), (5.6.14), (5.6.16) and (5.6.18), i.e. is the product
of the following two expressions:
|S`ψ,s{pS
`
ψ,s X
pG1Zp pG0qΓq|´1|Sψ1 |´1|Zp pG1qΓ|´1|S`ψ,s{Sψ,s|(5.6.19)
|κG|
´1mGψN |S
˚
ψ{S
0
ψ|
´1σpS
0
ψ1qǫ
1pψ1qf 1pψ1q.(5.6.20)
To compute this product, we first note that the term
|S`ψ,s{pS
`
ψ,s X
pG1Zp pG0qΓq|
occuring in (5.6.19) can be written as
|S
`
ψ,s{pS
`
ψ,s X pG1q|(5.6.21)
where pG1 :“ pG1Zp pG0qΓ{Zp pG0qΓ – pG1{p pG1 X Zp pG0qΓq.
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Now we have (using that pS
`
ψ,sq
0 “ Centps, Sψq
0 “ Centps, S
0
ψq
0 “ S
0
ψ,s):
|S
`
ψ,s{pS
`
ψ,s X
pG1q|´1|Sψ1 |´1
“ |S
`
ψ,s{pS
`
ψ,s X pG1q|´1|pS`ψ,s X pG1q{pS0ψ,sZp pG1qΓq|´1
“ |S
`
ψ,s{S
0
ψ,sZp
pG1qΓ|´1.
Hence (5.6.19) is equal to
|Sψ,s{S
0
ψ,sZp
pG1qΓ|´1|Zp pG1qΓ|´1(5.6.22)
“ |Sψ,s{S
0
ψ,s|
´1|S
0
ψ,s X Zp pG1qΓ|´1
“ |π0pSψ,sq|
´1|S
0
ψ,s X Zp
pG1qΓ|´1.
For the expression (5.6.20), we have |S
˚
ψ{S
0
ψ| “ |Sψ|. For the number σpS
0
ψ1q,
we use:
S
0
ψ1 – S
0
ψ,s{pS
0
ψ,s X Zp pG1qΓq.
Hence from the property (5.1.9) we have
σpS
0
ψ1q “ σpS
0
ψ,sq|S
0
ψ,s X Zp pG1qΓ|.
Thus the product of (5.6.19) and (5.6.20) is
|κG|
´1
mG
ψN
|Sψ|
|π0pSψ,sq|
´1ǫ1pψ1qσpS
0
ψ,sqf
1pψ1q(5.6.23)
“ |κG|
´1
mG
ψN
|Sψ|
|π0pSψ,sq|
´1ǫ1pψ1qσpS
0
ψ,sqf
1
Gpψ, sq.
It remains to treat the factor ǫ1pψ1q in (5.6.23). For this we need the:
Lemma 5.6.1. (The endoscopic sign lemma) For any s P Sψ, we have
ǫ1pψ1q “ ǫGψ psψxsq.(5.6.24)
The endoscopic sign lemma will be established in section 5.8 together with
the spectral sign lemma. Take this for granted, we thus obtain the following
expression for the difference IG
disc,ψN
pfq ´ sG
disc,ψN
pfq:
IGdisc,ψN pfq ´ s
G
disc,ψN pfq(5.6.25)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
sPE 1
ψ,ell
ǫGψ psψxsq|π0pSψ,sq|
´1σpS
0
ψ,sqf
1
Gpψ, sq.
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We now make a change of variable s ÞÑ s´1ψ s “ sψs. We have Sψ,s “ Sψ,sψs
since sψ is a central element of Sψ. Then we have:
IGdisc,ψN pfq ´ s
G
disc,ψN pfq(5.6.26)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
sPE 1
ψ,ell
ǫGψ pxsq|π0pSψ,sq|
´1σpS
0
ψ,sqf
1
Gpψ, sψsq
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
ÿ
sPE 1ψ,ellpxq
ǫGψ pxq|π0pSψ,sq|
´1σpS
0
ψ,sqf
1
Gpψ, sψxq
here we have denoted by
E 1ψ,ellpxq
the fibre of E 1ψ,ell above x under the natual projection E
1
ψ,ell Ñ Sψ.
As noted above for s P Sψ,ell r S
1
ψ,ell the pair pG
1, ψ1q corresponding to
pψ, sq satisfies G1 P EsimpGq. Suppose we happen to know that the linear
form f 1Gpψ, sq “ f
1pψ1q is defined for all s P Sψ,ell. Then parallel to the
spectral side of (5.5.16) and (5.5.17) we define
(5.6.27)
0
sGdisc,ψN pfq :“
ÿ
G1PEsimpGq
ιpG,G1q
0 pSG1disc,ψN pfG1q, f P HpGq
where
0
SG
1
disc,ψN pf
1q :“ SG
1
disc,ψN pf
1q ´
mG
1
ψN
|Sψ1 |
ǫ1pψ1qσpS
0
ψ1qf
1pψ1q.(5.6.28)
In other words, we have
0
SG
1
disc,ψN
vanishes if and only if the stable multi-
plicity formula holds for the distribution SG
1
disc,ψN
. We can then carry out
the same argument as above, but with the set Sψ,ell, Ys-disc,ψN pGq, Eψ,ell :“
EpSψ,ellq and Eψ,ellpxq, in place of S
1
ψ,ell, Y
1
s-disc,ψN
pGq, E 1ψ,ell, Eψ,ellpxq, we ob-
tain
IGdisc,ψN pfq ´
0
sGdisc,ψN pfq(5.6.29)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
ÿ
sPEψ,ellpxq
ǫGψ pxq|π0pSψ,sq|
´1σpS
0
ψ,sqf
1
Gpψ, sψxq
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
eψpxqǫ
G
ψ pxqf
1
Gpψ, sψxq
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here
eψpxq :“
ÿ
sPEψ,ellpxq
|π0pSψ,sq|
´1σpS
0
ψ,sq(5.6.30)
is the number defined in (5.1.7) for the component of Sψ indexed by x. We
record this as:
Proposition 5.6.2. We have:
IGdisc,ψN pfq ´ s
G
disc,ψN pfq(5.6.31)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
sPE 1
ψ,ell
ǫGψ psψxsq|π0pSψ,sq|
´1σpS
0
ψ,sqf
1
Gpψ, xq.
If in addition the linear form f 1Gpψ, sq is defined for all s P Sψ,ell then we
have
IGdisc,ψN pfq ´
0
sGdisc,ψN pfq(5.6.32)
“ |κG|
´1
mG
ψN
|Sψ|
ÿ
xPSψ
eψpxqǫ
G
ψ pxqf
1
Gpψ, sψxq.
5.7. The comparison. We can now begin the first step in the term by
term comparison of the spectral expansion (5.5.20) and the endoscopic ex-
pansion (5.6.32) (under the appropriate hypothesis for their validity). As in
the previous subsections G will denote either an element of rEsimpNq or the
twisted group rGE{F pNq.
We fix a parameter ψN P rΨpNq. In the case where G “ pG, ξq P rEsimpNq
we will, to ease notation, abbreviate the condition ψN P ξ˚ψpGq just as
ψN P ΨpGq (similar remarks apply to Ψ2pGq,ΨellpGq, etc), in which case we
will just denote by ψ or ψG the parameter in ΨpGq defined by ψ
N , i.e. such
that ψ “ pψN , rψq and hence ψN “ ξ˚ψ (in the case where G “ rGE{F pNq
we interpret the condition ψN P ΨpGq as automaticallly satisfied, in which
case ψN and ψ refer to the same parameter).
A key ingredient in the comparison is the global intertwining relation for
ψ P ΨpGq:
fGpψ, uq “ f
1
Gpψ, sψsq, u P Nψ, s P Sψ(5.7.1)
for u and s having the same image in Sψ. This of course still needs to be
proved, along with the other main global theorems.
Proposition 5.7.1. With the above notations, suppose that either one of
the following conditions hold:
(1) G P rEsimpNq and ψN R ΨpGq.
(2) ψN P ΨpGq, the linear forms fGpψ, uq and f
1
Gpψ, sq are defined for
all u P Nψ and s P Sψ, and the global intertwining relation (5.7.1)
is satisifed.
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Then we have
0
rGdisc,ψN pfq “
0
sGdisc,ψN pfq, f P HpGq.(5.7.2)
In fact in case (1) we have
trRGdisc,ψN pfq “
0
rGdisc,ψN pfq “
0
SGdisc,ψN pfq “ S
G
disc,ψN pfq.(5.7.3)
Proof. We first consider case (1). Then we have mG
ψN
“ 0, so the spectral
expansion (5.5.19) and the endoscopic expansion (5.6.31) gives:
(5.7.4)
IGdisc,ψN pfq ´
0
rGdisc,ψN pfq “ 0 “ I
G
disc,ψN pfq ´ s
G
disc,ψN pfq
and hence the assertions, upon noting that in the case where ψN R ΨpGq,
we have, from the definitions (5.5.17), (5.6.27) and (5.6.28):
0
rGdisc,ψN pfq “ r
G
disc,ψN pfq “
1
|κG|
trRGdisc,ψN pfq “ trR
G
disc,ψN pfq
0
sGdisc,ψN pfq “
0
SGdisc,ψN pfq “ S
G
disc,ψN pfq
(since |κG| “ 1 for G P rEsimpNq).
In case (2) we apply the same arguments (we have mG
ψN
“ 1 in this case).
Namely that from the given assumption we have the validity of the expan-
sions (5.5.20) and (5.6.32):
IGdisc,ψN pfq ´
0
rGdisc,ψN pfq “ |κG|
´1 1
|Sψ|
ÿ
xPSψ
ǫψpxqiψpxqfGpψ, xq
IGdisc,ψN pfq ´
0
sGdisc,ψN pfq “ |κG|
´1 1
|Sψ|
ÿ
xPSψ
ǫψpxqeψpxqf
1
Gpψ, sψxq.
Hence from the equality iψpxq “ eψpxq for all x P Sψ of equation (5.1.8),
and the global intertwining relation (5.7.1), we obtain a term by term iden-
tification of the two expansions. Hence we obtain:
IGdisc,ψN pfq ´
0
rGdisc,ψN pfq “ I
G
disc,ψN pfq ´
0
sGdisc,ψN pfq
and the assertion follow.

We would in fact like to prove that the distributions in (5.7.2) actually
vanish, i.e. both the spectral multiplicity and the stable multiplicity for-
mulas are valid (in case (1) the spectral multiplicity formula is interpreted
as the condition that ψN does not contribute to the discrete spectrum of
G “ pG, ξq with respect to the L-embedding ξ). This proof of this will be
complete only at the end of the induction argument in section 9. In this
subsection however, we will be able to treat the case a class of “degenerate”
parameters ψN from the induction hypothesis.
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Lemma 5.7.2. Suppose that ψN R rΨellpNq. The for G “ rGE{F pNq or any
G P rEsimpNq such that ψN P ΨpGq, the linear forms fGpψ, uq and f 1Gpψ, sq
are defined for all u P Nψ and s P Sψ. Furthermore, in the case where
G “ rGE{F pNq the global intertwining relation (5.7.1) is valid for ψN .
Proof. Since ψN R rΨellpNq, we see that M is proper in G0, and hence the
spectral linear form fGpψ, uq is defined.
As for the endoscopic distribution, note that for any s P Sψ, if pG
1, ψ1q is
the pair corresponding to pψ, sq (thus here G1 P EpGq and ψ1 P ΨpG1q), then
the condition that ψN R rΨellpNq implies that ψ1 R Ψ2pG1q. Thus ψ1 factors
through the L-group of a proper Levi subgroup of G1. It then follows from
the induction hypothesis, together with descent argument as before, that the
stable linear form pf 1qG
1
is defind for f 1 P HpG1q. Hence f 1pψ, sq “ fG
1
pψ1q
(here f P HpGq) is defined.
Finally we already know from proposition 5.2.3 the validity of the global
intertwining relation for rGE{F pNq in this case, once the endoscopic distri-
butions are defined. It is thus valid in this case. 
Thus we assume that ψN R rΨellpNq. We first consider the case where
G “ rGE{F pNq, in which case as in section 4 we denote the distributions
rG
disc,ψN
and sG
disc,ψN
as rN
disc,ψN
and rsN
disc,ψN
, etc. Since ψN does not lie inrΨellpNq, hence not in rΨsimpNq, we have
0rNdisc,ψN p rfq “ rNdisc,ψN p rfq “ 12 tr rRNdisc,ψN p rfq “ 0, rf P rHpNq
by the theorem of Moeglin-Waldspurger [MW] and Jacquet-Shalika [JS] (re-
call also that |κ rGpNq| “ 2). Thus by case (2) of proposition 5.7.1 and lemma
5.7.2 (applied to the case G “ rGE{F pNq), we have 0rsNdisc,ψN p rfq “ 0. In other
words ÿ
GPrEsimpNq
rιpN,Gq0 pSGdisc,ψN p rfGq “ 0.(5.7.5)
Now for any compatible family of function F “ tf P HpGq| G P rEsimpNqu
(i.e. for G P rEellpNq r rEsimpNq the function associated to G is identifically
zero), there exists, by consequence of proposition 3.3.1, a function rf P rHpNq
such that rfG “ fG for any G P rEsimpNq (with f P F being the function
associated to G P rEsimpNq). We can then replace the term 0 pSGdisc,ψN p rfGq in
(5.7.5) by
0
SG
disc,ψN
pfq for each G P rEsimpNq. We thus obtain:
Corollary 5.7.3. Suppose that ψN R rΨellpNq. Then for any compatible
family F as above we haveÿ
GPrEsimpNq
rιpN,Gq0SGdisc,ψN pfq “ 0.
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(Of course there are only two terms in the above sum, corresponding to
the two equivalence of datum pUE{F pNq, ξq P rEsimpNq.)
In order to combine the information from corollary 5.7.3 and proposition
5.7.1 (applied to the case G P rEsimpNq) we must establish the global inter-
twining relation for G P rEsimpNq and our fixed ψN R rΨellpNq. We will see
that, with the exception of some cases, this can be proved from the induction
hypothesis:
Proposition 5.7.4. With ψN R rΨellpNq as above, suppose in addition that
ψN R ΨellpGq for any G P rEsimpNq. Then for any G P rEsimpNq we have
trRGdisc,ψN pfq “ 0 “
0
SGdisc,ψN pfq, f P HpGq.(5.7.6)
In particular ψN does not contribute to the discrete spectrum of any G “
pG, ξq P rEsimpNq (with respect to the L-embedding ξ), and the stable multi-
plicity formula is valid for ψN with respect to any G “ pG, ξq P rEsimpNq.
Proof. Thus let ψN R rΨellpNq be given. For any G P rEsimpNq, if ψN R ΨpGq,
then by case (1) of proposition 5.7.1 we have:
trRGdisc,ψN pfq “
0
SGdisc,ψN pfq, f P HpGq.(5.7.7)
Thus suppose that ψN P ΨpGq. Proposition 5.3.4 asserts that, if the
following two conditions hold:
dimTψ ě 2(5.7.8)
dimTψ,x ě 1 for all x P Sψ(5.7.9)
then theorem 5.2.1, and in particular the global intertwining relation (5.7.1),
is valid for ψ (with respect to G), in which case we again conclude from case
(2) of proposition 5.7.1 that
0
rGdisc,ψN pfq “
0
SGdisc,ψN pfq.(5.7.10)
But (5.7.10) is exactly (5.7.7), namely that ψN R rΨellpNq implies that ψ R
Ψ2pGq, and hence
0
rG
disc,ψN
pfq “ rG
disc,ψN
pfq “ trRG
disc,ψN
pfq.
Hence if (5.7.8) and (5.7.9) hold for anyG P rEsimpNq such that ψN P ΨpGq,
then we conclude that (5.7.7) is valid for any G P rEsimpNq. Thus corollary
(5.7.3) gives for any compatible family of functions F “ tf P G, G PrEsimpNqu: ÿ
GPrEsimpNq
rιpN,Gq trRdisc,ψN pfq “ 0.(5.7.11)
Thus since all the coefficients rιpN,Gq are positive, and trRG
disc,ψN
can be
written as a linear combination with positive coefficients of characters of
irreducible representations on GpAF q, we see that the left hand side of
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(5.7.11) is of the form given as in the left hand side of (4.3.26). We can
thus apply lemma 4.3.6 to conclude:
trRGdisc,ψN pfq “ 0, f P HpGq
for all G P rEsimpNq, hence also the vanishing of 0SGdisc,ψN pfq by (5.7.7) again.
Thus we must now deal with parameters ψN for which (5.7.8) or (5.7.9)
fail for some G P rEsimpNq (such that ψN P ΨpGq). This requires a more
detailed comparison than the argument above.
Thus let G P rEsimpNq be fixed, such that ψN P ΨpGq, but (5.7.8) or (5.7.9)
fail for G. Recall from (2.4.14) that we have a general description of the
centralizer group Sψ: if ψ
N has a decomposition:
ψN “ l1ψ
N1
1 ‘ ¨ ¨ ¨‘ lrψ
Nr
r
then we have
Sψ “
ź
iPI`
ψ
pGq
Opli,Cq ˆ
ź
iPI´
ψ
pGq
Sppli,Cq ˆ
ź
jPJψpGq
GLplj ,Cq
with the meaning of I`ψ pGq, I
´
ψ pGq and JψpGq as in (2.4.12), (2.4.13). Now
Tψ “ Tψ{Zp pGqΓ, with Zp pGqΓ finite (of order two), and Tψ is a maximal
torus of Sψ. Thus we can easily enumerate all the possibility where (5.7.8)
or (5.7.9) fails, as follows.
Suppose first that (5.7.8) fails. Then we see that the set Jψ is either
empty or we just have one single factor GLp1,Cq “ Cˆ for the contribution
of Jψ to Sψ. In the latter case Sψ would have a central torus of positive
dimension, hence by remark 5.3.2, the global intertwining relation holds for
ψ with respect to G by reduction to a proper Levi subgroup of G, and thus
(5.7.7) holds. So we may assume that Jψ is empty.
Next we consider the contribution of the set I´ψ to Sψ. Then we see that
either I´ψ is empty, or we have only one factor Spp2,Cq in the contribution
of I´ψ to Sψ.
Finally we consider the case where both I´ψ and Jψ are empty, i.e. we
only have the contribution of Opli,Cq for i P I
`
ψ to Sψ. If li ď 2 for all
such i, then Sψ,ell is non-empty, for instance by taking s “ psiqi such that
det si “ ´1 for all i P I
`
ψ with li “ 2. Thus ψ
N P ΨellpGq in this case, which
is ruled out by our hypothesis. From this we see that the only remaining
case is that li “ 3 for exactly one i, and the remaining li’s are equal to one.
By similar analysis, we see that if (5.7.8) holds but (5.7.9) fails, then the
only possibility is that I´ψ and Jψ are empty, and that li ď 2 for all i, which
is ruled out by the hypothesis that ψN R ΨellpGq.
To summarize, we have isolated the following two cases:
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ψN “ 2ψN11 ‘ ψ
N2
2 ‘ ¨ ¨ ¨‘ ψ
Nr
r(5.7.12)
SψpGq “ Spp2,Cq ˆ pZ{2Zq
r´1
and
ψN “ 3ψN11 ‘ ψ
N2
2 ‘ ¨ ¨ ¨ ‘ ψ
Nr
r(5.7.13)
SψpGq “ Op3,Cq ˆ pZ{2Zq
r´1
“ SOp3,Cq ˆ pZ{2Zqr.
If ψN does not belong to either of these two cases, then as we have seen the
global intertwining relation holds for ψN with respect to any G P rEsimpNq,
and hence (5.7.7) is valid for all such G. Thus the argument in the first part
of the proof can be applied to yield the assertions of the proposition in this
case.
So we must now treat the two cases (5.7.12) and (5.7.13). The treatment
of these cases will be similar, so it suffices to treat the case of (5.7.12). Thus
assume that G P rEsimpNq such that ψN P ΨpGq and SψpGq is an in (5.7.12).
Denoting by G_ the element of rEsimpNq other than G P rEsimpNq (in other
words G and G_ have the same underlying endoscopic group UE{F pNq but
with different equivalence of endoscopic datum, namely the L-embedding to
LGE{F pNq). We have ψ
N P ΨpG_q if and only if r “ 1, in which case we
have
SψG_ pG
_q “ Op2,Cq.
But this would imply that ψN P ΨpG_qell, contradicting the hypothesis of
the proposition. Thus we have r ą 1, i.e. that G is the only element ofrEsimpNq such that ψN P ΨpGq. Since ψN R ΨpG_q, we know that (5.7.7)
holds for ψN with respect to G_.
In any case, we know that the endoscopic expansion (5.6.32) is valid:
IGdisc,ψN pfq ´
0
SGdisc,ψN pfq “
1
|Sψ|
ÿ
xPSψ
ǫGψ pxqeψpxqf
1
Gpψ, sψxq, f P HpGq
(recall that by lemma 5.7.2 and our hypothesis that ψN R rΨellpNq, the
distribution f 1Gpψ, sψsq for semi-simple s P Sψ is defined, and depends only
on the image x of s in Sψ, by lemma 5.3.1). On the spectral side, a priori
we only have the expansion (5.5.19):
IGdisc,ψN pfq ´ trR
G
disc,ψN pfq
“
1
|Sψ|
ÿ
xPSψ
ǫGψ pxq
´ 1
|W 0ψ|
ÿ
uPNψ,regpxq
sgn0pwuq
|detpwu ´ 1q|
¯
fGpψ, uq.
However, in the case of (5.7.12), the set Wψ,reg “ twu is singleton, namely
the unique non-trivial Weyl element of Spp2,Cq, hence Nψ,regpxq contains
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exactly one element for any x P Sψ. We denote this unique element of
Nψ,regpxq as ux, and hence the spectral expansion just becomes:
IGdisc,ψN pfq ´ trR
G
disc,ψN pfq “
1
|Sψ|
ÿ
xPSψ
ǫGψ pxqiψpxqfGpψ, xq, f P HpGq
where we have taken the liberty of setting fGpψ, xq :“ fGpψ, uxq in this
case. Combining the two expansions, and upon using the equality (5.1.8)
iψpxq “ eψpxq again, we obtain:
(5.7.14)
0
SGdisc,ψN pfq ´ trR
G
disc,ψN pfq “
1
|Sψ|
ÿ
xPSψ
ǫGψ pxqiψpxqpfGpψ, xq ´ f
1
Gpψ, sψxqq.
The number iψpxq is easily computed:
(5.7.15)
iψpxq “
1
|W 0ψ|
sgn0pwq|detpw ´ 1q|´1 “ ´1{4 for any x P Sψ
since |W 0ψ| “ 2, |detpw ´ 1q| “ 2, and sgn
0pwq “ ´1, which is the crucial
minus sign. On the other hand, we also note from the form of SψpGq in
(5.7.12) that W 0ψ “ Wψ. Hence the R-group Rψ is trivial, and thus we can
identify SψM “ Sψ, and under this identification, if x P Sψ corresponds to
xM P SψM , then ǫ
M
ψM
pxM q “ ǫ
G
ψ pxq.
It follows, upon substituting the expression (5.2.4) of the linear form
fGpψ, xq “ fGpψ, uxq that
(5.7.16)
1
|Sψ|
ÿ
xPSψ
ǫGψ pxqiψpxqfGpψ, xq
“ ´
1
4|SψM |
ÿ
xMPSψM
ǫMψM pxM q
ÿ
πMPΠψM
xxM , πMy trpRP pw, rπM , ψM qIP pπM , fqq
“ ´
1
4
ÿ
πMPΠψM
mpπM q trpRP pw, rπM , ψM qIP pπM , fqq
where
mpπM q “
1
|SψM |
ÿ
xMPSψM
ǫMψM pxM qxxM , πMy
which by our induction hypothesis applied to M ‰ G, is the multiplicity of
πM appearing in the (relative) dsicrete spectrum of M .
For the endoscopic distribution f 1Gpψ, xq, we have by the descent argument
in the proof of lemma 5.3.1 that for any x P Sψ:
f 1Gpψ, xq “ f
1pψ1q “ f 1Mpψ
1
M q(5.7.17)
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where the notations are as follows: if we denote by xM P SψM the element
that correspond to x P Sψ, then pM
1, ψ1M q is the pair that correspond to
pψM , xM q (note that in the notations of the proof of lemma 5.3.1 we have
Mx “M in the present case). Our induction hypothesis that the local theo-
rem 3.2.1 holds forM and the parameter ψM (more precisly the localizations
of ψM at all the places of F ) yields the equality:
f 1Mpψ
1
M q “
ÿ
πMPΠψM
xsψxM , πMyfM pπM q(5.7.18)
(note that sψ and sψM gives the same element). Hence we have
(5.7.19)
1
|Sψ|
ÿ
xPSψ
ǫGψ pxqiψpxqf
1
Gpψ, sψxq
“ ´
1
4|SψM |
ÿ
xMPSψM
ǫMψM pxM q
ÿ
πMPΠψM
xxM , πMyfM pπM q
“ ´
1
4
ÿ
πMPΠψM
mpπM qfM pπM q
“ ´
1
4
ÿ
πMPΠψM
mpπM q tr IP pπM , fq
with the last equality follows from the adjunction fM pπM q “ tr IP pπM , fq.
Combining (5.7.14), (5.7.16) and (5.7.19), we obatin:
0
SGdisc,ψN pfq ´ trR
G
disc,ψN
pfq(5.7.20)
“
1
4
ÿ
πMPΠψM
mpπM q trp1´RP pw, rπM , ψM qIP pπM , fqq, f P HpGq.
Now by corollary 5.7.3, for any compatible family of functions F “ tfG˚ P
HpG˚q, G˚ P rEsimpNqu, we haveÿ
G˚PrEsimpNq
rιpN,G˚q0SG˚disc,ψN pfG˚q “ 0.
On the other hand, we already know that for G_, equation (5.7.7) is valid
for G_. Hence subsituting (5.7.20) we obtainÿ
G˚PrEsimpNq
rιpN,G˚q trRG˚disc,ψN pfG˚q(5.7.21)
`
1
4
ÿ
πMPΠψM
mpπM q trp1´RP pw, rπM , ψM qIP pπM , fGqq “ 0.
To conclude the proof we observe that since the element w PW 0ψ “Wψ is of
order two, the eigenvalues of the intertwining operator RP pw, rπM , ψM q can
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only be `1 or ´1. In particular it follows that we can write (5.7.21) as a
linear combinations with non-negative coefficients of irreducible characters
of representations on G˚ P rEsimpNq, with repsect to the compatible family
of functions F . Thus (5.7.21) is of the form (4.3.26). So by lemma 4.3.6 all
the coefficients must vanish. Thus in particular
trRGdisc,ψN pfq “ 0, f P HpGq(5.7.22)
RP pw, rπM , ψM q ” 1
and then going back to (5.7.20) we see that
0
SG
disc,ψN
pfq “ 0, as required.

Corollary 5.7.5. (of proof of proposition 5.7.4) For ψN as in proposition
5.7.4, and G P rEsimpNq such that ψN P ΨpGq, we have the validity of part
(a) of theorem 5.2.1. The global intertwining relation (namely part (b) of
theorem 5.2.1) is valid for ψN with respect to G, except for the cases (5.7.12)
and (5.7.13), in which case we only have the weaker equality:ÿ
xPSψ
ǫGψ pxqpfGpψ, xq ´ f
1
Gpψ, sψxqq “ 0.(5.7.23)
Proof. We have already seen in the above proof that the hypothesis on ψN
allows us to establish both parts (a) and (b) of theorem 5.2.1 for ψN with
respect to any G P rEsimpNq such that ψN P ΨpGq, except for the cases
(5.7.12) and (5.7.13). However in these cases, we have established part (a)
of theorem 5.2.1 in equation (5.7.22) (there is only one-nontrivial element in
W 0ψ in these two cases). For (5.7.23) it follows from (5.7.14) together with
the vanishing of the distributions trRGdisc,ψN and
0
SGdisc,ψN just proved. 
In the previous analysis of this subsection we are mainly concerned with
the case that ψN R rΨellpNq is a non-elliptic parameter, and we saw by
proposition 5.7.4 that we can obtain the stable multiplicity formula for ψN
with respect to G P rEsimpNq in most cases (namely that if in addition ψN R
ΨellpGq for all G P rEsimpNq). The treatment of the case where ψN P rΨellpNq
is necessarily much more difficult. Here we only state a lemma for future
use in the study of such parameters.
Thus let G P rEsimpNq as before. Suppose that ψN P rΨellpNq. We assume
that the seed theorems 2.4.2 and 2.4.10 are valid for the simple generic
constituents of ψN , and that the local classifications theorems are valid for
the localizations of ψN (in the case ψN P ΨpGq). Thus in particular, if
ψN P ΨpGq, we can define the parameter ψ P Ψ2pGq and stable linear form
fGpψq, and also the packet Πψ.
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Lemma 5.7.6. With hypothesis as above, suppose that the stable multiplicity
formula is valid for ψN with respect to G P rEsimpNq. Then the spectral
multiplicity formula is also valid with respect to G.
Proof. The proof of the lemma is in fact implicit in the proof of proposition
5.7.4. However, if we are given the validity of the stable multiplicity formula,
then the discussion is fairly simple.
For any proper Levi subgroup M of G, the set Ψ2pM,ψ
N q is empty be-
cause ψN P rΨellpNq. Hence by the discussion in section 5.4, we see that in
the spectral expression for IG
disc,ψN
, all the terms involving M ‰ G vanish.
Thus
IGdisc,ψN pfq “ trR
G
disc,ψN pfq, f P HpGq.(5.7.24)
On the other hand, since we are assuming the validity of the stable mul-
tiplicity formula for ψN with respect to G, we have
0
SG
disc,ψN
pfq “ 0. Thus
the endoscopic expansion (5.6.32) becomes:
IGdisc,ψN pfq “
mG
ψN
|Sψ|
ÿ
xPSψ
eψpxqǫ
G
ψ pxqf
1
Gpψ, sψxq(5.7.25)
“
mG
ψN
|Sψ|
ÿ
xPSψ
ǫGψ pxqf
1
Gpψ, sψxq
where the last equality follows from the fact, in case mG
ψN
‰ 0 which implies
that ψN P Ψ2pGq, that the centralizer group Sψ is finite, from which it
follows that eψpxq “ 1.
From (5.7.25) we can already see that IG
disc,ψN
“ 0 if mG
ψN
“ 0, i.e. when
ψN R ΨpGq, and so by (5.7.24) trRG
disc,ψN
pfq “ 0. In other words ψN does
not contribute to the discrete spectrum of G. Thus we may now assume
that mG
ψN
“ 1, i.e. ψN P Ψ2pGq.
For x P Sψ “ Sψ, let pG
1, ψ1q be the pair that corresponds to pψ, xq. Then
we have
f 1Gpψ, xq “ f
1pψ1q “
ÿ
πPΠψ
xsψx, πyfGpπq
and hence making the substitution x ÞÑ sψx we obtain:
f 1Gpψ, sψxq “
ÿ
πPΠψ
xx, πyfGpπq(5.7.26)
for x P Sψ.
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Combining (5.7.24), (5.7.25) and (5.7.26) we obtain
trRGdisc,ψN pfq “ I
G
disc,ψN pfq(5.7.27)
“
1
|Sψ|
ÿ
xPSψ
ǫψpxq
ÿ
πPΠψ
xx, πyfGpπq
“
ÿ
πPΠψ
mpπqfGpπq
where
mpπq “
1
|Sψ|
ÿ
πPΠψ
ǫψpxqxx, πy
and this gives exactly the spectral multiplicity formula. 
5.8. The two sign lemmas. Lemma 5.5.1 and 5.6.1 (the spectral and
endoscopic sign lemmas respectively) play an important role in the term by
term comparison of the spectral and endoscopic expansions of trace formulas,
as seen in the previous subsections. The arguments given in section 4.6 of
[A1], of the proofs of these two sign lemmas in the setting of symplectic
and orthogonal groups, apply in the case of unitary groups also. However,
it is necessary to first establish some preliminaries in our current setting of
unitary groups, before we can refer to the proofs given in loc. cit.
As in the previous subsections, we denote by G either an element ofrEsimpNq, or the twisted group rGE{F pNq. Let ψ P ΨpGq. If G “ pG, ξq PrEsimpNq denote ψN “ ξ˚ψ P rΨpNq; otherwise if G “ rGE{F pNq then we let
ψN just to be another name for ψ.
We refer to the notation of section 2.4. Thus we write
ψN “
ð
kPK
ψN
lkψ
Nk
k
“
ð
iPI
ψN
liψ
Ni
i ‘
ð
jPJ
ψN
ljpψ
Nj
j ‘ ψ
Nj˚
j˚ q
here k Ø k˚ is the involution on the set KψN defined by the automorphism
θ “ θpNq of GE{F pNq, with IψN being the set of fixed points of KψN under
this involution, and JψN a set of representatives of the order two orbits under
this involution. We have
KψN “ IψN
ž
JψN
ž
pJψN q
˚
and we identify tKψN u, the set of orbits of KψN under the involution, as
IψN
š
JψN . In the context of section 5.5 and 5.6, we need to apply the
spectral and endoscopic sign lemmas, only when ψN R rΨsimpNq. Thus we
may assume that ψN R rΨsimpNq, and hence from the induction hypothesis,
we can assume that theorem 2.4.2 and theorem 2.4.10 hold for the simple
generic constituents of ψN . In particular the group Lψ and the localization
maps LFv Ñ Lψ are defined for each place v of F .
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The first task is to establish a description of the sign character ǫψ on
Sψ “ π0pSψq. As in loc. cit., in the case of the twisted group rGE{F pNq, the
centralizer set Sψ is a torsor under S
˚
ψ, with S
`
ψ being the (non-connected)
group generated by Sψ; then ǫψ is actually defined on the quotient S
`
ψ “
π0pS
`
ψ q of S
`
ψ .
Recall that, as in section 2.5, we have the representation
τψ : Sψ ˆ Lψ ˆ SL2pCq Ñ GLppgq
τψps, g, hq “ AdGps ¨ rψpg, hqq
and the sign character ǫψ on Sψ is defined in terms of the decomposition:
τψ “
à
α
τα “
à
α
λα b µα b να.(5.8.1)
In order to give another description of the sign character ǫψ, we first give
another decomposition of τψ.
First recall that as in section 2.4, for each k P KψN , we have the L-
homomorphism associated to the simple generic constituent µk of ψ
Nk
k “
µk b νk (here µk P rΦsimpmkq such that Nk “ mknk with nk “ dim νk):rµk : Lψ ÝÑ LHk ãÑ LGE{F pmkq(5.8.2)
(here Hk P rEsimpmkq or rG0E{F pmkq “ GE{F pmkq itself). As in lemma 2.2.1,
fix a choice of wc P WF rWE, then we can identify the L-homomorphism
Lψ Ñ
LGE{F pmkq of (5.8.2) as an irreducible representationrµk ˇˇLψ{E : Lψ{E ÝÑ GLmkpCq.(5.8.3)
For g P Lψ{E denote by g
c P Lψ{E the element wcgw
´1
c ; on the other hand,
for k P KψN , denote by gk the image of g under (5.8.3). The for k, k
1 P KψN ,
denote by
RE,kk1pgqX “ gk ¨X ¨
tgck1
the representation of Lψ{E on the space of complex mkˆmk1 matrices. Put
Rkk1 “ Ind
Lψ
Lψ{E
RE,kk1(5.8.4)
we have the relations:
Rkk1 – Rk1k
R_kk1 – Rk˚pk1q˚
and their associated L-function, defined with respect to the localization
maps LFv Ñ Lψ, is the Rankin-Selberg L-function
Lps,Rkk1q “ Lps, µk ˆ µ
c
k1q.(5.8.5)
In the particular case where k1 “ k P KψN we have the decomposition:
Rkk “ Asai
`
k ‘Asai
´
k .(5.8.6)
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The representations Asai˘k satisfy the relation
pAsai˘k q
_ – Asai˘k˚
and whose associated L-functions are the Asai L-functions
Lps,Asai˘k q “ Lps, µk,Asai
˘q.(5.8.7)
We refer to the family of representations Rkk1 , and Asai
˘
k for k, k
1 P KψN as
standard representations of Lψ. For σ a standard representation of Lψ we
have the global L-function Lps, σq with analytic continuation and functional
equation:
Lps, σq “ ǫps, σqLp1 ´ s, σ_q.(5.8.8)
The epsilon factor ǫps, σq is always being taken as automorphic ǫ-factors. For
σ “ Rkk1 the automorphic ǫ-factors are the same as the arithmetic ǫ-factors,
by the local Langlands classification for general linear groups [HT, H1].
In addition, we refer to standard representations of the form:
tRkk : k P KψN u
tRkk˚ : k P KψN u
tAsai˘k : k P KψN u
as diagonal standard representations. We also note that the set of standard
representations that are self-dual consists of the following:
tRkk1 : k, k
1 P IψN u
tRkk˚ : k P KψN u
tAsai˘k : k P IψN u.
For σ a self-dual standard representation, it is either symplectic type or
orthogonal type; more precisely, σ is of symplectic type if σ “ Rkk1, where
k, k1 P IψN that are conjugate self-dual of opposite parity (i.e. Rkk1 “
Ind
Lψ
Lψ{E
RE,kk1 with RE,kk1 being conjugate symplectic), while the others are
of orthogonal type. In particular we see that if σ is a standard representation
of symplectic type, then it must be irreducible of Rankin-Selberg type; hence
in this case the arithmetic and automorphic ǫ-factors defined by σ coincides.
Lemma 5.8.1. There is a decomposition
τψ “
à
κ
τκ “
à
κ
pλκ b σκ b νκq, κ P KψN(5.8.9)
for standard representations σκ of Lψ, and irreducible representations λκ and
νκ of Sψ and SL2pCq respectively. The indexing set KψN has an involution
κØ κ˚
such that
τ_κ – τκ˚ .
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Furthermore, if a constituent σκ is a diagonal standard representation, then
the corresponding representation νκ is odd dimensional.
Proof. This can be proved as in lemma 4.6.1 of [A1]. Namely that we first
work with the product
Aψ “ Lψ ˆ SL2pCq.
One has the obvious variant of the definition of standard representation for
Aψ. Then one can establish a decomposition
τψ “
à
ι
τι “
à
ι
λι b ρι
where λι is irreducible representation of Sψ, and ρι is a standard representa-
tion of Aψ, together with an involution ιØ ι
˚ such that τ_ι – τι˚ . One then
obtain the required decomposition (5.8.9), by observing that any standard
representation ρι of Aψ has a decomposition of the form:
ρι “
à
κ
σκ b νκ
for standard representations σκ of Lψ and irreducible representations νκ of
SL2pCq. For instance if ρι is of Rankin-Selberg type Rkk1 (with respect to
Aψ), then σκ is the same Rankin-Selberg type representation for Lψ, while
νκ ranges over the irreducible constituents of the tensor product:
νk b νk1 .
Similarly if ρι is of the type Asai
η
k for η “ ˘1 (with respect to Aψ), then
σκ is again a standard representation Asai
c¨η
k for Lψ, with c “ ˘1 being
determined by the condition that c “ `1 if νk is odd dimensional (hence
orthogonal), while c “ ´1 if νk is even dimensional (hence symplectic).
Finally νκ ranges over appropriate irreducible consitutents of the tensor
product:
νk b νk.
Thus the decomposition (5.8.9) follows. For the last claim of the lemma, it
suffices to note that in the case where a constituent σκ is a diagonal standard
representation, then the irreducible representation νκ of SL2pCq must arise
from the irreducible constituents of the tensor product νk b νk as above;
such irreducible constituents must be odd dimensional. 
It is in the context of the decomposition (5.8.9), instead of the general
decomposition (5.8.1), that we will establish the two sign lemmas. In par-
ticular, the same argument as in section 4.6 of [A1] shows that we have the
following expression for the sign character ǫψ “ ǫ
G
ψ :
ǫψpxq “ ǫ
G
ψ pxq “
ź
κPK´
ψN
detpλκpsqq, s P Sψ(5.8.10)
where x “ xs is the image of s in Sψ, and the index set K
´
ψN
Ă KψN consists
of those κ P KψN such that
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(1) σκ is symplectic ,
(2) ǫp1{2, σκq “ ´1,
(3) νκpsψq “ ´1; equivalently νκ is even dimentional, and hence sym-
plectic.
Following loc. cit. the next task is to relate the sign character ǫGψ with the
corresponding sign character ǫMψM with respect to a Levi subgroup M of G
0.
Thus for a moment we consider the restriction
τψ,1 “ AdG ˝ rψ
of τψ to the subgroup
Aψ :“ Lψ ˆ SL2pCq.
As in the context of section 5.4 and 5.5, fix a Levi subgroup M Ă G0,
with dual Levi subgroup LM Ă
L
G0, such that the set Ψ2pM,ψ
N q is non-
empty, and let ψM P Ψ2pM,ψ
N q that maps to ψ under the L-embedding
LM Ă
L
G0. Denote by AdG,M the restriction of AdG to
LM . Thus
τψ,1 “ AdG ˝ rψ “ AdG,M ˝ rψM .
We have the root space decomposition
pg “à
ξ
pgξ “ pm‘ ´ à
αPpΣM
pgα¯(5.8.11)
of pg with respect to the ΓF -split component
AxM “ pZpxMqΓF q0
of the centre of xM . Here pm is the Lie algebra of xM , while ξ ranges over the
roots of p pG0, AxM q (including 0), and pΣM denotes the set of non-zero roots.
We then fix a decomposition
AdG,M ˝ rψM “ à
hPH
ψN
σh b νh
that is compatible with the decompositions (5.8.9) and (5.8.11), in the fol-
lowing sense: the first condition means that we can write
σh b νh “ σκ b νκ, h P HψN
for a surjective mapping h Ñ κ from the indexing set HψN to KψN . The
second condition means that HψN is a disjoint union of sets HψN ,ξ, such
that if ρξ is the restriction of AdG,M to the subspace pgξ of pg, then
ρξ ˝ rψM “ à
hPH
ψN ,ξ
σh b νh.(5.8.12)
We denote by pgh the subspace of pgξ on which the representation σh b νh
acts.
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Let H´
ψN ,ξ
be the pre-image of K´
ψN
in HψN ,ξ, and setpg´
ψN ,ξ
“
à
hPH´
ψN,ξ
pgh.
Similarly set H´
ψN
to be the pre-image of K´
ψN
in HψN . Then we have
H´
ψN
“
ž
ξ
H´
ψN ,ξ
and we set pg´
ψN
:“
à
ξ
pg´
ψN ,ξ
“
à
hPH´
ψN
pgh(5.8.13)
then the product Sψ ˆAψ “ Sψ ˆLψ ˆ SL2pCq acts on pg´ψN , and there is a
S
˚
ψ-equivariant morphism from Sψ into the semisimple algebra EndAψppg´ψN q.
Hence we can write (5.8.10) in the form:
ǫGψ pxsq “ detps,EndAψ ppg´ψN qq, s P Sψ.(5.8.14)
To relate with the corresponding sign character on M , we setpm´
ψN
:“ pg´
ψN ,0
Ă pm.
In the notation of section 5.1 let Nψ be the normalizer of Tψ in Sψ. Then
for n P Nψ having image u in Nψ, write
ǫMψ puq :“ detpn,EndAψppm´ψN qq(5.8.15)
then the formula (5.8.15) matches the earlier definition of the canonical
extension ǫMψM pruq of the character ǫMψM to rSψM ,u. We can therefore write:
ǫMψ puq “ ǫ
M
ψM
pruq “ ǫ1ψpuq.
We also set, for n P Nψ having image u P Nψ as above:
ǫ
G{M
ψ puq :“ detpn,EndAψppg´ψN {pm´ψN qq(5.8.16)
then ǫ
G{M
ψ puq depends only on the image wu of u in Wψ (c.f. the discussion
after equation (4.6.6) of [A1]). Thus we can write:
ǫGψ pxuq “ ǫ
1
ψpuqǫ
G{M
ψ pwuq, u P Nψ.(5.8.17)
The next step is to analyze the global normalizing factor
rψpwq “ r
G
ψ pwq “ rP pw,ψM q
given by the value at λ “ 0 of the quotient:
(5.8.18)
Lp0, ρP,w ˝ rψM,λqǫp0, ρP,w ˝ rψM,λq´1Lp1, ρP,w ˝ rψM,λq´1, λ P a˚M,C
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here ρP,w “ ρ
_
w´1P |P , with ρw´1P |P being the adjoint representation of
LM
on
w´1pnPw{w´1pnPw X pnP .
(c.f. the paragraph before equation (5.4.9)). Here we are using the Artin
notation for the L and ǫ-factors, but we remember that for the ǫ-factor it
is always given the automorphic definition; in fact as the analysis below
shows (by virtue of lemma 5.8.1), we do not need to consider epsilon factors
associated to Asai representations, and only need to consider Rankin-Selberg
epsilon factors, for which both the Artin theoretic and the automorphic
definitions coincide.
Denote by pΣP Ă pΣM the set of roots of p pP ,AxM q. PutpΣP,w :“ tα P pΣP : wα R pΣP u.
Then we have
ρP,w “
à
αPpΣP,w
ρ_´α –
à
αPpΣP,w
ρα
since we have the isomorphism ρ_´α – ρα determined by the Killing form onpg. From the decomposition (5.8.12), we have
Lps, ρα ˝ rψM,λq “ Lps` αpλq, ρα ˝ rψM q(5.8.19)
“
ź
hPH
ψN,α
Lps` αpλq, σh b νhq.
In particular the L-functions Lps, ρα ˝ rψM,λq, and hence Lps, ρP,w ˝ rψM,λq,
has analytic continuation and functional equation. As in loc. cit. we have
the following expression for rψpwq:
rψpwq “ lim
λÑ0
Lp1, ρ_P,w ˝
rψM,λqLp1, ρP,w ˝ rψM,λq´1
“ lim
λÑ0
ź
αPpΣP,w
Lp1, ρ_α ˝
rψM,λqLp1, ρα ˝ rψM,λq´1
“ lim
λÑ0
ź
αPpΣP,w
Lp1´ αpλq, ρ_α ˝
rψM qLp1` αpλq, ρα ˝ rψM q´1.
Now the argument on p.38 of [A9] shows that the two sets of of representa-
tions of Lψ (up to isomorphism):
tρα ˝ rψMuαPpΣP,w
tρ_α ˝
rψM uαPpΣP,w
are in bijection. We hence obtain the following expression for rψpwq:
rψpwq “ lim
λÑ0
ź
αPpΣP,w
pp´αpλqqa´ααpλq´aαq(5.8.20)
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here we have denoted
aα “ ords“1 Lps, ρα, rψM q.
From (5.8.19), it follows that if we similarly denote
ah “ ords“1 Lps, σh b νhq, h P HψN ,α,
then we have
aα “
ÿ
hPH
ψN,α
ah.
We have the adjoint relation for the L-function of unitary representations
(with respect to standard representations as above):
Lps, pσh b νhq
_q “ Lps, σh b νhq(5.8.21)
from which it follows that
ah “ ords“1 Lps, pσh b νhq
_q
and hence
a´α “ aα.
Thus (5.8.20) becomes
rψpwq “
ź
αPpΣP,w
ź
hPH
ψN ,α
p´1qah(5.8.22)
In fact, it follows from the adjoint relation (5.8.21) that in the product of
(5.8.22) it suffices to consider only those h P HψN ,α such that σh is self-dual:
σ_h – σh.
The analysis is now divided into the two cases depending on the parity of
nh “ dim νh. We have:
Lps, σh b νhq “
nhź
i“1
Lps`
1
2
pnh ´ 2i` 1q, σhq.(5.8.23)
Since the L-functions Lps, σhq are associated to unitary cuspidal automor-
phic representations, with respect to standard representations, they are non-
zero whenever Repsq ě 1 or Repsq ď 0; furthermore, the only possible poles
are at s “ 0 and s “ 1. Hence on the right hand side of (5.8.23), the only
terms that would contribute to ah “ ords“1 Lps, σhb νhq are given by those
i such that
1`
1
2
pnh ´ 2i` 1q “ 0,
1
2
, 1.
Suppose first that nh “ dim νh is even, i.e. νh is symplectic. Then there is
exactly one i such that 1` 1{2pnh ´ 2i` 1q “ 1{2, and thus
ah “ ords“1 Lps, σh b νhq “ ords“1{2 Lps, σhq.
Since σh is self-dual, it satisfies the functional equation
Lps, σhq “ ǫps, σhqLp1´ s, σhq(5.8.24)
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hence we have
p´1qah “ ǫp1{2, σhq.(5.8.25)
Now since dim νh is even, we have by lemma 5.8.1 that the standard
representation σh cannot be diagonal, thus σh is self-dual of Rankin-Selberg
type Rkk1 with k, k
1 P IψN such that k
1 ‰ k, k˚.
It is at this point that we crucially apply the induction hypothesis for
theorem 2.5.4(b). If σh is orthogonal, then we can apply the induction
hypothesis for theorem 2.5.4(b) to conclude that ǫp1{2, σhq “ 1, hence the
only terms with dim νh being even that contribute to (5.8.22) are given by
those σh that are symplectic, i.e. h P H
´
ψN ,α
. It equals the product
r´ψ pwq “
ź
αPpΣP,w
p´1q
|H´
ψN,α
|
(5.8.26)
Remark 5.8.2.
At this point it is necessary to remark on the use of induction hypoth-
esis for theorem 2.5.4(b) in the above argument. Following remark 2.5.7,
we see that, under the induction hypothesis, the following is valid with re-
spect to our fixed integer N : suppose that for i “ 1, 2 we have ki P KψN
corresponding to parameters ψNii P
rΨsimpNiq with ψNii “ µi b νi, such that
N1`N2 ă N . Then if the pair µ1 and µ2 is conjugate self-dual of the same
parity, i.e. Rk1k2 is orthogonal, then
ǫp1{2, µ1 ˆ µ
c
2q “ 1.
Recall that we allow G to be an element in rEsimpNq or the twisted grouprGE{F pNq. First consider the case that G is an element in rEsimpNq. Then
from the fact that M ‰ G0 and that Ψ2pM,ψ
N q is non-empty, we see that
we must have N1 ` N2 ă N ; hence the use of induction hypothesis for
theorem 2.5.4(b) is valid.
Next we consider the case that G “ rGE{F pNq. Again we have M ‰ G0,
from which we have N1, N2 ă N . However, in the case where G “ rGE{F pNq
we can certainly have N1 ` N2 “ N (if N1 ` N2 ă N then we just use
the induction hypothesis for theorem 2.5.4(b)). From the proof of lemma
5.8.1, we see that the set of irreducible representations νκ of SL2pCq that
is paired with the standard representation Rk1k2 arises from the set of all
irreducible constituents of the tensor product representation ν1 b ν2. It
follows that, in the case where N1 ` N2 “ N , we still obtain the same
conclusion as before, unless Rk1k2 is orthogonal, and that the tensor product
ν1 b ν2 decomposes into an odd number of irreducible representations of
SL2pCq of even dimension, i.e. unless ψ
N “ ψN11 ‘ ψ
N2
2 is an ǫ-parameter
(as defined in the paragraph after equation (5.5.12)). It follows that in the
case where G “ rGE{F pNq, then provided that ψN is not an ǫ-parameter,
then the above reasoning leading to equation (5.8.26) is valid.
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For future reference (more precisely for the proof of proposition 6.1.5), we
also note that, in the case where G “ rGE{F pNq and ψN is an ǫ-parameter
as above, then the validity of the reasoning leading to (5.8.26) is equivalent
to ǫp1{2, µ1 ˆ µ
c
2q “ 1.
Now we consider the case that nh “ dim νh is odd, i.e. νh is orthogonal.
Again the functional equation (5.8.24) is satisfied since σh is self-dual. Now
if nh ą 1, then there is exactly one i such that
1`
1
2
pnh ´ 2i` 1q “ 1
1`
1
2
pnh ´ 2pi` 1q ` 1q “ 0
hence there are two terms on the right hand side of (5.8.23) that contribute
to ah. By the functional equation (5.8.24), we have
ords“1 Lps, σhq “ ords“0 Lps, σhq
hence their contributions cancel in the product (5.8.22). Thus we are re-
duced to considering the case nh “ 1, i.e. νh is the trivial one-dimensional
representation of SL2pCq. Then ah “ ords“1 Lps, σhq. Again, we can ap-
ply the induction hypothesis for theorem 2.5.4(a) to obtain the value of
ords“1 Lps, σhq: in the case where σh is of the form Asai
˘
k for k P IψN , then
theorem 2.5.4(a) asserts that Lps, σhq has a pole at s “ 1, necessarily simple,
if and only if σh contains the trivial representation of Lψ; otherwise Lps, σhq
is analytic and non-zero at s “ 1; the same assertion is of course valid in the
case where σh is of Rankin-Selberg type, by the results of [JPSS]. Thus the
contribution of those terms on the right hand side of the product (5.8.22)
with dim νh odd are given by those h such that σh b νh containes the one-
dimensional trivial representation of Aψ “ LψˆSL2pCq. As in loc. cit. this
total contribution (i.e. over α P pΣP,w and over h P HψN ,α such that σh is
self-dual and σh b νh contains the one-dimensional trivial representation) is
seen to be equal to the sign character s0ψpwq on Wψ.
Thus to conclude, we have the factorization:
rψpwq “ r
´
ψ pwqs
0
ψpwq.(5.8.27)
From the factorization (5.8.17) and (5.8.27), it follows that the spectral sign
lemma is equivalent to:
r´ψ pwq “ ǫ
G{M
ψ pwq, w PWψ.(5.8.28)
which by (5.8.26) is equivalent to proving the equality:
ǫ
G{M
ψ pwq “
ź
αPpΣP,w
p´1q
|H´
ψN ,α
|
(5.8.29)
The argument for the proof of (5.8.29) is the same as that given in section
4.6 of [A1], from which we conclude the proof of the spectral sign lemma
5.5.1. Finally, the proof of the endoscopic sign lemma given in loc. cit.
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applies without change in our context, and so we also conclude the proof of
the endoscopic sign lemma 5.6.1.
6. Study of Critical Cases
6.1. The case of square-integrable parameters. In this section we treat
a class of parameters, which are critical for establishing the local theorems in
section 7 and 8. These are not directly amenable to the induction arguments
of the previous subsection, and we need the arguments as given in chapter
5 of [A1].
For this purpose we introduce a set of parameters:
rF “ 8ž
N
rFpNq(6.1.1)
rFpNq Ă rΨpNq.
We denote rFsimpNq :“ rF X rΨsimpNqrFellpNq :“ rF X rΨellpNq
etc, and we make the assumption that rF is the graded semi-group generated
by rFsimpNq with respect to the operation ‘. We define degψN :“ N for
ψN P rΨpNq.
As in the previous section, we fix the integer N , and from the induction
hypothesis that all the global theorems are valid for parameters in rΨ of
degree less than N . We assume that the simple parameters of the family rF
have degree less than or equal to N . For the arguments of section 6 we can
work exclusively within the family rF .
In order to carry out the arguments in this section we need to impose
additional hypotheses on the family rF . We first set up some notations:rF 1pNq :“ rFpNqr rΦsimpNqrF 1simpNq :“ rFsimpNqr rΦsimpNqrF 1ellpNq :“ rFellpNqr rΦsimpNq
etc (recall that rΦsimpNq is the subset of rΨpNq consisting of simple generic
parameters).
For each G “ pG, ξq P rEsimpNq, put:rF 1pGq :“ tψ “ pψN , rψq P ΨpGq| ψN P rF 1pNqu(6.1.2)
and similarly for the definition of rF 1simpGq, rF 12pGq, rF 1ellpGq, etc. As before
for ψN R rΦsimpNq, the induction hypothesis implies that the seed theorems
2.4.2 and 2.4.10 are valid for the simple generic constituents of ψN ; thusrψN is defined and the condition ψ “ pψN , rψq P ΨpGq is well-defined and
150 CHUNG PANG MOK
is equivalent to rψN factoring through ξ with rψN “ ξ ˝ rψ ( rψ is of course
uniquely determined by rψN ).
We would like to define the set rFpGq by the same definition as in (6.1.2)
except that we only require ψN P rFpNq. However, if ψN P rFpNq r rF 1pNq,
then ψN is a simple generic parameter, and the seed theorems has yet to
be shown to be valid for ψN . We will thus need to work with a provisional
definition for the case of simple generic parameters.
On the other hand in the case where G P rEellpNqr rEsimpNq is composite,
we can write
G “ G1 ˆG2, Gi P rEsimpNiq, Ni ă N.
and we can define rFpGq :“ rFpG1q ˆ rFpG2q
with rFpGiq :“ tψ “ pψNi , rψq P ΨpGiq| ψNi P rFpNiqu
being well-defined since the seed theorems are valid for simple generic pa-
rameters of degree less than N . Similarly for the definition of rF2pGq, rFellpGq
etc. in the case of composite G.
Back to the case of simple G P rEsimpNq. We define the setrFsim-genpGq
to be consisting of pairs ψ “ pG,ψN q where ψN P rFsim-genpNq :“ rFpNq XrΦsimpNq, satisfying the following two conditions:
(1) The stable linear form SG
disc,ψN
is not zero.
(2) There exists a stable linear form
f ÞÑ fGpψq, f P HpGq
such that rfGpψq “ rfN pψN q, rf P rHpNq.
For G “ pG, ξq P rEsimpNq we can formally define a map:
ξ˚ : rFsim-genpGq Ñ rFsim-genpNq(6.1.3)
ψ “ pG,ψN q ÞÑ ψN .
Then we have ď
pG,ξqPrEsimpNq
ξ˚ rFsim-genpGq Ă rFsim-genpNq(6.1.4)
however at this point we cannot yet conclude that the inclusion (6.1.4) is an
equality nor that the union in (6.1.4) is disjoint.
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We then simply define for G P rEsimpNq:rFpGq :“ rF 1pGqğ rFsim-genpGq(6.1.5) rFsimpGq :“ rF 1simpGqğ rFsim-genpGqrF2pGq :“ rF 12pGqğ rFsim-genpGqrFellpGq :“ rF 1ellpGqğ rFsim-genpGq
etc.
We can now make the following hypothesis on the set of parameters in rF ,
which we impose in the rest of the section:
Hypothesis 6.1.1. With notations as above:
(a) Suppose that G “ pG, ξq P rEellpNq, and that ψ P rF2pGq. Then there
exists a unique stable linear form
f ÞÑ fGpψq, f P HpGq
satisfying:
(1) For rf P rHpNq we have rfGpψq “ rfN pξ˚ψq.(6.1.6)
(2) In case G “ G1 ˆG2 and ψ “ ψ1 ˆ ψ2 are composite then we have
fGpψq “ fG11 pψ1q ˆ f
G2
2 pψ2q(6.1.7)
if
fG “ fG11 ˆ f
G2
2 .
(b) The inclusion (6.1.4) is an equality (this part of course concerns only
the simple generic parameters of degree N).
Remark 6.1.2.
(a) Part (a) of Hypothesis 6.1.1 is of course a global version of the statement
of part (a) of theorem 3.2.1. The statement in hypothesis 6.1.1 holds also
for the parameters ψ P rFpGqr rF2pGq (in other words for ψN R rFellpNq), by
applying the induction hypothesis to a proper Levi subgroup of G.
(b) In the case G P rEsimpNq, the definition of the set rFsim-genpGq of simple
generic parameters of G may look a bit unnatural. In fact, in the absence
of theorem 2.4.2 for simple generic parameters of degree N , it is more rea-
sonable to define the set rF#sim-genpGq
just to be consisting of pairs ψ “ pG,ψN q such that ψN is simple generic
and SG
disc,ψN
is not identifically zero. Then rFsim-genpGq Ă rF#sim-genpGq but at
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this point we do not know a priori that this inclusion is an equality. On the
other hand, we do have the equalityď
pG,ξqPrEsimpNq
ξ˚ rF#sim-genpGq “ rFsim-genpNq
(but at this point we do not know a priori that the union is disjoint). This
can be seen as follows: if ψN is simple generic, (5.6.2) just becomesrINdisc,ψN p rfq “ ÿ
GPrEsimpNq
rιpN,Gq ¨ pSGdisc,ψN p rfGq, rf P rHpNq
indeed the terms SG
disc,ψN
for G P rEellpNq r rEsimpNq all vanish (as follows
from proposition 4.3.4). Hence we conclude that the distribution SG
disc,ψN
is
non-zero for some G “ pG, ξq P rEsimpNq, i.e. ψN P ξ˚ rF#sim-genpGq.
We thus similarly definerF#pGq :“ rF 1pGqğ rF#sim-genpGqrF#simpGq :“ rF 1simpGqğ rF#sim-genpGqrF#2 pGq :“ rF 12pGqğ rF#sim-genpGq
etc.
We also note that if we can establish part (a) of hypothesis 6.1.1, but for
all ψ P rF#2 pGq (the difference of course concerns only the simple generic
parameters), then we would have rFsim-genpGq “ rF#sim-genpGq. In particular
(6.1.4) is then an equality.
As in the arguments in section 5, comparison with the twisted trace for-
mula for rGE{F pNq plays a crucial role. Thus consider ψN P rFellpNq an
elliptic parameter. Recall the notion of an ǫ-parameter (defined in the para-
graph before the statement of the spectral sign lemma 5.5.1). The case of
an ǫ-parameter will be treated below, thus we first consider the case ψN is
not an ǫ-parameter. We would like to use the spectral and endoscopic ex-
pansions of proposition 5.5.2 and 5.6.2 respectively. Strictly speaking these
expansions are derived under the tacit assumption that ψN is not a simple
generic parameter (in order to apply the induction hypothesis to have the
validity of the seed theorems for the simple generic constituents of ψN ).
However, with the presence of hypothesis 6.1.1 in force, the case of sim-
ple generic parameters can also be treated in the same (actually simpler)
manner.
Thus we first assume that ψN P rFellpNq r rFsim-genpNq is not a simple
generic parameter. By hypothesis 6.1.1, we see that the hypothesis for the
endoscopic expansion (5.6.32) of proposition 5.6.2 is satisfied (in fact for the
endoscopic expansion we do not need to make the assumption that ψN is
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not an ǫ-parameter). In the case of rGE{F pNq and ψN P rΨellpNq the twisted
centralizer Sψ is a connected abelian torsor; in particular SψN is reduced
to a singleton tx1u and NψN – WψN – SψN “ tx1u. Thus the expansion
(5.6.32) just becomes:
rINdisc,ψN p rfq ´ 0rsNdisc,ψN p rfq “ 12eψN px1qrǫNψN px1q rf 1N pψ, x1q(6.1.8)
(the element sψN does not matter in this case since SψN is connected).
Similarly the spectral expansion (5.5.20) is just:
rINdisc,ψN p rfq ´ 0rNdisc,ψN p rfq “ 12 iψN px1qrǫNψN px1q rfN pψ, x1q.(6.1.9)
We note the global intertwining relation for ψN , namely that in this case
it reduces to (6.1.6) of hypothesis 6.1.1 (the situation is similar to the local
case in section 3.5, c.f. (3.5.20)-(3.5.21)). Thusrf 1N pψN , x1q “ rfN pψN , x1q, rf P rHpNq.(6.1.10)
The expansions (6.1.8) and (6.1.9), together with (6.1.10) and the equality
iψN px1q “ eψN px1q (equation (5.1.8)) gives:
0rNdisc,ψN p rfq “ 0rsNdisc,ψN p rfq.(6.1.11)
For the twisted group rGE{F pNq the distribution 0rNdisc,ψN p rfq of course
vanishes, by the theorem of Moegin-Waldspurger [MW] and Jacquet-Shalika
[JS]. Hence
0rsN
disc,ψN
p rfq also vanishes. As in the the arguments in section 4
and 5, we can work interchangeably with rf P rHpNq and a compatible family
of functions F “ tf P HpG˚q| G˚ P rEellpNqu, and we have:
ÿ
G˚ rEsimpNq
rιpN,G˚q0SG˚disc,ψN pfq “ 0, f P F .(6.1.12)
Next consider G “ pG, ξq P rEsimpNq, and ψN is a simple generic parameter
such that ψN P ξ˚ rFsim-genpGq (recall that at this point we can still not assert
that the inclusion (6.1.4) is an equality). Let ψ “ pG,ψN q P rFsim-genpGq be
the parameter defined by ψN . In this case we simply put
Sψ “ SψpGq “ t1u
and by hypothesis 6.1.1, we have the existence of the stable linear form
fGpψq, which allows us to define
0
SG
disc,ψN
as in (5.6.28), which simply be-
comes:
0
SGdisc,ψN pfq “ S
G
disc,ψN pfq ´ f
Gpψq, f P HpGq.(6.1.13)
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On the other hand we have another element G_ P rEsimpNq, and we simply
put
0
SG
_
disc,ψN pfq “ S
G_
disc,ψN pfq, f P HpG
_q.(6.1.14)
This is to be expected sinceG P rEsimpNq is the unique element through which
ψN factors, and thus ψN should make no contribution to the distribution
SG
_
disc,ψN
. Then with this convention the identity (6.1.12) is still valid; its
derivation is in fact much simpler as follows: from the fact that ψN is a
simple parameter, the terms on the right hand side of (5.4.2) (with G “rGE{F pNq in the notation there) have to vanish, again by the theorems of
[MW] and [JS]. Thus
rINdisc,ψN p rfq “ rNdisc,ψN p rfq “ 12 tr rRNdisc,ψN p rfq “ 12 rfNpψN q.
Similarly for the expansion (5.6.2) (again with G “ rGE{F pNq in the no-
tation there), all the terms associated to G˚ P rEellpNqr rEsimpNq vanish, by
virtue of the stable multiplicity formula applied to such G˚ (which follows
from the induction hypothesis as such G˚ is composite). ThusrINdisc,ψN p rfq “ rsNdisc,ψN p rfq “ ÿ
G˚PrEsimpNq
rιpN,G˚qpSG˚disc,ψN p rfG˚q
“ rιpN,Gq rfGpψq ` ÿ
G˚PrEsimpNq
rιpN,G˚q0 pSG˚disc,ψN p rfG˚q
“
1
2
rfGpψq ` ÿ
G˚PrEsimpNq
rιpN,G˚q0 pSG˚disc,ψN p rfG˚q
(recall that here we are considering a fixed G P rEsimpNq such that ψN P
ξ˚ rFsim-genpGq).
Combining the two expansions and again using the equality rfGpψq “ rfNpψN q
from (6.1.6), we again obtain (6.1.12), upon replacing rf P rHpNq by a com-
patible family F .
Thus to conclude the identity (6.1.12) is valid for ψN P ξ˚ rF2pGq for any
G P rEellpNq with ψN not an ǫ-parameter.
Proposition 6.1.3. Suppose that G “ pG, ξq P rEellpNq, and ψN P ξ˚ rF2pGq
not an ǫ-parameter, with ψN “ ξ˚ψ for ψ P rF2pGq. Then we have:
(1) If G P rEsimpNq, then the stable multiplicity formula is valid for the pair
pG,ψq if and only if we have
0
SG
˚
disc,ψN “ S
G˚
disc,ψN “ 0(6.1.15)
for G˚ P rEsimpNq with G˚ ‰ G. In the case N is odd (6.1.15) holds, and
hence the stable multiplicity formula is valid for pG,ψq
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(2) In the case where G R rEsimpNq we also have:
0
SG
˚
disc,ψN “ S
G˚
disc,ψN ” 0, R
G˚
disc,ψN ” 0
for every G˚ P rEsimpNq.
Proof. First we consider the case that G P rEsimpNq. Then by (6.1.12) we
have ÿ
G˚ rEsimpNq
rιpN,G˚q0SG˚disc,ψN pfG˚q “ 0(6.1.16)
for any compatible family of functions F “ tfG˚ P HpG
˚q| G˚ P rEsimpNqu.
Recall that besides G, there is only one other element G_ P rEsimpNq. Thus
if (6.1.15) holds, we have
0
SGdisc,ψN p
rfGq “ 0
for any rf P rHpNq. By the surjectivity of the Kottwitz-Shelstad transferrf ÞÑ rfG (Proposition 3.1.1(b)), it follows that 0SG
disc,ψN
” 0, i.e. the stable
multiplicity formula is valid for the pair pG,ψq. The converse is similar.
In the case N is odd, then since the two data G and G_ has no Levi sub-
data in common (c.f. remark 2.4.1), we can choose the compatible family
tfG˚u so that fG_ ” 0, while fG being arbitrary. Hence from (6.1.16) we
obtain the vanishing of SG
disc,ψN
. Similarly for the vanishing of SG
_
disc,ψN
.
Next we consider the case that G “ pG, ξq P rEellpNqr rEsimpNq, and that
ψN P ξ˚ rF2pGq is not an ǫ-parameter (note that in this case ψN cannot be a
simple parameter). The since G is composite, the stable multiplicity formula
is valid for the pair pG,ψq (which follows from our induction hypothesis).
Since ψN R rΨpG˚q for G˚ “ pG˚, ξ˚q P rEsimpNq, we have by part (a) of
proposition 5.7.1:
(6.1.17)
trRG
˚
disc,ψN pfG˚q “
0
SG
˚
disc,ψN pfG˚q “ S
G˚
disc,ψN pfG˚q, fG˚ P HpG
˚q.
By the assumption that ψN is not an ǫ-parameter, the identity (6.1.16) is
again valid, hence substituting (6.1.18) in (6.1.16) we have:ÿ
G˚ rEsimpNq
rιpN,G˚q trRG˚disc,ψN pfG˚q “ 0.(6.1.18)
By the now familiar use of lemma 4.3.6, we deduce
trRG
˚
disc,ψN ” 0
for every G˚ P rEsimpNq. Hence we deduce the rest of the proposition from
(6.1.18). 
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The case where G P rEsimpNq with N being even is much more subtle,
and the full resolution is only completed in chapter 9. We first setup some
preliminary considerations. Thus for N even, let L – GE{F pN{2q be the
Siegel Levi of UE{F pNq, equipped as a Levi sub-datum of G. Similarly for
for the other element G_ “ pG_, ξ_q P rEsimpNq denote by L_ the Levi sub-
datum of G_ with the same underlying group as L. The datum L and L_
are equivalent, c.f. remark 2.4.1. Define two transfer mappings:
f ÞÑ fL “ fL, f P HpGq “ HpUE{F pNqq
f_ ÞÑ f_,L
_
“ f_L_, f
_ P HpG_q “ HpUE{F pNqq
to the space SpLq “ IpLq (resp. to the space SpL_q “ IpL_q; of course L
and L_ have the same underlying group and the two transfer mappings are
the same, but it is still important to distinguish them notationally). Denote
by rS0pLq (resp. rS0pL_q) the image of the transfer mapping.
Proposition 6.1.4. Suppose that G and ψ are as in proposition 6.1.3, with
G P rEsimpNq and N being even. Then there exist linear forms
hL ÞÑ hLpΛq, hL P rS0pLq
h_,L
_
ÞÑ h_,L
_
pΛ_q, h_,L
_
P rS0pLq
on rS0pLq and rS0pL_q, such that
SGdisc,ψN pfq “ |Sψ|
´1ǫGpψqfGpψq ´ fLpΛq, f P HpGq
and
SG
_
disc,ψN pf
_q “ f_,L
_
pΛ_q, f_ P HpG_q.
Furthermore, we have
fLpΛq “ f_,L
_
pΛ_q
with f (resp. f_) the the function associated to G (resp. G_) in a compatible
family, and the linear form
f_ ÞÑ f_,L
_
pΛ_q, f_ P HpG_q
is a unitary character on G_pAF q “ UE{F pNqpAF q.
Proof. We use (6.1.12), which simplifies to (using rιpN,Gq “ rιpN,G_q “ 1{2)
0
SGdisc,ψN pfq `
0
SG
_
disc,ψN pf
_q “ 0
where f and f_ are functions associated to G, resp. G_, in the compat-
ible family occuring in (6.1.12). The only condition between f and f_
imposed by the compatible family is given by (3.1.5). From this it follows
that
0
SG
disc,ψN
pfq, resp.
0
SG
_
disc,ψN
pfq factors through a linear form on rS0pLq,
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resp. rS0pL_q. More precisely we have linear forms Λ, resp. Λ_ on rS0pLq,
resp. rS0pL_q, such that:
0
SGdisc,ψN pfq “ ´f
LpΛq, f P HpGq
0
SG
_
disc,ψN pf
_q “ f_,L
_
pΛ_q, f_ P HpG_q
and satisfying
fLpΛq “ f_,L
_
pΛ_q
when f resp. f_ are functions associated to G resp. G_ that is part of a
compatible family.
For the final assertion we use the equality from (5.7.3):
trRG
_
disc,ψN pf
_q “
0
SG
_
disc,ψN pf
_q, f_ P HpG_q
since
0
SG
_
disc,ψN
pf_q “ f_,L
_
pΛ_q, it follows that Λ_ is a unitary character
(possibly zero).

Thus the linear form Λ (and Λ_) is the obstruction to the validity of the
stable multiplicity formula in the situation of proposition 6.1.4. The full
resolution, namely the proof of the vanishing of Λ, is achieved in chapter 9.
For generic parameters with certain local constraints at archimedean places,
we will establish the vanishing of the linear form Λ for these parameters in
section 6.4.
Note that in the situation proposition 6.1.3, the stable multiplicity for-
mula for such a parameter ψN is already shown to be valid in the case when
N is odd; we simply interpret this as the vanishing of the linear form Λ.
We now treat the case where ψN is an ǫ-parameter.
Proposition 6.1.5. Suppose that ψN “ ψN11 ‘ ψ
N2
2 P
rFellpNq is an ǫ-
parameter. Then for any G˚ P rEsimpNq we have:
(6.1.19)
trRG
˚
disc,ψN pfq “ 0 “
0
SG
˚
disc,ψN pfq “ S
G˚
disc,ψN pfq, f P HpG
˚q.
Furthermore, for the simple generic constituents µ1 and µ2 of ψ
N1
1 and ψ
N2
2
respectively, we have
ǫp1{2, µ1 ˆ µ
c
2q “ 1(6.1.20)
in accordance with part (b) of theorem 2.5.4.
Proof. The main issue is that, in the case where ψN is an ǫ-parameter, we
do not have the identity (6.1.12) a priori; this is because the derivation
of (6.1.12) relies on the spectral expansion (6.1.9) (namely the expansion
(5.5.20) in the present setting). As seen in section 5.5, the derivation of
the spectral expansion (6.1.9) depends on the spectral sign lemma, whose
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validity in the case of ǫ-parameter is equivalent to (6.1.21), which we still
have not yet proven at this point.
Recall that we have four quantities:rNψN pwuq, ǫ1ψN puq, sgnN,0pwuq, ǫNψN pxuq
occuring in the statement of the spectral sign lemma for rGE{F pNq (note that
xu P rSψN is the element that is denoted as x1 in (6.1.8) and (6.1.9)). SincerSψN is an abelian torsor, we have ǫNψN pxuq “ ǫ1ψN puq “ sgnN,0pwuq “ 1, and
it follows from the discussion of section 5.8 (in particular remark 5.8.2) thatrNψN pwuq “ rNψN pwq “ ǫp1{2, µ1 ˆ µc2q
(w being the unqiue element of WψN ). Then instead of (6.1.9), the spectral
expansion is a priori of the form:rINdisc,ψN p rfq “ rINdisc,ψN p rfq ´ 0rNdisc,ψN p rfq(6.1.21)
“
1
2
ǫp1{2, µ1 ˆ µ
c
2qiψN px1q
rfN pψN , x1q.
The endoscopic expansion (6.1.8) remains valid:
rINdisc,ψN p rfq ´ 0rsNdisc,ψN p rfq “ 12eψN px1q rf 1N pψN , x1q.(6.1.22)
Hence using the identities iψN px1q “ eψN px1q and
rf 1N pψN , x1q “ rfN pψN , x1q,
we obtain from (6.1.22) and (6.1.23):
0rsNdisc,ψN p rfq(6.1.23)
“
1
2
pǫp1{2, µ1 ˆ µ
c
2q ´ 1qiψN px1q
rf 1N pψN , x1q.
Now since ψN is an ǫ-parameter we have ψN P ξ˚Ψ2pGq, for a unique G “
pG, ξq P rEellpNqr rEsimpNq and ψ P Ψ2pGq such that ψN “ ξ˚ψ. Namely that
we have
G “ G1 ˆG2, Gi “ pGi, ξiq P rEsimpNiq, Ni ă N
ψNii P pξiq˚
rFsimpGiq
ψNii “ pξiq˚ψi, ψi P
rFsimpGiq
We have rf 1N pψN , x1q “ rfGpψq. Furthermore, since ψi P rFsimpGiq, we have,
by the usual argument of considering the spectral and endoscopic expansion
with respect to Gi and ψ
Ni
i , that
trRGi
disc,ψ
Ni
i
pfiq “ S
Gi
disc,ψ
Ni
i
pfiq “ f
Gi
i pψiq, fi P HpGiq.(6.1.24)
(note that SψipGiq is trivial since ψi P
rFsimpGiq). We claim that the stable
linear form fGpψq on G is a sum, with non-negative coefficients, of irre-
ducible characters of representations π “ π1 b π2 on G “ G1 ˆG2. Indeed
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it suffices to verify this in the case when f “ f1ˆ f2, in which case we have
fG “ fG11 ˆ f
G2
2 , in which case we have by (6.1.7)
fGpψq “ fG11 pψ1q ˆ f
G2
2 pψ2q
and we conclude from (6.1.25).
We also note that the number iψN px1q is positive, which follows immediately
from the definition and the fact that SψN is an abelian torsor, namely that
in fact we have iψN px1q “ 1{4. Thus finally we can write (6.1.24) in the
form:
(6.1.25) ÿ
G˚PrEsimpNq
rιpN,G˚q0 pSG˚disc,ψN p rfG˚q ` 18p1´ ǫp12 , µ1 ˆ µc2qq rfGpψq “ 0.
Now in (6.1.26) we can work interchangeably between rf P rHpNq and a
compatible family of functions F “ tfG˚ P HpG
˚q| G˚ P rEellpNqu. Denote
by f the function in the family F that is associated to G. We thus have:
(6.1.26) ÿ
G˚PrEsimpNq
rιpN,G˚q0SG˚disc,ψN pfG˚q ` 18p1´ ǫp12 , µ1 ˆ µc2qqfGpψq “ 0.
By case (1) of proposition 5.7.1 we have
trRG
˚
disc,ψN “ S
G˚
disc,ψN “
0
SG
˚
disc,ψN .(6.1.27)
Hence we have:
(6.1.28) ÿ
G˚PrEsimpNq
rιpN,G˚q trRG˚disc,ψN pfG˚q ` 18p1´ ǫp12 , µ1 ˆ µc2qqfGpψq “ 0.
Recall that we have establsihed that fGpψq is a sum with positive coefficients
of characters of irreducible representations on G. Since the coefficient 1 ´
ǫp1{2, µ1 ˆ µ2q is non-negative (namely either equal to zero or two), we see
that we can apply lemma 4.3.6 on vanishing of coefficients to (6.1.29). From
the vanishing of coefficients we conclude that
trRG
˚
disc,ψN ” 0 for G
˚ P rEsimpNq(6.1.29)
ǫp1{2, µ1 ˆ µ
c
2q “ 1
and this concludes the proof by (6.1.28) again. 
Remark 6.1.6.
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The part of proposition 6.1.5 concerning the ǫ-factor ǫp1{2, µ1ˆµ
c
2q forms
the main induction step of the argument for the proof of part (b) of the-
orem 2.5.4 (in the present setting at least for parameters in the family rF ;
we will complete the argument in section 9. Proposition 6.1.3 and 6.1.5
also completes the proof that parameters ψN P ξ˚ rF2pGq for G “ pG, ξq PrEellpNqr rEsimpNq do not contribute to the discrete spectrum of G˚ for simple
G˚ P rEsimpNq.
6.2. The case of elliptic parameters. Recall that in the last subsection
we have treated the case of square-integrable parameters ψ P rF2pGq for
G P rEellpNq. In this section we treat the case of parameters ψ P rFellpGq for
G P rEsimpNq. Note that these two classes concerns exactly those parameters
that are not covered by proposition 5.7.4.
Thus for the rest of the subsection we let G “ pG, ξq P rEsimpNq. We
denote: rΨ2ellpGq :“ rΨellpGqr rΨ2pGqrF2ellpGq :“ rFpGq X rΨ2ellpGq.
In this subsection we will be concerned with the set of parameters rF2ellpGq.
In fact for parameters ψ P rΨ2ellpGq, we have ξ˚ψ R rΨellpNq, hence by remark
6.1.2 the conditions of hypothesis 6.1.1 already holds for such ψ from the
induction hypothesis, so in fact we can just work with the set rΨ2ellpGq. But
in accordance with the convention to work within the family rF , we will state
the results for the parameters rF2ellpGq.
Thus let ψ P rF2ellpGq and ψN :“ ξ˚ψ. Then ψN is characterized by the
condition:
ψN “ 2ψN11 ‘ ¨ ¨ ¨‘ 2ψ
Nq
q ‘ ψ
Nq`1
q`1 ‘ ¨ ¨ ¨‘ ψ
Nr
r , q ě 1(6.2.1)
SψpGq “ Op2,Cq
q ˆOp1,Cqr´q – Op2,Cqq ˆ pZ{2Zqr´q
|SψpGq| “ 2
r´t
where t “ 0 if r “ q and t “ 1 if r ą q.
We denote by Sψ,ell the set of components of Sψ indexed by x P Sψ such that
Eψ,ellpxq (as defined in section 5.6) is non-empty. Then for each x P Sψ,ell,
there is a unique element wx P Wψ,regpxq (with Wψ,regpxq being empty if
x R Sψ,ell).
One of the main tasks is to establish that such parameters ψ P rF2ellpGq
do not contribute to the discrete spectrum of G, and to establish the stable
multiplicity formula for ψ, which reduces to the assertion that SG
disc,ψN
“ 0
(note that from (6.2.1) we have that S
0
ψ contains a non-trivial central torus,
so the number σpSψq “ 0 by property (5.1.9)). To establish this in general
would require the global intertwining relation, which we have not establish
at this point. In this subsection, we collect some results which would be
needed in later subsections.
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Recall that in the present case for x P Sψ,ell, the sets Nψ,regpxq
„
Ñ
Wψ,regpxq are singleton. Thus denoting the unique element of Nψ,regpxq
as ux (thus ux maps to wx P Wψ,regpxq), we can take the liberty of setting
fGpψ, xq :“ fGpψ, uxq (f P HpGq) for x P Sψ,ell.
Proposition 6.2.1. For ψ P rF2ellpGq as in (6.2.1), suppose that the index
r satisfies r ą 1. Then there is a positive constant c such that, for any
compatible family F “ tf˚ P HpG˚q| G˚ P rEsimpNqu, we haveÿ
G˚PrEsimpNq
rιpN,G˚q trRGdisc,ψN pf˚q(6.2.2)
“ c
ÿ
xPSψ,ell
ǫGψ pxq
`
f 1Gpψ, sψxq ´ fGpψ, xq
˘
(here as before f is the function in the compatible family that is associated
to G).
Proof. Since in the case where ψ P rF2ellpGq we have ψN R rΨellpNq. Hence by
corollary 5.7.3 we again have the validity of the following identity:ÿ
G˚PrEsimpNq
rιpN,G˚q0SG˚disc,ψN pf˚q “ 0.(6.2.3)
As before denote by G_ “ pG_, ξ_q the other element of rEsimpNq (i.e.
other than G). Then we claim that
trRG
_
disc,ψN pf
_q “
0
SG
_
disc,ψN pf
_q, f_ P HpG_q.(6.2.4)
Indeed if ψN R pξ_q˚ΨpG
_q then this follows from case (1) of proposition
5.7.1. On the other hand if ψN P pξ_q˚ΨpG
_q, then from the form of ψN in
(6.2.1) we must have r “ q ě 2, and we have (denoting by ψ_ the parameter
in ΨpG_q defined by ψN ):
Sψ_pG
_q “ Spp2,Cqq(6.2.5)
Sψ_ “ t1u.
It follows, with the notations of proposition 5.3.4, that
dimTψ_ “ dimTψ_,x “ q ě 2
(here x is of course the unique trivial element of Sψ_pG
_q). Thus by propo-
sition 5.3.4 the global intertwining relation is valid for the pair pG_, ψ_q,
and so by case (2) of proposition 5.7.1, we see that (6.2.4) is again valid.
Thus it remains to treat the term for G itself. We use the spectral ex-
pansion (5.5.20) and the endoscopic expansion (5.6.32) for the pair pG,ψq.
In both expansion the summand is empty if x R Sψ,ell, so we can limit the
sum in both expansions to x P Sψ,ell. The number iψpxq “ eψpxq is easy to
compute: for x P Sψ,ell, we have
iψpxq “ |W
0
ψ|
´1|detpwx ´ 1q|
´1 “ 1 ¨
1
2q
“
1
2q
.
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Hence we have the expansions
IGdisc,ψN pfq ´ trR
G
disc,ψN pfq “
1
2q`r´t
ÿ
xPSψ,ell
ǫGψ pxqfGpψ, xq(6.2.6)
and
(6.2.7)
IGdisc,ψN pfq ´
0
SGdisc,ψN pfq “
1
2q`r´t
ÿ
xPSψ,ell
ǫGψ pxqf
1
Gpψ, sψxq.
Hence we have
0
SGdisc,ψN pfq(6.2.8)
“ trRGdisc,ψN pfq `
1
2q`r´t
ÿ
xPSψ,ell
ǫGψ pxq
`
fGpψ, xq ´ f
1
Gpψ, sψxq
˘
.
Substituting (6.2.4) and (6.2.8) into (6.2.3), we obtain the assertion (6.2.2),
with the constant c “ 1{2q`r´t`1 (noting that rιpN,Gq “ 1{2).

We next conisder the case where r “ 1 in (6.2.1), in other words
ψN “ 2ψN11(6.2.9)
SψpGq “ Op2,Cq
|SψpGq| “ 2
In particular N “ 2N1 has to be even. As above denote by G
_ “ pG_, ξ_q PrEsimpNq the other element not equal to G. Then we have ψN P pξ_q˚ rFpG_q,
with ψ_ P rFpG_q the parameter of G_ defined by ψN . We have
Sψ_pG
_q “ Spp2,Cq
Sψ_pG
_q “ t1u.
In the next proposition we denote by x1, respectively x
_
1 the unique
element of Sψ,ellpGq, and respectively Sψ_,ellpG
_q (of course x1 is simply
the non-trivial element of Sψ and x
_
1 the identity element of Sψ_). We
also denote by M_ the Levi component of the standard Siegel parabolic
subgroup of G_. Then we can identify M_ “ GE{F pN{2q. We regard
M_ “ pM_, ξ_q as an endoscopic datum rEpNq, and in particular as a Levi
sub-datum of G_ P rEsimpNq. The parameter ψN “ 2ψN11 then defines a
parameter ψ1,M_ P rΨpM_q such that ψN “ pξ_q˚ψ1,M_ .
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Proposition 6.2.2. Let ψ P rF2ellpGq such that ψN is as in (6.2.9). Then
for any compatible family F as above we haveÿ
G˚PrEsimpNq
trRGdisc,ψN pf
˚q `
1
8
`
pf_qM
_
pψ1,M_q ´ f
_
G_pψ
_, x_1 q
˘
(6.2.10)
“
1
8
`
f 1Gpψ, sψx1q ´ fGpψ, x1q
˘
.
Proof. The proof is similar to that of proposition 6.2.1; the only complication
is that this time we do not know the global intertwining relation for the pair
pG_, ψ_q, which is the reason for the extra term on the left hand side of
(6.2.10).
Identity (6.2.3) remains valid in this case, and so is (6.2.8); in fact in the
present case (6.2.8) simplies to:
(6.2.11)
0
SGdisc,ψN pfq “ trR
G
disc,ψN pfq `
1
4
`
fGpψ, x1q ´ f
1
Gpψ, sψx1q
˘
here we note that the sign ǫGψ px1q “ 1, as follows from the form of ψ
N in
(6.2.9), together with lemma 5.8.1 and the discussion after equation (5.8.10).
By the same argument we also have the following identity for the pair:
0
SG
_
disc,ψN pf
_q(6.2.12)
“ trRG
_
disc,ψN pf
_q ` iψ_px
_
1 q
`
f_G_pψ
_, x_1 q ´ pf
_q1G_pψ
_, x_1 q
˘
(in this case the element sψ_ does not matter because Sψ_ is connected and
hence Sψ_ is trivial). The constant iψ_ is given by (here w is the unique
Weyl element of Spp2,Cq):
iψ_ “ |W
0
ψ_ |
´1 sgn
0pwq
|detpw ´ 1q|
“ ´1{4(6.2.13)
and by descent we have
pf_q1G_pψ, x
_
1 q “ pf
_qG
_
pψq “ pf_qM
_
pψ1,M_q.
Thus we have
0
SG
_
disc,ψN pf
_q ´ trRG
_
disc,ψN pf
_q(6.2.14)
“ `
1
4
`
pf_qM
_
pψ1,M_q ´ f
_
G_pψ
_, x_1 q
˘
.
Substituting (6.2.11)-(6.2.14) into (6.2.3) (and again using rιpN,Gq “ rιpN,G_q “
1{2) we obtain (6.2.10). 
In section 6.3 we will use the technique of this subsection to study the
square-integrable parameters of section 6.1. In order to carry out the ar-
gument it is necessary to work with parameters in rF of degree larger than
N .
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Thus let ψ
N`
` P
rFpN`q (in the application we have in mind N` is typically
larger than N), written in the usual form:
ψ
N`
` “ l1ψ
N1
1 ‘ ¨ ¨ ¨‘ lrψ
Nr
r(6.2.15)
with ψNii P
rFsimpNiq, mutually distinct.
Put
N`,´ :“
ÿ
liodd
Ni(6.2.16)
ψ
N`,´
`,´ “
ð
liodd
ψNii .
Suppose that ψ
N`
` P pξ`q˚
rFpG`q for some G` “ pG`, ξ`q P rEsimpN`q,
with ψ
N`
` “ pξ`q˚ψ`. Put:
M` :“ GE{F pN1q
l11 ˆ ¨ ¨ ¨ ˆGE{F pNrq
l1r ˆG`,´(6.2.17)
here l1i is the greatest integer less than or equal to li{2, andG`,´ “ UE{F pN`,´q.
ThenM` is a Levi subgroup of G`, but as before we regardM` “ pM`, ξ`q
as an endoscopic datum rEpNq, which is a Levi sub-datum ofG` “ pG`, ξ`q PrEsimpN`q. We also note that the L-embedding ξ` restricts to an L-embedding
LG`,´ ãÑ
LGE{F pN`,´q which we denote as ξ`,´. Thus we have the datum
G`,´ “ pG`,´, ξ`,´q P rEsimpN`,´q.
Then we have the parameter ψ`,M` P
rΨ2pM`q of the form:
ψ`,M` :“ ψ
l11
1 ˆ ¨ ¨ ¨ ˆ ψ
l1r
r ˆ ψ`,´(6.2.18)
with ψ`,´ P rF2pG`,´q and ψi P rFsimpNiq such that ψN`,´`,´ “ ξ`,´,˚pψ`,´q
and ψ
N`
` “ ξ`,˚pψ`,M`q. Note that ψ`,M` maps to ψ` under the dual Levi
embedding LM` ãÑ
LG`.
Suppose that the condition N`,´ ď N is satisfied. Then the linear form
f 1G`,´pψ`,´, x`,´q is defined for any x`,´ P Sψ`,´, by hypothesis 6.1.1. It
then follows that the linear form f 1M`pψ`,M` , xM`q is defined on HpM`q
for any xM` P Sψ`,M` . The same descent argument as in lemma 5.7.2 then
shows that the linear form f 1
G`
pψ`, x`q is defined for any x` P Sψ` . In
particular, the stable linear form fG`pψ`q is defined and we have
fG`pψ`q “ f
M`pψ`,M`q.
It follows that we can form the distribution
0
SG
˚
disc,ψ
N`
`
ENDOSCOPIC CLASSIFICATION ... 165
on HpG˚q, as the difference between SG
˚
disc,ψ
N`
`
and its expected value, for
any G˚ “ pG˚, ξ˚q P rEellpN`q. Namely that
0
SG
˚
disc,ψ
N`
`
pf˚q
:“ SG
˚
disc,ψ
N`
`
pf˚q ´
ÿ
ψ˚P rFpG˚,ψN`` q
1
|Sψ˚ |
ǫψ˚pψ
˚qσpS
0
ψ˚qf
˚pψ˚q
where rFpG˚, ψN`` q is defined as follows: if G˚ “ G1ˆG2 with Gi “ pGi, ξiq PrEsimpN iq for i “ 1, 2 (so that ξ˚ “ ξ1 ˆ ξ2), thenrFpG˚, ψN`` q
“ tψ˚ “ ψ1 ˆ ψ2 P ΨpG˚q| ψi P rFpGiq for i “ 1, 2, ψN`` “ ψ1,N1 ‘ ψ2,N2u.
here above ψi,N
i
:“ pξiq˚ψ
i P rFpN iq.
Proposition 6.2.3. Suppose that ψ
N`
` P
rFpN`q as above, such that
N1 ` ¨ ¨ ¨ `Nr ď N(6.2.19)
Then for any compatible family of functions F` “ tf P HpG˚q| G˚ PrEellpN`qu, we have ÿ
G˚PrEellpN`q
rιpN`, G˚q0SG˚
disc,ψ
N`
`
pf˚q “ 0.(6.2.20)
Proof. We first note the difference between (6.2.20) and (6.2.3): in (6.2.20)
we have to sum over all G˚ P rEellpN`q, not just the simple endoscopic data;
this is because in general we have N` ą N , and so we cannot deduce a
priori from the induction hypothesis the validity of the stable multiplicity
formula for the composite G˚.
To prove (6.2.20), we again use the spectral expansion (5.5.20) and the
endoscopic expansion (5.6.32), applied to the pair p rGE{F pN`q, ψN`` q. Here
for the endoscopic expansion (5.6.32), the term
0rsN`
disc,ψ
N`
`
needs to be defined
instead to be:
0rsN`
disc,ψ
N`
`
p rfq “ ÿ
G˚PrEellpN`q
rιpN`, G˚q0SG˚
disc,ψ
N`
`
p rfG˚q.(6.2.21)
Under the assumption that (6.2.19), we have in particular N`,´ ď N , so
the linear forms rfN`pψN`` , x`q and rf 1N`pψN`` , x`q ( rf P rHpN`q) that occur
in both expansions are well-defined. Also recall the fact that for the twisted
group rGE{F pN`q, we already know that the linear form rfN`pψN`` , x`q de-
pends only on x` P Sψ` , by the discussion in the paragraph before lemma
5.3.3.
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With the modification of
0rsN`
disc,ψ
N`
`
as above, then the same argument as
in section 5.6 shows that the endoscopic expansion (5.6.32) remains valid
in this case. As for the justification of the spectral expansion (5.5.20),
the argument in section 5.4 and 5.5 leading up to (5.5.20) shows that, the
spectral expansion is valid, provided that the spectral sign lemma (lemma
5.5.1) is valid for ψ
N`
` . From the discussions in section 5.8, in particular
the discussion in remark 5.8.2, we see that this is valid provided that for all
ǫ-sub-parameters of ψ
N`
` the condition (6.1.21) on ǫ-factor is satisfied. But
under condition (6.2.19), any ǫ-sub-parameter of ψ
N`
` have degree at most
N , and so (6.1.21) is indeed satisfied by proposition 6.1.5 (in the case where
the sub-parameter has degree less than N then the condition on ǫ-factor
follows of course from the induction hypothesis).
Thus both the spectral and endoscopic expansions hold. Furthermore, the
global intertwining relation for p rGE{F pN`q, ψN`` q is also valid, by the same
descent argument in proposition 5.3.4 (here we are of course using the fact
that the global intertwining relation is valid for the pair p rGE{F pN`,´q, ψN`,´`,´ q,
by hypothesis 6.1.1 and the condition (6.2.19)). We thus conclude that
0rN`
disc,ψ
N`
`
p rfq “ 0rsN`
disc,ψ
N`
`
p rfq.
Since we already know that the left hand side vanishes this gives
0rsN`
disc,ψ
N`
`
p rfq “ 0
and the usual argument of replacing rf P rHpN`q by a compatible family F`
concludes the proof. 
6.3. Supplementary parameter. We return to the study of square-integrable
parameters in section 6.1, using the technique of “enlarging” the original pa-
rameter.
Thus we assume G “ pG, ξq P rEsimpNq and ψ P rF2pGq. One of the
main issue is to resolve the provisional definition of the set of simple generic
parameters rFsim-genpGq given in section 6.1, which is based on the stable
multiplicity formula, with the definition in terms of the original construction
in section 2.4, based on the seed theorem 2.4.2 (which of course has yet to
be established for simple generic parameters of degree N). Similarly, part
(a) of theorem 2.5.4 asserts another characterization in terms of the pole at
s “ 1 of Asai L-functions. We will eventually establish the equivalence of
all these three characterizations in section 9.
Even though the complete proof of these three characterizations will be
achieved only in section 9, we can establish these assertions in the next
subsection for a particular set of parameters rF with certain local constraints.
The argument is based on the results of this subsection.
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As before write ψN “ ξ˚ψ P rFellpNq in the standard form:
ψN “ ψN11 ‘ ¨ ¨ ¨ ‘ ψ
Nr
r , ψ
Ni
i P
rFsimpNiq.(6.3.1)
We assume the Ni’s are arranged so that N1 ď Ni for all i. Put N` :“
N1 `N , and form the supplementary parameter
ψ
N`
` :“ ψ
N1
1 ‘ ψ
N “ 2ψN11 ‘ ψ
N2
2 ‘ ¨ ¨ ¨‘ ψ
Nr
r .(6.3.2)
Then ψ
N`
` P
rFpN`q. Furthermore in the notation of (6.2.16) we have
N`,´ “ N2 ` ¨ ¨ ¨ ` Nr ă N . We denote by G` “ pG`, ξ`q P rEsimpN`q
the unique element of rEsimpN`q that has the same parity as G “ pG, ξq PrEsimpNq. In other words, in the notation of section 2.4, if ξ “ ξχ and
ξ` “ ξ`,χ`, then with κχ (resp. κχ`) the sign such that χ P Z
κχ
E (resp.
χ` P Z
κχ`
E ), we have:
κχp´1q
N´1 “ κχ`p´1q
N`´1.
Then we have ψ
N`
` P pξ`q˚
rFellpG`q, and we denote ψ` P rFellpG`q the
parameter of G` “ pG`, ξ`q defined by ψ
N`
` . We also denote by G
_
` the
element of rEsimpN`q other than G`.
In the case where N is even we also introduce the Levi subgroup L` –
G1 ˆ GE{F pN{2q of G`. Here G1 “ pG1, ξ1q P rEsimpN1q is the datum such
that ψN11 “ ξ1,˚ψ1. It is equipped with the structure of Levi sub-datum of
G` as usual. It is adapted to the decomposition
ψ
N`
` “ ψ
N1
1 ‘ ψ
N
and comes with the linear form:
fL` ÞÑ fL`pψ1 ˆ Λq, f P HpG`q.
As in the previous subsection, we consider separately the cases where
r ą 1 and r “ 1. We first treat the case that r ą 1. However, since we are
now working with parameters of degree greater than N , we need to make
a stronger induction hypothesis, namely that we need to assume that the
stable multiplicity formula is valid for parameters in rFpNqr rFellpNq.
Proposition 6.3.1. Suppose that the stable multiplicity formula is valid for
all the parameters in rFpNq r rFellpNq. If r ą 1 in (6.3.1), then there are
positive constants b` and c, such that for any compatible family of functions
F` “ tf˚ P HpG˚q| G˚ P rEsimpN`qu, we have the identity:ÿ
G˚PrEsimpN`q
rιpN`, G˚q trRG˚
disc,ψ
N`
`
pf˚q ` b`f
L`pψ1 ˆ Λq(6.3.3)
“ c
ÿ
x`PSψ`,ell
ǫ
G`
ψ`
px`q
`
f 1G`pψ`, sψ`x`q ´ fG`pψ`, x`q
˘
.
(Here f is the function in the compatible family associated to G`.)
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Proof. The statement (6.3.3) is formally the same as (6.2.2), and the strategy
of the proof is similar. However, since we are now working with parameters
of degree larger than N , we need to be more careful with our induction
hypothesis.
Since N1 ` ¨ ¨ ¨ ` Nr “ N ď N , the hypothesis for proposition 6.2.3 is
satisfied, and hence (6.2.20) is valid:
ÿ
G˚PrEellpN`q
rιpN`, G`q0SG˚
disc,ψ
N`
`
pf˚q “ 0.(6.3.4)
We claim that for G˚ P rEellpN`q r rEsimpN`q, the stable multiplicity for-
mula is valid for ψ
N`
` with respect to G
˚, in other words, we have:
0
SG
˚
disc,ψ
N`
`
pf˚q “ 0(6.3.5)
except (possibly) for the datum G˚ “ G1 ˆG
_. Here we recall
0
SG
˚
disc,ψ
N`
`
pf˚q(6.3.6)
:“ SG
˚
disc,ψ
N`
`
pf˚q ´
ÿ
ψ˚P rFpG˚,ψN`` q
1
|Sψ˚ |
ǫψ˚pψ
˚qσpS
0
ψ˚qf
˚pψ˚q.
In other words, the terms that correspond to G˚ P rEellpN`q r rEsimpN`q,
except (possibly) for the datum G˚ “ G1ˆG
_, do not contribute to (6.3.4).
To establish (6.3.5) for composite G˚ ‰ G1 ˆ G
_, we note that any G˚ PrEellpN`qr rEsimpN`q has a decomposition:
G˚ “ G1 ˆG2, Gk “ pGk, ξkq P rEsimpNkq(6.3.7)
N` “ N
1 `N2, 0 ă N1 ď N2 ă N
and for any ψ˚ P rFpG˚, ψN`` q we have a corresponding decomposition
ψ˚ “ ψ1 ˆ ψ2, ψk P rFellpGkq(6.3.8)
such that, if we denote by ψk,N
k
the parameter pξkq˚ψ
k P rFpNkq, then we
have
ψ
N`
` “ ψ
1,N1
‘ ψ2,N
2
(6.3.9)
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and we can write (6.3.6) as
(6.3.10)
0
SG
˚
disc,ψ
N`
`
pf˚q
“
ÿ
ψ1,N
1
ˆψ2,N
2
ψ
N`
` “ψ
1,N1‘ψ2,N
2
´
SG
˚
disc,ψ1,N
1ˆψ2,N2
pf˚q ´
mψ˚
|Sψ˚ |
ǫψ˚pψ
˚qσpS
0
ψ˚qf
˚pψ˚q
¯
“
ÿ
ψ1,N
1
ˆψ2,N
2
ψ
N`
` “ψ
1,N1‘ψ2,N
2
0
SG
˚
disc,ψ1,N
1ˆψ2,N2
pf˚q
here mψ˚ “ 1 if ψ
k,Nk P pξkq˚ rFpGkq for both k “ 1, 2, and is equal to 0
otherwise.
We first claim that (6.3.5) is valid if the partition pN1, N2q is not equal
to pN1, Nq. Indeed, suppose that N
1 ă N1. Then since N1 ď Ni for all i,
we see that the index of summation in (6.3.10) is empty, and thus (6.3.5) is
valid. On the other hand, if N1 ą N1, then we have 0 ă N
1 ď N2 ă N ,
so from the induction hypothesis the stable multiplicity formula is valid for
each ψk,N
k
with respect to Gk for k “ 1, 2. Thus the stable multiplicity
formula is valid for the parameter ψ1,N
1
ˆψ2,N
2
with respect to G˚. Hence
each of the summand in (6.3.10) vanishes, and again we have (6.3.5).
Thus we must analyze the case where pN1, N2q “ pN1, Nq. The most
significant case is
G˚ “ G1 ˆG
_
pψ1,N
1
, ψ2,N
2
q “ pψN11 , ψ
N q
here G1 “ pG1, ξ1q P rEsimpN1q is the unique element such that ψN11 P
pξ1q˚ΨpG1q, and G
_ is the element of rEsimpNq other than G.
Indeed, conisder anyG˚ “ G1ˆG2 with the associated partition pN1, N2q “
pN1, Nq, and consider a summand in the sum (6.3.10). Suppose that ψ
1,N1 ‰
ψN11 . Then ψ
2,N2 has to contain 2ψN11 has a sub-parameter. It follows that
ψ2,N
2
R rFellpNq (remember that N2 “ N). Then by the hypothesis we
made about non-elliptic parameters in rFpNq, the stable multiplicity formula
holds for ψ2,N
2
with respect to G2. As for ψ1,N
1
, the stable multiplicity for-
mula holds for ψ1,N
1
with respect to G1 by the induction hypothesis, since
N1 “ N1 ă N . Thus the corresponding summand in (6.3.10) vanishes.
Thus we may assume ψ1,N
1
“ ψN11 and ψ
2,N2 “ ψN in the sum (6.3.10) (in
particular at most only one summand in the sum (6.3.10)).
If G1 ‰ G1 (as an element of rEsimpN1q), then by the induction hypothesis
the stable multiplicity formula is valid for ψN11 P
rFsimpN1q with respect to
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G1 (again since N1 ă N), which in this case is the assertion of the vanishing:
SG
1
disc,ψ
N1
1
“ 0
and since we also have mψ˚ “ 0 in the present case then it follows that
both terms (of the single remaining summand) in the second line of (6.3.10)
vanishes, and so does (6.3.10) itself. Hence we may assume G1 “ G1. Since
G˚ P rEellpN`q is composite, its two factors have to have opposite parity. It
follows that we must have G2 “ G_ if G1 “ G1. Thus (6.3.5) is valid for
any G˚ P rEellpN`qr rEsimpN`q with G˚ ‰ G1 ˆG_.
Thus we are reduced finally to the case G˚ “ G1 ˆ G
_. But then by
proposition 6.1.4, together with the validity (by induction hypothesis) of
the stable multiplicity for the pair pG1, ψ1q, we have for f
˚ “ f1 ˆ f
_
2 P
HpG1 ˆG
_q
SG1ˆG
_
disc,ψ
N1
1 ˆψ
N
pf˚q
“ SG1
disc,ψ
N1
1
pf1q ¨ S
G_
disc,ψN pf
_
2 q
“ fG11 pψ1q ¨ f
_,L_
2 pΛ
_q
(note that the sign ǫG1pψ1q “ `1 since ψ1 is a simple parameter). Again
mψ˚ “ 0 and so
0
SG1ˆG
_
disc,ψ
N1
1 ˆψ
N
pf˚q “ SG1ˆG
_
disc,ψ
N1
1 ˆψ
N
pf˚q
“ fG11 pψ1q ¨ f
_,L_
2 pΛ
_q “ fL`pψ1 ˆ Λq.
For the last equality we are using the fact that when fL` “ g1 ˆ g2 with
g1 P HpG1q and g2 P HpGq, then we have
fG11 “ g
G1
1 , f
_,L_
2 “ g
L
2 .
We thus conclude that the only contribution to (6.3.4) coming from G˚ PrEellpN`qr rEsimpN`q is: ÿ
G˚PrEellpN`qr rEsimpN`q
rιpN`, G˚q0SG˚
disc,ψ
N`
`
pf˚q(6.3.11)
“ rιpN`, G1 ˆG_qfL`pψ1 ˆ Λq.
Hence it remains to analyze the summand in (6.3.4) associated to the two
elements of rEsimpN`q, namely G` and G_`. We first consider G_`. We claim
that
0
SG
_
disc,ψ
N`
`
“ trRG
_
disc,ψ
N`
`
.(6.3.12)
We have ψ
N`
` R pξ
_q˚ΨpG
_q, so
0
SG
_
disc,ψ
N`
`
“ SG
_
disc,ψ
N`
`
.
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However, we cannot apply part (1) of proposition 5.7.1 to conclude (6.3.12)
directly, since N` ą N . However, it can still be established in the present
case. Indeed, consider the expansion (5.4.2), applied to the pair pG_`, ψ
N`
` q.
The right hand side of (5.4.2) are terms that correspond to property Levi
subgroupsM_` of G
_
`. However, we see that there is no properM
_
` such that
ψ
N`
` contribute to the discrete spectrum R
M_`
disc ofM
_
` . Indeed, any suchM
_
`
is either attached to a partition of N` that is not compatible with ψ
N`
` , in
which case we apply corollary 4.3.8, or M_` is a product of groups for which
we can combine our induction hypothesis and the fact that rΨ2pM_` , ψN`` q is
empty. Thus we have:
I
G_`
disc,ψ
N`
`
pf_q ´ trR
G_`
disc,ψ
N`
`
pf_q “ 0, f_ P HpG_`q.(6.3.13)
Similarly consider the expansion (5.6.2) applied to pG_`, ψ
N`
` q. The right
hand side of (5.6.2) are terms that correspond to proper elliptic endoscopic
data pG_`q
1 of G_`. We similarly see that there is no proper pG
_
`q
1 such that
ψ
N`
` contribute to the stable distribution S
pG_`q
1
disc of pG
_
`q
1. Indeed, either the
two factors of pG_`q
1 are attached to a partition of N` that is incompatible
with ψ
N`
` , in which case we apply proposition 4.3.4, or the two factors of
pG_`q
1 are data for which we can apply the induction hypothesis, together
with the fact that ΨppG_`q
1, ψ
N`
` q is empty. Thus we have
I
G_`
disc,ψ
N`
`
pf_q ´ S
G_`
disc,ψ
N`
`
pf_q “ 0, f_ P HpG_`q(6.3.14)
thus we obtain (6.3.12) from (6.3.13) and (6.3.14).
Thus it remains to analyze the summand in (6.3.4) for G`. We claim
that we have:
(6.3.15)
0
SG
_
disc,ψ
N`
`
pfq ´ trRG
_
disc,ψ
N`
`
pfq
“
1
2
ÿ
x`PSψ`,ell
ǫ
G`
ψ`
px`q
`
fG`pψ`, x`q ´ f
1
G`
pψ`, sψ`x`q
˘
, f P HpG`q.
`fL`pψ1 ˆ Λq.
In order to establish (6.3.15) we again use the spectral expansion (5.5.20)
and the endoscopic expansion (5.6.32), applied to the pair pG`, ψ
N`
` q. Since
N` ą N , we have to justify the validity of these two expansions. As for the
spectral expansion (5.5.20), first note that, exactly the same as in (6.2.1), for
x` P Sψ`,ell, the set Nψ`,regpx`q and Wψ`,regpx`q are singleton. And from
the shape of ψ
N`
` in (6.3.2), we see that the (unique up to G`-conjugacy)
Levi subgroup M` of G` such that Ψ2pM`, ψ
N`
` q is non-empty is the one
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given in (6.2.17), which in the present setting is given by:
M` “ GE{F pN1q ˆG`,´
G`,´ “ UE{F pN`,´q
N`,´ “ N2 ` ¨ ¨ ¨ `Nr ă N
and as before we regard M` “ pM`, ξ`q P rEpN`q as an endoscopic datum,
which is a Levi sub-datum of G` P rEsimpN`q. By considering the derivation
that leads to (5.5.20) (together with the discussion on the proof of the spec-
tral sign lemma in remark 5.8.2), we see that it requires only the condition
N`,´ ă N for its derivation. Hence (5.5.20) is again valid in the present
setting.
As for the endoscopic expansion (5.6.32), we see from the derivation lead-
ing up to (5.6.32) that, in order to have its validity, we need to have the
stable multiplicity formula for ψ
N`
` with respect to any proper elliptic en-
doscopic data G1` P EellpG`q, with pG`q
1 “ G11 ˆ G
1
2 and G
1
k P
rEsimpN 1kq
(k “ 1, 2). In other words we need the stable multiplicity formula for
S
G1`
disc,ψ
1,N1
1ˆψ2,N
1
2
pf 1q “ S
G11
disc,ψ
1,N1
1
pf 11q ¨ S
G12
disc,ψ
2,N1
2
pf 12q
attached to parameters ψk,N
1
k P rFpN 1kq such that
ψ
N`
` “ ψ
1,N 11 ‘ ψ2,N
1
2
and functions f 1 “ f 11 ˆ f
1
2 P HpG
1
`q. However, we see that the only case
that cannot be treated by the induction hypothesis is the case where
pψ1,N
1
1 , ψ2,N
1
2q “ pψN11 , ψ
N q
pG`q
1 “ G1 ˆG.
Now in this case, we have to apply proposition 6.1.4, and the stable multiplic-
ity formula for the pair pG1, ψ1q (being valid again by induction hypothesis)
to obtain:
0
SG1ˆG
disc,ψ
N1
1 ˆψ
N
pf 1q(6.3.16)
“ SG1
disc,ψ
N1
1
pf 11q ¨
0
SGdisc,ψN pf
1
2q
“ pf 11q
G1pψ1q ¨ pf
1
2q
LpΛq
“ fL`pψ1 ˆ Λq.
Thus (6.3.16) gives the extra correction term that must be added to the left
hand side of (5.6.32) to have the valid endoscopic expansion.
As in the proof of proposition 6.2.1, we can limit the summation in both
expansions over x` P Sψ`,ell, and the number iψ`px`q “ eψ`px`q is given
by 1{2. We obtain (6.3.15) by combining the spectral and the endoscopic
expansions.
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Thus finally substituting (6.3.5), (6.3.11), (6.3.12) and (6.3.15) to (6.3.4)
we obtain (6.3.3), with c “ 1
2
¨ rιpN`, G`q, and b` “ rιpN,G1 ˆ G_q `rιpN,G`q. 
Remark 6.3.2.
In the case where N is odd the linear form Λ vanishes (c.f. proposition
6.1.3), and thus the term b`f
L`pψ1 ˆ Λq in (6.3.3) can be omitted when N
is odd.
We now consider the case when r “ 1 in (6.3.1) and (6.3.2). We then
have:
ψ
N`
` “ 2ψ
N(6.3.17)
N` “ 2N
N`,´ “ 0.
Recall the definition of G` “ pG`, ξ`q and G
_
` “ pG
_
`, ξ
_
`q as elements ofrEsimpN`q in the paragraph after equation (6.3.2). Similar to the situation of
proposition 6.2.2 we denote by M_` the element of rEpN`q that is a Levi sub-
datum of G_`, and whose underlying endoscopic group is the Levi component
of the Siegel parabolic subgroup of G_` (thus M
_
` – GE{F pNq).
We have ψ
N`
` P pξ`q˚
rFellpG`q and ψN`` P pξ_`q˚ rFellpG_`q. Denote by
ψ` P rFellpG`q and ψ_` P rFellpG_`q the corresponding parameters. We have
Sψ`pG`q “ Op2,Cq(6.3.18)
Sψ_`pG
_
`q “ Spp2,Cq.
We also denote by ψM_` P
rΨpM_` q the parameter of M_` “ pM_` , ξ_`q defined
by ψN (i.e. we have ψN “ ξ_`,˚ψM_` ).
We again denote by x`,1 the unique non-trivial element of Sψ` , and by x
_
`,1 P
Sψ_` the unque element of Sψ_` (which is just the trivial element). Then in
both cases x`,1 (resp. x
_
`,1) is the unique element of Sψ`,ell (resp. Sψ_` ,ell).
We denote by w` and u` the unique element of Wψ`,reg “Wψ`,regpx`q and
Nψ`,reg “ Nψ`,regpx`q respectively, and similarly by w
_
` and u
_
` the unique
element of Wψ_` ,reg “Wψ_` ,regpx
_
`q and Nψ_` ,reg “ Nψ_` ,regpx
_
`q respectively.
Compared to the proof of proposition 6.2.2, the proof of proposition 6.3.3
below is complicated by the fact that the spectral sign lemma for the param-
eter ψ
N`
` P
rFpN`q with respect to G` or G_`, is unknown at this point, in
the case where ψN P rFsimpNq is a simple generic parameter, which in turn is
closely related to part (a) of theorem 2.5.4 for the simple generic ψN . More
precisely, define the sign δψ “ ˘1 by the following rule. We put δψ “ 1 if ψ
N
is not simple generic; on the other hand, if ψN is simple generic, define δψ
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as follows: in the notation of section 2.4 suppose that ξ “ ξχ, and κ “ κχ.
Then we put δψ “ 1 if the Asai L-function
Lps, ψN ,Asaip´1q
N´1κq
has a pole at s “ 1; otherwise we put δψ “ ´1 if the Asai L-function
Lps, ψN ,Asaip´1q
Nκq
has a pole at s “ 1. In other words δψ “ 1 if and only if part (a) of theorem
2.5.4 is valid for ψN (in the case where ψN is not simple generic its simple
generic component has degree less than N and so the result follows from
induction hypothesis).
From the discussion in section 5.8, we see that for the pair pG`, ψ`q we
have the following identity:
rψ`pw`qǫ
1
ψ`
pu`q “ δψ sgn
0pw`qǫψ`px`q
and similarly for the pair pG_`, ψ
_
`q we have:
rψ_`pw
_
`qǫ
1
ψ_`
pu_`q “ δψ sgn
0pw_`qǫψ_`px
_
`q.
Thus the sign δψ accounts for the deficiency of not knowing the spectral sign
lemma for the pair pG`, ψ`q and pG
_
`, ψ
_
`q at this point.
Finally we follow the notation of [A1] (c.f. the discussion before Lemma
5.3.2 of loc. cit.) and write the stable linear form SG
disc,ψN
on HpGq as
f ÞÑ fGpΓq. Thus proposition 6.1.4 give the identity:
fGpψq “ fGpΓq ` fGpΛq
(noting that both |Sψ| and ǫ
Gpψq are equal to `1 since ψ is a simple param-
eter).
As in the previous situation where r ą 1, we introduce the Levi subgroup
L` – GˆGE{F pNq
of G` and equip L` the structure of Levi sub-datum of G`. We then have
the linear form:
f ÞÑ fL`pΓˆ Λq
on HpG`q.
Proposition 6.3.3. Suppose that r “ 1 in (6.3.1), i.e. ψN P rFsimpNq, then
for any compatible family of functions F` “ tf˚ P HpG˚q| G˚ P rEsimpN`qu,
we have the identity:ÿ
G˚PrEsimpN`q
rιpN`, G˚q trRG˚
disc,ψ
N`
`
pf˚q(6.3.19)
`
1
8
`
pf_qM
_
` pψ_M_` q ´ δψf
_
G_`
pψ_` , x
_
`,1q
˘
`
1
2
fL`pΓˆ Λq
“
1
8
`
f 1G`pψ`, sψ`x`,1q ´ δψfG`pψ`, x`,1q
˘
.
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(As in proposition 6.3.1 here f is the function in the compatible family
associated to G`.)
Proof. Again the strategy of the proof is similar to that of proposition 6.2.2,
with additional justification as in the proof of proposition 6.3.1, due to the
fact that we are working with parameters of degree N` “ 2N ą N . Since
the justification is similar, we will only indicate the additional complication
in the present situation.
We again start with identity (6.2.20):ÿ
G˚PrEellpN`q
rιpN`, G`q0SG˚
disc,ψ
N`
`
pf˚q “ 0.(6.3.20)
We again claim that
0
SG
˚
disc,ψ
N`
`
pf˚q “ 0(6.3.21)
for
G˚ P rEellpN`qr rEsimpN`q, G˚ ‰ GˆG_(6.3.22)
Indeed, the same argument as in the proof of proposition 6.3.1 applies with-
out change to this case also. To analyze the case G˚ “ G ˆ G_, we apply
proposition 6.1.4. Hence for f˚ “ f1 ˆ f
_
2 P HpG
˚q, we have (noting thatrFpGˆG_, ψN`` q is empty):
0
SGˆG
_
disc,ψ
N`
`
pf˚q “ SGˆG
_
disc,ψ
N`
`
pf˚q
“ SGˆG
_
disc,ψNˆψN
pf˚q
“ SGdisc,ψN pf1q ¨ S
G_
disc,ψN pf
_
2 q
“ pf1q
GpΓq ¨ f_,L
_
2 pΛq
“ fL`pΓˆ Λq.
Thus the only contribution to (6.3.20) from G˚ P rEellpN`q r rEsimpN`q is
from G˚ “ GˆG_, given by:
rιpN`, GˆG_q0SGˆG_
disc,ψ
N`
`
pf˚q(6.3.23)
“
1
4
fL`pΓˆ Λq.
To obtain (6.3.19) it suffices to obtain the following two expressions:
0
S
G`
disc,ψ
N`
`
pfq ´ trR
G`
disc,ψ
N`
`
pfq(6.3.24)
`
1
4
pfGˆGqpΓˆ Γq ´ fGˆGpψ ˆ ψqq
“ ´
1
4
`
f 1G`pψ`, sψ`x`,1q ´ δψfG`pψ`, x`,1q
˘
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and
0
S
G_`
disc,ψ
N`
`
pf_q ´ trR
G_`
disc,ψ
N`
`
pf_q(6.3.25)
`
1
4
fLˆLpΛˆ Λq
“
1
4
`
pf_qM
_
` pψ_M_` q ´ δψf
_
G_`
pψ_` , x
_
`,1q
˘
.
Indeed since rιpN`, G`q “ rιpN`, G_`q “ 1{2, we see that (6.3.19) would follow
from substituting (6.3.21)-(6.3.25) to (6.3.20), together with the computa-
tion:
1
4
fL`pΓˆ Λq ´
1
8
pfGˆGpΓˆ Γq ´ fGˆGpψ ˆ ψqq ´
1
8
fLˆLpΛˆ Λq
“
1
4
fL`pΓˆ Λq ´
1
8
p´2fL`pΓˆ Λq ´ fLˆLpΛˆ Λqq ´
1
8
fLˆLpΛˆ Λq
“
1
2
fL`pΓˆ Λq.
The derivation of (6.3.24) and (6.3.25) are parallel to the derivation of
(6.2.11) and (6.2.14) respectively. The two new phenomenon are: firstly
there is the sign δψ occuring as coefficients of the spectral distributions
fG`pψ`, x`q and f
_
G_`
pψ_` , x
_
`q, which account for not knowing the validity
of the spectral sign lemma for the pairs pG`, ψ`q and pG
_
`, ψ
_
`q at this point;
secondly there are extra terms occuring on the left hand side of (6.3.24) and
(6.3.25), due to not knowing the stable multiplicity formula for the distri-
butions SGˆG
disc,ψ
N`
`
and SG
_ˆG_
disc,ψ
N`
`
at this point, and hence the occurence of
extra terms in the endoscopic expansions for the distributions I
G`
disc,ψ
N`
`
and
I
G_`
disc,ψ
N`
`
, c.f. the proof of proposition 6.3.1. In other words, the extra terms
comes from:
ιpG`, GˆGq
0
SGˆG
disc,ψ
N`
`
pfGˆGq
“
1
4
pSGˆG
disc,ψNˆψN
pfGˆGq ´ fGˆGpψ ˆ ψqq
“
1
4
pfGˆGpΓˆ Γq ´ fGˆGpψ ˆ ψqq
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and (here f_ is the function in the compatible family occuring in (6.3.20)
that is associated to G_`):
ιpG_`, G
_ ˆG_q
0
SG
_ˆG_
disc,ψ
N`
`
pf_,G
_ˆG_q
“
1
4
SG
_ˆG_
disc,ψ
N`
`
pf_,G
_ˆG_q
“
1
4
f_,L
_ˆL_pΛ_ ˆ Λ_q “
1
4
fLˆLpΛˆ Λq.

For later purpose (to be used in the completion of global induction argu-
ments in chapter 9) we also record the following:
Corollary 6.3.4. In the situation of proposition 6.3.3, we have:
(6.3.26)
S
G`
disc,ψ
N`
`
pfq “ trR
G`
disc,ψ
N`
`
pfq `
1
4
pδψfG`pψ`, x`,1q ´ f
GˆGpΓˆ Γqq
and
(6.3.27)
S
G_`
disc,ψ
N`
`
pf_q “ trR
G_`
disc,ψ
N`
`
pf_q ´
1
4
pδψf
_
G_`
pψ_`, x
_
`,1q ` f
LˆLpΛˆ Λqq.
Proof. Same as corollary 5.3.3 of [A1]. For example (6.3.26) follows from
the endoscopic expansion:
I
G`
disc,ψ
N`
`
pfq “ S
G`
disc,ψ
N`
`
pfq ` ιpG`, GˆGqS
GˆG
disc,ψ
N`
`
pfGˆGq
“ S
G`
disc,ψ
N`
`
pfq `
1
4
fGˆGpΓˆ Γq
and the corresponding spectral expansion, which reads as:
I
G`
disc,ψ
N`
`
pfq “ trR
G`
disc,ψ
N`
`
pfq `
1
4
δψfG`pψ`, x`,1q
Similarly for the proof of (6.3.27).

6.4. Generic parameters with local constraints. In this final subsec-
tion, we refine the propositions established in the previous subsections, in
the special case of particular families rF consisting of generic parameters
with serious local constraints at the archimedean places. In particular all
the parameters considered in this section are generic.
As we have noted before, the global intertwining relation is the obstruc-
tion to obtaining complete information about the spectral multiplicity and
the stable multiplicity formula in section 6.2 and 6.3. For the special class of
families to be considered in this subsection, we can obtain complete informa-
tion about the parameters treated in section 6.2 and 6.3, without knowing
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the validity of the global intertwining relation a priori. The global informa-
tion obtained in this subsection will in turn be used to establish the local
results in section 7.
As in section 6.1, we have a family of parameters rF that is the graded
semi-group generated by the simple parameters rFsim (with the simple pa-
rameters of degree less than or equal to N). Consider the following condition
on rF :
Assumption 6.4.1. There is a non-empty set V “ V p rFq of archimedean
valuations of F , that does not split in E, for which the following three con-
ditions hold:
(6.4.1)(a) Suppose that ψN P ξ˚ rF#simpGq for some G “ pG, ξq P rEsimpNq.
Then for any v P V we have ψNv P pξvq˚Ψ2pGvq.
(6.4.1)(b) Suppose that ψN P ξ˚ rF sim2 pGq, for some G “ pG, ξq P rEellpNq.
Then there is a valuation v P V , such that ψN does not lies in pξ˚v q˚Ψ
`pG˚v q
for any G˚v “ pG
˚
v , ξ
˚
v q P rEv,simpNq with G˚v ‰ Gv (as elements of rEsim,vpNq).
(6.4.1)(c) Suppose that ψN P ξ˚ rF2discpGq for some G “ pG, ξq P rEellpNq, with
ψ P rF2discpGq the parameter of G defined by ψN . Then there is a valuation
v P V such that the kernel of the composition of mappings
SψpGq Ñ Sψv pGvq Ñ Rψv pGvq
contains no element whose image in the global R-group Rψ “ RψpGq is
regular.
(Here in the above rF sim2 pGq and rF2discpGq are defined similarly to rF2ellpGq in
section 6.2.)
Thus the parameters in rF satisfy rather serious local constraints at the
archimedean places. We will construct such parameters in section 7, as an
application of the simple version of the invariant trace formula. In fact, the
construction shows that we can even assume that all the parameters in rF
are generic parameters. This is sufficients for the purpose of establishing
the propositions in this subsection, which be applied to the proof of the
local classification of tempered representations in section 7. However, in
accordance with the notations of the previous subsections, we will still use
the notations ψN , ψ for such parameters instead of the notations φN , φ.
Henceforth we fix such a family of generic parameters rF satisfying as-
sumption 6.4.1 in this subsection. In accordance with the previous induction
arguments we assume that all the local and global theorems are valid for
parameters of degree less than N . The first thing is to show the validity of
hypothesis 6.1.1:
Lemma 6.4.2. Hypothesis 6.1.1 holds for the family of parameters rF .
ENDOSCOPIC CLASSIFICATION ... 179
Proof. By part (b) of remark 6.1.2, it suffices to consider part (a) of hy-
pothesis 6.1.1, in the following setting where G “ pG, ξq P rEellpNq, and that
ψ P rF#2 pGq. Given the pair pG,ψq, write as usual write ψN “ ξ˚ψ. We
decompose the set of valuations of F as a disjoint union
V
ž
U
ž
Vun
with V being the set of archimedean valuations for rF as in Assumption
6.4.1, U being a finite set, and where pG,ψq is unramified at every places in
Vun. Consider a function:rf “ rfV ¨ rfU ¨ rfun, rf P rHpNq
adapted to this decomposition. Without loss of generality assume rfun is
decomposable: and rfun “ ź
vPVun
rfv
with rfv P rHvpN, rKvpNqq, the spherical Hecke module of rHvpNq. HererKvpNq :“ KvpNq ¸ θ, with KvpNq being the standard maximal compact
subgroup of GEv{FvpNq, which in particular is θ-invariant.
In the first step we allow rfU P rHU pNq :“ÂvPU rHvpNq to vary, and fix a
chocie of functions rfV and rfun.
For rfun “śvPVun rfv we can simply take rfv to be the characteristic func-
tion of rKvpNq. Then in particular we haverfun,N pψNunq “ ź
vPVun
rfv,N pψNv q ‰ 0.
As for the choice of rfV , we use condition (6.4.1)(a,b). Recall that we
are assuming that ψ P rF#2 pGq. It then follows from (6.4.1)(a) in the case
ψ P rF#simpGq, and (6.4.1)(b) in the case ψ P rF sim2 pGq, that there exists a
valuation w P V , such that ψNw does not lie in pξ
˚
wq˚ΦpG
˚
wq for any G
˚
w “
pG˚w, ξ
˚
wq P rEw,simpNq with G˚w ‰ Gw.
We can choose a function rfw P rHwpNq, such that rfG˚ww is identifically zero
for any such G˚w ‰ Gw, but such that the value
rfw,NpψNw q is non-zero. This
follows from part (a) of proposition 3.1.1, and the twisted spectral transfer
result of Mezo [Me] and Shelstad [Sh3]. At the other places v P V r twu,
we can just choose rfv such that rfv,N pψNv q is non-zero. The function rfV then
has the property that it valuerfV,NpψNV q “ź
vPV
rfv,N pψNv q
is non-zero, while the twisted transferrfG˚V “ź
vPV
rfG˚vv
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is identifically zero for G˚ P rEsimpNq with G˚ ‰ G (note that since w does
not split in E, we have G˚ ‰ G implies G˚w ‰ Gw).
We then apply the identity (4.3.13), which we recall here as:rINdisc,ψN p rfq “ ÿ
G˚PrEellpNq
rιpN,G˚qpSG˚disc,ψN p rfG˚q(6.4.1)
to the function rf “ rfV ¨ rfU ¨ rfun(6.4.2)
with rfU P rHUpNq being allowed to vary.
We claim that for any G˚ P rEellpNq with G˚ ‰ G, the term pSG˚disc,ψN p rfG˚q
vanishes. Indeed, first suppose that G˚ “ pG˚, ξ˚q P rEellpNqr rEsimpNq. Then
from induction hypothesis the stable multiplicity formula is valid for ψN with
respect to G˚. But since ψN P ξ˚ rF#2 pGq, we know that ψN R pξ˚q˚ΨpG˚q,
hence we have the vanishing of SG
˚
disc,ψN
.
Next suppose that G˚ P rEsimpNq. Then by the chocie of rfV above we
have rfG˚V ” 0, hence pSG˚disc,ψN p rfG˚q
“ pSG˚disc,ψN p rfG˚V ¨ rfG˚U ¨ rfG˚un q “ 0
as required.
Thus from (6.4.1) we obtainrINdisc,ψN p rfq “ rιpN,GqpSGdisc,ψN p rfGq.(6.4.3)
The spectral distribution rIdisc,ψN can be analyzed as follows. Since ψN PrΨellpNq, we can write ψN in the standard way:
ψN “ ψN11 ‘ ¨ ¨ ¨ ‘ ψ
Nr
r(6.4.4)
with ψNii P
rΨsimpNiq mutually distinct. Then ψN P Ψ2pĂM0q, where ĂM0 is
the standard Levi subgroup of GE{F pNq:ĂM0 “ GE{F pN1q ˆ ¨ ¨ ¨ ˆGE{F pNrq(6.4.5)
and there is a unique element w P WψN ,reg such that w induces the outer
automorphism θpNiq of each general linear factor of ĂM0. We then have (as
a special case of the analysis in section 5.4-5.5):rINdisc,ψN p rfq “ |detpw ´ 1qa rGpNqĂM0 |´1rNψN pwq rfN pψN q(6.4.6)
“
1
2r
rfNpψN q.
for any rf P rHpNq. Here we are using the fact that
|detpw ´ 1q
a
rGpNqĂM0 | “ 2
r
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which is immediate from the shape of ĂM0 in (6.4.5); and thatrNψN pwq “ 1
which again follows from the discussions in section 5.8.
Combining (6.4.3) and (6.4.6) we have
pSGdisc,ψN p rfGq “ 1rιpN,Gq2r rfN pψN q, rf P rHpNq.(6.4.7)
In particular with our current choice of rf “ rfV ¨ rfU ¨ rfun, we havepSGdisc,ψN p rfGV ¨ rfGU ¨ rfGunq
“
1rιpN,Gq2r rfV,NpψN q ¨ rfU,N pψN q ¨ rfun,NpψN q
In particular since rfV,N pψN q and rfun,N pψN q are non-zero by the choice ofrfV , we see that rfU,NpψN q is the pull-back of a stable linear form, defined on
the image of the twisted transferrHU pNq Ñ SU pGq “â
vPU
SvpGvq(6.4.8)
and it follows that we can writerfU,NpψN q “ rfGU pψq, rfU P rHU pNq(6.4.9)
with fU ÞÑ f
G
U pψq being a stable linear form defined on the image of (6.4.8).
On the other hand, since V consists of archimedean places (that does not
split in E), the twisted transfer results of [Me] and [Sh3] shows that (6.4.8)
also holds with U replaced by V , in particular the existence of the stable
linear form fGV pψq on
rHV pNq.
Since the set U can be taken to be arbitrarily large, we see that there is a
stable linear form f ÞÑ fGpψq, defined on the image of the twisted transferrHpNq Ñ SpGq(6.4.10)
such that for any rf P rHpNq we haverfN pψN q “ rfGpψq.(6.4.11)
Now first suppose that G P rEsimpNq. Then by proposition 3.1.1 (b), the
twisted transfer mapping (6.4.10) is surjective, and hence the stable linear
form fGpψq is defined on the whole of SpGq, and it follows that hypothesis
(6.1.1) holds for the pair pG,ψq (which concerns only the case of equation
(6.1.6)).
It remains to consider the case where G P rEellpNqr rEsimpNq is composite,
thus we have
G “ G1 ˆG2, Gi P rEsimpN iq, N i ă N
with G1 “ pG1, ξ1q and G2 “ pG2, ξ2q being of opposite parity as endoscopic
data. We have ψ “ ψ1 ˆ ψ2, with ψi P Ψ2pG
iq. In this case we define the
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linear form by the condition (6.1.7). Thus we define fGpψq “ fGpψ1 ˆ ψ2q
for f P HpGq by the the following condition: if
fG “ fG
1
1 ˆ f
G2
2
is decomposable then
fGpψq “ fGpψ1 ˆ ψ2q :“ fG
1
1 pψ
1q ˆ fG
2
2 pψ
2q.
The main point in this case then is to show the validity of (6.1.6).
We first note that since G is composite, we have rιpN,Gq “ 1{4. Hence
rιpN,Gq ¨ 2r(6.4.12)
“ 2r´2 “ |Sψ| “ |Sψ1 | ¨ |Sψ2 |
as is easily verified.
On the other hand, by the induction hypothesis, the stable multiplicity
formula is valid for pGi, ψiq. Hence we have (denoting ψi,N
i
:“ ξi˚ψ
i):
SG
i
disc,ψi,N
i pfiq “
1
|Sψi |
fG
i
i pψ
iq, fi P HpG
iq(6.4.13)
(recall that ψ and hence ψi are generic parameters, hence there involves no
ǫ-factor in the stable multiplicity formula).
By (6.4.13) and (6.4.12), we have, for f P HpGq such that fG “ fG
1
1 ˆ f
G2
2
is decomposable:
SGdisc,ψN pfq “
pSGdisc,ψN pfGq(6.4.14)
“ pSG1
disc,ψ1,N
1 pf
G1
1 q ¨ pSG2disc,ψ2,N2 pfG22 q
“
1
|Sψ1 |
fG
1
1 pψ
1q ¨
1
|Sψ2 |
fG
2
2 pψ
2q
“ prιpN,Gq2rq´1 ¨ fG11 pψ1q ¨ fG22 pψ2q
“ prιpN,Gq2rq´1fGpψ1 ˆ ψ2q “ prιpN,Gq2rq´1fGpψq
and hence (6.4.14) also holds for all f P HpGq.
We thus obtain, for rf P rHpNq, by combining (6.4.14) with (6.4.7) that
(replacing fG by rfG in (6.4.14))rfGpψq “ rfN pψN q(6.4.15)
as required. 
Remark 6.4.3.
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As discussed in remark 6.1.2, it follows from lemma 6.4.2 that the state-
ment of hypothesis 6.1.1 actually holds for parameters ψ P rFpGq r rF2pGq
(for which only part (a) of hypothesis 6.1.1 is relevant).
We can now come back to the parameters treated in section 6.2:
Proposition 6.4.4. Suppose that
pG,ψq, G “ pG, ξq P rEsimpNq, ψ P rF2ellpGq,
is as in proposition 6.2.1, with rF being our family of generic parameters
that satisfy Assumption 6.4.1. The we have (as usual with ψN “ ξ˚ψ):
trRG
˚
disc,ψN pf
˚q “ 0 “
0
SG
˚
disc,ψN pf
˚q, f˚ P HpG˚q(6.4.16)
for every G˚ P rEsimpNq, while the right hand side of (6.2.2) vanishes (note
that since we are dealing with generic parameters here, the ǫ-factors on the
right hand side of (6.2.2) are all equal to one).
Proof. The proof is the same as the proof of lemma 5.4.3 of [A1], so again
we will be brief with the argument. Let v P V “ V p rFq be as in condition
(6.4.1)(c), with respect to the G P rEsimpNq that we are currently considering.
Consider a decomposable function
f “ fvf
v P HpGq, fv P HpGvq, f
v P HpGpAvF qq
and similarly write the (generic) paramater ψ P ΨpGq symbolically as
ψ “ ψvψ
v
then the terms on the right hand side of (6.2.2) can be factorized as:
fGpψ, xq “ fv,Gpψv, xvqf
v
Gpψ
v, xvq
f 1Gpψ, xq “ f
1
v,Gpψv, xvqpf
vq1Gpψ
v , xvq
and thus the right hand side of (6.2.2) can be written as:
(6.4.17)
c
ÿ
xPSψ,ell
`
pf vq1Gpψ
v , xvqf 1v,Gpψv , xvq ´ f
v
Gpψ
v , xvqfv,Gpψv , xvq
˘
.
Arguing in the proof of lemma 5.4.3 of [A1], we can write (6.4.17) in the
form ÿ
τvPT pGvq
dpτv, f
vqfv,Gpτvq(6.4.18)
with T pGvq being the set introduced in proposition 4.3.9. In the present
context the coefficients dpτv, f
vq can be non-zero only for elements τv P
T pGvq that are W
G
0 -orbits of triples of the form:
pMv, πv, rvpxvqq
where Mv is the Levi subgroup of Gv such that Ψ2pMv , ψ
N
v q is non-empty
(Mv is unique up to conjugation, and as usual regarded as an endoscopic
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datum in rEpNq over Fv)). Note that Mv is proper in Gv but can be smaller
than the localization at v of the global Levi subgroup M of G associated to
ψ. The representations πv runs over the local L-packet Πψv pMvq, and rvpxq
stands for the image of xv in the local R-group Rψv (with x P Sψ,ell).
Furthermore, since x P Sψ,ell in (6.4.17), the image of x in the global R-
group Rψ “ RψpGq is a regular element. Hence by condition (6.4.1)(c) the
image of xv in the local R-group Rψv is non-trivial. Hence it follows as in
loc. cit. that the coefficient fpτv, f
vq in (6.4.18) is zero, for τv P T pGvq any
element of the form pMv , πv, 1q.
On the other hand, the left hand side of (6.2.2) is, as usual, a linear com-
bination with positive coefficients if irreducible characters of representations
on GpAF q for G P rEsimpNq. Thus proposition 4.3.9 applies. We conclude
firstly that all the coefficients dpτv, f
vq vanish, and hence so is (6.4.18) and
this the right hand side of (6.2.2). Secondly we also conclude that all the co-
efficients of the irreducible characters on the left hand side of (6.2.2) vanish.
In particular we have
RG
˚
disc,ψN ” 0, G
˚ P rEsimpNq.(6.4.19)
Finally as we observe in the proof of proposition 6.2.1 that the difference
trRG
˚
disc,ψN pf
˚q ´
0
SG
˚
disc,ψN pf
˚q, f˚ P HpG˚q(6.4.20)
vanishes unless G˚ “ G, in which case it is equal to the right hand side
of (6.2.2). We have just seen that this expression vanishes. Thus (6.4.20)
vanishes for all G˚ P rEsimpNq, and the conclusion follows from (6.4.19). 
Proposition 6.4.5. Then pG,ψq be as in proposition 6.2.2. Thus G PrEsimpNq such that ψ P rF2ellpGq with ψN as in (6.2.9). Then
trRG
˚
disc,ψN pf
˚q “ 0 “
0
SG
˚
disc,ψN pf
˚q, G˚ P rEsimpNq.
Furthermore the right hand side of (6.2.10) vanishes, and so does the ex-
pression
1
8
`
pf_qM
_
pψ1,M_q ´ f
_
G_pψ
_, x_1 q
˘
(6.4.21)
on the left hand side of (6.2.10).
Proof. The proof is similar to the proof of proposition 6.4.4. The only differ-
ence is the appearance of the extra term (6.4.21) occuring on the left hand
side of (6.2.10). But by descent as in the proof of proposition 5.7.4, the term
(6.4.21) can be written as (in the evident notation):
1
8
tr
`
p1´RP_pw
_
1 , rπψ1,M_ , ψ1,M_qqIP_pπψ1,M_ , f_q˘.(6.4.22)
Here referring to the notation as in the situation of proposition 6.2.2 the
element w_1 is the unique regular element of Wψ_ “ W
0
ψ_ , in particular is
an element of order two. Thus the eigenvalues of the intertwining operator
RP_pw
_
1 , rπψ1,M_ , ψ1,M_q are ˘1. And it follows that the expression (6.4.22)
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is also a linear combination with positive coefficients of irreducible charac-
ters of representations of G_. We conclude by the same argument as in
proposition 6.4.4. As a bonus, we also see that the intertwining operator
RP_pw
_
1 , rπψ1,M_ , ψ1,M_q is identifically equal to one. 
We now apply the same method to the parameters treated in section 6.3.
Proposition 6.4.6. In the situation of proposition 6.3.1, we have for G˚ PrEsimpN`q
trRG
˚
disc,ψ
N`
`
pf˚q “ 0 “
0
SG
˚
disc,ψ
N`
`
pf˚q, f˚ P HpG˚q.(6.4.23)
Furthermore the linear form Λ and the right hand side of (6.3.3) vanishes.
In particular the stable multiplicity formula is valid for ψN .
Proof. As in the statement of proposition 6.3.1, the premise for the validity
of equation (6.3.3) is the validity of the stable multiplicity formula for all the
parameters in rFpNqr rFellpNq. But this is exactly the content of proposition
6.4.4 and 6.4.5, coupled with proposition 5.7.4. Thus equation equation
(6.3.3) is valid.
We can apply essentially the same argument as in the proof of proposition
6.4.4; the only difference being the term b`f
L`pψ1ˆΛq occuring on the left
hand side of (6.3.3) that needs to be taken care of. As in the proof of Lemma
5.4.5 of [A1], put
G_1 “ G1 ˆG
_ P rEellpN`q.
and L_1 the Levi sub-datum of G
_
1 with the same underlying group as L`.
Furthermore for f1 the function associated to G
_
1 in the compatible family
occuring in (6.3.3), we have the equality:
f
L_1
1 pψ1 ˆ Λ
_q “ fL`pψ1 ˆ Λq.
From proposition 6.1.4, the linear form Λ_ is a unitary character on G_. On
the other hand, the stable linear form defined by the simple parameter ψ1
is also a unitary character; this follows from the stable multiplicity formula
for pG1, ψ1q, together with the equality
SG1
disc,ψ
N1
1
” trRG1
disc,ψ
N1
1
which follows since ψ1 is a simple parameter. Thus the linear form f1 ÞÑ
f
L_1
1 pψ1 ˆ Λ
_q is a unitary character on G_1 , hence is a linear combination
with non-negative coefficients of irreducible admissible representations on
G_1 pAF q. The same is thus true for the linear form b`f
L_1
1 pψ1 ˆ Λ
_q.
From this the same argument in the proof of proposition 6.4.4 can be
applied, which also gives the vanishing of the linear form ψ1 ˆ Λ
_. Since
the linear form defined by ψ1 does not vanish, it follows that Λ
_ and hence
Λ vanishes.

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Proposition 6.4.7. In the situation of proposition 6.3.3, we have for G˚ PrEsimpN`q
trRG
˚
disc,ψ
N`
`
pf˚q “ 0 “
0
SG
˚
disc,ψ
N`
`
pf˚q, f˚ P HpG˚q.(6.4.24)
Furthermore Λ vanishes, i.e. the stable multiplicity formula is valid for ψN ,
and the terms occuring in (6.3.19):
1
8
`
pf_qM
_
` pψ_M_` q ´ δψf
_
G_`
pψ_` , x
_
`,1q
˘
(6.4.25)
1
8
`
f 1G`pψ`, sψ`x`,1q ´ δψfG`pψ`, x`,1q
˘
(6.4.26)
vanishes identically, and we have
δψ “ 1.(6.4.27)
Proof. We use similar argument as in the proofs of propositions 6.4.4 - 6.4.6.
By descent as in the proof of proposition 6.4.5, the term (6.4.25) can be
written as:
1
8
tr
`
p1´ δψRP_` pw
_
`, rπψ_M_` , ψ_M_` qqIP_` pπψ_M_` , f_q˘.(6.4.28)
Again w_` is an element of order two in Wψ_` “ W
0
ψ_`
, and hence the eigen-
values of the intertwining operator RP_` pw
_
`, rπψ_M_` , ψ_M_` q are ˘1. Since δψ
is also a sign, it again follows that (6.4.28) is a linear combination with
positive coefficients of irreducible characters of representations of G_`.
Similar to the proof of proposition 6.4.6 (and with similar notations),
the term fL`pΓ ˆ Λq occuring on the left hand side of (6.3.19) is equal to
f
L_1
1 pΓˆΛ
_q. It is a unitary character on G_1 “ GˆG
_ P rEellpN`q. Indeed
Λ_ is a unitary character on G_ by proposition 6.1.4, while for Γ we have:
hGpΓq “ SGdisc,ψN phq
“ RGdisc,ψN phq, h P HpGq.
The second equality holds since ψN is a simple parameter. Thus Γ is a
unitary character on G also.
Thus the left hand side of (6.3.19) is a linear combination with non-
negative coefficients of irreducible characters of representations of G˚, for
G˚ P rEsimpN`q.
The right hand side of (6.3.19), namely the term (6.4.26), can be treated in
exactly the same way as in proposition 6.4.4. Thus the same reasoning used
in the proof of propositions 6.4.4 - 6.4.6 gives (6.4.24), the vanishing of the
linear form ΓˆΛ_, and the vanishing of (6.4.25) and (6.4.26). Furthermore,
we also obtain the following:
δψRP_` pw
_
`, rπψ_M_` , ψ_M_` q ” 1(6.4.29)
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In particular the intertwining operator RP_` pw
_
`, rπψ_M_` , ψ_M_` q is a scalar that
is equal to ˘1.
Finally we show (6.4.27); equivalently by (6.4.29) we need to show that
RP_` pw
_
`, rπψ_M_` , ψ_M_` q ” 1. We use the result from Whittaker models in
section 3.5. Indeed since ψ_M_`
is a generic parameter, and M_` – GE{F pNq,
we can apply proposition 3.5.3, and deduce that for each place v of F , the
local intertwining operator RP_`,vpw
_
`,v, rπψ_M_` ,v , ψ_M_` ,vq acts trivially on the
generic subspace of IP_`,vpπψ_M_` ,v
q. Hence we see that the global intertwining
operator
RP_` pw
_
`, rπψ_M_` , ψ_M_` q “âv RP_`,vpw_`,v, rπψ_M_` ,v , ψ_M_` ,vq
also acts trivially on the generic subspace of IP_` pπψ_M_`
q. Since we already
know that it is a scalar, it must be identifically equal to one, as required.
Finally it remains to see that Λ vanishes. From the vanishing of ΓˆΛ_ it
follows that either Γ or Λ_ vanishes. If it is Γ that vanishes, it would follow
that
fGpψq “ fGpΓq ` fGpΛq “ fGpΛq “ fLpΛq, f P HpGq
thus the linear form fGpψq is induced from LpAF q. This contradicts in
particular the local condition 6.4.1(a). Hence it is Λ_ and hence Λ that
vanishes. 
To conclude this, we see that for the specific class of families of parametersrF studied in this subsection (i.e. satisfying assumption 6.4.1), we have the
following:
Proposition 6.4.8. Let ψN P rFsimpNq be a simple generic parameter, withrF being a family satisfying Assumption 6.4.1. Let G “ pG, ξq P rEsimpNq,
with ξ “ ξχκ for χκ P Z
κ
E. Then the following are equivalent:
(a) The distribution SG
disc,ψN
is not identifically zero.
(b) The distribution trRG
disc,ψN
is not identifically zero.
(c) The Asai L-function Lps, ψN ,Asaip´1q
N´1κq has a pole at s “ 1.
Proof. Since ψN P rFpNq is simple generic, we have the identity:
trRGdisc,ψN pfq “ I
G
disc,ψN pfq “ S
G
disc,ψN pfq, f P HpGq(6.4.30)
(here we have used the induction hypothesis to deduce the vanishing of
the right hand sides of (5.4.2) and (5.6.2) respectively for the distribution
IG
disc,ψN
).
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We then deduce the equivalence of (a) and (b) from (6.4.30). On the other
hand, since we have proved that rFsim-genpGq “ rF#sim-genpGq in lemma 6.4.2
(see part (b) of remark 6.1.2), if follows that the condition that SG
disc,ψN
is
not identifically zero is equivalent to the condition that ψN P ξ˚ rFsim-genpGq.
Then by proposition 6.4.7, the condition that ψN P ξ˚ rFsim-genpGq implies
δψ “ 1, i.e. part (c) is satisfied. Finally, since we know that eactly one of
the two Asai L-functions Lps, ψN ,Asai˘q has a pole at s “ 1, we see that
(a) and (c) are equivalent.

Remark 6.4.9.
In particular we see from the proof of Proposition 6.4.8 that the defini-
tion of the set rFpGqsim-gen of simple generic parameters is equivalent to the
original definition given in section 2.4, and that the seed theorem 2.4.2, and
theorem 2.5.3(a) are satisfied for simple generic parameters in rFpNq. We
also note that as a consequence, equation (6.1.4) for the families rF con-
sidered in this subsection (which we now know to be equality) is indeed a
disjoint union.
The fact that the equivalences listed in proposition 6.4.8 should be valid
for all simple generic parameters ψN P rΨsimpNq is of course a main part
of the classification theorem. Although proposition 6.4.8 only applies to
the class of parameters that satisfy rather stringent local conditions at the
archimedean places (namely assumption 6.4.1), the results will be used in
section 7 to establish the local classification theorems, which in turn would
be used in the induction argument to establish the global results in section
9.
7. Local Classification
In section seven we construct the packets associated to generic local pa-
rameters, and obtain the local Langlands classification for tempered repre-
sentations of quasi-split unitary groups. Among the technical results to be
established is the local intertwining relation, which reduces the construc-
tions of packets of tempered representations to the case of discrete series
representations. The method of proof is global, drawing on the results from
trace formulas comparison in section 5 and 6. This is based on the standard
technique of embedding a discrete series representation of a local group as
a local component of an automorphic representation.
We need to remark about the use of induction in section 7. In this sec-
tion we are going to establish the local theorems for generic parameters for
all degrees N , by induction. Thus throughout the induction arguments of
section 7, we fix the integer N and we assume that all the local theorems for
generic parameters hold for parameters of degree smaller than N . Besides,
we also need to use global inputs from section 6.4; more precisely we will
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work with families
9ĂF of global generic parameters to be introduced in section
7.3 (these are in particular global generic parameters with local constraints
at archimedean places as in section 6.4); all the global arguments are to be
carried out within families
9ĂF . Hence for the purpose of carrying out the
induction arguments we also need to establish the global theorems for the
families of global generic parameters
9ĂF for all degrees in this section. Thus
in the induction arguments of this section, we assume that all the global
theorems are valid for the families of global generic parameters
9ĂF of degree
smaller than N .
7.1. Resume´ on local parameters and local packets. In the entire sec-
tion seven, we always denote by F a local field, and E a quadratic extension
of F . In accordance with the previous notations, we generally denote by
G “ pG, ξq P rEellpNq an elliptic twisted endoscopic datum of the twisted
group rGE{F pNq over F . In this subsection it suffices to consider the case
G P rEsimpNq, i.e. the underlying endoscopic group G is UE{F pNq (thus im-
plicitly E is a quadratic field extension of F , for otherwise if E is the split
extension then G “ GLN{F and the local classification results is of course
known).
We will only need to consider generic parameters in section 7; the case of
non-generic parameters being the subject of section 8. As before ΦpGq is the
set of generic parameters of GpF q. The L-embedding ξ : LGÑ LGE{F pNq,
which is part of the endoscopic datum forG, allows us to identify a parameter
φ P ΦpGq with the N -dimensional representation φN associated to ξ˚φ:
φN : LE Ñ GLN pCq
in accordance with lemma 2.2.1. Recall that if ξ “ ξχ for some conjugate
self-dual character χ P ZκE , κ “ ˘1 (notation as in (2.1.3) of loc. cit.), then
φN is conjugate self-dual of parity p´1qN´1κ.
We first consider the case that F is non-archimedean. With K “ KF
being the standard open maximal compact subgroup of GpF q. Then K is
a special maximal compact subgroup of GpF q, and hyperspecial when E{F
is unramified. An irreducible admissible representation π of GpF q is said to
be K-spherical if its restriction to K contains the trivial representation. In
particular π is unramified when E{F is unramified. A packet Πφ is spherical
if it contains a (unique) spherical representation. In this case the parameter
φ can be chosen to factor through LM0, where M0 is the minimal Levi
subgroup of G “ UE{F pNq given by the standard diagonal maximal torus.
The resulting parameter φM0 : LF Ñ
LM0, which factors through WF and
corresponds to a spherical character πM0 of M0pF q, under the Langlands
correspondence for the torus M0. If φ P ΦbddpGq, then πM0 is unitary, and
the packet Πφ is just the irreducible constituents of IP0pπM0q (P0 being the
standard Borel subgroup of G).
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In addition when E{F is unramified, then φ is an unramified parameter,
and the packet Πφ contains a unique unramified representation. More con-
cretely, with ξ “ ξχ for a character χ P Z
κ
E as above, the representation
φN “ ξχ,˚φ of LE , which factors through WE, decomposes as a sum of N
characters of WE:
φN “ η1 ‘ ¨ ¨ ¨ ‘ ηN(7.1.1)
with the characters χ´1ηi being unramified. Note that when E{F is unram-
ified, then we can always choose χ P ZκE to be unramified.
It is immediate to check that if E{F is unramified, then an unramified
character η ofWE is conjugate self-dual (with respect to the extension E{F )
if and only if it is self-dual, i.e. η is a quadratic unramified character, and
that η is conjugate orthogonal (resp. conjugate symplectic) if and only if
ηpFrobEq “ `1, i.e. η is the trivial character (resp. ηpFrobEq “ ´1, i.e. η
is the unique non-trivial unramified quadratic character). Recall that the
representation φN has to be conjugate self-dual of parity p´1qN´1κ. Thus
the characters ηi in (2.1.1) has to be subjected to condition as in (2.4.12-13).
From this description it is also immediate to check that in the unramified
case Sφ is at most of order two (it can be of order two only when N is even).
We next consider the case where F is archimedean, i.e. F – R and
E – C. The archimedean case plays an important role in the global-local
methods of section seven. We have LC “ WC “ C
ˆ. The most important
case being φ P Φ2pGq. In this case φ
N “ ξ˚φ (with ξ “ ξχ for χ P Z
κ
E) takes
the form similar to (2.1.1):
φN “ η1 ‘ ¨ ¨ ¨ ‘ ηN(7.1.2)
where ηi are distinct conjugate self-dual characters of C
ˆ (with respect
to C{R) of parity equal to p´1qN´1κ. In general, a conjugate self-dual
character η of Cˆ is of the form:
η : z ÞÑ pz{zqa(7.1.3)
with a P 1
2
Z. The character η is conjugate orthogonal (resp. conjugate
symplectic) if and only if a P Z (resp. a P 1
2
Z´ Z).
In (2.1.2), if ηipzq “ pz{zq
ai for ai P
1
2
Z, then we identify the N -tuple:
µφN :“ pa1, ¨ ¨ ¨ , aN q
as the infinitesimal character of φN . The infinitesimal character of φ is given
by the shift:
µφ “ pb1, ¨ ¨ ¨ , bN q
where ai “ bi ` c, for c P
1
2
Z is such that χpzq “ pz{zqc. In particular for
φ P Φ2pGq we have µφ P pZ`
1
2
pN ´ 1qqN .
We also define:
dpµφq “ infpmin
i
pbiq,min
i‰j
p|bi ´ bj|qq.(7.1.4)
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and similarly for dpµφN q.
The description of general parameters ΦpGq is as in (2.4.12-13).
The archimedean case of the local theorems, stated as theorem 2.5.1, and
which is stated in the more precise form as theorem 3.2.1, are already known
in the case of (bounded) generic parameters, thanks to the works on Mezo
and Shelstad. More precisely, part (b) of theorem 3.2.1 follows from the
works of Shelstad [Sh1, Sh2] on spectral transfer in standard endoscopy for
real groups, while part (b) follows from the works of Mezo [Me] and Shelstad
[Sh3] on spectral transfer in twisted endoscopy for real groups. Thus we
have:
Theorem 7.1.1. Theorem 3.2.1 (and hence theorem 2.5.1) holds for bounded
generic parameters in the archimedean case.
The remaining local result for bounded generic parameters in the archimedean
case to be established is the local intertwining relation, stated as theorem
3.4.3. We will need to use the following weaker version of the local inter-
twining relation, which follows from Shelstad’s results [Sh1, Sh2] (c.f. the
discussion in section 6.1 of [A1] concerning the results [Sh1, Sh2]). First for
φ P ΦbddpGq and x P Sφ, we have the character identity from [Sh1, Sh2]:
f 1pφ, xq “ f 1pφ1q “
ÿ
πPΠφ
xx, πyfGpπq, f P HpGq.
Let M be a Levi subgroup of G such that Φ2pM,φq (the set of square-
integrable parameters ofM that maps to φ) is non-empty, say φM P Φ2pM,φq.
We then have the packet ΠφM , and the packet Πφ are constructed as ir-
reducible constituents of IP pπM q, with πM ranges over elements of ΠφM .
There is then a well-defined projection map Πφ Ñ ΠφM sending π to πM .
We also have the R-group Rφ which is a quotient of Sφ whose kernel
is given by SφM (see the discussion in section 3.4). The results of Shelstad
[Sh1, Sh2] already gives the isomorphism between Rφ and the representation
theoretic R-group RpπMq associated to any πM P ΠφM . Then the weaker
version of the local intertwining relation obtained from Shelstad’s results
that we will use is as follows:
Proposition 7.1.2. For every πM P ΠφM , there exists a character ǫπM on
Sφ, which is the pull-back of a character on Rφ, such that for every x P Sφ,
we have:
fGpφ, xq “
ÿ
πPΠφ
ǫπM pxqxx, πyfGpπq, f P HpGq,(7.1.5)
where in the sum occuring in (2.1.5), we have denoted, for π P Πφ, its
projection to ΠφM as πM .
Thus to establish the local intertwining relation for the case of archimedean
generic parameters, we have to show that the characters ǫπM are all trivial.
We need the following result that is a consequence of Shelstad’s results:
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Proposition 7.1.3. ([Sh2], theorem 11.5) Let pB,ωq be Whittaker data for
G, and pBM , ωM q be the corresponding Whittaker data for M (recall that we
normalize transfer factors according to Whittaker data, as in section 3.2).
If π (resp. πM ) is the unique generic representation in Πφ (resp. ΠφM ),
then we have x¨, y “ 1 (resp. x¨, πM yq “ 1. Consequently the character ǫπM
is trivial for the generic πM .
Finally we need the following result concerning archimedean packet for
generic parameters. It is proved as lemma 6.1.2 of [A1]. The proof in loc.
cit. applies to any connected reductive groups over R.
Proposition 7.1.4. (Lemma 6.1.2 of [A1]) For φ P ΦbddpGq, the image of
Πφ in pSφ generates pSφ as a group.
Remark 7.1.5.
In the case where F is non-archimedean and φ is a square-integrable param-
eter, the packet Πφ associated to φ was constructed by Moeglin [Moe] by
a different method. The construction of Moeglin gives information about
supercuspidal representations which are not available from the general en-
doscopic classification apriori.
7.2. Construction of global representation. As in [A1], the method of
proof of the local theorems relies on global techniques. In order to globalize
the local data, we need a series of preparations as follows. We follow the
convention of Arthur [A1] and put a “ ¨ ” over a local object to denote a
choice of globalization of the local object.
Lemma 7.2.1. Let F be either real or a p-adic field. For any positive
integer r0, there exists a totally real field 9F having at least r0 real places,
and a place u of 9F such that 9Fu “ F . Furthermore if E{F is a quadratic
extension, then we can choose 9F and a totally imaginary quadratic extension
9E of 9F , such that u does not split in 9E, and such that 9Eu “ E, and such
that 9E is unramified over 9F at all finite places of 9F outside u (In particular
if F “ R then 9E can be chosen to be unramified over 9F at all finite places).
This is well-known; for instance the first assertion is proved in [A1], lemma
6.2.1. The second assertion concerning quadratic extension is standard.
Lemma 7.2.2. Let E{F and 9E{ 9F be as in lemma 7.2.1. Then for any
χ P ZκE, there exists 9χ P Z
κ
9E
such that 9χu “ χ.
This is again well-known and is in any case a simple exercise in Gro¨ßencharakter.
From lemma 7.2.1 and 7.2.2 it follows that if G P rEpNq, then there exists
9G P
9rEpNq such that 9Gu “ G. Similar results of course hold for rEellpNq andrEsimpNq.
Thus let 9E{ 9F be as above associated to E{F . We denote by S8 the set
of archimedean places of 9F , and put
S8puq :“ S8puq, S
u
8 :“ S8 ´ tuu.
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We may assume that the number of real places of 9F is large (for example
for lemma 7.2.3 below, it suffices to have |S8puq| ě 2).
Lemma 7.2.3. Given G “ pG, ξq P rEsimpNq, and a square-integrable repre-
sentation π P Π2pGq of GpF q, and t P N, there exists 9G “ p 9G, 9ξq P
9rEsimpNq,
and an automorphic representation 9π occuring in L2
disc,GpF qzGpAq, with the
following properties:
(1) p 9Gu, 9ξuq “ pG, ξq and 9πu “ π.
(2) For every place v R S8puq, the representation 9πv is spherical at v.
(3) For any v P Su8, 9πv is a square-integrable representation of 9Gp 9Fvq,
whose Langlands parameter φv P Φ2p 9Gvq satisfies dpµφv q ą t (i.e.
the parameter φv can be chosen to be in general position).
Proof. Given lemma 7.2.1 and 7.2.2, the proof of lemma 7.2.3 is then exactly
the same as that of lemma 6.2.2 of [A1], which is based on the simple version
of the invariant trace formula. So we just give a sketch. We point out that
the proof depends only on the results of section 4, and is thus independent
of any induction hypothesis.
Let
9K8,u “
ź
vRS8puq
9Kv
be the standard maximal open compact subgroup of 9Gp 9A8,uq. Put 9f8,u
to be equal to the characteristic function of 9K8,u. At the place u, we take
9fu P HpGq to be a pseudo-coefficient fπ of the representation π (existence
of fπ is given by [CD] and [BDK]). At the places S
u
8, we arbitrarily choose
Langlands parameters φv P Φ2p 9Gvq that satisfies dpµφvq ą t, and we take
9fv
to be a stable pseudo-coefficient associated to φv, i.e.
9fv “
ÿ
πvPΠφv
fπv .
Then put 9fp 9xq :“ 9fup 9xuq 9f
u
8p 9x
u
8q
9f8,up 9x8,uq. The invariant trace formula
of Arthur [A3], when applied to 9f , simplifies and gives the identity (the
simplification follows from [A3] theorem 7.1, [A10] theorem 5.1, and p.268
of [A10]; c.f. the discussion in the proof of lemma 6.2.2 of [A1]):
ÿ
9π
mdiscp 9πq 9f 9Gp 9πq “
ÿ
γ
volp 9Gγp 9F qz 9Gγp 9Aqq 9f 9Gpγq(7.2.1)
here on the left hand side 9π runs over the irreducible unitary representation
of 9Gp 9Aq, and mdiscp 9πq is its multiplicity in L
2
discp
9Gp 9F qz 9Gp 9Aq. On the right
hand side is a finite sum of nonzero terms where γ runs over the semi-simple
conjugacy classes in 9Gp 9F q that are R-elliptic at each place of S8.
Put 9Z8,u “ Z 9Gp
9F q X 9K8,u (here Z 9G is the center of
9G, which is given
by U 9E{ 9F p1q). Note that Z 9Gp
9Fvq is compact for each v P S8puq (since v does
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not split in 9E for v P S8puq). Hence 9Z
8,u is a finite cyclic group. We can
then choose φv for v P S
u
8 such that the product
9fu 9f
u
8 is invariant under
translation by 9Z8,u. Then for γ P Z 9Gp
9F q, we have 9f 9Gpγq ‰ 0 only for
γ P 9Z8,u, in which case we have
9f 9Gpγq “
9f 9Gp1q.(7.2.2)
From the results of Harish-Chandra (lemma 23 of [HC1], lemma 17.4 and
17.5 of [HC2]), the terms on the right hand side of (7.2.1) is dominated by
the terms with γ P Z 9Gp
9F q, when the infinitesimal characters µφv for v P S
u
8
are in sufficient general position. Hence from (7.2.2), we can choose the φv
so that the right hand side of (7.2.1) is non-zero.
Thus from the non-vanishing the of the left hand side of (7.2.1), there
exists a 9π such that
mdiscp 9πq 9f 9Gp 9πq “ mdiscp 9πqfπp 9πuq
9fu8p 9π
u
8q
9f8,up 9π8,uq ‰ 0(7.2.3)
From (7.2.3) it follows that 9πv is spherical for v R S8puq. For v P S
u
8, we
can deduce that 9πv has to be tempered, from the fact that 9πv is unitary and
its infinitesimal character is in general position. Thus since 9fv is a stable
pseudo-coefficient of Πφv it follows that 9πv P Πφv . For the remaining place u,
since fπ is the pseudo-coefficient of π, it suffices to show that 9πu is tempered.
First from corollary 4.3.8, there exists a unique 9ψN P rΨellpNq, such that
9π belongs to
L2
disc, 9ψN
p 9Gp 9F qz 9Gp 9Aqq
and as in section 4 we have the stabilization of the twisted trace formula for
9rGpNq: rIN
disc, 9ψN
p
9rfq “ ÿ
9G˚P
9rEellpNq
rιpN, 9G˚qpS 9G˚
disc, 9ψN
p
9rf 9G˚q, 9rf P 9ĂHpNq.(7.2.4)
We choose decomposable functions:
9rf “ 9rfu ¨ 9rfu8 ¨ 9rf8,u P 9ĂHpNq
9f “ 9fu ¨ 9f
u
8 ¨
9f8,u P 9Hp 9Gq
such that for each v, we have
9rf 9Gvv “ 9f 9Gvv . For the place at u we allow 9fu
to be a variable component, while for v ‰ u, we let 9fv be chosen as before.
In addition, for v P Su8 we require that
9rfG˚vv “ 0 for any 9G˚ P 9rEellpNq other
than 9G itself (these choices are possible by proposition 3.1.1). Then (7.2.4)
simplifies to rIN
disc, 9ψN
p
9rfq “ rιpN, 9GqS 9G
disc, 9ψN
p 9fq.(7.2.5)
On the other hand, under our choice of 9f , we have the equality:
trR
9G
disc, 9ψN
p 9fq “ I
9G
disc, 9ψN
p 9fq “ S
9G
disc, 9ψN
p 9fq.
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Thus we have rIN
disc, 9ψN
p
9rfq “ ιpN, 9Gq trR 9G
disc, 9ψN
p 9fq.(7.2.6)
As a linear form of 9fu, the right hand side of (7.2.6) is non-zero (for example
when evaluated at 9fu “ fπ, by (7.2.3)). Hence the left hand side of (7.2.6)
is non-zero as a linear form of
9rfu. Since the left hand side of (7.2.6) is a
non-zero multiple of the linear form
9rfNp 9ψN q, we see in particular that 9ψNv
is spherical for v R S8puq, and for v P S
u
8, we have
9rfvp 9ψNv q ‰ 0.
Recall that for v P Su8 we have
9rf 9Gvv “ 9fGvv , and 9rf 9G˚vv “ 0 for 9G˚ ‰
9G. Hence given the non-vanishing of
9rfvp 9ψNv q, it follows from the spectral
transfer results of [Me] and [Sh3] that φ 9ψv P
9ξv,˚Φp 9Gvq, and the infinitesimal
characters of φv and that of φ 9ψNv
corresponds (under the L-embedding 9ξv).
The infinitesimal character of φ 9ψNv
, cannot be in general position if 9ψNv is
a non-generic parameter. It thus follows that 9ψN itself has to be a generic
parameter 9φN .
One first show that 9φNu P
rΦbddpNq. We have seen above that
cu
9rfu,Np 9φNu q “ trR 9Gdisc, 9φN p 9fq(7.2.7)
for a non-zero scalar cu, and that (7.2.7) is non-zero when 9fu “ fπ. Since
9f
u, 9Gu
is cuspidal,
9rfu can be chosen so that 9rfu, 9Gu is cuspidal. Then from the
non-vanishing of
9rfup 9φuq it follows that 9φu P rΦellpNq (this follows for example
by considering descent to a proper Levi subset of rGpNq if we were to have
9φu R rΦellpNq). In particular 9φu P rΦbddpNq, and hence 9φu corresponds to a
tempered representation of GLN p 9Euq “ GLN pEq, under the local Langlands
classification for general linear groups, and hence the linear form
9rfu,N p 9φuq
is tempered. As in proof of lemma 6.2.2 of [A1], one then deduce from this
that the linear form trR
9G
disc, 9φN
p 9fq is tempered as a linear form in 9fu. Since
9π “ 9πub 9π
u occurs in R
9G
disc, 9φN
this gives the temperedness of 9πu. From this
one concludes that 9πu – π. 
Corollary 7.2.4. For the global generic parameter 9φN constructed in the
proof of lemma 7.2.3, we have 9φNv is spherical for v R S8puq. For v P S
u
8,
we have 9φNv “
9ξ˚φv (recall that φv are parameters in general position that
was chosen in the beginning of proof).
Proof. We have already seen in the course of the proof of lemma 2.2.3 that
9φNv is spherical for v R S8puq. As for v P S
u
8, the same argument that
was applied to the place u in the last part of the proof, applies equally
well to v P Su8. In particular this gives
9φNv P rΦv,bddpNq. We have seen
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that
9rfv,N p 9φNv q ‰ 0 for any 9rfv such that 9rf 9Gvv “ 9f 9Gvv (recall that 9fv a stable
pseudo-coefficient of the parameter φv), and that
9rf 9G˚vv “ 0 for any 9G˚v ‰ 9Gv.
Hence it follows from the spectral transfer results of [Me] and [Sh3] that
9φNv P
9ξv,˚Φbddp 9Gvq. This in turn implies again by their results that 9φ
N
v “
9ξv,˚φv, as required. 
Remark 7.2.5.
Lemma 7.2.3 and corollary 7.2.4 completes the proof of lemma 3.3.2.
Remark 7.2.6.
There are obvious variants of lemma 7.2.3. For example if V is a finite set
of non-archimedean places of 9F disjoint from tuu, and πv is a discrete series
representation of 9Gp 9Fvq for each v P V , then we can find a 9π in the discrete
automorphic spectrum of 9Gp 9Aq, that in addition to satisfying 9πu – π at the
place u, also satisfies 9πv – πv for v P V .
We state one more corollary to lemma 7.2.3, which will be needed to
globalize local parameters in the next subsection. To emphasize that this is
the only result of this subsection that depends on the induction hypothesis,
we state this explicitly in the statement:
Corollary 7.2.7. Suppose N1 ď N , and assume that all the local and global
theorems are valid for parameters of degree up to N1. Let G “ pG, ξq PrEsimpN1q over F and 9G “ p 9G, 9ξq P 9rEsimpN1q over 9F be constructed as in
lemma 7.2.1 and 7.2.2 (so that 9Gu “ G for a place u of 9F ). Then for any
simple local parameter φ P ΦsimpGq, there exists a simple global parameter
9φ P 9Φsimp 9Gq, with the following property:
(1) 9φu “ φ.
(2) 9φv is a spherical parameter for any v R S8puq.
(3) For any v P Su8, the parameter
9φv belongs to Φ2p 9Gvq and is in general
position.
Proof. Since we are assuming the local theorems are valid for parameters of
degree up to N1, the packet Πφ associated to φ exists. Pick any π P Πφ.
By lemma 7.2.3, we can globalize π to a discrete automorphic representa-
tion 9π on 9Gp 9Aq such that 9πu “ π. Furthermore, we have constructed a
9ψN1 P
9rΨpN1q such that 9π occurs in R 9G
disc, 9ψN1
. We have seen in the course
of the proof of lemma 7.2.3 that 9ψN1 “ 9φN1 is actually a generic parame-
ter. From the induction hypothesis concerning the global theorems, we have
9φN1 “ ξ˚ 9φ for 9φ P Φ2p 9Gq. Furthermore, the global theorem concerning the
decomposition of the global discrete spectrum of 9G also gives the result that
π “ 9πu belongs to the packet corresponding to the parameter 9φu. Thus by
the disjointness of the packets we have 9φu “ φ, and similarly that property
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(2) and (3) holds for 9φv for v ‰ u. Furthermore, since φ
N1 “ 9φN1u is a simple
parameter, the same must be true for 9φN1 . Thus 9φ gives what we want. 
Remark 7.2.8.
As we have seen in the proof of lemma 7.2.3, for v P Su8 the parameter
9φv can be chosen to be any preassigned parameter φv P Φ2p 9Gvq that is
in general position, subject to the only condition that the product of the
central characters of the parameters 9φv over v P S8puq has to be trivial on
9Z8,u.
7.3. Construction of global parameter. As in section 7.2, F is either
real or p-adic, and E{F quadratic as before. We let G “ pG, ξq P rEellpNq.
The endoscopic datum G need not be simple. In this subsection we fix a
local parameter φ P ΦbddpGq ´ ΦsimpGq that is not simple. As usual put
φN :“ ξ˚φ P rΦbddpNq. We assume that all the irreducible components of
φN are conjugate self-dual. We can then decompose
φN “ l1φ
N1
1 ‘ ¨ ¨ ¨ ‘ lrφ
Nr
r(7.3.1)
where φNii P
rΦsimpNiq, and Ni ă N for all i. Recall that we are under
the inductive hypothesis that the local (and global) theorems hold for pa-
rameters of degree less than N . Hence there exists unique endoscopic da-
tum Gi “ pGi, ξiq P rEsimpNiq, and parameters φi P ΦsimpGiq, such that
φNii “ ξi,˚φi. In the case where li ą 1 for some i in (7.3.1), we assume that
G itself is simple. This is to ensure that φ is uniquely determined by φN .
In the case where li ą 1 for some i, i.e. that φ R Φ2pGq, then there is a
proper Levi subgroupM of G, unique up to conjugation, such that Φ2pM,φq
is non-empty, i.e. there exists φM P Φ2pMq that maps to φ. We equip M
with the L-embedding ξ so that M “ pM, ξq P rEpNq (which is not elliptic).
In the situation (7.3.1), if we put:
N´ “
ÿ
li odd
Ni(7.3.2)
then we have
M – G´ ˆGE{F pN1q
l11 ˆ ¨ ¨ ¨ ˆGE{F pNrq
l1r(7.3.3)
with l1i being the floor of li{2, and G´ “ pG´, ξ´q P
rEellpN´q (here ξ´ :
LG´ ãÑ
LGE{F pN´q is the restriction of ξ to
LG´). We have
ξ´,˚φ´ “
à
li odd
φNii .(7.3.4)
for uniquely determined φ´ P Φ2pG´q. By the results of section 7.2, we
can globalize all these data. More precisley, from lemma 7.2.1-7.2.2, and
corollary 7.2.4, we can choose 9E{ 9F , and a place u of 9F such that 9Eu{ 9Fu “
E{F , and such that the data
pG,φ,M, φM , Gi, φiq
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can be globalized to data:
p 9G, 9φ, 9M, 9φM , 9Gi, 9φiq
satisfying the anaogue of (7.3.1), (7.3.3) and (7.3.4). For example, if 9φN “
9ξ˚ 9φ, then
9φN “ l1 9φ
N1
1 ‘ ¨ ¨ ¨‘ lr
9φNrr
with 9φNii “
9ξi,˚ 9φi for 9φ P Φsimp 9Giq; the datum 9Gi “ p 9Gi, 9ξiq P
9rEsimpNiq being
a globalization of Gi “ pGi, ξiq P rEsimpNiq. Similarly for 9φM .
In order to apply the global results from section 6 we need to choose 9φ so
that the localization 9φv for v P S
u
8 has further properties. This is the point
of the following:
Proposition 7.3.1. We can choose the global data:
p 9G, 9φ, 9M, 9φM , 9Gi, 9φiq
so that the following condition holds:
(i) p 9Gu, 9φu, 9Mu, 9φM,u, 9Gi,u, 9φi,uq “ pG,φ,M, φM , Gi, φiq, and such that the
canonical maps:
S 9φ Ñ Sφ(7.3.5)
S 9φM
Ñ SφM
are isomorphisms.
(ii) For v R S8puq, the parameter 9φv is spherical. For v P S
u
8, the param-
eters 9φi,v belongs to Φ2p 9Gi,vq, and the irreducible components of the family
of parameters t 9φNii,vu
r
i“1 are distinct one-dimensional characters.
(iii)(a) Put V “ Su8. Then the mappings
Π 9φV :“
â
vPV
Π 9φv Ñ
pS 9φ – pSφ(7.3.6)
Π 9φM,V :“
â
vPV
Π 9φM,v Ñ
pS 9φM – pSφM(7.3.7)
obtained from the combined places in V are surjective.
(iii)(b) If li “ 1 for all i, then for every v P V the following is satis-
fied: If 9φNv lies in ξ
˚
v,˚ΦpG
˚
v q for some G
˚
v “ pG
˚
v , ξ
˚
v q P
rEsim,vpNq, then we
have pG˚v , ξ
˚
v q “ p
9Gv , 9ξvq as (equivalences classes of) endoscopic datum inrEell,vpNq.
(iii)(c) If li ą 1 for some i (so that 9G is simple) then for every v P V the
following is satisfied: the kernel of the mapping:
S 9φ Ñ S 9φv Ñ R 9φv
contains no elements whose image in R 9φ belongs to R 9φ,reg.
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Proof. Conditions (i) and (ii) are clear from the way we apply corollary
7.2.7 to construct the global datum. We only need to show that they can
be chosen so that the conditions in (iii) are satisfied.
As for (iii)(a), we treat the case of (7.3.6); the case for (7.3.7) will be
similar. The first step is to show that the canonical map
S 9φ Ñ
ź
vPV
S 9φv(7.3.8)
is an injection. Since
Zp
p9GqΓ 9F “ Zp p9GvqΓ 9Fv
for v P V “ Su8, it suffices to show that if s P S 9φ maps to S
0
9φv
for each
v P V , then s P S09φ. We have to allow G and hence
9G not being simple,
i.e. 9G “ 9GO ˆ 9GS , with 9GO, 9GS being simple endoscopic datum of opposite
parity. Similar to section 2.4, denote by I`O the set of indices i such that
9φNii
is conjugate self-dual of the same parity as 9GO, and I
`
S the set of indices i
such that 9φNii is conjugate self-dual of the same parity as
9GS . Then we have
S 9φ “
ź
iPI`O
Opli,Cq ˆ
ź
iPI`S
Opli,Cq ˆ symplectic factors.
On the other hand, from the induction hypothesis, we have theorem 2.4.10
being valid for the localization of each 9φNi at v. Thus if i P I`O , then for each
v P V , the localization 9φNii,v is conjugate self-dual of the same parity as that
of 9φNii . The same applies to the set of indices I
`
S . Since the constituents of
the set of local parameters t 9φNii,vu
r
i“1 are distinct one-dimensional characters,
we see that
S 9φv “
ź
iPI`O
Opli,Cq
Ni ˆ
ź
iPI`S
Opli,Cq
Ni ˆ symplectic factors
and the map S 9φ Ñ S 9φv is given on the orthogonal factors as the obvious
diagonal embedding Opli,Cq ãÑ Opli,Cq
Ni . It follows that we already have
the injectivity of S 9φ Ñ S 9φv , and hence the injectivity of (7.3.8).
Thus dualizing the injectivity of (7.3.8), we have the surjectivity ofź
vPV
pS 9φv Ñ pS 9φ.
On the other hand, from proposition 7.1.4, the map (for v P V )
Π 9φv Ñ
pS 9φv
has the property that the image generates pS 9φv . Thus we need to show that
we can choose the global data so that the combined map:
Π 9φV Ñ
ź
vPV
pS 9φv Ñ pS 9φ(7.3.9)
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is surjective. This can be insured simply by “enlarging V ”; more pre-
cisely, we can replace 9F by a totally real extension 9F 1 of 9F , whose set
of archimedean places we denote as S 9F 1,8 (and a corresponding extension
9E1 of 9E such that 9E1{ 9F 1 is totally imaginary). We choose correspondingly
a global parameter 9φ1, such that 9φ1u1 “
9φu “ φ for some place u
1 of 9F 1 above
u, and that 9φ1v1 “
9φv for each v
1 P S 9F 1,8 above v P S
u
8 (c.f. remark 7.2.8;
the condition on the central characters of the parameters 9φ1v1 over the places
S 9F 1,8pu
1q can easily be achieved by considering the cases that u P S8 and
u R S8 separately). Then if r 9F
1 : 9F s is large enough this would insure that
(7.3.9), with 9φ replaced by 9φ1 etc., is surjective.
For (iii)(b), we have li “ 1 for all i. Hence for v P V , the parameter 9φ
N
v
is multiplicity free by condition (ii). Suppose that 9φNv P ξ
˚
v,˚ΦpG
˚
v q for some
G˚v “ pG
˚
v , ξ
˚
v q P
rEsim,vpNq. Then for each index i the parameter 9φNii,v must
have the same parity as that of G˚v . By theorem 2.4.10 applied to the global
parameter 9φNii , we see that
9Gi must have the same parity as G
˚
v for each
index i. This implies that 9G is simple, and that 9Gv “ G
˚
v as (equivalence
classes of) endoscopic datum.
For (iii)(c), we have lj ą 1 for some j, and 9G is simple. Suppose that
x P S 9φ whose image in R 9φ lies in R 9φreg . We need to show that the image xv
of x in S 9φv does not vanish in R 9φv . From the fact that R 9φ,reg is non-empty,
the group S 9φ must take the form:
S 9φ “
qź
i“1
Op2,Cq ˆ
rź
i“q`1
Op1,Cq
(in particular li ď 2 for all i) and the (unique) element of R 9φ,reg is represented
by an element of S 9φ that lies in the non-identity component of each Op2,Cq
factor. As in the discussion in (iii)(a), for each v P V , we then have
S 9φv “
qź
i“1
Op2,CqNi ˆ
rź
i“q`1
Op1,CqNi
and the map S 9φ Ñ S 9φv is given by the diagonal map on the orthogonal
factors. In particular the image xv of x in S 9φv lies in the non-identity
components of each Op2,Cq-factor, and thus xv does not vanish in R 9φv . 
Remark 7.3.2.
More generally, given the irreducible components φN11 , ¨ ¨ ¨ , φ
Nr
r of φ
N as
in (7.3.1), and their globalization 9φN11 , ¨ ¨ ¨ ,
9φNrr . Then we can consider more
generally any parameter φN
1
P rΦpN 1q generated by the simple parameters
φN11 , ¨ ¨ ¨ , φ
Nr
r , i.e.
φN
1
“ l11φ
N1
1 ‘ ¨ ¨ ¨ ‘ l
1
rφ
Nr
r
ENDOSCOPIC CLASSIFICATION ... 201
for any positive integers l11, ¨ ¨ ¨ , l
1
r (thus N
1 “ l11N1`¨ ¨ ¨` l
1
rNr; in particular
we allow N 1 to be larger than N), and the corresponding global parameter
9φN
1
“ l11
9φN11 ‘ ¨ ¨ ¨‘ l
1
r
9φNrr P
9rΦpN 1q
c.f. the discussions in section 6.1. Suppose that φN
1
“ ξ1˚φ
1 for φ1 P ΦpG1q
and G1 “ pG1, ξ1q P rEsimpN 1q. Then with a corresponding globalization
9G1 “ p 9G1, 9ξ1q P
9rEsimpN 1q, and 9φ1 of φ1 such that 9φN 1 “ 9ξ1˚ 9φ1, we have again
have the validity of proposition 7.3.1 with respect to 9G1 and 9φ1, etc.
Finally in the case where F “ R we also need a variant of proposition
7.3.1:
Lemma 7.3.3. Suppose that F “ R, and φ P ΦbddpGq as in (7.3.1). As-
sume that the infinitesimal characters of the distinct irreducible components
of φN are in general position. Then we can choose the global data:
p 9G, 9φ, 9M, 9φM , 9Gi, 9φiq
so that we have 9φv “ φ for each v P S8, and such that all the conditions of
proposition 7.3.1 are satisfied.
Proof. Since E “ C and LE “ C
ˆ, the irreducible components of φN are
just one-dimensional characters of Cˆ, and so this reduces to the global-
ization result for one-dimensional characters, which is just the elementary
abelian case of proposition 7.3.1. 
7.4. The local intertwining relation. In this subsection we prove the
main technical result, the local intertwining relation for generic parameters,
stated as theorem 3.4.3. It is based on the partial result in the archimedean
case obtained by Shelstad (proposition 7.1.2), combined with the global
results from trace formula comparisons in section 6.
Thus let φN P rΦbddpNq. The descent argument used in the proof of
proposition 5.7.4, which applies equally well to the current local setting,
shows that for any G˚ “ pG˚, ξ˚q P rEsimpNq such that φN “ ξ˚φ for φ P
ΦbddpGqrΦ2pGq, the local intertwining relation is valid for φ (with respect
to G˚), unless the parameter φN belongs to one of the following three cases:
(1) φN belongs to ξ˚φ, with φ P ΦellpGq for pG, ξq among one of the two
simple (equivalence classes of) endoscopic data rEsimpNq.
(2) The local analogue of the case (5.7.12).
(3) The local analogue of the case (5.7.13).
In case (1) we have
φN “ 2φN11 ‘ ¨ ¨ ¨ ‘ 2φ
Nq
q ‘ φ
Nq`1
q`1 ‘ ¨ ¨ ¨ ‘ φ
Nr
r , q ě 1(7.4.1)
Sφ “
qź
i“1
Op2,Cq ˆ
rź
i“q`1
Op1,Cq.
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While cases (2) and (3) corresponds to the following situation: there is a
G “ pG, ξq P rEsimpNq such that φN P ξ˚φ for φ P ΦbddpGq, and such that
φN “ 2φN11 ‘ φ
N2
2 ‘ ¨ ¨ ¨ ‘ φ
Nr
r(7.4.2)
Sφ “ Spp2,Cq ˆ
rź
i“2
Op1,Cq
in the case (2), or
φN “ 3φN11 ‘ φ
N2
2 ‘ ¨ ¨ ¨ ‘ φ
Nr
r(7.4.3)
Sφ “ Op3,Cq ˆ
rź
i“2
Op1,Cq
in the case (3).
Thus we must treat these remaining three cases. We fix G “ pG, ξq PrEsimpNq, and φ P ΦbddpGq such that φN “ ξ˚φ, as in one of the three cases
above. In particular φN is as in (7.3.1) of the previous subsection. We
assume that φ R Φ2pGq, i.e. there is a proper Levi M of G and φM P Φ2pMq
mapping to φ. Recall that we equip M with the L-embedding ξ and so
regard M “ pM, ξq as a twisted endoscopic datum in rEpNq. Recall that the
local intertwining relation asserts:
f 1Gpφ, sq “ fGpφ, uq, f P HpGq
for s P Sφ and u P Nφ having the same image in Sφ. In case (1) a descent
argument shows that it suffices to establish the case where the common
image of s and u in Sφ lies in Sφ,ell.
By proposition 7.3.1, we can globalize the data
pG,φ,M, φM , Gi, φiq
to data:
p 9G, 9φ, 9M, 9φ 9M ,
9Gi, 9φiq
with the specific properties as listed in (i)-(iii) of the proposition. In the
notation of (7.4.1) - (7.4.3):
φN “ ξ˚φ “ l1φ
N1
1 ‘ ¨ ¨ ¨ ‘ lrφ
Nr
r
and
9φN “ 9ξ˚ 9φ “ l1 9φ
N1
1 ‘ ¨ ¨ ¨ ‘ lr
9φNrr
and we can then form the family of global parameters:
9ĂF “ rFp 9φN11 , ¨ ¨ ¨ , 9φNrr q(7.4.4)
generated by the simple parameters 9φN11 , ¨ ¨ ¨ ,
9φNrr , and also the family
9ĂFp 9Gq,
as in section 6.1. In particular 9φN P
9ĂF and 9φ P 9ĂFp 9Gq. The family 9ĂF
provides the global input we need to establish the local intertwining relation,
in accordance with the results from section 6.4. We state this as:
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Proposition 7.4.1. For x P Sφ, we denote by 9x P S 9φ the corresponding
element of S 9φ under the isomorphism (7.3.5). Then:
In case (1), we have the identity:ÿ
xPSφ,ell
p 9f 19Gp
9φ, 9xq ´ 9f 9Gp
9φ, 9xqq “ 0.(7.4.5)
In cases (2) and (3), we have the identity:ÿ
xPSφ
p 9f 19Gp
9φ, 9xq ´ 9f 9Gp
9φ, 9xqq “ 0.(7.4.6)
Proof. The validity of (7.4.6) in case (2) and (3) is exactly the content of
corollary 5.7.5, on noting that since we are dealing with generic parameters
the ǫ sign character and the element sφ are trivial. For case (1), the validity
of (7.4.5) is exactly the content of Proposition 6.4.4, the part on the van-
ishing of the right hand side of (6.2.2), and together with Proposition 6.4.5,
the part on the vanishing of the right hand side of (6.2.10). In applying
Proposition 6.4.4 and 6.4.5 we are using the fact that Assumption 6.4.1 of
for the family (7.4.4) of global parameters
9ĂF , for which the results of section
6.4 are contingent upon, are satisifed by part (iii) of Proposition 7.3.1. 
Remark 7.4.2.
Recall that SφM is naturally a subgroup of Sφ. We note that in case (1)
the set Sφ,ell is a torsor under SφM ; in case (2) and (3) Sφ,ell is empty and
SφM “ Sφ.
We can now begin to extract the local intertwining relation from the
global identity of Proposition 7.4.1. We first establish:
Proposition 7.4.3. Suppose F is non-archimedean and E{F is unramified.
Then the local intertwining relation
f 1Gpφ, xq “ fGpφ, xq, f P HpGq
is valid if φ P ΦbddpGq is a spherical parameter. In addition we have
f 1Gpφ, xq “ fGpφ, xq “ 1
for any x P Sφ, if f is the characteristic function of the (standard) special
maximal compact subgroup of GpF q.
Proof. Since φ is a spherical parameter, we have Ni “ 1 for all index i, and
M “M0 is the minimal Levi subgroup, which is just the standard diagonal
maximal torus. By the previous discussion, we need to consider only cases
(1), (2) and (3) above. In is in fact easy to check that in the unramified case
we must have r “ q “ 1 in case (1), r ď 2 in case (2), and r “ 1 in case (3).
Note that Sφ is of order two in case (1), and is trivial in cases (2) and (3).
The the underlying group G is just UE{F p2q or UE{F (3). These cases should
be known in the literature. In any case we give an argument along the lines
of lemma 6.4.1 of [A1].
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The treatment of these three cases are similar, so we only treat case (1).
By applying proposition 7.4.1, we have, for x the unique element of Sφ,ell:
9f 19Gp
9φ, 9xq ´ 9f 9Gp
9φ, 9xq “ 0, 9f P Hp 9Gq
and on choosing 9f to be decomposable we then have:
(7.4.7)
9f 1
8, 9G
p 9φ8, 9x8q
ź
vRS8
9f 1
v, 9G
p 9φv , 9xvq ´ 9f8, 9Gp
9φ8, 9x8q
ź
vRS8
9f
v, 9G
p 9φv, 9xvq “ 0.
For v P S8, the local intertwining relation is satisfied for the archimedean
parameter 9φv. Indeed, the parameter 9φ 9M,v just corresponds to an unitary
character 9π 9M,v of
9M0p 9Fvq (and the packet Π 9φ 9M,v
is course just the singleton
t 9π 9M,vu, and is generic trivially), and so by the results of Shelstad quoted
as proposition 7.1.3, the character ǫ 9π 9M,v is trivial, and hence the local inter-
twining relation holds for 9φv, by (7.1.5).
Hence we can write (7.4.7) as
9f8, 9Gp
9φ8, 9x8q
´ ź
vRS8
9f 1
v, 9G
p 9φv , 9xvq ´
ź
vRS8
9f
v, 9G
p 9φv, 9xvq
¯
“ 0.(7.4.8)
We can certainly choose 9f8 so that 9f8, 9G ‰ 0. Hence we haveź
vRS8
9f 1
v, 9G
p 9φv, 9xvq “
ź
vRS8
9f
v, 9G
p 9φv, 9xvq.
Similarly we can choose 9fv for v R S8puq so that 9fvp 9φv, 9xvq ‰ 0. Hence we
obtain:
fGpφ, xq “ epxqf
1
Gpφ, xq, f P HpGq(7.4.9)
for a non-zero constant epxq that is independent of f . We can now apply
Lemma 2.5.5 of [A1] to our situation. There are three conditions in Lemma
2.5.5 of loc. cit. Condition (iii) is our (7.4.9), while condition (ii) is triv-
ially satisfied as noted above. Condition (i) is that the characteristic of the
residue field of F is not two. Thus whenever the residue field of F is not
of characteristic two, we can apply Lemma 2.5.5 of [A1] to conclude the
validity of the local intertwining relation for φ.
Thus it remain to deduce the case where the residue field of F is of
characteristic two from the results already established for odd residue char-
acteristic. At this point, the argument is then the same as that of lemma
6.4.1 of [A1], so we refer to loc. cit. for completing the argument in the case
of residue characteristic two.
For the final assertion, we only need to know that (with the notation
as in section 7.1 concerning spherical parameters) for the unique spherical
constituent π of the induced representation IP0pπM0q, the action of the nor-
malized intertwining operator RP0pw, rπM0 , φM0q on π is trivial; this follows
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from the result of Shahidi [S, S2], c.f. the discussion of Corollary 2.5.2
in [A1]. From this it follows that if f is the characteristic function of the
standard special maximal compact subgroup of GpF q, then
fGpφ, xq “ 1
for any x P Sφ. 
We now treat the case where F is archimedean. For archimedean F , case
(2) and (3) already follows from Shelstad’s results, namely proposition 7.2.1.
Indeed, the R-group Rφ is trivial in cases (2) and (3), so the character ǫπM
for πM P ΠφM occuring in (7.1.5) is trivial.
Lemma 7.4.4. Suppose F is archimedean, and that φ P ΦpGq is as in case
(1) is in relative general position (in the sense that each component φi is in
general position). Then there exists ǫ1 P SφM such that for any x P Sφ,ell,
we have
f 1Gpφ, xq “ fGpφ, xǫ1q, f P HpGq.(7.4.10)
Proof. This is the same as in the proof of lemma 6.4.2 of [A1]. For this
proposition we need to apply the variant 7.3.3 of the globalization result.
Thus this time we choose the global parameter 9φ such that 9φv “ φ for every
v P S8, and such that the conditions of proposition 7.3.1 still holds. We then
apply the global identity (7.4.5) to 9φ and choosing 9f to be decomposable:
(7.4.11)
ÿ
xPSφ,ell
´
9f 1
8, 9G
p 9φ, 9xq
ź
vRS8
9f 1
v, 9Gv
p 9φv , 9xvq ´ 9f8, 9Gp
9φ, 9xq
ź
vRS8
9f
v, 9Gv
p 9φv, 9xvq
¯
“ 0.
For v R S8 the parameter 9φv is spherical, and so we have the local intertwin-
ing relation 9f 1
v, 9Gv
p 9φv, 9xvq “ 9fv, 9Gvp
9φv, 9xvq by proposition 2.4.3. Furthermore,
we have seen above that for spherical 9φv we have 9fv, 9Gvp
9φv, 9xvq “ 1 for 9fv the
characteristic function of the (standard) special maximal compact subgroup
of 9Gp 9Fvq. Hence we haveÿ
xPSφ,ell
´
9f 1
8, 9G
p 9φ, 9xq ´ 9f8, 9Gp
9φ, 9xq
¯
“ 0.(7.4.12)
In loc. cit. a Fourier tranform argument on the finite abelian group SφM
is applied to (7.4.12) to obtain (7.4.10), and so we refer to loc. cit. for the
proof (we remark that the proof also uses the result of Shelstad stated as
proposition 7.1.3). 
Proposition 7.4.5. Suppose F is archimedean and that φ is in relative
general position. Then the local intertwining relation is valid for φ.
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Proof. We have already seen that for archimedean F , we only need to treat
case (1), and where x P Sφ,ell. Thus we have
φN “ 2φN11 ‘ ¨ ¨ ¨ ‘ 2φ
Nq
q ‘ φ
Nq`1
q`1 ‘ ¨ ¨ ¨ ‘ φ
Nr
r
Sφ “
qź
i“1
Op2,Cq ˆ
rź
i“q`1
Op1,Cq
(in the archimedean case we of course have Ni “ 1 for all indices i.) In
particular since we are in case (1), all the components φNii are conjugate
self-dual with the same parity as G “ pG, ξq.
Choose global endoscopic datum 9G P
9rEsimpNq over 9F as in lemma 7.2.1
and 7.2.2; thus p 9Fu, 9Guq “ pF,Gq for some u P S8. Define new degrees N
#
j
for j “ 1, ¨ ¨ ¨ , q ` 1 as follows:
N
#
j “ Nj “ 1, j “ 1, ¨ ¨ ¨ , q
N
#
j “ Nq`1 ` ¨ ¨ ¨ ,`Nr “ r ´ q, j “ q ` 1.
We now use the following trick of Arthur (c.f. proof of lemma 6.4.3 in [A1]):
arbitrarily choose a non-archimedean place u# of 9F that does not split in
9E, and consider the localization pG#, ξ#q “ p 9Gu# ,
9ξu#q P
9rEsim,u#pNq. We
can choose parameters:
φ
#,N
#
j
j P
rΦsim,u#pN#j q, j “ 1, ¨ ¨ ¨ , q ` 1(7.4.13)
with the following requirement: φ#,N
#
j “ ξ#j,˚φ
#
j for φ
#
j P ΦsimpG
#
j q, with
pG#j , ξ
#
j q P
9rEsim,u#pN#j q that have the same parity as pG#, ξ#q. The exis-
tence of the local parameters φ
#,N
#
j
j is easily seen by considering parameters
that is an irreducible N#j -dimensional representation of SUp2q, for the SUp2q
component of L 9E
u#
, and a character χ P Z˘
9E
u#
on the W 9E
u#
component of
L 9E
u#
(note that since N#j ă N the local classification theorems are valid
for parameters of degree N#j , by the induction hypothesis).
Note that if we put we
φ#,N :“ 2φ
N
#
1
1 ‘ ¨ ¨ ¨ ‘ 2φ
N
#
q
q ‘ φ
N
#
q`1
q`1
then φ#,N “ ξ#˚ φ
#, for a parameter φ# P ΦellpG
#q.
We now globalize the parameter φ# to a global parameter 9φ# over 9F such
that 9φ#
u#
“ φ#; in addition we also impose the conditions:
(1) 9φ#u “ φ
(2) 9φ#v is spherical for v R S8pu
#q
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(3) Condition (i) of proposition 7.3.1 is valid for 9φ# with respect to the
place u#, while conditions (ii) and (iii) of proposition 7.3.1 for 9φ#
are valid with respect to the set of places V “ Su
#
8 “ S8.
That such φ# can be chosen is a simple variant of the globalization con-
structions leading up to proposition 7.3.1 (c.f. remark 7.2.6).
Once we have the global parameter 9φ#, we can apply (7.4.5) to 9φ# and
obtain: ÿ
9xPS 9φ#,ell
´
9f 19Gp
9φ#, 9xq ´ 9f 9Gp
9φ#, 9xq
¯
“ 0.(7.4.14)
The key point is that by the chocie of 9φ#, the set S 9φ#,ell consists of a single
point 9x1, and it can be identitfied with a base point x1 in the larger set
Sφ,ell. Hence on choosing 9f to be a decomposable function in (7.4.14), we
obtain:
f 1Gpφ, x1q
ź
v‰u
9f 1
v, 9Gv
p 9φ#v , 9x1,vq “ fGpφ, x1q
ź
v‰u
9f
v, 9Gv
p 9φ#v , 9x1,vq.
We can choose 9fv for v ‰ u such that
ś
v‰u
9f
v, 9Gv
p 9φ#v , 9x1,vq ‰ 0. Hence we
can write
epφqf 1Gpφ, x1q “ fGpφ, x1q, f P HpGq(7.4.15)
for a scalar epφq that is independent of f . Combining (7.4.15) with lemma
7.4.4, we obtain:
fGpφ, x1q “ epφqfGpφ, x1ǫ1q
for an element ǫ1 P SφM . But it is easy to see that the two linear forms
fGpφ, x1q and fGpφ, x1ǫ1q are linearly independent, unless ǫ1 “ 1. Hence
lemma 7.4.4 combined with ǫ1 “ 1 give the local intertwining relation for
φ. 
We can finally prove the main result of this subsection:
Proposition 7.4.6. The local intertwining relation is valid for φ over any
F .
Proof. Again it remains to treat the cases (1), (2) and (3). As before we
illustrate for case (1), as the treatment of (2), (3) are similar. It suffices to
prove:
f 1Gpφ, xq “ fGpφ, xq, f P HpGq
for x P Sφ,ell. From the global identity (7.4.5), and on choosing 9f to be
decomposable, and such that 9fu “ f P HpGq, we have:
(7.4.16)ÿ
xPSφ,ell
´
f 1Gpφ, xq
ź
v‰u
9f 1
v, 9G
p 9φv, 9xvq ´ fGpφ, xq
ź
v‰u
9f
v, 9G
p 9φv, 9xvq
¯
“ 0.
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For v R S8puq, the parameter 9φv is spherical, and so the local intertwining
relation is valid by proposition 7.4.3 (if v R S8puq splits in 9E, then 9Gv “
GL
N{ 9Fv
, and the local intertwining relation for 9φv becomes trivial); for v P
Su8, the archimedean parameter
9φv is in relative general position, and so the
local intertwining relation is valid by proposition 7.4.5. Thus we have:
(7.4.17)ÿ
xPSφ,ell
ź
vPSu8
9f
v, 9G
p 9φv , 9xvq
ź
vRS8puq
9f
v, 9G
p 9φv, 9xvq
´
f 1Gpφ, xq ´ fGpφ, xq
¯
“ 0.
Recall that in case (1) Sφ,ell is a torsor under SφM . By part (iii)(a) of
proposition 7.3.1, specifically the surjectivity of (7.3.7), we can isolate the
term corresponding to any x P Sφ,ell, and so obtainź
vRS8puq
9f
v, 9G
p 9φv, 9xvq
´
f 1Gpφ, xq ´ fGpφ, xq
¯
“ 0.(7.4.18)
Since we can choose 9fv for v R S8puq so that
ś
vRS8puq
9f
v, 9G
p 9φv, 9xvq ‰ 0 we
thus finally obtain:
f 1Gpφ, xq “ fGpφ, xq.

With the proof of the local intertwining relation for generic parameters
given by proposition 7.4.6, we also obtain:
Corollary 7.4.7. For w0 PW 0φ , we have
RP pw
0, rπM , φM q “ 1.
Proof. Same as the way Corollary 6.4.5 is deduced from Propositin 6.4.4 in
[A1]. 
7.5. Elliptic orthogonality relation. With the completion of the local
intertwining relation for generic parameters, we see in particular that all the
local theorems are established for generic parameters in the archimedean
case. Thus we can assume that F is non-archimedean in the rest of section
7. In this subsection G P rEsimpNq.
In order to complete the local classification in the non-archimedean case,
the global inputs have to be supplemented by local information from the
elliptic orthogonality relation. There is no essential difference with section
6.5 of [A1], so we will be brief.
Recall the subspace
IcusppGq Ă IpGq
consisting of invariant orbital integrals fG P IpGq which, when considered
as a function on the set of regular semi-simple elements of GpF q, are sup-
ported on the set of elliptic elements. The space IcusppGq has a spectral
interpretation in terms of the sets TellpGq, which we recall.
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First we have the set TtemppGq consisting of W
G
0 -orbits of triplets
τ “ pM,πM , rq
where M is a Levi subgroup of G, πM P Π2,temppMq, and r P Rpσq, where
RpπMq is the representation theoretic R-group of πM given by RpπM q “
W pπMq{W pπM q
0 (c.f. the discussion in section 3.5 of [A1] for general dis-
cussion of the representation theoretic R-group). The subset
TellpGq Ă TtemppGq
consists of triplets τ “ pM,πM , rq with r in the set RregpπM q of regular
elements, i.e.
dpτq :“ detpr ´ 1qaGM
‰ 0.
Then there is a linear isomorphism from IcusppGq to the space of functions
of the set TellpGq of finite support, given by sending fG P IcusppGq to the
function:
τ ÞÑ fGpτq.
Here if M “ G, then πG P Π2,temppGq (and r is trivial), and fGpτq is
the usual character fGpπGq. If M ‰ G, then we can apply our induction
hypothesis on local theorems, and see that πM P Π2,temppMq belongs to a
unique packet ΠφM associated to a parameter φM P Φ2,bddpMq. Then
fGpτq “ trpRP pr, rπM , φM qIP pπM , fqq.
For future reference we also recall the subspace HcusppGq Ă HpGq consisting
of functions f P HpGq such that fG P IcusppGq.
Recall the endoscopic correspondence for parameters:
pG1, φ1q Ø pφ, sq.(7.5.1)
We will need the correspondence between the two sets:
XellpGq “ tG
1 P EellpGq, φ
1 P Φ2pG
1qu
and
YellpGq “ tφ P ΦellpGq, s P Sφ,ellu
for which (7.5.1) restricts to a bijective correspondence between XellpGq and
YellpGq.
Given pφ, sq P YellpGq, the linear form
f ÞÑ f 1pφ1q, f P HpGq(7.5.2)
(where pG1, φ1q P XellpGq corresponds to pφ, sq) is defined from our induction
hypothesis when φ P ΦellpGq r Φ2pGq. In the case where φ P Φ2pGq, we
still need to establish the existence of (7.5.2). In any case, assuming the
existence of (7.5.2) (which we recall depends only on the image x of s in
Sφ,ell if it is defined), we can write its restriction to HcusppGq as follows (by
using the spectral intepretation for IcusppGq above):
f 1pφ1q “
ÿ
τPTellpGq
cφ,xpτqfGpτq, f P HcusppGq(7.5.3)
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for uniquely determined scalar coefficients cφ,xpτq.
Suppose that φ P ΦbddpGqr Φ2pGq. Then the local intertwining relation
established in the last subsection allows us to express the coefficients cφ,xpτq
as follows. For this purpose, recall the notation used before: for φ P ΦbddpGq
and M a proper Levi subgroup of G such that there exists φM P Φ2pMq
mapping to φ, put
Tφ,ellpGq “ tτ “ pM,πM , rq : πM P ΠφM , r P RregpπM qu.(7.5.4)
Lemma 7.5.1. Tφ,ellpGq is non-empty only when φ P ΦellpGq.
Proof. By corollary 7.4.7, the action of any element w0 P W 0φ on IP pπM q
given by the normalized intertwining operator
RP pw
0, rπM , φM q
is trivial. It follows that W 0φ Ă W pπM q
0, while as we have already noted
in section 3.4, for our current setting where G is a unitary group, we have
Wφ “W pπMq. Hence we have a surjection:
Rφ “Wφ{W
0
φ Ñ RpπM q “W pπMq{W
0pπM q.(7.5.5)
In particular, if RregpπM q is non-empty, then so is Rφ,reg, in which case φ
must lie in ΦellpGq (and that in fact Rφ,reg is a singleton in this case, and
so (7.5.5) is actually a bijection, and also a bijection on the set of regular
elements). 
We will establish in the next subsection that Rφ – RpπMq, so that
Tφ,ellpGq is indeed non-empty when φ P ΦellpGq.
Thus assume that φ P ΦellpGq r Φ2pGq. From our induction hypothesis,
we have a pairing:
x¨, ¨y : SφM ˆΠφM Ñ t˘1u(7.5.6)
which is perfect since F is non-archimedean. On the other hand, since
φ P ΦellpGq, the elliptic subset Sφ,ell is a torsor under SφM . And we then
have the extension of the pairing to:
x¨, ¨, y : Sφ,ell ˆ Tφ,ell(7.5.7)
given by, for τ “ pM,πM , rq:
xx, τy “ xx, rπMy
with xx, rπMy being given by the extension of the pairing (7.5.6) to the SφM -
torsor Sφ,ell, as in section 3.4.
We then have:
Proposition 7.5.2. For φ P ΦellpGqr Φ2pGq and x P Sφ,ell, we have
cφ,xpτq “
"
xx, τy, if τ P Tφ,ellpGq
0 otherwise.
(7.5.8)
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Proof. This follows immediately on comparing (7.5.3) with the local inter-
twining relation. 
We can now state the elliptic orthogonality relations, which form the extra
input we need to establish the local classification in the next subsections (in
addition to the global inputs from section 6):
Proposition 7.5.3. (c.f. Corollary 6.5.2 of [A1]) Suppose that
yi “ pφi, xiq, i “ 1, 2
are two pairs in YellpGq, such that the associated linear form (7.5.3) is de-
fined. Then we haveÿ
τPTellpGq
bpτqcφ1,x1pτqcφ2,x2pτq “
"
|Sφ1 |, if y1 “ y2
0 otherwise.
(7.5.9)
Here in (7.5.9), the coefficient bpτq for τ P TellpGq is given by:
bpτq “ |dpτq| ¨ |Rpτq|
with Rpτq :“ RpπMq if τ “ pM,πM , rq.
The proof of proposition 7.5.3 are exactly the same as that in [A1], so we
will not repeat the details (in loc. cit. it is obtained as corollary of Propo-
sition 6.5.1) We content to mention that as a consequence of the local trace
formulas for G and the twisted group rGE{F pNq, we have spectral expan-
sions of the elliptic inner product on G, and respectively on rGE{F pNq (the
local trace formula in the twisted case has been established by Waldspurger
[W6]). One then obtains (7.5.9) as a consequence of combining the spectral
expansions with the endoscopic expansions of the elliptic inner products on
G and rGE{F pNq, c.f. the proof of Proposition 6.5.1 of [A1]. In our case this
is the local and more elementary version of the discussion in section 5.6. (We
remark that, similar to [A1] we are taking for granted the stabilization of
the elliptic inner product on the twisted group rGE{F pNq, which is implicit
in our assumption on the stabilization of the twisted trace formula.)
From proposition 7.5.3 we can deduce:
Proposition 7.5.4. (a) Suppose that pφ, xq P YellpGq such that φ P Φ2pGq,
and such that the associated linear form (7.5.3) is defined. Then we have
f 1pφ1q “
ÿ
Π2pGq
cφ,xpπqfGpπq, f P HcusppGq(7.5.10)
i.e. cφ,xpτq “ 0 for τ P TellpGqrΠ2pGq.
(b) Suppose that
yi “ pφi, xiq, i “ 1, 2
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are two pairs in YellpGq that both satisfy the conditions of (a). Thenÿ
πPΠ2pGq
cφ1,x1pπqcφ2,x2pπq “
"
|Sφ1 |, if y1 “ y2
0 otherwise.
(7.5.11)
Proof. This is the same as proof of lemma 6.5.3 of [A1]. For part (a),
suppose that τ1 P TellpGq r Π2pGq. Then τ1 P Tφ1,ellpGq for a unique φ1 P
ΦbddpGq´Φ2pGq, which by lemma 7.5.1, has to be in ΦellpGq´Φ2pGq. Now
by inversion of the formula (7.5.8), we have for τ P TellpGq:
1
|Sφ1,ell|
ÿ
x1PSφ1,ell
xx1, τ1y cφ1,x1pτq “
"
1, if τ “ τ1
0 otherwise.
(7.5.12)
Hence we have for any x1 P Sφ1,ell:
bpτ1qcφ,xpτ1q “
ÿ
τPTellpGq
1
|Sφ1,ell|
ÿ
x1PSφ1,ell
xx1, τy bpτqcφ,xpτqcφ1,x1pτq
“
1
|Sφ1,ell|
ÿ
x1PSφ1,ell
xx1, τy
ÿ
τPTellpGq
bpτqcφ,xpτqcφ1,x1pτq.
The last inner sum vanishes by (7.5.9), since φ1 ‰ φ (as φ P Φ2pGq). This
gives the vanishing of cφ,xpτ1q.
Part (b) follows on applying part (a) to (7.5.9), on noting that bpτq “ 1
for τ “ π P Π2pGq. 
7.6. Local packets for non square-integrable parameters. With the
proof of the local intertwining relation in section 7.4, we can complete the
proof of the local theorems for φ P ΦbddpGqr Φ2pGq.
First, for part (a) of theorem 3.2.1, the existence of the stable linear form
f ÞÑ fGpφq, f P HpGq
for φ P ΦbddpGq r Φ2pGq satisfying part (a) of theorem 3.2.1 is of course
already implicit in our discussions in the previous subsection, and as we
have seen it follows from descent and our local induction hypothesis. For
exactly the same reason we also see that the linear form fGpφq depends only
on G and not on the L-embedding ξ : LG ãÑ LGE{F pNq (note that part (a)
of theorem 3.2.1 includes the case where G is composite, but the descent
argument is the same).
In section 3.4 we constructed the packet Πφ from the irreducible con-
stituents of IP pπM q with πM ranges over ΠφM . In a moment we will see that
the packet Πφ is multiplicity free. Then by proposition 3.4.4, the packet Πφ
satisfies the endoscopic character relations, i.e. part (b) of theorem 3.2.1 is
valid.
We also observe that in part (a) of theorem 2.5.1 we also have the assertion
that if φ is a spherical parameter, then x¨, πy “ 1 for the unique spherical
π P Πφ. This follows from the intertwining relation. Indeed for φ spherical
we have M “ M0, and πM0 is a spherical unitary character of M0pF q. By
ENDOSCOPIC CLASSIFICATION ... 213
the local intertwining relation, the assertion is equivalent to the that the
action of RP0pw, rπM0 , φM0q on π is trivial for any w P W pM0q. But this is
already known from Shahidi’s results [S, S2].
It thus remains to verifiy that the packet Πφ is multiplicity free, as repre-
sentation of SφˆGpF q. We already know from induction hypothesis that the
packet ΠφM is multiplicity free, so we must show that the the constituents of
IP pπM q is multiplicity free as representation of Rφ ˆGpF q, for πM P ΠφM .
Recall that the decomposition of IP pπM q as a representation of RpπM qˆ
GpF q is multiplicity free, by the theory of representation theoretic R-group.
Hence it suffices to show that Rφ – RpπM q. We have already seen that
(7.5.5) is a surjection, and so we need to show that it is a bijection.
For this we first consider the case that φ P ΦellpGq. Then (7.5.3) and the
local intertwining relation implies the surjection
Rφ Ñ RpπM q(7.6.1)
restricts to a surjection
Rφ,reg Ñ RregpπM q(7.6.2)
and hence (7.6.2) is bijective (Rφ,reg is either empty or singleton).
Now let φ P ΦbddpGqrΦ2pGq be general. Then Rφ is the disjoint union of
RφL,reg, with L ranges over all the Levi subgroups L of G containingM such
that φ is the image of φL P ΦellpLq. Similarly RpπM q is the disjoint union
over all such Levi subgroups L of G containing M , of the sets RLregpπM q;
here we have denoted by RLpπM q the representation theoretic R-group of
πM with respect to L, and R
L
regpπM q its subset of regular elements (c.f. the
discussion on page 530-531 of [A11]). Thus by (7.6.2) applied to φL for all
such L we see that (7.6.1) must be a bijection.
With this we conclude the proof of all the local theorems for φ P ΦbddpGqr
Φ2pGq.
7.7. Local packets for square-integrable composite parameters. We
continue to assume F is non-archimedean. In this subsection we construct
the packets associated to generic square-integrable composite parameters
φ P Φ2pGq. Thus we have
φN “ ξ˚φ “ φ
N1
1 ‘ ¨ ¨ ¨ ‘ φ
Nr
r
with φNii P
rΦsimpNiq, and r ą 1.
As before we globalize the data pG,φq, tφNii u and φ
N to the global data:
p 9G, 9φq, t 9φNii u,
9φN
such that the conditions of proposition 7.3.1 are satisfied. We then consdered
the family of global parameters:
9ĂF “ 9ĂFp 9φN11 , ¨ ¨ ¨ , 9φNrr q “ tl1 9φN11 ‘ ¨ ¨ ¨‘ lr 9φNrr , li ě 0u(7.7.1)
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and similarly the family
9ĂFp 9Gq. As noted before, the conditions of proposi-
tion 7.3.1 implies that Assumption 6.4.1 are satisfied, and in particular we
are in a position to apply the global results of section 6.4.
The first thing is the construction of the stable linear form:
f ÞÑ fGpφq, f P HpGq.(7.7.2)
i.e. we need to show that the linear form rfN pφN q on rHpNq descends to the
stable linear form (7.7.2) on G “ pG, ξq, i.e.rfGpφq “ rfN pφN q, rf P rHpNq.(7.7.3)
In fact we need to show the existence of (7.7.2) for G˚ “ pG˚, ξ˚q P rEellpNq,
not just the simple ones. In the next proposition, we allow G to be an
element of rEellpNq.
Proposition 7.7.1. Suppose that G P rEellpNq, φ P Φ2pGq such that φN is
not a simple parameter. Then the stable linear form (7.7.2) exists. Further-
more, if G is composite:
G “ GO ˆGS , GO, GS P rEsimpNiq
φ “ φO ˆ φS
then we have
fGpφq “ fGOO pφOqf
GS
S pφSq, f “ fO ˆ fS.(7.7.4)
Proof. We apply the global results of section 6.4 to the global datum p 9G, 9φq
and t 9φNii u,
9φN above. By lemma 6.4.2, the global linear form
9rfN p 9φN q, 9rf P 9ĂHpNq
descends to a stable linear form 9f
9Gp 9φq on 9G “ p 9G, 9ξq, i.e.
9rf 9Gp 9φq “ 9rfN p 9φN q, 9rf P 9ĂHpNq(7.7.5)
and such that the global analogue of (7.7.4) is satisfied when 9G “ 9GO ˆ 9GS
is composite. We may choose
9rf and 9f to be decomposable. For v R S8puq,
the parameter 9φv is spherical, and hence 9φv is not square-integrable, so the
corresponding local assertion for 9φv is known as we have seen in section
7.6. For v P S8, the assertions hold for the archimedean parameter 9φv,
by the results of Mezo [Me] and Shelstad [Sh3] as discussed before. Hence
we may cancel the contributions for places v ‰ u in (2.7.5) to obtain the
corresponding assertion for the place u and hence the corresponding local
assertion holds for the parameter 9φu “ φ. 
In particular, we may assume from now on that G P rEsimpNq, and similarly
in the global setup for 9G. Note that at this point we have not shown that
the stable linear form of proposition 7.7.1 depends on G only as a group and
not as endoscopic datum in rEsimpNq. We will show this in section 7.9.
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As before in the global setup we have the stabilization:
I
9G
disc, 9φN
p 9fq “
ÿ
9G1P
9rEellpNq
ιp 9G, 9G1qpS 9G1
disc, 9φN
p 9f 1q, 9f P Hp 9Gq.(7.7.6)
On the left hand side of (7.7.6), there is no contribution from the proper Levi
subgroups of 9G to I
9G
disc, 9φN
, as follolws from our global induction hypothesis
and the fact that 9φN P
9rΦellpNq (we have already noted this on several
occasions in section 4 and 5). Hence we have:
I
9G
disc, 9φN
p 9fq “ trR
9G
disc, 9φN
p 9fq(7.7.7)
“
ÿ
9π
np 9πq 9f 9Gp 9πq
with 9π runs over the irreducible unitary representations of 9Gp 9Aq, and np 9πq
is the multiplicity for 9π to occur in R
9G
disc, 9φN
; in particular np 9πq is a non-
negative integer.
On the other hand, by proposition 6.4.6, we have the validity of the stable
multiplicity formula for the stable distributions S
9G1
disc, 9φN
:
S
9G1
disc, 9φN
“
ÿ
9φ1Ñ 9φN
1
|S 9φ1 |
9f 1p 9φ1q.(7.7.8)
We then have
Proposition 7.7.2. We haveÿ
9π
np 9πq 9f 9Gp 9πq “
1
|S 9φ|
ÿ
9xPS 9φ
9f 1p 9φ1q.(7.7.9)
Proof. We just need to apply (7.7.8) to the right hand side of (7.7.6):ÿ
9G1P
9rEellpNq
ιp 9G, 9G1qpS 9G1
disc, 9φN
p 9f 1q(7.7.10)
“
ÿ
9G1P
9rEellpNq
ÿ
9φ1Ñ 9φN
ιp 9G, 9G1q
1
|S 9φ1 |
9f 1p 9φ1q.
As an elementary case of the discussion in section 5.6, we have
ιp 9G, 9G1q|S 9φ1 |
´1 “ |S 9φ|
´1
and the double sum ÿ
9G1
ÿ
9φ1
in (7.7.10) can be indexed by a single sumÿ
9xPS 9φ
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with p 9G1, 9φ1q Ø p 9φ, 9xq. This gives (7.7.9). 
We now apply proposition 7.7.2 with a decomposable 9f :
9f “ 9fu ¨ 9f8 ¨ 9f
8,u
with 9fu “ f P HcusppGq. For the places in S8, we have the endoscopic
character identity:
9f 18p
9φ18q “
ÿ
9π8PΠ 9φ8
x 9x8, 9π8y 9f8, 9G8p 9π8q,
9f8 P Hp 9G8q(7.7.11)
by the results of Shelstad; while for v R S8puq, the endoscopic character
identity for the spherical parameter 9φv is already known, as seen in section
7.6 (of course if v splits in 9E then the assertion is trivial):
9f 1vp
9φ1vq “
ÿ
9πvPΠ 9φv
x 9xv, 9πvy 9fv, 9Gvp 9πvq,
9fv P Hp 9Gvq.(7.7.12)
Finally at the place u, we can apply part (a) of proposition 7.5.4 (proposition
7.7.1 shows that the hypothesis for proposition 7.5.4 is satisfied for φ “ 9φu):
for f P HcusppGq we have:
f 1pφ1q “ f 1p 9φ1uq “
ÿ
πPΠ2pGq
cφ,xpπqfGpπq, f P HcusppGq.(7.7.13)
Hence combining (7.7.9) and (7.7.11) - (7.7.13) we obtainÿ
9π
np 9πq 9f 9Gp 9πq(7.7.14)
“
1
|S 9φ|
ÿ
9π8
ÿ
9π8,u
ÿ
πPΠ2pGq
ÿ
9xPS 9φ
cφ,xpπq ¨ x 9x8, 9π8y ¨ x 9x
8,u, 9π8,uy 9f 9Gp 9πq
here on the right hand side of (7.7.14) 9π8 ranges over the elements of the
packet Π 9φ8 , and similarly 9π
8,u ranges over elements of the packet
Π 9φ8,u “
â
vRS8puq
Π 9φv
:“
!
9π8,u “
â
vRS8puq
9πv, 9πv P Π 9φv , x¨, 9πvy “ 1 for almost all v
)
.
Recall that by part (i) of proposition 7.3.1 that S 9φ – Sφ. Fix a character
ξ P pS 9φ – pSφ. By part (iii)(a) of proposition 7.3.1, we can pick a 9π8 P Π 9φ8
such that
ξp 9xq´1 “ x 9x8, 9π8y, 9x P S 9φ
and for 9π8,u we pick
9π8,up1q “
â
vRS8puq
9πvp1q
with 9πvp1q P Π 9φv corresponding to the trivial character of S 9φv .
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We define, for π P Π2pGq, the non-negative integer:
nφpξ, πq :“ npπ b 9π8 b 9π
8,uq.
Proposition 7.7.3. The expression
1
|Sφ|
ÿ
xPSφ
cφ,xpπqξpxq
´1(7.7.15)
is a non-negative integer, given by the integer nφpξ, πq. In particular the
integer nφpξ, πq defined above depends only on ξ, φ, π.
Proof. With our choice of 9π8 and 9π
8,u, by linear independence of characters
of representations of 9Gp 9Auq, it follows from (7.7.14) thatÿ
πPΠ2pGq
nφpξ, πqfGpπq “
1
|Sφ|
ÿ
xPSφ
ÿ
πPΠ2pGq
cφ,xpπqξpxq
´1fGpπq, f P HcusppGq.
Then since characters of representation in Π2pGq are linear independent on
HcusppGq, it follows that (7.7.15) holds, as required. 
Proposition 7.7.4. For φ, φ˚ P Φ2pGq such that φ
N , φ˚,N R rΦsimpNq, we
have for ξ P pSφ, ξ˚ P pSφ˚:ÿ
πPΠ2pGq
nφpξ, πqnφ˚pξ
˚, πq “
"
1, if pφ, ξq “ pφ˚, ξ˚q
0 otherwise.
(7.7.16)
Proof. Compute:ÿ
πPΠ2pGq
nφpξ, πqnφ˚pξ
˚, πq
“
ÿ
πPΠ2pGq
nφpξ, πqnφ˚pξ˚, πq
“
1
|Sφ| ¨ |Sφ˚ |
ÿ
xPSφ
ÿ
x˚PSφ˚
ξpxq´1ξ˚px˚q
ÿ
πPΠ2pGq
cφ,xpπqcφ˚,x˚pπq.
By the orthogonality relation (7.5.11), the last inner sum is non-zero unless
pφ, xq “ pφ˚, x˚q, in which case the inner sum is |Sφ|. The assertion then
follows. 
From (7.7.16), and the fact that nφpξ, πq is a non-negative integer, it
follows that given ξ P pSφ, there is an unique π “ πpξq P Π2pGq such that
npξ, πq “ 1, with npξ, π˚q “ 0 for π˚ fl π, and also that the assignment
ξ ÞÑ πpξq
is injective. Define the packet
Πφ “ tπpξq P Π2pGq, ξ P pSφu(7.7.17)
and for π “ πpξq P Πφ, define the character x¨, πy P pSφ:
x¨, πy “ ξp¨q
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This gives the perfect pairing between Πφ and Sφ. It also folllows from
(7.7.16) above that Πφ and Πφ˚ are disjoint for distinct elements φ and φ
˚
in Φsim2 pGq.
We have
Proposition 7.7.5. For x P Sφ, we have
f 1pφ1q “
ÿ
πPΠφ
xx, πyfGpπq, f P HcusppGq.(7.7.18)
Proof. By construction we have
1
|Sφ|
ÿ
xPSφ
cφ,xpπqξpxq
´1 “
"
1, if π “ πpξq
0 otherwise.
(7.7.19)
Hence inverting (7.7.19) we have
cφ,xpπq “
"
ξpxq “ xx, πy, if π “ πpξq
0 otherwise.
(7.7.20)
Applying (7.7.20) to (7.7.13), we obtain the proposition. 
7.8. Local packets for simple parameters. We now tackle the packets
associated to simple parameters of G in this section, which we eventually
show to be singleton. For the purpose of carrying out the argument, it will
be convenient to instead work with a temporary substitute of the set of
simple parameters ΦsimpGq, in a way similar to section 6.1.
We first recall some setup as in section 6.1 of [A1]. First for our G PrEsimpNq we have the linear isomorphism
IcusppGq
„
Ñ
à
G1PEellpGq
ScusppG
1qOutGpG
1q(7.8.1)
fG Ñ
à
G1
fG
1
(ScusppG
1q is the image of HcusppG
1q in SpG1q). The twisted analogue of
(7.8.1) is: rIcusppNq „Ñ à
GPrEellpNq
ScusppGq
ĄOutN pGq(7.8.2)
rfN Ñ à
G
rfG.
The linear isomorphism (7.8.1) is given by Proposition 3.5 of [A11] for
general G. The twisted case (7.8.2) in our current setting is given in [Moe].
Thus given any φN P rΦellpNq, we have a decomposition of the linear form:rfN pφN q “ ÿ
G˚PrEellpNq
rfG˚pφ˚q, rf P rHcusppNq(7.8.3)
here
f ÞÑ fG
˚
pφ˚q, f P HpG˚q
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is a stable linear form on HcusppG
˚q. At this point φ˚ is only a symbol
standing for the pair pG˚, φN q in (7.8.3). As in section 6.5 of [A1], we
introduce the following terminology:
Definition 7.8.1.
We say that φN is a cuspidal lift, if there is a G# “ pG#, ξ#q P rEellpNq, such
that rfN pφN q “ rfG#pφ#q
i.e. there is only one term in the sum (7.8.3) corresponding to G#.
Thus by proposition 7.7.1 if φN P rΦellpNq r rΦsimpNq is such that φN “
ξ
#
˚ φ
#, for φ# P Φ2pG
#q with G# “ pG#, ξ#q P rEellpNq, then φN is a cuspidal
lift.
With this preparation, we define, for G “ pG, ξq P rEsimpNq, the following
temporary set of simple parameters for G:
ΦsimpGq(7.8.4)
“ tφ “ pG,φN q, fGpφq ‰ 0 for some f P HcusppGqu.
We shall show in the next subsection that this coincides with the usual
definition in tems of Langlands parameters. We also simply define Sφ to be
trivial for φ P ΦsimpGq.
Note that at this point we do not know that if φ “ pG,φN q P ΦsimpGq,
then φN is a cuspidal lift. Thus we define
ΦcsimpGq Ă ΦsimpGq
to be the subset of simple parameters in ΦsimpGq that are cuspidal lifts.
Similarly, we redefine for the temporary purpose of this subsection:
Φ2pGq :“ ΦsimpGq
ž
Φsim2 pGq(7.8.5)
Φc2pGq :“ Φ
c
simpGq
ž
Φsim2 pGq
where Φsim2 pGq has the same meaning as in the last subsection.
Definition 7.8.2.
Define ΠsimpGq to be the subset of Π2pGq given by the complement of Πφ
over φ P Φsim2 pGq.
With our setup and the results established in the previous subsections,
the arguments in section 6.7 of [A1] for constructing the packets associated
to simple parameters apply to our case verbatim. So we will be brief.
Using the spectral interpretation of the spaces IcusppGq and ScusppGq, we
define IsimpGq to be the subspace of IcusppGq consisting of those fG such
that fGpτq “ 0 for τ P TellpGq ´ ΠsimpGq. Similarly define SsimpGq to be
the subspace of ScusppGq consisting of those f
G such that fGpφq “ 0 for any
φ P Φsim2 pGq. As in [A1], we have:
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Proposition 7.8.3. (Lemma 6.7.1 of [A1]) Under the isomorphism (7.8.1),
the subspace IsimpGq Ă IcusppGq is mapped isomorphically to the subspace
SsimpGq Ă ScusppGq.
Here ScusppGq is identified with the subspace of the right hand side of (7.8.1)
consisting of elements
À
G1 f
G1 such that fG
1
“ 0 for G1 ‰ G. In particular
for fG P IsimpGq, we have f
G1 “ 0 for G1 ‰ G.
In order to complete the local classification, the first step is to associate to
π P ΠsimpGq a parameter φ P Φ
c
simpGq. Thus let π P ΠsimpGq. Then by
definition, if fπ is a pseudo-coefficient of π, we have fπ,G P IsimpGq. As in
lemma 7.2.3, we globalize the data pF,G, πq to p 9F, 9G, 9πq, such that 9πu – π
for a nonarchimedean place u of 9F . In the proof of lemma 7.2.3, we have
shown that 9π belongs to R
9G
disc, 9φN
for 9φN P
9rΦpNq, such that φN :“ 9φNu lies
in rΦellpNq.
Furthermore, as seen from the argument that led to (7.2.7), we have the
following: for rf P rHpNq, the value rfpφN q depends only on the transfer rfG,
and the value is non-zero when rfG “ fGπ (as before fπ is a pseudo-coefficient
for π). In particular, the linear formrf ÞÑ rfNpφN q, rf P rHcusppNq
depends only on the transfer rfG, i.e. in (7.8.3) all the terms corresponding
to G˚ ‰ G vanish. Thus we haverfN pφN q “ rfGpφq(7.8.6)
for a stable linear form f ÞÑ fGpφq on HcusppGq.
From this it follows that φN P rΦsimpNq. Indeed, supppose not. Then
φN P rΦsimell pNq, and hence φN P ξ#˚ Φ2pG#q, for a unique G# “ pG#, ξ#q PrEellpNq. Thus we have
φN “ ξ#˚ φ
#, φ# P Φ2pG
#q.
By proposition 7.7.1, we haverfN pφN q “ rfG#pφ#q, rf P rHcusppNq
for a stable linear form f ÞÑ f#pφ#q on HcusppG
#q. Thus by the uniqueness
of the decomposition (7.8.3), we must have G# “ G and φ# “ φ. Hence
φ P Φsim2 pGq. In particular from proposition 7.7.5, we have
fGpφq “
ÿ
π˚PΠφ
fGpπ
˚q.(7.8.7)
Now π P ΠsimpGq, so π does not lie in Πφ. In particular if follows from
(7.8.7) that
fGπ pφq “ 0.(7.8.8)
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But if rf P rHcusppNq is such that rfG “ fGπ , then from (7.8.6) and (7.8.8)
that rfN pφN q “ rfGpφq “ fGπ pφq “ 0
contradicting what we have observed above. Thus we conclude that φN PrΦsimpNq, and by (7.8.6) again, φN is a cuspidal lift. Thus φ P ΦcsimpGq.
Having shown that φN P rΦsimpNq, we have in particular that 9φN P
9rΦsimpNq, i.e. 9φN is just a conjugate self-dual cuspidal automorphic rep-
resentation on G 9E{ 9F p
9Aq.
We can thus consider the global family of parameters
9ĂF “ 9ĂFp 9φN q “ tl 9φN , l ě 0u
and the same argument as in the proof of proposition 7.3.1 shows that As-
sumption 6.4.1 is satisfied for the family
9ĂF , and hence we can apply the
results of section 6.4 to
9ĂF .
For this, recall that 9π occurs in R
9G
disc, 9φN
, and we have seen in the proof
of lemma 7.2.3 (the equation after (7.2.5)) that
trR
9G
disc, 9φN
p 9fq “ S
9G
disc, 9φN
p 9fq
and both sides being non-zero, for a suitable choice of 9f P 9Hp 9Gq. The
condition that S
9G
disc, 9φN
‰ 0 is exactly the (temporary) definition of the con-
dition 9φN P 9ξ˚Φsimp 9Gq in section 6.1, and p 9G, 9φ
N q defines the global simple
parameter 9φ P 9Φsimp 9Gq. In particular, by lemma 6.4.2, the global linear
form
9rf ÞÑ 9rfN p 9φN q, 9rf P 9ĂHpNq
descends to 9G, i.e. there is a stable linear form
9f ÞÑ 9fp 9φq, 9f P 9Hp 9Gq
such that
9rfN p 9φN q “ 9rf 9Gp 9φq for 9rf P 9ĂHpNq. In particular by localizing at u,
we see that the linear formrf ÞÑ rfN pφN q, rf P rHpNq
descends to G, i.e. there is a stable linear form
f ÞÑ fGpφq, f P HpGq
such that rfGpφq “ rfN pφN q, rf P rHpNq.
The stable linear form fGpφq extends the one in (7.8.6) that is already
defined for f P HcusppGq.
By proposition 6.4.7, the stable multiplicity formula is valid for 9φ, i.e. we
have
S
9G
disc, 9φN
p 9fq “ 9f
9Gp 9φq(7.8.9)
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As in proposition 7.7.2, the application of the stable multiplicity formula
(7.8.9) gives: ÿ
9π˚
np 9π˚q 9f 9Gp 9π
˚q “ 9f
9Gp 9φq(7.8.10)
with np 9π˚q being the multiplicity of an irreducible unitary representation
9π˚ of 9Gp 9Aq to occur in R
9G
disc, 9φN
. Then we similarly define for π˚ P Π2pGq:
nφp1, π
˚q “ npπ˚ b 9π8 b 9π
8,uq
with 9π8 and 9π
8,u have similar meaning as in the last subsection (the “1”
appears simply because the group Sφ is trivial). By the construction in the
proof of lemma 7.2.3, we have nφp1, πq is a positive integer.
By restricting 9f in (7.8.10) such that 9fu P HcusppGq, we extract the fol-
lowing identity similar to proposition 7.7.3:
cφ,1pπ
˚q “ nφp1, π
˚q(7.8.11)
with cφ,1pπ
˚q being by definition the coefficients in the expansion:
fGpφq “
ÿ
π˚PΠ2pGq
cφ,1pπ
˚qfGpπ
˚q.
Application of the orthogonality relation (7.5.11), combined with (7.8.11)
gives the following: for any φ# P Φc2pGq, we haveÿ
π˚PΠ2pGq
nφp1, π
˚qnφ#p1, π
˚q “
"
1, if φ “ φ#
0 otherwise.
(7.8.12)
Hence we have for any π˚ P Π2pGq:
nφp1, π
˚q “ cφ,1pπ
˚q “
"
1, if π˚ “ π
0 otherwise
(7.8.13)
and the assignment
π ÞÑ φ(7.8.14)
defined by condition (7.8.13) gives a well-defined injection from ΠsimpGq to
ΦcsimpGq. We also see that
fGpφq “ fGpπq, f P HcusppGq.(7.8.15)
To complete the argument, one needs to show:
Proposition 7.8.4. The map (7.8.14) gives a bijection between ΠsimpGq
and ΦsimpGq. In particular, ΦsimpGq “ Φ
c
simpGq. Given φ P ΦsimpGq, the
associated representation πφ P ΠsimpGq satisfies
fGpφq “ fGpπφq, f P HcusppGq.(7.8.16)
Proof. This is the same as proposition 6.7.2 of [A1]. 
Given φ P ΦsimpGq, we then define the packet Πφ associated to φ to be the
singleton tπφu Ă ΠsimpGq. These are disjoint for distinct φ. Then we have:
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Proposition 7.8.5. For φ P Φ2pGq, and φ
N “ ξ˚φ as before, we have for
any x P Sφ, the endoscopic character identity:
f 1pφ1q “
ÿ
πPΠφ
xx, πyfGpπq(7.8.17)
where as usual pG1, φ1q Ø pφ, xq.
Proof. Same as corollary 6.7.4 of [A1]. We need to show that the identities
(2.7.18), (2.8.15) established for f P HcusppGq remains valid for all f P HpGq.
This entails using Theorem 6.1, 6.2 of [A11], and their expected twisted
analogues (which we is implicit in our assumption on stabilization of the
twisted trace formula). 
From the results of section 7.6 - 7.8, the following is clear:
Corollary 7.8.6. ΠtemppGq is the disjoint union of the packets Πφ for φ P
ΦbddpGq.
In order to complete the proof of all the local theorems for generic param-
eters, it remains to show that the temporary definition of ΦsimpGq given in
(7.8.4) coincides with the usual one in terms of L-parameters, and to show
that for φ P ΦbddpGq, the stable linear form f Ñ f
Gpφq depends on G and
not on the L-embedding ξ : LG ãÑ LGE{F pNq. We finish these in the next
subsection.
7.9. Resolution. As before F is non-archimedean, andG “ pG, ξq P rEsimpNq,
with ξ “ ξχ for χ P Z
κ
E (κ “ ˘1). We need to show that the temporary
definition of the set of simple parameters ΦsimpGq coincides with the usual
one in terms of the local Langlands group LF . This is the content of the
following:
Proposition 7.9.1. Let φN P rΦsimpNq Then the following are equivalent:
(a) The parameter φ “ pG,φN q belongs to ΦsimpGq (in the sense of the
definition in (7.8.4)).
(b) The Langlands parameter φN : LF Ñ
LGE{F pNq factors through the
L-embedding ξ : LG ãÑ LGE{F pNq.
(c) The (Langlands-Shahidi) L-factor Lps, φN ,Asaip´1q
N´1κq has a pole at
s “ 0.
Proof. Condition (b) is equivalent to the statement that the Artin L-factor
Lps,Asaip´1q
N´1κ φN q has a pole at s “ 0. Thus the equivalence of (b)
and (c) follows from the theorem of Henniart [H2], which gives the equality
between the Artin and the Langlands-Shahidi L-factors:
Lps,Asaip´1q
N´1κ φN q “ Lps, φN ,Asaip´1q
N´1κq.
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Next we note that among the two L-factors Lps, φN ,Asai`q and Lps, φN ,Asai´q,
exactly one of them has a pole at s “ 0. Hence to prove the equivalences of
(a) and (c), it only remains to prove that (a) implies (c).
To do this, we need to use the method of supplementary parameters as
in section 6.3. Put N` “ 2N , and consider the parameter
φ
N`
` :“ φ
N ‘ φN P rΦellpN`q.
We choose the endoscopic datum G` P rEsimpN`q that is of the same parity
as G as a twisted endoscopic datum in rEsimpNq (recall that the parity of
G “ pG, ξq is given by the sign p´1qN´1κ, and similarly for G`). Thus for
example, if N is even, then the L-embedding ξ` “ ξ`,χ` in the datum for
G` is given by a character χ` P Z
κ
E; while if N is odd, then χ` P Z
´κ
E .
Thus χ` P Z
p´1qN ¨κ
E .
With this choice we then have φ
N`
` “ ξ`,˚φ`, for φ` P ΦellpG`q. Indeed
we have Sφ` “ Op2,Cq. We also put M` “ GE{F pNq, which is the Siegel
Levi of G`, and equip M` “ pM`, ξ`q P rEpN`q as a (twisted) endoscopic
datum of rGE{F pN`q. Then we can take φ`,M` P Φ2pM`, φN`` q such that
φ
N`
` “ ξ`,˚φ`,M` ; in fact we have
φ`,M` “ pχ` ˝ detq
´1 b φN .(7.9.1)
We denote by π`,M` the irreducible admissible representation of M`pF q “
GE{F pF q that corresponds to φ`,M` under the usual local Langlands corre-
spondence for GE{F pNq (in other words tπ`,M`u is the packet corresponding
to φ`,M` ).
With this setup, we claim that the induced representation I
G`
P`
pπ`,M`q is re-
ducible. Taking this for granted for the moment, we can complete the proof
of proposition 7.9.1 as follows. The reducibility assertion is equivalent to the
condition that the unnormalized intertwining operator Jw´1P`|P`pπ`,M`q
being holomorphic, with w being the unique non-trivial element ofWφ`pG`,M`q
(here the notation is as in section 3.4). Hence this is equivalent to the condi-
tion that the normalizing factor rP`pw,φ`,M`q for Jw´1P`|P`pπ`,M`q being
finite. From the expression of rP`pw,φ`,M`q given by (3.3.44), this is equiva-
lent to the condition that the Langlands-Shahidi L-factor Lps, φ`,M` ,Asai
`q
does not have a pole at s “ 0, i.e. that Lps, φN ,Asaip´1q
N ¨κq does not have
a pole at s “ 0, by (7.9.1). This in turn is equivalent to the condition that
Lps, φN ,Asaip´1q
N´1κq has a pole at s “ 0. 
It remains to show:
Lemma 7.9.2. In the setting above, the induced representation I
G`
P`
pπ`,M`q
is reducible.
Proof. In the setting above, we have φ “ pG,φN q P ΦsimpGq (again with
ΦsimpGq being defined as in (7.8.4)). By proposition 7.8.4, the parameter φ
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corresponds to π P ΠsimpGq. We now apply global methods: as in section
7.8, we can as in the proof of lemma 7.2.3, globalize the data:
pF,G, φ, φN , πq
to global data
p 9F , 9G, 9φ, 9φN , 9πq
such that the conditions of proposition 7.3.1 holds. Similarly we globalize
the data
pG`, φ`, φ
N`
` ,M`q
to
p 9G`, 9φ`, 9φ
N` , 9M`q
compatibly with that of p 9G, 9φ, 9φN q. Then as in section 7.8, we apply the
results of section 6.4 to the global family
9ĂF “ 9ĂFp 9φN q “ tl 9φN , l ě 0u.
In particular, we apply proposition 6.4.7 concerning the vanishing of (6.4.26)
which (when combined with (6.4.27) gives the global intertwining relation:
9f 19G`
p 9φ`, 9x`q “ 9f 9G`p
9φ`, 9x`q, 9f P 9Hp 9G`q(7.9.2)
here 9x` is the unique element of S 9φ`,ell – Sφ`,ell. Note that since we are
dealing with parameters of size N` ą N , (7.9.2) does not follow immedi-
ately from the local intertwining relation for parameters of size N treated
in section 7.4. In any case, our purpose is only to extract the reducibility
of IP`pπ`,M`q from (7.9.2), and this can be done as follows. We choose
decomposable 9f “ 9fu 9f
u, with 9fu “ f being variable, and 9f
u is fixed such
that 9fu9G`
p 9φ`, 9x`q ‰ 0. Then (7.9.2) gives:
c ¨ f 1G`pφ`, x`q “ fG`pφ`, x`q, f P HpG`q(7.9.3)
for a non-zero constant c. On the other hand, under the endoscopic corre-
spondence for parameters we have
pGˆG,φ ˆ φq Ø pφ`, x`q
hence the linear form f 1G`pφ`, x`q is given by the non-zero linear form:
f 1G`pφ`, x`q “ f
GˆGpφˆ φq(7.9.4)
“ fG1 pφq ¨ f
G
2 pφq, if f
GˆG “ fG1 ˆ f
G
2 .
On the other hand, we have
fG`pφ`, x`q(7.9.5)
“ tr
`
RP`pwx` , rπ`,M`, φ`,M`qIP`pπ`,M` , fq˘.
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If IP`pπ`,M`q were irreducible, then the action of RP`pwx` , rπ`,M`, φ`,M`q
on IP`pπ`,M`q would be given by a scalar, and hence for some non-zero
constant c1 we have:
fG`pφ`, x`q “ c
1 tr IP`pπ`,M`, fq(7.9.6)
“ c1fM`pπ`,M`q.
However, (7.9.6) contradicts (7.9.4), since the linear form f ÞÑ fGˆGpφˆφq
on HpG`q does not factor through the map f ÞÑ fM` (this is seen for
example, by applying proposition 3.1.1(a). We conclude that IP`pπ`,M`q is
reducible.

Remark 7.9.3.
The relation between poles of local Asai L-function and reducibility of
parabolic induction (with respect to the Siegel parabolic) is already consid-
ered in Goldberg [G].
With proposition 7.9.1 proved, we can thus use the original interpretation
of ΦsimpGq in terms of Langlands parameters. In order to complete the
induction step of the local argument for generic parameters, it only remains
to show that the local linear form
f ÞÑ fGpφq, f P HpGq
for φ P ΦbddpGq depends only on G and not on the L-embedding ξ :
LG ãÑ
LGE{F pNq. More precisely, we fix representatives of the two elements ofrEsimpNq, given by
G “ pUE{F pNq, ξq, G
_ “ pUE{F , ξ
_q
with ξ “ ξχ` for χ` P Z
`
E , and similarly ξ
_ “ ξ_χ´ for χ´ P Z
´
E . Given an
L-parameter for UE{F pNq:
φ : LF Ñ
LUE{F pNq
we put φN :“ ξ˚φ, and φ
_,N :“ ξ_˚ φ. Then φ
N (resp. φ_,N ) define stable
linear forms:
f ÞÑ fGpφq, f P HpUE{F pNqq
(resp.
f ÞÑ fG
_
pφq, f P HpUE{F pNqq q
such that rfGpφq “ rfN pφN q, rf P rHpNq
(resp. rfG_pφq “ rfNpφ_,N q, rf P rHpNq q
The stable linear forms fGpφq, resp. fG
_
pφq_ define packets Πφ Ă Π2pUE{F pNqq,
resp. Πφ_ Ă Π2pUE{F pNqq which might be different a priori. What we must
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show is that fGpφq “ fG
_
pφq for f P HpUE{F pNqq; in other words, we need
to show the following: if rf1, rf2 P rHpNq are such thatrfG1 “ rfG_2(7.9.7)
then we have rf1,NpφN q “ rf2,Npφ_,N q.(7.9.8)
We also note that (7.9.8) is already a consequence of the work of Mezo [Me]
and Shelstad [Sh3] in the archimedean case.
By usual descent argument and the local induction hypothesis, it suffices
to establish (7.9.8) in the case where φ P Φ2pUE{F pNqq. We then treat this
case again by using global methods. Thus arguing as in corollary 7.2.7 we
can globalize the data:
pF,G, φN q
to global data:
p 9F , 9G, 9φN q
with 9φN P
9rΦellpNq such that 9rφNu “ φN (with u being the place of 9F such
that 9Fu “ F and 9Gu “ G). Similarly we globalize the data
pF,G, φ_,N q
to global data
p 9F, 9G_, 9φ_,N q.
In fact we only need to form the global datum 9G_, with 9φ_,N being deter-
mined as follows. Namely if
9G “ pU 9E{ 9F pNq,
9ξ 9χ`q,
9G_ “ pU 9E{ 9F pNq,
9ξ_9χ´q
with 9χ` P 9Z
`
9E
(resp. 9χ´ P 9Z
´
9E
) then we take
9φ_,N “ 9η b 9φN ,(7.9.9)
9η “ 9χ´{ 9χ`.
From (7.9.9) we have from definition
R
9G
disc, 9φN
p 9fq “ R
9G_
disc, 9φ_,N
p 9fq,(7.9.10)
S
9G
disc, 9φN
p 9fq “ S
9G_
disc, 9φ_,N
p 9fq, 9f P 9HpU 9E{ 9F pNqq.(7.9.11)
We now choose (decomposable) global test function
9rf1 P 9HpNq with rf1 “
9rf1,u P HpNq being the component at the place u of 9F . Then we have seen in
the proof of lemma 7.2.3 that we can choose
9rfu1 such that for some non-zero
constant c, we have:
c ¨ rf1pφN q “ pS 9Gdisc, 9φN p rfG1 ¨ p 9rfu1 q 9Gq, rf P rHpNq.(7.9.12)
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Similarly we can choose
9rfu2 such that the analogue of (7.9.12) holds for 9G_,
i.e. there is a non-zero constant c1 such that:
c1 ¨ rf2pφ_,N q “ pS 9G_disc, 9φ_,N p rfG_2 ¨ p 9rfu2 q 9G_q, rf2 P rHpNq.(7.9.13)
Hence by (7.9.11)-(7.9.13), we see that
rf1,N pφN q “ c1
c
¨ rf2,N pφ_,N q(7.9.14)
whenever rfG1 “ rfG_2
holds. In other words, we have
fGpφq “
c1
c
¨ fG
_
pφq, f P HpUE{F pNqq.(7.9.15)
It thus suffices to show hat the constant c1{c in (7.9.15) is equal to one. But
we know that
fGpφq “
ÿ
πPΠφ
fUE{F pNqpπq
and similarly
fG
_
pφq “
ÿ
π1PΠφ_
fUE{F pNqpπ
1q
so it follows that c1{c “ 1 (and Πφ “ Πφ_), by linear independence of
characters.
To complete the induction arguments for this section, it only remains to
verify the global theorems for parameters in families rF of degree N . This
is in fact already implicit in section 6.4, together with the results of this
section.
First as in remark 6.4.9, the results of section 6.4 shows that the the
definition of the set 9Φsimp 9Gq of simple generic parameters of 9G coincides
with the original definition given in section 2.4. In particular, the results
of section 6.4 implies the seed theorem 2.4.2 is valid for the simple generic
parameters
9ĂFsim-genpNq of degree N .
For the second seed theorem 2.4.10, we simply note that for 9G “ p 9G, 9ξq,
if 9φN P 9ξ˚
9ĂFsim-genp 9Gq, then the linear form
9rf ÞÑ 9rfN p 9φN q, 9rf P 9ĂHpNq
descends under the Kottwitz-Shelstad transfer to a stable linear form on 9G
(with respect to 9ξ), according to the definition of the set
9ĂFsim-genp 9Gq given in
section 6.1 (which we know is equivalent to the original definition in section
2.4 for parameters in
9ĂF). In particular for any place v of 9F (which we may
assume to be non-split in 9E), the linear form
9rfv ÞÑ 9rfv,N p 9φNv q, 9rfv P 9ĂHvpNq
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descends under the Kottwitz-Shelstad transfer to 9Gv (with respect to 9ξv).
The local classification results established before in this section then implies
that 9φv P 9ξv,˚Φp 9Gvq.
The validity of the stable multiplicity formula for parameters
9ĂFpNq with
respect to 9G˚ P
9rEsimpNq is a consequence of Proposition 5.7.4. and Propo-
sitions 6.4.4-6.4.7. With the stable multiplicity formula in hand, together
with the local theorems for generic parameters of degree N established in
this section, the spectral multiplicity formula theorem 2.5.2 for parameters
in the families
9ĂF (which consists only of generic parameters) follows from
lemma 5.7.6.
Theorem 5.2.1 (for our families
9ĂF of generic global parameters) is then
just follows from the local intertwining relation we established in this section
(applied to each place v of 9F ).
The only remaining global theorem is theorem 2.5.4(a) (recall that part
(b) of theorem 2.5.4 really concerns non-generic parameters, c.f. remark
2.5.7). But this is just a consequence of Proposition 6.4.8.
We have thus completed the induction step for the global theorems for
parameters in the families
9ĂF . With this also completes all the local theorems
for generic parameters.
8. Nontempered representations
In section seven we established all the local theorems for generic param-
eters. In this section we turn to the local theorems for non-generic param-
eters. As in section seven, we are going to establish all the local theorems
for non-generic parameters for all degree N . Again the method is based on
global inputs from section 6.
The use of induction in section eight is similar to that given in the begin-
ning of section seven. Thus we fix the integer N , and we assume that all the
local theorems are valid for (non-generic) parameters of degree smaller than
N . We also need to work with families
9ĂF of global parameters to be intro-
duced in section 8.3; all the global arguments are to be carried out within
families
9ĂF , and we need to establish the global theorems for the families of
parameters
9ĂF of all degree in this section. Thus for the induction part of
the argument we assume that all the global theorems are valid for global
parameters in families
9ĂF of degree less than N .
8.1. Duality operator of Aubert-Schneider-Stuhler. To establish the
local theorems for general (non-generic) parameters, we have to construct
the packets corresponding to non-generic parameters, and to verify the local
intertwining relation for the packets.
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Given our results of section seven for the generic parameters, the construc-
tions given in chapter 7 of [A1] applies essentially without change for unitary
groups. Thus we just give a summary of the construction, and mostly refer
to [A1] for proofs.
The construction is based again based on global method, combined with
the duality operator of Aubert [Au] and Schneider-Stuhler [SS] (which exists
when the local field F is non-archimedean).
Thus we first assume that F is non-archimedean, and G an arbitrary
connected reductive group over F . The duality operator D is an involution
on the Grothendieck group KpGq of finite length GpF q-modules given by:
D “
ÿ
PĄP0
p´1qdimAP0{AP iGP ˝ r
G
P
with rGP and i
G
P being restriction and induction functors respectively (here
P0 is a fixed minimal parabloic subgroup of G whose Levi component is
noted as M0). For such an object π we denote by rπs it image in KpGq. If
π is irreducible then it is a theorem of Aubert [Au] and Schneider-Stuhler
[SS] that Dπ is again irreducible up to sign:
Dπ “ βpπqrpπs(8.1.1)
with pπ irreducible. Here βpπq is the sign
βpπq “ p´1qdimAM0{AMpi(8.1.2)
with Mπ being Levi subgroup of G, defined in terms of the Bernstein com-
ponent to which π belongs. The definition of the duality operator can be
made similarly for a twisted group rG, and the twisted version of the results
for the duality operator remain valid [A13].
The complexification KpGqC can be identified with the space of finite in-
variant distributions on GpF q (in the sense of being a finite sum of irreducible
characters), given by the characters of representations. Thus D extends as
an operator on the space of invariant distributions. The operator D is com-
patible with endoscopy [Hi, A13], in the following sense: if G1 is a (twisted)
endoscopic datum of G, then the dual of the Langlands-Shelstad-Kottwitz
transfer gives a mapping:
S1 ÞÑ S1G
with S1 a stable distribution on G1pF q and S1G an invariant distribution on
GpF q. Then we have
pD1S1qG “ αpG,G
1qDS1G(8.1.3)
with αpG,G1q being the sign
αpG,G1q “ p´1q
dimAM0{AM 10 ;
here D1 is the duality operator on G1. The operator D preserves the space
of stable distributions.
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The case of the twisted group rGE{F pNq again plays an important role
(as before E{F is a quadratic extension). Given φN P rΦbddpNq it can be
identified as an irreducible conjugate self-dual tempered representation πφN
of GE{F pF q “ GLN pEq. Then we have the following result [A13] on the
twisted version of the duality operator rD on rGE{F pNq, which is the twisted
version of Aubert and Schneider-Stuhler’s result [Au, SS] on the Zelevinsky’s
conjecture: rDφN “ rβpφN qrψN s(8.1.4)
here ψN P rΨpNq is the parameter given by the dual pφN of φN , namely
φN : LF “WF ˆ SU2 Ñ
LGE{F pNq
and
ψN : LF ˆ SU2 “WF ˆ SU2ˆ SU2 Ñ
LGE{F pNq
(with the SU2 factors being as ordered above) are related as
ψN pw, u1, u2q “ pφN pw, u1, u2q(8.1.5)
“ φN pw, u2q, w P WF , u1, u2 P SU2
(more symmetrically, we can writepφN pw, u1, u2q “ φN pw, u2, u1q
if φN is identified as a parameter on LF ˆ SU2 “ WF ˆ SU2ˆ SU2 that
is trivial on the second SU2-factor). The sign rβpφN q is given as on p.388
of [A1]. Again we identify ψN with the conjugate self-dual representation
πψN of GE{F pNqpF q, which is obtained from the Langlands quotient of the
standard representation associated to the parameter φψN P rΦpNq.
Remark 8.1.1.
The Zelevinsky conjecture (proved by Aubert [Au] and Schneider-Stuhler
[SS]) is the statement:
DφN “ βpφN qψN
where D,φN , ψN and βpφN q are in the context of the untwisted group
GE{F pF qpF q “ GLN pEq.
8.2. Local parameters. We return to the setting where F is a general
local field. We need to establish theorem 3.2.1 for non-generic parameters.
Thus let G “ pG, ξq P rEellpNq. Then we have
Proposition 8.2.1. Let ψ P ΨpGq, and as before denote ψN “ ξ˚ψ P rΨpNq.
Then there exists a (unique) stable linear form
f ÞÑ fGpψq, f P HpGq(8.2.1)
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that depends only on G (and not on the L-embedding ξ : LG ãÑ LGE{F pNq),
such that rfGpψq “ rfN pψN q, rf P rHpNq.(8.2.2)
Furthermore, if G “ GO ˆGS is composite, and ψ “ ψO ˆ ψS, then
fGpφq “ fGO1 pψOq ¨ f
GSpψSq(8.2.3)
for
fG “ fGO ˆ fGS .
Proof. This is the same as lemma 2.2.2 of [A1]. By usual descent argument
it suffices to treat the case ψ P Ψ2pGq. Suppose first that G P rEsimpNq.
Thus let ψ P ΨpGq, and put ψN “ ξ˚ψ P rΨpNq. We can then write (c.f.
loc. cit.) the twisted character rfN pψN q as a (finite) linear combination of
twisted standard characters:rfNpψN q “ ÿ
φNPrΦpNq
rnpψN , φN q ¨ rfN pφN q, rf P rHpNq
for coefficients npψN , φN q, with the property that if rnpψN , φN q ‰ 0 then
φN has the same infinitesimal character (resp. cuspidal support) as that of
φψN for F archimedean (resp. non-archimedean). Hence by considering the
infinitesimal character (resp. cuspidal support) of φN , we have φN P ξ˚ΦpGq
for φN such that rnpψN , φN q ‰ 0. Hence if we put
fGpψq :“
ÿ
φPΦpGq
npψ, φqfGpφq
npψ, φq :“ rnpψN , φN q
(note that npψ, φq does not depend on the L-embedding ξ which justifies
the notation). Then the linear form fGpψq is stable, and satisfies (8.2.2).
Furthermore, by the results of section 7 we know that the linear form fGpφq
depends only on G and not on the L-embedding ξ. Hence the same is true
for fGpψq.
For the case where G “ GO ˆGS P rEellpNq and ψ “ ψO ˆ ψS is composite,
we define the linear form fGpψq by (8.2.3), and then one needs to show that
(8.2.2) is satisfied. The argument is the same as proof of lemma 2.2.2 of [A1].
The key point being that, if rπ
ψ
NO
O
and rπ
ψ
NS
S
are the Langlands quotient
of the (twisted) standard representations rρ
ψ
NO
O
and rρ
ψ
NS
S
of rG`
E{F pNqpF q
respectively, then
πψN :“ IPNO,NS
`
π
ψ
NO
O
b π
ψ
NS
S
˘
is already irreducible, by Bernstein’s theorem [Be] (here PNO ,NS is the stan-
dard parabolic subgroup of GE{F pNq of block size pNO, NSq, and ψ
N :“
ψ
NO
O ‘ ψ
NS
S ), and hence rπψN is the Langlands quotient of rρψN .

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In particular, we may assume from now on that G P rEsimpNq. And in fact
since we now know that the stable linear form depends only on G and not
on the L-embedding ξ, we may simply consider the case where G “ pG, ξq
with ξ being the “standard base change” L-embedding (i.e. ξ “ ξχtriv with
χtriv P Z
`
E being the trivial character).
Thus let ψ P ΨpGq, and s P Sψ, with x being the image of s in Sψ; as
usual we have the endoscopic correspondence for parameters:
pG1, ψ1q Ø pψ, sq.
The descent argument of lemma 5.3.1, which applies equally well in the local
case, shows that the linear form
f Ñ f 1Gpψ, sq :“ f
1pψ1q, f P HpGq
depends only on the image x of s in Sψ. Recall the element
sψ “ ψ
´
1,
ˆ
´1 0
0 ´1
˙¯
.
We can then form an expansion as in [A1]:
f 1pψ1q “
ÿ
σPΣψ
xsψx, σy ¨ fGpσq(8.2.4)
here Σψ is another name for the set of charcters pSψ of Sψ; for σ P Σψ, the
corresponding character of Sψ is noted as x¨, σy, and fGpσq is an invariant
linear form on HpGq. The set Σψ is temporarily called the packet associated
to ψ, and we identity σ P Σψ with the associated linear form fGpσq. Thus
we have to show that the linear form fGpσq is a sum of irreducible characters
of unitary representations with non-negative integral coefficients.
To establish this by global method, we need partial information supplied
the non-generic parameters obtained from the dual of generic parameters.
Thus let F be non-archimedean. As in (8.1.5), for φ P ΦbddpGq, we denote
ψ “ pφ P ΨpGq the dual of φ:
ψpw, u1, u2q “ pφpw, u2, u1q(8.2.5)
“ φpw, u2q, w PWF , u1, u2 P SU2 .
In particular ψN “ pφN . We can identify Sφ – Sψ, and the corresponding
identification Πφ Ø Σψ. Given π P Πφ we denote by σπ the corresponding
element of Σψ.
As a consequnece of (8.1.4) and the twisted version of (8.1.3), we have
Dφ “ βpφqψ(8.2.6)
as stable linear forms on G, c.f. equation (7.1.6) of [A1]. Here φ and ψ are
identified as their assocaited stable linear forms fGpφq, fGpψq, and βpφq is
the sign associated to φ as on p.388 of [A1].
From (8.1.3), (8.2.6) and the endoscopic character relation for φ one has:
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Lemma 8.2.2. (lemma 7.1.1 of [A1]) With ψ “ pφ as above we have
xsψ, πyσπ “ βpπqβpφqrpπs.(8.2.7)
Thus we define
ΠGφ “ tπ P Πφ, σπ “ rpπsu(8.2.8)
which is equivalent by (8.2.7) to the condition xsψ, πy “ βpπqβpφq. And put
ΠGψ “ trpπs, π P ΠGφ u Ă Σψ.(8.2.9)
Eventually we show via global methods that ΠGψ “ Πψ; among other things,
this shows that the representations pπ for π P Πφ are unitary. Before one can
apply global methods, one needs independent partial information about ΠGψ
for particular types of ψ; see proposition 8.2.4 below.
The situation for the local intertwining relation is similar. First we have
spectral interpretations of the spaces IpGq and SpGq (for SpGq this is of
course the consequence of the local classification for generic parameters in
section 7). Then one has the adjoint action of D on these spaces:
pDfGqpπq “ fGpDπq
pDfGqpφq “ fGpDφq.
Thus let ψ P ΨpGq of the form ψ “ pφ for φ P ΦbddpGq. Assume that
ψ R Ψ2pGq. Thus we have a proper Levi M of G, and ψM P Ψ2pM,ψq
and a corresponding φM P Ψ2pM,φq such that ψM “ pφM . From the local
induction hypothesis one has ΠψM “ tpπM , πM P ΠφM u. Then from the
property of duality operator, one has the following: (c.f. p.392 of [A1]) for
every u P Nψ “ Nφ, we have
f 1Gpψ, uq “ pDfq
1
Gpφ, uq, f P HpGq
Hence by the local intertwining relation for the generic parameter φ (which
was established in section 7) we have:
Lemma 8.2.3. For ψ “ pφ as above, the local intertwining relation for ψ:
f 1Gpψ, sψxq “ fGpψ, xq, f P HpGq
is equivalent to:
fGpψ, uq “ βpφqpDfqGpφ, sψuq, u P Nφ, f P HpGq.(8.2.10)
More precisely, put for u P Nφ “ Nψ:
fGpφ, u, πM q “ xru, rπMy tr `RP pwu, rπM , φM qIP pπM , fq˘
fGpψ, u, σM q “ xru, rσM y tr `RP pwu, rσM , ψM qIP pσM , fq˘
for πM P ΠφM and σM P ΠψM , then (8.2.10) is equivalent to the condition:
fGpψ, u, pπM q “ βpφqpDfqGpφ, sψu, πM q(8.2.11)
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for all πM P ΠφM . Analogous to (8.2.8) we put
ΠGφM “ tπM P ΠφM , such that p8.2.11q is valid.u
ΠGψM “ tpπM , πM P ΠGφM u.
Then the extra input we need to establish the local theorems in the non-
generic case is contained in the following proposition. Before stating that
we need a terminology. We say that a parameter ψ is tamely ramified linear
parameter, if E{F is tamely ramified, and the restriction of ψN to WE
decomposes as a sum of tamely ramified one-dimensional characters of WE.
Similar definition applies to φ.
Proposition 8.2.4. [A13] Suppose that ψ “ pφ is a tamely ramified linear
parameter. Then
(a) The image of ΠGψ in
pSψ generates pSψ, and contains the trivial character.
(b) The image of ΠGψM in
pSψM generates pSψM , and contains the trivial char-
acter.
Proposition 8.2.4 plays a similar role as proposition 7.1.4 in using global
methods to establish the local theorems. For parameters ψ “ pφ that are
not tamely ramified linear, one has the result of Ban [Ban] weaker than
(8.2.11). It gives an isomorphism between the representation theoretic R-
groups of πM and pπM . From the results of section seven, we already have the
isomorphism between the representation theoretic R-group RpπM q and the
endoscopic R-group Rφ “ Rψ. Then in terms of the linear forms occuring
in (8.2.11), the result of Ban can then be stated as:
Proposition 8.2.5. [Ban] For ψ “ pφ as above and πM P ΠφM , there is a
sign character ǫπM on Nψ that is pulled back from Rφ “ Rψ, such that
fGpψ, u, pπM q “ ǫπM puqfGpφ, u, πM q(8.2.12)
We remark that the results in section 8 of [Ban] are actually stated only for
split orthogonal and symplectic groups, but with the formalism for quasi-
split unitary groups of the present paper, the results of loc. cit. extends
to this case also. The partial information from proposition 8.2.4 and 8.2.5
is then combined with the global method to establish the local intertwining
relation in general, in section 8.5.
8.3. Construction of global parameters with local constraints. This
is parallel to section 7.3. To apply global methods we need to globalize the
local parameters to global parameters, with particular constraints at local
places in order to apply the results of section 6. We can assume that the
parameter in question is non-generic, as the generic case has already been
dealt with in section 7. As in [A1], the difference with the generic case is
that, in the present situation, the local constraints are imposed at a finite
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set of non-archimedean places (whereas in the generic case it is imposed at
the archimedean places).
As before G “ pG, ξq P rEsimpNq, and ψ P ΨpGq. Similar to the generic
case we write ψN :“ ξ˚ψ P rΨpNq and assume that it has the form:
ψN “ l1ψ
N1
1 ‘ ¨ ¨ ¨ ‘ lrψ
Nr
r(8.3.1)
with ψNii P
rΨsimpNiq of the form
ψNii “ µi b νi,(8.3.2)
with µi being the generic component of ψ
Ni
i , and νi being a finite dimensional
algebraic representation of SU2. We have ψ
Ni
i “ ξi,˚ψi for ψi P ΨsimpGiq and
certain Gi “ pGi, ξiq P rEsimpNiq. Note that since we are assuming ψ is not
generic, we have µi P rΦsimpmiq with mi ă N for every index i. In particular
from our induction hypothesis we may assume that the global theorems are
valid for generic parameters of degree mi.
Finally as in the generic case we let M be Levi subgroup of G such that
there is ψM P Ψ2pM,ψq. We regard M as the twisted endoscopic datum
M “ pM, ξq P rEpNq. Then
ξ˚ψM “
à
li odd
ψNii .
The globalization result that we need for the next two subsections is as
follows:
Proposition 8.3.1. We can globalize the local data:
pF,E,G,ψ, tψNii “ µi b νiu, tGiu, tψiu,M,ψM q
to global data:
p 9F, 9E, 9G, 9ψ, t 9ψNii “ 9µi b νiu, t
9Giu, t 9ψiu, 9M, 9ψ 9M q
with 9E a totally imaginary extension of a totally real field 9F , 9µi P
9rΦsimpmiq,
9Gi “ p 9Gi, 9ξiq P
9rEsimpNiq, and 9ψNii “ 9ξi,˚ 9ψ with 9ψ P 9Ψsimp 9Giq, and u is a
place of 9F that does not split in 9E, such that
p 9Fu, 9Eu, 9Gu, 9ψu, t 9ψ
Ni
i,u “ 9µi,u b νiu, t
9Gi,uu, 9Mu, 9ψ 9M,uq
“ pF,E,G,ψ, tψNii “ µi b νiu, tGiu,M,ψM q
and such that the following conditions hold:
(i) The natural morphisms:
S 9ψ Ñ Sψ
S 9ψM
Ñ SψM
are isomorphisms
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(ii)(a) Put U :“ S8puq, where S8 is the set of archimedean places of 9F .
Then for every v P U ´ tuu, the infinitesimal characacter of the distinct
irreducible generic constituents of 9ψNv (which are just one-dimensional char-
acters of W 9Ev – C
ˆ) are in general position.
(ii)(b) There is a finite set of non-archimedean places V of 9F , such that
each v P V does not split in 9E and is (at most) tamely ramified in 9E, such
that 9µi,v P
9rΦell,vpmiq is a direct sum of distinct tamely ramified characters
of W 9Ev . Furthermore, for v R U Y V , the generic components of
9ψNv are
unramified.
The finite set of places V satisfy the following additional constraints
(iii)(a) The natural maps
Π
9G
9ψV
:“
â
vPV
Π
9Gv
9ψv
Ñ pS 9ψ – pSψ(8.3.3)
Π
9G
9ψ 9M,V
:“
â
vPV
Π
9Gv
9ψ 9M,v
Ñ pS 9ψ 9M – pSψM(8.3.4)
are surjective.
(iii)(b) If li “ 1 for all i, then for every v P V the following is satis-
fied: If 9ψNv lies in ξ
˚
v,˚ΨpG
˚
v q for some G
˚
v “ pG
˚
v , ξ
˚
v q P
rEsim,vpNq, then we
have pG˚v , ξ
˚
v q “ p
9Gv , 9ξvq as (equivalences classes of) endoscopic datum inrEsim,vpNq.
(iii)(c) If li ą 1 for some i then for every v P V the following is satisfied:
the kernel of the mapping:
S 9ψ Ñ S 9ψv Ñ R 9ψv
contains no elements whose image in R 9ψ belongs to R 9ψ,reg.
Remark 8.3.2.
For the application in the next two subsections, we also demand the following
choice of 9F in the case when F “ R and when the infinitesimal characters of
distinct irreducible constituents of ψN are in general position, namely that
we simply take 9F “ Q, and 9E to be an imaginary quadratic extension of Q
that ramifies over Q only at odd primes.
Proof. Essentially the same as proposition 7.3.1. The only difference is that
in the generic case of proposition 7.3.1 the set V consists of archimedean
places, whereas in the present situation V consists of non-archimedean
places. Thus for instance condition (iii)(a) of proposition 7.3.1 is based on
proposition 7.1.4, while for the present situation condition (iii)(a) is based
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on proposition 8.2.4; to ensure that one has sufficiently many tamely ram-
ified characters, one simply need to take the residue characteristics of the
set of places V of 9F to be sufficiently large. 
8.4. Local packets for square-integrable parameters. We finish the
proof of the local theorems in this and the next subsection. We emphasize
again that the arguments in chapter 7 of [A1] work without change for the
unitary case. So we will only sketch the arguments. In this subsection, we
deal with the case of square-integrable parameters.
Thus let ψ P Ψ2pGq. We are going to establish theorem 3.2.1 for the
parameter ψ. We can assume that ψ is non-generic (since the generic case is
already dealt with in section 7). In particular then the generic components
of ψN have degree strictly less than N . We now again apply global methods.
By proposition 8.3.1, we globalize the data:
pF,G,ψ, ψN q
to the data
p 9F, 9G, 9ψ, 9ψN q
with respect to a place u of 9F such that 9Fu “ F . As in the case of generic
parameters we put ourselves in the formalism in the beginning of section
6.1, with the global family of parameters
9ĂF being defined by the simple
constituents of 9ψN . In order to apply the global results from section 6,
we need to verify Hypothesis 6.1.1 (we cannot apply the results of section
6.4 because the results of section 6.4 apply only to generic parameters).
However, with proposition 8.2.1 in hand (applied to all the completions 9Fv
and the parameters 9ψv of degree N), it follows that Hypothesis 6.1.1 is
satisfied for the global parameter 9ψ.
We have the validity of the stable multiplicity formula:
S
9G
disc, 9ψN
p 9fq “
1
|S 9ψ|
ǫp 9ψq 9f
9Gp 9ψq.(8.4.1)
Indeed the proof is similar to the generic case treated in proposition 6.4.6
and 6.4.7; the only difference is that we utilize the local conditions given by
proposition 8.3.1(iii), instead of the conditions given by proposition 7.3.1(iii)
in the generic case; c.f. [A1], Lemma 7.3.2.
Then as in section 7.7, we have the following consequence from (8.4.1),
which is an elementary version of the endoscopic expansion in section 5.6:
I
9G
disc, 9ψN
p 9fq “
1
|S 9ψ|
ÿ
9xPS 9ψ
ǫp 9ψ1q 9f 1p 9ψ1q(8.4.2)
where as usual in (8.4.2) we have the endoscopic correspondence of param-
eters
p 9G1, 9ψ1q Ø p 9ψ, 9xq.
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Again the global induction hypothesis gives, since ψ P Ψ2p 9Gq:
I
9G
disc, 9ψN
p 9fq “ trR
9G
disc, 9ψN
p 9fq.
So we can write:ÿ
9π
np 9πq 9f 9Gp 9πq “
1
|S 9ψ|
ÿ
9xPS 9ψ
ǫp 9ψ1q 9f 1p 9ψ1q(8.4.3)
“
1
|S 9ψ|
ÿ
9xPS 9ψ
ǫ 9ψps 9ψ 9xq
9f 1p 9ψ1q
with 9π runs over irreducible representations of 9Gp 9Aq, and np 9πq is its multi-
plicity in R
9G
disc, 9ψN
, in particular a non-negative integer (and also np 9πq “ 0 if
9π is not unitary). Here in the second equality we have applied the endoscopic
sign lemma 5.6.1.
We now specialize (8.4.3), and choose 9f to be decomposable:
9f “ 9fU ¨ 9fV ¨ 9f
U,V
where U “ S8puq and V are the sets of places of 9F as in proposition 8.3.1.
We can then apply the expansion (8.2.4) to places in U , V , and outside
U Y V :
9f 1Up
9ψ1U q “
ÿ
9σUPΣ 9ψU
xs 9ψ 9xU , 9σU y
9f
U, 9G
p 9σU q(8.4.4)
9f 1V p
9ψ1V q “
ÿ
9σV PΣ 9ψV
xs 9ψ 9xV , 9σV y
9f
V, 9G
p 9σV q(8.4.5)
p 9fU,V q1pp 9ψU,V q1q “
ÿ
9σU,V PΣ 9ψU,V
xs 9ψ 9x
U,V , 9σU,V y 9fU,V
9G
p 9σU,V q.(8.4.6)
Making the substitution in (8.4.3) (and making the shift 9xÑ s 9ψ 9x) we haveÿ
9π
np 9πq 9f 9Gp 9πq(8.4.7)
“
1
|S 9ψ|
ÿ
9xPS 9ψ
ǫ 9ψp 9xqx 9x, 9σU y ¨ x 9x, 9σV y ¨ x 9x, 9σ
U,V y 9f 9Gp 9σq.
Now let ξ P pS 9ψ – pSψ be arbitrary. Then by the condition imposed on the
set of places V in proposition 8.3.1, we can pick a 9σV,ξ P Σ 9ψV , such that
9σV,ξ “ 9πV,ξ is an irreducible representation of 9Gp 9AV q, and that
x¨, 9σV,ξy “ ǫ
´1
9ψ
ξp¨q´1.
Similarly, at places v outside U Y V , the parameter 9ψv is unramified, so in
particular is a tamely ramified linear parameter, and part (a) of proposition
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8.2.4 applies, and thus we can pick a 9σU,V p1q P ΣU,V
9ψ
that is an irreducible
representation 9πU,V p1q such that the corresponding character
x ¨ , 9πU,V p1qy
is trivial. Thus setting for 9πU P Πp 9GU q:
nψpξ, 9πU q “ np 9πU b 9πV,ξ b 9π
U,V p1qq
which is a non-negative integer, we can extract, from (8.4.7) the identity:ÿ
9πUPΠp 9GU q
nψpξ, 9πU q 9fU, 9Gp 9πU q “
1
|S 9ψ|
ÿ
9xPS 9ψ
x 9x, 9σU yξp 9xq
´1 9f
U, 9G
p 9σU q(8.4.8)
“
ÿ
9σUPΣ 9ψU
pξq
9f
U, 9G
p 9σU q
with Σ 9ψU pξq being the subset consisting of 9σU such that the associated
character satisfies:
x¨, 9σUy “ ξp¨q.
At this point we first consider the case that F “ R, and that the infinitesimal
characters of the distinct irreducible generic components of ψ “ 9ψu are in
sufficient general position, then in proposition 8.3.1 we can simply choose
9F “ Q, and thus U “ tuu, and (8.4.8) gives the desired result: for the unique
σ P Σψ such that x¨, σy “ ξ, the linear form fGpσq is a linear combination of
characters of irreducible unitary representations with non-negative integral
coefficients. Since ξ P pSψ – pS 9ψ is arbitrary this gives the desired result, and
Theorem 3.2.1 thus hold in this case.
In the remaining cases, one uses the results just obtained, combined with a
result of Arthur which is of separate importance: for a general parameter
ψ P ΨpGq, recall the generic parameter φψ P ΦpGq associated to ψ. One has
Sψ Ă Sφψ and Sψ surjects to Sφψ . The packet Πφψ of irreducible representa-
tions associated to the generic parameter φψ is constructed from Langlands
quotient of the packet of standard representations associated to φψ (thus
given by the results of section 7).
Proposition 8.4.1. (Proposition 7.4.1 of [A1]) Suppose that theorem 3.2.1
holds for a parameter ψ P ΨpGq. Then the elements of Πφψ belong to Πψ
(in particular are unitary representations) and they occur with multiplicity
one in the packet Πψ, such that the following diagram commutes:
Πφψ
  //
 _

Πψ
pSφψ   // pSψ
In the remaining cases, we specialize (8.4.8) as follows: for each v P Su8 Ă
U , the parameter 9ψv is chosen as in proposition 8.3.1 so that the distinct
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irreducible generic constituents of 9ψv are in sufficient general position. Hence
we can apply the result just established for 9ψv. By proposition 8.4.1, we
can choose 9πvp1q P Σ 9ψv “ Π 9ψv corresponding to the trivial character inpSφ 9ψv ãÑ pS 9ψv , which by the proposition occurs with multiplicity one in the
packet Π 9ψv . Thus in (8.4.8) if we choose the function
9fv P Hp 9Gvq for v P S
u
8
such that for any 9σv P Π 9ψv :
9f
v, 9Gv
p 9σvq “
"
1 if 9σv “ 9πvp1q
0 if 9σv ‰ 9πvp1q
(8.4.9)
then (8.4.8) reduces toÿ
πPΠunitpGq
nψpξ, π
â
vPSu8
9πvp1qq ¨ fGpπq “ fGpσpξqq, f P HpGq(8.4.10)
where σpξq is the element in the packet Σψ such that x¨, σy “ ξ. Since ξ P pSψ
is arbitrary this again proves that any elemet in the packet Σψ is a non-
negative integral linear combination of irreducible unitary characters. In
particular, the non-negative integer nψpξ, πq :“ nψpξ, π
Â
vPSu8
9πvp1qq does
not depend on auxiliary choices.
Thus to conclude, we simply need to define the packet Πψ as:
Πψ “
ž
ξP pSψ
Πψpξq
with Πψpξq being the (finite) multi-set consisting of nψpξ, πq copies of π, as
π ranges over ΠunitpGq, then the endoscopic character identity of part (b)
of Theorem 3.2.1 is satisfied, with π P Πψpξq being sent to the character:
x¨, πy “ ξp¨q
of Sψ.
The following result which comes out of the construction is worth empha-
sizing:
Proposition 8.4.2. Suppose that ψ P Ψ2pGq. Then all the elements of the
packet Πψ are automorphic, in the sense that they occur as local components
of discrete automorphic representations.
Thus theorem 3.2.1 holds for the case where ψ P Ψ2pGq. It remains to treat
the case of non-square-integrable parameters. By proposition 3.4.4, this is
a consequence of the local intertwining relation, and it remains to establish
this to complete the inductive step for the proof of all the local theorems.
8.5. The local intertwining relation. It remains to prove the local in-
tertwining relation. Thus we let ψ P ΨpGq r Ψ2pGq, and M be a proper
Levi subgroup of G such that ψM P Ψ2pM,ψq. Again the local intertwining
relation is established via global methods, similar to the argument in section
7.4.
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As in the case of generic parameters the local version of the descent ar-
gument in the proof of proposition 5.7.4 reduces the proof of the local inter-
twining relation to the following three cases:
ψN “ 2ψN11 ‘ ¨ ¨ ¨ ‘ 2ψ
Nq
q ‘ ψ
Nq`1
q`1 ‘ ¨ ¨ ¨ ‘ ψ
Nr
r , q ě 1(8.5.1)
Sψ “
qź
i“1
Op2,Cq ˆ
rź
i“q`1
Op1,Cq
ψN “ 2ψN11 ‘ ψ
N2
2 ‘ ¨ ¨ ¨ ‘ ψ
Nr
r(8.5.2)
Sψ “ Spp2,Cq ˆ
rź
i“2
Op1,Cq
ψN “ 3ψN11 ‘ ψ
N2
2 ‘ ¨ ¨ ¨ ‘ ψ
Nr
r(8.5.3)
Sψ “ Op3,Cq ˆ
rź
i“2
Op1,Cq.
For (8.5.1) we have ψ P ΨellpGq, and thus Sψ,ell is a torsor under SψM , while
for (8.5.2) and (8.5.3) we have SψM “ Sψ.
Using proposition 8.3.1 once more, we globalize the data:
pF,G,ψ, ψM , tψ
Ni
i uq
to global data:
p 9F , 9G, 9ψ, 9ψM , t 9ψ
Ni
i uq
with respect to a place u of 9F such that 9Fu “ F . As in section 7 we then
form the global family:
9ĂF “ 9ĂFp 9ψN11 , ¨ ¨ ¨ , 9ψNrr q.
We have S 9ψ – Sψ “ SψM – S 9ψM . In cases (8.5.2) and (8.5.3), we have by
proposition 5.7.5:ÿ
xPSψ
ǫ
9G
9ψ
p 9xqp 9f 19Gp
9ψ, sψ 9xq ´ 9f 9Gp
9ψ, 9xqq “ 0, 9f P Hp 9Gq.(8.5.4)
We have a similar result for the case of elliptic parameter:
Proposition 8.5.1. For ψ P ΨellpGq as in (8.5.1), we haveÿ
xPSψ,ell
ǫ
9G
9ψ
p 9xqp 9f 19Gp
9ψ, sψ 9xq ´ 9f 9Gp
9ψ, 9xqq “ 0.(8.5.5)
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Proof. This is the assertion given as part of the statement of Lemma 7.3.1
of [A1]. We again apply the global result of section 6. As observed in the
previous subsection, Hypothesis 6.1.1 for the global family
9ĂF is satisfied,
as it already follows from Proposition 8.2.1 (applied to the localization of
parameters for each place v of 9F ), and in particular we can apply Proposition
6.2.1 (when r ą 1) or Proposition 6.2.2 (when r “ 1) to the global parameter
9ψ (we cannot apply results of section 6.4 for the same reason, namely that
applies only to generic parameters). When treat the case r ą 1, as the case
r “ 1 is similar. Applied to our setting, Proposition 6.2.1 asserts that there
is a non-zero constant c such that the following identity holds:ÿ
9G˚P
9rEsimpNq
9rιpN, 9G˚q trR 9G˚
disc, 9ψN
p 9f˚q(8.5.6)
“ c
ÿ
9xPSψ,ell
ǫ
9G
9ψ
p 9xq
`
9f 19Gp
9ψ, sψ 9xq ´ 9f 9Gp
9ψ, 9xq
˘
for any compatible family of functions t 9f˚u, with 9f being the function corre-
sponding to 9G P
9rEsimpNq. Then the main point is that we can write (8.5.6)
in the form as (4.3.31), so that Proposition 4.3.9 (which is Corollary 3.5.3
of [A1]) on vanishing of coefficients can be applied to yield the vanishing
of both sides of (8.5.6). With the condition on the global parameter 9ψ im-
posed at the set of places V , the proof of lemma 7.3.1 of [A1] applies without
change to the present situation. Here we note that it is in the proof of this
proposition that the result of Ban [Ban], that we stated as proposition 8.2.5,
is needed to write the right hand side of (8.5.6) in the form of the right hand
side of (4.3.31).

Similar to the case of generic parameters, we extract the local intertwining
relation from the global identity (8.5.5) in the case (8.5.1), and from (8.5.4)
in the case (8.5.2) and (8.5.3). We again just give a summary of the argument
extracted from section 7.3 of [A1]. We treat the case (8.5.1) as the other
two cases are similar. For (8.5.1), it suffices (again by descent argument) to
treat the local intertwining relation for x P Sψ,ell.
We again choose decomposable function
9f “ 9fU ¨ 9fV ¨ 9f
U,V
with U “ S8puq and V being the set of places of 9F as in proposition 8.3.1.
In particular, for v R U Y V , the parameter 9ψv is unramified. The following
result can be proved as in [A1], which allow us to remove the contribution
to (8.5.5) from places v R U Y V :
Lemma 8.5.2. (Lemma 7.3.4, combined with Lemma 7.3.3 of [A1]) Sup-
pose that in general ψ is an unramified parameter of GpF q. Then for f
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the characteristic function of the (standard) hyperspecial maximal compact
subgroup of GpF q, we have
f 1Gpψ, sψxq “ fGpψ, xq “ 1, x P Sψ.(8.5.7)
Thus by choosing 9fU,V “
ś
vRUYV
9fv, with 9fv being the characteristic func-
tion of the standard maximal compact subgroup of 9Gp 9Fvq, we can apply
(8.5.7), and hence the contributions from the places v R UYV to (8.5.5) can
be removed. For a place v P V , the global parameter 9ψ is chosen as in propo-
sition 8.3.1 so that 9ψv is a tamely ramified linear parameter, hence dual to
a tamely ramified linear generic parameter φv. We have the following:
Lemma 8.5.3. (Lemma 7.3.3 of [A1]) Suppose that ψ “ pφ P ΨpGq is a
tamely ramified linear parameter, and that f P HpGq is chosen such that the
function
π ÞÑ fppπq, π P Πφ
is supported on the set of constituents of IP pπM q for πM P Π
G
φM
. Then
f 1Gpψ, sψxq “ fGpψ, xq, x P Sψ.
Thus by choosing 9fv for v P V such that the function 9fv satisfies the condi-
tion as in lemma 8.5.3, with respect to the parameter 9ψv , then we have:
9f 19Gv
p 9ψv, sψ 9xvq “ 9f 9Gvp
9ψv, 9xvq
and hence (8.5.5) simplifies to:
(8.5.8)ÿ
xPSψ,ell
ǫ
9G
9ψ
p 9xq 9f
V, 9G
p 9ψV , 9xV q
`
9f 1
U, 9G
p 9ψU , sψ 9xU q ´ 9fU, 9Gp
9ψU , 9xU q
˘
“ 0.
Recall that Sψ,ell is a torsor under SψM . Hence by the conditions imposed on
9ψV as in proposition 8.3.1, we can vary 9fV under the constraint as in lemma
8.5.3, and still be able to isolate the contribution of the term in (8.5.7) from
any given x P Sψ,ell. Thus we have:
9f 1
U, 9G
p 9ψU , sψ 9xU q “ 9fU, 9Gp
9ψU , 9xU q.(8.5.9)
The rest is then the same as in section 8.4. Namely when F “ R, and when
the infinitesimal characters of the distinct irreducible constituents of ψN are
in general position, then we took 9F “ Q in proposition 8.3.1, and hence
U “ tuu. Thus (8.5.9) gives the local intertwining relation for 9ψu “ ψ.
With this case established, the general case follows. Namely in accordance
with proposition 8.3.1, the archimedean parameter 9ψv for v P S
u
8 is of the
type just treated. Hence choosing 9fv for v P S
u
8 such that
9f
v, 9G
p 9ψv , 9xvq ‰ 0,
we can cancel the contribution of the of the places from v P Su8 in (8.5.9),
and thus yield the local intertwining relation for 9ψu “ ψ.
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With the local intertwining relation for general parameters established, we
in particular completed the proof of Theorem 3.2.1, by the reduction given by
Proposition 3.4.4. As in the case of generic parameters (c.f. corollary 7.4.7),
we also obtain the following corollary from the general local intertwining
relation:
Corollary 8.5.4. For w0 PW 0ψ, we have
RP pw
0, rπM , ψM q “ 1.
Proof. Same argument as in Corollary 6.4.5 of [A1]. 
To complete the induction argument in this section, it remains to finish the
induction argument for the global theorems for the families
9ĂF of global non-
generic parameters used in this section. The only relevant global theorems
for non-generic parameters are theorem 2.5.3(b) (c.f remark 2.5.7), which we
established in proposition 6.1.5. The other global theorems are the stable
multiplicity formula, and the spectral multiplicity formula theorem 2.5.2
(for theorem 5.2.1 it simply follows from the local intertwining relation we
established, applied to each place v of 9F ).
The stable multiplicity formula follows from Proposition 5.7.4 in the case
where the parameter 9ψN is “degenerate”, i.e. when 9ψN R
9ĂFellpNq, and
9ψN R p 9ξ˚q˚
9ĂFellp 9G˚q for any 9G˚ “ p 9G˚, 9ξ˚q P 9rEsimpNq.
In the case where 9ψN P 9ξ˚
9ĂFellp 9Gq for 9G “ p 9G, 9ξq P 9rEsimpNq, the proof of
the stable multiplicity formula for 9ψN (with respect to any 9G˚ “ p 9G˚, 9ξ˚q P
9rEsimpNq) follows the same arguments as in the proof of proposition 6.4.4-
6.4.7 (for proposition 6.4.7 we simply interpret the sign δψ as being equal
to `1 in the case of non-generic parameters); indeed as we observe in the
beginning of section 8.4, the only difference being in the use of the local
conditions given by proposition 8.3.1(iii), instead of the conditions given by
proposition 7.3.1(iii) in treating the case for generic parameters.
With the stable multiplicity formula, the spectral multiplicity formula
follows by application of lemma 5.7.6, together with the local results estab-
lished in this section.
Thus we have completed the proof of all the local theorems.
9. Global classification
9.1. Completion of induction arguments, part I. In section 7 and 8
we complete the induction arguments concerning the local theorems. In this
final section we complete the induction argumetns for the global classifica-
tion theorems. Again we rely on section 6 to establish the results. Thus F
will now denote a global field.
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We now simply take the family rF simply to be the maximal family rΨ.
In order to apply results of section 6, we need to verify that the Hypothesis
6.1.1 is satisfied:
Proposition 9.1.1. Hypothesis 6.1.1 is satisfied for the maximal familyrF “ rΨ.
Proof. Suppose first that ψN P rΨpNq is not a simple generic parameter.
Then hypothesis 6.1.1 for ψN is the assertion that if ψN “ ξ˚ψ for some
ψ P ΨpGq and G “ pG, ξq P rEellpNq, then the linear formrf ÞÑ rfN pψN q, rf P rHpNq
transfers to a stable linear form fGpψq on GpAF q. Since we assumed that
ψN is not simple generic parameter, we see that the seed theorem 2.4.10
can be applied to the generic constituents of ψN . As a consequence one has
ψNv “ ξv,˚ψv with ψv P Ψ
`pGvq for any place v of F . By the results of
section 7 and 8, the local linear formrfv ÞÑ rfv,N pψNv q, rfv P rHvpNq
transfers to Gv as a stable linear form fvpψvq. It follows that the global
linear form rfN pψN q transfers to G, as required.
It thus remains to treat the class of simple generic parameters rΦsimpNq.
In this case, Hypothesis 6.1.1 asserts the condition:ď
G˚PrEsimpNq
ξ˚ΦsimpG
˚q “ ΦsimpNq(9.1.1)
to hold. Here we recall that as in section 6.1, we are using the definition of
ΦsimpGq as the set of pairs pG,φ
N q such that SG
disc,φN
ı 0 and such that the
linear form rfN pφN q transfers to G. Thus we must show equality in (9.1.1)
(we remark that at this point we still do not know that the union in (9.1.1) is
disjoint; nevertheless it would follow from the stable multiplicity formula for
generic parameters which we will establish till the end of this subsection).
Thus let φN P rΦsimpNq. By the usual simplification of the trace formula,
we have: rINdisc,φN p rfq “ tr rRNdisc,φN p rfq “ rfN pφN q
and rINdisc,φN p rfq “ rιpN,GqpSGdisc,φN p rfGq ` rιpN,G_qpSG_disc,φN p rfG_q
where as usual we have noted G “ pG, ξq and G_ “ pG_, ξ_q the two
representatives of rEsimpNq. Thus we have
(9.1.2) rfNpφN q “ rιpN,GqpSGdisc,φN p rfGq ` rιpN,G_qpSG_disc,φN p rfG_q.
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In (9.1.2), if one of the distributions SG
disc,φN
, SG
_
disc,φN
vanishes identifically,
say SG
_
disc,φN
” 0, then from (9.1.2) we must have SG
disc,φN
ı 0, and that the
linear form rfN pφN q transfers to a stable linear form on G.
To complete the proof we argue by contradiction, as in Lemma 8.1.1 of
[A1]: suppose that neither the distributions SG
disc,φN
, SG
_
disc,φN
vanishes, and
that the linear form rfN pφN q does not transfer to G or G_. We shall obtain
a contradiction as follows. From the local results of section 7, we see that ifrfNpφN q does not transfer to G, then there must be a place v of F (which we
may assume does not split in E) such that the local linear form rfv,N pφNv q
does not transfer to Gv. Similarly there is a place v
_ that does not split in
E such that the local linear form rfv_,N pφNv_q does not transfer to G_v_ .
Suppose that v “ v_. Then the condition implies that we have φNv P
ξ
#
v,˚ΦpG
#
v q for some G
#
v “ pG
#
v , ξ
#
v q P rEell,vpNq ´ rEsimvpNq, and that φNv R
ξv,˚ΦpGvq, φ
N
v R ξ
_
v,˚ΦpG
_
v q. It follows that we can choose
rfv such thatrfv,N pφNv q ‰ 0, but such that rfGvv “ 0 and rfG_vv “ 0 (the existence of suchrfv follows from the by now familiar application of proposition 3.1.1(a). If
we choose an arbitrary rf v such that rf vN pφv,N q ‰ 0, then the test functionrf “ rfv rf v would give a contradiction in (9.1.2). Now if v ‰ v_, then we
similarly choose rfv such that rfv,N pφNv q ‰ 0 and rfGvv “ 0, and similarly rfv_
such that rfv_,N pφNv_q ‰ 0 and rfG_v_v_ “ 0. Then upon choosing an arbitraryrf v,v_ such that rf v,v_N pφv,v_,N q ‰ 0, we again see that, with the test functionrf “ rfv ¨ rfv_ ¨ rf v,v_ , we have a contradiction in (9.1.2).

We can now begin to complete the induction arguments for the global
theorems. Thus as before G P rEsimpNq. First recall that in Proposition 6.1.5
we have already completed the induction argument for the family rF “ rΨ
for part (b) of Theorem 2.5.4 concerning the root number. We next turn
to the stable multiplicity formula, which is stated as theorem 5.1.2. In
proposition 5.7.4, we have already established the stable multiplicity formula
for a parameter ψN P rΨpNq with respect to any G˚ P rEsimpNq, whenever
ψN R rΨellpNq, and that ψN R ξ˚˚ΨellpG˚q for any G˚ “ pG˚, ξ˚q P rEsimpNq.
We also showed that ψN does not contribute to the discrete automorphic
spectrum of any G˚ P rEsimpNq.
Thus we suppose now that ψN P ξ˚ΨellpGq for some G “ pG, ξq P rEsimpNq.
Then ψN “ ξ˚ψ for ψ P ΨellpGq, and G is uniquely determined by this
condition (i.e. ψN R ξ_˚ ΨellpG
_q for the other G_ P rEsimpNq). We first
suppose that ψ P ΨellpGqrΨ2pGq. We can then apply Proposition 6.2.1 and
6.2.2. By the local intertwining relation that we have already established in
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section 7 and 8, we see that both propositions reduce to the statement:ÿ
G˚PrEsimpNq
rιpN,G˚q trRG˚disc,ψN pf˚q “ 0(9.1.3)
for any compatible family of functions tf˚u. By the result on vanishing of
coefficients (lemma 4.3.6), we have the vanishing:
RG
˚
disc,ψN ” 0, G
˚ P rEsimpNq.
In particular ψN does not contribute to the discrete spectrum of G. We also
see from this that if ψN were to lie in ξ_˚ ΨellpG
_q r ξ_˚ Ψ2pG
_q, then ψN
also could not contribute to the discrete spectrum of G.
Furthermore, from (6.2.8) and (6.2.11), we see, by combining the local
intertwining relation and the vanishing of RG
disc,ψN
just proved, that
0
SGdisc,ψN ” 0(9.1.4)
i.e. the stable multiplicity formula is valid for ψN with respect to G (remark
that since ψ P ΨellpGqrΨ2pGq, the stable multiplicity formula for ψ
N with
respect to G reduces to the assertion SG
disc,ψN
vanishes). Similarly, from
(6.2.4) and (6.2.12), we can combine with the local intertwining relation
and the vanishing of RG
_
disc,ψN
to obtain:
0
SG
_
disc,ψN ” 0(9.1.5)
thus again the stable multiplicity formula is valid for ψN with respect to
G_.
We now suppose that ψN P rΨellpNq. If ψN P ξ#˚ Ψ2pG#q for some G# “
pG#, ξ#q P rEellpNqr rEsimpNq, the we have seen in proposition 6.1.3 and 6.1.5
that
RG
˚
disc,ψN ” 0, G
˚ P rEsimpNq.
Hence we now assume ψN P ξ˚Ψ2pGq. The case where ψ
N P rΨsimpNq is a
simple parameter will be the most difficult case to treat, and which we will
complete in the next subsection. Thus we assume that ψN R rΨsimpNq. We
then apply the results of section 6.3 on supplementary parameters. Namely
we apply Proposition 6.3.1 (noting that the hypothesis on stable multiplicity
formula for in rΨpNqr rΨellpNq has just been established). Now by the local
intertwining relation, which is established in section 8.5 (for each place v of
F ), we see that the right hand side of (6.3.3) vanishes. We hence obtain:
(9.1.6) ÿ
G˚PrEsimpN`q
rιpN`, G˚q trRG˚
disc,ψ
N`
`
pf˚q ` b`f
L`
1 pψ1 ˆ Λq “ 0.
Here as in the proof of proposition 6.4.6 (and with similar notations there) if
f1 is the function associated to G
_
1 “ G1ˆG
_ P rEellpN`q in the compatible
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family occuring in (9.1.6), then we have
fL`pψ1 ˆ Λq “ f
L_1
1 pψ1 ˆ Λ
_q.
And as seen in the proof of proposition 6.4.6, the linear form f
L_1
1 pψ1 ˆΛ
_q
is a unitary character on G_1 . The familiar application of lemma 4.3.6, to
(9.1.6), gives the vanishing:
RG
˚
disc,ψ
N`
`
” 0, G˚ P rEsimpN`q,
ψ1 ˆ Λ
_ ” 0.
Since the stable linear form defined by ψ1 does not vanish, it follows that we
have the vanishing of Λ_ and hence Λ. In other words we have established
the stable multiplicity formula for ψN (c.f. proposition 6.1.4).
With the stable multiplicity formula in hand, we can now apply lemma
5.7.6 to yield the spectral multiplicity formula for ψN with respect to G.
Similarly lemma 5.7.6 also yields the assertion that if ψN belongs to ξ_˚ Ψ2pG
_q,
then ψN does not contribute to the discrete spectrum of G. Thus we finally
see that only ψN P ξ˚Ψ2pGq contribute to R
G
disc. This thus establishes theo-
rem 2.5.2 with respect to composite square-integrable parameters.
It remains to treat the case of simple parameters, i.e. that ψN P rΨsimpNq.
Following Arthur in [A1], the completion of the global induction argument in
the case of simple parameter ψN is to analyze the supplementary parameter:
ψ
N``
`` :“ ψ
N
‘ ψN ‘ ψN , N`` “ 3N
which we will carry out in the next subsection. In the rest of this subsection
we first make some reductions.
We first consider the terms appearing in proposition 6.3.3. By the local
intertwining relation (applied to each place v of F ), we have the identities
f 1G`pψ`, sψ`x`.1q “ fG`pψ`, x`,1q, f P HpG`q(9.1.7)
(9.1.8)
pf_qM
_
` pψ_M_` q “ pf
_
G_`
q1pψ_` , x
_
`,1q “ f
_
G_`
pψ_` , x
_
`,1q, f
_ P HpG_`q.
On the other hand we also have:
fM`pψM`q “ pf
_qM
_
` pψ_M_` q(9.1.9)
with f and f_ being the functions in a compatible family associated to G`
and resp. G_`. This follows from the relation (3.1.5) between f
M` and fM
_
`
(applied to the present situation); namely, if G` “ pUE{F pN`q, ξχ1q and
G_` “ pUE{F pN`q, ξχ2q, then we have
f_,M
_
` “ ppχ2{χ1q
N ˝ detq ¨ fM`
together with the relation:
ψ_M_`
“ ppχ1{χ2q
N ˝ detq b ψM` .
250 CHUNG PANG MOK
Thus by applying (9.1.7)-(9.1.9) to (6.3.19), we see that proposition 6.3.3
asserts the vanishing of:ÿ
G˚PrEsimpN`q
rιpN`, G˚q trRG˚
disc,ψ
N`
`
pf˚q(9.1.10)
`
1
8
p1´ δψqpf
M`pψ
M`
` q ´ fG`pψ`, x`,1qq `
1
2
fL`pΓˆ Λq.
Furthermore as in the proof of proposition 6.3.3, we have
fL`pΓˆ Λq “ f
L_1
1 pΓˆ Λ
_q
with f1 being the function in the compatible family associated to G
_
1 “
G ˆ G_ P rEellpN`q, and as seen in the proof of proposition 6.3.3, the term
f
L_1
1 pΓ ˆ Λ
_q is a linear combination with non-negative coefficients of irre-
ducible representations on G_1 pAF q. The same is true for the term
1
8
p1´ δψqpf
M`pψ
M`
` q ´ fG`pψ`, x`,1qq.(9.1.11)
Indeed the coefficient p1´ δψq is either 0 or 2, and we can write:
fM`pψ
M`
` q “ fpπ1q ` fpπ2q
fG`pψ`, x`,1q “ fpπ1q ´ fpπ2q
for irreducible admissible representations π1, π2 on G`pAF q; here π2 can be
zero, i.e. at this point we do not know whether
I
G`
P`
pπ
ψ
M`
`
q(9.1.12)
is reducible (but in fact, after the conclusion of the induction argument in
the next subsection, we can conclude that (9.1.12) is reducible, c.f. the
discussion in section 3.4). In any case we conclude that (9.1.11) is a linear
combination with non-negative coefficients of irreducible admissible repre-
sentations on G`pAF q.
We thus conclude that (9.1.10) can be written in a form such that lemma
4.3.6 applies. We thus obtain the vanishing of the following quantities:
RG
˚
disc,ψ
N`
`
, G˚ P rEsimpN`q(9.1.13)
Γˆ Λ_(9.1.14)
p1´ δψqpf
M`pψ
M`
` q ´ fG`pψ`, x`,1qq, f P HpG`q.(9.1.15)
Now suppose that ψ P ΦsimpGq is a simple generic parameter of G. Recall
that we are still following the definition of the set ΦsimpGq of simple generic
parameters of G as in section 6.1, and in particular the stable linear form
SGdisc,ψN pfq “ f
GpΓq
does not vanish identically. Thus by (9.1.14) we have the vanishing of Λ_ and
hence Λ. In other words the stable multiplicity formula holds for ψN with
respect to G, and also with respect to G_, which amounts to the vanishing
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of SG
_
disc,ψN
. Thus the twisted endoscopic datum G “ pG, ξq P rEsimpNq such
that ψN P ξ˚ΦsimpGq is uniquely determined by ψ
N . In other words (6.1.4)
is a disjoint union.
Recall that we have
trRGdisc,ψN ” S
G
disc,ψN , trR
G_
disc,ψN ” S
G_
disc,ψN
since ψN is simple. In particular if ψN P ξ˚ΦsimpGq, then R
G_
disc,ψN
” 0. Now
we already know the vanishing of RG
˚
disc,ψN
for G˚ P rEellpNq r rEsimpNq. We
thus finally conclude the proof of the seed theorem 2.4.2 (which concerns
only simple generic parameters). In particular we resolve with the original
definition of the set of simple generic parameters of G given as in section
2.4 based on the seed theorem 2.4.2. The only remaining assertion to be
established for the simple generic parameter ψN is theorem 2.5.4(a), in other
words the assertion δψ “ 1.
The second seed theorem 2.4.10 (which again concerns only simple generic
parameters) also follows. Indeed if φN P ξ˚ΦsimpGq, then by the stable
multiplicity formula we just established we have SG
_
disc,φN
” 0. Hence (9.1.2)
becomes rfNpφN q “ rιpN,GqpSGdisc,φN p rfGq
and then the argument given in the last two paragraphs of the proof of
proposition 9.1.1 shows that we must have φNv P ξv,˚ΦpGvq for every place
v of F .
With the proof of the two seed theorems 2.4.2 and 2.4.10, the proof of
theorem 5.2.1 then just follows from the corresponding results in the local
situation which we established in section 7 and 8.
Now if on the other hand ψN is a non-generic parameter, then the only
assertion that remains to be established is the stable multiplicity formula for
ψN , i.e. the vanishing of Λ (we may assume that N is even in this case, since
when N is odd the stable multiplicity formula for ψN is already established
in proposition 6.1.3).
We will complete the proof in the next subsection, by using the results
we obtained above on the vanishing of (9.1.13)-(9.1.15), together with the
analysis of the supplementary parameter ψ
N``
`` .
9.2. Completion of induction arguments, part II. We now complete
the remaining portion of the induction argument.
Recall that there are two cases depending on whether ψN P rΨsimpNq is
generic or not. In the case that ψN is generic, we need to establish that
δψ “ 1, while in the case where ψ
N is non-generic we need to establish the
vanishing of Λ.
We argue by contradiction. Namely in the case that ψN is generic we
suppose that δψ “ ´1. Then by (9.1.15) we have:
fM`pψ
M`
` q “ fG`pψ`, x`,1q, f P HpG`q.(9.2.1)
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Similarly in the case that ψN is non-generic, we suppose that the linear
form Λ (or equivalently Λ_) does not vanish; recall that in this case we may
assume that N is even. Then by (9.1.14) we have
Γ ” 0.(9.2.2)
We will show that both (9.2.1) and (9.2.2) would lead to a contradiction,
which thus complete the global induction argument.
We first consider the generic case. In the previous subsection we have
already established the stable multiplicity formula for ψN (or equivalently
the vanishing of Λ); thus
fG1 pψq “ f
G
1 pΓq, f1 P HpGq.
Hence we have:
SGdisc,ψN pf1q “ f
G
1 pψq, f1 P HpGq
SG
_
disc,ψN pf
_
1 q “ 0, f
_
1 P HpG
_q.
For the stable distributions associated to the supplementary parameter ψ
N`
` ,
we apply the identities from corollary 6.3.4. For instance for (6.3.26), we
note that:
fGˆG2 pΓˆ Γq “ f
GˆG
2 pψ ˆ ψq(9.2.3)
“ pf2q
1
G`
pψ`, x`,1q
“ pf2qG`pψ`, x`,1q
“ pf2q
M`pψM`q, f2 P HpG`q.
(here the third equality is by the local intertwining relation, and the fourth
equality is by (9.2.1)). Hence (6.3.26) simplifies to (using the hypothesis
δψ “ ´1 and the vanishing of (9.1.13)):
S
G`
disc,ψ
N`
`
pf2q “ ´
1
2
pf2q
M`pψM`q, f2 P HpG`q.(9.2.4)
Similarly for (6.3.27); we have
pf_2 qG_`pψ
_
` , x
_
`,1q “ pf
_
2 q
1
G_`
pψ_` , x
_
`,1q(9.2.5)
“ pf_2 q
M_` pψM_` q
(here the first equality is again by the local intertwining relation). Thus
(6.3.27) simplifies to:
SG
_
disc,ψN pf
_
2 q “
1
4
pf_2 q
M_` pψM_` q.(9.2.6)
To summarize: in the generic case and under our hypothesis that δψ “ ´1
we have the following equalities: here we are taking f1 and f
_
1 to be functions
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associated to G and resp. G_ in a compatible family, and similarly f2 and
f_2 to be functions associated to G` and G
_
` in a compatible family:
SGdisc,ψN pf1q “ f
G
1 pψq(9.2.7)
SG
_
disc,ψN pf
_
1 q “ 0
S
G`
disc,ψ
N`
`
pf2q “ ´
1
2
pf2q
M`pψM`q
S
G_`
disc,ψN
pf_2 q “
1
4
pf2q
M`pψM`q
“
1
4
pf_2 q
M_` pψ_M_` q.
Here the fourth equation follows from (9.2.6) and (9.1.9).
We next consider the case that ψN is non-generic. Under the hypothesis
that Λ (or equivalently Λ_) does not vanish, we have Γ ” 0 as in (9.2.2),
and hence
fG1 pψq “ f
L
1 pΛq.
Analogous to (9.2.7) is a similar set of identities obtained as follows.
First from the vanishing of Γ we have by proposition 6.1.3, the follow-
ing (here as above f1 and f
_
1 are functions associated to G and G
_ in a
compatible family):
SGdisc,ψN pf1q “ f
G
1 pψq ´ f
L
1 pΛq “ 0,
SG
_
disc,ψN pf
_
1 q “ pf
_
1 q
L_pΛ_q(9.2.8)
“ fL1 pΛq “ f
G
1 pψq.
(See proposition 6.1.4 for the second equality of (9.2.8).)
For the stable distributions associated to the supplementary parameter
ψ
N`
` we need the following:
Proposition 9.2.1. Suppose we have Γ ” 0. Then for any place v of F that
does not split in E, the localization ψNv of the parameter ψ
N factors through
both the L-embeddings LLv ãÑ
LGEv{FvpNq and
LL_v ãÑ
LGEv{FvpNq.
In order not to interrupt the line of reasoning we relegate the proof of
proposition 9.2.1 to the appendix.
We then draw the following consequence from proposition 9.2.1. For any
place v of F that does not split in E, the localization ψ`,v of the supple-
mentary parameter ψ` factors through the image of the L-embedding
LpLv ˆ Lvq ãÑ
LpGEv{FvpNq ˆGEv{FvpNqq.(9.2.9)
The centralizer of the image of the L-embedding (9.2.9) in the dual grouppGEv{FvpNq ˆ pGEv{FvpNq can be identified with the connected group
GLp2,Cq ˆGLp2,Cq
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and under this identification, the global centralizer Sψ` can be identified as
the diagonal image of Op2,Cq in GLp2,Cq ˆGLp2,Cq. It thus follows that
for any x` P Sψ` the image x`,v of x` in Sψ`,v under the localization map
is trivial This last statement of course remains trivially true if v splits in E.
From this it follows that
pf2q
1
G`
pψ`, x`q “ pf2q
M`pψM`q, f2 P HpG`q.
Hence on combining with the local intertwining relation we have for any
x` P Sψ` :
pf2qG`pψ`, x`q “ pf2q
M`pψM`q, f2 P HpG`q.(9.2.10)
Now as in the generic case we let f2 and f
_
2 be functions in a compatible
family associated to G` and resp. G
_
`. Thus by (9.2.10) and the vanishing
of (9.1.13) we obtain from (6.3.26) the following (remember that since ψN
is non-generic we have δψ “ `1):
S
G`
disc,ψ
N`
`
pf2q “
1
4
pf2q
M`pψM`q.(9.2.11)
Similarly for the terms occuring in (6.3.27) we have:
fLˆL2 pΛˆ Λq “ f
GˆG
2 pψ ˆ ψq(9.2.12)
“ pf2q
1
G`
pψ`, x`,1q
“ pf2q
M`pψM`q
(the last equality by (9.2.10)). Hence (6.3.27) gives:
S
G_`
disc,ψ
N`
`
pf_2 q “ ´
1
2
pf2q
M`pψM`q.(9.2.13)
Thus to summarize, in the non-generic case, under the hypothesis that Λ
does not vanish we have the identities parallel to (9.2.7):
SGdisc,ψN pf1q “ 0(9.2.14)
SG
_
disc,ψN pf
_
1 q “ f1pψq
S
G`
disc,ψ
N`
`
pf2q “
1
4
pf2q
M`pψM`q
S
G_`
disc,ψN
pf_2 q “ ´
1
2
pf2q
M`pψM`q
“ ´
1
2
pf_2 q
M_` pψ_M_` q.
For comparison, the corresponding set of identities in the expected setting
(namely δψ “ 1 and Λ ” 0, in both the generic and non-generic case) is given
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by:
SGdisc,ψN pf1q “ f
G
1 pψq(9.2.15)
SG
_
disc,ψN pf
_
1 q “ 0
S
G`
disc,ψ
N`
`
pf2q “ 0
S
G_`
disc,ψN
pf_2 q “ ´
1
4
pf2q
M`pψM`q
“ ´
1
4
pf_2 q
M_` pψ_M_` q.
which can be established by the similar reasoning as above.
In order to show that (9.2.7) or (9.2.14) leads to a contradiction, we follow
the crucial idea of Arthur [A1] by considering the supplementary parameter:
ψ
N``
`` :“ ψ
N ‘ ψN ‘ ψN , N`` “ 3N.
Denote by G`` and G
_
`` the elements in
rEsimpN``q with the same parity
(resp. opposite parity) as G P rEsimpNq. Then ψN```` defines the parameter
ψ`` of G``.
Similarly denote by M`` “ G ˆM` (resp. M
_
`` “ G
_ ˆM_` the Levi
sub-datum of G`` (resp. G
_
``) whose underlying group is – UE{F pNq ˆ
GE{F pNq. Then the parameter ψ
N``
`` defines the parameter
ψ ˆ ψM`
with respect to M``. We can now state the final result to be established
by consideration of the standard model of trace formula comparison, which
would allow us to obtain the desired contradiction:
Proposition 9.2.2. Under the assumption that δψ ‰ 1 or Λ does not vanish,
we have the identity (as usual for a compatible family of functions with
respect to rEellpN``q):
(9.2.16) ÿ
G˚PrEsimpN``q
rιpN``, G˚q trRG˚
disc,ψ
N``
``
pf˚q `
1
2
fM``pψ ˆ ψM`q ” 0.
(Here f is the function in the compatible family associated to G``.)
Proof. We follow Arthur’s method in the proof of lemma 8.2.2 in [A1]. Thus
we apply proposition 6.2.3 to the supplementary parameter ψ
N``
`` , which is
applicable since condition (6.2.19) is valid. Then we write (6.2.20) as the
following assertion: that for a compatible family of functions we have the
equality between (9.2.17):ÿ
G˚PrEsimpN``q
rιpN``, G˚q trRG˚
disc,ψ
N``
``
pf˚q(9.2.17)
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and the sum of (9.2.18) and (9.2.19):
(9.2.18) ÿ
G˚PrEsimpN``q
rιpN``, G˚q` trRG˚
disc,ψ
N``
``
pf˚q ´
0
SG
˚
disc,ψ
N``
``
pf˚q
˘
´
ÿ
G˚PrE0
ell
pN``q
rιpN``, G˚q0SG˚
disc,ψ
N``
``
pf˚q(9.2.19)
here rE0ellpN``q :“ rEellpN``qr rEsimpN``q.
We first consider the case that ψN is non-generic, and thus we are under
the hypothesis that Λ does not vanish. Now following the reasoning as in
the proof of proposition 6.3.1 and 6.3.3, we see that the only possible non-
vanishing contributions in (9.2.18) and (9.2.19) can be enlisted as follows.
For (9.2.19), the only possible non-vanishing terms comes from G˚ “
GˆG_` or G
_ ˆG`. For G
˚ “ GˆG_`, the actual value of
S
GˆG_`
disc,ψ
N``
``
pf˚q “ SGdisc,ψN pf1q ¨ S
G_`
disc,ψ
N`
`
pf_2 q(9.2.20)
for f˚ “ f1ˆf
_
2 , vanishes, according to the first equation of (9.2.14). While
its expected value is, according to the first and fourth equations of (9.2.15):
´
1
4
fG1 pψq ¨ pf
_
2 q
M_` pψ_M_` q “ ´
1
4
fM``pψ ˆ ψM`q.(9.2.21)
Hence we have
0
S
GˆG_`
disc,ψ
N``
``
pf˚q “
1
4
fM``pψ ˆ ψM`q.(9.2.22)
Similarly for G˚ “ G_ ˆG`, we have the actual value
S
G_ˆG`
disc,ψ
ψ
N``
``
pf˚q “
1
4
fM``pψ ˆ ψM`q(9.2.23)
while its expected value vanishes, by the second or third equation of (9.2.15).
Hence we have
0
S
G_ˆG`
disc,ψ
ψ
N``
``
pf˚q “
1
4
fM``pψ ˆ ψM`q.(9.2.24)
Since we have rιpN``, GˆG_`q “ rιpN``, G_ ˆG`q “ 1{4, we see that
p9.2.19q “ ´
1
8
fM``pψ ˆ ψM`q.
For (9.2.18) it can be analyzed as follows. For G˚ P rEsimpN``q, we write
the spectral and endoscopic expansions for IG
˚
disc,ψ
N``
``
as:
IG
˚
disc,ψ
N``
``
pf˚q “ trRG
˚
disc,ψ
N``
``
pf˚q ` pIG
˚
specq
1pf˚q
IG
˚
disc,ψ
N``
``
pf˚q “ SG
˚
disc,ψ
N``
``
pf˚q ` pIG
˚
endq
1pf˚q.
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Noting that the expected value of RG
˚
disc,ψ
N``
``
vanishes, we have the identity:
trRG
˚
disc,ψ
N``
``
pf˚q ´
0
SG
˚
disc,ψ
N``
``
pf˚q(9.2.25)
“
0
pIG
˚
endq
1pf˚q ´
0
pIG
˚
specq
1pf˚q
where
0
pIG
˚
specq
1pf˚q denotes the difference between the actual and expected
value of pIG
˚
specq
1pf˚q (and similarly for pIG
˚
endq
1pf˚q).
We now analyze the term
0
pIG
˚
endq
1. For G˚ “ G``, the only possible non-
vanishing contribution can be seen to come only from (similar to proof of
proposition 6.3.1 and 6.3.3) G1 “ GˆG` P rEellpG``q. For the distribution
S
GˆG`
disc,ψ
N``
``
pf 1q “ SGdisc,ψN pf1q ¨ S
G`
disc,ψ
N`
`
pf2q, f
1 “ f1 ˆ f2
both its actual and expected values vanishes, by the first equation of (9.2.14)
and the third equation of (9.2.15). Thus
0
S
GˆG`
disc,ψ
N``
``
” 0.
hence
0
pI
G``
end q
1 ” 0.(9.2.26)
Similarly for G˚ “ G_``, the only possible non-vanishing contribution comes
from G1 “ G_ ˆ G_` P
rEellpG_``q. By the second and fourth equation of
(9.2.14), we have the actual value of the distribution (for f 1 “ f_1 ˆ f
_
2 ):
S
GˆG`
disc,ψ
N``
``
pf 1q “ SGdisc,ψN pf
_
1 q ¨ S
G`
disc,ψ
N`
`
pf_2 q
“ ´
1
2
fM``pψ ˆ ψM`q
while its expected value vanishes, by the second equation of (9.2.15). Thus
we have
0
S
G_ˆG_`
disc,ψ
N``
``
pf˚q “ ´
1
2
fM``pψ ˆ ψM`q.(9.2.27)
Hence
0
pI
G_``
end q
1pf˚q(9.2.28)
“ ιpG_``, G
_ ˆG_`q ¨ p´
1
2
fM``pψ ˆ ψM`qq
“
1
2
¨ p´
1
2
fM``pψ ˆ ψM`qq
“ ´
1
4
fM``pψ ˆ ψM`q.
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For the distribution
0
pIG
˚
specq
1, we have to analyze the term:
trM
P˚,ψ
N``
``
pw˚qI
P˚,ψ
N``
``
pf˚q.(9.2.29)
The only possible non-vanishing contribution to
0
pIG
˚
specq
1 comes from M˚ “
M`` when G
˚ “ G``, and similarly it comes from M
˚ “ M_`` when
G˚ “ G_``. In both cases w
˚ is the unique element of W pM˚qreg.
Consider first the case for G``. Then with M
˚ “ M``, we have the
vanishing of R
M``
disc,ψˆψM`
, by the first equation of (9.2.14). Thus the actual
value of (9.2.29) vanishes. To compute its expected value, we note that we
have
Sψ`` “ SOp3,Cq
which is a connected group. Thus the distribution (9.2.29) is equal to the
product of the expected value of the global normalizing factor, which is equal
to p´1q in this case (coming from the non-trivial Weyl element of SOp3,Cq),
and the distribution:
fG``pψ``, x``q “ f
M``pψ ˆ ψM`q
with equality being due to the intertwining relation, together with the fact
that Sψ`` is connected (x`` being the only element in the trivial group
Sψ``). Hence:
0
IG``spec pfq(9.2.30)
“ |W pM``q|
´1|detpw˚ ´ 1q|´1p´1q ¨ p´1qfM``pψ ˆ ψM`q
“
1
2
¨
1
2
¨ fM``pψ ˆ ψM`q
“
1
4
fM``pψ ˆ ψM`q.
In particular substituting (9.2.26) and (9.2.30) in (9.2.25) we have
trR
G``
disc,ψ
N``
``
pfq ´
0
S
G``
disc,ψ
N``
``
pfq(9.2.31)
“
0
pI
G``
end q
1pfq ´
0
pIG``spec q
1pfq
“ ´
1
4
fM``pψ ˆ ψM`q.
It remains to treat (9.2.29) for G˚ “ G_``. By the second equation of
(9.2.15), the expected value of the distribution
trR
M_``
disc,ψNˆψN
vanishes, hence we have the vanishing of the expected value of (9.2.29). Thus
it suffices to compute its actual value.
We claim that the global intertwining operator occuring in (9.2.29) is
equal to identity. This is seen as follows. First we compute the (actual
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value of the) global normalizing factor. Applying the discussion in section
5.8, the global normalizing factor is equal to
p´1qords“1 Lps,ψ
NˆψN q ˆ p´1qords“1 Lps,ψ
N ,Asaip´1q
N´1κq(9.2.32)
here κ is the sign such that G “ pG, ξχq with χ P Z
κ
E . We know that the
Rankin-Selberg L-function Lps, ψN ˆ ψN q has a pole of odd order at s “ 1
since ψN is conjugate self-dual; one the other hand, since ψN is non-generic,
we have the validity of theorem 2.5.4(a) for the simple generic factor of
ψN (by induction hypothesis), and thus the Langlands-Shahidi L-function
Lps, ψN ,Asaip´1q
N´1κq also has a pole of odd order at s “ 1. Thus (9.2.32)
is equal to p´1q ˆ p´1q “ `1.
Next we show that the normalized intertwining operator in (9.2.29) is
equal to the identity. For this it suffices to check locally at every places v
of F . By proposition 9.2.1, if v does not split in E, the localization ψNv of
the global parameter ψN factors through LL_v ãÑ
LGEv{FvpNq, in particular
factors through LG_v ãÑ
LGEv{FvpNq. Hence the local parameter
ψ
N``
``,v “ ψ
N
v ‘ ψ
N
v ‘ ψ
N
v
defines a local parameter ψ_``,v of G
_
``,v. The same conclusion holds triv-
ially if v splits in E.
Now if v does not split in E, then noting that
CentpLpG_v ˆG
_
v ˆG
_
v q,
pG_``q{Zp pG_``qΓFv – SOp3,Cq
a connected group, we see that the image of w˚ in the local R-group Rψ_``,v
is trivial. Hence the normalized local intertwining operator defined by the
local image of w˚ is trivial. When v splits in E, then the same conclusion
holds since the local S-group Sψ_``,v is already trivial.
From the triviality of the global intertwining operator in (9.2.29), we
obtain:
p9.2.29q “
ź
v
pf_v q
G_``,vpψ_``,vq
“
ź
v
pfvq
G``,vpψ``,vq
“ fG``pψ``q
“ fM``pψ ˆ ψM`q.
And hence
0
pI
G_``
spec q
1pf_q(9.2.33)
“ |W pM_``q|
´1|detpw˚ ´ 1q|´1fM``pψ ˆ ψM`q
“
1
4
fM``pψ ˆ ψM`q.
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Substituting (9.2.28) and (9.2.33) in (9.2.25) we obtain
trR
G_``
disc,ψ
N``
``
pf_q ´
0
S
G_``
disc,ψ
N``
``
pf_q(9.2.34)
“
0
pI
G_``
end q
1pf_q ´
0
pI
G_``
spec q
1pf_q
“ ´
1
2
fM``pψ ˆ ψM`q.
Thus we obtain:
p9.2.18q “ rιpN``, G``qp´1
4
fM``pψ ˆ ψM`qq
`rιpN``, G_``qp´12fM``pψ ˆ ψM`qq
“ ´
3
8
fM``pψ ˆ ψM`q.
To conclude:
p9.2.17q “ p9.2.18q ` p9.2.19q
“ ´
3
8
fM``pψ ˆ ψM`q ´
1
8
fM``pψ ˆ ψM`q
“ ´
1
2
fM``pψ ˆ ψM`q
thus establishing (9.2.16), in the case where ψN is non-generic (and under
our hypothesis that Λ does not vanish).
We now treat the case where ψN is a simple generic parameter. Thus we
assume that δψ “ ´1. The derivation of (9.2.16) is similar to the non-generic
case, and so we will be brief.
For (9.2.19), we have the following: the actual value of the distribution
S
GˆG_`
disc,ψ
N``
``
pf˚q
is given by:
1
4
fM``pψ ˆ ψM`q
by the first and fourth equation of (9.2.7), while its expected value is given
by:
´
1
4
fM``pψ ˆ ψM`q
by the first and fourth equation of (9.2.15). Hence
0
S
GˆG_`
disc,ψ
N``
``
pf˚q “
1
2
fM``pψ ˆ ψM`q.(9.2.35)
For the distribution S
G_ˆG`
disc,ψ
N``
``
, its actual value vanishes by the second equa-
tion of (9.2.7), while its expected value vanishes by the second or third
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equation of (9.2.15). Thus
0
S
G_ˆG`
disc,ψ
N``
``
” 0(9.2.36)
and hence
p9.2.19q “ ´rιpN``, GˆG_`q ¨ 12fM``pψ ˆ ψM`q
“ ´
1
8
fM``pψ ˆ ψM`q.
Next consider (9.2.25). First consider the term
0
pIG
˚
endq
1pf˚q. For G˚ “ G``,
we have the actual value:
S
GˆG`
disc,ψ
N``
``
pfq “ ´
1
2
fM``pψ ˆ ψM`q.(9.2.37)
by the first and third equation of (9.2.7), while its expected value vanishes,
by the third equation of (9.2.15). Hence
0
pI
G``
end q
1pfq “ ιpG``, GˆG`q
0
S
GˆG`
disc,ψ
N``
``
pfq(9.2.38)
“ ´
1
4
fM``pψ ˆ ψM`q.
We next compute
0
pI
G``
spec q1pfq, and thus need to analyze (9.2.29). Still
for G˚ “ G``, we have
Sψ`` “ SOp3,Cq
a connected group. Hence the normalized global intertwining operator oc-
curing in (9.2.29) is trivial. Thus we have:
actual value of p9.2.29q
“ actual value of global normalizing factor ˆ fG``pψ``q
“ actual value of global normalizing factor ˆ fM``pψ ˆ ψM`q.
Similarly we have:
expected value of p9.2.29q
“ expected value of global normalizing factor ˆ fG``pψ``q
“ expected value of global normalizing factor ˆ fM``pψ ˆ ψM`q.
Now the actual value of the global normalizing factor occuring in (9.2.29)
is given by
p´1qords“1 Lps,ψ
NˆψN q ¨ p´1qords“1 Lps,ψ
N ,Asaip´1q
Nκq(9.2.39)
here κ is as before the sign such that G “ pG, ξχq with χ P Z
κ
E . Now
Lps, ψNˆψN q has a simple pole at s “ 1 as usual, while under our hypothesis
that δψ “ ´1, we have Lps, ψ
N ,Asaip´1q
Nκq has a simple pole at s “ 1. Thus
p9.2.39q “ `1.
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On the other hand the expected value of the global normalizing factor is
given by ´1, as is easily seen from the fact that Sψ`` “ SOp3,Cq.
It thus follows that
(9.2.40)
0
pIG``spec q
1pfq “ |W pM``q|
´1|detpw˚ ´ 1q|´1 ¨ 2 ¨ fM``pψ ˆ ψM`q
“
1
2
¨
1
2
¨ 2 ¨ fM``pψ ˆ ψM`q
“
1
2
fM``pψ ˆ ψM`q.
We thus obtain
trR
G``
disc,ψ
N``
``
pfq ´
0
S
G``
disc,ψ
N``
``
pfq(9.2.41)
“
0
pI
G``
end q
1pfq ´
0
pIG``spec q
1pfq
“ ´
1
4
fM``pψ ˆ ψM`q ´
1
2
fM``pψ ˆ ψM`q
“ ´
3
4
fM``pψ ˆ ψM`q.
We now turn to G˚ “ G_``. Both the actual and expected value of
the distribution S
G_ˆG_`
disc,ψ
N``
``
vanishes by the second equation of (9.2.7) and
(9.2.15). Thus we have
0
pI
G_``
end q
1 ” 0.(9.2.42)
Similarly both the actual and expected value of R
M_``
disc,ψNˆψN
and hence
(9.2.29) vanishes, by the second equation of (9.2.7) and (9.2.15). Thus we
obtain:
0
pI
G_``
spec q
1 ” 0.(9.2.43)
It thus follows that
p9.2.18q “ rιpN``, G``q ¨ p´3
4
fM``pψ ˆ ψM`qq
“ ´
3
8
fM``pψ ˆ ψM`q.
Hence as before:
p9.2.17q “ p9.2.18q ` p9.2.19q
“ ´
3
8
fM``pψ ˆ ψM`q ´
1
8
fM``pψ ˆ ψM`q
“ ´
1
2
fM``pψ ˆ ψM`q.

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With proposition 9.2.2 established, we can complete the proof of the in-
duction argument. Indeed, (9.2.16) is clearly in a form where lemma 4.3.6
applies, which asserts the vanishing of all coefficients. Since not all coef-
ficients in (9.2.16) vanishes, this gives the desired final contradiction. In
other words we conclude that δψ “ `1 and Λ vanishes (in both the generic
and non-generic case), thus finishing the induction step for theorem 2.5.4(a)
(which concerns only simple generic parameters) and the stable multiplicity
formula for non-generic simple parameters. Finally, the spectral multiplicity
formula, namely theorem 2.5.2, with respect to simple parameters follows
by application of lemma 5.7.6.
We have thus completed all the local and global classification theorems.
In particular, we highlight the following result which came from our analysis
of simple generic parameters:
Corollary 9.2.3. Let φN P rΦsimpNq be a simple generic parameter. Let
G “ pG, ξχq P rEsimpNq with χ P ZκE. Then the following are equivalent:
a) SG
disc,φN
ı 0.
b) RG
disc,φN
ı 0, i.e. φN contributes to the discrete spectrum of G (with
respect to ξχ).
c) The Asai L-function Lps, φN ,Asaip´1q
N´1κq has a pole at s “ 1.
Finally given our local and global results, together with the generic de-
scent theorems of Ginzburg-Rallis-Soudry [GRS] for unitary groups, the ar-
gument of Proposition 8.3.2 of [A1] on the local and global generic packet
conjecture applies without change for quasi-split unitary groups. We thus
state the following as the final result of the paper. For this, recall that
if F is either local or global, and ψF is a non-trivial additive character of
F (when F is local) or A{F (when F is global), we denote by pB,λq the
Whittaker datum associated to the standard splitting of UE{F pNq and the
additive character ψF . Then we have:
Corollary 9.2.4. (Generic packet conjecture)
a) Suppose that F is local, and φ P ΦbddpGq is a bounded generic parame-
ter. Then the representation π of the packet Πφ correspinding to the trivial
character of Sφ is pB,λq-generic.
b) Suppose that F is global, and φ P Φ2pGq is a square-integrable generic
parameter. Then there exists a globally pB,λq-generic cuspidal automor-
phic representation π in the global packet Πφ such that the corresponding
character on Sφ is trivial.
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9.3. Appendix. In this appendix we establish proposition 9.2.1. As in
[A1] this is based on formulas for characters of irreducible representations
on general linear groups.
Thus for the most part we are in the local situation, with E being a local
field. We first review the character formulas for irreducible representations
of GLN pEq, following mostly the notations of section 7.5 of [A1].
We first consider the case where F is archimedean. For our purpose we
only need to consider the case E “ C. We denote for k P Z and λ P C the
character θpk, λq on Cˆ given by:
z ÞÑ pz{|z|qk|z|λ, z P Cˆ.
It is identified with a character µpk, λq of WC “ C
ˆ.
Denote ψnpkq :“ µpk, 0q b νn, for k P Z and n ě 1. Define θnpkq to
be the character associated to the irreducible representation of GLnpCq,
whose Langlands parameter is given by φψnpkq. Then the character θ
npkq
has an expansion in terms of standard characters, due to Tadic´ [Ta1] (c.f.
p. 427-428 of [A1] for notations):
θnpkq “
ÿ
wPSn
sgnpwq ¨ θwpkq(9.3.1)
θwpkq “
nð
i“1
θ
`
k ´ pi´ wiq, pn ` 1q ´ pi` wiq
˘
.(9.3.2)
Now consider the case that E is non-archimedean. For r an irreducible
unitary representation of WE , and λ P C, we denote by rλ the twist given
as:
rλpwq “ rpwq b |w|
λ, w PWE
and for k ě 0, put:
µrpk, λq :“ rλ b ν
k`1
which is an irreducible representation of LE “ WE ˆ SUp2q of dimension
equal to m “ mrpk`1q (here mr “ dim r). Denote by θrpk, λq the character
associated to the irreducible representation of GLmpEq whose Langlands
parameter is given by µrpk, λq.
For n ě 1, define:
ψnr pkq :“ µrpk, 0q b ν
n
which is a parameter for GLN pEq, with N “ m ¨ n.
Similar to the archimedean case, define θnr pkq to be the character of the
irreducible representation of GLN pEq, whose Langlands parameter is given
by φψnr pkq. Then we have the expansion of θ
n
r pkq in terms of standard char-
acters, again due to Tadic´ [Ta1] (c.f. p.429 of [A1]), which is formally the
same as in the archimedean case:
θnr pkq “
ÿ
wPSn
sgnpwq ¨ θwr pkq
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θwr pkq “
nð
i“1
θr
`
k ´ pi´ wiq, pn ` 1q ´ pi` wiq
˘
.
Here the character θp´1, λq is interpreted as the trivial character on the
trivial group, and θpk, λq is interpreted as the zero representation for k ă ´1.
The notations can be made to be consistent with the archimedean case, if
we simply interpret r as the trivial representation of WE in the case where
E is archimedean.
Given the parameter ψnr pkq, the following Weyl element w
˚ P Sn plays a
special role. For E archimedean w˚ is the longest Weyl element, i.e.
w˚piq “ n` 1´ i.
For E non-archimedean, the element w˚ is defined as:
w˚piq “
"
n` 1´ i if i ď k ` 1
i´ pk ` 1q if i ě k ` 2
(thus w˚ is the longest Weyl element if n ď k ` 1).
Corresponding to the Weyl element w˚ we set, for E “ C (here k P Z):
θn,˚r pkq “ θ
w˚
r pkq “
nð
i“1
θrpk ` n` 1´ 2i, 0q.
while for E non-archimedean:
θn,˚r pkq “ θ
w˚
r pkq “
n˚ð
i“1
θrpk ` n` 1´ 2i, 0q,
n˚ “ minpn, k ` 1q.
We then have the following:
Proposition 9.3.1. Here k ě 0 if E is non-archimedean, and k P Z if
E “ C.
(i) The character θ˚r pkq for k ě 0 occurs with multiplicity ˘1 in the expan-
sion of θnr pkq into standard characters, and is the unique tempered character
in the expansion.
(ii) The essentially square-integrable tempered character θrpk ` n ´ 1, 0q
occurs in the decomposition of θn,˚r pkq with multiplicity one.
Proof. This is Lemma 7.5.2 of [A1], except that the case E “ C is not
treated in loc. cit. However given the character formulas for GLN pCq of
Tadic´ stated above, the same argument applies. 
Proposition 9.3.1(i) can be stated as follows: for ψ P ΨpGLN pEqq, we
have the general expansion:
(9.3.3)
fN pψq “
ÿ
φPΦpN,ψq
npψ, φq ¨ fNpφq, f P HpNq “ HpGLN pEqq
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(c.f. p.437 of [A1] for the definition of the set ΦpN,ψq Ă ΦpGLN pEqq).
Then proposition 9.3.1(i) asserts that npψnr pkq, φ
n,˚
r pkqq “ ˘1; here we have
denoted by φn,˚r pkq the bounded generic parameter of GLN pEq corresponding
to the tempered character θn,˚r pkq.
We need the twisted version of (9.3.3), in the setting where E{F is a
quadratic extension. Thus for rψ P rΨpGLN pEqq “ rΨpNq, we have the general
expansion: rfN p rψq “ ÿrφPrΦpN,ψq rnp rψ, rφq ¨ rfN prφq, rf P rHpNq.(9.3.4)
(with rΦpN, rψq being the set of conjugate self-dual elements of ΦpN, rψq).
Then the following proposition can be proved by exactly the same argument
as in Corollary 7.5.5 of [A1] (which is a consequence of Lemma 7.5.4 of loc.
cit.):
Proposition 9.3.2. For rψ P rΨpNq we have
rnp rψ, rφq ” np rψ, rφq mod 2.
In particular for rψ “ ψnr pkq (r being conjugate self-dual), we havernpψnr pkq, φn,˚r pkqq ” 1 mod 2.
After these preliminaries, we can finally prove Proposition 9.2.1. The
argument is a variant of the proof of Lemma 8.2.1 of [A1].
Since the argument is local, we revert to the local notations used in section
7 and 8. Thus F is a local field, and E being a quadratic extension of F .
This arises from a place v of 9F that does not split in 9E, and we take take
E “ 9Ev.
We are given rψ P ξ˚ψ with ψ P Ψ`pGq. Such a rψ arises in the global
context as the localization at a non-split place v of 9F of a non-generic simple
parameter of even degree N . Hence we assume that rψ is of the form:rψ “ µb νn “à
iPI
li rψi
µ “
à
iPI
liµi, µi P Φsimpmiq, mutually distinct
rψi “ µi b νn
N “ m ¨ n “
ÿ
iPI
li ¨Ni
m “
ÿ
iPI
limi, Ni “ mi ¨ n.
ENDOSCOPIC CLASSIFICATION ... 267
We are given the condition that the linear form fGpψq transfers to the
Siegel Levi subgroup L of G. We are going to show that the parameter rψ
factors through the two L-embeddings
ξ|LL and ξ
_|LL.
Here we take ξ and ξ_ to be the two L-embeddings LG ãÑ LGE{F pNq asso-
ciated to the two (representatives of equivalence classes of) simple twisted
endoscopic datum G “ pUE{F pNq, ξq and G
_ “ pUE{F pNq, ξ
_q in rEsimpNq.
Any parameter rψ that factors through ξ|LL also factors through ξ_|LL (and
conversely), and so it suffices to treat the case concerning ξ|LL.
Now since rψ P rΨ`pNq is conjugate self-dual, there is an involution (similar
to the discussion in section 2.4):
iØ i˚
such that
µi˚ “ pµiq
˚
li “ li˚ .
If µi is not conjugate self-dual, then the sub-parameter of rψ:
liψi ‘ li˚ψi˚
“ lipψ ‘ pψiq
˚q
factors through ξ|LL. For similar reason, if µi is conjugate self-dual, then
the sub-parameter of rψ:
2l1iψi “ l
1
ipψi ‘ pψiq
˚q
l1i “ integer part of li{2
again factors through ξ|LL. Thus it suffices to analyze the set of indices:
I´ :“ ti P I | pµiq
˚ “ µi, li oddu
and the corresponding sub-parameter rψ´ of rψ:rψ´ “ à
iPI´
rψi “ µ´ b νn
µ´ “
à
iPI´
µi.
To establish the proposition we must show that I´ is empty. We are going
to show a contradiction by assuming otherwise.
Thus assuming I´ is non-empty. Put
m´ “
ÿ
iPI´
mi
N´ “ m´ ¨ n
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(note that N´ ” N mod 2 and in particular N´ is again even). Then in
particular we have rψ´ P rΨellpN´q. Now the given condition on rψ implies
that the twisted character:rf´ ÞÑ rf´,N´p rψ´q, rf´ P rHpN´q “ Hp rGE{F pN´qq
transfers to a linear form on the Levi-subsetrL´ “ pGE{F pN´{2q ˆGE{F pN´{2qq ¸ θpN´q
of rGE{F pN´q. On the other hand, we have the general expansion as in
(9.3.4) for the linear form rf´,N´p rψ´q:rf´,N´p rψ´q “ ÿrφ´PrΦpN´, rψ´q rnp rψ´, rφ´q ¨ rf´,N´prφ´q(9.3.5)
and by a germ expansion argument we have as a consequence that the linear
form rf´,N´prφ´q transfers to a linear form on the Levi subset rL´, for any rφ´
such that rnp rψ´, rφ´q ‰ 0. In particular, this implies that such parametersrφ´ factor through:
ξ´|L rL0´ :
LrL0´ ãÑ LGE{F pN´q(9.3.6)
here we are denoting by G´ “ pG´, ξ´q the simple twisted endoscopic datum
in rEsimpN´q that has the same parity as G “ pG, ξq (c.f. discussion on p.456
of [A1]).
In particular by using proposition 9.3.2, this can be applied to the (unique)
tempered rφ´ occuring in the expansion (9.3.5). More precisely, in the de-
composition: rψ´ “ à
iPI´
rψi, rψi P rΨsimpNiq
each of the simple sub-parameter rψi is of the form discussed in the beginning
of the subsection. In other words, we can identify the index set I´ as a set
J´ consisting of pairs pr, kq (in both the archimedean and non-archimedean
case), and write the decomposition of rψ´ as:rψ´ “ à
pr,kqPJ´
ψnr pkq.(9.3.7)
Then from the discussion on character formulas of Tadic´ (namely Propo-
sition 9.3.1(i) in the case where E “ C, and in the non-archimedean case
respectively), the tempered component of rψ´ in the expansion (9.3.5) is
given by: rφ˚´ :“ à
pr,kqPJ´
φn,˚r pkq.(9.3.8)
To obtain a contradiction, we need to show that rφ˚´ does not factor
through (9.3.6). For this it suffices to exhibit a sub-parameter of rφ˚´ that
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occurs with multiplicity one. Indeed, let
k1 :“ max
pr,kqPJ´
k.
Also choose r1 such that pr1, k1q P J´ and having dim r1 being maximum
(the choice of r1 is not unique in the non-archimedean case, but it does
not matter). Then by Proposition 9.3.1(ii), the essentially square-integrable
character
θr1pk1 ` n´ 1, 0q
occurs in the decomposition of θn,˚r1 pk1q with multiplicity one; furthermore
by construction θr1pk1`n´1, 0q does not occur in θ
n,˚
r pkq for any pr, kq P J´
with pr, kq ‰ pr1, k1q. It follows that rφ˚´ has a sub-parameter (corresponding
to the character θr1pk1 ` n ´ 1, 0q) that occurs with multiplicity one, as
required. This concludes the proof of proposition 9.2.1.
10. Addendum
In this paper we have been mainly concerned with the case of quasi-
split unitary groups. However, with the results already established in this
paper we can establish some results in the non quasi-split case. The results
of this appendix are used for example in the work of W.Zhang [Z] on the
refined Gan-Gross-Prasad conjecture for unitary groups. More complete
results would of course be obtained, if one has an extension of the results of
chapter nine of [A1] to the setting of unitary groups.
We consider the global setup. Thus E{F is a quadratic extension of
global number fields. For any non-degenerate Hermitian space V over E
(with respect to the extension E{F ), we denote by UpV q the unitary group
over F defined by the Hermitian space V . If G is a unitary group then we
denote by G˚ the quasi-split inner form of G. The L-group of G depends of
course only on G˚. For ξ : LG “ LG˚ ãÑ LGE{F pNq, the pair pG
˚, ξq defines
an element in rEsimpNq (here N “ dimE V ). Note that G˚ is the principal
elliptic endoscopic group of G.
Firstly the results of section 4 can be extended without change:
Proposition 10.0.1. For G “ UpV q with dimE V “ N , ξ :
LG “ LG˚ ãÑ
LGE{F pNq, and c
N P rCApNq, we have
IGdisc,cN ,t,ξpfq “ 0, f P HpGq
unless pcN , tq “ pcpψN , tpψN qq for ψN P rΨpNq.
Proof. Same argument as in the proof of proposition 4.3.4. In fact the
argument is even simpler in the present case, since the corresponding argu-
ments concerning the stable distributions, which pertains only to quasi-split
groups, are already established. 
Similar to Corollary 4.3.8 we have the following consequence of Proposi-
tion 10.0.1:
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Corollary 10.0.2. In the above notation we have
L2disc,cN ,t,ξpGpF qzGpAqq “ 0
unless pcN , tq “ pcpψN q, tpψN qq for some ψN P rΨpNq. We have a decompo-
sition:
L2discpGpF qzGpAqq “
à
ψNPrΨpNqL
2
disc,ψN ,ξpGpF qzGpAqq.
In particular if π is a discrete automorphic representation of GpAF q, and
ψN P rΨpNq such that L2
disc,ψN ,ξ
‰ 0, then as is customary ψN is called a
weak base change of π.
For v a place of F that splits in E, we make the identification as in the
Notation part of section 1:
Gv – GLN{Fv
and for π an irreducible admissible representation of GpAq we identify πv
accordingly as an irreducible admissible representation of GLN pFvq. Then
we have:
Proposition 10.0.3. Suppose π occurs in L2
disc,ψN ,ξ
pGpF qzGpAqq, with ψN PrΨellpNq. Then for any place v of F that splits in E, we have πv – πψNv .
Proof. First since ψN P rΨellpNq, the usual argument for the spectral expan-
sion of IG
disc,ψN ,ξ
shows that the terms coming from proper Levi subgroups
do not contribute:
IGdisc,ψN ,ξpfq “ trR
G
disc,ψN ,ξpfq, f P HpGq.
On the other hand we have the endoscopic expansion:
IGdisc,ψN ,ξpfq “
ÿ
pG1,ζ1qPrEellpGq
ιpG,G1qpSG1disc,ψN ,ξ˝ζ1pfG1q.
Choose decomposable f “ fvf
v. For pG1, ζ 1q P rEellpGq, the group G1 is
a quasi-split unitary group or a product of two quasi-split unitary groups,
and hence the results established in this paper applies to G1. In particular,
from the stable multiplicity formula given by Theorem 5.1.2, we see that for
such G1 and each choice of f v, the distribution:
fv Ñ pSG1disc,ψN ,ξ˝ζ1ppfvf vqG1q
is proportional to fvpπψNv q. Thus there is a scalar c, depending on the choice
of f v, such that:
trRGdisc,ψN ,ξpfvf
vq “ c ¨ fvpπψNv q, fv P HpGvq.
Now since trRG
disc,ψN ,ξ
(as a distribution on GpAF q) is a linear combination
with non-negative coefficients of irreducible characters of representations of
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GpAF q. Hence by a standard linear independence of character argument,
we see that if π occurs in L2
disc,ψN ,ξ
, then πv – πψNv , as required. 
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