Abstract
Introduction and background
Sentiment analysis is nowadays a rapidly developing field with a variety of emerging approaches targeting the recognition of sentiment reflected in written language. Sentiment-related information can be encoded lexically within the actual words of the sentence, syntactically by means of subordinate clauses, and morphologically through changes in attitudinal shades of word meaning using suffixes (especially, in languages with rich inflectional system, such as Russian or Italian) [1] .
Methods for extracting and annotating subjective terms include machine learning approaches examining the conjunction relations between adjectives [2] , clustering adjectives according to distributional similarity based on a small amount of annotated seed words [3] , pattern-bootstrapping algorithm to extract nouns [4] , consideration of web-based mutual information to extract adjectives [5] , and morphosyllabic sentiment tagging [6] . A useful sentiment lexicon would contain assignments of polarity orientation (positive and negative), and also the strength of sentiment or, in some cases, the degree of centrality to the sentiment category. To determine the word-level strength of sentiment, Latent Semantic Analysis [7] , pointwise mutual information technique [7, 8] , and methods employing WordNet structure relations [9, 10, 11] were proposed.
Most lexicon-based systems for sentiment analysis face the difficulty of assigning the sentiment scores to words that are not available in their databases. To deal with limitation in lexicon coverage, in this work, we will propose methods to automatically build and expand the subjectivity lexicon represented by sentiment-conveying words, which are annotated by sentiment polarity, polarity scores and weights. Although many researchers already attempted to extract and score new words through synonymy and antonymy relations, derivation of new sentiment lexemes by manipulation with morphological structure of words was not well explored. To our knowledge, the only work employing morphological analysis for sentiment tagging of unknown words is [6] (new word is transformed and compared with known sentiment lemmas and affixes). In our work, we approach the problem from the opposite direction: based on sentiment-scored lemmas and types of affixes, new words are automatically built and scored.
Building the lexicon of sentiment

Generating the core of sentiment lexicon
The first step in building the lexicon of sentiment-conveying terms involves the collection of relevant content part-of-speech words (adjectives, adverbs, nouns, and verbs), and the assignment of prior polarity scores (positivity score and negativity score) to each lexical unit. By "sentiment polarity score" we mean the strength or degree of intensity of sentiment. In our work, for both opposite valences, the bounds of the polarity score are 0.0 (indicating the absence of given orientation of sentiment) and 1.0 (the utmost value).
For the generation of the core of sentiment lexicon, we employ Affect database [12] , which contains in total 2438 direct and indirect emotion-related entries: 918 adjectives (e.g., 'euphoric', 'hostile'), 243 adverbs (e.g., 'luckily', 'miserably'), 900 nouns (e.g., 'fright', 'mercy'), and 377 verbs (e.g., 'reward', 'blame'). The affective features of each distinct word in this database are encoded using nine emotions ('anger', 'disgust', 'fear', 'guilt', 'interest', 'joy', 'sadness', 'shame', and 'surprise'), and are represented as a vector of emotional state intensities that range from 0.0 to 1.0. Using emotional vectors, we interpreted the sentiment of Affect database entries by means of polarity scores and polarity weights. We considered three emotions ('interest', 'joy', and 'surprise') as having mainly positive orientation, and six emotions ('anger', 'disgust', 'fear', 'guilt', 'sadness', and 'shame') as negatively-valenced.
Positivity and negativity scores were calculated using 
where Intensity is intensity value of corresponding emotion in emotional vector; pos (neg) is the number of positive (negative) emotions having Intensity>0.0 in emotional vector, respectively. We named our sentiment database as "SentiFul". Some examples of SentiFul entries are listed in Table 1 .
The main drawback of a sentiment analysis approach, which is purely relying on lexicon of sentiment-conveying terms, is the lack of scalability, since the recall of the lexical method depends on the coverage of the database used. Thus, to expand SentiFul, we first investigated the possibility to take advantage of sense-level scores from SentiWordNet [11] .
Examining the SentiWordNet
SentiWordNet was developed based on WordNet [13] synsets comprised from synonymous terms. Motivated by the assumption that 'different senses of the same term may have different opinion-related properties', Esuli and Sebastiani [11] developed a method employing eight ternary classifiers and quantitatively analyzing the glosses associated with synsets. Three numerical scores (Obj(s), Pos(s), and Neg(s), which range from 0.0 to 1.0 and in sum equal to 1.0), characterizing to what degree the terms included in a synset are objective, positive, and negative, were automatically determined based on the proportion of classifiers assigning the corresponding label to the synset.
The question 'How reliable SentiWordNet is?' arouse at the very beginning of its exploration, just after analyzing the scores of synsets that include adjective 'happy' ( Table 2 ). Three out of six synsets are characterized by negativity predominance (Neg(s) is greater than both Pos(s) and Obj(s)); in two synsets the scores of positivity prevail (Pos(s) is greater than both Neg(s) and Obj(s)); and one synset is completely objective (Obj(s)=1.0) in SentiWordNet. A sentiment analysis system employing sense disambiguation algorithm might obtain counter-intuitive results on the sentence 'Those were happiest days, I never felt such elation!', if scores for {happy(5), euphoric(1)} synset would be considered.
Let us now turn to the analysis of possibilities to extend SentiFul lexicon using SentiWordNet. As in SentiFul we restricted polarity scores and polarity weights to distinct lexemes (sentiment features of different senses of a term are unified), we considered two approaches to derive scores for each lexeme from SentiWordNet: (1) Method 'FS': take Pos(s), Neg(s), and Obj(s) scores of first synset for each lemma in SentiWordNet; (2) Method 'UNI': estimate unified positivity and negativity scores for each lemma in SentiWordNet using Eq. 5 and Eq. 6; and derive weights of positivity, negativity, and objectivity based on Eq. 7, Eq. 8, and Eq. 9. As there are synsets where Pos(s)=Neg(s)>0, all weights need to be normalized. 
where pos is the number of lemma senses having Table 3 includes some examples of obtained results. The results of the evaluation of different methods for obtaining scores for adjectives, adverbs, nouns, and verbs based on SentiWordNet are displayed in Figure 1 . As seen from the diagrams, more accurate scores were obtained for adjectives in comparison with other parts of speech, and the worst results were obtained for scoring the verbs. The 'UNI' method performed better than the method based on consideration of scores of the first synset in SentiWordNet ('FS' method). The results we obtained while examining SentiWordNet were not satisfying, and we decided to seek other ways for extension of the SentiFul lexicon.
Finding new lexical units through synonymy relation
To find new sentiment-related words, the most direct way is to derive them through the synonymy relation with known lexemes. Undoubtedly, the deep meaning of any lexical unit is unique. However, we can take advantage of considering the pairs of words, which have similar senses, while assigning the sentiment scores to them. The process of finding and scoring new words through a synonymy relation consists of three main steps, which are applied to adjectives, adverbs, nouns, and verbs independently.
Step 1. Given a word from SentiFul, we derive all related synsets found in WordNet. For example, four synsets were found for verb 'congratulate': {'compliment', 'congratulate'}, {'congratulate', 'felicitate'}, {'pride', 'plume', 'congratulate'}, and {'preen', 'congratulate'}.
Step 2. In each multiple-word synset from the previous step, we retrieve words that are already included in SentiFul, then estimate averages of scores and weights within synsets that have new terms, and finally assign these values to remaining words within corresponding synset. For the above example, all synonyms of the verb 'congratulate', except 'compliment' in first synset and 'felicitate' in second synset, are already in SentiFul. Therefore, scores of 'congratulate' (Pos_score=0.4, Neg_score=0.0, Pos_weight=1.0, and Neg_weight=0.0) are propagated to 'complement' and 'felicitate'. In the case verb 'pride' from third synset was new for SentiFul, we would take the averages of polarity scores and averages of weights of both 'plume' and 'congratulate'.
Step 3. After Step 1 and Step 2 are completed for all original SentiFul entries (we consider only their direct synonyms), we eliminate duplicates of new words, as they can obtain assignments from different synsets derived using different words from SentiFul, and estimate their new scores as averages of assignments of duplicates.
Relying on direct synonymy relations, we automatically extracted 4190 new words from WordNet (see examples in Table 4 ): 1122 adjectives, 107 adverbs, 1731 nouns, and 1230 verbs. We decided not to iterate the above procedure on these new words, because non-direct synonyms are not necessarily carrying similar sentiment features as original concepts (e.g., 'healthy'-'intelligent'-'thinking').
Method to derive and score morphologically modified words
We are proposing to expand our SentiFul lexicon through manipulations with morphological structure of known lemmas that result in a formation of new lexical units. Adjectives, adverbs, nouns, and verbs form open classes, whereby membership is indefinite and unlimited [14] . We can easily form new words playing with bases and affixes. Derivation is a process responsible for building new lexemes, either by adding derivational The Propagating type of affixes proved to be the most frequent and efficient in building words of all content parts of speech (Figure 2) . The Reversing type of affixes played also significant role in the derivation process for adjectives and adverbs, while Intensifying affixes brought noticeable effect only in building new verbs.
The block diagram shown in Figure 3 indicates that adjectives, adverbs, and nouns were mainly derived by means of suffixes; on the other hand, prefixes dominated in the case of verbs. The most productive affixes to form new words are listed in Table 7 .
Conclusions and future work
In this paper we described techniques for finding new sentiment-conveying words, particularly, through synonymy relations and morphologic modifications. Using these methods, it is possible to expand a sentiment lexicon and improve coverage of sentiment analysis systems. In future research we are planning to further increase the SentiFul lexicon by taking into account antonyms (e.g., the reversed scores of 'brave' could be propagated to its antonyms like 'faint-hearted', 'caitiff', 'white-livered' etc.) and hypernym-hyponym relation (e.g., scores of 'success' could be propagated to its hyponym 'winning'). Additionally, compounding using known sentiment-carrying base components might be the efficient way to generate new lexemes (e.g., 'well-wishing', 'bad-mouth', 'ill-conditioned', 'terror-haunted', etc.). Our primary objective for the future is to implement a procedure for automatically updating the sentiment lexicon.
