Purpose: To explore the development of a speech interface to a Virtual World and to consider its relevance for disabled users.
Introduction
There are many benefits associated with the use of a speech interface to a computer system. Such an interface would allow hands-free operation, telephone access and easy mobile use (e.g. dictating notes while walking around). A speech interface may be preferred, may be more compatible with certain tasks (e.g. 3D-navigation [1] ) than system is large vocabulary, but requires training by an individual user and only accepts single word input. The system trains itself continuously while it is being used and requires a rather laborious initial training phase in order to achieve acceptable performance. Some users find speech input using this system preferable to traditional input. The error rate is also acceptable, once the system has been trained, especially to users who cannot use keyboard and mouse. For example, the first author knows of a colleague who suffers from arthritis in his hands, the severity of which can vary from day to day. Since the use of computers is an everyday part of his job, having the use of the Dragon system means that his life is much less disrupted (he was actually using an earlier version of this system, DragonDictate).
It is important that when systems such as this do make errors, those errors are dealt with in a way that is logical to the human user. The Dragon system gives a list of candidates when it fails to recognise a word, and bases its list on its analysis, so that the alternatives at least bear some acceptable similarity to the mis-recognised word. Other types of errors are concerned with the users' model of how spoken commands relate to the actions of the system. In the context of a speech interface to a virtual world, [1] considers semantic errors caused when the user either makes errors of spatial reasoning, or where the control metaphor of the system does not match the user's model of the system. In the system studied, a speech enabled VRML browser, the author identifies ways of supporting the interaction metaphor to prevent such errors. Methods of trapping speech recognition errors to prevent them having damaging effects on operation are also explored [1] .
The present system is envisaged as being available to anyone who wishes to use it.
Consequently it must be multi-user and require no training. Because of this, the system must be limited in other ways in order to obtain sufficient speech recognition performance. Since there are a limited number of actions necessary -movements around the world and requests for information -the system is naturally limited vocabulary. There is no need for continuous speech recognition since again it is natural for the system to be operated by single words or short phrases.
[13] has identified a number of issues which need to be addressed when designing speech interfaces. Because, as already pointed out, current speech technology limits the range of allowable utterances in order to achieve acceptable performance, an important concern is how to let the user know the constraints on utterances. People are more tolerant of errors in graphical interfaces, and of visual feedback on those errors, than they are of errors in spoken interfaces with spoken feedback. Visual feedback is natural and easy in the present application. The limited nature of the speech input required for the present application avoids the pitfalls encountered where more complex speech is involved [13] .
The Nottingham Castle Speech Recognition Virtual Museum (SRVM)
A software quality study was carried out in order to develop a System Requirements Specification for the system (cf., [14] ). The development of a draft user manual enabled clarification of proposed functions and identification of problem areas within them. A questionnaire study identified desired functions of the system. It established that potential users found the idea of the museum interesting and would like to try it; that they would like advanced navigation functions, to facilitate exploration and to overcome problems when lost; that they would like easy access to information about items; that they would prefer information to be presented as both text and speech, with the speech being in a soft, female, voice; that they would like the virtual world to represent a real world. A number of desired functions were identified [15] .
The system was developed using software that is available at minimal cost. This means that such a system is potentially cheap to both develop and produce, making wide availability of such a system a realistic possibility. Additional costs would be incurred for any commercial enterprise. The system was developed based on Virtual Reality Modelling Language (VRML) using Microsoft Visual Basic through Microsoft Worldview for Developer. This allowed the VRML component to be combined with the speech component using Visual Basic. The speech component was developed using
Testing with disabled users is also a necessity. For a practical application, it would be necessary to tailor the system much more to the requirements of particular user groups, and especially of those with different kinds of disabilities. The purpose of the present study was to develop a prototype in order to demonstrate the feasibility of the project.
Clearly, further work is necessary to enhance the functionality and usability of the system.
In his discussion of the next generation of post-WIMP interfaces, [19] argues that the ideal interface is no interface: 'The goal we wish to strive for with today's user interfaces is to minimise the mechanics of manipulation and the cognitive distance between intent and the execution of that intent'. This would make it ever more possible for the user to attend to the task rather than the technology of the task. To achieve this goal, the use of gesture and speech recognition would play an important part. This would be especially the case for 3D tasks, where the mapping between 3D and 2D control devices is particularly strained. These arguments are consistent with the notion of Ubiquitous Computing, where the use of computers is enhanced by making them effectively invisible to the user [3] . Such developments are entirely compatible with the concept of Universal Design. Universal Design is 'the concept of designing products that are usable by all people, including people with disabilities' [16] . Universal design will improve the usability of an application as well as making it suitable for users with disabilities. The present system addresses the main problem areas for the disabled in computer access [8] :
use of the keyboard and mouse for input and control, and use of the monitor and screen for output and display. The system is an example of both Assistive Technology and of Universal Design [16] . Assistive Technology is targeted at the needs of a particular, usually small, user group (e.g., sip and puff device) and can be expensive. Technology developed in this way may be of benefit to other groups. Universal design attempts to design systems that are usable by all, including those with disabilities. Universal design builds in compliance with disability legislation, and because it is intended to have a large market, is potentially easier to fund and therefore develop.
