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Abstract:  
Wind speed forecasting is very important to the operation of wind power plants and power systems. It can relieve or 
avoid the disadvantageous impact of wind power plants on power systems and enhance the competitive ability of 
wind power plants against other power plants in electricity  markets. Based on Gray system, the author studied the 
wind speed forecasting and proposed a novel method for wind speed forecasting: Gray related weighted combination 
with revised parameter. The effectiveness of the proposed model is demonstrated by a test in a certain area. The result 
shows that the method is useful both in theory and in practice.  
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1. Introduction 
Development and usage of Renewable energy has acquired high degree of attention, especially wind 
energy. Now, more and more people are putting into the study for wind power generation [1]. However, 
the forecasting on wind speed and wind power of wind power farm is not satisfying. With big 
randomicity of wind power generation, the electric energy quality and the electric power system operation 
will be affected seriously when the penetrating power surpasses a certain value. If the wind speed and the 
power can be forecasted precisely, electric power system dispatching department can timely modulate 
dispatching plan and reduce effectively the wind power generation influence to the network, what’s more, 
the operating cost will be also reduced, so the wind speed forecasting is very important.  
Now, the error of wind speed forecasting is about 15%̚40%, which is related to the forecasting 
method  and  wind  speed  characteristic.  Generally,  the forecasting  precision  will  be more higher if the 
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forecasting period is short and the wind speed change is relaxat ive. The simplest forecasting method is the 
duration method, i.e., the latest wind speed forecasting value is regarded as the next forecasting value. 
The other forecasting methods have Kalman filters, ARMA, ANN, Fuzzy Logic and so on. 
Based on the study for wind speed forecasting method, the paper proposed a novel method: Gray 
related weighted combination with revised parameter. A im at a certain wind power generation farm, the 
wind speed is forecasted by the method and acquires an exciting effect. 
2. Gray GM(1,1) model 
We introduce first the modelling process of GM(1,1) model[2-4].  
      (1) Give the data sequence )}(,),2(),1({ )0()0()0()0( nxxxX   and get the generated data sequence 
,,,2,1)({ )1((1)i mikxX i     k },,1, nii   by 1-AGO (Accumulating Generat ion Operator). where, 
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(3) Solve the above differential equation to get:  
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(4) We obtain the fitting data sequence )0(Xˆ  by 1-IAGO ( let (0) (1)1 1x x ˄˅ ˄ )˅ 
                          
)(ˆ)1(ˆ)1(ˆ )1()1()0( txtxtx                                                                              (3)     
(5) The fitt ing data sequence of )0(x can be obtained and denoted as  )0(Xˆ  
)}(,),2(),1({ )0()0()0( nxxx  , where t=1, 2,…..,n. The fitting data sequence of )0(x can be obtained and 
denoted as  )0(Xˆ  )}1(,),2(),1n({ )0()0()0(  knxnxx  , where t =n, n+1,….., n+k . 
3. Weighted forecasting of gray related degree with revised parameter α 
Based on analyzing the characteristics, regularity and gray characteristic of wind speed, the paper 
presents a new method to forecast wind speed: weighted forecasting method of Gray related degree with 
revised parameter α , which is a combined method, i.e., we make a revision of parameter  α  on the basis of 
weighted forecasting method of Gray related degree[5-6]. 
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In the GM(1,1) model, data change according to exponential regularity [4]. The forecasting precision 
will become poor if developing coefficient a  is very b ig. In view of this, we make a revision of 
parameter α, i.e., substitute ))1()((
2
1)1( )1()1()1(   kxkxkz  in GM(1, 1) for   )1()1( kz  
(1) (1)( ) (1 ) ( 1)x k x kD D   , and 
1
11
 aeaD . In weighted forecasting method of gray related degree 
with revised parameter α,  (1) (1) (1)1( 1) ( ) ( 1)2i i iz k x k x k     is substituted for   )1()1( kzi  
(1) (1)( ) (1 ) ( 1)i ix k x kD D   , and the following procedure is the same as that of weighted forecasting method 
of gray related degree. After that, precision range is broadened and the precision is father improved, and 
this adapts to the need in engineering. 
Next, the algorithm will be given. 
step 1. Give the primitive data sequence )}(,),2(),1({ )0(0)0(0)0(0)0(0 nxxxX   and divide it into m sub-
data sequences containing different samples: (0) (0){ ( ) 1,2, , , , 1, , }i iX x k i m k i i n    , 4d nm  . 
We obtain generated data sequence (1) (1){ ( ) 1,2, , ,i iX x k i m   , 1, , }k i i n   by 1-AGO 
(Accumulating Generation Operator).  
step 2. Construct GM(1,1) model for )1(iX ),,2,1( mi  , respectively:  
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Where we first let 5.0 iD . 
step 3. ia can be obtained from step 2. ia  is substituted into 
1
11
 iaii ea
D ,  and iD  is recalcu lated 
and denoted as )1( miD ˈm=1, 2,Ă. 
step 4. Give threshold value  H , if HDD ! )()1( mm ii ˈthen the fo recast precision is low. To  
further improve the precision, return to step 2 to recalculate till HDD  )()1( mm ii . 
step 5. Using )1( miD  as the last iD  value to calcu late )1(iz Ⲵ iD , solve the differential equation  
given by step 2 to get: 
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We get the fitting value of )0(ix  by 1-IAGO: 
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Let int  ,,2,1  ,we can get the fitting data sequence  )0(ˆ iX )}(),2(),1({ )0()0()0( nxxx iii  , (let  
)1(ˆ)1(ˆ )1()0( ii xx  ); 
Let kininint  ,,2,1  ,we can get the forecast value of )0(iX , and denoted as 
ˆ ˆ ˆ{ ( 2), ( 3)i i iX x n i x n i     ˈĂˈ ˆ ( 1)}ix n i k   . Relat ive to the primit ive data sequence, the 
forecast value of 
iXˆ  is the k  data behind )(nxi . So we all denote them as  
^ `ˆ ˆ ˆ ˆ( 1), ( 2), , ( )i i i iX x n x n x n k    . 
step 6. We solve the gray related degree )ˆ,( ii XXJ  of )0(iX  and )0(ˆ iX , respectively.  
step 7. Let the weighing of forecast data sequence )(ˆ iX  be iw , and  
                                  
   ¦
 
 
m
i
iiiii XXXXw
1
)ˆ,()ˆ,( JJ                                                                                     (10)     
step 8. Solve k  weighted combination forecast values behind the primit ive data sequence )0(
0X  and 
denote them as  )}(ˆ,),2(ˆ),1(ˆ{ˆ )0(0)0(0)0(0)0(0 knxnxnxX   , and  
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step 9. END. 
4. Example 
Next, the above method will be verified using an example about wind speed forecasting in a certain 
area. Give the data of the month average wind speed from January to August in a certain  year in the table 
1.  
Table 1.  The primitive data   Unit: m/s 
Month                                1             2             3             4             5              6              7             8   
The average  
wind speed                      5.9         4.8            4.7         5.3           4.5           4.6            4.3          5.6 
Forecasting data of the wind speed from September to December is in the table 2. 
Table 2.  The forecasting data    Unit: m/s 
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Month                                    9           10           11          12                        average relative error 
Real value                              6.8         7.3          6.2        4.8 
GM(1, 1)                               4.92       4.95        4.98      5.02                                    21.03% 
The method with 
revised parameter                    5.65      5.89        5.92      5.58                                     14.25% 
5. Conclusion 
Some problems existing in  the wind speed are solved very well by weighted forecasting method of 
Gray related degree with revised parameter  α. However, there are many factors to influence the wind 
speed, which are not all able to be considered, so the method yet demands to be improved further.  
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