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Abstract: Explicit formulas for the Fourier coefcients of the Legendre polynomials can be found in the Bateman
Manuscript Project. However, similar formulas for more general classes of orthogonal polynomials do not appear
to have been worked out. Here we derive explicit formulas for the Fourier series of Gegenbauer, Jacobi, Laguerre
and Hermite polynomials.
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1 Introduction
Explicit formulas for the Fourier coefcients of
Legendre polynomials can be found in the Bateman
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It follows from Bateman [4] page 213 after setting
 = 12 . It can also be found with slight modication
in Bateman [5] page122.
However we are not aware of any reference
where explicit formulas for the Fourier coefcients for
Gegenbauer, Jacobi, Laguerre and Hermite polynomi-
als can be found. In this article we use known formu-
las for the connection coefcients relating an arbitrary
orthogonal polynomial to the Legendre polynomials
to derive explicit formulas. Although we detail the
formulas for the classical orthogonal polynomials, the
method can be used to write explicit Fourier coef-
cients for any class of polynomials.
The formulas were developed by this author,
Greene [11], in studying the Gegenbauer reconstruc-
tion method of Gottlieb and Shu [7, 8, 9, 10], which
is a technique for overcoming the spurious oscilla-
tions known as the Gibbs phenomenon which occur
in Fourier and orthogonal polynomial approximations
to piecewise smooth functions.
2 Gegenbauer and Jacobi Polynomi-
als
The general connection formula relating a
Gegenbauer- polynomial to a Gegenbauer-
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The more general formula relating a Jacobi-(; )
polynomial to a Jacobi-(; ) polynomial is given by
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The notation for the connection coefcients is our own
and is meant to suggest cancellation of indices. We
note that these two specic cases of connection coef-
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Theorem 1 The Fourier series of the Gegenbauer-







































































Now multiply both sides by the connection coef-


















Use the second lemma for the left hand side and inter-
change the order of summation for the right hand side























































The formula for the Fourier series of Gegenbauer
polynomials is used in [12].
Theorem 2 The Fourier series of the Jacobi polyno-
mial is given by:
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Proof. Begin with the formula for the Fourier series


















Now multiply both sides by the connection coef-















Use the second lemma for the left hand side and inter-
change the order of summation for the right hand side
to get our result.












Unlike Gegenbauer and Jacobi polynomials which
share the orthogonality interval of [ 1; 1] with the
complex exponentials eikx, Hermite polynomials are
orthogonal over ( 1;1) and Laguerre polynomials
are orthogonal over the interval [0;1) : We offer here
formulas for expressing a Hermite or Laguerre poly-
nomial over a nite subinterval [a; b] as a Fourier se-
ries. The choice of subinterval can depend on the
application in question, however for Hermite and La-
guerre polynomials we mention an interval which may
be of particular interest for approximation purposes
called the oscillatory region.
The following lemma found in Spanier and Old-
ham [14] page 217, describes the oscillatory region
for Hermite polynomials.




















. Outside of this interval jHn(x)j




Since the intervals described above are nested as
n increases, we see that the resolving power of anN+










Lemma 4 The following connection relation holds
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so that  2 [ 1; 1] when x 2 [a; b]. Then the follow-
ing formula holds:



















































and utilize the property






to obtain the result.
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Theorem 6 The Fourier expansion of the Hermite
polynomial over the subinterval [a; b] is given by:




















and the terms in the summation are dened as in the
previous lemmas.
Proof. Begin with the rst lemma

























Use the second lemma for the left hand side and inter-
change the order of summation for the right hand side















4.1 The Oscillatory Region of a Laguerre Se-
ries
The following lemma describes the oscillatory region
for Laguerre polynomials.











of Ln(x), n > 1, where  >  1, are all located in
the interval [0; ] where
 = 2n+ + 1 +
r
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Outside of this interval jLn(x)j increases monotoni-












when  1 <  < 0.
Remark 8 See Spanier and Oldham [14] page 209
for  = 0 and Szego page [15] for the value of 
when  6= 0 and Abramowitz and Stegun [1] page
786 for the bounds on Ln(x).
Since the intervals described above are nested as
n increases, we see that the resolving power of the
Laguerre partial sum SNf(x) lies within the oscilla-
tory region [0; ] : This suggests that the subinterval
[0; ] may be a useful one to consider for approxima-
tion purposes.
Lemma 9 The following connection formula holds
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Theorem 10 The Fourier expansion of the Laguerre
polynomial over the subinterval [a; b] is given by:
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5 Orthogonal Polynomial Partial
Sums and Concluding Remarks
Once formulas for the Fourier coefcients are known,
the explicit Fourier series of the corresponding or-










so that  2 [ 1; 1] when x 2 [a; b]. Let fn (x)g
denote any class of orthogonal polynomials and let
SNf(" + ) =
NX
n=0
bf(n)(" + ) (35)
be the partial sum of any arbitrary function f over the
subinterval [a; b] : Then SNf(" + ) has the follow-
ing Fourier series:









bf(n)a"; (k; n) (37)
and a"; (k; n) is the kth Fourier coefcient of the nth
orthogonal polynomial n over the subinterval [a; b] :
The technique of connection coefcients can be
applied to obtain explicit Fourier coefcients for any
class of polynomials. Some of the formulas described
here were found to be useful in our own work and
we hope that others may nd the technique and the
formulas themselves to be useful as well.
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