Abstract-We address the maximum link activation problem in wireless networks with new features, namely when the transmitters can perform cooperative transmission, and the receivers are able to perform successive interference cancellation. In this new problem setting, which transmitters should transmit and to whom, as well as the optimal cancellation patterns at the receivers, are strongly intertwined. We present contributions along three lines. First, we provide a thorough tractability analysis, proving the NP-hardness as well as identifying tractable cases. Second, for benchmarking purposes, we deploy integer linear programming for achieving global optimum using off-the-shelf optimization methods. Third, to overcome the scalability issue of integer programming, we design a suboptimal but efficient optimization algorithm for the problem in its general form, by embedding maximum-weighted bipartite matching into local search. Numerical results are presented for performance evaluation, to validate the benefit of cooperative transmission and interference cancellation for maximum link activation, and to demonstrate the effectiveness of the proposed algorithm.
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INTRODUCTION
I N a wireless network with shared medium, determining the links that can be simultaneously active is a fundamental problem for optimal network operation. The selection of links is driven by some optimization criterion, and constrained by interference. The basic problem version is the maximum link activation (LA) problem, which aims at maximizing the number of links that can be simultaneously activated. The LA problem and its extensions have been studied extensively in the literature, under either the protocol model or the physical model for interference characterization [1] . In the former, two links can be active simultaneously if and only if they are sufficiently spatially separated from each other. The latter, also known as the signal-to-interference-and-noise ratio (SINR) model, requires the SINR of each active link to meet a threshold. LA with the SINR model is relevant to scenarios where the service is not primarily interested in throughput, but achieving a fixed or minimum rate represented by the SINR threshold, for which the performance target is to successfully activate as many links as possible.
We address a new LA problem with cooperative transmission and interference cancellation capability, and present theoretical analysis and algorithmic approaches for this new problem with the physical interference model. With cooperative transmission, multiple transmitters can be used for a common receiver that combines the transmissions. Cooperative transmission becomes significant if the transmitters have access to packets destined to multiple and possibly all receivers, e.g., the transmitters are connected via a non-wireless backbone network, or packets arrive at multiple relay nodes due to the broadcast nature of wireless medium. For the receivers, the new LA problem incorporates interference cancellation. That is, if an interfering transmission is strong enough at a receiver, that transmission can be decoded and subtracted from the received signal. Multiple cancellations in sequence lead to successive interference cancellation (SIC) [2] .
The joint consideration of cooperative transmission and SIC calls for original research. In fact, cooperative transmission and SIC are complementary, as they enhance and decrease the numerator and denominator of the SINR, respectively. For LA, deploying both generates added value, as cooperative transmission, intuitively, creates "more interference" to receivers other than the intended one, and, thus, it is natural to consider SIC to exploit this structure so that a receiver can potentially remove some of the interfering transmissions. Using SIC, by itself, is able to deal with strong interference. Still, the residual interference may prohibit some receivers from being active. For such receivers, cooperative transmission is of significance. Moreover, as a receiver is able to cancel strong interfering transmissions, the receiver may be able to receive its packet from transmitters that are relatively far away, thus enhancing the potential of cooperative transmission. Therefore, the problem of determining which transmitters should transmit and to whom, as well as the feasible SIC operations at the receivers, are strongly intertwined. To our knowledge, this novel problem setting has not been studied in the literature.
Note that in our problem setup, there is no a priori decision on to which links cooperative transmission or SIC applies. For SIC, for example, whether or not and in which order it take place between links are fully subject to the optimization. In order words, CT and SIC are enabled, and used only if the performance objective is improved. Moreover, it should be remarked that, with cooperative transmission, the conventional notion of "link" has to be revised. Namely, the links are not given a priori, and, as multiple transmitters can be assigned to a common receiver, the objective, to be precise, is not to maximize the number of active links, but to simultaneously deliver messages successfully to as many receivers as possible.
Related Works
The LA problem in its conventional form has attracted a significant amount of attention. Simple algorithms and their implementation have been presented for LA under the protocol model in [3] , [4] , [5] . Complexity and approximation are investigated in [6] , [7] , [8] . For global optimum, the common approach is the use of integer programming [9] , [10] . LA is the building block of scheduling in wireless networks. A schedule is composed of link subsets, each of which represents a feasible solution of LA and occupies one time slot of the schedule. Repeatedly solving LA is the core module in the column generation method for scheduling [11] . In this case, weights originating from "dual prices" in a linear programming (LP) formulation, leading to a maximumweighted LA problem. Approximation algorithms for scheduling are developed in [7] , [12] , [13] . Scheduling with continuous time is investigated in [14] , [15] . For scheduling with other resource management aspects, see for example [16] , [17] , [18] and the surveys in [10] , [19] .
Cooperation at the transmission layer dates back to the work of [20] , [21] . The idea is to use multiple relays whose transmissions are combined at the receiver. In [22] , protocols for cooperative diversity have been discussed. The cooperative diversity gain has been demonstrated in [23] . For cooperative relaying, capacity analysis has been presented in [24] , [25] . In [26] , [27] , performance comparison of cooperative relaying and the more conventional schemes have been provided for the two-hop case and general network topology, respectively.
Interference cancellation has been considered in a number of recent studies (e.g., [28] ). The authors of [29] presented an integer programming approach for maximum LA with interference cancellation. In [30] , greedy algorithms have been developed for link scheduling with SIC. Routing and scheduling with SIC in multi-hop wireless networks have been considered in [31] . In [32] , max-min power control with SIC has been studied and the results show that most of the performance improvement has been achieved by the first few SIC stages. In [33] , the authors studied backpressure power control with the presence of interference cancellation. In [34] , it has been shown that an SIC-enabled system together with rate adaptation improves the capacity in sum rate.
Contributions
From the literature survey in Section 1.1, the increasing research interest in understanding the potential of cooperative transmission and SIC is apparent. The joint consideration of cooperative transmission and SIC leads to a significant extension of the LA problem, and, to our knowledge, there has been no investigation of the new problem setup. The problem characteristics differ from what have been studied previously, prohibiting any standard reuse of theoretical analysis or solution procedures from the literature. Our focus is hence the development of new structural insights and optimization procedures. Moreover, because LA is a key element in wireless networks, the study opens up new perspectives for other, more complicated, resource management problems that eventually have significant impact on applications. In real systems, both cooperative transmission as well as SIC will be accompanied by impairments (e.g., error propagation) and overhead. Our main objective is to examine the potential of joint use of the two techniques, if not constrained by imperfect implementation. If the performance gain is significant, then indeed they should be considered for practical systems, for which additional research is necessary for evaluating the gain versus implementation aspects, and for developing system design solutions.
The specific contributions are as follows. First, we provide an analysis of problem tractability. Specifically, we develop a polynomial-time algorithm for the case of co-located transmitters, and present NP-hardness proofs for the case of colocated receivers and for general topologies. Second, we develop an integer linear programming (ILP) formulation to enable the computation of global optima, for effective benchmarking of other, sub-optimal algorithms, and accurate assessing of the achievable improvement due to joint cooperative transmission and SIC. Third, we present a sub-optimal, but efficient, algorithm for the problem in its general form, with better scalability than ILP. The algorithm is based on repeated matching in bipartite graphs. Numerically, we present extensive results to provide a comparative study to illustrate to what extent cooperative transmission and SIC jointly improve the performance of LA. The results also demonstrate the effectiveness of the proposed algorithm.
SYSTEM MODEL
Consider a generic wireless system of M transmitters (TXs) and N receivers (RXs). Let M , f1; . . . ; Mg and N , f1; . . . ; Ng. The TXs and RXs use a single antenna. The gain between TX m 2 M and RX n 2 N is denoted by G mn . We use P m to denote the transmission power of TX m if it is active. The noise power and the SINR threshold are denoted by s 2 and g, respectively. In maximum LA with cooperative transmission and interference cancellation, henceforth denoted by LA-CT-IC, the optimization consist of determining which TXs should transmit, how to partition the active TXs into groups, how to select which RXs to activate, and how to pair these RXs with the TX groups. The decisions together determine possible SIC operations. The objective is to maximize the number of RXs that can be active. At any SIC stage of an RX, the interference to be cancelled must be strong enough, i.e., the interference, in relation to the sum of the all received signal power excluding those that have been cancelled in earlier SIC stages, meets the SINR threshold. The purpose of our study is the determination of the extent to which SIC combined with cooperative transmission bring benefit to LA. To this end, we do not limit the number of SIC stages, and assume the RXs have the information necessary (i.e., codebooks and modulation structure) for SIC.
A solution to LA-CT-IC can be characterized by a quadtuple ðC; '; k; cÞ. Here, C N is the set of active RXs, and other three entities represent mappings. For each n 2 C, 'ðnÞ M is the set of TXs transmitting to n, and kðnÞ is the number of SIC operations by n. For any n 2 C and SIC stage k 2 ½1; kðnÞ, cðn; kÞ is the set of interfering TXs subject to cancellation. The sets 'ðnÞ; n 2 C, must be mutually disjoint, since we assume that a TX can transmit to at most one RX. Similarly, cðn; kÞ; k 2 1; . . . ; kðnÞ have to be mutually disjoint for any RX n, because cancellation of a TX's transmission cannot happen more than once at an RX. An example is illustrated in Fig. 1 .
We distinguish between the general case and the scenario of co-located TXs or RXs with respect to the mapping c. When multiple TXs cooperatively transmit, the transmissions are aligned for the intended RX. If either the TXs or RXs are co-located, these transmissions are aligned also at the other RXs for geometric gain. Then another RX can combine these transmissions in order to perform decoding and cancellation of them in a single stage. Thus, for either co-located TXs or RXs, cðn; kÞ will be a set of TXs transmitting to an RX other than n, i.e., cðn; kÞ ¼ 'ð'Þ for some ' 2 C; ' 6 ¼ n. For a general topology, the transmissions to one RX cannot be expected to be aligned in phase at another RX. In this case, we assume cancellation can only take place for one TX at a time. Hence cðn; kÞ must be a singleton set, containing one active TX, that is, jcðn; kÞ ¼ 1j and cðn; kÞ [ h2C;h6 ¼n 'ðhÞ.
Since an RX is acting as if it is the intended RX in order to perform interference cancellation, a solution ðC; '; k; cÞ is feasible only if the ratio of the interference in question and the other signals including noise meets the SINR threshold for all SIC stages. That is,
cðn;hÞ P m G mn þ s 2 ! g; 8k 2 1; . . . ; kðnÞ; 8n 2 C:
In (1), the numerator represents the interference subject to cancellation at stage k of RX n. Recall that the set cðn; kÞ is singleton for the general topology but not so for colocated TXs or RXs. This allows for a unified formulation of the SIC condition in (1) . The first sum in the denominator is simply the total received power of all transmissions, including the transmissions intended for RX n but excluding the transmission(s) subject to cancellation, whereas the second sum accounts for all the interference that has been canceled in stages prior to stage k, with the convention that the sum equals zero for k ¼ 1.
In (2), we formulate the SINR condition of active RXs. The numerator is the signal of interest to RX n. In the denominator, the first term is the total interferences, i.e., all transmissions other than those designated for RX n, and the effect of SIC is accounted for in the second term,
cðn;hÞ
With the above notation and definitions, LA-CT-IC can be formally stated as follows:
maximize jCj subject to ð1Þ À ð2Þ; and (3a)
Remark 1. It is commonly assumed that SIC takes in descending order of signal strengths at a receiver. For uniform threshold g for all RXs, this order is indeed optimal for LA-CT-IC. Thus in a feasible solution ðC; '; k; cÞ, we assume without loss of optimality that P m2cðn;1Þ P m G mn ! P m2cðn;2Þ P m G mn ! . . . ! P m2cðn;kðnÞÞ P m G mn ! P m2'ðnÞ P m G mn ; 8n 2 C.
To summarize, RX n is successfully activated if and only if the following conditions hold. First, 'ðnÞ 6 ¼ ;. Second, RX n can successfully perform SIC, i.e., the condition given in (1) is satisfied, for all interfering transmissions with higher received power than its own, in the order given in Remark 1. Third, after the SIC stages, the SINR of the transmission(s) to RX n satisfies (2) . We remark that the number of SIC stages can be rather limited in practical scenarios, and this will be accounted for in the development of our optimization approaches.
TRACTABILITY ANALYSIS
It is evident that LA-CT-IC falls within the domain of combinatorial optimization, as the problem is of discrete-choice nature. For a combinatorial problem, tractability for general as well as special cases is of significance. In particular, if the problem is in general hard, it is of interest to identify special cases that admit optimality in polynomial time. We remark that the general criteria of the tractability of a combinatorial problem, i.e., how to conclude if the problem is tractable in polynomial time, are standard. The challenge lies in the theoretical derivations along with rigorous mathematical proofs, which have to be non-standard because they must deal with the specific characteristics of the problem in question.
For LA-CT-IC, we will start by examining the tractability when either the TXs or the RXs are identical in their characteristics and hence gives a reduction in problem dimension. The representative scenarios correspond to co-located TXs and co-located RXs, respectively, with distance-based gain, a.k.a. geometric gain, and uniform TX power. The main reason of considering the two special cases is to gain insights in tractability. Interestingly, we will rigorously prove that LA-CT-IC with co-located TXs is polynomial-time solvable, but the problem joins the NP-hard class once co-location occurs for the RXs. Proof. Consider any RX n, and suppose it is activated whereas RX n À 1 is not. We reuse the notation 'ðnÞ, kðnÞ, and cðn; kÞ; k ¼ 1; . . . ; kðnÞ, as defined in Section 2. For RX n, inequalities (1)-(2) take the following form:
cðn;hÞ G n þ s 2 P ! g; 8k 2 1; . . . ; kðnÞ; 8n 2 C:
Suppose we replace G n with G nÀ1 in the two sets of inequalities. Doing so is equivalent to multiplying all the terms in the left-hand side, except the constant term
Gn , which is at least equal to one, since G n G nÀ1 . Hence both conditions remain fulfilled. That is, replacing the transmissions for RX n by the transmissions for RX n À 1 instead, yields a feasible solution with the same number of active RXs, and the lemma follows. t u
Remark 2. Because all TXs are identical in power and gain for any RX, the received power of a group of TXs depends only on the cardinality of the group, and not on its individual elements. Thus the summations in (4)- (5) can be equivalently replaced by the product between G n and the cardinality of the corresponding sets.
By Lemma 1, solving LA-CT-IC with co-located TXs boils down to determining the maximum K, such that RXs 1; . . . ; K can be successfully activated.
Lemma 2. For LA-CT-IC with co-located TXs, if it is feasible to activate RXs 1; . . . ; K, then there is a solution satisfying the following conditions 1) j'ð1Þj j'ð2Þj . . . j'ðKÞj, and 2) 8n 2 f1; . . . ; Kg, the decoding sequence with respect to the TX groups is 'ðKÞ; 'ðK À 1Þ; . . . ; 'ðnÞ.
Proof. Denote by ðC; '; k; cÞ a feasible solution with C ¼ f1; . . . ; Kg. By Remark 1, we assume, without loss of generality, or optimality, that at any RX, SIC takes place to transmissions with descending number of TXs, after which the signal of interest is decoded. Following the sequence 1; . . . ; K, suppose the condition is violated for RXs n and n þ 1, i.e., j'ðnÞj
Consider swapping the numbers of TXs for RX n and n þ 1, i.e., assigning ' 00 and ' 0 TXs to RX n and RX n þ 1, respectively. As the TXs are co-located, doing so clearly has no impact on the other RXs. In the new solution, consider letting RX n perform the same decoding operations as RX n þ 1 does in the original solution. Since G n ! G nþ1 , by the same argument as in the proof of Lemma 1, the decoding operations, until the one with ' 00 TXs that are now transmitting to RX n, are all successful. Now consider RX n þ 1. Because ' 0 > ' 00 , in the original solution, the transmission represented by the ' 0 TXs is decoded (and cancelled) before RX n þ 1's own transmission with ' 00 TXs. In the new solution, ' 0 TXs are used for RX n þ 1 instead. Following the same decoding sequence, RX n þ 1 can decode the transmissions as in the original solution, until the decoding of ' 0 TXs. Instead of cancellation, this is the transmission intended to RX n þ 1 in the new solution and hence no further decoding needs to take place. Hence the activations of both RXs n and n þ 1 remain successful in the new solution, thus establishing the first condition in the lemma.
By Remark 1, the decoding sequence at each RX is in descending order of received power, which for co-located TXs is equivalent to the cardinalities of the TX groups. If all the TX groups differ in cardinality, then the first condition in the lemma leads immediately to the second condition. Suppose 'ðkÞ ¼ 'ðk þ 1Þ, with k > n, and the transmission of TX group 'ðkÞ is decoded before that of 'ðk þ 1Þ by RX n. Because 'ðkÞ ¼ 'ðk þ 1Þ, swapping the order of the two has no impact on the feasibility of decoding any of them. The argument is easily generalized to any number of TX groups of equal size, and the lemma follows.
t u
Using Lemmas 1-2, we derive an algorithm that settles the tractability result of LA-CT-IC with co-located TXs. The result is formalized in the following theorem.
Theorem 3. LA-CT-IC with co-located TXs is tractable, and, more specifically, the global optimum can be computed in linear time in the number RXs, i.e., OðNÞ.
Proof. By Lemma 1, consider the RXs in the order 1; . . . ; N.
Denote the optimal number of TXs assigned to RX k by ' k . By Lemma 2, RX one applies SIC to all other transmissions, thus ' 1 is determined by the signal-to-noise ratio (SNR),
e. Clearly, at optimum there is no reason to use more TXs than ' 1 to activate RX one. RX two performs SIC to all interfering transmissions except for that for RX one. Therefore the minimum number of TXs neces-
e. Repeating the argument, for RX n, the minimum required number of TXs
e. This can continue, as long as the remaining number of TXs is sufficient to activate another RX. Hence, the maximum number of RXs that can be activated equals the largest integer K, for which P K k¼1 ' k M. Moreover, it is straightforward to see that the calculations can be organized such that the computation for each RX is of complexity Oð1Þ, and the theorem follows.
From a practical standpoint, the case of co-located TXs is reasonable. An example scenario would be multiple TXs sharing a site and serving multiple users. These TXs, in fact, are not necessarily from the same service provider, in the evolution of infrastructure sharing at the transmission layer in 5G networks. Our theoretical insight, i.e., the problem is tractable, is interesting in such a context. Also, the scenario of co-located TXs resembles multi-user MIMO, for which other performance metrics, which lead to different mathematical formulations, have been addressed. Our result complements the studies by the tractability analysis for the LA metric. We also remark that in non-orthogonal multiple access (NOMA) for 5G, capacity is improved via applying SIC for transmissions with multiple RXs from a common transmitter site [35] .
Tractability of LA-CT-IC with Co-Located RXs
Having proved the tractability of LA-CT-IC with identical TX characteristics, let us consider the converse scenario with co-located RXs. We use the one dimensional vector ðG 1 ; G 2 , . . . ; G M Þ to denote the gain values of the M TXs in descending order. In the following, we shall prove that when symmetry takes place at the RXs instead of the TXs, the problem changes from being tractable to NP-hard. To this end, we provide a solution characterization.
Lemma 4. For LA-CT-IC with co-located RXs, there exists an optimal solution with all the TXs being activated.
Proof. Suppose ðC; '; k; cÞ is an optimal solution to LA-CT-IC with co-located RXs. Let n 0 2 argmaxf P m2'ðnÞ G m ; n 2 Cg. Without loss of feasibility or optimality, by Remark 1, for any RX n 6 ¼ n 0 , the cooperative transmissions of TXs in 'ðn 0 Þ can be cancelled in the first SIC stage. If P n2C j'ðnÞj < M, consider activating all remaining TXs and assigning them to RX n 0 . Because this increases the strength of the transmission to n 0 whereas the other conditions are not changed, it remains feasible for all the other TXs to decode and cancel the transmission to n 0 . As this takes place in the first SIC stage, after that cancellation, the rest of decoding operations are identical to those in the original solution at any RX, and the lemma follows.
In the next lemma, we provide the NP-completeness of a variant of the partition problem. This will then be used to prove the main result.
Lemma 5. Given a set of positive integers L, the problem of determining whether or not there exists a non-empty subset L 0 & L, such that the sum of the elements in L 0 equals exactly one third of the sum of all elements of L, is NP-complete.
Proof. The proof uses a polynomial-time reduction from the partition problem [36] . Given a set of positive integers H, the partition problem amounts to determining whether or not H can be partitioned into two subsets with equal sum. Without loss of generality, we assume that P h2H h is even, as otherwise it is trivial that the partition problem instance has no solution. Hence
, and one third of it equals 2a þ 1. Suppose the answer to the partition problem is positive, i.e., there exists H 0 & H with
is a solution to the problem in the lemma, as the sum of the elements in
0 and L n L 0 , respectively, we obtain two sets that are disjoint and jointly contain exactly the elements of H, and the sums of the elements of both sets equal a. Hence the problem in the lemma is equivalent to the partition problem, and the lemma follows. t u
We refer to the problem in Lemma 5 as the one-third partition problem. In the following, we provide a reduction from this problem to LA-CT-IC with co-located RXs.
Theorem 6. LA-CT-IC with co-located RXs is NP-hard.
Proof. For LA-CT-IC, the recognition version asks the question whether or not at least K RXs can be activated, for given integer K 2 f1; . . . ; Ng. Note that, if the answer is positive, then by Lemma 4 there is a solution activating all the TXs. A negative answer on the other hand, obviously applies to the case of activating all TXs as well. Thus in the remainder of the proof, we can assume without loss of generality that all TXs are activated. Given any instance of the one-third partition problem on set L, we normalize the elements using the largest one, that is, we let ' 0 ¼ maxf' 2 Lg and compute
Let M ¼ jLj in the LA-CT-IC with co-located RXs that we consider. We define ðG 1 ; . . . ; G M Þ to be the values of L after scaling and sorting, such that they appear in descending order. The other parameters in the LA-CT-IC instance are set as follows:
Consider the defined LA-CT-IC instance with N ¼ 2 and K ¼ 2, i.e., there are two RXs, and the question is whether both can be activated. Suppose this is feasible. Denote by r 1 and r 2 the total received power of RX one and two, respectively. Without loss of generality, we assume r 1 ! r 2 . Let r , r 1 þ r 2 . Because all TXs are activated for transmission, r ¼ P m2M G m . Then RX one decodes its own transmission without SIC (see Remark 1) , and the SINR condition reads r 1 r 2 þs 2 ¼ r 1 r 2 þr=3 ! 1. RX two applies SIC to the transmission for RX one, followed by decoding its own transmission. Hence the conditions are r 1 r 2 þs 2 ! 1 (i.e., the same as for RX one, as they are colocated) and
Moreover, we have r 1 þ r 2 ¼ r and r 1 ; r 2 > 0. It can be easily verified that these constraints become all satisfied, if and only if r 1 ¼ r=3 and r 2 ¼ 2r=3. That is, the recognition version of the defined LA-CT-IC instance is equivalent to the one-third partition problem. As the latter is NP-complete, the recognition version of LA-CT-IC with co-located RXs is NPcomplete, and the optimization version is NP-hard.
Though LA-CT-IC with co-located RXs is in general NPhard, it becomes tractable if all the TXs have identical gains, e.g., if all the TXs are located on a circle in an isotropic medium with the RXs being located in the center. Note that this scenario is more general than that of co-located TXs, for which the condition of identical gains also holds.
Theorem 7. LA-CT-IC with co-located RXs and identical gain from the TXs can be solved in linear time.
Proof. As the proof resembles the arguments in Section 3. PG e, where G denotes the gain that by construction is the same for all TX-RX pairs. For any other RX n > 1, the corresponding number is given by ' n ¼ dg
PG e. Hence, the optimal solution is given by the maximum K for which P K n¼1 ' n M. Moreover, it is easily seen the complexity is Oð1Þ for each RX, and the result follows. t u
Tractability of LA-CT-IC with General Topology
Recall that for LA-CT-IC with general topology, cancellation can take place for only one TX at each stage. As a result, the analysis in Sections 3.1 and 3.2 cannot be reused. In the following, we formally settle the NP-hardness of LA-CT-IC with general topology.
Theorem 8. LA-CT-IC with general topology is NP-hard.
Proof. Our proof uses maximum independent set (MIS) in graphs [36] . Given an undirected graph with node set V and edge set E, the MIS problem asks for a node subset with maximum cardinality, such that none of the node pairs of the subset are connected by an edge. We construct an instance of LA-CT-IC with M ¼ jVj and let the TX set M correspond to the node set V. For the defined instance, we first observe that no RX m 0 can perform interference cancellation on (or equivalently speaking, decode the signal of) any TX n 6 ¼ m, because even in the best case the interference in relation to noise equals 1 1 < g. Second, if RX m 0 is active, then TX m must be transmitting to m 0 , as otherwise, even letting all other M À 1 TXs transmit to m 0 , the most optimistic SNR is 1 < g ¼ M. Third, with no interference, any RX m 0 can be activated by using TX m alone, with SNR being equal to M.
Suppose RX m 0 is active, and consider any RX n 0 such that ðm; nÞ is an edge in the graph of the MIS instance. The interference at n 0 is at least M Á 1 M ¼ 1. The most optimistic case of RX n 0 is to use TX n as well as all the remaining ðM À 2Þ TXs, for which the SINR equals 2MÀ2 2 < g. Hence the activation of RX m 0 prohibits the activation of any RX n 0 , for which there is an edge between nodes m and n in the graph of the MIS instance. Thus the defined LA-CT-IC instance is equivalent to the MIS instance, and the theorem follows.
By the NP-hardness result, one cannot expect any polynomial-time algorithm for LA-CT-IC, unless P = NP. Apart from this observation, the complexity result or its proof does not provide any hint on effective problem-solving, which forms the focus of the next section.
INTEGER LINEAR PROGRAMMING
In general, not all discrete optimization problems can be modelled using ILP [37] . Moreover, the problem statement (3) itself, which is highly nonlinear, does not provide any hint on whether or not it can be formulated using ILP, nor the derivation of such a formulation. In this section, we demonstrate how LA-CT-IC can be formulated by an ILP model, to allow for the computation of a global optimal solution for problem instances of up to moderate size using off-the-shelf optimization solvers. We define four sets of binary variables. 
> < > :
We use S to denote the maximum permitted number of SIC stages, and define S , f1; . . . ; Sg. The largest possible value of S is M À 1, i.e., potentially an RX is allowed to cancel all interfering transmissions. In the following, we present an ILP formulation for the case where cooperative transmissions can be combined at any RX for the purpose of interference cancellation. This corresponds to the scenarios of co-located TXs or RXs in the previous sections. Then we will adapt it to general topology, where SIC can take place for one TX at a time. maximize x m ; y mn ; z n ; u k mn 2f0;1g f g k2S m2M;n2N 
The objective function (6a) to be maximized is the number of concurrently active RXs. By (6b), TX m is active (i.e., x m ¼ 1) if and only if it is transmitting to exactly one RX (i.e., y mn ¼ 1 for some n). The nth inequality of (6c) defines the SINR requirement for activating RX n. This is a linear formulation of (2). Suppose z n ¼ 1, i.e., RX n is active. The first term in the left-hand side is the total received power from all TXs transmitting to n, whereas the second term equals zero. In the right-hand side, the terms within the outer brackets are interference plus noise. Note that any active TX m results in interference, unless TX m is transmitting to RX n (i.e., y mn ¼ 1) or the transmission of m is cancelled at any of the SIC stages of RX n (i.e., P k2S u k mn ¼ 1Þ. Thus,
Þ is the residual interference. In effect, for the case of z n ¼ 1, inequalities in (6c) represent the SINR constraints. If z n ¼ 0, no SINR requirement should be in place. This is achieved by the use of parameter Q n . Namely, irrespective of the values of other variables, (6c) is satisfied and has no effect for z n ¼ 0, if Q n is sufficiently large, and in fact setting Q n ¼ gð P m2M P m G mn þ s 2 n Þ will serve the purpose. The set of inequalities (6d) provides a linear formulation of the SIC condition in (1). Note that parameter Q n plays the same role as in (6c), i.e., the inequalities take effect only if u k mn ¼ 1 (i.e., RX n cancels the interfering transmission of TX m in stage k). In this case, the sum in the left-hand side is the total received power of the cooperative transmissions subject to cancellation, and the transmission of TX m is part of the summation since u k mn ¼ 1. Note that (6d), by itself, does not state that the sum in the left-hand side represents cooperative transmissions to a common RX. This is formulated in the next set of constraints. The sum in brackets in the right-hand side of (6d) is the residual interference, given by taking the total received power of all transmissions, and excluding those that are subject to cancellation at the stage in question, as well as the transmissions that have been cancelled in the previous stages. The purpose of (6e) is to ensure that the first sum in (6d) consists of transmissions for the same RX. By the construction of (6e), two TXs i and j (i 6 ¼ j) can both be present at the same cancellation stage, only if the right-hand side equals two. Suppose TXs i and j are transmitting to different RXs, and say that the RX paired with TX j has index '. Then, y i' ¼ 0 and y j' ¼ 1, and the right-hand side of (6e) becomes one, implying that at most one of TXs i and j can be subject to cancellation at the same SIC stage.
By (6f) and (6g), the RX n may apply interference cancellation to TX m, only if both are active. These inequalities also give the effect that cancellation of the transmission of a TX can take place at most once at an RX. Moreover, an RX does not perform interference cancellation on a transmission intended for this RX, as stated by (6h). Inequalities (6i) deal with solutions that are seemingly different but, in fact, equivalent. Note that, if the number of cancellations at an RX is C, with C < S, then any combination of C stage indices can be used, as long as the SIC order remains. Even if these index combinations correspond to different variable values in the ILP, they represent equivalent solutions. By (6i), SIC stage s þ 1 can be used only if stage s is consumed. Thus for C cancellations at an RX, the stage indices are restricted to be 1; . . . ; C.
For LA-CT-IC with general topology, cancellation can be performed for one TX at a time. This is achieved by simply including the set of inequalities P m2M u k mn 1 8n 2 N ; 8k 2 S, that is, at most one TX is subject to cancellation at each SIC stage of any RX. Thus the sum in the left-hand side of (6d) will contain exactly one positive term P m G mn if u k mn ¼ 1.
OPTIMIZATION ALGORITHM WITH BIPARTITE MATCHING AND LOCAL SEARCH
Solving the ILP formulation targets global optimum. However, since LA-CT-IC is hard in general, we develop an optimization algorithm that is sub-optimal but with much better scalability than ILP. The algorithm is not derived from the ILP formulation. Rather, the algorithm exploits the problem's structure from a combinatorial optimization standpoint, and hence represents an original contribution in solving LA-CT-IC. A solution of LA-CT-IC consists of a number of active TX groups, and the assignment of RXs to these groups. As will be proved later in this section, for a given set of TX groups, RX assignment is polynomial-time tractable via optimal matching in a bipartite graph. Making use of this observation, the algorithm embeds bipartite matching into local search. The latter repeatedly constructs sets of candidate TX groups, and uses the former as the engine to evaluate the candidate solutions.
Algorithmic Flow of Local Search
The basic flow of the algorithm consists in successive increase of the number of RXs that can be activated. That is, in phase K À 1, the algorithm holds a solution with K À 1 active RXs, and searches for a solution with K active RXs. This continues until the algorithm is not able to make further improvement. Denote the solution of stage K À 1 by T ¼ ðT 1 ; . . . ; T KÀ1 Þ, where each of the elements is a TX group, i.e., a subset of M, and these subsets are mutually disjoint. We denote by C T and ' T the set of active RXs and their mapping to the elements of T , respectively. Thus C T & N with cardinality jC T j ¼ K À 1, and ' T ðnÞ is an element in T for each RX n 2 C T , such that every element of T is mapped to exactly one RX in C T . To search for a solution with K active RXs, the algorithm uses local search that consists of at most four steps, to construct new and tentative TX grouping configurations.
In step one, starting from T ¼ ðT 1 ; . . . ; T KÀ1 Þ, each of the remaining, inactive TXs is used to construct a new single-TX group. That is, denoting by
T i , the algorithm considers TX groups T ¼ ðT 1 ; . . . ; T KÀ1 ; T K Þ, where T K ¼ fmg; 8m 2 M 0 . In steps two to four, the construction of candidate TX grouping solutions consists of all possible combinations of the following: adding a non-active TX to each of the TX groups, deleting one active TX from its TX group if the group has at least two TXs, and swapping two TXs in two TX groups, respectively. For each step and each candidate TX grouping, the algorithm applies bipartite matching to determine whether or not K RXs can be activated, and, if not, the algorithm computes, again via bipartite matching, a value to reflect how promising the candidate solution is in terms of eventually leading to K active RXs (see Section 5.2). If K RXs can be activated for any of the candidate solutions in any of the four steps, the algorithm will not perform the remaining steps, but proceed to phase K þ 1. Otherwise the most promising candidate TX grouping is selected in each step, and serves as the initial solution for the next step. The algorithm terminates at phase K if it has performed all the steps without finding a solution with K þ 1 active RXs.
Bipartite Matching
Given a bipartite graph of two node sets ðV 1 ; V 2 Þ and edge set E, a matching is a subset of E without any common node, i.e., a node in one node set can be paired using an edge with at most one node in the other node set. Each edge ði; jÞ 2 E has a weight v ij , and the objective is to maximize the total weight of the matching. Mathematically, the problem reads fmaximize
v ij x ij ; X j:ði;jÞ2E
x ij 1 8i 2 V 1 ; X i:ði;jÞ2E
x ij 1 8j 2 V 2 g. A special case is maximum-cardinality matching, for which v ij ¼ 1; 8ði; jÞ 2 E. Bipartite matching is polynomial-time tractable using, for example, the Hungarian algorithm [38] .
Maximum-cardinality bipartite matching is used to identify if a target number of RXs can be successfully activated for a candidate TX grouping solution. This is formalized below.
Theorem 9. For TX groups T 1 ; . . . ; T K , determining whether or not there is a solution of LA-CT-IC with K active RXs is equivalent to solving a maximum-cardinality matching problem.
Proof. For TX groups T 1 ; . . . ; T K , we define a bipartite graph with V 1 ¼ fT 1 ; . . . ; T K g, and V 2 ¼ N . We define edge ðT i ; jÞ with weight v T i ;j ¼ 1, if and only if RX j can be successfully activated using T i as the transmission group, for i ¼ 1; . . . K and j 2 N . The key point is to prove that this condition can be correctly checked. Consider LA-CT-IC with general topology, for which SIC can be applied to one TX at a time. Assume there is a solution of K active RXs. Then clearly all the TX groups T 1 ; . . . ; T K must be in transmission, and, for TX group T i and RX j, interference originates from all the TXs other than those in T i . Consider the set fm 2 [ PmG mj þs 2 ! g; t ¼ 1; . . . ; r. By Remark 1, these conditions are necessary for activating RX j using TX group T i . To decode the transmission of TX group T i , the SINR condition reads P m2T i
PmG mj
PmG mj þs 2 ! g. At this stage, there may exist interfering transmission giving exactly equal received power as TX group T i . In the formulated SINR condition, such transmissions are treated as remaining interference. However, if the SINR condition is satisfied, then it is also satisfied for any of such interfering transmissions, meaning that these transmissions can be cancelled as well, after which the new SINR condition for T i is still met because of less interference. Thus, the formulated SIC and SINR conditions together are both sufficient and necessary. For the case of colocated TXs or RXs, the derivation is analogous, with the only difference that SIC is considered for the K À 1 TX groups instead of individual TXs. By the above construction, there can be K active RXs for TX groups T 1 ; . . . ; T K if and only if maximum-cardinality matching in the defined bipartite graph gives K as the objective value. This concludes the proof. t u
In the following, we use the term discrete metric to refer to the maximum cardinality of active RXs for a given TX grouping configuration. In local search, most of the candidate TX grouping configurations are not expected to improve the discrete metric, as it simply counts the number of active RXs. Thus it is of interest to consider a metric for solution differentiation, in order to better steer the local search procedure. Intuitively, such a metric denotes how "promising" a TX grouping solution is, in eventually leading to activating more RXs, if the solution is used as a starting point to continue the search. To this end, we adapt the bipartite graph and introduce a better granularity of the weight parameter. We define an edge for every pair of the elements in fT 1 ; . . . T K g and N . For each edge ðT i ; jÞ, the weight v T i ;j is chosen to be in interval ð0; 1. If T i can successfully transmit to RX j, then v T i ;j ¼ 1, as in maximumcardinality matching. Otherwise, v T i ;j < 1 and its value indicates the likelihood of activating RX j with TX group T i . Specifically, v T i ;j is set as follows. Reusing the notation in the previous proof under general network topology, m 1 ; . . . ; m r are the r TXs of which the received power by RX j is strictly higher than that of TX group T i . The weight are set analogously. Finally, the SINR condition for TX group T i , P
Solving the maximum-weighted matching in the bipartite graph yields a matching of K edges such that their total weight is the maximum attainable one. We refer to this maximum weight as the continuous metric in evaluating any given candidate TX grouping solution. Moreover, from the discussions it is easily realized that adapting the procedures for computing the discrete and continuous metrics to account for any limit in the number of SIC stages is straightforward.
The full description of bipartite matching with local search in Algorithm 1. In the description, DM T and CM T denote, respectively, the discrete and continuous metrics for a TX grouping T . We remark that the algorithm has polynomial-time complexity and hence scalable. This is because bipartite matching is in problem class P, and one can easily verify that the number of steps in local search is also polynomial in the numbers of TXs and RXs. The complexity is further reduced if one limits the number of SIC stages. Implementing the algorithm uses the gain values, which in practice are provided via feedback, with a time scale available for the specific system in question. Note that the algorithm design is well in line with the current 5G evolution, where resource allocation is moving toward centralized control for joint processing and synchronization. We also remark that, by the NP-hardness proof in Section 3.3, LA-CT-IC is at least as hard as the maximum independent set problem, which is APX-complete [39] . Hence it is not possible to derive any polynomial-time approximation scheme, unless P = NP. Therefore we will use numerical results to demonstrate the algorithm's effectiveness.
Algorithm 1. Optimization Algorithm with Bipartite Matching and Local Search
Input: M; N ; G; P;
Increase true 2: while Increase do 3:
for m 2 M 0 do 5:
T K fmg; Sol À Evaluation // Step 1: add a new group 6:
Break if Increase ¼ True, otherwise keep the solution with the best CM T 7:
if Increase ¼ false then 8:
for m 2 M 0 n T K do 9:
for i ¼ 1; . . . ; K do 10:
Step 2: add cooperating TXs 11:
Break if Increase ¼ True, otherwise keep the solution with the best CM T 12:
if Increase ¼ false then 13:
if jT i j > 1 then 15:
for m 2 T i do 16:
T i T i n fmg; Sol À Evaluation; // Step 3: delete TXs 17:
Break if Increase ¼ True, otherwise keep the solution with the best CM T 18:
if Increase ¼ false then 19:
if jT i j > 1 and jT j j > 1 then 21:
for m 1 2 T i and m 2 2 T j do 22: 
Optimality for Tractable Cases
Below we establish when the algorithm has optimality guarantee for the case in Theorem 7.
Theorem 10. If the initial solution is the empty set and TX groups are considered in descending order of cardinality in local search, then the solution returned by Algorithm 1 is globally optimal for LA-CT-IC with co-located RXs and identical gain from the TXs.
Proof. Recall that for this special case, the TX groups are fully characterized by their cardinality. Denote by K Ã the number of active RXs at global optimum. By Theorem 7, there exists a solution with TX groups of cardinality
We apply induction in the proof. The algorithm starts with the empty set and constructs TX group T 1 of a single TX. One can easily verify that, as long as the discrete metric remains zero, adding a TX to T 1 will always strictly improve the continuous metric Therefore, in step two, the algorithm will continue adding TXs to T 1 until jT 1 j ¼ ' 1 . At this stage, one RX can be activated, and the algorithm returns to step one to construct a second TX group.
Assume that the algorithm holds a solution with K À 1 TX groups with cardinality ' 1 , ' 2 , . . . , ' KÀ1 , for which K À 1 RXs can be activated. For these TX groups, both the discrete metric and the continuous metric equal K À 1. Consider phase K, and assume K K Ã and hence P K i¼1 ' i jMj, as otherwise there is nothing left to prove. In step one, the algorithm constructs a new TX group with one TX. If ' K ¼ 1, then phase K is concluded immediately as the discrete metric increases to K. Otherwise, the algorithm proceeds to step two. Without loss of generality, suppose after an arbitrary iteration in step two, we index the TX groups in ascending order of cardinality, that is, jT 1 j jT 2 j . . . ; jT K j, and thus the order of groups for consideration is K; K À 1; . . . ; 1. Note that at the beginning of step two, jT 1 j ' 1 ; . . . ; jT K j ' K , and there exists at least one group i for which jT i j < ' i , as otherwise the discrete metric reaches K and the proof would be complete. We show below, that the algorithm will add a TX to a group i with jT i j < ' i in the next iteration of step two.
Suppose jT t j ¼ ' t for the TX group t under consideration. First, consider the case that there exists i > t, such that jT i j < ' i . Because jT t j ¼ ' t and the RXs are identical in terms of the SINR conditions, v T t j ¼ 1; 8j 2 N , before a new TX is added to T t . As the maximum value of v T t j is one, after adding a TX, v T t j ; 8j 2 N remains one. Thus adding a TX to T t will not increase the weights of edges being adjacent to any TX group q < t, because the maximum of one is reached for the SIC coefficient in calculating the weights. For any ' > t, adding a TX to T t will clearly not improve the weights of edges of T ' . Next, note that because jT i j < ' i , v T i ;j < 1; 8j 2 N for TX group i, before TX group t is augmented. As i > t, the transmission of TX group T t is part of the remaining interference in calculating the weight v T i j . Therefore, after adding a TX to T t , the weights of all edges of T i are strictly decreasing. By these observations, the continuous metric will strictly decrease after adding a TX to T t , and thus this candidate solution is discarded by the algorithm.
Next, suppose that no group i > t has jT i j < ' i . Let i denote the index of the largest TX group for which i < t and T i < ' i . By this definition, for all ' > i, jT ' j ¼ ' ' , and hence the edge weights for these TX groups all equal one, and this remains true after adding a TX to T i . For T i , the corresponding edge weights cannot decrease if a new TX is added. Finally, for any TX group q < i and RX j, v T q ;j may increase but never decrease, because for
remains one, and the transmission of group T i is also subject to SIC, and v T i j will not become smaller when a TX is added to T i . In conclusion, the continuous metric of adding a TX to T i is at least as good as that of adding a TX to T t . Because T i is considered after T t , the candidate solution of adding a TX to T t will be discarded, and the theorem follows. t u Remark 3. For LA-CT-IC with co-located TXs (Theorem 3), one can observe that if the noise power is insignificant in relation to interference (i.e., interference-limited scenarios), the above proof also applies and thus the algorithm guarantees global optimality.
NUMERICAL RESULTS
We consider three types of network topologies: (i) networks with co-located TXs, (ii) networks with co-located RXs, and (iii) networks with randomly distributed TXs and RXs. Representative values and well-accepted models have been used for the parameters. Specifically, the transmission power and the noise power are uniformly set to P m ¼ 30 dBm, 8m 2 M, and s 2 ¼ À100 dBm, respectively. The gain parameter G mn ; 8m 2 M; 8n 2 N , is modeled as the composite effect of path loss with exponent 4, Rayleigh fading, and log-normal shadowing with standard deviation of 6 dB [40] . For each setup, 100 instances are generated and tested, and the results are used in performance evaluation. We remark that the analysis, ILP, and the solution algorithm all remain applicable if the gain parameter is restricted to large-scale fading, or some average fading effect of a time slot. Thus, the specific type of composition of gain information may change, depending on the time scale of feedback of a specific system, without impacting the validity of the solution approach.
Schemes Used for Comparison
In the conventional LA problem, the links, or, the pairing of TXs and RXs, are part of the problem input. In LA-CT-IC, this is one of the degrees of freedom. Thus, for a fair comparison, we extend the conventional LA problem by allowing full flexibility of the assignment of RXs to TXs, but with CT and SIC being disabled. We use baseline LA to refer to this extended version of LA for performance comparison. We formulate the baseline LA problem using ILP in (7); the formulation is a straightforward adaptation from (6) and is described by maximize x m ; y mn ; z n 2f0;1g f g m2M; n2N
X n2N z n ; subject to (7a)
In our numerical study, the global optimum of (7) is used for performance comparison. Moreover, this solution is also used as the starting point of the proposed optimization algorithm.
To gain further insights into the performance, we also consider how much improvement CT or SIC alone can bring. The corresponding LA problems are denoted by LA-CT and LA-IC, respectively. For small networks, the problems are solved using ILP. For larger networks, LA-CT and LA-IC are solved by the proposed algorithm with adaptations. For LA-CT, the SINR with no interference cancellation is used for calculating the edge weights, whereas for LA-IC, each algorithm phase consists in the first step (i.e., adding and evaluating single-TX groups) only.
Performance Comparison for Networks with
Co-Located TXs
The network instances are generated by placing N ¼ 20 RXs randomly and uniformly in an area of 1;000 Â 1;000 meters, with 30 TXs in the center. By Theorem 3, LA-CT-IC with colocated TXs can be solved in polynomial time. We apply the algorithm proposed in the proof of the theorem to compute the optimal solution, with the SINR threshold g ranging from À13 to 6 dB. The average number of active links is presented in Fig. 2 . The results demonstrate improvement of combining CT and SIC for link activation in comparison to the baseline scheme. The improvement is significant -for some of the SINR threshold values, the number of activated links is more than doubled. One exception is at the left end of the curves; if the SINR threshold is too low, the baseline LA can successfully activate all links and hence no improvement is possible. With high SINR threshold, only few links can be activated in LA-CT-IC, because CT causes more interference which, for high SINR threshold, is more difficult to cancel by SIC. However, the relative difference with respect to the baseline LA remains significant.
The results of LA-IC and LA-CT are not shown in the figure, because they are identical to those of the baseline LA, i.e., deploying only SIC or CT gives no improvement. For LA-IC, this can be proved theoretically, namely, decoding an interfering signal of a single TX is as difficult as to decode the signal of interest, as the TXs are identical for any RX. Hence it is impossible to cancel any signal, which is not able to be decoded in the baseline solution. In theory, LA-CT may improve the number of active links. However, when the noise power is far smaller than interference, CT does not help, as the TXs are co-located and hence using multiple TXs for an RX generates strong interference to the other RXs and prohibits the latter to be active. Thus, the performance improvement for the scenario of co-located TXs originates from enabling and optimizing both CT and SIC jointly.
Co-Located RXs
We consider first small-size scenarios with M ¼ 10 TXs and N ¼ 5 RXs in an area of 500 Â 500 meters. The TXs are randomly and uniformly distributed, and the RXs are co-located at the center. ILP is used to compute the global optimum of LA-CT-IC, LA-CT, LA-IC, and baseline LA. The SINR threshold g ¼ 3 dB. As there are five RXs in total, we present the results by specifying the numbers instead of using a figure.
Because g > 1 in linear scale, no more than one link can be active in the baseline LA, because the RXs are co-located and thus for any RX, any interfering TX has the same strength as the TX transmitting the signal of the RX. The conclusion holds also for LA-CT for the very same reason. Performing interference cancellation in LA-IC, on the other hand, gives a remarkable improvement, reaching 4.46 as the average number of the active RXs. For LA-CT-IC, the average value increases further to 4.89, and the optimum has all five RXs activated for 89 out of the 100 instances. Next, we consider larger networks with M ¼ 30 TXs and N ¼ 20 RXs in an area of 1;000 Â 1;000 meters. Algorithm 1 has been used for LA-CT-IC, LA-CT and LA-IC, as the size prohibits the use of ILP. For the baseline LA, however, ILP remains feasible. Thus the results we present are inclined toward favoring the baseline LA. To ensure that more than one link can be activated in the baseline LA, the SINR threshold is set to À3 dB. Fig. 3 shows the empirical cumulative distribution functions (CDFs) of the results for 100 instances.
By Fig. 3 , even at global optimum, there are few active links in the baseline LA. In fact, for about 80 percent of the instances the maximum number of active links equals two. LA-CT is able to deliver some performance gain, although the difference from the baseline LA is rather moderate. Deploying SIC by LA-IC is sufficient to achieve a huge improvement. An additional and significant amount of improvement is gained by deploying SIC and CT jointly, again showing a synergy between SIC and CT. On average, the numbers of activated links are 2.5, 2.8, 13.5, and 15.5 for the four schemes, respectively. Note that there may be room for improvement, except for the case of baseline LA, of which the results are globally optimal. 
Performance Comparison for Networks with General Topology
Network instances of general topology have been generated by randomly and uniformly distributing TXs and RXs in a square area. Parameter values M ¼ 12 and N ¼ 6, with square size 500 Â 500 meters, have been used to generate small network instances. The SINR threshold is set to g ¼ 3 dB. ILP has been used to compute the global optimal solutions, that on average have 4.51, 4.69, 5.37, and 5.45 active links, respectively, for baseline LA, LA-CT, LA-IC, and LA-CT-IC. From these results, joint CT and SIC yields approximately 20 percent improvement over the baseline LA. Moreover, most of the improvement is attributed to SIC. As the second observation, CT and SIC together achieve additional and significant improvement in comparison to using SIC alone; this observation demonstrates the potential of joint use of the two techniques. Moreover, for approximately half of the instances, all the 20 RXs can be successfully activated (and hence the global optimum is reached) in LA-CT-IC, whereas this occurs to none of the instances for the optimum of the baseline LA.
Additional Performance Evaluation of the Optimization Algorithm
We consider further performance evaluation in terms of optimality and the effect of using the continuous metric in the algorithmic design. For examining optimality, we consider small networks of which global optimum is available by ILP. The first dataset has M ¼ 10 TXs and N ¼ 5 colocated RXs, and the second dataset is for M ¼ 12 TXs and N ¼ 6 RXs of general topology. The optimality gap (i.e., the difference between the number of active links derived by the algorithm and the global optimum) is displayed in Fig. 5 . From the figure, the algorithm achieves the global optimum for more than 70 and 60 percent of the instances for the two datasets, respectively. For most of the remaining instances, the optimality gap is one link.
Next, we disable the continuous metric, and let the algorithm use the discrete metric only, for networks with M ¼ 30 TXs and N ¼ 20 RXs with co-located RXs as well as general topology. A comparison is illustrated in Fig. 6 using empirical CDFs. For both scenarios, the use of continuous metric consistently provides better results, and the performance gap is clearly noticeable. Thus the continuous metric effectively serves the purpose of guiding the search in evaluating the solutions for which the discrete metric is not able to differentiate.
CONCLUSIONS
We have studied a novel extension of the fundamental problem of link activation in wireless networks, by jointly incorporating the possibility of cooperative transmission and successive interference cancellation. We have provided theoretical analysis that yields insights of problem tractability. For problem solution, we have developed an integer programming approach for computing the global optimal solution, as well as an optimization algorithm that combines bipartite matching with local search. Simulation results demonstrate that cooperative transmission and successive interference cancellation have a clear complementary effect in yielding significant gain on improving the number of links that can be activated concurrently. Moreover, the proposed algorithm is effective in exploiting the joint effect of the two schemes. In our current study, the cooperation is at the transmission layer, and, as a result, the sets of transmitters for different receivers are disjoint. A significant extension for future work is considering cooperation at the physical layer, where multiple transmitters and receivers form a MIMO-like channel, allowing for interference alignment for further improving the performance. This extension leads to a clearly more challenging problem setting that calls for original research.
