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Abstract
A detection scheme for uplink massive MIMO, dubbed massive-BLAST or M-BLAST, is proposed.
The derived algorithm is an enhancement of the well-known soft parallel interference cancellation.
Using computer simulations in massive MIMO application scenarios, M-BLAST is shown to yield a
substantially better error performance with reduced complexity, compared to the benchmark alternative
of a one-shot linear detector, as well as the original sequential V-BLAST. Hence, M-BLAST may serve
as a computationally efficient means to exploit the large number of antennas in massive MIMO.
I. INTRODUCTION
The introduction of the V-BLAST (Vertical-Bell Laboratories Layered Space-Time, [1]) detec-
tion algorithm was one of the main enablers of the vast proliferation of multiple-input multiple-
output (MIMO) systems over the last two decades. Massive MIMO, also known as large-scale
MIMO [2], [3], is a scalable version of point-to-point MIMO, or multiuser MIMO, with many
antennas at both link ends.
The current detection paradigm in massive MIMO mainly relies on (one-shot) linear signal
processing schemes such as the matched-filtering, zero-forcing (ZF) and minimum-mean-square-
error (MMSE) detectors. As a manifestation of successive interference cancellation (SIC), V-
BLAST is not practically extendable to massive MIMO systems since the number of iterations
required to peel off the various layers increases with the number of transmitting antennas.
As a potential remedy one may consider the utilization of parallel interference cancellation
(PIC, or multistage detector [4]). A soft hyperbolic tangent decision version of PIC is known
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2to be asymptotically optimal in the large-system limit [5], assuming it converges. However the
latter suffers from relatively slow convergence rate especially in a realistic signal-to-noise-ratio
(SNR) regime of operation.
In this letter we propose a detection algorithm for large-scale MIMO, dubbed massive-BLAST
(or M-BLAST). Our derivation of M-BLAST relies on a more accurate approximation of the
logarithm of the partition function appearing in the underlying Bayesian inference problem.
Such an approximation has deep roots in the statistical mechanics literature (see, e.g., [6]
for a comprehensive overview). Furthermore, the derived M-BLAST can be conceived as an
improvement of the conventional PIC, yielding a substantially more accurate inference of the
large number of concurrently transmitted bits. Based on simulations of a massive MIMO uplink
channel, M-BLAST is shown to yield significantly better error performance. Consequently, higher
throughput is demonstrated across the entire simulated SNR range, compared to not only the
benchmark one-shot linear detectors but also the seminal V-BLAST.
The letter is organized as follows. The massive MIMO system model is described in Section II.
Section III derives the M-BLAST algorithm and Section IV discusses the simulation results
for the error performance and throughput gains. Finally, Section V contains some concluding
remarks.
We shall use the following notations. The superscript T denotes a vector or matrix transpose,
ID denotes a D × D identity matrix, and the symbols Mi j and vi denote the i jth and ith scalar
entries of the matrix M and vector v, respectively. The operator E(·) refers to expectation w.r.t. the
distribution of the input argument, while diag(M) is a matrix populated with the diagonal entries
of M. The symbols Re(·) and Im(·) denote the real and imaginary parts of a complex argument,
respectively. The operation 〈v〉 means averaging over the entries of the vector v.
II. SYSTEM MODEL
Consider a basic multiuser MIMO [3] uplink channel with K transmitting users (single antenna
each) and M receiving antennas at the base station. The MIMO channel adheres to
r = H˜As + v, (1)
where s ∈ {±1,± j}K is a pi/4-QPSK input vector. The complex fading channel matrix H˜ ∈ CM×K
has i.i.d. entries with zero mean and variance 1M , to keep the received SNR independent of the
number of receiving antennas. The vector v ∼ CN (0, σ2IM) is a complex Gaussian noise vector.
3Let the root-power matrix A ∈ RK×K be a diagonal matrix with Aii =
√
Pi, where Pi encapsulates
the transmit power of the ith user and path loss, including large-scale fading. Finally, r ∈ CM is
the received vector. The matrices H˜ and A, and noise variance σ2 are assumed to be known, either
perfectly or approximately, by the base station. As is typical of a massive MIMO uplink, the
number of concurrently transmitting antennas, K , is much smaller than the number of receiving
antennas, M . For derivation purposes, hereinafter we assume a large-system limit K,M → ∞
with a fixed ratio β , KM ∈ R < 1.
To ease the M-BLAST derivation, we shall replace the complex-valued model (1) by its real-
valued equivalent
y = Hx + n. (2)
To this end, we define the 2K-dimensional vector x, and the 2M-dimensional vectors y and n,
to be composed of a concatenation of the real and imaginary parts of s, r, and v, respectively.
We also define the real 2M × 2K matrix
H , ©­«
Re (H˜) Im (H˜)
− Im (H˜) Re (H˜)
ª®¬ ©­«
A
A
ª®¬ . (3)
III. M-BLAST DERIVATION
The posterior probability associated with the channel model (2) can be written as
Pr(x|y,H, σ2) = 1Z exp
( j−1∑
i=1
2K∑
j=1
Ri j xix j +
2K∑
i=1
hixi
)
, (4)
where R , −2HTH
σ2
and h , 2H
T y
σ2
. The normalizing partition function is defined as (see, for
instance, [6, Sections 1.2-1.3])
Z ,
∑
x∈{±1}2K
exp
( j−1∑
i=1
2K∑
j=1
Ri j xix j +
2K∑
i=1
hixi
)
. (5)
Denoting F(mˆ) , − ln(Z) (the negative logarithm of the partition function, also known as
free energy), the desired vector of marginal posterior expectations is given, in the large-system
limit, by [6, Sections 1.4-1.5])
mˆ , E(x|y,H, σ2) = argmin
m
F(m). (6)
Here m is the vector of expectations w.r.t. some arbitrary P˜r(x|y,H, σ2), which is a tractable
distribution approximating the actual intractable posterior distribution Pr(x|y,H, σ2), with corre-
sponding expectation vector mˆ. Following the procedure described in [7, Section 2], we replace
4R by λR in the free energy expression (later we will set the auxiliary scalar λ = 1). Leaving, for
now, convergence issues aside, the corresponding partition function’s logarithm is approximated
via a Taylor expansion w.r.t. λ as
F(m, λ) = F0(m) + λF1(m) + λ
2
2!
F2(m) + . . . , (7)
with Fn(m) , ∂n∂λnF(m, λ)

λ=0
. This yields
F0(m) =
2K∑
i=1
{1 + mi
2
ln
1 + mi
2
+
1 − mi
2
ln
1 − mi
2
}
,
(8)
F1(m) = −
j−1∑
i=1
2K∑
j=1
Ri jmim j −
2K∑
i=1
himi, (9)
F2(m) = −12
j−1∑
i=1
2K∑
j=1
R2i j(1 − m2i )(1 − m2j ). (10)
Hence, according to (6), minimizing the free energy approximation (7) w.r.t. m for λ = 1, one
gets for any i = 1, . . . , 2K (following similar steps as in [6, Sections 1.5-1.6])
0 =
∂F(mi, λ = 1)
∂mi
= tanh−1(mi) −
2K∑
i, j=1
Ri jm j − hi
+
2K∑
i, j=1
R2i j(1 − m2j )mi . (11)
In the last term of (11), R2i j can be approximated by its average which is exact in the large-system
limit. Now, explicitly expressing the solution to (11) in terms of the desired vector of marginal
expectations, m, yields the following self-consistency equations for an iterative index t ∈ Z≥0
mt+1 = tanh
( 2
σ2
(Rrmt +HTzt)
)
, (12)
zt = y −Hmt + ot−1, (13)
ot−1 , βzt−1
(
1 −
〈
(mt)2
〉)
, (14)
with the diagonal matrix Rr , diag{σ2R/2}. The initial conditions for t ∈ Z<0 are mt+1 = zt =
ot−1 = 0. From these fixed-point equations an approximation to the desired posterior expectation
can be inferred after a predetermined number of iterations.
Note that arbitrarily setting ot−1 = 0 (i.e., removing (14) from the set of equations), the
fixed-point equations (12)-(13) boil down to the well-known soft PIC. Therefore in this sense,
5for a given number of iterations, the derived M-BLAST scheme can be viewed simply as an
improvement of the conventional PIC. Furthermore, complexity-wise the computation of the
additional term in M-BLAST, ot−1 (14), requires only a straightforward and simple processing
of already obtained information from previous iterations. This important addition originates
from what is known as the Onsager correction term (10) [6]. Also note that convergence is
guaranteed as long as β
(
1 −
〈
(mt)2
〉)
< 1. Hence the proposed scheme is typically suitable for
uplink underloaded massive MIMO scenarios with β < 1. Finally, note that the obtained iterative
equations (12)-(14) may provide a rationalization to recent literature on damped interference
cancellation schemes (e.g., [8]). Such schemes were originally established mainly on heuristics,
thus heavily reliant on simulation-based optimization of the damping factor, rather than firm
theoretical justification.
IV. SIMULATION RESULTS AND DISCUSSION
The proposed M-BLAST scheme (12)-(14) with t = 10 iterations is simulated in an uplink
Rayleigh flat-fading massive MIMO channel, H˜i j ∼ CN (0, 1M ), with K = 500 BPSK transmitting
users and M = 1000 receiving antennas at the base station (thus the load β = 0.5). The error
performance of the M-BLAST, in bit-error-rate (BER), is compared to the non-fading single-
input single-output (SISO) AWGN lower bound and to several conventional detectors: a one-shot
linear MMSE, MMSE-based SIC (V-BLAST) and ordinary soft PIC, also with t = 10 iterations.
We first assume uncoded streams and users transmitting with equal SNRs (i.e., A = IK).
Fig. 1 plots the BER versus Eb/N0 for the different detectors, assuming imperfect channel
state information (CSI) and non-ideal noise variance estimation at the base station. Imperfect
CSI is modeled via Hˆi j = Hi j +N (0, 12snrp ), where snrp is the pilot-symbol SNR (in LTE snrp
can be up to 6 dB above the data-symbol SNR). In order to model the fact that the base station
has only approximate estimation of the noise variance, its estimate σˆ2 is randomly taken from
a uniform distribution within the range (1 ± X)σ2. In Fig. 1, X = 1% is being used which is a
typical value for static users in LTE. M-BLAST is observed to yield a reduced BER across the
entire examined Eb/N0 range compared to the common MMSE and V-BLAST detectors. For the
lower SNR levels M-BLAST exhibits non-negligible gain also over the soft PIC. Quantitatively,
for the operating point of 1% uncoded BER, M-BLAST yields gains of approximately 2 dB over
MMSE, 1 dB over V-BLAST, 0.7 dB over PIC, and is about 1 dB away from the SISO-AWGN
bound.
6Fig. 1. BER as a function of Eb/N0 for K = 500 equal SNR users with uncoded streams and imperfect CSI.
The complexity of the linear MMSE detector is primarily determined by the complexity of
computing the Gram matrix, HTH, and the matrix inversion. For practical algorithms these exact
computations on non-structured dense matrices are typically cubic. Ignoring linear terms, the total
complexity, in ‘multiply & accumulate’ (MAC) operations, explicitly scales as OMMSE(K,M) ,
O(K2M) + O(K3) + O(KM) + O(K2). The last two non-leading order terms emerge from the
matched-filtering, HTy, and MMSE filtering, respectively. Evidently, in the era of millimeter-
wave wireless communications with massive MIMO, the number of users, K , can be in the
thousands, severely inflating the linear detector’s complexity. For V-BLAST the computational
burden is even worse as it inherently requires K stages in order to infer the users’ data. Hence it
is governed by
∑K
k=1OMMSE(K − k + 1,M) ≈ O(K4), that is, by the complexity of K consecutive
linear MMSE operations of diminishing sizes. However, the number of MAC operations in the
M-BLAST architecture is mainly dominated by matrix-vector multiplications (HTzt in (12) and
Hmt in (13)) of quadratic complexity and is only linear in the number of iterations t. Thus, again
ignoring linear terms, the complexity of M-BLAST scales as OM-BLAST(K,M) , O(2tKM).
Fig. 2 compares the uncoded BER of M-BLAST (12)-(14) and PIC (only (12)-(13)) as a
function of the number of iterations t for a setup similar to the one used in Fig. 1 at a particular
7Fig. 2. BER as a function of iterations t at Eb/N0 = 6 dB (K = 500, M = 1000 and imperfect CSI). The relative complexity
w.r.t. MMSE is also marked for the V-BLAST and M-BLAST (for 5,10 iterations).
Eb/N0 = 6 dB. The faster convergence of M-BLAST over PIC, driven by the additional term (14),
is apparent, where in this case t = 10 seems to be sufficient for M-BLAST to converge.
Also drawn are the BER of MMSE and MMSE-SIC. One can see that M-BLAST beats the
two detectors after only 3 and 4 stages, respectively. A straightforward enumeration of MAC
operations shows that in such a large-scale setup (K = 500, M = 1000) V-BLAST is 150 times
more complex than the one-shot MMSE, while M-BLAST costs less than 2% (resp. 3%) of the
MAC operations of MMSE for t = 5 (resp. t = 10) iterations. Table I summarizes the simulated
1% uncoded BER gains and the corresponding complexity reductions of M-BLAST over linear
MMSE for different, modest to very large, uplink massive MIMO configurations. For a nowadays
practical configuration of K = 8 and M = 64 the complexity of the two schemes is comparable,
while M-BLAST exhibits about 0.4 dB gain. For very large MIMO systems M-BLAST delivers
not only an impressive complexity advantage, but also substantial gains.
We now consider the case of users with unequal SNRs. For this purpose the users’ SNRs
are randomly generated from a cumulative distribution function (CDF) that accounts for large-
scale fading effects and imperfect power control. The CDF was generated following the channel
modeling guidelines specified in [9]. We repeat the same setup as Fig. 1, but with user streams
8TABLE I
M-BLAST GAINS OVER MMSE IN 1% BER AND COMPLEXITY (IMPERFECT CSI).
Users K 8 32 64 500 1000
Rx. Antennas M 64 96 192 1000 2000
Load β 1/8 1/3 1/3 1/2 1/2
M-BLAST iterations t 5 5 5 10 10
OM-BLAST
OMMSE
[%] 99 23 12 2.7 1.3
1% BER
Gain [dB]
0.4 0.9 1 1.8 2
encoded by a rate-1/2 convolutional code. In this simulation, perfect CSI is assumed at the base
station. In plotting the coded BER versus average Eb/N0 in Fig. 3, an individual detection and
decoding scheme is adopted. The decoding is performed via soft Viterbi algorithm. Looking at
the coded BER in Fig. 3, significant gain of about 1 dB for M-BLAST (with t = 5 iterations) over
the linear MMSE is observed. Typically, iterative schemes like the conventional PIC are known
to be sensitive to large-scale fading. This is illustrated in Fig. 3 by the inferior performance of
the soft SIC, lagging behind that of the linear MMSE. Moreover, the improved robustness of
the iterative M-BLAST to large-scale fading is evident in Fig. 3. This improved robustness may
be attributed to the positive effect of the additional iterative equation (14).
Next, the achievable uplink user throughput is evaluated for the various detectors in the
following manner. First, the simulated (with K = 500, M = 1000) post-detection signal-to-
interference-and-noise-ratios (SINR) for the different detectors are plugged into Shannon’s SISO-
AWGN capacity equation, serving for our purposes as an upper bound on the user throughput.
Second, the CDF of a user’s uplink SINR in a multi-cell network is obtained from two sources:
1) a multi-cell LTE 3D-UMi (urban micro-cell) channel [9]; 2) a massive MIMO uplink system
( [10], and specifically Section VII and Fig. 4 therein). Now, we compare the 10th (cell-edge),
50th (median) and 90th (center-cell) percentiles of the throughput distributions obtained with
the various detectors. The relative increase in the throughput gained by M-BLAST w.r.t. the
legacy detectors is reported in Table II under perfect (in bold) and imperfect CSI (non-bold)
conditions. In addition to the MMSE-SIC, we have also evaluated here the ZF-based counterpart
of V-BLAST. Looking first at the LTE uplink use-case under ideal CSI conditions (upper row, in
bold), M-BLAST can be seen to yield significant throughput gains, and thus may be beneficial
9Fig. 3. Coded BER as a function of average Eb/N0 for K = 500 non-equal SNR users with coded streams and perfect CSI.
for all the users in the system. Under the realistic CSI conditions (non-bold), the trend in
gains remains. For the median (50%) throughput, although no gain is observed, M-BLAST still
exhibits attractive computational benefit compared to MMSE and the impractical V-BLAST. It
is interesting to note that M-BLAST gain versus the conventional soft PIC is larger in this
case, pointing to its improved robustness under such pragmatic CSI conditions. In the massive
MIMO use-case (lower row on Table II), M-BLAST again exhibits similarly attractive behavior.
Further relative gains for M-BLAST are observed under the imperfect CSI case. Note that the
median SINR for the massive MIMO use-case is higher than its 3GPP-based equivalent, primarily
because more antennas allow better suppression of the interference. Hence, the relative gains of
M-BLAST over the legacy detectors (except PIC) in this case are more apparent. On the other
hand, the advantage of M-BLAST over PIC in the intermediate, rather than high, SNR range
(as shown in Fig. 1) leads to greater relative gains in the 3GPP use-case.
V. CONCLUSION
This letter proposes an improved interference cancellation scheme, which is based upon parallel
rather than successive detection architecture (as in the legacy V-BLAST). M-BLAST exhibits
advantageous error performance along with computational efficiency, positioning itself as an
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TABLE II
M-BLAST GAINS IN THROUGHPUT FOR PERFECT (IN BOLD) AND IMPERFECT CSI.
User’s
SINR CDF
% of users MMSE ZF-SIC MMSE-SIC PIC
3GPP [9]
90% 24% 20% 18% 15% 14% 11% 2% 10%
50% 10% 0% 13% 5% 7% 0% 10% 18%
10% 3% 0% 25% 25% 6% 7% 9% 32%
Massive
MIMO [10]
90% 21% 25% 12% 13% 10% 12% 0% 5%
50% 27% 26% 16% 17% 13% 14% 0% 3%
10% 1% 0% 23% 25% 6% 8% 2% 13%
attractive detection solution for large-scale MIMO applications. Note that in addition to the
massive MIMO realm, M-BLAST may also be extremely beneficial for the Internet of Things
(IoT) uplink, wherein a lot of users (devices) transmit simultaneously. A study of M-BLAST
architecture for higher constellations is currently underway.
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