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Prominent among the many fascinating properties of graphene are its surprising electronic trans-
port characteristics which are commonly studied theoretically and numerically within the Landauer-
Bu¨ttiker formalism. Here a device is characterized by its scattering properties to and from reservoirs
connected by perfect semi-infinite leads, and transport quantities are derived from the scattering
matrix. In many respects, however, the device becomes a “black box” as one only analyses what
goes in and out. Here we use the Husimi function as a complementary tool for understanding trans-
port in graphene nanodevices. It is a phase space representation of the scattering wavefunctions
that allows to link the scattering matrix to a more semiclassical and intuitive description and gain
additional insight in to the transport process. In this article we demonstrate the benefits of the
Husimi approach by analysing Klein tunneling and intervalley scattering in two simple graphene
nanostructures.
INTRODUCTION
Graphene is a fascinating material for studying quan-
tum transport, due to the abundance of new physics it
brought into light quite quickly after its discovery. The
possibility to measure the quantum Hall effect at room
temperature1, weak (anti-)localization effects connected
with the existence of two inequivalent valleys2, the Klein
tunnel effect and its potential impact on technological
applications3 or the so called universal minimum ballis-
tic conductivity4 are just a few examples of its intriguing
electronic properties (for a review of electronic transport
in graphene we point to5). Most of the exciting new
physics of graphene stems from the fact that the carriers
for small doping follow hyper-relativistic (Dirac) dynam-
ics.
Most quantum transport simulations of graphene
nanostructures are based on the Landauer-Bu¨ttiker for-
malism. Its main ingredient is the scattering matrix
of the device which can be calculated using techniques
like the (non-equilibrium) recursive Green’s functions
method in tight binding models. The scattering ma-
trix approach gives a wealth of information on trans-
port through the device, even though in the end in
some respects the device appears to be a black box.
Most transport quantities, for example conductivity,
thermal conductivity and even tunneling of individual
modes are straightforward to obtain. For the case of
zigzag graphene nanoribbons (which we present in de-
tail in sec. I B) it is even possible to extract information
about intervalley scattering (for a definition please see
sec. II B), since all modes are valley polarized.
A weakness of the scattering matrix approach only be-
comes apparent when one wants to connect the quanti-
tative results it produces to the physical intuition and if
one wants to understand the role played by the different
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components of a complex (not easy to compartmentalize)
device. In that case one wants to analyse the scattering
wavefunctions inside the device, and how they populate
position and momentum space. For example, besides the
valley polarization of incoming and outgoing waves, it
can be reasonable to wonder about the valley occupation
inside complicated devices, and specifically in the differ-
ent parts that constitute the devices.
In order to complement the scattering matrix informa-
tion, and to get an intuitive connection with the semi-
classical picture, here we will use the Husimi function
Q which transforms a wavefunction into a phase space
(quasi-)distribution.
Husimi functions, that in many respects give a more
convenient phase space representation of quantum states
than the Wigner function, have been introduced to quan-
tum mechanics a long time ago6. They have been used
in various areas of physics. For example in such dif-
ferent fields as quantum optics, where they are a stan-
dard tool7,8, and ocean acoustics9. Their most promi-
nent role Husimi functions probably play in the field of
quantum chaos which tries to unravel the properties of
complex quantum systems. They have for example been
used to understand the structure of the eigenfunctions in
paradigmatic chaotic systems like quantum maps and bil-
liards10–14, transport in quantum ratchets15, the dynam-
ics of Bose-Einstein-Condensates in double well poten-
tials16 and the properties of optical microdisc lasers17–19.
While Husimi functions have e.g. also been used to study
electronic transport in disordered systems20, in general
solid state physics does not yet take much advantage of
this very useful tool.
Recently, in tight-binding models of nanodevices Ma-
son et al.21–23 have introduced a processed Husimi map
allowing to recover and visualize classical paths in coor-
dinate space. In particular they used the Husmimi map
to study graphene billiard systems21. We will show be-
low that the direct application of the Husimi function
as a distribution in position and momentum can as well
be a powerful tool to understand transport in graphene
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2nanodevices, because, for example, it offers readily ac-
cessible information on the actual angle of incidence at
barriers within the device, or it reveals where in momen-
tum space the scattering wavefunction gets localized at
different spatial positions in the nanodevice.
In this article we will study Klein tunneling and inter-
valley scattering in tight-binding models of simple, ex-
emplary graphene nanodevices. We use the recursive
Green’s function method to obtain the scattering ma-
trices and the scattering wavefunctions in the devices,
using the software Kwant30. We then analyze the wave-
functions using the Husimi projection and show, by com-
paring to the scattering matrix results, that the combi-
nation of Husimi functions and semiclassical considera-
tions allows us to interpret and understand the observed
transport phenomena. The observations we report in-
clude among others the mode dependence of intervalley
scattering at a pn-junction, the quantification of inter-
valley scattering at a tilted graphene edge and the evo-
lution of Klein tunneling at a pn-junction at high Fermi-
energies, when the dispersion relation deviates from the
Dirac approximation.
I. MODEL
A. The Husimi function
Let |W(r0,k0, σ)〉 denote a Gaussian wavepacket. In
position representation and in the absence of magnetic
fields this is simply24
W(r, r0,k0;σ) = ND/2σ exp
(
− δr
2
4σ2
+ ik0 · δr
)
(1)
(with δr = r − r0 and D spatial dimensions) which is
a Gaussian envelope in space with origin r0 multiplying
a plane wave with wavevector k0. Nσ =
(
σ
√
2pi
)−1
is
the normalization factor in the case of continuous space,
so that 〈W |W 〉 = 1 and that ∆x = ∆y = σ. The key
property of these wavepackets is that they minimize the
uncertainty relation between position and momentum.
Here σ is the spatial uncertainty and thus is a parame-
ter that controls the trade-off between the uncertainty in
position (σ) or momentum space (1/(2σ)).
The Husimi function is defined as the magnitude of a
projection of a wavefunction onto |W〉6,24–26
Q(r0,k0;σ) =
1
pi
|〈ψ |W(r0,k0;σ)〉|2 (2)
where for continuous space systems we have
〈ψ |W(r0,k0;σ)〉 =
∫
ψ∗(r)×W(r, r0,k0;σ) dr (3)
where the integration extends over the full spatial domain
of the device (in our case in two dimensions). For a tight
binding system the projection is turned into a sum due
to the discrete nature of the lattice
〈ψ |W(r0,k0, σ)〉 =
∑
j
ψ∗(rj)× e−
δr2j
4σ2 eik0·δrj (4)
with δrj = rj − r0, ψ(rj) ≡ ψj being the wavefunction
at lattice site j with position rj
27. The normalization
factors here depend on the lattice. We use Q in its orig-
inal form as defined by eq. (2) and we do not process it
further in any way .
Q is the Weierstrass transform of the Wigner function
and thus is a rigorous method for transforming a wave-
function into a phase space distribution. It is versatile
tool for understanding complex quantum and other wave
dynamics9–26.
B. Graphene devices
We study transport in the tight binding models of
the two graphene-based devices shown in Fig. 1. Device
A is the conceptually simplest device in which one can
study Klein tunneling in a realistic scenario (i.e. a finite
nanodevice): a graphene nanoribbon (GNR) of constant
width with a p-n junction in its middle. In device A
the boundary conditions are chosen such that it forms a
“zigzag” nanoribbon. These have been studied by Bray
and Fertig in detail within the Dirac approximation28
and many of their properties are known analytically (for
small Fermi energies). Analytical descriptions in this case
are possible because of the many symmetries that are
present. Device B however breaks both, the conserva-
tion of ky as well as the reflection symmetry along the x
axis. Note also that for ω = pi/6 the “scattering edge”
in device B (highlighted in green in Fig. 1c) exactly is
an armchair boundary. In both devices we create p-n
junctions via a linear increment of the potential energy
from the n region with −V0/2 to the p region with +V0/2
over a range w (see Fig. 1). The kinetic energy E of the
incoming electrons is connected to the Fermi energy EF
by E = EF + V0/2.
Zigzag GNRs have a dispersion relation shown in
Fig. 1a and discussed in detail in28,29. For a given Fermi
energy M bands of the dispersion intersect the energy
level at positive slope, thus having positive group veloc-
ity. This results in M incoming (M is always odd and
scales linearly with the width of the GNR). We order
the modes by decreasing kx, as shown in Fig. 1a. Impor-
tantly, for small energies the two (inequivalent) Dirac val-
leys K,K ′ are well separated in momentum space, which
leads to the incoming modes being “valley-polarized”.
This means that modes 1 to bM/2c (where b·c denotes the
integer part) come from valley K ′, while modes bM/2c+1
to M come from valley K. We also stress that K has one
additional incoming mode, see Fig. 1a.
All of our quantum transport simulations are
tight binding calculations performed with the software
3FIG. 1. Graphene-based nanodevices. (a) Dispersion relation of a zigzag graphene nanoribbon, which is separated into two
inequivalent Dirac valleys for small energies. Sketched are the levels of the incoming (red) and outgoing (green) energy as well
as the incoming and outgoing modes (intersections with the bands). As our transport setup is from the left to the right lead,
only modes with positive group velocity (slope at the intersection) are valid. Incoming mode numbers are also shown. (b)
Sketch of device A, a simple graphene nanoribbon with a p-n junction (blue). Below the device we sketch the potential profile
of the p-n junction. (c) Sketch of device B. With green we highlight the scattering edge. Leads are colored orange in both
sketches. (d, e) A scattering wavefunction amplitude inside simulated devices A and B respectively. The inset is showing how
we plot the wavefunctions: for each sublattice we use a different marker (up or down triangles).
Kwant30. The devices are finite scattering regions that
are coupled to semi-infinite leads (which are also GNR).
The modes (eigenfunctions) of the leads enter the device
and are subsequently scattered, giving rise to the scatter-
ing matrix S and the scattering wavefunctions for each
mode ψm
31. From S one can easily compute the trans-
mission from one lead to another (i.e. conductance) as
well as other useful quantities32. As we consider trans-
port always from the left to the right lead, we define T to
be the transmission matrix with N rows and M columns,
where M and N are the total number of modes in the
left and right lead respectively. The element Tnm is the
transmission amplitude from the m-th (incoming) mode
of the left lead to the n-th (outgoing) mode of the right
lead. Similarly, we define R to be the M ×M reflection
matrix. In this paper we will be particularly interested in
the total transmission probability Tm of each individual
incoming mode given by
Tm =
N∑
i=1
|Tim|2 . (5)
C. Calculating the Husimi function
For each scattering wavefunction ψm we compute the
Husimi function Q. It is of course defined on the whole
phase space of the device. Not only for numerical reasons,
however, but also to expose the important information, it
is reasonable to calculate and analyse Q only on certain
well chosen subregions of phase space, and especially to
reduce the dimensionality of the data we need to under-
stand. We therefore need to specify the positions r0 and
wavevectors k0 where we want to determine the distri-
bution. For the positions we choose transverse cuts at
appropriate x0 coordinates e.g. just before and after the
p-n junction in device A, i.e. we keep x0 fixed and vary
y0. (In practice we use slices of width 3σ around the cuts
to evaluate Eq. (4).) We will thus obtain a distribution of
incoming and outgoing wavevectors that “pass through”
these cuts as a function of the transverse coordinate y.
In the following we want to reduce the dimensionality
of Q further by exploiting energy conservation. Before
we do this we need do some general consideration. The
dispersion relation of an infinite graphene sheet is well
known33 (see34 for a derivation)
λ(k) = λt
√
3 + f(k)− t′f(k) (6)
f(k) = 2 cos
(√
3kxa
)
+ 4 cos
(√
3
2
kxa
)
cos
(
3
2
kya
)
where a ≈ 0.142 nm is the carbon-carbon distance (the
Bravais lattice constant is a0 =
√
3a), λ = ±1 is the band
index, t ≈ 2.8 eV is the nearest neighbor hopping and t′
is the next-nearest neighbor hopping, which we consider
0 here for simplicity. We plot eq. (6) in Fig. 2a.
In nanoribbons the situations is of course different
though, as the dispersion is one-dimensional (not known
analytically) with multiple positive energy bands depend-
ing on the width W of the ribbon (sec. I B). For each
mode the incoming longitudinal wavevector kx (inside
the lead) is known (numerically) but ky is not. For small
energies one can use the theory of Brey & Fertig28 which
states that the transverse wavefunctions (accessible from
Kwant30) are pure sine modes in each sublattice. Fitting
a sine wave therefore also yields the incoming ky. Al-
4FIG. 2. Husimi functions in device A. (a) Dispersion relation of graphene (red-yellow color, dashed black line for E = t = 2.8 eV)
and Husimi functions for 2 incoming modes (blue and green respectively) over the entire Brillouin zone, for r0 = (
L
2
, W
2
), EF =
0.2 eV, V0 = 0 eV,W = 80 nm leading to M = 17 incoming modes. With K
(′)
i we label the six valleys. In the insets, the
bright-red colored contour is noting the incoming energy of the simulation, here 0.2 eV. (b) Husimi distribution functions over
wavevector angles φ and positions y in device A, 3σ ≈ 24 nm before the p-n junction (i.e. incoming & reflected) for valleys
K2,K
′
2, see sec. I C. Here V0 = 0.4, EF = 0.0 eV (i.e. same incoming energy as panel (a)). (c) Same as (b) but Q is measured
3σ ≈ 24 nm after the p-n junction (i.e. transmitted). For (b, c) the mode number is m = 5. (d, e) Same as (b, c) but for mode
number m = 11. Over all Q(φ, y) we plot the marginal distribution Q(φ; ξ) eq. (7) (in arbitrary units) with red color.
though this approach fails at high energies (see sec. II D),
it gives a very accurate representation of the incoming
wavevectors for each mode at low energies. Because de-
vice A has constant width and the potential is indepen-
dent of y, the incoming wavevector angle is conserved up
until the p-n junction, since ky is conserved throughout.
We will use this fact in sec. II A to confirm how robust
and accurate the application of the Husimi function is.
Our aim will be to use the 2D dispersion relation
Eq. (6) to reduce the dimensionality and translate the
two dimensional wave vectors into a single propagation
angle. To show that this is possible with good accuracy,
we first compute Q over the entire Brillouin zone (BZ)
at a fixed spatial position r0 in the center of device A
(i.e. at r0 = (
L
2 ,
W
2 )) in the case V0 = 0 (i.e. without
potential step). Fig. 2a shows Q(kx, ky) for two different
modes. We see that Q localizes perfectly on top of the
two-dimensional energy contour at EF , even though the
system width is only 80 nm. This is also true for higher
energies when the the Dirac approximation fails as we
will show in sec. II D. Q also distinguishes the inequiva-
lent valleys excellently, since the blue and green modes
of Fig. 2 are localized in different valleys (as mentioned
in sec. I B we know exactly which is the incoming valley
for zigzag GNR).
The above observations allows now us to reduce the di-
mensionality of Q by using the 2D dispersion. What we
do in the following is populate the incoming energy con-
tour with wavevectors using equally spaced angles and
measure Q for these wavevectors. For energies below t
(dashed contour line in Fig. 2) this is done for all six val-
leys and the angle is measured with respect to the Dirac
points, i.e. in each valley the energy contour is populated
by wavevectors with equally spaced angles. Then instead
of simply Q(. . .) we have Q(. . . ; ξ), where ξ counts the
valleys (ξ ∈ {1, 2, 3} means K, ξ ∈ {4, 5, 6} means K ′).
For energies above t the angle is measured with respect
to the center of the BZ and there is no ξ index. This re-
duces our distribution Q(kx, ky, y;x) (x is constant) from
depending on both kx, ky to be only a function of the
wavevector angle φ, i.e. Q(φ, y;x). The parameter σ we
will choose such that the wavevector uncertainty satis-
fies ∆k/k = 0.2, where k is the (average) magnitude of
the wavevector with respect to the center from which we
measure angle. As we show in appendix A this relative
wavenumber uncertainty corresponds to the angle uncer-
tainty, i.e. ∆k/k = ∆φ. The chosen value yields typical
values of σ ≈ 8 nm for small energies, while for higher
energies σ can be smaller than 4nm. In the following and
for device A the notation x = n will denote a cut in the
n region of the device, 3σ before the p-n junction, while
x = p denote a cut 3σ after the junction. For device
B the slice location is given explicitly (in the rest of the
text we measure space in nm and energy in eV).
II. APPLICATIONS OF THE HUSIMI
FUNCTION
A. Accuracy of the Husimi function
We first want to test the usage of Q in a well studied
situation where much can be inferred analytically: Klein
tunneling in device A at small energies28 (see35 for a re-
view on Klein tunneling in graphene). Fig. 2(b-e) shows
Q(φ, y) in device A for W = 80, L = 12σ ≈ 96, EF =
50, V0 = 0.4. The top panels show Q for valley K2, the
bottom for K ′2. We show Q both before (incoming &
reflected) and after (outgoing) the p-n junction for two
modes. What we have seen is that for device A before
the junction, Q in valley K2(
′) is the mirror reflection of
Q in valley K3(
′) while in valley K1(′) we find an almost
exact superposition of the Qs in K1(
′) and K2(′).
Fig. 2 shows that for all modes the incoming Q nicely
localizes at a single angle. We also show in red the
marginal distributions
Q(φ; ξ) =
∫ W
0
Q(φ, y;x, ξ) dy
Q(φ) =
∑
ξ
Q(φ;x, ξ) (7)
Because in this setup the incoming Q is very highly lo-
calized, we do not need the entire distribution and can
simply choose the maximum location of Q(φ), Φ, to rep-
resent the “incoming angle” for each mode
Φ = argmax [Q(φ;x = p)] , for φ ∈
[
0,
pi
2
)
(8)
(we use Q of valley K2(
′) exclusively for this, and we also
know which of the two valleys is the incoming one).
We compare Φ with ν, the angle obtained by sine-
fitting the lead modes, in Fig. 3a. We see that only for
the lowest modes of each cone Φ does not have a perfect
agreement with ν. We now want to use Φ to compare the
results of the tight binding calculations with theoretical
result for the Klein tunneling at a p-n junction, utilizing
the impact angle obtained from the Husimi function. De-
pending on the width of the p-n junction, there are two
theoretical predictions
TStep(φin) = − cos(φin) cos(φout)
sin2
(
1
2 (φin + φout)
) (9)
TWKB(φin) = exp
(
−pi 2k
2
1
k1 + k2
w
2
sin2 φin
)
, (10)
where φin (φout) is the wavevector angle of the incom-
ing and transmitted wave, respectively, and kj = |EF ±
V0/2|/(~vF ) the corresponding wavenumber. TStep is the
result of wave function matching at a sharp interface
whereas TWKB is a semiclassical result obtained in the
WKB approximation35,36. In Fig. 3c we plot the the-
oretical curves and the values of Tm versus Φ for each
mode, for two different p-n junction widths w, and find
very good agreement. This does not only hold for the
case of a symmetric p-n junction, i.e. EF = 0, but also
for higher and lower Fermi energies, as shown in Fig. 3d
for w = 10 nm (for other parameter values we also find
excellent agreement).
We have seen, that we can use Q to find the param-
eter φin from numerical simulations needed to compare
them to the theoretical predictions. Now we want to
show that we can obtain the transmission probabilities
from the Husimi function using the theoretical predic-
tions. Using the marginal distribution of eq. (7) we can
compute the transmission of a mode as the average
〈T 〉 =
∫ pi
2
−pi2 T (φ)Q(φ;x = p) dφ∫ pi
2
−pi2 Q(φ;x = p) dφ
(11)
where T represents one of the analytical formulas of
eqs. (9) and (10). In Fig. 3b we compare this value with
Tm and again we find a near perfect match (also for many
more parameters than the ones shown). Equation (11)
will also give a good estimate of the transmission value
in cases where the distribution is not strongly localized
at a single angle, allowing us to use the integrated trans-
mission in more complicated cases like those in sec. II C.
B. Intervalley Scattering
We now turn to study intervalley scattering, which de-
scribes the scattering of a wavefunction from one valley
to another (inequivalent) one, e.g. from K to K ′. We
discussed in sec. I B that for zigzag GNRs and low en-
ergies every incoming mode is valley-polarized28. Inter-
valley scattering has found considerable interest in the
literature, and was first discussed in the context of weak
localization2,37–39. Later work focused on valley filters
and valley “spintronics”, see40–42 and references therein.
The discussions in the literature so far have been quali-
tative and mostly theoretical.
The Husimi function is an excellent tool to study inter-
valley scattering, because it directly provides information
in momentum space at different positions in the device.
In fact, Mason et al. have used a processed Husimi pro-
jection technique in Ref.22 to study intervalley scattering
in graphene billiards. Here we will use a simpler ap-
proach directly using the Husimi function. As one can
already see from Fig. 2b-e, the “incoming Q” (i.e. Q(y, φ)
with φ ∈ [−pi/2, pi/2)) has most weight in one valley (the
“incoming valley”) Vi, while the other (the “complemen-
tary”) valley Vc contains either just noise or only the
reflected wave (compare the scales of the colorbars). In
panels (c, e) it is evident there exist modes that undergo
intervalley scattering, as for panel (e) the outgoing valley
K ′ has significantly more weight than what it had in the
incoming case of panel (d).
We want to define two intuitive measures for interval-
ley scattering. We first define the following weights (the
sums are over all equivalent valleys)
α =
∑
ξ∈Vi
∫ W
0
∫ pi
2
−pi2
Q(φ, y;x = n, ξ) dφ dy (12)
β =
∑
ξ∈Vi
∫ W
0
∫ pi
−pi
Q(φ, y;x = p, ξ) dφ dy (13)
γ =
∑
ξ∈Vc
∫ W
0
∫ pi
−pi
Q(φ, y;x = p, ξ) dφ dy. (14)
6FIG. 3. Klein tunneling and intervalley scattering in device A for σ = 8,W = 80, L = 12σ, V0 = 0.4, EF = 0,±0.1 and various
w. (a) Angle of incidence ν deduced from the transverse wavefunctions, compared with the ones deduced from the Husimi
function, Φ. (b) Transmission probability obtained through the scattering matrix Tm eq. (5) versus the integrated one obtained
from Q, 〈T 〉 using eq. (11). (a, b) are plotted versus incoming mode m and for w = 1 nm. (c) Theoretical curves on Klein
tunneling (lines, eqs. (10), (9)) and transmission probability Tm versus Φ (scatter plots, for two different w values). The red
arrow notes the angle uncertainty ∆φ. (a, b, c) use EF = 0 eV. (d) is the same as (c) but for w = 10 and different Fermi
energies instead. (e, f) Measures for intervalley scattering, eq. (15) versus mode number. (g) Sketch (x-axis is not uniform) of
where is each mode transmitted, based on the elements of the transmission matrix T . The width of each line is proportionate
to the transmission amplitude towards the outgoing channel that the line connects to (normalized to same maximum).
The first quantity, α, is used for the normalization to
the incoming mode. The quantities β and γ measure the
weights of the transmitted wave that are localized in the
same valley as the incoming mode and its complement,
respectively. With these quantities we define
I1 =
γ
α
, I2 =
γ
β + γ
. (15)
Here I1 is the the fraction of the incoming wave that
is transmitted through the p-n junctions and has un-
dergone intervalley scattering. I2 is the fraction of the
transmitted wave that has undergone intervalley scatter-
ing, i.e. a transmitted wave with I2 = 0 or I2 = 1 is
completely valley polarized. We show both measures of
intervalley scattering in Fig. 3e,f plotted versus the mode
number for various junction widths. (Qualitatively the
results remain unchanged when we use only K2(
′) instead
of summing over equivalent valleys).
The most striking feature of Fig. 3e,f is that intervalley
scattering happens only for the second half of the modes.
Recall that modes with 1 ≤ m ≤ bM/2c come from K ′
while the higher modes come from the K valley which
has an additional incoming band (see Fig. 1a or Fig. 3g).
The perplexing result of Fig. 3e can be qualitatively ex-
plained based on this extra mode and the unitarity of
the scattering matrix S32 (i.e. current conservation). To
aid the following argument, in Fig. 3g we show a sketch
of where is each incoming mode transmitted. The lines
connecting incoming and outgoing modes have widths di-
rectly proportional to the transmission amplitude |Tim|2.
After transmission, each mode “tries” to scatter into a
the same valley at negative energy to conserve the valley
pseudospin (green dots in Fig. 3g). Likewise should the
reflected part scatter into modes in the same valley at
the same energy level but with negative group velocity.
Modes 1 to bM/2c have no problem achieving this, as
within their valley the outgoing channels are more than
the incoming ones and thus available channels always ex-
ist. This is not the case however for modes bM/2c + 1
to M , since the number of outgoing channels within the
same valley is one less, both for transmission and reflec-
tion. As the mode number increases the outgoing chan-
nels are filled and the higher modes have to move some
of their weight to other channels (as a specific outgo-
ing channel cannot be filled with more than total trans-
mission of 1, see Ref.32). The only remaining channels
that can accommodate these modes exist in the K ′ valley
(right valley of Fig. 1a) which leads to intervalley scatter-
ing. This qualitative argument cannot certainly explain
the exact values of intervalley scattering, but gives a ba-
sic idea of the phenomenon.
Looking at I1 we see a complicated dependence on the
junction width w. For modes with small angle of inci-
dence I1 increases as w increases, however the contrary
happens for modes with large angle of incidence. I1 al-
ways tends to 0 as m → M since the highest mode has
almost 0 transmission. Another interesting observation
is that as mode number (and thus angle of incidence)
is increased, the modes that do get intervalley scattered
transfer most of their weight into the other valley. This
7can be seen from Fig. 3f where I2 comes close to 1.
C. Asymmetric Device
In this section we study transport through the asym-
metric device B (see Fig. 1c) in which the incoming modes
are scattered both from the boundary (“scattering edge”,
highlighted in green) and the p-n junction, and which is
neither axially nor centrally symmetric. There are two
main questions we want to address. First, to what extend
can we use the existing expressions describing Klein tun-
neling to understand the transmission properties of such
a device? These expressions are derived for plane waves,
which have infinite spatial extend and are characterized
by a single angle φin, either semiclassically or by wave
matching. Due to the boundary induced scattering the
wavefunction that incides on the p-n junction in device B
cannot be well approximated by a single plane wave. Can
we use the Husimi technique to connect the transmission
through the device to Klein tunneling?
Second, we want to understand how the type of the
scattering boundary (green color in Fig. 1c) affects in-
tervalley scattering. There is strong theoretical evidence
that the armchair termination is in some way unique,
while a random termination behaves like zigzag29,43,44.
In addition, in the theoretical treatment of graphene
nanoribbons in28, the authors showed that the armchair
termination mixes valleys while the zigzag keeps them
separated.
These arguments indicate that intervalley scattering
should be enhanced by an edge with armchair termina-
tion. However, they are only qualitative. Mason et al.
have shown in21 that a (also Husimi-based) qualitative
measure of intervalley scattering is generally enhanced at
armchair boundaries. Here we want to quantify of these
effect by using the Husimi function, similarly as in II B
and we will show that intervalley scattering is indeed en-
hanced drastically at armchair edges.
Let us stress that in device B the lead modes and thus
the angles ν are not of much use. This is in part be-
cause the waves are deflected by the titled boundary of
device B, but also because the right part of device B
has a different width than the incoming lead (and thus
does not accommodate the same ky). On the other side,
Q(φ) is just as valid here as it was in sec. II A. It also
becomes clear from Fig. 4a that many of the scattering
waves inside L2 cannot be approximated using a single
angle, which means that one needs the entire distribu-
tion.
1. Tunneling
We find that we can apply the Klein tunneling formu-
las “locally” even in small devices and when the incoming
waves are not single plane waves. We show this numeri-
cally using the integrated transmission formula, eq. (11)
with Q measured at location x = L1 +L2/2 (which is 3σ
before the p-n junction). However, now we can’t compare
〈T 〉 with Tm directly, because Tm also accounts for the
back-scattering from the boundary inside L1. To com-
pensate for that, we compute the transmission of eq. (5)
once without any p-n junction at all. We call this quan-
tity T0. We now have to compare 〈T 〉 ·T0 with Tm, which
we do in Fig. 4c-f for various orientations of the bound-
ary.
We see that the integrated transmission matches the
transmission obtained through the p-n junction (using
the scattering matrix) very well. This good agreement
means that the Klein tunneling formula still locally de-
scribes the tunneling properties at the p-n junction, even
when the nanodevice is small (e.g. 60 nm for ω = pi/4)
and the incoming wave is not a simple plane wave. In
addition, this also means that the Husimi function accu-
rately decomposed the incoming scattering wave into a
representative distribution of angles of incidence.
2. Intervalley scattering
We now want to explore the intervalley scattering in-
duced by the scattering edge and not the p-n junction.
Therefore we first obtain the scattering wavefunctions ψm
in device B without a p-n junction (i.e. V0 = 0, EF = 0.2
eV). We measure Q using a slice at x = L1 (exactly where
the scattering boundary ends) and we compute I2 from
Q there. The results are shown in Fig. 4g-i.
An important benefit of using I2 (over e.g. measures
used in21) is that it does not depend on, or demand mea-
suring Q for r0 exactly at the boundaries. This is cru-
cial as the accuracy of the Husimi function dramatically
drops at the boundaries, since most lattice sites around a
circle of 3σ from r0 do not even exist. We have observed
in our simulations that this leads to numeric artifacts and
should be avoided (this is also clear from all colorplots of
Q we show in this paper, see e.g. Fig. 2 or 4 where the
value of Q drastically drops for y → 0 or y →W ).
There are two interesting observations to be made.
First, the intervalley scattering from a lattice termina-
tion is fundamentally different from that seen in sec. II B
which results from a p-n junction. In the present case
both valleys always undergo intervalley scattering.
The second observation is what we expected from exist-
ing theory and now quantified using a well-defined mea-
sure: armchair lattice terminations induce much more
intervalley scattering than any other termination orien-
tation. This can be seen firstly in Fig. 4g,h where I2
has clearly higher values, but most prominently in panel
i where we plot the average intervalley scattering per
mode, i.e.
I˜2 =
1
M
M∑
m
I2(m). (16)
I˜2 has a very sharp peak at ω = pi/6, where the boundary
8FIG. 4. Tunneling and intervalley scattering in device B, using σ = 10, L1 = L2 = 6σ,W1 = 120, w = 1, V0 = 0.4, EF = 0.
W2 = W1 − L1 tan(ω) depends on ω. (a, b) Husimi function Q(φ, y) at position x = L1 + L2/2 (3σ before the p-n junction)
for ω = pi/4. For the mode shown, the incoming valley is K2 (but a lot of intervalley scattering has already occurred). (c-f)
Integrated transmission. (g, h) Intervalley scattering I2 of eq. (15) for various ω values using Q measured at x = L1 (computed
without a p-n junction, V0 = 0, EF = 0.2). (i) Average intervalley scattering per mode I˜2 versus boundary angle ω. A sharp
increase is seen when ω = pi/6.
termination is exactly armchair.
D. Trigonal Warping and Klein Tunneling
Klein tunneling applies to graphene because for small
energies the Dirac equation is a valid approximation. In
Klein tunneling the important angle is the wavevector an-
gle (with respect to the Dirac points), see eqs. (9), (10).
The group velocity angle θ coincides with φ for small
energies, however as the energy increases and trigonal
warping effects begin to be significant, this is not the case
anymore and θ 6= φ5. As there is no theoretical result on
the tunneling behavior of graphene for energies beyond
the Dirac regime, one is left to wonder: for higher ener-
gies is the Klein tunneling picture still relevant? And if
yes, are the tunneling properties still dictated by φ? This
is an interesting question since the physical propagation
direction is governed by θ.
We can answer this using the Husimi function. We re-
turn to our setup in device A like in sec. II A but signif-
icantly increase the energies, setting V0 = 5 and keeping
EF = 0, yielding incoming energy of E = 2.5 ≈ 0.9t
which shows strong trigonal warping. Once again we
compute incoming angles using Φ as in eq. (8) because
incoming Q is well-localized in momentum space, see
fig. 5a,b. However, the limits of argmax must be mod-
ified. For modes m ≤ bM/2c the angle span of eq. (8)
is set to [0, pi3 ) while for the rest of the modes it is set
to [0, 2pi3 ), due to the warping of the energy contour, see
below.
In this energy regime the theory of Brey and Fertig28
breaks down and the transverse wavefunctions are not
necessarily sin-functions. One may still attempt to fit
sines to them, as shown in Fig. 5d and e, however here we
find Q to perform better, as shown in panel (d). So even
though kx is still known, one cannot straight forwardly
compute ky using only the lead modes.
At higher energies the two valleys are very different,
since the group velocities of the incoming modes differ
fundamentally (see Fig. 5c). For valley K ′ there is a
“flat” front, greatly limiting the possible group velocities.
The contrary is happening in valley K where the contour
with positive group velocity spans many more angles. In
addition, in the K ′ case the incoming wavevector angle
is limited to |φin| . pi/3 but in K we have |φin| . 2pi/3,
due to the requirement of positive x-component of the
group velocity, calculated from eq. (6)
vx =
−√3λta√
f(k)+3
(
sin
(√
3a
2 kx
)
cos
(
3a
2 ky
)
+ sin
(√
3kxa
))
vy =
−3λa√
f(k)+3
cos
(√
3a
2 kx
)
sin
(
3a
2 ky
)
.
(17)
Here kx, ky are measured with respect to the center of
the BZ since the above equations are valid for any energy
value.
Klein tunneling assumes equivalence between the two
valleys as it depends on the wavevector angle. To see
whether some remnant of Klein tunneling exists at higher
energies, we have to look for some tunneling property
that not only decays exponentially with increasing angle
of incidence, but also stays “as similar” as possible be-
tween the two valleys. In fig. 5d,e we compare the trans-
9FIG. 5. Transmission and Husimi functions in device A for high energies: σ = 4, L = 12σ,W = 90, V0 = 5, EF = 0, w = 1.
(a, b) Q(φ, y) for the modes shown in (e). (c) Maxima of incoming Q (see sec. II D) on momentum space. Each incoming
mode is using a different color, see colorbar. (d) Angles deduced through sine fitting (ν) versus the ones deduced from Q
(Φ). (e) Transverse wavefunction amplitude Y on sublattice A (arbitrary choice) versus y inside the lead. Small modes can
be approximated by sines but higher modes cannot. (f) Mode transmission Tm versus wavevector angle (obtained using the
Husimi function). (g) Same but versus group velocity angle θ instead. The dashed line plot of TStep is only meant as a guide
to the eye, the formula is not valid for high energies.
mission probability of each mode Tm versus the wavevec-
tor angle Φ and group velocity angle θ.
The result surprised us, since we find a Klein tunneling-
like behaviour in Tm versus φ. We were rather expect-
ing Tm versus θ to show similar behaviour at the two
valleys, because θ corresponds to the physical propaga-
tion direction. We do not suggest that Klein tunneling
straightforwardly applies to higher energies. In Fig. 5f
the characteristic perfect transmission at normal inci-
dence (φin = 0) is lost, nevertheless, it is clear that the
tunneling probability as a function of the wavevector an-
gle is quite similar to what would be expected for Klein
tunneling.
E. From Dirac points to the center of the Brillouin
zone
Before concluding our paper we want to show some in-
teresting numerical results for the case of high but not
symmetric energies. Here we use the setup exactly as in
section II D but we set EF = ±1 eV. In this case the in-
coming (outgoing) modes, for plus (minus) sign, do not
live in the trigonally warped Dirac points, but instead are
located on the almost circular contours around the center
of the BZ, see Fig. 6. In this case any Klein tunelling-
like behaviour is impossible as there is no Dirac valley in
either the incoming or outgoing modes. This of course
does not exclude an angle collimation effect in the trans-
mission function, it only excludes Klein tunneling as a
potential explanation.
Once again we are interested in Tm versus some incom-
FIG. 6. Tunneling through a pn-junction for high and non-
symmetric energies. (a) Incoming modes, as identified using
the Husimi function, for high energy (red, EF = 1) or low
(green, EF = −1) for V0/2 = 5. Arrows guide the eye for
where is each contour transmitted to (of course in the negative
energy space). In (b, c) we plot the transmission of modes
incoming from the green or red contour respectively, versus
their group velocity angle.
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ing angle. However, it does not make sense to measure
angles from the nearby Dirac centers. Instead, for all in-
coming modes we use the Husimi function to identify the
wavevectors kx, ky where the mode is localized, from the
entire BZ (as in Fig. 2). To be able to compare across
the different energy regimes, we then calculate the angle
of the group velocity θ at point kx, ky.
In Fig. 6a we plot the points where the Husimi function
is localized for each incoming mode. Then, in subplots b
and c, we show the transmission versus angle of incidence
for the case of low to high (absolute value in) energy
(green) and high to low (red). A very surprising result
is shown in (b): the transmission for one incoming valley
is much higher. Not only that, but for valley K ′ the
transmission goes to 0 for θ → 0. For the transmission
from high to low energy (red) we see a very quick drop
of the transmission as θ increases. What is noteworthy
(and quite perplexing) is that the transmission increases
again when θ approaches pi/2.
III. CONCLUSION
In conclusion we have found that the Husimi function
can indeed be a very useful tool for studying transport
in graphene (but not only graphene) nanostructures. We
have for example shown that even in situations where the
angle of incidence on a tunnel barrier is not easily dis-
cernible we can use the Husimi distribution to evaluate
Klein tunneling at this barrier. For higher Fermi energies,
we have studied the tunneling behavior in the regime of
triangular warped Dirac cones. Specifically we looked at
two cases: tunneling between warped cones and tunnel-
ing between states near the center of the Brillouin zone
and the warped Dirac cones. In the first case, overall the
behavior we found is clearly different from Klein tunnel-
ing between Dirac cones. The transmission probability as
a function of angle of incidence varies when the angle is
either measured by the directions of the wave vectors or
the group velocities. When measured by the wave vector,
however, we observed reminiscences of Klein tunneling.
In the second case we found a strong asymmetry between
the two valleys. Other interesting results concern inter-
valley scattering. At a pn-junction in a nanoribbon we
found a pronounced valley asymmetry of the intervalley
scattering due to the extra mode in the dispersion rela-
tion of the nanoribbon. We have also quantified the inter-
valley scattering at a tilted graphene edge as the function
of the tilt angle, confirming the special role played by the
armchair boundary configuration.
Appendix A: Angle uncertainty
For a given value of the parameter σ, the wavepacket
has a known uncertainty in both position and momentum
σ := ∆x =
1
2∆k
. (A1)
What we are interested about is the uncertainty in the
propagation angle. For small energies the propagation
angle is the same for the wavevector and the group ve-
locity defined as
φ = arctan(qy/qx) (A2)
with q = k−Kξ. For any nonlinear function, uncertainty
propagation is given by
σ2φ =
∣∣∣∣ ∂φ∂qxσqx
∣∣∣∣2 + ∣∣∣∣ ∂φ∂qy σqy
∣∣∣∣2 .
Since by definition σqx = σqy = ∆q = ∆k we have
σ2φ =
q2y∆q
2
(q2x + q
2
y)
2
+
q2x∆q
2
(q2x + q
2
y)
2
= ∆q2
q2
q4
therefore we see that
σφ =
∆q
q
. (A3)
If we want to have a constant σφ for measurements at
different energies, then we will use σ such that (assuming
also ∆x∆k = 1/2)
∆q
q
=
1
2qσ
⇒ σ = 1
2q
(
∆q
q
)−1
⇒ σ = 1
2σφq
. (A4)
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