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Viele Probleme in Physik, Chemie und anderen Wissenschaften oder Wis-
senschaftszweigen, z. B. Robotik, konnen auf Probleme mit Idealen trans-
formiert werden, die von einer endlichen Anzahl von Polynomen erzeugt
werden, etwa die Bestimmung der gemeinsamen Nullstellen von Polynomen
eines Ideals oder die Frage, ob ein gegebenes Polynom in einem vorgegebenen
Ideal liegt.
B. Buchberger zeigte, da viele Probleme in diesem Zusammenhang gelost
werden konnen, wenn man zu einem Erzeugendensystem des gegebenen
Ideals ubergeht, das gewisse weitere Eigenschaften hat. Solche Erzeugen-
densysteme sind heute unter dem Namen Grobnerbasis oder Standardbasis
bekannt. Zur Angabe einer Grobnerbasis gehort immer auch die Angabe ei-
ner Ordnung auf den Potenzprodukten der vorkommenden Variablen, d. h.
einer Termordnung.
Buchberger gab auerdem einen Algorithmus an, der ein gegebenes Erzeu-
gendensystem in eine Grobnerbasis transformiert, weiterhin auch ein al-
gorithmisch entscheidbares Kriterium, ob eine Menge von Polynomen eine
Grobnerbasis ist oder nicht.
Hierbei kommt auch einer Verallgemeinerung der bekannten Division mit
Rest eine verstarkte Bedeutung zu. In der Theorie der Grobnerbasen wird
dies dann nicht Division, sondern Reduktion eines Polynoms bezuglich einer
vorgegebenen Menge von Polynomen genannt. Dies liefert eine Reduktions-
relation.
Grobnerbasen haben die positive Eigenschaft, da der Rest eines Polynoms
bei einer vollstandigen Reduktion (das ist eine solche, bei der das entstan-
dene Polynom nicht weiter reduziert werden kann) eindeutig bestimmt ist,
d. h. nicht davon abhangt, in welcher Weise die Reduktion ausgefuhrt wird.
Mit anderen Worten heit das: Bezuglich einer Grobnerbasis besitzt die oben
genannte Reduktionsrelation die Church-Rosser-Eigenschaft.
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Die Frage, ob ein vorgegebenes Polynom in einem vorgegebenen Ideal liegt,
das sogenannte Enthaltenseinsproblem, kann algorithmisch beantwortet wer-
den, indem zuerst mit dem Buchberger-Algorithmus eine Grobnerbasis G
dieses Ideals (bzgl. einer beliebigen Termordnung) bestimmt wird und dann
dieses Polynom bezuglich dieser Grobnerbasis reduziert wird. Das Polynom
ist genau dann bzgl. G zu Null reduzierbar, wenn es im Ideal liegt.
Ebenso konnen ahnliche Probleme gelost werden, etwa die Frage, ob zwei
verschiedene Mengen von Polynomen dasselbe Ideal erzeugen, oder ob zwei
Polynome modulo eines gewissen Ideals kongruent sind. Von Interesse ist
auch die Beantwortung der Frage nach der Existenz gemeinsamer Nullstel-
len eines Systems von Polynomen oder nach der Endlichkeit oder Unend-
lichkeit der Losungsmenge, die sich in einfacher Weise aus der zugehorigen
Grobnerbasis ablesen lat. Eine ausfuhrlichere Auistung von Problemen im
Zusammenhang mit Grobnerbasen und Methoden zu ihrer Behandlung ist
in [2] zu nden.
Buchbergers Algorithmus kann als Verallgemeinerung des Gauschen Algo-
rithmus angesehen werden. Im Falle eines Gleichungssystems mit ausschlie-
lich linearen Polynomen uberfuhrt er, in genau derselben Weise wie der
Gausche Algorithmus, dieses Gleichungssystem in eine Dreiecksgestalt. Mit
dem Buchberger-Algorithmus konnen aber auch Polynome hoheren als er-
sten Grades behandelt werden. Hierbei kommt allerdings der Termordnung
eine groere Bedeutung zu, da sie wesentlich die Laufzeit und die Form des
Ergebnisses beeinut.
Fur die Suche nach gemeinsamen Nullstellen eines gegebenen Systems von
Polynomen ist eine Grobnerbasis bezuglich der lexikographischen Termord-
nung von Vorteil, da diese eine
"
Dreiecksgestalt\ aufweist und aus ihr schritt-
weise die Variablen bestimmt werden konnen. Der Nachteil bei Verwendung
dieser Ordnung liegt in der Tatsache begrundet, da in vielen Fallen die
Berechnung einer Grobnerbasis nicht in annehmbarer Zeit ausfuhrbar ist
und somit versucht werden mu, eine Grobnerbasis bezuglich einer anderen
Termordnung zu bestimmen und aus dieser Aussagen uber die Nullstellen
zu extrahieren.
Obwohl die Methode der Grobnerbasen bereits in Buchbergers Doktorarbeit
von 1965 zu nden ist, blieb sie relativ lange Zeit unbeachtet. Heute jedoch
gibt es zahlreiche Forschungsbereiche, die direkt oder indirekt mit Grobner-
basen arbeiten.
Mit der Entwicklung von Computeralgebrasystemen und deren Verbreitung
wurde auch Buchbergers Algorithmus implementiert. Obwohl dieser Algo-
rithmus im schlechtesten Fall doppelt-exponentiell von der Anzahl der auf-
tretenden Variablen abhangt, sind fur viele in der Praxis vorkommenden
Probleme die Rechnungen ausfuhrbar. Somit wurde Buchbergers Algorith-
mus ein wichtiges Hilfsmittel bei der Losung vieler praktischer Probleme,
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die sich auf Probleme mit Polynomen transformieren lassen.
Im Laufe der Zeit wurden verstarkt Anstrengungen unternommen, diesen
Algorithmus zu verfeinern. Es entstanden Selektionsstrategien fur die Aus-
wahl der zu behandelnden S-Polynome. Der Einu der Termordnung auf
das Laufzeitverhalten wurde untersucht. Heute existieren auch Verfeinerun-
gen, die eine Zerlegung auftretender Polynome in mehrere Faktoren ausnut-
zen, um fur gewisse Klassen von Eingaben einen Geschwindigkeitsgewinn zu
erzielen.
In dieser Arbeit wird ein Verfahren untersucht, das den Buchberger-Algo-
rithmus dahingehend verfeinert, da auch gewisse Symmetrien, die bei man-
chen praktischen Problemen vorhanden sind, ausgenutzt werden konnen, um
einen eventuellen Rechenvorteil zu erlangen.
Uber eine Verbindung von Symmetrien mit dem Buchberger-Algorithmus
sind nur wenige Veroentlichungen bekannt. Gatermann z. B. benutzt in [6]
diskrete Symmetrien, um dann zu zeigen, da bei der Abarbeitung des Buch-
berger-Algorithmus Polynome entstehen, die faktorisiert werden konnen,
und sich damit das Problem in kleinere Teilprobleme zerlegen lat.
Das hier vorgestellte Verfahren verwendet Symmetrien, die von einer Anzahl





Kleiner\ heit dann, da Nullstellenmengen geringerer Dimen-
sion beschrieben werden, aus denen die Gesamtlosung rekonstruiert werden
kann.
Die Arbeit gliedert sich wie folgt:
Im Kapitel 2 wird die Problemstellung formuliert und ein erster Ansatz fur
eine Losung gegeben.
Kapitel 3 fuhrt in die Theorie der Grobnerbasen ein und prasentiert grund-
legende Aussagen fur die weiteren Untersuchungen.
Im Kapitel 4 werden grundlegende Algorithmen beschrieben, die fur die
Konstruktion einer Grobnerbasis notig sind. Dabei werden diese Algorith-
men gleich in einer
"
nennerfreien\ Form angegeben.
Eine wesentliche Aussage, die zu einer einfacheren Formulierung des Algo-
rithmus gamma fuhrt, wird im Kapitel 5 bewiesen.
Kapitel 6 prasentiert den Algorithmus gamma und gibt einen Beweis fur
dessen Korrektheit.
Im Kapitel 7 wird die Wirkungsweise von gamma an einigen Beispielen
demonstriert.
Das Kapitel 8 gibt eine Kurzzusammenfassung und einen Ausblick auf Un-
tersuchungsrichtungen, die bei einer zukunftigen Betrachtung berucksichtigt
werden sollten.
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Eine kurze Abhandlung uber die Verwendung des Computeralgebrasystems
REDUCE sowie eine Implementation des Algorithmus gamma in REDUCE
sind im Anhang zu nden.
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gend betreut hat. Auerdem war er mir bei der Literaturrecherche behilich
und gab mir wertvolle Hinweise fur die Verwendung von Routinen aus dem
REDUCE-Paket CALI.
Auerst dankbar bin ich meinem Bruder Raymond Hemmecke fur seine
Hinweise zur Korrektheit und Verstandlichkeit der Darstellungen in dieser
Arbeit und den damit verbundenen anregenden Gesprachen.





Gegeben sei ein algebraisch abgeschlossener Korper K und eine Teilmenge
B = fb1; : : : ; bpg des Polynomrings K[A] := K[A1; : : : ; An] in den Unbe-
stimmten A1; : : : ; An.
Sei A := Kn ein aner Raum.   sei eine durch X := Km parametrisierte
Gruppe, d. h., ein Element  von   lat sich schreiben in der Form  = (x)
mit x = (x1; : : : ; xm) 2 X .   moge auf A operieren, und diese Operation sei
durch Polynome 1; : : : ; n 2 K[X1; : : : ;Xm; A1; : : : ; An] vermittelt, so da
fur alle x 2 X und a 2 A gilt:
(x)  a = (1(x; a); : : : ; n(x; a)) 2 A:
Wir fordern weiterhin, da die Anwendung von   die gemeinsame Nullstel-
lenmenge
Z(B) := fa 2 A j b1(a) = : : : = bp(a) = 0g
(der Polynome) von B invariant lat.
Unter diesen Voraussetzungen ist eine Beschreibung der Nullstellenmenge
Z(B) gesucht.
2.2 Erste Uberlegungen
Ist nun z 2 Z(B)  A irgendeine gemeinsame Nullstelle von B, so gilt auch
Orb(z) := f  z j  2  g = f(x)  z j x 2 Xg  Z(B);
d. h., die Bahn (auch der Orbit genannt) einer Nullstelle z von B bzgl.  
enthalt nur Nullstellen von B.
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Ein Ansatz, das System B zu vereinfachen, ist die folgende Vorgehensweise.
Wir versuchen, mit Hilfe von   in Z(B) auf eine Menge Z  Z(B) zu
schlieen, die nur Elemente enthalt, fur die gewisse gemeinsame Koordi-
naten verschwinden. Wenn i1; : : : ; il die Indizes jener Koordinaten sind, so
bedeutet dies, da
Z  fa 2 A j ai1 =    = ail = 0g \ Z(B):
Auerdem moge Z so beschaen sein, da die Menge
Orb(Z) := fOrb(z)jz 2 Zg
einen moglichst
"
groen\ Teil von Z(B) uberdeckt. Geometrisch ausge-
druckt, heit dies, wir geben eine Menge von Koordinaten-Hyperebenen inA
vor und suchen unter allen Bahnen von Z(B) diejenigen heraus, von denen
wir in einer ezienten Weise entscheiden konnen, da sie einen Schnittpunkt
mit dem Durchschnitt aller dieser Hyperebenen haben. Die Menge Z wird
dann gerade von den Punkten dieser Bahnen gebildet, die im Durchschnitt
der Hyperebenen liegen.
Oensichtlich hangt ein solches Z stark von der Lage der Nullstellenmenge
Z(B) in A und der Wahl der Hyperebenen ab. Somit ist es naturlich auch
moglich, da nur Z = ; obige Bedingungen erfullt. Dies heit aber nur, da
fur eine solche Problemstellung die in dieser Arbeit untersuchte Problemre-
duzierung keine Anwendung ndet.
Im allgemeinen ist auch nicht zu erwarten, da Orb(Z) = Z(B) gilt. Wir
mussen dann die Nullstellen von B, die sich nicht auf diese Weise erhalten
lassen, auf eine andere Art bestimmen.
In dieser Arbeit werden wir obigen Ansatz genauer untersuchen. Dabei wer-
den wir einen Algorithmus angeben, der ein solches Z und die
"
Ausnahme-
menge\ Z(B) n Orb(Z) berechnet. Es wird sich jedoch zeigen, da die Zu-
satzbedingungen, die wir aus der Bestimmung von Z fur die Berechnung der
Ausnahmemenge erhalten, im allgemeinen nicht ausreichen, um auch fur die-
sen Teil der Nullstellenmenge eine akzeptable Problemreduktion zu erhalten.
Dies zeigt jedoch Wege, die bei der weiteren Untersuchung der Anwendung
kontinuierlicher Symmetrien auf das Losen polynomialer Gleichungssysteme
beschritten werden konnen.
2.3 Konventionen
In der gesamten Arbeit ist R ein Ring (stets kommutativ und unitar) und
K ein Korper. Auerdem schreiben wir A fur Kn und X fur Km. K[A]
steht stets als Abkurzung fur den Polynomring K[A1; : : : ; An] in den Unbe-
stimmten A1; : : : ; An und R[X] fur R[X1; : : : ;Xm]. Eine Ubersicht uber die
Verwendung der Symbole kann im Anhang C gefunden werden.
Kapitel 3
Grobnerbasen
In diesem Kapitel prasentieren wir einige Denitionen und Aussagen aus der
Theorie der Grobnerbasen. Eine umfassende Monographie zu Grobnerbasen
ist das Buch [1] von Becker und Weispfenning. Daraus sind die meisten Aus-
sagen und Denitionen entnommen, die wir hier angeben. Wir beschranken
uns bei der Darstellung der Theorie der Grobnerbasen darauf, nur die Deni-
tionen und Theoreme anzugeben, die fur die weitere Arbeit wesentlich sind.
Der Begri der Reduzierbarkeit wurde nicht aus [1] ubernommen, sondern
statt dessen die Pseudoreduzierbarkeit eingefuhrt, da diese eine wesentliche
Rolle bei den weiteren Betrachtungen spielt.
3.1 Denitionen
Die Bezeichnung gewisser Begrie ist nicht immer einheitlich in der Litera-
tur. Wir geben deshalb zuerst einige Denitionen an, um eine klare Begris-
verwendung fur diese Arbeit zu schaen.
Denition 3.1. Es sei R ein Ring und R[X] der Polynomring in den Un-
bestimmten X1; : : : ;Xm. Ein Term ist ein Potenzprodukt der Form
Xi11     X
im
m
mit nichtnegativen ganzen Zahlen i1; : : : ; im. Durch T (X1; : : : ;Xm) oder
kurzer T (X) wird die Menge aller Terme in diesen Unbestimmten bezeich-
net. T (X) bildet oenbar zusammen mit der Multiplikation von R[X] ein




Ebenso haben wir in T (X) die ubliche Teilbarkeitsrelation j, d. h. fur
s; t 2 T (X):
sjt, 9t0 2 T (X) : s  t0 = t:
10
KAPITEL 3. GR OBNERBASEN 11
Ein Monom in den Unbestimmten X1; : : : ;Xm uber R ist ein Produkt der
Form m = rt mit r 2 R und t 2 T (X).
Bemerkung. Die Begrie Term und Monom treten in der mathematischen
Literatur meist in vertauschter Bedeutung auf. Unsere Denition halt sich
dagegen an die heutzutage ubliche Verwendung dieser Begrie in der Theorie
der Grobnerbasen.
Denition 3.2. Fur ein Polynom
0 6= f =
lX
i=1
riti (0 6= ri 2 R; ti 2 T (X) fur i = 1; : : : ; l);
bei dem alle ti paarweise verschieden sind, bezeichne
C(f) = fr1; : : : ; rlg
die Menge der Koezienten von f ,
T (f) = ft1; : : : ; tlg
die Menge der Terme von f und
M(f) = fr1t1; : : : ; rltlg
die Menge der Monome von f . Diese Mengen sind leer, falls f = 0.
Denition 3.3. Sei  eine Totalordnung auf T (X) und f 6= 0. Wenn
m = rt 2M(f) so gewahlt ist, da t = max T (f), so heit LT(f) := t
der Leitterm von f , LC(f) := r 2 R der Leitkoezient von f und
LM(f) := m das Leitmonom von f .
Sei F  R[X]. Wir bezeichnen mit LT(F ) := fLT(f) j 0 6= f 2 Fg die
Menge der Leitterme von F .
Denition 3.4. Sei B = fb1; : : : ; bpg eine endliche Teilmenge des Polynom-
rings R[X]. Durch IR[X](B) := IR[X](b1; : : : ; bp) werde das Ideal bezeichnet,
das von den Polynomen aus B in R[X] erzeugt wird.
Wenn aus dem Kontext hervorgeht, in welchem Polynomring das Ideal von
B zu betrachten ist, schreiben wir kurzer I(B).
Die Konstruktion einer Grobnerbasis steht in engem Zusammenhang mit
dem Euklidischen Algorithmus fur Polynome in einer Unbestimmten und
stellt dessen Verallgemeinerung im Sinne der Anwendung auf Polynome in
mehreren Unbestimmten dar. Bei Polynomen in einer Unbestimmten hat
man die naturliche Gradordnung auf den Termen. Dies ist nicht mehr der
Fall, wenn mehrere Unbestimmte auftreten. Im Begri der Termordnung
sind Eigenschaften genannt, die fur die Konstruktion einer Grobnerbasis
notig sind.
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Denition 3.5. Eine Termordnung auf einem Monoid T ist eine Total-
ordnung  auf T , die folgende Bedingungen erfullt.
(i) 8t 2 T : 1  t
(ii) 8s; t1; t2 2 T : t1  t2 ) t1  s  t2  s
Die erste Bedingung impliziert gerade, da eine Termordnung eine Wohlord-
nung ist. Wir schreiben auch t1 < t2 und meinen damit, da t1 und t2 in der
Relation  stehen, aber nicht gleich sind.
Bemerkung. Da wir keine Untersuchungen bezuglich verschiedener Term-
ordnungen vornehmen werden, sei im folgenden fur eine Termmenge der
Form T (X1; : : : ;Xm) eine beliebige, aber feste Termordnung gewahlt. Auf
diese beziehen sich dann auch LT, LC und LM.
Bemerkung. In einem euklidischen Ring R hat man die Begrie eines
kleinsten gemeinsamen Vielfachen und eines groten gemeinsamen
Teilers zweier Elemente zur Verfugung. Allerdings sind diese nur bis auf
einen in R invertierbaren Faktor eindeutig bestimmt. Wir schreiben trotz-
dem r = gcd(r0; r00) (bzw. r = lcm(r0; r00)) und meinen damit, da r ein
groter gemeinsamer Teiler (bzw. kleinstes gemeinsames Vielfaches) von
r0; r00 2 R ist. Eine analoge Aussage gilt fur
"
den\ Inhalt content(f) ei-
nes Polynoms 0 6= f 2 R[X].
"
Das\ zu f gehorige primitive Polynom sei
primitivePart(f) = f= content(f).
Denition 3.6. Eine Teilmenge G  K[X] heit Grobnerbasis (bzgl. der
Termordnung ), wenn G endlich ist, 0 62 G und fur jedes s 2 LT(I(G)) ein
t 2 LT(G) mit tjs existiert.
Sei I  K[X] ein Ideal. G heit dann Grobnerbasis von I, wenn G Grob-
nerbasis ist und I = I(G) gilt.
Anstelle der Division mit Rest im Euklidischen Algorithmus tritt nun der
allgemeinere Begri der Reduktion eines Polynoms bezuglich einer Menge
von Polynomen. Eine solche Reduktion ist wesentlicher Bestandteil des von
Buchberger angegebenen Algorithmus.
Denition 3.7. Sei R ein euklidischer Ring und seien f; ~f; f; g 2 R[X]
und G = fg1; : : : ; gkg  R[X].
(i) f heit modulo g zu ~f pseudo-reduzierbar (in Zeichen: f !g
~f),
falls f; g 6= 0, f =
Pl
i=1 riti, (ri 6= 0 fur i = 1; : : : ; l, alle ti paarweise
verschieden) und
r0 2 C(f); t0 2 T (f) mit r0t0 2M(f)
KAPITEL 3. GR OBNERBASEN 13
existieren, so da LT(g)jt0 und mit













~f = ~rf   ~r0tg:
(ii) f heit modulo G zu ~f pseudo-reduzierbar (in Zeichen:f !G
~f),
falls f !g
~f fur ein g 2 G.
(iii) f heit pseudo-reduzierbar modulo G, falls ein ~f 2 R[X] existiert,
so da f modulo G zu ~f pseudo-reduzierbar ist.
(iv) f heit genau dann eine Pseudo-Normalform von f modulo G,
wenn f nicht pseudo-reduzierbar modulo G ist und f !G f
 erfullt.
Durch !G werde der reexive transitive Abschlu von !G bezeichnet.
Bemerkung. Falls f !g
~f , so erkennen wir aus obiger Denition, da
ein Monom von f ersetzt wird durch ein Polynom, dessen Terme in der
gegebenen Termordnung stets echt kleiner sind als der Term des entfernten
Monoms. Wird bei der Reduktion das Leitmonom von f ersetzt, so konnen
wir diese Aussage kurzer durch LT ~f < LT f ausdrucken.
In jedem Falle gilt aber die Ungleichung LT ~f  LT f .
Bemerkung. In [1] werden analoge Begrie ohne die Vorsilbe pseudo ein-
gefuhrt. Dort wird aber statt eines euklidischen Rings R ein Korper K als
Koezientenbereich vorausgesetzt.
Vergleichen wir diese Begrie mit denen in unserer Denition unter der
Voraussetzung, da R = K ein Korper ist, so stellen wir fest, da sich
die Polynome, die bei einer Pseudo-Reduktion bzw. Reduktion modulo G
aus demselben Polynom entstehen, nur um einen konstanten Faktor (aus
R) unterscheiden. Insbesondere fallen die Eigenschaften, reduzierbar bzw.
pseudo-reduzierbar modulo G zu sein, zusammen. Ebenso gilt: 0 ist Nor-
malform eines Polynoms f genau dann, wenn 0 Pseudo-Normalform von f
modulo G ist.
Denition 3.8. Sei R ein Ring und Q sein Quotientenkorper. Eine Grob-
nerbasis G eines Ideals I von Q[X1; : : : ;Xm] heit nennerfrei (bzgl. R),
wenn G  R[X1; : : : ;Xm].
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Bemerkung. Der Begri
"
nennerfrei\ taucht im Zusammenhang mit Grob-
nerbasen nicht in der klassischen Literatur auf. Wir verwenden ihn hier nur,
um auf einfache Weise sagen konnen, da die Koezienten der Polynome in
R liegen.
3.2 Eigenschaften einer Grobnerbasis
In der Literatur sind verschiedene Denitionen des Begris Grobnerbasis
bekannt. In [1] sind fur eine Menge von Polynomen aquivalente Bedingungen
angegeben, Grobnerbasis zu sein. Wir geben hier nur eine Auswahl an und
verweisen fur den Beweis auf [1].
Theorem 3.9. Sei I ein Ideal von K[X] und G eine endliche Teilmenge
von I mit 0 62 G. Die folgende Aussagen sind aquivalent.
(i) G ist eine Grobnerbasis von I.
(ii) f !G 0 fur alle f 2 I.
(iii) Jedes f 2 I n f0g ist reduzierbar modulo G.
(iv) Fur jedes s 2 LT(I) existiert ein t 2 LT(G) mit tjs.
Beweis. Das Theorem ist eine Teilaussage von Proposition 5.38 in [1].
In der Theorie der Grobnerbasen spielt der Begri des S-Polynoms eine
fundamentale Rolle. Die Denition dieses Begris ist in der Literatur nicht
einheitlich und variiert von Autor zu Autor. Jedoch unterscheiden sich die
nach verschiedenen Denitionen gebildeten S-Polynome nur um einen Fak-
tor aus dem Koezientenbereich. Wir geben hier (wie schon bei der Redu-
zierbarkeit) eine
"
nennerfreie\ Formulierung an und bemerken, da es beim
S-Polynom nur darauf ankommt, zwei Polynome so zu addieren, da die
Summe beider Leitmonome verschwindet.
Denition 3.10. Sei R ein Ring und seien g1; g2 2 R[X1; : : : ;Xm] zwei
Polynome. Das S-Polynom von g1 6= 0 und g2 6= 0 ist deniert als
spol(g1; g2) := r1 t1 g1   r2 t2 g2 2 R[X];
wobei r1 = LC(g2); r2 = LC(g1) 2 R und t1; t2 2 T (X) so gewahlt sind, da
t1 LT(g1) = t2 LT(g2)= lcm(LT g1;LT g2):
Ist g1 = 0 oder g2 = 0, so sei auch das S-Polynom gleich 0.
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Fur die algorithmische Entscheidbarkeit, ob eine vorgegebene Menge von
Polynomen eine Grobnerbasis ist, ist das folgende Theorem von fundamen-
taler Bedeutung.
Theorem 3.11. Sei G eine endliche Teilmenge von K[X] mit 0 62 G. Die
folgenden Aussagen sind aquivalent:
(i) G ist eine Grobnerbasis.
(ii) Wenn g1; g2 2 G und g
 2 K[X] eine (Pseudo-)Normalform von




G 0 fur alle g1; g2 2 G.
Beweis. Dieses Theorem ist in [1] als Theorem 5.48 zu nden. Zusammen
mit einer Bemerkung uber Pseudo-Reduzierbarkeit, die wir im Anschlu an
die Denition 3.7 gaben, konnen wir den Beweis aus [1] ubernehmen.
Kapitel 4
Grundlegende Algorithmen
Auf Grund des Zieles, das wir in dieser Arbeit verfolgen, ist es von Vor-
teil, einen Normalformalgorithmus und einen Algorithmus zur Berechnung
einer Grobnerbasis in einer
"
nennerfreien\ Form zu prasentieren. Die For-
mulierung und der Beweis von Theorem 5.2 und dessen Anwendung beim
Algorithmus gamma beruhen wesentlich auf der Tatsache, da eine solche
nennerfreie Form moglich ist.
Eine derartige nennerfreie Herangehensweise ist nicht neu bei der Berech-
nung einer Grobnerbasis und wird bereits in vielen Computeralgebrasyste-
men aus Ezienzgrunden eingesetzt. Fur uns ist hier allerdings nur die Exi-
stenz solcher Algorithmen wesentlich.
In diesem Kapitel sei R ein euklidischer Ring, Q sein Quotientenkorper und
R[X] = R[X1; : : : ;Xm] ein Polynomring.
4.1 Pseudo-Normalform-Algorithmus
Fur die Konstruktion einer Grobnerbasis ist eine Verallgemeinerung der
Division mit Rest auf Polynome in mehreren Unbestimmten erforderlich.
Dies fuhrt auf den Begri der Reduktion modulo einer Menge von Polyno-
men, den wir in der Denition 3.7 angegeben haben.
Lemma 4.1. Der Algorithmus pseudoNormalForm terminiert und er-
fullt seine Spezikation.
Beweis. Die Termination folgt aus der ersten Bemerkung zur Denition 3.7
und der Tatsache, da eine Termordnung eine Wohlordnung ist.
16
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Algorithmus pseudoNormalForm
Eingabe:
 f 2 R[X]
 G = fg1; : : : ; gkg  R[X]
Ausgabe:
 f 2 R[X], so da f eine Pseudo-Normalform von f modulo G ist.
 r 2 R Faktor, mit dem f multipliziert wurde, um Nenner zu vermeiden
 H = fh1; : : : ; hkg  R[X]
Fur alle 1  i  k gilt LT(higi)  LT f , wenn die entsprechende Bildung
des Leitterms deniert ist und es gilt die Beziehung







Setze hi := 0 fur alle i = 1; : : : ; k.
while f (pseudo-)reduzierbar modulo G do
Fur einen gewissen Index 1  i0  k gilt f
 !g
~f mit g = gi0 .
Sei r0t0 2M(f
) das Monom, das ersetzt wird.
Wahle ~r, ~r0, t entsprechend Denition 3.7, d. h.




~f := ~rf   ~r0tg
hi0 := ~rhi0 + ~r0t (H1)






Tabelle 4.1: Algorithmus pseudoNormalForm
KAPITEL 4. GRUNDLEGENDE ALGORITHMEN 18
Der Algorithmus ist korrekt. Wir zeigen, da die Relationen




h1; : : : ; hk 2 R[X]; (4.2)
r 2 R; (4.3)
f; f 6= 0) LT(f)  LT(f); (4.4)
8i 2 f1; : : : ; kg : (higi; f 6= 0) LT(higi)  LT(f)) (4.5)
Invarianten der while-Schleife bilden und somit auch am Ende des Algorith-
mus gelten.
Oenbar gelten diese Relationen zu Beginn der while-Schleife. Kennzeichnen
wir zur besseren Unterscheidung die Variablen nach einer while-Iteration mit
einem Strich, so ist wegen ~r 2 R naturlich auch r0 = ~rr 2 R. Da auerdem
~r0 2 R und t 2 T (X), folgt mit (H1) und (H2) die Relation (4.2). Weiterhin
gilt












womit wir auch (4.1) als Invariante bestatigen.
Fur die folgenden Uberlegungen nehmen wir an, da alle auftretenden Leit-
termbildungen deniert sind, andernfalls ist nichts zu zeigen.
Mit obiger Vereinbarung gilt am Ende der while-Schleife f !g f
0. Die
Relation (4.4) bleibt somit wegen der ersten Bemerkung zur Denition 3.7
erhalten, denn LT(f0)  LT(f)  LT(f).




Um die Invarianz der Relation (4.5) zu zeigen, reicht es, i = i0 zu betrachten,




Damit erweist sich auch die letzte Relation als invariant.
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Algorithmus buchberger
Eingabe: B = endliche Teilmenge von R[X]
Ausgabe: G = endliche Teilmenge von R[X], so da G eine nennerfreie Grob-
nerbasis von I(B) in Q[X] ist
begin
G := B
P := ffg1; g2g j g1; g2 2 G; g1 6= g2g
while P 6= ; do
wahle fg1; g2g aus P
P := P n ffg1; g2gg
g := spol(g1; g2) (gema Denition 3.10)
(g; r;H) := pseudoNormalForm(g;G)
if g 6= 0 then
g := primitivePart(g) 2 R[X]
P := P [ ffg; gg j g 2 Gg





Tabelle 4.2: Algorithmus buchberger
4.2 Buchbergers Algorithmus
Von Buchberger wurde ein Algorithmus entwickelt, der ein endliches Er-
zeugendensystem eines Ideals in eine Grobnerbasis desselben Ideals trans-
formiert. Der hier vorgestellte Algorithmus buchberger unterscheidet sich
nur in unwesentlichen Punkten von dem von Buchberger in [2] angegebenen
Algorithmus 6.2 bzw. dem Algorithmus GROBNER in [1].
Lemma 4.2. Der Algorithmus buchberger terminiert und erfullt seine
Spezikation.
Beweis. Der Beweis der Korrektheit beruht wesentlich auf Theorem 3.11.
Fur einen vollstandigen Beweis der Termination und der Korrektheit des
Algorithmus verweisen wir auf Theorem 5.53 in [1]. Es bleibt nur anzumer-
ken, da im gesamten Algorithmus niemals eine Division auftritt, bei der
der Ring R verlassen werden mute. Oenbar sind also die Elemente von G
am Ende des Algorithmus nennerfrei.
Bemerkung. Ein Element der im Algorithmus auftretenden Menge P ist
allgemein unter dem Namen kritisches Paar bekannt.
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Algorithmus minimalBasis
Eingabe: B = endliche Teilmenge von R[X], die nennerfreie Grobnerbasis
ist
Ausgabe: G = endliche Teilmenge von R[X], so da G eine minimale nen-
nerfreie Grobnerbasis von I(B) in Q[X] ist
begin
F := G := B
while F 6= ; do
wahle f 2 F
F := F n ffg
if 9g 2 G n ffg, so da LT(g)jLT(f) then





Tabelle 4.3: Algorithmus minimalBasis
4.3 Minimale Grobnerbasis
Denition 4.3. Eineminimale Grobnerbasis G ist eine Grobnerbasis, die
das Nullpolynom nicht enthalt und fur die gilt:
8g 2 G 8t 2 LT(G n fgg) : t - LT g:
Wie wir im vorhergehenden Abschnitt gesehen haben, gibt es einen Algorith-
mus, der eine gegebene Menge von Polynomen zu einer Grobnerbasis macht,
indem zu dieser Menge gewisse weitere Polynome (namlich die (Pseudo-)
Normalformen von S-Polynomen) hinzugenommen werden. Oenbar erhal-
ten wir dadurch eine Grobnerbasis, in der gewisse Polynome uberussig
sein konnen. Der Algorithmus minimalBasis transformiert eine gegebene
Grobnerbasis in eine minimale Grobnerbasis, indem redundante Polynome
einfach entfernt werden.
Lemma 4.4. Der Algorithmus minimalBasis terminiert und erfullt seine
Spezikation.
Beweis. Die Termination ist klar, da B und damit F endlich ist und sich in
jeder while-Iteration die Kardinalitat von F verringert. Wegen G  B ist
G nennerfrei. Setzen wir I := I(B), so ist Punkt (iv) aus Theorem 3.9 eine
Invariante der while-Schleife, d. h.,
fur jedes s 2 LT(I) existiert ein t 2 LT(G) mit tjs:
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Zu Beginn der while-Schleife gilt diese Relation auf Grund unserer Denition
einer Grobnerbasis. Wenn an der Stelle (G2) ein Polynom aus G entfernt
wird, so ist klar, da wegen Transitivitat der Teilbarkeitsrelation obige Rela-
tion erhalten bleibt. Zusammen mit Theorem 3.9 folgt, da der Algorithmus
eine Grobnerbasis zuruckliefert.
Oenbar gibt es am Ende des Algorithmus keine zwei Polynome g1; g2 2 G,
so da LT(g1)jLT(g2). Die Menge G ist also eine minimale Grobnerbasis.
Der Algorithmus groebner sei die Nacheinanderausfuhrung der Algorith-
men buchberger und minimalBasis.
4.4 Reduzierte Grobnerbasis
Im folgenden sei Q der Quotientenkorper des euklidischen Rings R.
Da die Elemente einer Grobnerbasis nicht eindeutig bestimmt sind, wird der
Begri einer reduzierten Grobnerbasis eingefuhrt. Eine reduzierte Grobner-
basis enthalt nur Polynome, deren Leitkoezienten gleich 1 sind und die
bezuglich der restlichen Polynome der Basis nicht weiter reduziert werden
konnen. Wir wollen diesen Begri nicht weiter prazisieren und geben statt
dessen die folgende Denition.
Denition 4.5. Eine endliche Teilmenge G von Q[X] heit nennerfrei-
reduziert, wenn sie folgende Bedingungen erfullt:
(i) G ist nennerfrei, d. h. G  R[X],
(ii) G enthalt nur primitive Polynome, insbesondere enthalt G nicht das
Nullpolynom, und
(iii) kein g 2 G ist pseudo-reduzierbar modulo G n fgg.
Ist G eine Grobnerbasis, so heit sie eine nennerfrei-reduzierte Grob-
nerbasis.
Bemerkung. Im Gegensatz zu einer reduzierten Grobnerbasis sind die Ele-
mente einer nennerfrei-reduzierten Grobnerbasis nur bis auf Einheiten von
R eindeutig bestimmt. Eine reduzierte Grobnerbasis im Sinne von [1] kann
erhalten werden, indem jedes Polynom einer nennerfrei-reduzierten Grob-
nerbasis durch seinen Leitkoezienten geteilt wird. Es ist klar, da die so
erhaltene Menge dasselbe Ideal in Q[X] erzeugt, da die Leitkoezienten
Einheiten dieses Ringes sind.
In der Literatur treten fur reduziert auch die Begrie autoreduziert und
interreduziert auf.
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Algorithmus autoReduce
Eingabe: B = endliche Teilmenge von R[X]
Ausgabe: G = endliche Teilmenge von R[X], so da G nennerfrei-reduziert
und I(G) = I(B) in Q[X] ist
begin
G := fb 2 B j b 6= 0g
while es gibt ein g 2 G, das pseudo-reduzierbar ist modulo G n fgg do
wahle g 2 G, das pseudo-reduzierbar ist modulo G n fgg
G := G n fgg
(g; r;H) := pseudoNormalForm(g;G)
if g 6= 0 then G := G [ fgg end if
end while
G := fprimitivePart(g) j g 2 Gg
return G
end autoReduce
Tabelle 4.4: Algorithmus autoReduce
Wir geben mit autoReduce einen Algorithmus an, der aus einer gegebenen
Basis B  R[X] eine nennerfrei-reduzierte Menge G derart bestimmt, da
I(B) = I(G).
Lemma 4.6. Der Algorithmus autoReduce terminiert und erfullt seine
Spezikation.
Beweis. Der Algorithmus autoReduce ist eine nennerfreie Formulierung
des Algorithmus REDUCTION in [1]. Termination und Korrektheit folgen
mit analogen Argumenten wie in [1].
Wenden wir autoReduce auf eine Grobnerbasis an, so erhalten wir eine
nennerfrei-reduzierte Grobnerbasis.
4.5 Variationen des Buchberger-Algorithmus
Der Buchberger-Algorithmus wurde von uns in einer einfachen Form prasen-
tiert. Fur theoretische Zwecke ist dies ausreichend. Ebenso reicht diese Form,
um das Prinzip einer Problemreduzierung, die wir spater vorstellen wollen,
aufzuzeigen. Fur die Praxis ist ein gunstiges Laufzeitverhalten von Interesse.
Mit der Implementierung des Buchberger-Algorithmus in verschiedensten
Programmen wurde versucht, immer groere Probleme in Angri zu neh-
men. Doch bereits bei relativ kleinen Eingabegroen, d. h. wenigen Polyno-
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men in wenigen Unbestimmten, wurden Grenzen hinsichtlich vorhandener
Rechnerkapazitaten erreicht (siehe etwa [4]). Dies liegt am exponentiellen
Laufzeit- und Speicherplatzverhalten des Algorithmus in Abhangigkeit von
den Eingabegroen. Im schlechtesten Fall ist er sogar doppelt-exponentiell
in Abhangigkeit von der Anzahl der Variablen. Aus diesem Grunde wur-
den verstarkt Untersuchungen betrieben, um trotz dieser Schwierigkeiten,
groere Probleme losen zu konnen. Bereits Buchberger gab in [2] Kriteri-
en an, mit deren Hilfe man, ohne eine
"
teure\ Reduktion eines entstande-
nen S-Polynoms auszufuhren, entscheiden kann, ob dieses Polynom zu Null
reduzierbar ist und somit nicht weiter betrachtet werden mu.
Viele Anstrengungen wurden unternommen, um eine optimale Auswahlstra-
tegie der kritischen Paare zu erreichen, da festgestellt wurde, da man damit
die Laufzeit des Algorithmus entscheidend beeinussen kann. Neben vielen
anderen ist hier vor allem die Arbeit [7] von Giovini zu nennen.
Eine andere Herangehensweise ist die Aufteilung des Ausgangsproblems in
"
kleinere\ Teilprobleme. Eine solche Teile-und-Herrsche-Strategie kann, wie
etwa in [14] beschrieben, durch Faktorisierung oder arithmetische Nebenbe-
dingungen (etwa: Losungen sollen positiv sein) erreicht werden.
Wir konzentrieren uns auf die Problemaufteilung mittels Faktorisierung.
Grabe stellt in [8] eine Form des Buchberger-Algorithmus mit Faktorisie-
rung vor, den wir hier benutzen und ebenfalls mit FGB bezeichnen.
Sei K ein algebraisch abgeschlossener Korper. Vorgegeben seien eine Menge
B = fb1; : : : ; bpg  K[A] von Polynomen in den Unbestimmten A1; : : : ; An
und eine Menge C = fc1; : : : ; cqg  K[A] von "
Einschrankungen\. Der Algo-
rithmus FGB bestimmt die Nullstellenmenge Z(B;C), indem er eine ge-














die relative Nullstellenmenge von B bzgl. C in A = Kn.
Bemerkung. Bezeichne c das Produkt aller Polynome von C. In geometri-
scher Sprechweise beschreibt Z(B;C) den Durchschnitt der
"
algebraischen
Menge\ Z(B) mit der
"
oenen Hauptmenge\ D(c) von A. Dies verdeutlicht,






Im folgenden sei K einen algebraisch abgeschlossenen Korper. R = K[A]
bezeichne den Polynomring in den Unbestimmten A1; : : : ; An und Q dessen
Quotientenkorper.
Sei m ein maximales Ideal von R. R=m ist isomorph zu K und wird vermoge
dieses Isomorphismus mit K identiziert. Weiterhin sei  : R ! R=m = K
die naturliche Projektion auf den Restklassenkorper, die wir Spezialisie-
rung nennen. Mit
ai := (Ai) (i = 1; : : : ; n)
schreiben wir fur ein f = f(A1; : : : ; An) 2 R statt (f(A1; : : : ; An)) auch
einfach f(a1; : : : ; an) oder kurzer f(a).














Wenn B = fb1; : : : ; bpg, so bezeichne B
 die Menge fb1 ; : : : ; b

pg.
Die Aussagen in diesem Kapitel sind grundlegend fur die Formulierung ei-
nes Algorithmus, der im nachsten Kapitel vorgestellt wird. Auf Grund von
Theorem 5.2 und der Folgerung 5.4 konnen namlich gewisse Anweisungen
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vermieden werden, die bei einer naiven Formulierung jenes Algorithmus auf-
treten wurden.
Um den Beweis des Theorems 5.2 zu vereinfachen, stellen wir ein Lemma
voran.
Lemma 5.1. Sei G = fg1; : : : ; gkg  R[X] eine nennerfreie Grobnerbasis
von I(G) in Q[X],  : R ! K eine Spezialisierung und f 2 I(G) \ R[X].
Wenn fur alle g 2 G gilt: LC(g)

6= 0, so ist f 2 I(G).
Beweis. Da f 2 I(G) undG eine Grobnerbasis ist, folgt f !G 0. Betrachten
wir nun den Algorithmus pseudoNormalForm mit der Eingabe f und G,





mit h1; : : : ; hk 2 R[X] und r 2 R.
Fur diese Abarbeitung des Algorithmus zeigen wir, da die Relation r 6= 0
eine Invariante der while-Schleife ist. Oenbar gilt auf Grund der Zuwei-
sung r := 1 obige Relation zu Beginn der while-Schleife. Betrachten wir
im Schleifenkorper nun die Wahl von ~r, so erkennen wir gema Deni-
tion 3.7, da ~rjLC(g) fur ein gewisses g 2 G. Nutzen wir die Voraussetzung
LC(g) 6= 0, so folgt ~r 6= 0 und damit auch (~rr) 6= 0.












Folglich gilt f 2 I(G), und das Lemma ist bewiesen.
Theorem 5.2. Sei B = fb1; : : : ; bpg  R[X] und  : R! K eine Speziali-
sierung. Erzeuge B in Q[X] das echte Ideal I(B) und sei G = fg1; : : : ; gkg
eine minimale nennerfreie Grobnerbasis von I(B).
Wenn LC(gi)

6= 0, d. h. LC(gi)
 = LC(gi
) und LT(gi) = LT(gi
) fur alle
i = 1; : : : ; k, dann erzeugt G ein echtes Ideal in K[X] und es gilt
I(B)  I(G) ( K[X]): (5.2)
Beweis. I(G) ist ein echtes Ideal von K[X], da LT(G) = LT(G) und G
eine minimale Grobnerbasis ist.
Fur jedes b 2 B gilt b 2 I(G), da G Grobnerbasis von I(B) ist. Nach
Lemma 5.1 folgt dann b 2 I(G) und somit auch I(B)  I(G).
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Denition 5.3. Das Nullstellengebilde eines Ideals I  K[X] ist die
Menge
Z(I) := fx 2 X j f(x) = 0 fur alle f 2 Ig:
Der Hilbertsche Basissatz sichert, da jedes Ideal I  K[X] ein endliches
Erzeugendensystem B besitzt. Oenbar gilt Z(I) = Z(B), da jedes Element
von I eine K[X]-Linearkombination von Elementen von B ist.
Als einfache Folgerung aus dem Hilbertschen Nullstellensatz haben wir:
Wenn I ein echtes Ideal in K[X] ist, so gilt
; 6= Z(I)  X = Km:
Damit erhalten wir eine Folgerung aus dem letzten Theorem.
Folgerung 5.4. Mit den gleichen Voraussetzungen wie im Theorem 5.2 gilt
; 6= Z(G)  Z(B)  X ;
d. h., die Nullstellenmenge von B ist nicht leer.
Kapitel 6
Ein neuer Algorithmus
In diesem Kapitel beschreiben wir zuerst die Motivation, die zur Untersu-
chung eines neuen Verfahrens gefuhrt hat, geben anschlieend den Algorith-
mus gamma an und verallgemeinern am Ende seine Spezkation, um einen
groeren Anwendungsbereich abdecken zu konnen.
Der Korper K sei in diesem Kapitel algebraisch abgeschlossen.
6.1 Herkunft und Entstehung
Ausgangspunkt der hier vorgestellten Untersuchung ist die vollstandige Lo-
sung der konstanten Quanten-Yang-Baxter-Gleichung im zweidimensionalen
Fall von Hietarinta in [11]. Die dort verwendete Losungsmethode wird hier
teilweise formalisiert und verallgemeinert und gibt schlielich Anla zu ei-
nem Algorithmus, der sich dann auch auf andere Probleme anwenden lat.
Um zu dieser vollstandigen Losung zu gelangen, wurde in [11] verstarkt die
Eigenschaft ausgenutzt, da sich unter gewissen Voraussetzungen einige der
auftretenden Polynome in Faktoren zerlegen lassen. Diese Voraussetzungen
konnten erfullt werden, indem zusatzlich bereits bekannte Symmetrien aus-
genutzt wurden, bei denen sich die Losungsmenge nicht andert.
Hietarinta verwendete
"
diskrete\ Symmetrien, die darin bestanden, da ge-
wisse Variablen mit anderen vertauscht werden konnten. Auerdem benutzte
er eine von Parametern abhangige Transformation, die ebenfalls die Losungs-
menge invariant lie. Im Laufe der Rechnung wurden diese freien Parameter
auf eine Weise xiert, die es ermoglichte, (durch Faktorisierung gewisser




Hietarintas Idee bestand darin, anstatt nach der vollen Losungsmenge nur
nach
"
leicht zu ndenden\ Reprasentanten der Symmetrieklassen zu suchen
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und dann mit Hilfe der Symmetrietransformationen alle Losungen darzu-
stellen.
Unser Ansatz nimmt die obige Idee als Grundlage. Zunachst denken wir
uns Polynome gegeben, die Symmetrien der gesuchten Losungsmenge be-
schreiben. (Fur die genaue Problemformulierung verweisen wir auf den Ab-
schnitt 2.1.)
"
Leicht zu nden\ wird bei uns bedeuten, da wir mit Hilfe
der Berechnung einer Grobnerbasis solche Reprasentanten aus der Losungs-
menge wahlen, fur die gewisse Koordinaten verschwinden.
6.2 Der Algorithmus gamma
In diesem Abschnitt geben wir einen Algorithmus an, der eine gewisse Grup-
penaktion ausnutzt, um das Ausgangsproblem, die Menge Z(B) der Null-
stellen von B zu beschreiben, in mehrere
"
einfachere\ Probleme zu zerlegen.
Bevor wir zum Beweis der Korrektheit des Algorithmus gamma kommen,
werden wir erst einige Bemerkungen zu seinem Aufbau machen.
Die Menge T beschreibt die Koordinaten, die zum Verschwinden gebracht
werden. Es erscheint gunstig, l so gro wie moglich zu wahlen. Da wir m
Parameter haben, namlich x1; : : : ; xm, sollte moglichst l = m gewahlt wer-
den. Allerdings mag das nicht immer moglich sein.
Die Menge f1; : : : ; lg druckt gerade die Gruppenaktion auf den Koordi-
naten aus, die zum Verschwinden gebracht werden sollen. Fur jedes a 2 A
untersuchen wir, ob ein x 2 X existiert, so da
1(x; a) =    = l(x; a) = 0
gilt. Ist dies der Fall, so lat sich dieses a mittels der Gruppenaktion aus ei-
nem Element von A konstruieren, dessen zu 1; : : : ; l gehorigen Koordinaten
verschwinden. Fur ein festes a existiert ein solches x genau dann, wenn
(a) := f1(X; a); : : : ; l(X; a)g
Erzeugendensystem eines echten Ideals von K[X] ist. Die Echtheit dieses
Ideals kann einfach festgestellt werden, wenn dessen Grobnerbasis G (bzgl.
einer beliebigen Termordnung) bekannt ist. Wenn 1 2 G, so liegt kein echtes
Ideal vor, und umgekehrt.
Um die Grobnerbasisberechnung nicht fur jedes a gesondert ausfuhren zu
mussen, bestimmen wir eine Grobnerbasis des von  := f1; : : : ; lg in Q[X]
erzeugten Ideals, wobei Q den Quotientenkorper von R = K[A] bezeichnet.
Das Theorem 5.2 gibt hinreichende Bedingungen dafur an, da nach einer
Spezialisierung  von  die Menge  = (a) ein echtes Ideal in K[X]
erzeugt.
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Algorithmus gamma
Eingabe:
 B = fb1; : : : ; bpg endliche Teilmenge von R = K[A]
 T = f(1; d1); : : : ; (l; dl)g  f(1; A1); : : : ; (n; An)g  R[X]  R.




   durch X = Km parametrisierte Gruppe, die auf A = Kn operiert
und dabei Z(B) invariant lat. Die Gruppenaktion sei vermittelt durch
1; : : : ; n, d. h., fur alle x 2 X und a 2 A gilt:
(x)  a = (1(x; a); : : : ; n(x; a)) 2 A:
Ausgabe:
 S = f(Bi; Ci)gi2I Grobnerbasen mit zugehorigen Einschrankungen








Dabei sind alle Bi und Ci endliche Teilmengen von K[A], und der
Orbit sei bezuglich   gebildet.
begin
G := groebner(f1; : : : ; lg), (verwende R = K[A])
(G ist jetzt eine minimale nennerfreie Grobnerbasis.)
if I(G) = Q[X] then
(Schlechte Wahl von T , d. h. keine Verwendung der)
(Gruppenaktion und damit keine Problemreduktion.)
S0 := FGB(B; ;)
S1 := ;
else





(Zerlegung in (irreduzible) Faktoren in R = K[A])
S0 :=
Su
i=1 FGB(B [ frig; fr1; : : : ; ri 1g)




Tabelle 6.1: Algorithmus gamma
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Theorem 5.2 liefert aber sogar noch mehr. Ein naiver Algorithmus mute
namlich alle Leitkoezienten der Polynome aufsammeln, die wahrend der
Grobnerbasisberechnung von f1; : : : ; lg entstehen, damit gesichert ist, da
im Algorithmus buchberger beim Ubergang von einem Polynom g zu sei-
nem primitiven Teil primitivePart(g) keine Informationen verlorengehen und
keine falsche Entscheidung uber die Existenz eines x fur ein gewisses a getrof-
fen wird. Das Theorem 5.2 gestattet, ein solches Aufsammeln zu vermeiden,
und zeigt, da es sogar ausreicht, nur die Leitkoezienten einer minimalen
Grobnerbasis zu betrachten.
An der Stelle (Z1) wird das Produkt der Leitkoezienten, welches ein Ele-
ment von K[A] ist, in (verschiedene) irreduzible Faktoren zerlegt. Dies ist
jedoch eine ineziente Formulierung. Bei einer Implementation von gamma
ist es vorteilhafter, die Leitkoezienten einzeln uber K[A] zu faktorisieren
(nicht deren Produkt) und aus den einzelnen Faktoren die gewunschte Zer-
legung zu konstruieren.
Mit der Menge S1 wird (zusammen mit der Gruppenaktion von  ) gerade
der Teil der gesuchten Nullstellenmenge Z(B) beschrieben, fur den kein Leit-
koezient von G verschwindet. Mit anderen Worten, wenn (B0; C0) 2 S1,
(a1; : : : ; an) 2 Z(B0; C0) und  : K[A] ! K die Spezialisierung ist, die Ai
in ai (i = 1; : : : ; n) uberfuhrt, so gilt LC(g)

6= 0 fur alle g 2 G. In diesem
Fall kann   erfolgreich zur Problemreduzierung genutzt werden.
Andernfalls konnen wir die Ausgangsmenge B jeweils um ein weiteres Poly-
nom erganzen. Im Algorithmus sind dies die Polynome r1; : : : ; ru. Geome-
trisch beschreibt Z(B [ frig) den Durchschnitt von Z(B) mit der Hyper-
ache, die durch ri = 0 in A gegeben ist.
Ebenso wie der Buchberger-Algorithmus mit Faktorisierung beschreibt der
Algorithmus gamma nur eine Heuristik. In gewissen Fallen werden dadurch
Verbesserungen erreicht, in anderen Fallen kann die zusatzliche Grobner-
basisberechnung der Transformationspolynome jedoch auch einen Mehrauf-
wand bedeuten.
Lemma 6.1. Der Algorithmus gamma terminiert und erfullt seine Spezi-
kation.
Beweis. Die Termination von gamma ist oensichtlich. Die Korrektheit
folgt aus der von FGB. Wird namlich der then-Zweig durchlaufen, so ist
gamma im wesentlichen mit FGB identisch. Betrachten wir nun den else-
Zweig. S ist eine Menge von Paaren. Sei etwa S = f(Bi; Ci)gi2I ( = 0; 1)
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Z(B [ frig; fr1; : : : ; ri 1g); (6.2)
[
i2I1
Z(Bi; Ci) = Z(B [ fd1; : : : ; dlg; fr1; : : : ; rug); (6.3)
die den letzten beiden Zeilen im else-Zweig entsprechen.
Die Inklusion
"
\ in (6.1) folgt aus obigen Gleichungen zusammen mit
Eigenschaften von Nullstellengebilden und der Tatsache, da Z(B) invariant














Z(B)  Z(B [ fd1; : : : ; dlg)





Um die umgekehrte Inklusion zu zeigen, mussen wir angeben, wie sich ein
Element a = (a1; : : : ; an) 2 Z(B) durch S0 oder S1 beschreiben lat.




Z(B [ frig; fr1; : : : ; ri 1g)
und wegen (6.2) wird dieses a durch S0 erfat.
Betrachten wir im Algorithmus die Stelle (Z1) und nehmen nun an, da
ri(a) 6= 0 fur alle i = 1; : : : ; u ist, so heit dies fur die Spezialisierung
 : K[A]! K, bei der Ai in ai (i = 1; : : : ; n) uberfuhrt wird, da LC(g)

6= 0
fur alle g 2 G gilt.
Damit konnen wir Theorem 5.2 anwenden und erhalten
I(1 ; : : : ; 

l )  I(G
)  K[X]:
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Die Folgerung 5.4 sagt dann aus, da es ein x 2 X gibt mit
1(x; a) =    = l(x; a) = 0:
Dies heit aber, da in Orb(a) ein Element liegt, bei dem die Koordinaten
verschwinden, die zu 1; : : : ; l gehoren. Es reicht also, ein solches Element zu
bestimmen, da mit einem Element aus dem Orbit der ganze Orbit bestimmt
ist. Diese verschwindenden Koordinaten werden aber gerade durch d1; : : : ; dl
reprasentiert. Folglich wird a durch die Menge S1 beschrieben.
6.3 Verallgemeinerung
Betrachten wir den Algorithmus gamma genauer, so konnen wir feststellen,
da wir die Invertierbarkeit eines Elements von   nur wirklich benotigen,
um von der Menge S1 auf die vollstandige Losung zu schlieen.
In der von uns eingefuhrten Terminologie heit das, da es zu jedem Grup-
penelement (x) ein inverses Element (x0) gibt (x; x0 2 X ), so da fur jedes
a 2 Z(B)
(x0)  (x)  a = a
gilt. Benutzen wir die zu den Transformationen gehorigen Polynome, so geht
obige Gleichung uber in
i(x
0; (x; a)) = ai (i = 1; : : : ; n):
Mit dieser Voruberlegung lat sich die Voraussetzung bezuglich   etwas
verallgemeinern. In der ursprunglichen Aufgabenstellung verlangen wir nur
noch die Existenz von Polynomen 1; : : : ; n 2 K[X1; : : : ;Xm; A1; : : : ; An],
so da fur alle x 2 X und a 2 Z(B)  A gilt:
(x; a) := (1(x; a); : : : ; n(x; a)) 2 Z(B):
Diese Polynome werden genauso wie fruher benutzt.
Um nun von der erhaltenen Losung S1 wieder auf den gesamten Losungs-
raum schlieen zu konnen, mussen wir zusatzlich die Existenz von Polyno-
men 01; : : : ; 
0
n 2 K[X1; : : : ;Xm; A1; : : : ; An] fordern, die die Transformation
der i wieder "
ruckgangig\ machen, d. h., fur alle x 2 X und a 2 Z(B) und
fur 1  i  n gelte:
0i(x; (x; a)) = ai: (6.4)
Wir ersetzen nun in der Spezikation des Algorithmus gamma den Eingabe-
parameter   durch:
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   = (1; : : : ; n)  K[X;A], n-Tupel von Polynomen, so da fur alle
x 2 X und a 2 Z(B)  A gilt:
(x; a) := (1(x; a); : : : ; n(x; a)) 2 Z(B):
  0 = (01; : : : ; 
0
n)  K[X;A], n-Tupel von Polynomen, so da fur alle
x 2 X und a 2 Z(B) und fur 1  i  n gilt:
0i(x; (x; a)) = ai:
Die Ausgabespezikation werde ersetzt durch:
 S = f(Bi; Ci)gi2I Grobnerbasen mit zugehorigen Einschrankungen









Dabei sind alle Bi und Ci endliche Teilmengen von K[A], und fur eine
Teilmenge Z  A sei
Z 
0
:= f(01(x; a); : : : ; 
0
n(x; a)) j x 2 X ; a 2 Zg:
Wir bezeichnen den Algorithmus, der durch diese Spezikationsanderung
entsteht, ebenso mit gamma. Die Korrektheit dieses Algorithmus ergibt sich
aus dem Beweis von Lemma 6.1, wenn dort der Bezug auf die Gruppenaktion
durch die Transformationen   und  0 ersetzt wird.
Kapitel 7
Beispiele
In diesem Kapitel stellen wir dar, wie bei der Frage nach allen Automorphis-
men einer vorgegebenen Lie-Algebra ein Kontext entsteht, der eine Anwen-
dung des Algorithmus gamma ermoglicht, und untersuchen einige solcher
Beispiele.
7.1 Automorphismen von Lie-Algebren
Zur besseren Lesbarkeit werden wir in diesem Abschnitt die Einsteinsche
Summenkonvention benutzen, d. h. Summation uber doppelt auftretende In-
dizes von 1 bis N .
Auerdem werden wir Begrie aus der Theorie der Lie-Algebren verwenden,
wie sie etwa in [12] oder [13] gefunden werden konnen.
Sei V ein N -dimensionaler Vektorraum uber einem algebraisch abgeschlos-
senen Korper K und sei fe1; : : : ; eNg eine Basis von V . Weiterhin sei in V
eine Lie-Klammer [?; ?] durch die Angabe von Strukturkonstanten cljk 2 K
(1  j; k; l  N) gegeben, so da
[ej ; ek] = c
l
jkel (1  j; k  N) (7.1)
gilt und V damit zu einer Lie-Algebra wird. Ein Endomorphismus dieser
Lie-Algebra ist eine lineare Transformation Â : V ! V , die mit der Lie-
Klammer vertraglich ist, d. h.
8v; v0 2 V : Â[v; v0] = [Âv; Âv0]: (7.2)
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Die Relation (7.2) gilt auf Grund der Bilinearitat der Lie-Klammer genau
dann, wenn sie fur alle moglichen Paare von Basisvektoren (ej ; ek) gilt. Aus
Â[ej ; ek] = [Âej ; Âek] und den Relationen
































clpq (1  j; k; l  N): (7.3)
Diese beschreiben die zu Endomorphismen gehorenden Matrizen. Wegen der
Antisymmetrie der Lie-Klammer reicht es, j < k zu betrachten.
Wir mochten alle Lie-Algebra-Automorphismen von V bestimmen. Dies er-
reichen wir, indem wir das Gleichungssystem (7.3) losen und alle Losungen
verwerfen, deren zugehorige Determinante verschwindet.




Unbestimmte betrachtet, und in (7.3) wird alles auf die linke Seite gebracht.








clpq j 1  j; k; l  N; j < kg (7.4)
von Polynomen aus K[A] := K[Aj
k
: 1  j; k  N ], deren Nullstellenmenge
Z(F ) die gesuchten Endomorphismen beschreibt. Um Aussagen uber Z(F )
zu erhalten, ist die Berechnung einer Grobnerbasis von I(F ) bzgl. einer
gewissen Termordnung von Vorteil.
Zur Losung des Gleichungssystems (7.3) konnen wir aber zusatzlich noch
die Tatsache benutzen, da die Hintereinanderausfuhrung eines Endo- und
eines Automorphismus wieder ein Endomorphismus ist und da sich der
ursprungliche Endomorphismus auf eine ebensolche Weise wiedergewinnen
lat.
Beschranken wir uns auf den Fall charK = 0, so konnen wir folgendes
Argument aus [13, S. 9f] verwenden und damit eine Menge von Lie-Algebra-
Automorphismen konstruieren.
Ist D : V ! V eine Derivation von V , d. h. eine K-lineare Abbildung, so
da fur alle v; v0 2 V gilt
D[v; v0] = [Dv; v0] + [v;Dv0];
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und ist D auerdem noch nilpotent, d. h. Ds = 0 fur eine gewisse positive






ein Automorphismus von V . Fur den einfachen Beweis dieser Aussage ver-
weisen wir auf [13, S. 9f].
Die Zahl s und damit auch die Anzahl der Glieder, die in der Exponential-
reihe zu berucksichtigen sind, hangt naturlich von D ab.
Bezuglich der gewahlten Basis lassen sich den Derivationen von V (die ja
insbesondere K-lineare Abbildungen sind) Matrizen zuordnen.
Aus der Theorie der Lie-Algebren ist bekannt, da fur jedes v 2 V die
Abbildung ad(v) : V ! V , v0 7! [v; v0] eine Derivation ist. Sei ~v die zu ad(v)
gehorige Matrix und sei ad(v) (und damit auch ~v) nilpotent, etwa ad(v)s = 0







Da die Matrizen  x~v und x~v kommutieren, folgt durch explizites Einsetzen
und Nachrechnen, da exp( x~v) exp(x~v) = exp(0) die Einheitsmatrix ist.
Unter den Basisvektoren ei von V mogen m Stuck derart sein, da ad(ei)
nilpotent ist. Wir konnen ohne Beschrankung der Allgemeinheit annehmen,
da dies e1; : : : ; em sind. Fur m = 0 liefern die folgenden Betrachtungen
nichts Neues, sei deshalb m  1.
Fur i = 1; : : : ;m bezeichnen wir die Matrix, die zu exp(Xi ad(ei)) gehort,
mit  i(Xi). Oenbar ist nach obiger Bemerkung  i(Xi)   i( Xi) die Ein-
heitsmatrix.













CA := A   1(X1)       m(Xm):
Die Eintrage von   sind Polynome in den Aij und Xk, d. h. Elemente von
K[A][X1; : : : ;Xm].

















:= A  ( 1(X1)       m(Xm))
 1
= A   m( Xm)       1( X1):
Setzen wir noch n := N2 und legen eine Reihenfolge der Indexpaare fest,
so erhalten wir Polynome 1; : : : ; n und 
0
1; : : : ; 
0
n in den Unbestimmten
A1; : : : ; An;X1; : : : ;Xm. Es ist auf Grund der Konstruktion dieser Polynome
klar, da die Relation (6.4) erfullt ist.
Patera gibt in [15] eine Liste niedrig-dimensionaler Lie-Algebren an. Wir
greifen einige davon heraus und demonstrieren an diesen Beispielen die Wir-
kungsweise des Algorithmus gamma.
Obwohl es prinzipiell moglich ist, bei der Grobnerbasisberechnung jede be-
liebige Termordnung zu benutzen, hat die lexikographische fur die Bestim-
mung der Nullstellen gewisse Vorteile. Die Grobnerbasis bzgl. der lexikogra-
phischen Termordnung weist eine
"
Dreiecksgestalt\ in dem Sinne auf, da
die Anzahl der auftretenden Variablen von Polynom zu Polynom abnimmt.
Somit konnen die Nullstellen in analoger Weise zur Nullstellenbestimmung
eines lineare Gleichungssystems, das in Dreiecksgestalt vorliegt, gefunden
werden, nur da in unserem Falle im allgemeinen keine linearen Polynome
auftreten.
Da sich alle von uns untersuchten Beispiele mit der lexikographischen Term-
ordnung berechnen lieen, werden wir diese Termordnung hier auch zur Be-
schreibung benutzen.
Denition 7.1. Seien X;X 2 T (X1; : : : ;Xm), wobei  = (1; : : : ; m)
und  = (1; : : : ; m) Multiindizes sind. Wir nennen X
 lexikographisch
groer als X und schreiben X lex X
 genau dann, wenn  =  oder es
ein 1  i  m gibt mit j = j fur alle 1  j < i und i > i.
Um fur die Unbestimmten Aij eine Reihenfolge festzulegen, fuhren wir hilfs-
weise eine Kleiner-Relation  ein und ordnen dann die Unbestimmten an,
indem wir mit der groten (bzgl. ) beginnen.
Fur i; j; k; l = 1; : : : ; N gelte Aij  A
k
l genau dann, wenn eine der folgenden
Bedingungen erfullt ist.
(i) ji  jj < jk   lj
(ii) ji  jj = jk   lj und i+ j < k + l
(iii) ji  jj = jk   lj und i+ j = k + l und i < k
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Dies entspricht der Absicht, die Indizes in einer solchen Weise anzuordnen,
da die Unbestimmten auf der Hauptdiagonale kleiner sind als alle weiteren.
Wir benutzen obige Reihenfolge, um auf den Termen T (Aij : 1  i; j  N)
die lexikographische Termordnung zu denieren, und werden von nun ab
stets eine solche Termordnung verwenden.
7.2 Hilfsmittel
Im allgemeinen sind Berechnungen von Grobnerbasen so aufwendig, da es
sinnvoll ist, einen Computer zu Hilfe zu nehmen. Dies trit auch fur die
Beispiele zu, die wir im folgenden untersuchen werden.
In den letzten Jahren wurde die Entwicklung von Computeralgebrasyste-
men stark vorangetrieben. In den meisten dieser Systeme ist eine Varian-
te des Buchberger-Algorithmus implementiert, womit die Moglichkeit einer
Grobnerbasisberechnung geboten wird. Unsere Berechnungen werden wir im
Computeralgebrasystem REDUCE1 ausfuhren. Fur die Grobnerbasisberech-
nung nutzen wir die Routinen, die in dem REDUCE-Paket CALI2 imple-
mentiert sind. Unter Verwendung einiger Routinen von CALI haben wir den
Algorithmus gamma in REDUCE implementiert.
7.3 Die Lie-Algebra A4;7
K ist in diesem Abschnitt der Korper der komplexen Zahlen. Wir betrach-
ten die 4-dimensionale komplexe Lie-Algebra V , die gegeben ist durch die
Relationen
[e2; e3] = e1;
[e1; e4] = 2e1;
[e2; e4] = e2;
[e3; e4] = e2 + e3
zwischen den Basisvektoren. Alle anderen Ausdrucke dieser Art, die nicht auf
Grund der Antikommutativitat und Bilinearitat der Lie-Klammer aus obigen
Relationen gebildet werden konnen, mogen verschwinden. In der Notation
von Patera in [15] ist dies die Komplexizierung der reellen Lie-Algebra A4;7.
Die Menge F , die wir hier gema (7.4) erhalten, ist
1Zur Beschreibung der von uns benutzten Version 3.4.1 siehe etwa [10].
2Wir verwenden Version 2.2.1. Siehe [9]

































































































































































































































































































Wir benutzen die lexikographische Ordnung auf den Termen mit der Varia-
blenreihenfolge aus dem Abschnitt 7.1.
Bevor wir eine Grobnerbasisberechnung starten, versuchen wir, die Poly-




Durch Anwendung des Algorithmus autoReduce auf die Menge F erhalten
wir die Menge F 0. Sie beschreibt dieselbe Nullstellenmenge wie F und stellt
somit eine erste Vereinfachung des Problems dar, da wir weniger Polynome
zu untersuchen haben.
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Es fallt weiterhin auf, da die Unbestimmte A14 in den Elementen von F
0









aus unserer Untersuchung streichen, da bereits jetzt schon aus F 0 geschlossen
werden kann, da die ihnen zugeordneten Koordinaten verschwinden. Es
reicht also, die Nullstellenmenge von










Entsprechend der Vorgehensweise im letzten Abschnitt versuchen wir nun,
aus der Lie-Algebra-Struktur von V Polynome zu bestimmen, die wir dann
im Algorithmus gamma fur die Menge T benutzen konnen.





1 0 0 2x
0 1 0 0
0 0 1 0






1 0 x 0
0 1 0 x
0 0 1 0






1  x 0  1
2
x2
0 1 0 x
0 0 1 x
0 0 0 1
1
CCA ;
wobei Mi(x) von x 2 K abhangt und die zu exp(x ad ei) gehorige Matrix
ist.
Da in B die Variable A14 nicht vorkommt, bringt es keinen Vorteil, die
Koordinate, die dieser Unbestimmten entspricht, weiter zu untersuchen. Die
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Variable x tritt jedoch in der Matrix A M1(x) nur in der Position (1; 4) auf.
Aus diesem Grund ist die Matrix M1(x) nicht verwendbar.
Wir setzen  1(X1) := M2(X1) und  2(X2) := M3(X2) und denieren mit
m = 2 die Matrizen   und  0 wie im vorhergehenden Abschnitt, d. h.
  := A   1(X1)   2(X2);
 0 := A   2( X2)   1( X1):




































































Nutzen wir noch die Tatsache aus, da gewisse Koordinaten verschwinden,












































0 0 0 A44
1
CCA ;
indem wir obige Unbestimmte durch 0 ersetzen.
Da wir 2 Parameter haben, namlich X1 und X2, konnen wir 2 der Polynome
ij auswahlen und diese fur unsere Transformation benutzen. Wir wahlen
aus der ersten Zeile von   die Eintrage der zweiten und dritten Spalte und
setzen



















Um vergleichen zu konnen, was sich bei der Benutzung der Transformation
andert, beschreiben wir erst die Nullstellen von B nach der herkommlichen
Grobnerbasistechnik, d. h., wir berechnen eine Grobnerbasis von B.
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Da wir nicht an der Grobnerbasis, sondern an einer Beschreibung der Null-
stellen interessiert sind, benutzen wir den Algorithmus FGB, d. h. den Buch-
berger-Algorithmus mit Faktorisierung. In dem REDUCE-Paket CALI ist
dieser Algorithmus durch die Prozedur groebfactor implementiert. Sie lie-













































































































Nach Spezikation von groebfactor in [9] sind B1, B2 und B3 Grobner-
basen, und es gilt
Z(B) = Z(B1) [ Z(B2) [ Z(B3):
Jede der drei Mengen steht fur die linken Seiten eines Gleichungssystems,
dessen rechte Seiten verschwinden. Zusammen mit den bereits untersuchten
Variablen liefern B1 und B2 folgende Matrizen:0
BB@
0 0 0 a1
0 0 0 a2
0 0 0 a3





0 0 a1 a2
0 0 0 a3
0 0 0 a4
0 0 0 1
2
1
CCA (a1; : : : ; a4 2 K):
Diese Losungen beschreiben aber keine Automorphismen von V , da ihre
Determinanten verschwinden. Aus der Menge B3 lesen wir folgende Losung
ab:0
BB@
a21  a1a5 a1a4   a1a5   a2a5 a3
0 a1 a2 a4
0 0 a1 a5
0 0 0 1
1
CCA (a1; : : : ; a5 2 K; a1 6= 0):
Es ist klar, wie   und  0 in eine Form gebracht werden konnen, um sie als
Eingabe fur den Algorithmus gamma zu verwenden. Wird dieser Algorith-
mus mit den Mengen B, T aus (7.5),   und  0 als Argumenten gestartet,
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so erfolgt zuerst eine Grobnerbasisberechnung der ubergebenen Transforma-
tionspolynome im Ring Q[X1;X2], wobei R = K[A] der Polynomring in den
noch zu betrachtenden Unbestimmten ist und Q dessen Quotientenkorper









Mit den Bezeichnungen aus dem Algorithmus gamma ist nun u = 1, r1 = A
1
1
und 1 = 2. Dies bedeutet, da fur alle a 2 Z(B), deren entsprechende
Koordinate a11 nicht verschwindet, x1; x2 2 K existieren, so da
12(x1; x2; a) = 
1
3(x1; x2; a) = 0
gilt. Um ein solches a zu erfassen, genugt es also, nur nach den Elementen
von Z(B) zu suchen, fur die die Koordinaten mit den Indizes (1,2) und
(1,3) verschwinden, und danach die Transformation, die durch  0 gegeben
ist, anzuwenden. Auf diese Weise wird die Menge S1 bestimmt.
Von Z(B) sind nun nur noch die Elemente a zu beschreiben, fur die a11 = 0
ist. Diese Bedingung fugen wir in Form des Polynoms A11 zur Menge B
hinzu und bestimmen davon eine Grobnerbasis. Wir haben damit auch in
diesem Fall eine Problemreduzierung erreicht, da praktisch eine Grobner-
basisberechnung mit einer kleineren Variablenanzahl erfolgt. Auf diese Weise
wird die Menge S0 berechnet.
Da Lie-Algebra-Automorphismen zu beschreiben sind und zuvor bereits er-
kannt wurde, da auer a11 alle anderen Koordinaten der ersten Spalte in
der Matrixdarstellung verschwinden, konnte die weitere Berechnung bereits
hier abgebrochen werden, da mit der Bedingung a11 = 0 kein Automorphis-
mus entstehen kann. Eine Erweiterung des Algorithmus gamma, die diese
Tatsache berucksichtigt, ist prinzipiell moglich, hatte aber keinen Vorteil,
wenn nach allen Endomorphismen gesucht wird.










































































4   1g; fA
1
1g)g:
Die Elemente von S0 geben nur Anla zu nicht-invertierbaren Matrizen und
beschreiben somit keine Automorphismen.
S1 hingegen fuhrt auf die Matrix0
BB@
a21 0 0 a3
0 a1 a2 0
0 0 a1 0
0 0 0 1
1
CCA (a1; a2; a3 2 K; a1 6= 0):
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0 a1 a2  a1x1   a1x2   a2x2
0 0 a1  a1x2
0 0 0 1
1
CCA
in Abhangigkeit von a1; a2; a3; x1; x2 2 K mit a1 6= 0.
Obwohl wir hier eine andere Darstellung der Losungsmenge erhalten haben
als bei der ersten Methode, lassen sich beide Darstellungen durch entspre-
chende Transformation der Parameter ineinander uberfuhren.
Beim Vergleich beider Darstellungen fallt auf, da bei der ersten Methode
vier Parameter, namlich a1; a2; a4; a5, aus der Menge B3 bestimmt werden
muten. Bei der zweiten Methode ergeben sich zwei Parameter, namlich
x1 und x2, in naturlicher Weise aus der Transformation, die wir auf die
Nullstellenmenge anwenden konnten. Den Parameter a3 erhalten wir aus
der Tatsache, da die Unbestimmte A14 nicht in der Menge F
0 vorkommt.
Dieser Unterschied bei der Bestimmung der Parameter ist bei Benutzung der
lexikographischen Termordnung nicht wesentlich. Lat sich aber die Grob-
nerbasis bzgl. dieser Termordnung auf Grund von Zeit- oder Speicherplatz-
problemen nicht berechnen und mu deshalb eine andere gewahlt werden,
kann dies ein Vorteil sein.
7.4 Die Lie-Algebra A5;2
MitK bezeichnen wir hier wieder den Korper der komplexen Zahlen. Wir be-
trachten die 5-dimensionale komplexe Lie-Algebra V , die gegeben ist durch
die Relationen
[e2; e5] = e1
[e3; e5] = e2
[e4; e5] = e3
zwischen den Basisvektoren. In der Notation von Patera in [15] ist dies die
Komplexizierung der reellen Lie-Algebra A5;2.
Die Menge F , die wir gema (7.4) erhalten, besteht aus 36 Polynomen.
F lat sich leicht mit Hilfe eines Computeralgebrasystems aus den obigen
Kommutatorrelationen berechnen. Wir werden im Anhang A beschreiben,
wie dies erreicht werden kann. Wir verwenden auch hier die lexikographische
Termordnung und erhalten aus F nach Anwendung von autoReduce die
Menge
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Die Unbestimmten A14 und A
1
5 treten in den Polynomen von F
0 nicht mehr

















aus unserer Untersuchung streichen, da bereits jetzt schon aus F 0 geschlossen
werden kann, da die ihnen zugeordneten Koordinaten verschwinden. Es
reicht also, die Nullstellenmenge von






















1 0 0 0 x
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0






1 0 0 0 0
0 1 0 0 x
0 0 1 0 0
0 0 0 1 0






1 0 x 0 0
0 1 0 0 x
0 0 1 0 0
0 0 0 1 0












0 1  x 1
2
x2 0
0 0 1  x 0
0 0 0 1 0
0 0 0 0 1
1
CCCCA ;
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die zu exp(x ad ei) (i = 2; 3; 4; 5) gehoren.
Zu exp(x ad e1) gehort die Einheitsmatrix, die nicht von x abhangt und
somit auch nicht verwendet werden kann. Auf Grund der Dreiecksgestalt
aller Matrizen und der Tatsache, da A15 in F
0 nicht vorkommt, ist auch
M2(x) nicht verwendbar.
Wir setzen  1(X1) := M3(X1),  2(X2) := M4(X2) und  3(X3) := M5(X3).
Die Matrizen   und  0 seien wie folgt deniert:
  := A   1(X1)   2(X2)   3(X3);
 0 := A   1( X2)   2( X1)   3( X3):





































































































Nutzen wir noch die Tatsache aus, da gewisse Koordinaten verschwinden,
























































0 0 0 A44 A
4
5






indem wir obige Unbestimmte durch 0 ersetzen.
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Da wir 3 Parameter haben, namlich X1, X2 und X3, konnen wir aus obiger
Matrix 3 Eintrage auswahlen und diese fur unsere Transformation nutzen.
Wir wahlen die Eintrage an den Positionen (2,5), (3,4) und (3,5) und setzen




















Statt des Elements an der Stelle (3,4) hatten wir auch jenes an der Position
(1,2) wahlen konnen. Eine Berechnung mit diesen Werten hat aber auf das
Resultat keinen Einu, d. h. liefert dieselben Mengen S0 und S1. Sogar die
Berechnungsdauer weicht in beiden Fallen nur unwesentlich voneinander ab.
Zum Vergleich benutzen wir, wie schon im letzten Beispiel, die Prozedur
groebfactor von CALI, um eine Beschreibung der Nullstellen nach der
herkommlichen Methode zu erhalten. Diese Prozedur liefert fur B zwei Men-
gen B1 und B2, wobei die zweite keine Automorphismen beschreibt, da die









































































































































































1a2 a1a4 a5 a6
0 a1a2 a1a3 a4 a7
0 0 a1a2 a3 a8
0 0 0 a2 a9
0 0 0 0 a1
1
CCCCA (a1; : : : ; a9 2 K; a1; a2 6= 0): (7.7)
Analog zum ersten Beispiel fuhrt die Anwendung des Algorithmus gamma
auf die Mengen B, T ,   und  0 zuerst auf eine Bestimmung einer nennerfreien
Grobnerbasis der ubergebenen Transformationspolynome. Hier erfolgt die
Rechnung im Ring Q[X1;X2;X3], wobei R = K[A] der Polynomring in den
noch zu betrachtenden Unbestimmten ist und Q dessen Quotientenkorper




















Mit den Bezeichnungen aus dem Algorithmus gamma haben wir nun u = 2,
r1 = A
2
2, r2 = A
3
3, 1 = 1 und 2 = 3. Dies bedeutet, da fur alle a 2 Z(B),
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deren entsprechende Koordinaten a22 und a
3
3 nicht verschwinden, Zahlen
x1; x2; x3 2 K existieren, so da die Auswertung der verwendeten Trans-
formationspolynome aus (7.6) an der Stelle (x1; x2; x3; a) jeweils 0 liefert.
Um solche a zu beschreiben, reicht es oensichtlich, nur nach den Elementen
von Z(B) zu suchen, fur die die Koordinaten mit den Indizes (2,5), (3,4)
und (3,5) verschwinden, und danach die Transformation  0 anzuwenden. Auf
diese Weise wird die Menge S1 bestimmt.
Fur Elemente a aus dem Teil von Z(B), der nun noch nicht erfat wurde,
gilt a22 = 0 oder a
3
3 = 0. Dies fuhrt somit auf eine Aufteilung in zwei Teil-
probleme, bei denen praktisch jeweils eine Variable weniger auftritt.
Insgesamt liefert aber nur die Menge S1 eine Losung fur die Automorphis-




























































































Aus S1 konnen wir dann eine zu Automorphismen unserer Lie-Algebra ge-
horende Matrix bestimmen. Sie hat die Form0
BBBB@
a31a2 0 a1a3 a4 a5
0 a21a2 0 a3 0
0 0 a1a2 0 0
0 0 0 a2 a6
0 0 0 0 a1
1
CCCCA (a1; : : : ; a6 2 K; a1; a2 6= 0): (7.8)
Um zur vollen Beschreibung der Automorphismen zu kommen, mussen wir






















3 + a3 a
2
1a2(x1   x2x3)
0 0 a1a2  a1a2x3 a1a2x2
0 0 0 a2 a6
0 0 0 0 a1
1
CCCCA














3 + a1a3x2 + a5:
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Da a4 und a5 beliebig gewahlt werden konnen, konnen wir auch die gestri-
chenen Variablen als freie Parameter betrachten.
Durch entsprechende Transformation der Parameter lassen sich die Losun-
gen, die wir durch zwei verschiedene Losungswege erhalten haben, ineinander
uberfuhren.
Wie schon im letzten Beispiel fallt auch hier auf, da nach der zweiten
Methode, d. h. bei Anwendung gewisser Symmetrien, nur 6 Parameter aus
der partiellen Losung S1 bestimmt werden mussen und sich 3 weitere auf
eine naturliche Weise aus den Transformationen ergeben.
Diese Tatsache ist erst dann von groerer Bedeutung, wenn sich keine lexi-
kographische Termordnung verwenden lat. Bei einer anderen Termordnung
lassen sich im allgemeinen die Parameter nicht ohne weiteres aus der Grob-
nerbasis bestimmen. In jenem Fall ist es gunstig, bereits einige Parameter zu
kennen, um mit geringerem Aufwand die restlichen Parameter bestimmen
zu konnen.
7.5 Ezienzuntersuchungen
In diesem Abschnitt werden wir weitere Beispiele untersuchen und uns da-
bei aber hauptsachlich den Abarbeitungszeiten fur verschiedene Eingaben
widmen. Wir untersuchen weiterhin die Klasse niedrigdimensionaler Lie-
Algebren und ubernehmen die Notation von Patera in [15]. Allerdings be-
trachten wir die Komplexizierung dieser Lie-Algebren, um alle Berechnun-
gen uber einem algebraisch abgeschlossenen Korper ausfuhren zu konnen.
Die Lie-Algebren A4;7 und A5;2 sind bereits aus den letzten beiden Beispielen
bekannt. Fur alle weiteren geben wir nicht-verschwindende Kommutator-
relationen an, die diese Lie-Algebren beschreiben.
A4;8: [e2; e3] = e1 [e2; e4] = e2 [e3; e4] =  e3
A4;10: [e2; e3] = e1; [e2; e4] =  e3; [e3; e4] = e2
A4;12: [e1; e3] = e1; [e2; e3] = e2; [e1; e4] =  e2; [e2; e4] = e1
A5;3: [e3; e4] = e2; [e3; e5] = e1; [e4; e5] = e3
A5;5: [e3; e4] = e1; [e2; e5] = e1; [e3; e5] = e2
A5;6: [e3; e4] = e1; [e2; e5] = e1; [e3; e5] = e2; [e4; e5] = e3
A5;22: [e2; e3] = e1; [e2; e5] = e3; [e4; e5] = e4
A5;37: [e2; e3] = e1; [e1; e4] = 2e1; [e2; e4] = e2; [e3; e4] = e3;
[e2; e5] =  e3; [e3; e5] = e2
A5;40: [e1; e2] = 2e1; [e1; e3] =  e2; [e2; e3] = 2e3 [e1; e4] = e5;
[e2; e4] = e4; [e2; e5] =  e5 [e3; e5] = e4
A6;1: [e1; e2] = e3; [e1; e3] = e4; [e1; e5] = e6
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A6;2: [e1; e2] = e3; [e1; e3] = e4; [e1; e4] = e5 [e1; e5] = e6
A6;22: [e1; e2] = e3; [e1; e3] = e5; [e1; e5] = e6 [e2; e3] = e4;
[e2; e4] = e5; [e3; e6] = e6
Um den Algorithmus wie in den vorangehenden Beispielen anwenden zu
konnen, mussen wir noch festlegen, welche Transformationspolynome zu ver-
wenden sind. Die Matrizen   und  0 werden fur jede Lie-Algebra in derselben
Weise konstruiert wie fruher. Es reicht also, die Zeilen- und Spaltenindizes







A5;2: (2,5), (3,4), (3,5)






A5;37: (1,2), (1,3), (1,4)
A5;40: (5,4), (4,2), (4,3), (4,5)
A6;1: (3,1), (3,2)
A6;2: (3,1), (3,2), (4,1), (5,1)
A6;22: (3,1), (3,2), (4,2), (5,2)
Manche der Lie-Algebren sind mit einem Strich versehen, um auszudrucken,
da zwar die entsprechenden Lie-Algebren aber unterschiedliche Transfor-
mationspolynome benutzt werden.
REDUCE bietet die Moglichkeit, die Ausfuhrungszeit einer Routine in Milli-
sekunden anzuzeigen. Die Zeiten fur die Berechnung der Mengen S0 und S1
durch den in REDUCE implementierten Algorithmus gamma und die Zeit
fur die Losung desselben Problems mit Hilfe der Prozedur groebfactor von
CALI sind in der folgenden Tabelle zusammengefat.
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A4;7 40 360 330 730 450
A04;7 70 340 150 560 440
A4;8 30 380 210 620 260
A4;10 40 310 630 980 1080
A4;12 70 6060 4810 10940 11460
A5;2 50 600 250 900 2620
A05;2 50 630 320 1000 2650
A5;3 40 90 530 660 4100
A5;5 50 1170 460 1680 2110
A05;5 60 1590 340 1990 2100
A5;6 60 1600 330 1990 2110
A5;22 60 1570 330 1960 2100
A5;37 160 166570 2590 169320 175730
A5;40 860 199610 7150 207620 224850
A6;1 80 22290 700 23070 21830
A6;2 140 4340 390 4870 2730
A6;22 180 10600 850 11630 12760
Dabei beziehen sich die 2. bis 5. Spalte auf den Algorithmus gamma, und
die 6. Spalte enthalt die Ausfuhrungszeit von groebfactor.
Die 2. Spalte beinhaltet die Zeit fur die Entscheidung, ob die ausgewahlten
Transformationspolynome zur Problemreduzierung benutzt werden konnen
oder nicht. Diese Zeit ist verhaltnismaig klein gegenuber der Gesamtberech-
nungsdauer, konnte aber Bedeutung erlangen, wenn die Anzahl der Para-
meter groer wird als in den betrachteten Beispielen.
Die 3. Spalte gibt die Berechnungszeit fur die Menge S0 an, die 4. Spalte
jene fur S1.
In der 5. Spalte ist die Gesamtausfuhrungszeit von gamma eingetragen,
also die Summe der Spalten 2, 3 und 4.
Vergleichen wir die letzten beiden Spalten, so erkennen wir, da in vielen
Fallen der Algorithmus gamma schneller ist. Doch selbst wenn die Berech-
nungszeit nicht wesentlich besser ist, liefert gamma einen gewissen Vorteil.
Wird namlich nach einer Beschreibung des Nullstellengebildes durch Para-
meter gesucht, so liefert die Anwendbarkeit der gegebenen Transformation





Die vorliegende Arbeit untersucht eine Verallgemeinerung des Buchberger-
Algorithmus und fuhrt zu einem Algorithmus, der zusatzlich kontinuierli-
che Symmetrien berucksichtigt, die bei manchen Problemen in naturlicher
Weise vorhanden sind. Zu Beginn wird in die Theorie der Grobnerbasen ein-
gefuhrt. Dies geschieht allerdings nur in dem Umfang, wie es fur die weitere
Abhandlung notwendig ist. Auerdem werden die Denitionen gleich in ei-
ner fur die Arbeit geeigneteren Form angegeben. Besonderen Wert wird auf
die nennerfreie Prasentation der Algorithmen gelegt, die zur Konstruktion
einer Grobnerbasis benotigt werden. Schlielich wird der neue Algorithmus
gamma angegeben und seine Korrektheit gezeigt. An Beispielen wird dann
die Wirkungsweise dieses Algorithmus demonstriert.
8.2 Ausblick auf weitere Untersuchungen
Ohne dies stets anzumerken, verwenden wir in diesem Abschnitt Bezeich-
nungen in derselben Bedeutung wie in den vorhergehenden Kapiteln.
Der Algorithmus gamma lat sich so erweitern, da zusatzlich eine Menge
von Polynomen berucksichtigt wird, die als
"
Einschrankungen\ der Null-
stellenmenge im vorn beschriebenen Sinne dienen. Eine Untersuchung der
gewahlten Beispiele mit einem solchen Algorithmus ergab zwar eine Ver-
ringerung der Gesamtrechenzeit, jedoch war kein Rechenvorteil gegenuber
groebfactor sichtbar, wenn auch diese Prozedur mit jenem zusatzlichen
Parameter aufgerufen wurde. Daher und auf Grund der Tatsache, da sich
52
KAPITEL 8. ZUSAMMENFASSUNG UND AUSBLICK 53
diese Arbeit mit der prinzipiellen Anwendbarkeit kontinuierlicher Symme-
trien bei der Losung von Gleichungssystemen beschaftigt, wurde auf die
Angabe dieses erweiterten Algorithmus verzichtet und gamma in einer ein-
fachen Form prasentiert, aus der die Anwendung der Transformation deut-
licher zu entnehmen ist.
In manchen Fallen treten Transformationen auf, die nicht in polynomialer
Weise von Parametern abhangen. Fur einen Teil dieser Transformationen
lat sich trotzdem eine Problemaufteilung erreichen. Die Idee ist,
"
Para-
meter\ zu untersuchen, die selbst polynomialen Bedingungen unterworfen
sind. Unter diesem Blickwinkel wird versucht, die Anzahl der anwendbaren
Parameter zu erhohen. Lat sich namlich z. B. die Transformation durch
Polynome in sinx und cos x beschreiben, so ist dies in Abhangigkeit vom
Parameter x keine polynomiale Situation. Der Parameter x konnte nicht
benutzt werden. Nach Ersetzen von sinx durch s, cos x durch c, wobei s
und c als Parameter betrachtet werden, sowie Hinzunehmen der Bedingung
c2+s2 = 1 ist wieder alles polynomial. Das Polynom c2+s2 1 mu aber bei
der Berechnung der Grobnerbasis der Transformationspolynome f1; : : : ; lg
hinzugenommen werden, da s und c keine freien Parameter sind.
Eine kombinatorische Schwierigkeit, die in der vorgelegten Arbeit noch keine
Rolle spielt, ergibt sich durch die Auswahl der Koordinaten, die zum Ver-
schwinden gebracht werden sollen. Bei den von uns betrachteten Beispielen
lieen sich diese Koordinaten ohne viel Muhe bestimmen. Fur groere Pro-
bleme mu aber ein ezienter Algorithmus angegeben werden, der diese
Koordinaten ndet, oder es mu eine solche Herangehensweise ganzlich ver-
mieden werden. Jener Algorithmus konnte z. B. eine eventuelle Faktorisier-
barkeit von Polynomen von B ausnutzen, um das Problem zu zerlegen und
relevante Koordinaten in den Teilproblemen zu suchen.
Die Betrachtung der gerechneten Beispiele zeigt auch einen weiteren Weg bei
der Untersuchung der Anwendbarkeit kontinuierlicher Symmetrien. Es stellt
sich namlich heraus, da der grote Teil der Zeit, die gamma benotigt, zur
Berechnung der Menge S0 verwendet wird. Es erscheint daher sinnvoll, nach
einer Moglichkeit zu suchen, die gegebene Transformation auch auf den Teil




Fur diese Untersuchung erscheint eine geometrische Sichtweise von Vorteil.
In der Arbeit wird folgende Vorgehensweise benutzt. Es werden gewisse
Koordinaten-Hyperebenen gewahlt und die durch die Transformation in
Bahnen geteilte Nullstellenmenge Z(B) mit dem Durchschnitt dieser Hyper-
ebenen zum Schnitt gebracht. Die oben erwahnte Ausnahmemenge wird
gerade von den Bahnen gebildet, die keinen Punkt mit diesem Durchschnitt
gemeinsam haben.
Eine erste Idee, die zu
"
kleineren\ Ausnahmemengen fuhren kann, ist, die
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Forderung fallenzulassen, da die Hyperebenen Koordinaten-Hyperebenen
sein mussen. Dann entsteht aber die Frage, wie die Gleichungen dieser
Hyperebenen zu wahlen sind, um alle Bahnen zu erfassen.
Da nicht a priori entschieden werden kann, ob die Bahnen eine solche Lage
im Raum haben, da es uberhaupt eine Hyperebene gibt, die alle Bahnen
schneidet, konnen als weitere Verallgemeinerung Hyperachen zugelassen
werden. Dabei mu gefordert werden, da die Schnittmenge Z dieser Hyper-
achen mit der gesuchten Nullstellenmenge Z(B) wieder eine algebraische
Menge ist, d. h. sich durch Polynome beschreiben lat, da auf diese Menge
die Grobnerbasistechnik angewendet werden soll. Mit anderen Worten, es
gibt eine Menge D = fd1; : : : ; dlg von Polynomen, so da Z = Z(B [ D)
ist.1 Auch hier ergibt sich die Frage, wie die Gleichungen dieser Hyperachen
und die Menge D bestimmt werden konnten.
Ist aber, z. B. aus der Konstruktion der Hyperachen, gesichert, da alle
Bahnen erfat werden, so kann auf eine Grobnerbasisberechnung der aus-
gewahlten Transformationspolynome f1; : : : ; lg verzichtet werden. Dann
mu nur die entsprechende Menge D, die aber ebenfalls erst zusammen mit
den Hyperachen konstruiert werden mu, zu den Polynomen von B hinzu-
genommen werden und hiervon eine Grobnerbasis bestimmt werden.
Schlielich kann auch diese Idee mit der Verwendung von Parametern, die
gewissen polynomialen Bedingungen unterworfen sind, kombiniert werden.
1Die Bezeichnung lehnt sich an jene im Algorithmus gamma an.
Anhang A
Verwendung von REDUCE
REDUCE ist ein weitverbreitetes Computeralgebrasystem und heute ein
gangiges Hilfsmittel bei der Losung vieler Probleme. Eine Beschreibung von
REDUCE ist in [10] zu nden.
Wir beschranken uns hier darauf, die wesentlichen Routinen anzugeben, die
fur die Berechnung der in der Arbeit beschriebenen Beispiele verwendet
wurden. Funktionen, die hier nicht erwahnt werden, sind Bestandteil von
REDUCE oder CALI und sind in den zugehorigen Dokumentationen spezi-
ziert oder im verfugbaren Quelltext von CALI zu nden.
Die Programmierung in REDUCE erfolgt im algebraischen oder symboli-
schen Modus. Fur die Bereitstellung neuer Funktionen ist es ublich und
ezienter, den symbolischen Modus zu wahlen, da dadurch die standige
Konvertierung der Datenstrukturen in ein Standardformat, die algebraische
Praxform, entfallt und auerdem eine groere Freiheit besteht, Daten zu
manipulieren, als im algebraischen Modus. Aus diesem Grunde sind auch
REDUCE-Pakete, wie etwa CALI, im symbolischen Modus programmiert
und stellen Funktionen fur den algebraischen Modus zur Verfugung.
Der algebraische Modus ist der
"
naturliche\ REDUCE-Modus. Dieser ist
naher an der mathematischen Sprache orientiert. Fur eine Beschreibung der
Unterschiede beider Modi verweisen wir auf das Benutzerhandbuch [10] von
REDUCE.
Wir geben zuerst einige Prozeduren an, die zur Bereitstellung der Daten




return for j:=1:dim collect for k:=1:dim collect mkid(a,10*j+k);
end;
Diese Funktion erzeugt eine Liste der Unbestimmten Ajk in einer Form, wie
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sie spater bei der Generierung der Polynome, die Endomorphismen einer
Lie-Algebra beschreiben, Verwendung nden.
Die Bereitstellung der Strukturkonstanten fur die betrachteten Lie-Algebren
kann in verschiedenster Form erfolgen. Wir nehmen an, da die Strukturkon-
stanten cljk als eine Liste sc von Matrizen vorliegen, so da die j-te Matrix
wie folgt aussieht: 0
B@










wobei N die Dimension der betrachteten Lie-Algebra ist. Dies hat den Vor-
teil, da diese Matrix gerade die zu ad(ej) gehorende Matrix ist; vgl. mit der
Identitat (7.1). Aus der Liste sc wird durch folgende Funktion das Element
cljk ausgewahlt.
algebraic procedure structureConstant(sc,j,k,l);
<< m := part(sc,j); m(l,k) >>;
Die folgende Funktion liefert die im Kapitel 7 beschriebene Menge F , wenn




dim := length sc;
return (for k:=2:dim join for j:=1:(k-1) join for l:=1:dim join
<<
poly := (for m1:=1:dim sum
part(llsy,l,m1)*structureConstant(sc,j,k,m1)) -
%-- a_m1^l * c_{jk}^m1
(for m1:=1:dim sum for m2:=1:dim sum
part(llsy,m1,j)*part(llsy,m2,k)*structureConstant(sc,m1,m2,l));
%-- a_j^{m1} * a_k^{m2} * c_{m1,m2}^l
if poly then {poly} else {}
>>)
end;
Mit der Funktion exponential werden die ersten Glieder der Exponential-
reihe des im Argument ubergebenen Wertes berechnet. Da wir Matrizen, die
nicht nilpotent sind, sowieso verwerfen, ist in unserem Fall die Betrachtung
von 9 Gliedern der Reihe ausreichend.
algebraic procedure exponential(m);
begin scalar j;
return for j:=0:8 sum m**j/factorial j;
end;
1llsy (list of list of symbols)
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Aus dem Ergebnis der folgenden Routine sind nur die nilpotenten Matrizen
zu extrahieren und fur weitere Rechnungen zu verwenden.
algebraic procedure innerAutomorphisms(dim,sc);
begin scalar j;
return for j:=1:dim collect <<exponential(part(sc,j)*mkid('x,j))>>
end;
Da es bei einer groen Menge von Polynomen einen zu hohen Aufwand
erfordert, ohne Hilfsmittel zu entscheiden, welche Variablen einer vorgege-
benen Menge von Unbestimmten in diesen Polynomen nicht vorkommen,
wird auch hier REDUCE eingesetzt. Der folgenden Funktion werden eine




return for each v in vars join
if (for each p in lp sum length coeff(p,v)-1) = 0 then {v} else {};
end;
Bei der Behandlung verschiedener Beispiele erweisen sich folgende Funktio-
nen als nutzlich.
algebraic procedure member!?(u,y);
if length y=0 then nil else if u=first y then t else member!?(u,rest y);
algebraic procedure setMinus(x,y);
for each u in x join if member!?(u,y) then {} else {u};
Zur Datenkonvertierung benotigen wir weiterhin noch die Prozedur ll2mat.




return 'mat . for each x in cdr l collect cdr x;
end;
Mit obigen Funktionen und den Funktionen aus dem Modul cfgb, das spater
prasentiert wird, konnen die Berechnungen der vorn gegebenen Beispiele auf
folgende Weise ausgefuhrt werden. Wir demonstrieren alles am Beispiel der
Lie-Algebra A4;7.
Die REDUCE-Variable sc sei bereits mit den Strukturkonstanten in der
oben beschriebenen Weise belegt.
2lp (list of polynomials)





5 vars:=reverse(append(for j:=1:dim collect part(llsy,j,j),







13 ap:=aa * second ia * third ia;
14 zeros:=for each x in ipolys join if x - mainvar x = 0 then {x} else {};









Der Algorithmus autoReduce ist in CALI durch die Prozedur interReduce
implementiert.
Die Variable polys reprasentiert die Menge F und ipolys die Menge F 0
aus Kapitel 7.
Die Zeilen 12 und 13 sind abhangig von der konkret betrachteten Lie-Algebra
und konnen nicht allgemein angegeben werden.
In Zeile 19 werden die Variablen mit 0 belegt, von denen bereits geschlossen
werden kann, da sie auch im Endergebnis verschwinden. Dies sind gerade
diejenigen, die in Zeile 14 berechnet und in der Variablen zeros abgelegt
wurden. Die Zeile 19 ist ebenfalls abhangig von der konkreten Lie-Algebra.
In der folgenden Zeile werden die Transformationspolynome ausgewahlt.
setRing und setIdeal sind Prozeduren aus dem Paket CALI und dienen
der Vorbereitung einer Grobnerbasisberechnung.
Anhang B
Implementation von gamma
Fur die Implementation von gamma kann prinzipiell jedes verfugbare Com-
puteralgebrasystem verwendet werden. Wir geben hier diesen Algorithmus
in REDUCE an, da mit CALI ein Paket zur Verfugung stand, das den
Buchberger-Algorithmus sowohl mit als auch ohne Faktorisierung bereits
in einer
"
nennerfreien\ Form implementiert. Das Paket CALI mu also in
einer REDUCE-Sitzung durch
load cali;
geladen worden sein, um die unten vorgestellte Funktion gamma aufrufen zu
konnen.
Im Programmtext treten auer der Funktion gamma, die durch die Anwei-
sung in der zweiten Zeile fur den algebraischen Modus verfugbar gemacht
wird, noch weitere Funktionen auf. gamma dient nur der Konvertierung der
Parameter vom algebraischen in den symbolischen Modus, des Aufrufs der
Funktion gamma!* und der Ruckkonvertierung des Ergebnisses. Die dabei
aufgerufene Hilfsfunktion result_2a gibt ihr Argument in einer algebrai-
schen Praxform zuruck.
Die eigentliche Hauptprozedur, die den Algorithmus gamma implementiert,
ist gamma!*. Es besteht jedoch ein Unterschied. Konnen namlich die Trans-
formationspolynome nicht verwendet werden, so wird nicht wie in gamma
einfach S1 = ; gesetzt und S0 durch den Algorithmus FGB berechnet, son-
dern die Berechnung mit der Mitteilung "Schlechte Wahl" abgebrochen,
da es moglich sein kann, da der Aufruf von gamma mit anderen Transfor-
mationspolynomen zu einem gunstigeren Ergebnis fuhrt.
Die Funktion listFGB!* ist in wesentlichen Teilen eine Kopie der Funk-
tion listgroebfactor!* aus dem Quelltext von CALI und wurde fur die
Berechnungen in gamma angepat.
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%++ basis: some polynomials from K[A]
%++ xvariables: list of variables, i.e., {X_1,...X_m}.
%++ transformations: List(R[X],R) where R=K[A].
%++ + the extra information to help to reduce the dimension of the ideal
%++ + an element in this list is a pair (p,v) consisting of the
%++ polynomial p representing the value of the variable v after
%++ the transformation.
%++ Let result := gamma(basis,xvariables,transformations) then
%++ first(result) is a list of pairs (B_i,C_i) where B_i is a GB and
%++ C_i are the corresponding constraints.
%++ The same is true for second(result), but in addition one must apply
%++ the back-transformation to obtain the whole solution set.
%++ The polynomials of the back-transformation are not given explicitly
%++ in the parameter list.
begin scalar vars,bas,trfs,S;
xvars := cdr reval xvariables;
bas := dpmat_from_a reval basis;
trfs := reval transformations; %-- algebraic prefix form is OK
S := gamma!*(bas,xvars,trfs);
return makelist {
result_2a first S, %-- without group action





%++ R is list of pairs (B,C) (more exactly a list of lists {B,C}) where
%++ B is a dpmat (here: ideal basis), and C is a list of dp_polys.
%++ Returns the same list in algebraic prefix form.
makelist for each BC in R collect makelist
{dpmat_2a first BC, makelist for each c in second BC collect dp_2a c};
%======================================================================
symbolic procedure removeSquareFree l;
%++ The input list l represents a product of dpolys. Return a list
%++ which represents the square free part of this product.
%-- (make a set in the mathematical sense)
<<
if null l then l else
if dpoly_member!?(first l,cdr l) then removeSquareFree cdr l
else first(l) . removeSquareFree cdr l
>>;
%======================================================================
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symbolic procedure dpoly_member!?(x,li);
%++ Test whether the dp_poly x is a member of the list li.
<<
if null li then nil






%++ xvariables: list (lisp mode) of variable names in the trf polys
%++ transformations: algebraic prefix form of transformation of gamma
begin scalar trfbas, tord, ecart, constraints, trfCoords, S0, S1;





trfbas := dpmat_from_a makelist
for each x in cdr transformations collect second x;
trfbas := gbasis!*(trfbas);
dpmat_print trfbas;
if dpmat_unitideal!? trfbas then rederr "Schlechte Wahl";
constraints := makelist for each x in dpmat_list trfbas collect
bc_2a dp_lc bas_dpoly x
%----------------
>>) where cali!=basering:= cali!=basering;
setring!* oldRing;
%-- Now the ring is the same ring as before.
constraints := removeSquareFree for each x in cdr constraints join
dp_factor dp_from_a x;
%-- We now have the square-free part of the product of all LC's of trfbas.
trfCoords := dpmat_from_a makelist
for each x in cdr transformations collect third x; %--(first ='list)
%-----------------------
%-- with group action
S1 := groebfactor!*(matsum!*{trfCoords,basis},constraints);
%-----------------------
%-- without group action
S0 := groebf!=newcon({basis,nil},constraints);
%-- inconsistent problems are removed from the list
S0 := for each x in S0 join
if groebf!=test(second x,dpmat_list first x) then {x};
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symbolic procedure listFGB!*(R);
%++ R is a list of lists of the form {b,c} where b is a basis (dpmat)
%++ and c is a list of contraints (list of dp_poly).
%++ Returns a list S of results (b,c) such that
%++ \union {Z(B,C) | (B,C) \in R} = \union { Z(b,c) | (b,c) \in S }
%++ The small b's are Gr"obner bases.
%-- This code is based on Gr"abe's listgroebfactor!* in his package CALI.
begin scalar gbs;









K (algebraisch abgeschlossener) Korper
R (euklidischer) Ring (Oft ist R = K[A].)
Q Quotientenkorper von R
A1; : : : ; An Unbestimmte
X1; : : : ;Xm weitere Unbestimmte
n Anzahl der Unbestimmten Ai
m Anzahl der Unbestimmten Xi
K[A] Abkurzung fur K[A1; : : : ; An]
K[X] Abkurzung fur K[X1; : : : ;Xm]
A der ane Raum Kn
X der ane Raum Km
a Element von A
x; x0 Elemente von X
a1; : : : ; an Restklassen der Unbestimmten A1; : : : ; An 2 K[A] in
K = K[A]=m (m maximales Ideal von K[A])
T (X) T (X1; : : : ;Xm) Terme in X1; : : : ;Xm (S. 10)
t; s Elemente von T (X1; : : : ;Xm)
r; ~r; r0; ~r0; ri; % Elemente des Rings R
f; ~f; f Polynome aus R[X]
C(f) Menge der Koezienten des Polynoms f (S. 11)
T (f) Menge der Terme des Polynoms f (S. 11)
M(f) Menge der Monome des Polynoms f (S. 11)
B = fb1; : : : ; bpg Menge von Polynomen aus R[X], die ein gewisses Ideal
I(B) in Q[X] erzeugen
G = fg1; : : : ; gkg Menge von Polynomen aus R[X], meist Grobnerbasis
des Ideal I(G) in K[X]
H = fh1; : : : ; hkg Menge von Polynomen aus R[X], die als Kofaktoren
im (erweiterten) Normalformalgorithmus auftreten
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I(B) Ideal, das von B erzeugt wird. (S. 11)
Z(B) Teilmenge von Kn. Menge der gemeinsamen Nullstel-
len der Polynome von B. (S. 8)
Z(B;C) Teilmenge vonKn. Andere Schreibweise fur die Menge
Z(B)nZ(c), wobei c das Produkt aller Polynome von
C ist. (S. 23)
  Gruppe, die invariant auf Z(B) operiert und durch
X = Km parametrisiert ist. (S. 8)
  n-Tupel (1; : : : ; n) von Polynomen aus
K[X1; : : : ;Xm; A1; : : : ; An] (S. 33)
 0 n-Tupel (01; : : : ; 
0
n) von Polynomen aus
K[X1; : : : ;Xm; A1; : : : ; An] (S. 33)
f1; : : : ; tg Teilmenge von f1; : : : ; ng
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