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ПРОИЗВОДИТЕЛЬНОСТЬ БЕЗБУФЕРНЫХ 
МНОГОСТУПЕНЧАТЫХ СЕТЕЙ ПРИ НАЛИЧИИ «ГОРЯЧЕГО» 
ТРАФИКА 
 
Багатоступеневі мережі використовуються для з’єднання процесорів та модулів пам’яті в 
мультипроцесорних системах в архітектурі загальної пам’яті. Розрахунки швидкодії подібних 
мереж раніше виконувались з припущенням рівномірного доступу до модулів пам’яті. 
Пріоритетні модулі пам’яті породжують нерівномірний трафік і, як наслідок, зменшення 
швидкодії мережі. В даній роботі розроблена аналітична модель для розрахунку швидкодії 
багатоступеневої мережі. 
 
Multistage interconnection networks are used to connect processors to memories in shared memory 
multiprocessor systems. The performance evaluation of such networks is usually based on the assumption 
of uniform memory reference pattern. Hot spots in such networks give rise to non-uniform memory 
reference pattern and result in a degradation in performance. Analytical model for performance 
evaluation of multistage networks has been developed in this paper. 
 
Постановка проблемы. Одним из ключевых факторов, определяющих 
производительность мультипроцессорной системы, является скорость 
обращения процессорных элементов к памяти. Механизм взаимодействия 
процессорных элементов и памяти реализуется, как правило, в виде 
многоступенчатой сети. Поэтому оценка производительности 
многоступенчатой сети (МС) до начала имплементации является важным 
этапом проектирования системы.  
Процесс обращения к памяти имеет неоднородный характер. Модули 
памяти, которые подвержены обработке запросов с более высокой частотой, 
называются «горячими» модулями памяти.  
Производительность сети измеряется пропускной способностью памяти 
(ПСП) сети. ПСП определяется как математическое ожидание количества 
активных модулей памяти в заданном такте 
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где )β(q  – вероятность того, что β модулей памяти активны в заданном такте. 
Приведем  другое определение пропускной способности сети 
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где )( jp  – уровень потока данных на j -м входном канале модуля памяти. 
Используя свойства сети, рассчитаем )( jp для всех модулей памяти. 
Полученные выражения позволят рассчитать ПСП для многоступенчатых 
сетей с любым количеством горячих модулей памяти. 
Анализ литературы.  Запрос двух или более процессоров к одному 
модулю памяти в рамках одного такта влечет за собой коллизию. В этом 
случае может быть обслужен только один из запросов. В результате 
наблюдается снижение производительности сети. Производительность 
безбуферных сетей для однородного трафика подробно описана в работах [1, 2, 
3]. При расчете производительности МС, большинство авторов предполагают 
равномерный доступ к памяти. Это означает, что пакеты направляются ко всем 
модулям памяти с равной вероятностью [4, 5, 6]. Однако такое предположение 
является неприемлемым для реальных систем, где трафик имеет неоднородный 
характер. В работе [7] описываются условия возникновения неоднородного 
трафика. Из результатов этой работы следует, что неоднородный трафик 
возникает в большинстве приложений. Анализ производительности 
безбуферной сети для единственного горячего модуля памяти был проведен в 
работе [8]. В работе [9] описаны свойства безбуферных многоступенчатых 
сетей для произвольного числа горячих модулей памяти, которые позволяют 
построить аналитическую модель производительности сети. 
Цель статьи. Для расчета пропускной способности памяти при «горячем» 
трафике для произвольного числа модулей памяти необходимо рассмотреть 
уровень потока на каналах, имеющих общий и граничный статус. В данной 
статье производится расчет уровней потока данных для общих и граничных 
каналов. 
Общие сведения. Уровень выходного потока данных переключающего 
элемента (ПЭ) может быть рассчитан, если известен уровень потока данных на 
входных каналах и вероятность переключения входящих пакетов на выходные 
каналы. Уровень потока данных на выходном канале 1y  равен вероятности 
того, что запрос будет отправлен на выходной канал 1y : 
],Pr[]Pr[]Pr[
]Pr[]Pr[]Pr[
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yxyxyxp


  (3) 
где ]Pr[ vu yx   обозначает вероятность того, что пакет направляется из 
входного канала ux на выходной канал vy . 
Предположим, что процессорные элементы генерируют поток данных 
уровня 0,1p . Поток направляется на входные каналы ПЭ нулевой ступени 
0S (см. рис.).  
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Рис. 
 
Запрос к модулю памяти MMj, прибывший на вход какого-либо ПЭ будет 
направлен либо на верхний, либо на нижний канал, в зависимости от значения 
индекса j . Если 1
2

N
j , то запрос направляется на верхний канал, а если 
2
N
j  , то на нижний. Множество входных каналов нулевой ступени может 
иметь один из трех статусов, перечисленных в работе [9]. Уровень потока 
данных для канала, имеющего конечный статус, рассчитан в работе [7]. В 
данной работе рассматриваются каналы с общим и граничным статусом. 
Множество горячих каналов имеет общий статус. Это означает, что 
после прохождения следующей ступени, первое множество выходных каналов 
не будет иметь ни одного горячего модуля памяти, а второе множество будет 
иметь k  горячих модулей памяти в своей области достижимости. Вероятность 
того, что процессорный элемент сгенерирует запрос к горячему модулю 
памяти kii  ..., ,2  ,  , есть iq . Пусть q есть вероятность того, что 
процессорный элемент сгенерирует запрос к обыкновенному модулю памяти. 
2
N
 выходных канала ступени 0S  будут горячими, порождая 
4
N
 горячих ПЭ на 
i k j 
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ступени 1S . Обозначим уровень потока данных для выходного горячего канала 
и выходного обыкновенного канала через 0,0p  и 1,0p  соответственно. 
Рассмотрим ступень 1S . 
4
N
 обыкновенных ПЭ на своих входных каналах  
будет иметь уровень потока данных равный 1,0p . А 
4
N
 горячих ПЭ на своих 
входных горячих каналах будут иметь уровень  потока данных равный 0,0p . 
Обозначим уровень потока данных на горячих и обыкновенных выходных 
каналах ступени 1S  через 0,1p  и 1,1p  соответственно. 
Вероятность того, что пакет будет направлен на выходной канал 0y  есть 
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а вероятность того, что пакет будет направлен на горячий выходной канал 1y  
есть 
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Поэтому: 
;)(]Pr[ 00,100 ppyx    (4) 
1
0,110 )(]Pr[ ppyx  .  (5) 
Подставляя в (2) выражения (3) и (4), получаем: 
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0,1 )()()(2 pppp   .  
Выражение для 1,0p  получаем подобным образом: 
02
0,1
0
0,11,0 )()(2 ppppp   .  (7) 
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Выходной канал ступени 1S  в своей области видимости имеет 
4
N
 
модулей памяти. Для горячего выходного канала область достижимости  
состоит из k  горячих модулей памяти и k
N

4
 обыкновенных модулей 
памяти. Находим три величины уровня потока на выходных каналах ступени 
1S : 
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Используя выражения (6) – (10) можно записать выражение для smp , : 
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для 10,10  snm , где  
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Множество горячих каналов имеет граничный статус. Это означает, 
что после прохождения следующей ступени, первое множество выходных 
каналов будет иметь 1k  горячих модулей памяти, а второе множество будет 
иметь 2k  горячих модулей памяти в областях достижимости. Вероятность 
того, что пакет будет направлен на выходной канал 0y  есть  
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Вероятность того, что пакет будет направлен на выходной канал 1y  есть  
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Поэтому: 
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Подставляя в (2) выражения (12) и (13), получаем: 
 0,10,10,0 )(2 ppp  –
20,12
0,1 )()( pp ; (15) 
 21,120,1
1,1
0,11,0 )()()(2 ppppp   .  (16) 
Находим три величины уровня потока на выходных каналах ступени 1S : 
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Используя выражения (15) – (19), запишем выражение для smp , : 
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для 10,10  snm .   
Чтобы рассчитать ПСП необходимо определить уровни для всех потоков 
данных на каждой из имеющейся ступеней  nnnnnn ppppP ,12,11,10,11 ,...,,,   , 
рассчитанных рекурсивно по формулам (11), (12), (20), (21), и применить 
выражение (2). 
Выводы. Получено выражение для определения ПСП в условиях 
горячего трафика, которая является одной из наиболее важных характеристик 
быстродействия мультипроцессорной системы. Это позволяет произвести 
оценку быстродействия системы на этапе раннего проектирования, при 
условии, что известны параметры потока данных. Данная модель может быть 
применена системными архитекторами с целью получения оценки 
быстродействия мультипроцессорной системы при условии неоднородного 
трафика. 
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