Abstract The spectra processing step is crucial in metabolomics approaches, especially for proton NMR metabolomics profiling. During this step, noise reduction, baseline correction, peak alignment and reduction of the 1D
Introduction
Nowadays, metabolomics, which aims at studying the metabolite complement of organisms, tissues or biofluids, is widely used in many research fields such as nutrition, toxicology, disease diagnosis, microbiology and plant sciences [1] [2] [3] [4] . Among the different analytical strategies, proton NMR spectroscopy ( 1 H-NMR), used in pioneering profiling studies [5, 6] , remains largely used. This technology has been widely used as a high-throughput technique for nontargeted fingerprinting with little or no sample preparation. It has also been applied for targeted profiling and the absolute quantification of major metabolites, despite its relatively low sensitivity, taking advantage of its large dynamic range [7] [8] [9] [10] . Today, many issues have been solved related to the spectra preprocessing steps, as detailed in a recent review [11] . However, one of the major challenges for 1 H-NMR metabolic profiling remains the automatic assignment of metabolites from spectra. Due to huge data volumes, especially with a high-throughput strategy, it is essential to develop new assignment methods which greatly help the user, especially in the plant kingdom where knowledge about plant matrixes is smaller than for mammalian biofluids. Although an expert user can successfully carry out this tedious task by manual assignment, this approach has several drawbacks. First, it is time consuming. Second, it strongly depends on the user's expertise level in several fields such as NMR spectroscopy, biochemistry and biology.
The final list of identified metabolites may therefore depend on this expertise, thus introducing a bias.
To overcome this issue, two recent approaches have been described in recent publications [12, 13] . The first one is MetaboHunter [12] , a user-friendly 1 H-NMR-based web server application. Concerning the automatic assignment of metabolites, the approach used by MetaboHunter consists in matching each compound from a reference compound library with the peak list of an NMR spectrum, exclusively relying on the peak positions within this spectrum. The strength of this method is to use little prior knowledge, apart from the biological source and some analytical parameters in order to choose the right reference compound library. Although it may produce good results as shown by the authors, this approach tends to provide too many candidates. While almost 100 % of true positives can be recovered in a mixture of a dozen compounds, the distribution of scores of true positives may span more than a hundred putative compounds [12] . This requires a tedious work for checking these numerous candidates. The second approach proposes an automatic method for identifying and quantifying metabolites in 1D
1 H-NMR spectra [13] . The method consists in constructing a model spectrum as the sum of carefully selected compounds and based on their deconvolution (i.e. Lorentzian shape). Contrary to MetaboHunter, this method takes into account the relative intensities of each peak for each compound spectrum versus sample spectrum. The strength of this approach is to bring an effective way to correctly estimate the quantification of each compound in the complex mixture spectra. However, as it requires a good prior knowledge about the compound list together with the reference compound NMR spectra acquired in the same NMR conditions as the complex mixture, this approach does not allow metabolites to actually be identified, but rather allows the selected list to be validated afterwards.
To overcome this drawback, the present work proposes a new approach which attempts to gather the strengths of the two approaches described above, namely a low prior knowledge concerning the composition of complex mixture spectra and a robust matching method which takes into account both the peak positions and their relative intensity. To fulfil this aim, we have developed a four-step workflow ( Fig. 1 ) consisting in (a) spectra preprocessing, (b) a new data reduction method called Extraction of Relevant Variables for Analysis (ERVA), followed by (c) a clustering of latent variables approach (CLV) [14] to obtain new variables called buckets that correspond to latent compounds and finally (d) we try to match these latent compounds with each reference compound from a suitable library of spectra, the latter depending on the biological source and acquisition parameters (mainly solvent, pH, ionic strength and to a lesser extend pulse sequence). Our approach applies to metabolomics experiments based on 1 H-NMR profiling of a series of samples, i.e. with an experimental design. It therefore relies on a set of 1 H-NMR spectra, unlike the methods previously cited which treat only one spectrum at a time. At the final step of our approach, the proposed list of compounds thus produced for each cluster can also serve to build a specific reference compound library, for quantification using the method described in [13] . As a proof of concept, we have tested the efficiency of our approach by comparing the list of proposed compounds with known compounds in a set of simulated NMR spectra and with the result of a manual approach in a previously published study on tomato. The effect of several parameters has also been determined on the set of simulated spectra. The implementation code used to obtain the results presented in this article for the clustering and the matching steps is available upon request.
Methods
The following sections cover the four steps of the method, from raw NMR spectra to the proposed list of compounds, namely spectra preprocessing, data reduction, bucket clustering and matching (Fig. 1) .
Spectra preprocessing
The purpose of the first step, spectra preprocessing, is cleaning artefacts in each spectrum, namely the noise and H-NMR spectra processing method consisting in (1) spectra preprocessing and alignment, (2) a new data reduction method called ERVA (extraction of relevant variables after alignment), followed by (3) bucket clustering and, finally, (4) cluster matching with compounds from a suitable library of reference spectra, in order to propose a list of compounds to be validated distortion of baseline shape. These two sub-steps are processed at the same time, in each spectrum separately and independently from other spectra. Noise reduction is performed with the help of a wavelet-based method [15] which relies on a multilevel decomposition of signal, discrete wavelet transform. For baseline correction, an approach relying on a smoothed spectrum is used for baseline recognition and modelling. To complete the baseline model, an interpolation technique is employed over the signal area. Then, the model is subtracted from the spectrum giving a flat baseline [16] . All other approaches for baseline correction and noise reduction can be used in conjunction with the subsequent steps of our approach, provided that some cautions are followed as discussed in the 'Data quality and data processing' of the of the 'Results and discussion' section.
Spectra alignment and data reduction
Usually, 1 H-NMR spectra are exploited for profiling using their reduction into a set of variables corresponding to spectra regions also called 'bins' or 'buckets'. These buckets can be easily computed or more sophistically determined [11] . Ideally, a one-to-one correspondence for each of these buckets across all samples should be satisfied. However, it is generally not the case because of uncontrolled changes in chemical shifts of NMR peaks due to slight differences in pH or ionic strength and other physicochemical interactions [17] . In order to avoid an alignment processing step, many approaches [18] [19] [20] attempt to slice the spectra so that each region common to all spectra contains the same peak but is not necessarily centred on this peak. Given that our assignment approach will rely on correlations between buckets issued from the data reduction step, herein we propose a new approach called ERVA (Fig. 2) . First, peak alignment is performed before data reduction using a home-made script written in C language based on a method similar to icoshift [21] . Then, to reduce the dimensionality of spectral data while attempting to retain core information, we have chosen a mathematical method to extract relevant buckets. This method is based on a convolution product between a spectrum (S) and the second-order derivative of the Lorentzian function (SDL).
The convolution product is defined as:
where S i ½ is the value of the spectrum at point i 2 1; N ½ , N is the size of the spectrum (number of data points), P defines the boundaries of the summation and SDL σ is the second derivative of the Lorentzian function and defined as:
where σ is called the Lorentzian width which is the width at half maximum and X 0 is the centre of the Lorentzian function. Due to the fast decrease on both sides of the symmetrical function SDL σ , the P parameter can be limited to 1,000 points, which greatly speeds up the computation time. The convolution C σ produces a new signal (Fig. 2) . If we overlay this signal over the spectra, its zero crossings increased by the value of σ each side give the bounds for the regions to integrate in order to obtain relevant buckets. As we need a one-to-one correspondence for each bucket across all samples and if we assume all spectra well aligned, thus the sum of spectra is also assumed to include all information from all spectra. Therefore, the sum of spectra can serve as a Fig. 2 The data reduction algorithm is based on the sum of all NMR spectra included in the experiment set (six spectra in the present figure) . Then, a new signal (in blue) is computed which results from convolution between the spectra sum and a second derivative of a Lorentzian. The zero crossings of the resulting signal extended each side by the value of s (the full width at half maximum of Lorentzian function) give the bounds of the buckets. To take account of the presence of noise, the minimum value of the convolution signal (C σ ) in a part per million range considered as noise (typically from 10 to 11 ppm) can be taken as a threshold above which no bucket will be considered. Grey areas represent bucket regions. They do not cover the entire part per million scale because of elimination of non-significant regions reference spectrum to determine the relevant buckets common to all spectra. As a result, all relevant information is extracted, free of any non-significant signal. Concerning noise, the minimum value of the signal resulting from the convolution C σ in a part per million range considered as noise (typically from 10 to 11 ppm) can be taken as a threshold above which no bucket will be considered and used for denoising. Mathematically, applying such a convolution product on a spectrum is similar to partial wavelet decomposition. The second derivative of the Lorentzian function plays the role of a wavelet, and the σ parameter plays the role of the level of signal decomposition. In our method, the main difference is that only one decomposition level is taken into account. The second derivative of a Lorentzian was chosen because: (1) a NMR spectrum is a sum of Lorentzian, plus noise and distortion; (2) the second derivative of a Lorentzian is symmetric, and its integral is zero. The σ parameter is the resolution parameter of the algorithm. It sets the detail level of the decomposition with a typical value of 0.0005 ppm.
Clustering of buckets
Thanks to their exact matching with the resonance peaks, the buckets now have a strong chemical meaning, since the resonance peaks are the fingerprints of chemical compounds. However, to assign a chemical compound, several resonance peaks are generally required in 1D 1 H-NMR metabolic profiling and for the same peak, one or more chemical compounds may correspond (peak overlapping). To discover the latent compounds, i.e. which buckets (resonance peaks) are linked together to form a probable chemical compound signature, an approach similar to the CLV approach is used [14] . As the CLV method, it involves two steps, namely a hierarchical clustering analysis followed by a partitioning algorithm. Both steps have been implemented with the R software (http://www.R-project.org) and using the IGRAPH package (http://igraph.sourceforge.net/index.html) for the partitioning step.
To generate relevant clusters (i.e. clusters possibly matching to chemical compounds), an appropriate correlation threshold has to be applied on the correlation matrix before its cluster decomposition. Below this threshold, the correlation coefficients are reset to zero. The threshold value depends on the 1D 1 H-NMR dataset quality and spectra processing efficiency and its choice will be discussed in 'Results and discussion' section.
Matching the bucket clusters with compounds
The aim of the last step is to attempt to match each cluster of buckets, assumed to be a latent compound signature, with each reference compound spectrum of an appropriate library of reference spectra. A reference compound library is defined as a set of 1 H-NMR spectra, with one file per authentic compound, each file containing a list of peak positions (in part per million) with the corresponding relative intensities. The Human Metabolome Database (HMDB) [22] is a good example of such a collection already publicly available. A home-made library of spectra that have been experimentally acquired with authentic standard compounds is another possibility.
Relying on a reference compound library, the matching process tries to match each cluster (source) with reference compounds (targets). As output, it provides for each cluster a list of several putative chemical compounds along with an overall matching score; the highest score being placed in the first rank and so on. The matching process and how to calculate the overall matching score for each cluster are described below and shown in Fig. 3 .
1.
The source is divided into sub-clusters based on distances between peaks, with the assumption that distances within a sub-cluster are almost constant and are lower than those between sub-clusters ( Fig. 3a) . 2. Then, for each sub-cluster within the source, a window on the part per million scale is defined based on its first and last peaks (Fig. 3a) . Getting the closest match between a cluster (source) and a compound (target) during the matching step. The source is divided into sub-clusters based on distances between peaks, with the assumption that distances within a sub-cluster are almost constant and lower than those between sub-clusters (A). Then, for each sub-cluster within the source, a window on the part per million scale is defined based on its first and last peaks (A). For the target, the corresponding sub-cluster, if present, has a number of peaks greater or equal to that of the source. Then, a window on the part per million scale is defined based on its first and last peaks, extended with Dd part per million on each side (B). By sliding the source window over the target window of a peak position in each loop, (B) a score is computed for all possible combinations having at most one gap among the target peaks (allowing a less correlated peak to miss in the source as shown in sub-cluster 1), based on the concept of valid cluster [13] . Finally, the best score is retained (red) and a global score is computed 3. For the target, the corresponding sub-cluster, if it exists, must have a peak number greater or equal to that of the source. Then, a window on the part per million scale is defined based on its first and last peaks, extended of a Δδ ppm on each side (Fig. 3b ). 4. By sliding the source window over the target window of a peak position in each loop, a score is computed for all possible combinations having at most one gap among the target peaks (Fig. 3b) . The score is based on the concept of 'valid cluster' introduced in Chenomx NMR suite 6.0 [23] and described in [13] . The sub-cluster is valid if the best score is lower than 0.33, and the algorithm loops for the next sub-cluster. 5. Finally, a total score (called Score cc ) for the matching with the compound signature is computed taking into account all best scores of valid sub-clusters, as:
where i is comprised between 1 and the number of valid sub-clusters, S i is the score for the valid sub-cluster i and N i is the number of peaks within the valid sub-cluster i. The limitation to a single gap is related to the criterion based on the distance between peaks; more than one gap would imply a distance greater than the average distance within the sub-cluster. In addition, the concept of valid cluster is defined as an indicator of the goodness of fit and trust for a given peak cluster. Herein, the score value is used to sort the well-matched compounds rather than to give a threshold for rejection. Δδ is the major parameter of the method and plays the role of a part per million tolerance. A typical value is 0.02 ppm.
The score based on the concept of valid cluster only takes account of the valid sub-clusters. The cluster size also has to be taken into account. For that, we use the scoring function introduced in MetaboHunter [12] :
where N mcc is the number of matched peaks and N cl is the number of peaks within the whole cluster. Then, we combine Eqs. 3 and 4 to obtain the new score:
Given that a cluster, especially a small one, may have a good match with many compound signatures, a correction is needed that also takes into account the matching between the compound and the complex mixture spectra in order to improve compound ranking. For that purpose, we proceed as described above to compute a matching score Score cmpd mixture = between a compound and the complex mixture spectra. Finally, the two scores are combined with a weighed sum to obtain an overall matching score:
where w 1 and w 2 allow each type of contribution to be weighed. Thus calculated, the overall matching score is used to sort the set of putative chemical identifications proposed as candidate compounds. This overall matching score measures the similarity between the cluster and a subset of resonances belonging to a reference compound. Therefore, several putative compounds may match with the cluster including false positives. The rank information gives the position in the ranking of candidates for this overall matching score. The highest matching score written at the first rank in the candidate compound list gives the most probable compound. For matching, w 1 and w 2 parameters have been introduced to adjust the contribution weight that takes into account the matching between the compound and the complex mixture spectrum in order to improve compound ranking. To fix the w 1 /w 2 ratio, it is tempting to give more weight to the matching score between the compound and the complex mixture spectrum (higher w 2 ) for size 2 clusters and less weight for larger clusters. However, even if the size of a cluster equals 2, it is based on a strong correlation (>0.9), and such clusters often correspond to particular regions easily recognisable by an expert user. The doublet belonging to alanine (1.48 ppm) for instance is such a typical example. Moreover, in dense peak regions, peak overlapping affects peak intensities so that the patterns of each compound within such regions are intermixed. Although part of a compound has a good matching score within such a region, this does not guarantee that it is a true positive compound. Therefore, we give the same w 1 /w 2 ratio whatever the cluster size and the best value empirically found is 4.
Results and discussion
The validation of our approach for an automatic assignment of metabolites described in 'Methods' section is mainly based and discussed on sets of simulated 1 H-NMR spectra. In this way, we could evaluate the influence of data quality (digital resolution, noise) and data processing (baseline correction, peak alignment) on the final results of the approach. Thereafter, using sets of simulated spectra, we compared our data reduction method to another widely used method, tested our matching process with two different compound libraries, and evaluated the choice of several parameters, namely the correlation threshold for the clustering step and the part per million tolerance parameter for the matching step.
Finally, as a proof of concept, our approach was applied to a tomato 1 H-NMR dataset previously published [24] .
Sets of simulated or real NMR spectra In order to make it possible to vary different spectra parameters such as digital resolution, noise or peak misalignments within a set of simulated 1 H-NMR spectra, 17 reference compounds were chosen with their relative concentrations corresponding roughly to a metabolite profile of tomato fruit (Table 1) . Then, each spectrum was calculated as the sum of the 17 weighted normalised spectra of reference compounds with a total intensity equal to 1. The 1 H-NMR spectra of reference compounds were picked from our own compound library (called DBREF6 Table S1 ). Two simulated spectra groups were formed (groups 1 and 2) simulating biological response under the effect of a factor. For each group, three repetitions were calculated by adding variation for each group and three replicates were calculated by adding a variation with a standard deviation of 20 % for each intensity, thus taking into account biological and technological variability independent of the variation between groups. Thereby, by varying noise, digital resolution or even peak alignment, a set of six NMR spectra of compound mixtures was generated, divided into two groups of three repetitions (see Electronic Supplementary Material Fig. S1 ).
To a lower extent, we also used a tomato dataset previously published [24] . The aim of this study was to characterise metabolic changes in tomato flesh and seeds in relation to crucial changes in fruit growth and development patterns. A global approach to quantify compositional changes in metabolic profiles during fruit development and ripening was developed, including untargeted metabolic profiling of polar extracts through 1 H-NMR. It should be noted that each dried extract was titrated with KOD to pH 6 in deuterated 400 mM phosphate buffer solution as solvent, before 1 H-NMR analysis on a Bruker Avance spectrometer (500 MHz NMR field strength). The tomato experiment dataset is stored into MeRy-B data repository for plant metabolomics [25] and can be accessed online (http:// www.bordeaux.inra.fr/pmb/projects/t06002). 1 H-NMR spectra used for evaluating the robustness of different steps of our approach (data reduction, clustering and matching). Seventeen compounds were chosen with their relative concentrations corresponding to a metabolomics profile of tomato fruit. Two groups were formed (groups 1 and 2) simulating biological response under the effect of a factor. A weighting coefficient was applied to the 1 H-NMR reference spectrum of the corresponding compound after normalisation (total intensity equal to 1). The 'Fold change' column gives the relative change between groups (group 2 versus group 1). The last column gives the number of resonance peaks constituting the pattern of the corresponding compound NMR spectrum. Thus, the total peak number is 319 per spectrum of mixture Data quality and data processing Parameters such as noise, digital resolution, baseline correction or peak alignment mostly impact on the data reduction step. However, the following steps, bucket clustering and matching of clusters with compounds, depend on the quality of the data produced upstream. Since the main benefits of ERVA method are (1) reducing the dimensionality of spectral data while attempting to retain core information and (2) producing buckets centred on a single resonance, the discussion will focus on the consequences of data quality and processing on these expected benefits. Digital resolution may have an effect on resonance discrimination due to a lack of points. Indeed, if two peaks are very close, the convolution signal may not cut the x-axis between the two peaks so that they are merged into a single bucket. This may happen especially when the digital resolution is low (i.e. with a resolution of 16 K) and the zero crossing is impeded due to the small number of points (see Electronic Supplementary Material Fig. S2 ). Therefore, a digital resolution of at least 32 K is recommended for good convolution results.
Noise level mainly has an impact on the processing of low intensity peaks. Filtering techniques such as SavitzkyGolay filters [26] are very efficient to drastically reduce noise and thus increase the signal-to-noise ratio (SNR), but they also alter peak shapes and especially the inflexion points (i.e. points where the second derivative changes sign), possibly leading to a less peak separation. In contrast, with a high level of noise, the threshold applied on the convolution signal may be so high that some peaks with low intensity are lost. So, there is a trade-off to be found between the SNR and the preservation of peak shapes. This trade-off can be reached by using the wavelet denoising method [15] which relies on a multilevel decomposition of signal using the discrete wavelet transform. The noise present in the signal can be attenuated while preserving inflexion points (see Electronic Supplementary Material Fig. S3 ). The latter denoising method is therefore recommended for spectra preprocessing before bucketing.
Because a baseline can be approximated as a straight line across the width of a peak (the convolution of a straight line with the second derivative of a Lorentzian function being zero, due to the property of convolution: f*g″=f″*g), baseline correction has no effect on the signal resulting from the convolution and therefore on the position of buckets. In any case, a badly corrected baseline may have effects on bucket integration and subsequently on the clustering step by altering correlations between buckets and therefore the matching of clusters with a library of reference spectra.
Concerning peak alignment, in order to have buckets common to all samples, we need a one-to-one correspondence for each bucket across all spectra. Although the use of the sum of all spectra implies that all spectra are well aligned, very small chemical shift variations (≤0.0015 ppm) are nevertheless allowed without major impacts on the position of the buckets relative to a perfect alignment. However, imperfect alignment may impact on the clustering step, due to lower correlations between buckets belonging to the same compound. If the spectral peaks have significant local chemical shift variation, a spectral peak alignment has to be done to align the majority of the peaks in the misaligned region. To the extent that the peak alignment process does not truncate peaks themselves, but merely shifts the spectra with respect to each others with the cutting and joining points located between peaks, there is no impact on the downstream data reduction process. However, if alignments involving alteration of the lower part of the peaks become necessary, impacts will remain relatively minor using our data reduction method (see Electronic Supplementary Material Fig. S4 ). Indeed, buckets produced by the ERVA method are mainly based on the central part of peaks.
Comparison of two data reduction approaches in the preprocessing step Figure 2 shows that the ERVA bucketing method does not integrate the entire information contained in the spectra, since the bucket areas do not cover whole spectra. However, the ERVA method allows all useful information to be integrated. In order to assess the improvement brought by the ERVA method on the quantity and quality of information integrated in the reduced data, we have compared it with a very efficient bucketing method, the Adaptive, Intelligent Binning Algorithm (called AIBIN) [18] that is widely used. For this purpose, we implemented the AIBIN algorithm described in [18] , in a home-made programme written in C language. The test results presented in this section are based on the set of NMR-simulated spectra described above with a 32 K resolution and a 60 dB (0.1 %) SNR. Regarding resolution parameters, we chose r = 0.1 for AIBIN and σ=0.0005 ppm for ERVA. After reducing noise using the wavelet denoising method described above, we have applied both binning methods, providing two data matrices. The resulting number of buckets provided by each method was very similar: 220 for ERVA and 219 for AIBIN. Given that the six simulated spectra are separated into two groups corresponding to the two levels of a fictive factor, we first computed the proportion of variance explained by the fictive factor (i.e. the ratio between the sum of squares between groups and the total sum of squares). We found 56.3 % for ERVA and 55.3 % for AIBIN (see Electronic Supplementary  Material Fig. S5 ). These values are very similar, but the difference (0.7 %) is nevertheless higher than the noise variance (which was of 0.03 % after reducing noise). This small difference is due to the AIBIN method itself. As shown in Fig. 4 , AIBIN may generate asymmetric buckets in the presence of identical but slightly overlapping resonances such as doublets or triplets (see Electronic Supplementary Material Fig. S6 ). Next, the variance explained by the first component of PLS-DA applied on the two datasets, after unit variance and an orthogonal signal correction (OSC) was 99.5 % for ERVA and 99.2 % for AIBIN which is again very similar (see Electronic Supplementary Material Fig. S5 ). However, in terms of data quality, both methods are not equivalent. The ERVA method produces buckets centred on resonances, contrary to the AIBIN method. Therefore, using ERVA method, the part per million tolerance value in the matching step will be more stringent than using the AIBIN method. As shown below, the part per million tolerance parameter has a strong impact on the matching process between clusters of buckets and compounds.
Effect of the correlation threshold in the clustering process
Compounds involved in the same biochemical pathway may present high correlations between their resonances, but not usually as high as for resonances corresponding to the same molecule. Thus, the optimal correlation threshold is the one that discriminates these two types of correlations. Unfortunately, a single threshold does not usually exist for such discrimination for all compounds because of different SNR for each resonance. In the process of bucket clustering, the higher the correlation threshold, i.e. close to one, the lower are the numbers of clusters and their size, and the higher is their reliability because of stronger correlation. If the threshold is reduced, then the number and size of clusters increase, until the biggest clusters start to agglomerate and at the same time new smaller clusters begin to appear (Fig. 5 ). To find a correlation threshold value allowing a maximal discrimination of compounds, we propose to process as follows: for each value of the correlation threshold included in the range [0.900-0.999] in steps of 0.001, apply the threshold on the correlation matrix, get the corresponding clusters of buckets, then compute the ratio between (a) the size of the biggest cluster and (b) the total number of clusters. The higher limit in the optimal range for the correlation threshold is obtained for the minimal value of the ratio. This allows a maximal discrimination of compounds before their aggregation. By decreasing the threshold, new clusters less correlated may appear while those among the most correlated can agglomerate, but the total number of clusters decreases. A reasonable limit for the correlation threshold is obtained when the size of the biggest cluster exceeds 40. It corresponds to the maximum size of buckets that we can expect to be clustered for a given compound having a complex pattern.
Effect of the part per million tolerance parameter (Δδ) in the matching process The part per million tolerance parameter acts as a tolerance regarding the position of the peaks in the matching process and allows some issues to be solved. First, the peaks of the compound reference spectra may exhibit small differences in intensity and position with those of the compounds in the complex mixture on account of different acquisition conditions, including pH. Second, the alignment process required by the ERVA method can slightly shift the actual positions of the peaks. Therefore, the minimal advised value for the part per million tolerance parameter is around 0.005 ppm in case of well-aligned spectra. To highlight the effect of the part per million tolerance parameter, we performed several tests of matching. Based on a set of 1 H-NMR-simulated spectra with a 32 K resolution and 60 dB SNR (0.1 % of total variance), and after reducing noise with the wavelet denoising method and data reduction based on the ERVA method, we chose two values for threshold on the correlation matrix to perform the bucket clustering process: the first value was the higher limit of the correlation threshold Fig. 4 Comparison of buckets produced by ERVA and AIBIN binning methods based on the sum of three identical Lorentzians (FWHM= 0.001 ppm) but shifted with a 0.005-ppm interval, so that they slightly overlap. On the left: the bins produce by the AIBIN binning method (A1, A2, A3) is delimited by the dotted lines, whereas those produced by ERVA binning method are shown by superposed shaded boxes (E1, E2, E3). First, integrations of ERVA's buckets provide values closer together than those obtained for AIBIN's buckets. Second, centres of buckets correspond to the centres of resonance peaks with the ERVA method unlike the AIBIN method. On the right: comparison of the percentage deviation from the average peak intensities for each buckets produced by both binning methods yielding a maximal discrimination of compounds, as discussed in the previous section; the second value was smaller so that some new clusters less correlated could emerged. Then, with different values of the part per million tolerance parameter, we used and compared two different reference compound libraries for the potential annotation of the simulated 1 H-NMR spectra set. The first compound library was the complete metabolite library of HMDB which included 905 compounds with experimental reference 1 H-NMR spectra on September 2012. The second compound library was issued from our own compound library, DBREF6; this library having served to generate the simulated 1 H-NMR spectra set (Table 1) . For each performed test (four values of part per million tolerance parameter, two thresholds of correlation and two reference compound libraries, i.e. 16 tests in total), we reported the number of true positives out of the 17 compounds included within the simulated set, found with the highest score for at least one cluster, i.e. at rank 1 ( Table 2 and Electronic Supplementary  Material Table S2 ). When values are lower than 17, it means that either one or more false positives have obtained a higher score or the reference compound was not matched with a significant score. Since the peak position of compounds is tolerated within a part per million range (Δδ), it increases the likelihood of matching with the right compound on one hand, while promoting false positives on the other hand. Therefore, the higher the number of compounds constituting the library is, the greater is the likelihood of correspondence with some of them. But as shown in Table 2 , the higher the part per million tolerance parameter is, the greater is the likelihood of matching with false positives. It is typically the case using HMDB as the reference compound library, due to the fact that this library gathers different types of metabolites and reference spectra acquired in several conditions. Fig. 5 Effect of the buckets' correlation threshold on the size and number of bucket clusters obtained using the set of simulated NMR spectra (N=32 K, SNR=70 dB, 220 buckets). The correlation threshold allowing a maximal discrimination of compounds (higher limit) is one that minimises the ratio between (a) the size of the biggest cluster and (b) the total number of clusters (see criterion). By decreasing the threshold, new clusters less correlated may appear while several among the most highly correlated will agglomerate but the total number of clusters will decrease. A reasonable lower limit for the correlation threshold is obtained when the size of the biggest cluster exceeds 40 Table 2 Effect of the part per million tolerance parameter (Dd) in the matching process with compounds using two reference compound libraries (HMDB and DBREF6) for two different values of correlation thresholds (with the corresponding number of clusters in brackets) and applying the test on a set of simulated NMR spectra (32 K, SNR=70 dB). Values shown in the table correspond to the number of true positives (out of the 17 reference compounds included within the simulated set) matched with the highest score for at least one cluster. The same number does not correspond necessarily to the same compounds. The last column shows the total number of reference compounds out of 17 found by combining the two threshold values of correlation and for the best value of the part per million tolerance parameter (in parenthesis) Therefore, the reference compound library should be chosen in accordance with the biological source (e.g. mammalians, plants and microorganisms) and the NMR acquisition parameters (NMR magnetic field strength, sample pH and temperature) and above all must be available. Figure 6 depicts the overall approach, from spectra bucketing to the proposal of candidate compounds. An example of output produced by our matching process is given in Fig. 6 .
Experimental dataset on tomato
As a proof of concept, our approach for an automatic assignment of metabolites was also applied to a tomato dataset [24] as described in 'Methods' section. The major metabolites of each extract were identified after manual peak assignment using 1 H-NMR spectra from pure authentic compounds associated with comparison of published data by an expert user. Thirty-one compounds were thus identified [24] . The dataset comprised 54 spectra.
First, spectrum preprocessing was applied on the tomato dataset as described in the 'Methods' section. The water spectral region between 4.7 and 4.95 ppm was excluded and the range of 0.5 to 9.5 ppm was considered. Then, we proceeded to the spectra alignment before applying a data reduction based on the ERVA approach. The clustering step was performed on this data matrix with a correlation threshold equal to 0.96. The choice of this parameter was based on the strategy explained in Fig. 5 . We obtained 43 bucket clusters. To assess the results generated by the matching process, we relied on the list of 31 corresponding metabolites of the tomato Fig. 6 Illustration of the processing approach from spectra bucketing to the proposal of candidate compounds, using a set of six simulated NMR spectra (32 K, SNR=60 dB). First, the ERVA method of data reduction is applied to the spectra after noise processing, generating buckets as shown for two spectra regions in A. Second, the correlation matrix between bucket intensities is computed and a correlation threshold is applied for bucket clustering (B). The cluster containing 14 buckets shown in B includes 13 buckets shown in A. This cluster gathers two sub-clusters (a and b), each being intra-connected with higher correlations (r>0.996) than the interconnections (r<0.994). Third, matching of the cluster with compounds from DBREF6 database provides a list of candidate compounds (C) for two chosen correlation thresholds. Last, for validation, the reference spectrum of proline (D) is overlaid above the simulated spectra regions study [24] , found by an expert user along with their shape and location of the multiplet which have been taken into account for quantification. Among these compounds, four of them have either a single peak (such as fumarate and formate) or a single detectable peak (such as acetylcholine and choline) from the comparison. Indeed, given that our matching approach is based on clusters of buckets, their minimal size must be greater or equal to 2, so they cannot be found by our approach. Because more than 18 % (almost one out of every five metabolites) are concerned, it represents a loss of metabolic information. An appropriate scoring function is needed for such a pattern. A way to follow could be the probabilitybased matching [27] used in mass spectrometry to search for candidates in libraries.
The list of 27 remaining metabolites will serve thereafter as 'reference list' and a putative compound will be classified Table 3 List of true positive compounds generated by the matching step for the tomato 1 H-NMR dataset, with 0.03 as part per million tolerance value, using the DBREF6 compound library. The rank information gives the position in the ranking of candidates for this overall matching score. The highest matching score written at the first rank in the candidate compound list gives the most probable compound. In contrast, when the rank value is greater than 1 it means that one or more false positives were matched with a higher score; when no score is given, it means that reference compound was not matched with a significant score as true positive when present in this list. Then, the search of compounds was launched within the tomato dataset using the DBREF6 library mentioned above by applying the matching method, with the part per million tolerance parameter, varying between 0.01 and 0.04 ppm. The clustering and matching steps taken as a whole run in less than 10 s, on an AMD Quad-Core 2.4 GHz processor to process the 54 spectra relying on the DBREF6 library. All results are summarised in Table 3 , with 0.03 ppm for the part per million tolerance parameter. We only report results for the true positives, i.e. the candidate compounds corresponding with chemical compounds validated by the expert user in the reference list, along with their overall matching score (computed from Eq. 6). Moreover, we only report the true positive compounds if they ranked in the top five (i.e. the five candidate compounds with the highest scores for each cluster). We found 25 true positive compounds (more than 80 % of the 31 compounds identified by the expert user), including 21 compounds at rank 1 (nearly 70 %). Even if an expert validation is required, our matching method allows the most relevant metabolites to be found and then easily validated by the user. In addition, our approach generates valuable information, such as clusters of highly correlated peaks often revealing a chemical substructure, providing clues for less straightforward assignment tasks (Fig. 6 ).
Conclusion
In this article, we propose an efficient approach for the automatic assignment of metabolites from 1 H-NMR metabolomics profiles of complex mixtures and test it on sets of simulated and real spectra. Although these automatic assignments need to be validated by an expert user, they bring valuable information and a helpful support for compound identification and allow time to be drastically saved. Even for an NMR expert, the matching step may highlight regions of interest further quantified. Our approach can effectively serve as an intermediate step before automatic quantification of metabolites that uses methods either based on the complete reconstruction of the complex mixture spectrum from a library of carefully selected reference compounds [13, 28, 29] or based on region of interests [30] . Indeed, these methods of quantification require a prior list of carefully selected compound, which may be a drawback if applied to samples from various types and origins. Moreover, since the clustering and matching steps of our approach produce automatic assignments, similarly to BLASTs on genomic data, they can possibly be used on sets of unannotated NMR spectra stored in data repositories such as Metabolights [31] . The ongoing development of standard formats, such as nmrML within the COSMOS international consortium (http://www.cosmos-fp7.eu), will facilitate the interconnection of our tools with quantification tools within a pipeline in the near future.
Upon request, we will provide the implementation code used to obtain the results presented in this article for the clustering step, based on R, and the matching step, written in C.
