Abstract. A class of nonlinear boundary value problems for p-Laplacian differential equations is studied. Sufficient conditions for the existence of solutions are established. The nonlinearities are allowed to be superlinear. We do not apply the Green's functions of the relevant problem and the methods of obtaining a priori bounds for solutions are different from known ones. Examples that cannot be covered by known results are given to illustrate our theorems.
1. Introduction. In [3, 4] , Erbe and Tang studied the Sturm-Liouville boundary value problem (BVP for short) for the second order differential equation which comes from the situation involving nonlinear elliptic problems in annular regions.
Recently, Qi [8] investigated the following BVP for a higher-order differential equation:
(1)
x (n) (t) + f (t, x(t), x (t), . . . , x (n−2) (t)) = 0, 0 < t < 1, x i → ∞.
In [2] and [9] , Agarwal and Wong investigated BVP (1) . Let 
k(t, s) k(s, s) ,
where k(t, s) is the Green's function of the differential equation −u (t) = 0, t ∈ (0, 1), subject to the boundary conditions αu(0) − βu (0) = 0 and γu(1) + δu (1) = 0. The following existence result was established by using the upper and lower solution method.
Theorem (Wong [10] ). Suppose that 
Then BVP (1) has at least one nonnegative solution.
In [6] , Lian and Wong studied the BVP for the nonlinear p-Laplacian differential equation of the form
x (i) (0) = 0 for i = 0, 1, . . . , n − 3,
We note that the boundary conditions in (2) are nonlinear, unlike the ones in (1). For BVP (2), the following existence result was established by using the fixed point theorem in cones in a suitable Banach space.
Theorem (Lian and Wong [6] ). Suppose that (D2) φ ∈ C 1 (R, R) is odd and convex and strictly increasing on [0, ∞);
and there exist distinct positive constants λ and η such that
, η] n−1 ; (D4) B 0 and B 1 are both increasing continuous, odd functions defined on R and at least one of them satisfies the condition that there is a θ > 0 such that 0 ≤ B i (x) ≤ θx for all x ≥ 0.
Then BVP (2) has at least one positive solution x such that x lies between λ and η.
We note that the nonlinearity f of the equation in the above mentioned papers only depends on t, x, x , . . . , x (n−2) and the growth condition imposed on f is at most linear. In Wong's theorem above, it is not easy to check the existence of max g 0 , min g 0 , max g ∞ , and min g ∞ ; on the other hand, if one of them does not exist, BVP (1) cannot be solved.
To get solutions of a boundary value problem for the differential equation in [1] , the authors proved that the right focal boundary value problem for the higher order differential equation
has solutions under some assumptions. The main condition imposed on f is the following at most linear growth condition: (D9) there exist nonnegative numbers a i and L such that
In [8] , Liu studied the following BVP for a higher-order differential equation: 
(D11) there exist continuous functions h(t, x 0 , . . . , x n−1 ) and continuous
and (x 0 , x 1 , . . . , x n−1 ) ∈ R n , and
We note that the boundary conditions in the above mentioned papers are either homogeneous or satisfy (D4), and the conditions imposed on f are not easy to check (see (D3), (D5) and (D8)).
Motivated by the above mentioned papers, we are concerned with the following nonlinear Sturm-Liouville boundary value problem for a higherorder differential equation with the p-Laplacian operator:
where A, B ∈ R, α, γ, β and τ are positive numbers, f : [0, 1] × R n → R is continuous, φ(x) = |x| p−2 x with its inverse function ψ(x) = |x| q−2 x with 1/p + 1/q = 1, B 0 , B 1 : R → R are continuous. The boundary conditions in (5) are nonhomogeneous.
Our purpose is to establish the existence of solutions of BVP (5) without the assumptions (D1), (D3)-(D5), (D8) or (D9).
This paper is organized as follows. In Section 2, we present existence results for solutions of BVP (5). We also give some examples to illustrate the main results. In Section 3, the proofs of the main results are given.
Main results and examples.
In this section, we first present sufficient conditions for the existence of solutions of BVP (5) . Then examples are given to illustrate the main results.
To present the results, we set the following assumptions, which will be used in the main results.
(A1) There exist continuous functions h :
. . , n − 2) and positive numbers β and m such that
for all t ∈ [0, 1] and (x 0 , x 1 , . . . , x n−2 ) ∈ R n−1 , and
for all x ∈ R, and there exist constants θ > 0 and
Theorem 2.1. Suppose (A1)-(A3) hold. Then BVP (5) has at least one solution provided
Remark 2.2. Condition (A1) is imposed on the nonlinearity f , and (A3) is imposed on B 0 and B 1 . They are different from known ones since the growth is allowed to be superlinear (the degrees of phase variables are allowed to be greater than 1 if f, B 0 , B 1 are polynomials).
Remark 2.3. Theorem 2.1 is new since (i) we allow f to depend on t, x, x , . . . , x (n−2) and the degree of the variables in f can be greater than 1 if f is a polynomial; (ii) the conditions imposed on B 0 and B 1 are weaker than the known ones (see (D4)), since we allow B 0 and B 1 to be superlinear, and the monotonicity property of B 0 and B 1 is not needed; (iii) the methods of proof are different from the known ones, since the considerably technical assumptions (D1), (D3), (D4), (D5), (D8) and (D9) are not used; (iv) the assumptions here are easy to check.
The proof of Theorem 2.1 is given in Section 3. Now, we present some examples to illustrate the main result. In [1] , BVP (3) is studied under the assumption (D9) in which the growth condition imposed on f is at most linear. This motivates us to study BVPs with superlinear nonlinearities.
Example 2.4. Consider the problem
where r(t) is a continuous function, φ(x) = |x| p−2 x with p > 1. It corresponds to BVP (5) with n = 4,
, and lim
Hence (A1) holds. It is easy to see that (A3) holds. Since
one sees that (A4) holds, i.e., there exist constants θ = 1 and H > 0 such that B i (x)/φ(x) ≥ θ for all |x| > H (i = 0, 1). By Theorem 2.1, it is easy to check that, for each r ∈ C 0 [0, 1], BVP (7) has at least one solution if
Example 2.5. Consider the problem
By Theorem 2.1, it is easy to check that, for each r ∈ C 0 [0, 1], BVP (8) has at least one solution if
Example 2.6. Consider the problem
By Theorem 2.1, it is easy to check that, for each r ∈ C 0 [0, 1], BVP (9) has at least one solution if |a| + |b| < 1.
It is of interest
3. The proof of the main theorem. In this section, we prove the theorem presented in Section 2. This will be done by using the following fixed point theorem.
Let X and Y be real Banach spaces, L : D(L) ⊂ X → Y be a Fredholm operator of index zero, and P : X → X, Q : Y → Y be projectors such that 
Then the equation Lx = N x has at least one solution in D(L) ∩ Ω.
It is easy to transform BVP (5) to the system x (n−1) (t) = ψ(y(t)),
We endow X with the norm x = max{ x 1 ∞ , . . . , x (n−2) 1 ∞ , x 2 ∞ } for all x = (x 1 , x 2 ) ∈ X, and Y with the norm y = max{ y 1 ∞ , y 2 ∞ , |a 1 |, |a 2 |} for y = (y 1 , y 2 , a 1 , a 2 ) ∈ Y . Then X and Y are real Banach spaces.
For BVP (10)- (11), let
Define the linear operator L : X ∩ D(L) → Y and the nonlinear operator
x (n−2) (0)
Proof. The proofs of (i) and (ii) are simple. For (iii), we define the projectors P and Q by P (x, y) = (0, y(0)) for all x = (x, y) ∈ X,
and the isomorphism Λ : Y /Im L → Ker L is defined by Λ(a, 0, 0, 0) = (0, a). The proof of (iv) is standard, using the methods of [10] .
Proof of Theorem 2. Step 1. Let
We prove that Ω 0 is bounded. It suffices to prove that there exists a constant
(i) We prove that there exists a constant M > 0 such that
For (x, y) ∈ Ω 0 , we have
It follows from (14) that
Integrating (15) from 0 to 1, we get
It follows from (A3) and the definition of φ that
Similarly we get
Using (A1) and (A2), we get
Hence
From (6), pick > 0 such that
For such > 0, from (A1), there exists δ > 0 such that
We note, for i = 0, . . . , n − 3, that
Then we get
One has
It is easy to see from the definition of that there is M > 0 such that
(ii) We prove that there exists a constant M 2 > 0 such that max i=0,1,...,n−2
Thus we have
Similarly to the above argument, we can get
It follows from (18) and (19) that there exists a constant M 1 > 0 such that
Together with (17), one gets
(iii) We prove that there exist constants M 3 , M 4 > 0 such that
First, we consider 1 0 |y(s)| q−1 ds. By (14), we get
. Together with
one gets
Thus
This completes Step 1.
Step 2. Let Ω 1 = {x ∈ Ker L : N x ∈ Im L}; we prove that Ω 1 is bounded. We prove that there exists a constant M 6 > H > 0 (H is given in (A3)) such that |a| ≤ M 6 . In fact, one has Step 3. Let Ω 2 = {x ∈ Ker L : λΛ −1 x + (1 − λ)QN x = 0, λ ∈ [0, 1]}.
We prove that Ω 2 is bounded. We will prove that there exists a constant M 7 > 0 such that |a| ≤ M 7 for each (0, a) ∈ Ω 2 . In fact, let x = (0, a) ∈ Ω 2 . One sees that Step 4. Let Ω = {x ∈ X : x < M 5 + M 6 + M 7 + 1}.
Then Ω is a nonvoid bounded open subset of X centered at zero. It follows from Steps 1-3 that
It is easy to see that L(x, y) = λN (x, y) for λ ∈ (0, 1] and (x, y) ∈ D(L)∩∂Ω; N (x, y) / ∈ Im L for every (x, y) ∈ Ker L ∩ ∂Ω; and deg(ΛQN | Ker L , Ω ∩ Ker L, 0) = 0. It follows from Lemmas 3.2 and 3.1 that L(x, y) = N (x, y) has at least one solution (x, y) in Ω. Then x is a solution of BVP (5). The proof is complete.
