Human subjects were exposed to a concurrent-chains schedule in which reinforcer amounts, delays, or both were varied in the terminal links, and consummatory responses were required to receive points that were later exchangeable for money. Two independent variable-interval 30-s schedules were in effect during the initial links, and delay periods were defined by fixed-time schedules. In Experiment 1, subjects were exposed to three different pairs of reinforcer amounts and delays, and sensitivity to reinforcer amount and delay was determined based on the generalized matching law. The relative responding (choice) of most subjects was more sensitive to reinforcer amount than to reinforcer delay. In Experiment 2, subjects chose between immediate smaller reinforcers and delayed larger reinforcers in five conditions with and without timeout periods that followed a shorter delay, in which reinforcer amounts and delays were combined to make different predictions based on local reinforcement density (i.e., points per delay) or overall reinforcement density (i.e., points per total time). In most conditions, subjects' choices were qualitatively in accord with the predictions from the overall reinforcement density calculated by the ratio of reinforcer amount and total time. Therefore, the overall reinforcement density appears to influence the preference of humans in the present self-control choice situation.
Much research on human choice has focused on procedures in which both reinforcer amounts and reinforcer delays differ between the choice alternatives. Such procedures are interesting, in part, because they seem to be analogous in some respects to everyday situations that prompt people to speak of behaving impulsively or in a self-controlled manner (e.g., Logue, King, Chavarro, & Volpe, 1990; Logue, Peña-Correal, Rodriguez, & Kabela, 1986; Millar & Navarick, 1984) . In the standard laboratory procedure, preference for a smaller, more immediate reinforcer over a larger, more delayed reinforcer has been called impulsiveness; preference for a larger, more delayed reinforcer is sometimes seen as analogous to self-control (cf. Logue, 1988; Rachlin & Green, 1972) . Human choice has been studied with concurrent and concurrent-chains schedules designed to resemble as closely as possible procedures used with nonhumans (e.g., Belke, Pierce, & Powell, This study was supported in part by Grant-in-Aid for Scientific Research (C) of the Japanese Ministry of Education, Science and Culture (06610080) .
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1989; cf. Matthews, Shimoff, Catania, & Sagvolden, 1977) , and much of the data obtained in these procedures can be dealt with by the following generalized matching equation (Baum, 1974) :
where A is reinforcer amount, D is delay to reinforcement, R is the number of responses to that alternative, and k, S a , and S d are empirical constants. These parameters can be estimated by the logarithmic linear transformation of the following form:
A bias is present when k is less than or greater than 1.0. The parameters S a and S d represent the sensitivity to variations in reinforcer amount and delay, respectively. Humans' self-control and impulsiveness shown in a self-control choice situation have been affected by several factors such as qualitative differences in reinforcers (e.g., Logue et al., 1986, points; Millar & Navarick, 1984, video game playing; Navarick, 1982, noise reduction) , the presence or absence of a consummatory response (e.g., , changeover-delay duration (e.g., King & Logue, 1987) , difference in choice procedures (e.g., Ito, Nakamura, & Kuwata, 1997; Logue et al., 1990) , and reinforcement density (e.g., Flora & Pavlik, 1992) .
Qualitative differences in reinforcers are likely to affect the occurrence of humans' self-control and impulsiveness. For example, Logue et al. (1986) , using points exchangeable for money as a reinforcer, found that human subjects chose the larger, more delayed reinforcer over the smaller immediate reinforcer. On the other hand, Millar and Navarick (1984) , using video game playing as a reinforcer, found that human subjects tended to choose the smaller, immediate reinforcer when a delay was imposed before the larger reinforcer in a self-control choice situation. Humans' impulsiveness was also shown in the context of negative reinforcement. Navarick (1982) , using noise reduction as a reinforcer, found that humans' preference for the smaller immediate reinforcer increased as the delay preceding the larger reinforcer increased. These results are consistent with those obtained by Belke et al. (1989) , who compared pigeons' choices reinforced by food with humans' choices reinforced by points in a concurrent-chains procedure. They showed that immediately consumable reinforcers such as food generated high sensitivity to delay, whereas conditioned reinforcers such as points generated low sensitivity to delay. Taken together, it seems that secondary reinforcers such as points that are later exchangeable for money tend to produce selfcontrol, whereas primary reinforcers such as food, video game playing, or noise reduction tend to produce impulsiveness in a self-control choice situation. However, a recent study by Forzano and Logue (1994) , using an adjusting-delay procedure (cf. Mazur, 1988) , provided inconsistent data, showing that in human subjects a higher sensitivity to reinforcer amount relative to reinforcer delay was evident irrespective of the difference in the type of reinforcers (juice vs. points) and also that subjects did not differ in their degree of self-control between two different reinforcers that were delivered at the end of the session. These results suggest that the difference in the time of delivery of reinforcers (i.e., consumable during a session or at the end of a session) may in part explain the different effects of primary and secondary reinforcers on self-control choices.
Further, impulsive choice has also been obtained in situations using secondary reinforcers when the so-called impulsive choice produced a greater reinforcement density than the so-called self-control choice would have produced. For example, Flora and Pavlik (1992) revealed that in a discrete-trial procedure using points as a reinforcer, self-control was observed in all but one condition without postreinforcer delays when the impulsive choices produced a higher reinforcement density. In their study, reinforcement density for an alternative was defined as the amount of reinforcement per trial divided by the total time between reinforcements (i.e., prereinforcer delay, reinforcer access period, and postreinforcer delay).
According to the generalized matching equation, reinforcer amounts and delays are assumed to be combined multiplicatively to determine preference for two alternatives; that is, the ratio of reinforcer amount and delay (i.e., A/D) is taken to represent a reinforcing value for each alternative in the generalized matching equation. In contrast, some versions of molar maximization hold that preference is based on the total time (T ) rather than prereinforcer delay (D) alone; total time is defined as the sum of the choice phase duration, prereinforcer delay, reinforcer access period, and postreinforcer delay (timeout period). The ratio of reinforcer amount and total time (i.e., A/T ) is taken to represent a reinforcing value for each alternative according to molar maximization. In either view, reinforcement density (i.e., number of reinforcements per unit time) is supposed to determine preferences in a self-control choice situation. The ratio of reinforcer amount and delay (A/D) represented by the matching law is referred to as local reinforcement density, whereas the ratio of reinforcer amount and total time (A/T ) represented by molar maximization is referred to as overall reinforcement density.
In general, models with free parameters, such as the generalized matching law, can provide a post hoc description but cannot derive predictions in advance of an experiment because these parameters are estimated from the data after the experiment has been conducted. However, one way to circumvent this shortcoming of Equation 1 (or models with free parameters in general) is to derive predictions by using parameters that have been obtained in a different situation. Only a few studies have examined the validity of this approach (e.g., Logue et al., 1990) .
The present study, using a concurrentchains schedule and points as a reinforcer, investigated more systematically whether human choice in a self-control choice situation is predicted by local reinforcement density (LRD) as shown in Equation 1 or by overall reinforcement density (ORD), and whether sensitivity values of Equation 1 obtained in a different situation can be used in predicting human choice in a self-control choice situation. In Experiment 1, humans' sensitivity to variations in reinforcer amount and delay was determined for each subject. Using sensitivity values obtained in Experiment 1, Experiment 2 assessed the predictions of the LRD and ORD in a self-control choice situation in which reinforcer amounts and delays were varied together so as to make different predictions from the two different views.
EXPERIMENT 1
The purpose of Experiment 1 was to examine humans' sensitivity to variations in reinforcer amount and delay. Previous studies used only one condition (except for the baseline condition) of reinforcer amount and delay to estimate sensitivity values for reinforcer amount and delay (e.g., Logue et al., 1986 Logue et al., , 1990 . To increase the generality of sensitivity values obtained, the present experiment used three conditions (four conditions including baseline) for each reinforcer dimension (i.e., amount and delay). The values of S a and S d for each subject were used to predict the subjects' choices in a self-control choice situation arranged in Experiment 2.
METHOD

Subjects
The subjects were 6 adult undergraduate students (3 males and 3 females) between 18 and 22 years of age. They were recruited for participation from an introductory psychology class. None of the subjects was a psychology major.
Apparatus
The experiment was conducted in a small room (3.6 m by 2.8 m). A 14-in. color CRT monitor with a touch panel (MicroTouch Systems Inc.) was placed on the desk, and was separated by a large panel from a personal computer (NEC PC-9801U2) and the experimenter. The touch panel consisted of a capacitance screen. The minimum detectable response duration was 15 ms, and the maximum number of responses that could be detected per second was 44. A touch to the circles presented on the screen of the monitor was defined as a response. A personal computer, programmed to present stimuli (i.e., colored circles and counters) on the screen of the monitor, controlled the experiment and recorded events.
The screen of the monitor contained three colored circles and counters (see Figure 1) . Two colored circles, 5.0 cm in diameter, were located in the center of the screen and 11 cm apart (from center to center). A small colored circle was located 7.0 cm below the center and 13.5 cm from the sides. A counter was located below each of the large circles and above the small circle. A touch to the circles produced a brief beep as response feedback.
Procedure
Each subject was seated before the monitor and required to remove all metal objects (i.e., watches and jewelry) to minimize interference with the touch panel during the session. The subject was then given the following minimal instructions (in Japanese):
Please read repeatedly until you understand. Do not ask for additional instructions. You may play a game. Your task is to earn as much money as you can. Money will be accumulated on the counter and you will receive the total amounts of money accumulated on the counter at the end of the session. Each session is 20 min in duration. You may touch anything on the screen to earn money, but you have to touch with a forefinger. A brief beep sound will be provided if a response is effective. The session will begin when three white circles come on.
A concurrent-chains schedule was employed with two independent variable-interval (VI) VI schedules (i.e., choice phase). During the choice phase, the two larger circles and the smaller circle with its counter were presented on the screen of the monitor. Each circle was colored white (the background color of the screen was black). After entry into either of the terminal links (i.e., delay period), the large circle not selected was darkened and the other large circle was lit with either blue or yellow. Entry into either of the terminal links was arranged by two independent VI 30-s VI 30-s schedules (see Figure 2) . Each interval of the VI tape was derived from the distribution of Fleshler and Hoffman (1962) . As each interval in one of the VI schedules timed out, the timer stopped and reinforcement was assigned to the appropriate side. A 3-s changeover delay (COD) was used. In this COD procedure, 3 s had to elapse after a changeover response from the right to the left circle or vice versa before a subsequent response made it possible to enter into the delay period (cf. de Villiers, 1977) . The next response on the appropriate circle initiated the delay period defined by a fixed-time (FT) schedule. After the delay, the reinforcer access period (3 s in duration) was in effect, in which the small circle was illuminated red and either the left or the right side counter was presented on the screen. Each response to the red circle accumulated a prescribed point (i.e., 1 point was worth 1 yen) on the respective side counter. Therefore, total reinforcer amount (points) per cycle depended on the number of consummator y responses emitted during the 3-s reinforcer access period. The center counter accumulated total points earned. The side counter was always reset at the start of the next cycle. A timeout period followed the shorter delay. Timeout periods were used to equate overall rates of reinforcement on the two alternatives. During timeout periods, the screen was darkened except for the center counter, and a touch to the screen produced no scheduled consequences and no feedback beep.
The experiment consisted of three conditions, that is, baseline, reinforcer amount, and reinforcer delay conditions. In baseline, reinforcer amount was 0.03 yen, and reinforcer delay was 5 s for both alternatives. For the reinforcer amount condition, three different pairs of reinforcer amounts of 0.03 and 0.15, 0.03 and 0.30, and 0.03 and 0.60 yen (for a con-SELF-CONTROL IN HUMANS summatory response) were studied with equal delays of 5 s, and, for the reinforcer delay condition, different pairs of reinforcer delays of 5 s and 25 s, 5 s and 50 s, and 5 s and 100 s were studied with equal amounts of 0.03 yen. Each condition was presented once in a random sequence for the reinforcer amount condition. For the reinforcer delay condition, however, each condition was presented two to four times, depending on the delay values, to equate the total number of cycles (about 40 cycles) for each condition. The baseline condition was presented once, but it was replicated if the subject was not indifferent between two alternatives in the baseline condition. Indifference was defined as choice proportions ranging from .55 to .45. The order of the conditions is shown in Table 1 . Each session was 20 min in duration, and four sessions were conducted per day. The experiment was conducted over 3 days. At the start of each session (except for baseline), the subjects were exposed to four forced cycles (trials) in which both alternatives were presented and the available terminal link was assigned quasirandomly, with equal probability (i.e., two right and two left alternatives), to the right or to the left. These forced cycles were not included in a 20-min session and were never used in data analysis. Each subject completed a questionnaire asking how he or she did during the experiment and received the money earned at the end of each session. Table 1 shows the number of responses to both left and right circles, choice proportions, the number of cycles, and the order of conditions for each subject. Mean number of consummatory responses per cycle and mean obtained reinforcer amount (points) per cycle are also shown in Table 1 . For the reinforcer delay condition, data were combined across sessions. Choice proportions were obtained by dividing the initial-link responses for the right by the total initial-link responses. Choice proportions for the larger of two reinforcers or the shorter of two delays increased with increases in the ratio of the two reinforcers (i.e., reinforcer amount and delay). The mean number of consummatory responses per cycle did not differ substantially between the two alternatives for all conditions, although it ranged from 13 to 34 across conditions. The ratios of obtained reinforcer amounts between the two alternatives were similar to those of programmed reinforcer amounts (arranged as points per consummatory response). In the baseline and reinforcer delay conditions, the mean ratios of obtained reinforcers between the two alternatives, averaged over all subjects and across conditions, were 1.02 for the baseline and 1.03 for the reinforcer delay condition, which were close to the programmed ratio of 1.0. For the reinforcer amount condition, the mean obtained ratios of two reinforcer amounts, averaged over all subjects, were 5.2, 9.6, and 19.2 for the smallest to the largest ratio, corresponding to the programmed reinforcer ratios of 5, 10, and 20, respectively. The difference between the programmed and obtained reinforcer ratios can be expressed with a measure obtained by dividing the obtained reinforcer ratio by the programmed reinforcer ratio. This measure, averaged over all subjects and across conditions, gave a value of 1.01, indicating that the obtained reinforcer ratio was identical to the programmed reinforcer ratio in the present procedure. Figure 3 shows the logarithm of the ratio of responses during the initial links as a function of the logarithm of the ratio of reinforcer amount or delay for each subject. The dashed lines show the locus of perfect matching between the response ratio and reinforcer amount ratio or reinforcer delay ratio. The solid lines show a least squares fit to the data. The value of r 2 is the coefficient of determination. A linear regression was applied to the log-transformed data.
RESULTS
For all but 1 subject (S82), the slopes of the function for the reinforcer amount condition were steeper than those of the function for the reinforcer delay condition. The values of the slope obtained ranged from 0.41 to 1.94 for the reinforcer amount condition and from 0.15 to 1.30 for the reinforcer delay condition. The percentages of data variance accounted for ranged from 64% to 98% for the reinforcer amount condition and from 80% to 99% for the reinforcer delay condition. A linear regression applied to mean data over all 6 subjects yielded the functions y ϭ 0.97x Ϫ 0.12 (r 2 ϭ 0.92) for the reinforcer amount condition and y ϭ 0.55x Ϫ 0.02 (r 2 ϭ 0.99) for the reinforcer delay condition. These results indicate that most of these hu- man subjects were more sensitive to variations in reinforcer amount than to variations in reinforcer delay in the present choice situation.
DISCUSSION
The present experiment used four conditions (including the baseline condition) for each reinforcer to determine sensitivity to variations in reinforcer amount and delay, and found that the performance of most of these human subjects was more sensitive to reinforcer amount than to reinforcer delay, although the differences in the slope of the function between the reinforcer amount and reinforcer delay conditions were relatively small for 2 subjects (S83 and S85). The present results are consistent with those of Logue et al. (1986) , who used human subjects. They used a linear regression and multiple linear regression based on Equation 2 to examine the subjects' sensitivity to reinforcer amount and delay (only one condition for each experiment), and showed that the relative sensitivity values (S a /S d ) were larger than 1.0 in the experiments in which reinforcer amount and delay were varied separately as well as in the experiments in which they were varied together (i.e., a selfcontrol choice situation). Similar results were obtained by Logue et al. (1990) , who examined humans' sensitivity by using a similar linear regression applied to the data obtained from conditions in which reinforcer amount and delay were varied separately. In their Experiment 1, similar to the present procedure, the values of sensitivity to reinforcer amount ranged from 0.5 to 2.0 across 4 subjects, and values to reinforcer delay ranged from 0 to 1.0, consistent with the degree of over-and undermatching obtained in the present experiment. However, the generality of these results (Logue et al., 1986 was limited because the regression analysis was based on a small number of points (one or two conditions). In this regard, the present study, using more than three points, confirmed and extended the previous findings.
EXPERIMENT 2
To examine whether human self-control choices can be predicted by local reinforcement density (LRD) or overall reinforcement density (ORD), Experiment 2 assessed the predictions of LRD and ORD in five conditions arranged in a self-control choice situation in which reinforcer amounts and delays were varied together so as to make different predictions from these different views. In addition, conditions with and without timeout periods (i.e., postreinforcer delay) that followed a shorter delay were arranged to see whether timeout periods affect human selfcontrol choices. In conditions without timeout periods, overall reinforcement density for an alternative producing a smaller, less delayed reinforcer is relatively higher than in conditions with timeout periods. In contrast, local reinforcement density does not differ between conditions with and without timeout periods. Therefore, Experiment 2 determined the effects of presence and absence of timeout periods in relation to the LRD and ORD predictions.
METHOD
Subjects and Apparatus
The subjects were the same 6 undergraduate students who participated in Experiment 1. The same apparatus was used as in Experiment 1.
Procedure
The procedure was the same as that used in Experiment 1 except that reinforcer amount and delay were varied together, and in some conditions there was no timeout period that followed a shorter delay. The concurrentchains schedule and the instructions were the same as those used in Experiment 1.
There were five conditions in which the reinforcer amounts and delays were combined so that the LRD and ORD views made different predictions. These five conditions were divided into two conditions with and three conditions without timeout periods following the shorter delay for each subject.
To derive the predicted choice proportions from the LRD (i.e., matching equation), the values of sensitivity obtained in Experiment 1 were used, and the bias parameter (k) in Equation 1 was assumed to be 1.0 for simplicity. For example, the value of the ratio of responses for two alternatives was calculated to obtain the predicted choice proportion based on Equation 1, R 1 /R 2 ϭ (0.1/ 0.06) 1.19 (6/20.6) 0.56 ϭ 1.03, yielding a predicted choice proportion of .479 (i.e., indifference between two alternatives) for one condition for S86, given that S a ϭ 1.19, S d ϭ 0.56, A 1 ϭ 0.1, A 2 ϭ 0.06, D 1 ϭ 20.6 s, and D 2 ϭ 6 s.
The following four values were used to derive the predicted choice proportions based on the ORD view: (a) the sum of the prereinforcer delay, the reinforcer access period, and the postreinforcer delay (a timeout period) for the alternative producing the smaller, less delayed reinforcer; (b) the sum of the prereinforcer delay and the reinforcer access period for the other alternative producing the larger, more delayed reinforcer; (c) the mean initial-link duration; and (d) the reinforcer amount for each alternative. By using these values, overall reinforcement density can be calculated for each alternative. The predicted choice proportions for the larger, more delayed reinforcer were calculated by dividing the overall reinforcement density for the larger, more delayed reinforcers by the total reinforcement density for the two alternatives. For example, to obtain the predicted choice proportion based on the ORD for the abovementioned condition for S86, the mean initial-link duration was 15 s. Therefore, total time for the alternative producing the larger, more delayed reinforcer would be 15 ϩ 20.6 ϩ 3 ϭ 38.6 s, and for the other alternative producing the smaller, less delayed reinforcer, this value would be 15 ϩ 6 ϩ 3 ϩ 14.6 ϭ 38.6 s. Then, reinforcement density was obtained by the ratio of the reinforcer amount and total time; that is, 0.1/38.6 and 0.06/ 38.6, yielding a predicted choice proportion of (0.1/38.6)/(0.1/38.6 ϩ 0.06/38.6) ϭ .625 (i.e., preference for the larger, more delayed reinforcer).
The following two conditions were arranged with timeout periods; in the first condition (labeled A), the LRD view predicted indifference between two alternatives differing in reinforcer amounts and delays, where- as the ORD view predicted preference for the larger, more delayed reinforcers. In the second condition (labeled B), the LRD view predicted preference for the smaller, less delayed reinforcer, whereas the ORD view predicted the opposite direction, that is, preference for the larger, more delayed reinforcers. The following three conditions were arranged without timeout periods. In the third condition (labeled C), the LRD view predicted indifference, whereas the ORD view predicted preference for the smaller, less delayed reinforcers (except for S85). In the fourth condition (labeled D), the LRD view predicted preference for the larger, more delayed reinforcers, whereas the ORD view predicted preference for the smaller, less delayed reinforcers. In the fifth condition (labeled E), similar predictions were derived from two different views; that is, both views predicted preference for the smaller, less delayed reinforcers except for S82, who was exposed to the second condition (Condition B) without timeout periods.
In these five conditions, the combinations of reinforcer amounts and delays used differed across subjects and conditions. These values are given in Table 2 for each condition and each subject.
Each subject was exposed to four conditions in a random sequence (two conditions were with timeout periods, and the remaining two conditions were without timeout periods) except for S83, who was exposed to only three conditions. Each condition was usually presented twice. Some conditions, however, were presented from three to five times so as to equate the number of trials across conditions when longer delay values were used.
Each session was 20 min in duration, and four or five sessions were conducted per day. The experiment was conducted over 3 days. At the start of each session, the subjects were exposed to four forced cycles (trials) in which the two alternatives were presented and the available terminal link was assigned quasirandomly, with equal probability, to the right or to the left for all conditions. As in Experiment 1, these forced cycles were not included in the 20-min session or in data analysis. At the end of every session, each subject completed a questionnaire asking how he or she did during the experiment and received the money earned during that session. Table 2 shows the conditions that differed in both reinforcer amount and delay, the number of responses for both left and right alternatives, choice proportions, number of sessions and cycles, the mean number of consummator y responses per cycle, and the mean obtained reinforcer amount per cycle for each subject. Choice proportions for the larger, more delayed reinforcer varied across conditions in which reinforcer amount and delay were varied together. As in Experiment 1, the mean number of consummatory responses per cycle did not differ substantially between two alternatives, although it ranged from 16 to 27 across conditions. The measure of the difference between the programmed and obtained reinforcer ratios, averaged over all subjects and across conditions, gave a value of 1.0, indicating that the average obtained reinforcer ratio was identical to the programmed reinforcer ratio as in Experiment 1. Figure 4 shows the obtained choice proportions for the larger, more delayed reinforcers and the predicted choice proportions from the LRD and ORD views for the first two conditions (Conditions A and B). For Condition A, the obtained choice proportions were above .5 in all cases. Further, the obtained choice proportions were above .5 in four of six cases for Condition B. Across two conditions (A and B), 10 of 12 cases were qualitatively in accord with the ORD predictions. A quantitative analysis revealed that the differences between obtained and predicted choice proportions were smaller for the ORD predictions than for the LRD predictions; mean absolute difference was .179 for the ORD predictions, whereas it was .381 for the LRD predictions. In most cases, the obtained choice proportions were greater than the ORD predictions. This finding is due to the fact that most human subjects preferred the larger, more delayed reinforcers more often than expected by the ORD predictions. Together, it seems that human preferences in a self-control choice situation were better predicted by overall reinforcement density than by local reinforcement density when timeout periods were used. Figure 5 shows the obtained choice proportions for the larger, more delayed reinforcers and the predicted choice proportions based on the LRD and ORD views for the remaining three conditions (Conditions C, D, and E). For Condition C, the obtained choice proportions were below .5 in all but 1 subject (S85), whose choice proportion was also in accord with the ORD predictions, and were qualitatively consistent with the ORD predictions. For Condition D, the obtained choice proportions were below .5 and lower than the predicted choice proportions based on the ORD view. Although the difference between the predicted and obtained choice proportions was relatively large, the results obtained in Condition C were more consistent with the ORD than with the LRD. Further, only one case was in accord with the prediction of the LRD view for Condition E. Across three conditions (C, D, and E), 10 of 11 cases were qualitatively in accord with the ORD predictions. As in Figure 4 , a quantitative analysis revealed that the difference between obtained and predicted choice proportions was smaller for the ORD predictions than for the LRD predictions; mean absolute difference was .214 for the ORD predictions, whereas it was .342 for the LRD predictions. Figure 6 illustrates the correlation between the obtained and predicted choice proportions based on the LRD and ORD. Obtained choice proportions increased more systematically with increases in the ORD predictions than in the LRD predictions, although obtained choice proportions were more extreme than predicted from the ORD. To obtain correlation coefficients, choice proportions were transformed to response ratios (R 1 /R 2 ), and the log-transformed response ratios underwent a linear regression (cf. Baum, 1979) . This procedure yielded the correlation coefficients and the equations for the best fitting straight line, r ϭ 0.10 (y ϭ 0.23x Ϫ 0.29) for the LRD and r ϭ 0.65 (y ϭ 1.91x Ϫ 0.07) for the ORD. Thus, the difference in the correlation coefficients supported the above-mentioned differences between obtained and predicted choice proportions based on the LRD and ORD.
RESULTS
In a comparison of conditions with and without timeout periods, the conditions without timeout periods did not improve the difference between the ORD predictions and obtained choice proportions. This finding may be due to the fact that in most cases, the human subjects preferred the smaller, less delayed reinforcers more often when timeout periods were not included. Although the conditions without timeout periods did not improve the differences between obtained and predicted choice proportions, humans' preferences in a self-control choice situation were still better predicted by the ORD rather than by the LRD.
DISCUSSION
The purpose of the present experiment was to examine whether human self-control choices were better predicted by the LRD or the ORD views. The present experiment arranged five conditions in which the LRD and ORD views made different predictions. Choice proportions for the larger, more delayed reinforcers varied across conditions and were qualitatively consistent with the ORD rather than the LRD predictions in 20 of 23 cases across five conditions. Therefore, the present results support previous findings that human self-control choices are better described by the ORD (e.g., Flora & Pavlik, 1992; Logue et al., 1990 ). The present results extended the generality of Logue et al.'s (1990) results to a situation in which the predictions derived from both the LRD and ORD views were examined systematically in several conditions.
One explanation for why the parameters of Equation 1 failed to predict choice proportions in the self-control choice situation is that the sensitivity parameters were obtained in situations in which only one dimension (i.e., reinforcer amount or delay) was varied, whereas choice proportions were obtained in situations in which reinforcer amount and delay were varied together. That is, different factors (i.e., the LRD and ORD) may play a role in determining choices for different situations in which only one or two dimensions of reinforcers are varied, as in Experiments 1 and 2. If this is the case, parameters must be obtained in situations in which both reinforcer amount and delay are varied together to predict self-control choices. However, the validity of this explanation remains to be examined.
The present experiment assessed predictions of the LRD and ORD views in conditions with and without timeout periods. In conditions with timeout periods, a timeout followed the shorter delay so as to equate total time between reinforcements for the two alternatives. Therefore, the difference in reinforcement density depended only on reinforcer amounts arranged for the two alternatives in terms of the ORD view. In conditions without timeout periods, however, the difference in reinforcement density depended on total time and reinforcer amounts for the two alternatives. Thus, this procedure (no timeout) was thought to favor the ORD predictions if human subjects were sensitive to the difference in total time between the two alternatives. As shown in Figures 4 and 5 , the pattern of the obtained choice proportions across conditions with and without timeout periods revealed that most of the human subjects preferred the larger (and more delayed) reinforcers more often in conditions with timeout periods (Conditions A and B), whereas they preferred the smaller (and less delayed) reinforcers more often in conditions without timeout periods (Conditions C, D, and E). This pattern suggests that the performance of human subjects can be sensitive to the presence and absence of a timeout period. This finding is inconsistent with the results obtained with pigeons by Logue, Smith, and Rachlin (1985) . In that study, the effects of pre-and postreinforcer delays in a discretetrials self-control choice situation were studied. They observed that the performance of pigeons was less sensitive to postreinforcer delay than to prereinforcer delay. This inconsistency may reflect the difference in sensitivity to timeout periods (i.e., postreinforcer delay) between pigeons and humans, although the investigators did not examine the conditions in which postreinforcer delay was excluded for a smaller, less delayed reinforcer, as in the present experiment.
GENERAL DISCUSSION
The present study investigated the sensitivity of human behavior to variations in reinforcer amount and delay by varying the ratio of two reinforcers for each reinforcer dimension (i.e., amount and delay). The study found that the choice ratios for most of the human subjects were more sensitive to reinforcer amount than to reinforcer delay. That is, in most cases sensitivity values for reinforcer amount (S d ) based on Equation 1 were greater than sensitivity values for reinforcer delay (S d ). Thus, the present results confirm and extend the previous findings of Logue et al. (1986 Logue et al. ( , 1990 to the situation in which each sensitivity value for reinforcer amount and delay was determined based on data obtained from four conditions (including a baseline condition).
Sensitivity values based on Equation 1 have been used as a quantitative measure of human as well as nonhuman animal preferences (Chavarro & Logue, 1988; Ito, 1985; Logue et al., 1986 Logue et al., , 1990 Omino & Ito, 1993) . The absolute values of S a and S d have been shown to vary depending on the difference in the type of reinforcement schedules (e.g., Chavarro & Logue, 1988) , the difference in the terminal-link duration of a concurrent-chains schedule (e.g., Ito, 1985) , and the difference in the terminal-link stimulus conditions, that is, the conditioned reinforcing effects (e.g., Omino & Ito, 1993) . The relative values of sensitivity to reinforcer amount and delay (S a /S d ) have also been shown to covary with the degree of pigeons' self-control exhibited (e.g., Logue, Rodriguez, Peña-Correal, & Mauro, 1984) . The more pigeons show selfcontrol, the larger S a is relative to S d . This measure can also be used in describing rats' points of indifference between two alternatives differing in both reinforcer amount and delay (e.g., Ito & Oyama, 1996) . Together, it seems that the absolute and relative sensitivity values are affected by the procedures used and are useful as a post hoc description of self-control and impulsiveness in a self-control choice situation (Green & Snyderman, 1980; Ito & Asaki, 1982; Logue et al., 1984 Logue et al., , 1986 Logue et al., , 1990 . Although a few studies with human subjects have attempted to relate the relative measure of sensitivity (S a /S d ) to the degree of self-control (e.g., Logue, Forzano, & Tobin, 1992) , it appears that the results of Experiment 2 question this attempt because humans' self-control choices are better predicted by the ORD than by the LRD under some conditions. The present study also investigated the predictability of human self-control choice from the LRD and ORD views by arranging five conditions, and demonstrated that human selfcontrol and impulsiveness were better predicted, in a qualitative sense, by the ORD than by the LRD. In most cases across the five conditions used, self-control and impulsive choices varied as a function of the combinations of reinforcer amount and delay, consistent with the ORD predictions. This finding is in accord with the finding obtained in Experiment 1 of Logue et al. (1990) , in which a no-timeout procedure was used with two independent VI schedules in the initial links of a concurrentchains schedule. In this respect, the results of both studies are similar despite different values of reinforcer amount and delay, different procedures for manipulating reinforcer amounts (points obtained by a consummatory response vs. duration of reinforcer access periods), different operanda (screen touch vs. rod push), and different monetary values (yen vs. dollar) as reinforcers. Therefore, the results appear to be fairly general. Further, the present study supports the previous finding that human self-control and impulsiveness are predicted reasonably well by the ORD, although the fit to the data was well predicted only in a qualitative sense.
These results indicate that human self-control and impulsiveness might usefully be reconsidered within the framework of the ORD view (e.g., Rachlin, 1989) ; in the molar conception of self-control, self-control can be defined based on the total time and reinforcer amount integrated over a whole session. From that perspective, human choices of a smaller, less delayed reinforcer would not be defined as impulsiveness but as self-control in the molar view if choices of a smaller, less delayed reinforcer produced a higher reinforcement density than did choices of a larger, more delayed reinforcer.
In a concurrent-chains schedule, which has usually been studied with nonhuman subjects, the data obtained in this procedure have been well predicted by Fantino's delayreduction model (i.e., a model without free parameters), which derives predictions in advance of an experiment (cf. Fantino & Davison, 1983) . Does the delay-reduction model handle the present data with human subjects better than the ORD? To address this question, an analysis of the present data was carried out in terms of the delay-reduction model, which states that choice for an alternative depends on the reduction in overall time to the reinforcer correlated with choice for the alternative. A parameter for reinforcer amount was not included in the delay-reduction model, however. By assuming that rate and amount of reinforcement are functionally equivalent, it has been suggested that re-inforcer amount could be transformed to a delay value (cf. Ito & Asaki, 1982; Navarick & Fantino, 1976) . Based on this transforming procedure, predicted choice proportions were calculated for each condition and each subject. Mean absolute differences between obtained and predicted choice proportions across all 6 subjects were .397 for conditions with timeout periods (Conditions A and B) and .167 for conditions without timeout periods (Conditions C, D, and E). Together, these results reveal that the delay-reduction model did not handle the present data better than the ORD, although a slightly better fit to the data in conditions without timeout periods was obtained. Other models of choice with free parameters, such as Killeen's incentive model (1982) and Grace's contextual choice model (1995) , share the nature of a post hoc description and are, therefore, limited to predict choices in advance of an experiment. As in the present approach, the parameters of these models must be estimated in a different situation to predict choices. However, the application of these models to the present data is beyond the scope of the present study and remains to be examined in future research.
As mentioned in the discussion of Experiment 2, the pattern of the differences between obtained and predicted values reveals that the performance of the human subjects was more sensitive to overall reinforcement density than was expected from the ORD view. Therefore, this overweighting of overall reinforcement density must be incorporated in models of human self-control choices. Based on the present results, the generalized matching law applied to the self-control choice situation may be transformed to the following function:
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where ORD is the overall reinforcement density, R is the number of responses to that alternative, and k and S ord are empirical constants. The parameter S ord represents the sensitivity to overall reinforcement density. To obtain values of sensitivity to overall reinforcement density, Equation 3 was applied to the present data. As in the case of Equation 1, a linear regression was applied to the logtransformed data obtained from four conditions with and without timeout periods for each subject (except for S83, who was exposed to three conditions). For all subjects, the slopes of the functions were more than 1.0 and ranged from 1.0 to 7.91, showing substantial individual differences in sensitivity to overall reinforcement density. The percentages of data variance accounted for ranged from 25% to 98%; in particular, those values were more than 92% in 3 of 6 subjects, and in the remaining 3 subjects these values were 72%, 58%, and 25%. The median value of the slopes of the functions across all 6 subjects was 1.8, indicating that the sensitivity to overall reinforcement density was greater than expected when predicted values were calculated from the ORD view. Together, the present analysis suggests that the differences between obtained and predicted values from the ORD are interpretable as high sensitivity to overall reinforcement density in human subjects.
In conclusion, the present study demonstrated that human self-control choices were, in a qualitative sense, well predicted by the overall reinforcement density, and also that most human subjects preferred the larger reinforcers more often in conditions with timeout periods, whereas they preferred the less delayed reinforcers more often in conditions without timeout periods. These patterns of human choice in the present self-control choice situation were consistent with Equation 3, indicating a high degree of sensitivity to overall reinforcement density. These findings remain to be incorporated in the modeling of human self-control choices within the framework of the ORD view. It should be stressed, however, that the present results were obtained under conditions in which the reinforcers were points that were exchanged for money after the end of the session. There are reasons to suspect that the results might have been more consistent with predictions based on LRD if the scheduled reinforcers had been significant in their own right (e.g., consumable) rather than being derived through a delayed exchange (Hyten, Madden, & Field, 1994; Jackson & Hackenberg, 1996) .
