An enormous amount of digitization of content has led to extreme demands on storage systems. Multitier 
Introduction
Brain-inspired cognition has been actively applied in many areas such as Education, Cognitive Psychology, Computer-generated Forces, Human-computer Interaction and Neuroscience. Our intention is to extend it further to applications in network storage technologies. The human brain has the ability to store, catalogue, and retrieve information from memory without significant performance issues irrespective of how old the collected memory is. The adaptive learning and real-time decision making are two of brain's intelligent functions. Thus, we adapted these two functions in the design and implementation of INSS. The details are explained in sections 2 and 3.
The motivation of having an intelligent method in network storage system is to effectively manage data with complex access patterns and under dynamic environment. Using the data's access patterns as input, INSS determines which data need to be downgraded to lower storage tier or upgraded to higher tier. As access patterns change dynamically, this paper presents how Reinforcement Learning can be used to optimize data migration policies.
A number of research projects have been done in brain-inspired application [12, 13, 14] . However, there are very limited works done for network storage domain. In [1] , Ezzat and Sitaram presented intelligent data storage system with intelligent storage manager and devices. Their method is to segment an execution plan into one or more fragments with at least one data filtering parameter, which will be used by one or more intelligent storage devices to execute plan fragment on the source data. Bakke et al [2] proposed intelligent data storage manager functions to combine the non-homogeneous physical devices to create a logical device with new and unique quality of service characteristics that satisfy the criteria for the policies appropriate for the present data object. They used weighted values to produce a best fit solution to the requested policies in an n-dimensional best fit matching algorithm. The resulting logical device definition is then implemented by dynamically interconnecting the logical devices that were used as the components of the newly defined logical device to store the data object.
Vengerov [3] presents a policy-based framework for dynamically deciding which files need to be upgraded to a higher tier or downgraded to a lower tier based on their recent access pattern and on the system's current state. The framework uses a Reinforcement Learning (RL) methodology for tuning parameters of tier-cost functions based on which file migration is performed. Zhang et al [6] proposes an automated, deadline-aware, lookahead migration scheme to address the data migration challenge. Guerra et al [5] presents an extent-based dynamic tiering solution (EDT). This EDT has a Configuration Adviser which determines the adequate mix of storage devices to buy and install to satisfy a given workload at minimum cost, and a Dynamic Tier Manager performs dynamic extent placement once the system is running to satisfy performance requirements while minimizing dynamic power consumption.
The proposed Intelligent Network Storage System (INSS) is built on a Storage Area Network (SAN) with a parallel distributed file system coupled with tiered-storage support. A SAN [4, 15] is a specialized, high-speed network attaching servers and various storage devices. The storage system is divided into multiple tiers with each tier consisting of storage device that has different data retrieval times and different cost of storage than the storage devices in other tiers. Storage devices such as Solid-State Drive (SSD) or Flash-Hard Disk Hybrids for Tier 0, FC SCSI disk or SAS disk for Tier 1 and SATA Disks for Tier 2 are used in the system. High tier class of storage (Tier 0) is high performance but expensive storage systems while low tier class (Tier 2) is low performance, inexpensive storage devices. Tiered storage is employed to place different class of data to different storage types to improve performance while reducing costs. Therefore, to allow efficient access of data while reducing storage cost, the frequently accessed data are placed in the high performance but expensive storage devices; while the less frequently used data migrate to slower but less expensive disks.
The intelligent agent in the INSS adapts two intelligent functions of the brain namely, adaptive learning and real-time decision making. INSS can dynamically decide which storage tier data can be relocated based on their recent access patterns. It monitors the fine-grained data usage pattern and set the classification dynamically, with brain-like's adaptive capability. To achieve this, we first examine the fine-grained data usage patterns, analyzing the access history and observing the rich metadata of the file. We then set the reward functions to guide the system itself to learn the policies for data relocation to different tier storage. This learning process is dynamic and without manual intervention. Finally, after learning the policies, the system itself can move data adaptively with the guidance of the learnt policy taking into consideration the file-level access history, retrieval performance and storage resource. The intelligent agent in INSS utilizes reinforcement learning (RL) to decide which tier to best place the data. RL automatically fine-tunes the migration policies used for the INSS' real-time decision making functionality. RL [7] is an interaction-based paradigm wherein an autonomous agent learns to adjust its behavior according to feedback from the environment. In reinforcement learning, an agent learns to optimize its interaction with dynamic environment through trial and error [8] .
The rest of the paper is organized as follows: Section 2 describes the architecture of INSS while section 3 provides details of INSS' design and implementation. Section 4 shows the performance analysis of the system and presents the test results. The last section concludes and provides brief information of the future work.
Architecture of Intelligent Network Storage System
Storage scalability and I/O performance are becoming more critical with more applications running and storage space expanding. A reliable, efficient storage and retrieval, cost-effective storage system is necessary to meet both scalability and performance requirements. Therefore we proposed a multi-tiered storage system with adaptive migration which can provide cost-effective storage space while providing good I/O performance with fast retrieval speed. This multi-tiered storage system can relocate data dynamically and adaptively according to the storage usages.
The Intelligent Network Storage System (INSS) is built based on parallel distributed file system for its scalability and high parallel I/O performance. INSS is composed of four components: Metadata Server (MDS), Object Storage Servers (OSSs), Clients, and the Intelligent Agent. The architecture of INSS is shown in Figure 1 . OSS provides the file I/O service while the Metadata server (MDS) manages metadata such as the names and directories in the file system. OSS servers use a storage array attached over a Fiber Channel (FC) or Serial Attached SCSI (SAS) connections and thus, they do not use internal drives.
Figure 1. Architecture of Intelligent Network Storage System
INSS' storage system supports three tiers, each tier consisting of storage device that has a different storage characteristics and cost. Tier 0 -the highest tier and most expensive storage tier -will provide the highest throughput and faster access while tier 2 as the lowest tier, provides the lowest performance but of the least cost. In this system, storage is only attached to the server nodes (OSS) and not to the client nodes. Clients are used to access the file system.
INSS provides an intelligent agent to scan an existing system for its data and decides which data need to be placed on which storage to better utilize the storage resources. This agent is responsible for mining the metadata attributes of the data and automatically classify them based on their recent access pattern. A reward function will guide the system itself to learn the optimal policies and with the guidance of the learnt policies, the system can move data adaptively. With an intelligent agent that can adapt to the data's access patterns, it can relocate data across tiers and thus enables the system to carry out a dynamic and adaptive data management process.
Implementation of Intelligent Agent in the Network Storage System
We built the system test bed based on a parallel distributed file system with tier-storage support. The Intelligent Network Storage System (INSS)'s design and implementation was inspired by the human brain and by the cognitive architecture specified in [9] , which mainly defines five core functions: Frontal Cortex (Executive functions), Perception (Perception), Limbic System (Affective functions), Association Cortex (Integrative functions), and Motor Cortex (Motor Control).
An intelligent agent was developed which maps each brain's core regions and functions to an INSS module (shown in Figure 2 
File Access Monitor and Access Pattern Evaluation Modules Modeled after Perception
Perception is the process of acquiring, interpreting, selecting, and organizing sensory information [9] . The File Access Monitor module acts as a receiver of raw inputs from the parallel distributed file system and processes that information to make them into useful information. This module receives the access log data (see Figure 3) collected from I/O traffic monitoring of the parallel distributed file system. The raw data (access logs) are processed to extract all the file's read and write access daily total. The information collected is then used to update the file's access pattern (usage pattern). The access pattern, one of the metadata attributes of a file, is an array of integers used to record the file's number of accesses in a given day (Figure 4) . Number of accesses in this context is the summation of the number of 'reads' and the number of 'writes' access of a given file. From the file's access pattern, the weight of the file can be determined by computing the value of Access Pattern Evaluation (APv). The formula for APv is given as:
APv is the file value that determines the weight of the file while N is the number of life stages. W(i) =  n *a, n is the length of backward days from the calculating day on the i-th day, 0<  <1; a is the number of times the file was accessed. )) ( ( file i U f is the usage weighted based on inter-reference time. This is equal to 0 (zero) if the file is not used on the i-th day, otherwise it is 1divided by the interval days:
is the file's inter-reference time in number of days. APv is determined by the frequency of usage or access of a given file. If the frequency of access is high, the value of APv is high. Conversely, low frequency of access means low value for APv. Current Tier is the storage tier where the file currently resides. Its value ranges from 0 to 2.
The following is the code snippet for the APv computation: The computed APv is used as one of the state parameters in the Adaptive Decision Making (ADM) module. The complete parameters used for state s are 1) the file's previous access pattern evaluation value (previous APv), 2) the file's current access pattern evaluation value (current APv), and 3) the file's current tier (Ct) ( Figure 5 ). The computed APv is the current APv while the previous APv and Ct values are extracted from the file's metadata. 
Learning Module Modeled after Pre-Frontal Cortex (Executive Functions) and Association Cortex (Integrative Functions) The Pre-Frontal Cortex (Executive Functions) and the Association Cortex (Integrative Functions):
The prefrontal cortex (PFC) is the anterior part of the frontal lobes of the brain. It has been implicated in planning complex cognitive behaviors, personality expression, and moderating correct social behavior. It is important when "top-down" processing is needed; that is, when behavior is guided by internal states or intentions. Basic activity of this brain region is the orchestration of thoughts and actions in accordance with internal goals.
The Association Cortex (Integrative Functions) is the association area, associating sensory inputs to motor outputs and performing the mental task of mediating between sensory inputs and motor outputs.
Learning Module: The Learning module is the repository of policies used by the Adaptive Decision Making module in performing action selection. The reward function defines the goal of the RL agent and it defines what the good and bad events are for the agent. The agent's objective is to maximize the reward it receives over the long run. Rewards are the immediate and defining features of the problem faced by the agent. And thus, the reward function must necessarily be fixed and it may be used as a basis for changing the policy. For example, if the action selected by the policy produced a low reward, then the policy may be changed to select other actions in that situation in the future. The reward function R is computed as follows:
Total Access is defined as the total number of read and write access for the given period while Tier Speed is the access speed of the storage tier, in MB/sec. FileSize is the total size of the file measured in MB and Storage Cost is the cost of storage, in $/MB. and are the constants used to indicate the ratio of storage cost to the tier's access speed. As different tier storage has different storage cost, this ratio specifies how much storage cost we are willing to pay for the increase in access speed.
The feedback from the Reward function is used to compute a new estimate of the Q value for performing the chosen action in the current state. This new Q value is then used as the teaching signal for TD-FALCON to learn the association of the current state and the chosen action to the estimated Q value (refer to Figure 7 ).
Adaptive Decision Making Module and Relay Module Modeled after the Limbic System(Affective functions)
The limbic system is a term for a set of brain structures that supports a variety of functions including emotion, behavior and formation of long term memory [9] . The role of Adaptive Decision Making (ADM) module is to select an action or a decision from a list of proposed actions or decisions so as to reach the current goals or sub-goals. The Relay module distributes information to the relevant modules and maintains the current situation, in a form of working memory, for all the modules in the system. The current Relay module is able to combine information from different modules and distribute the information to the relevant modules.
The implementation of INSS' ADM module enables Reinforcement Learning [10] (see Figure 7) in the system. The ADM module implements TD-FALCON proposed in [11] which incorporates Temporal Difference (TD) methods to estimate and learn value functions of action-state pairs Q(s, a) that indicates the goodness for a learning system to take certain action a in a given state s. These value functions are used in the action selection mechanism (also known as policy) to select an action with maximal payoff. The policy is the core of the RL agent. It is the decision-making function of the agent that specifies which action (placement of files on which storage tier) to take in each situation (state s) it might encounter. The simplest action selection policy is to pick the action with the highest value predicted by the TD-FALCON [11] . However, a key requirement of autonomous agents is to explore the environment. One of the challenges in Reinforcement Learning (RL) is the trade-off between exploration and exploitation. To obtain a lot of reward, an agent must prefer actions that it has tried in the past and found to be effective in producing reward. But to discover which possibly better actions there are, it has to select actions it has not tried before. The agent has to exploit what it already knows in order to obtain reward in the short term, while it also has to explore in order to make better action selections in the future.
With current state s coming from Perception module, TD-FALCON first decides between exploration and exploitation. For exploration, a random action is picked. For exploitation, TD-FALCON searches for the optimal action. The exploration/exploitation rate is defined by the parameter epsilon (of the RLThe initial exploration rate must be high and then it is gradually decreased each time the agent finds the solution. State information will be processed by the ADM module which in turn will recommend the action for the given state (see Figure 8 ). The selected action will be forwarded to the Data Movement module for it to execute. 
Data Movement Module Modeled after Motor Cortex (Motor Control)
Motor Cortex is the region involved in the planning, control, and execution of voluntary motor functions. Data Movement module is used to alter both the external environment and the internal state of the agent. It receives instructions from modules such as the Adaptive Decision Making (ADM) module and applies the necessary actions to the external environment or internal state of the agent.
The Data Movement module performs the action selected by the ADM module. The system has taken into account the current storage tier where the file currently resides in order for the ADM to recommend the only possible actions and for motor module to execute. For example, if the file currently resides in the highest storage tier (Tier 0), the only possible actions that can be selected are Retain in current tier and Downgrade to lower tier. Similarly, if the file is currently in the lowest tier of storage, it can only be migrated to higher tier (Upgrade) or retain in current tier.
Performance Analysis
The test bed was built with five (5) HP Workstations, each with 3GB RAM 2-CPU Dual Core AMD Opteron Processor 270. These machines were installed with Linux OS and Lustre 2.0 file system. One (1) server was used as a metadata server (MDS), 3 servers as Object Storage servers (OSS), and one (1) as a Lustre client. The intelligent agent was installed in the client machine. Disk arrays were connected to each OSS through the Brocade 300 Fibre Channel switch. The Lustre file system used in the setup was modified to support multi-tier storage and to include extended attributes required by the system.
In our setup, we emulated the 'learning' stage of the intelligent agent using different value combination of the state s, action a, and reward r (s, a, r) until the agent learns the optimal policy for each state. Value of the state s is defined as (APV old , APV new , Ct). We consider the previous value of APv, the new APv value, and the storage tier where data currently reside as the three parameters comprising the state value. For the purpose of this test, we define and set the range value of APv from a low of 0 to a high of 50. Value of APv is computed on a weekly basis (i.e. APV old is the previous week's APv value and APV new is for the current week). Current Tier (Ct) has a value ranging from 0 (Tier 0) to 2 (Tier 2). At the beginning of the learning process, we set the epsilon to high value (= 0.9) as the agent must explore first as it has no initial knowledge about the environment. At the end of learning, we set the  to 0 (exploitation) to always use the optimal policy. A reward function will guide the system itself to learn the optimal policies.
After learning the optimal polices, we used a set of 1000 random combination of state values and passed these values to the Adaptive Decision Making (ADM) module to test the ADM's action selection. And for each set of 1000 state values, we ran the ADM module with a different value of epsilon adjusting its value from 0.9 to 0.0 with a decremented step of 0.1. Figure 9 shows the result of this test. Results from each set of 1000 random state (S) value items that were passed on to Adaptive Decision Making module for action selection.
Epsilon () value was adjusted from 0.9 to 0.0 for each set
The results show how the Reinforcement Learning (RL) respond to the changing value of epsilon and how good the actions are given at each stage of . We can see that if RL is set to exploration (= 0.9), large part of the actions selected are random actions and not of the optimal action value. When RL is set to exploitation (= 0.0), we can get around 97% of the actions picked were that of the optimal action. The agent chooses the action with maximum potential reward in the exploitation phase. Optimal action is the action given by RL where the data in question will be relocated to the optimal storage tier.
We have also tested the system with different workloads to see how the system can adapt to varying workloads simulating real-life traffic situation. From the previous week's low traffic, a high traffic workload for the current week is generated and therefore APv values for most data will go from low to high. If the data is currently in a low tier, data will be relocated to a higher tier as can be seen from results in Table 1 . Table 1 . High traffic workload emulation showing more data will be upgraded from low tier to high tier as a result of an increased data traffic (RL) in the intelligent agent has been very effective in guiding the system to learn the optimal policies in relocating data. As the system had no prior knowledge of environment's dynamics, RL algorithm provided a way of finding an optimal policy solely from experience. With the optimal policies learned, the tests have demonstrated 97% accuracy in data relocation without incurring performance penalty. Based on the experiences and learning from this research and tests, future work will be towards using laminar computing to build cognitive intelligent systems that can be applied to network storage technologies.
