Abstract. We consider the Ext-analogues of branching laws of representations of a group to its subgroups in the context of p-adic groups. Branching laws can be considered either for sub-representations, or for quotient representations, although in practice, and also in the theory of period integrals, it is just one possibility that of quotients that presents itself. The Ext-analogues make sense for both the options, and the two possibilities seem to get related in the higher Ext-groups through a duality analogous to Serre duality for coherent sheaves on Schemes. These considerations have also inspired us to make a general duality conjecture for any reductive p-adic group.
Introduction
Considering the restriction of representations of a group to one of its subgroups, say of SO n+1 (F ) to SO n (F ) for a non-Archimedean local field F has been a very fruitful direction of research specially through its connections to questions on period integral of automorphic representations, cf. [12] for the conjectural theory both locally and globally. Many results have recently been proven in both local and global questions. The question for local fields amounts to understanding Hom SOn(F ) [π 1 , π 2 ] for irreducible admissible representations π 1 of SO n+1 (F ), and π 2 of SO n (F ). The first result proved about this is the multiplicity one property which says that this space of intertwining operators is at most one dimensional. It may be mentioned that before the full multiplicity one theorem was proved, even finite dimensionality of the space was not known. With multiplicity one theorem proved, cf. [2] , [21] , one then goes on to prove more precise description of the set of irreducible admissible representation π 1 of SO n+1 (F ), and π 2 of SO n (F ) with Hom SOn(F ) [π 1 , π 2 ] = 0. These have now become available in a series of works due to Waldspurger, and Moeglin-Waldspurger, cf. [23] , [24] , [25] , [26] . There is also a recent series of papers by Raphael Beuzart-Plessis on similar questions for unitary groups, cf. [7] , [8] , [9] .
Given the interest in the space Hom SO n (F ) [π 1 , π 2 ], it is natural to consider the other related spaces Ext i SOn(F ) [π 1 , π 2 ], and in fact homological algebra methods suggest that the objects for which one might expect simplest answers are not these individual groups, but the alternating sum of their dimensions:
i dim Ext ] needs to be proved to be finite dimensional for π 1 and π 2 finite length admissible representations of SO n+1 (F ) and SO n (F ) respectively. Towards a proof of this finite dimensionality of Ext i in this case, to be made by an inductive argument on n later in the paper, we only note here that unlike Hom SOn(F ) [π 1 , π 2 ], where we will have no idea how to prove finite dimensionality if both π 1 and π 2 are cuspidal, exactly this case we can handle apriori, for i > 0, as almost by the very definition of cuspidal representations, they are both projective and injective objects in the category of smooth representations.
One of the motivation of this work was also to extend known results about branching laws available for irreducible representations to (reducible) representations which are parabolically induced from irreducible representations. In some contexts -one such occurred in the work of M. Harris, and A.J.Scholl in the context of triple products of GL 2 (F ), [13] -such an extension was made possible with some conditions on the principal series representations.
Another example was observed in the work of C. G. Venketasubramanian, [22] that the reducible principal series representation 1 × ν × 1 of GL 3 (F ) has two dimensional space of GL 2 (F )-invariants, and together with its dual, it is the only principal series representation of GL 3 (F ) with this failure of multiplicity 1.
It is not yet clear what implications the present study may have to the analysis of the space Hom SO n (F ) [π 1 , π 2 ] for irreducible admissible representation π 1 of SO n+1 (F ), and π 2 of SO n (F ); but in the least, it gives rise to newer questions in representation theory, specially when one interchanges the roles of π 1 and π 2 and considers Hom SOn(F ) . We make precise some of these suggestions during the course of the paper, and discuss some examples as evidences to the suggested conjectures made here.
A rather complete analysis is made in section 7 regarding Ext i PGL 2 (F ) [π 1 ⊗ π 2 , π 3 ], and in section 12 regarding Ext i PGL 2 (F ) [π 3 , π 1 ⊗ π 2 ] where π 1 and π 2 are any two irreducible admissible representations of GL 2 (F ) with product of their central characters trivial, and π 3 is any irreducible admissible representation of PGL 2 (F ). A special case of this is the study of Hom PGL 2 (F ) [π 1 ⊗ π 2 , π 3 ] which was part of author's work in [17] . Here we analyze Hom PGL 2 (F ) [π 3 , π 1 ⊗ π 2 ], something which seems not to have been attempted so far. (In the Archimedean case, several papers of T. Kobayashi do study the restriction problem for (g, K)-modules in the sense of sub-modules but the analogous restriction problem in the sense of sub-modules seems to be absent in the p-adic case.)
In the process of thinking on these Ext analogues, we were led to a duality statement for a general reductive group which seems especially attractive. It is the subject matter of section 10.
We may add that although we have not proved finite dimensionality of Ext i SOn(F ) [π 2 , π 1 ], the finite dimensionality of the space Hom SO n (F ) [π 2 , π 1 ] for irreducible admissible representation π 1 of SO n+1 (F ), and π 2 of SO n (F ) is actually a consequence of the usual multiplicity one theorem dim Hom SOn(F ) [π 1 , π 2 ] ≤ 1, due to Aizenbud, Gourevitch, Rallis, and Schiffmann in [2] , as well as Sun and Zhu in [21] as we observe in Corollary 8.1 of this paper.
Given the very analogous developments in branching laws, say from GL n+1 or SO n+1 to GL n or SO n respectively in the Archimedean case, it is natural to think of similar questions as discussed here for the Ext groups in the Archimedean case too, but that seems hard already in the simplest nontrivial cases.
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Preliminaries
Before we venture into the unknown territory of Ext i [π 1 , π 2 ], and EP[π 1 , π 2 ], where π 1 and π 2 are representations on different groups, it is good to recall what is known about these Euler-Poincare pairings when π 1 and π 2 are both finite length admissible representations of a given p-adic reductive group G which we do now.
Given a connected reductive F -group G, we make the standard abuse of notation to also denote by G the locally compact totally disconnected group G(F ) of F -rational points of the algebraic group G. We denote by R(G) the abelian category of smooth representations of G over C. We will denote Hom and Ext in this category by Hom G [−, −] and Ext G [−, −].
For two smooth representations π and π ′ of G one can consider the Euler-Poincare pairing between π and π ′ , which is denoted EP G [π, π ′ ], and defined by
For this definition to make sense, it must first be proved that Ext i G [π, π ′ ] is a finitedimensional vector space over C for all integers i, and are zero beyond some range of integers i. An obvious remark which will be tacitly used throughout this paper is that if
is an exact sequence of smooth G-modules, then if any two of the
, make sense, then so does the third (finite dimensionality of the Ext groups, and zero beyond a stage), and
There are similar statements if π ′ sits in a short exact sequence of smooth G-modules. This remark will be used to break up representations π or π ′ in terms of simpler objects for which EP can be proved to make sense by reducing to smaller groups via some form of Frobenius recoprocity.
For reductive p-adic groups G considered in this paper, it is known that Ext
is zero for any two smooth representations π and π ′ of G when i is greater than the F -split rank of G, and that these are finite dimensional complex vector spaces when π and π ′ are finite length representations of G. These and some other facts are summarized in the following two propositions -many of the assertions being highly nontrivial-about the Euler-Poincare pairing between two admissible representations of G. 
, where Θ and Θ ′ are the characters of π and π ′ assumed to have the same unitary central character, and dc is a natural measure on the set C ellip of regular elliptic conjugacy classes in G. (Note that if G has non-compact center, then both sides of this equality are zero; the right hand side being zero as there are no regular elliptic elements in G in that case, and the left hand side being zero by a simple argument.)
The Euler-Poincare pairing becomes meaningful because of the following result concerning vanishing of higher Ext groups. Proposition 2.2. Suppose that V is a smooth representation of G of finite length, and that all of its irreducible subquotients are subquotients of representations induced from supercuspidal representations of a Levi factor of the standard parabolic subgroup P of G, defined by a subset Θ of the set of simple roots. Then Ext
Proof. This is [20, Corollary III.3.3] .
The following proposition is attributed to Blanc in [10] .
Proposition 2.3. For a p-adic Lie group G, the Schwartz space S(G) of locally constant compactly supported functions on G is a projective object in the category of smooth representations of G.
The following proposition is Corollary A.7 in [10] .
Proposition 2.4. For a p-adic Lie group G, and H a closed subgroup of G, the restriction of any smooth projective representation of G to H is a projective object in the category of smooth representations of H.
The following is a form of the Frobenius reciprocity, cf. [10] .
Proposition 2.5. For H a closed subgroup of a p-adic Lie group G, let U be a smooth representation of H, and V of G. Then,
. It is also useful to note the following proposition from [10] which is a direct consequence of the generality that Hom G [U,Ṽ ] ∼ = Hom G [V,Ũ ] for any two smooth representations U, V of G, and therefore, in particular, the smooth dual a projective object in R(G) is an injective object in R(G). Here we useŨ ,Ṽ to denote the smooth duals of U, V respectively. Proposition 2.6. For a p-adic Lie group G, let U and V be two smooth representations of G. Then, Ext
Since the smooth dual of ind G H U is Ind G HŨ , the previous two propositions combine to give: Proposition 2.7. For H a closed subgroup of a p-adic Lie group G, let U be a smooth representation of H, and V an admissible representation of G. Then,
For later use, note that for a p-adic Lie group G, and U, V be any two smooth representations of G, withŨ the smooth dual of U, the canonical isomorphism,
yields the following proposition.
Proposition 2.8. For a p-adic Lie group G, and U, V be any two smooth representations of G, withŨ the smooth dual of U, there is a canonical isomorphism,
The following form of the Frobenius reciprocity is once again taken from Casselman [10, Theorem A.12] . Proposition 2.9. For P a parabolic subgroup of a reductive p-adic group G with Levi decomposition P = MN, let U be a smooth representation of M thought of as a representation of P , and V a smooth representation of G with normalized Jacquet module
The proof of the following proposition is exactly as the proof of the earlier proposition. This proposition will play an important role in setting-up an inductive context to prove theorems on a group G in terms of similar theorems for subgroups. Proposition 2.10. For P a (not necessarily parabolic) subgroup of a reductive p-adic group G with Levi decomposition P = MN, let ψ be a character of N normalized by M. Then for any irreducible representation µ of M, one can define a representation of P , denoted by µ · ψ which when restricted to M is µ, and when restricted to N is ψ. For any smooth representation V of G, let V N,ψ the twisted Jacquet module of V with respect to the character ψ of N which is a smooth representation of M. Then,
The following much deeper result than these earlier results follows from the so called Bernstein's second adjointness theorem, according to which there is another non-obvious form of Frobenius reciprocity involving parabolic induction. To state this result, let P be a parabolic subgroup of a reductive p-adic group G with Levi decomposition P = MN. Let U be a smooth representation of M thought of as a representation of P , and V a smooth representation of G with normalized Jacquet module V N . Let P − = MN − be the parabolic opposite to P = MN. Then,
The following is an immediate corollary. Theorem 1. For P a parabolic subgroup of a reductive p-adic group G with Levi decomposition P = MN, let U be a smooth representation of M thought of as a representation of P , and V a smooth representation of G with normalized Jacquet module V N . Let P − = MN − be the parabolic opposite to P = MN. Then,
3. Branching laws from GL n+1 to GL n
In this section we make a precise formulation regarding the Ext-version of the branching laws from GL n+1 (F ) to GL n (F ). First we recall the basic result in this context, cf. [18] .
Theorem 2. Given an irreducible generic representation π 1 of GL n+1 (F ), and an irreducible generic representation π 2 of GL n (F ),
The aim of this section is to prove the following theorem which can be considered as the Euler-Poincare version of this theorem.
Theorem 3. Let π 1 be an admissible representation of GL n+1 (F ) of finite length, and π 2 an admissible representation of GL n (F ) of finite length. Then, Ext i GLn(F ) [π 1 , π 2 ] are finite dimensional vector spaces over C, and
where Wh(π 1 ), resp. Wh(π 2 ), denotes the space of Whittaker models for π 1 , resp. π 2 , with respect to a fixed non-trivial character ψ :
The proof of this theorem will be accomplished using some results of Bernstein and Zelevinsky regarding the structure of representations of GL n+1 (F ) restricted to a mirabolic subgroup.
Denote by E n the mirabolic subgroup of GL n+1 (F ) consisting of matrices whose last row is equal to (0, 0, · · · , 0, 1) and let N n+1 be the group of upper triangular unipotent matrices in GL n+1 (F ). We fix a nontrivial character ψ 0 of F and let ψ n+1 be the character of N n+1 , given by
which is a representation of GL n+1−i (F ). It will be important for us to note that π i are representations of finite length of GL n+1−i (F ) if π is of finite length for GL n+1 (F ).
To recall the definition of π i , if
is the subgroup of GL n+1 (F ) consisting of matrices
, and if the character ψ i of N i is extended to V i by extending it trivially across M (n+1−i)×i , then we have
where π V i ,ψ i is the twisted Jacquet module of π, i.e., the maximal quotient of π on which V i operates via the character ψ i . If π is an irreducible cuspidal representation of GL n+1 (F ), then π i = π for i = 0, and π n+1 = 1, the trivial representation of the trivial group GL 0 (F ) = {e}. All the other derivatives of a supercuspidal representation are 0.
Here is a generality from Bernstein and Zelevinsky [5] , §3.5.
Proposition 3.1. Any smooth representation Σ of E n has a natural filtration of E = E n modules
, and the character ψ n+1−i on N n+1−i is extended to V n+1−i by extending it trivially across M i×(n+1−i) .
The proof of the following proposition is a direct consequence of Proposition 2.10; note the important shift involved in the Ext
2 ] so both the representations involved are admissible representations of GL i+1 (F ), unlike where we started with
Proposition 3.2. For a smooth representation π 1 of GL n+1 (F ), and π 2 of GL n (F ), 
Proof. It suffices to prove the lemma assuming that both V 1 and V 2 are irreducible representations of GL n (F 
Choosing s appropriately, we can change the central character of ν s · V 2 to be different from V 1 , and hence EP GLn(F ) 
Proof of Theorem 3: Since the Euler-Poincare characteristic is additive in exact sequences, it suffices to calculate EP GLn(F ) [ind 
, this completes the proof of the theorem.
A conjecture about generic representations
The following conjecture seems to be at the root of why the simple and general result of previous section on Euler-Poincare characteristic translates into a simple result about Hom spaces for generic representations. The author has not managed to prove it in any generality.
Conjecture 1. Let π 1 be an irreducible generic representation of GL n+1 (F ), and π 2 an irreducible generic representation π 2 of GL n (F ). Then,
We note that if either π 1 or π 2 is cuspidal, the conjecture is valid. To see this, note that if π 1 is cuspidal, it is induced from a subgroup of GL n+1 (F ) which is compact modulo centre. Hence by Mackey theory, the restriction of π 1 to GL n (F ) is a sum of representations which are induced from representations of compact subgroups of GL n (F ). (Here we are using that the center of GL n+1 (F ) intersects GL n (F ) trivially.) Since compactly induced representations are projective, we find that π 1 restricted to GL n (F ) is a projective representation (although because of the non-compact center, it is not a projective representation of GL n+1 (F )!). Thus, Ext
× is a compact group, it follows that K is of cohomological dimension 1, and hence Ext We now give a proof of this conjecture in case n = 1 or n = 2.
For n = 1, we are dealing with the case of GL 1 (F ) sitting inside GL 2 (F ), an irreducible generic representation π 1 of GL 2 (F ), and a character π 2 of GL 1 (F ). Since any representation of GL 1 (F ) is cuspidal, the case n = 1 is already covered by arguments earlier.
For n = 2, we are dealing with the case of GL 2 (F ) sitting inside GL 3 (F ), an irreducible generic representations π 1 of GL 3 (F ), and π 2 of GL 2 (F ). Since GL 2 (F ) has cohomological dimension 2, Ext
We assume that neither π 1 nor π 2 is supercuspidal. We first handle the case when π 1 is a principal series representation induced from cuspidal data on the (2, 1) parabolic.
A necessary condition for Ext
2 ] is nonzero for some subquotient Σ i /Σ i+1 of π 1 . Thus the only way this Ext can be nonzero (given that i = 0, 1, 2) is that i = 2, and we have Ext It remains to consider the case when both π 1 and π 2 are induced from Borel subgroups of GL 3 (F ) and GL 2 (F ), say from characters χ 1 and χ 2 of a maximal split torus in GL 3 (F ) and GL 2 (F ) respectively. This case we have not been able to deal with. In this case, Ext 
Finite dimensionality of Ext groups
In this section we prove the finite dimensionality of Ext-groups in the case of SO n (F ) ⊂ SO n+1 (F ). The proof will have an inductive structure, and will involve Bessel models in the inductive step, so we begin by recalling the concept of Bessel models.
Let V = X+D+W +Y be a quadratic space over the non-Archimedean local field F with X and Y totally isotropic subspaces of V in duality with each other under the underlying bilinear form, D an anisotropic line in V , and W a quadratic subspace of V . Suppose that the dimension of X is k; fix a complete flag e 1 ⊂ e 1 , e 2 ⊂ · · · ⊂ e 1 , e 2 , · · · , e k = X of isotropic subspaces in X. Let P = MU be the parabolic subgroup in SO(V ) stabilizing this flag, with
For W ⊂ V a codimension 2k + 1 subspace as above, the subgroup SO(W ) · U which is uniquely defined up to conjugacy by SO(V ) makes frequent appearance in this work, as well as in other works on classical groups without a name. We christen this subgroup as the Bessel subgroup, and denote it as Bes(W ; k) = SO(W ) · U.
Let ℓ : U → F be a linear form such that its restriction to the simple root spaces in GL(X) defined by the flag e 1 ⊂ e 1 , e 2 ⊂ · · · ⊂ e 1 , e 2 , · · · , e k = X of isotropic subspaces in X is non-trivial, and further, its restriction to the unipotent radical of the parabolic P X = M X U X in SO(V ) stabilizing X is trivial on the subgroup of U X which is Λ 2 X, and on the quotient of U X by Λ 2 X which can be identified to (D + W ) ⊗ X it is given by the tensor product of a linear form on D + W which is trivial on W , and a linear form on X which is trivial on the subspace e 1 , e 2 , · · · , e k−1 .
Composing the linear form ℓ : U → F with a nontrivial character ψ 0 : F → C × , we get a character ψ : U → C × . This character ψ : U → C × depends only on W ⊂ V a nondegenerate subspace of V of odd codimension, such that the quadratic space V /W is split, and is independent of all choices made along the way. The character ψ of U is invariant under SO(W ).
For any representation σ of SO(W ), Bes(W ; k) = SO(W ) · U comes equipped with the representation σ ⊗ ψ which is σ on SO(W ), and ψ on U. The Bessel subgroup Bes(W ; k) = SO(W ) · U as well as the representation σ ⊗ ψ of it are unique up to conjugation by SO(V ).
The Bessel models of a smooth representation π of SO(V ) are irreducible admissible representation σ of SO(W ) such that,
When W is a codimension one subspace of V , then the notion of a Bessel model is simply that of restriction from SO(V ) to SO(W ), whereas when dim(W ) = 0, 1, then the notion of a Bessel model is nothing but that of the Whittaker model (and a particular Whittaker model if dim(W ) = 1).
We can define the higher Ext versions of the Bessel models as,
The following proposition whose proof we will omit, allows one to prove finite dimensionality of Ext
where W is a codimension one subspace in the quadratic space V , and W 0 is an arbitrary subspace of V of odd codimension with V /W 0 split. Proposition 5.1. Let W ⊂ V be a nondegenerate quadratic subspace of codimension 1 over a non-Archimedean local field F . Suppose that
For an irreducible supercuspidal representation τ of GL(Y m ) and an irreducible admissible representation π 0 of SO(W 0 ), let
be the corresponding (unnormalized) principal series representation of SO(W ). Let π be an irreducible admissible representation SO(V ) which does not belong to the Bernstein component associated to Proof. The proof of this theorem will be by induction on the dimension of V . We thus assume that for any quadratic spaces W ⊂ V with dim(V) < dim(V ), and for any irreducible admissible representation π of SO(V) and irreducible admissible representation σ of SO(W), Ext
We begin by proving the theorem for principal series representations of SO(V ) induced from irreducible representations of a maximal parabolic subgroup. By the previous proposition, we need only prove the finite dimensionality of Ext
′ is a codimension one subspace of V , and σ is an irreducible, admissible representation of SO(V ′ ). Much of the proof below closely follows the paper of Moeglin-Waldspurger [26] , where they have to do much harder work to precisely analyze Hom
Assume that the dimension of V is n + 1, and that V ′ is a subspace of dimension n. Let V = X + V 0 + Y with X and Y totally isotropic subspaces of V of dimension N, and in perfect pairing with each other. Let P be the maximal parabolic subgroup of SO(V ) stabilizing X. Let M = GL(X) × SO(V 0 ) be a Levi subgroup of P , and π ⊗ σ 0 an irreducible representation of M, and σ = π × σ 0 an admissible representation of SO(V ).
To understand the restriction of the principal series
, we need to analyze the orbits of SO(V ′ ) on P (F )\SO(V ). To every g ∈ P (F )\SO(V ), one can associate an isotropic subspace g
which is a single orbit under SO(V ′ ), and X is a closed subset of P (F )\SO(V ) which is a single orbit under SO(V ′ ) unless n is even, and n = 2N in which case there are two orbits in X under SO(V ′ ). Denote by E σ the space of function on SO(V ) with values in E π ⊗E σ 0 verifying the usual conditions under left translation by P (F ) for defining the principal series representation π × σ 0 of SO(V ). Denote by E σ,U the subspace of functions in E σ with support in U, and denote by E σ,X the space E σ /E σ,U . The spaces E σ,U and E σ,X are invariant under SO(V ′ ), and we have an exact sequence of SO(V ′ )-modules,
To prove the finite dimensionality of Ext groups with respect to E σ , it suffices to prove similar finite dimensionality theorems for the Ext groups involving the SO(V ′ )-modules E σ,U and E σ,X . We analyze the two terms separately.
For analyzing E σ,X , we assume (after conjugation by SO(V )) that both X and Y are contained in V ′ . Thus,
It can be seen that,
. By the second adjointness theorem of Bernstein,
We next recall the Kunneth theorem in this context. Lemma 2. Let G 1 and G 2 be two p-adic groups, and E 1 , F 1 be any two smooth representations of G 1 , and E 2 , F 2 be any two smooth representations of G 2 . Then assuming that G 1 is a reductive p-adic group, and E 1 is an admissible representation of G 1 (this is satisfied in particular if π 1 has finite length), we have
Proof. If P 1 is a projective module for G 1 , and P 2 a projective module for G 2 , then P 1 ⊗P 2 is a projective module for G 1 × G 2 . This follows from the criterion of projective modules as direct summands of free modules (over the Hecke algebra underlying the corresponding p-adic group).
Let
, be a projective resolution for E 1 as a G 1 -module, and a projective resolution for E 2 as a G 2 -module.
It follows that the tensor product of these two exact sequences:
can be calculated by taking the cohomology of the chain complex Hom
It is possible to choose a projective resolution of E 1 by P i = ind
The existence of such a projective resolution is made possible through the construction of an equivariant sheaf on the Bruhat-Tits building of G 1 associated to the representation E 1 , cf. [20] ; this is the step which needs G 1 to be reductive, and also needs the admissibility of E 1 .
Using the finite dimensionality of W i , we find that
Thus we are able to identify the chain complex Hom
as the tensor product of the chain complexes Hom
. Now the abstract Kunneth theorem which calculates the cohomology of the tensor product of two chain complexes in terms of the cohomology of the individiual chain complexes completes the proof of the lemma.
Remark : A version of Kunneth's theorem is there in the paper [19] of Raghuram; however, as he assumes finite length conditions on both E 1 and E 2 , this is not adequate for our applications. We also need to apply the Kunneth theorem when one of the factors is not a reductive group. The proof here is also different.
The proof of the finite dimensionality of Ext i SO(V ′ ) [E σ,X , σ] now follows from the induction hypothesis according to which the theorem was supposed to be known for SO(V ′ 0 ) ⊂ SO(V 0 ), besides the fact that σ ′ N − , the Jacquet module with respect to the opposite parabolic
, hence has a finite filtration by tensor product of irreducible representations of GL(X) and SO(V ′ 0 ). We now move on to E σ,U . In this case, after conjugation by SO(V ), we will be in the situation,
where X ′ and Y ′ are totally isotropic subspaces of V ′ of dimension (N − 1), and
By using the standard filtration of a representation π of GL(X) when restricted to its mirabolic subgroup in terms of the derivative ∆ k (π) as given in Bernstein-Zelevinsky, Moeglin-Waldspurger [26] 
By the Bernstein's second adjointness theorem,
Once again Kunneth Theorem implies the finite dimensionality of the Ext groups,
Having proved the theorem for principal series representations of SO(V ) induced from maximal parabolics, the next lemma proves the theorem in general. 
We may therefore assume that π is not a supercuspidal representation. We now use the well-known fact that any irreducible admissible representation π of any reductive p-adic group, in particular SO(V ), is a quotient of a principal series representation induced from a supercuspidal representation. By induction in stages, we can assume that π is a quotient of a principal series representation induced from a maximal parabolic. We thus have an exact sequence,
This gives rise to a long exact sequence, 6. An integral formula of Waldspurger, and a conjecture on E-P In this section we review an integral formula of Waldspurger which we then propose to be the integral formula for the Euler-Poincare pairing for EP Bes(W ;k) [σ, σ ′ ⊗ ψ] for σ any finite length representation of SO(V ), and σ ′ any finite length representation of SO(W ), where V and W are quadratic spaces over F with V = X +D +W +Y with W a quadratic subspace of V of codimension 2k + 1 with X and Y totally isotropic subspaces of V in duality with each other under the underlying bilinear form, and D an anisotropic line in
Let T denote the set of elliptic tori T in SO(W ) such that,
T is a maximal torus in SO(W T ), and is elliptic.
Clearly the group SO(W ) operates on T . Let T denote a set of orbits for this action of SO(W ) on T . We note for our purposes the most important elliptic torus T = e corresponding to W T = 0.
For σ an admissible representation of SO(V ) of finite length, define a function c σ (t) for regular elements of a torus T belonging to T by the germ expansion of the character θ σ (t) of σ on the centralizer of t in the Lie algebra of SO(V ), and picking out 'the' leading term. The semi-simple part of the centralizer of t in the Lie algebra of V is the Lie algebra of SO(W
, has a unique conjugacy class of regular nilpotent element, but if W ′ T ⊕ D ⊕ Z has even dimension, then although there are several regular nilpotent conjugacy classes, there is one which is 'relevant', and is what is used to define c σ (t). Similarly, for σ ′ an admissible representation of SO(W ) of finite length, one defines a function c σ ′ (t) for regular elements of a torus T belonging to T by the germ expansion of the character θ σ ′ (t) of σ ′ . Define a function ∆ on SO(W ) by
where W ′′ (t) is the kernel of (1 − t) acting on W . For any reductive group H over a local field F , let D H denote the discriminant function on H(F ). For a torus T in H, define the Weyl group W (H, T ) by the usual normalizer divided by centralizer:
The following theorem is proved by Waldspurger in [23] and [24] .
Theorem 5. Let V = X + D + W + Y be a quadratic space over the non-Archimedean local field F with W a quadratic subspace of codimension 2k + 1 as above. Then for any irreducible admissible representation σ of SO(V ) and irreducible admissible representation
is a finite sum of absolutely convergent integrals. If either σ is a supercuspidal representation of SO(V ), and σ ′ is arbitrary irreducible admissible representation of SO(W )
Given this theorem of Waldspurger, it is most natural to propose the following conjecture on Euler-Poincare pairing. If the representation σ = C, the one-dimensional trivial representation of SO(V ), and W is a codimension one subspace of V , then in the integral formula above, only maximal elliptic tori of SO(W ) will contribute since c σ (t) = 0 for non-maximal tori as these are related to Whittaker models on a quasi-split group of semi-simple rank at least 1. Thus, in this case, the conjecture regarding EP[C, σ ′ ] reduces to the known theorem (viz., Proposition 2.1(d)) about Euler-Poincare pairing on SO(W ).
Example 2: Besides the one dimensional representations of SO(V ), we do not know of any other representations of SO(V ) (for V an isotropic quadratic space of dimension ≥ 3) of finite length which remain of finite length when restricted to SO(W ), except one case, which corresponds to V a split quadratic space of dimension 4, and W a split quadratic subspace of codimension 1. Assuming dim(V ) = 4, in which case SO(V ) is essentially SO(W ) × SO(W ), and we can look at infinite dimensional representation of SO(V ) which are of the form π = σ ⊠ C under the identification of SO(V ) with SO(W ) × SO(W ). In this case too, only maximal elliptic tori will make a contribution to the integral formula, and once again we are reduced to a known theorem (viz, Proposition 2.1(d)) about EulerPoincare pairing on SO(W ).
Example 3: Let SO n+1 (F ) and SO n (F ) be both quasi-split groups. If either the representation σ of G = SO n+1 (F ), or σ ′ of H = SO n (F ) is induced from a character of a Borel subgroup, then the conjectural formula on Euler-Poincare becomes (but which we do not know how to prove)
Remark : Raphael Beuzart-Plessis has obtained similar integral formulae for tempered representations of unitary groups, cf. [7] . Needless to say, it should be expected that the same formula gives Euler-Poincare characteristic of general representations of the groups involved, but we do not go into it here.
Triple products for GL 2 (F )
In this section we calculate Ext
for V 1 an admissible representation of SO 4 (F ), and V 2 an admissible representation of SO 3 (F ).
As the calculations have an inductive structure, we will need to understand Ext
, and V 2 an admissible representation of SO 2 (F ). The only case of interest is when SO 2 (F ) is non-compact, hence isomorphic to F × , in which case SO 3 (F ) is isomorphic to PGL 2 (F ). The vanishing of the higher Ext groups in this case was part of the verification done for Conjecture 1 in section 4. As we will need to use it, we make it explicit in the next proposition. 
Since SO 4 (F ) and SO 3 (F ) are closely related to GL 2 (F ) × GL 2 (F ) and GL 2 (F ) respectively, we equivalently consider V 1 ∼ = π 1 ⊗ π 2 for admissible representations π 1 , π 2 of GL 2 (F ), and V 2 = π 3 of GL 2 (F ). Our aim then is to calculate
or since we will prefer not to bother with central characters, we assume that π 1 ⊗ π 2 and π 3 have trivial central characters, and we will then calculate,
If π 1 or π 2 is a supercuspidal representation of GL 2 (F ), and hence compactly induced from an open subgroup of GL 2 (F ) containing the center and which is compact modulo center, it follows that π 1 ⊗ π 2 is also compactly induced. To see this, let π 2 = ind GL 2 (F ) K W with W a finite dimensional representation of K, an open subgroup of GL 2 (F ) containing the center and which is compact modulo center. Then π 1 ⊗π 2 = ind
We are now restricting ourselves to the calculation of
assuming all the three representations π 1 , π 2 , π 3 are principal series representations with the central character of π 1 ⊗ π 2 as well as that of π 3 trivial. If π 1 and π 2 are principal series representations, say π 1 = Ind
The action of GL 2 (F ) on P 1 (F ) × P 1 (F ) has two orbits, one open (x = y ∈ P 1 ) and the other closed (∆P
The open orbit can be identified to GL 2 (F )/T with T the diagonal torus. Therefore as in Lemma 5.1 of [17] , we get an exact sequence of GL 2 (F )-modules:
By Frobenius reciprocity, cf. proposition 2.7,
Since the Euler-Poincare pairing is additive, we find
We next calculate EP PGL 2 (F ) [π 1 ⊗π 2 , π 3 ] when one of the π 1 or π 2 is a twist of a Steinberg representation, and the other a principal series representation. Absorbing the twist in the other factor, we assume π 1 is the Steinberg representation Sp of GL 2 (F ), and π 2 any principal series representation. Therefore, Sp sits in the exact sequence,
Therefore in the Grothendieck group of representations of PGL 2 (F ), Sp⊗π 2 +π 2 = P s⊗π 2 , where P s = P s(| · | −1/2 , | · | 1/2 ), we find,
. This allows one to complete the calculation of EP PGL 2 (F ) [π 1 ⊗ π 2 , π 3 ] except that we still need to calculate EP PGL 2 (F ) [π 1 ⊗ π 2 , π 3 ] when all the three π 1 , π 2 , π 3 are twists of the Steinberg representation. Absorbing the twist in π 2 , π 3 in π 1 , we assume π 2 , π 3 are the Steinberg representation Sp of GL 2 (F ), and π 1 = χSp for χ a quadratic character of k × considered as a character of PGL 2 (F ). Once again, let Sp sit in the exact sequence,
Therefore in the Grothendieck group of representations of PGL 2 (F ), Sp⊗π 2 +π 2 = P s⊗π 2 , and therefore, assuming χ is non-trivial, by the calculation of EP
(We have used the well-known assertion that for irreducible discrete-series representations V 1 and V 2 of a reductive p-adic group G with compact center, Ext
Finally, if χ is the trivial character, then the only thing that changes is EP Thus if we denote by D the unique quaternion division algebra over F , the results of [17] can be rephrased as the following proposition. Proposition 7.2. Let π 1 , π 2 and π 3 be either irreducible, infinite dimensional representations of GL 2 (F ), or (reducible) principal series representations of GL 2 (F ). Assume that the product of the central characters of π 1 and π 2 is trivial, and π 3 is of trivial central character. Then, 
given by the contragredient in the previous lemma is an isomorphism. For example, for any infinite dimensional representation π of a non-compact group G, there is the natural G-invariant quotient ℓ :
Corollary 8.1. Let π 1 be a smooth irreducible representation of G = SO n+1 (F ), U n+1 (F ), or GL n+1 (F ) for F a non-Archimdean local field, and π 2 a smooth irreducible representation of the corresponding
Proof. The proof is an immediate consequence of the lemma using the usual multiplicity one theorem dim Hom H [π 1 , π 2 ] ≤ 1, due to Aizenbud, Gourevitch, Rallis, and Schiffmann in [2] , as well as Sun and Zhu in [21] .
The following related result appeared as Lemma 5.2 in [17] ; it also appears in the book [16] of Laumon as Lemma D.6.6. Recall that SO 2 (F ) is the group of norm one elements inside a separable quadratic algebra K over F , and embeds inside SO 3 
× is a compact group, hence Ext i [π, χ] = 0 for i > 0, so the only case of interest would be when K = F + F , in which case, K × /F × can be identified to F × which sits inside GL 2 (F )/F × , as the diagonal subgroup {(x, 1)|x ∈ F × }. If π is a supercuspidal representation of PGL 2 (F ), then it is well known by Kirillov theory that the restriction of π to F × can be identified to the Schwartz space of functions S(F × ) with the natural action of F × . On the other hand if π is a principal series representation, or is a twist of the Steinberg representation, then S(F × ) sits inside the restriction of π to F × as a submodule of codimension at most 2. Before we state the main proposition of this section, we prove some simple lemmas which will go into its proof.
Proof. Since, S(F × ) ⊗ χ ∼ = S(F × ) as F × -modules, it suffices to prove the lemma for the trivial character χ, i.e., Ext
Let O be the maximal compact subring of the non-Archimedean local field F , so that 
where Ext 
. By the definition of the first cohomology, it is easy to see that,
Proof. This is a particular case of a more general result proved in lemma 1 for GL n (F ).
Remark : There are two explicit constructions of nontrivial extensions of χ by S(F × ). This is seen by the exact sequence of F × -modules:
which are easily seen to be nonsplit, giving rise to nontrivial elements of Ext
. It is an amusing exercise to check that the two extensions of C by S(F × ) offered by these two exact sequences are in fact negative of each other! Proposition 9.1. For π a smooth representation of PGL 2 (F ) of finite length, and χ a character of
, where W h(π) is the space of Whittaker models for π with respect to any fixed non-trivial character ψ : F → C × .
Proof. By the additivity of EP k × [χ, π] and of dim W h(π), for representations π of PGL 2 (F ), it suffices to prove the proposition for irreducible admissible representations π of PGL 2 (F ). There are two cases to consider: (1) π is a character.
(2) π is infinite dimensional, so either a principal series representation, or a twist of the Steinberg, or a supercuspidal representation. In the first case, the proof follows from Lemma 5, and in the second case we use the well known result from Kirillov theory already mentioned before that the restriction of π to F × contains S(F × ) as a subspace of codimension 2,1, or 0 depending on whether π is a principal series representation, or a twist of the Steinberg, or a supercuspidal representation. Once again, the proposition follows from Lemma 5 when combined with the calculation of EP F × [χ, S(F × )] = −1 for any character χ of F × done earlier.
Remark: Note that although generically π(χ 1 , χ 2 ) ∼ = π(χ 2 , χ 1 ), the two exact sequences,
which are obtained by restricting a principal series representation of PGL 2 (F ) realized on functions on P 1 (F ) (with a certain coefficient system) to P 1 (F ) − {0, ∞}, and {0, ∞}, give different descriptions of the restriction of π(χ 1 , χ 2 ) to F × which belies the naive generalization of the Jordan-Hölder theorem for finite length representations. Note also that these exact sequences are different from what one gets from Kirillov theory. This promts one to ask if perhaps Banach-Tarski paradox holds in this context, i.e., if one can cut a space such as S(F × ) into finitely many Jordan-Holder factors, and re-assemble it to get an object which is twice S(F × ).
Conjecture 3. Let π 1 be a smooth representation of GL n+1 (F ) of finite length, and π 2 a (possibly reducible) principal series representation of GL n (F ) induced from a supercuspidal representation of a Levi subgroup M of a parabolic subgroup P of GL n (F ) with r as the dimension of the center of M. Then,
where W h(π 1 ), resp. W h(π 2 ), is the space of Whittaker models for π 1 , resp. π 2 , with respect to any fixed non-trivial character ψ : F → C × .
Remark:
In a later section, we will have a much more precise conjecture about Ext i GLn(F ) [π 2 , π 1 ] for all i, and all π 2 (without the restriction imposed here of being a full induced representation).
A duality conjecture involving the Aubert-Zelevinsky involution
This section, and the conjecture introduced here, is for a general reductive group G. It is inspired by the considerations in the next section dealing with Ext groups Ext SOn(F ) [π 2 , π 1 ] for representations π 2 on SO n (F ), and π 1 on SO n+1 (F ).
Suppose G is a reductive p-adic group, and π is an irreducible admissible representation of G. Associated to π is the Aubert-Zelevinsky involution of π, to be denoted by |D(π)| which is a representation of G. Up to a sign, |D(π)| is the representation,
where B is a fixed minimal parabolic in G, and P 1 denotes next larger parabolics in G containing B, and P 2 next larger parabolics etc.; R G P i π are the normalized Jacquet modules with respect to P i.
It is known that |D(π)| takes irreducible representations of G to irreducible representations of G. Assuming this fact, we can determine the sign of D(π) as follows. There is another proof in Aubert's paper [4] , Corollaire 3.9(a). Ext
We are eventually reduced to the next lemma which proves that since
(We will also need to use a simple fact: In any finite dimensional complex representation V of the free abelian group A, any character which appears as a quotient of V appears as a sub-representation of V , and conversely.)
Lemma 9. For a free abelian group A of rank d, and a finite dimension C-representation U of A with dual representation U ∨ , the bilinear pairing:
is a perfect pairing.
Proof. Suppose U has A-submodule U 1 with quotient U 2 , giving rise to the exact sequence,
then if this lemma is true for U 1 as well as U 2 , an application of the 5-lemma implies that the lemma is true for U too. Since A is an abelian group, any C-representation of A can be filtered such that successive quotients are characters. It then suffices to note the following obvious Lemma. (The part dealing with non-trivial character has no content.)
Lemma 10. For a free abelian group A of rank d, the bilinear pairing:
is a perfect pairing. For a character χ : A → C × , let C χ be this one dimensional representation of A. Then, if χ is a non-trivial character, H i (A, C χ ) = 0 for all i ≥ 0, and the bilinear pairing:
The following proposition is a corollary of the proof of the previous proposition.
Proposition 10.2. For an irreducible representation π 2 = Ind G P ρ where ρ is a supercuspidal representation of a Levi subgroup M of a parabolic subgroup P in a general reductive group G (so we are in the case |D(
Remark : In the notation introduced during the proof of Proposition 10.1, the structure of U = Hom M 0 [π 2,N , ρ] as an A-module (A is a free abelian group of rank d), and then of H i (A, U) are interesting invariants of the representation π 2 , which we do not know how to calculate in general.
Conjecture 4. Let
There is a unique irreducible representation π ′ of G with Ext
(4) For any smooth representation π ′ of G of finite length, the bilinear pairing Remark : Of course part 4 of the conjecture implies parts 1,2,3, but we have included them for emphasis.
Remark :We check that the consequence of the perfect pairing on Euler-Poincare characteristic is indeed true. Since the Euler-Poincare characteristic is non-zero only for reductive groups with compact center, we assume this is the case. Assume that π is a subquotient of a parabolically induced representation Ind G P µ for a supercuspidal representation µ of a Levi subgroup M of P with d = d(π) the rank of the maximal split torus of Z(M), and s the rank of the maximal split torus in the derived group of M, so the split rank of G is d + s. The perfect pairing in the conjecture gives the equality:
Here, in identifying
, we have used the definition of D(π) as alternating sum of induced representations because of which the character of D(π) at regular elliptic elements of G is that of π except for the factor (−1)
s+d .
From now on, as we will have no use of the sign of D(π), we will use D(π) for what should be normally written |D(π)|, and by Aubert-Zelevinsky involution, we will always mean this representation, and not a virtual representation.
Besides the obvious cases of the conjecture dealing with supercuspidal representations and irreducible principal series representations of a reductive group considered in Proposition 10.2, the most compelling example supporting the conjecture is the following theorem of Dat [11] , and independently of Orlik [15] . Before we state their theorem, we introduce some notation.
Let G be a reductive algebraic group over F , and T a maximal split torus. Fix a minimal parabolic subgroup P φ containing the centralizer of T in G. Use T to define the F -relative root system Φ(T, G) of G for which P φ defines a basis ∆ of the root system Φ(T, G). Any subset S of ∆ defines a parabolic subgroup P S of G containing P φ .
Let i G P I = S(P I \G) be the natural representation of G on the space of locally constant compactly supported functions on P I \G. Define the generalized Steinberg representation St I to be,
Theorem 6. (Dat-Orlik) Let G be a reductive group, and I, J subsets of the set of simple roots ∆ of G. Then for the generalized Steinberg representations St I ,
Further, if δ(I, J) + δ(J, K) = δ(I, K), then the bilinear map,
is nondegenerate. 
To prove conjecture 4 for St I , it suffices to observe that any irreducible subquotient of the principal series representation of G induced from the trivial representation of the minimal Levi subgroup of G is of the form St J for some J ⊂ ∆, and that for any representation π of G not contained in this principal series, all the Ext i [π, St I ] are zero by the theory of cuspidal supports. One also needs to note the following proposition. Proof. One would have expected this Proposition to be well-known, but not finding a proof in the literature, here is one (actually, our proof is only valid for split groups). The proof will be based on the following property of Aubert-Zelevinsky involution.
Proposition 10.5. Let G be a split semi-simple group, T a maximal torus, and B a Borel subgroup of G. Let χ be a regular character of T , i.e., wχ = χ for w any nontrivial element of the Weyl group W (G, T ). Then the principal series representation Ind G B χ has a unique quotient representation Q(χ), and a unique sub-representation S(χ). The Aubert-Zelevinsky involution of Q(χ) is S(χ), and that of S(χ) is Q(χ).
Proof. This is a combination of Proposition 2.10 and Proposition 9.15 of Zelevinsky's paper [27] . Proposition 10.6. Let G be a split semi-simple group, T a maximal torus, and B a Borel subgroup of G. Let Φ(T, G) be the root system of G associated with T, B. Let Φ + (T, G) be the set of positive roots, and ∆ the set of simple roots. Given S ⊂ ∆, let P S be the associated parabolic of G containing B. Let St I be the generalized Steinberg representation of G realized on functions on P I \G (modulo functions on P J \G for I ⊂ J).
where w is any element of the Weyl group W (G, T ) such that 
where w 0 is the longest element of the Weyl group; in the last step, we have used the semi-simplicity of π N as a T module, since it consists of distinct characters of T . Now the proof of the part of the Proposition on Q(w · δ 1/2 B ) = St ∆−I is completed by the observation that
The two previous propositions combine to give the proof of the proposition that AubertZelevinsky involution of St I is St ∆−I .
As another instance of the conjecture, we note the following lemma from Adler-Prasad, [1] (in which D(π) = π ′ ) for SL 2 (F ); similar result holds for any reducible unitary principal series representation of a reductive group induced from a supercuspidal representation of a maximal parabolic subgroup.
Lemma 11. Let ω be a character of order 2 of F × . The corresponding unitary principal series representation P s(ω) of SL 2 (F ) decomposes as a sum of two irreducible representations: P s(ω) = π + π ′ . Then,
Conjectures on Ext
and their duality Conjecture 5. Suppose that π 1 and π 2 are irreducible admissible representations of GL n+1 (F ) and GL n (F ) respectively. Then, Conjecture 6. Suppose that π 1 and π 2 are irreducible admissible representations of SO n+1 (F ) and SO n (F ) respectively. Then,
In conjecture 2, we had suggested that the Waldspurger integral formula is valid for all finite length representations. Now we are proposing that the Ext i [π 1 , π 2 ] are zero for i > 0 if π 1 and π 2 are irreducible and belong to generic L-packets. This means that we are also suggesting that the Waldspuger integral formula giving the dimension of the Hom space is valid whenever π 1 and π 2 are irreducible and belong to generic L-packets. Raphael Beuzart-Plessis has indicated to this author that this is possible to deduce from the work of Waldspurger.
Example :A nice example of part 1 of the conjecture is provided when π 1 = C, the trivial representation of SO n+1 (F ). In this case, it is known (by a theorem due to Casselman) that the only representations π of SO n (F ) such that Ext Remark : The formulation of the conjecture was partly helped by looking at the case SO 3 (F ) inside SO 4 (F ), both split groups, where we are dealing essentially with
× , in which case, the most interesting pairings in part (2) of the conjecture are the following degenerate cases:
Even in these cases, there are two further degeneracies: when π 1 is St⊠St, or
× . We will prove the non-degeneracy of these bilinear forms as well as the rest of the cases of Conjecture 6 for the pair (SO 4 (F ), SO 3 (F ) (with SO 4 (F ) split) below. We will leave to the reader the task of a few checkings to be done in the same way as those done here. The variety of cases that needs to be kept track of might also convince the reader that Conjecture 6 is the only meaningful way of documenting the whole information! 12. Submodules of tensor product for PGL 2 (F )
The aim of this section is to prove the following proposition giving complete classification of irreducible submodules π of the tensor product π 1 ⊗ π 2 of two representations π 1 , π 2 of GL 2 (F ) with the product of their central characters trivial. The same proof also allows one to calculate Ext
. It may be emphasized that many calculations below regarding Hom
which was the subject of the paper [17] due to this author.
Proposition 12.1. Let π 1 , π 2 be two irreducible admissible infinite dimensional representations of GL 2 (F ) with product of their central characters trivial. Then the following is the complete list of irreducible sub-representations π of π 1 ⊗ π 2 as PGL 2 (F )-modules.
(1) π is a supercuspidal representation of PGL 2 (F ), and appears as a quotient of π 1 ⊗ π 2 . (2) π is a twist of the Steinberg representation, which we assume by absorbing the twist in π 1 or π 2 to be the Steinberg representation St of PGL 2 (F ). Then St is a submodule of π 1 × π 2 if and only if π 1 , π 2 are both irreducible principal series representations, and π 1 ∼ = π ∨ 2 . We begin with the following proposition.
Proposition 12.2. Suppose that π 1 and π 2 are irreducible, infinite dimensional representations of GL 2 (F ) with the product of their central characters trivial. Assume that one of π 1 , π 2 is supercuspidal. Then π 1 ⊗ π 2 contains no non-supercuspidal subrepresentation of
, and zero otherwise.
Proof. Assume that π = Ind
χ. Then by the second adjointness theorem,
By the Kirillov theory, the representations π 1 and π 2 can both be realized on locally constant functions on F × which are compactly supported on F , such that a ∈ T = F × operates by scaling f (x) → f (ax), and N − operates by the usual action (this involves choosing a non-trivial additive character ψ : F → C × ). If both π 1 and π 2 are supercuspidal, then the Kirillov models are realized on S(F × ), and it is easily seen that
as T = F × modules. This clearly means that,
and that,
Next, assume that π 1 is supercuspidal, but that π 2 is not. Realize π 1 in the Kirillov model on S(F × ), and π 2 in the Kirillov model on a space, say S which contains S(F × ) as a subspace of codimension atmost 2, and a quotient say Q on which N − operates trivially. This gives an exact sequence of PGL 2 (F )-modules, or what is relevant for us, an exact sequence of
Since N − operates trivially on Q, and has only non-trivial characters on S(F × ), the Jacquet module of S(F × ) ⊗ Q with respect to N − is trivial, and as a consequence, the Jacquet module with respect to N − of S(F × ) ⊗ S(F × ) is the same as that of S(F × ) ⊗ S. Thus, once again,
Completing the proof of the proposition for π an irreducible principal series representation. For the Steinberg representation, let P s be a principal series representation of PGL 2 (F ) with Steinberg as a quotient, and the trivial representation as the submodule:
This gives rise to the long exact sequence,
Since we already know that the dimension of Ext 
By applying the functor Hom PGL 2 (F ) [C, −] to this exact sequence, we get, 
Lemma 12. Assuming that Ind
Proof. If the exact sequence were split, π 1 ⊗ π 2 will be a direct sum of ind
and Ind
) from which we deduce that in fact Ind
(χ 1 χ 2 δ 1/2 ) appears as a quotient of π 1 ⊗ π 2 with multiplicity 2, a contradiction to the well-known multiplicity one property! Remark : It should be noted that if π 1 = Ind
where w is the non-trivial element of the Weyl group of GL 2 (F ) for the diagonal torus. Using this flexibility in writing π 1 as an induced representation, and similarly for π 2 , we can always assume that Ind 
In this case, Ind
2 ) can contribute St as a submodule of π 1 ⊗π 2 , but as we will see later, ind (It may be noted that as a topological space, T \PGL 2 (F )/N − is a non-Hausdorff space which is obtained by identifying two copies of A 1 at all points except the origin; the author owes this remark to M. Brion.) The main issue that needs to be understood is which characters of T appear in the Jacquet module of ind PGL 2 (F ) T µ, for which understanding some semi-simplified version of Jacquet module would not be enough.
Using the decomposition,
where w = 0 1 1 0 is the standard element of the Weyl group, we obtain the following exact sequence for the Jacquet module of ind
where S(F ) is the space of locally constant compactly supported functions on N + ∼ = F on which T = F × operates via the natural translation action of F , and therefore on S(F ), twisted by the character | · |µ.
Similarly, using the decomposition,
we obtain the following exact sequence for the Jacquet module of ind
where S(F ) is the space of locally constant compactly supported functions on N − w ∼ = F on which T = F × operates via the natural translation action on F , and therefore on S(F ), twisted by the character | · |µ −1 . Using these the exact sequences (A) and (B) for the Jacquet module of ind 
Proof. We leave the verification of the fact that if π ∨ 2 is not a quadratic twist of π 1 , then we can assume that the character on the torus T in PGL 2 (F ) is not quadratic.
The assertions about the Hom spaces have already been proved. Now note that for both ind PGL 2 (F ) T C µ and π 1 ⊗ π 2 , the Jacquet module with respect to N − is S(F × ) up to finitely many characters of F × . Since we know that for any characters χ, α of F × ,
the assertions on Euler-Poincare characteristics follows, and hence so also the assertions on Ext 1 .
Finally we have to deal with the case when µ 2 = 1. Since quadratic characters of T are restrictions of quadratic characters of PGL 2 (F ), it suffices to only consider the trivial character µ. This crucial case was actually observed in [17] , Lemma 5.4 which we state and reproduce the proof for the sake of completeness.
Lemma 13. The Steinberg representation St appears as a submodule of ind
Proof. Realize T \PGL 2 (F ) as the complement of the diagonal
is clearly zero on the diagonal subset, so is a compactly supported function on T \PGL 2 (F ), and thus gives an embedding of St into ind 
By applying the functor Hom PGL 2 (F ) [C, −] to this exact sequence, we get, We end this section with the following elementary assertion, leaving a few other cases to the reader. Similarly, if X 1 , X 2 are closed subsets of an ℓ-space X with X 1 ⊂ X 2 ⊂ X, and endowed with an ℓ-sheaf F, we have exact sequences, 0 → S(X − X 2 , F) → S(X − X 1 , F) → S(X 2 − X 1 , F) → 0, 0 → S(X 2 − X 1 , F) → S(X 2 , F) → S(X 1 , F) → 0, which can be spliced together to, 0 → S(X − X 2 , F) → S(X − X 1 , F) → S(X 2 , F) → S(X 1 , F) → 0, which gives an element of Ext 2 G [S(X 1 , F), S(X − X 2 , F)], so as the representation π 2 = S(X 1 , F) becomes smaller and smaller compared to π 1 = S(X − X 2 , F) (as the space X 1 is 'two step smaller' than X), it may be expected to contribute to higher and higher Ext groups Ext
What seems involved in the present work is that in some sense, homomorphisms between representations, or extensions between them always correspond to some geometric spaces as above, in particular, a typical Homomorphism is from a larger space to smaller ones, whereas a typical Ext is the other way around! One might say that taking contragredient of the above exact sequence of representations interchanges subrepresentations with quotients, however, we would like to point out that taking contragredient is an allowed operation in representation theory of p-adic groups only for admissible representations, and that the contragredient of a non-admissible representation is always uncountable dimensional, and so a question about filtrations of restriction of representations of a group G when restricted to H never has to deal with contragredients. An example to illustrate might be worthwhile: when considering restriction from G to H, one never will encounter C ∞ (H) as a subquotient, it being uncountable dimensional. Thus 'largeness' of a representation is to be understood in being admissible or not.
We have seen instances of these geometric spaces in several simple cases in this paper such as the natural action of F × on F , or on P 1 (F ), (which give rise to elements in Ext One can also use the action of G on its Bruhat-Tits building and its various compactifications. For example, if X is the tree associated to PGL 2 (F ), then one knows that there is a compactification X of X on which PGL 2 (F ) continues to act with X − X = P 1 (F ) a closed subset of X.
The zero-skeleton X 0 of X together with X −X is a compact topological space together with an action of PGL 2 (F ) with two orbits: X 0 and X − X. The unramified character χ of B gives rise to a sheaf, say C χ , on P 1 (F ), which can be extended to a PGL 2 (F )-equivariant sheaf on the union of X 0 and X − X by making it ind PGL 2 (F ) PGL 2 (O F ) C on X 0 . (We are using the unramifiedness of the character χ.) Call the extended sheaf on the union of X 0 and X − X also as C χ ; note that the restriction of C χ to X 0 is the constant sheaf C. Thus we have an exact sequence, 0 → S(X 0 , C) → S(X 0 (X − X), C χ ) → S(P 1 (F ), C χ ) → 0. It may be hoped that many extensions which representation theory offers will be matched by geometric action of G on topological spaces with finitely many G-orbits coming either from algebraic geometric spaces, or from the Bruhat-Tits buliding and its compactifications; there is then also the issue of proving that geomteric actions do give non-trivial extensions!
