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Abstract—Recently, deep learning have achieved promising
results in Estimated Time of Arrival (ETA), which is considered
as predicting the travel time from the origin to the destination
along a given path. One of the key techniques is to use
embedding vectors to represent the elements of road network,
such as the links (road segments). However, the embedding
suffers from the data sparsity problem that many links in the
road network are traversed by too few floating cars even in
large ride-hailing platforms like Uber and DiDi. Insufficient data
makes the embedding vectors in an under-fitting status, which
undermines the accuracy of ETA prediction. To address the
data sparsity problem, we propose the Road Network Metric
Learning framework for ETA (RNML-ETA ). It consists of two
components: (1) a main regression task to predict the travel time,
and (2) an auxiliary metric learning task to improve the quality
of link embedding vectors. We further propose the triangle loss,
a novel loss function to improve the efficiency of metric learning.
We validated the effectiveness of RNML-ETA on large scale real-
world datasets, by showing that our method outperforms the
state-of-the-art model and the promotion concentrates on the
cold links with few data.
I. INTRODUCTION
Intelligent Transportation System (ITS) aims to explore
better transportation options for human beings and better
relationships among users, vehicles and transportation infras-
tructures [1], [2]. Nowadays, with massive spatio-temporal
data, artificial intelligence plays more and more important role
in ITS by leveraging data-driven methods to analyze the traffic
patterns, and has obtained promising results in many tasks of
ITS [3], [4], [5].
Estimated Time of Arrival (ETA) is one of the most fun-
damental and challenging problems in ITS. It is considered
as predicting the travel time from an origin location to a
destination location along a given route. An ETA model
enables the transportation system to efficiently schedule the
vehicles to control the increasing urban traffic congestion
[6]. Due to the rapid growth of ride-hailing apps such as
Uber and DiDi, ETA has attracted more and more attention
in recent years. An accurate ETA system can significantly
improve the operating efficiency of the ride-hailing platforms
by influencing route planning, navigation, carpooling, vehicle
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Fig. 1. The conceptual demonstration of RNML-ETA . The left part shows
a real case in which the ETA system predicts the travel time along the route
starting from the greed pin to the red pin. The route consists of a sequence
of links. To alleviate the data sparsity problem, we propose to transfer the
knowledge of hot links to the cold links by metric learning. The links’
similarity is measured using their speed distrubtion.
dispatching and scheduling. The left part of Fig. 1 show a real
case of ETA.
Existing ETA methods can be divided into two categories.
The fist one is the additive methods that explicitly predict the
travel time for each road segment and give the total travel time
of a route by assembling the ingredients’ travel time. These
methods have intuitive interpretability, but the prediction may
be inaccurate when local errors are accumulated. The other one
is the overall methods that directly predict the overall travel
time of the route, by formulating ETA as a regression problem.
For example, the Wide-Deep-Recurrent model (WDR) [4]
takes neural network to predict the travel time based on a rich
set of input features. This kind of methods avoid the local error
accumulation but have relatively weak interpretability because
of using black-box model.
We refer to the road segments as links in the remaining
part of this paper. The technique of embedding [7], [8], [9]
is widely used, especially in deep learning ETA models, to
capture the spatio-temporal patterns of link as it is one of
the most fundamental element in the road network. Each link
is represented by an embedding vector which encodes the
link’s semantic information through sufficient iterations during
the training process. Though the ride-hailing platforms collect
millions of trajectories per day, the embedding vectors still
suffers from the data sparsity problem of road network that
many links are traversed by too few floating cars. For cold
links, which are covered by few trajectories, the training of
their embedding vectors may end in an under-fitting status.
Thus, the travel time estimation may have large error if a
route goes through cold links.
To alleviate the data sparsity problem, we propose a novel
ETA model named as RNML-ETA . The model leverages
multi-task learning [10] and consists of a main task predicting
the travel time and an auxiliary task performing the metric
learning, in which the similarity between links are measured
by their speed distribution. Via the metric learning, similar
links get close and dissimilar links get far away in the
embedded space. Thus, the embedding vectors of cold links
get sufficient training, which significantly improves the ETA
accuracy. Moreover, we propose a novel loss function, the
triangle loss, for metric learning to take more interaction into
consideration in on update. To achieve this, we switch the roles
of links among the anchor, positive and negative samples. A
conceptual demonstration of RNML-ETA is given in Fig. 1.
The main contributions of this paper are three-fold:
• To our best knowledge, RNML-ETA is the first deep
learning method that effectively addresses the data spar-
sity problem of road network.
• We propose a novel metric learning framework to im-
prove the quality of link embedding vectors. The similar-
ity of links can be measured using the speed distribution
of links which can be computed from existing ETA data,
requiring no extra information. We also propose the novel
triangle loss to improve the learning efficiency of metric
learning.
• We conducted comprehensive evaluation of our method
on large scale real-world datasets containing over 100
million trajectories. The experimental results validated
that RNML-ETA significantly improves the performance
compared to a state-of-the-art deep learning method.
The rest of this paper is organized as follows. Section II
reviews the related works. Section III introduces our method
RNML-ETA in detail. Section IV gives the experimental
results on the large-scale real-world datasets. Section V is a
conclusion of this paper.
II. RELATED WORK
Estimated Time of Arrival. As one of the fundamental
problems in intelligent transportation system, ETA attracts an
extensive study in both academic and industrial communities.
ETA models can be divided into two categories. The first
category is the additive methods that explicitly estimate the
travel time for each link and give the prediction of a route by
assembling the ingredients’ travel time. Rule-based method
can be used in the estimation of link travel time. For example,
a simple rule dividing the link length by the link travel
speed is widely used in the industry. Learning-based methods,
such as the dynamic bayesian network [11], gradient boosted
regression tree [12], least-square minimization [13] and pattern
matching [14] are also used to mine the traffic patterns and
predict the link’s travel time. The data sparsity problem of road
network is discussed in [15] that a part of links are traversed
by too few trajectories. To alleviate the data sparseness , the
authors of [15] propose to represent the trips as a tensor and
utilize tensor decomposition to complete the missing values.
However, dealing with data sparsity is still a challenging
problem for ETA.
The second category is the overall methods that directly
predict the overall travel time of the given route. Early
methods such as TEMP [16] and time-dependent landmark
graph [17] use traditional machine learning methods to predict
the travel time. Recently, due to the bloom of deep learning
[18], [19], [20], neural network models for ETA are in a
rapid development. MURAT [21] uses feed-forward neural
networks to predict the travel time from the origin to the
destination without a given path. Multi-task learning and graph
embedding are used in MURAT to narrow the accuracy gap
to the path-based methods. DeepTTE [22] proposes a geo-
convolution operation to encode the coordinate information
and uses recurrent neural network to learn the travel time along
a GPS sequence. Since GPS sequence cannot be acquired
until the trip is finished, DeepTTE resamples the GPS points
by uniform distance at training stage and generates pseudo
points according to a planned route at inference stage. WDR
model [4] uses a wide linear part and a deep neural network to
learn the trip-level information, and a recurrent neural network
to learn the fine-grained sequential information in the route.
The authors of [23], [24] transform the map information into
the image sequence, and adopt convolutional neural network
to mine spatial correlations for ETA. In these deep learning
methods, the embedding of geographical elements, such as the
link embedding in [21], [4] and the grid embedding in [25],
plays an important role. The embedding technique suffers from
the data sparsity problem as well, because insufficient data
makes the embedding vectors in an under-fitting status.
Metric learning. The goal of metric learning is to learn
a representation function that maps objects into an embedded
space. The distance in the embedded space should preserve the
objects’ similarity — similar objects get close and dissimilar
objects get far away. Various loss functions have been devel-
oped for metric learning. For example, the contrastive loss
[26] guides the objects from the same class to be mapped
to the same point and those from different classes to be
mapped to different points whose distances are larger than
a margin. Triplet loss [27] is also popular, which requires the
distance between the anchor sample and the positive sample
to be smaller than the distance between the anchor sample and
the negative sample. The case with one positive sample and
multiple negative samples is extended in [28]. Metric learning
often suffers from slow convergence, partially because the loss
only captures limited interaction in one update.
III. METHODOLOGY
We describe the road network as a set of links {l =
1, 2, · · · ,M}, where M is the total link number in the map
and l is the link ID ranging from 1 to M . We then give
the definition of ETA learning problem which is essentially
a regression task:
Definition 3.1: ETA Learning. Suppose we have a collec-
tion of historical trips {si, ei, di,pi}
N
i=1, where N stands for
the total trip number, si is the departure time, ei is the arriving
time, di is the driver ID and pi is the travel path for i-th trip.
Our goal is to fit a model that can predict the travel time
estimation y′i given the departure time, the driver ID and the
travel path. The ground-truth travel time yi can be computed
as yi = ei−si. The travel path pi is represented as a sequence
of links pi = {li1, li2, · · · , liTi}, where lij is the ID of j-th
link in the i-th sequence and Ti is the sequence length of pi.
We introduce the overall framework of the proposed method
in Section III-A, define the measurement of link similarity in
Section III-B and introduce the details of our metric learning
loss in Section III-C.
A. Overall Framework
We first construct a rich feature set from the raw information
of trips. For example, according to the departure time, we can
obtain the time slice in a day (every 5 minutes) and the day of
week. The features can be categorized into two types: (1) the
sequential features which are extracted from the travel path pi.
For a link lij , we denote its feature vector as xij , and get a
feature matrix X i = [x1, · · · ,xTi ] for the i-th trip. Note that
the sequential feature has variable size — in other words, the
column number of Xi is decided by the path length; and (2)
the non-sequential features which are irrelative to the travel
path, e.g day of the week. They are represented as a feature
vector zi with fixed size.
The link embedding vector is an important component of
the link feature vector xij . For link with ID=lij , we look up
an embedding table EL ∈ R20×M , and use its lij-th column
EL(:, lij) as a distributional representation for the link [7] .
The EL is randomly initialized and will be updated in the
training process by gradient descending to encode semantic
information of links. The link feature vector is a concatenation
ofEL(:, lij), the link length len(lij) and the link’s travel speed
vij :
xij = [EL(:, lij); len(lij); vij ]. (1)
The link’s length is obtained by geographical survey and
the travel speed is the average speed of the floating cars
that traversed the link within the latest time window (e.g 10
minutes).
Data amount significantly affects the quality of embedding
vectors. For example in the natural language processing field,
Word2vec [9] cannot generate meaningful embedding vectors
for rare words that occur in very limited sentences. In ride-
hailing platforms, the data coverage on road network is still
not satisfactory though there are already millions of floating
cars. A part of links are traversed by only a few or even zero
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Fig. 2. The overall architecture of RNML-ETA . The loss function consists
of two aspects: (1) the main task uses a Wide-Deep-Recurrent model to learn
the travel time prediction, and (2) the auxiliary task uses metric learning to
improve the quality of link embedding vectors.
trajectories. We refer to those traversed by plenty of trips as
hot links, and those traversed by only a few or even zero trips
as cold links. The hot links’ embedding vectors can be well
trained with sufficient iteration. However, the training of cold
links’ embedding vectors is often ended in an under-fitting
status, which undermines the accuracy of ETA prediction.
To improve the embedding quality of cold links, we pro-
pose the Road Network Metric Learning ETA (RNML-ETA ),
whose training process consists of two tasks. The main task
is to predict the travel time, while the auxiliary task is to
regularize the link embedding vectors by transferring the
knowledge of road network patterns from hot links to cold
links. The metric learning in the auxiliary task can help to
place the embedding vector of a cold link in a proper position
in the embedded space, by reducing the distance to its similar
hot links. The loss function of RNML-ETA is:
L = (1− β) · Lmain + β · Laux, (2)
where β is a hyper-parameter to balance the trade-off between
the main task and the auxiliary task.
We choose Wide-Deep-Recurrent (WDR) model [4], a state-
of-the-art ETA model, to accomplish the main task. The three
components of WDR model includes: (1) a wide module
memorizing the historical patterns in data by constructing a
second order cross product and an affine transformation of
the non-sequential feature zi; (2) a deep module improving
the generalization ability by feeding zi into a Multi-Layer
Perceptron (MLP), which is a stack of fully-connected layers
with ReLU [19] activation functions; and (3) a recurrent
module providing a fine-grained modeling on the sequential
feature Xi via Long-Short Term Memory network (LSTM)
[29], which can capture the spatial and temporal dependency
between links.
We denote the outputs of the wide module as h
(w)
i , the
output of the deep module as h
(d)
i , and the last hidden state
of LSTM as h
(Ti)
i . The travel time prediction is given by a
regressor, which is also a MLP, based on the concatenation of
the outputs:
y′i = MLP (h
(w)
i ,h
(d)
i ,h
(Ti)
i ). (3)
The hidden state sizes in the deep module, the LSTM and
the regressor MLP are all set to 128. The hidden state and
memory cell of LSTM are initialized as zeros. We choose
Mean Absolute Percentage Error (MAPE) as the loss function
of the main task:
Lmain =
1
N
N∑
i=1
|yi − y′i|
yi
, (4)
where yi is the ground-truth travel time. The overall architec-
ture of RNML-ETA and the main task workflow are visualized
in Fig. 2. The details of the auxiliary task will be introduced
in the following sections.
B. Link Similarity
To apply metric learning on the link embedding vectors,
a similarity measurement of links should be defined. Since
the link’s travel speed essentially reflects how long a car is
expected to take to pass through the link, the speed distribution
across different time could be used to depict the traffic
characteristic of the link. We construct a series of time bins
{τ1, τ2, · · · , τK} for a day. These time bins are ensured to be
non-overlapped: τi ∩ τj = ∅, ∀i 6= j; and their union covers
the whole day: τ1 ∪ τ2 ∪ · · · ∪ τK = 24h. We then statistic the
average travel speed for link l and time bin τk by computing:
v¯k(l) =
1
Z
N∑
i=1
Ti∑
j=1
vijIsi∈τkIlij=l,
Z =
N∑
i=1
Ti∑
j=1
Isi∈τkIlij=l,
(5)
where vij is the travel speed feature of j-th link in i-th trip,
and Icond is an indicator that Icond = 1 if cond is satisfied and
Icond = 0 otherwise. Intuitively, we find a subset of the link l’s
travel speed features by selecting those whose departure time
belongs to the time bin τk , and then compute the average on
the subset. In practice, we use a configuration of K = 3 time
bins with τ1 from 5 a.m to 11 a.m representing the morning
peak, τ2 from 4 p.m to 10 p.m representing the evening peak
and τ3 taking the remaining hours representing the off-peak
time.
We further scale the speeds to be within [0, 1] by applying
v˜k(l) = (vk(l)− a)/(b− a), where a and b are the minimum
and maximum of {vk(l), k = 1 · · ·K, l = 1 · · ·M}. We finally
get a normalized speed histogram of link l:
v˜(l) = [v˜1(l), v˜2(l), v˜3(l)]
T . (6)
A difference matrix Q ∈ RM×M can be computed as
follows:
Qij = Qji = ‖v˜(i)− v˜(j)‖2, (7)
where Qij is the element of Q measuring the difference
between links with ID=i and ID=j. Smaller difference means
larger similarity. The similarity based on speed histogram
shows advantages on two aspects. Firstly, the ETA is mostly
determined by the traffic condition and is partially influenced
by personalized factors such as the driving habit. The latest
average speed is a good reflection of the traffic condition. If
two links have similar speed distribution, they should also have
similar impact on the ETA prediction. Secondly, the speed
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Fig. 3. The distances forms a triangle and the order of their edge lengths
should satisfy the relation in Eq. 8.
histogram does not rely any extra information and can be
computed directly from the data used in the main task, which
facilitates the method implementation.
C. Triangle Loss
Links with similar characteristic are expected to be closer
in the embedded space and those with dissimilar characteristic
are expected to be farther. With this end in view, we propose
a novel metric learning loss function, named as triangle
loss. Suppose we have three links with ID=li, lj , lk and the
corresponding differences Qlilj , Qlj lk and Qlilk , without loss
of generality, we assume:
Qlilj < Qlj lk < Qlilk . (8)
We then compute the Euclidean distances between the
embedding vectors of link li, lj and lk. For example:
Dlilj = ‖E˜L(:, li)− E˜L(:, lj)‖2, (9)
where E˜L(:, li) = EL(:, li)/‖EL(:, li)‖2 is the L-2 normal-
ized embedding vector. The three distances Dlilj , Dljlk and
Dlilk forms a triangle. We aims to restrict the lengths of the
triangle edges to be in the same order as in Eq. 8, which
derives three inequations:
D2lilj + α1 < D
2
lj lk ,
D2lilj + α2 < D
2
lilk
,
D2lj lk + α3 < D
2
lilk
(10)
where α1, α2 and α3 are required margins. Unlike the triplet
loss [27] which has only one restriction that the distance
between anchor and positive sample should be smaller than
the distance between anchor and negative sample, the links in
our method take turns to act as the anchor. This enables a more
efficient metric learning in one update and thus accelerates
the convergence. Fig. 3 gives a visualized demonstration. The
triangle loss is in the form of:
Laux =
1
U
∑
li,lj,lk
(
γ1
[
D2lilj −D
2
lj lk + α1
]
+
+ γ2
[
D2lilj −D
2
lilk + α2
]
+
+ γ3
[
D2lj lk −D
2
lilk + α3
]
+
)
,
(11)
where the operator [x]+ = max(x, 0) and U is the number
of possible triangles in the training set, γ1, γ2 and γ3 are
hyper-parameters to adjust the weights of the three distances.
The auxiliary task and main task are simultaneously optimized
via gradient descending. For a mini-batch of trips, we first
compute the loss of the main task, and then compute the
auxiliary loss by randomly combining triangles with all the
links in the trips.
IV. EXPERIMENT
The evaluation is on large scale real-world datasets collected
in DiDi platform. We will introduce the datasets, the compet-
ing methods, the implementation details and the experimental
results in sequence.
A. Dataset
We collected massive floating car trajectories of Beijing in
2018 in DiDi platform. The trajectories are split into pickup
and trip datasets according to the driver’s working status. A
pickup trajectory starts when a driver responds to a passenger’s
request and ends when he/she picks up the passenger. A trip
trajectory starts when the passenger gets on board and ends
when arriving the destination. For each dataset, we use 25
weeks of data as training set and the following 2 weeks as
validation set and test set, respectively. We remove the outliers
with extremely short travel time (<60s) and extremely high
average speed (>120km/h). The data statistics are summarized
in Table I.
TABLE I
STATISTICS OF DATASETS
size pickup trip
training set 25 weeks 111.0M 105.5M
validation set 1 week 4.0M 4.5M
test set 1 week 4.1M 3.9M
# traversed link - 1.2M 1.3M
The links are from a wide range of roads, such as private
community roads, local streets and urban freeways. As shown
in Table I, the trip dataset covers more links than the pickup
dataset. However, both the datasets suffer from the road
network sparsity problem that most of the links are short
of data. To demonstrate it, we plot the histogram of link
coverage frequency in Fig. 4. Though with over 0.1 billion
of trajectories, there is a significant number of cold links that
are traversed by only a few times in about half a year (25
weeks). The median coverage frequencies of link are 42 on
pickup and 69 on trip.
B. Competing Methods
We compare the proposed RNML-ETA with the following
competitors.
(1) Route-ETA: a representative method in industrial ap-
plication. In this solution, the travel time estimation for each
link is made by dividing the link length by the link travel
speed. The waiting time at each intersection is mined from the
historical data. Given a route, the total travel time is predicted
as the sum of each link’s travel time and each intersection’s
(a) (b)
Fig. 4. Statistics of link coverage frequency. For both pickup and trip datasets,
the links concentrate on the bands with small number of traversing trajectories.
waiting time. Route-ETA has very fast inference speed but
its accuracy is often far from satisfactory compared to deep
learning methods.
(2) WDR [4]: a deep learning method achieving the state-
of-the-art performance in ETA problem. Since it is the model
used in our main task, the comparison between WDR and
RNML-ETA evaluates the benefit of the auxiliary task.
(3) WDR-no-link-emb: a variant of WDR that removes
the link embedding technique. The main purpose of using
this model is to quantify the contribution of link embedding
vectors, of which the RNML-ETA is aiming to improve the
quality.
Besides the Mean Absolute Percentage Error (MAPE),
which is used as objective function in the main task, we also
take Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE) as the evaluation metrics. The computations are:
MAE =
1
N
N∑
i=1
|yi − y
′
i|,
RMSE =
[
1
N
N∑
i=1
(yi − y
′
i)
2
]1/2
.
(12)
C. Implementation Details
The neural networks in WDR, WDR-no-link-emb and
RNML-ETA are implemented in PyTorch [30], and the train-
ing is accelerated on a single NVIDIA P40 GPU. We use a
mini-batch size of 256 and set the maximal iteration num-
ber to 7 millions. The hyper-parameters of RNML-ETA are
selected by the results on validation set. We use margins
α1 = α3 = 0.005, α2 = 0.02 and weights γ1 = γ3 = 0.3,
γ2 = 0.4 in the triangle loss for both pickup and trip
datasets. The task weight β is 0.52 for pickup and 0.35
for trip. All the parameters, such as the MLP weights and
the embedding vectors, are jointly trained using Adam [31]
optimizer, which is a stochastic gradient descending method.
Adam can adaptively adjust the step size according to the
historical gradients and thus accelerate the convergence. The
learning rate is set to 0.0002.
D. Experimental Results
We list the results of pickup data in Table II and trip data
in Table III, and mark the best scores by bold font. The
proposed method RNML-ETA outperforms all the competitors
on both datasets. The metric learning component significantly
improves the main task model’s accuracy to predict the travel
time. For example, RNML-ETA reduces 2.62% RMSE on
pickup data and reduces 1.19% MAPE on trip data compared
to WDR. The importance of link embedding technique is also
validated that it brings 7.0% and 7.9% reduction on MAPE
for pickup and trip data, respectively (WDR-no-link-emb v.s.
WDR). Moreover, it can be observed that there is a large
performance gap between the simple rule-based model Route-
ETA and the deep learning models.
TABLE II
RESULTS OF THE PICKUP DATASET
MAPE (%) MAE (sec) RMSE (sec)
Route-ETA 25.010 69.008 106.966
WDR-no-link-emb 20.845 59.018 95.876
WDR 19.386 54.686 89.976
RNML-ETA 19.215 53.546 87.617
TABLE III
RESULTS OF THE TRIP DATASET
MAPE(%) MAE (sec) RMSE (sec)
Route-ETA 15.440 150.560 248.736
WDR-no-link-emb 12.742 117.337 197.652
WDR 11.737 108.919 186.083
RNML-ETA 11.597 108.519 185.897
The results in Table II and Table III show the overall
accuracy on all the links. Since RNML-ETA mainly aims to
improve the embedding quality of cold links, its contribution
needs a finer evaluation which reports the metrics at different
link coverage level. Thus, we select a series of subsets from
the dataset by restricting the link coverage frequency in the
trajectory. Specifically, we keep a trajectory if at least 25%
of the contained links have coverage frequencies less than a
threshold δ, and drop the trajectory otherwise. By varying δ
from 50 to 500 on pickup data and from 300 to 750 on trip
data in a step of 50, we obtain 10 subsets for each dataset. In
subset with lower δ, the trajectory contains more cold links.
We then compute the metrics on these subsets and plot the
curves in Fig. 5.
We take Fig. 5 (a) as an example (the trends in other
subfigures are similar). As the threshold δ increases, the subset
includes more hot links and the MAPE of WDR gradually
decreases from 28% to 23%, which is a large improvement
for ETA problem. This phenomenon shows that links covered
by more trajectories do have better prediction accuracy and
supports the existence of the road network data sparsity
problem. On the subset with δ = 50, our method RNML-
ETA outperforms WDR by more than 2 percentage in terms
of MAPE. However, the gain on overall MAPE (Table II)
is less than 0.2 percentage. Such a comparison validates
the effectiveness of RNML-ETA that it mainly improves
the performance of cold links. As δ increases, RNML-ETA
(a) (b)
(c) (d)
(e) (f)
Fig. 5. Results of the finer evaluation on subsets with different link coverage
level. For a threshold δ, we keep the trajectory that at least 25% of the
contained links have coverage frequencies less than δ. The 6 subfigures stand
for (a) MAPE on pickup data, (b) MAPE on trip data, (c) MAE on pickup
data, (d) MAE on trip data, (e) RMSE on pickup data and (f) RMSE on trip
data.
achieves MAPE improvements up to 8.92% on pickup data
and up to 1.99% on trip data.
E. Influence of Hyper-parameter
To explore the influence of hyper-parameters, we plot the
performance curves of pickup data in Fig. 6 by varying the
margin α2 and the task weight β, which are two representative
hyper-parameters. The basic configuration is the same as in
Section IV-C, namely, α1 = α3 = 0.005, α2 = 0.02, γ1 =
γ3 = 0.3, γ2 = 0.4 and β = 0.52.
The hyper-parameter α2 is a bit more special than α1 and
α3, because it controls the gap between the longest edge and
the shortest edge in the triangle loss. If this restriction is bro-
ken, it means that the model is far from our expected status and
needs a stronger gradient to update the parameters. Usually,
we set α2 > α1 + α3 and find that 0.02 achieves the best
performance according to the curve in Fig. 6 (a). Moreover,
RNML-ETA achieves better performance than WDR from
α2 = 0.001 to 0.1, which demonstrates that the superiority of
RNML-ETA is not sensitive to the margin hyper-parameter.
The task weight β is to balance the trade-off between the
main task and the auxiliary task. In extreme cases, RNML-
ETA degenerates to WDR if β = 0 and degenerates to a
pure metric learning model if β = 1. Fig. 6 (b) shows that
the advantage of RNML-ETA over WDR is robust in a wide
range of β from 0.2 to 0.7 and that the best performance is
achieved at β = 0.52.
(a) (b)
Fig. 6. The influence of hyper-parameters: (a) for the margin α2 in the triangle
loss, and (b) for the weight balancing the main task and the auxiliary task.
Though MAPE varies under different hyper-parameters, RNML-ETA gener-
ally outperforms the competitor WDR, which demonstrates the robustness of
our method.
V. CONCLUSION
In this paper, we propose a novel metric learning framework
for ETA, named as RNML-ETA , to address the data sparsity
problem of road network. In the main task, we use WDR
model to predict the travel time. In the auxiliary task, we
first construct a difference matrix by computing the Euclidean
distances between the links’ speed distributions, and then use
metric learning to get the similar links close and dissimilar
links far away in the embedded space. The auxiliary task
is aiming to improve the quality of embedding vectors of
links. We conduct experiments on two large scale real-world
datasets collected in DiDi platform. The results validated the
effectiveness of RNML-ETA by showing that it outperforms
the state-of-the-art WDR model on all the evaluation metrics.
A further experiment finely examines the gains for different
types of link and find that RNML-ETA significantly improves
the accuracy for routes containing cold links.
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