Ricci-quadratic homogeneous Randers spaces by Deng, Shaoqiang & Hu, Zhiguang
ar
X
iv
:1
20
7.
17
86
v1
  [
ma
th.
DG
]  
7 J
ul 
20
12
RICCI-QUADRATIC HOMOGENEOUS RANDERS SPACES∗
SHAOQIANG DENG AND ZHIGUANG HU
Abstract
A Finsler space is called Ricci-quadratic if its Ricci curvature Ric(x, y) is quadratic in y.
It is called a Berwald space if its Chern connection defines a linear connection directly on
the underlying manifold M . In this article, we prove that a homogeneous Randers space is
Ricci-quadratic if and only if it is of Berwald type.
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1. Introduction
Riemann curvature is a central concept in Riemannian geometry which was introduced by
Riemann in 1854. In 1926, Berwald generalized this notion to Finsler metrics. A Finsler metric
is said to be R-quadratic if its Riemann curvature is quadratic [5]. R-quadratic metrics were first
introduced by Basco and Matsumoto [2]. They form a rich class of Finsler spaces. For example,
all Berwald metrics are R-quadratic, and some non-Berwald R-quadratic Finsler metrics have
been constructed in [3, 9]. There are many interesting works related to this subject (cf. [12, 10]).
Ricci curvature of a Finsler space is the trace of the Riemann curvature. A Finsler met-
ric is called Ricci-quadratic if its Ricci curvature Ric(x, y) is quadratic in y. It is clear that
the notion of Ricci-quadratic metrics is weaker than that of R-quadratic metrics. It is there-
fore obvious that any R-quadratic Finsler space must be Ricci-quadratic, in particular, any
Berwald space must be Ricci-quadratic. However, there are many non-Berwald spaces which
are Ricci-quadratic. In general, it is quite difficult to characterize Ricci-quadratic metrics.
Li and Shen considered the case of Randers metrics in [9] and obtained a characterization of
Ricci-quadratic properties of such spaces, using some complicated calculations in local coordi-
nate systems. Their results are rather complicated (see Theorem 3.1 below). In this paper we
consider homogeneous Randers spaces and prove the following
Main theorem. A homogeneous Randers space is Ricci-quadratic if and only if it is of Berwald
type.
We remark here that the range of homogeneous Randers spaces is rather wide. For example,
on any connected Lie group G with Lie algebra g, we can identify the tangent space of G at
the origin To(G) with g. Given any inner product 〈, 〉 and a vector w ∈ g with 〈w,w〉 < 1, we
can then define a Minkowski norm Fo on g by (see [1])
Fo(u) =
√
〈u, u〉+ 〈w, u〉.
Then we can extend this Minkowski norm to a left invariant Randers metric F on G by the left
translation of G. This method produces numerous examples of homogeneous Randers spaces.
It is also known that on many coset spaces G/H of a Lie group G with respect to a non-trivial
closed subgroup H , there exist G-invariant Randers metrics (see for example [6]).
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2. Preliminaries
Let F be a Finsler metric on an n-dimensional manifold M . We always assume that F is
positive definite, namely, the Hessian matrix gij = gij(x, y) is positive definite, where
gij(x, y) :=
1
2
[F 2]yiyj(x, y), y ∈ TxM − {0}.
On a standard local coordinate system (x1, x2, · · · , xn, y1, y2, · · · , yn), the geodesics of F are
characterized by the following system of equations:
d2xi
dt2
+ 2Gi(x,
dx
dt
) = 0,
where Gi = Gi(x, y) are called the geodesic coefficients of F , which are given by
Gi =
1
4
{
[F 2]xmyly
m − [F 2]xl
}
.
It is clear that if F is Riemannian, then Gi are quadratic in y. For a general Finsler metric, Gi
is very complicated and is not quadratic in y. When Gi are quadratic in y, we call F a Berwald
metric. Every Riemannian metric is a Berwald metric, but the converse is not true. In fact,
one can construct many examples of non-Riemannian Berwald metrics. The local structure of
Berwald spaces was determined by Z. I. Szabo´ in [13].
A Finsler metric of the form F = α+ β, where α is a Riemannian metric and β is a 1-form
onM whose length with respect to α is everywhere less than 1, is called a Randers metric. This
kind of metrics was introduced by G. Randers in 1941 ([11]), in his study of general relativity. A
Randers metric F = α+ β is a Berwald metric if and only if the form β is parallel with respect
to α. This is an important result in the field of Finsler geometry due to the contributions of
many mathematicians, see [1] for an account of the history of this result.
Let y be a non-zero vector in Tx(M). The Riemann curvature Ry = R
i
k
∂
∂xi
⊗
dxk is defined
by
Rik := 2[G
i]xk − [G
i]xmyky
m + 2Gm[Gi]ymyk − [G
i]ym [G
m]yk .
It defines a linear transformation on Tx(M). The trace of this linear transformation is denoted
by Ric(x, y) and is called the Ricci curvature of F . A Finsler metric is called Ricci quadratic
if Ric(x, y) is quadratic in y.
3. The Levi-Civita connection of homogeneous spaces
In this section we shall use Killing vector fields to present some formulas about the Levi-
Civita connection of homogeneous Riemannian manifolds. We follow the method used by the
first author in [6].
Let (G/H,α) be a homogeneous Riemannian manifold. Then the Lie algebra of G has a
decomposition g = h + m, where h is the Lie algebra of H and Ad(h)(m) ⊂ m, ∀h ∈ H . We
identify m with the tangent space To(G/H) of the origin o = H . We shall use the notation 〈, 〉
to denote the Riemannian metric on the manifold as well as its restriction to m. Note that it
is an AdH-invariant inner product on m. Hence we have
〈[x, u], v〉+ 〈[x, v], u〉 = 0, ∀x ∈ h, ∀u, v ∈ m,
which is equivalent to
〈[x, u], u〉 = 0, ∀x ∈ h, ∀u ∈ m.
Given v ∈ g, we can define the fundamental vector field vˆ generated by v, i.e.,
vˆgH =
d
dt
exp(tv)gH |t=0, ∀g ∈ G.
Since the one-parameter transformation group exp tv on G/H consists of isometries, vˆ is a
Killing vector field.
RICCI-QUADRATIC HOMOGENEOUS RANDERS SPACES∗ 3
Let Xˆ, Yˆ , Zˆ be Killing vector fields on G/H and U, V be arbitrary smooth vector fields on
G/H . Then we have ([4], page 40,182,183)
[Xˆ, Yˆ ] = −[X,Y ]ˆ, (3.1)
Xˆ〈U, V 〉 = 〈[Xˆ, U ], V 〉+ 〈[Xˆ, V ], U〉, (3.2)
〈∇
Xˆ
Yˆ , Zˆ〉 = −
1
2
(
〈[X,Y ]ˆ, Zˆ〉+ 〈[X,Z]ˆ, Yˆ 〉+ 〈[Y, Z]ˆ, Xˆ〉
)
. (3.3)
We only need to prove (2.2). In fact, by (c) of Theorem 1.81 of [4], we have:
Xˆ〈U, V 〉 = 〈∇
Xˆ
U, V 〉+ 〈U,∇
Xˆ
V 〉
= 〈∇U Xˆ, V 〉+ [Xˆ, U ], V 〉+ 〈U,∇V Xˆ〉+ 〈U, [Xˆ, V ]〉
= 〈[Xˆ, U ], V 〉+ 〈[Xˆ, V ], U〉.
Let u1, u2, · · · , un be an orthonormal basis of m with respect to 〈, 〉. We extend it to a basis
u1, u2, · · · , um of g. By [8], there exists a local coordinate system on a neighborhood V of o,
which is defined by the mapping
(exp(x1u1) exp(x
2u2) · · · exp(x
nun))H → (x
1, x2, · · · , xn).
Let gH = (x1, x2, · · · , xn) ∈ U . Then
∂
∂xi
∣∣∣∣
gH
= fai uˆa|gH ,
where
fai ua = e
x1adu1 · · · ex
i−1adui−1(ui). (3.4)
Remark In the following, the indices a, b, c, · · · range from 1 to m, the indices i, j, k, · · ·
range from 1 to n and the indices λ, µ, · · · range from n+ 1 to m.
Let Γlij be the Christoffel symbols in the coordinate system, i.e.,
∇ ∂
∂xi
∂
∂xj
= Γkij
∂
∂xk
.
Then
Γlij
∂
∂xl
= ∇ ∂
∂xi
∂
∂xj
=
∂faj
∂xi
uˆa + f
b
i f
a
j ∇uˆb uˆa. (3.5)
From (3.4), we see that fai are functions of x
1, · · · , xi−1. Thus
∂faj
∂xi
= 0, i ≥ j.
Therefore (3.5) gives
Γlij
∂
∂xl
= f bi f
a
j ∇uˆb uˆa, i ≥ j.
Differentiating the above equation with respect to xk, we get
∂Γlij
∂xk
∂
∂xl
+ ΓsijΓ
l
ks
∂
∂xl
=
∂(f bi f
a
j )
∂xk
∇uˆb uˆa + f
b
i f
a
j f
c
k∇uˆc∇uˆb uˆa, i ≥ j. (3.6)
Differentiating (3.4) with respect to xk and letting (x
1, · · · , xn)→ 0, we obtain
∂fai
∂xk
(0) = f(k, i)Caki,
where Ccab are the structure constants of g which are defined by [ua, ub] = C
c
abuc and f(k, l) are
defined by
f(k, i) :=
{
1, k < i,
0 k ≥ i.
Considering the value at the origin o we get
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Lemma 3.1.
Γlij(o) = f(i, j)C
l
ij + 〈∇uˆi uˆj, uˆl〉, (3.7)
∂Γlij
∂xk
∣∣∣∣∣
o
=− Γsij(Γ
l
ks + 〈∇uˆk uˆl, uˆs〉) + f(k, j)C
a
kj〈∇uˆi uˆa, uˆl〉
+ f(k, i)Cski〈∇uˆs uˆj , uˆl〉+ uˆk〈∇uˆi uˆj , uˆl〉, i ≥ j.
(3.8)
Proof . From (3.4) we know that fai (0) = δ
a
i and that
∂
∂xk
|o = uˆk|o = uk. Thus, by (3.5)
Γlij(o) = 〈Γ
s
ij
∂
∂xs
, uˆl〉|o = 〈
∂faj
∂xi
uˆa + f
b
i f
a
j ∇uˆb uˆa, uˆl〉|o.
(3.7) is obtained from the above equation. By (3.6) we get
∂Γlij
∂xk
∣∣∣∣∣
o
=− ΓsijΓ
l
ks + f(k, j)C
a
kj〈∇uˆi uˆa, uˆl〉
+ f(k, i)Caki〈∇uˆa uˆj, uˆl〉+ 〈∇uˆk∇uˆi uˆj, uˆl〉, i ≥ j.
And we know that at the origin
〈∇uˆk∇uˆi uˆj, uˆl〉 = uˆk〈∇uˆi uˆj, uˆl〉 − 〈∇uˆi uˆj ,∇uˆk uˆl〉,
f(k, i)Caki〈∇uˆa uˆj, uˆl〉 = f(k, i)C
s
ki〈∇uˆs uˆj , uˆl〉,
and
〈∇uˆi uˆj,∇uˆk uˆl〉 = Γ
s
ij〈∇uˆk uˆl, uˆs〉, i ≥ j.
From the above four equations (3.8) is obtained. 
We will also need the following
Lemma 3.2. For ui, uj , uk, ul ∈ m, uλ ∈ h, we have
〈∇uˆi uˆj , uˆl〉|o = −
1
2
(Clij + C
j
il + C
i
jl), (3.9)
〈∇uˆi uˆλ, uˆj〉|o = 〈[uj , uλ]m, ui〉 = C
i
jλ, (3.10)
uˆk〈∇uˆi uˆj , uˆl〉|o =
1
2
(
ClkaC
a
ij + C
j
kaC
a
il + C
i
kaC
a
jl + C
s
ijC
t
klδst + C
s
ilC
t
kjδst + C
s
jlC
t
kiδst
)
,
(3.11)
where [vi, vj ]m denotes the projection of [vi, vj ] to m.
Proof . First, (3.9) is an alternative formulation of (3.3) at the origin in terms of the
structure constants. Using the invariance of aduλ, (3.10) can also be deduced from (3.3).
Finally, by (3.3) we have
uˆk〈∇uˆi uˆj , uˆl〉 = −
1
2
uˆk
(
〈[ui, uj ]
ˆ, uˆl〉+ 〈[ui, ul]
ˆ, uˆj〉+ 〈[uj , ul]
ˆ, uˆi〉
)
.
Considering the value at the origin o and taking into account (3.2) and (3.1), we can deduce
from the above equation that
uˆk〈∇uˆi uˆj, uˆl〉|o =
1
2
(
〈
[
uk, [ui, uj]
]
m
, ul〉+ 〈
[
uk, [ui, ul]
]
m
, uj〉
+ 〈
[
uk, [uj, ul]
]
m
, ui〉+ 〈[ui, uj ]m, [uk, ul]m〉
+ 〈[ui, ul]m, [uk, uj ]m〉+ 〈[uj , ul]m, [uk, ui]m〉
)
,
from which we get (3.11). 
By the above two lemmas, at the origin o we have
Γjni − Γ
i
nj = 〈∇uˆn uˆi, uˆj〉 − 〈∇uˆn uˆj, uˆi〉 =C
n
ji.
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4. Ricci-quadratic homogeneous Randers spaces
In this section we will recall some basic notations about Randers spaces. Let
F = α+ β =
√
aij(x)yiyj + bi(x)y
i
be a Randers metric. Let ∇β = bi|jy
idxj denote the covariant derivative of β with respect to
α.
rij :=
1
2
(bi|j + bj|i), sij :=
1
2
(bi|j − bj|i), sj := b
isij , tj := sms
m
j .
We use aij to raise and lower the indices of tensors defined by bi and bi|j. The index “0” means
the contraction with yi. For example, s0 = siy
i and r00 = rijy
iyj, etc. For Ricci-quadratic
metrics on Randers spaces, we have the following
Theorem 4.1. [9] Let F = α+ β be a Randers metric on an n-dimensional manifold. Then it
is Ricci-quadratic if and only if
r00 + 2s0β = 2c˜(α
2 − β2), (4.12)
sk0|k = (n− 1)A0, (4.13)
where c˜ = c˜(x) is a scalar function and Ak := 2c˜sk + c˜
2bk + tk +
1
2
c˜k, here c˜k =
∂c˜
∂xk
.
Now we consider homogeneous Randers spaces. Let (G/H,α) and m be as above. If W is a
G-invariant vector field on G/H , then the restriction of W to To(G/H) must be fixed by the
isotropy action of H . Under the identification of To(G/H) with m, W corresponds to a vector
w ∈ m which is fixed by Ad(H). On the other hand, if w ∈ m is fixed by Ad(H), then we
can define a vector field W on G/H by W |gH =
d
dt
(g exp(tw)H)|t=0. Therefore, G-invariant
vector fields on G/H are one-to-one corresponding to vectors in m fixed by Ad(H). Note that
a Randers space F = α + β is G-invariant if and only if α and β are both invariant under
G. Through α, β corresponds to a vector field U˜ which is invariant under G and satisfying
α(U˜) < 1 everywhere. This implies that there is a one-to-one correspondence between the
invariant Randers metrics on G/H with the underlying Riemannian metric and the set
V = {u ∈ m|Ad(h)u = u, 〈u, u〉 < 1, ∀h ∈ H}.
Also note that in this case the length c of β (or U˜) is constant.
Let (G/H,F ) be a homogeneous Randers space and (U, (x1, · · · , xn)) be a local coordinate
system as in Section 2. We suppose the vector field U˜ which corresponds to the invariant 1-form
β corresponds to u = cun(c < 1) under the Riemannian metric α. Thus
U˜ |gH =
d
dt
g exp(tu)H |t=0
=
d
dt
(expx1u1 expx
2u2 · · · exp(x
n + ct)un)H |t=0
=c
∂
∂xn
|gH .
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Then we have the following (see[6]):
bi = β(
∂
∂xi
) = 〈U˜ ,
∂
∂xi
〉 = c〈
∂
∂xn
,
∂
∂xi
〉 = cani,
∂bi
∂xj
= c
∂ani
∂xj
= c(Γknjaki + Γ
k
jiakn),
bi|j =
∂bi
∂xj
− blΓ
l
ij = cΓ
k
njaki,
rij =
1
2
(bi|j + bj|i) =
c
2
(Γknjaki + Γ
k
niakj),
sij =
1
2
(bi|j − bj|i) =
c
2
(Γknjaki − Γ
k
niakj),
sj = b
isij = a
ilblsij = csnj .
(4.14)
Lemma 4.2. Let (G/H,F ) be a homogeneous Randers space and β correspond to u. Then
(4.12) implies that
〈[y, u]m, y〉 = 0, ∀y ∈ m. (4.15)
Proof . Considering the value at o, by (4.14), (3.7) and (3.9), we have
(r00 + 2s0β)|o = cΓ
0
n0 + 2c
c
2
(Γnn0 − Γ
0
nn)〈u, y〉
= cC00n + c
2Cnn0〈u, y〉
= 〈[y, u]m, y − 〈u, y〉u〉.
It is obvious that
2c˜(α2 − β2)|o = 2c˜(o)(〈y, y〉 − 〈u, y〉
2).
Plugging the above two equations into (4.12), we get that at o〈
[y, u]m, y − 〈u, y〉u
〉
= 2c˜(o)
(
〈y, y〉 − 〈u, y〉2
)
.
Setting y = u and taking into account the fact that 〈u, u〉 < 1 , we get
c˜(o) = 0.
Thus 〈
[y, u]m, y − 〈u, y〉u
〉
= 0.
Replacing y by y + u in the above equation yields〈
[y, u]m, u+ y − 〈u, u+ y〉u
〉
= 0.
From the above two equations and the fact that 〈u, u〉 < 1 we deduce that
〈[y, u]m, u〉 = 0, 〈[y, u]m, y〉 = 0.
This proves the lemma. 
Note that in the above lemma we also have
Cjni + C
i
nj = 0 = C
n
ni, (4.16)
si(o) = csni =
c2
2
(Γnni − Γ
i
nn) =
1
2
〈[u, ui]m, u〉 = 0,
ti(o) = sms
m
i = 0.
RICCI-QUADRATIC HOMOGENEOUS RANDERS SPACES∗ 7
5. Proof of the main theorem
Before the proof, we still need to perform some complicated computation.
First we have
∂bi|j
∂xk
=
∂Γlnj
∂xk
+ Γsnj(Γ
l
ks + Γ
t
klδts)
= f(k, l)CsklΓ
t
njδts + f(k, j)C
a
kj〈∇uˆn uˆa, uˆl〉
+ Cskn〈∇uˆs uˆj, uˆl〉+ uˆk〈∇uˆn uˆj , uˆl〉.
(5.17)
Lemma 5.1. Let (G/H,F ) be a homogeneous Randers space and β correspond to u which
satisfies (4.15). Then
∂b0|0
∂x0
= 0. (5.18)
Proof . By the Lemma 3.2 we have the following computations
∂b0|0
∂x0
= f(i, j)Csijy
iyjΓtn0δts + f(i, j)C
s
ijy
iyj〈∇uˆn uˆs, uˆ0〉+ f(i, j)C
λ
ijy
iyj〈∇uˆn uˆλ, uˆ0〉
+ Cs0n〈∇uˆs uˆ0, uˆ0〉+ uˆ0〈∇uˆn uˆ0, uˆ0〉
= f(i, j)Csijy
iyj(〈∇uˆn uˆ0, uˆs〉+ 〈∇uˆn uˆs, uˆ0〉) + f(0, 0)C
λ
00y
iyjC0λn − C
s
0nC
0
s0 + C
0
0aC
a
n0
= f(i, j)Csijy
iyj(Csn0 + C
0
ns) + f(i, j)C
λ
ijy
iyjC0λn + C
0
0λC
λ
n0
= f(i, j)Cλijy
iyjC0λn
= 0.
(5.19)
In above we have used the fact Cinλ = 0. 
Further, we also have the following
Lemma 5.2. Let (G/H,F ) be a homogeneous Randers space and β correspond to u which
satisfies (4.15). Then
∂sk0
∂xi
|o =
c
2
(
f(i, k)CsikC
n
s0 + f(i, 0)C
s
i0C
n
ks + C
s
0kC
n
is
)
. (5.20)
Proof . By (5.17), we get
2
c
∂sk0
∂xi
|o =
∂bk|0
∂xi
−
∂b0|k
∂xi
=f(i, k)CsikΓ
t
n0δst + f(i, 0)C
a
i0〈∇uˆn uˆa, uˆk〉+ C
s
in〈∇uˆs uˆ0, uˆk〉
− (f(i, 0)Csi0Γ
t
nkδst + f(i, k)C
a
ik〈∇uˆn uˆa, uˆ0〉+ C
s
in〈∇uˆs uˆk, uˆ0〉)
+ uˆi〈∇uˆn uˆ0, uˆk〉 − uˆi〈∇uˆn uˆk, uˆ0〉
=f(i, 0)(Cai0〈∇uˆn uˆa, uˆk〉 − C
s
i0Γ
t
nkδst)− f(i, k)(C
a
ik〈∇uˆn uˆa, uˆ0〉 − C
s
ikΓ
t
n0δst)
+ Csin(〈∇uˆs uˆ0, uˆk〉 − 〈∇uˆs uˆk, uˆ0〉) + uˆi〈∇uˆn uˆ0, uˆk〉 − uˆi〈∇uˆn uˆk, uˆ0〉
By (3.7), (3.9), we have
〈∇uˆs uˆ0, uˆk〉 − 〈∇uˆs uˆk, uˆ0〉 = C
s
k0.
Then by (3.10), we get
Cai0〈∇uˆn uˆa, uˆk〉 − C
s
i0Γ
t
nkδst = C
s
i0(〈∇uˆn uˆs, uˆk〉 − 〈∇uˆn uˆk, uˆs〉) + C
λ
i0〈∇uˆn uˆλ, uˆk〉
= Csi0C
n
ks.
From (3.11) we easily get
uˆi〈∇uˆn uˆ0, uˆk〉 − uˆi〈∇uˆn uˆk, uˆ0〉 = C
n
isC
s
0k + C
s
0kC
t
inδst.
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Combining the above four equations, we obtain (5.20). 
Proof of the main theorem . Let G/H be a homogeneous Randers space. Taking the
local coordinate system as in Section 3, we have seen that (4.15) holds. In particular, we have
Cnni = 0. By (5.20) we have
∂sn0
∂x0
∣∣∣∣
o
=
c
2
(
f(0, n)Cs0nC
n
s0 + f(0, 0)C
s
00C
n
ns + C
s
0nC
n
0s
)
= 0.
Differentiating (4.12) and taking into account the fact that c˜(o) = 0 = s0(o), we deduce from
(4.14) that
2c˜0(α
2 − β2)|o = c
∂b0|0
∂x0
+ 2cβ
∂sn0
∂x0
= 0.
Thus
c˜0 = 0,
which yields
A0(o) =
1
2
c˜0(o) = 0.
On the other hand, we have
sij(o) =
c
2
(Γinj − Γ
j
ni) =
c
2
Cnij .
Thus
s
k
0|k(o) =
∑
k
sk0|k =
∑
k,l
(
∂sk0
∂xk
− Γlkksl0 − Γ
l
0kskl)
=
c
2
n∑
k=1
(f(k, 0) − 1)Csk0C
n
ks +
∑
1≤k,l≤n
c
2
(
C
n
l0C
k
kl − C
n
kl
(
f(0, k)Cl0k −
1
2
(Cl0k + C
k
0l + C
0
kl)
))
=
∑
1≤k,l≤n
c
2
(
C
n
l0C
k
kl +
1
2
C
n
kl(C
l
0k + C
k
0l + C
0
kl)
)
.
Therefore (4.13) reduces to
∑
1≤k,l≤n
c
2
(
C
n
l0C
k
kl +
1
2
C
n
kl(C
l
0k + C
k
0l +C
0
kl)
)
= 0.
Set y = u in the above equation. Then by (4.15) we have
Cnkl = 0, k, l = 1, · · · , n,
i.e.,
〈[uk, ul]m, u〉 = 0, k, l = 1, · · · , n. (5.21)
It is proved in [6] that a homogeneous Randers space is of the Berwald type if and only if (4.15)
and (5.21) hold. This completes the proof. 
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