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1. Introduction {#s000005}
===============

The second-order evolution equation $$L\left\lbrack u \right\rbrack ≔ u_{t} + uu_{x} + u_{xx} = 0$$ was proposed by Burgers [@br000005; @br000010] as a one-dimensional turbulence model. Eq. [(1)](#fd000005){ref-type="disp-formula"} is also applied to model other phenomena in physics, chemistry, mathematical biology, etc. A fairly complete review of properties of the Burgers equation can be found in [@br000015].

It is well known that Eq. [(1)](#fd000005){ref-type="disp-formula"} is linearized to the heat equation $v_{t} + v_{xx} = 0$ using the so-called Hopf--Cole transformation $u = 2v_{x}/v$ [@br000020]. At the same time, due to the importance of the Burgers equation for various applications, the exhaustive study of its properties in the framework of symmetry analysis is still topical.

Lie symmetries of the Burgers equation and some of its generalizations were studied since the 1960s. The maximal Lie invariance algebra $\mathfrak{g}^{B}$ of Eq. [(1)](#fd000005){ref-type="disp-formula"} was first computed by Katkov [@br000025] in the course of group classification of differential equations of the general form $u_{t} + uu_{x} = \left( f\left( u \right)u_{x} \right)_{x}$. The algebra $\mathfrak{g}^{B}$ is spanned by the vector fields $$\mathcal{P}_{t} = \partial_{t}\text{,}\qquad\mathcal{D} = 2t\partial_{t} + x\partial_{x} - u\partial_{u}\text{,}\qquad\mathcal{K} = t^{2}\partial_{t} + tx\partial_{x} + \left( x - ut \right)\partial_{u},\mathcal{P}_{x} = \partial_{x}\text{,}\qquad\mathcal{G} = t\partial_{x} + \partial_{u}\text{.}$$ The complete point symmetry group $G^{B}$ of Eq. [(1)](#fd000005){ref-type="disp-formula"} consists of the transformations $$\widetilde{t} = \frac{\alpha t + \beta}{\gamma t + \delta}\text{,}\qquad\widetilde{x} = \frac{\kappa x + \mu_{1}t + \mu_{0}}{\gamma t + \delta}\text{,}\qquad\widetilde{u} = \frac{\kappa\left( \gamma t + \delta \right)u - \kappa\gamma x + \mu_{1}\delta - \mu_{0}\gamma}{\alpha\delta - \beta\gamma}\text{,}$$ where $\left( \alpha,\beta,\gamma,\delta,\kappa,\mu_{0},\mu_{1} \right)$ is an arbitrary set of constants defined up to a nonzero multiplier, and $\alpha\delta - \beta\gamma = \kappa^{2} > 0$. Up to composition with continuous point symmetries, the group $G^{B}$ contains the single discrete symmetry $\left. \left( t,x,u \right)\rightarrow\left( t, - x, - u \right) \right.$.

Generally, reductions of partial differential equations using their Lie symmetries do not provide sufficiently large families of exact solutions of these equations. The nonclassical method of reduction was proposed in [@br000030] (see also [@br000035]) in order to utilize a wider class of vector fields than Lie symmetries. Later such vector fields were called nonclassical symmetries [@br000040] or conditional symmetries [@br000045; @br000050; @br000055] or reduction operators [@br000060]. The notion of nonclassical symmetries can be extended in several directions, e.g., to the concept of weak symmetry introduced in [@br000065], which is also closely related to compatibility theory of differential equations and the general method of differential constraints [@br000070; @br000075; @br000080; @br000085; @br000090]. Generalized notions of ansatzes and reductions associated with weak symmetries were intensively discussed, e.g., in [@br000065; @br000095; @br000100; @br000105], see also references therein.

A *reduction operator* of Eq. [(1)](#fd000005){ref-type="disp-formula"} is a vector field of the general form $$Q = \tau\left( t,x,u \right)\partial_{t} + \xi\left( t,x,u \right)\partial_{x} + \eta\left( t,x,u \right)\partial_{u}\text{,}$$ where the coefficients $\tau$ and $\xi$ do not simultaneously vanish, which allows one to construct an ansatz reducing the initial Eq. [(1)](#fd000005){ref-type="disp-formula"} to an ordinary differential equation. See, e.g., [@br000055] for the general definition of involutive families of reduction operators. Every Lie symmetry operator is a reduction operator. The multiplication by nonvanishing functions of $\left( t,x,u \right)$ generates an equivalence relation on the set of reduction operators. The determining equations on coefficients of a reduction operator $Q$ are derived from the conditional invariance criterion [@br000050; @br000055; @br000110]$$Q_{(2)}L\left\lbrack u \right\rbrack \mid_{\mathcal{L} \cap \mathcal{Q}^{(2)}} = 0\text{.}$$ Here $Q_{(2)}$ is the second prolongation of the vector field $Q$, $\mathcal{L}$ is the manifold in the second-order jet space $J^{(2)}$ that corresponds to the Burgers equation $L\left\lbrack u \right\rbrack = 0$, and $\mathcal{Q}^{(2)}$ is the manifold in the same jet space determined by the invariant surface condition $Q\left\lbrack u \right\rbrack = 0$ jointly with its differential consequences $D_{t}Q\left\lbrack u \right\rbrack = 0$ and $D_{x}Q\left\lbrack u \right\rbrack = 0$, $Q\left\lbrack u \right\rbrack = \eta - u_{t} - \xi u_{x}$ is the characteristic of the vector field $Q$, $D_{t}$ and $D_{x}$ are the operators of total differentiation with respect to $t$ and $x$, respectively. In view of the evolution kind of the Burgers equation it is natural to partition the set of its reduction operators into two subsets, singular and regular, depending on whether or not the coefficient $\tau$ vanishes [@br000115]. Up to the above equivalence relation, one can assume $\left( \tau,\xi \right) = \left( 0,1 \right)$ and $\tau = 1$ for singular and regular reduction operators of the Burgers equation, respectively.

It is the Burgers equation that was first considered from the nonclassical symmetry point of view after the prominent paper [@br000035]. Namely, in [@br000120; @br000125] the determining equations for regular reduction operators of [(1)](#fd000005){ref-type="disp-formula"} were derived under the gauge $\tau = 1$ and a few of their particular solutions satisfying the additional constraint $\xi_{u} = 0$ were constructed. The corresponding results are available in [@br000130]. The determining equations for both regular and singular nonclassical symmetries of [(1)](#fd000005){ref-type="disp-formula"} were presented in [@br000135]. Therein the regular case was studied in detail under the gauge $\tau = 1$, for which the consideration was shown to be partitioned into three cases, $\xi_{u} = 0$, $\xi_{u} = 1$ and $\xi_{u} = - \frac{1}{2}$. The case $\xi_{u} = 0$ proved to result merely in nonclassical symmetries which are equivalent to Lie symmetries. (Within the framework of the direct method, the same result was earlier obtained in [@br000140] in terms of the corresponding ansatzes and reductions.) The unique reduction operator $\partial_{t} + u\partial_{x}$ satisfying the constraint $\xi_{u} = 1$ was also found and used for reducing the Burgers equation. For the case $\xi_{u} = - \frac{1}{2}$ some particular solutions of the determining equations jointly with the corresponding ansatzes and invariant solutions of the Burgers equation were constructed. The above consideration of regular nonclassical symmetries from [@br000135] was extended in [@br000145] with more particular solutions satisfying the constraint $\xi_{u} = - \frac{1}{2}$. Still wider families of particular solutions of the determining equations in this case were given in [@br000110; @br000150]. In [@br000155] an algorithmic procedure to derive determining equations for nonclassical symmetries was proposed, and the Burgers equation was one of the illustrative examples for application of this procedure.

The system $\mathcal{S}_{B}$ of determining equations for the case $\xi_{u} = - \frac{1}{2}$ was not well investigated for a surprisingly long time although the study of the analogous system $\mathcal{S}_{h}$ for regular reduction operators of the linear heat equation $v_{t} + v_{xx} = 0$, whose form is very similar to $\mathcal{S}_{B}$, had already been completed in [@br000045; @br000160]. See also [@br000165] for preliminary results on $\mathcal{S}_{h}$ and [@br000060; @br000170; @br000175] for further generalizations to (1+1)-dimensional second-order linear evolution equations. The system $\mathcal{S}_{B}$ was first linearized in [@br000180] in a fashion similar to [@br000160]. Namely, this system was reduced by a differential substitution to the uncoupled system of three copies of the linear heat equation. As shown in [@br000185], the systems $\mathcal{S}_{B}$ and $\mathcal{S}_{h}$ as well as the substitutions linearizing them can be interpreted in terms of the matrix Burgers equation and the matrix Hopf--Cole transformation.

The above in fact means that the case $\xi_{u} = - \frac{1}{2}$ can be referred to as "no-go". In general, looking for reduction operators in a family of vector fields is said to result in a "no-go" case if the corresponding system of determining equations for coefficients of reduction operators is reduced to a well-determined system whose general solution cannot be represented in a closed form, and, moreover, solving this system is equivalent, in a certain sense, to solving the initial equation.

Singular reduction operators of the Burgers equation were in fact not studied until [@br000190; @br000195], where no-go results of [@br000160] on reduction operators with $\tau = 0$ for the linear heat equation were extended to general evolution equations of order greater than one. These results were treated in [@br000115] within the framework of singular reduction operators.

In this paper we intend to enhance and complete the above results on nonclassical symmetries and reductions of the Burgers equation. In particular, extending methods from [@br000060] we present a new proof on the linearization of the system $\mathcal{S}_{B}$ and show that solutions of this system are expressed via triples of solutions of the Burgers equation. We first exhaustively describe all possible nonclassical reductions of the Burgers equation to single ordinary differential equations including reductions associated with the no-go case $\tau = 1$ and $\xi_{u} = - \frac{1}{2}$. A part of the description is the assertion stating that any Lie reduction of the Burgers equation is equivalent via the Hopf--Cole transformation to a parameterized family of Lie reductions of the linear heat equation.

2. Singular reduction operators {#s000010}
===============================

As the Burgers equation [(1)](#fd000005){ref-type="disp-formula"} is a $\left( 1 + 1 \right)$-dimensional second-order evolution equation, every reduction operator of the form [(2)](#fd000020){ref-type="disp-formula"} with $\tau = 0$ is singular since the corresponding reduced equation is of a lower (namely, the first) order [@br000115]. All basic results on such reduction operators of [(1)](#fd000005){ref-type="disp-formula"} follow from the general results on singular reduction operators of co-order singularity one. After setting $\xi = 1$ in $Q$ due to the equivalence of reduction operators, the conditional invariance criterion [(3)](#fd000025){ref-type="disp-formula"} implies a single determining equation on the single coefficient $\eta = \eta\left( t,x,u \right)$, $$\eta_{t} + u\eta_{x} + \eta^{2} + \eta_{xx} + 2\eta\eta_{xu} + \eta^{2}\eta_{uu} = 0\text{.}$$ Eq. [(4)](#fd000030){ref-type="disp-formula"} can be transformed to [(1)](#fd000005){ref-type="disp-formula"} [@br000115; @br000195]. Namely, the composition of the differential substitution $\eta = - \Phi_{x}/\Phi_{u}$ with $\Phi_{u} \neq 0$, where $\Phi$ is a smooth function of $\left( t,x,u \right)$, and the hodograph transformation, where the new independent variables are $\widetilde{t} = t$, $\widetilde{x} = x$ and $ϰ = \Phi$ and the new dependent variable is $\widetilde{u} = u$, reduces Eq. [(4)](#fd000030){ref-type="disp-formula"} to the initial Eq. [(1)](#fd000005){ref-type="disp-formula"} on the function $\widetilde{u} = \widetilde{u}\left( \widetilde{t},\widetilde{x},ϰ \right)$ with $ϰ$ playing the role of a parameter. Moreover, up to equivalences of reduction operators and solution families, there exists a bijection between one-parameter families of solutions of Eq. [(1)](#fd000005){ref-type="disp-formula"} and its reduction operators with zero coefficients of $\partial_{t}$. Namely, each operator of the above kind corresponds to the family of solutions which are invariant with respect to this operator. The problems of construction of all one-parameter solution families of [(1)](#fd000005){ref-type="disp-formula"} and the exhaustive description of its reduction operators with zero coefficients of $\partial_{t}$ are completely equivalent. Given a family $\mathcal{F} = \left\{ u = f\left( t,x,ϰ \right) \right\}$ of solutions of [(1)](#fd000005){ref-type="disp-formula"} parameterized by a single essential parameter $ϰ$, the corresponding singular reduction operator is $Q = \partial_{x} - \left( \Phi_{x}/\Phi_{u} \right)\partial_{u}$, where the function $\Phi$ is obtained by solving the equality $u = f\left( t,x,ϰ \right)$ with respect to $ϰ$, $ϰ = \Phi\left( t,x,u \right)$. The ansatz $u = f\left( t,x,\varphi\left( \omega \right) \right)$, where $\omega = t$, associated with $Q$, reduces Eq. [(1)](#fd000005){ref-type="disp-formula"} to the equation $\varphi_{\omega} = 0$. The simplicity of the reduced equation is explained by the specific choice of the ansatz based on knowing the one-parameter family $\mathcal{F}$ of solutions.

3. Regular reduction operators {#s000015}
==============================

Now we look for regular reduction operators of the Burgers equation [(1)](#fd000005){ref-type="disp-formula"}, which are of the form [(2)](#fd000020){ref-type="disp-formula"} with nonvanishing values of the coefficient $\tau$. Up to equivalence of reduction operators, for any regular operator $Q$ we can set $\tau = 1$. In view of this gauge we do not need to use the differential consequences in order to derive the determining equations, i.e. it suffices to take into account only the equations $u_{t} + uu_{x} + u_{xx} = 0$ and $\eta - u_{t} - \xi u_{x} = 0$ in the course of confining to the manifold $\mathcal{L} \cap \mathcal{Q}^{(2)}$ in the conditional invariance criterion [(3)](#fd000025){ref-type="disp-formula"}. Substituting the expressions for $u_{t}$ and $u_{xx}$ obtained from these equations into the differential function $Q_{(2)}L\left\lbrack u \right\rbrack$ and splitting the result with respect to $u_{x}$, we get (5)$$\xi_{uu} = 0\text{,}$$$$- 2\xi_{xu} - 2\xi_{u}\xi + 2u\xi_{u} + \eta_{uu} = 0\text{,}$$$$2\eta_{xu} + 2\xi_{u}\eta + \eta - \xi_{t} + u\xi_{x} - \xi_{xx} - 2\xi_{x}\xi = 0\text{,}$$$$\eta_{t} + u\eta_{x} + \eta_{xx} + 2\xi_{x}\eta = 0\text{.}$$ Integrating the first two equations, we represent the functions $\xi$ and $\eta$ as polynomials of $u$ with the coefficients depending on $t$ and $x$, $$\xi = \xi^{1}u + \xi^{0}\text{,}\qquad\eta = \frac{1}{3}\xi^{1}\left( \xi^{1} - 1 \right)u^{3} + \left( \xi_{x}^{1} + \xi^{1}\xi^{0} \right)u^{2} + \eta^{1}u + \eta^{0}\text{.}$$ Then we split the third equation of the system [(5)](#fd000035){ref-type="disp-formula"} with respect to $u$ and get a system of differential equations on the functions $\xi^{1}$, $\xi^{0}$, $\eta^{1}$ and $\eta^{0}$, (7)$$\xi^{1}\left( \xi^{1} - 1 \right)\left( 2\xi^{1} + 1 \right) = 0\text{,}$$$$\xi^{1}\xi^{0}\left( 2\xi^{1} + 1 \right) + 4\xi^{1}\xi_{x}^{1} = 0\text{,}$$$$3\xi_{xx}^{1} + 2\left( \xi_{x}^{1}\xi^{0} + \xi^{1}\xi_{x}^{0} \right) + \left( 2\xi^{1} + 1 \right)\eta^{1} - \xi_{t}^{1} + \xi_{x}^{0} = 0\text{,}$$$$\xi_{t}^{0} + 2\xi^{0}\xi_{x}^{0} + \xi_{xx}^{0} - \left( 2\xi^{1} + 1 \right)\eta^{0} - 2\eta_{x}^{1} = 0\text{.}$$

The further consideration depends on the choice among the three possible solutions of the first equation of the system [(7)](#fd000065){ref-type="disp-formula"}. We rewrite the last equation of [(5)](#fd000035){ref-type="disp-formula"} in terms of $\xi^{1}$, $\xi^{0}$, $\eta^{1}$ and $\eta^{0}$ and split it with respect to $u$ severally for each value of $\xi^{1}$.

3.1. Trivial case {#s000020}
-----------------

The case $\xi^{1} = 1$ is rather simple. The system [(7)](#fd000065){ref-type="disp-formula"} implies $\xi^{0} = \eta^{1} = \eta^{0} = 0$. The corresponding vector field $Q^{1} = \partial_{t} + u\partial_{x}$ is a unique reduction operator (up to the equivalence relation) for the Burgers equation in this case. The set of $Q^{1}$-invariant solutions consists of two families, one of which is two-parameter and the other is one-parameter. The two-parameter family is formed by the functions $u = \left( x + c_{1} \right)/\left( t + c_{0} \right)$, where $c_{1}$ and $c_{0}$ are arbitrary constants, and all these solutions are Lie-invariant and equivalent to the scale-invariant solution $u = x/t$. The elements of the one-parameter family are constant functions. They are invariant with respect to shifts of both $t$ and $x$.

The optimal way for the construction of $Q^{1}$-invariant solutions of [(1)](#fd000005){ref-type="disp-formula"} is to integrate at first the equation $L\left\lbrack u \right\rbrack + Q^{1}\left\lbrack u \right\rbrack = u_{xx} = 0$, which gives the representation $u = \alpha\left( t \right)x + \beta\left( t \right)$ with some smooth functions $\alpha$ and $\beta$ of $t$. The generalized vector field $\widehat{Q} = \left( L\left\lbrack u \right\rbrack + Q^{1}\left\lbrack u \right\rbrack \right)\partial_{u} = u_{xx}\partial_{u}$, is equivalent to the evolutionary representative $Q^{1}\left\lbrack u \right\rbrack\partial_{u}$ of $Q^{1}$ on the set of solutions of [(1)](#fd000005){ref-type="disp-formula"} and hence it is a generalized conditional symmetry of [(1)](#fd000005){ref-type="disp-formula"}, cf. [@br000200]. This is why the associated ansatz $u = \alpha\left( t \right)x + \beta\left( t \right)$ reduces the Burgers equation [(1)](#fd000005){ref-type="disp-formula"} to a system of two ordinary differential equations with respect to the functions $\alpha$ and $\beta$, $$\alpha_{t} + \alpha^{2} = 0\text{,}\qquad\beta_{t} + \alpha\beta = 0\text{.}$$

A complete set of functionally independent integrals of the equation $Q^{1}\left\lbrack u \right\rbrack = 0$ consists of $x - ut$ and $u$. Therefore, directly with $Q^{1}$ we construct the implicit ansatz $u = \varphi\left( \omega \right)$, where $\omega = x - ut$ (resp. $x - ut = \varphi\left( \omega \right)$, where $\omega = u$) for $Q^{1}$-invariant solutions with $x - ut \neq {const}$ (resp. $u \neq {const}$). For both the ansatzes the associated reduced equations take the form $\varphi_{\omega\omega} = 0$.

3.2. Case related to Lie symmetries {#s000025}
-----------------------------------

The case $\xi^{1} = 0$ is discussed in [@br000135] in detail (see also [@br000145]), where it is noted that all corresponding solutions of the Burgers equation are Lie-invariant. The system [(7)](#fd000065){ref-type="disp-formula"} with $\xi^{1} = 0$ implies $\eta^{1} = - \xi_{x}^{0}$ and $\eta^{0} = \xi_{t}^{0} + 2\xi^{0}\xi_{x}^{0} + 3\xi_{xx}^{0}$, and splitting the last Eq. [(5)](#fd000035){ref-type="disp-formula"} with respect to $u$ we derive $$\xi_{xx}^{0} = 0\text{,}\qquad\xi_{tt}^{0} + 2\xi^{0}\xi_{tx}^{0} + 4\xi_{t}^{0}\xi_{x}^{0} + 4\xi^{0}\left( \xi_{x}^{0} \right)^{2} = 0\text{.}$$ Then we have $\xi^{0} = \xi^{01}\left( t \right)x + \xi^{00}\left( t \right)$, where the coefficients $\xi^{01}$ and $\xi^{00}$ satisfy the system $$\xi_{tt}^{01} + 6\xi^{01}\xi_{t}^{01} + 4\left( \xi^{01} \right)^{3} = 0\text{,}\qquad\xi_{tt}^{00} + 4\xi^{01}\xi_{t}^{00} + 2\xi_{t}^{01}\xi^{00} + 4\left( \xi^{01} \right)^{2}\xi^{00} = 0\text{.}$$ The transformation $\xi^{01} = \alpha_{t}/2\alpha$, $\xi^{00} = \beta/\alpha$ maps this system to the system of two simple uncoupled equations $\alpha_{ttt} = 0$ and $\beta_{tt} = 0$ for the functions $\alpha = \alpha\left( t \right)$ and $\beta = \beta\left( t \right)$. Hence $$\xi^{01} = \frac{c_{2}t + c_{1}}{c_{2}t^{2} + 2c_{1}t + c_{0}}\text{,}\qquad\xi^{00} = \frac{c_{4}t + c_{3}}{c_{2}t^{2} + 2c_{1}t + c_{0}}\text{,}$$ where $c_{0},\ldots,c_{4}$ are arbitrary constants such that $\left( c_{0},c_{1},c_{2} \right) \neq \left( 0,0,0 \right)$. The substitution of the expressions obtained for $\eta^{1}$, $\eta^{0}$ and $\xi^{0} = \xi^{01}x + \xi^{00}$ into [(6)](#fd000060){ref-type="disp-formula"} gives $$Q = \partial_{t} + \frac{\left( c_{2}t + c_{1} \right)x + c_{4}t + c_{3}}{c_{2}t^{2} + 2c_{1}t + c_{0}}\partial_{x} + \frac{- \left( c_{2}t + c_{1} \right)u + c_{2}x + c_{4}}{c_{2}t^{2} + 2c_{1}t + c_{0}}\partial_{u}\text{.}$$ It is easy to see that the operator $Q$ differs from a Lie symmetry operator of the Burgers equation by the multiplier $\left( c_{2}t^{2} + 2c_{1}t + c_{0} \right)^{- 1}$. Thus, the following assertion is proved.

Proposition 1*There is a bijection between reduction operators of the Burgers equation of the general form*$$Q = \partial_{t} + \xi\left( t,x \right)\partial_{x} + \left( \eta^{1}\left( t,x \right)u + \eta^{0}\left( t,x \right) \right)\partial_{u}$$*and one-dimensional algebras spanned by Lie symmetry operators of this equation with nonzero coefficients of* $\partial_{t}$ *. The bijection is established by the equivalence relation of reduction operators.*

In other words, any nonclassical reduction of the Burgers equation with respect to a vector field with $\tau = 1$ and $\xi_{u} = 0$ is in fact a Lie reduction. At the same time, any Lie solution of the Burgers equation is obtained from a Lie solution of the linear heat equation via the Hopf--Cole transformation. Before presenting the corresponding rigorous assertion, we recall that the maximal Lie invariance algebra $\mathfrak{g}^{h}$ of the linear heat equation $v_{t} + v_{xx} = 0$ is spanned by the vector fields $${\widehat{\mathcal{P}}}_{t} = \partial_{t}\text{,}\qquad\widehat{\mathcal{D}} = 2t\partial_{t} + x\partial_{x}\text{,}\qquad\widehat{\mathcal{K}} = t^{2}\partial_{t} + tx\partial_{x} + \left( \frac{1}{4}x^{2} - \frac{1}{2}t \right)v\partial_{v},{\widehat{\mathcal{P}}}_{x} = \partial_{x}\text{,}\qquad\widehat{\mathcal{G}} = t\partial_{x} + \frac{1}{2}xv\partial_{v}\text{,}\qquad\widehat{\mathcal{I}} = v\partial_{v}\text{,}\qquad h\left( t,x \right)\partial_{v}\text{,}$$ where $h\left( t,x \right)$ runs through the set of solutions of this equation. We associate any vector field $Q = c_{0}\mathcal{P}_{t} + c_{1}\mathcal{D} + c_{2}\mathcal{K} + c_{3}\mathcal{P}_{x} + c_{4}\mathcal{G}$ from the maximal Lie invariance algebra $\mathfrak{g}^{B}$ of the Eq. [(1)](#fd000005){ref-type="disp-formula"} with the vector field $\widehat{Q} = c_{0}{\widehat{\mathcal{P}}}_{t} + c_{1}\widehat{\mathcal{D}} + c_{2}\widehat{\mathcal{K}} + c_{3}{\widehat{\mathcal{P}}}_{x} + c_{4}\widehat{\mathcal{G}}$ from $\mathfrak{g}^{h}$.

Proposition 2*A solution* $u$ *of the Burgers equation* [(1)](#fd000005){ref-type="disp-formula"} *is invariant with respect to a vector field* $Q$ *from* $\mathfrak{g}^{B}$ *if and only if* $u = 2v_{x}/v$ *for some* ${\widehat{Q}}_{\mu}$*-invariant solution* $v$ *of the linear heat equation* $v_{t} + v_{xx} = 0$*, where* $\mu$ *is a constant and* ${\widehat{Q}}_{\mu} = \widehat{Q} - \mu\widehat{\mathcal{I}} \in \mathfrak{g}^{h}$*.*

ProofIf smooth functions $u$ and $v$ depending on $t$ and $x$ are related via the Hopf--Cole transformation, $u = 2v_{x}/v$, then $Q\left\lbrack u \right\rbrack = Q\left\lbrack 2v_{x}/v \right\rbrack = 2\left( \widehat{Q}\left\lbrack v \right\rbrack/v \right)_{x}$.Suppose that $u$ is a $Q$-invariant solution of [(1)](#fd000005){ref-type="disp-formula"}. Then the function $v$ can be assumed to be a solution of the linear heat equation $v_{t} + v_{xx} = 0$, and $\left( \widehat{Q}\left\lbrack v \right\rbrack/v \right)_{x} = Q\left\lbrack u \right\rbrack/2 = 0$, i.e. $\widehat{Q}\left\lbrack v \right\rbrack = \mu v$ for some smooth function $\mu$ of $t$. Acting by the operator $\mathcal{T} = D_{t} + D_{xx}$ on both sides of the last equation, we derive $$\mathcal{T}\widehat{Q}\left\lbrack v \right\rbrack = \widehat{Q}\left\lbrack \mathcal{T}v \right\rbrack - 2\left( c_{2}t + c_{1} \right)\mathcal{T}v = \mu_{t}v + \mu\mathcal{T}v\text{.}$$ In view of $\mathcal{T}v = 0$ and $\mathcal{T}\widehat{Q}\left\lbrack v \right\rbrack = 0$, this implies that $\mu_{t} = 0$, i.e., $\mu$ is a constant. As then $\widehat{Q}\left\lbrack v \right\rbrack - \mu v = {\widehat{Q}}_{\mu}\left\lbrack v \right\rbrack = 0$, the function $v$ is a ${\widehat{Q}}_{\mu}$-invariant.Conversely, if for some constant $\mu$ the function $v$ is a ${\widehat{Q}}_{\mu}$-invariant solution of the linear heat equation $v_{t} + v_{xx} = 0$ then the function $u = 2v_{x}/v$ is a solution of the Burgers equation [(1)](#fd000005){ref-type="disp-formula"} and $Q\left\lbrack u \right\rbrack = Q\left\lbrack 2v_{x}/v \right\rbrack = 2\left( \widehat{Q}\left\lbrack v \right\rbrack/v \right)_{x} = 2\left( {\widehat{Q}}_{\mu}\left\lbrack v \right\rbrack/v \right)_{x} = 0$, i.e., the function $u$ is $Q$-invariant. □

3.3. No-go case {#s000030}
---------------

The case $\xi^{1} = - \frac{1}{2}$ leads to reduction operators of the general form $$Q = \partial_{t} + \left( - \frac{1}{2}u + \xi^{0} \right)\partial_{x} + \left( \frac{1}{4}u^{3} - \frac{\xi^{0}}{2}u^{2} + \eta^{1}u + \eta^{0} \right)\partial_{u}\text{,}$$ where the coefficients $\xi^{0}$, $\eta^{1}$ and $\eta^{0}$ are smooth functions of $t$ and $x$ satisfying the system of differential equations (9)$$\xi_{t}^{0} + 2\xi^{0}\xi_{x}^{0} + \xi_{xx}^{0} - 2\eta_{x}^{1} = 0\text{,}$$$$\eta_{t}^{1} + 2\xi_{x}^{0}\eta^{1} + \eta_{xx}^{1} + \eta_{x}^{0} = 0\text{,}$$$$\eta_{t}^{0} + 2\xi_{x}^{0}\eta^{0} + \eta_{xx}^{0} = 0$$ derived from [(7)](#fd000065){ref-type="disp-formula"}. As a differential substitution reduces the system [(9)](#fd000135){ref-type="disp-formula"} to an uncoupled system of three copies of the linear heat equation [@br000180; @br000185], the general solution of [(9)](#fd000135){ref-type="disp-formula"} cannot be represented in a closed form. Hence the case $\xi^{1} = - \frac{1}{2}$ is called a "no-go" case. This result appears to directly follow from the fact that $Q$ is a reduction operator of Eq. [(1)](#fd000005){ref-type="disp-formula"}. Moreover, we show that solutions of the system [(9)](#fd000135){ref-type="disp-formula"} can be represented via solutions of the uncoupled system of three copies of the Burgers equation.

Theorem 1*Any solution of the determining system* [(9)](#fd000135){ref-type="disp-formula"} *on the coefficients of reduction operators of the form* [(8)](#fd000130){ref-type="disp-formula"} *is represented as*$$\xi^{0} = \frac{\left( W\left( \overline{v} \right) \right)_{x}}{W\left( \overline{v} \right)}\text{,}\qquad\eta^{1} = \frac{\left| \overline{v},{\overline{v}}_{xx},{\overline{v}}_{xxx} \right|}{W\left( \overline{v} \right)}\text{,}\qquad\eta^{0} = - 2\frac{W\left( {\overline{v}}_{x} \right)}{W\left( \overline{v} \right)}\text{,}$$*where* $\overline{v} = \left( v^{1},v^{2},v^{3} \right)$ *is a triple of linear independent solutions of the heat equation* $v_{t} + v_{xx} = 0$*,* $W\left( \overline{v} \right) = \left| \overline{v},{\overline{v}}_{x},{\overline{v}}_{xx} \right|$ *and* $W\left( {\overline{v}}_{x} \right) = \left| {\overline{v}}_{x},{\overline{v}}_{xx},{\overline{v}}_{xxx} \right|$ *are the Wronskians of this triple and the triple of the corresponding derivatives with respect to* $x$*, respectively, and* $\left| \overline{p},\overline{q},\overline{r} \right|$ *denotes the determinant of the matrix constructed from ternary columns* $\overline{p}$*,* $\overline{q}$ *and* $\overline{r}$ *. Conversely, any triple* $\left( \xi^{0},\eta^{1},\eta^{0} \right)$ *admitting the representation* [(10)](#fd000155){ref-type="disp-formula"} *satisfies the system* [(9)](#fd000135){ref-type="disp-formula"}*.*

ProofWe fix an operator $Q$ of the form [(8)](#fd000130){ref-type="disp-formula"}. The set of $Q$-invariant solutions of the Burgers equation $L\left\lbrack u \right\rbrack = 0$ coincides with the set of solutions of the system $L\left\lbrack u \right\rbrack = 0$ and $Q\left\lbrack u \right\rbrack = 0$, and it is parameterized by two arbitrary constants as $Q$ is a regular reduction operator of the Burgers equation [@br000115]. For convenience we recombine the equations of the above system in the following way: $L\left\lbrack u \right\rbrack = 0$, $L\left\lbrack u \right\rbrack + Q\left\lbrack u \right\rbrack = 0$. The Hopf--Cole transformation $u = 2v_{x}/v$ maps this system to the linear system $$v_{t} + v_{xx} = 0\text{,}\qquad v_{xxx} - \xi^{0}v_{xx} + \eta^{1}v_{x} + \frac{1}{2}\eta^{0}v = 0\text{.}$$ Let for some integer $n$ functions $v^{1},\ldots,v^{n}$ of $t$ and $x$ be linear independent solutions of the system [(11)](#fd000160){ref-type="disp-formula"}. Then the equation $$u = 2\frac{c_{1}v_{x}^{1} + \cdots + c_{n}v_{x}^{n}}{c_{1}v^{1} + \cdots + c_{n}v^{n}}$$ where $c_{1},\ldots,c_{n}$ are arbitrary constants which are not simultaneously zero, defines a family of $Q$-invariant solutions of the Burgers equation parameterized by $n - 1$ essential constants, and hence $n \leqslant 3$ as the number of such parameters cannot be greater than two. In other words, the dimension of the space $V$ of solutions of the system [(11)](#fd000160){ref-type="disp-formula"} does not exceed three. This dimension cannot also be less than three. Indeed, let now the functions $v^{1},\ldots,v^{n}$ of $t$ and $x$ form a basis of the space $V$, where $n = \dim V$. Then the expression [(12)](#fd000165){ref-type="disp-formula"} represents the general solution of the system $L\left\lbrack u \right\rbrack = 0$ and $Q\left\lbrack u \right\rbrack = 0$, which contains $n - 1$ essential constant parameters. Therefore, $n - 1 = 2$, i.e. $n = 3$.Consider a basis $\left\{ v^{1},v^{2},v^{3} \right\}$ of the space $V$. By definition, the elements of $V$ are solutions of the heat equation $v_{t} + v_{xx} = 0$, which is linear and evolutionary. Hence the usual linear independence of them implies the linear independence of them over the ring of smooth functions of $t$, i.e. the Wronskian $W\left( \overline{v} \right)$ of the functions $v^{1}$, $v^{2}$ and $v^{3}$ with respect to $x$ does not vanish. See, e.g., Note 5 in [@br000060]. Substituting the elements of the basis into the second equation of [(11)](#fd000160){ref-type="disp-formula"}, we obtain a well-defined system of linear algebraic equations, $$v_{xxx}^{i} - \xi^{0}v_{xx}^{i} + \eta^{1}v_{x}^{i} + \frac{1}{2}\eta^{0}v^{i} = 0\text{,}\quad i = 1,2,3\text{,}$$ for the coefficients $\xi^{0}$, $\eta^{1}$, $\eta^{0}$, or, in the matrix form, $M\overline{q} = {\overline{v}}_{xxx}$, where $$\overline{v} = \begin{pmatrix}
v^{1} \\
v^{2} \\
v^{3} \\
\end{pmatrix}\text{,}\qquad M = \begin{pmatrix}
v^{1} & v_{x}^{1} & v_{xx}^{1} \\
v^{2} & v_{x}^{2} & v_{xx}^{2} \\
v^{3} & v_{x}^{3} & v_{xx}^{3} \\
\end{pmatrix}\text{,}\qquad\overline{q} = \begin{pmatrix}
{- \frac{1}{2}\eta^{0}} \\
{- \eta^{1}} \\
\xi^{0} \\
\end{pmatrix}\text{.}$$ Solving this system with respect to $\xi^{0}$, $\eta^{1}$ and $\eta^{0}$, we derive the representation [(10)](#fd000155){ref-type="disp-formula"}.As the proof can be turned back, the inverse statement is also true. □

Corollary 1*The coefficients of the reduction operator* [(8)](#fd000130){ref-type="disp-formula"} *of the Burgers equation can be represented in the form*$$\xi^{0} = \frac{1}{2}\frac{\left| \overline{e},\overline{u},\overline{z} \right|}{\left| \overline{e},\overline{u},\overline{y} \right|}\text{,}\qquad\eta^{1} = \frac{1}{4}\frac{\left| \overline{e},\overline{y},\overline{z} \right|}{\left| \overline{e},\overline{u},\overline{y} \right|}\text{,}\qquad\eta^{0} = - \frac{1}{4}\frac{\left| \overline{u},\overline{y},\overline{z} \right|}{\left| \overline{e},\overline{u},\overline{y} \right|}\text{,}$$*where the columns* $\overline{e}$*,* $\overline{y}$ *and* $\overline{z}$ *consist of three units, the expressions* $y^{i} = 2u_{x}^{i} + \left( u^{i} \right)^{2}$ *and* $z^{i} = 4u_{xx}^{i} + 6u^{i}u_{x}^{i} + \left( u^{i} \right)^{3}$*, respectively,* $i = 1,2,3$*, and* $\overline{u}$ *is a column of three solutions of the Burgers equation with* $\left| \overline{e},\overline{u},\overline{y} \right| \neq 0$*.*

ProofThe connection between solutions of the heat equation and the Burgers equation via the Hopf--Cole transformation $2v_{x}^{i}/v^{i} = u^{i}$ gives the expressions $$\frac{v_{xx}^{i}}{v^{i}} = \frac{1}{2}u_{x}^{i} + \frac{1}{4}\left( u^{i} \right)^{2}\text{,}\qquad\frac{v_{xxx}^{i}}{v^{i}} = \frac{3}{4}u^{i}u_{x}^{i} + \frac{1}{8}\left( u^{i} \right)^{3} + \frac{1}{2}u_{xx}^{i}\text{,}\quad i = 1,2,3\text{.}$$ The substitution of these expressions into [(10)](#fd000155){ref-type="disp-formula"} proves the corollary. Note that the determinant $\left| \overline{e},\overline{u},\overline{y} \right|$ is nonvanishing as the Wronskian $W\left( \overline{v} \right)$ is the same. □

Corollary 2*The representations* [(10)](#fd000155){ref-type="disp-formula"} *and* [(12)](#fd000165){ref-type="disp-formula"}*, where* $n = 3$*, explicitly define the one-to-one correspondence between reduction operators of the form* [(8)](#fd000130){ref-type="disp-formula"} *and families of solutions of the Burgers equation that are invariant with respect to these operators.*

It looks very difficult to explicitly construct an ansatz for $u$ by the direct integration of the invariant surface condition that corresponds to an operator of the form [(8)](#fd000130){ref-type="disp-formula"} in the case of an arbitrary solution of system [(9)](#fd000135){ref-type="disp-formula"}. Even for a simple solution of system [(9)](#fd000135){ref-type="disp-formula"}, carrying out the corresponding reduction of the Burgers equation [(1)](#fd000005){ref-type="disp-formula"} is not a trivial problem. See, e.g., [@br000135; @br000145], where a few such reductions were implemented. A better way for using an operator of the form [(8)](#fd000130){ref-type="disp-formula"} for reducing the Burgers equation is to consider, instead of $Q$, the generalized vector field $\widehat{Q} = \left( L\left\lbrack u \right\rbrack + Q\left\lbrack u \right\rbrack \right)\partial_{u}$ which is equivalent to the evolutionary representative $Q\left\lbrack u \right\rbrack\partial_{u}$ of $Q$ and is a generalized conditional symmetry of [(1)](#fd000005){ref-type="disp-formula"}, cf. [@br000200]. In fact, the reduction of Eq. [(1)](#fd000005){ref-type="disp-formula"} with respect to the generalized vector field $\widehat{Q}$ is somehow presented in the proof of [Theorem 1](#e000020){ref-type="statement"}, and [Corollary 2](#e000040){ref-type="statement"} exhaustively describes the family of $Q$-invariant solutions of [(1)](#fd000005){ref-type="disp-formula"}.

At the same time, knowing the representation [(12)](#fd000165){ref-type="disp-formula"}, where $n = 3$, for $Q$-invariant solutions of [(1)](#fd000005){ref-type="disp-formula"} allows us to easily construct an ansatz for $u$ associated with the operator $Q$ and then to reduce the Burgers equation [(1)](#fd000005){ref-type="disp-formula"} using this ansatz. Setting $c_{1} = 1$ and $c_{2} = 0$ (resp. $c_{1} = 0$ and $c_{2} = 1$) and assuming $c_{3}$ to be an arbitrary constant, we derive two integrals of the equation $Q\left\lbrack u \right\rbrack = 0$, $$\zeta = \frac{v^{1}u - 2v_{x}^{1}}{v^{3}u - 2v_{x}^{3}}\text{,}\qquad\omega = \frac{v^{2}u - 2v_{x}^{2}}{v^{3}u - 2v_{x}^{3}}\text{,}$$ which are correctly defined for $u \neq 2v_{x}^{3}/v^{3}$ (we can always assume this condition to be satisfied for a specific solution $u$ up to renumbering the functions $v^{1}$, $v^{2}$ and $v^{3}$). Therefore, the general solution of the equation $Q\left\lbrack u \right\rbrack = 0$ is implicitly represented in the form $F\left( \zeta,\omega \right) = 0$, where $F$ is an arbitrary nonconstant function of its arguments. Up to permutation of $\zeta$ and $\omega$, the derivative $F_{\zeta}$ can be assumed nonvanishing. Then the equality $F\left( \zeta,\omega \right) = 0$ implies the implicit ansatz $$\zeta = \varphi\left( \omega \right)$$ for the unknown function $u = u\left( t,x \right)$, where $\zeta$ and $\omega$ are the new dependent and independent variables, respectively. The standard way for deriving the corresponding reduced equation via the computation of the expressions for derivatives $u_{t}$, $u_{x}$ and $u_{xx}$ implied by the ansatz and the subsequent substitution of the expressions into [(1)](#fd000005){ref-type="disp-formula"} is too cumbersome. Instead of this, we act on the ansatz $\zeta = \varphi\left( \omega \right)$ by the operator $D_{t} + D_{xx}$ and then make the substitutions $u_{t} + u_{xx} = - uu_{x}$ and $v_{t}^{i} + v_{xx}^{i} = 0$, $i = 1,2,3$. As a result, we derive the equation $\varphi_{\omega\omega}D_{x}\omega = 0$.

The differential function $D_{x}\omega$ does not vanish for solutions of [(1)](#fd000005){ref-type="disp-formula"} which are implicitly represented in the form $\zeta = \varphi\left( \omega \right)$ for some smooth function $\varphi$ of $\omega$. Indeed, suppose that $D_{x}\omega = 0$ (i.e., $\omega = \omega^{0}\left( t \right)$) for such a solution $u = u^{0}\left( t,x \right)$. Then we have $u^{0} = 2\left( v_{x}^{2} - \omega^{0}v_{x}^{3} \right)/\left( v^{2} - \omega^{0}v^{3} \right)$, which implies that for some nonvanishing smooth function $\chi$ of $t$ the expression $\left( v^{2} + \omega^{0}v^{3} \right)\chi$ gives a solution of the linear heat equation $v_{t} + v_{xx} = 0$. As the functions $v^{2}$ and $v^{3}$ are linearly independent solutions of the same equation, this is possible only if $\omega^{0}$ is a constant. Therefore, the substitution $u = u^{0}\left( t,x \right)$ into $\zeta$ results in the constant value $\zeta^{0} = \varphi\left( \omega^{0} \right)$ and hence $u^{0} = 2\left( v_{x}^{1} - \zeta^{0}v_{x}^{3} \right)/\left( v^{1} - \zeta^{0}v^{3} \right)$. Comparing the two expressions for the solution $u = u^{0}\left( t,x \right)$, we conclude that the functions $v^{1}$, $v^{2}$ and $v^{3}$ are linearly dependent and thus arrive at a contradiction.

As $D_{x}\omega \neq 0$, the reduced equation takes the form $$\varphi_{\omega\omega} = 0\text{.}$$ Its general solution is $\varphi = {\widetilde{c}}_{1}\omega + {\widetilde{c}}_{2}$, which completely agrees with the representation [(12)](#fd000165){ref-type="disp-formula"} and the ansatz $\zeta = \varphi\left( \omega \right)$. The above reduced equation is obtained for an arbitrary operator $Q$ of the form [(8)](#fd000130){ref-type="disp-formula"} and it is much simpler than particular reduced equations derived in [@br000135; @br000145]. This fact is explained by that the ansatz $\zeta = \varphi\left( \omega \right)$, whose construction is based on the representation [(12)](#fd000165){ref-type="disp-formula"} for $Q$-invariant solutions of the Burgers equation [(1)](#fd000005){ref-type="disp-formula"}, is in better agreement with the structure of this equation than particular ansatzes given in [@br000135; @br000145].

4. Conclusion {#s000035}
=============

The aim of this paper is to arrange, enhance and complete the description of the nonclassical reductions of the Burgers equation, including Lie reductions. Although this problem had been considered in a number of papers, certain of its aspects needed additional investigation.

The set of reduction operators of the Burgers equation is naturally partitioned into two subsets, which consist of singular and regular reduction operators, respectively. Basic properties of singular reduction operators, whose coefficients of $\partial_{t}$ vanish, are quite common for $\left( 1 + 1 \right)$-dimensional evolution equations and properly formulated in no-go terms, and the main property is the existence of a bijection between equivalence classes of singular reduction operators and one-parameter families of solutions which are different up to re-parameterization. At the same time, the subset of regular reduction operators, whose coefficients of $\partial_{t}$ do not vanish, is of specific structure. The representatives of equivalence classes of such operators, whose coefficients of $\partial_{t}$ equal one, are partitioned into three sets, namely, the unique operator $\partial_{t} + u\partial_{x}$ with $\xi_{u} = 1$, the family of operators with $\xi_{u} = 0$, each of which is equivalent to a Lie symmetry operator, and the family of operators with $\xi_{u} = - \frac{1}{2}$, which have the form [(8)](#fd000130){ref-type="disp-formula"} with the coefficients $\xi^{0}$, $\eta^{1}$ and $\eta^{0}$ satisfying the system [(9)](#fd000135){ref-type="disp-formula"}.

We present a new optimized proof of the no-go theorem on the system [(9)](#fd000135){ref-type="disp-formula"} of determining equations for reduction operators with $\tau = 1$ and $\xi_{u} = - \frac{1}{2}$, which is directly based on properties of such operators. As a consequence of the theorem, it is detected that the coefficients of reduction operators in this case admit the representation in terms of solutions of the uncoupled system formed by three copies of the Burgers equation. Any Lie reduction of the Burgers equation proves to be equivalent via the Hopf--Cole transformation to a parameterized family of Lie reductions of the linear heat equation. We also carry out all possible nonclassical reductions of the Burgers equation to single ordinary differential equations. Regular reduction operators with the coefficient $\tau$ gauged to one give purely nonclassical reductions of the Burgers equation only if $\xi_{u} \in \left\{ 1, - \frac{1}{2} \right\}$. It is obvious that all corresponding ansatzes are necessarily implicit and hence they cannot be constructed using the direct method by Clarkson and Kruskal. See related discussions on the connection between nonclassical symmetries and the direct method, e.g., in [@br000135; @br000140].

Finding reduction operators for the Burgers equation, one faces two kinds of no-go cases.

The first kind is given by singular reduction operators and is in fact related to lowering the equation order to one in the course of reduction. This is why similar no-go results are true for any $\left( 1 + 1 \right)$-dimensional partial differential equation possessing a family of reduction operators of singularity co-order one which is parameterized by an arbitrary smooth function of all independent and dependent variables [@br000115]. For each such family, the system of determining equations consists of a single partial differential equation on the function parameterizing the family, and this equation is equivalent, in a certain sense, to the original equation, where the variable tuple is implicitly augmented with an additional parametric variable. The above results can even be extended to multidimensional partial differential equations [@br000205].

The second kind given by regular reduction operators with $\tau = 1$ and $\xi_{u} = - \frac{1}{2}$ is more specific and definitely related to the fact that the Burgers equation is linearized by the Hopf--Cole transformation to the linear heat equation. The corresponding system of determining equations is a system of three $\left( 1 + 1 \right)$-dimensional evolution equations, which is reduced by differential substitutions to the uncoupled system of three copies of the linear heat equation as well as to the uncoupled system of three copies of the Burgers equation. Similar no-go results are known only for linear $\left( 1 + 1 \right)$-dimensional evolution equations of the second order [@br000060; @br000160; @br000170; @br000175]. It looks possible to extend these results to the entire class of generalized Burgers equations which are linearized by the Hopf--Cole transformation, and the optimized proof of [Theorem 1](#e000020){ref-type="statement"} creates a significant prerequisite for this. The question whether there exist no-go cases of other kinds related to regular reduction operators of single evolution equations is still open.
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