We propose an alternative to Kendall's shape space for reflection shapes of configurations in R m with k labelled vertices, where reflection shape consists of all the geometric information that is invariant under compositions of similarity and reflection transformations. The proposed approach embeds the space of such shapes into the space P(k − 1) of (k − 1) × (k − 1) real symmetric positive semidefinite matrices, which is the closure of an open subset of a Euclidean space, and defines mean shape as the natural projection of Euclidean means in P(k − 1) on to the embedded copy of the shape space.
Introduction
In many applications one is interested in the shape of an object, where location, rotation and scale can be ignored. Statistical analysis of shape is commonly based on either Kendall's (1984) or Bookstein's (1986) shape spaces. Both of these two versions of shape spaces are curved rather than flat, and so standard statistical results on Euclidean spaces cannot usually be applied directly to shape analysis. In the past two decades or so, much progress has been made both in theory and applications. For example, the classical method of taking arithmetic averages is inappropriate for the estimation of the mean shape and, among other possibilities, the 'partial Procrustes estimator' and the 'full Procrustes estimator' (Goodall, 1991; Kent, 1992) have been proposed and widely used in practice. Also, if the shapes of the data configurations are highly concentrated, we can project the shapes of the data configurations on to, in effect, the tangent space to the shape space; to be more specific, we could use a Procrustes projection to project the data on to the tangent space at the Procrustes mean shape. Then, since the tangent space at a point of a Riemannian manifold is a Euclidean space, we may apply techniques that are suitable for Euclidean data to the projected data.
Since most shape spaces are unfamiliar spaces, as explained in Kendall et al. (1999) , it is not always easy to work with these concepts in practice, especially when m 3. Except for the full Procrustes estimator for planar shapes, there is no closed form for Procrustes means: their computation is based on computer algorithms which can take a long time to run for large samples of data. The tangent projection technique is also restricted to concentrated data in order to obtain a reasonable conclusion. In this paper, we propose an alternative to the existing approaches to statistical reflection shape analysis, where the reflection shape of an object consists of all the geometric information that is invariant under compositions of similarity and reflection transformations. Our approach is based on an embedding of the reflection shape space in a suitable space of matrices, which has the advantage of making many computations more familiar and easily handled. It also gives an easily computable mean shape and the comparison of mean shapes so defined with other mean shapes shows that, in most cases, the former are good approximations to the latter. The central limit theorem that we shall establish allows us to apply many standard statistical results to statistical analysis of shape. Moreover, the fact that this representation applies only to reflection shapes, rather than shapes, is a relatively mild restriction as it is essentially equivalent to working on 'one half' of shape space and, for the majority of applications, this is automatically the case: there are not many applications where one needs to consider both a shape and its reflection. Nevertheless, reflection information can be recovered in the analysis with the use of a suitable parity function on the reflection shape space, taking values +1 and −1, say. Separate analyses would then be performed on the subsample of shapes with parity +1 and the complementary subsample with parity −1.
The multidimensional scaling approach described in this paper has a number of connections with other work: Kent (1994, §7) discusses this approach when m = 2 and notes that it extends readily to higher dimensions; Chikuse & Jupp (2004) , who discuss tests of uniformity in shape spaces, consider essentially the same projection on to the embedded shape space as we do, and also discuss the Bingham distribution in this context; and the Euclidean distance matrix analysis of Lele (1993) and Lele & Richtsmeier (2001) is also closely related, in that both approaches use the relevant parts of the space of symmetric positive semidefinite matrices to represent their objects. However, the work of Lele (1993) and Lele & Richtsmeier (2001) focuses on form, i.e. size-and-shape, whereas we focus exclusively on shape. Our definition of mean shape ensures that it lies in the space of reflection shapes and what it gives is in general not a simple projection of the mean form of Lele (1993) and Lele & Richtsmeier (2001) . The central limit theorem that we shall establish is related to our mean shape. It holds for any distribution on the reflection space in common use, and in particular those induced from landmarks.
Other related work includes Bhattacharya & Patrangenaru (2003 , Bandulasiri & Patrangenaru (2005) and an unpublished 2006 Texas Tech University Ph.D. thesis by A. Bandulasiri. This body of work has close connections with the developments here, but there are also important differences. The most substantial of these differences is that, while they work in a general differential-geometric framework, we work in spaces of matrices and exploit useful structure which allows us to represent relevant tangent spaces as linear subspaces of the original matrix spaces.
In summary, the main purpose of this paper is to develop a computationally convenient framework for inference for shapes in m 3 dimensions. This approach is particularly useful when the sample size, n, or the number of landmarks, k, is large.
A representation of reflection shape space
The reflection shape of a configuration in R m with k labelled vertices, where without loss of generality we shall assume that k > m, is its equivalence class under compositions of translations, scalings, rotations and reflections. Therefore, the space of reflection shapes of configurations in R m with k labelled vertices is the quotient space by a reflection of the corresponding shape space.
Following standard practice in shape analysis, we represent each configuration in R m with k labelled vertices by an m × k matrix where its ith column comprises the coordinates of the ith vertex of the configuration. Then, using the standard Helmert submatrix widely used in shape analysis to remove the effect of translation, see e.g. Dryden & Mardia (1998) , the class of configurations which differ from each other only by translations and scaling can be represented by an m × (k − 1) real matrix X with tr(X ⊤ X) = 1. The space S k m of such matrices is called the pre-shape sphere and is identical with the unit sphere in R m(k−1) ; see Kendall et al. (1999, p. 3) . In particular, the tangent space
is the space of m × (k − 1) real matrices.
Let P(k) denote the space of k × k positive semidefinite real symmetric matrices and let
In both of these spaces, we define distance in terms of the Euclidean norm ||A|| = {tr(A ⊤ A)} 1/2 in standard fashion.
Consider the map π :
The image of π is P m (k −1) and π(X 1 ) = π(X 2 ) if and only if X 1 = T X 2 for some T ∈ O(m), where O(m) is the space of m × m orthogonal matrices. It then follows from an argument similar to that in Carne (1990) that P m (k − 1) is homeomorphic to the reflection shape space of configurations in R m with k labelled vertices. We shall accordingly use P m (k − 1) to represent that shape space. This representation is an embedding of the reflection shape space into a Euclidean space. Note that a similar representation for shape space has been used in Kendall (1990) for the investigation of the behaviour of shape diffusion, and in Chikuse & Jupp (2004) for the testing of uniformity of reflection shapes. Another similar representation for shape space has been widely used in statistics for planar shapes; see for example Kent (1992) and Bhattacharya & Patrangenaru (2003 , where the points of S k 2 are identified with (k − 1)-dimensional complex unit vectors and the corresponding shape space is represented by the space of (k − 1) × (k − 1) complex Hermitian projection matrices of rank 1.
For the purpose of the following statistical analysis, we need to identify the tangent space to P m (k − 1). To this end, we note that, for any
It is useful to decompose T X (S k m ) into the orthogonal sum of the vertical subspace, whose vectors correspond to directions in which shape, as opposed to pre-shape, does not change, and its orthogonal complement, the horizontal subspace; see Kendall et al. (1999, p. 109) . Since the vertical subspace, V X , of T X (S k m ) at X is the kernel of the differential dπ(X) of π at X, it can be written as
and its orthogonal complement, the horizontal subspace H X , is given by
The restriction of dπ(X) to H X is a bijection from H X to the tangent space T X ⊤ X {P m (k − 1)} to P m (k − 1) at X ⊤ X, and hence (2) shows that T X ⊤ X {P m (k − 1)} can be identified as
To simplify the identification of (3), we use the spectral decomposition of the symmetric matrix X ⊤ X. That provides an orthonormal basis {u i | 1 i k − 1} of R k−1 comprising the eigenvectors of X ⊤ X and the corresponding nonnegative eigenvalues λ 1 λ 2 . . . λ m 0 = . . . = 0, with
where U denotes the orthogonal matrix whose ith column is u i and Λ = diag(λ 1 , . . . , λ m , 0, . . . , 0). Since
expresses a basis for the space of (k − 1) × (k − 1) real symmetric matrices in terms of the orthonormal basis {u i | 1 i k − 1}, it follows from (3) that, if rank(X) = m, then
Clearly,
implies that, for Λ defined as above,
and that
with conjugation by U being an isometry, with respect to the induced Euclidean metrics, between the two tangent spaces. When rank(X) = r < m, the above statements still hold provided m is replaced by r.
For statistical analysis, it is sometimes more convenient to express matrices in the tangent space T X ⊤ X {P m (k − 1)} as column vectors of dimension The factor 2 1 2 appears before the components corresponding to the nondiagonal elements of S since these elements contribute twice to the square of the norm S 2 = tr(S 2 ). Then, to account for the constraint tr(S) = 0, we define , and H m−1,m is the standard Helmert submatrix defined in Dryden & Mardia (1998, p. 34) . It is easy to see that the map S → q S is an isometry. Thus, a representation of
To obtain the corresponding representation for the tangent space T X ⊤ X {P m (k − 1)}, where X ⊤ X = UΛU ⊤ , we take the following orthonormal basis of T Λ {P m (k − 1)}:
where 1 i 1 2 m(2k − m − 1) − 1; ℓ j = m + (j − 1)k − j(j + 1)/2; and E st is the (k − 1) × (k − 1) matrix whose (s, t)th entry is 1 and whose other entries are all 0. Here, we have taken the standard orthonormal basis of the space of symmetric matrices and adjusted the diagonal members, in the manner of Helmert, to ensure that they have trace zero. Then the ith component of q S is equal to tr(SW i ), the component of S with respect to W i , and so the representation (8) is the column vector of coordinates of the matrix S in T Λ {P m (k − 1)} with respect to the basis (9). On the other hand, if we use the isometry (6) to determine the orthonormal basis
} with respect to this basis is the same as that, q U ⊤ SU , of its image U ⊤ SU in T Λ {P m (k −1)} with respect to the basis (9), and this will be our chosen column vector representation for matrices in T X ⊤ X {P m (k −1)}.
Finally, we consider, for any P ∈ P m (k − 1), the orthogonal projection ψ X ⊤ X (P ) of P − X ⊤ X on to the tangent space T X ⊤ X {P m (k − 1)}. Writẽ
Then, it can be checked that, when Λ = diag(λ 1 , . . . , λ m , 0, . . . , 0) as before,
with the second formula following from the first on account of the isometry (6). Note that ψ X ⊤ X (P ) so defined is symmetric, has zero trace and lies in (3). Moreover, in the notation of (7),q
3. Multidimensional scaling mean reflection shape
Using the representation P m (k − 1) of the reflection shape space, we may define the mean reflection shape of a random configuration as follows.
consists of the ordered eigenvalues ω 1 . . . ω k−1 0 of P and V = (v 1 , . . . , v k−1 ) is the matrix whose columns are the corresponding orthonormal eigenvectors, then P =
and, if we write φ for the natural projection of
Note that this projection of P on to P m (k − 1) is unique if and only if ω m > ω m+1 .
Let X be a random matrix in S k m and write Ξ = E(X ⊤ X) for the symmetric nonnegative
Remark 1. A condition for the mean φ-shape to be unique is now given. Write U∆U ⊤ for the spectral decomposition of Ξ, where
it follows that Ξ ∈ P m (k − 1), and therefore a mean φ-shape of X can always be defined, and is given by
where
The mean φ-shape is unique if and only if δ m = δ m+1 . When δ m = δ m+1 , φ(Ξ) consists of a set of matrices in P m (k − 1), rather than a single matrix; see Zeizold (1977) .
The mean φ-shape so defined is the 'extrinsic' mean reflection shape with respect to the embedded copy P m (k−1)\P m−1 (k−1) of the nondegenerate component of the reflection shape space in P(k − 1), in the sense of Bhattacharya & Patrangenaru (2003 and Hendriks & Landsman (1998) . If m = 2, we can represent the pre-shapes by (k − 1)-dimensional complex unit column vectors z. Then, if we embed the shape space into the space of (k − 1) × (k − 1) Hermitian matrices as the space of (k − 1) × (k − 1) Hermitian projection matrices of rank 1 as discussed in the previous section, the widely used full Procrustes mean shapes are just the projections of E(zz * ) on to such a space, where z * denotes the transpose of the complex conjugate of z. Hence, the definition of mean φ-shape has parallels to that of the full Procrustes mean of planar shapes. Also, there is some similarity between the mean φ-shape and that of Lele's Euclidean distance matrix analysis mean form; see Lele (1993) . The latter involves a correction for bias under Gaussian models, but is appropriate for mean form rather than mean shape.
In addition to the obvious advantage of being easy to compute, the mean φ-shape so defined has the following basic properties.
(i) For any fixed (k −1)×(k −1) matrix A of full rank, the mean φ-shape of XA is φ(A ⊤ ΞA).
In particular, if A ∈ O(k − 1), then the mean φ-shape of XA is A ⊤ φ(Ξ)A and so the mean
(ii) If X is a uniform random matrix on S k−1 m then, by symmetry, Ξ is a diagonal matrix and its diagonal entries are all equal and so Ξ = (k − 1) −1 I k−1 . In this case, the mean φ-shape is not unique if k − 1 > m, and the set of mean φ-shapes is identical to the Grassmannian of m-planes in (k − 1)-space. Note that, if the vertices of a configuration are independent and identically distributed with a N(µ, σ 2 I m ) distribution, then the corresponding X is a uniform random matrix.
(iii) Suppose that X 1 , . . . , X n are random configurations such that X ⊤ 1 X 1 , . . . , X ⊤ n X n are independent and identically distributed with the same distribution as
with corresponding spectral decompositionΞ =Û∆Û ⊤ . Assume for simplicity that δ m = δ m+1 , so that the mean φ-shape of X is uniquely defined. ThenΞ is a strongly consistent estimator of Ξ and so the sample mean φ-shape, φ(Ξ), is a consistent estimator of the mean φ-shape φ(Ξ), by continuity of the map φ on P m (k − 1) \ P m−1 (k − 1). Kent (1994) introduced the sample multidimensional scaling mean for two-dimensional data, and some discussion for higher dimensions was given in Dryden & Mardia (1998, pp. 281-2) . These authors described this type of mean for both mean form and mean reflection shape, where the mean form incorporates scale information while the mean reflection shape does not. In the current paper, we focus on mean reflection shape only.
A central limit theorem and standard errors
Assume that X is a random matrix in S k m , where k > m, and that X has rank m with probability one. Let X 1 , . . . , X n be such that X ⊤ 1 X 1 , . . . , X ⊤ n X n are independent and identically distributed with the same distribution as X ⊤ X. As in the previous section, write Ξ = E(X ⊤ X)
By the multivariate central limit theorem, the distribution of G n = n 1/2 (Ξ − Ξ) converges to a Gaussian distribution with zero mean. Let G = (g ij ) denote a symmetric random matrix with this limiting Gaussian distribution. The covariance matrix of G can be determined by
where x i denotes the ith column of X.
. Then G u is also a symmetric Gaussian random matrix.
in distribution, where Z is a symmetric Gaussian matrix with zero mean given by
and where the entries of the symmetric matrixG
Proof. For simplicity, we assume that Ξ has distinct eigenvalues. However, the following argument, as well as the result, generalizes to the case with only the stated assumption δ m = δ m+1 .
For j = 1, . . . , m, let λ i = δ i /(δ 1 + . . . + δ m ) as before and defineλ i in terms of theδ i in parallel fashion. From the identitŷ
it follows that
and since, using Watson (1983, Appendix B) , in distribution,
we have that
converges in distribution to
as required.
The expression (14) shows thatG u is a symmetric matrix with the bottom right-hand (k − 1 − m) × (k − 1 − m) submatrix equal to zero and (13) shows that tr(Z) = 0. It then follows from (4) that the limit Gaussian matrix Z is actually a random matrix on the tangent space
Note also that the convergence stated in the theorem is not the convergence of the tangent space projection of the difference between the sample mean and true mean and so it is not a special case of the central limit theorem presented in Bhattacharya & Patrangenaru (2003) . However, for the tangent projection ψ φ(Ξ) {φ(Ξ)}, defined via (10), of φ(Ξ) − φ(Ξ) on to the tangent space to P m (k − 1) at the mean φ-shape φ(Ξ), we have the following result.
in distribution, where Z is given as in Theorem 1.
Proof. It follows from Theorem 1 that
in distribution. On the other hand,ψ is a linear operator leaving any symmetric matrix with zero bottom right-hand
By the first identity in (10), this shows that
in distribution, and then the required result follows from the second identity in (10).
To analyze the standard errors, we express the projection ψ φ(Ξ) {φ(Ξ)} of φ(Ξ) − φ(Ξ) on to the tangent space to P m (k − 1) at the mean shape φ(Ξ) as a column vector q U ⊤ ψ φ(Ξ) {φ(Ξ)}U , of dimension h = 1 2 m(2k − m − 1) − 1, defined in (7). By (11), we haveq U ⊤ ψ φ(Ξ) {φ(Ξ)}U = q ψ Λ {φ(U ⊤Ξ U )} and then it follows from the corollary that n
converges in distribution toq U ⊤ ZU , and thatq U ⊤ ZU is a Gaussian random vector with zero mean. Let Γ be the covariance matrix of q U ⊤ ZU , assumed to be of full rank. Then, ifΓ is the (h + 1) × (h + 1) covariance matrix ofq U ⊤ ZU , we have Γ =HΓH ⊤ . It now follows from Corollary 1 that
has a limiting χ 2 h distribution. An asymptotically equivalent, but more useful, version of (17) is obtained by interchanging the observed and true quantities to give
An alternative possibility, not considered further here, is to represent the population and sample mean φ-shapes as unit vectors and then use bootstrap procedures for unit vectors which have been developed for inference in one and several samples; see Fisher et al. (1996) , Bhattacharya & Patrangenaru (2003 
Comparisons

5·1. Comparing mean shape estimators
We now discuss the relationship between the sample mean φ-shape defined in this paper and various commonly-used mean shape estimators, in particular, the full and partial Procrustes sample mean shapes. Suppose that X 1 , . . . , X n are given on the pre-shape sphere S k m . For a general pre-shape X ∈ S k m , write [X] for the corresponding shape, where the latter is defined as the equivalence class of pre-shapes with the same shape as X; see Dryden & Mardia (1998, p. 56) and Kendall et al. (1999, p. 12 
is the Riemannian distance between [X i ] and a variable shape [X] , and the penalty function g is usually taken to be positive and increasing with g(0) = 0; see Kent (1992) and Dryden & Mardia (1998, pp. 87-95) , where various candidates for g have been proposed. In particular, the full Procrustes mean shape corresponds to g(ρ) = sin 2 (ρ), the partial Procrustes mean shape corresponds to g(ρ) = sin 2 (ρ/2), and the mean shape with respect to the Riemannian distance corresponds to g(ρ) = ρ 2 . The mean shape with respect to the penalty function g is identical to the maximum likelihood estimate of shape for the rotationally symmetric shape distribution with density
with respect to the uniform measure; see Dryden (1991) and Dryden & Mardia (1998, p. 198) .
Note that [X] is a shape, as opposed to a reflection shape, whereas the φ-shape, as defined in this paper, corresponds to the identification of a shape and its reflection, [X] and [X R ], say;
given X, we may choose X R to be a matrix of the form AX, where A is any matrix in O(m) with determinant −1. Then the reflection shape of X is given by the union of the equivalence classes [X] and [X R ].
Let X 0 be a given point in S k m and write ρ i for the Riemannian distance between the shapes of X i and X 0 . Then, we may express each X i in terms of X 0 as
for some R i ∈ SO(m), where SO(m) denotes the space of m × m rotation matrices, and
is such that tr(X 0 Z ⊤ i ) = 0 and X 0 Z ⊤ i is symmetric; see Kendall et al. (1999, pp. 107-11) . Note that Z i is in fact the normalized Procrustes tangent projection of X i at X 0 ; see Kent & Mardia (2001) .
We first state a necessary condition, in terms of ρ i and Z i , for the shape of X 0 to be the mean shape of X 1 , . . . , X n , with respect to the penalty function g.
with respect to the continuously differentiable penalty function g, then
In particular, if [X 0 ] is the full Procrustes mean shape of
and if [X 0 ] is the partial Procrustes mean shape of
Proof. If we regard the Riemannian distance ρ i as a function of the shape [X 0 ], the corresponding Z i is just the horizontal lift of the tangent vector grad ρ i to the tangent space to S 
Since the horizontal lift is a linear isometry, the above is equivalent to the horizontal lift of the tangent vector n i=1 g ′ (ρ i ) grad ρ i to the tangent space at X 0 being a zero vector; that is,
Taking g(ρ) = sin 2 (ρ) and sin 2 ( 1 2 ρ), we obtain the special conditions (22) and (23) for the full and partial Procrustes mean shapes respectively.
One application of the lemma is to compare, in small neighborhoods, the sample mean reflection shape calculated using the penalty functions g, and the sample mean φ-shape.
Theorem 2. Assume that the penalty function g has the property that, for some constants α = 0 and β, g ′ (ρ) = αρ + βρ 2 + o(ρ 2 ) as ρ → 0. Let the shape of X 0 ∈ S k m denote the sample mean shape with respect to g of a sample of pre-shapes X 1 , . . . , X n , and write
, where φ(Ξ) is the sample mean φ-shape of X 1 , . . . , X n .
Proof. On the one hand we have, by (20),
and, on the other hand, the equality (21) holds by the Lemma 1. However, under the assumptions of Theorem 2, (21) becomes
so that we can simplify (24) tô
. (24) We now apply the map φ to each side of (24). Using standard perturbation analysis for eigenexpansions of matrices, see for example Sibson (1979) , an application of φ to the right-hand side (24) yields
) and the proof is complete.
The following tables present a numerical comparison of mean φ-shapes with the full and partial Procrustes means using simulated samples of the reflection shapes of random configurations having distributions of the type N(µ, σ 2 I m ⊗ I k ), where µ is a configuration of k labelled vertices in R m . In particular, we look at the cases where the pre-shape of µ is an m × (k − 1) matrix with singular value decomposition U(Λ/ Λ , 0 m,k−m−1 )V ⊤ , where Λ is of the form
Λ denotes the Euclidean norm of Λ, U ∈ O(m) and V ∈ SO(k − 1). Without loss of generality, we assume that U = I m and V = I k−1 . Note that, if ℓ = 1, the shape of µ is that which is furthest from the collinearity set of the shape space; see Kendall et al. (1999, p. 130) for details. As ℓ increases, the distance between the shape of µ and the collinearity set decreases, and it approaches zero as ℓ tends to infinity. A simulation example is presented in Table 1 . For sample sizes of n = 30 and n = 100, and for various values of σ and of ℓ which determine respectively the variance parameter of the induced shape distribution and the Riemannian distance of the shape of µ from the corresponding collinearity set, we generate 100 random samples of size n. For each such sample, we calculate its mean φ-shape as proposed in this paper, denoted by M, its partial Procrustes mean shape with reflection, denoted by P, and its full Procrustes mean shape with reflection, denoted by F. For 100 simulated datasets the corresponding mean and standard deviation of the Riemannian distancesρ on the reflection shape space between the different estimators are given.
INSERT TABLE 1 ABOUT HERE
The results in the table clearly show that these means are similar to each other for σ = 0.01 and σ = 0.1, although the mean φ-shape is further from the other two Procrustes estimators on average. The mean φ-shape is particularly far away when ℓ = 100, i.e. near the collinearity set. The mean φ-shape is not particularly close when σ = 0.5, in which case the small-distance assumptions do not hold. The findings are similar for both sample sizes, with standard deviations usually smaller for the larger sample size, as expected, and average Riemannian distance a little smaller too. Exceptions can be seen for the near-collinear case ℓ = 100 for larger variations where the performance is fairly similar for both sample sizes.
The difference in speed of calculation of the estimators can be considerable for large sample sizes. For example, in a simulation study consisting of 100 Monte Carlo runs using R on a 2.8GHz Linux PC, with k = 5, m = 3, n = 10000, σ = 0.1 and ℓ = 1, the following results were obtained. For the mean φ-shape calculation, the mean time was 5·12 seconds with a standard deviation of 0·22, and the corresponding mean time and standard deviation for the full Procrustes mean calculation were 180·94 seconds and 1·177, respectively.
5·2. Relationship of Procrustes coordinates with φ-shape tangent coordinates
In this section we focus on the relationship between the φ-shape tangent coordinates and those obtained using the Procrustes tangent projection. The situation that we are concerned with is addressed in Theorem 2, where the sample points in the pre-shape space are concentrated. In particular, let T denote the coordinates of the Procrustes tangent projection of [X] on to the tangent space at [M] , where X and M are two elements in the pre-shape space. We assume that [X] is close to [M] , which is formalized as T = O(ǫ) for small ǫ. From Kent & Mardia (2001) it follows that
Therefore, since by assumption
, and so
Lemma 2. If T is the Procrustes tangent projection of the shape of X at the shape of M then for any V ∈ O(m) and U ∈ O(k − 1) the corresponding projection of V ⊤ XU at the shape of
Proof. This result follows immediately from (25) and the fact that the map in pre-shape space
induces an isometry in the corresponding shape space.
Lemma 3. If T is Procrustes tangent projection of [X] at the tangent space of [M], then if T =O(ǫ) the corresponding tangent space projection
Proof. Using the singular value decomposition we may write
Therefore, from (10),
Therefore, from the relationship
is symmetric, it follows that
and so
where the last step is a consequence of the fact that T
Note that, by (10),
Since
, we see that
Moreover, as T 1 is in the tangent space of
Therefore, equations (30) and (31) imply that (29) simplifies to
where and from (10) ,
which concludes the proof.
5·3. Discussion
Theorem 2 and Lemma 3 together indicate that for concentrated samples the coordinates of the observations for the two types of tangent projection are related by a fixed linear transformation which depends on the projection point. Therefore, any statistical procedure which is invariant with respect to linear transformation of the observations, such as Hotelling T 2 tests, will produce similar outcomes using either set of coordinates when the data are highly concentrated. This finding is particularly useful given that the calculation of the coordinates of the φ-shape tangent projection is, in general, much quicker than that of the Procrustes tangent coordinates when m 3. Principal components analysis based on the φ-shape tangent coordinates may be used to study variability in the sample, as an alternative to Procrustes tangent coordinates; a numerical example is given in §7.
It is debatable which tangent coordinate system is to be preferred. However, one point to bear in mind is that isotropy in the Procrustes tangent coordinate systen does not imply, nor is it implied by, isotropy in the φ-shape tangent coordinate system. Moreover, one might expect the difference in these isotropy assumptions to have a tendency to be greater when the eigenvalues of MM ⊤ in Lemma 3 differ appreciably. Arguably, isotropy is accommodated more naturally and transparently in the Procrustes tangent coordinate system than in the φ-shape tangent coordinate system, so in some circumstances we may prefer to use Procrustes tangent coordinates. However, even if the Procrustes system is preferred, the mean φ-shape provides a computationally convenient way to obtain approximate Procrustes tangent coordinates via Lemma 3, assuming that the data are highly concentrated.
Mean φ-shape and the Bingham distribution
The Bingham distribution distribution for a random matrix X ∈ S k−1 m with unit norm has density
with respect to the volume measure on S k−1 m , where c(B) is the normalizing constant given by
is a hypergeometric function of matrix argument and ⊗ denotes the Kronecker product; see Bingham (1974) and Mardia & Jupp (2000) . If B has the spectral decomposition B = V ΩV ⊤ , where Ω = diag(ω 1 , . . . , ω k−1 ) and ω 1 . . . ω k−1 , then
To see this, let Y = XV . Then, Y has the Bingham distribution with density
where c(Ω) = c(B). It can be checked that E(Y ⊤ Y ) is diagonal and so, by property (i) in §3, the eigenvectors of E(X ⊤ X) are the same as those of B, that is, U = V . On the other hand, E(Y ⊤ Y ) = ∆, where ∆ is, as before, the diagonal matrix whose diagonal entries are the eigenvalues of E(X ⊤ X). Then, since 
Note that the density (32) can also be expressed in vector form as
If X 1 , . . . , X n is a random sample from the Bingham distribution (32), then the ordered eigenvectors of the sample meanΞ are the maximum likelihood estimators of the ordered eigenvectors of B, where the ordering of the eigenvectors is given by the ordering of the corresponding eigenvalues, andΩ, the maximum likelihood estimator of Ω, is that Ω which maximizes
Note that Chikuse & Jupp (2004) discuss this Bingham distribution in relation to tests for uniformity when using a Euclidean embedding similar to (1).
The complex Bingham distribution has been used by Kent (1994) as a model for statistical analysis of planar shapes. Approximations to the normalizing constant c(B) have been studied in Kume & Wood (2005) .
Application
7·1. Brain surface dataset
In Brignell et al. (2007) , a dataset of cortical surfaces of brains of schizophrenia patients and controls obtained from magnetic resonance scans is considered. The dataset consists of a very large number k = 62501 of pseudo-landmarks located on the cortical surface in m = 3 dimensions. In Brignell et al. (2007) , the primary interest was in studying the asymmetry of the brain, and the data were regarded as being in fixed registrations. We shall now consider overall shape analysis of the cortical surfaces, where translation, rotation and scale can be ignored.
We have a total of 74 scans consisting of 44 controls and 30 schizophrenia patients. It is of interest to assess whether or not there is a significant difference in mean cortical surface shape between the two groups. We shall use the φ-shape defined in this paper, and compare the results with Procrustes analysis. Recall that the eigenvectors and eigenvalues of X ⊤ X can be computed using the eigenvalues and eigenvectors of XX ⊤ , see for example Brignell et al. (2007) , and so the mean φ-shape can be calculated quickly here.
First of all the mean φ-shape and Procrustes mean shape were calculated for the whole pooled dataset. The Riemannian shape distance between the Procrustes mean and mean φ-shape of the pooled data is 0·00023 while the diameter of the pooled sample is 0·08779. Since this difference is small there is no visible difference between the Procrustes mean and mean φ-shape. The distances between the Procrustes mean and mean φ-shape are 0·00023 for the control group and 0·00024 for the schizophrenia group.
We now consider comparisons between the control and schizophrenia groups. The distances between the means of each group are also quite small. The distance between the mean φ-shape of the control versus Schizophrenia groups is 0·00790 and and the corresponding distance between the Procrustes mean shapes is 0·00789.
In Fig. 1 we show the exaggerated differences between the mean φ-shapes of each group. Note that the corresponding figure for the Procrustes means is visibly identical.
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7·2. Principal component analysis of the tangent space coordinates
Even though the distance between the pooled mean estimators is very small, the φ-shape tangent projection of the pooled sample at the pooled mean φ-shape is noticeably different from the Procrustes tangent space projection at the pooled Procrustes mean, as expected from §5·2. Fig. 2 shows the first two principal components of the data at the tangent spaces projections. In particular, for the Procrustes tangent space projection the first five principal components explain 20·77+14·20+8·24+5·70+4·20=53·11% of the variation, whereas for the mean φ-shape they explain 25·60+12·35+ 9·61+6·97+4·26=58·78% of variation. The φ-shape tangent space coordinates are most simply calculated using principal coordinate analysis in this application. In particular, given the pre-shapes Z 1 , . . . , Z n , all pairs of distances are calculated in the embedded Euclidean space, i.e.
and principal coordinate analysis is calculated using these pairwise distances (Mardia et al., 1979, p. 405) .
7·3. Two sample hypothesis test
We performed a hypothesis test to examine if the mean shape is the same in each group. The corresponding values of the F statistic based on the two-sample Goodall test, as described in Dryden & Mardia (1998, p. 162) , are 0·9989 for the mean φ-shape and 0·9369 for the Procrustes mean, and applying a permutation test using this statistic leads to p-values of 0·54 and 0·53, respectively. Hence there is no evidence for an overall shape difference between the two groups. Note that the assumptions for this F test are based on an assumption of isotropy in the relevant tangent space; for relevant discussion, see §5·3.
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Also,
where a = (a 11 , . . . , a k−1,1 , a 2,1 , . . . , a k−1,k−1 ) ⊤ is a column vector of dimension (k − 1) 2 , with elements a ij , i, j = 1, . . . , k −1, arranged in the same order as that imposed by the vec operator, and with a ii = 1 for i = 1, . . . , m, and a ij = 0 otherwise. Consequently, using (A1) -(A3), we find that
Therefore, Γ = cov(q U ⊤ZU ) is given by
where Σ = cov{vec(G)}, with a typical element of Σ given by (12), andH and C are as above.
A natural sample analogue of Σ is given bŷ
Therefore, a natural sample analogue of Γ is given bŷ
whereÛ is obtained from the spectral decompositionΞ =Û∆Û ⊤ ,K is the same as K in (A4), but with∆ = diag(δ 1 , . . . ,δ k−1 ) replacing ∆, andδ i replacing δ i , i = 1, . . . , m. If the population mean φ-shape is unique, in the sense explained in Remark 1, thenΓ in (A5) is a consistent estimator of Γ. 0·01 100 1 0·00005 (0·00001) 0·00004 (0·00001) 0·00003 (0·00001) 0·01 100 2·5 0·00038 (0·00003) 0·00038 (0·00002) 0·00003 (0·00001) 0·01 100 100 0·00881 (0·00111) 0·00877 (0·00107) 0·00035 (0·00047) 0·1 100 1 0·00511 (0·00137) 0·00453 (0·00129) 0·00246 (0·00070) 0·1 100 2·5 0·03474 (0·00258) 0·03453 (0·00236) 0·00259 (0·00063) 0·1 100 100 0·12185 (0·03790) 0·12107 (0·03740) 0·00509 (0·00696) 0·5 100 1 0·09443 (0·05135) 0·09362 (0·05030) 0·03325 (0·01740) 0·5 100 2·5 0·21089 (0·13551) 0·20869 (0·13141) 0·04515 (0·05817) 0·5 100 100 0·24782 (0·13402) 0·23138 (0·12681) 0·05623 (0·07129) Table 1 : Simulation study for k = 5 points in m = 3 dimensions. The parameter ℓ indicates the particular mean shape, σ is the standard deviation and n the sample size. For each such sample, we calculate its mean φ-shape, denoted by M, its partial Procrustes mean shape with reflection, denoted by P, and its full Procrustes mean shape with reflection, denoted by F. The corresponding Riemannian distancesρ on the reflection shape space between these means are calculated and the mean value from 100 simulations is given, with standard deviation in brackets. Fig. 2(a) gives a scatterplot of the first two principal component scores in the mean φ-shape tangent space, while Fig. 2(b) gives the corresponding scatterplot in the Procrustes tangent space. Controls are given by circles; Schizophrenia patients are given by triangles
