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Abstract—Asynchronous circuits have key advantages in 
terms of low energy consumption, robustness, and security. How-
ever, the absence of a global clock makes the design prone to 
deadlock, livelock, synchronization, and resource-sharing errors. 
Formal verification is thus essential for designing such circuits, 
but it is not widespread enough, as many hardware designers are 
not familiar with it and few verification tools can cope with asyn-
chrony on complex designs. This paper suggests how an industri-
al design flow for asynchronous circuits, based upon the standard 
HDL SystemVerilog, can be supplemented with formal verifica-
tion capabilities rooted in concurrency theory and model-
checking technology. We demonstrate the practicality of our 
approach on an industrial asynchronous circuit (4000 lines of 
SystemVerilog) implementing a memory protection unit. 
Keywords—Asynchronous circuit, asynchronous design, 
asynchronous logic, computer-aided design, CADP, concurrency, 
formal verification, hardware design, LNT, memory protection unit, 
model checking, SystemVerilog. 
I.  INTRODUCTION 
The synchronous design paradigm is currently ubiquitous 
in the electronic design industry. In a clocked circuit, the de-
signer can assume a discrete notion of time, since the elements 
of the circuit evolve at periodic instants cadenced by a rhyth-
mic clock. Although this approach has many advantages, it is 
undermined by the increasing complexity of VLSI systems 
and the ever-growing demand for more performance. Indeed, 
the worst-case timing assumptions induce, more often than 
not, timing overheads and energy overconsumption. Converse-
ly, in an asynchronous circuit, the components evolve auton-
omously and operate on an "on-demand" basis. This indicates 
a potential for lower power dissipation, more harmonious 
electromagnetic emission, and better overall timing perfor-
mance. 
However, the elimination of the clock does not come with-
out a price: in a clockless design, different orderings of inde-
pendent events may lead to a different overall circuit behavior. 
Therefore, standard validation techniques based on simulation 
cannot provide sufficient coverage: a formal verification of all 
the possible combinations of signal transitions is required to 
guarantee correctness. Model checking is a standard technique 
for verifying properties of concurrent systems; it consists in 
exploring the reachable state space of a system by systemati-
cally examining all possible execution scenarios, and verifying 
on this state space a collection of desirable properties, either 
functional (i.e., correctness) or non-functional (i.e., perfor-
mance, security, etc.), usually expressed as formulas of some 
temporal logic. 
To describe asynchronous hardware, various dedicated 
VLSI programming languages have been defined, such as 
CHP [1], delay-insensitive algebra [2], Haste [3] (formerly 
Tangram [4]), and Balsa [5]. Although these languages are 
convenient for asynchronous circuits modeling and synthesis, 
their practical use in industry is as yet hampered by their prob-
lematical integration in mixed asynchronous-synchronous 
designs, and by their incompatibility with standard EDA tools 
for simulation. 
Alternative approaches consist in selecting one of the 
mainstream HDLs (Hardware Description Languages) that 
are widespread for the design of synchronous circuits and 
supported by most of the commercial EDA tools, and adapt-
ing/extending this HDL to handle asynchronous circuits. 
Among Verilog, VHDL, SystemC, and SystemVerilog [6], the 
latter has been shown in [7] [8] to offer the best compromise 
between the design-abstraction level and the ability to describe 
concurrent processes communicating through channels.  
This paper presents a comprehensive methodology adopted 
by Tiempo for the design of asynchronous circuits. These 
circuits are described using a subset of SystemVerilog (SV, 
for short) defined in [7] along with appropriate coding guide-
lines. Simulation, place-and-route, and static timing analysis 
are performed using standard commercial EDA tools. Synthe-
sis is performed using a dedicated tool ACC developed by 
Tiempo. Formal verification is performed using the model-
checking tools of the CADP toolbox [9] developed at Inria; 
this is achieved by translating SV descriptions into the input 
language LNT [10] of CADP and by expressing properties in 
the MCL temporal logic [11] supported by CADP. 
The paper is structured as follows. Section II provides an 
overview of Tiempo’s asynchronous design flow. Section III 
presents a translation scheme from the considered SV subset 
to LNT. Section IV gives key principles to guide a designer in 
the formal specification of system properties. Section V illus-
trates the proposed methodology on a real-world case study: 
an industrial asynchronous circuit implementing an MPU 
(Memory Protection Unit). Finally, we conclude the paper by 
discussing related work (Section VI) and prospective endeav-
ors (Section VII).  
II. TIEMPO’S ASYNCHRONOUS DESIGN FLOW 
Figure 1 describes Tiempo’s industrial design flow for 
asynchronous circuits.  This flow has three original features: 
modeling, synthesis and formal verification, which we present 
in turn.  
 
Figure 1: Tiempo’s asynchronous design flow 
A. Description language 
In this design flow, asynchronous circuits are modeled us-
ing the standard SystemVerilog language [6] at the TLM 
(Transaction Level Modeling) level. More precisely, the de-
signers are required to use only a subset of SV dedicated to 
asynchronous circuits. This is done by following a specific 
coding style [7] and by using predefined SystemVerilog pack-
ages. 
This approach enables the designers to represent all the 
concepts that are necessary to model asynchronous circuits 
using SV processes ("always" blocks) and interfaces. This 
includes: parallelism ("fork ... join"), sequential composition 
(";"), various communication and handshake mechanisms, as 
well as diverse memorization semantics. Similar concepts are 
also found in most of the existing formalisms for modelling 
asynchronous circuits (CHP, Balsa, etc.). 
B. Synthesis 
ACC (Asynchronous Circuit Compiler) is Tiempo's propri-
etary synthesis tool for asynchronous circuits. ACC is exten-
sively used at Tiempo for product development and is also 
licensed to specific industrial partners. ACC takes as input 
descriptions written in the aforementioned SV subset and 
generates as output standard Verilog gate-level netlists, which 
can then be passed to commercial EDA tools for simulation, 
place-and-route, etc. 
C. Formal verification 
For a number of reasons discussed in Section VI, the exist-
ing commercial tools for verifying SystemVerilog descriptions 
are not appropriate for asynchronous circuits, the design para-
digms of which significantly differ from those of mainstream 
(i.e., synchronous) circuits. Therefore, Tiempo’s asynchronous 
design flow relies on the CADP toolbox [9] to perform formal 
verification. Although CADP was initially developed to ana-
lyze other kinds of concurrent systems (telecommunication 
protocols, distributed software, etc.), it has also found useful 
applications in hardware design, including, bus arbitration 
protocols, cache-coherent protocols, multiprocessor architec-
tures, and asynchronous circuits. 
As shown in Figure 1, connection with CADP requires de-
signers to provide three inputs: (i) a formal model written in 
the LNT language, (ii) temporal properties expressed in the 
MCL language, and (iii) a verification strategy specified in the 
SVL language. We briefly introduce each in turn. 
LNT [10] is the most recent language of CADP for the de-
scription of concurrent processes. LNT is a specification lan-
guage based on the ideas of process calculi, such as CCS [12], 
CSP [13], and LOTOS [14]. Firmly grounded in the concepts 
of concurrency theory, LNT culminates a 25-year effort [15] 
to combine process calculi with language features borrowed 
from classical programming languages, in order to improve 
user friendliness and allow for a wide industrial dissemination. 
Tiempo’s flow is based on the translation from the SV subset 
used for synthesis into an equivalent LNT model. This transla-
tion is further detailed in Section III. 
The CADP tools are then applied to this LNT model so as 
to explore all reachable states of the asynchronous circuit. In 
the vocabulary of concurrency theory, the reachable state 
space is an LTS (Labeled Transition System), i.e., a finite, 
directed graph with a set of states (including an initial state) 
and a set of transitions describing the overall system changes 
from one state to another. The LTS model is action-based, 
meaning that the evolutions of the system can only be seen by 
observing the transitions, each of which corresponds to a 
communication event (namely, an input or output performed 
by the circuit, a handshake communication between two parts 
of the circuit, or even some "internal" action on which no 
precise information is available). The LTS model is not state-
based, meaning that the internal contents of each state are not 
directly observable; such assumption fits well with asynchro-
nous circuits: if one wants to observe a particular register, 
specific communications must be set to access this register, so 
that observable transitions corresponding to these communica-
tions will necessarily appear in the LTS. 
The LTS provides a basis for evaluating all desirable prop-
erties that the asynchronous circuit should satisfy. These prop-
erties are expressed as temporal-logic formulas in the power-
ful language MCL [11] (further described in Section IV) and 
verified on the LTS using the EVALUATOR4 [11] model 
checker of CADP. In addition to a true/false verdict, this tool 
can generate, if requested by the user, a diagnostics explaining 
why a given MCL formula is true or false (e.g., an execution 
path starting from the initial state and leading to a state where 
the expected property is violated). Because observable infor-
mation is attached to transitions rather than states, the LTS 
model makes it easy to examine the evolution of the system 
and trace problems back to the initial state. 
 In general, the LTS of a complex circuit is so large that it 
cannot be generated directly, i.e., using brute force only. The 
CADP toolbox implements many techniques that help alleviat-
ing this well-known state-space explosion problem. Some of 
these techniques are discussed in Section V below. In general, 
a successful verification scenario involves a number of steps 
(LTS generation, minimization, recombination, comparison, 
model checking, etc.). The CADP toolbox provides a high-
level scripting language named SVL [16] that enables the 
designer to concisely specify how the many CADP tools 
should be orchestrated in order to perform the intended verifi-
cation scenario. 
III. MAPPING SYSTEMVERILOG TO LNT 
A rigorous analysis of both SV and LNT languages ena-
bled us to define comprehensive and systematic rules [17] for 
translating SV descriptions to LNT ones. Both languages are 
close, although not identical. To illustrate the similarity be-
tween SV and LNT, let us consider a simple asynchronous 
address decoder and its description in both languages. 
 




The correspondence between SV and LNT constructs is 
indeed manifest. The SV synthesizable subset can be entirely 
modeled in LNT [17]. In the subsequent sections, we explain 
the principles of our translation from SV to LNT.  
A. Mapping of types, variables, and constants 
Many SV basic types (integer, real, string, etc.) can be di-
rectly translated to LNT by leveraging the predefined data 
types in LNT. Other useful SV data types (bit and bit-array 
types) can be translated to LNT by creating equivalent LNT 
user-defined types built upon records, lists, sets, arrays, and 
enumerated types. 
Each internal variable (declared within an SV process) is 
translated to an LNT variable with the same name. Each con-
stant defined in the SV model is mapped to an LNT constant 
function returning the corresponding value.  
B. Mapping of statements and behavioral operators 
The SV conditional statements ("case" and "if-else") are 
translated to their LNT counterparts ("case … end case" and 
"if … end if"). However, if a "case" SV statement is used to 
express a non-deterministic choice [7], it is translated to a 
"select … end select" LNT statement. 
SV sequential composition is translated to its counterpart 
LNT operator ";". The "fork … join" SV construct stipulates 
that the parent procedure is blocked until all the forked proce-
dures have completed. This behavior is one-to-one equivalent 
to the LNT parallel composition operator "par … end par". 
Other SV composition operators such as "fork …. join_none" 
or "fork … join_any" are beyond the scope of this mapping, 
since these operators are not used to write synthesizable de-
scriptions and their practicality is restricted to verification and 
testing procedures. 
C. Mapping of communication channels 
The asynchronous SV communication channels [7] are in-
terface-like constructs allowing point-to-point communication 
between asynchronous design entities and processes. For each 
SV channel, a corresponding LNT channel with the same 
name is defined, which specifies the types of the data values 
exchanged through the SV channel. The communication pro-
tocol used in SV system descriptions is equivalent to a two-
phase handshake protocol, and thus requires acknowledge-
ments, which are modeled in LNT as pure (i.e., data-less) 
synchronizations; therefore, the corresponding LNT channels 
must include the empty-tuple type to support pure synchroni-
zation as well.  
Another SV communication pattern is the probe opera-
tion [7] that allows a passive SV process to check the readi-
ness of a channel (i.e., whether an active emitter process has 
initiated a communication on this channel) without performing 
the communication actually. The passive process can probe 
the communication channel as often as desired before per-
forming a read operation and completing the communication. 
This is expressed in LNT using the nondeterministic choice 
operator "select … end select".  
As an example, let C be an SV channel enabling commu-
nication between an active process P1 and a passive process 
P2 that, in a first scenario, probes C twice before performing a 
read operation and, in a second scenario, performs the ex-
change without probing. The following LNT code describes 
the exchange:  
-- main SV module 























-- main LNT process  
process main[ 
   add_in : ch_bit, 
   d_in, 
   d_out0, 
   d_out1 : ch_data_t] 
 is  
loop  var 
    address : bit, 
    data : data_t in  
par  
add_in(?address)  
||  d_in(?data)  
end par;  
case address in  
0 -> d_out0(data); d_out0 
            |  1 -> d_out1(data); d_out1  
end case;  
par  
add_in 
||  d_in  
end par 
    end var end loop  
end process 
Figure 2: Simple address decoder 
    
 
The LNT model of P1 allows the passive process P2 to 
probe C as often as desired. More often than not, the passive 
process will probe a channel only once before receiving the 
data value; hence, the use of the "loop" in the LNT model is 
rarely encountered. A formal semantics of the probe operator 
and its (possibly optimized) translation to a standard process 
calculus (such as LOTOS) that does not have a built-in con-
cept of probe can be found in [18]. 
D. Mapping of processes and modules 
Each individual SV process is translated into an LNT pro-
cess with the same name; the communication channels of each 
individual SV process are identified and declared as formal 
gate parameters of the corresponding LNT process. The be-
havior of the process is translated as defined above. The global 
SV module regrouping all the individual SV processes is 
translated to a global LNT process, in which all these individ-
ual processes are composed in parallel using the LNT operator 
"par … end par". The ports of the global SV module and its 
interface are translated to formal gate parameters of this global 
LNT process. Finally, internal SV communication channels 
are declared as local LNT gates using the LNT operator "hide 
… end hide". 
IV. EXPRESSION OF ASYNCHRONOUS PROPERTIES IN MCL 
The properties to be verified are expressed in MCL (Model 
Checking Language) [11], an extended modal µ-calculus de-
signed for specifying temporal properties of concurrent value-
passing systems. MCL subsumes CTL, LTL, CTL*, and gen-
eralized Büchi automata, therefore being sufficiently powerful 
to capture all the properties expressible in SVA [6], the asser-
tional language of SV. Note that basic (not temporal) SVA 
assertions can be directly encoded as assertions inserted in the 
LNT code. 
It is worth reminding the classification of properties into 
safety and liveness properties [19]. Intuitively, safety proper-
ties specify that "something bad never happens", whereas 
liveness properties specify that "something good eventually 
happens'', i.e., a desirable event (or sequence of events) will 
occur.  Any property is either a safety property, a liveness 
property, or a combination of both.  
We now present four property patterns frequently encoun-
tered in the verification of asynchronous hardware, and ex-
plain how such patterns can be expressed in MCL. In practice, 
MCL is a rather straightforward language, provided the de-
signer is acquainted with the semantics of the main MCL 
operators. 
A. Deadlock freedom 
A characteristic feature of asynchronous circuits is that they 
are susceptible to deadlocks, but a correct asynchronous sys-
tem should be free of deadlocks for all possible combinations 
of transitions. The absence of deadlocks in an LTS is ex-
pressed in MCL by imposing that every reachable state has at 
least one successor transition, whatever the label of this transi-
tion:   
 
B. Livelock freedom 
Even if it has no deadlocks, an asynchronous circuit might 
get stuck into a livelock, i.e., an infinite loop of internal ("non-
progress") actions that prevent any "progress" action (namely, 
delivering outputs to the environment or other concurrent 
processes) to occur any more beyond a certain execution 
point. Therefore, another desirable property of asynchronous 
circuits is livelock freedom. The presence of livelocks can be 
characterized, using the fairness operator "@" of MCL, as the 
existence of an infinite sequence made by concatenating sub-
sequences satisfying some regular formula R (the simplest 
case R = "i" corresponding to a livelock consisting of internal 
actions only): 
 
C. Mutual exclusion 
Various properties frequently encountered in the validation 
of asynchronous circuits relate to mutual exclusion between 
concurrent accesses. Indeed, the inherent concurrency of the 
asynchronous circuits makes these circuits vulnerable to fail-
ures arising from undesirable concurrent accesses to memo-
ries, peripherals, etc. Concurrency is represented in an LTS by 
considering all the possible interleaving sequences of parallel 
actions. The two-phase communication protocol provides a 
convenient basis for characterizing forbidden concurrent ac-
cesses. For instance, given two mutually exclusive actions A1 
and A2, A1 (resp. A2) must not occur between A2 (resp. A1) 
and its acknowledgement A2ack (resp. A1ack). This is expressed 
in MCL as the conjunction of two safety properties, each giv-
en as a regular expression (the use of regular expressions be-
ing a distinctive feature of MCL): 
 
D. Correct input-output behavior 
Another useful property is that, for a given sequence of 
stimuli (I1, ..., In), the asynchronous circuit should eventually 
produce a definite sequence of responses (O1, ... , On). Notice 
that if the stimuli (resp. responses) occur concurrently, then 
the MCL property should take into account all possible inter-
leaving sequences.   
-- Active process P1 
loop L in 
   select 
      C   -- probe 
   [] 
      break L 
   end select 
end loop; 
C(V);  -- value emission 




-- Passive process P2 
-- 1st scenario 
C;          -- first probe 
C;          -- second probe 
C(?V);   -- value reception 
C;          -- acknowledgement 
 
-- 2nd scenario 
C(?V);   -- value reception 
C            -- acknowledgement 
 
 
[ true* ]  < true >  true 
< true* >  < R > @  
 
[ true*. A2 . (not A2ack)* . A1 . (not A2ack)* . A2ack ] false      and 
[ true*. A1 . (not A1ack)* . A2 . (not A1ack)* . A1ack ] false 
 
To illustrate this property, let us consider the asynchronous 
address decoder described in Section III. Our goal is to ex-
press in MCL the following liveness property: if the bit value 
offer received on the channel "add_in" is a '0' and if a data 
input "data0" is received on the "d_in" channel, then a data 
output "data0" is inevitably emitted on the channel "d_out0". 
One first needs to express the interleaving of inputs, i.e., 
that the two receipt events on the "d_in" and "add_in" chan-
nels are allowed to occur in any order. Again, this can be done 
using a regular expression:  
 
 
One then needs to express the inevitability of the output re-
sponse. To denote that an action A inevitably occurs, there is a 
standard pattern INEV (A), which can be defined as an MCL 
macro-definition using a minimal fixed point operator “mu”: 
 
Using this macro, the property stating that each sequence of 
transitions matching a regular formula R is inevitably fol-
lowed by an action A can be expressed as follows: 
 
Finally, the initial property is expressed as follows: 
 
 
V. CASE STUDY: MEMORY PROTECTION UNIT CIRCUIT 
We applied Tiempo’s asynchronous design flow to several 
complex components of asynchronous circuits, among which 
we selected an MPU (Memory Protection Unit) as the main 
case study for the present article. Two reasons motivate this 
choice. Firstly, the MPU block realistically reflects the asyn-
chronous circuits designed at Tiempo and exhibits a consider-
able level of complexity (state-space wise). 
Secondly, the SV model of the MPU block involves most 
of the SV constructs needed to model asynchronous circuits, 
as well as all the design patterns that typically appear in trans-
action-level models of asynchronous systems. The MPU block 
thus enabled us to devise design rules that help optimizing the 
formal modeling and verification efforts.  
A. Architecture of the SystemVerilog model 
The MPU implements an access control policy. Figure 3 
shows the overall architecture of the block. It consists of four 
principal modules: the decoder, the MPU configuration regis-
ters (MPU_CFR), the multiplexer, and the demultiplexer. 
The key purpose of the decoder is to decode the address 
inputs sent by the microcontroller in order to identify the tar-
geted peripheral. Once the targeted peripheral is identified by 
the decoder, the current subject access rights are sent to the 
MPU_CFR, which evaluates the access rights of the user 
against the access configuration of the peripheral to be ac-
cessed, before granting or denying access. In the former case, 
control orders to the multiplexers and demultiplexers are is-
sued in order to forward/fetch data to/from the targeted pe-
ripheral.  
 
Figure 3: MPU architecture 
B. LNT model 
  The LNT model was obtained by manual, yet systematic 
translation from the original SV model, following the afore-
mentioned translation rules. Thus, the LNT has exactly the 
same architecture as the SV model [17]. 
The original SV code has 4386 lines. The resulting LNT 
model comprises: 6682 lines of code representing the direct 
translation of the SV model, 1591 lines of code representing 
the environment and auxiliary processes, and 673 lines of code 
for the types and channels definitions; this amount to 8946 
lines of LNT code in total. 
The resulting LNT model is thus more verbose than the SV 
model. This is due to several reasons: (i) some of the standard 
data types of SV (bit vectors and array types) have to be de-
fined explicitly in LNT; (ii) when composing parallel process-
es in LNT, the synchronization rules must be explicitly de-
fined, whereas ACC infers synchronization rules by intersect-
ing the sets of communication channels; (iii) in LNT, a pro-
cess declaration must include a description of its interface 
while SV does not require this; (iv) compositional state-space 
generation [20]  requires auxiliary LNT processes to constrain 
the environment and generate the state spaces corresponding 
to system components; (v) unlike LNT, the asynchronous SV 
coding style supports compiler directives and macro-
definitions, which allow for a more compact code. 
The MPU block is composed of 146 concurrent processes 
communicating through 250 internal channels. These concur-
rent processes may in turn contain concurrent statements (or 
blocks of statements). This results in a high degree of internal 
concurrency; indeed, the CAESAR compiler of the CADP 
toolbox indicates 660 units running concurrently. 
("add_in !0"."d_in !data0") | ("d_in !data0"."add_in !0") 
macro INEV (A) =  
            mu X . ((< A > true or < not A > X) and [ not A ] X) 
 
[ true* . R ] INEV (A) 
[ true*. (("add_in !0"."d_in !data0") | ("d_in !data0"."add_in !0")) ]  
INEV ("d_out0 !data0") 
C. State-space reduction techniques  
One of the major limitations of formal verification ap-
proaches is the state-space explosion problem, which, in an 
action-based verification setting, corresponds to the generation 
of LTSs with a huge number of states and transitions. For real-
life systems, such as the MPU block, the state space is indeed 
large and cannot be merely handled by brute-force generation 
of exhaustive LTSs. To overcome this problem, more sophis-
ticated approaches are needed, which we discuss in the follow-
ing sections. 
1) Abstraction of data types and variables 
One of the most influential factors in the state-space size is 
the number of variables defined in the system and the size of 
their value domains, both of which may exponentially increase 
the number of reachable states. Hence, the system under veri-
fication should be constrained as much as possible by its envi-
ronment (inputs, outputs, environment variables). Also, data 
variables that do not have any influence on the overall func-
tion of the system should be abstracted away, and those that 
really intervene in the system operation should be kept to a 
minimum. 
In the case of the MPU block, we chose to abstract away 
all data that is not specifically processed inside the module. 
Indeed, the data forwarded/fetched by the decoder to/from the 
controlled peripherals is irrelevant to the operation of the 
MPU and does not undergo any modification inside the MPU. 
Hence, we redefined the LNT types for data inputs, replacing 
eight-bit vectors by enumerated types having only two possi-
ble values: 
 
As the size of all data values manipulated in the MPU is a 
multiple of 8 bits, this abstraction can easily be extended to 
larger bit vectors, which can be defined as arrays of "da-
ta_bit8_t". This abstraction only requires limited changes to 
the original LNT code, considerably reduces the overhead of 
enumerating all possible values for data inputs, and can be 
rolled back without effort. 
To further simplify the formal verification endeavor, this 
abstraction technique could be automated by annotating "irrel-
evant" variables in the SV description, so that a translation 
tool could recognize these variables and implement them us-
ing abstracted LNT data types. 
As for the address inputs, we decided to structure the veri-
fication process by checking the access properties for each 
controlled peripheral separately. This allowed to reduce the 
value domain of each address input variable and, subsequent-
ly, the overall state space.  
2) Reduction w.r.t. branching bisimulation 
Another approach to tackle the state-space explosion prob-
lem is to reduce the LTS w.r.t. some of the numerous equiva-
lence relations between LTSs that have been defined in the 
framework of concurrency theory [21]: strong bisimulation, 
branching bisimulation, divergence-sensitive branching bisim-
ulation, safety equivalence, etc.  Many equivalences have been 
implemented in the CADP toolbox, e.g., in the BCG_MIN 
tool, which minimizes an LTS already generated, or the 
REDUCTOR tool, which performs reduction on the fly, i.e., 
while an LTS is being generated.  
The choice of the most appropriate equivalence relation 
primarily depends on the properties to be verified. Weaker 
equivalences reduce the LTS more, but do not necessarily 
preserve the validity of all the properties to be verified on the 
reduced LTS. For instance, safety equivalence yields large 
reductions but preserves only the validity of safety properties, 
not that of liveness properties (e.g., the absence of deadlocks). 
 For the MPU case study, we chose to use branching bi-
simulation [22], which allows significant LTS reductions, 
good algorithmic performance, and preserves the validity of 
all properties of interest.  
3) Compositional state-space generation 
Compositional state-space generation [20] approaches em-
ploy the "divide-and-conquer" principle to address the com-
plexity of the system under verification. Typically, given a 
system having several parallel components, it may be judi-
cious to generate the LTS of each component separately, re-
duce each LTS (e.g., w.r.t. branching bisimulation), and re-
combine in parallel all the minimized LTSs to obtain a re-
duced LTS of the global system. Such approaches only work 
for well-designed concurrent languages having a suitable 
formal semantics compatible with the chosen equivalence 
relation, which is the case for LNT and branching bisimula-
tion. 
In general, there are different ways of splitting a system in-
to components, and there are different possible orders for 
recombining the minimized LTSs. Finding a proper solution is 
crucial for the success of compositional approaches. In the 
case of the MPU block, a solution was found empirically, 
using trial-and-error iterations to determine the feasibility and 
the CPU time needed for generating the LTS of the various 
components. 
Also, the components of the system often constrain each 
other and/or are constrained by the environment in which they 
operate. Hence, the isolated LTS generation for an uncon-
strained component may lead to a severe growth in the state 
space of the behavior of this component. Therefore, in order to 
generate the LTS of a component, it is necessary to take into 
account its interface constraints and leverage them when gen-
erating the LTSs of the components. These constraints often 
enable states and transitions that are globally unreachable (i.e., 
in the LTS of the complete system) to be eliminated locally. 
One solution to generate interface constraints consists in 
manually creating LNT processes that mimic the interface of 
each component. However, this method is time-consuming 
and requires calculating the appropriate constraints manually. 
Another solution for constraining a given component, pro-
vided its environment is already modeled in LNT, is to use the 
semi-composition operator [23] [20], which represents inter-
face constraints using a regular language that gives an over-
approximation of all possible interactions between the compo-
nent and its environment. 
type data_bit8_t is 
data_token0, data_token1 
 with "==" 
end type 
For the MPU, our verification strategy consisted in con-
straining the decoder module at first (see Figure 3). The LTS 
generated for the decoder was then used as an interface for 
generating the LTSs of the remaining components via semi-
composition. Finally, these intermediate LTSs were reduced 
w.r.t. branching bisimulation and composed in order to pro-
duce an LTS to be used for the verification of the MPU block. 
D. State-space generation results 
We now present experimental data about the size of the 
generated LTSs and the CPU time required for generating 
them. Keeping in mind that the MPU controls the accesses to 
memories (NVM, RAM, ROM), interfaces, and coprocessors, 
we analyzed various scenarios in which the decoder handles a 
wide range of accesses to peripherals and memories. For each 
type of access, e.g., when accessing the crypto-coprocessor, 
the NVM, or the MPU_CFR (the latter denoting a read or 
write access to the security configuration registers), we gener-
ated the corresponding LTS compositionally.  
Tables 1 and 2 give, for each type of access, the number of 
intermediate LTSs generated, the size of the largest of these 
intermediate LTSs, the total CPU time needed for composi-
tional generation, and the size of the LTS finally obtained. All 
the measurements were made on a server equipped with an 
Intel Xeon E5520 CPU, 8MB of cache memory, and 32 GB of 
RAM memory, using a single CPU core for LTS generation. 










Coprocessor  20 6,623,272 53,110,205 13 min 
MPU_CFR  20 26,967,252 355,426,207 4h33min 
NVM  20 116,812,174 862,147,515 3h34min 
Table 2: Final LTS  
E. Formal verification of MPU properties  
On these generated LTSs, we verified not less than 184 
MCL properties. These properties can be classified into func-
tional and security properties.   
1) Functional properties 
We first verified deadlock freedom (see Section IV.A) and 
livelock freedom (see Section IV.B). 
We verified (using the expression templates described in 
Section IV.C) that read and write operations are mutually 
exclusive for certain configuration registers. 
We verified various stimuli-response properties (see Sec-
tion IV.D) to validate the overall correct behavior of the cir-
cuit. For instance, we verified that, for each access to periph-
erals, memory, and MPU_CFR, the decoder extracts the cor-
rect output address, and that the multiplexer (resp. demulti-
plexer) fetches (resp. forwards) the data from (resp. to) the 
component being accessed.  
We also verified the correct initialization of the MPU con-
figuration registers. In accordance with the action-based para-
digm, the LTS model does not directly export the values of the 
configuration registers in the initial state of the system; how-
ever, the current value of each configuration register is ob-
servable on all the transitions that perform a read operation on 
this register. Thus, as long as the initial value of the register is 
not explicitly modified by a transition performing a write 
operation, any transition that reads this register should carry 
its initial value. We therefore expressed the intended property 
in MCL as the conjunction, for each configuration register, of 
a liveness property and a safety property. The liveness proper-
ty checks that there exists at least a read transition not preced-
ed by any write transition, and that the value carried by this 
read transition is indeed the correct initial value for that regis-
ter. The safety property checks that all the read transitions not 
preceded by any write transition do not carry a value that is 
different from the initial configuration. 
2) Security properties 
We also verified by model checking the security require-
ments related to the many access-control policies enforced by 
the MPU. For instance, we verified that, each time a subject 
requests access to a controlled object (peripheral, memory, or 
MPU_CFR), an access-right evaluation operation must take 
place before access is granted. 
On an LTS, this property expresses that any transition on 
an object’s input or output channel (meaning that access to 
that object was granted) must be preceded by both a transition 
performing a read operation on the access-right channel of the 
subject and a transition on the read channel of the correspond-
ing configuration register. In MCL, this property amounts to a 
combination of a liveness property (which checks the exist-
ence of an execution sequence containing the required transi-
tions) and a safety property (which ensures that there is no 
execution sequence violating the access-control property). 
VI. RELATED WORK 
Our approach is based on a standard HDL, SystemVerilog, 
a synthesizable subset of which is used, with a few adaptations 
intended for asynchronous circuits. As mentioned in Section I, 
this differs from prior approaches based on specific languages 
dedicated to asynchronous circuits. Rather than requiring 
designers trained in specific languages and particular tools, we 
remain in a mainstream design flow that smoothly fits in with 
commercial EDA tools. This idea of using SystemVerilog to 
design asynchronous circuits was already put forward in [7] 
[8] but with an emphasis on simulation and synthesis, rather 
than formal verification. 
Our formal verification approach focuses on system-level 
models of asynchronous circuits, and thus differs from other 
approaches that operate on detailed, gate-level descriptions 
using various modeling formalisms: Petri nets  [24] or a hard-
ware-targeted restricted version of Petri nets called signal 
transition graphs [25] [26], delay-insensitive algebra [27], 
trace theory [28], CCS [29], CSP [30] [31], LOTOS [32] [33], 
Access type 
States of the 
final LTS 
Transitions of 
the final LTS 
File size 
(MB) 
 Coprocessor  5,540,008 42,113,629 92 
MPU_CFR  26,967,244 355,426,197 692 
NVM  21,030,280 143,670,959 296 
conditional partial order graphs [34], continuous-time differ-
ential equations [35], timed automata [36], etc. VHDL librar-
ies for asynchronous circuits have also been proposed [37], 
with a translation of handshake protocols to Petri nets for 
formal verification. Such detailed models allow fine analyses 
of the timing behavior (using, e.g., model checking, refine-
ment checking, reachability checking [38], theorem proving 
[39] [40], etc.), so as to study the propagation of glitches [41] 
[42] or verify the correctness of speed-independent circuits 
[43]; however, the use of very detailed models often limits the 
size of circuit that can be analyzed. 
Instead, our approach relies on more abstract, system-level 
models, which are akin to distributed systems with two key 
differences: the presence of hardware-specific operations (e.g., 
probing whether a communication has been initiated), and the 
constraints imposed by hardware-synthesis tools. Many ap-
proaches have also addressed such high-level models using, 
e.g., Petri nets [44], signal transition graphs [45] [46], com-
municating automata [47], state graphs [48], and process cal-
culi such as CSP [49] [50], CHP [51], LOTOS [52], and LNT 
[52]. It has been pointed out [49] that process calculi provide a 
unifying framework for modeling asynchronous circuits from 
system to gate level. In our industrial design flow, however, 
descriptions are written using a standard HDL, from which 
formal models can be derived automatically. Beyond asyn-
chronous circuits, one can also mention another approach that 
provides formal semantics to a subset of SystemVerilog by 
mapping this subset to a timed process calculus suitable for 
clocked circuits [53].  
Regarding the specification of properties, we cannot rely 
on the PSL [54] and SVA [6] property languages, which are 
too much oriented towards a state-based, linear-time setting. 
Although SVA can, in theory, express properties of asynchro-
nous circuits, this endeavor is complex [55], making SVA 
more suitable for RTL properties than TLM ones [56]. Also, 
unconstrained accesses to data variables in PSL or SVA asser-
tions are not applicable to asynchronous circuits, in which 
global signals must be referenced using channels. We there-
fore preferred MCL, an action-based, branching-time property 
language that offers suitable theoretical properties, such as 
adequacy w.r.t. bisimulation equivalences and proper support 
for compositional verification.  
VII. CONCLUSION 
In this paper, we proposed a complete flow for the design 
of asynchronous circuits: this flow is based on SystemVerilog 
and includes synthesis and formal verification tools. As in the 
pioneering works of [47] [51] [18], our approach relies upon 
the CADP toolbox [9], yet uses its most recent features, name-
ly the property specification language MCL [11] and the mod-
eling language LNT [10], which combines salient concurren-
cy-theory concepts with user-friendly programming notations, 
and which can be derived from SystemVerilog descriptions 
using systematic mapping rules we defined.  
We have shown the validity of our approach on an indus-
trial circuit, a Memory Protection Unit, the complexity of 
which was successfully dealt with using abstractions and 
compositional minimization techniques. These results prompt-
ed Tiempo to apply the described flow to several other asyn-
chronous circuits, including a DES crypto-processor and an 
Asynchronous Serial Link circuit [57]. 
As regards forthcoming work, we plan to implement a Sys-
temVerilog-to-LNT translator in order to accelerate the formal 
verification task, while eliminating the potential errors that 
may arise from manual translation. In particular, we intend to 
develop LNT libraries implementing the usual SystemVerilog 
data types and operations. We also plan to formulate Sys-
temVerilog design guidelines for promoting abstrac-
tion/reduction strategies and fighting state-space explosion. 
We will also investigate how the proposed flow can be ex-
tended towards lower-level (e.g., gate-level) descriptions, so 
as to establish the formal verification link advocated in [49] 
between the various design abstraction levels. Our aim is to 
enable the verification of quantitative properties (timing, pipe-
line saturation, etc.) on gate-level formal models, and to per-
form equivalence checking between models at different levels 
of design abstraction. 
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