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Abstrakt
Tato pra´ce se zaby´va´ numericky´mi metodami pro rˇesˇen´ı difuzn´ı a advekcˇneˇ-difuzn´ı rov-
nice. Proble´my toho typu jsou za´sadn´ı v mnoha modelech mechaniky tekutin, ale i dalˇs´ıch
fyzika´ln´ıch fenome´n˚u. Pro diskretizaci u´lohy jsou pouzˇity metoda konecˇny´ch diferenc´ı a
metoda konecˇny´ch prvk˚u. Zaby´va´me se iteracˇn´ımi metodami pro rˇesˇen´ı soustav linea´rn´ıch
algebraicky´ch rovnic vznikly´ch prˇi pouzˇit´ı teˇchto metod. Na za´veˇr je prˇedvedena metoda
vy´pocˇtu rˇesˇen´ı advekcˇneˇ-difuzn´ı rovnice zalozˇena´ na prˇeveden´ı rovnice na hyperbolickou
soustavu parcia´ln´ıch diferencia´ln´ıch rovnic.
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Abstract
This work deals with methods for solution of advection-diffusion equation. Those problems
arise in several models of flows, but also in other physical phenomena. For discretization
there is used finite differences method and finite elements method. This work also focuses
on iterative method for solution of resulting system of linear algebraic equations. Finally,
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U´vod
Tato pra´ce se zaby´va´ numericky´mi metodami pro rˇesˇen´ı difuzn´ı a advekcˇneˇ-difuzn´ı rovnice
v jedne´ a ve dvou prostorovy´ch dimenz´ıch. Proble´my toho typu jsou za´sadn´ı v mnoha
modelech mechaniky tekutin, ale i dalˇs´ıch aplikac´ı.
V prvn´ı kapitole se sezna´mı´me s difuzn´ı rovnic´ı a s numericky´mi metodami pro jej´ı rˇesˇen´ı.
V jedne´ dimenzi pouzˇijeme metodu konecˇny´ch diferenc´ı. Pro dvoudimenziona´ln´ı prˇ´ıpad
potom prˇedstav´ıme metodu konecˇny´ch prvk˚u.
Druha´ kapitola je potom zameˇrˇena´ na advekcˇneˇ-difuzn´ı rovnici. Opeˇt pro jej´ı rˇesˇen´ı
pouzˇijeme metodu konecˇny´ch diferenc´ı v jedne´ dimenzi a metodu konecˇny´ch prvk˚u ve
dvou dimenz´ıch. Da´le zde uvedeme neˇkolik aspekt˚u vy´pocˇtu. Problematiku rˇesˇen´ı ad-
vekcˇneˇ-difuzn´ı rovnice s dominantn´ı advekc´ı potom budeme da´le rozv´ıjet v dalˇs´ıch kapi-
tola´ch.
Jedn´ım z kl´ıcˇovy´ch bod˚u prˇi hleda´n´ı prˇiblizˇne´ho rˇesˇen´ı pouzˇity´mi metodami je vyrˇesˇen´ı
soustavy linea´rn´ıch algebraicky´ch rovnic. Ve trˇet´ı kapitole tedy uvedeme prˇehled beˇzˇneˇ
pouzˇ´ıvany´ch metod pra´veˇ ve spojen´ı s metodou konecˇny´ch prvk˚u.
Cˇtvrtou kapitolu potom zameˇrˇ´ıme na numericke´ experimenty. Pomoc´ı nich uka´zˇeme efek-
tivitu jednotlivy´ch metod pro rˇesˇen´ı soustav linea´rneˇ algebraicky´ch rovnic, ale take´ vztah
mezi rychlost´ı konvergence teˇchto metod a parametry advekcˇneˇ-difuzn´ı rovnice.
Na za´veˇr prˇedvedeme metodu pro rˇesˇen´ı jak difuzn´ı, tak advekcˇneˇ-difuzn´ı rovnice zalozˇenou
na hyperbolicke´ soustaveˇ parcia´ln´ıch diferencia´ln´ıch rovnic. Jake´ jsou mozˇne´ vy´hody te´to
metody vyvozujeme pra´veˇ z numericky´ch experiment˚u provedeny´ch v prˇedchoz´ı kapitole.
1
Kapitola 1
Difuzn´ı rovnice
V te´to kapitole se zameˇrˇ´ıme na numericke´ metody rˇesˇen´ı staciona´rn´ı difuzn´ı rovnice se
zdrojem v jedne´ a ve dvou prostorovy´ch dimenz´ıch. Z fyzika´ln´ıho hlediska tato rovnice
popisuje kromeˇ difuze naprˇ´ıklad take´ pr˚uhyb membra´ny, nebo sˇ´ıˇren´ı tepla. Staciona´rn´ı
rovnice modeluje dany´ proble´m v usta´lene´m stavu, cˇili naprˇ´ıklad usta´lene´ rozlozˇen´ı teploty
nebo usta´leny´ pr˚uhyb membra´ny.
Jedna´ se o za´kladn´ı typ elipticke´ parcia´ln´ı diferencia´ln´ı rovnice. Pro rˇesˇen´ı difuzn´ı rovnice
v jedne´ dimenzi pouzˇijeme metodu konecˇny´ch diferenc´ı a ve dvou dimenz´ıch metodu
konecˇny´ch prvk˚u. Prˇedevsˇ´ım metoda konecˇny´ch prvk˚u je v praxi vyuzˇ´ıva´na pra´veˇ k rˇesˇen´ı
elipticky´ch proble´mu˚. Obeˇ tyto metody budeme pozdeˇji aplikovat na advekcˇneˇ-difuzn´ı
rovnici.
Prˇi psan´ı te´to kapitoly jsme cˇerpali zejme´na z publikac´ı [5], [1], [11]
1.1 Difuzn´ı rovnice v jedne´ prostorove´ dimenzi
V jedne´ prostorove´ dimenzi ma´ evolucˇn´ı difuzn´ı rovnice tvar
ut − εuxx = f(x),
kde u(x, t)1 je hledana´ funkce a ε ∈ R znacˇ´ı kladny´ difuzn´ı parametr. Funkci f(x)
nazy´va´me zdrojovy´ cˇlen. Cˇasto je zapotrˇeb´ı nale´zt pouze staciona´rn´ı rˇesˇen´ı. T´ım mysl´ıme
takovou funkci u(x) vyhovuj´ıc´ı vztahu
−εuxx = f(x). (1.1)
Staciona´rn´ı rovnice popisuje chova´n´ı modelovane´ho proble´mu v usta´lene´m stavu. Jedna´
se o obycˇejnou diferencia´ln´ı rovnici druhe´ho rˇa´du. Aby meˇla rovnice pra´veˇ jedno rˇesˇen´ı,
1ux znacˇ´ı derivaci
∂u(x,t)
∂x a uxx potom druhou derivaci
∂2u(x,t)
∂x2
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dopln´ıme okrajove´ podmı´nky. Standardneˇ rozliˇsujeme neˇkolik za´kladn´ıch typ˚u okrajovy´ch
podmı´nek:
Dirichletovy okrajove´ podmı´nky
u(a) = g1, u(b) = g2
Neumannovy okrajove´ podmı´nky2
ux(a) = g1, ux(b) = g2
Newtonovy okrajove´ podmı´nky
ux(a) + u(a) = g1, ux(b) + u(b) = g2
Pro nasˇe u´cˇely vsak nen´ı tvar okrajove´ podmı´nky podstatny´. My se tedy omez´ıme pouze
na homogenn´ı Dirichletovy okrajove´ podmı´nky
u(0) = 0, u(1) = 0. (1.2)
1.1.1 Metoda konecˇny´ch diferenc´ı
Metodou konecˇny´ch diferenc´ı aproximujeme diferencia´ln´ı rovnici tak, zˇe derivace na-
hrad´ıme diferencemi. Pokud chceme takto rˇesˇit okrajovou u´lohu (1.1, 1.2) nejprve rozdeˇl´ıme
interval 〈0, 1〉 na N + 1 cˇa´st´ı pomoc´ı bod˚u x0, x1, x2, · · · , xN tak, aby platilo
0 = x0 < x1 < x2 < · · ·xN = 1.
Mnozˇinu {x0, x1, x2, · · · , xN} nazveme s´ıt’, vzda´lenost hk = xk−1− xk krok s´ıteˇ a body xk
uzly s´ıteˇ.
Prvn´ı derivaci nahrad´ıme neˇkterou z na´sleduj´ıc´ıch diferenc´ı
u(x+h)−u(x)
h
(1.3)
du(x)
dx
≈ u(x)−u(x−h)
h
(1.4)
u(x+h)−u(x−h)
2h
, (1.5)
2ux(x0) znacˇ´ı derivaci v bodeˇ x0
du(x0)
dx
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ktere´ snadno odvod´ıme naprˇ´ıklad pomoc´ı Taylorova polynomu. Tyto vztahy se nazy´vaj´ı
doprˇedna´ diference (1.4), zpeˇtna´ diference (1.5) a centra´ln´ı diference (1.5). Druhou derivaci
nahrad´ıme podle prˇedpisu
d2u(x)
dx2
≈ u(x+ h)− 2u(x) + u(x− h)
h2
(1.6)
Meˇjme konstantn´ı krok s´ıteˇ hk = h, takovou s´ıt’ oznacˇ´ıme jako ekvidistantn´ı s´ıt’. Oznacˇ´ıme
Ui = u(xi), potom po nahrazen´ı prvn´ı derivace centra´ln´ı diferenc´ı (1.5) a druhe´ derivace
vzorcem (1.6) mus´ı by´t splneˇna v kazˇde´m bodeˇ rovnost
−εUk+1 − 2Uk + Uk−1
h2
= f(xk).
Takto z´ıska´me N − 1 rovnic. Dı´ky okrajove´ podmı´nce zna´me hodnoty U0 a UN , ma´me
tedy take´ N − 1 nezna´my´ch. Pro jednoduchost uvazˇujme homogenn´ı okrajove´ podmı´nky
u(0) = u(1) = 0. (1.7)
Prˇiblizˇne´ rˇesˇen´ı okrajove´ u´lohy (2.1), (1.7) v uzlovy´ch bodech tedy z´ıska´me vyrˇesˇen´ım
soustavy rovnic
2εU1 − εU2 = h2f(x1)
−εU1 + 2εU2 − εU3 = h2f(x2)
...
−εUN−4 + 2εUN−3 − εUN−2 = h2f(xN−2)
2εUN−2 − εUN−1 = h2f(xN−1)
Tu mu˚zˇeme prˇepsat do maticove´ho tvaru
AU = F, (1.8)
kde
F =

h2f(x1)
h2f(x2)
...
h2f(xN−1)
 ,
je vektor prave´ strany,
U =

U1
U2
...
UN−1
 ,
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je vektor hledany´ch hodnot prˇiblizˇne´ho rˇesˇen´ı v uzlovy´ch bodech a
A =

2ε −ε 0 0 0 0
−ε 2ε −ε 0 0 0
0 −ε 2ε . . . 0 0
0 0
. . . . . . −ε 0
0 0 0 −ε 2ε −ε
0 0 0 0 −ε 2ε

je cˇtvercova´ matice velikosti N − 1.
Matice A je zrˇejmeˇ symetricka´ a take´ pozitivneˇ definitn´ı. Soustavu (1.8) mu˚zˇeme tedy
vyrˇesˇit naprˇ´ıklad metodou sdruzˇeny´ch gradient˚u. Tu pop´ıˇseme na konci te´to kapitoly.
Obra´zek 1.1: Prˇ´ıklad rˇesˇen´ı pro f(x) = 4pi2 sin(2pix) + 2piσ cos(2pix), ∆x = 0.125
1.2 Difuzn´ı rovnice ve dvou prostorovy´ch dimenz´ıch
Evolucˇn´ı difuzn´ı rovnice ve dvou prostorovy´ch dimenz´ıch ma´ tvar
ut − ε∆u = f(x, y),
kde ∆u = uxx + uyy je Laplace˚uv opera´tor. Obdobneˇ jako v prˇ´ıpadeˇ rovnice v jedne´
dimenzi u(x, y, t) znacˇ´ı hledanou funkci a f(x, y) zdrojovy´ cˇlen. Take´ tentokra´t budeme
hledat staciona´rn´ı rˇesˇen´ı. To znamena´ vyrˇesˇit parcia´ln´ı diferencia´ln´ı rovnici druhe´ho rˇa´du
−ε∆u = f(x, y). (1.9)
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Dopln´ıme okrajove´ podmı´nky. Tentokra´t j´ı vsˇak nerˇesˇ´ıme na intervalu, ale na omezene´
oblasti Ω ∈ R2. Jej´ı hranici budeme znacˇit ∂Ω. Podobneˇ jako v jednodimenziona´ln´ım
prˇ´ıpadeˇ rozliˇsujeme beˇzˇneˇ trˇi druhy okrajovy´ch podmı´nek:
Dirichletovy okrajove´ podmı´nky:
u(x, y) = g(x, y) ∀(x, y) ∈ ∂Ω
Neumannovy okrajove´ podmı´nky:
∂u(x, y)
∂n
= g(x, y) ∀(x, y) ∈ ∂Ω,
kde ∂u(x,y)
∂n
znacˇ´ı derivaci ve smeˇru vneˇjˇs´ı norma´ly k ∂Ω
Newtonovy okrajove´ podmı´nky:
Au(x, y) +B
∂u(x, y)
∂n
= g(x, y) ∀(x, y) ∈ ∂Ω,
kde A,B jsou dane´ nenulove´ konstanty
Opeˇt se vsˇak omez´ıme pouze na homogenn´ı Dirichletovy okrajove´ podmı´nky
u(x, y) = 0 ∀(x, y) ∈ ∂Ω (1.10)
Okrajovou u´lohu (1.9, 1.10) budeme rˇesˇit metodou konecˇny´ch prvk˚u. Nezˇ zacˇneme s po-
pisem te´to metody mus´ıme vsˇak zave´st neˇkolik pojmu˚. T´ım na´m poslouzˇ´ı na´sleduj´ıc´ı
kapitoly.
1.2.1 Prostory funkc´ı
Meˇjme otevrˇenou omezenou mnozˇinu Ω ∈ RN . Jej´ı hranici oznacˇ´ıme ∂Ω a Ω¯ = Ω ∪ ∂Ω je
uza´veˇr mnozˇiny.
Prostor vsˇech funkc´ı u = u(x) definovany´ch a spojity´ch na oblasti Ω oznacˇ´ıme C(Ω).
Ck(Ω¯) potom znacˇ´ı prostor vsˇech spojity´ch funkc´ı, ktere´ maj´ı na Ω take´ spojitou k-tou
derivaci. Da´le zavedeme
‖u‖C(Ω) = max
x∈Ω
|u(x)|
Prostor vsˇech funkc´ı u, pro neˇzˇ je
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∫
Ω
u(x)pdx
konecˇny´ budeme znacˇit Lp(Ω) a nazveme prostorem integrovatelny´ch funkc´ı. Prostor loka´lneˇ
integrovatelny´ch funkc´ı Lploc zavedeme jako mnozˇinu vsˇech funkc´ı u meˇrˇitelny´ch na Ω, pro
ktere´ je ∫
Ω∗
u(x)pdx
konecˇny´ pro kazˇdou omezenou oblast Ω∗ ⊂ Ω.
Na prostoru Lp(Ω) definujeme normu
‖u‖Lp =
(∫
Ω
|u(x)|pdx
) 1
p
Specia´lneˇ pro L2 definujeme skala´rn´ı soucˇin
(u, v) =
∫
Ω
u(x)v(x)dx
a normu
‖u‖L2 = (u, u) 12 =
(∫
Ω
u(x)2dx
) 1
2
Zavedeme multiindex jako vektor α = (α1, α2, . . . , αn), |α| =
n∑
i=1
αi, ktery´ vyuzˇijeme k
za´pisu derivace
Dαu =
∂|α|u
∂xα11 ∂x
α2
2 ∂x
αN
N
.
Tento za´pis nezohlednˇuje porˇad´ı derivova´n´ı. Pokud vsˇak vsˇechny derivace existuj´ı a jsou
spojite´, potom na porˇad´ı derivova´n´ı neza´lezˇ´ı. Budeme tedy jejich existenci a spojitost
prˇedpokla´dat.
Uvazˇujeme funkci u ∈ Lploc, funkci w nazveme zobecneˇnou derivac´ı vzhledem k multiindexu
α, pokud splnˇuje rovnost∫
Ω
u(x)Dαφ(x)dx = (−1)α
∫
Ω
w(x)φ(x)dx
pro vsˇechny φ ∈ C∞0 . Budeme ji znacˇit Dαu.
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Sobolev˚uv prostor W k,p(Ω) je normovany´ linea´rn´ı prostor vsˇech funkc´ı u ∈ Lp jejichzˇ
zobecneˇna´ derivace Dαu patrˇ´ı do Lp pro vsˇechna α takova´, zˇe |α| ≤ k. Na Sobolevoveˇ
prostoru definujeme normu
‖u‖k,p =
∑
|α|≤k
‖Dαu‖p
1.2.2 Slabe´ rˇesˇen´ı
Klasicky´m rˇesˇen´ım okrajove´ u´lohy (1.9, 1.10) je takova´ funkce u(x, y), ktera´ ma´ na Ω
spojite´ druhe´ parcia´ln´ı derivace a plat´ı (1.9) na Ω, (1.10) na ∂Ω. To na´m vsˇak nedovoluje
postihnout prˇ´ıpad, kdy hledana´ funkce nema´ v nen´ı v neˇktery´ch bodech Ω spojita´. V
takove´m prˇ´ıpadeˇ klasicke´ rˇesˇen´ı neexistuje a budeme hledat takzvane´ slabe´ rˇesˇen´ı. Nejprve
zavedeme prostor testovac´ıch funkc´ı
V = {v ∈ W 1,2(Ω) : v(∂Ω) = 0}.
Da´le zavedeme prostor prˇ´ıpustny´ch funkc´ı, ktery´ se vsˇak d´ıky homogenn´ım Dirichletovy´m
okrajovy´m podmı´nka´m schoduje s prostorem testovac´ıch funkc´ı
Vg = {u ∈ W 1,2(Ω) : u(∂Ω) = 0}.
Mı´sto toho, aby rˇesˇen´ı u splnˇovalo v kazˇde´m bodeˇ rovnost
−ε∆u = f
budeme pozˇadovat aby byla splneˇna integra´ln´ı rovnost∫∫
Ω
−ε∆uvdΩ =
∫∫
fvdΩ
pro vsˇechna v ∈ V . Nyn´ı pouzˇijeme Greenovu veˇtu∫∫
Ω
ε∇u∇vdΩ−
∫∫
Ω
ε
∂u
∂n
∇vdS =
∫∫
fvdΩ
Dı´ky okrajovy´m podmı´nka´m (1.10) zrˇejmeˇ plat´ı
∫∫
Ω
ε∂u
∂n
∇vdS = 0 a tak z´ıska´me tvar
∫∫
Ω
ε∇u∇vdΩ =
∫∫
fvdΩ (1.11)
Funkci u(x, y) ∈ Vg, ktera´ splnˇuje (1.11) nazveme slaby´m rˇesˇen´ım u´lohy (1.9), (1.10).
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Definujeme bilinea´rn´ı formu
a(u, v) = −
∫∫
Ω
ε∇u∇vdΩ (1.12)
a funkciona´l
F (v) =
∫∫
fvdΩ. (1.13)
Mı´sto u´lohy (1.9, 1.10) tedy hleda´me u ∈ Vg takove´, aby platilo
a(u, v) = F (v) ∀v ∈ V.
Poznamenejme zˇe bilinea´rn´ı forma a(u, v) je symetricka´, nebot’ zrˇejmeˇ plat´ı rovnost a(u, v) =
a(v, u)
1.2.3 Metoda konecˇny´ch prvk˚u
Metoda konecˇny´ch prvk˚u, da´le jen MKP patrˇ´ı mezi Galerkinovy metody. Ty spocˇ´ıvaj´ı v
tom, zˇe hleda´me rˇesˇen´ı jako linea´rn´ı kombinaci N ba´zovy´ch funkc´ı vi
uh =
N∑
i=1
civi.
Prˇiblizˇny´m Galerkinovy´m rˇesˇen´ım tedy rozumı´me funkci uh, pro kterou plat´ı
a(uh, vh) = F (vh) ∀vh ∈ V
MKP je metoda se specia´ln´ı volbou ba´zovy´ch funkc´ı. Nejprve vsˇak mus´ıme mnozˇinu
vyja´drˇit jako sjednocen´ı konecˇny´ch podmnozˇin. Ty nazveme konecˇne´ prvky. Pro dvou-
dimenziona´ln´ı u´lohy se veˇtsˇinou pouzˇ´ıvaj´ı bud’ troju´heln´ıky, nebo cˇtyrˇu´heln´ıky. Pote´ na
kazˇde´m konecˇne´m prvku zkonstruujeme polynomia´ln´ı ba´zove´ funkce. Tyto ba´zove´ funkce
jsou nenulove´ pouze na konecˇne´m prvku, na zbytku Ω jsou nulove´.
Triangulace
Pokud pro diskretizaci Ω pouzˇijeme konecˇne´ prvky typu troju´heln´ık, nazy´va´ se tato tri-
angulac´ı. Prˇedpokla´dejme, zˇe hranic´ı oblasti Ω je polygon. Mnozˇinu troju´heln´ık˚u
τh = {T1, T2, · · ·TN}
nazveme prˇ´ıpustnou, budou-li splneˇny podmı´nky
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Obra´zek 1.2: Prˇ´ıklad triangulace
1. Ω =
⋃N
s=1 Ts
2. Pro dva r˚uzne´ troju´heln´ıky Ts, Tr plat´ı Ts ∩ Tr = ∅
3. Pro vsˇechny troju´heln´ıky Ts plat´ı, zˇe kazˇda´ strana troju´heln´ıka je bud’ soucˇa´st´ı
hranice ∂Ω, ne stranou jine´ho troju´heln´ıka.
Takovou triangulaci nazveme s´ıt’. Pro kazˇdy´ troju´heln´ık definujeme hs = de´lka nejdelˇs´ı
strany Ts. Kazˇdou s´ıt’ potom mu˚zˇeme charakterizovat pomoc´ı jej´ıho rozliˇsen´ı
h = max
Ts∈τh
hk
S´ıt’ s nizˇsˇ´ım rozliˇsen´ım potom nazveme jemneˇjˇs´ı s´ıt’ a naopak s´ıt’ s vysˇsˇ´ım rozliˇsen´ım
nazveme hrubsˇ´ı.
Ba´zove´ funkce
Oznacˇ´ıme vrcholy troju´heln´ıka triangulaceM1M2 aM3.Kazˇdy´ uzel triangulace ma´ globa´ln´ı
sourˇadnice, ktere´ urcˇuj´ı jeho zarˇazen´ı v ra´mci vsˇech uzl˚u. Ma´ ale take´ takzvane´ loka´ln´ı
sourˇadnice, cozˇ jsou sourˇadnice v ra´mci dane´ho elementu.
Nad kazˇdy´m uzlem triangulace M definujeme po cˇa´stech linea´rn´ı ba´zove´ funkce typu
N s(x, y) = as + bsx+ csy,
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ktere´ mus´ı splnˇovat interpolacˇn´ı podmı´nky
vn(Mn) = 1, vn(Mm) = 0 ∀m 6= n.
Obra´zek 1.3: Ba´zova´ funkce
Vsˇechny ba´zove´ funkce jsou tedy nenulove´ pouze nad troju´heln´ıky, jejichzˇ vrcholem je
Mn. Tyto troju´heln´ıky tedy tvorˇ´ı nosicˇ ba´zove´ funkce.
Takove´ ba´zove´ funkce jsou spojite´ na Ω a tvorˇ´ı linea´rneˇ neza´visly´ syste´m. Oznacˇ´ıme ho
tedy V h = v1, v2, · · · , vN .Plat´ı, zˇe dim(V h) = N a V h ⊂ W 1,2, nebot’ kazˇda´ ba´zova´ funkce
je spojita´ a jej´ı derivace existuje skoro vsˇude na Ω.
Pokud oznacˇ´ıme sourˇadnice vrchol˚u troju´heln´ıka M1 = (x
s
1, y
s
1),M2 = (x
s
2, y
s
2) a M3 =
(xs3, y
s
3) restrikce ba´zovy´ch funkc´ı na troju´heln´ıku oznacˇ´ıme
N s1 (x, y) = a
s
1 + b
s
1x+ c
s
1y
N s2 (x, y) = a
s
2 + b
s
2x+ c
s
2y
N s3 (x, y) = a
s
3 + b
s
3x+ c
s
3y
Ty jsou jednoznacˇneˇ urcˇeny interpolacˇn´ımi podmı´nkami
N si (M
s
j ) =
{
1 pro i = j
0 pro i 6= j
Odtud z´ıska´me koeficienty
as1 =
1
Ds
(xs2y
s
3), b
s
1 =
1
Ds
(ys2 − ys3), c1 = 1Ds (xs3 − xs2),
as2 =
1
Ds
(xs2y
s
3), b
s
2 =
1
Ds
(ys2 − ys3), c2 = 1Ds (xs3 − xs2),
as3 =
1
Ds
(xs2y
s
3), b
s
3 =
1
Ds
(ys2 − ys3), c3 = 1Ds (xs3 − xs2),
Ds = det
 1 x1 y11 x2 y2
1 x2 y2

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Obra´zek 1.4: Restrikce ba´zovy´ch funkc´ı na jednom elementu
je dvojna´sobek obsahu troju´heln´ıka.
Sestaven´ı diskre´tn´ı u´lohy
Kazˇdou funkci uh ∈ V mu˚zˇeme tedy vyja´drˇit ve tvaru linea´rn´ı kombinace
uh =
N∑
i=1
Uivi
Hledane´ uzlove´ parametry Ui = uh(Mi) ≈ u(Mi) nalezneme rˇesˇen´ım soustavy linea´rn´ıch
algebraicky´ch rovnic
AU = F (1.14)
Kde U = [U1, U2, · · ·UN ] a F = [F1, F2, · · ·FN ],
Fi = F (vi) =
∫∫
Ω
f(x, y)vi(x, y)dxdy
Aij = a(vi, vj) = −
∫∫
Ω
(vi − vix)vjx + (vi − viy)vjydΩ
Matici A nazveme globa´ln´ı matic´ı tuhosti. Tu sestav´ıme tak, zˇe pro kazˇdy´ konecˇny´ prvek
nejprve sestav´ıme loka´ln´ı matici tuhosti
A =
 as11 as12 as13as21 as22 as23
as31 a
s
32 a
s
33

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pote´ zarˇad´ıme do globa´ln´ı matice tuhosti
A(k, l) = A(k, l) + As(i, j)
Obdobneˇ budeme postupovat i pro vektor zat´ıˇzen´ı F . Loka´ln´ı vektor zat´ızˇen´ı F s =∫∫
Ω
f(Mi)vidΩ zarˇad´ıme do globa´ln´ıho vektoru zat´ızˇen´ı
F (k) = F (k) + F s(i)
Pro vy´pocˇet integra´l˚u je vhodne´ transformovat troju´heln´ık Ts na referencˇn´ı troju´heln´ık
T0 o vrcholech (0, 1), (0, 0), (1, 0). To zajist´ı na´sleduj´ıc´ı transformace
x′ = xs1 + (x
s
2 − xs1)ξ + (xs3 − xs1)η
y′ = ys1 + (y
s
2 − ys1)ξ + (ys3 − ys1)η
Pro integraci potom plat´ı∫
Ts
φ(x, y)dxdy =
∫
T0
Dsφ(x′, y′)dx′dy′
Takove´ integra´ly potom snadno mu˚zˇeme prˇiblizˇneˇ vypocˇ´ıtat pomoc´ı Gaussovy´ch kvadra-
turn´ıch vzorc˚u ve tvaru
∫
f(x, y)dx ≈
n∑
i=1
Wif(ri, si)
Zde ri, si jsou sourˇadnice bod˚u a Wi je potom jejich va´ha. Vı´ce o tomto te´matu lze nale´zt
naprˇ´ıklad v [1]. Ja´ zde nyn´ı pouze uvedu prˇ´ıklad teˇchto hodnot
W = [1
6
, 1
6
, 1
6
]
r = [1
6
, 2
3
, 1
6
]
s = [1
6
, 1
6
, 2
3
]
Abychom z´ıskali hledanou aproximaci rˇesˇen´ı, mus´ıme vyrˇesˇit soustavu linea´rn´ıch alge-
braicky´ch rovnic (1.14). Matice tuhosti je symetricka´ pozitivneˇ definitn´ı, cozˇ vyply´va´
z vlastnost´ı bilinea´rn´ı formy (1.12). Mu˚zˇeme pouzˇ´ıt opeˇt naprˇ´ıklad metodu sdruzˇeny´ch
gradient˚u.
1.3 Metoda sdruzˇeny´ch gradient˚u
Jednou z nejd˚ulezˇiteˇjˇs´ıch iteracˇn´ıch metod pro rˇesˇen´ı soustav linea´rneˇ algebraicky´ch rov-
nic je metoda sdruzˇeny´ch gradient˚u, da´le take´ zkra´ceneˇ CG. Prˇedpokla´dejme A ∈ Rn×n
symetrickou pozitivneˇ definitn´ı cˇtvercovou matici a vektor b ∈ Rn. Rˇesˇen´ı u´lohy
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Obra´zek 1.5: Prˇ´ıklad rˇesˇen´ı
Ax = b
je potom ekvivalentn´ı s u´lohou nalezen´ı minima funkciona´lu
F (x) =
1
2
xTAx− xTb,
nebot’ ∇F (x) = Ax − b a F (x) naby´va´ globa´ln´ıho minima pra´veˇ pro x, ktere´ splnˇuje
∇F (x) = 0. Definujeme energetickou normu, nebo-li A-normu vektoru z na´sledovneˇ
‖z‖2A = zTAz.
Uvazˇujeme k-tou aproximaci xk. Plat´ı tedy
F (xk) =
1
2
(x− xk)TA(x− xk)− 1
2
xTAx =
1
2
‖x− xk‖2A −
1
2
‖x‖2A.
Z toho vyply´va´, zˇe u´loha nalezen´ı minima funkciona´lu F je ekvivalentn´ı s minimalizac´ı
A-normy chyby ‖x− xk‖A.
Novou aproximaci vektoru xk z´ıska´me z prˇedchoz´ı pomoc´ı prˇedpisu
xk = xk−1 + γk−1pk−1.
Vektor pk−1 zde prˇedstavuje smeˇrovy´ vektor. Skala´r γk−1 urcˇ´ıme tak, aby vektor xk byl
na prˇ´ımce z(γ) = xk−1 + γpk−1 bodem minima F (z(γ)). Tohoto minima je dosazˇeno pro
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γk−1 =
pTk−1rk−1
pTk−1Apk−1
Volbu smeˇr˚u pk provedeme tak aby byly A-ortogona´ln´ı, cˇili aby platilo
pTi Apj = 0 ∀i 6= j
Metoda CG vol´ı nove´ smeˇry jako linea´rn´ı kombinaci pk = rk + δkpk−1. Skala´r δk zvol´ıme
potom tak, aby byla dodrzˇena A-ortogonalita vektor˚u pk,pk−1.
1.3.1 Prˇedpodmı´neˇn´ı
Pro efektivitu algoritmu CG je za´sadn´ı pouzˇit´ı vhodne´ho prˇedpodmı´neˇn´ı. Mysˇlenka prˇedpodmı´neˇn´ı
spocˇ´ıva´ v pouzˇit´ı metody CG na ekvivalentn´ı soustavu
(P−1AP−T )(PTx) = P−1b.
U´kolem je naj´ıt vhodnou matici P tak, aby aproximace rychle konvergovali a abychom
mohli snadno z´ıskat rˇesˇen´ı p˚uvodn´ı soustavy Ax = b. Jednou z mozˇnost´ı je naprˇ´ıklad
Jacobiho prˇedpodmı´neˇn´ı, kde vol´ıme P = diag(A).
Jinou, cˇasto pouzˇ´ıvanou formou prˇedpodmı´neˇn´ı je neu´plny´ Choleske´ho rozklad. Pokud
je matice A symetricka´ a pozitivneˇ definitn´ı, existuje jednoznacˇneˇ urcˇeny´ Choleske´ho
rozklad
A = LLT ,
kde L je doln´ı troju´heln´ıkova´ matice. Jednou z vlastnost´ı matice tuhosti je to, zˇe je rˇ´ıdka´.
Tuto vlastnost chceme zachovat a tak pozˇadujeme tote´zˇ i po matici L. Princip varianty
neu´plne´ho Choleske´ho rozkladu IC(0) spocˇ´ıva´ v tom, zˇe nenulove´ jsou pouze ty prvky
matice lij, pro ktere´ je nenulovy´ prvek matice A aij. Neu´plny´ Choleske´ho rozklad tedy
hleda´ matici L tak, aby platilo
A ≈ LLT
Abychom uka´zali jak je prˇedpodmı´neˇn´ı d˚ulezˇite´, budeme meˇrˇit rychlost konvergence CG.
Tu mu˚zˇeme meˇrˇit naprˇ´ıklad pomoc´ı residua rk = ‖Axk − b‖. Cˇasteˇji se vsˇak pouzˇ´ıva´
takzvane´ relativn´ı residuum definovane´ jako
‖Axk − b‖
‖b‖ .
Na grafech (1.6) a (1.7) je vynesene´ relativn´ı residuum v jednotlivy´ch iterac´ıch. Ty ilustruj´ı
jak d˚ulezˇitou u´lohu prˇedpodmı´neˇn´ı hraje.
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Obra´zek 1.6: Rychlost konvergence metody sdruzˇeny´ch gradient˚u pro soustavu z´ıskanou
diskretizac´ı difuzn´ı rovnice v 1D
Obra´zek 1.7: Rychlost konvergence metody sdruzˇeny´ch gradient˚u pro soustavu z´ıskanou
diskretizac´ı difuzn´ı rovnice ve 2D
16
Kapitola 2
Advekcˇneˇ difuzn´ı rovnice
Mnoho model˚u proudeˇn´ı, ale i dalˇs´ıch fyzika´ln´ıch proble´mu˚, vede na rovnici advekcˇneˇ-
difuzn´ıho typu. Ta v sobeˇ kombinuje jak difuzn´ı cˇlen stejny´ jako v jizˇ popsane´ difuzn´ı
rovnici, tak jesˇteˇ advekcˇn´ı cˇlen. V te´to kapitole nejprve pouzˇijeme metodu konecˇny´ch di-
ferenc´ı na advekcˇneˇ-difuzn´ı rovnici v jedne´ dimenzi a metodu konecˇny´ch prvk˚u na proble´m
ve dvou dimenz´ıch. Ve veˇtsˇineˇ prakticky´ch proble´mu˚ je difuze me´neˇ podstatny´m jevem.
Zameˇrˇ´ıme se tedy na u´skal´ı hleda´n´ı prˇiblizˇne´ho rˇesˇen´ı s dominantn´ı advekc´ı. Du˚lezˇite´ je
zmı´nit, zˇe pokud je dominantn´ı advekce, ma´ rovnice sp´ıˇse hyperbolicky´ charakter.
Tomuto te´matu se veˇnuj´ı prˇedevsˇ´ım kapitoly 3 a 4 v publikaci [1]
2.1 Advekcˇneˇ difuzn´ı rovnice v jedne´ dimenzi
V jedne´ dimenzi ma´ tato rovnice tvar
ut + σux − εuxx = f(x),
kde u(x, t) je hledana´ funkce, σ ∈ R advekcˇn´ı parametr, ε ∈ R difuzn´ı parametr a f(x)
opeˇt zdrojovy´ cˇlen. Zameˇrˇ´ıme se vsˇak na staciona´rn´ı rovnici
σux − εuxx = f(x), (2.1)
Dopln´ıme da´le homogenn´ı Dirichletovy okrajove´ podmı´nky na intervalu (0, 1)
u(0) = 0, u(1) = 0. (2.2)
Tuto okrajovou u´lohu budeme rˇesˇit metodou konecˇny´ch diferenc´ı.
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2.1.1 Diskretizace metodou konecˇny´ch diferenc´ı
Prˇiblizˇne´ rˇesˇen´ı advekcˇneˇ difuzn´ı rovnice (2.1) s okrajovy´mi podmı´nkami (2.2) mu˚zˇeme
v jedne´ dimenzi opeˇt nale´zt naprˇ´ıklad pomoc´ı metody konecˇny´ch diferenc´ı. Budeme po-
stupovat obdobneˇ jako v prˇ´ıpadeˇ difuzn´ı rovnice. Uvazˇujme opeˇt ekvidistantn´ı s´ıt’, po
nahrazen´ı derivac´ı diferencemi zjist´ıme, zˇe hledane´ prˇiblizˇne´ rˇesˇen´ı mus´ı splnˇovat
σ
Uk+1 − Uk−1
2h
− εUk+1 − 2Uk + Uk−1
h2
= f(xk).
Prˇiblizˇne´ rˇesˇen´ı okrajove´ u´lohy (2.1), (2.2) v uzlovy´ch bodech tedy z´ıska´me vyrˇesˇen´ım
soustavy rovnic
2εU1 − (ε+ σh2 )U2 = h2f(x1)
−(ε− σh
2
)U1 + 2εU2 − (ε+ σh2 )U3 = h2f(x2)
...
−(ε− σh
2
)UN−4 + 2εUN−3 − (ε+ σh2 )UN−2 = h2f(xN−2)
2εUN−2 − (ε+ σh2 )UN−1 = h2f(xN−1)
Take´ tentokra´t vyuzˇijeme maticove´ho tvaru soustavy
AU = F,
kde
F =

h2f(x1)
h2f(x2)
...
h2f(xN−1)
 ,
je vektor prave´ strany,
U =

U1
U2
...
UN−1
 ,
znacˇ´ı vektor hledany´ch hodnot prˇiblizˇne´ho rˇesˇen´ı v uzlovy´ch bodech a
A =

a b 0 0 0 0
c a b 0 0 0
0 c a
. . . 0 0
0 0
. . . . . . b 0
0 0 0 c a b
0 0 0 0 c a

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je cˇtvercova´ matice velikosti N−1, kde a = 2ε, b = −ε+ σh
2
, c = −ε− σh
2
. Tato matice vsˇak
nen´ı symetricka´ ani pozitivneˇ definitn´ı a tak nelze pouzˇ´ıt metodu sdruzˇeny´ch gradient˚u.
2.2 Advekcˇneˇ difuzn´ı rovnice ve dvou dimenz´ıch
Ve dvou dimenz´ıch ma´ advekcˇneˇ-difuzn´ı rovnice tvar
σ∇u− ε∆u = f(x, y), (2.3)
kde σ = [σ1, σ2] ∈ R2 a ∇u(x, y) = grad(u(x, y))
Jej´ı splneˇn´ı budeme pozˇadovat uvnitrˇ omezene´ oblasti Ω. U´lohu dopln´ıme o homogenn´ı
Dirichletovy okrajove´ podmı´nky
u(x, y) = 0 na ∂Ω. (2.4)
Okrajovou u´lohu budeme rˇesˇit opeˇt metodou konecˇny´ch prvk˚u.
2.2.1 Slabe´ rˇesˇen´ı
Prˇi odvozen´ı slabe´ho rˇesˇen´ı advekcˇneˇ difuzn´ı rovnice vyuzˇijeme cˇa´stecˇneˇ poznatk˚u z prvn´ı
kapitoly. Pozˇadujeme tentokra´t splneˇn´ı∫∫
Ω
ε∇u∇vdΩ +
∫∫
Ω
σ∇uvdΩ =
∫∫
fvdΩ
pro vsˇechna v ∈ V . Oznacˇ´ıme konvekcˇn´ı cˇlen c(u, v) a aplikujeme na neˇj Greenovu formuli
c(u, v) =
∫∫
Ω
σ∇uvdΩ = −
∫∫
Ω
div(vσ)udΩ +
∫∫
∂Ω
vσnudΩ = −
∫∫
Ω
(σ∇v)udΩ
Slaby´m rˇesˇen´ım okrajove´ u´lohy (2.3, 2.4) tedy nazveme takovou funkci u(x, y) ∈ Vg, ktera´
splnˇuje rovnost
∫∫
Ω
ε∇u∇vdΩ−
∫∫
Ω
(σ∇v)udΩ =
∫∫
fvdΩ (2.5)
Definujeme bilinea´rn´ı formu
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a(u, v) =
∫∫
Ω
ε∇u∇vdΩ−
∫∫
Ω
(σ∇v)udΩ, (2.6)
funkciona´l
F (v) =
∫∫
fvdΩ. (2.7)
Hleda´me u ∈ Vg takove´, aby platilo
a(u, v) = F (v) ∀v ∈ V.
Poznamenejme zˇe bilinea´rn´ı forma a(u, v) v tomto prˇ´ıpadeˇ jizˇ nen´ı symetricka´. To zp˚usobuje
konvekcˇn´ı cˇlen, ktery´ je naopak antisymetricky´, nebot’ zrˇejmeˇ plat´ı c(u, v) = −c(v, u).
Aproximaci metodou konecˇny´ch prvk˚u potom provedeme stejneˇ jako v prˇ´ıpadeˇ difuzn´ı
rovnice.
2.3 Vy´pocˇet s dominantn´ı advekc´ı
V te´to cˇa´sti se pokus´ıme uka´zat, zˇe vy´pocˇet prˇiblizˇne´ho rˇesˇen´ı advekcˇneˇ difuzn´ı rovnice s
dominantn´ı advekc´ı mu˚zˇe by´t problematicky´. Nejprve se zameˇrˇ´ıme na jednodimenziona´ln´ı
prˇ´ıpad. Do jednoho obra´zku jsme vykreslili rˇesˇen´ı rovnice s r˚uzny´mi parametry ε. Druhy´
parametr jsme zvolili pevneˇ σ = 1 a zdrojovy´ cˇlen ma´ takovy´ tvar, aby rˇesˇen´ım byla
funkce u(x) = sin(x).
Obra´zek 2.1: Prˇesne´ a prˇiblizˇne´ rˇesˇen´ı advekcˇneˇ-difuzn´ı rovnice pro neˇkolik parametr˚u ε
v 1D
V jednodimenziona´ln´ı prˇ´ıpadeˇ k zˇa´dny´m proble´mu˚m nedocha´z´ı. Stejny´ numericky´ expe-
riment tedy provedeme i ve dvou dimenz´ıch. Zvol´ıme pevneˇ σ = [1, 1] a zdrojovy´ cˇlen
tak, by rˇesˇen´ı byla funkce u(x, y) = 10 sin(2pi x) sin(2 pi y). Obra´zek (2.2) potom ukazuje
prˇesne´ a prˇiblizˇne´ rˇesˇen´ı pro neˇkolik hodnot parametru ε. Pokud je difuze prˇ´ıliˇs mala´ v
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rˇesˇen´ı se objevuj´ı oscilace, ktere´ ho mohou zcela znehodnotit. Jak uka´zˇeme pozdeˇji, tento
proble´m lze zmı´rnit pouzˇit´ım vhodny´ch metod pro rˇesˇen´ı soustavy linea´rneˇ algebraicky´ch
rovnic. Nelze ho vsˇak zcela eliminovat.
Obra´zek 2.2: Prˇesne´ a prˇiblizˇne´ rˇesˇen´ı advekcˇneˇ-difuzn´ı rovnice pro neˇkolik parametr˚u ε
v 2D
Cˇ´ım je difuze slabsˇ´ı, t´ım se rˇesˇen´ı advekcˇneˇ-difuzn´ı rovnice u(x, y) bl´ızˇ´ı rˇesˇen´ı hyperbolicke´
rovnice
σ∇uˆ = f(x, y).
Plat´ı tedy, zˇe cˇ´ım v´ıce je advekce dominatn´ı, t´ım se advekcˇneˇ-difuzn´ı rovnice chova´ v´ıce
jako hyperbolicka´.
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2.4 Za´vislost chyby rˇesˇen´ı na tvaru s´ıteˇ
Jedn´ım z podstatny´ch aspekt˚u metody konecˇny´ch prvk˚u je nejen rozliˇsen´ı s´ıteˇ, na ktere´
vy´pocˇet prova´d´ıme. Pokud pouzˇijeme pravidelnou s´ıt’ zjist´ıme, zˇe chyba prˇiblizˇne´ho rˇesˇen´ı
za´vis´ı take´ na smeˇru vektoru σ. To ukazuj´ı obra´zky (2.3). Tomuto efektu lze vsˇak snadno
zabra´nit pouzˇit´ım nepravidelne´ s´ıteˇ, jak je zrˇejme´ na obra´zku (2.4). Je nutne´ zde pozna-
menat, zˇe prˇi pouzˇita´ nepravidelna´ s´ıt’ obsahuje troju´heln´ıky r˚uzny´ch velikost´ı. Proto tato
s´ıt’ obsahuje v´ıce uzl˚u, i kdyzˇ je jej´ı rozliˇsen´ı stejne´ jako rozliˇsen´ı pravidelne´ s´ıteˇ.
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Obra´zek 2.3:
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Obra´zek 2.4:
24
Kapitola 3
Metody rˇesˇen´ı soustav linea´rneˇ
algebraicky´ch rovnic
V prˇedchoz´ım textu jsme prˇedstavili dveˇ metody rˇesˇen´ı okrajovy´ch u´loh. Obeˇ tyto me-
tody potrˇebovaly vyrˇesˇit soustavu linea´rn´ıch algebraicky´ch rovnic. To bychom mohli
samozrˇejmeˇ udeˇlat prˇ´ımou metodou. Pokud se vsˇak pod´ıva´me naprˇ´ıklad na vy´pocˇetn´ı
slozˇitost Gaussovy eliminacˇn´ı metody, tak ta je naprˇ´ıklad dle [6] rˇa´doveˇ n3. Pokud vsˇak
budeme cht´ıt rˇesˇit prakticke´ u´lohy, potrˇebujeme vyrˇesˇit i soustavy s maticemi o velikosti
v rˇa´dech milion˚u a veˇtsˇ´ıch. Proto se pouzˇ´ıvaj´ı metody iteracˇn´ı. Take´ v´ıme, zˇe matice se
ktery´mi pracujeme jsou rˇ´ıdke´. Proto budeme popisovat metody, ktere´ se cˇasto pouzˇ´ıvaj´ı
pro rˇesˇen´ı takovy´ch proble´mu˚. Jizˇ popsaly metodu sdruzˇeny´ch gradient˚u. Tu vsˇak lze
pouzˇ´ıt pouze za prˇedpokladu, zˇe matice je symetricka´ a pozitivneˇ definitn´ı. Proto mus´ıme
hledat jine´ metody.
C´ılem te´to cˇa´sti textu je prˇibl´ızˇit principy neˇktery´ch pouzˇ´ıvany´ch metod rˇesˇen´ı soustav
linea´rn´ıch algebraicky´ch rovnic. Nebudeme vsˇak veˇtsˇinou popisovat prˇesnou algoritmizaci,
ale zameˇrˇ´ıme se na za´kladn´ı popis metod a neˇktery´ch jejich vlastnost´ı tak, abychom se
pozdeˇji mohli pokusit vysveˇtlit jevy ke ktery´m docha´z´ı prˇi pouzˇit´ı teˇchto metod k rˇesˇen´ı
soustav z´ıskany´ch metodou konecˇny´ch prvk˚u, nebo metodou konecˇny´ch diferenc´ı. Proto
take´ budeme prˇedpokla´dat pouze rea´lne´ matice a vektory.
Tento prˇehled iteracˇn´ıch metod se op´ıra´ zejme´na o literaturu [6], [7], [3], [4].
3.1 Metody Krylovova podprostoru
Pro rˇesˇen´ı proble´mu˚ s rˇ´ıdkou matic´ı se cˇasto pouzˇ´ıvaj´ı takzvane´ projekcˇn´ı metody. Ty
spocˇ´ıvaj´ı v mysˇlence nehledat rˇesˇen´ı na cele´m prostoru Rn, ale pouze na neˇjake´ vhodne´m
podprostoru. Obecna´ projekcˇn´ı metoda hleda´ n-tou iteraci xn v prostoru aproximace Sn,
resp. na varieteˇ
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xn ∈ x0 + Sn
Prˇesneˇ je xn urcˇena podmı´nkou, kterou klademe na residuovy´ vektor rn = b−Ax
rn⊥Ln.
Prostor Ln se nazy´va´ levy´ prostor.
Krylovovske´ metody vol´ı prostor aproximace Sn jako Krylov˚uv prostoru
Kk(A, r0) = span{r0,Ar0, . . . ,Ak−1r0}
Dalˇs´ı d˚ulezˇitou volbou je volba leve´ho prostoru. Tou se definuj´ı jednotlive´ metody.
3.1.1 Ba´ze Krylovova prostoru
Pro vy´pocˇet ba´ze Krylovova prostoru mu˚zˇeme vyuzˇ´ıt Arnoldiho algoritmu. Ten pocˇ´ıta´
ba´zi Vk = v1,v2, · · · ,vk Krylovova prostoru Kk(A,q) pomoc´ı Gram-Schmidtova ortogo-
nalizacˇn´ıho procesu. Vol´ı v1 =
q
‖q‖ a dalˇs´ı vektory pocˇ´ıta´ ortogonalizac´ı vektoru Avn−1
v˚ucˇi prˇedchoz´ım k−1 vektor˚um. Maticoveˇ lze potom Arnoldiho algoritmus vyja´drˇit vzta-
hem
AVk = VkHk + hk+1vk+1,
kde Hk je horn´ı Hessenbergova matice
H =

h11 h12 h13 · · · h1k
h21 h22 h23 · · · h2k
0
. . . . . . . . .
...
0 0
. . . . . . hk−1,k
0 0 0 hk,k−1 hkk

Pokud je matice A symetricka´, mus´ı by´t Hessenbergova matice take´ symetricka´, nebot’
plat´ı
Hk = V
T
kAVk = V
T
kA
TVk = (V
T
kAVk)
T = HTk
V tom prˇ´ıpadeˇ budeme tuto matici znacˇit Tk
Tk =

α1 β1 0 0 0
β1 α2 β2 0 0
0
. . . . . . . . . 0
0 0 βn−2 αn−1 βn−1
0 0 0 βn−1 αn

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Arnoldiho algoritmus potom lze snadno zjednodusˇit. Tento zjednodusˇeny´ algoritmus se
nazy´va´ Lanczos˚uv algoritmus. Pokud maticove´ vyja´drˇen´ı tohoto algoritmu
AVk = VkTk + βk+1vk+1
prˇep´ıˇseme po rˇa´dc´ıch, z´ıska´me trˇ´ıcˇlenou rekurenci
βk+1vk+1 = Avk − βkvk−1 − αkvk.
Lanczos˚uv algoritmus tak ma´ oproti Arnoldiho velkou vy´hodu. Zat´ımco v Arnoldiho al-
goritmu je zapotrˇeb´ı k vy´pocˇtu k-te´ho prvku vsˇech k − 1 prˇedchoz´ıch, Lanczos˚uv algo-
ritmus potrˇebuje pouze dva prˇedchoz´ı, je vsˇak zapotrˇeb´ı, aby matice A byla symetricka´.
Pro vy´pocˇet lze vsˇak vyuzˇ´ıt take´ Lanczos˚uv algoritmus pro nesymetricke´ matice. Ten
pocˇ´ıta´ hned ba´ze dvou Krylovovy´ch prostor˚u. Oznacˇ´ıme v1, ...,vk ba´zi prostoru K(A,v)
a w1, ...,wk ba´zi prostoru K(AT ,w). Vektory vk a wk mus´ı splnˇovat podmı´nky
vTi wj =
{
0 i 6= j
1 i = j
.
Takove´ vektory ktere´ tuto podmı´nku splnˇuj´ı nazveme biortogona´ln´ı. Maticoveˇ lze tento
algoritmus vyja´drˇit na´sledovneˇ
AVk = VkTk + ωk+1vk+1ek
ATWk = WkT
T
k + ωk+1wk+1ek
WTkVk = I,
kde Vk = [v1, . . .vk],Wk = [w1, . . .wk] a Tk je opeˇt trˇ´ıdiagona´ln´ı matice (ktera´ vsˇak
tentokra´t nen´ı symetricka´). Tento algoritmus tak konstruuje ba´ze Krylovova pro obecnou
nesymetrickou matici A. Nevy´hodou vsˇak je, zˇe mu˚zˇe doj´ıt k situaci, kdy noveˇ vznikaj´ıc´ı
vektor w je kolmy´ na vektor vk+1 a algoritmus se zastav´ı. V tom prˇ´ıpadeˇ rˇ´ıka´me, zˇe dosˇlo
k Lanczosovu ukoncˇen´ı. Proble´my nastanou take´, pokud je wTvk+1 bl´ızke´ nule. Abychom
nedosˇlo k Lanczosovu ukoncˇen´ı pouzˇ´ıvaj´ı se tzv. look-ahead strategie. Jejich za´kladn´ı
mysˇlenkou je, zˇe se konstruuj´ı pouze ty vektory, jejichzˇ vy´pocˇet je stabiln´ı. Podrobneˇji se
tomuto te´matu veˇnuje naprˇ´ıklad pra´ce [7].
3.1.2 CG jako projekcˇn´ı metoda
Metodu sdruzˇeny´ch gradient˚u lze pochopit take´ jako metodu projektivn´ı. Hleda´ totizˇ
rˇesˇen´ı na prostoru Kk(A, r0) a lze ho vyja´drˇit ve tvaru
xk = x0 + Vkyk,
k-te´ residuum potom ma´ tvar
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rk = b−Axk = b−A(x0 + Vkyk) = b−Ax0 −AVkyk = r0 −AVkyk,
protozˇe residuum mus´ı by´t ortogona´ln´ı ke vsˇem ba´zovy´m vektor˚um plat´ı
0 = VTk rk = V
T
k r0 + V
T
kAVkyk = ‖r0‖e1 + Tkyk
kde Vk = v1,v2, . . . ,vk a yk je vektor sourˇadnic.
3.1.3 Zobecneˇna´ metoda minima residu´ı (GMRES)
Tato metoda vol´ı levy´ prostor Lk = AKk(A, r0). Vektor xk se potom zacha´z´ı na varieteˇ
xk ∈ x0 +Kk(A, r0)
a plat´ı
rk⊥AKk(A, r0)
Ba´zi Krylovova prostoru AKk(A, r0) hleda´me pomoc´ı Arnoldiho algoritmu. Vektor xk
chceme vyja´drˇit jako linea´rn´ı kombinaci
xk = x0 + Vkyk.
Residuum v k-te´m kroku potom mu˚zˇeme vyja´drˇit ve tvaru
rk = b−Axk = b−A(x0 + Vkyk) = r0 −AVkyk =
= ‖r0‖v1 −Vk+1Hk+1,kyk = Vk+1(‖r0‖e1Hk+1,kyk)
Protozˇe residuum ma´ by´t minima´ln´ı, hledane´ sourˇadnice yk nalezneme jako
yk = arg min
y∈Rk
(‖r0‖e1 −Hk+1,ky) (3.1)
Pro symetricke´ matice lze metodu zjednodusˇit. Pro urcˇen´ı ba´ze Krylovova prostoru potom
lze totizˇ vyuzˇ´ıt Lanczosova algoritmu, takova´ metoda se nazy´va´ MINRES. Oproti tomu
metoda QMR vyuzˇ´ıva´ nesymetricke´ho lanczosova algoritmu.
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3.1.4 Metoda bikonjugovany´ch gradient˚u
Metoda bikonjugovany´ch gradient˚u, podobneˇ jako nesymetricky´ Lanczos˚uv algoritmus,
konstruuje biortogona´ln´ı vektory. Aproximace rˇesˇen´ı ma´ na´sleduj´ıc´ı vlastnosti
xk ∈ x0 +Kk(A, r0) rk⊥Kk(AT , s0),
kde s0 je pomocny´ pocˇa´tecˇn´ı vektor, tzv. st´ınovy´ vektor. Ten mus´ı splnˇovat podmı´nku
sT0 r0 6= 0. Ba´zi prostoru Kk(AT , s0) mu˚zˇeme vyuzˇ´ıt k rˇesˇen´ı soustavy ATy = c. Aproxi-
mace yk potom splnˇuj´ı
yk ∈ y0 +Kk(A, s0) sk⊥Kk(A, r0).
Vektor sk = c − ATyk je residuum aproximace yk. Metoda bikojungovany´ch gradient˚u
tak rˇesˇ´ı soucˇasneˇ syste´my Ax = b a ATy = c, k cˇemuzˇ vyuzˇ´ıva´ biortogona´ln´ı ba´ze. Tuto
metodu lze cha´pat take´ jako dalˇs´ı zobecneˇn´ı metody CG, nebot’ pokud je A symetricka´ poz.
definitn´ı lze algoritmus BiCG redukovat na CG. Z te´to metody se da´le vyvinuly metody
BiCGstab, BiCGstab(l) a CGS. Metody BiCGstab a BiCGstab(l) by meˇli by´t stabilneˇjˇs´ı.
Oproti tomu pro metodu CGS potom plat´ı, zˇe pokud konverguje metoda BiCG, CGS
konverguje rychleji. Mu˚zˇe u n´ı vsˇak cˇasteˇji doj´ıt k zastaven´ı.
Metoda LSQR
Metoda LSQR vyuzˇ´ıva´ pro generova´n´ı Krylovovy´ch podprostor˚u takzvanou Golub-Kahanovu
bidiogonalizace. Ta vytva´rˇ´ı posloupnost Krylovovy´ch podprostor˚u Kk(ATA,ATb) pro
obecnou obde´ln´ıkovou matici. Toto metodu je tedy mozˇne´ vyuzˇ´ıt take´ pro rˇesˇen´ı proble´mu
Ax ≈ b
ve smyslu nejmensˇ´ıch cˇtverc˚u. Tato metoda je velmi numericky stabiln´ı a je vhodna´ pro
vy´pocˇet sˇpatneˇ podmı´neˇny´ch u´loh.
3.1.5 Metoda pro antisymetrickou matici
Pod´ıvejme se nyn´ı na prˇ´ıpad, kdy bude matice A antisymetricka´. Potom Hessenbergova
matice mus´ı by´t take´ antisymetricka´, nebot’ plat´ı
Hk = V
T
kAVk = −VTkATVk = −(VTkAVk)T = −HTk .
Struktura te´to matice tedy mus´ı by´t na´sleduj´ıc´ı
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H =

0 β1 0 0 0
−β1 0 β2 0 0
0
. . . . . . . . . 0
0 0 −βk−1 0 βk
0 0 0 −βk 0
 (3.2)
Nyn´ı mu˚zˇeme postupovat podobneˇ jako je popsana´ metoda sdruzˇeny´ch gradient˚u z po-
hledu projekcˇn´ıch metod (3.1.2).
Je vsˇak potrˇeba si uveˇdomit, zˇe pro k liche´ je matice (3.2) singula´rn´ı. Mus´ıme tedy
spocˇ´ıtat vzˇdy sudy´ pocˇet prvk˚u ba´ze Krylovova prostoru. Z´ıskali jsme tak metodu pro
rˇesˇen´ı soustavy linea´rn´ıch algebraicky´ch rovnic a antisymetrickou matic´ı. Tuto metodu
budeme da´le znacˇit ACG.
3.1.6 Konvergence projekcˇn´ıch metod
Meˇjme obecnou projekcˇn´ı metodu, prostor aproximace Sk, levy´ prostor Lk. Aproximace
rˇesˇen´ı tedy splnˇuj´ı
xk ∈ x0 + Sk rk⊥Lk.
S rostouc´ım pocˇtem iterac´ı k roste take´ dimenze prostor˚u Sk a Lk. Pro k = n tedy plat´ı
Lk = Rn a z podmı´nky rk⊥Rn plyne r = 0. Prˇesne´ rˇesˇen´ı tedy z´ıska´me maxima´lneˇ po n
kroc´ıch.
V prˇ´ıpadeˇ metody sdruzˇeny´ch gradient˚u potom rychlost konvergence za´lezˇ´ı na pomeˇru
nejveˇtsˇ´ıho a nejmensˇ´ıho vlastn´ıho cˇ´ısla matice A λmax
λmin
. Obecneˇ je vsˇak velmi teˇzˇke´ prˇedpoveˇdeˇt
rychlost konvergence Krylovovsky´ch metod. Ta totizˇ v prˇ´ıpadeˇ obecne´ nesymetricke´ ma-
tice jizˇ na vlastn´ıch cˇ´ıslech neza´lezˇ´ı.
3.1.7 Prˇedpodn´ımeˇn´ı
Du˚lezˇitou soucˇa´st´ı vy´sˇe popisovany´ch metod je pouzˇit´ı vhodne´ho prˇedpodmı´neˇn´ı. Mysˇlenka
prˇedpodmı´neˇn´ı spocˇ´ıva´ v pouzˇit´ı iteracˇn´ı metody na ekvivalentn´ı soustavu
(PLAPR)(P
−1
R x) = PLb.
U´kolem je naj´ıt vhodne´ matice PL a PR tak, aby aproximace rychle konvergovali a
abychom mohli snadno z´ıskat rˇesˇen´ı p˚uvodn´ı soustavy Ax = b. Opeˇt lze vyuzˇ´ıt naprˇ´ıklad
Jacobiho prˇedpodmı´neˇn´ı. U´cˇinneˇjˇs´ı metodou prˇedpodmı´neˇn´ı je vsˇak neu´plny´ LU rozklad.
My budeme vyuzˇ´ıvat variantu ILU(0). Ta hleda´ horn´ı troju´heln´ıkovou matici U a doln´ı
troju´heln´ıkovou matici L tak, aby platilo
A ≈ LU
Zaplneˇn´ı matic L a U potom odpov´ıda´ zaplneˇn´ı matice A.
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3.1.8 Metody v prostrˇed´ı MATLAB
Tuto pra´ci jsme implementovali v prostrˇed´ı Matlab. V tomto prostrˇed´ı je neˇkolik do-
stupny´ch metod pro rˇesˇen´ı soustav linea´rneˇ algebraicky´ch rovnic implementova´no. V
na´sleduj´ıc´ı tabulce jsou uvedeny metody, ktere´ v nasˇ´ı pra´ci pouzˇijeme. Mimo nich pouzˇijeme
take´ na´mi navrzˇenou metodu ACG, kterou jsme take´ implementovali v prostrˇed´ı Matlab.
Na´zev metody Prˇ´ıkaz pro spusˇteˇn´ı metody Pozˇadavky na matici A
Metoda bi-sdruzˇeny´ch gradient˚u bicg cˇtvercova´
Metoda BiCGstab bicgstab cˇtvercova´
Metoda BiCGstab(l) bicgstabl cˇtvercova´
Metoda CGS cgs cˇtvercova´
Zobecneˇna´ metoda minima´ln´ıch residu´ı gmres cˇtvercova´
Metoda LSQR lsqr —
Metoda minima´ln´ıch residu´ı minres cˇtvercova´, symetricka´
Metoda sdruzˇeny´ch gradient˚u pcg cˇtvercova´, SPD1
Metoda minima´ln´ıch kvazi-rezidu´ı qmr cˇtvercova´
Metoda SYMMLQ symmlq cˇtvercova´, symetricka´
Metoda TFQMR tfqmr cˇtvercova´
Obra´zek 3.1: Tabulka metod implementovany´ch v prostrˇed´ı Matlab
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Kapitola 4
Numericke´ experimenty
Sezna´mili s problematikou vy´pocˇtu advekcˇneˇ-difuzn´ı rovnice s dominantn´ı advekc´ı. V
te´to kapitole provedeme neˇkolik numericky´ch experiment˚u, jejichzˇ u´cˇelem bude prˇedevsˇ´ım
uka´zat, jak ovlivnˇuje pomeˇr paramater˚u rychlost konvergence iteracˇn´ıch metod prˇi r˚uzne´
jemnosti s´ıteˇ.
4.1 Proble´m dominantn´ı advekce
Nejprve se vsˇak vra´t´ıme k problematice vy´pocˇtu prˇiblizˇne´ho rˇesˇen´ı advekcˇneˇ-difuzn´ı rov-
nice s dominantn´ı advekc´ı. Jizˇ jsme se tomuto te´matu veˇnovali v Kapitole 3, tentokra´t
ho vsˇak uchop´ıme z pohledu iteracˇn´ıch metod pro rˇesˇen´ı soustav linea´rneˇ algebraicky´ch
rovnic. Zameˇrˇ´ıme se nyn´ı na advekcˇn´ı rovnici
σ∇u = f(x, y).
Budeme opeˇt uvazˇovat homogenn´ı Dirichletovi okrajove´ podmı´nky. Jak matice soustavy
linea´rneˇ algebraicky´ch rovnic z´ıskane´ metodou konecˇny´ diferenc´ı pro rovnici v jedne´ di-
menzi, tak i matice soustavy z´ıskane´ metodou konecˇny´ch prvk˚u pro rovnici ve dvou di-
menz´ıch jsou antisymetricke´. Du˚sledkem toho maj´ı obeˇ matice na diagona´le nuly. To ma´
za´sadn´ı vliv na metody prˇedpodmı´neˇn´ı, ktere´ jsme v te´to pra´ci uvedli.
Zrˇejmeˇ nema´ v tomto prˇ´ıpadeˇ zˇa´dny´ smysl uvazˇovat Jacobiho prˇedpodmı´neˇn´ı. Ze stejne´ho
d˚uvodu vsˇak nelze pouzˇ´ıt ani algoritmus ILU(0). Proto jsme provedli na´sleduj´ıc´ı vy´pocˇty
bez prˇedpodmı´neˇn´ı. Na obra´zc´ıch (4.1,4.2) lze pozorovat za´vislost relativn´ıho residua na
pocˇtu iterac´ı zvoleny´ch metod.
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Obra´zek 4.1: Rychlost konvergence metod v 1D prˇ´ıpadeˇ. Pro vy´pocˇet okrajove´ u´lohy jsme
rozdeˇlili interval (0, 1) na 100 d´ıl˚u a zvolili σ = 1.
Obra´zek 4.2: Rychlost konvergence metod v 2D prˇ´ıpadeˇ. Pro vy´pocˇet jsme pouzˇili nepra-
videlnou s´ıt’ s rozliˇsen´ım h = 0.06. Parametr rovnice jsme zvolili σ = [1, 1] a zdrojovy´ cˇlen
byl volen tak abychom znali prˇesne´ rˇesˇen´ı.
Z testovany´ch metod konverguj´ı pouze metody GMRES, LSQR a ACG. Ostatn´ı metody
bud’ nekonverguj´ı, nebo dojde brzy k jejich zastaven´ı. Pod´ıva´me-li se bl´ızˇe na konvergenci
metody GMRES, zjist´ıme, zˇe v lichy´ch iterac´ıch se aproximace rˇesˇen´ı nemeˇn´ı. To je da´no
tvarem Hessenbergovy matice. Ta je, jak jsme jizˇ uvedli v prˇedesˇle´ kapitole, pro k liche´
singula´rn´ı, cozˇ se projev´ı prˇi hleda´n´ı k-ty´ch sourˇadnic prˇedpisem (3.1). Podobne´ chova´n´ı
ale mu˚zˇeme ocˇeka´vat vzˇdy v prˇ´ıpadeˇ ε >> σ, nebot’ potom bude matice A velmi bl´ızka
antisymetricke´ matici. Obra´zek (4.3) ilustruje, jak je v tom prˇ´ıpadeˇ rˇesˇen´ı dvoudimen-
ziona´ln´ıho proble´mu zat´ızˇeno chybou.
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Obra´zek 4.3: Nalezene´ prˇiblizˇne´ rˇesˇen´ı. Pro vy´pocˇet jsme pouzˇili nepravidelnou s´ıt’ s
rozliˇsen´ım h = 0.06. Parametr rovnice jsme zvolili σ = [1, 1] a zdrojovy´ cˇlen byl volen tak
abychom znali prˇesne´ rˇesˇen´ı.
Vrat’me se nyn´ı k advekcˇneˇ-difuzn´ı rovnici. Zvol´ıme-li difuzn´ı parametr prˇ´ıliˇs maly´, chova´n´ı
metod se velmi nezmeˇn´ı. Pro ilustraci jsme zvolili ε = 10−9. V tom prˇ´ıpadeˇ sta´le nen´ı
mozˇne´ pouzˇ´ıt Jacobiho prˇedpodmı´neˇn´ı, ani ILU(0). Jediny´m rozd´ılem je, zˇe konverguj´ı
take´ metody BiCG a BiCGstab(l). Ovsˇem rˇesˇen´ı je sta´le velmi posˇkozeno. Obra´zku (4.3)
ukazuje, zˇe rychlost konvergence je sta´le velmi n´ızka´.
Ukazuje se, zˇe aby dobrˇe pracoval algoritmus ILU(0), je zapotrˇeb´ı difuzn´ı parametr alesponˇ
rˇa´du 10−3. Potom se jizˇ v rˇesˇen´ı neobjevuj´ı nezˇa´douc´ı oscilace a vsˇechny metody naleznou
rˇesˇen´ı. Obra´zek (4.5) ukazuje, zˇe se take´ rychlost konvergence metod d´ıky prˇedpodmı´neˇn´ı
znacˇneˇ urychl´ı.
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Obra´zek 4.4: Rychlost konvergence metod pro advekcˇneˇ-difuzn´ı rovnici ve 2D. Pro vy´pocˇet
jsme pouzˇili nepravidelnou s´ıt’ s rozliˇsen´ım h = 0.06. Parametry rovnice jsme zvolili σ =
[1, 1], ε = 10−9.
Obra´zek 4.5: Rychlost konvergence metod pro advekcˇneˇ-difuzn´ı rovnici ve 2D. Pro vy´pocˇet
jsme pouzˇili nepravidelnou s´ıt’ s rozliˇsen´ım h = 0.06. Parametry rovnice jsme zvolili σ =
[1, 1], ε = 10−3. Bylo pouzˇito prˇedpodmı´neˇn´ı ILU(0)
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4.2 Pocˇet iterac´ı potrˇebny´ k dosazˇen´ı dane´ prˇesnosti
C´ılem tohoto experimentu je uka´zat, jaka´ je za´vislost pocˇtu iterac´ı metod rˇesˇen´ı soustav
linea´rn´ıch algebraicky´ch rovnic na jemnosti pouzˇite´ s´ıteˇ pro r˚uzne´ hodnoty paramer˚u
advekcˇneˇ difuzn´ı rovnice. Sledovali jsme kolik iterac´ı je zapotrˇeb´ı k dosazˇen´ı prˇedem dane´
prˇesnosti.
4.2.1 Rovnice v jedne´ dimenzi
Pro tento experiment byla zvoleny parametr σ = 1 a provedli jsme vy´pocˇet pro neˇkolik
parametr˚u ε. Ukazuje se, zˇe v jednodimenziona´ln´ım prˇ´ıpadu roste pocˇet potrˇebny´ch iterac´ı
linea´rneˇ.
Obra´zek 4.6: Pocˇet potrˇebny´ch iterac´ı testovany´ch metod prˇi vy´pocˇtu rˇesˇen´ı advekcˇneˇ-
difuzn´ı rovnice v 1D. Parametr σ = 1, nahorˇe ε = 10−3, dole ε = 103.
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4.2.2 Rovnice ve dvou dimenz´ıch
Experiment jsme provedli take´ s advekcˇneˇ difuzn´ı rovnic´ı ve dvou dimenz´ıch. Zvolili jsme
pevneˇ σ a take´ tentokra´t provedli vy´pocˇet pro neˇkolik parametr˚u ε. V tomto prˇ´ıpadeˇ
jsou vsˇak vy´sledky experimentu daleko zaj´ımaveˇjˇs´ı. Ukazuje se totizˇ, zˇe u veˇtsˇiny metod
pocˇet iterac´ı potrˇebny´ch k dosazˇen´ı zvolene´ prˇesnosti v prˇ´ıpadeˇ dvourozmeˇrne´ rovnice
neroste, pokud plat´ı ε << σ. Vy´jimkou je pouze metoda LSQR, ktera´ se vsˇak ukazuje
jako neprˇ´ıliˇs vhodna´ pro tento proble´m. Uva´d´ıme take´ pocˇet iterac´ı, potrˇebny´ pro vy´pocˇet
difuzn´ı rovnice. V prˇ´ıpadeˇ difuzn´ı rovnice roste pocˇet potrˇebny´ch iterac´ı nejrychleji.
Obra´zek 4.7: Pocˇet potrˇebny´ch iterac´ı testovany´ch metod prˇi vy´pocˇtu rˇesˇen´ı difuzn´ı rov-
nice ve 2d.
Obra´zek 4.8: Pocˇet potrˇebny´ch iterac´ı testovany´ch metod prˇi vy´pocˇtu rˇesˇen´ı advekcˇneˇ-
difuzn´ı rovnice ve 2D. Parametry ε = 10−3 a σ = [1, 1].
37
Obra´zek 4.9: Pocˇet potrˇebny´ch iterac´ı testovany´ch metod prˇi vy´pocˇtu rˇesˇen´ı advekcˇneˇ-
difuzn´ı rovnice ve 2D. Parametry ε = 1 a σ = [1, 1].
Obra´zek 4.10: Pocˇet potrˇebny´ch iterac´ı testovany´ch metod prˇi vy´pocˇtu rˇesˇen´ı advekcˇneˇ-
difuzn´ı rovnice ve 2D. Parametry ε = 103 a σ = [1, 1].
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4.3 Rychlost konvergence GMRES
Pod´ıvejme se bl´ızˇe na rychlost konvergence metody GMRES. Grafy (4.11, 4.12) ukazuj´ı
relativn´ı residuum v i-te´ iteraci metody. Pro srovna´n´ı uva´d´ıme rychlost konvergence s
prˇedpodmı´neˇn´ım a bez prˇedpodmı´neˇn´ı. Zaj´ımavy´ je prˇedevsˇ´ım ten efekt, zˇe s t´ım jak
klesa´ velikost difuze se zrychluje konvergence soustavy pro jemneˇjˇs´ı s´ıt’. Tento efekt je
patrny´ prˇedevsˇ´ım pro prˇedpodmı´neˇnou metodu. Tam docha´z´ı dokonce k tomu, zˇe prˇi
vy´pocˇtu na jemneˇjˇs´ı s´ıti soustava konverguje znacˇneˇ rychleji nezˇ prˇi vy´pocˇtu na hrubsˇ´ı
s´ıti.
Obra´zek 4.11: Rychlost konvergence metody GMRES bez prˇedpodmı´neˇn´ı.
39
Obra´zek 4.12: Rychlost konvergence metody GMRES s prˇedpodmı´neˇn´ı ILU(0).
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4.4 Shrnut´ı numericky´ experiment˚u
Provedene´ numericke´ experimenty ukazuj´ı, zˇe pokud prˇi vy´pocˇtu rˇesˇen´ı advekcˇneˇ-difuzn´ı
rovnice konverguje, potom metoda BiCGstab(l) konverguje nejrychleji. Oproti tomu me-
toda GMRES se ukazuje jako nejv´ıce numericky stabiln´ı. To je vsˇak jen jeden za´veˇr.
Du˚lezˇiteˇjˇs´ı je zjiˇsteˇn´ı, zˇe pokud snizˇujeme difuzi, potom s t´ım jak zjemnˇujeme s´ıt’ roste
rychlost konvergence vsˇech iteracˇn´ıch metod. Prˇipomenˇ nyn´ı, zˇe st´ım jak klesa´ difuzn´ı
parametr se advekzˇneˇ-difuzn´ı rovnice chova´ v´ıce jako hyperbolicka´. Toho se pokus´ıme
vyuzˇ´ıt v na´sleduj´ıc´ı kapitole.
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Kapitola 5
Hyperbolicka´ soustava parcia´ln´ıch
diferencia´ln´ıch rovnic
Uvazˇujme nyn´ı soustavu parcia´ln´ıch diferencia´ln´ıch rovnic
ut + σ1ux + σ2uy − εpx − εqy = f(x, y)
ut +
1
T
p− 1
T
ux = 0
ut +
1
T
q − 1
T
uy = 0
kde σ1, σ2, ε, T ∈ R jsou kladne´ konstanty, u(x, y), p(x, y), q(x, y) jsou hledane´ funkce a
funkce f(x, y) zdrojovy´ cˇlen. Jej´ı staciona´rn´ı rˇesˇen´ı zrˇejmeˇ mus´ı splnˇovat soustavu rovnic
σ1ux + σ2uy − εpx − εqy = f(x, y)
1
T
p− 1
T
ux = 0
1
T
q − 1
T
uy = 0
(5.1)
Dopln´ıme take´ okrajove´ podmı´nky. Opeˇt budeme uvazˇovat pouze Dirichletovy homogenn´ı
okrajove´ podmı´nky
u(x, y) = 0 ∀(x, y) ∈ ∂Ω (5.2)
Lze snadno oveˇrˇit, zˇe takova´ soustava je ekvivalentn´ı se rovnicemi (2.3, 1.9). Je vsˇak
nezbytne´ zde zd˚uraznit, zˇe evolucˇn´ı rovnice se chova´ jinak, nezˇ odpov´ıdaj´ıc´ı evolucˇn´ı
advekcˇneˇ difuzn´ı, resp. difuzn´ı rovnice.
Jak jsme uka´zali v prˇedchoz´ı kapitole, rychlost konvergence metod pro rˇesˇen´ı soustav
linea´rneˇ algebraicky´ch rovnic se zvysˇuje cˇ´ım v´ıce se advekcˇneˇ-difuzn´ı rovnice chova´ jako
hyperbolicka´. Nyn´ı budeme snazˇit uka´zat, zˇe obdobneˇ se chova´ i tento syste´m. Dı´ky tomu
by se dal sn´ızˇit pocˇet iterac´ı metod pro rˇesˇen´ı soustav algebraicky´ch rovnic u soustav
z´ıskany´ch metodou konecˇny´ch prvk˚u pro difuzn´ı, resp. advekcˇneˇ-difuzn´ı rovnice t´ım, zˇe
bychom je prˇevedli pra´veˇ na tento syste´m. K tomuto postupu jsme se inspirovali v cˇla´nku
[9] a [10].
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5.1 Metoda konecˇny´ch prvk˚u
Soustavu (5.1) s okrajovou podmı´nkou bychom mohli rˇesˇit opeˇt metodou konecˇny´ch
prvk˚u. Prˇi pouzˇit´ı linea´rn´ıch prvk˚u, tak jako v prˇedchoz´ıch prˇ´ıpadech, by vsˇak tato me-
toda byla nestabiln´ı. Proto mus´ıme zvolit vhodnou metodu stabilizace. To mu˚zˇeme prove´st
naprˇ´ıklad tak, zˇe prˇida´me difuzn´ı cˇlen - takzvana´ metoda prˇidane´ difuze (nebo prˇidane´
vazkosti). Budeme tedy mı´sto soustavy (5.1) rˇesˇit tuto soustavu
ut + σux + σuy − εpxx − εpyy = f + δ1(uxx + uyy)
ut +
1
T
p− 1
T
ux = δ2(pxx + pyy)
ut +
1
T
q − 1
T
uy = δ3(uxx + uyy)
(5.3)
Zde je δ dalˇs´ı parametr rovnice, ktery´ budeme volit tak, aby metoda konecˇny´ch prvk˚u
byla stabiln´ı. Slaby´m rˇesˇen´ım te´to soustavy nazveme funkce u, p, q ∈ Vg takove´, zˇe splnˇuj´ı
rovnost
− ∫
Ω
u(σvx + σvy)dΩ−
∫
Ω
εpxvdΩ−
∫
Ω
εqyvdΩ +
∫
Ω
δ1(uxvx − uyvy)dΩ =
∫
fvdΩ∫
Ω
pvdΩ +
∫
Ω
uvydΩ +
∫
Ω
δ2(pxvx − pyvy)dΩ = 0∫
Ω
qvdΩ +
∫
Ω
uvydΩ +
∫
Ω
δ3(qxvx − qyvy)dΩ = 0
Da´le pouzˇijeme k diskretizaci metodu konecˇny´ch prvk˚u obdobneˇ jako v prˇedchoz´ıch
prˇ´ıpadech. Na tomto mı´steˇ vsˇak poznamenejme, zˇe vznikla´ soustava linea´rneˇ algebraicky´ch
rovnic bude obsahovat trˇikra´t v´ıce nezna´my´ch a take´ trˇikra´t v´ıce rovnic.
Du˚lezˇitou ota´zku je, jak volit parametry δ1, δ2, δ3. Obra´zky (5.1), (5.2) ,(5.3) ukazuj´ı na-
lezene´ prˇiblizˇne´ rˇesˇen´ı pro r˚uzne´ hodnoty teˇchto parametr˚u. Ty mus´ı by´t voleny tak, aby
dostatecˇneˇ stabilizovaly soustavu rovnic, ale aby nezanesly do rˇesˇen´ı prˇ´ıliˇs velkou chybu.
Obecneˇ vsˇak nen´ı mozˇne´ urcˇit optima´ln´ı hodnotu te´to prˇidane´ difuze.
Obra´zek 5.1: Rˇesˇen´ı hyperbolicke´ho syste´mu s parametrem δ1,2,3 = 0.25.
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Obra´zek 5.2: Rˇesˇen´ı hyperbolicke´ho syste´mu s parametrem δ1,2,3 = 0.1.
Obra´zek 5.3: Rˇesˇen´ı hyperbolicke´ho syste´mu s parametrem δ1,2,3 = 10
−5.
44
5.2 Rychlost konvergence metody GMRES
Obra´zek (5.4) ukazuje, jak se meˇn´ı rychlost konvergence metody GMRES pro r˚uzne´ hod-
noty parametru T . Z tohoto numericke´ho experimentu je zrˇejme´, zˇe pro vhodne´ parametry
mozˇne´ urychlit rychlost konvergence metody GMRES pro jemneˇjˇs´ı s´ıt’.
Obra´zek 5.4: Rychlost konvergence metody GMRES pro hyperbolickou soustavu
parcia´ln´ıch diferencia´ln´ıch rovnic. Parametry byli zvoleny σ = [1, 1], ε = 1, δ1,2,3 = 0.075.
V legendeˇ jsou uvedeny pocˇty uzl˚u s´ıteˇ.
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Kapitola 6
Za´veˇr
V te´to pra´ci jsme prˇedvedli metody pro rˇesˇen´ı difuzn´ı a advekcˇneˇ-difuzn´ı rovnice v jedne´ a
ve dvou dimenz´ıch. Jedn´ım ze za´sadn´ıch bod˚u teˇchto metod je vy´pocˇet soustavy linea´rneˇ
algebraicky´ch rovnic.
Pomoc´ı neˇkolika numericky´ch experiment˚u jsme uka´zali, zˇe pokud rˇesˇ´ıme advekcˇneˇ-difuzn´ı
rovnici, potom se rychlost konvergence iteracˇn´ıch metod rˇesˇen´ı soustav linea´rneˇ alge-
braicky´ch rovnic urychluje s t´ım, jak se zjemnˇuje s´ıt’. To byl jeden z c´ıl˚u pra´ce.
Dalˇs´ım c´ılem pra´ce bylo uka´zat, jak lze tento efekt vyuzˇ´ıt. Prˇedstavili jsme tedy hyper-
bolickou soustavu parcia´ln´ıch diferencia´ln´ıch rovnic, na kterou lze prˇeve´st jak difuzn´ı, tak
advekcˇneˇ-difuzn´ı rovnici. Ukazuje se, zˇe pro vhodne´ parametry se take´ u te´to soustavy
urychluje konvergence iteracˇn´ıch metod pro rˇesˇen´ı soustav linea´rneˇ algebraicky´ch rovnic.
Ota´zkou vsˇak z˚usta´va´, zda existuj´ı takove´ parametry, pro ktere´ by se rychlost konvergence
urychlila natolik aby se vyplatilo pracovat se vznikly´mi trˇikra´t veˇtsˇ´ımi maticemi. To je
vsˇak jizˇ nad ra´mec te´to pra´ce.
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