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THE SPECTRA OF SURFACE MARYLAND MODEL FOR ALL PHASES
WENCAI LIU
Abstract. We study the discrete Schro¨dinger operators Hλ,α,θ on ℓ
2(Zd+1) with surface
potential of the form V (n, x) = λδ(x) tan π(α · n+ θ), and H+
λ,α,θ
on ℓ2(Zd × Z+) with the
boundary condition ψ(n,−1) = λ tan π(α · n + θ)ψ(n,0), where α ∈ R
d is rationally inde-
pendent. We show that the spectra of Hλ,α,θ and H
+
λ,α,θ
are (−∞,∞) for all parameters.
We can also determine the absolutely continuous spectra and Hausdorff dimension of the
spectral measures if d = 1.
1. Introduction
In this paper, we study the discrete Schro¨dinger operators with surface potential. Let d ≥ 1
be given and Z+ = {0, 1, 2, · · · }. We denote the points in Z
d+1 (or Zd+1+ = Z
d×Z+) by (n, x),
where n ∈ Zd, x ∈ Z (or n ∈ Zd, x ∈ Z+).
Given y = (y1, y2, · · · , yk) ∈ Z
k with k ≥ 1, denote by ||y||k =
∑k
j=1 |yj|.
Now we introduce two self-adjoint operators Hλ,α,θ and H
+
λ,α,θ. The operator Hλ,α,θ acts
on ℓ2(Zd+1) as
(1) (Hλ,α,θψ)(n,x) =
∑
||(n−n′,x−x′)||d+1=1
ψ(n′,x′) + λδ(x) tan π(α · n+ θ)ψ(n,x),
where λ 6= 0 is the coupling, α ∈ Rd is the frequency, and θ is the phase. In order to make the
potential well defined, we always assume θ satisfies the following condition
(2) k · α+ θ 6=
1
2
mod Z for any k ∈ Zd.
The other operator H+λ,α,θ on ℓ
2(Zd × Z+) is given by the following equation,
(3) (H+λ,α,θψ)(n,x) =
{ ∑
||(n−n′,x−x′)||d+1=1
ψ(n′,x′), if x > 0;
ψ(n,1) +
∑
||n′−n||d=1
ψ(n′,0) + λ tanπ(α · n+ θ)ψ(n,0), if x = 0.
Whenever the meaning is clear within the context, we will drop the dependence on param-
eters λ, α, θ and d. Thus we write H or Hθ for Hλ,α,θ, and ||n
′ − n|| for ||n′ − n||d.
Recall that the Maryland model is given by
(hλ,α,θψ)n =
∑
||n′−n||=1
ψn′ + λ tanπ(α · n+ θ)ψn,
with n, n′ ∈ Zd. It has been heavily studied in [4–6, 13]. In particular, for d = 1, Jitomirskaya-
Liu has obtained the complete description of the three spectral types of Maryland model [10].
Now we want to say more about the surface multidimensional operators. Let H0 be the
discrete Laplacian on ℓ2(Zd+1), and H+0 be the discrete Laplacian on ℓ
2(Zd+1+ ) with Dirichlet
boundary condition. More precisely,
(H0ψ)y =
∑
||y′−y||=1
ψy′ ,
1
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where y, y′ ∈ Zd+1. And
(H+0 ψ)(n,x) =
∑
||(n′−x′,n−x)||=1
ψ(n′,x′)
with ψ(n,−1) = 0, where n ∈ Z
d and x ∈ Z+.
Consider the operator H . The support of the potential is on the hyperplane Zd of the
space Zd+1. For the other one H+, it is the discrete Laplacian on ℓ2(Zd+1+ ) with the boundary
condition ψ(n,−1) = λ tanπ(α · n + θ)ψ(n,0). Thus it is natural to call both operators H and
H+ the surface Maryland model.
Denote by σ(H) and σac(H) the spectrum, and absolutely continuous spectrum of the self-
adjoint operatorH . We recall that σ(H0) = [−2(d+1), 2(d+1)] (σ(H
+
0 ) = [−2(d+1), 2(d+1)])
and the spectrum of H0 (H
+
0 ) is purely absolutely continuous. Denote by cd = 2(d+ 1).
We recall that α = (α1, α2, · · · , αd) is rationally independent if for any choice of integers
(k1, k2, · · · kd) 6= 0,
d∑
j=1
kjαj /∈ Z.
In the rest of the paper, we always assume λ 6= 0, α = (α1, α2, · · · , αd) is rationally independent
and θ satisfies condition (2). We will often use “all λ(α, θ)”, meaning “all λ(α, θ) as above”.
Now we start to state some known results.
Theorem 1.1. [1, 7] Let Hλ,α,θ and H
+
λ,α,θ be given by (1) and (3) respectively. Then for
all parameters (λ, α, θ), [−cd, cd] ⊂ σac(Hλ,α,θ), σac(H
+
λ,α,θ), and Hλ,α,θ, H
+
λ,α,θ has purely
absolutely continuous spectrum on the interval (−cd, cd).
We say α ∈ Rd satisfies a Diophantine condition if there exists κ > 0 and τ > 0, such that
(4) ||k · α||R/Z > κ||k||
−τ for any k ∈ Zd\{0},
where ||x||R/Z = minj |x− j|.
It is to be believed that H and H+ have purely singular spectra outside the set [−cd, cd].
Khoruzenko and Pastur [11] have proved this for α satisfying Diophantine condition.
Theorem 1.2. [11] Assume frequency α satisfies Diophantine condition (4). Then σ(Hλ,α,θ) =
(−∞,∞) and Hλ,α,θ only has pure point on (−∞,∞)\[−cd, cd]. On this set, the eigenvalues
are simple and the corresponding eigenfunctions decay exponentially. These properties also
apply to the operator H+λ,α,θ.
For the surface Maryland model, one of the basic ideas is to integrate the x−variable and to
reduce the d+ 1−dimensional spectral problem to a d-dimensional problem. This technology
has been heavily developed by use of Green function in [7–9, 11]. This technology can also
be extended to the generalized surface Maryland model [1, 2]. In this paper, we also use this
basic technology to analyze the spectra of surface Maryland model. However, we bring a new
lighting on the subject.
Our first result is to obtain the explicit formula of the spectra of Hλ,α,θ and H
+
λ,α,θ.
Theorem 1.3. Suppose α is rationally independent and λ 6= 0, then σ(Hλ,α,θ) = σ(H
+
λ,α,θ) =
(−∞,+∞) for all θ.
Remark From Theorems 1.1 and 1.2, we directly know that Theorem 1.3 holds for Diophan-
tine α. Diophantine condition is necessary for Theorem 1.2 when we solve the cohomological
equation. Our aim is to prove the Theorem 1.3 for non-Diophantine α.
3Secondly we study the absolutely continuous spectrum. By Theorem 1.1, H (H+) has
purely absolutely continuous spectrum in the interval (−cd, cd), it was not known if H (H
+)
has some absolutely continuous component in the remaining interval R\[−cd, cd]. It is believed
that H (H+) has no absolutely continuous component in R\[−cd, cd]. In this paper, we solve
the problem for d = 1. We construct an arithmetically defined measure zero set (actually
Hausdorff dimension zero) that supports spectral measures in the regime R\[−cd, cd], which
directly implies the following Theorem.
Theorem 1.4. Let Hλ,α,θ and H
+
λ,α,θ be given by (1) and (3) respectively with d = 1. Suppose
α ∈ R\Q, then σac(Hλ,α,θ) = σac(H
+
λ,α,θ) = [−4, 4] and Hλ,α,θ, H
+
λ,α,θ has purely absolutely
continuous spectra on (−4, 4) for all θ. Furthermore, the spectral measures of both operators
are of Hausdorff dimension one restricted to (−4, 4) and of Hausdorff dimension zero restricted
to R\[−4, 4] for all θ.
Remark 1.5. The fact that the spectral measures restricted to (−4, 4) are of Hausdorff
dimension one is trivial because Hλ,α,θ and H
+
λ,α,θ have purely absolutely continuous spectra
on (−4, 4).
We will prove Theorems 1.3,1.4 in two steps. Firstly, we will reduce the d+ 1-dimensional
spectral problem to a d-dimensional problem in §2. Secondly, we will study the d-dimensional
problem using the ideas in paper [10] (§3 and §4), in which the authors deal with the Maryland
model.
2. Green function and Dimension Reduction
Because our arguments are almost the same for the operators H and H+, we concentrate
on H in the following discussion, and only point out the difference for H+.
In this section, we carry out the dimension reduction for the surface Maryland model, and
lay the ground for our main results. We first consider the operator H . We should point out
that all the contents in this section are from [1, 7, 11]. For convenience, we rewrote it here.
Denote by G(X1;X2) and G0(X1 − X2) the Green functions of the operators H and H0
respectively, i.e., the infinite dimensional matrices (H − zI)−1 and (H0 − zI)
−1 with ℑz 6= 0.
Then, using the resolvent identity, one has
(5) G(X1;X2) = G0(X1 −X2)−
∑
η∈Zd
G0(n1 − η, x1)λv(η)G(η, 0;X2),
where X1 = (n1, x1) ∈ Z
d+1, X2 = (n2, x2) ∈ Z
d+1 and v(η) = tanπ(α ·η+θ). For simpleness,
denote by v (v−1) be the multiplication operator by v(η) (1/v(η)) on ℓ2(Zd).
Set x1 = 0 in (5), we find that the function gx2(n1;n2) = G(n1, 0;n2, x2) satisfies
(6) gx2(n1;n2) = g0,x2(n1 − n2)−
∑
η∈Zd
Γ0(n1 − η)λv(η)gx2(η;n2),
where g0,x2(η) = G0(η,−x2) and Γ0(η) = G0(η, 0) with η ∈ Z
d. Next we always regard Γ0(η)
as a operator on Zd.
Fix x2, equation (6) becomes a problem in dimension d, and has a symbolic solution gx2 =
(I + Γ0λv)
−1g0,x2. Combining with (5), we have
G(X1;X2) = G(n1, x1;n2, x2)
= G0(X1 −X2)−
∑
η1,η2∈Zd
G0(n1 − η1, x1)T (η1, η2)G0(η2 − n2,−x2),(7)
where T = λv(I + Γ0λv)
−1 = (λ−1v−1 + Γ0)
−1.
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Notice that the above derivation of equation (7) is only symbolic, because generally, the
operator (I + Γ0λv)
−1 is not well defined. However, the following theorem shows (7) is true
in fact.
Theorem 2.1. (p.116-p.118, [11]) Let U denote the multiplication by e2piiα·n on ℓ2(Zd) and
δ = e2piiθ. If ℑz · λ < 0, then equation (7) holds, where T can be written as
(8) T = λ(1− δU)(I − δCU)−1(λΓ0 − iI)
−1,
where
C = (λΓ0 − iI)
−1(λΓ0 + iI).
Proof. Suppose we can prove λΓ0 − iI is invertible and ‖C‖ < 1, then equation (8) is well
defined, and (7) holds by directly computed. Now we start to prove the facts by using Fourier
transformation. Given a vector fn in ℓ
2(Zb) with b = d or b = d+ 1, define a L2(Tb) function
by the following equation,
fˆ(y) =
∑
n∈Zb
fne
−2piin·y.
Recall that T = R/Z. We call fˆ(y) be the momentum representation of vector fn. Under the
Fourier transformation, H0 become a multiplication operator on L
2(Td+1) and denote by Hˆ0.
More precisely,
(Hˆ0fˆ)(y) = (
d+1∑
j=1
2 cos 2πyj)fˆ(y).
Thus in momentum representation, Green function G0 has the following simple form,
(Gˆ0fˆ)(y) = (
1∑d+1
j=1 2 cos 2πyj − z
)fˆ(y),
with y ∈ Td+1. And the operator Γ0 becomes
(Γˆ0fˆ)(y) = Γˆ0(y)fˆ(y),
where
(9) Γˆ0(y) =
∫
T
1∑d+1
j=1 2 cos 2πyj − z
dyd+1,
with y ∈ Td. Notice that ℑλΓˆ0(y) < 0, then λΓ0 − iI is invertible(because of ℑz · λ < 0).
Furthermore, C also becomes a multiplication operator in momentum representation,
(Cˆfˆ)(y) =
λΓˆ0(y) + i
λΓˆ0(y)− i
fˆ(y).
This yields ‖C‖ < 1. 
Now we turn to the operator H+. If a operator A generates from H , then denote by A+
be the corresponding operator generated from H+. For example G+ = (H+ − zI)−1. Using a
similar arguments like before, one has
(10) G+(X1;X2) = G
+
0 (X1;X2)−
∑
η∈Zd
G+0 (n1, x1; η, 0)v(η)G
+(η, 0;X2),
where X1 = (n1, x1) ∈ Z
d+1
+ , X2 = (n2, x2) ∈ Z
d+1
+ and v(η) = λ tanπ(α · η + θ). We
should point out that G+0 (n1, x1;n2, x2) depends on n1 − n2, x1, x2, this is different from
G0(n1, x1;n2, x2), which only depends on n1 − n2, x1 − x2.
5Set x1 = 0 in (10), we find that the function g
+
x2(n1;n2) = G
+(n1, 0;n2, x2) satisfies
(11) g+x2(n1;n2) = g
+
0,x2
(n1;n2)−
∑
η∈Zd
Γ+0 (n1 − η)v(η)g
+
x2(η;n2),
where g+0,x2(n1;n2) = G
+
0 (n1, 0;n2, x2) and Γ
+
0 (η) = G
+
0 (η, 0; 0, 0) with η ∈ Z
d.
Fix x2, equation (11) becomes a problem in dimension d, and has a symbolic solution
g+x2 = (I + Γ
+
0 v)
−1g+0,x2. Combining with (10), we have
G+(X1;X2) = G
+(n1, x1;n2, x2)
= G+0 (n1, x1;n2, x2)−
∑
η1,η2∈Zd
G+0 (n1, x1; η1, 0)T
+(η1, η2)G
+
0 (η2, 0;n2, x2),(12)
where T+ = v(I + Γ+0 v)
−1 = (v−1 + Γ+0 )
−1.
We should say more about the operator Γ+0 . In momentum representation, Γ
+
0 has the
following form [7],
(Γˆ+0 fˆ)(y) = −r(y, z)fˆ(y),
where r(y, z) is the root of the quadratic equation
X +
1
X
+
d∑
j
2 cos 2πyj = z
with |r(y, z)| < 1.
By a similar proof above, we have the following theorem.
Theorem 2.2. Suppose ℑz · λ < 0, then equation (12) holds and T+ can be written as
(13) T+ = λ(1− δU)(I − δC+U)−1(λΓ+0 − iI)
−1,
where
C+ = (λΓ+0 − iI)
−1(λΓ+0 + iI).
Remark 2.3. Notice that for z ∈ C\[−cd, cd], the operators Γ0 and Γ
+
0 are well defined.
3. The spectra of surface Maryland model
In this section, we will prove that for the surface Maryland model σ(Hλ,α,θ) = (−∞,∞)
and σ(H+λ,α,θ) = (−∞,∞). From Theorem 1.2, one has that for DC α, σ(Hλ,α,θ) = (−∞,∞),
σ(H+λ,α,θ) = (−∞,∞) for all λ 6= 0 and θ. Our main work in this section is to show that the
spectrum σ(Hλ,α,θ) does not depend on θ.
Following the discussion of unbounded operators in section VIII [12], it suffices to show the
self-adjoint operatorsHλ,α,θ is continuous in norm resolvent sense with respect to θ. Combining
with the specific formula of the Green function of surface Maryland model (Theorem 2.1 and
Theorem 2.2), we can obtain the results. In [10], the authors have already used this methods
to show that the spectrum of Maryland model does not depend on phase θ.
Definition 3.1. Let Bn, n = 1, 2, · · · and B be self-adjoint operators, then Bn is said to
converge to B in norm resolvent sense if Gz(Bn) → Gz(B) in norm for all z with ℑz 6= 0,
where Gz(A) = (A− zI)
−1.
Theorem 3.2. (Theorem VIII.24, [12]) Let Bn, n = 1, 2, · · · and B be self-adjoint operators,
and Bn converge to B in norm resolvent sense. Then for any E ∈ σ(B), there exists En ∈
σ(Bn) such that En → E.
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Theorem 3.3. The spectrum of surface Maryland model does not depend on phase θ. More
precisely, set σ(Hλ,α,θ) or σ(H
+
λ,α,θ) does not depend on phase θ.
Proof. For given two phases θ1 and θ2, there exists some sequence jk ∈ Z
d such that
lim
k→∞
||θ1 + jk · α− θ2||R/Z → 0,
since α is rationally independent.
Let Bk = Hλ,α,θ1+jk·α (Bk = H
+
λ,α,θ1+jk·α
) and B = Hλ,α,θ2 (B = H
+
λ,α,θ2
). We must
have Bk converge to B in norm resolvent sense. Indeed, if λ · ℑz < 0, this is easy to see by
(7) and (8) ((12) and (13)); if λ · ℑz > 0, this is also true by the fact Hλ,α,θ = H−λ,−α,−θ
(H+λ,α,θ = H
+
−λ,−α,−θ).
Applying Theorem 3.2, for any E ∈ σ(Hλ,α,θ2) (σ(H
+
λ,α,θ2
)), there exists Ek ∈ σ(Bk) such
that Ek → E. Clearly, the spectrum of operator Bk does not depend on k, i.e., σ(Bk) =
σ(Hλ,α,θ1) (σ(Bk) = σ(H
+
λ,α,θ1
)) because the shift operator is a unitary operator. Thus we
must have
σ(Hλ,α,θ2) ⊆ σ(Hλ,α,θ1),
and
σ(H+λ,α,θ2) ⊆ σ(H
+
λ,α,θ1
).
This implies the theorem since θ1 and θ2 are arbitrary. 
The proof of Theorem 1.3
Proof. To avoid repetition, we only need to prove the theorem for operator H . Denote by E{·}
the average value over T. Since ‖C‖ < 1, one has
(I − δCU)−1 = I +
∞∑
k=1
(δCU)k.
Notice that δU = Uδ and δC = Cδ, we have
(I − δCU)−1 = I +
∞∑
k=1
δk(CU)k.
Putting (8) into (7) and integrating over T with respect to variable θ, one has that E{G} does
not depend on α.
Suppose Theorem 1.3 does not hold, then by Theorem 3.3 there exist some α1 ∈ R
d and
an interval I such that I ⊂ (−∞,∞)\σ(Hλ,α1,θ) for all θ. Thus for any given vectors δy,
y ∈ Zd+1, the spectral measure µθ,α1,y determined by
(14) ((Hλ,α1,θ − zI)
−1δy, δy) =
∫
dµθ,α1,y(φ)
φ− z
satisfies
µθ,α1,y(I) = 0 for all θ.
Using the fact that E{G} does not depend on α and (14), one has∫
T
µθ,α,y(I)dθ =
∫
T
µθ,α1,y(I)dθ = 0
for any α ∈ Rd and y ∈ Zd+1. Combining with the fact that σ(Hλ,α,θ) does not depend on θ,
we have
I ⊂ (−∞,∞)\σ(Hλ,α,θ)
for all α ∈ Rd. This is contradicted to Theorems 1.1 and 1.2. 
74. The spectral measures for d = 1
We always assume E ∈ (−∞,∞)\[−cd, cd] below.
Let
Pb = {{ψy}y∈Zb : |ψy| ≤ C(1 + ||y||
C) for some constant C},
where b = d or b = d+ 1. Usually, we call elements in Pb polynomially bounded vectors.
Theorem 4.1. If the equation
(15) v(n)−1ϕn +
∑
η∈Zd
λΓ0(n− η)ϕη = 0
with n ∈ Zd has a nonzero polynomially bounded solution ϕ, then
(16) ψ(n,x) =
∑
η∈Zd
G0(n− η, x)ϕη
solves equation (1) and ψ(n,x) is nonzero and polynomially bounded. If equation (1) has a
nonzero polynomially bounded solution, define
(17) ϕn =
∑
η∈Zd
Γ−10 (n− η)ψ(η,0).
Then ϕn solves equation (15) and ϕn is nonzero and polynomially bounded.
Notice that for E ∈ (−∞,∞)\[−cd, cd], the operator Γ0 is well defined and
|Γ−10 (n)|, |Γ0(n)| ≤ e
−t||n||
for some t > 0 (t depends on the distance between E and [−cd, cd]). Similarly, for some t > 0,
|G0(n, x)| ≤ e
−t(||n||+|x|)
with n ∈ Zd.
The proof of Theorem 4.1 can be found in [11]. For convenience, we give a short proof in
the Appendix.
Now we introduce the Cayley transformation for a self-adjoint operator.
Definition 4.2. Given a self-adjoint operator A on Hilbert space H, we call operator (I −
iA)(I + iA)−1 the Cayley transformation for operator A.
Clearly, (I + iA)−1 is well defined and (I − iA)(I + iA)−1 is a unitary operator.
Lemma 4.3. ([4, 13]) If a vector u ∈ Pd satisfies equation (15), and define c = (1 + iλΓ0)ϕ,
then c ∈ Pd and
(18) (1 + iv−1)(1− iv−1)−1c = (1− iλΓ0)(1 + iλΓ0)
−1c.
And the converse is true. More concretely, if c ∈ Pd and satisfies (18), then the vector
ϕ = (1 + iλΓ0)
−1c ∈ Pd and satisfies equation (15).
It is easy to see that operator (1 + iv−1)(1 − iv−1)−1 is multiplication by
−e−2pii(n·α+θ)
We extend the Fourier Transform to a sequence fn ∈ Pd in distributional sense. More con-
cretely, for given sequence fn ∈ Pd, define the Fourier Transform by the following equation,
fˆ(y) =
∑
n∈Zd
e−2piin·yfn.
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By Fourier transformation, the equation (18) becomes
(19) q(y)cˆ(y) = e−2piiθ cˆ(y + α),
where q(y) = − 1−iλΓˆ0(y)
1+iλΓˆ0(y)
. It is easy to see that q(y) is analytic on Td, and |q(y)| = 1 for
y ∈ Rd. We can rewrite
(20) q(y) = e−2piiζ(y),
where ζ is analytic on Td. Notice that ζ only depends on λ and E.
Next we will study the ergodicity of the analytical function, the proof is similar to the proof
in [10].
Let pnqn be the continued fraction approximants to α ∈ R\Q. Then
(21) ∀1 ≤ k < qn+1, dist(kα,Z) ≥ |qnα− pn|,
and
(22)
1
2qn+1
≤ ∆n := |qnα− pn| ≤
1
qn+1
.
We define an index β(α) for α ∈ R\Q,
(23) β(α) = lim sup
n→∞
ln qn+1
qn
.
Lemma 4.4. Let f : T = R/Z → R be a real analytical function on the strip {z : |ℑz| ≤ ρ}
and α ∈ R\Q. Suppose β(α) = 0. Then for any integer sequence {jk} such that
lim
k→∞
||jkα||R/Z = 0,
we have for x ∈ {z : |ℑz| ≤ ρ2} uniformly,
(24) lim
k→∞
(
jk−1∑
j=0
f(x+ jα)− jk
∫
T
f(x)dx) = 0.
Proof. By the assumption, one has |fk| ≤ Ce
−2piρ|k|, where fk is the Fourier coefficients of
f(x).
jk−1∑
m=0
f(x+mα)− jk
∫
T
f(x) =
∑
j 6=0
1− e−2piijjkα
1− e−2piijα
fje
−2pijx.
By the fact ||jkα||R/Z → 0, it suffices to show
(25)
∑
j 6=0
sup
k
|
1− e−2piijjkα
1− e−2piijα
fj|e
ρpi|j| <∞.
By (21),(22) and β(α) = 0, one has
||jα||R/Z ≥ ce
− ρ
4
|j|.
Thus
|
1− e−2piijjkα
1− e−2piijα
fj | ≤ Ce
ρ
4
|j|e−2piρ|j|
≤ Ce−
3piρ
2
|j|
This implies (25). 
9Now we concern the case β(α) > 0, by the definition, there exists a sequence {qnk} such
that
(26) qnk+1 ≥ e
3
4
βqnk .
Lemma 4.5. Let f : T = R/Z → R be a real analytical function on the strip {z : |ℑz| ≤ ρ}.
Given α ∈ R\Q, suppose β(α) > 0 and let ρ¯ = 130 inf{ρ, β}. Let
{tm}
∞
m=1 = {qnk , 2qnk , 3qnk , · · · , ℓkqnk}
∞
k=1,
where qnk given by (26) and ℓk = ⌊e
ρ¯qnk ⌋1. Then for x ∈ {z : |ℑz| ≤ ρ¯2} uniformly,
(27) lim
m→∞
(
tm−1∑
j=0
f(x+ jα)− tm
∫
T
f(x)dx) = 0.
Proof. First, we have
tm−1∑
j=0
f(x+ jα)− tm
∫
T
f(x) =
∑
j 6=0
1− e−2piijtmα
1− e−2piijα
fje
−2pijx.
By (22) and (26), one has
||tmα||R/Z ≤ ⌊e
ρ¯qnk ⌋||qnkα||R/Z
≤ Ceρ¯qnk e−3ρ¯qnk
≤ Ce−2ρ¯qnk .
This means ||tmα||R/Z → 0, then it suffices to show
(28)
∑
j 6=0
sup
m
|
1− e−2piijtmα
1− e−2piijα
fj |e
piρ¯|j| <∞.
Fix some tm = ℓqnk with 0 < ℓ ≤ e
ρ¯qnk .
Case 1: |j| = qn for some n.
If n ≤ nk − 1, by (22) and (26), one has
|
1− e−2piijtmα
1− e−2piijα
fj| ≤ C|j|ℓ
||qnkα||R/Z
||qnα||R/Z
|fj |
≤ C|j|ℓ
qn+1
qnk+1
|fj|
≤ C|j|eρ¯qnk
qnk
qnk+1
|fj| ≤ e
−2piρ¯|j|.
If n = nk, by (22) and (26), one has
|
1− e−2piijtmα
1− e−2piijα
fj | ≤ C|j|ℓ
||qnkα||R/Z
||qnkα||R/Z
|fj |
≤ C|j|ℓ|fj|
≤ e−2piρ¯|j|.
If n ≥ nk + 1, by (22) again, one has
|
1− e−2piijtmα
1− e−2piijα
fj | ≤ C
tm||jα||R/Z
||jα||R/Z
|fj |
≤ e−2piρ¯|j|.
1 ⌊ℓ⌋ denotes the smallest integer not exceeding ℓ
10 WENCAI LIU
Case 2:qn < |j| < qn+1 for some n.
If |j| ≥ 1ρ¯ ln qn+1, by (21) and (22), we have
|
1− e−2piijtmα
1− e−2piijα
fj | ≤ Cqn+1|fj |
≤ Ce−2piρ¯|j|.
If qn < |j| < qn+1 and |j| ≤
1
ρ¯ ln qn+1, let |j| = ℓ
′qn+j0 with |ℓ
′| ≤ ln qn+1qnρ¯ and 0 ≤ |j0| < qn′ .
Assume j0 6= 0, then by (21) and (22), one has
||jα||R/Z ≥ ∆n−1 − ℓ
′∆n
≥
1
Cqn
.
Thus we have
|
1− e−2piijtmα
1− e−2piijα
fj| ≤ Cqn|fj|
≤ e−2piρ¯|j|.
Assume j0 = 0, then |j| = ℓ
′qn with |ℓ
′| ≤ ln qn+1qnρ¯ . Applying the same proof as in the Case
1, we also have
|
1− e−2piijtmα
1− e−2piijα
fj| < e
−2piρ¯|j|.
The estimate (28) is easy to obtain from the above cases. 
The proof of Theorem 1.4
Proof. By Theorem 1.1 and Remark 1.5, it suffices to show that in regime R\[−cd, cd] (d = 1),
the spectral measures of surface Maryland model are supported on a Hausdorff dimension zero
set(we only prove the case for operator H). Let
(29)
B = {E : E ∈ R\[−4, 4] such that equation Hψ = Eψ has a polynomial bounded solution }.
By Sch’nol Theorem [3], B is a support of spectral measures restriction on (−∞,∞)\[−4, 4].
We will prove that B is a Hausdorff dimension zero set, which implies the Theorem directly.
Below is the details.
Let E ∈ B, then there exists a polynomial bounded solution of ψn,x of equation Hψ = Eψ.
By Theorem 4.1 and Lemma 4.3, we have (using (19))
(30) e−2piiζ(y)cˆ(y) = e−2piiθ cˆ(y + α),
where cˆ(y) is the Fourier transformation of a polynomially bounded vector c ∈ ℓ2(Z).
Case 1: β(α) = 0.
For any sequence {jk} such that limk→∞ ||jkα||R/Z = 0, iterate (30) jk times, we have
e−2pii
∑jk−1
j=0
ζ(y+jα)cˆ(y) = e−2piijkθ cˆ(y + jkα).
Notice that cˆ(y + jkα)→ cˆ(y) and combine with (24), one has
lim
n→∞
||jk(ζ0(E)− θ)||R/Z = 0,
where ζ0 =
∫
R/Z
ζ(y)dy. By the arbitrary of jk, we must have
ζ0(E) ∈ θ + αZ + Z.
11
Notice that ζ0(E) (non-constance) is analytical for E ∈ (−∞,∞)\[−4, 4], then set B only
contains countable set. Which means the Hausdorff dimension of B is zero.
Case 2: β(α) > 0.
By the definition of ζ(y), ζ(y) is analytical on the strip {z : |ℑz| ≤ ρ(E)}, where ρ(E) > 0
is uniform with respect to |E|− 4. Let {tm} be given by Lemma 4.5 and iterate (30) tm times,
we have
e−2pii
∑tm−1
j=0 ζ(y+jα)cˆ(y) = e−2piitmθ cˆ(y + tmα).
By (27) and the fact ||tmα||R/Z → 0, we get
lim
m→∞
||tm(ζ0(E)− θ)||R/Z = 0.
This implies for large k,
||qnk(ζ0(E)− θ)||R/Z ≤ e
− ρ¯
2
qnk ,
where ρ¯ has a uniformly nonzero lower bound depending on |E| − 4 and β(α).
It is easy to check the set {x ∈ R : ||qnkx||R/Z ≤ e
− ρ¯
2
qnk for large k} is a Hausdorff measure
zero set. In addition ζ0(E) is analytical for E ∈ (−∞,∞)\[−4, 4], we know B is also a
Hausdorff measure zero set.
For operator H+, we only need to replace the operator G0, Γ0 etc. with G
+
0 , Γ
+
0 etc. To
avoid repetition, we omit the proof. 
Appendix A. The proof of Theorem 4.1
The proof of Theorem 4.1
Proof. If ϕn is a nonzero polynomially bounded and solves equation (15), it is easy to compute
directly that ψn,x given by equation (16) is nonzero polynomially bounded and solves equation
(1).
To the converse, suppose ψn,x is nonzero polynomially bounded and solves equation (1),
this implies
(31) ((H0 − EI)ψ)(n,x) = −δ(x)λv(n)ψn,x.
Act G0 = (H0 − EI)
−1 on equation (31), one has
(32) ψ(n,x) = −
∑
η∈Zd
G0(n− η, x)λv(η)ψη,0.
Thus ψη,0 is a non-zero vector, and let x = 0 in (32), we obtain
ψ(n,0) = −
∑
η∈Zd
Γ0(n− η)λv(η)ψη,0.
This yields that ϕn given by (17) solves equation (15) and is nonzero polynomially bounded.
We complete the proof of Theorem 4.1. 
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