In the study of quantum limits to parameter estimation, the high dimensionality of the density operator and that of the unknown parameters have long been two of the most difficult challenges. Here I propose a theory of quantum semiparametric estimation that can turn the issues against each other and produce simple analytic quantum bounds, even when both dimensions are arbitrarily high and little prior information about the density operator is assumed. The theory is especially relevant to the estimation of a parameter that can be expressed as a function of the density operator, such as the mean of an observable, the fidelity to a pure state, the purity, or the von Neumann entropy. Potential applications include quantum state verification and optical imaging.
I. INTRODUCTION
The random nature of quantum mechanics has practical implications for the noise in sensing, imaging, and quantuminformation-processing applications [1] [2] [3] [4] [5] [6] . To derive their fundamental quantum limits, a standard approach is to compute quantum versions of the Cramér-Rao bound [1] [2] [3] [7] [8] [9] . In addition to serving as rigorous limits to parameter estimation, the quantum bounds have inspired new sensing and imaging paradigms that go beyond conventional methods [3] [4] [5] [6] 10] . The study of quantum limits has grown into an active research field called quantum metrology in recent years, building on the pioneering work of Helstrom [1] and Holevo [7] . A major current challenge is the computation of quantum bounds for high-dimensional density operators and highdimensional parameters, as the brute-force method quickly becomes intractable for increasing dimensions; see Refs. [11] [12] [13] [14] for a sample of recent efforts to combat the so-called curse of dimensionality. Most of the existing methods, however, ultimately have to resort to numerics for high dimensions. While numerical methods are no doubt valuable, analytic solutions should be prized higher for their ease of use and offer of insights, as with any study in physics. Unfortunately, except for a few cases where one can exploit the special structures of the density operators [1, 6, 7, [15] [16] [17] [18] , analytic results for high-dimensional problems remain rare in quantum metrology.
Here I propose a theory of quantum semiparametric estimation that can turn the problem on its head and deal with density operators with arbitrarily high dimensions and little assumed structure. The theory is especially relevant to the estimation of a parameter that can be expressed as a function of the density operator, such as the mean of an observable, the fidelity to a given pure state, the purity, or the von Neumann entropy. The density operator is assumed to come from an enormous class, its dimension can be arbitrarily high and possibly infinite, and the unknown "nuisance" parameters have a similar dimension to that of the density operator. Despite the seemingly bleak situation, the theory-which generalizes the classical case [19] [20] [21] -can yield surprisingly simple analytic results, precisely * mankei@nus.edu.sg; https://www.ece.nus.edu.sg/stfpage/tmk/ because of the absence of structure. The theory and the resulting quantum limits are ideally suited to scientific applications, such as state verification [22] [23] [24] and imaging [17, 18, 21, 25] , where it is prudent to assume little prior information.
be a family of density operators parametrized by a real multidimensional parameter θ = {θ j : j ∈ J }. The operators are assumed to operate on a common Hilbert space H, with an orthonormal basis
that does not depend on θ. Both J and Q are assumed to be countable and, for convenience, totally ordered. The family is also assumed to be smooth enough so that ∂ j = ∂/∂θ j can be interchanged with the operator trace tr in any operation on ρ(θ). Define a set of Hermitian operators {S j : j ∈ J } as the solution to
which denotes a system of equations ∂ j ρ = ρ • S j = (ρS j + S j ρ)/2, j ∈ J . All functions of θ in this paper are assumed to be evaluated implicitly at the same θ. {S j } are called the symmetric logarithmic derivatives in the quantum metrology literature, but here I call them score operators in accordance with the statistics terminology [19, 20] . Let the parameter of interest be a scalar β(θ) ∈ R; generalization for a vectoral β is straightforward via the concept of replicating spaces [20] but tedious and not attempted here. If |J | < ∞, a quantum version of the Cramér-Rao bound due to Helstrom [1] is
where ∂β and K have entries
5)
⊤ denotes the matrix transpose, and all vectors in this paper are column vectors. The Helstrom bound sets a lower bound on the estimation error for any quantum measurement and any unbiased estimator [1, 7, 9] . The estimation of β when θ contains infinitely many unknowns is called semiparametric estimation in statistics [19, 20] , although the same methodology applies to arbitrary dimensions. I now introduce a formalism of operator Hilbert spaces to offer a different perspective on the Helstrom bound. The formalism may seem daunting, but the payoff is substantial, as it will enable one to avoid the explicit computation of S and K −1 for a class of problems. In the following, I assume familiarity with the basic theory of Hilbert spaces and the mathematical foundations of quantum mechanics [7, 26, 27] .
Define the weighted inner product between two operators h 1 and h 2 as [7] To be precise, each Hilbert-space element is an equivalent class of operators {ĥ j : ĥ j −ĥ k = 0 ∀j, k}, although the distinction is important only if ρ is not full rank. Denote the orthocomplement of Z in Y as
where span denotes the linear span and I is the identity element. I will often replace I with 1 for brevity. In particular, the projection of any h ∈ Y into Z ⊥ is simply Π(h|Z ⊥ ) = h, 1 , where Π denotes the projection superoperator, and
The most important Hilbert space in estimation theory is the tangent space [19, 20] , generalized here as
where span(S) denotes the closed linear span of the scores. The condition T ⊆ Z requires the assumption K jj = S j , S j < ∞ for all j; the other requirements are satisfied because {S j } are Hermitian and S, 1 = tr ∂ρ = ∂ tr ρ = 0. A useful relation for any bounded operator h is
via Eq. (2.8.88) in Ref. [7] . Denote also the orthocomplement as
Another important concept in the classical theory is the influence functions [19, 20] , which I generalize by defining the space of influence operators as
Consider a positive operator-valued measure µ on a measurable space (X , Σ) and an unbiased estimatorβ : X → R that satisfies
(2.17) I call (µ,β) an unbiased measurement and both µ andβ should not depend on θ. Define the deviation operator with respect to (µ,β) as
It can be shown [7] that δ ∈ D if δ < ∞ and the estimation error satisfies
but note that an arbitrary δ ∈ D does not necessarily correspond to the deviation operator of any θ-independent measurement. A generalized Helstrom bound (GHB) can be expressed as
Proofs that Eq. (2.20) is equal to Eq. (2.4) if |J | < ∞ and K −1 exists can be found in Refs. [9, 28] . The following theorem gives a more general expression that is the cornerstone of this section.
21)
where δ eff , henceforth called the efficient influence, is the unique element in D given by
and Π(δ|T ) denotes the projection of any influence δ ∈ D into the tangent space T .
Proof. The proof is similar to the classical one [20] . First note that, since D ⊂ Z = T ⊕ T ⊥ , any δ ∈ D can always be decomposed into
This implies that S, δ eff = S, δ − h = S, δ = ∂β, and therefore δ eff ∈ D. Now the Pythagorean theorem gives
which means that min δ∈D δ 2 = δ eff 2 , and also that δ 2 = δ eff 2 if and only if h = δ − δ eff = 0, implying the uniqueness of δ eff as a minimizing element in D.
Before I apply the theorem to examples, I list a couple of important corollaries. The first corollary reproduces the original Helstrom bound given by Eq. (2.4) and is expected from earlier proofs in Refs. [9, 28] , but here I state explicitly how it is a special case of Theorem 1.
Proof. The invertibility of the Gram matrix K = S, S ⊤ means that {S j } are linearly independent in Z. An explicit formula for Π(δ|T ) is [19] δ eff = S, δ ⊤ S, S ⊤ −1 S, (2.25) leading to The second corollary, which gives a scaling of the bound with the number of copies and is easy to prove via K −1 , requires more effort to prove here if K −1 is to be avoided. 
where δ eff and GHB are those for the family {ρ} and U is a map defined as
Proof. Denote any concept discussed so far with the superscript σ if it is associated with {σ}. Define a subspace U Z ⊂ Z σ as
It can be shown that
so U Z is isomorphic to Z, and U is a unitary map from Z to U Z. It can also be shown that
given the isomorphisms. Now let
the norm becomes δ σ eff σ = δ eff / √ M , and the corollary ensues.
C. Examples
Theorem 1 is useful if an influence δ ∈ D can be found and Π(δ|T ) is tractable. To be specific, assume that the parameter of interest is a function β(ρ), and it can be differentiated to give a b ∈ Y that satisfies ∂β = S, b .
(2.34)
Then an influence is
For example, if β = tr ρY for a given (i.e., θ-independent) Y ,
Y can be an observable or a pure-state projection |ψ ψ| that makes β = ψ| ρ |ψ the fidelity. Another example is the purity β = tr ρ 2 , which gives ∂β = 2 tr(∂ρ)ρ = S, 2ρ , δ = 2(ρ − β).
(2.37)
The final example is the relative entropy β = tr ρ(ln ρ − ln σ) with respect to a given density operator σ, which gives
38)
where tr ρ∂ ln ρ = tr ∂ρ = 0 is assumed and can be checked for |Q| < ∞ by taking the trace of Eq. (6.32) in Ref. [8] . The von Neumann entropy is a trivial variation of this example. The next step is Π(δ|T ). If the family of density operators is large enough, T can fill the entire Z and the projection becomes trivial. To be specific, consider the orthonormal basis given by Eq. (2.2) . The most general parametrization of ρ is
42)
and a special entry θ 0r is removed from the parameters and set as θ 0r = 1 − q =r θ 0q , such that tr ρ = q θ 0q = 1. ∂ρ is then given by
The next theorem is a crucial step in deriving simple analytic results. F 0 implies that the experimenter knows nothing about the density operator, apart from the Hilbert space H on which it operates. If ρ has a high dimension, S would be intractable, let alone K −1 , but Theorems 1 and 2 turn the problem into a trivial exercise once an influence has been found, since a δ ∈ D ⊂ Z, such as those given by Eqs. Intriguingly, this expression coincides with the information variance that has found uses in other contexts of quantum information theory, such as quantum hypothesis testing [29, 30] . 
is in Z and orthogonal to all {S j }, resulting in T ⊥ = span(R). If R, δ = 0, δ remains in T . If not, 
R, δ becomes a vector of correlations of δ to the constraint observables, and R, R ⊤ becomes the covariance matrix for ξ.
E. Philosophy
The semiparametric philosophy is the polar opposite of the usual approach to the Helstrom bound. In the usual bottomup approach, one assumes a small family of density operators with a few parameters and computes Π(δ|T ) 2 that is determined by the overlap between δ and the scores. Here, one starts with a family so large that the tangent space cannot be bigger, computes δ 2 for a tractable δ, and then reduces it by Π(δ|T ⊥ ) 2 that is determined by the overlap between δ and the "antiscores" {R k }. The complexity of the problem thus depends on the size of the family, and the essential insight of this paper is that the problem can become simple again when the size is large enough. Of course, if the dimension of T ⊥ is large, the semiparametric approach also suffers from the curse of dimensionality. The medium-size families that have a large T as well as a large T ⊥ are the most difficult to deal with, as they may be impregnable from either end.
III. PARAMETRIC SUBMODELS
The direct approach in Sec. II has a few shortcomings. It requires a few assumptions that are difficult to check if the dimensions |J | and |Q| are high, such as smoothness of the density-operator family and bounded K jj . In particular, the density-operator family given by Eq. (2.39) becomes unwieldy if |Q| = ∞ and thus |J | = ∞. The proof of the important Theorem 2 also breaks down for |Q| = ∞ as it assumes bounded operators. These problems can be alleviated by the more elaborate but ultimately fruitful concept of parametric submodels [19, 20] .
Let M be a "mother" density-operator family. Denote the true density operator in the family as ρ ∈ M. A parametric submodel F τ is defined as a subset of M that contains the true ρ and has the parametric form of Eq. (2.1). To wit,
where φ denotes the parameter value at which τ (φ) = ρ is the truth. Within each submodel F τ , one can define scores in the same way as before by
Everything is evaluated at the truth ρ, so the scores and influences across all submodels in fact live in the same Hilbert space Z with respect to ρ. Define the semiparametric tangent space as the closed linear span of all the scores {S τ j } in all submodels, that is,
where S is the mother set of scores. An influence is now defined as any element that satisfies the unbiased conditions for all submodels with respect to all the scores in S. The semiparametric influence space can then be expressed as
4)
In particular, the deviation operator given by Eq. (2.18) for an unbiased measurement is in D, and ||δ|| 2 is a lower bound on its estimation error according to Eq. (2.19) . Theorem 1 can now be extended to work for the mother family.
Theorem 3. The semiparametric Helstrom bound for the mother family M is given by
5)
where the efficient influence δ eff is the unique element in D given by
6)
and T is the tangent space spanned by the scores of all parametric submodels of M.
Proof. The proof is identical to that of Theorem 1, except that the tangent space and the influence space are now the semiparametric versions given by Eqs. Before I can generalize Theorem 2 for |Q| = ∞, I need to be mindful of the unbounded operators in Z. The good news is that they are well defined as limits of bounded-operator sequences in Y, thanks to Holevo [7] ; just a minor modification is needed to make his result work for Z. Proof. Theorem 2.8.1 in Ref. [7] implies that, for any h ∈ Z ⊂ Y, there exists a Cauchy sequence {h n : h n op < ∞} ⊂ Y such that
To derive a sequence in Z from {h n }, consider meaning that {h ′ n } ⊂ B is also Cauchy and converges to h. As the argument applies to any h ∈ Z, B is dense in Z, and the lemma ensues.
With the concept of parametric submodels and Lemma 1, I can finally generalize Theorem 2 for infinite-dimensional quantum systems. This is also a more precise generalization of a classic result in semiparametric theory [19, Proof. Take any h ∈ B ⊂ Z, and construct from it the exponential model [9] τ (θ) = exp(θh/2)ρ exp(θh/2) tr exp(θh/2)ρ exp(θh/2) , (3.11) where θ ∈ R and the truth is at τ (0) = ρ. As h is Hermitian and bounded, exp(θh/2) is Hermitian, bounded, and strictly positive. As ρ is Hermitian, nonnegative, and unittrace, exp(θh/2)ρ exp(θh/2) is Hermitian, nonnegative, and trace-class [7, Theorem 2.7.2]. The denominator is finite because of the trace-class property, and tr exp(θh/2)ρ exp(θh/2) = tr ρ exp(θh) > 0, (3.12) because exp(θh) is strictly positive. Hence τ (θ) is a valid density operator for any θ ∈ R (although I need it to be valid only in the neighborhood of θ = 0). Since M 0 contains arbitrary density operators, {τ } is a parametric submodel of M 0 . It is straightforward to show that
so the score for this model is S τ = h. Define a submodel in the same way for every h ∈ B, such that all of the B elements are scores in the mother set, leading to B ⊆ S ⊆ T . As T is closed, the limit points of B must remain in T , and B ⊆ T . From Lemma 1, Z = B ⊆ T , and together with T ⊆ Z given by Eq. (3.3) , the theorem is proved.
A comparison of Theorems 2 and 4 shows how the parametric-submodel concept facilitates the proof. Instead of dealing with one large family such as Eq. (2.39), here one works backward from M 0 and comes up with ad-hoc and simple parametric submodels as demanded by the proof, until the tangent space becomes as big as it can be.
By virtue of Theorem 4, the examples in Sec. II C now work for M 0 in the same way they work for F 0 via Theorem 2. In particular, the influences given by Eqs. and derives T ⊥ = span(R) from the constraints. The philosophy put forth in Sec. II E still holds, except that the connection to the original Helstrom bound has grown even more remote, as the models no longer have explicit parametrizations.
IV. CONCLUSION
I have taken the first step in establishing a theory of quantum semiparametric estimation and showcased its power by producing simple analytic quantum bounds for problems with high or even infinite dimensions. Many open problems remain however. More extensions and applications of the theory remain to be worked out. The attainability of the proposed bound is a thorny issue [9, [31] [32] [33] [34] and only touched upon here.
The assumption of unbiased estimation is a drawback, and it remains to be seen whether the theory can be generalized to the Bayesian or minimax paradigm. Estimation of a vectoral β is another unexplored topic here. These problems may benefit from a study of alternative quantum bounds beyond the Helstrom type [7, 14, 28, 35, 36] . In view of Eq. (2.49), the connection of semiparametrics to other aspects of quantum information [30] is another interesting direction. In light of the richness and the wide applications of the classical semiparametric theory [19, 20] , this work has only scratched the surface of the full potential of quantum semiparametrics. It should open doors to further interesting results.
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