We present the first four years of BVRI photometry from an on-going survey to annually monitor the 
INTRODUCTION
The upper HR Diagram is populated by a number of evolved massive stars of different types.
They demonstrate mass loss and instabilities in varying degrees ranging from normal mass losing OB supergiants to high mass loss irregular events associated with Luminous Blue Variables (LBVs).
A recently recognized class of luminous transients, sometimes called supernova impostors (Van Dyk & Matheson 2012) , are associated with non-terminal giant massive stars eruptions (i.e the giant eruption of η Car) and possibly with the LBVs or S Doradus variables.
Very little is known about the progenitors of the SN impostors or the evolutionary state of many classes of high luminosity stars. Expanding the sample of candidates together with building a spectroscopic and photometric baseline of their behavior and physical parameters will yield more insight into these giant eruptions.
Surveys in the Milky Way are limited by interstellar extinction and uncertain distances. For this reason we initiated a spectroscopic survey to better categorize and identify the luminous star populations in several nearby galaxies. In a series of papers we have presented the results for M31 and M33 (Humphreys et al. 2013 Gordon et al. 2016; Humphreys et al. 2017 ). The target list was derived from recent surveys for luminous and emission line stars from Massey et al. (2006) , Valeev et al. (2010) and an unpublished Hα survey of M33 by Kerstin Weis. Our survey has cataloged all the known classical LBV stars and numerous LBV candidates and emission-line objects in both galaxies Since September 2012 we have imaged fields containing the spectroscopic survey targets. The photometry in this work builds on the Massey et al. (2006 Massey et al. ( , 2016 survey of M31 and M33 (see Section 2). Unlike their work, our survey is not intended to catalog every star down to a magnitude limit in both galaxies at a single epoch. It is instead a targeted survey of the most luminous stars and emission line stars to monitor their variability over the past five years and into the foreseeable future.
There are numerous photometric surveys of M31 and M33 that have sought to discover and characterize stellar variability. Most have focused on the discovery of Cepheid and RR Lyrae variables and consequently have had a shorter duration and quicker cadence than this survey. DIRECT Kaluzny et al. 1998 ) and WFCAM/INT (Ribas 2004 ) each monitored M31 for three years identifying and observing detached eclipsing binaries and Cephieds. Hartman et al. (2006) built a comprehensive catalog of variables in M33 with 27 nights over just 17 months. POINT-AGAPE , WeCapp (Fliri et al. 2006) , POMME (Fliri & Valls-Gabaud 2012) and Pan-Starrs/Pandromeda (Lee et al. 2014 ) each lasted 1-3 years and focused on micro-lensing events along the line of sight to M31. Lee et al. (2014) demonstrated that surveys with shorter duration and cadence, may be useful for identifying candidate LBVs but none of these preceding surveys were intended to build a long-term baseline into the future. At four years duration and counting, our survey has already surpassed the longest contiguous duration of previous efforts.
Section 2 describes how the survey is conducted and the photometry is measured from the images, including analysis of the errors and checks on the reliability of the catalog. Section 3 includes a brief discussion of significant results. The data are presented in Table 4 (with notes in Table 5 ), available in full online. We also host a hyper-linked version of the catalog at http://go.uis.edu/m31m33photcat. Table 1 gives a record of the 199 images of M31 and 77 images of M33 included in this work.
All images have an exposure time of 600 seconds. They are bias-corrected, dark-subtracted and flat-fielded. Bias corrections were made from a bias over-scan in each individual image. A masterdark was composed each night from at least three independent dark frames. From 2012 through 2015 flat-fielding was done with dome flats taken immediately following the images. Beginning in 2016, flat-fielding was done with sky flats taken during twilight on the same night. There is some low-level fringing in the I-band images (due to night sky OH emission) which has not been removed. WCS solutions were computed for each image using the astronmetry.net plate solving engine (Lang et al. 2010 ) and hand-checked for accuracy.
Almost all of the images were obtained under dark, steady, transparent atmospheric conditions with no Moon. Three images in May 2017 were obtained in twilight to confirm an outburst of AF And. The average width and shape of the PSF are most influenced by seeing and telescope tracking.
There is negligible variation of a focused PSF across the field. The seeing measured from the FWHM of the PSF typically ranged from 3-5 arcseconds (Table 1) .
PSF Fitting with DAOphot
In the images, some of the targets are crowded by their neighbors to the point where their pointspread-functions (PSFs) overlap significantly, making it difficult to obtain satisfactory brightness measurements with aperture photometry. In those crowded fields, PSF fitting photometry performs better. We experimented with several software packages and chose the DOAphot PSF fitting package in IRAF (Stetson 1987) . Relative to the other PSF fitting software we tested, DAOphot was able to model the PSFs and the background of our images more reliably and with less fine tuning. Tests with ensemble photometry on uncrowded fields produced comparable results using either DAOphot PSF fitting or traditional aperture photometry.
The star PSF for each image was modeled by DAOphot using a elliptical Gaussian. Parameters for the PSF (and their first order derivatives with respect to position on the image) were determined using no fewer than 20 bright stars hand-selected from those DAOphot suggested as the best in each image.
The stars in each image were identified using a combination of the daofind tool and LGGS catalog (Massey et al. 2016) . The LGGS has carefully identified all resolved and blended sources to a level fainter than the depth of our images. But the LGGS also does not include some of the foreground stars which are useful as photometric comparisons. So as a first pass DAOfind selected sources matching the gross PSF characteristics for the image at least 4σ above the modeled background.
The stars found by DAOfind were compared with the LGGS catalog down to a limiting magnitude estimated for that image (with consideration made for the combined brightness of stars blended with neighbors less than 1.0 arcseconds apart in the LGGS).
Stars in common to both the DAOfind list and LGGS were retained as acceptable for PSF fitting.
Most stars above the faint limit of the image that are present in the LGGS and not identified by DAOfind were added to the list. In very densely crowded fields (i.e. NGC 604 and the nucleus of M33) some LGGS stars above the brightness limit were excluded to alleviate intense confusion. Stars found in the first pass by DAOfind but not in the LGGS were added if they were brighter than 15th magnitude. Stars fainter than 15th magnitude from the first pass of DAOfind that are not in LGGS were considered carefully for inclusion on a case by case basis. Stars brighter than 12th magnitude are overexposed in the images. Those and others with saturated pixels in their PSF (i.e. very bright) were flagged and ignored.
Ensemble Photometry
Instrumental magnitudes (I) computed from the PSF fit were transformed to the standard magnitude system (M) via the equation:
The zero-point (Z) was computed for each image as the unweighted average of the difference between standard and instrumental magnitudes for an ensemble of comparison stars. δC is the color of AAST E X Multiepoch BVRI Photometry of Luminous Stars in M31 and M33 7 the target subtracted from the average color of the comparisons in the ensemble used to compute Z. The color term (K) for the telescope/filter/camera combination was determined from separate observations of star cluster M67 done at least once a year. We employed a time average of the K terms determined over the span 2012-2016 to increase their precision because there has been no significant change in those terms over that time (Table 2) . 
We used the method of Toone (2005) to select comparison stars from the AAVSO Photometric All Sky Survey DR9 (APASS) (Henden & Munari 2014; Henden et al. 2016) . APASS is an allsky photometric catalog covering stars between 7 -17 magnitude. The photometric comparisons selected from APASS had to meet the following criteria: 1) fainter than 12 mag, 2) have colors
) have published magnitudes in B, V and at least one other band 4) were separated from any neighboring stars by at least 5 arcseconds and 5) small magnitude errors relative to others stars in the same field. Ideally the comparison stars selected for each field would span the same range of brightness as the targets. However, most of the comparison stars selected were between 13 -16 magnitude because it was difficult to identify suitable comparison stars fainter than 16 mag in APASS fitting our criteria.
Only comparison stars with DAOphot PSF fits free of significant irregularities (i.e. due to cosmic ray hits or other artifacts) were included when calculating the photometric zero point for an image.
The photometric solutions for each image were also checked for comparison stars with significant systematic errors in their published brightness. Stars were rejected as comparisons on any image if they were consistently (across most images and epochs) more than 2.5 standard deviations offset from the calculated photometric zero point.
Among the 199 images of M31 there are 6 to 35 (15 on average) comparison stars identified in each field. On the 77 M33 images, there are between 5 and 10 (7 on average) identified on each. The data for the comparison stars are listed in Table 3 .
Occasionally, there is some overlap between images taken on the same night. When a target was measured on more than one image in the same filter on the same night the independent measures have been averaged into a single reported magnitude (flagged with an "A" in Table 4 ). The error given for averaged magnitudes is the sum of the individual errors added in quadrature and divided by the number of independent measurements. Steps were taken to resolve discrepancies in the few cases where there is a large (1.5 x the error) difference between two or more measurements of a target on the same night. The number of these instances was reduced to almost zero by rejecting measurements of any target within 3 PSF FWHM of the detector edge.
Magnitude Errors
The measured magnitudes were influenced by a combination of the errors in the instrumental magnitude (computed by DAOphot), the error in the zero-point and blending with other nearby stars. Blending with neighbors, which did not affect all targets, is discussed separately in Section 2.5. There is also some contribution to the error from uncertainty in the color term (K). However, those errors are very small since those terms are stable and have been determined to high precision.
The error in the zero-point was estimated from the standard deviation of the mean of the ensemble of comparisons for that image. Typical zero-point errors are 0.02 to 0.06 magnitudes in B and V ( Figure 1 ). The errors in the R and I tend to be larger because there is typically more uncertainty in the published comparison stars magnitudes in those filters.
The total magnitude error is plotted in Figure 2 as a function of star brightness for the targets and check stars. Under ideal circumstances the error in the photometric zero-point dominates the total error. Intense blending or low S/N can cause the errors to be larger. Total errors are larger for stars fainter than 18th magnitude because of lower SNR in their pixels relative to the background.
The stars with the highest errors are those significantly influenced by blending with neighbors (see Section 2.5). Most of the stars brighter than 18th magnitude with errors larger than 0.1 mag can be attributed to a handful of images of lesser quality. They represent a relatively small fraction of the measurements, with most errors in the B, V and R bands falling between 0.04 -0.07 mag. Errors in the I-band are higher (most falling between 0.05 -0.10 mag). This is consistent with the higher zero point errors in the I-band attributed to lower quality I-band photometry for comparison stars.
Check stars (stars of constant brightness with comparable flux relative to our targets) were identified to monitor for systematic errors in the photometric solution on individual images. The "expected value" for each check star is the average brightness observed across all epochs. The analysis only AAST E X Multiepoch BVRI Photometry of Luminous Stars in M31 and M33 11
Blending of Targets
Hypergiants and classical LBVs are found in and near clusters and star forming regions . In many cases blending can be resolved by DAOphot. Unresolved blending impacts 105 out of 199 targets in our survey. The concerns with unresolved blending separate into two categories:
1) unresolved blends that affect measured brightness of a target at a level equal to or less than the formal random error and 2) unresovled blends that could have an influence significantly larger than the random errors. The LGGS catalog (Massey et al. 2016 ) served as a valuable guide to for identifying and classifying unresolved blends.
Blends that are resolved include stars with neighbors with overlapping PSFs. DAOphot simultaneously fits the overlapping PSFs and removes the neighbor's influence from the target. The subtraction of the overlapping PSF is accounted for in the errors (which are modestly higher than if the star had no overlapping neighbors).
The first case of unresolved blending includes stars which have unresolved neighbors more than 3 magnitudes fainter than the target. An unresolved blend with a star that is fainter by 3 magnitudes or more contributes no more than -0.07 mag (comparable to or less than our random errors) to a measurement. The targets are among the most luminous stars so it is common to have faint unresolved neighbors contribute flux on the order of or less than the quoted errors.
In the second case, unresolved blends with neighbors of comparable brightness, can contribute upto -0.5 magnitudes or more to the measured flux. It is possible for a target to have unresolved neighbors which are much fainter in one band but of comparable brightness in other bands. For example, Var A1 in M31 is an unresolved blend with a LGGS star which is much fainter in V but comparable brightness in B, R, and I. As a result, Var A1 is flagged as an unresolved blend of the first type in V and as the second blend type in B, R and I.
Sometimes poor atmospheric seeing or other image quality issues can render a target unresolved from a neighbor which would be resolved under typical conditions. If the unresolved neighbor is more than 3 magnitudes fainter, that measurement is flagged as the first type of unresolved blending. If the temporarily unresolved neighbor is brighter, then the measurement is flagged with an "X" as unreliable (i.e. the first epoch of J004417.10+411928.0). It is possible for unresolved neighbors to cause low levels of variability that should not be attributed to the target itself. We advise discretion using this data with careful consideration given to the precision required for an analysis or application and how potential blends affect each target.
Targets in

VARIABILITY OF TARGETS
The survey is designed to measure changes in target brightness over several years. Considering the precision of the measurements, variability with an amplitude greater than 0.10-0.20 magnitudes will be detected by our survey. We assessed the variability of each target by analyzing the correlation of brightness fluctuations in separate filters. The limits employed in our assessment are intended to minimize false detection and provide a objective result with some bias in favor of brighter targets with smaller errors in individual measurements.
The linear correlation coefficient (R 2 ) was calculated comparing the BV, VR and BR band pairs for each target. We considered only those targets with at least four epochs of pairs to correlate.
Because of that restriction, I-band images were not used in this analysis. One hundred twenty (120) of the targets have at least four epochs of paired observations in all three of the bands. An additional thirty seven (37) stars had enough epochs in two of the three band pairs. The calculated R 2 factors and magnitude vs magnitude plots are available for each target as part of the hyper-linked version of the catalog at http://go.uis.edu/m31m33photcat.
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Targets exhibiting correlation between bands that could be variability were classified into two bins: "very likely" or "likely." Thirteen (13) targets considered "very likely" to be variable have an R 2 value greater than 0.70 in all three band pairs. An additional twenty (20) targets that exhibited an R 2 value greater than 0.70 in at least two band pairs were considered "likely" to be variable. Most of the "likely" variables had some correlation (0.70 < R 2 < 0.50) in the other band pairs but either had too few epochs with enough paired measurements and/or large errors in individual brightness measures which prevented them from being considered "very likely." Human inspection confirmed variability in all the light curves of the targets classified "likely" and "very likely" (Table 6 ). Table 7 summarizes the detected variables by spectral classification ).
Known classical LBVs have the largest incidence of detected variability via band correlation (78%).
Intermediate spectral types (YSG and warm hypergiants ) have an higher incidence of detected variability (20%-23%) compared with earlier spectral types (OB supergiants and
Of/WN stars = 0%-11% ). It is unclear if this is significant since the temporal sampling rate, magnitude errors and bias against detection of variability in fainter targets must be considered to properly interpret this result. have not yet exhibited a period of significant brightening and spectral change associated with a classic S Doradus eruption. Var C in M33 and M31-004526.62 (Humphreys et al. 2015) have erupted during the period of the survey. There is also evidence that AF And began an outburst between 2015 -2017 (Martin et al. 2017a,b) . We are confident that this survey is capable of detecting S Dor variability in any of the candidates which would qualify them as a definite classical LBV. Many LBVs also exhibit Alpha Cygni type variability outside of their eruptive state (see van Genderen & Sterken (2002) and references therein). Most of the classical LBVs not in outburst and at least three of the candidate LBVs clearly exhibit this behavior.
CONCLUSIONS AND FUTURE WORK
The first four years of our long-term survey of the most luminous stars in M31 and M33 has produced multiepoch photometry for 199 targets in four broad-band filters with 0.05 -0.10 mag precision. Using the correlation between bands we detected 33 possible variables, including at least two classical LBVs in eruption. The addition of more epochs to will increase our sensitivity to detect long-term variability.
With four years completed and the fifth starting soon, our survey is the longest duration survey of M31 and M33 to date. We will continue to image fields containing our targets at least once a year for the foreseeable future. As the number of epochs in the survey grow we will confirm the variability of more luminous stars and build a baseline of their photometric behavior. The data are available online at http://go.uis.edu/m31m33photcat. Software: astronometry.net (Lang et al. 2010) , DAOPHOT (Stetson 1987) , gnuplot (http:// gnuplot.info/), IRAF (Tody 1986) 6. DATA TABLES b Orientation of ascending row axis measured east of north in degrees. The rotation of the images changed year to year as a result of wear on the adapter holding the camera to the telescope.
c A rough completeness limit estimated from peak of the magnitude frequency distribution for the image. It may be possible to measure some stars as much as 0.5-1.0 magnitude fainter on the image.
d These three images in May 2017 were taken under twilight conditions with a bright sky.
Note-All exposures were 600 seconds in duration.
Note- Table 1 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content. Table 3 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content. Table 4 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content.
Note-Flags after each magnitude note the following: T = magnitude not transformed because no valid color at that epoch, A = two measurements averaged into the reported value (see text), b = blending may impact the reported magnitude by less than the reported error, B = blending may impact the reported magnitude by more than the reported error but there is a good chance that the measurement may still be reliable, X = poor image quality renders this measurement unreliable. LGGS stars >3.5 magnitudes fainter within 5 arcseconds.
J004350.50+414611.4 M31-004350.50
No blend concerns.
Note- Table 5 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content. a Number of epochs in calculated correlation given in parentheses. Magnitude pairs with fewer than 4 epochs are not considered.
b Spectral classification from Humphreys et al. (2017) .
