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ABSTRACT
POLARIZATION INCLUDED GEOMETRY BASED
CHANNEL MODELING FOR MIMO SYSTEMS
Keziban Akkaya
M.S. in Electrical and Electronics Engineering
Supervisor: Prof. Dr. Ayhan Altıntas¸
September 2008
Most of the studies in the literature about channel modeling do not include
the polarization. Aiming to develop a more realistic geometric model including
polarization, the channel characteristics are examined using measurement data.
Each multipath in the measurement data is modeled with a scatterer. Locations
of scatterers are determined in the geometry based single bounce model. Then,
each scatterer is replaced by a thin impedance disc. Electrical properties, sizes
and orientations of discs are obtained using physical optics approximation. Using
the channel model, XPD characteristics of the environment are examined. As a
result of this study, a channel model for characterizing the general scenarios as
much as possible is developed.
Keywords: Multiple Input Multiple Output (MIMO), Channel Modeling ,




MIMO SI˙STEMLER I˙C¸I˙N POLARI˙ZASYON I˙C¸EREN
GEOMETRI˙K KANAL MODELLEMESI˙
Keziban Akkaya
Elektrik ve Elektronik Mu¨hendislig¯i Bo¨lu¨mu¨ Yu¨ksek Lisans
Tez Yo¨neticisi: Prof. Dr. Ayhan Altıntas¸
Eylu¨l 2008
Literatu¨rdeki kanal modellemesi c¸alıs¸malarının c¸og˘u polarizasyon ic¸ermemektedir.
Polarizasyon etkilerini ic¸eren daha gerc¸ekc¸i bir kanal modeli gelis¸tirmek amacıyla,
o¨lc¸u¨m sonuc¸ları kullanılarak kanalın davranıs¸ı incelendi. O¨lc¸u¨mde yer alan
her bir c¸oklu yol bir sac¸ınım nesnesi olarak modellendi. Sac¸ınım nesnelerinin
yerleri hesaplandı ve bu nesneler ince empedans diskleriyle modellendi. Disklerin
elektriksel o¨zellikleri, boyutları ve yo¨nlenmeleri ﬁziksel optik teorisi kullanarak
elde edildi. Elde edilen kanal modeli kullanılarak ortamın kars¸ı polarizasyon
ayrıs¸ım o¨zellig˘i incelendi. Bu c¸alıs¸ma sonunda genel senaryoların kanal
o¨zelliklerini mu¨mku¨n oldug˘unca karakterize eden bir kanal modeli elde edilmis¸tir.
Anahtar Kelimeler: C¸ok Giris¸li C¸ok C¸ıkıs¸lı, Kanal Modelleme, Polarizasyon,
Kars¸ı Polarizasyon Ayrıs¸ımı, Fiziksel Optik, Is¸ın I˙zleme Metodu
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to my eternal beloved one...
Chapter 1
Introduction
Recently multiple input multiple output (MIMO) systems have drawn increasing
attention in the literature due to increased channel performance and capacity.
MIMO systems require the use of antenna arrays at both the receiver and the
transmitter. Each receiver antenna collects all the signals propagating from
multiple transmitter antennas. A schematic illustration of MIMO system is
shown in Figure 1.1.
TX Antenna Array RX Antenna Array
Figure 1.1: Schematic illustration of MIMO system
Since MIMO techniques are still under development, working on easy and
meaningful methods for the modeling of MIMO channels has gained much
importance [1]. Increasing number of antennas provides spatial diversity but
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on the other hand increases the spatial dimensions since there is a limitation
on the separation between neighboring antennas. A number of spatial channel
models are studied in the literature. For the systems with limited space, the
use of dual polarized antennas is an eﬀective alternative. But, only a limited
number of polarization included channel models have been investigated. This is
because coupling eﬀect between orthogonal polarizations caused by scatterers is
a complex process [2].
Using measurement results, [3] and [4] show that dual polarization systems
improve channel performance compared to the single polarization systems. Also,
in Ricean channels, dual polarized systems have better performance [5]. These
improvements in system performance encourage people to work on polarization
included channel modeling. Mainly these works are based on measurements and
geometrical representation of the channel is not considered. A more accurate
polarization included geometric channel model is an issue still being discussed.
In [6], polarization characteristics of indoor ultrawide band channel are examined
using channel measurements. In [7] and [8], electromagnetic scattering MIMO
channel model is formulated using directional properties of several objects.
Scatterings of cylinders and spheres are calculated separately by including
amplitude and directional properties of propagating signals yielding long and
complex calculations. A volumetric MIMO channel model is presented in [9]. It
is a numerical approach for multipath scattering channels and channel consists
of ﬁnite spatial volumes for transmitting and reception. In [2], a stochastic
geometry-based MIMO scattering model is built using polarization matrices
which are composed of random numbers whose distributions are obtained from
measurements. In [10], polarization characteristics of the MIMO channel are
investigated using polarization rotation angle between the transmitter and
the receiver without a geometrical representation. In [11], a MIMO cross
polarized channel is presented to examine the dependence of cross polarization
discrimination on distance using measurements.
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In this thesis, we propose a polarization included geometric channel
model. For this purpose, measurement campaign carried by Elektrobit Testing
Corporation is used. Measurement data consist of several scenarios and
each indoor MIMO scenario includes particular number of multipaths. Using
the measurement data, channel parameters are estimated for each multipath
component (MPC) and each MPC is modeled as single bounce scatterer model.
Hence, locations of scatterers are found using single bounce model estimation.
After all scatterer locations are calculated, synthetic scenarios are constituted
to decide on which multipaths can be represented with single bounce model.
Electrical properties, shapes and orientations of the scatterers are obtained from
scattering coeﬃcients of these scatterers. These scatterers are modeled with discs
and sizes of the discs are calculated using physical optics (PO). So, each scatterer
is characterized physically and electrically. Hence, this channel model can be
used to model any environment with all parameters determined accurately. It is
a good tool to handle more complicated problems.
This thesis is arranged as follows. In Chapter 2, information about
measurement campaign is given; in Chapter 3, the geometric MIMO channel
model which includes polarization properties is described; in Chapter 4, this
channel model is used to investigate the polarization properties of a scenario
using cross polarization discrimination. The result is compared with ray tracing






This chapter describes the indoor measurement campaign carried out in June
2005 by Elektrobit Testing Corporation, Oulu, Finland [12]. The campaign
consists of stationary spot measurements at 5 GHz frequency band using a
Channel Sounder located on the 4th ﬂoor in Information Technology Department,
in the main building of University of Oulu.
2.2 Environment and Measurement
The measurement site is a typical oﬃce environment with straight corridors and
oﬃce rooms at both sides of the corridor. The building is made of concrete and
steel. The room height is around 2.7m. Indoor walls are constructed of partly
lightweight plaster and partly concrete. There are both line-of-sight (LOS) and
non-line-of-sight (NLOS) scenarios.
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There are 5 diﬀerent scenario types shown below:
Table 2.1: List of measurement scenarios
Scenario Type Number of Measurements
1 Room-Corridor NLOS 6 Static Spots
2 Room-Room NLOS 1 Static Spot
3 Room-Room LOS 1 Static Spot
4 Corridor-Corridor LOS 2 Static Spots
5 Corridor-Corridor NLOS 2 Static Spots
Measurement data consist of so called raw data ﬁles including received
IQ (In-phase and Quadrature) data. These data are further converted into
Matlab compatible impulse response ﬁles and channel parameter estimates
obtained using ISIS. ISIS is the processing tool of Elektrobit Testing Corporation.
Parameters used in modeling (angles of arrival and departure and time delay) are
estimated from these raw data using Space Alternating Generalized Expectation
(SAGE) Algorithm which is already included in ISIS.
2.3 Sounder Setup
Two sets of transmitter and receiver modules are used. 50 Omni directional
antenna elements (25 dual-polarized antennas) and 32 omni directional antenna
elements (16 dual-polarized antennas) are used at the transmitter and the
receiver, respectively. The frequency of operation is 5.25 GHz.
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2.3.1 Transmitter Antenna
Figure 2.1: Antenna used as transmitter
Table 2.2: Transmitter antenna settings
Frequency/Bandwidth 5.25 GHz/ 8 %(420MHz)
Radiation ∓ 180 ◦ Azimuth /−70 ◦+90 ◦ Elevation
Antenna Type Dual polarized (∓ 45 ◦) patch array, 50 elements
(2x25)
Arrangement of Elements 2 rings of 9 elements, slanted ring of 6 elements
plus 1 element on top
2.3.2 Receiver Antenna
Figure 2.2: Antenna used as receiver
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Table 2.3: Receiver antenna settings
Frequency/Bandwidth 5.25 GHz/ 8 %(420MHz)
Radiation ∓ 70 ◦ Azimuth ; ∓ 70 ◦ Elevation
Antenna Type Dual polarized (∓ 45 ◦) patch array, 32 elements
(2x16)
Arrangement of Elements 4x4 square
2.3.3 Sounder Settings
Table 2.4: Channel sounder settings
Center Frequency 5.25 GHz
Transmit Power +26 dBm ALC/AGC enabled, front
end attenuator 0 dB
Bandwidth 200 MHz null-to-null
Sampling Frequency 200 MHz I and Q
Number of TX Antenna Elements 50
Number of RX Antenna Elements 32
Number of Channels 1600 MIMO channels (50x32)
Channel Sample Rate(trigger rate) 4 Hz
Maximum Doppler Shift NA
2.4 Measurement and Scenario Parameters
During the measurements, scenario parameters listed in Table 2.5 are used. 12
diﬀerent scenarios are constituted and number of cycles used in each scenario is
shown in Table 2.6. Each cycle is 5 nsec period in which a single measurement
is taken. Transmitter and receiver locations are shown in Figures 2.3, 2.4, 2.5,
2.6, 2.7 and 2.8, for each scenario.
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Table 2.5: Scenario settings
Frequency Band 5.25 GHz / 200MHz
RX Locations see scenario ﬁgures
RX Antenna Height 2.1-2.5m (c.a. 20cm below ceiling) To be
determined within 1 cm accuracy
TX Location see scenario ﬁgures
TX Antenna Height 1 m
Max. Path Distance 100 m (approx.)
Mobile Speed 0 m/s
Scatterer Speed 0.1 m/s
Number of Measurements 12
Table 2.6: Measurement ﬁle
# ScenarioDesignation TXLocation RXLocation #ofCycles
1. Room-to-corridor NLOS BS1 s68 444
2. Corridor-to-corridor LOS BS1 s72 436
3. Corridor-to-corridor NLOS BS1 s73 476
4. Room-to-corridor NLOS BS2 s79 444
5. Room-to-corridor NLOS BS2 s81 335
6. Room-to-corridor NLOS BS2 s82 444
7. Room-to-room NLOS BS3 s87 452
8. Room-to-corridor NLOS BS3 s88 452
9. Room-to-corridor NLOS BS3 s90 448
10. Corridor-to-corridor NLOS BS4 s124 223
11. Corridor-to-corridor LOS BS4 s125 236
12. Room-to-room LOS BS5 s143 204
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Figure 2.3: Scenario 68, 72 and 73
Figure 2.4: Scenario 79, 81 and 82
Figure 2.5: Scenario 87, 89 and 90
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Figure 2.6: Scenario 124
Figure 2.7: Scenario 125
Figure 2.8: Scenario 143
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2.5 SAGE Algorithm
As mentioned before, SAGE Algorithm is used to process raw data. The
algorithm is used to ﬁnd specular paths with multiple parameters. Delay, azimuth
and elevation angles, polarizations and the complex amplitude of a known
received signal are estimated [13]. These estimated parameters are used to model
the channel. The algorithm is based on two steps: expectation (E-step) and
maximization (M-step) steps. The E and M steps are repeated until convergence






Since the MIMO channel is one of the determining part of the communication
system, eﬃcient models are strongly required. Models are used to reﬂect the
general properties of the MIMO channel for many diﬀerent scenarios. There are
diﬀerent types of models in the literature.
In geometry-based stochastic models, the geometrical localization of
scatterers are determined and the rest of the parameters of the propagation
paths are deﬁned in a stochastic way. Non-geometric stochastic models describe
and determine physical parameters (angles of arrival and departure, delay, etc.)
by using probability distribution functions. In deterministic physical models, the
channel is modeled by ray tracing or ray launching which has to be site-speciﬁc.
Another way to generate the channel model is measurement-based deterministic
MIMO channel modeling. In this approach, the location of scatterers are
identiﬁed from measurements [1].
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Most of the channel models do not include polarization properties and
the geometrical representation. To include polarization, each path has to
be described in terms of two orthogonal polarizations. Because vertically
polarized waves are converted into vertically and horizontally polarized waves and
horizontally polarized waves are converted in the same way, too. This is because
of the eﬀect of the scatterer and modeling polarization can have a signiﬁcant
impact on the model complexity where in some models cross polarization ratio
is treated as a random variable [1].
Proposed 3D geometric channel model in this work oﬀers a solution to
modeling polarization. In order to describe a realistic model, measurement
campaign is used. Measurement data consist of channel parameter estimates like
angles of arrival and departure and time delay. Using these parameters, scatterer
coordinates are estimated under the single bounce assumption. Electrical
properties, shapes and orientations of scatterers are obtained using Physical
Optics. So each scenario can be represented with a ﬁnite number of scatterers
for which locations, shapes, electrical properties and orientations are known.
3.2 Estimation of Geometric Coordinates of
Scatterers
Post-processed measurement data consist of a particular number of MPCs. Each
MPC is a combination of several reﬂections and diﬀractions. Locations and the
number of reﬂections and diﬀractions are not known. But, angles of arrival
and departure and time delay are estimated actually. So, using these estimated
parameters, each MPC is modeled as a single bounce from a scatterer. Single
bounce model is illustrated in Figure 3.1. The relevant parameters of the single














Figure 3.1: Receiver-scatterer-transmitter scenario
Xr : x coordinate of Receiver Antenna
Yr : y coordinate of Receiver Antenna
Zr : z coordinate of Receiver Antenna
Xt : x coordinate of Transmitter Antenna
Yt : y coordinate of Transmitter Antenna
Zt : z coordinate of Receiver Antenna
Xs : x coordinate of Scatterer
Ys : y coordinate of Scatterer
Zs : z coordinate of Scatterer
θAoA : Angle of Arrival in Elevation Plane
φAoA : Angle of Arrival in Azimuth Plane
θAoD : Angle of Departure in Elevation Plane
φAoD : Angle of Departure in Azimuth Plane
d1 : Distance between Transmitter Antenna and Scatterer
d1 : Distance between Receiver Antenna and Scatterer
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In the single bounce model, incident wave coming from the transmitter
antenna reaches the scatterer; then it scatters from the scatterer and propagates
to the receiver. The geometry is shown in Figure 3.1. If a MPC in the
measurement data is assumed to be a single bounce wave, then the parameters
θAoA, θAoD, φAoA, φAoD and the time delay obtained from the post-processing of
the measurement data ﬁt well to the single bounce channel model and therefore
it is modeled accurately.
In the multi-bounce model, incident wave coming from the transmitter
antenna reaches the scatterer; then it scatters and reaches to the other
scatterer(s) and propagates to the receiver. The double and the triple bounce
cases are shown in Figures 3.2 and 3.3, respectively. If a MPC in the measurement
data has multi scattered components, some of the parameters like θAoA, θAoD,
φAoA, φAoD and the time delay will be incorrect when a single bounce model
is used to represent the situation. As seen from Figure 3.4, double bounce is
estimated using single bounce model shown with dashed line. If the position
of the single scatterer is found such that time delay of the path is the same,
other channel parameters like angles of arrival and departure will be estimated
incorrectly. Hence, the measurement data will not ﬁt to the model exactly. As
the number of bounces increases, it gets diﬃcult to model it with a single bounce


















Figure 3.4: Geometry of double bounce, modeled with single bounce
A MPC beyond the error criterion is deemed as a path that can not be
modeled with single bounce case, it should be modeled with multi bounce model.
Since multi bounce models are complicated, single bounce model is used in this
study for the MPCs within the desired error range. For this purpose, some of
the parameters are assumed to have priority when compared to the remaining
ones. The details of the computation are given below. Referring to Figure 3.1,
the channel parameters are expressed in terms of the Cartesian coordinates of
the transmitter, receiver and the scatterer. Related equations are given below:
θAoA = arctan[
√
(Xs −Xr)2 + (Ys − Yr)2
(Zs − Zr) ], (3.1)
θAoD = arctan[
√
(Xs −Xt)2 + (Ys − Yt)2







(Xs −Xt) ]. (3.4)
Total distance traveled is the sum of d1 and d2 in Figure 3.1. The time delay
corresponding to the total distance is calculated using
c · τ =
√
(Xs −Xr)2 + (Ys − Yr)2 + (Zs − Zr)2
+
√
(Xs −Xt)2 + (Ys − Yt)2 + (Zs − Zt)2 (3.5)
where τ is the time delay from the transmitter to the receiver and c is the speed
of light.
Since measurement data may not be a single bounce, we need all of these
equations to deﬁne the situation. Otherwise, we can deﬁne the case using
four equations. These ﬁve equations deﬁne all the parameters of the problem.
However, it appears that there is no unique solution for a single bounce model
since there are ﬁve equations (Equations 3.1, 3.2, 3.3, 3.4 and 3.5) and three
unknowns (Xs, Ys, Zs) and the equations are not linear. The choice of which
equation is solved ﬁrst becomes very important. For this purpose, percentage






By looking at percentage diﬀerence errors of the parameters, we decided on the
sequence of formulas to be used. Combinations of ﬁve equations and parameters,
their solutions and results are given in the next section. The time delay is
the most important parameter in terms of channel modeling since reasonable
locations for scatterers are estimated. The decisive criterion on the number of
multipaths to be included in the model is the value of percentage delay error.
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3.3 Diﬀerent Solutions to Coordinate Equations
Table 3.1: Combination of diﬀerent kinds of solutions
Solution Type Solution and Parameter Order
Solution1-1 Equation 3.5 Equation 3.3 Equation 3.1
Equation 3.4 Equation 3.2
Xs Ys Zs
Solution1-2 Equation 3.5 Equation 3.3 Equation 3.5
Equation 3.4
Xs Ys Zs
Solution2-1 Equation 3.5 Equation 3.1 Equation 3.5
Equation 3.2
Xs Zs Ys
Solution2-2 Equation 3.5 Equation 3.1 Equation 3.3
Equation 3.2 Equation 3.4
Xs Zs Ys
Solution2-3 Equation 3.5 Equation 3.1 Equation 3.1
Equation 3.2 Equation 3.2
Xs Zs Ys
Solution3-1 Equation 3.5 Equation 3.3 Equation 3.5
Equation 3.4
Ys Xs Zs
Solution3-2 Equation 3.5 Equation 3.3 Equation 3.1
Equation 3.4 Equation 3.2
Ys Xs Zs
Solution4-1 Equation 3.5 Equation 3.1 Equation 3.5
Equation 3.2
Ys Zs Xs
Solution4-2 Equation 3.5 Equation 3.1 Equation 3.3
Equation 3.2 Equation 3.4
Ys Zs Xs
Solution4-3 Equation 3.5 Equation 3.1 Equation 3.1
Equation 3.2 Equation 3.2
Ys Zs Xs
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Solution Type Solution and Parameter Order
Solution5-1 Equation 3.5 Equation 3.5 Equation 3.3
Equation 3.4
Zs Xs Ys
Solution5-2 Equation 3.5 Equation 3.5 Equation 3.1
Equation 3.2
Zs Xs Ys
Solution6-1 Equation 3.5 Equation 3.5 Equation 3.3
Equation 3.4
Zs Ys Xs
Solution6-2 Equation 3.5 Equation 3.5 Equation 3.1
Equation 3.2
Zs Ys Xs
Solution6-3 Equation 3.5 Equation 3.5 Equation 3.5
Zs Ys Xs
15 diﬀerent solutions are shown in Table 3.3. The parameter and the equation
in the second column is solved ﬁrst. In the next step, the parameter and the
equation in the third column is solved and ﬁnally fourth column is solved.
Solution order of equations and the sequence of parameters are very important.
Some of the solution types do not yield real valued solutions and some give
unreasonably big parameters. All solution types are processed over 444 cycles
for scenario 68 and 436 cycles for scenario 72.
Each cycle includes approximately 50 MPCs and each ISIS processed MPC
has parameters like θAoA, θAoD, φAoA, φAoD and τ . Using the parameters,
estimated locations of scatterers (Xs, Ys, Zs) are calculated using Equations 3.1,
3.2, 3.3, 3.4 and 3.5. Finally, using Equation 3.5 and calculated scatterer
locations, estimated time delay is found. Diﬀerence of the actual and the
estimated delay is used to determine percentage delay error. This procedure is
applied to every MPC in each cycle. Number of multipaths within 10 percentage
delay error are considered as distinctive criterion. For the moment 10 percentage
delay error is chosen, but a detailed study for deciding on the percentage delay
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error will be explained in the next section. The schematic illustration of the ﬂow
of the procedure is shown below:
Raw












Figure 3.5: Schematic illustration of the procedure
For each cycle, the number of multipaths within the desired range is calculated
and averaged over 444 cycles for scenario 68 and 436 cycles for scenario 72,
seperately. Aim is to ﬁnd the most appropriate procedure for single bounce
modeling and criterion is the highest average number of multipaths. MATLAB
is used as processing tool. Results are presented in detail below.
3.3.1 Solution 1-1
In this solution type Xs, Ys, Zs are found respectively by using Equation 3.5,
Equations 3.3-3.4 and Equations 3.1-3.2, respectively.
Using Equation 3.3 and then Equations 3.1 and 3.7, we get
(Ys − Yr) = tanφAoA(Xs −Xr) (3.7)
and
(Zs − Zr) = |Xs −Xr|
√




Similarly, using Equation 3.4 and then Equations 3.2 and 3.9, we get
(Ys − Yt) = tanφAoD(Xs −Xt) (3.9)
and
(Zs − Zt) = |Xs −Xt|
√
1 + tan2 φAoD
tan θAoD
(3.10)
If we insert Equations 3.7, 3.8, 3.9 and 3.10 into Equation 3.5, we obtain
cτ = |Xs −Xr|
√
1 + tan2 φAoA +





1 + tan2 φAoD +
1 + tan2 φAoD
tan2 θAoD
(3.11)
Only unknown Xs is found from this equation. Then, Ys is found from
Equations 3.7 and 3.9 as follows:
Ys = Yr + tanφAoA(Xs −Xr) (3.12)
Ys = Yt + tanφAoD(Xs −Xt) (3.13)
Finally, Zs is found as
Zs = Zr +
√
(Xs −Xr)2 + (Ys − Yr)2
tan θAoA
(3.14)
Zs = Zt +
√
(Xs −Xt)2 + (Ys − Yt)2
tan θAoD
(3.15)
Note that two diﬀerent values of Ys are obtained from Equations 3.12 and
3.13. Similarly, two diﬀerent values of Zs are obtained from Equations 3.14 and
3.15. Therefore, there are 4 diﬀerent solution sets. This procedure gives real Xs,
Ys and Zs values. But the number of multipaths within the desired range is not
high enough. Hence, this procedure is considered as inappropriate for our model.
3.3.2 Solution 1-2
In this solution type Xs, Ys, Zs are found respectively by using Equation 3.5,
Equations 3.3-3.4 and Equation 3.5 respectively. Xs and Ys are found in the
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same manner explained in Subsection 3.3.1. Using the values of Xs and Ys, Zs
is found from Equation 3.5.
Note that two diﬀerent values of Ys are obtained from Equations 3.12 and
3.13. Two diﬀerent values of Zs are obtained from the second order solution of
Equation 3.5. Therefore, there are 4 diﬀerent solution sets. This procedure gives
reasonable Xs and Ys values but could not ﬁnd a Zs solution to every Xs-Ys pair.
So, this method is considered as inappropriate for our model.
3.3.3 Solution 2-1
In this solution type Xs, Zs, Ys are found respectively by using Equation 3.5,
Equations 3.1-3.2 and Equation 3.5 respectively. Xs is found in the same manner
explained in Subsection 3.3.1. Zs is found as follows
Zs = Zr +
|Xs −Xr|
√
1 + tan2 φAoA
tan θAoA
(3.16)
Zs = Zt +
|Xs −Xt|
√
1 + tan2 φAoD
tan θAoD
(3.17)
Using the values of Xs and Zs, Ys is found from Equation 3.5.
Note that two diﬀerent values of Zs are obtained from Equations 3.16 and
3.17. Two diﬀerent values of Ys are obtained from the second order solution of
Equation 3.5. Therefore, there are 4 diﬀerent solution sets. This procedure gives
reasonable Xs and Zs values but could not ﬁnd a Ys solution to every Xs-Zs
pair. If only percentage delay error is 0, it ﬁnds a solution otherwise not. So this
procedure is considered as inappropriate for our model.
3.3.4 Solution 2-2
In this solution type Xs, Zs, Ys are found respectively by using Equation 3.5,
Equations 3.1-3.2 and Equations 3.3-3.4 respectively. Xs is found in the same
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manner explained in Subsection 3.3.1. Zs is found using Equations 3.16 and
3.17. Finally , Ys is found from Equations 3.12 and 3.13.
Note that two diﬀerent values of Zs are obtained from Equations 3.16 and
3.17. Similarly, two diﬀerent values of Ys are obtained from Equations 3.12 and
3.13. Therefore, there are 4 diﬀerent solution sets. This procedure gives real Xs,
Zs and Ysvalues. But the number of multipaths within the desired range is not
high enough. So this procedure is considered as inappropriate for our channel
model.
3.3.5 Solution 2-3
In this solution type Xs, Zs, Ys are found respectively by using Equation 3.5,
Equations 3.1-3.2 and Equations 3.1-3.2 respectively. Xs is found in the same
manner explained in Subsection 3.3.1. Zs is found using Equations 3.16 and
3.17. Finally, using Equations 3.1 and 3.2, Ys is found as follows:
Ys = Yr +
√
(Zs − Zr)2 tan2 θAoA − (Xs −Xr)2 (3.18)
and
Ys = Yt +
√
(Zs − Zt)2 tan2 θAoD − (Xs −Xt)2 (3.19)
Note that two diﬀerent values of Zs are obtained from Equations 3.16 and 3.17.
Similarly, two diﬀerent values of Ys are obtained from Equations 3.18 and 3.19.
Therefore, there are 4 diﬀerent solution sets. This procedure gives real Xs, Zs
and Ys values. But the number of multipaths within the desired range is not
high enough. So Solution2-3 is considered as inappropriate for our model.
3.3.6 Solution 3-1
In this solution type Ys, Xs, Zs are found respectively by using Equation 3.5,
Equations 3.3-3.4 and Equation 3.5 respectively.
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Using Equation 3.3 and then Equations 3.1 and 3.20, we get











Similarly, using Equation 3.4 and then Equations 3.2 and 3.22, we get











Inserting Equations 3.20, 3.21, 3.22 and 3.23 into Equation 3.5, we obtain:




















Only unknown Ys is found from this equation. Then, Xs is found from
Equations 3.20 and 3.22 as follows:








Finally, Zs is found from Equation 3.5.
Note that two diﬀerent values of Xs are obtained from Equations 3.25 and
3.26. Two diﬀerent values of Zs are obtained from second order solution of
Equation 3.5. Therefore, there are 4 diﬀerent solution sets. The method gives
real Xs and Ys values but could not ﬁnd a Zs solution to every Xs-Ys pair. So
this procedure is considered as inappropriate for our model.
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3.3.7 Solution 3-2
In this solution type Ys, Xs, Zs are found respectively by using Equation 3.5,
Equations 3.3-3.4 and Equations 3.1-3.2 respectively. Ys and Xs are found in the
same manner explained in Subsection 3.3.6. Zs is found using Equations 3.14
and 3.15.
Note that two diﬀerent values of Xs are obtained from Equations 3.25 and
3.26. Similarly, two diﬀerent values of Zs are obtained from Equations 3.14 and
3.15. Therefore, there are 4 diﬀerent solution sets. The method gives real Ys,
Xs and Zs values. But the number of multipaths within the desired range is not
high enough. So this procedure is considered as inappropriate for our model.
3.3.8 Solution 4-1
In this solution type Ys, Zs, Xs are found respectively by using Equation 3.5,
Equations 3.1-3.2 and Equation 3.5 respectively. Ys is found in the same manner
explained in Subsection 3.3.6. Zs is found using Equations 3.21 and 3.23. Finally,
Xs is found from Equation 3.5.
Note that two diﬀerent values of Zs are obtained from Equations 3.21 and
3.23. Two diﬀerent values of Xs are obtained from second order solution of
Equation 3.5. Therefore, there are 4 diﬀerent solution sets. The method gives
real Ys and Zs values but could not ﬁnd an Xs solution to every Ys-Zs pair.
If only percentage delay error is 0, it ﬁnds a solution otherwise not. So this
procedure is considered as inappropriate for our model.
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3.3.9 Solution 4-2
In this solution type Ys, Zs, Xs are found respectively by using Equation 3.5,
Equations 3.1-3.2 and Equations 3.3-3.4 respectively. Ys is found in the same
manner explained in Subsection 3.3.6. Zs is found using Equation 3.21 and
Equation 3.23. Finally, Xs is found from Equations 3.20 and 3.22.
Note that two diﬀerent values of Zs are obtained from Equations 3.21 and
3.23. Similarly, two diﬀerent values of Xs are obtained from Equations 3.20 and
3.22. Therefore, there are 4 diﬀerent solution sets. The method gives real Ys,
Xs and Zs values. But the number of multipaths within the desired range is not
high enough. So this procedure is considered as inappropriate for our model.
3.3.10 Solution 4-3
In this solution type Ys, Zs, Xs are found respectively by using Equation 3.5,
Equations 3.1-3.2 and Equations 3.1-3.2 respectively. Ys is found in the same
manner explained in Subsection 3.3.6. Zs is found using Equation 3.21 and
Equation 3.23. Finally, Xs is found as follows:
Xs = Xr +
√
(Zs − Zr)2 tan2 θAoA − (Ys − Yr)2 (3.27)
and
Xs = Xt +
√
(Zs − Zt)2 tan2 θAoD − (Ys − Yt)2 (3.28)
Note that two diﬀerent values of Zs are obtained from Equations 3.21 and
3.23. Similarly, two diﬀerent values of Xs are obtained from Equations 3.27 and
3.28. Therefore, there are 4 diﬀerent solution sets. The method gives real Ys,
Xs and Zs values. But the number of multipaths within the desired range is not
high enough. So this procedure is considered as inappropriate for our model.
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3.3.11 Solution 5-1
In this solution type Zs, Xs, Ys are found respectively by using Equation 3.5,
Equation 3.5 and Equations 3.3-3.4 respectively.
Taking squares of both sides of Equations 3.1 and 3.2, we get
(Xs −Xr)2 + (Ys − Yr)2 = (Zs − Zt)2 tan2 θAoA (3.29)
and
(Xs −Xt)2 + (Ys − Yt)2 = (Zs − Zr)2 tan2 θAoD (3.30)
Using these two equalities in Equation 3.5, we obtain
cτ = |Zs − Zr|
√
1 + tan2 θAoA + |Zs − Zt|
√
1 + tan2 θAoD (3.31)
Zs is found from this equation. And Xs is found from Equation 3.11. Using the
value of Xs, Ys is found from Equations 3.12 and 3.13.
Note that two diﬀerent values of Ys are obtained from Equations 3.12 and
3.13. Therefore, there are 2 diﬀerent solution sets. The method gives real Zs,
Xs and Ys values. For the 2
nd solution set, the number of multipaths within the
desired range is the highest value obtained among all solution types.
Second Zs,Xs,Ys solution set : An average number of 9.7798 multipaths for
scenario 72 and 18.5991 multipaths for scenario 68 are obtained. Related ﬁgures
are given below.




































Figure 3.6: Solution5-1, 2nd solution, scenario 68 and scenario 72 respectively
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3.3.12 Solution 5-2
In this solution type Zs, Xs, Ys are found respectively by using Equation 3.5,
Equation 3.5 and Equations 3.1-3.2 respectively.
Zs and Xs are found in the same manner explained in Subsection 3.3.11. Using
the values of Zs and Xs, Ys is found from Equation 3.18 and Equation 3.19.
Note that two diﬀerent values of Ys are obtained from Equations 3.18 and
3.19. Therefore, there are 2 diﬀerent solution sets. The method gives real Xs and
Zs values but could not ﬁnd a Ys solution to every Xs-Zs pair. If only percentage
delay error is very small, it ﬁnds a solution; otherwise not. So this procedure is
considered as inappropriate for our model.
3.3.13 Solution 6-1
In this solution type Zs, Ys, Xs are found respectively by using Equation 3.5,
Equation 3.5 and Equations 3.3-3.4 respectively. Zs is found in the same manner
explained in Subsection 3.3.11. Ys is found using Equation 3.24. Finally, Xs is
found from Equations 3.20 and 3.22.
Note that two diﬀerent values of Xs are obtained from Equations 3.20 and
3.22. Therefore, there are 2 diﬀerent solution sets. The method gives real Zs,
Ys and Xs values. The average number of multipaths (average of the number
of multipaths obtained for two scenarios) within the desired range is high but




In this solution type Zs, Ys, Xs are found respectively by using Equation 3.5,
Equation 3.5 and Equations 3.1-3.2 respectively. Zs is found in the same manner
explained in Subsection 3.3.11. Ys is found using Equation 3.24. Finally, Xs is
found from Equations 3.27 and 3.28.
Note that two diﬀerent values of Xs are obtained from Equations 3.27 and
3.28. Therefore, there are 2 diﬀerent solution sets. The method gives real Ys
and Zs values but could not ﬁnd an Xs solution to every Ys-Zs pair. If only
percentage delay error is 0, it ﬁnds a solution; otherwise not. So this procedure
is considered as inappropriate for our model.
3.3.15 Solution 6-3
In this solution type Zs, Ys and Xs are all found by using Equation 3.5. Zs is
found in the same manner explained in Subsection 3.3.11. Ys and Xs are found
using Equations 3.24 and 3.11, respectively.
There is 1 solution set. The method gives real Ys and Zs values but could
not ﬁnd an Xs solution to every Ys-Zs pair. So this procedure is considered as
inappropriate for our model.
The results are summarized in Table 3.2.
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Table 3.2: Average number of multipaths for each scenario and solution type
1. Solution Set 2. Solution Set 3. Solution Set 4. Solution Set
Scenario
72 68 72 68 72 68 72 68
Solution1-1 2.1422 0.1982 1.3532 0.2252 2.6697 2.9459 3.422 0.2748
Solution1-2 - - - - - - - -
Solution2-1 - - - - - - - -
Solution2-2 2.1284 0.1982 3.1972 9.7838 2.0092 0.4054 3.422 0.2748
Solution2-3 2.1284 0.1847 2.1147 0.3559 2.9312 1.3559 3.3899 2.2117
Solution3-1 - - - - - - - -
Solution3-2 1.945 2.4865 1.5046 1.7072 2.8991 0.3243 0.2523 0.4009
Solution4-1 - - - - - - - -
Solution4-2 1.945 2.4865 0.5734 0.3198 1.8349 7.0315 0.2523 0.4009
Solution4-3 1.8761 1.9865 1.945 2.3514 0.2523 0.3694 0.1284 0.2432
Solution5-1 7.8899 2.6667 9.7798 18.5991 - - - -
Solution5-2 - - - - - - - -
Solution6-1 7.1789 18.7027 8.2431 5.473 - - - -
Solution6-2 - - - - - - - -
Solution6-3 - - - - - - - -
For each solution type, the average number of multipaths is shown for each
solution set considering two scenarios. As mentioned before, for some solution
types, real values of parameters could not be obtained. Solutions 5-1 and 6-1 have
only two solution sets. Also, second solution set of Solution5-1 has the highest
average (average of two scenarios) number of multipaths within the desired range.
Estimated locations of scatterers are also found at reasonable coordinates when
bounds of scenarios are considered. So second solution set of Solution5-1 is
considered as the most appropriate method for our channel model.
3.4 Synthetic Scenarios
In order to see if coordinates of scatterers are estimated at reasonable locations
and since locations of scatterers in measurement data are not known, synthetic
data corresponding to measurement scenarios are created. For this purpose,
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percentage delay error is used. The number and locations of scatterers are chosen
randomly. Single, double and triple bounces are included in synthetic scenarios.
Double and triple bounces are used to scale percentage delay error in modeling
the MPC as a single bounce model. Bouncing from two scatterers is modeled
as if it is scattered by a single scatterer and an estimated location is found for
the scatterer. If the estimated location is close to the locations of these two
scatterers, this double bounce is assumed to be represented by single bounce
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Figure 3.7: Schematic illustration of synthetic data computation

















































Figure 3.9: Scenario 68 adapted from the measurement environment
Real measurement environment and the adapted scenario are shown in
Figures 3.8 and 3.9, respectively. Each symbol ”o” represents a scatterer and
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13 scatterers are distributed around. Solution is obtained by using Solution5-1.
Table 3.3 shows the results of single bounce modeling.
Table 3.3: Single bounce model, synthetic scenario 68
scatterer Xs Ys Zs delay diﬀerence error
(m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
1 -0.9 1 1.5 22.44 0 0 0 0 0
2 -0.3 3.4 2 16.62 0 0 0 0 0
3 -0.3 5.5 1.8 18.65 0 0 0 0 0
4 -2.9 1.5 2.2 17.03 0 0 0 0 0
5 -2.3 3 1.8 12.88 0 0 0 0 0
6 -2.3 4.5 1.9 14.32 0 0 0 0 0
7 -2.6 5.7 1.4 19.08 0 0 0 0 0
8 -3.6 1 2.5 21.26 0 0 0 0 0
9 -4.3 1.8 0.3 23.29 0 0 0 0 0
10 -4.1 3.8 2 17.70 0 0 0 0 0
11 -3.9 4.5 2 18.64 0 0 0 0 0
12 -3.7 4.9 2 19.17 0 0 0 0 0
13 -4.1 5.9 1.2 24.61 0 0 0 0 0
Table 3.4: Double bounce model, synthetic scenario 68
scatterer Xs Ys Zs delay diﬀerence error
1st 2nd (m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
7 11 -3.97 4.8 2.74 20.88 0.11 17.73 17.26 0 25.57
11 10 -4.26 4.11 1.64 19.11 0.13 8.04 7.17 0 5.69
12 10 -4.32 4.25 1.48 19.93 0.28 10.8 10.94 0 4.61
13 10 -4.77 5.15 1.04 24.96 0.29 11.50 2.68 0 12.97
12 11 -3.94 4.68 1.89 19.48 0.78 1.91 3 0 2.03
10 9 -4.98 1.38 3.79 28.63 0.78 10.26 11.33 0 22.69
5 9 -4.22 1.85 4.04 25.17 0.93 22.36 15.01 0 7.82
11 12 -3.77 5.47 1.91 21.31 0.99 0.33 1.16 0 9.11
10 11 -4.07 5.23 1.8 22.08 1.83 1.81 2.58 0 7.19
7 13 -4.07 5.76 2.49 24.92 2.26 20.06 12.2 0 9.81
10 12 -3.87 6.3 1.76 24.74 2.72 1.06 3.67 0 10.64
6 10 -4.06 3.72 1.48 18.09 2.82 17.88 21 0 8.42
9 11 -4.56 7.27 0.96 33.81 2.92 7.1 8.04 0 6.01
13 11 -4.24 5.92 0.8 24.84 3.39 14.51 6.2 0 0.36
11 9 -5.09 1.31 4.29 29.55 5.03 16.52 13.29 0 33.65
6 12 -3.68 4.77 1.81 19.65 5.45 4.84 13.76 0 7.94
6 11 -3.86 4.32 1.74 18.94 5.57 7.94 15.85 0 0.81
8 9 -4.6 1.61 4.76 32.3 5.93 31.72 19.36 0 13.43
9 13 -4.78 9.26 0.19 42.28 6.36 0.27 0.97 0 8.73
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9 12 -4.16 8.62 1.02 36.23 7.06 4.81 8.72 0 9.06
scatterer Xs Ys Zs delay diﬀerence error
1st 2nd (m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
13 12 -3.89 6.44 0.62 25.08 7.44 15.52 9.1 0 9.21
8 12 -4.08 7.98 0.93 38.25 8.48 6.9 18.37 0 8.41
4 8 -3.55 1.29 2.49 21.39 9.12 1.63 1.36 0 5.42
12 9 -5.13 1.28 4.69 30.14 9.41 21.07 14.9 0 34.83
1 10 -1.5 -1.44 2.23 32.29 9.63 9.75 3.59 0 4.15
5 8 -3.66 0.62 2.53 21.32 10.8 0.83 1.85 0 7.07
9 10 -4.91 5.42 0.84 29.91 10.94 12.53 6.41 0 29.9
4 9 -4.25 1.83 4.18 29.19 11.61 33.41 17.65 0 16.41
7 9 -4.98 1.38 2.71 29.49 13.71 16.03 6.79 0 11.49
13 9 -5.42 1.1 1.51 33.63 15.46 43.51 1.69 0 18.79
3 2 0.21 3.57 1.81 21.83 15.92 2.13 14.5 0 10.73
8 10 -4.61 4.83 -0.17 31.63 17.9 31.33 44.09 0 29.25
8 11 -4.4 6.6 0.71 35.78 18.01 12.22 21.46 0 25.47
3 5 -0.13 4.25 -0.76 19.08 18.03 17.48 20.69 0 21.64
1 6 -0.95 7.15 2.41 33.32 18.25 10.7 22.66 0 2.92
5 10 -3.89 3.38 1.41 20.38 19.08 27.85 11.95 0 24.03
6 7 -2.3 6.95 0.12 22.47 19.7 10.09 43.46 0 44.69
5 12 -3.72 5.07 1.68 24.81 20.47 6.17 6.08 0 40.91
4 12 -3.9 6.53 1.19 33.91 21.15 8.2 14.11 0 26.55
3 1 0.6 0.17 -0.73 28.89 21.39 17.94 26.63 0 10.89
5 11 -3.85 4.3 1.63 23.07 22.5 10.86 7.5 0 39.23
When we look at the Table 3.3, the method ﬁnds the locations of scatterers
exactly since they are all single bounce cases (All % errors are zero). Xs, Ys and
Zs are the calculated coordinates of the scatterers in the synthetic scenario 68.
Table 3.5: Triple bounce model, synthetic scenario 68
scatterer Xs Ys Zs delay diﬀerence error
1st 2nd 3rd (m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
12 11 10 -4.32 4.25 1.47 19.95 0.28 10.82 10.97 0 4.56
7 12 11 -3.98 4.85 2.70 21.09 0.49 16.78 16.69 0 24.7
In Table 3.4, estimated locations of scatterers are given with increasing order
of percentage delay error. There are 156 diﬀerent cases but only a potrion of
them is shown in the table. As percentage delay error increases, estimation of
locations gets worse as expected. Also, triple bounces are shown in Table 3.5.
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For triple bounce, only scatterers which are close to each other are chosen.
Hence, reasonable locations are estimated using single bounce model with small
percentage delay errors. By looking at Tables 3.4 and 3.5, estimated coordinates
of scatterers are investigated and cases which have percentage delay error below
seven are considered to be reasonable ones. Beyond seven percentage delay
error, most of the cases can not be modeled with reasonable locations of single
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Figure 3.14: Single bounce model, scenario 68, 17.90 % delay error
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where each ’◦’ represents a synthetically placed scatterer and each ’∗’ represents
the estimated position for the single bounce model. Figures 3.10, 3.11 and 3.12
represent the cases which can be modeled with single bounce model. Estimated
locations are close to both of the scatterers. Figures 3.13 and 3.14 represent the
cases which are considered not to be modeled with single bounce model.
Scenario 72 :











































Figure 3.16: Scenario 72 adapted from the measurement environment
Real measurement environment and the adapted scenario are shown in
Figures 3.15 and 3.16, respectively. Each symbol ”o” represents a scatterer and
13 scatterers are distributed around. Coordinate equations are solved by using
solution5-1. Table 3.6 shows the results of single bounce modeling.
Table 3.6: Single bounce model, synthetic scenario 72
scatterer Xs Ys Zs delay diﬀerence error
(m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
1 -0.9 0.8 0.3 70.44 0 0 0 0 0
2 -1.3 6.5 1.6 60.43 0 0 0 0 0
3 -1.1 8.5 1.7 60.47 0 0 0 0 0
4 -1.3 10.5 1.8 60.35 0 0 0 0 0
5 -0.8 11.5 1.2 60.75 0 0 0 0 0
6 -0.3 20 2.2 69.06 0 0 0 0 0
7 -1.6 21 0.3 71.03 0 0 0 0 0
8 -1.6 0.3 0.5 71.37 0 0 0 0 0
9 -3.2 0.8 2.5 67.34 0 0 0 0 0
10 -2.7 6 2 60.4 0 0 0 0 0
11 -2.7 8 2 60.36 0 0 0 0 0
12 -3.5 11.5 0.8 61.22 0 0 0 0 0
13 -3.2 20.5 1.9 69.48 0 0 0 0 0
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When we look at Table 3.6, the method ﬁnds the locations of scatterers
exactly since they are all single bounce cases (All % errors are zero).
Table 3.7: Double bounce model, synthetic scenario 72
scatterer Xs Ys Zs delay diﬀerence error
1st 2nd (m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
3 2 -1.07 8.13 2.02 60.56 0.08 5.51 1.49 0 0.01
5 3 -0.75 11.2 1.1 60.77 0.09 2.13 0.73 0 0.02
5 2 -0.7 10.78 1.26 60.77 0.1 1.59 0.3 0 0.05
11 10 -2.79 6.56 1.45 60.43 0.19 5.64 2.96 0 0
12 10 -3.54 11.4 1.02 61.31 0.26 3.49 1.58 0 0.14
12 13 -3.7 28.46 1.29 120.85 0.3 0.94 3.23 0 0.14
5 9 1.68 3.65 1.62 68.46 0.32 13.29 0.78 0 4.56
11 9 -3.14 0.83 2.58 67.34 0.42 3.69 0.14 0 0.02
6 4 -0.54 20.31 1.17 69.14 0.74 0.26 28.32 0 12.7
13 12 -4.54 18.41 -1.54 70.32 0.86 4.23 17.4 0 14.56
6 5 0.15 19.41 -0.19 69.48 0.86 1.64 26.85 0 13.85
4 2 -1.1 7.91 3.15 60.55 1.02 13.37 5.42 0 0.02
5 4 -1.06 13.54 0.77 61.34 1.04 4.04 3.58 0 0.39
12 11 -3.25 13.11 1.16 61.57 1.22 2.96 2.8 0 0.44
6 2 0.43 18.89 -1.06 69.29 1.6 2.94 16.53 0 2.23
8 11 -1.13 -6.59 0.91 22.26 2 7.06 1.3 0 0.72
10 9 -2.98 0.93 2.43 67.36 2.01 1.9 0.15 0 0.06
4 1 -0.59 0.6 2.95 70.91 2.06 11.93 0.8 0 0.19
6 3 0.27 19.19 0.46 69.21 2.29 1.03 42.65 0 8.6
3 1 -0.53 0.56 2.35 70.92 2.3 31.44 0.44 0 0.23
13 11 -3.92 19.35 1.38 69.53 4.4 0.31 18.84 0 35.28
13 10 -4.6 18.23 0.92 69.59 4.75 0.9 31.59 0 13.76
4 5 -1.04 9.47 5.01 68.21 5.61 24.82 16.64 0 1
4 9 -0.27 2.51 2.61 67.92 5.86 0.55 0.31 0 1.37
2 1 -0.98 0.85 1.96 70.93 6.19 41.29 0.31 0 0.06
3 9 -0.16 2.57 2.3 68.28 6.23 8.26 0.73 0 1.53
5 1 0.38 -0.01 1.5 70.73 6.51 41.08 0.04 0 1.58
2 7 -1.3 35.52 3.89 22.67 6.7 8.53 7.58 0 0.59
8 10 -1.28 -3.11 0.81 99.24 7.56 13.9 1.02 0 0.62
12 1 -8.62 5.71 0.52 71.84 8.31 44.13 0.38 0 15.01
2 9 -0.82 2.19 2.03 68.37 8.48 19.37 0.76 0 0.8
2 8 -1.11 -1.18 1.97 71.79 9.41 48.30 0.05 0 0.61
8 1 -1.55 1.22 0.47 74.94 10.14 16.91 0.16 0 0.21
1 9 -0.53 2.36 -0.64 77.77 11.35 21.85 3.31 0 1.53
11 1 -3.5 2.46 2.93 71.89 11.4 13.63 1.47 0 1.56
7 2 -0.15 14.72 -0.22 71.2 11.73 2.81 10.83 0 6.25
1 8 -1.03 -1.41 0.28 72.76 12.74 21.46 0.16 0 0.71
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scatterer Xs Ys Zs delay diﬀerence error
1st 2nd (m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
7 5 -0.31 15.55 0.19 71.37 12.76 2.25 13.59 0 8.17
7 3 -0.24 15.21 0.58 71.25 13.04 2.25 19.06 0 7.39
10 1 -3.26 2.3 2.63 72.34 13.13 20.66 1.17 0 1.23
8 9 -1.5 1.79 -0.03 77.41 13.25 5.64 1.84 0 0.41
7 4 -0.76 17.49 1.1 71.18 13.61 1.09 26.81 0 16.79
11 8 -3.97 7.4 2.94 72.29 13.93 29.2 4.05 0 5.76
10 8 -3.57 6.21 2.63 72.5 15.14 31.24 2.73 0 3.76
7 6 -0.5 17.83 2.16 75.97 16.95 0.17 38.34 0 27.06
1 7 -1.11 44.72 -0.25 195.21 17.09 2.48 0.7 0 1.35
7 9 5.61 5.94 8.11 78.3 17.72 25.23 41.15 0 14.36
4 8 -0.83 -2 2.98 71.83 17.79 24.74 0.18 0 1.34
3 4 -1.12 12.78 1.61 73.71 17.97 0.32 1.52 0 2.76
10 11 -2.77 8.65 1.76 73.67 18.03 1.69 0.25 0 1.09
2 3 -1.16 8 1.68 73.76 18.06 0.51 0.75 0 1.07
3 8 -0.79 -2.14 2.37 71.87 18.49 34.05 0.01 0 1.47
12 9 -5.09 -0.3 0.12 67.95 18.96 39.5 1.09 0 1.75
3 7 -1.29 35.9 6.09 144.18 19.74 12.14 13.6 0 2.21
9 8 -4.32 8.47 2.95 78.69 20.31 30.06 5.22 0 8.22
9 1 -3.81 2.65 3.01 81.23 20.71 14.69 2.19 0 2.44
Table 3.8: Triple bounce model, synthetic scenario 72
scatterer Xs Ys Zs delay diﬀerence error
1st 2nd 3rd (m) (m) (m) (ns) delay(%) θAoA θAoD φAoA φAoD
4 3 2 -1.10 7.92 3.15 60.62 0.92 15.4 5.44 0 0.01
12 11 10 -3.55 11.44 1.02 61.33 0.77 3.46 1.57 0 0.26
In Table 3.4, estimated locations of scatterers are given with the increasing
order of percentage delay error. There are 156 diﬀerent cases but only a portion
of them is shown in table. As percentage delay error increases, estimation of
locations gets worse as expected. Also triple bounce cases are shown in Table 3.8.
For triple bounces, only scatterers which are close to each other are chosen.
Hence, reasonable locations are estimated using single bounce model with small
percentage delay errors. By looking at Tables 3.4 and 3.8, estimated coordinates
of scatterers are investigated and cases which have percentage delay error below
seven are considered to be reasonable ones. Beyond seven percentage delay
error, most of the cases can not be modeled with reasonable locations of single
40
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Figure 3.21: Single bounce model, scenario 72, 17.72 % delay error
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where each ’◦’ represents a synthetically placed scatterer and each ’∗’ represents
the estimated position for the single bounce model. Figures 3.17, 3.18 and 3.19
represent the cases which can be modeled with single bounce model. Estimated
locations are close to both of the scatterers. Figures 3.20 and 3.21 represent the
cases which are considered not to be modeled with single bounce model.
Results of synthetic scenarios 72 and 68 show that for small percentage
delay errors, single bounce model locations are in the neighbourhood of ﬁrst
and second scatterer (close to locations of both scatterers or approximately on
the intersection point of the incident wave coming towards the ﬁrst scatterer and
the scattered wave coming from the second scatterer). Estimated coordinates
which are out of the error range are not physically close to those points. So we
can not include those situations to the single bounce model. For more accuracy,
we need to use a multi bounce model which is much more complicated than the
single bounce model. Also waves which come through the multi bounce are not
generally strong signals since they loose most of the energy during bouncings.
Single and double bounce signals are stronger than remaining multi-bounced
signals.
For both scenarios, common percentage delay error criterion is approximately
7. This percentage delay error is used to model the real scenarios.
3.5 Geometric Representation of Scatterer
Locations
In order to ﬁnd the locations of scatterers, we apply Solution5-1 to two diﬀerent
scenarios: Scenario 68 (room to corridor) and Scenario 72 (corridor to corridor).
Seven percentage delay error is used for the scenarios. Since the number of
multipaths within the desired delay error range is close to each other for all
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cycles, one cycle is chosen from each scenario. Results of other scenarios are not
diﬀerent from these results, so other scenarios are not illustrated here. Average
number of multipaths is 6.13 for scenario 72 and 16.44 for scenario 68. Cycle 13
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Figure 3.23: Scenario 68, cycle 13, xy aspect
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Figure 3.24: Scenario 68, cycle 13, xz and yz aspects respectively
where each ’◦’ represents a scatterer. 16 Scatterers are found in the environment.
Estimated locations of scatterers are shown from diﬀerent views in Figures 3.22,
3.23 and 3.24 and reasonable locations for each MPC are found. Cycle 7 is used
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Figure 3.26: Scenario 72, cycle 7, xy aspect






















































Figure 3.27: Scenario 72, cycle 7, xz and yz aspects respectively
where each ’◦’ represents a scatterer. Six scatterers are found in the environment.
Estimated locations of scatterers are found and shown from diﬀerent aspects in
Figures 3.25, 3.26 and 3.27. Most of the models in the literature do not include
detailed physical models. Instead, a parametrized statistical model is used, where
parameters are modeled with appropriate distributions. So it is important for
us to know the physical locations. Since locations are known, the next step is to
determine the electrical and physical properties of the scatterers.
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3.6 Shapes and Electrical Properties of Scatterers
Measurement results demonstrated that the polarization diversity can provide
considerable gain to a MIMO system in terms of space required and performance
improvement [14]. In [7], the polarization is included and scatterers are modeled
with spheres and cylinders. Scattering of each body is calculated. However
this calculation increases the complexity of the electromagnetic channel. Hence,
most of the channel models in the literature are based on statistical parameters.
They are not interested in exact locations, polarization and characteristics of the
scatterers because of the complexity of modeling.
In this work, we propose a geometric channel model which includes
polarization in a simple way. In the model, each path corresponds to a
bounce from a scatterer. For this purpose, discs of diﬀerent sizes are placed
to the locations of scatterers. For simplicity, we use PO approximation for the
scattering. PO gives us the ﬂexibility since incidence angle does not have to be
equal to the reﬂection angle and allows us to include the size of the scatterer. In
this sense, PO is an appropriate method for our channel model.
3.6.1 Physical Optics
Physical optics is a more general technique than geometric optics since at high
frequencies, physical optics ﬁelds reduces to geometric optics in the specular
direction [15], [16]. According to PO technique, when a wave is incident on a
body, it produces surface currents. Induced surface current density is given by
the geometric optics ﬁeld. Scattered ﬁeld is calculated by the integration of these
surface currents and given by
J¯ = nˆ× H¯total. (3.32)
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where nˆ is the unit normal vector and H¯total is the magnetic ﬁeld on the surface.
This current is used in the radiation integral to ﬁnd the scattered ﬁeld. We need








where R is the distance between the source and the observation point. From
geometric optics, tangential component of the magnetic ﬁeld is twice the incident
magnetic ﬁeld. So physical optic current becomes:
J¯s = 2nˆ× H¯ i (3.34)
where H¯i is the incident magnetic ﬁeld vector. Far zone scattered ﬁeld is given
by E¯s = −jwμA¯ where w is the radial frequency, μ is permeability and we can








where r is the distance from phase reference plane to the scatterer and rs is the
distance from the phase reference plane to the far ﬁeld observation point.
3.6.2 Reﬂection Coeﬃcients for Impedance Surfaces
Let the surface impedance be z.
z = jη tan (kd) (3.36)
where η is the intrinsic impedance of the material, k is the propagation constant















μ, k0 = w
√
μ00, k = k0
√
μrr (3.38)
where μ is the absolute permeability,  is the absolute permittivity, η0 is the
intrinsic impedance of free space, k0 is the propagation constant in free space,
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0 is the permittivity of free space, μ0 is the permeability of free space, r is the
dielectric constant of the medium (relative permittivity) and μr is the relative













Figure 3.28: Parallel polarization
E¯inc = E0(cos θ
iaˆx + sin θ
iaˆy)e
−jkx sin θi+jky cos θi (3.39)




i+jky cos θi (3.40)
E¯ref = Eref (cos θ
iaˆx − sin θiaˆy)e−jkx sin θi−jky cos θi (3.41)
H¯ref = −aˆz Eref
η0
e−jkx sin θ
i−jky cos θi (3.42)
where E¯inc and H¯ inc are the incident electric and the magnetic ﬁelds, respectively;
E¯ref and H¯ref are the reﬂected electric and the magnetic ﬁelds, respectively; η0 is
the intrinsic impedance of free space, E0 is the amplitude of the incident electric
ﬁeld and θi is the angle of incidence.
Boundary conditions:
J¯ = σE¯ → E¯ = RJ¯ → E¯tan = Znˆ× H¯ (3.43)
where J¯ is the current vector, σ is the conductivity, at y=0
cos θiE0e
−jkx sin θi +cos θiErefe−jkx sin θ
i












+ cos θi)Eref = (
z
η0
− cos θi)E0 (3.45)





















Figure 3.29: Perpendicular polarization
E¯inc = aˆzE0e
−jkx sin θi+jky cos θi (3.47)
H¯ inc = (− cos θiaˆx − sin θiaˆy)E0
η0
e−jkx sin θ
i+jky cos θi (3.48)
E¯ref = aˆzErefe
−jkx sin θi−jky cos θi (3.49)
H¯ref = (cos θiaˆx − sin θiaˆy)Eref
η0
e−jkx sin θ
i−jky cos θi (3.50)











cos θi − 1) = E0( z
η0
cos θi + 1) (3.52)







cos θi − 1
z
η0
cos θi + 1
(3.53)
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3.6.3 PO Solution for Impedance Disc
Disc is placed in x-y coordinates and its normal is in z direction of local


















Figure 3.30: Location of disc shown in local and global coordinates
Since there are several scatterers in the environment where each is described
in its own local coordinate, we need to express the results in global coordinates.










[(1−R‖)Eiφ(aˆx cos θi sin φi+aˆy cos θi cosφi)+(1−R⊥)Eiθ(aˆx cosφi+aˆy sin φi)]
(3.55)
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⎣ − cos θs cos (φs − φi)(1−R⊥) − cos θi cos θs sin (φs − φi)(1−R‖)




where θi and φi are the elevation and azimuth angles of incident wave in local







Figure 3.31: Integral over the surface of the plane








u = k(sin θi cosφi + sin θs cosφs)
v = k(sin θi sin φi + sin θs sinφs) (3.62)
From α¯ matrix, scattering coeﬃcients become :
αvv = − cos θs cos(φs − φi)(1− R⊥) (3.63)
αvh = − cos θi cos θs sin(φs − φi)(1−R‖) (3.64)
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αhv = sin(φ
s − φi)(1− R⊥) (3.65)
αhh = − cos θi cos(φs − φi)(1−R‖) (3.66)
[17]






ej(ur cosφ+vr sinφ)rdrdφ (3.67)
where a is the radius of disc. A detailed calculation is done and using the property





e∓z cos θdθ, I0 turns into
I0 =





In the case of small disc area, I0 can be taken as the area of the disc. For our
case I0 is taken as :
I0 = πa
2 (3.69)
3.7 Orientation and Dielectric Properties of
Scatterers
Calculating the electrical and geometrical parameters of aforementioned discs
to model the scatterers allows an accurate analysis of features of the scattering
environment. Among those features, the orientation of the scattering objects and
the impact of diﬀerent dielectric properties can be examined. For this purpose θi,
θs and φs−φi must be known. Since scattering coeﬃcients (αvv, αvh, αhv, αhh) are
given in measurement data, these parameters can be found using Equations 3.63,
3.64, 3.65 and 3.66. Using these parameters, orientation of scatterers can be
found easily.
As seen from Equations 3.63, 3.64, 3.65 and 3.66, phases of αvv and αhv are
equal to each other since they are multiplied with same reﬂection coeﬃcient.
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Similarly, phases of αvh and αhh are equal to each other. They are dependent to
each other. But in real scattering environment they are independent numbers.
Hence, we can not directly make a one-to-one correspondence between calculated
and measured values of these four parameters. Instead, tolerating some diﬀerence
error between actual and calculated values, a brute force search for αvv, αvh, αhv
and αhh is done. For this purpose, a four dimensional table (θ
i, θs, φi − φs, r)
is formed. θi and θs are taken between 0 ◦ and 90 ◦ with 5 ◦ resolution, φi − φs is
taken between 0 ◦ and 360 ◦ with 5 ◦ resolution and r is taken between 2 and 5
with 0.05 resolution. μr is taken to be 1.
There are 19x19x73x61=1,607,533 possibilities. For each case αvv, αvh, αhv
and αhh are calculated by using Equations 3.63, 3.64, 3.65 and 3.66. As a
result, we have 1,607,533 diﬀerent α¯ matrices. For each case, diﬀerence error is
calculated and the minimum of all calculated diﬀerence errors is taken. Diﬀerence
error is deﬁned as:
errordiff(%) =





















hh are the values coming from measurement data.
Parameters giving the minimum diﬀerence error are assigned to that scatterer.
Finally, θi, θs and φi − φs are determined from the table.










x-y plane in local
coordinates
^ ^Si Ss
Figure 3.32: Simple geometry for calculation of disc’s normal
All parameters are shown in Figure 3.32. (Xi,Yi,Zi) are coordinates of
the transmitter, (Xs,Ys,Zs) are coordinates of the receiver and (Xd,Yd,Zd) are
coordinates of the center of the disc. Directions of the incident and the scattered
waves are known. Normal vector is denoted by nˆ and (Xn,Yn,Zn) are chosen in
the normal direction such that |nˆ| is equal to 1 as denoted in Equation 3.74.
Vectors are deﬁned as:
Si = (Xd −Xi, Yd − Yi, Zd − Zi)
nˆ = (Xn −Xd, Yn − Yd, Zn − Zd)
Ss = (Xs −Xd, Ys − Yd, Zs − Zd) (3.71)
Scalar product rule and the unit vector property give us:
Si · nˆ = |Si||nˆ| cos θi
(Xd −Xi)(Xn −Xd) + (Yd − Yi)(Yn − Yd) + (Zd − Zi)(Zn − Zd) =√
(Xd −Xi)2 + (Yd − Yi)2 + (Zd − Zi)2 cos θi, (3.72)
Ss · nˆ = |Ss||nˆ| cos θs
(Xn −Xd)(Xs −Xd) + (Yn − Yd)(Ys − Yd) + (Zn − Zd)(Zs − Zd) =√
(Xn −Xd)2 + (Yn − Yd)2 + (Zn − Zd)2 cos θs (3.73)
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and √
(Xn −Xd)2 + (Yn − Yd)2 + (Zn − Zd)2 = 1 (3.74)
Since θi and θs are known, Xn, Yn and Zn are found from these 3 equations.
In order to ﬁnd the global location of normal vector, we need to ﬁnd the angles
seen from global coordinate axis. Angle between the normal direction and the
global x-axis can be found as:
θx = arccos (Xn −Xd) (3.75)
Similarly, angles between the normal direction and the global y-axis and the
global z-axis can be found respectively:
θy = arccos (Yn − Yd)
θz = arccos (Zn − Zd) (3.76)
As a result, normal direction is found in global coordinates.
3.7.1 Sizes of the Discs
Using PO surface current integration, sizes of the discs are considered. Sizes
depend on the power of that multipath since integration is taken over the disc
area. Received power is calculated to ﬁnd the size. From Figure 3.1, received

















where Gt is the transmitter gain (taken to be 1), Gr is the receiver gain (taken
to be 1), Pt is the transmitted power, Pr is the received power and λ is the
wavelength of plane wave in free space.
Scattering coeﬃcients given in measurement data are modeled to be:
Pr
Pt







where d1, d2 are the distances shown in Figure 3.1 and
|α|2 = |αvv|2 + |αvh|2 + |αhv|2 + |αhh|2 and I0 = πa2 (3.79)







Finally, discs are placed to their coordinates with the obtained orientations,
sizes and dielectric properties. So, the model is completed. Results for cycle 13
from scenario 68 and cycle 7 from scenario 72 are given in Tables 3.9 and 3.10,
respectively.
Table 3.9: List of environment parameters in scenario 68
Xs Ys Zs θ
i θs φs − φi r θx θy θz Rdisc
(m) (m) (m) (◦) (◦) (◦) (◦) (◦) (◦) (cm)
-3.02 2.59 7.105 80 85 355 2 137.43 48.71 98.57 12.91
-1.51 1.61 6.46 50 15 345 2.1 75.95 48.03 134.647 9.53
-3.578 2.49 5.94 45 10 55 2.15 53.2 66.19 133.75 9.92
-3.84 1.34 -2.71 90 70 170 2.65 15.4 105.27 91.94 14.93
-3.06 2.23 -2.8 60 25 95 2.1 37.79 73.62 57.04 8.71
-3.123 2.94 7.03 90 80 195 2.35 29.61 119.59 89.38 17.14
-3.035 2.17 6.1 30 10 240 2.2 77.57 63.42 150.23 16.87
-3.39 2.37 10.63 30 35 105 2 89.02 81.46 171.4 12.74
-2.61 1.76 6.96 90 70 355 2.55 86.2 7.75 83.25 12.42
-2.49 2.52 7.13 90 60 340 2.2 66.16 24.64 95.91 10.03
-3.68 2.54 -3.56 30 10 240 2 69.03 68.68 30.67 9
-4.32 3.35 5.84 35 5 140 2.15 50.29 80.87 138.83 12.54
-2.125 1.77 -2.94 90 80 180 4.6 31.6 117.16 75.08 12.74
-3.39 2.37 7.09 0 0 300 2.15 48.82 138.82 90 14.72
-3.66 2.5 6.75 35 5 230 2.1 59.24 71.6 143.06 8.86
-5.02 1.09 7.59 15 5 80 2 61.39 69.59 143.67 11.88
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Table 3.10: List of environment parameters in scenario 72
Xs Ys Zs θ
i θs φs − φi r θx θy θz Rdisc
(m) (m) (m) (◦) (◦) (◦) (◦) (◦) (◦) (cm)
-0.26 2.63 8.095 80 85 355 2 137.43 48.71 98.57 12.91
-2.29 1.39 7.153 50 15 345 2.1 75.95 48.03 134.65 9.53
-3.13 1.09 8.47 45 10 55 2.15 53.2 66.19 133.75 9.92
-2.01 3.41 6.507 90 70 170 2.65 15.4 105.27 91.94 14.93
-1.89 3.42 -11.95 60 25 95 2.1 37.79 73.62 57.04 8.71
-3.12 2.94 7.03 90 80 195 2.35 29.61 119.59 89.38 17.14
where Rdisc is the radius of the disc placed. As seen from the tables, each disc
is placed to a location (Xs, Ys, Zs) with given r. The orientation of the disc is
denoted by the angles (θx, θy, θz) and ﬁnally, the size of the disc is denoted by
Rdisc. So, each MPC is modeled with single bounce model without knowing the
trace of the path traveled.
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Chapter 4
Application of the Channel
Model
4.1 Introduction
Polarization diversity has gained much attention recently since it can increase
the system performance. The applicability of polarization diversity can be
determined by analyzing cross-polarization discrimination (XPD) values. The
XPD represents the power imbalance between the polarizations and is deﬁned as
the ratio of the copolarized signal power and the cross polarized signal power.
4.1.1 Deﬁnition of XPD
When a vertically polarized wave impinges upon a scatterer, both vertically
and horizontally polarized waves are scattered from the scatterer; also when
horizontally polarized wave impinges upon a scatterer, both vertically and











Figure 4.1: Representation of scattering coeﬃcients


























where ”∗” denotes complex conjugate. In a similar manner, horizontally




If we express it in a general way, it is like:
XPD =
∑N
k=1 |αkvv|2 + |αkhh|2∑N
k=1 |αkvh|2 + |αkhv|2
(4.4)
where N is the number of multipaths and powers of vertically and horizontally
incident ﬁelds are assumed to be equal.
4.2 Background
In literature, XPD and its relation to other channel parameters are studied.
Indoor measurements show that hybrid polarization systems perform better than
single polarized systems [4]. XPD values of vertical/horizontal polarization are
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larger than +45/-45 slanted polarization, XPD values are greater in LOS paths
when compared to NLOS paths [18]. Relationships between XPD, signal cross
correlation, and polarization diversity gain are examined experimentally in [19].
Another outdoor NLOS channel measurement shows that XPD decays with the
increasing excess loss [20].
4.3 Related Study on Modeling XPD
In this paper, a model is presented for cross polarized channel. Using the model
and the measurements partly, it discusses XPD and its dependence on distance.
Distance is measured from the receiver to the point located in the direction
such that distance from the point to the transmitter gets bigger. According to
literature review and the model developed in [11], XPD increases as the distance
increases and modeled in [11] as:




where 2 ≤ d ≤ 50 is the distance in meters and the constant parameters are




This gives a result like below:
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Figure 4.2: Distance dependent XPD in indoor environment
4.4 Work Done, Comparison and Contribution
In order to discuss XPD and its dependence on distance, we studied two diﬀerent
models: Ray tracing model and the geometric channel model developed in
previous chapter.
4.4.1 Model Based on 2D Ray Tracing Algorithm















Figure 4.3: Vertically and randomly oriented dipole geometry






where the reﬂection coeﬃcient R = 1 for direct path, I0 is the current ﬂowing
through dipole, k is the propagation constant, l is the length of the dipole and r is
the distance between dipole and the observation point. For a randomly oriented



















where η1 is the intrinsic impedance of the propagating environment and η2 is the
intrinsic impedance of the reﬂecting medium.
XPD is studied in a tunnel environment. Diﬀractions are not included in
the model. Instead, multiple reﬂections and image theory are used in modeling.










Figure 4.4: Tunnel environment where TX and RX are placed
where d is the width of the tunnel and receiver location is changed gradually
over dashed line shown in Figure 4.4. For every point on dashed line, XPD is
calculated each time and we tried to ﬁt the known curve to our result. Slope of
the curve depends on the frequency, maximum number of reﬂections (if it is 2, it
includes 1 and 2 reﬂections; if it is 3, it includes 1,2 and 3 reﬂections and so on),
whether environment is LOS or NLOS and the intrinsic impedance of the walls.
The result is depicted in Figure 4.5.



















Figure 4.5: Comparison of ray tracing model and model in [11]
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In the simulations frequency is 300MHz, the maximum number of reﬂections is 2,
d is 20m and the intrinsic impedance of the wall is 200Ω. Curve represented with
solid line is ﬁtted to the curve with dashed line. Solid line is obtained by using
Equation 4.5 with XPDd0=1m is -10.68dB and n1 is 1.73. General behaviour of
XPD is same as the behaviour represented in [11]. Same formula can be used
with diﬀerent values of XPDd0=1m and n1. Table 4.1 shows formula constants
calculated according to diﬀerent environment parameters.
Table 4.1: Formula constants versus environment parameters
#ofreflections Frequency intrinsicimpedance XPDd0=1m n1
(MHz) (Ω) (dB)
2 3000 0 -10.375 1.73
2 3000 200 -10.303 1.74
2 3000 300 -10.275 1.76
4 300 200 -10.675 1.74
4 1000 200 -10.696 1.73
4 3000 200 -10.299 1.73
1 300 200 -10.683 1.75
2 300 200 -10.675 1.74
3 300 200 -10.675 1.74
As a result, our work supports the idea presented in [11] and hence, XPD
increases as distance increases.
4.4.2 XPD Properties of Our Model
XPD ratio depends on scattering coeﬃcients and scattering coeﬃcients in our
model depend on the values of θi, θs, φs − φi and r.
XPD Behaviour of Geometric Channel Model
In this section 1st cycle of scenario 68 is used. Other scenario and cycle
results are not diﬀerent. Using our model, locations of scatterers are calculated
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with Solution5-1. Discs are placed to those locations with calculated normal
directions, electrical properties and orientations using the procedure explained
in previous chapter. So, a deterministic scenario is formed. After that, receiver
































y coordinates of the environment (m)
Figure 4.6: XPD variation in scenario 68
As the location of RX changes, scattering coeﬃcient parameters (θi, θs, φs−
φi) also change. So, for each new receiver antenna location, scattering coeﬃcient
parameters are calculated using the geometrical relationship between TX, RX
and the scatterer. Using these parameters, scattering coeﬃcients are calculated
using Equations 3.63, 3.64, 3.65 and 3.66. Finally, XPD ratio is calculated.
This procedure is applied for 2m ≤ d ≤ 50m. XPD behaviour of channel with
increasing distance is found to be:
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Figure 4.7: XPD versus distance, scenario 68
As seen from the graph, XPD increases with increasing distance.
XPD Behaviour of Channel Model where Scattering Parameters are
Statistically Assigned
In order to study on XPD , we constituted a statistical model based on our
channel model. We studied on ﬁrst cycle of scenario 68. Using our model
and Solution5-1, locations of scatterers are calculated. After that, normal
directions, electrical properties and the orientations of discs are not calculated
using formulas. Instead, they are assigned from statistical data. For this purpose,
444 cycles of scenario 68, each having an average number of 50 MPCs, are used.
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Figure 4.11: Histogram of the r obtained from measurement Data
In order to assign parameters similar to the measurement data, data sequences
similar to measurement based distributions are synthesized. They are shown
below:












Figure 4.12: Synthesized histogram of the r
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Figure 4.13: Synthesized histogram of the θi












Figure 4.14: Synthesized histogram of the θs









Figure 4.15: Synthesized histogram of the φs-φi
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For each scatterer, parameters (θi, θs, φs − φi and r) are assigned using
synthesized statistical distributions. Scattering coeﬃcients are calculated using
these parameters and Equations 3.63, 3.64, 3.65 and 3.66. Finally, XPD is
calculated with these coeﬃcients. Receiver location is changed gradually in the
direction shown in Figure 4.6. For every new location of the receiver, scattering
coeﬃcient parameters are calculated using the geometrical relationship between
TX, RX and the scatterer. Using these parameters, scattering coeﬃcients are
calculated using Equations 3.63, 3.64, 3.65 and 3.66. Finally, XPD ratio is
calculated. The result is like:

















Figure 4.16: XPD versus distance, scenario 68




In this thesis, a polarization included geometric channel model is developed.
In order to get a realistic model, two indoor scenario measurements carried by
Elektrobit Testing Corporation are studied: Scenario 68 and 72. Locations of
scatterers are calculated using single bounce model estimation. There are ﬁve
equations (Equations 3.1, 3.2, 3.3, 3.4 and 3.5) and three unknowns (Xs, Ys,
Zs). Among combinations of ﬁve equations, Solution5-1 is found to be the most
appropriate method for our model. So, Solution5-1 is used to ﬁnd the locations.
After that, synthetic scenarios adapted from real environments are constituted
and used to decide on the multipaths to be used. Investigating the results of the
synthetic scenarios gives us that seven percentage delay error is the criterion for
the scatterers which can be modeled with single bounce model. 16 Scatterers for
scenario 68 and 6 scatterers for scenario 72 are found within seven percentage
delay error.
Discs are placed to those determined locations. Using physical optics and the
vectorial relationship between incident and scattered ﬁeld, electrical properties
(r) and orientations of discs (θ
x, θy, θz) are found. Calculated parameters of the
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environment for scenario 68 and 72 are shown in Tables 3.9 and 3.10, respectively.
A detailed physical model is constructed for scenario 68 and 72.
Studying 444 cycles for scenario 68, statistical distributions are obtained for
the parameters (θi, θs, φs − φi and r). They are shown in Figures 4.8, 4.9,
4.10 and 4.11. XPD characteristic of our model is discovered and compared with
the results in [11]. For this purpose, scatterer locations are found in scenario
68. At those locations, parameters are assigned using statistical distributions
and measurements. XPD is calculated for each changing distance. In addition
to these, a 2D theoretical ray tracing model is constructed and its XPD
characteristic is examined in the tunnel environment. All of the results are in
accordance with each other; XPD increases with increasing distance [11].
Our model adds polarization properties and a geometric representation to
the channel. It is a good tool to model the complex environments with a
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