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In this paper, we study the stationary ﬂow for a one-dimensional isentropic bipolar Euler–
Poisson system (hydrodynamic model) for semiconductor devices. This model consists
of the continuous equations for the electron and hole densities, and their current
densities, coupled the Poisson equation of the electrostatic potential. In a bounded interval
supplemented by the proper boundary conditions, we ﬁrst show the unique existence of
stationary solutions of the one-dimensional isentropic hydrodynamic model, based on the
Schauder ﬁxed-point principle and the careful energy estimates. Next, we investigate the
zero-electron-mass limit, combined zero-electron mass and zero-hole mass limit, the zero-
relaxation-time limit and the Debye-length (quasi-neutral) limit, respectively. We also show
the strong convergence of the sequence of solutions and give the associated convergence
rates.
Crown Copyright © 2008 Published by Elsevier Inc. All rights reserved.
1. Introduction
A one-dimensional isentropic bipolar Euler–Poisson system (hydrodynamic model) from semiconductor or plasmas
(see [9,19]) is given by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n1t + j1x = 0,
ε j1t +
(
ε j21
n1
+ P1(n1)
)
x
= n1φx − ε j1
τ1
,
n2t + j2x = 0,
μ j2t +
(
μ j22
n2
+ P2(n2)
)
x
= −n2φx − μ j2
τ1
,
λ2φxx = n1 − n2,
(1.1)
for x ∈ (0,1). Here ni , ji , i = 1,2, and φ are the charge densities, current densities, pressures and electrostatic poten-
tial. The small physical parameters are the scaled electron mass ε > 0, hole mass μ > 0, the relaxation times τ1, τ2 > 0
and the Debye-length λ > 0. The nonlinear terms P1(n1) and P2(n2) are the pressure-density relations which satisﬁes
Pi ∈ C3((0,∞); (0,∞)), P ′i(ni) > 0 (i = 1,2) for ni > 0. A commonly used hypothesis is P1(n1) = k1nγ11 , P2(n2) = k2nγ22
where γ1, γ2  1, k1,k2 > 0.
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by Degond and Markowich [6], the steady-state solution for the one- and multi-dimensional isentropic and nonisentropic
unipolar hydrodynamic semiconductor model was proved in [2,3,6,7,16], and the existence of weak solutions, and the global
existence and the large time behavior of smooth solutions for the one- and multi-dimensional unipolar time-dependent hy-
drodynamical semiconductor system have been extensively analyzed by many authors, refer to [14,18,20,26]. However, the
study of bipolar hydrodynamical semiconductor equations is far from being good. Natalini [20], and Hsiao and Zhang [12]
established the global weak solutions in the framework of compensated compactness on the whole real line and spatial
bounded domain respectively. Ali and Jüngel discussed global existence and large time behavior of smooth small solutions
to the multi-dimensional bipolar hydrodynamic models in [1]. Hattori and Zhu [27] proved the stability of steady-state solu-
tions for a recombined bipolar hydrodynamical model. Paper [1] studied the global smooth solutions for multi-dimensional
hydrodynamic models for two-carrier plasma. Gasser, Hsiao and Li [8] investigated the large time behavior of solutions of
the bipolar model basing on the fact that the frictional damping will cause the nonlinear diffusive phenomena of hyperbolic
waves. As far as we know, few works on the steady state bipolar hydrodynamic model (1.1) can be found.
Moreover, the zero-electron-mass limit, the zero-relaxation-time limit and the quasi-neutral limit have been extensively
used in practise applications (see [4,22]), such as plasmas physics and numerical simulations. For example, the quasi-neutral
limit means that there is no charge separation or electric ﬁeld. It is natural and important to give their rigorous mathemati-
cal justiﬁcations. There exist some literature on the asymptotic analysis in the stationary and transient hydrodynamic model
for semiconductors and plasmas, and we can refer to [5,10,12,13,17,18,21,23–25]. As the second aim in this paper, we will
discuss the zero-electron-mass limit, the combined zero-electron-mass and zero-hole-mass limit, the zero-relaxation-time
limit and the quasi-neutral limit for the stationary solutions of the bipolar Euler–Poisson system (1.1).
In this paper, we are interested in the steady state case n1t = j1t = n2t = j2t = 0. Then, system (1.1) is reduced to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
j1 = const.,(
ε j21
n
+ P1(n1)
)
x
= n1φx − ε j
τ1
,
j2 = const.,(
μ j22
n
+ P2(n2)
)
x
= −n2φx − μ j
τ2
,
λ2φxx = n1 − n2.
(1.2)
For the sake of simplicity, we take τ1 = τ2 = τ , j1 = j2 = j, P1 = P2 = P , then given j, (1.2) is equivalent to(
ε j2
2n1
+ h(n1) − φ
)
x
+ ε j
τn1
= 0, (1.3)
(
μ j2
2n2
+ h(n2) + φ
)
x
+ μ j
τn2
= 0, (1.4)
λ2φxx = n1 − n2, (1.5)
where the enthalpy h(ni) (i = 1,2) satisﬁes h′(ni) = 1ni P ′(ni).
Similar to [6,15], system (1.3)–(1.5) is supplemented by the following boundary conditions
n1(0) = n10, n1(1) = n11, n2(0) = n20, n2(1) = n21, (1.6)
and
φ(0) = 0, φ(1) = φ1. (1.7)
Conditions (1.6) represent Ohmic contacts and φ1 stands for the applied bias. Meanwhile, from (1.3)–(1.5), we have the
following current-voltage characteristic
φ1 = 1
2
(
ε j2
2n211
− ε j
2
2n210
− μ j
2
2n221
+ μ j
2
2n220
+ h(n11) − h(n10) − h(n21) + h(n20) +
1∫
0
(
ε j
τn1
− μ j
τn2
)
dx
)
. (1.8)
The relation (1.8) shows that we can prescribe j instead of φ1.
Up to now, system (1.3) to (1.5) is valid for the cases of discontinuous as well as regular solutions. For the case of regular
solutions, we recast (1.5) by differentiating (1.3) and (1.4), dividing by n1 and n2, and using Eqs. (1.5), we can obtain the
following two coupled second order equations with respect to n1 and n2, parameterized by j, ε, μ, τ and λ:(
ε j2
2n1
+ h(n1)
)
xx
+ ε j
(
1
τn1
)
x
− n1 − n2
λ2
= 0, (1.9)
(
μ j2 + h(n2)
)
+ μ j
(
1
)
+ n1 − n2
2
= 0. (1.10)
2n2 xx τn2 x λ
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√
ε j and
√
μ j are proper small. It is equivalent to the subsonic condition
n21P
′(n1) > ε j2,n22P ′(n2) > μ j2, see [6,15]. In this situation, once n1 and n2 are known from (1.9) and (1.10), φ can be
obtained from (1.5) and boundary condition (1.7) from the standard theory of elliptic equations [11]. Thus, ﬁnding regular
steady-state solutions of the hydrodynamic model (1.3)–(1.5) with (1.6)–(1.7) can be reduced to solving (1.9) and (1.10)
with (1.6).
The ﬁrst purpose of this paper is to show the unique existence of stationary solutions of (1.3)–(1.5) with (1.6)–(1.7). Using
the Schauder ﬁxed point principle, the Stampacchia’s truncation methods and the careful energy estimates, we can attain
this aim. Contrast with [6,15], we need to overcome the diﬃculty from the coupling and cancellation interaction between
n1 and n2. Next, we give a justiﬁcation of the above four limits in the steady-state solutions to the bipolar isentropic
hydrodynamic semiconductor model for subsonic case, similar to [17,21]. We assume that the boundary data are smooth
and in the subsonic region. In the zero-relaxation-time limit we use a scaling similar to the one for the time-dependent
hydrodynamic model in [12,18]. In the quasi-neutral limit we assume also that the boundary data are in equilibrium, i.e.,
n10 = n20, n11 = n21. As to general case, we will discuss in the forthcoming future.
The paper is organized as follows. In the next section, we show the unique existence of stationary solutions of (1.3)–(1.5)
with (1.6)–(1.7). In Section 3 we prove the zero-electron-mass limit and the combined zero-electron-mass and zero-hole-
mass limit by establishing some uniform estimates for the sequence of solutions. The uniform convergence with rate O (ε)
is given. In Section 4, we give a simple description of convergence results for the zero-relaxation-time limit, by proper
modiﬁcation of method used in Section 3. The convergence rate is obtained, too. Section 5 is devoted to the quasi-neutral
limit with boundary data in equilibrium. The convergence results are obtained with a slightly different proof from those
used in Sections 3, 4.
2. Existence and uniqueness for strong stationary solutions
In this section we mainly establish the unique existence of solutions for (1.3)–(1.5) with (1.6)–(1.7). As presented in the
introduction, we ﬁrst consider
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(
ε j2
2n1
+ h(n1)
)
xx
+ ε j
(
1
τn1
)
x
− n1 − n2
λ2
= 0,
(
μ j2
2n2
+ h(n2)
)
xx
+ μ j
(
1
τn2
)
x
+ n1 − n2
λ2
= 0,
(2.1)
with the following boundary conditions
n1(0) = n10, n1(1) = n11, n2(0) = n20, n2(1) = n21. (2.2)
Theorem 2.1. Assume ni P ′(ni)(i = 1,2) is strictly monotonically increasing from [0,∞) to [0,∞) and 0 < ε,μ,τ ,λ < 1. Then there
exist ε0 and μ0 such that when 0 < ε  ε0 , 0 < μμ0 , there is a solution (n1,n2) ∈ H1(0,1) × H1(0,1) of (2.1)–(2.2) satisfying
N1  n1(x), n1(x) N2, x ∈ [0,1], (2.3)
‖n1‖H1(0,1),‖n2‖H1(0,1)  N (2.4)
where N1 = min(n10,n11,n20,n21), N2 = max(n10,n11,n20,n21) and N is a positive constant.
Moreover, if 0 < ε,μ  1, then the above solution (n1,n2) is unique.
Remark 2.2. If ε and μ are small enough, the two equations in (2.1) are uniformly elliptic. That is, the ﬂow is subsonic.
Proof. We consider the operator T : (m1,m2) → (n1,n2) deﬁned by solving⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
((
−ε j
2
1
m31
+ 1
m1
P ′(m1)
)
n1x
)
x
−
(
ε j
τm21
)
n1x − n1 −m2
λ2
= 0,
((
−μ j
2
2
m32
+ 1
m2
P ′(m2)
)
n2x
)
x
+
(
μ j
τm22
)
n2x + m1 − n2
λ2
= 0.
(2.5)
Now, suppose that (m1,m2) satisﬁes N1 m1,m2  N2. By the assumption, the linear equation (2.5) is uniformly elliptic.
Thus, Lax–Milgram’s theorem guarantee the existence of a unique H1(0,1) × H1(0,1)-solution (n1,n2). Next, it is easy to
see that T is precompact in C0(0,1)×C0(0,1) from Sobolev’s imbedding theorem. Moreover, using the standard arguments,
we know that T is continuous. In order to apply the Schauder ﬁxed-point theorem [11], it remains to prove that N1 
n1,n2  N2.
Indeed, using (n1 − N2)+ = max(n1 − N2,0) and (n2 − N2)+ = max(n2 − N2,0) as two test functions in the weak formu-
lations of (2.5). Integration by parts leads to
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−ε j
2
m31
+ 1
m1
P ′1(m1)
)∣∣(n1 − N2)+x ∣∣2 dx+
∫
ε j
τm21
(n1 − N2)+x (n1 − N2)dx+
∫
n1 −m2
λ2
(n1 − N2)+ dx = 0, (2.6)
and ∫ (
−μ j
2
m32
+ 1
m2
P ′2(m2)
)∣∣(n2 − N2)+x ∣∣2 dx+
∫
μ j
τm2
(n2 − N2)+x (n2 − N2)dx−
∫
m1 − n2
λ2
(n2 − N2)+ dx = 0. (2.7)
By means of the Cauchy–Schwarz and Poincare’s inequalities, we have
∫
ε j
τm21
(n1 − N2)+x (n1 − N1)dx Cε
(∫ ∣∣(n1 − N2)+x ∣∣2 dx
) 1
2
(∫ ∣∣(n1 − N2)+∣∣2 dx
) 1
2
 Cε
∫ ∣∣(n1 − N2)+x ∣∣2 dx,
and
∫
μ j
τm2
(n2 − N2)+x (n2 − N2)dx Cμ
(∫ ∣∣(n2 − N2)+x ∣∣2 dx
) 1
2
(∫ ∣∣(n2 − N2)+∣∣2 dx
) 1
2
 Cμ
∫ ∣∣(n2 − N2)+x ∣∣2 dx.
Thanks to the deﬁnition of N2, we have∫
n1 −m2
λ2
(n1 − N2)+ dx−
∫
m1 − n2
λ2
(n2 − N2)+ dx = 1
λ2
∫
(n1 − N2 + N2 −m2)(n1 − N2)+ dx
− 1
λ2
∫
(m1 − N2 + N2 − n2)(n2 − N2)+ dx 0.
Further, putting the above relations into (2.6) and (2.7) we have∫ ∣∣(n1 − N2)+x ∣∣2 dx+
∫ ∣∣(n2 − N2)+x ∣∣2 dx 0,
provided that ε and μ are properly small. Hence, we can obtain
n1,n2  N2.
In complete similar way, we can prove
n1,n2  N1.
By Schauder’s ﬁxed point theorem, we have a ﬁxed point (n1,n2) ∈ H1(0,1) × H1(0,1) satisfying N1  n1,n2  N2. Finally,
we take n1b(x) = n11 + (n10 −n11)(1− x) and n2b(x) = n21 + (n20 −n21)(1− x) in x ∈ [0,1]. We observe that (n1 −n1b)(x) and
(n2 −n2b)(x) vanishes at x = 0 and x = 1, furthermore, multiply (2.5) by n1 −n1b and n2 −n2b respectively. Then, an H1(0,1)
bound on n1 and n2 independent of n1b and n2b is easily obtained. That is, we can choose proper positive constant N such
that (2.4) holds.
Next, we are going to prove the unique behavior of (n1,n2). As in [6], let (n
(1)
1 ,n
(1)
2 ) and (n
(2)
1 ,n
(2)
2 ) be two solutions in
H1(0,1) × H1(0,1) to the problem (2.1)–(2.2) and satisfy the uniform (2.3)–(2.4).
(
a1(x)e1
)
xx + j
(
b1(x)e1
)
x −
e1 − e2
λ2
= 0, (2.8)
(
a2(x)e2
)
xx + j
(
b2(x)e2
)
x −
e1 − e2
λ2
= 0, (2.9)
where
e1 = n(1)1 − n(2)1 , e2 = n(1)2 − n(2)2 ,
a1(x) =
1∫
0
∂
∂n1
(
ε j2
2n21
+ h(n1)
)(
n(1)1 + θ
(
n(2)1 − n(1)1
))
dθ,
a2(x) =
1∫
0
∂
∂n2
(
μ j2
2n22
+ h(n2)
)(
n(1)1 + θ
(
n(2)2 − n(1)2
))
dθ,
b1(x) = 1
τn(1)n(2)
, b2(x) = 1
τn(1)n(2)
.1 1 2 2
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∫ ((
1− ε| j|
2
|b1(x)|√
a1(x)
)
(a1e1)
2
x +
(
1− μ| j|
2
|b2(x)|√
a2(x)
)
(a2e2)
2
x
)
dx 0.
Thus, we have n(1)1 = n(2)1 , n(1)2 = n(2)2 if ε and μ are properly small. Hence, we obtain the uniqueness of the solutions for
(2.1)–(2.2). This complete the proof. 
From (1.5) and (1.7):
Theorem 2.3. Under the assumption of Theorem 2.1, there exists a unique φ which satisﬁes (1.5) and (1.7), and there is a constant N3
such that it follows
‖φ‖H2,∞(0,1)  N3. (2.10)
3. The zero-electron-mass limit and the combined zero-electron-mass and zero-hole-mass limit
In this section we study the zero-electron-mass limit ε → 0 and combined zero-electron and zero-hole mass limit in
(1.3)–(1.7). The Debye-length λ, the hole mass μ and the relaxation-time τ are supposed to be constants independent of ε.
Since the solution of (1.3)–(1.7) dependent on ε, we may rewrite this problem (1.3)–(1.7) as follows
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
ε j2
2n1ε
+ h(n1ε) − φε
)
x
+ ε j
τn1ε
= 0,
(
μ j2
2n2ε
+ h(n2ε) + φε
)
x
+ μ j
τn2ε
= 0,
λ2φεxx = n1ε − n2ε
(3.1)
for x ∈ (0,1), and the following boundary conditions
n1ε(0) = n10, n1ε(1) = n11, n2ε(0) = n20, n2ε(1) = n21, (3.2)
and
φε(0) = 0. (3.3)
Set ε = 0, we obtain the formal zero-electron-mass limit (n1,n2, φ) satisfying the problem:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
h(n1) = h(n10) + φ,(
μ j2
2n2
+ h(n2) + φ
)
x
+ μ j
τn2
= 0,
λ2φxx = n1 − n2
(3.4)
with boundary conditions
n1(1) = n11, n2(0) = n20, n2(1) = n21, (3.5)
and
φ(0) = 0. (3.6)
In particular, if h(n1) = lnn1, i.e., P (n1) = n1, we obtain the Boltzmann–Maxwell relation
n1 = n10eφ.
Now we prove rigorously this limit and give its convergence rate.
Theorem 3.1. Let (n1ε,n2ε,φε)ε>0 be the sequence of solutions to (3.1)–(3.3), and (n1,n2, φ) be the unique solution to problem
(3.4)–(3.6). Then, there is a constant A1 independent of ε such that, as ε → 0,
‖n1ε − n1‖H1(0,1)  A1ε, ‖n2ε − n2‖H1(0,1)  A1ε, ‖φε − φ‖H2(0,1)  A1ε. (3.7)
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(n1ε,n2ε)ε>0 and that the sequence (φε)ε>0 in W 2,∞(0,1). Further, from
(
P ′(n1ε) − ε j
2
n21ε
)
dn1ε
dx
= n1ε dφε
dx
− ε j
τ
, (3.8)
and
(
P ′(n2ε) − μ j
2
n22ε
)
dn2ε
dx
= n2ε dφε
dx
− μ j
τ
, (3.9)
that the sequence (n1ε)ε>0 and (n2ε)ε>0 are bounded in W 1,∞(0,1). By compact imbedding W 1,∞ ↪→ C0([0,1]),
W 2,∞ ↪→ C1([0,1]), and Ascoli’s theorem, we obtain the uniform convergence of a subsequence of (n1ε,n2ε,φε)ε>0, which
allows to pass to the limit in the system and boundary condition (3.1)–(3.3) to obtain (3.4)–(3.6). The uniqueness of solution
to the limit problem (3.4)–(3.6) implies the convergence of the whole sequence.
To prove the convergence rates (3.7), let us denote by
d2
dx2
(
ε j2
2n21ε
+ h(n1ε) − h(n1)
)
+ d
dx
(
ε j
τn1ε
)
− n1ε − n1 − n2ε + n2
λ2
= 0, (3.10)
and
d2
dx2
(
μ j2
2n22ε
− μ j
2
2n22
+ h(n2ε) − h(n2)
)
+ d
dx
(
μ j
τn2ε
− μ j
τn2
)
+ n1ε − n1 − n2ε + n2
λ2
= 0. (3.11)
Moreover, letting g be deﬁned by g = h−1, from Poincare’s inequality and the relations
d(n1ε − n1)
dx
= (g′(h(n1ε))− g′(h(n1)))dh(n1ε)
dx
+ g′(h(n1))d(h(n1ε) − h(n1))
dx
, (3.12)
and
d(n2ε − n2)
dx
= (g′(h(n2ε))− g′(h(n2)))dh(n2ε)
dx
+ g′(h(n2))d(h(n2ε) − h(n2))
dx
, (3.13)
we can show that there is a positive constant A2 such that
‖n1ε − n1‖H1(0,1)  A2
∥∥h(n1ε) − h(n1)∥∥H1(0,1), (3.14)
and
‖n2ε − n2‖H1(0,1)  A2
∥∥h(n2ε) − h(n2)∥∥H1(0,1). (3.15)
Next, multiplying (3.10) and (3.11) by h(n1ε) − h(n1) and h(n1ε) − h(n1) and then integrating them over (0,1), by means of
n1ε(0) = n1(0) = n10, n1ε(1) = n1(1) = n11, n2ε(0) = n2(0) = n10, n2ε(1) = n2(1) = n11, we obtain
1∫
0
((
h(n1ε) − h(n1)
)2
x +
n1ε − n1 − n2ε + n2
λ2
(
h(n1ε) − h(n1)
))
dx
=
1∫
0
((
ε j
τn1ε
)
x
(
h(n1ε) − h(n1)
)−
(
ε j2
2n21ε
)
x
(
h(n1ε) − h(n1)
)
x
)
dx
and
1∫
0
((
h(n2ε) − h(n2)
)2
x −
n1ε − n1 − n2ε + n2
λ2
(
h(n2ε) − h(n2)
))
dx
=
1∫
0
((
μ j
τn2ε
− μ j
τn2
)
x
(
h(n2ε) − h(n2)
)−
(
μ j2
2n22ε
− μ j
2
2n22
)
x
(
h(n2ε) − h(n2)
)
x
)
dx.
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such that
∥∥(h(n1ε) − h(n1))x
∥∥2
L2(0,1) +
1
λ2
1∫
0
(n1ε − n1 − n2ε + n2)
(
h(n1ε) − h(n1)
)
dx A3ε
∥∥(h(n2ε) − h(n2))x
∥∥
L2(0,1)
and
∥∥(h(n2ε) − h(n2))x
∥∥2
L2(0,1) −
1
λ2
1∫
0
(n1ε − n1 − n2ε + n2)
(
h(n2ε) − h(n2)
)
dx
 A3μ
∥∥(h(n2ε) − h(n2))x
∥∥
L2(0,1)
(∥∥(n2ε − n2)∥∥L2(0,1) +
∥∥(n2ε − n2)x∥∥L2(0,1)).
Further, due to 0 < ε,μ  1, μ < ε, and
1
λ2
1∫
0
(n1ε − n1 − n2ε + n2)
(
h(n1ε) − h(n1)
)
dx− 1
λ2
1∫
0
(n1ε − n1 − n2ε + n2)
(
h(n2ε) − h(n2)
)
dx 0,
we have from Poincare’s inequality
∥∥h(n1ε) − h(n1)∥∥H1(0,1) +
∥∥h(n2ε) − h(n2)∥∥H1(0,1)  A3ε, (3.16)
which together with (3.14)–(3.15) implies the ﬁrst two estimates in (3.7). The estimate for φε − φ is derived directly from
λ2
d2(φε − φ)
dx2
= n1ε − n1 − n2ε + n2, (3.17)
and (φε − φ)|x=0,1 = 0. This ends the proof. 
Next, setting ε = μ = 0 in⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
ε j2
2n1ε,μ
+ h(n1ε,μ) − φε,μ
)
x
+ ε j
τn1ε,μ
= 0,
(
μ j2
2n2ε,μ
+ h(n2ε,μ) + φε,μ
)
x
+ μ j
τn2ε,μ
= 0,
λ2φε,μxx = n1ε,μ − n2ε,μ
(3.18)
for x ∈ (0,1), and the following boundary conditions
n1ε,μ(0) = n10, n1ε,μ(1) = n11, n2ε,μ(0) = n20, n2ε,μ(1) = n21, (3.19)
and
φε,μ(0) = 0, (3.20)
we obtain the formal combined zero-electron and zero-hole-mass limit (n1,n2, φ) satisfying the problem:⎧⎨
⎩
h(n1) = h(n10) + φ,
h(n2) = h(n20) − φ,
λ2φxx = n1 − n2
(3.21)
for x ∈ (0,1), with boundary conditions
n1(1) = n11, n2(1) = n21, (3.22)
and
φ(0) = 0. (3.23)
In the completely same way, we have
Theorem 3.2. Let (n1ε,μ,n2ε,μ,φε,μ)ε=μ>0 be the sequence of solutions to (3.18)–(3.20), and (n1,n2, φ) be the unique solution to
problem (3.21)–(3.23). Then, there is a constant A4 independent of ε and μ such that, as ε = μ → 0,
‖n1ε − n1‖H1(0,1) + ‖n2ε − n2‖H1(0,1)  A4ε, ‖φε − φ‖H2(0,1)  A4ε. (3.24)
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In the study of the zero-relaxation-time limit τ → 0 in (1.3)–(1.7), we assume that λ,μ and ε are constants independent
of τ . We ﬁrst observe that if j is independent of τ , the limit τ → 0 in (1.3)–(1.5) is not meaningful. In the transient Euler–
Poisson system, a new scaling is introduced to study the zero-relaxation-time limit the zero-relaxation-time limit in the
transient Euler–Poisson system as in [8,12,18]. The scaling can be found by a formal asymptotic expansion in power of τ .
This enables us to consider the same scaling as in the time-dependent problem, i.e.,
n1τ = n1, jτ = j
τ
, n2τ = n2, φτ = φ.
In this situation, the problem (1.3)–(1.7) reads
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
ετ 2 j2
2n1τ
+ h(n1τ ) − φτ
)
x
+ ε j
n1τ
= 0,
(
μ j2
2n2τ
+ h(n2τ ) + φτ
)
x
+ μ j
n2τ
= 0,
λ2φτ xx = n1τ − n2τ
(4.1)
for x ∈ (0,1), with boundary conditions
n1τ (0) = n10, n1τ (1) = n11, n2τ (0) = n20, n2τ (1) = n21, (4.2)
and
φτ (0) = 0. (4.3)
For proper small ε and μ, there is a solution (n1τ ,n2τ , φτ ) to (4.1)–(4.3). Setting τ = 0, the limit (n1,n2, φ) of
(n1τ ,n2τ , φτ )τ>0 is formally governed by the following stationary drift-diffusion equations⎧⎪⎨
⎪⎩
(
P (n1)
)
x = n1φx − ε j,(
P (n2)
)
x = n2φx − μ j,
λ2φxx = n1 − n2,
(4.4)
with boundary conditions
n1(0) = n10, n1(1) = n11, n2(0) = n20, n2(1) = n21, (4.5)
and
φ(0) = 0. (4.6)
Now we prove the convergence of (n1τ ,n2τ , φτ ) to (n1,n2, φ).
Theorem 4.1. Let the conditions in Theorem 2.1 hold and (n1τ ,n2τ , φτ )τ>0 be a sequence of solutions to (4.1)–(4.3). Then there is a
subsequence, still denoted by (n1τ ,n2τ , φτ )τ>0 converging to (n1,n2, φ) in the following sense:
n1τ → n1, n2τ → n2 uniformly in C0
([0,1]),
φτ → φ uniformly in C1
([0,1]),
where (n1,n2, φ) solves problem (4.4)–(4.6). Moreover, there exists a constant B1 > 0 independent of τ , such that the two whole
sequence (n1τ ,n2τ , φτ )τ>0 converges to (n1,n2, φ) with
‖n1τ − n1‖H1(0,1)  B1τ 2, ‖n2τ − n2‖H1(0,1)  B1τ 2, ‖φτ − φ‖H2(0,1)  B1τ 2. (4.7)
Proof. The convergence of n1τ → n1,n1τ → n1 and φτ → φ follows from the boundedness of the sequence (n1τ ,n2τ )τ>0 in
W 1,∞(0,1) and (φτ )τ>0 in W 2,∞(0,1) respectively, just like the proof of Theorem 3.1. To prove the convergence rates (4.7),
let us denote by
d2
dx2
(
ετ 2 j2
2n21τ
+ h(n1τ ) − h(n1)
)
+ d
dx
(
ε j
n1τ
− ε j
n1
)
− n1τ − n1 − n2τ + n2
λ2
= 0, (4.8)
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d2
dx2
(
μτ 2 j2
2n22τ
+ h(n2τ ) − h(n2)
)
+ d
dx
(
μ j
n2τ
− μ j
n2
)
+ n1τ − n1 − n2τ + n2
λ2
= 0, (4.9)
with boundary condition n1ε(0) − n1(0) = n1ε(1) − n1(1) = 0, n2ε(0) − n2(0) = n2ε(1) − n2(1) = 0. Then, multiplying
(4.8)–(4.9) by h(n1τ ) − h(n1) and h(n2τ ) − h(n2), we have
1∫
0
((
h(n1τ ) − h(n1)
)2
x +
n1τ − n1 − n2τ + n2
λ2
(
h(n1τ ) − h(n1)
))
dx
= −ετ
2 j2
2
1∫
0
(
1
n21τ
)
x
(
h(n1τ ) − h(n1)
)
dx+ ε j
1∫
0
(
1
n1τ
− 1
n1
)
x
(
h(n1τ ) − h(n1)
)
dx,
and
1∫
0
((
h(n2τ ) − h(n2)
)2
x +
n1τ − n1 − n2τ + n2
λ2
(
h(n2τ ) − h(n2)
))
dx
= −μτ
2 j2
2
1∫
0
(
1
n22τ
)
x
(
h(n2τ ) − h(n2)
)
dx+ ε j
1∫
0
(
1
n2τ
− 1
n2
)
x
(
h(n2τ ) − h(n2)
)
dx.
Furthermore, similar to (3.16), applying Cauchy–Schwarz’s inequality and the small behavior of ε and μ, there is a constant
B2 > 0 independent of τ such that
∥∥h(n1ε) − h(n1)∥∥H1(0,1) +
∥∥h(n2ε) − h(n2)∥∥H1(0,1)  B2τ 2. (4.10)
On the other hand, like (3.14)–(3.15), we can obtain
‖n1τ − n1‖H1(0,1)  B3
∥∥h(n1τ ) − h(n1)∥∥H1(0,1),
‖n2τ − n2‖H1(0,1)  B3
∥∥h(n2τ ) − h(n2)∥∥H1(0,1). (4.11)
Combination of (4.10) and (4.11) yields
‖n1τ − n1‖H1(0,1) + ‖n2τ − n2‖H1(0,1)  B1τ 2.
The estimate for φτ − φ is derived directly from
λ2
d2(φτ − φ)
dx2
= n1τ − n1 − n2τ + n2 (4.12)
and (φτ − φ)|x=0,1 = 0. Finally, the convergence of the whole (n1τ ,n2τ , φτ )τ>0 follows from the uniqueness of solution to
problem (4.4)–(4.6). This ends the proof. 
5. The quasi-neutral limit
In this section, we study the quasi-neutral limit λ → 0 in (1.3)–(1.7). Then, the electron mass ε, the hole mass μ and the
relaxation time τ are supposed to be independent of λ. The uniformly elliptic condition that ε and μ are properly small is
needed in the case. Moreover, we also assume
n10(0) = n20, n11(0) = n21, (5.1)
so that no boundary layer occur near x = 0 and x = 1. Since λ → 0 in the quasi-neutral limit we may assume λ ∈ (0,1], and
we rewrite the problem (1.3)–(1.7) under the form
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
ε j2
2n1λ
+ h(n1λ) − φλ
)
x
+ ε j
τn1λ
= 0,
(
μ j2
2n2λ
+ h(n2λ) + φλ
)
x
+ μ j
τn2λ
= 0,
2
(5.2)λ φλxx = n1λ − n2λ
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n1λ(0) = n10, n1λ(1) = n11, n2λ(0) = n20, n2λ(1) = n21, (5.3)
and
φλ(0) = 0. (5.4)
Let (n1,n2, φ) be the formal limit of (n1λ,n2λ,φλ). Then (n1,n2, φ) is a solution of the problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(
ε j2
2n1
+ h(n1) + μ j22n2 + h(n2)
)
x
+ ε j
τn1
+ μ j
τn2
= 0,
2
dφ
dx
= d
dx
(
ε j2
2n1
+ h(n1) − μ j22n2 − h(n2)
)
+ ε j
τn1
− μ j
τn2
,
n2 = n1
(5.5)
for x ∈ (0,1) with boundary conditions
n1(0) = n10, n1(1) = n11, (5.6)
and
φλ(0) = 0. (5.7)
Theorem 5.1. Let the conditions in Theorem 2.1 and (5.1) hold, and the sequence (n1λ,n2λ,φλ)λ>0 be a sequence of solutions to
(5.2)–(5.4). Then (n1λ,n2λ,φλ)λ>0 are bounded in H1(0,1), and
‖n1λ − n2λ‖L2(0,1)  C1λ, (5.8)
where C1 is a constant independent of λ, and (n1,n2, φ) solves problem (5.5)–(5.7).
Proof. Like in Theorems 2.1 and 2.2, we can show the unique existence of (5.2)–(5.4), and N2  n1λ,n2λ  N1. However,
(2.4) do not hold uniformly with respect to λ. It follows from (5.2) and Poincare’s inequality that the sequences
(
ε j21
2n1λ
+ h(n1λ) − μ j
2
2
2n2λ
− h(n2λ) − 2φλ
)
λ>0
and
(
ε j21
2n1λ
+ h(n1λ) + μ j
2
2
2n2λ
+ h(n2λ)
)
λ>0
are bounded in H1(0,1). Moreover, using
(
ε j21
2n1λ
+ h(n1λ) − μ j
2
2
2n2λ
− h(n2λ)
)
xx
+
(
ε j1
τn1λ
− μ j2
τn2λ
)
x
= n1λ − n2λ
λ2
,
we can obtain
‖n1λ − n2λ‖L2(0,1)  C1λ.
Further, from
λ2φλxx = n1λ − n2λ,
and φλ(0) = 0, we can show that
λ2‖φλ − φ‖2L2(0,1)  C2λ2, (5.9)
which indicates that by Poincare’s inequality, the boundedness of (φλ)λ>0 in H1(0,1). Further, (n1λ)λ>0 and (n2λ)λ>0 are
also bounded in H1(0,1). All these convergence allow to pass to the limit in (5.2)–(5.4) to obtain (5.5)–(5.7). This completes
the proof. 
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