Yes. In a perturbed Friedmann model, the difference of the Hubble constants measured in two restframes is independent of the source peculiar velocity and depends only on the relative velocity of the observers, to lowest order in velocity. Therefore this difference should be zero when averaging over sufficient sources, which are at large enough distances to suppress local nonlinear inhomogeneity. We use a linear perturbative analysis to predict the Doppler effects on redshifts and distances. Since the observed redshifts encode the effect of local bulk flow due to nonlinear structure, our linear analysis is able to capture aspects of the nonlinear behaviour. Using the largest available distance compilation from CosmicFlows-3, we find that the data is consistent with simulations based on the concordance model, for sources at 20 − 150 Mpc.
. Mollweide projection of the CF3 distribution: black indicates z < 0.01, blue 0.01 < z < 0.03, and white z > 0.03.
correlation between galaxy rotation and luminosity, whose photometry was obtained with the Spitzer Space Telescope; and 8,885 distances from the 6dFGS collaboration, obtained via the Fundamental Plane. Minor additions come from Type Ia Supernovae (391 objects), as well as a 29% increase of the CF2 sub-sample based on identification of the Tip of the Red Giant Branch in Hubble Space Telescope images.
A map of the celestial positions of CF3 objects is presented in Fig. 1 (using HEALPix [12] with a grid of N side = 64 resolution). Objects depicted in black are the shallowest, located at z < 0.01, while blue denotes intermediate redshift, 0.01 < z < 0.03, and white represents sources at z > 0.03. It is apparent that the sky coverage is not uniform in the deepest redshift ranges, which mostly comprise objects in the southern hemisphere observed by 6dFGS. Our goal is a consistency test between the H 0 estimated from the real data and from realisations that cover the sky in the same manner -and the latter naturally include any H 0 bias due to a non-isotropic distribution of sources. If there is any strong disagreement between them, especially in the deepest ranges probed by CF3, this will hint at a possible departure from isotropy in the Hubble flow.
We use the CF3 compilation from the Extragalactic Distance Database 1 . This provides the luminosity distances (with uncertainties) and redshifts of the sources, allowing us to perform the analyses below.
A. Estimating H0
At the very low redshifts we consider (z < ∼ 0.05h −1 ), we can apply the linear Hubble law
which is independent of cosmological parameters other than H 0 . Here z is the redshift of the source (discussed further below) and d L is its luminosity distance. At the maximum distance ∼ 150 Mpc that we use, the O(z 2 ) corrections change D by ∼ 2%, which is much less than the typical CF3 distance uncertainties (∼ 20 − 30%). Within this approximation, the various distance measurements (luminosity, angular diameter, proper, comoving) are effectively equal. From now on, we drop the O(z 2 ) from expressions.
Following the method of [6] , we measure the Hubble constant in successive spherical shells of width ∆D. However we use a larger width, ∆D = 30 Mpc, in order to further suppress nonlinear effects, and we use the CF3 data to go to greater distances. In each shell s, with N s sources, we estimate the Hubble constant by minimising
which leads to
Here z i is the directly observed redshift, i.e. measured by a Solar System observer, D i = D(z i ) is the estimated luminosity distance and σ i is its uncertainty; these are given in the CF3 data-set The weighted mean luminosity distance of the N s sources in shell s and the uncertainty on H s are given by
Here and below the sums are understood to range from 1 to N s . We also add a zero-point uncertainty in quadrature to σ s as in [6] ,
Individual H s measurements could still be affected by Malmquist bias, which is a radial selection effect, i.e., independent of source position on the sky. For this reason, rather than focusing on H s separately in each rest-frame (as in [6, 7] ), we follow [9] and consider the difference between the values in two frames -in our case, the CRF and LRF frames. This should suppress the Malmquist bias. The difference and its uncertainty are given by
where the Hubble constant estimator applied in any rest-frame (RF) follows from (3) after transforming the redshifts and distances:
The rest-frame redshift and distance are given in (11) and (12) below. We will need the velocities of the Solar System relative to the CRF and LRF, which are given by
where (l, b) are galactic coordinates.
B. The effect of velocities
To lowest order in β RF ≡ v RF /c, the redshift of source i in a rest-frame is related to its Solar System redshift by
The Doppler effect on luminosity distance is then given in a general spacetime by [15] 
The peculiar velocity of the source is contained in D(z i , n i ). In a linearly perturbed Friedmann model, the aberration of directions, n
does not affect the distance, and the luminosity distance measured by the Solar System observer is related to the background luminosity distance as follows [16, 17] 
Here β i is the peculiar velocity of the source i. The observer's velocity is relative to the CMB rest-frame, since this is the rest-frame that corresponds to the background. (Note that we have neglected terms involving the gravitational potentials, which are much smaller at low z.) For a single source, the peculiar velocity cancels in ∆H 0i to lowest order, as can be seen by using (1), (11)- (13):
(Note that here and below we neglect nonlinear terms in β i and β RF .) Then averaging over sources in a spherical shell will eliminate the linear term if there are sufficient sources distributed statistically isotropically. In other words, at linear order in a concordance model, peculiar and observer velocities do not contribute to ∆H s when using (1) to determine H 0 .
To find the lowest-order contribution of velocities in the observed data, we need to apply the estimator (9) . First, we require the rest-frame luminosity distances in terms of the background distance. Using (12) and (13), we obtain
We stress that z i is the observed redshift (in the Solar System frame) and not the background redshift. Note also that A i does not depend on which RF we consider. For a shell s, we determine the average Hubble constant in a rest-frame by linear regression, using (9) . To lowest order, c z
From (15) c z
and then we find that
Inverting (19) we obtain
By (16) and (20), we find that (9) becomes
Then we can calculate
The peculiar velocity terms have disappeared because they do not depend on the reference frame and thus cancel in the difference, at first order. Note that if we have only one source in the shell s, then (22) reduces exactly to (14) . It follows from (22) that the estimator applied to the data does not lead to ∆H s = 0 at lowest order. This continues to be true if we use the linear Hubble relation (1) for the background distance in (22) :
Equations (22) and (23) show that if all sources in the shell s have the same redshift and the same errors, then the sum is only over the directions of the sources and should cancel over the whole sky for isotropically distributed sources, leading to ∆H s = 0. But for sources unevenly distributed in redshift within the shell, and whose distance errors are different, the spherical average gives ∆H s = 0, even for isotropically distributed sources. The key point is that the redshifts z i are observed quantities, without any assumption as to their relation to a background LCDM model. At the lowest redshifts, the z i encode the anisotropic and nonlinear effects of local bulk flow -which are expected in an LCDM model on small scales. Our analysis is a linear approximation of the Doppler effects of rest-frame transformations, but the nonlinear anisotropic effects in the z i are not removed in our analysis. Effectively, the local bulk flow is 'hiding' in the z i .
We can see this explicitly in a simplified scenario where we neglect distance errors, i.e. we set σ i = 1, as in [9] . Following [9] , we define the bulk velocity for the shell s as
Then, using
Equations (24) and (25) imply the following qualitative behaviour, which will persist when the distance errors σ i are included:
C. Consistency tests
We test whether the results obtained from the CF3 catalogue are consistent with the concordance model through two distinct sets of 1,000 Monte Carlo (MC) realisations. They are produced according to the following prescriptions.
• MC-LCDM realisations:
We replace the luminosity distances in the CF3 data-set by a value drawn from a Gaussian distribution,
centred on the fiducial background LCDM distance,
The standard deviation σ i is taken from the data-set. In order to account for the change of frames, the redshift and luminosity distances are modified according to (11) and (12) . By (22) , this leads to Table I .
• MC-boost realisations:
We apply CMB-and LG-like boosts, of the form (11) and (12) , to the i-source redshift and distance. These boosts have the same amplitudes v
The random directions are taken from a uniform distribution within the appropriate angular range:
III. RESULTS
A. ∆Hs from the CF3 data
The estimates of ∆H s from the CF3 data, together with the errors (2σ ∆Hs ), calculated according to the procedure described in §II A, are presented in Fig. 2 , with numerical values listed in Table I . (In order to check consistency with previous results, we also calculated ∆H s for a shell width 12.5 Mpc/h, within the same range of the previous analyses, for both CF3 and its predecessor CF2. The results are consistent with previous analyses.)
The qualitative behaviour shown in Fig. 2 is consistent with our analytical expectation in (26) . For small D s ( < ∼ 30 Mpc), there is a significant discrepancy between the H 0 values in the two rest-frames. The fact that ∆H s > 0 is consistent with the findings that H 0 is less non-uniform in the LRF than the CRF [6, 9] . For larger D s , the difference ∆H s is close to zero, as predicted by the linear analysis in §II B, and in line with the expectation that the Hubble flow should become closer to uniform at larger distances, when the effects of local structure are suppressed. Although the 2σ error bars include zero for D s > 30 Mpc, the best-fit for ∆H s is only compatible with zero at 2σ confidence level for D s > 80 Mpc. This is consistent with typical results on the homogeneity scale in galaxy number counts [18, 19, 20, 21, 22, 23, 24] . For the MC-boost test, consistency with the real data indicates that the CMB and LG rest-frames are not special relative to 1,000 others, and hence there is no significant evidence for a violation of statistical isotropy in the local Universe.
For the MC-LCDM test, there is also reasonable consistency with the real data, even on mildly nonlinear scales, since our linear analysis of Doppler effects is based on the observed redshifts, which include the influence of local bulk flow, as discussed in §II B. For D min < 20 Mpc, we expect that our analysis would break down, and N-body simulations would be required to capture the full nonlinear behaviour (see e.g. [9] ).
IV. CONCLUSIONS
We tested whether the Hubble flow in the nearby Universe is consistent with the concordance model of cosmology, using the largest compilation of cosmic distances to date, the Cosmicflows-3 data-set, which covers a large area of the sky, and reaches z 0.1. The tests were performed by fitting a linear Hubble law averaged over tomographic radial shells, similar to the procedure introduced by [6] and further explored by [7, 9] , but assuming a larger shell width, ∆D s = 30 Mpc. We focused on the difference between the averaged values of H 0 measured in two rest-frames, ∆H s , rather than the individual H 0 measurements, in order to suppress Malmquist bias, which would demand an extra correction on a background H 0 value.
In order to compare the results from data with theoretical expectations, we analysed the estimator for ∆H s using a linearly perturbed Friedmann model -in which we included the Doppler corrections to luminosity distance that arise from the observer velocity and the peculiar velocities of sources. We showed that at first order in perturbations, the peculiar velocities do not contribute to ∆H s . However, averaging over the shell does not lead to ∆H s = 0, because our analysis is based on the observed redshifts, which encode the effects of local bulk flow.
We performed Monte Carlo simulations (MC-LCDM) based on linear perturbations in the concordance model, and we found these to be consistent with the data (at 2σ confidence level), as shown in Fig. 3 . Our MC-LCDM simulations indirectly include (via the observed redshifts) part of the nonlinear effect of velocities, which arise from nonlinear structures at small distances and generate local coherent bulk flows. These local bulk flows will produce anisotropy that is not removed by spherical averaging.
We also checked that our results are consistent with Monte Carlo simulations with randomised directions for CMBand LG-like rest-frame boosts, indicating that there is no significant evidence for a violation of statistical isotropy.
We found no evidence against a statistically homogeneous and isotropic Hubble flow: ∆H s can be accounted for within the concordance model, given the (large) uncertainties in current distance measurements. This is consistent with other work, using different methods to probe the Hubble flow [9, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39] . However, all these findings are subject to a caveat, i.e. that current distance measurements have large uncertainties, from both sample variance and systematics (for a thorough discussion, see [39] ). With the expansion of peculiar velocity data-sets from forthcoming surveys like TAIPAN [40] , WALLABY [41] and HI galaxy surveys with SKA [42] , an improved assessment of the local Hubble flow uniformity will be possible.
