Abstract-Human observers understand the content of an image intuitively. Based upon image content, they perform many imagerelated tasks, such as creating slide shows and photo albums, and organizing their image archives. For example, to select photos for an album, people assess image quality based upon the main objects in the image. They modify colors in an image based upon the color of important objects, such as sky, grass or skin. Serious photographers might modify each object separately. Photo applications, in contrast, use low-level descriptors to guide similar tasks. Typical descriptors, such as color histograms, noise level, JPEG artifacts and overall sharpness, can guide an imaging application and safeguard against blunders. However, there is a gap between the outcome of such operations and the same task performed by a person. We believe that the gap can be bridged by automatically understanding the content of the image. This paper presents algorithms for automatic tagging of perceptual objects in images, including sky, skin, and foliage, which constitutes an important step toward this goal.
I. INTRODUCTION
T ODAY, even relatively simple image processing pipelines include mature algorithms for image denoising, image sharpening, contrast enhancement, color correction and more. These pipelines rely on analysis of local features of the image. Recently, imaging products have been adding features that require some level of content understanding. Examples of such features that exist in current products include automatic metering based upon faces, red eye removal and automatic cropping. Each one of these algorithms requires the identification of relevant objects in the image. Future image pipelines will treat every object in the image, so that each objects appears most pleasing, for example, bluer sky, greener grass, sharper foliage, skin with a healthy glow, and so on. For the enhancement of an object to be credible, it is imperative to enhance the entire object in a harmonious way. A key challenge for success in accomplishing the afore mentioned task is to overcome unusual lighting or shading in images. It is quite common in images that the subject is partially shaded, or overexposed. Similarly, grass and other foliage are often shaded, and the sky is frequently overexposed. A second challenge stems from the setting of an automatic imagining pipeline, in which all operations must be completely automatic, and one cannot risk the possibility of producing a picture that is less pleasing to the user than the original. We propose a new algorithm in which a segmented image is tagged to identify specific object categories. This algorithm is proposed for the purpose of enabling dramatic enhancements in automatic imaging pipelines. Our approach leverages recent advances in image segmentation [3] , [7] . While there have been important advances in the quality of segmentation, improvement in speed has made this technology possible for some imaging applications. We also build on object detection work in the area of skin detection [17] and sky detection [13] . The work presented here unites these two image analysis techniques to introduce tagged segmentation. Our algorithm to date tags blue sky, gray sky and snow, skin, and foliage. It produces demonstrable and compelling tagged segmentations, see, e.g., Fig. 1 . We discuss tests on natural outdoor images later in the paper.
The proposed object detection algorithm uses as much domain knowledge about objects as is available. For example, skin detection uses highly specialized features including face detection, skin color models and shape characteristics. We propose some unified methods for identifying various objects in the image. The approach evaluates regions in the image that match some expectation of the object, e.g., with regard to size, shape, location and color. For example, sky detection uses a color model that describes a range of blue and gray colors with high luminance, and evaluates additional characteristics we expect in sky regions, such as size, smoothness, gradients and overall luminance, to ascertain a final probability that the region depicts sky.
Early work on detection of skin, sky and foliage relied exclusively on color models, e.g., [10] , [22] , [28] , and [30] . These algorithms compute the response of each pixel to a color model, and a global threshold is used to separate the object from the background. The more sophisticated of these algorithms, e.g., [22] , use an adaptive threshold. While color is an excellent visual cue for identifying many objects, this feature is not sufficient for our goals. To enable automatic image enhancement, the detection algorithm must work for every skin color, any shade of foliage, any level of exposure and every lighting condition, etc. Fig. 2 shows some challenges that color modelling, on its own, does not overcome. The girl's face is partially shaded, and those pixels do not have color values corresponding to skin. The girl's clothes are similar in color to sky, and parts of the forest are very dark. For any of these objects, there is no global threshold that will identify the object from the background. We, therefore, prefer an approach that evaluates regions of pixels, rather than individual pixels.
Several more recent detection algorithms, for both skin and sky detection, use object specific methods are used to find relevant regions. Skin regions arise from face detection, and sky regions are found using an open space method. For highly textured objects, for example, foliage, water and sand, there is no pixel-wise feature that we can use to define a region. The variety of appearance and placement of such objects in images is too unpredictable. In order to apply regional considerations for the detection of such objects, we need a global division of the image into regions, i.e., a segmentation. Challenges in object detection. This image demonstrates why color is not sufficient to detect skin, sky, and foliage. The face is shaded, so a threshold on the skin likelihood map (d) will not detect the entire face. The girl's clothes have color similar to the sky, hence, a threshold on the sky likelihood map (e) will either include clothes as sky, or fail to detect parts of the sky. In addition, the foliage is nearly black in regions, so a threshold on the foliage likelihood map (f) will either include the shade around the girl's face, or miss the dark foliage regions. Image segmentation is the process in which an image is divided into nonoverlapping regions. The primary objective of any segmentation algorithm is to break an image up into a small number of contiguous regions of similar type [e.g., Fig. 2(b) ]. Once the image has been segmented, further analysis of those regions using object specific heuristics will determine the features that one may want to tag within an image.
II. RELEVANT APPLICATIONS

A. Image Enhancement and Manipulation
Tagged segmentation is a critical technology for a variety of image manipulation applications. For example, with the proposed algorithms, it is straight-forward to develop tools for skin tone correction and sky correction. Fig. 3 demonstrates some of the advantages of object aware image enhancement and manipulation. The original image is shown in Fig. 3(a) , with the corresponding tagged segmentation in Fig. 3(b) . Fig. 3 (a) was enhanced with an existing automatic contrast enhancement algorithm [11] in Fig. 3(c) . Fig. 3(d) shows the same image enhanced using object tagging. Contrast enhancement was applied in an object aware manner, specifically setting the skin to the expected luminance. The sky was reconstructed to have a more pleasing color and cloud texture.
The motivation for this work stems from image enhancement, which guided the development of the proposed algorithm. For these applications, it is not enough to identify that the image contains an object. The precise boundary of the object must be identified, so that any modification to the objects appearance will be applied to the entire object. Imagine the previous example if half of the man's face was left shaded, or the leaves on the trees were brightened, but not the trunks. The result would look unacceptable to an observer.
B. Image Search and Organization
Consumers have amassed large repositories of images on their home machines or with online photo services. The next generation of imaging-related applications will be geared toward helping consumers with searching these repositories, organizing their images, and, most importantly, turning their images into photographs, photo albums, calendars, etc. These applications depend upon textual meta-data, which can include low-level information produced by a capture device (e.g., the date), high-level descriptions entered by the user, and other information extracted automatically by image analysis algorithms. The algorithms we present, for example, may be used to state that a given image contains sky and three people.
III. RELATED WORK
The work we present is related to many different image analysis problems. Our work is most related to specific object detection approaches, and we will discuss such prior work at length. We briefly describe some work on segmentation and image classification which is less directly related, but still relevant.
A. Segmentation
Segmentation algorithms, in practice, divide the image into nonoverlapping regions. Pal and Pal [19] present an overview of traditional approaches to segmentation. More recently, a region growing approach based upon color and texture features has been used with good results [1] , [3] , [7] . Boykov et al. [4] discuss techniques for segmenting an object from the background using global optimization techniques. The difficulty with segmentation algorithms, in general, is that the relationship between the segments produced by these algorithms and perceptual regions is not strong. For example, a face that is partly shaded will be segmented to multiple regions, clouds will often be segmented from the sky, e.g., Fig. 2(b) . In addition, segmentation algorithms still do not generate the "right" segments in textured areas. Since the tagging algorithms rely on a segmentation, which is rarely perfect, the tagging is inherently limited. This limitation is addressed in Section V.
B. Image Classification
Unlike segmentation, image classification aims to provide a general tagging of the image scene. Common image classifications include indoor/outdoor [9] , [29] , [22] , natural/man-made [18] , [33] , people [22] , sunset [33] , forest or mountain [33] , etc.
While these analysis methods lead to efficient image classification, our perceptual segmentation is better able to define the exact location and boundaries of important objects in the image, and enables a local variation in the enhancement parameter within the image.
C. Skin Detection
Early work on skin detection relied solely on a color model [2] , [10] , [22] , [28] , [30] . The appearance of skin in many color spaces have been studied including RGB, normalized RGB, HSV, YCbCr, and LCH. In addition, a variety of color models have been investigated, including metric methods, such as a single Gaussian model and a Gaussian mixture density model [30] , as well as nonparametric color histograms [10] . In [5] , light compensation is used as a preprocessing step prior to applying the color model. After applying the color-model, postprocessing, e.g., morphological operations [5] , [23] , removes false detections.
A prior approach [17] proposes to combine a fuzzy face map, from a face-detector, and a global skin map in order to enable automatic sharpening of non skin details, yet avoid sharpening of skin defects. This approach is different than the common practice of using skin color detection as a prefilter for a face detector [23] . The global skin probability map we developed works well. That is, it attaches high skin probabilities to the actual skin regions in most of the images. As a global algorithm, the global skin map encounters the trade off between giving high probability to all skin color and giving low skin probability to all non skin objects. As a result, some skin tones fall short, especially shadowed or saturated regions in faces, as well as some dark skin tones. To overcome the limitation of a global skin model, our approach uses global skin data to learn a color model of the faces in a given image. Next, in contrast with prior work which adapts thresholds to a given image [22] , our approach adapts the color model to the image.
D. Sky Detection
Work on sky detection typically refers to the detection of blue sky. Main blue sky characteristics used in the literature are color [22] and a combination of color and texture [32] .
An additional unique characteristic of blue sky is due to the physical phenomenon known as Rayleigh scattering. Small molecules in the atmosphere scatter light short wavelengths (blue) more than light with long wavelengths. Red light and green light have similar distribution across the sky, and their distribution differs from that of the blue light. Due to this phenomenon the sky appears blue. The manifestation of this phenomenon in images is discussed in [6] and [13] . Tracing from the zenith to the horizon, the sky is blue at the top, and becomes white at the horizon. Furthermore, the red and green channel are highly correlated with each other along such a trace, but not correlated with the blue channel. Luo et al. developed a regional method to detect blue sky using this insight, for which they report a success rate of 96% with a false alarm rate of 2%.
Although the reported results are exceptionally good, we did not duplicate their approach for two reasons. First, the paper discusses traces, but does not give enough information to implement their method. Second, we are interested in detecting gray sky as well as blue. Instead, we developed a local correlation difference measure, along with a regional sky-luminance measure, and combined them with color, texture and location features, as described in Section IV-B.
E. Foliage Detection
Some work on foliage detection arises in the remote sensing community and uses hyperspectral imaging [21] , to obtain highly accurate results. Using RGB images, in [22] images are classified as outdoor if they contain a substantial percentage of pixels with grass color. The most relevant prior work [32] classifies image blocks that contain foliage. They report very high accuracy (94%). However, this result was obtained on the training set, and the authors report that green objects are mis-detected as foliage.
F. Object Recognition
There is a large body of work on multiclass object recognition for general objects, as opposed to the identification of specific object types as we propose. This work in this area is too extensive to cover here. We cite several key papers. The most interesting results to date for the multiclass object recognition use machine learning. A key component in any learning or classification system is finding compact object representation that enables classification. Many features have been used with interesting results including, template-based features [8] , [31] , histogram-base, such as scale invariant feature transform (SIFT) [12] and its extension PCA-SIFT [15] . Recently, the authors of [24] proposed local descriptor which analyzes the self similarity structure of the input image, and the TextonBoost CRF model [26] uses texture-layout filters. Several of the features used in our algorithm can be mapped to these families of features. A recent direction of research uses semantic context to guide recognition. For example, grass should be below the sky. In [27] , constraining the belief of object classification to conform to the probabilistic spatial context models. In other work [20] , visual analysis is combined with other modalities, specifically keywords, to impose contextual meaning. Our algorithms also use image context as part of the object model, most notably in considering image scenario with sky and snow.
IV. PROPOSED ALGORITHM
The proposed algorithm consists of two stages. First, the image is segmented based upon location, color, and texture characteristics. Next, we tag segments using object detection. To date the focus has been on detecting objects that most commonly appear in images. For all these objects, we can endow an algorithm with a large amount of prior knowledge, which may be based upon our perception of the objects, their physical properties, or how they typically appear in images.
A. Stage 1-Segmentation
The segmentation algorithm [3] , [7] , [34] uses a region growing approach based upon color and texture features. This region growing approach may combine segments that are not adjacent; see, for example, the mountains in Fig. 1(b) . This ability means the extracted features will be robust against occlusion; a common problem in natural images.
B. Stage 2-Perceptual Tagging
The focus of the presented perceptual tagging work is on the detection of skin, sky and snow, and foliage. The feature tagging algorithms that have been implemented to date are presented in the remainder of this section. They are presented in order of precedence. That is, if a segment is tagged as sky or snow, it will not be checked for skin tagging. Similarly, segments are tested for foliage only if they have not been tagged for either sky or skin.
1) Sky and Snow:
The sky detection algorithm we propose is based upon the following intuition and common knowledge we have about sky. Sky in an image should cover a large region at the top of the image. Its color should be blue, or gray, and it should have other sky characteristics, e.g., low texture and high luminance. Our algorithm looks for such regions. In addition, after finding a very likely sky region, it extracts a color model for the sky in this image, and applies this color model to other pixels in the image that might be sky as well.
An important part of this algorithm is the statistical models we have computed for a variety of sky characteristics. We developed separate color models for blue sky, gray sky, and snow. The colors models we use follow a multivariate Gaussian function. The variables of the function correspond to the color channels in a perceptual color space, commonly LCH or . The mean and standard deviation values of the color model for each object are shown in Table I . The color imaging community has accumulated ample evidence to motivate the use of these color spaces as well as Gaussian models for skin, sky and foliage [2] , [22] . Model parameters are set based upon statistics from a database of image. More details about the calculation of model parameters is given in Section IV-C. The following equation gives the likelihood that a given pixel with LCH values matches a color model for some object .
( 1) where , and are the means and standard deviation of the color model, , and are flags the indicate whether the and channels are used for object , and Z is a normalization factor. For example, to compute the likelihood of sky use , and . The sky model does not use the color channel (because the chroma channel for gray sky is unreliable) so the flags are set to , and . We can similarly define this likelihood for the color space. In addition to color features, we use features that indicate texture and correlation of gradients. Texture characteristics are computed via the local standard deviation, which is a measure of the contrast of texture. For blue sky regions, we developed a local approach to take advantage of the intuition from [13] , as discussed in Section III. This algorithm computes local gradient directions in the red, green and blue channels, and assesses the correlation between the gradients. The response of this feature is low in the sky region, as compared with other blue objects, such as the sea or a blue wall.
We model perceptual objects using texture and gradient correlation in much the same way we model colors. We collect statistics from images to find, for example, the mean and standard deviation of the texture feature of blue sky segments. These statistics are summarized in Table II . Note that we collect separate statistics for blue sky and gray sky, as well as for general foliage and forest. Our experiments have shown that collecting separate statistics improves the ability to detect sky and foliage. The likelihood that a given pixel with feature value matches a model for some object is given by (2) Here may be the texture or the direction features, and the corresponding and are given in Table II . The sky tagging algorithm is summarized in Fig. 4 . The first step of the algorithm computes the likelihood maps based upon the blue sky, gray sky, and snow color models, using (1). Fig. 5(c) and (d) shows likelihood maps for the blue sky and gray sky color models, respectively, for the image in Fig. 5(a) . For this image, it is clear that the sky region, which is the yellow segment in Fig. 5(b) , matches the blue sky color model better than the gray sky color model. The next step in the algorithm assess this observation numerically for each segment. The blue sky likelihood of a segment is the average likelihood of all the pixels in the region, as computed from the blue sky model. The gray sky and snow segment likelihoods are computed similarly. The highest average likelihood determines the segment's sky color.
The next step of the algorithm computes likelihoods based upon texture and gradient direction features for the segment. Based upon the segment's sky color, the appropriate texture and gradient direction model from Table II is used to compute the likelihood at each pixel, using (2) . The likelihood of the segment is given by the average likelihood of the pixels in the segment. (Note that the summary statistic we select for sky regions is the mean likelihood in the segment. The mean value gives good results for sky, which we expect to be smooth. We will see that for textured objects, such as foliage, we will have to use other summary statistics.) The overall likelihood of sky for each segment is given by combining the likelihoods of the color, texture and gradient correlation together in a fuzzy-And operation as follows: (3) where are the segment likelihood based upon the color feature, the texture feature and the direction feature, respectively. Multiplication is one method for combining evidence. Naturally, others fuzzy-And operations are possible. Geometric features, including the size and location of the At this point in the algorithm, we have, for each segment, the likelihood that it is sky, and the sky color of the segment, i.e., blue, gray, or snow. The next step of the algorithm is to determines the color of the sky in the image. The sky color is taken to be blue if there is a probable blue sky region. Otherwise, if there is a probable gray sky region, the sky color is taken to be gray. The next step reassigns likelihoods to each segment based upon the observation that the sky is usually the most luminous object in the image. We use a histogram of luminance values in the image, to compute a regional measure of probability due to luminosity. However, this observation is invalid in images that contain snow. For example, the luminance of the sky in Fig. 1(d) is lower than that of the snow region. This problem motivated our work on detection of snow. We have, thus, added some logic to the treatment of luminance to deal with certain classes of images, in particular images that may contain snow. The algorithm examines a few common image scenarios, such as the blue sky and snow image of Fig. 1(d) .
As a final step, the algorithm uses the most probable sky region in the image to compute color and location models for the sky in the image. A sky probability is then recomputed for pixels in regions that were rejected because of their size or location earlier in the algorithm. Fig. 1 depicts several examples of sky and snow detection. Fig. 1(a) -(c) demonstrate detection of blue sky. Fig. 1(j) -(l) demonstrate detection of gray sky, and Fig. 1(d) -(f) demonstrate detection of blue sky and snow.
We point out that snow is very difficult to distinguish from gray sky. We can separate snow from gray sky in images that contain very bright snow, such Fig. 1(d) . We have already stated that our motivation for adding snow detection came, in part, for improving the detection of blue sky. For this purpose, it suffices to detect very bright snow. In other images, that contain either very luminous gray sky or shaded snow, our tagging for gray sky and snow is interchangeable.
2) Face and Skin: Facial skin detection combines face detection, segmentation, and a global skin color model. Each of these modes of image analysis provides a different perspective and the combination enables the algorithm to accurately locate skin in the image. Our approach uses adaptive learning to estimate accurate skin models for the people in an image.
A flow diagram of the skin tagging algorithm is shown in Fig. 6 , with illustrations in Fig. 7 . It first detects faces in the image using the a multiview face detector [17] . For example, for the image in Fig. 7(a) , the results of face detection are shown in Fig. 7(c) . Two faces are detected in this image, although one is a rather inaccurate detection on the boy's ear. We shall see that the overall algorithm overcomes this face detection error. Now the algorithm tags face segments and computes a body skin map. To do so it examines each face in order. For each face it refines the skin color model repeatedly. An initial skin likelihood map is shown in Fig. 7(e) for the face in Fig. 7(d) . The first refinement uses the most probable skin pixels in a central oval of the face box returned by face detection. The most probable skin pixels, and the least probable skin pixels are also used to learn a weight on the color features using information gain (IG). Information gain has been recognized as a useful way to identify attributes that discriminate between classes of object, such as skin and nonskin in our case, in machine learning literature, e.g., learning decision trees [16] . It is defined as (4) (5) (6) where is a feature and the set of all training examples, is the value of feature for a specific example specifies the entropy or information of set , with respect to the labeling as face or not face as given by the function , and specifies the entropy of a partition of set about value for feature . The information gain is the maximal difference between the information of the entire set and the information of a partition of , where the maximum is over all possible partition values .
This feature weight indicates how useful each feature is as a discriminator for this face. The algorithm computes a new skin probability by applying the estimated color model and feature weights to the face box. An example face-skin likelihood map is shown in Fig. 7(f) . Next, face segments are found by matching the segmentation to this map. For a segment to match a likelihood map, it must contain a large proportion of pixels with high likelihood skin values. Fig. 7(g) demonstrates an example of matching a face-skin map with segments. With these face segments, the algorithm should have a very accurate location and outline of the face that arises from the segmentation. It now refines its color model further by estimating a model from the pixels in the face segments. This final color model is applied to the entire image to find the body skin associated with each face, for example, see the body skin map in Fig. 7(h) . The final step of the algorithm tags body skin segments. Again, segments that match the skin map are tagged as skin.
Examples of skin tagging results are shown in every figure in this paper. Fig. 2(a)-(c) shows a segmentation map in which the face is divided into several segments, and tagging was able to associate all of the segments with the face. In this case, the combination of segmentation and feature tagging is much stronger than that of segmentation alone. Fig. 8(a) shows an example of tagged segmentation of an image with many people and nonface skin. Note that, although some faces are missed by face detection in each image, the skin map gives a high probability to all the faces, as well as nonface skin regions. For Fig. 8(a) segmentation (e) unites all the skin areas to one segment, and it matches very well with the detected skin map of Fig. 8(d). For Fig. 7(a) , there are several skin segments that match human expectation quite well. In this example, the body skin map [ Fig. 7(h) ] is not accurate on the boy's hands. Nonetheless, the combination of segmentation and skin map correctly tags the skin segments. These examples demonstrate the advantages of using different kinds of image analysis information.
3) Foliage: Unlike sky and skin colors which have a relatively narrow range of color possibilities, the possibilities for foliage are quite broad. It includes the bright green of grass, dark green of trees, browns which tend to appear within foliage regions and black which appears in shaded foliage regions. A simple application of selecting specific color regions within an image often includes too much of the image. In this case, segmentation enables us to evaluate each such region separately. For example, in Fig. 10(a) , the grass is evaluated separately from the trees. Similarly, in Fig. 2(a) , due to the correct segmentation of the chain, it does not get confused with the foliage regions around it.
The foliage tagging algorithm is outlined in Fig. 9 . The algorithm computes likelihood maps using three color models: a general foliage model, a forest (or shaded foliage) color model, and a ground color model. Model values are given in Table I , and likelihood is computed using (1) . Examples of the responses of these color models are shown in Fig. 10(d)-(f) . In addition, the algorithm computed likelihood maps due to a texture characteristic of foliage and forest. Similarly to the sky detection algorithm, the feature used to describe texture is the local stan-dard deviation. Statistics of this feature value for general foliage and for shaded forest, are summarized in Table II . These values are used to compute texture likelihood maps via (2) . Fig. 10(h) shows the local standard deviation in an example, and Fig. 10(i)-(j) illustrates the likelihood maps based upon the foliage texture model and the forest texture model, respectively. The last feature the algorithm computes is the local direction of gradients, which is another texture feature. This feature is computed as follows: (7) where is the gradient direction at pixel , and and are the gradients of the luminance in the and directions, respectively. Fig. 10(k) depicts an example of the local gradient direction feature.
These likelihood maps and the local gradient direction are used to evaluate each segment in turn. First, representative statistics of each of the likelihood maps are computed for the segment. Recall that, to detect sky regions, we used the mean likelihood value as a representative statistic. The mean is not as useful to detect foliage regions because these regions are highly textured. Instead we use order statistics such as the median (50th percentile) and 75th percentile. The calculation of these order statistics is illustrated in Fig. 10(g) . The algorithm uses one or more order statistics from each of the five likelihood maps. An additional heuristic computed for each segment is related to the chaotic nature of natural objects. We have observed that a region containing foliage has elements in a variety of directions, whereas man-made objects tend to have a specific direction. This observation is illustrated in the gradient directions shown in Fig. 10(k) . The grass and trees have gradients in every direction, as illustrated by the varying gray levels in the image. The sky has very low gradients, so it is black. The table, on the other hand, has uniform gradients which are clearly seen as white areas. This observation is also evident in the histograms of the segments in Fig. 10(l)-(n) . Note the relatively uniform distribution of directions for the forest segment in Fig. 10(l) , compared with the very peaked distribution of the manmade object in Fig. 10(n) . Fig. 10(m) shows a the distribution of directions in a grass segment, it is less uniform than the forest segment, but less peaked than the man-made segment. To assess this observation numerically, we compute the entropy of the histogram of gradient directions. We call this measure the natural statistic.
The detection algorithm now uses the values computed above in a cascade of heuristic decision functions. The ground color model is instrumental for reducing false detections of brownish segments, such as ground and walls. Thus, if a segment is more likely to be ground than foliage and forest, then it is rejected. The tag, for accepted regions, is set to foliage, and, for rejected regions, the tag is set to unknown. In general, foliage has high texture, but there are some exceptions. Grass, for example, may appear quite smooth when viewed from far away. The algorithm, therefore, accepts segments that have a very high likelihood of foliage color. That is, the likelihood is higher than a definite foliage threshold (thresholds for all heuristic decision function have been chosen empirically using training images). The next decision functions accepts typical foliage segments which have high likelihood of foliage color, moderate luminance, high texture and a high natural statistic value. The last decision function aims to detect shaded forest segments, which are often so dark that there is little texture. This decision function accepts segments that have a high likelihood of forest color, low luminance, and a high natural statistic value. All other segments are reject by the algorithm.
C. Training Images and Object Statistics
One of the key aspects of the current work is to use an extensible approach to the problem of object tagging. That is, an approach that we can leverage to tag additional objects. The primary ingredient for object tagging is statistics. We use statistics of object both at the pixel scale and at the region scale. We are accumulating a development dataset of images, which have been automatically segmented and manually tagged by the authors. Currently this dataset includes about 400 images. This dataset has supported our development for sky, skin, snow and foliage detection. This set includes the images used to generate the original color models from [2] . Typically, when we develop a tagging algorithm for a new type of object, we add images to the set in order to improve the statistical distribution of that object. This dataset is used throughout our development, e.g., to select thresholds and evaluate algorithm modification. We avoid using test images during development.
V. RESULTS
Figures throughout the paper demonstrate tagged segmentation results where the colored tagged segments indicate skin, sky, snow, and foliage, and gray-level segments indicate unknown objects. Figs The results demonstrated in the image capture, for the most part, human perception of the image. But, there are a few mistakes, which demonstrate the types of tagging errors made by the algorithm. For example, in Fig. 1(c) the wood of the peer is tagged as foliage, which is not a surprising mistake. In Fig. 1(f) , a part of the skier is tagged as foliage, which is a mistake that stems from inaccurate segmentation.
It is expected that a classification algorithm, such as our tagging algorithm, will have classification errors. The right way to assess such an algorithm is to test tagging performance on classified data. It turns out that classifying data for this problem is not entirely straightforward. For example, one can classify the data at the level of an image, a region of the image or per pixel. There has been extensive evaluation of methods for validating segmentation [14] . Like the issues encountered by this research, the segmentation algorithm has similar issues, and its performance been evaluated using the normalized probabilistic rand (NPR) index in [7] .
To evaluate the tagging algorithm presented here, we developed a manual tagging tool that enables a user to tag image segments. The tool uses the segmentation of the image, and presents segments to the user one at a time. The user selects a tag from a list, or may choose to skip a segment. It takes about a minute to completely tag an image. With this approach we have assembled an independent test dataset of 196 outdoor images that was tagged by an unbiased observer, i.e., not one of the authors. Because every observer has a different interpretation of the tags, a database tagged by a single observer has some drawbacks. For example, one observer may consider blue sky with clouds to be gray sky, while another may tag the sky as blue. However, comparing tagging results to a committee of observers is a research area onto itself, which outside the scope of this work. While performance results may be skewed by this observer's interpretations, overall they clearly demonstrate that the algorithm detects the desired perceptual objects. The performance of the proposed algorithm on this test set is summarized in Table III . The confusion matrix in Table III(a) detection is assessed by pixels count. This measures gives more importance to large segments while diminishing the effect of small segments. Table III(b) displays the confusion matrix by segment count. Pixel counts are a better measure for the performance of sky and foliage detector, for which it is important segments to detect large segments, and less critical to detect small segments. For skin, all segments are important, so the segment count is the better measure. The following discussion highlights some of the statistics in the confusion matrix.
Blue sky is tagged correctly 85% of the time. About 10% of blue sky tags were false alarms. Gray sky is detected correctly 63% of the time, and 22% of gray sky pixels are false alarms. These statistics do not count mislabels between blue sky/gray sky/snow, e.g., blue sky tagged as gray sky is a correct label. These results are quite similar to results for our development data set. The best results to date for detecting blue sky were reported in [13] . They use a variety of physical insights and achieve a 95% success rate for detection of blue sky regions, with a low false detection rate. They do not, however, attempt to detect gray sky.
For skin tagging, on our development dataset, our algorithm tags about 80% of skin segments correctly, with a 21% false detection rate. The results for the training dataset are similar. A large scale experiment on skin detections was presented in [10] . They use a skin color model and nonskin color model and some size and shape considerations and report about 83% detection rate of images with people, with about 30% false detection.
The foliage tagging algorithm tags foliage segments correctly 92% of the time, and has a rather high false detection rate of 45% on the test dataset. It is interesting to note that water segments with reflections of foliage are frequently incorrectly detected as foliage.
Our aim, as we discussed in the introduction, is to develop algorithms that work on any type of input image. One distinction of our results is the dataset on which we evaluate the algorithms. These datasets are do not contain sky images and nonsky images, or skin and nonskin images. Rather the dataset is representative of what users might have in their archives, or of photos that would be printed in an album. All the algorithms have been evaluated on the same set of images, and on all segments of the images. These images are sometimes challenging for people to tag. Nevertheless, the tagging algorithms have satisfactory results. They compare favorably to other approaches and work well in practice for image enhancement in [11] .
As another point of comparison, we tested our tagging algorithm on the MSRC 21 class object recognition dataset [25] . The results of our algorithms are shown in Table IV . We do not have detectors for all the object classes in the dataset, so the table shows a breakdown for those object classes we can detect, all other object classes are grouped as other. Our classification results have low mis-detection rates with low false detections. These detection rates are on par with [26] for grass, trees, and sky, and better on faces (92% accuracy compared with 73.5%). They do not summarize the false detections rate, but it seems to be quite high from the published confusion matrix. It is interesting to note that the results of our algorithm on this dataset is rather better than on our own test dataset, which is probably due to the fact that our dataset represents more general and realistic photo scenes.
VI. DISCUSSION
We presently have the capability of detecting a small set of perceptual objects: skin, sky, snow and foliage. The combination of image segmentation and feature extraction usually correlates with human perception of the content of the image much better than either segmentation or specific object detection alone. Some of the object detection algorithms are implemented in the HP Indigo Photo Image Enhancement (HIPIE) [11] .
We plan to develop detection algorithms for additional objects including hair, water and sand, for which we have some insight already. We believe the segmentation and object detection algorithms should be more tightly coupled, and intend to pursue this approach over the long term. The expected benefit of this technology to the consumer is demonstrated in the object-aware image enhancement and manipulation as shown in Fig. 3 .
VII. CONCLUSION
Automatic detection of image content is important for many algorithms, such as image enhancement, image classification and image retrieval algorithms. In this report, we propose a comprehensive approach for the object and segment detection in the image. According to our approach, the development of such detection algorithms starts by identifying the main characteristics of the object of interest. We then study the distribution of those characteristics in a data set of image segments corresponding to the object of interest. Those two significant stages are done offline, and are the core of our object detection algorithms.
The tagging approach combines the knowledge gained in the offline stage, with a segmentation of the image. We start by locating a region or segment for which we have high confidence that this region indeed describes the object of interest. This significant segment is used to learn the way in which the object's characteristics are expressed in the specific image. We typically approximate this information by a gaussian probability model. We then apply this model to the entire image to find other segments containing the object of interest.
We demonstrate the proposed approach by applying it to automatic classification of face skin, body skin, blue sky, gray sky, snow, and foliage. Overall detection of sky is excellent. However, there is future work in distinguishing blue sky from gray sky. Even human observes do not agree about the tagging of blue sky with clouds, which suggests another area of future work concerned with evaluating the algorithm relative to multiple observers. Our algorithm, presently, does not distinguish gray sky from snow, except when the snow is bright. We are evaluating the need for this distinction for photo applications. The skin detection algorithm is very reliable, and its primarily limitation stems from the performance of face detection. The main advantage of the foliage detection algorithm is that it detects both grasses and shady forests. However, it is necessary to consider additional subclasses of segments that are related to foliage, e.g., to recognize foliage reflections in water. In addition, we are extending this approach to the detection of additional objects, such as sand, sunset sky, sea and water.
