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Introduction
S COLE stands for the "Spacecraft Control Laboratory
Experiment". The objective of the SCOLE Program is to
provide an example configuration and control objectives
which enables direct comparison of different techniques in
modeling, systems identification and control. The "SCOLE
Design Challenge" was formulated in 1983 by L. W. Taylor and
A. V. Balakrishnan. The details of this challenge are reprinted
at the end of this document.
Annual SCOLE Workshops have been held for specialists
to share and compare their research results. This proceedings
is a compilation of the material presented at the 5th
Workshop held at Hilton Lodge at Lake Arrowhead, California
on October 31, 1988.
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ABSTRACT
A Perfect Model Following (P_F) controller for the linearized SCOLE
project is described and evaluated. The plant includes both the flexible and
rigid body modes comprising 8 modes and 16 states. The PMF controller is a
special case of the output following or Command Generator Tracker concept
(CGT) which is presented and discussed. Results obtained show that all state
tracking causes some violation of the control moment constraints.
However a redesign for the tracking of only selected outputs should be
feasible.
4.08
=I, INTRODUCTION
The Spacecraft Control Laboratory Experiment (SCOLE) consists of a
large antenna attached to the space shuttle orbiter by a flexible beam. The
purpose of the experiment is to evaluate control laws for flexible
spacecraft as proposed by Taylor and Balakrialman [1].
This report presents the results and the methodology used to evaluate a
control law by the Perfect Model Following (PMF) method. PMF is a special
case of the Command Generator Tracker concept (CGT) developed by Broussard
[2]. In Section II of this report both concepts are outlined.
The SCOLE system used is 8 linearized model which consists of flexible
and rigid body modes. The flexible model state variable vector consists of
ten states representing 5 second order modes.
T
x - [ql ql q2 q2 .... q5 qs] (1)
The control is the 8 element vector
uT= [Tsx, Tsy T Fry, Trz] (2)• sz' Frx' Trx" Try'
Whe re
T , T T = Moments applied at shuttle
SX sy _ SZ
Trx, Try, Trz = Moments applied at reflector
Frx, Fry = Forces applied at reflector
The output vector for the system is as follows:
TY = [*s' °s" _s' is' °s" _s" _x" _y' 6r" °r'
whe re
_s' Os' _s = Shuttle attitude.
is" _s' _s = Shuttle attitude rate.
_r" Or" _/r = Reflector attitude.
Jr" Jr' _r = Reflector attitude rate
_x' _y = Deflection of tip with respect to the base.
_r" ;r" _r" _r] (3)
The flexible system, then, is represented •s follows:
i = Ax + Bu (4)
y = Cx (5)
Where A i• • (I0 x 10) attrix, B is • (I0 x 8) matrix, and C has dimensions
(14 x 10). Matrices A, B and C are given in the appendix.
In order to define complete mot]o_ we have to add the rigid body
equations. This rigid body model is represented as follows:
m " w
-z OrY_RB -y x 0
Where I
S
by
(6)
is a (3 x 3) matrix representing the combined inertia motion given
1.132508 x 106
I 7553.
s
-115202.
Vector T and __r and F
-s Frx' ry
7555. -115202.
7.007447 x 106 -52293.
).113962 x 106-52293 l
are the controls from Eq. (2), and x, y, and z
are 18.7136, -32.4363, and -129.621 respectively. The (3 x 3) matrix in the
RHS of Eq. (6) corresponds to the moments due to the applied forces.
The total displacement YTD" then, is expressed as the displacement of
the flexible model plus the rigid body displacement. In equation form we
have
YTD = y + RBV
where y is from Eq. ($) and RBV (Rigid Body Vector) is given by
(6a)
(RBv)T [*RB'ORB" _0RB' _RB" ORB' _RB" 0, 0, tRB,ORB,_RB,_RB, ORB, _RB] (6b)
In order to couple the two models it is necessary to express Eq. (6) in
state variable form, and then form an augmented system with Eqs. (4) and
(5). Toward this end we define the rigid body state variables as follows:
=
Z
410
(I1)R.B = (z2)RB = +RB
(tZ)XB " be,,e
(i3)m3 " (z4)sm " +m3
(t4)RB = +mS
(iS)mS " (16)RB " +mS
(I6)RB = _RB
Combining Eq. (6) and (7) results in the following system:
iRB - ARB ZRB + BRB u
YRB = CRB XRB
Where ARB is a (6 x 6) natrix, BRB is (6 • 8) and CRB is
(7)
(8)
(9)
(14 • 6), These
matrices are given below:
ARB =
0 i 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 Z
0 0 0 0 0 0
(10)
BRB= 0
8.844z10 -7
-8.467z10 -10
0
1.431x10 -8
0
1.149z10 -4
0
-9.037x10 -8
0
4.491z10 -6
-8.46x10 -10
1.427x10 -7
0
1.035z10 -9
0
8.84x10 -7
0
8.467z10 -10
0
1.431z10 -8
1.431z10 -8
0
1.035x10 -9
0
1.408z10 -7
0
-8.467x10 -10
0
1.427z10 -7
0
1.035z10 -8
0
5.741x10 -7
0
-1.846z10 -5
0
4.433z10 -6
0
1.43 lx10 -8
0
1.035z10 -9
0
1.408z10 -7 (11)
=
Z
z
Z
CRB =
u
m
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
(12)
Tho total system, whiah we ¢aii the plant is than given by:
i =Ax +Bu
P PP PP
yp CpXp
Whocs tho augmented matrioos A,
A I
P
, 0
l,
!
B and C at8 given by
P P
(16x16)
(13)
(14)
(15)
IIB = (16)P
RB 16x8)
_ = [C CRB] (14Ll6) (17)
• is the (16xl) state vector given by
P
T
Xp = [x IxRB]
Where • is the flexlble model state vector of Eq. (1) end xRBis the rlsld
body state vector of Eq. (7).
u is the plant control vector defined by Eq. (2), i.e.
P
U n U .
P
Finally the admlssible controls must satisfy the inequality constraints
lel < 8oo lb (18)
[TI < 10,000 ft-lb (19)
Where F represents the forces applied at bfloctor (Frz and Fry), and T the =
moments applied at Shuttle end Reflector (Tsx, Tsy, Tsz and Trx, Try, Ttz i
respectively).
Our objective will be to find u (t), within limits, in order to force
P
_RB to decay from _0°(0.349 red) to 0 ° in about 10 seconds.
II, METHOD
A. Command Generator Tracker (CGT).
In this section, we will outline t_e basic elements of the CGT and
state the conditions for perfect model following.
Given the continuous 1/near system
i it) = A • it) +B u (t) (20)
P P P PP
yp(t) = CpP• (t) (21)
where • (t) is the (nxl) plant state vector, n (t) is the (mxl) control
p P
vector, yp(t) is the (qxl) plant output vector, and _, Bp are matrices with
the appropriate dimensions. Our objective is to f/nd the control Up(t) such
that the plant output vector yp(t) approximates reasonably well the output
of the following model:
i (t) ffi A • (t) + B u (t) (22)
m mm mR
Ym(t) ffi Cm •m(t) (23)
Where • (t) is the (n xl) model state vector, u (t) is the (axl) model
m m m
input or command, ym(t) is the (qxl) model output vector, _r_ _'m' Bm are
• matrices with the appropriate dimensions. It is assumed that: the pair (Ap,
]_p) _s cortrollable and output stabilizablc, the pair (Ap, Cp) is
observable, and B has full rank.
P
i
When perfect output tracking occurs (i.e. when yp Ym for t __ O) we
fc, f':_ t]:e corres_cr_tx_ ,_,t_te p nc; corttrol trajectories to be the ideal
t
state x , and ideal control Up, trajectories, respectively. By definition,P
the ideal plant satisfies t_e sswe dynamics as the teal plant. Also, the
output of the ideal plant is defined to be identically equal to the model
output. Mathematically,
(t) = A • + B Up,ip p p p
o
yp(t) = ym(t) i=} Cp
for all t _ 0
iI,
• = C •
p m m
(24)
(25)
The basic assumption of the CGTtheory is that the ideal trajectories
are I/near functions of the model state and model /nput, i.e.
• -- = S21 , 1261up(t)J S22J m
In Eq. (26) we have restrJcte_ t m to be a constant input; otherwise
derivatives of the model input may be required. J_atrices Sij, i, j = I, 2
are found as follows. Concatenate the ideal plant state equation with the i
(25)ideal plant output equation described by equations (24) and and set
l" I ! I ! (_'"
y:J Lop oj Lo:J
•J;L JL  jLu.ryp Cp 0 821 $2
Now we differentiate the first equation in (26) to obtain
p $11 im + $21 _m
and since u is a constant input, we have
m
i:: lllm
'e _' sti ut ql,
i* x m + Sll Bm
with (25 obtainWe combine (27d) ) to
• i Am BII Bm
ypj o
(27c)
Now w substi ute the equation for the model dynamics into (27c) to obtain
127d)
ElX m
U m
m
_!ow equate the right-hand sides of (27b) and (27e) and get
(27e)
m
i
SllAm S11B m
C
m
and noting that x
m
sll_
0
and u
_m
SllB m
C
m
If we define
Dll
_I]21
0
Q12
m --q
m i
I as
u
- -pA Bp p 11
c 0 ls
_ m_ _ p 21
are arbitrary we obtain
A
P
I
o22.. c
_P
m n
A B
P P
C 0
D P
then the equations to be solved are
1
0
-1
u
S12
$22
Sll
$21 s22J
(27f)
(271)
Sll = 011 Sll Am + 012 Cm
S12 = 011 Sll Bm 4
s21" "21sll Am+ _22Cm
$22 = Q21 Sll Bm
(28a)
(28b)
(28c)
(28d)
The existence of the inverse requires that the number of controls, m,
equals the number of outputs, q. If m ) q a pseudo-inverse may be required,
while the case m ( q might not have a solution.
For the SCOLE model, as seen in Section I, m ( q. However, as will be
seen later, this requirement is not necessary if the so-called conditions of
perfect model following (PMF) can be satisfied.
Going back to the CGT controller, Eq. (26), the ideal control is given
by
u _
p = $21 x m + $22 um
(29)
The existence of Sij is assured provided (1) um is a constant, (2)
m } _l, and (3) tile product of the i-th et$envalue of Qll and the j-th
eigenvalue of Am does not equal unity for all l, j [2].
@ @
If at some time • = • then u = u will assure perfect tracking.
P P P P
However, if yp It Ym at t = 0, we may achieve aayuptotic tracking provided a
stabilizing output feedback gain is included in the control law. To see
this, consider the error equation
@ @ •
"* - i = A • + B u - A • - B u = A e + B (up-n)
=Xp P P P p p p p p p p p __ p
Now, with an output stabilizing gain, the control law is
= + K (Ym Yp)up ueP
e
=u +rOe
P P
then the error equation becomes
(30)
(30a)
6 = (A - B K C )e (30b)
P P P
and the error will approach zero provided that K is an output stabilizing
feedback gain.
Note that the time for yp to approach Ym depends upon the eigenvalues
of the matrix (A - B K C ).
P P P
B. Perfect Model Following (PMF)
The perfect model following Conditions are a special case of the CGT
e
when (i) the state vector is available, and (2) it is assumed that • (t) =
P
• (t), i.e. C = C = I.
m p m
Therefore from (26) the P_ conditions imply that
$11 = I
$12 = 0
The ideal plant input, given by Eq. (26), is,
u @
p = $21 x m + $22 u m
(31)
as in the CGT controller,
To evaluate matrices $21 and S22 we proceed as follows. Substitute (31) into
Eq. (27f) to obtain
A B
m m
I 0
A
P
I 0
--JI 0
$21 $2
From Eq. (31a) we obtain the desired equations in $21
A =A +B
m p p $21
and $22:
(31a)
Bm _ Bp $22
Therefore matrices $21 and $22 can be found if it is possible to solve
the following equations
(Am- - s21 (32a>
B = B (32b)
p $22 m
It should be noted that a solution of Eqs. (32a) and (32b) may exist
even if the number of outputs, q, is larger than the number of controls, m.
We should point out, however, that the P_ has certain disadvantages
which can make the design more difficult, namely
(i) We assume that the state vector is available. This is not a
realistic assumption.
(ii) In a PMF controller all the plant states are forced to follow all
the model states by definition. This fact shows that the dimension
of A is equal to the dimension of A . If dim A is large, like in
m p p
the $COLE project, computation of $21 and $22 may be difficult.
If at some time x = x , then u = u will assure perfect tracking.
P P P P
However if • _ • at t = 0 a state feedback stabilizing gain is required to
p m
achieve asymptotic tracking. Using a method similar to the one that led to
Eq. (30b) it can be proved that the error equation for the PMF case is
= (Ap - Bp K)e
and the control law will be of the fo_m
u - u + r (x - • ) (33)
p p m p
where K is a stet9 feedba©k stabilizing sain. Note that in this case the
• •
e_ror is $iven by • = • - • = • - • because by definition • = • in the
p p m p p m
PMF theory.
A block diagram of the system (Plant, Model, and PJ/F) is shown in
Figure i.
420
I
I
U
ml
I
I
I
i
L_
U
P
MODEL
JBp
X
P
PLANT
PMF
, Ym
r
Yp
Figure I: System block diagram.
III. DESIGN PROCEDURE
A. Approach: PMF vs. c_r.
As a prelimina_ controller design for the linearized SCOLE project we
designed a PMF controller so that all states of the process foIlow all the
states of the reference model. In this manner all 14 outputs defined in (3)
should have acceptable responses.
For a CGT controller it _e required that m __ q if equation (28a) to
(28d) have a solution. Tt should be noted, however, that it is possible to
design a COT controller if appropriate changes are made in the dimension of
the output vector or in the number of plant outputs that are to follow an
equal number of model outputs. These considerations are discussed in Section
IV.
Here we present the design criterion of a P_ controller. Specifically,
in the s_bsections to follow, we present the desist considerations and
method of evaluation of matrices Am ,
B. Plant:
s21. s22. au
The plant for the SCOLE problem is given by
i =A x +B u
P P P P P
yp=C •P P
(34a)
where A is (16 • 16), B is (16 • 8) and C is (14 x 16). All these
P P P
matrices ere given in equations (15), (16) and (17). The controls u are
P
constrained by (18) and (19), and the objective of the problem is to have
_6RB -_ 0 in about 10 seconds.
C. Model.
The model is given by
i "A x +B u
m. m m m m
ym = C •m m
(34b)
(35a)
(35b)
m
m
m
m
According to the theory developed i_ the lest _ection for s PMF
controller design we should choose A m and Bm so that the system
specifications and Eq. (32) are satlsifed. Thus dim Am = dim Ap, and dim Bm
= dim B .
P
For the present design matrix Bm was selected to be equal to B . ItP
should be noted that the set of equations (32) },eve a solvtlon when the
column vectors of the difference matrix (A m- A ) and of the matrix B arep m
linearly dependent on the column vectors of the matrix B By choosing
B = B this condition is satisfied for Eq. (32b). For Eq. (32a) to have a
m p
solution A and A should have their odd numbered rows equal.
m p
The design criteria for Am was to have _RB 0 in about I0 seconds.
Similar to the plant, the model will have 8 modes (16 states). Modes 6, 7,
and 8 correspond to _RB" ORB and _RB respectively. The first five modes are
the flexible modes of the system.
A
m
B
Aml
A_
Am4
The model matrix is siven by
m
Am6
Am7
Am8
The Ami,s represent second order systems of the form
where _ is the damping ratio, and Wni is the natural frequency of the i-th
mode. In order to keep the overshoot at a reasonable level we will fix the
damping ratio to _=.707. Therefore, the design criteria will be the
selection of the _ni"
will affect both the 25 settling time of each mode as well as the
n
control law Up(t) through matrix $21 (see Eqs. (32a) and (29)). The effect
of the Wni,s (and thus of Am) on the control Up(t) was tested by selecting
appropriate natural frequencies (by the design procedure stated below) for
A , running computer simulations, and observing the values obtained for tY, e
m
u 's. Using this empirical method we found out that the larger the values
P
the larger become the u 's" Therefore we selected the smallestof the _ni's p
natural frequencies that would satisfy the specifications and the
constraints on u (t).
P
The 2_ settling time criterion was applied as follows: For a second
order System the 2_ settling time, T s, is g__ven by
T =_4
n
Each mode of matrix A will exhibit a settling time given by the last
m
equation. Now, our objective in this report is to have the sixth mode (_RB)
decay in about I0 seconds. Therefore, T _ I0 sec. for this mode. Then,
with = 0.707 the frequency of this mode should satisf_
w 2 ---i-
n _T
S
or,
_. 0.$67 rad/sec. (36)
n
The other 7 natural frequencies were selected as e'-'ple"re_ _efc._e ;_,
order to satisfy, if possible, the constraints on the control.
The final A is shown in the appendix.
m
__=
m|
C_
(A -A) =B
m p p S21
B =B
p $22 m
C.1. Evaluation of S21
Define
AA A A A
m p
Then, Eq• (37a) becomes
PMF Design
For a PMF we should find matrices S21 and S22 which should satisfy
(37a)
(37b)
(38)
B S = AA (39)
P
where AA is the (16 x 16) matrix given by Eq• (38). In Eq• (39) we have
dropped the subscript of matrix S21 for clarity. Note also that matrices 13P
and S have dimensions (16 x 8) and (8 • 16) respectively•
To solve for S in Eq• (39) we will make use of the structures of
matrices B and AA• Both of these matrices in the SCOLE project have theirP
odd rows equal to zero• Therefore Eq• (39) becomes
BS=
P
"0 -
BS 2
0
BS 4
0
0
BSI6
0
AA 2
0
AA4
0
0
AA16
42 ;
(40)
where BS2, BS4 ...... BS16 are the even rows of the product B S, and AA2,P
AA4 ..... AAI6 the even rows of AA. Eq. (40) can be written as
BS^
BS
& A2IAA4
I
(41)
The left-hand side of Eq. (41) is the product of a reduced _ _etrix
times the $21 matrix. This reduced B matrix is the original B matrixP P
without its odd rows. We will call it BpR. Then,
(42)
! B2
ii
B4
i
1
t B6
BpR= I •
g
jk B16 (8x8)
where the Bi, s, i = 2, 4 ...... 16 are the even rows of B .P
The right-hand side of EQ. (41) is the corresponding reduced AA matrix.
We call it AAR. Therefore Eq. (41) can be written as
BpR S = _A R (43)
Note that the di_ensiel_s of BpR, S, and _AR are (8 x 8), (8 x 16) and (8 x
16) respectively. For the SCOLE pro_ect uet:_y EpR is non-singular;
therefore equation (43) has a unique solution given by
-1$21 . BpRAAR (44)
In snlamary we have
(i) Matrix $21 is given by Eq. (44) and is unique.
ii) Matrix S2I depends on matrix Am.
The computation of Eq. (44) was done by a computer program, and $21 is
presented in the appendix.
C.2. Evaluation of $22
$22 is the solution of Eq. (37b), i.e.
Bp $22 = Bm
Because in our model we selected Bp = Bm, we have
B = B (45)
p $22 p
The dimensions of _p end $22 are (16 • 8) and (8 • 8) respectively. Using
the method developed to evaluate $21 in section C1, we can express Eq. (45)
as a set of 64 equations in 64 unknowns (the elements of $22). The solution
of this set of equations is unique and, therefore, matrix $22 is the (8 • 8)
identity matrix, i.e. $22 = 18 .
D. State Feedback Stabilizing Gain, K_
A feedback stabilizing gain matrix, K, was designed using the pole
assignment method.
The open-loop plant is given by
=A • +Bu
P P P P P
and the feedback systems becomes
i (A - B K)x
P P P P
when K is the (8 • 16) feedback gain matrix.
The poles of the matrix (Ap - Epg) _ere located to the left of the
poles of the model in order to achieve fast tracking in the event that the
initial conditions of the plant and model states are different, i.e. • _ •
p m
at t=O.
The actual design of the time invariant matrix ir was achieved by means
of a computer program using the method given by Brogan [3].
Matrix Ir is given in the Appendix.
E. Computation
To simplify computations the plant state, •p, the model state Xmo and
tI:e ccn_er_ 1. v_e ccrcatenated into one system o£ 40 "now" states; the
r2
first 16 states are the plant states, t|;e text 16 stgtes are the _.odel
states, and the last 8 states are the cog_mand, u .
m
The commands are unit step functions and are modeled as follows:
ffi 0.0, u (0) = 1.0
m m
Therefore the augmented system becomes
i ffi A • + B u (46a)
P PP P
= A • + B u (46b)
m m m m
6, = 0.0 (460)
m
and
= + g (x - • ) (46d)
up $21 Xm +Um m p
Substituting (46d) into 46a) gives
D
ip (A BK)x + B(S + K)x m + Bup p m
where B A=B =B
p m
The concatenated system then becomes:
(46e)
ifAx (47)
where
X ----
(40xl)
(48)
and
A m
(Ap - BK)
0
0
m
A is a (40 x 40) matrix.
B(S+r) B
A B
m
0 0
w
(40x40)
(49)
The state and mode1 output are given by
m
yp C Xp
Ym = CXm
where C = C = C and is given by equation (17). x
p m P
T=
Xp [x I x 2 .... x16]
x T .x32]m = [x17 x18"°"
and x are:
m
(50a)
(SOb)
(51a)
(51b)
where the xi, s are given by Eq. (47). The rigid body states are:
T = .x16 ] ($2a)(XRB) p [Xll x12..-
T
(XRB)m . [x27 x28 .... x32] ($2b)
The total displacement becomes
YTD = y + YRB (53)
where y is the orginal output, and YRB is the rigid body output.
The actual computation of Eqs. (47), ($0a) and (SOb) was carried out by
a computer program developed by the authors using an integration subroutine.
The integration step chosen is 0.01 seconds because the absolute value of
the largest elgenvaluo of matrix A, Eq. (49), is less than I0.
IV, RESULTS
The results of a simulation of the system are shown in this part of the
report. The initial conditons and the command values used are the following:
Plant l.C's : x .(0) = 10.00, i=1,2,...,10
px
Model l.C's : Xmi(0) = I0.$0, i=1,2, .... 10
Rigid Body Plant and Mode/:
_RB(O) = 0.349 tad (20 ° )
b_(o) - o.o
eRB(O) = 0.0
ees(o) = o.o
Command : Umi(t) = 0.0, t _ 0, I=1,2,...,8
Several other runs with different sets of initial conditions were made
_(o) = o.o --|
which are not presented in this section. However, some comparisons with the
results presented here are made.
Here we present fovr sets of plots (1) output plant and model of
flexible modes, (2) output plant and model of rigid body, (3) total
displacement, and (4) controls.
Figure 2: The eight plots presented ],ere correspond to the original
(flexible system) output vector of Eq. (3), not including the reflector and
|
R
shuttle attitvde rates. These plots represent, then: shuttle attitude (_ ,
s
e s, _s ), deflection of tip w.r.t, base (_x' _y)" and the reflector attitude
(_r" er' _r )" In each plot we show the behavior of the plant and model
together.
It can be seen that becavse t].e _titial conditions of the plant and
model states are different (x _ x at t = O) t_e plant outputs achieve
p m
asymptotic tracking. At about t = 10 seconds Xp approaches x m, and the plant
outputs achieve perfect tracking. Other runs (not presented here) with the
same initial conditions show that perfect tracking occurs for all t _ 0, as
expected. Therefore, in both cases PMF is accomplished.
It should be noted that it is possible to decrease the time for yp to
approach Ym by making the model natural fzeo.uencies larger. However, this
consideration _:ust be taken carefully because a faster system requires more
control effort. This, ar.d ot]:er covs]derations of the model design were
treated in Section III of this report.
Figure 3: This figure shows plots of the rigid-body attitude, _RB"
From this plot we see that our objective was achieved, namely, to have
_RB ÷ 0 in about 10 seconds. A computer print-out (not included here) shows
that in about 10 seconds _RB decays to a value less than 25 of its initial
condition value (_RB(10) =-0.675x10-2). Also, it can_be seen that the
plant approaches the model assymptocially, as expected.
The other rigid body modes (ORB and _RB ) are not presented here because
they stay at zero level for all t _ 0. This ._._ e_i_ected because their
initial conditions were set to zero.
Figure 4: In this figure the plots of some elements of tl_e total
displacement vector are presented. The total disI_Jacewent vector is given
by Eq. (6a), i.e.
YTD = y + RBV
where y is the original output vector (flexible modes) and RBV the rigid
body vector. The six t.Jots p resente_ Y ere correspord to tt:e following
elements of the above vector:
YTD1 " _s + _e_
YTD2 = 0 + ORB
YTD3 = _s + _/RB
= + ORSYTD9 _r
YTi)10 = er + eRB
YTDII = O/r + _RB
The first 3 are the shuttle attitude plus rigid body, and the last 3
the reflector attitude plus rigid body.
These plots show that the total displacement approaches zero in a short
period of time; in all cases in about ten seconds. The following table shows
the time, in seconds, to approach zero for each output presented in Fig. 3.
tTD1
Time 5,5
YTD2
7.0
YTD3
7.0
YTD9
10
YTD10
7.5
YTDll
5.0
This data was taken from a computer print-out of the simulation.
The plots o2 the rate elements of the vector YTD are not shown here.
These are: rates of shuttle attitude plus rigid body (_s + _RB" Os+" ORB"
+ _/RB) and rates of reflector plus rigid body (_r + _RB" e + @RB" _ +
_S • 1" Z'
_B ). are similar to the ones presented here.The behavior of these elements
The total displacement elements YTD7 and YTD8 are the deflection of tip
w.r.t, base (_ and _ ). Because the corresponding elements of the rigid
• y
body vector are zero (see Eq. (6b)), then YTI)7 = Y7 amd YTD8 = Y8 where Y7
and Y8 are the original flexible modes presented in Fig. 2.
Figure 5: This figure shows the plots of the control,:, x (t). It is
P
clear that not all the controls are within the permissible limits given by
Eqs. (18) and (19). The worst case corresponds to the first co_t1o:, T
sx
which at t = 0 attains a value of -186,000 ft-lb; vs ti1,:e passes T
sx
432
decreases very fast, and at about 7 seconds its val_e _ less than the
10,000 ft-lb limit. For t _ 7 seconds its value decreases steadily.
The second and third controls (Tsy and Tsz) at t = 0 have valves of
15,000 ft-lb and 27,000 ft-lb respectively and for t _. 1 sec remain within
limits.
The sixth control (Trx) at t = 0 has a value of 10,900 it-lb. For
t _. 0.$ it remains within limits. Control numbers 4, $, 7 and 8 (Frx, Fry"
Trz and Trz) remain within limits for all t __ 0.
As we see the first 3 controls present very large deviations fro_ t_e
minimum values desired. A solution to this problem would be a new design of
matrices $21 and K as seen from the control equation given by
Up $21 xm + K (Xm Xp) + um (54)
As we recall, $21 is the solution to
(A Ap) = Bp (55)m .- $21
and it was shown, due to the structures of matrices (An, - A ) and B , thatP P
this solution is unique. Once matrix A is selected, $21 is unique. Thus,m
Vc_ever _ controls the settling
to redesign $21 requires a different _m' m
times of the states (see Section III of this report). Therefore, we see the
difficulty of reconciling the limits on the controls and settling time (our
obje._tive with respect to _RB ).
In relation to redesigning matrix K, the state feedback stabilizing
gain, we see from Eq. (54) that when the initial conditions of the model and
plant are equal, i.e. Xp(0) = xm(0), then the second ter_, J_ Fq. (54) is
zero and g has no effect on v . To see the effect of K on u when x (0)
p P P
• (0) we did a simulation with • (0) = • (0) and the result showed a
m p m
decrease in the values of u , but not enough to meet the constraints. For
P
example, the first control, _t t = C, _eached a value of Upl= Tsx=
- 130.000 ft-lb for the case x (0) ffi • (0). This value is much better than
p m
the value obtained when • (0) = 10.0 and x (0) = 10.5; however, J_ t cth
p m
cases Up1 is far from being within the limits Jt:pl __ 10,000 it-lb.
Therefore, matrix K has little effect on u in general.
P
_r¢,tt, er approach tried was to Jv¢:.',le¢" _: .,.ett, ration element in the
_ystem. This element would limit u to its constrained value whenever u is
P P
off limits. If we call this saturation value u s we see that
P
s
u _ Up = xm + K (x - • ) + up $21 m p m
and the plant and model systems will be
• s x s s• =A +B u
P P P P P
i =A • +B u
m m m m m
S s s
where x _ plant value when u = u . It _s c;e_r from above that • _ x
P P P P P
and. because x is independent of x, . it follows that the plant will not
m p
follow the model, thus destroyiz_g tl, e purpose of the P}T controller. J
simulation was done with the saturation element to see if at some time t } C
the plant would approach the ¢,:odel, and the results in fact showed
divergence. Therefore. this approach was disregarded.
As seen from the plots all upi÷ 0 as t ÷ ®. l_nis should be the case
because here we have u .(t) = 0. A simulation with the commands equal to the
ml
unit step (umi(t) = l(t)) showed again that x ÷ x . We conclude, then.p m
that because of the constraints on u it is very difficult, if not
P
iwpossible• to design a Pb_ controller that will satisfy both the limits of
u for all t and t_e ct_ectives of the system. As explained in the next
P
section• we believe that a CGT controller would be able to satisfy both.
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V, CONCLUSIONS AM) RECOJO4ENDATIONS
A PMF controller design for the SCOLE project was l_xeser, te_ ](_.'c, "](
objective was to have _l_B÷ 0 in about ten seconds, and to maintain t_¢
controls, _p(t) within specified limits (given by Eqs. (IS) and (19)).
The first of the objectives was _et as we can see from the results.
The rigid body outputs, as well as the flexible e_o(?e ovtputs decay to zero
in less than ten seconds.
However, it was not L,os._,.:t, I¢, r._eet _1_ t],¢ c(._ _tralnts on the
controls. The first three controls, the moments applied to the shuttle (Tax,
Tsy, Tsz), reach unacceptable values (-186,000, 15,000, and 27,000 ft-lb
respectively) at t = 0. They decay, however, to values within the limits in
7 sac, 1.0 see, and 1.0 sac respectively.
It was explained in the last section of this report the reasons behind
the behavior of these ¢cT;:-(,_: an atte_;,t to in.l_roye the controls would
require a slower model, _k]ng the response of the plant also slower (the
_,odel following action). A slower system would not meet the first objective.
The main problem encountered in the P_;' design, as explained, was the fact
that matrix _21 j_ vr, i_,l_e, 8r_ thus, we do not have too much f_eedom to
select model parameters to meet both objectives.
This preliminary design, |c_e_eI, see etter l.te_ tc prove that it is
possible to design a direct model following controller for the linearized
SCOLE project.
A more realistic _1,l;_(,ac_ ]_ to _e._r v COT controller 1_Ir L tie
method presented in Section II. Unlike the PMF, the CGT does not require di_
A = dim A . This is an advantage becsv._e _e l_eve tl.e freedom to choose
m p
selected plant outputs to follow an equal nut,bet of model ot_tl._ts. In a PMF
we are forced to have all the plant states to follow the model states.
However; a solution to Eq. (28) of Section II requires the number of
controls, m, to be equal to the number of outputs, q; or at least m ) q. In
t]_ts project we have m ) q (m = 8 and q = 14). T'c cot,.I_ c, vercome this
problem by re-defining the output vector of Eq. (3). Two recommendations
could be explored.
(i) To have the elements of _ to be the s n- of position and rate as
follows:
,. as+as, + 'r+it" e+er'r +  r1(axl)
A corresponding C matrix should be defined accordingly. In this
P
case we would have m = q = 8.
(il)We could have fewer plant outputs follow an equal number of n,o_el
outputs. Iv tl, ts case we have m ) q. The selection of t_e pl_:r._.
outputs that are to follow the model outputs will depend on t],e
objective of the design. In the SCOIF project or e_rrClrJvte
selection would be the inclusion of _rB in the output vector in
order to meet the objective. Therefore the dimension of y might be
as low as I.
Because the CC, T j_ a_ o_t_t .e_,_:u_,,,_. _ tec_c._e _e do not assume
that the state vector (or part of it) is available for feed-back, an output
stabilizing gain should be designed to make the error of Eq. (30a) decay to
zero in case the initial conditions of plant and model are different.
In conclusion, this preliminary approach has shown the feasibility of
_es_/L_Jn_ a model following type of controller for the SCOLE project. A more
suitable controller should be possible using the CGT method.
i
le
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1. INTRODUCTION
This report summarizes participation in the NASA LaRC Spacecraft Control Lab-
oratory Experiment (SCOLE) under NASA Grant #NAG-I-720 in the study of
various approaches in analysis and control of systems having characteristics of Large
Space Structures (LSS). The work is in continuation of an ongoing project originated
under Contract NCC1-108 entitled "Development of Decentralized Control Algo-
rithms for Flexible Structures". Principal investigators for this continuing effort
have been Professors Steve Yurkovich and Umit Ozgfiner, and Prof. K. A. Ossman
contributed to the effort as a Research Associate. Several graduate student research
assistants, namely P. Cooper, A. Tzes, H. Fu, and M. Cheung, have assisted in the
research program. M. Cheung, F. Khorrami and A. Iftar contributed to controller
designs in COFS work.
The primary objective of this research has been twofold: first, to assess the perfor-
mance of various control methods in simulation tests and actual experimentation,
and second, to determine the effectiveness of various techniques for on-line and off-
line system identification relative to control applications on the SCOLE apparatus.
Justification for the objectives of this work lies in the inherent need for reliable and
robust control designs in active vibration control, and in the necessity for accurate
system models in most large space structure applications. Throughout our work
for this program and others, we have recognized that traditional approaches, such
as finite element techniques alone, may not in some instances be accurate enough
for use in designing a vibration control system. For these reasons we have been
pursuing approaches which realize a model directly .from ezperirnental data, consid-
ering techniques for system identification and parameter estimation. Despite recent
efforts along these lines, little ground has been broken toward solution of tile many
problems posed, and the recognition of the immediate need for such research is
apparent.
Indeed, these points are especially important for application of adaptive control
techniques, a major emphasis in this work. Large space structures are excellent
candidates for adaptive control because the modal data, in many cases, is not suf-
ficiently accurate to design a fixed controller for the structure. An exact model is
difficult to synthesize because the low resonant frequencies are closely packed, the
damping is light and often unknown, the model parameters will change when the
system is put into orbit, and the forces such as those due to gravity and temperature
gradients will change continually throughout the orbit. Also, the system parameters
will vary during a large angle slew. With the highly complex mechanical structures
of the future and under current study, there is a need for robust adaptive controllers
whi "'.1 can meet the control objectives in spite of naodel uncertainty, nonlinearities,
and spillover due to residual system interaction.
The overall group effort at Ohio State within the Department of Electrical Engineer-
ing for work at LaRC is smnmarized in Figure 1.1. While the focus of this report
is on work related to SCOLE, we have begun preliminary studies on the MiniMast
configuration at LaRC; details of these studies will appear in a later report for con-
tinuation of this project. In Figure 1.i the dashed lines represent work in progress
or projected studies, and the various acronyms which appear here and throughout
this report represent, respectively, Variable Structure (VS) Control, Self-Tuning
Adaptive Control (STAC), Maxinmm Entropy/Optimal Projection (MEOP) Con-
trol Design, and M0del-Reference Adaptive Control (MRAC). Not represented in
the figure, but also forming a portion of the research in this effort has been anal-
ysis and control design for the envisioned flight article in the Control of Flexible
Structures (COFS) program. Because of thedlrecti0n that program has recently
taken, we have used this report as a vehicle for describing our findings and controller
designs for the model of the COFS mast, an we will utilize the expertise gained on
other configurations that may be proposed as a replacement.
The remainder of this report is organized as follows. In the next section we briefly
formulate and review the basic problem as related to SCOLE. Following this is a de-
scription of the various controller design approaches taken in this research. We have
grouped these design procedures into three main categories: Nonadaptive Designs,
Direct Adaptive Designs, and Indirect Adaptive Designs. In each case extensive
sinmlation studleS have beenundertaken in preparation for experimentation. After
this is a section describing tim actual experimentation completed at LaRC within
the last twelve months. Following this is a brief summary of the work we completed
relative to the COFS mast model. Finally, we conclude with comments on future
directions in the research and in the laboratory experiments relative to SCOLE and
the MiniMast.
2. SCOLE APPARATUS
The SCOLE is comprised of three basic structures, 83.8 by 54.0 inches shuttle
platform, a 120 inches long mast and a hexagonal reflector panel. There are 15
sensors and 12 actuators distributed on the structure for the experiment, and our
controller design studies have focused on different combinations of these actuators
and sensors, for vibration suppresion in either the mast portion or the reflector
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Figure 1.1: Summary of LaRC Effort
panel. The sensors include nine accelerometers and two, 3-axis rotational rate
sensing units• Actuators include seven reaction wheels, two gas jets thrusters and
three Control Moment Gyros (CMG), although the algorithms we currently consider
do not employ the CMG's due to their availability status in the laboratory•
The model we employ in all of our studies for the SCOLE configuration is a ten
mode finite element model with modal displacement equation
[0d-t q = _f12 D q b u , (2.1)
where
D
-2(a,1
(2.2)
As noted above, inputs and outputs are selected as needed for various control algo-
rithms and control objectives• Finally, tile ten modal frequencies for this baseline
model are given below in Table 2.1.
3, NONADAPTIVE CONTROL APPROACHES
Three fixed (nonadaptive) contro!_ schemes have been investigated for implementa-
tion on the SCOLE apparatus• The first two, simple rate feedback and an observer
with pole placement design are relatively simple in nature, and we omit details of
those algorithms here. In fact, our prilnary intention in considering these straight-
forward controller design schemes was to form a baseline comparison for more so-
phisticated designs to follow. In the section later in this report on experinaentation
we discuss the results of the rate feedback scheme and supply a few more details
there.
The third nonadaptive scheme we have considered is the Maximum Entropy/Optimal
Prdjection (MEOP) approach to designing optimal low-order controllers for high-
order systems with parameter uncertainties, developed recently by Hyland and
Bernstein [1], [2]. This technique presents a unique direct method to tile design of
it
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Table 2.1: Modal Frequencies
Frequency
.055
.088
.165
.251
.254
.565
.638
1.51
2.94
4.38
Mode Type Axis
Pendulum y axis
Pendulum
Pendulum
Pendulum
Pendulum
Bending
Bending
Torsional z axis
Bending
Bending
X axis
y axis
X aXiS
y axis
optimal, robust, reduced-order compensators in that the compensator design and or-
der reduction are performed simultaneously. This is in contrast to the conventional
two-step approach to reduced order compensator design in which a compensator
order reduction is preceded by the LQG design or a LQG design is preceded by
plant order reduction.
The fundamental idea of the MEOP approach is to use stochastic modeling for tile
uncertainty in order to improve the system robustness with respect to parameter
variations and higher order unmodeled dynamics. In [3] a study was conducted com-
paring this design philosophy with other competing asymptotic LQG-type design
methods, where, for an example representative of lightly damped flexible structures,
MEOP design fared favorably with regard to stability robustness to uncertainty ill
modal frequencies. The ME design portion for robustification is coupled with an
oblique projection method to reduce the size of a compensator in some optimal fash-
ion. Such a scheme is particularly appealing in the area of large flexible structure
control where the size and robustness of the compensator are critical. Thus, the
MEOP design methodology generalizes the highly sensitive classical LQG design to
a robust, low-order dynamic compensator design.
3.1 MEOP Overview
As a brief introduction to the MEOP approach, consider an rl th order linear time
invariant system
467
k = Az + Bu + wl , y = Cx + u,2 , (3.1)
under the usual assumptions of controllability and observability, where wl, u,2 are
zero mean white noise processes with noise intensity ,natrices V1 and _, respectively.
th order robust, zero set-point compensatorIt is required to design an n c
ic= Acx + Fy , u =-Kx¢ (3.2)
to minimize the cost functional
J = lim -1E zr(t)Rlx(t) + ur(t)R2u(t))dt ,
"r .--* Oo 7"
(3.3)
where x E T_", x, E ?Z"', u E T__, y E 7_t, A E ?Z"×", B E 7Z"×', C E 7ZIx",
A_ E TC ''×n', F ET¢. "`xl, K E _x-, R1 E T¢."x" (positive semi-definite), and
R2 E 7_ ''×'_ (positive definite).
Tile first order necessary conditions for tile quadratically optimal, steady state,
robust, reduced-order dynamic compensation are the existence of non-negative def-
inite matrices P E _"×'_, Q E _.xn, p E _n×., 0 E 7U_×n satisfying the following
coupled Lyapunov and Riccati equations:
#
o =   ,+Are+E
i-1
+ y_(A, - Q,V£' (3.4)
i=1
#
0 = A,Q+QAr+_-_
i=1
#
+ y_(A,- B,R_]P,)O(A,- B,R_]P,) r + r±QCTV_-ICQr r (3.5)
i=1
0 = PAQs + A_sP + pTR_,IP, - rrpBR;aBTpr± (3.6)
0 = ApsO + OArs + Ool/_-,_O r - r±QCrV2-_COr_ , (3.7)
where the projection operator r E TC_x" is given by
AT pAi - P,T R# P, + Rt
c,)Tp(A, - Q,V_-_C,) + rrpBR;XBrpr±
AiQA r t) v-lo T-wo _o _s+V1
- = E II[OP]
k=l k
and 1-[k[0/5] represents the k `h eigenprojection of 0t 5, with r± = i. r. I,x (3.4)-
(3.7), Ai E 7T '×', Bi E 77,.-×,,,, Ci E 7"4]×" are the uncertainty matrices of the plant
m
m
m
m
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[2], from which
A,-A+½E_'=,A_ , B, = B + ½ _,_=1 A, Bi ,
R2, = R_ + r,_=, Br, (P + P)B,
Ps - Brp + Z_=, Br(p + P)A,
AQS -- A, - Q,V_IC, ,
u,, -- v, + Y:7_-,C,(Q + ¢)c, ,
, Q,=QC T+v'_'.A,(Q+O.)C r
,f-,_t= I
Aps - A, - B,R_,t P. ,
where # is the number of sets of uncorrelated uncertainties.
In terms of the solution to the above MEOP equations, the compensator dynamics
are specified according to
Ac = F(A,-Q,V;,'C, - B,R_,P,)G T , (3.8)
F = rQ.v2-, _ , (3.9)
K = R_,_PoG T , (3.10)
where the operators G 6 TC_'X",F 6 T_"'x" nmst satisfy FG r = I.,, and GrF = r.
The complexity of the above expressions is apparent; indeed, this is a trade-off one
experiences in designing with this method.
3.2 SCOLE Design
In this design and simulation study, we are interested in controlling the reflector
panel, where the control objective was to damp vibrations. A full order system
dynamics with three inputs and five outputs model was used for the designs to
follow. The three inputs are the reaction wheel actuators located at the hub while
the five outputs include three rotational rate sensors located at the hub and two
accelerometers located at the center of the reflector.
The performance index to be considered for the SCOLE configuration is the infinite
time state regulator problem given by:
f0®[ r(t uT(t)R  (t)]dtJ = +
where x 6 R:°; u 6 RS; R1 6 R 2°x2°, non-negative definite; and R2 6 R 3×3, positive
definite. The choice of state weighting matrix was made first by transfornfing the
original system into its open loop internal balanced realization form. Then the state
weighting matrix of the balanced system was taken simply equal to the diagonalized
controllability or observability gramian, and the state weighting matrix for the
original system, Ra, was obtained by transforming the stale weighting matrix from
the balanced system. The input control weighting matrix was chosen to be diagonal
and with equal weights.
A time invariant state estimator is considered here. The variance matrices at. the
input and output are assumed to be diagonal and stationary, and are chosen such
that the poles of the estimator are faster than those in the controller.
The motivation of MEOP design is to improve the robustness of the OP design. We
are interested in robustifying the modal frequencies in the model. The uncertainty
matrix for the modal dynanfics was taken as:
[00]At = (_ -9t _ D '
and the maximum entropy design parameter, (_, was chosen to be 10%. The uncer-
tainty matrices for both the input and the output were set to zero.
3.3 Results and Simulation
Both the MEOP and OP design methodologies were applied to the SCOLE configu-
ration. Table 3.1 and Table 3.2 show the robustness and performance characteristics
of the OP and MEOP designs. The second colunms in each table, for the parameter
I 1, use an improved robustness measure due to Yedavalli [4] for structured pertur-
bations. The parameter, I 1,measured the guaranteed stable absolute upper bound
for each component which is subjected to perturbation in the plant model dynamics.
This robustness measure was applied to the closed loop dynanfics, but only the sub-
matrix, -12 _, of the original, open loop system was assumed to be perturbed due to
modal frequency variations. The corresponding perturbation on the submatrix, D,
was assumed to be negligible due to the natura_]ow damping on the structure. For
instance, is equal to 0.0154 for the 8 th order MEOP design, implying that for each
diagonal element in f_2 the maximum variation is bounded by an anaount 0.0154 to
ensure system stability. This corresponds to a -17 to +15% change in frequency
for the first mode. The Yedavalli robustness measure is a fairly conservative one
since it gives only a single absolute stability bound for all the components subjected
to perturbation. However, this is used here as an indicator that the MEOP designs
liave improved the robustness of tl_e 0Pdesigns.
The third columns show the stable range of the relative percentage change in all
modal frequency related components in the open loop dynamics matrix from the
closed loop realization. The significance of this information is ill reflecting the actual
robustness with respect to modal frequency variations. The final colunms indicate
B
z
Table 3.1: Optimal Projection Design
Order
20
12
10
(%)
h/
0.0138 -20 to +4
0.0141 -30 to +20
0.0153 -45 to +30
o.bi-4o-- 30
0.229
0.231
0.231
0_235
Table 3.2: MEOP Designs
Order
--20 0.0148
12 0.0156
10 0.0154
8 0.0154
.... cert
-25 to +40 0.407
-50 to +50 0.311
-50 to +50 0.319
[ -40 to +40 0.322
the steady state cost performance of each design. Clearly there is a trade off between
tile steady state performance and the order of tile compensators. The inconsistent
costs in Table 3.1 between the full order design and tile reduced order designs may
be accounted for by the possibility that the solutions have not yet converged in the
design.
An initial condition was imposed on the SCOLE configuration for simulation pur-
poses. Modes 1, 2, 6, 7 and 8 were initially displaced by 0.1 inch. Figure 3.1 shows
the outputs for the open loop system, where Yl and Y2 are the rate measurements
from the center of the reflector while y3 and y4 rate measurements from the hub.
The closed loop version is depicted in Figure 3.2, in which an 8 th order MEOP
compensator design is simulated. In Figures 3.3, 3.4, and 3.5, ul, u_ and u3 are the
torque inputs at the hub on z, y, z axes, respectively. With the state space repre-
sentation of the structure in modal coordinates, the vibrational energy of mode i is
given by
Ei(t) = w?X?(t) + &_(t) , (3.11)
where wi is the modal frequency of mode i and X¢ is tile general modal displacement
associated with a given mode in a given direction.
Figure 3.6 shows the time profile of the vibration energy of the structure for LQG
and robustified LQG designsas compared with the open loop case. In Figure 3.7,
tile robustified reduced-order designs (10 th and 8 th order) are compared with tile
open loop case. For the designs indicated, all possess excellent vibration damping,
since 90% of the initial vibrational energy was dissipated in tile first second.
3.4 Discussion
The MEOP design approach is a very useful tool for control design, particularly
for large space structures. The order of the compensator can be reduced signifi-
cantly, as compared to the full order LQG design, to one implementable in typical
hardware configurations without much loss in performance. The inherent robust
characteristics in the compensator design are vital in applications where system pa-
rameters may vary when the structure is, for example, deployed in orbit. Tile issue
of spillover or tile robustness with respect to unmodeled dynanfics is another impor-
tant subject in large space structures control, and should therefore be investigated
in this light.
Ill the aforementioned designs and simulation, all the reaction wheel actuators are
assumed to have no physical constraints. From the simulations, the required control
effort in the first few seconds is very near the limit of the actual hardware. Further
simulations have shown, however, that when the actuator limit is observed and
the control gains are constrained, vibration damping is aclfieved with only slight
degradation in performance.
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4. DIRECT ADAPTIVE APPROACIIES
Simply put, tile model reference adaptive control approach considers a problem
where specifications are given in terms of a reference model which describes how
the process output should respond to a given command. Parameters of the reg-
ulator are adjusted in such a way that the error between tlle model output and
the process output, say ym - y, is made small; the difficulty arises in determining
the adaptation rule. One approach is to use sensitivity-related feedback gains as
a function of tiffs error. For example, if K(t) represents the vector of adjustable
controller parameters, then one method for determining the adaptation is to choose
the controller parameters according to tile rule
dK
- -k(W - v)VK((ym- V)) , (4.1)
where k determines the rate of adaptation, and the elements of VK{ • } are the
sensitivity derivatives of the error with respect to K(t). The justification for such a
rule lies in the assumption that the adaptation parameters are slowly varying rela-
tive to other system quantities, so that the parameters are changed in the direction
of the negative gradient of the error. Since the controller parameters are updated
directly, such a scheme has come to be known as direct adaptive control.
Important issues involved in these investigations are:
1': The choice of k is not a trivial problem. If chosen small, such an adaptation
scheme usually performs well, although instabilities may result with a naive
selection for this adaptation parameter.
2. For complicated systems, the elements of VK may not be determined exactly,
thus requiring a certain degree of approximation.
3. Results are available for extension of the standard theory to nonlinear systems,
multivariable systems, and nonmininmm phase systems.
The presence of unmodeled dynamics becomes an important consideration in adap-
tive control schemes for flexible structure control. In simulation studies, therefore,
we typically investigate spillover effects by designing control for reduced-order mod-
els and testing the design on full-order models with simulated disturbances and
varying degrees of higher-order dynamical effects.
4.1 MRAC Schemes
To introduce the particular type of model reference adaptive schemes being pursued
for this portion of the work, consider again the general model (2.1)-(2.2), rewritten
in slightly different notation as
- (4.2)x v=Av_v+Bu ,
where
, (4.3)
so that
_p I,_, 0
y = [0 , (4..5/
where xv E R2,_, u C Rs, y E Rz, and for our purposes here n = 10.
The basis of :_ is chosen such that a decoupled set, of second order systems or modes
is formed, f_2 and D are diagonal submatrices containing the modal frequencies
and damping respectively of each mode. The modal damping is chosen to be ] %
for all modes.
The elements of the input-output vectors are as follows:
U ---
y axis reaction wheel
x axis reaction wheel
z axis reaction wheel
y axis rate gyro
x axis rate gyro
z axis rate gyro
The input - output devices are physically colocated on the structure itself, resulting
in
C: = B r (4.6)
Table 4.1: Modal FrequenciesUsedfor Control Law Design
Frequency Mode Type [_Axis-
1.51 Torsional / z axis
/2.94 Bending4.38 Bending
Remarks
The control laws developed in the followingsubsections utilizeonly 3 modes of the
fullorder model chosen via a balanced realizationanalysis,with one input per mode
required. The modes upon which the designs are formulated appear in Table 4.1 The
reduced order model isidenticalin structureto (4.4)-(4.5),except that notationally
we shallreplace xv and kt,by _'and k, respectively,where now $ E _2, u E _n,
y E _', and n = 3, and where now f_2 and D are 3 × 3 matrices. Further, an
observer is required to generate the stateestimates for the statebased MRAC law.
The implementation detailswillbe omited here forbrevity;the equations developed
in the followingsubsections assume that the statesare directlymeasured.
4.1.1 Design
The MRAC law utilized in the designs requires a model for generation of a state
error vector e. The model is as follows:
with
' (4.7)z,.,, = A,_ + Bu ,
so that
[z,_ ] (4.8)
_,,, = 122 Dm km +
where it, E _R2", u E _s , and n = 3.
the reduced order plant given in table
to be 5%.
0
B2 u, , (4.9)
The nmdal frequencies are those chosen for
4.1, and the damping for all modes is chosen
The basic assumptionsfor the adaptive control law implemen! ation are:
. The influence matrix B2 of the plant is not time varying. This allows the
construction of an adjustable system or combination controller/plant where
the parameters can be varied.
• Only vibration suppression control is considered. Therefore, the reference
input ur is always zero.
The error between the model states and the plant states is
e ] (4.10)=
= £__$ (4.11)
Tim generic control law from Hyperstability theory for this formulation is given
according to
f ¢l_dt + ¢2_ (4.12)U
The control elements ¢ can be chosen from the large class of hyperstable systems.
For our implementation, ¢ is chosen for the the class of Proportional-Integral (PI)
control laws and Relay-Integral (RI) control laws. Thus, for these classes ¢ is
defined as
¢, = F,v[a,_]r (4.13)
i t T¢2 = F,v[Go$] , (4.14)
where, for v E _e,
v = W_ (4.15)
and where F,,F:,Go, and G'o are constant positive defnite matrices.
Decoupling PI Implementation
For the decoupling PI design Fo and F,' are chosen as
: [Fo F:] (4.16)
(4.17)
and G,, and G'a are chosen such that
Go = aIz.,×2, , (4.18)
G': a 2.×z. , (4.19)
where c_ and a' are the integral and proportional constants, respectively. Finally,
the error transformation matrix IV is chosen as IV = I2,×2,.
Given the above definitions, the resulting plant-controller system is decoupled, so
that in fact
f0 t t ._i -- 2wi(di)_i + w_xi .4- o_ e, ll ll*dt + e,ll tl 2 , (4.20)
where zi and ei are individual elements from the vectors _ and _, and u,_ and d,
are the natural frequency and damping, respectively, for each mode taken from f't_
and D. We see that each mode of the system is dependent on the corresponding
individual error vector and the Euclidian norm of the state vector.
Since we have achieved a decoupled modal control, it would be advantageous to
apply greater control energy to the slow modes or those modes which are "most
observable" in the output space. This can be accomplished by altering the choice.
of F_ and F_ to
F = [O,-,x,, B_-IF] (4.21)
where F is a diagonal matrix of modal weighting elements. The resulting decoupled
system with nmdal weighting is, therefore,
fOt t .k,'i = 2w,(d,)ic, + w_zi + 7ia &,tl ll dt -4--r,_  ,ll ll , (4.22)
where 7_ represents the approiate (diagonal) element from the weighting matrix F.
Simulation studies for this controller design consist of time plots for the input and
output vectors. The simul_ations were performed by initializing all the modes with
a value representing typical output vibrations. For purposes of comparison with
the simulation results for controller designs in this section and those to follow (all
MRAC approaches), Figure 4.1 gives the free response (no control) as sinmlated for
the three rate gyro outputs. Figure 4.2 depicts the sinmlated rate gyro responses
for the three axes with the MRAC Pi decoupled algorithm, while Figure 4.3 depicts
the corresponding input, torques of the reaction wheel actuators. We note that the
control was activated at time t = 1.5 seconds.
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Coupled PI Implementation
The second variation oll the MRAC design approach we have taken involves a
proportional-integral type control law without the decoupling structure of the pre-
ceding case. In this case one choice of Fo and F_ for an input-output coupled control
is
F= [ B; ] (4.23t
with G_, G',, and W chosen as in tile previous design. Tile resulting control law is
given by
u = Fa ft _ll_:ll2dt + F ,_ll_lt= (4.24)
Thus, because of the structure of F the controller-plant equation can be written as
£= W, ti,,oz + Dp,t,,,,k + BzBTa  ll ll dt + B, Bro '_llk.ll' (4.25)
We have found that this non-decoupled implementation provides superior perfor-
mance over the decoupled implementation for situations in Which sensors/actuator
pairs are not physically colocated. Figures 4.4 and 4.5 represent the output and
input responses, respectively, for the MRAC PI non-decoupled algorithm.
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RI implementation
Development for the Relay-Integral control is essentially the same as described
for the PI control scheme, with the difference being that the sign of the error
vector is utilized rather than the error vector itself in the proportional part of
the control law. Since the decoupled control is useful in the SCOLE context, we
refer to the development of equations specified for the decoupled PI control for our
implementation. The final decoupled RI control law, then, is
_0 t t • - 2_,= 2w,(d_) _, +w_x, + _ _,ll_ll2dt+ ,_ _g.[e,lllrll (4.26)
Simulations were performed by initializing all the modes with a value representing
typical output vibrations. Figures 4.6 and 4.7 are the input and output responses,
respectively, with the MRAC RI algorithm.
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4.2 Adaptive Model Following VS Control
The next adaptive technique considered is adaptive model following in which the
position and velocity outputs are forced via variable structure control to track given
reference position and velocity paths. This technique for adaptive model following
was first introduced by Young [5], and employed for flexible structure control by
Ozgiiner and Yurkovich [6].
A variable structure controller drives the state trajectory to a chosen surface in
the state space then forces tile trajectory to slide along this surface to the origin.
This is accomplished by switching the feedback gains between sets of feasible values
whenever the state trajectory crosses the llypersurface in the state space. Variable
structure control is robust to variations in paralneters when in the sliding mode;
however, the trajectories may "chatter" while sliding to the origin along the surface.
As mentioned above, in model reference control the objective is to force the plant
output, to track the output of SOlne pre-specified reference model. One way to
accomplish this is to switch the feedback gains to force the tracking error to converge
to zero along a desired sliding surface. A bIock diagram of the model following
variable structure controller is shown in Figure 4.2.
4.2.1 Design
Consider again the model for the SCOLE apparatus given in (2.1)-(2.2). For pur-
poses in this design we assume velocity measurements (colocation) given by
_) = bT (1 (4.27)
Note that y and _ can be expressed as
i;=....
d y 0 - 0
The desired position trajectory 0 and velocity trajectory 0 are generated from the
reference model
d 0 0
where al and a2 are design parameters. The tracking error vector is defined as
Reference
Model
_reJ
pial_ it
Adaptation_Algorithm
Figure 4.8: Model Following Variable Structure Control
O-uj"
The feedback control law is given by
u = K_e + Kl / [I dt + K_[l + 6 , (4.31)
where K_, KI, Ks, and 6 are feedback switching gains chosen to force the position
and velocity error to converge to zero along tile switching line
tr = cTe = Clel 4- c2e2 = 0 (4.32)
It was shown in [6] that the tracking error would converge to zero along the given
switching line if the feedback gains are chosen according to the following switching
rules (assuming c2 > 0):
el_r > 0 _ K_ > al/(brb) ; e_cr < 0 --. If_ < al/(bTb) ;
493"
e_a > O _ K_ > (cz + c2a2)/c2(brb) ; e2e < 0 _" A"_, < (cl -4 c2a,.)/c,.(t, vb) ;
ya > O _ K1 > az/(brb) ; ya < O _ K1 < az/(brb) ;
yet >0 _ Ks > a2/(brb) ; ya < O _. K2 < a_/(brb) ;
a > O _ 6 > (brf_2q)/(bTb) ; a < O _ ,5 < (br_2q)/(bTb)
4.2.2 Simulation Results
Tile adaptive model following variable structure controller was applied to the re-
flector portion of the SCOLE conflgurat_on in simulation studies, with the control
objective to damp vibrations. Using balanced realization model reduction tech-
niques, a two mode (four state) model was developed for each sensor/actuator pair.
There are five such pairs for the reflector: the accelerometers and cold gas jets (x, y
directions) mounted in the center of the reflector panel and the rate sensor and
reaction wheels mounted at the hub (z,y, z directions). The reference model was
chosen to be second order with a natural frequency ¢0,, = 1 rad/sec and a damping
ratio _ = 0.1.
Figure 4.9 shows the control input (unconstrained) for the cold gas jet in the z-
direction, the desired position and velocity trajectories generated from the reference
model, and the true position and velocity trajectories. Figure 4.10 shows the control
input for the cold gas jet and the true position and velocity trajectories when the
physical constraints on the jet are taken into account. In both cases, "chattering" is
apparent in the true velocity trajectory which is characteristic of variable structure
control. As expected, the response is degraded somewhat when physical constraints
are introduced.
Figure 4.11 shows the control input (unconstrained) for the reaction wheel in the y-
direction, the reference Velocity and position trajectories, and the measured position
and velocity. Figur 4.12 shows the control input and the true position and velocity
when the physical constraints on the reaction wheel are considered.
4.2.3 Discussion
Th_se simulation studies have indicated several avenues to pursue in future studies
for the application of switching-type control for flexible structures. First, we have
seen here and in other studies ([6]) that this technique supplies the desired amount
of damping as specified by the reference model. The issue of cnnlr,,1 spillnver re-
mains an important question, however, since the chattering effect may introduce
undesirable effects, depending on the type of actuation hardware used. To remedy
this situation where needed, time varyin9 sliding surfaces [7] or slidin 9 regions may
be utilized. Secondly, the actual equipment limitations, taken into account in the
simulation studies here in terms of an]plitude limits, will effect, performance. Allow-
able switching speeds must also be considered; indeed, the reflector jets on SCOLE
respond at frequencies up to about 40 or 50 Hz.
The simulation example of this report has indicated that the model following scheme
for flexible structure vibration control shows promise and deserves further investi-
gation. We believe, however, that the true power of the variable structure control
approach lies in its application to nonlinear plants; many works to date have illus-
trated this point. For this reason, then, investigations focusing on the application
to nonlinear slew maneuvers in, for example, configurations such as SCOLE are
warranted.
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5. INDIRECT ADAPTIVE APPROACHES
5.1 Design
In indirect adaptive control, the system parameters are estimated using some on-
line identification technique such as recursive least-squares, then the control law is
computed based on the most recent parameter estimates. For the SCOLE configu-
ration, an indirect adaptive LQ controIler was designed to quickly damp vibrations
in the mast caused by movement of the shuttle body or reflector. This indirect LQ
controller is discussed in [8] and w_ll only be briefly=described llere.
There are four actuators (reaction wheels) and four sensors (aecelerometers) mounted
on the mast. The controller design was based on a reduced order version of the
model (2.1)-(2.2) which included only the four bending modes. This model was
discretized to give the state-variable fornmlation
z(k + 1) = Fax(k)+Gdu(k) (.5.1)
v.o,(k) = Ha (k) + J,,(k) (5.2)
, (5.3)
for appropriate dimension matrices Fa, Gd, Ha, Y. It is assumed that the feedfor-
ward matrix J resulting from the acceleration measurements is known but Fa, G_,
and Ha are unknown. It is most likely that for actual testing on the SCOLE, the
accelerometer data will be integrated for use ill the identification process thus elim-
inating the need to know the feedforward matrix. For the purposes of parameter
identification, the system was put in the input/output form
y,¢¢(k) = Or¢(k - 1) + Ju(k)
=
where
(5.4)
Or = [-Ax -A2 (B,+A,J) (B,+A,J)] (5'5)
¢T(k 1) r
- = [y.¢,(k - 1) yaT¢(k -- 1) ItT(k -- 1) ltT(k -- 2)] (5.6)
The matrix _ Contains the unknown system parameters and ¢(k 1) is a regression
vector of past input and output values available in real time. Denoting 0(/,') as lhe
estimate of 0 at time k, the identification algorithm is given by
O(k) = O(k- 1)-_P(k- 1)f(O(k- 1)) (.5.7)
P(k - 1)¢(k - a)[v_**(/,;) - 0r(k - 1)¢(k - 1)]
+ rt__x + CT(k - 1)P(k - 1)¢i_ '--L 1) (5.8)
z
E
E
7
P(k - 1)¢(k - 1 )¢T(k - 1)P(k - 1)
P(k) = P(k-1)- rlZ_ ,+¢T(k_l)P(k_l)¢(k_l) (5.9)
The parameter estimator is a recursive least-squares identifier with data normal-
ization and an additional correction term which allows prior parameter information
in the form of upper and lower bounds to be included.
The control law which is based on the most recent estimate of 8 is a state feedback
control law of the form
= (5.10)
The state estimate is generated from an adaptive observer described by
i:(k+l)=F(k)_(k)+G(k)u(k)+M(k)(ya¢¢(k)-H$(k)-Ju(k)) , (5.11)
where Mr(k) = [-A,(k) -A2(k)] and
F(k)=[-Al(k) I] G(k)=[B_(k)]-A2(k) 0 B2(k) g = [I 0...0].
The feedback gain matrix L(k) is computed from one interation of a Riccati differ-
ence equation in the manner
L(k) = [GT(k)RkG(k) + I]-IGT(k)RkF(k) (5.12)
Rk+_ = Q + LT(k)L(k) +(F(k)-G(k)L(k))TRk(F(k)-G(k)g(k)) (5.13)
5.2 Simulation Results
With one exception to be discussed later, the output (position) was computed using
the ten mode model in order to include the effects of the six umnodeled modes.
Only one set of input/output pairs, that of the reaction wheel and accelerometer
(z-direction) mounted toward the top of the mast, will be included in this report.
For all cases, the initial state was chosen to be zr(0) = [0 0 0 0 0.1 .1 0.1 .1] (in)
so that only the four modeled bending modes were initially excited.
For comparison purposes, a set of baseline plots were first generated. In Figure 5.1,
the open-loop output position response is shown. In Figure 5.2, both the LQ control
input without identification and the corresponding output position are shown. In
this case the identification loop was bypassed and 8(k) was set, equal to the actual
0 for computing the control law. The effect of one of the unmodeled pendulum
modes on the output position is very apparent. Also, th,- contr,,1 i11put greatly
exceeds the physical constraints on the reaction wheel (1.25 in-lb.) for the SCOLE.
In Figure 5.3, the LQ control input and the output position are shown when these
physical constraints are taken into account.
Next., identification is introduced into the loop. All entries in 8(0), the initial guess
for 8, are in error by varying values between zero and twenty percent from the true
values. In the first run, unmodeled dynamics were not included, that is, the output
position was computed using the four mode "control" model. The unconstrained
and constrained control input along with the corresponding output position response
are shown in Figures 5.4 and 5.5, respectively. In the absence of unmodeled modes,
the adaptive controller performs well in vibration control of the mast.
Finally, in order to assess the effects of unmodeled dynamics, the adaptive controller
was applied to i.he ten mode model of SCOLE. In Figure 5.6 the unconstrained
control input and-the OUtput p0sh.idn response are shown. The unniodeied dynamics
cause the closed-loop system to go unstable and the input and output grow without
bound. In Figure 5.7 the constrained Control input and the corresponding output
position response are shown. The forced bounds on the control input lead to nauch
better performance of the adaptive dosed-loop system.
The results, thus far, indicate that a reasonable control strategy for vibration control
in flexible structures would be to ._hut offthe estimation process after the parameters
are suitably identified and then use a fixed LQ Controller. The estimation error
would be continually monitored and identification would resume if this error exceeds
some pre-specified bound indicating a change in system parameters has occured.
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3 Robust Indirect Adaptive Control
The robustness of the adaptive controller with respect to unmodeled dynamics can
certMnly be improved. Oue option currently being investigated is the incorporation
of a variable dead zone into the identificatiou scheme for the system parameters
[9]. The motivation for adding a dead zone into the identification scheme is clear
if we express the tracking error as e(k) = ei(k) + era(k) where e,(k) represents an
error in identification of the system parameters and era(k) denotes the error due to
disturbances or unmodeled dynaniics__if-t_e-tracldngerroris due-1_{ainly to identi-
fication error, then certa_iiy param:eter esth_aatlon siiould continue. However, if the
tracking error arises mainly from unmodeled dyna_cs or disturbances, continuing
with the identification could move the parameter estimates further from the true
values and thus degrade System performance. The variable dead zone is just an
attempt to extract a reasonable approximation of the identification error from the
measurable tracking error using both on-line information and prior system infor-
mation. Thus, whenever the tracking error is due mainly to unmodeled dynamics,
the identification scheme is "shut off." A variable dead zone has the advantage of
simplicity; that is, it can be easily incorporated into most existing adaptive con-
trollers. However, designing the dead zone is not a trivial problem and this choice
will affect the performance of the system.
The design of the dead zone has thus far been investigated for some simple exam-
ples which have characteristics of flexible structures control problems. By way of
example, then, consider a two mode flexible structure described by
dt dl
0
0
-4
0
y(t) = [0 0
0 1
0 0
0 -.04
-100 0
0
1 qo Iq]
-1
0
0
+
u(i) (5.14)
(5.15)
The reduced order model used for designing the adaptive controller is given by
[0 1][ql][0]d-t _a -4 -.04 (j, + 0.5
u(t) = [o o.5l 6 +_,_(t)
_,(t) (5.16)
(5.17)
The estimate for the identification error ei(k) used in the least-squares algorithm
WaS"
==
0 if l_(k)l< d(k)e,(k) = e(k)-d(k) if e(k) > d(k)
e(k) +d(k) if e(k) < -d(k)
(5.18)
where d(k) represents an upper bound on the magnitude of the modeling error e,, (k)
and is given by
rn(k) = (0.951)m(k - 1) + u(k) (5.19)
d(k) = (1.026)Im(k)t (5.20)
The control law chosen was the adaptive LQ control law previously discussed for
SCOLE.
Figure 5.8 shows the control input and the resulting output when tile parameters
of tile reduced order model are assumed to be known exactly. The output was
computed from the full order model.
Figure 5.9 shows tile control input and resulting output when estimation is included
but a dead zone is not incorporated into the least-squares algorithm. The initial
parameter estimation errors ranged from 10-20%. As in tile case of SCOLE, tile
unmodeled dynamics cause the adaptive control loop to go unstable resulting ill an
input and output which grow without bound.
Finally, the dead zone described above was incorporated into the estimation scheme.
As shown in Figure 5.10, both the control input and the resulting output converge
to zero.
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5.4 Discussion
Initial results oil the incorporation of a variable dead zone into the least-squares
estimation scheme look promising. Current work centers on the design of the dead
zone for SCOLE. Furthermore, a better choice of modes will be made in the re-
duced order model for the SCOLE to reduce control and observation spillover. As
mentioned, one of the unmodeled low order pendulum modes (0.08 Hz) appears in
tile output position response even in the non-adaptive case.
Another approach for improving robustness is also being investigated. The empiri-
cal transfer function estimation (ETFE) method will be used to identify the system
parameters [10]. Using finite length discrete Fourier transforms (DFTs) of the in-
put/output data, the ETFE method provides both an estimate of the plant transfer
function and a frequency-dependant upper bound on the modeling error between
the estimated transfer function and the actual plant transfer function. This identifi-
cation scheme has been shnwn to possess certain desirable robustness characteristics
for use in adaptive control [11]. Because it requires DFTs of the input/output data,
the ETFE method will require more computational time than the variable dead
zone identification scheme. However, Tzes and Yurkovich have shown that with
modest computational load (less than 10 ms) the ETFE scheme may be carried out
on-line, with a recursive least squares estimator, to accurately identify frequency
response characteristics for a slewing flexible beam [12]. Moreover, it is shown in
[12] that the frequency response information thus obtained is useful in designing an
LQ-adaptive controller with frequency weighting; details of this work will appear
in a future report.
6. LABORATORY EXPERIMENTATION
0.1 Visits to Langley
May 1987
Ill May of 1987 we visited the LaRC facility and worked with Mr. Jeff Williams for
two days in the laboratory preparing for control implementation. Our progress was
limited due to unforeseen problems with the computer and compiler systems. We
were, however, successful in familiarization with the current set-up, and have since
completed the designs described herein, and have completed coding for use on the
structure.
December 1987
The next visit to Langley was in December of 1987 for five full days of imple-
mentation and experimentation. All control designs and necessary software were
transported via floppy disks,:s0 that the on-site work began by downloading the
various control law programs and their data files for compilation on the the SCOLE
computer, a Charles River 68000 based system. A variety of differences between the
Vax 1i7785 FORTRAN code and the Unix/Green Hiii FORTRAN compiler were
identified so that first two days were consumed in making the code changes, com-
piling, and testing the simulator code. During the software preparation, hardware
problems were also delineated. For example, the reaction wheels at the reflector/-
base had not been used before, and several wiring checks had to be carried out.
The third day began with experimentation involving the algorithm with the least
computational requirements, the observer/pole placement design. The initial plan
was to run this algorithm at 100 hertz but the computational requirements caused
the sample time to be exceeded before the control law was complete; the algo-
rithm did, however, operate at 40 hertz without a time exceeded warning. We
had over estimated the Floating Point Operations per Second (FLOPS) capability
of the computer, primarily because the previous hardware configuration was such
that the floating point operations were done by a Sky floating point board. This
board has capabilities of 3 micro second operations or 330,000 FLOPS. Since then,
however, the computing environment for the SCOLE set-up has been changed to a
68020/68881 processor, and the compiler has also been changed. Because of this un-
foreseen problem, some time was spent, benchmarking various operations; it, appears
that the best expected performance is now 100,000 FLOPS. Utilizing the Sky board
again, with the current configuration, did not. result in increased performance. In
the interest of time, we terminated our efforts at increasing FLOP speed at that
point.
|
r
=
Because of the unexpected slower speed capabilites, most of tile control laws brought
were too slow in their present form, since most of tile algorithms used continuous
time observer equations. The algorithms can, however, be made more efficient,
and current efforts are directed in this vein. Tile inirect adaptive control designs,
which are already in discrete time form, may require more FLOP capability than
the SCOLE computer can provide at the present time.
Two algorithms were marginally acceptable in terms of achievable sampling period,
specifically, the pole placement and MEOP algorithms, although the maximum
achievable sampling rate for the MEOP design was 10 hertz. Before experimentation
with these control laws, various tests were run to determine if the amplifers were
functioning properly and if wire phasing was correct. Due to concerns with the
amplifiers, the reaction wheel actuators were run at 5 in-lb or 30% of the maximum
rating.
Both of the aforementioned algorithms showed some undesirable behaviour. To
determine some rationale for the poor results, the outputs from the observers were
recorded, indicating that several of the modes which should be pure sinusoids were
heavily distorted. This in turn indicated that noise and observation spillover may
be responsible for poor observer convergence. The SCOLE Sensor conditioners are
two pole low pass filters with a cutoff frequency of 10 hertz. Our state space model
of the SCOLE structure upon which the observers were designed includes nmdal
frequencies of a maximum 5 hertz. Observation spillover from the unnmdeled modes
in the 5 to 10 hertz range may account for some of the distortion. Channel noise
seemed to be significant relative to the signal input data. A data sample of channel
noise was collected and brought back to determine noise power and spectrum.
On day five, system identification experiments/data collection and a simple control
law (described below) were priorities. To identify various input output relationships,
white noise inputs were applied to the various actuators individually. All the outputs
were collected for each actuator run. A thousand data points were collected at
sampling rates of 20 or 50 hertz. During this data collection, we noted that the
low authority reaction wheels mounted near tile top of the mast provided little
excitation of any of the modes. This data is currently being used for investigation
of various system identification techniques, primarily on-line schemes such as the
above-mentioned ETFE approach.
6.2 Software
The software to implement the control algorithms described in previous sections was
developed with the following goals. One, the code must be implementable on OSU
computers (Vax 11/785 and MicroVax II) sinmlating all experimental hardware
dependentsubroutine calls (A/D, D/A, timers, and so on) with code to run a state
space model of SCOLE. The control law code is validated by this process since the
SCOLE computer debugging facilities are limited. Also, tile simulation produces
data for comparison to actual data output. The same code used for tile simulalions
is used to run tile experiment by linking in tile runtime libraries instead of simulation
libraries.
Secondly, tile software is designed with standard hooks to the control law subroutine.
This allows one standard interface to the experimental hardware to be designed,
implemented, and validated. To implement a control law, only two subroutines
must be written, interfacing to the main logic through sensor-in actuator-out data
arrays. All other tasks are performed by the standard interface. These tasks are
• Set sample rate, number of samples, sensor bias levels, and so on;
• Check if control law calculation time exceeds sampling interval;
• Sample analog inputs; : :
• Remove input bias, reorder the data array to standard model order, and
Convert to usable values;
• Integrate all sensor values;
• Scale and limit output values;
• Convert to DAC array ordering, output analog outputs;
• Save all input and output values.
6.3 Results
To complete our most recent visit, we cI_ose to implement a simple rate feedback
law, consisting of a proportional feeback term for each rate sensor and reaction
wheel actuator=h_ each plane. TI_e fecdback_ gains Were cliosen by exciting the
modes in each plane individually and choosing appropriate values according to the
observed behaviourl The final data collected was done by exciting tile system in all
three planes and running all three actuators simultaneously. Table ft.1 shows lhe
actual feedback gains. From the table, we note that the X direction actuators were
relatively sensitive and could not tolerate large gains. Figures 6.1 and 6.2 show the
actual sensor outputs and actuator inputs, respectively, for the rate feedback law
to an initial disturbance.
i
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Table 6.1: FeedbackGains fo_ :rate FeedbackControl Scheme
X Axis -5
Y Axis -100
2 Axis--250
Tlle results from this experiment imply that the output from the X axis rate feed-
back gyro is always positive, not a sinusoid oscillating about zero. This would
essentially indicate that the position error is positive and unbounded, suggesting a
failure either in the rate gyro itself or in the measurement process 1. This probably
accounts for some of problems encountered with the more sophisticated algorithms,
and may account for the low feedback gain required on this axis during the rate
feedback experiment. The performance in the other axes was satisfactory.
tJeff Williams has been made aware of the problem and is investigating.
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7. COFS CONTROLLER DESIGN
7.1 Introduction
In spite of its cancellation, the original Masf Flight System provides (and will proba-
bly continue to provide) all interesting model that can be used to test in simulation
different control al)proaches. Finite element models of varying complexity exist,
experiments have been performed on the individual actuators.
The basic element in the Mast Flight System is a 60.7 meter long, triangular cross
section truss structure. The truss has 54 bays with LDCM actuators distributed
along the length. There are four primary actuators located at the tip of the beam
so as to produce both z and y axis forces and Z axlSt0rques.: The actuat0rs at the
intermediate stations are smaller devices and can be utilized to check decentralized
control issues 1.
Our effort in the Control Research Lab of the Ohio State University was concerned
with three issues:
i. Design of an optimal decentralized controller.
2. Design of a decentralized controller through overlapping decompositions and
loop-shaping.
7
3. Design of low-order controllers through fixed-order, direct optimal projection
techniques.
Throughout this Section we will be referringto Certain data which was supplied to
us at d[fferen(times from NASA LaRC. TheSe _na, y not be the same versions that
were finally accepted and certified or utilized in NASA's final design effort. Be that
as it may, the data used here is still very representative of such a flight system.
7.2 Design of an Optimal Decentralized Controller
7.2.1 Background Theory
Consider
V
= Az + y] Biui ;x(O) = Xo
i=1
t In the analysis to follow identical actuators have been assumed.
(7.1a)
R
Z
yi
with cost
= Cix ;i = 1,...,v (7.]1))
f0_ _j= (_rQ_ +2_ x_N,u,+ uTa,u_)dt (7.2)
i=l i=l
and the following feedback structure constraint:
ui = Ki Yi ;i = 1,...,v (7.3)
It can be shown [13,14] that the solution of the above optimal control problem
reduces to solving the following system of non-linear algebraic equations:
Arp + PA¢ + Q = 0 (7.4)AeL + LA r + Xo = 0
and
= NTLc r =0 ;i= 1 ... v (7.5)v,,,J e_PrC,_+ R,I_',c,_c_+___ , , ,
IJ
= A+__. B, KiCi
i=1
v V
= O + _ CirKirR, h]C, + _ (N,K, Ci + CirKirN r) (7.6b)
i=1 i=1
Xo = Xo :tor (7.6c)
where
A_ (7.6a)
Many approaches have been introduced in the literature to solve the above system
of equations. The approach pursued in our software package _ is a gradient method.
Extension to the basic problem can be done by considering the following decentral-
ized dynamic stabilizing compensator:
,_ = Fi zi + Giy_ (7.7)
ui = H, zi + Niy, ;i = 1,...,v (7.8)
2The software package DOLORES was developed by Professor _r. Ozgiiner, Mr. Khorrami and
Mr. Tien for another project
The problem of dynaT,_. - ouCp11_ fe,'dbaek is reduced to _11_"previ,_11._ prol,l_m l,y
augmenting the state space of the system and tile stabilizing compensators, that is,
x
Zl
Z2
zv
,4 i 0
• ,° ° ...
0 1 0
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Zv
V
+E
i=1
B/ 0
• °. ...
0 0
I
0 0
11i ]
,.,
l'i
, (7.9)
Y i ---- [ C iO0 0 " " "d*i O0 ]
Zl
Z2
Zv
(7.10)
where vi = zi and Ci is provided by the user. The cost may be further modified to
/0j=l_ (xrQ_:+2y_ xrNiui+ uriR1ui+ iTR_i) dt (7.11)
2 i=l i=l i=i
7.2.2 Design of an Optimal Decentralized Controller
The modes and mode shapes used in this study are listed below:
Mode ]Freq. (Hz) Bay 28 Tip
(1) 1st x-z
(4) 2nd x-z
(7) 3rd x-z
(10) 4th x-z
0.187
1.36
3.93
6.84
.0149
.0647
.0111
-.0567
.0486
-.0243
.0167
-.0107
Each of the actuators with their associated (inner-loop) compensators (already
designed) can be described by a fourth order model:
£_ = A_z¢ + B¢,_¢ +B_p (7.12)
f = C_z_ +D¢,_ +D¢2p (7.13)
where,
Z
AC
-r 0 0
0 -r (I - g2)r
0 0 0
No _Ko __2K0
m m
(1 - gl)r
0
B¢1 = 0
_j Ko
B¢2
0
-(1 - g2)_
0
0
0
I
0
(7.14)
(7.15)
(7.16)
(7.17)
De, = -g,h_ (7.18)
Dc_ = -g2ho (7.19)
In the above,/it is the control input, p is tile displacement of the structure (in the x
direction) at the location of the actuator, and/" is the force output of the actuator
as applied to the structure. The parameters used in our study are, r = 9.9298_ -1,
gl = 3, g_ = 6, K0 = 83.333 and rn = 11.4 kg.
A two-mode model is used to describe the z-z bending plane dynanfics of the
structure:
£, = A,x, + B_.f' + _,B2sf2s. (7.20)
pi = Fi°x° (7.21)
yi f_i _ i, t V_,2sf2s= = C, zo + D°' .f + (7.22)
where i takes on the values "t" and "28" and these denote the quantities at the tip
and bay 28 locations, respectively.
The equations given above can now be combined to give a state-space model with
12 states. In doing this 0.2 and 0.30/0 damping was assumed for the structure.
A quadratic regulator was designed with second order dynamics adnfitted for the
compensators in the feedback controllers.
7.3 Decentralized Design using Overlapping Decompositions and Loop-
Shaping
7.3.1 Background Theory
Consider a system with two decentralized control agents described by
k = Ax + Blul + B2u2,
Yl = Clz
V_ = C2z
(7.23)
(7.24)
(7.25)
where z E R" is tile state, ul E R ''_ is the input, and yi E R _ is the output of the
i th control agent (i = 1,2). Let tile state x be partitioned as
Ixli 0x = (7.26)
X2
where _:i E R "_ (i = 1,0,2). The partitioning is usually done in such a way that zi
corresponds to the part of tile state space which is strongly observable and control-
lable only by the i ts control agent (i = 1,2), and z0 corresponds to the part which
is strongly observable and controllable by tile both agents [15].
Consider the transformation:
XO
• "" E R '_,
XO
X2
fi = n + no • (7.27)
The ezpansion of the original system (7.23) with respect to the transformation (7.27)
is given by (see [15] for developments)
= fife + Bu, _,(0)= Tzo e R e` (7.28)
(7.29)
A,2 ] TAT _ + MA , (7.30)
As J
where
z
--=
(1_ ] CT I + Me , (7.32)
d, dl "
Cn C2
T I is a generalized inverse of T satisfying TiT = I, and MA, MB, and Mc are com-
plementary matrices satisfying appropriate inclusion conditions. It can be shown
that tile response x(t) of (7.23) is related to the response k(t) of (7.27) by
w(t) = Tlk(t) Vt >_ 0 (7.33)
Furthermore (7.23) and (7.27) have equivalent input/output descriptions
G(s) _ C(sl- .4)-'/}- G(s) a= C(sI- A)-'B (7.34)
Now consider the uncoupled ezpanded model described by
z = A_ +/}u (7.35)
y = ¢_ (7.36)
where
1i
A1 O ] (7.37)= 0 As
_ = [B10]O B, (7.38)
C = [C1 0]O C, (7.39)
The transfer function matrix (TFM) for tile uncoupled expanded model is given by
G(s) _ C(sI- A)-'/_ = block diag (G_(s),G2(s)) (7.40)
where C,i(s) is the TFM of the local model
: -J'izi + Biui (7.41);Ei =
Yi = Cixi , (7.42)
for agent i (i = 1,2). Note that this model differs frmn on,- tha| is ol,taine,t by
simplyignoring the interactions in tile original system as it retains portions of the
state space which affects each channel.
Let G(s) and G',(s) be related by
= + E(,)) (7.43)
where E(s) is the so-called multiplicative error matriz between the true TFM G(s)
(or equivalently C,(s)) and the uncoupled ezpanded TFM G(s). An upper bound on
the norm of E(ja_) can be found as
#(¢(jw) - (;(jw)) zx
#(E(jw)) < = e(w) (7.44)
- e(d(jw))
where _(.) and 0"(.) indicate, respectively, the maximum and the minimum singular
values of the indicated matrices.
In practice, model (7.23)-(7.25) may not. represent tim physical system exactly, that
is there may be some nmdeling uncertainties present. In such a case, a total error
function, era(w), must be defined, for example as
= + (7.45)
to represent the error between the uncoupled expended system model and the true
system. Sere, e(w) represents an upper bound on V(E(jw)), such as the one given in
(7.44), e_(w) > 1 accounts for modeling uncertainties in interactions, and Co(W) > 0
accounts for uncertainties in subsystem models.
Once the total error function is chosen as in (7.45), our approach proceeds with
designing decentralized controllers based on local models (7.41)'(7.42). These con-
trollers are designed such that the local stability robustness requirement [15],
1
_'(T,(jw)) < , Vw (7.46)
em (o2)
and acceptable performance requirements are satisfied at each local station. Here
T_(s) _= (I + 6;_(s)K,(s))-aC'_(s)K_(s) , i = 1,2 (7.47)
is the closed-loop design TFM for the i ts agent.
N
7.3.2 Design of the Decentralized Controllers
An initial try at decomposition was made with the dynamics of the individual
actuator/sensors assigned to separate subsystems and tile two-mode model being
kept in the overlapping portion. Tiros the subsystem states are described by:
[] []xl = xc _2 x, (7.48)Ts ' = 28X c
This is a design choice, although there indeed are guidelines in the selection process.
In fact, with a larger model for the structure, portions of the structure model (for
example, the "flexible modes") can also be assigned to separate subsystems as based
on a measure of effectiveness. In a structure like a beam this would be directly
related to the mode-shape values at the individual actuators.
An upper bound on tile error introduced due to the interactions between the sub-
systems is determined as
03
e(w) = (7.49)
(w'+ 1)I ((_)_ + 1) }
Furthermore, it is assumed that the modeling uncertainties can be represented by:
1
ec(w) = ((_00,2 + 1) _ (7.50,
and
w ((_)2 + 1)[eo( ) =
((10_) 2 + 1)_
(7.51)
These functions, together with the final e_(w) given by (7.45), are plotted in Fig-
ure 7.1.
With the present decomposition, Linear Quadratic Gaussian controllers were de-
signed for each subsystem to obtain good performance while satisfying the stability-
robustness requirements. Gaussian white noise processes of intensity 1 and 100
are assumed to be present respectively at the input and the output of each sub-
system. Local quadratic performance indices are chosen with control weightings
Pl = #z = 100, and state weightings Qi = LriL, (i = 1, 2), where
[i0oCC0]loor; '
and
L2 = 100F:S 0
The resulting control and filtering gains are:
K1 = [.0297 -.0297 -.0.888 .2329 -.2171 .3369 .1076 .0103]
(7.52)
(7.53)
(7.54)
K2 = [-.0625 .0736 -.4039 -.0384 .0147 -.0147 -.0439 .0409] (7.55)
-.0764
-.0272
.0104
.0917
//I= -.0233
-.0509
.0361
.0101
Thus tile individual
-.0033
-.0315
-.1281
-.0862
, H2 = -.1445
-.0135
.0101
.01817
controllers are of the form
(7.56)
(7.57)
_ = (Ai - B_Ki - HiC_)z_ + H_(y_ - D_u,) (7.58)
Magnitudes of the resulting closed-loop TFM's are plotted together with the sta-
bility bounds in Figures 7.2 and 7.3. It is observed that the stability robustness
requirement (7.46) is indeed satisfied.
AS a final cI_ec_, :the Controllers were appli_:(i_oa 4-nmde "trui]3 model" :Wlie re-
sults are summarized in Table 7.1. It is observed that 13% dainping ill the first
and 5_= damping in the second mode were achieved. Furthermore this was accom-
plished with relatively small control and filtering gains. The design is also robust
to modeling errors and plant variations. The closed-loop system is guaranteed to
remain stable as long as the perturbations are bounded by era(w).
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Table 7.1: DecentrMized Control Design Results
Structural Eigenvalues (damping, %)
OPEN-LOOP
Without actuators
-0.0023 4- j1.1750
(0.2)
-0.0256 + j8.5451
(0.3)
-0.1235 + j24.693
(0.5)
With actuators
-0.0038 4- j1.1556
(0.33)
-0.1342 4- j8.6144
(1.56)
-0.1248$ j24.696
(0.5)
CLOSED-LOOP
Design Model
-0.1511 ± j1.1724
(12.78)
-0.4862 -4-j8.5773
(5.66)
"Truth" Model
-0.1514 4-ji.1727
(12.80)
-0.4396 $ j8.6359
(5.o8)
-0.1236 + j24.6972
(0.50)
6.84 -0.2149 :t: j42.977 -0.2186 4- j42.995 -0.1954 4- j43.0042
(0.5) (0.51) (0.45)
@
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7.4 Direct Low-Order Controller Design
In this section we discuss application of the direct (fixed-order) design approach
to reduced order controller design for the COFS mast. Tile details of the optimal
projection design methodology, with the maximum entropy stochastic modeling of
the uncertainties (MEOP approach), were discussed in earlier in this report. We
thus omit further detail here, and refer tile reader to Equation (3.1), (3.2) for the
general system and controller structure, Equation (3.3) for the cost criterion, and
Equations (3.4)-(3.7) for the coupled Riccati and Lyapunov equations to be solved
in the MEOP approach.
In the design results to follow, the model employed is as given above, for a full
10 mode representation. We note, however, that the designs of this section do not
include the effects of actuator dynamics.
7.4.1 LQG Parameter Selection
For comparison purposes we first present the results of an LQG design (we omit
details here) involving the full 20 state model. The design objective is to design
compensation to dampen oscillation of the COFS mast structure as much as possible
while avoiding high gains. The four design parameters for this exercise are R1, R2
(see Equation (3.3)) in the controller Riccati equation and V_, Vz in the tilter Riccati
equation.
After trying several different combinations of the design parameters and conducting
simulations, the following parameters were chosen:
[00]R1 = 10 -2 0 /_ , R2 - 10-314×4 , (7.59)
where
/I = diag { 20, 20, 10, 10, 5, 5, 5, 1, 1, 1 } , (7.60)
and
0]0 I20x20 , V2 = 10-214x4 (7.61)
The results of this design (referred to later as the "20th order controller") are
presented in comparative plots of the next section.
Table 7.2: LQG & OP Controllers
i Order__20__J 16 L_-_-12 J 10 8 6_
i Cost 2_.848 2_848 2 84_) 2-.8_|-2-.8-6f-2_895_-:_932]
Table 7'3: LQG & MEOP Controllers
Order 20 16 14 12 10 8 6 1
Coat 3.681 3.561 31561 3.562' 3.565 3.568 3.804
7.4.2 Reduced-Order Design Results
For tile optimal projection design, Table 7.2 lists the cost for each design, begin-
ning with the full 20th order controller, including OP designs of order 16, 14, 12,
10, 8, and 6. Taking into account tile vibrational energy of the mast flight system,
controller designs with orders down to about 12 provide acceptable damping rela-
tive to the full LQG design; tile energy profiles of each controller design, and tile
open loop case, are given in Figure 7.4, where the energy expression is given by
Equation (3.11). For the MEOP designs, where robustification (using the above-
mentioned noise intensities) was carried out with respect to the modal frequencies
of the _rst bending modes in all tiiree planes, the resultS aregiven in Table 7.4.2
and in Figure 7.5. Again, a 12th order compensator is acceptable considering both
the cost and the ability to dissipate energy.
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8. FUTURE DIRECTIONS
We have identified several areas to pursue for continuation in this research, not
only for tile SCOLE configuration but for tile MiniMast apparatus as well. These
directions for future investigation are summarized below.
Nonadaptive Control Approaches
The issue of spillover or the robustness with respect to unmodeled dynamics is
another important subject in large space structures control. Large flexible structures
are inherently infinite dimensional, but we can only work on a finite dimensional
model due to tile constraints in computer capability. In this regard, tile system
response to unmodeled dynanfics should also be investigated in the future. We
are, therefore, focusing much of our attention in current and future design efforts
towards robust controller designs.
To this end, we intend to investigate asymptotic LQG synthesis procedures, such as
LQG/LTR, as well as the MEOP design approach. We continue to believe that the
MEOP design approach is a very useful tool for control design ill the application area
of large space structures. This is due to the fact that the compensator order can be
reduced significantly from the full order I.;QG design, allowing easy implementation.
A comparison between the various techniques in terms of stability robustness to
variations in all system parameters (for SCOLE) should be carried out.
Adaptive Control Approaches
Preliminary results presented in this report have shown that tile indirect adaptive
LQ controller is initially very effective in vibration damping but effects of unmod-
eled modes can eventually cause the control input and output to grow without
bound. The variable dead zone method and the empirical transfer function estima-
tion scheme are being pursued as viable options for improving the robustness of the
indirect adaptive LQ controller.
Another method for improving robustness is to introduce an adaptive filter in order
to reduce the effects of control and observation spillover. Methods for designing
this filter on-line are currently under investigation. Prelinfinary results on simple
models indicate that the addition of filtering improves both the transient response
and the identification of system parameters.
System Identification for Control
Th_ empirical transfer function estimation (ETFE) method is under current inves-
tigation for real-time identification of general ARMA model formulations. Using fi-
nite length discrete Fourier transforms (DFTs) of the input/output data, the ETFE
method providesboth an estimateof the plant transfer flmcti_m and a fi-oq,oncy-
dependent upper bound oil the modeling error between the estimated transfer fuuc-
tion and the actual plant transfer function. We have obtained new results along
these lines for on-line estimation which enables the design of a frequency weighted
optimal LQ-adaptive controller. We believe that the ETFE approach is particu-
larly well suited to flexible structure identification and control due to the frequency
response profiles typical of such systems.
As for off-line identification techniques, we are investigating experiment design and
input synthesis algorithms for flexible structure identification in a related project
within the Control Research Laboratory at Ohio State. We therefore hope to in-
corporate many of those ideas in future work with modeling and identification of
SCOLE and MiniMast.
Variable Structure _.Control
Due to the dynamic coupling of rigid body motion and flexible modes during slew
maneuvers, as well as to the inherent complexities resulting from nonlinear dy-
namics, we believe the application of Variable Structure Control to be extremely
promising for control of slewing. The SCOLE apparatus and accompanying model
offers a suitable testbed for such ideas. We have exanfined the feasibility of VSC
for vibration suppression in our previous work on the NASA Grid and SCOLE, and
based on the our experience we propose to investigate s2!ch techniques for control of
slewing on the SCOLE model.Indeed, experiments to date have been performed at
NASA/LaRC [16] employing "on-off", bang-bang type controls on the apparatus,
and several works have recently appeared advocating such ideas for general rapid
slewing, reorientation maneuvers of large space structures [17].
Time Optimal Control
Time Optimal slewing of the SCOLE structure presents some extremely interesting
problems, hfitial experimental results have been reported by Montgomery et al
[18] where the attitude control problem for SCOLE was treated as time--optimal
uncoupled pitch and roll motions. The model that the basic design was based on
included only the rigid body modes; the effects of the vibrational modes were dealt
with by an ad-hoc scheme. Recently Barbieri and C)zgiiner [19] have been able
to derive the time-optimal feedback control for systems with both rigid body and
purely vibrational modes. The SCOLE configuration Will be utilized as all example
for evaluating these control strategies. - .....
Experimentation
From our most recent visit to LaRC and subsequent evaluation, we have determined
appropriate actions to take for improvement. Since a large portion of the difficulties
u__
experienced centered on the computing power available, particularly evident in the
observer-based designs, we will be investigating the following solutions. After noise
problem analysis, we propose to install a Butterworth filter to narrow tile effec-
tive sensor bandwidth and eliminate excess sensor noise and unmodeled dynamics
(modal frequencies). In order to speed up computation time, we plan to add state
space discretization routines to discretize tile continuous time observer equations
at runtime. This will essentially result in double to triple the current maximum
sample rates allowing us to try the MRAC and MEOP control laws again with a
much faster sampling rate. Moreover, we need to delineate tile problem with the
X-axis rate gyro and take corrective action.
The experimental software program is installed on the SCOLE computer. With the
cooperation of a technician at Langley, we are now prepared to run experiments over
the phoneline. In the coming months we intend to take advantage of this capability,
provided that help is available at LaRC. With regard to the computer setup in tile
laboratory, we feel that the overall procedure could be improved with the availability
of some sort of local plotting routines, or graphics capabilities, to evaluate control
law performance at runtime. Also, some sort of diagnostic programs to evaluate
system behaviour before any control laws are tried would be a tremendous help.
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ABSTRACT
This paper documents the linear least-square
identification procedure used to obtain an
empirical model of the vibrational dynamics of
SCOLE, a laboratory apparatus used to test
parameter identification techniques and control
laws for large, flexlble space structures.
Testing is done autonomously by exciting the
structure from a quiescent state wlth torque
wheels and recording the time history data of rate
gyro sensors. The torque wheels are then shut
down and free-decay data Is recorded. The
free-decay portlon of the data is analyzed using
the Fast Fourier transform to determine the best
model order to use In modelling the response.
Linear least-square analysis is then used to
select the parameters that best fit the output of
an Autoregresslve (AR) model to the data. The
control effectiveness of the torque wheels is then
determined using the excitation portion of the
test data, again using linear least squares. This
report describes the system model assumed and the
experimental apparatus and procedures used. Also,
typical experimental data are presented that
reflect the performance of the identification
algorithms.
INTRODUCTION --
Control of dlstrlbuted-parameter systems is a
technology that will be required for future
spacecraft, but there are both theoretical and
• Aero-Space Technologist, Spacecraft Control
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VPI&SU Aerospace Engineering Co-op, Spacecraft
Control Branch.
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practical problems which must be overcome to
create an effective design capability within the
control systems community. Recognizing this, NASA
has built a national research facility, the
Spacecraft Control Laboratory Experiment (SCOLE)
[1,2], to support thls research e_fort. This
facility provides researchers wlth a highly
flexlble test article, sensors, actuators, and
digital control processing capability. The test
article mimics the Space Shuttle wlth a large,
flexible, offset-feed antenna attached to the
payload bay (figures I and 2).
Much interest has been expressed by the
research community concerning SCOLE. This is
reflected in the technical output of two workshops
held at the NASA Langley Research Center [3,4].
Using SCOLE, control laws for a multl-lnput/output
structural dynamics system can be implemented in
real time from any remote site that has a computer
terminal and modem communications capability. In
order to design effective control systems, the
technical community needs a good model.
Previously, work has been reported on the
empirical determination of the rigid body
rotational dynamics of SCOLE (reference 5). To
thls tlme, however, there has been no
comprehens!v e testing of its vibration dynamics.
The technique used to identify the dynamics
of SCOLE is an extension of the one developed in
[6]. The model used to represent the dynamics is
an Autoregressive I4oving Average (ARHA) model. In
[6] the test data Wss assumed to contain only a
single mode and the test input was modified to
produce only that mode. That technique is valid
for structures wherein that can be achieved.
Unfortunately, for SCOLE, generating a response
that contains only one mode is very dlfficult.
Thus, a new procedure had to be evolved. The
object of this paper is to develop and tutorlally
describe a method appllcable to SCOLE that is
2
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capable of handling multlple modes in the test
data.
The report is organized as follows: first,
the experimental apparatus and the models used to
represent the vibration dynamics are described.
Then, the parameter identification procedure and
computational algorithms are presented. Next,
typical examples of the experimental work are
presented. Presentation and discussion of these
experimental results complete the report.
SCOLE APPARATUS
The SCOLE hardware and support software is
descrlbed in detail in [2]. In this report, only
those elements of SCOLE used in this research are
described. Referring to the schematic diagram,
figure 2, SCOLE contains two major structural
elements of interest: a planar, hexagonal,
tubular structure representing an antenna
reflector; and a single tubular flexible mast
connecting the antenna to the platform. For this
experiment, the platform Is fixed to ground; only
the mast and antenna portions are dealt with In
this paper. The system actuators consist of three
torque wheels that produce torque in three
mutually orthogonal directions [see figures 1 and
2).
Experiments are run on SCOLE using a digital
computer that has a UNIX-llke operating system
called UNOS. Programming is accomplished in a
combination of C and FORTRAN 77 programs. The
computer has analog-to-dlgltal converters used for
sampling the rate gyro data, dlgltal-to-analog
converters used to command the torque wheels, and
a process timer which achieves precise internal
timing of the data sampling process. This
equipment has been added to the original system
along wlth software drivers which can be evoked
from either C or FORTRAN 77 programs.
SYSTEH MODEI-_
The model we seek for SCOLE should
Incorporate the actual natural frequencies,
damping factors, and control effectiveness
coefficients of the system. To thls end, each
mode of the vibrational dynamics of SCOIF is
modeled as a single-lnput, slngle-output system
described by
= Ax + Bu (I)
where In
A = _2 b
(2]
x - modal state vector
u - control Input vector
b - modal parameter of actuator location
- natural frequency of mode
- damping ratio of mode
The output Is of the form
y = Hx (3)
For a rate sensor, H • [0 c], c is the mode
slope at the sensor location.
For digital control implementation, the
control Input is assumed constant over the uniform
sample tlme Interval of T seconds, and the
contlnuous-tlme model is converted to its
dlscrete-tlme equivalent by integration of
equation (2) over the interval. Thus, the
difference equation describing the motion appears
as
Xk+1 = Oxk+ruk (4)
where @ = e AT, r = _TeAtdt B = (@-I)A-IB since
A is nonslr_ular. The matrix I Is a 2x2 identity
matrix.
An autoregresslve form of the dlscrete tlme
model may be accomplished by taking the
zltrarLsform of the equation (4) and solving for
the sampled sensor output, Yk' in terms of the
input actuator
Yk = alYk-I + a2Yk-2 + (blUk-1 + b2Uk-2)b (Sa)
where
al = @II + @22
a 2 = 012021 - 011022
bl = r22
b2 = 021r12 - }11r22
b=,c * b
Taking the z transform of equation (Sa) and
arranging like terms (and letting the a
coefficients absorb their respective signs}
results In the output equation form
(zZ+ alz ÷ a2)Y(z) = (bl + b2 )U(z)b (Sb)
The above derivations are for the single mode
case. A more general form of the sampled output
equation, which includes multiple modes, is
presented. This case still deals with slngle
input, single output only. It can be shown that a
decoupled multiple mode state space system can be
written in block diagonal form, using the A
matrix of equation (2) as the block elements for
each mode. Because of the diagonal property of
this system and the fact that the corresponding
output matrix has the H matrix of equation (3} as
elements, the z transformed multiple mode output
equation can be written in the followlng compact
form
N N
• 1=1 J=1
jzi
where d(z) =
N
r[ dj{z)
j=l
, dj(z) = z2+ atlz+ a_
and N is the number of modes. The super- and
subscripted quantities refer to the Ith and jth
modes and the b i terms are the modal control
effec_Iveness coefficients of the torque wheel.
The a coefficients are the AR coefficients of
1,2
the Ith mode and n I can be directly computed
i 1,2
given al, 2. Thus, the model satisfies
2N-I 0
(zZX+ Riz + ... + ¢2_z ) Y =
N
Z2M-I÷ Z2M-2+(Bl, : Bi, 2 ... + _l, z°)blU (7)
i=1
where: _I ..... _2x - coefficlents• of d(z)
Bl,l' "''' BI,2N - coefficients of the
product of rlghthand
side of equation (6)
This is the model form used to represent the
dynamics for each test conducted herein.
PARAMETER IDENTIFICATION PROCEDURES
Linear least-square estimation (LSE) is used
to identify the dlfference equation (7)
parameters_ This method was_selected because of
its computation efflclency and implementation
simplicity [7,8]. The identification process is
carried out for each mode and each actuator. A
structural excitation test is conducted wherein
..... _he structure, _i{_aIly _at rest, is slnusoldally
forced by a single actuator at the predicted
natural frequency of the mode of interest. The
actuator is turned off when the output of the
sensor of interest reaches a predetermined
magnitude. The data recording is continued to
obtain free-decay data.
The test data is processed in a two-step
operation. For the first step, the AR
coefficients (_t,=z .... ) of the model are
identified using the free-decay portion of the
data. For the second step, the identified AR
coefficients are used to obtain the control
effectiveness coefficients (bl,b 2 .... ) with data
taken from the excitation portion.
Step I - _ent|f|cat_on of the Free Decay
Coefficients
First_ the spectrai c0ntent of the
free-decay portion of the data is examined to
determine the number of modes present in the data.
The order of the model is taken to be twice the
number of modes determined. Then, the free-decay
(6)
data is digitally filtered to suppress noise an
the signal due to any modes not wanted In the
model. Finally, the filtered data is processed
using the standard least-squares estimation to
identify the AR coefficients for the number of
modes selected for modelling.
i
The identification of the AR (al, 2)
coefflclents for each mode generally depends on
the data base used In the estimation. As more
significant data Is added, the estimates should
converge to a value and the variance of the
estimates will Improve to a 11mit, which depends
on the measurement noise and the model. After
this "convergence" occurs the mean and variance of
the estimates should remain constant. Therefore,
the variation of the estimates is examined as data
is added to the data base and the mean of the
estimates is taken over the last several data base
additions. To ascertain confidence in the
estimates, the variance of the estimates is also
checked.
The natural frequency and damping factor are
obtained from a I and a 2 by finding the roots
z of Its cl_s_tcterlstlc equation and using the
relation z=e in the prlma_y strip, where T
is the uniform sampling period. The following
equations for the natural frequency and damping
factor are obtained for both the overdamped and
underdamped cases:
2
Overdamped -- al/4 + a 2 > 0 (Sa)
E|
1 In [a112 +Sl, 2 = --jr- ± 4 (Sb)
Underdamped --
= -(Sl+S2)/2_ (Bd)
a /4 + a 2 < 0 (9a) __
=:
1
ffi 2"T In(-a2) (9b) _I_
I tan-t/-1 - 4a2/a2 (9c) E
T _
= _ + (9d)
= - o'/_ (ge)
Step _ - _dentlflcatlon of Actuator Control
_l:_trameters
Once the values of the AFt coefficients for
the mode of interest are determined, a similar
llnear least-squares scheme used In [6] Is
employed to obtain the control effectiveness of
the torque wheel actuator with respect to the mode
of interest.
From equation (7), an error equation can be
defined as
2m w
= ._1(Bt, + (I0)ek Yk + _ _nYk-m --i IUk-I ''"
To calculate the b's by least squares, the
i
parameter J , defined in equation (11), is
minimized with respect to the bt's. The J
parameter represents the total error for all the
samples taken.
s 2
J = 1/2 _e k (11)
k=l
s - total number of k samples
The resulting least square equation Is in matrix
form, shown in equation (12).
V - P':O (12)
V - NxI vector, wlth b's as elements
t
P - NxN matrix, wlth element P {J
s :,'lw 21( -]
=k=_l[ •_l "| ,'uk-• ° •=|_"J . eUk-a J
0 - Nxl vector, with element O i
s [ ,. 2. ]
=k_ (Yk ° _ a•Yk-,,) ° _ BI ,=Uk-=
=1 •=1 •=1
For the case of a single mode, the above equation
should be the same as the least square equation In
[6].
RESULTS AND DISCUSSIONS
A flnite-element analysis of SCOLE has been
conducted to calculate the modes and frequencies
of interest. Figure 3 shows the first vibration
mode shape and frequency and that of the third
mode. The first mode Is essentially bending. The
second mode is also a bending mode and looks
similar to mode 1 except that the bending is
orthogonal to that of mode I. The third mode is a
torsional rotation of the reflector about the
mast. The remaining modes are higher in frequency
and appear similar to the classical Euler bending
modes of a flexible beam. The predicted natural
frequency of the flrst mode is .43 Hz. This is
the frequency used during the excitation portion
of the testing for the mode 1 tests. Figure 4a
shows the excitation portion of the mode 1 test
with the x-axls (the l-axis of figure 3) torque
wheel. The data was sampled at 50 samples/second
and the actuator commands were updated at this
same frequency. The free-decay portion is shown
in figure 4b. Although the time scales both start
at O, the free-decay portion is, in fact, a direct
extension of the excitation portion.
Step 1 -- The free-decay portion of the data run
is first analyzed to determine the number of modes
present in the data. Figure 5a is a Fast Fourier
transform of the free-decay data. The transform
is only plotted to the Nyqulst frequency.
Experience has shown that the accommodation of
noise in a finite data base does not allow one to
estimate to the Nyqulst frequency but to about one
decade down. In this case about 5 Hz. Since the
data includes a significant peak at around 10 Hz,
It should be filtered to remove thls mode and the
noise In the signal. The sensor data was
digitally filtered using an 8th order 8utterworth
filter wlth the cutoff frequency at 3 Hz. Thls
was taken to provide significant attenuation of
the 10 Hz peak in the unfiltered spectrum.
Figure 5b shows the spectral content of the
filtered data. Indeed, the 10 Hz. mode has been
removed and three modes remain. The separation of
the magnitudes of these remaining modes is a
factor of 200, This means that extractlon of the
coefficients of the AR model for all three modes
will be difficult with a limited data base.
Hence, we select a two mode model for the purpose
of estimating the dynaalcs of the free-decay data.
The ARMA model Is thus of order 4.
Least square estimation is used to determine
the AR pea'•meters from the data. The variation of
the a coefficients as data is added to the data
!
base for estimation is shown In figure 6. The
ahsclssa is interpreted as follows: the last point
(100) corresponds to the estimate with the entire
free-decay data base (this includes 1465 data
points sampled at 50 samples/sec.) and the first
point (0} corresponds to a data base of 1365
points, approxlmately 27 seconds. This variation
Is typical and the other two ¢ parameters have a
slmllar variation. The mean and variance of the
parameters are:
a I = 3.8403 var(a I) = 8.567(10) -g
=2 = -5.6792 var(¢ 2} = 6.787(I0) "s
¢3 = 3.8363 var(= 3) = 6.220(10) -s
¢4 = -0.9980 vat(= 4) = 6.650(10) "a
The characteristic polynomial corresponding to
these coefficients has factors which correspond to
mode natural frequencies and damping ratios of
(see equations 8 and 9):
_I = .4610 Hz _1 = .0011
= 3.1479 Hz _2 = .0024
Step 2 -- The data for the frequency and damping
ratio obtained in step I has been used in the
algorithm of [6]. Examination of the excitation
portion of the test data {figure 4b), reveals the
presence of a disturbance induced when the torque
wheel is started. It Is believed that this Is the
result of start-up friction in the torque wheel
assembly. This disturbance disappears in about 7
seconds. Hence, this part of the data was not
included in the data base for estimation. The
variation of the least square control
effectiveness estimate as the last 400 samples are
added to the data base is shown in flgure 7. For
the lowest number of points in the data base (0 on
the abscissa) the estimate is seen to not have
converged and more data is needed. As points are
added the estimate statistics converge. It ls
important to use the moan taken over a converged
portion of figure 7 and not a single point. The
value of the control effectiveness mean taken over
the 400 data points of _lgure 7 is .O17t and the
variance is 1.0576(10}- .
SUMMARY
This paper describes the linear least-square
identification procedure used to obtain an
empirical model of the vibrational dynamics of
SCOLE. Empirical data is obtained autonomously by
exciting the structure from a quiescent state with
torque wheels and observing the time history data
of rate gyro sensors. The torque wheels are then
shut down and free-decay data is recorded. The
free-decay portion of the data is analyzed using
the digital Fourier transform to determine the
best model order to use in modelling the response.
Linear least-square analysis is then used to
select the parameters that best fit the output of
an autoregressive (AR} model to the data. The
control effectiveness of the torque wheels is then
determined using the excitation portion of the
test data, again using linear least squares.
Typical experimental data are presented that
reflect the performance of the identification
algorlthms.
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ABSTRACT
Future NASA missions will depend on
significantly large, flexible, and complicated struc-
tures in outer space. These structures wilI require
very stringent pointing and vibration suppression
requirements. The design of the active controllers to
achieve these objectives requires accurate knowledge
of the dynamic behavior of these structures. The
structures are lightly damped distributed parameter
systems and have an infinite number of frequencies of
vibration. This paper presents a system identifcation
technique that represents the structural dynamics in
terms of a reduced-order modal model. The finite-
element method is used to reduce the order of the
physical model, and then the model is transformed
from a physical to a modal form. The maximum
likelihood method is used to parameterize the modal
model, based on experimental observations of the
structural dynamics.
NOMENCLATURE
.q_(t)
__(t )
,y_(t)
M
K
Bp
z_(t)
__(t)
e__(t)
i
.1(o_)
T
//_(t )
z(_ )
G
r_(z )
Generalized Coordinate Vector
Input Vector
Predicted Output
Mass Matrix
Stiffness Matrix
Input Influence Matrix
Output Influence Matrix
Eigenvalue Matrix
Eigenfunction Matrix
Modal Frequency
Modal Displacement Vector
Modal Acceleration Vector
Vector of System Parameters
Damping Ratio
Cost Function
Period of Oscillation
Predicted Acceleration Vector
Observed Acceleration Vector
Covariance Matrix of Noise
Position Vector of Instrument on Mast
L
P
A,_
E
I
G¢
M1
M,
Jl
J2
I¢
w(oD
t4(o_)
Length of the Mast
Density of the Mast
Cross-sectional Area of the Mast
Modulus of Elasticity of the Mast
Area Moment of Inertia of the Mast
Shear Modulus of the Mast
Mass of the Shuttle End of the Mast
Mass of the Reflector End of the Mast
Mass Moment of Inertia of the Shuttle Mass
Mass Moment of Inertia of the Reflector Mass
Polar Moment of Inertia of the Mast
Jacobian Matrix
Hessian Matrix
INTRODUCTION
Many future NASA missions would utilize
significantly large, flexible and very complicated -_
structures in outer space. These large space structures --=
would require very stringent pointing and vibration
suppression requirements. The active control/er that
can acheive these objectives will have to be designed
with very accurate knowledge of the dynamic
behavior of the structure to ensure performance
robustness to a variety of disturbances and uncertain-
ties. it is recognized by control'engineers that there =
are certain inherent problems in the design of active
controllers for this class of large flexible space struc-
tures. A space structure is a very Hghtiy damped
distributed parameter system and hence has an
infinite number of frequencies of vibration. A large 7
number of these frequencies have extreme/y low
values and they are very closely spaced together.
Additionally, numerical solutions of the higher fre-
quencies tend to yield large errors in their calcula- =
tions. Thus, it is a challenge to design a state-of-the-
art multivariable control system for a lower order
model of a large flexible space structure.
Several techniques for designing control systems
for vibration suppresion for flexible spacecraft have =
been proposed, and various computer and experimen-
tal studies have been conducted to validate these con-
troI schemes. An experimental test article was
designedunderthecognizanceof theSpacecraftCon-
trol Branchat NASALangleyResearchCenterfor
testingadditionalmethodsandfor directlycomparing
thevariouscompetingtechniquesonacommonexper-
imentalmodel(SCOLE).
This testarticle consistsof a softly supported
dynamicmodelof a flexiblebeamandreflectorgril-
lageattachedto thespaceshuttle.Thecontrolobjec-
tive includesthe task of directingthe line-of-sight(LOS) of the antenna-likeconfigurationtoward a
fixed target, under conditonsof limited control
authorityandrandomdisturbances.
IDENTIFICATIONOFSCOLEASSEMBLY
Thefirst taskin thecontrolsystemdesignis that
of systemidentification.Thedynamicbehaviorof the
experimentalmodelmust bedescribedanalytically.
Thefinite-elementmethodcanbeusedasa structural
analysis method to define the reduced-order model
for the infinite-dimensional SCOLE test assembly.
The finite- element method represents the continuous
body as a finite number of discrete basic elements
that each possess mass and stiffness properties that
can be assembled to form mass and stiffness matrices.
System identification combines experimenta_
observations and theoretical predictions to form an
accurate model of an unknown system. The observa-
tions are used to quantify the unknown model
parameters and to minimize the error between the
observed system dynamics and the model-predicted
dynamics.
The SCOLE test assembly can be modeled as a
free-free beam with rigid end masses. The objective
of the identification process is to describe the dynam-
ics of the antenna and mast with respect to the shut-
tle body. The observations that will be used to
parameterize the system are the linear and angular
acceleration rates of the mast and antenna. The
available data consists of two sets of measurements
of mast accelerations in the x and y planes, one set of
measurements of the x and y accelerations of the
reflector, and the angular acceleration about x, y, and
z measured at the junction of the mast and antenna.
Only the motion of the antenna and mast with
respect to the shuttle body is of interest so that the
pitch and roll of the antenna adequately describes the
motion in the z-direction.
The data set thus describes the system as one
that can be represented by ten degrees-of-freedom.
The frame of reference is chosen so that the origin is
at the universal joint suspension point of the test
article with the z-axis running along the center of the
mast. The desired form of the model is one that
transforms the physical properties of mass and
stiffness into the modal properties of natural fre-
quency and damping ratio. The ten degrees-of-
freedom of the physical model results in a truncated
modal model with five modes.
BASIC ANALYTICS
The structural damping of the assembly is very
light and is neglected in the physical model The
model can thus be written as
M_(t ) + K q_(t ) = Bvu(t ) (1)
y_(t) = c, ) (2)
where g_(O) = .q-o, __(0) = _ are the initial conditions.
Let _2= diagonal 10_12 0J22 ..._n2l be the
eigenvalue matrix corresponding to the physical
model and _> be the corresponding eigenfunction
matrix of the eigenvalue problem.
It can be shown that
M = (3)
Now normalize • so that
¢;r M cI,= I (4)
and let
) = ).
This results in the modal transformation
_.(t ) + _(t ) = Br_u(t )
(5)
(6)
y._(t) = c., (7)
where B,, = q)rBp and C,, = CpcI,, and the initial
conditions are _0 = q)-lg-o, 22o = q)-l_. The modal
equation is equivalent to the physical equation in the
sense that it produces the same input-output descrip-
tion of the structure. The viscous damping can be
modeled in terms of _t, the damping ratio of the ith
mode. Including the damping and reordering the
state variables, the dynamic model can be written as
_. = A e_(t ) (8)
r_2(t) = c e(t).
[fi "ox f12o=
(9)
where _= o = natural frequency
_---- _---- damping ratio vector.
A
vector
0 I 0 0 0 0
--6012 --241_01 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 I
0 0 0 0 --60. 2 --I_.o.
and where the subscript j indicates the senaor locations
along the z axis.
The physical properties of the test assembly are
used to evaluate the output vector _(t ) as follows
P1
_: = -£-
v_ - [p'A_ ]I
Bit = O, "L I_ ]
n = [0 (B_)I 0 (B._)2 ... (B_).] r
C=[(C_)I 0 (C_)20... 0]
where O(t ) is the vector of unknown parameters to
be adjusted.
ALGORITHM DEVELOPMENT
The system identification algorithm uses the
maximum likelihood method to improve the accuracy
of the finite-element model The model is assummed
to be of the same form as the true model and con-
verges to the true value as the parameters converge to
their actual values. The cost functional ' J(O_), is
minimized so that the error betwen the model-
predicted output, 2C(t ), and the observed output,
z(t), approaches zero. The algorithm uses the
modified Newton-Raphson method to minimize the
error.
The cost functional, J (0_) can be expressed as
1 T T
Let
and the individual component of vector _(t ) is given
as
_ (t) = --oJl2(Kt )(C u sin(o_ t + C2t cos_ol t ). (1 1)
For lat.eral vibrations B t =
K t = A_sinBlt_j + Blcosfltt¢/ + CtsinhBue/ + D tcoshBltej
and for torsional vibrations
(12)
The coefficients A, B, C, D, E, and F are evaluated
from the boundary conditions and C 1 and C 2 are
evaluated from the initial conditions. The first
coefficient of the spatial parameters (A, E) is set equal
to one and the resulting system is reduced so that the
following system of equations is obtained
MI'/311
at -- (13)
p'A m "L
M2"_It
b I -
P'Ar, t "L
J fexp (3ln (Bit))
ct = p'Am "exp (3_ (L))
dt = btcosBtt + sinB1t
gt = cosBlt -- bi sinBtt
A t = 1.0
gt + giatct -- ei + qetai +2celt
dl + at + ctatdt + Ctat:"(1 -- et) + etat + ft
D t
--2c t + Bl(1 -- ctat)
1 + c l a t
-- clair I
m
J
Z2
|
--=
m
K t = EtsinB2ie ) + FtcosB2taj C t = 1 + al(B t + Dl)
El = 1.0 k = 1,2 ..... 10 i = 1,2 ..... 5
-p.L .I ¢s
F t = ".
(&t )2.j 1
The first measurements in each data set , z(t 1), are
used to evaluate the initial modal conditions and the
coefficients of the modal parameter as follows
7_01
z, it 1) z, it 1)
_, COl
zt (t 1) z, (t x)
_o, = __? _co?
C I, = rl01 (14)
C2t = _o, + rhShr/o,
5h (1 -- _t 2)_
COot+ t_,co,go,
The cost function, J (0_), is minimized by adjust-
ing the vector of system parameters, 0. by an itera-
tire method in which the new parameter estimate,
_,_ + 1, is computed on the basis of the present esti-
mate 0_n •
+ 1 = o_. - H-I_ W(_) (lS)
where the gradient of the cost function, VJ (0__) is
10ol "'" I
(16)
and the Hessian, H (0) is
H (0D = [h,j (_]
= O[Kt rl_] _ K_ 0rT' + OKt
00k Oco_ Oco'---7 Oco---__"
i = 1,2 ..... I0
i = 1,2 ..... 10 (17)
Let
s = (1 - _?)_
rh e(-_'_'t)(C= 1, cosw, sl t + C21 sinco, s, t ) + R, (19)
where R, is a constant.
013t
Ocot
-- K,[--_tte -_'_'t (C 1, cos_ts, t + C21sinco, stt)+
e-['_'t(Cltsincolstt + C2tcoscols, t )] (20)
OK, OKt OB,
Oco, 0_, Ow_
For lateral vibrations i = 1,2,3
0Kt _ a(At cosB1t _ - B_ sinBu a + C, coshBx_ _ +
0co_
2co t [ E'I
while for torsional vibratlons i =4,5
--0Kt- _(Et c°s_2/_0co, - Ft sinB2' _)L [-<-¢ ] ½
0Yj _ 0(K) ztj) _ K) Or/) (22)
0O_ Oco_ Og)
O_3s
k = 1,2 ..... 10 j = 1,2,...,5
= K_ [--co_ te -_ __ t (C 1_ coscoj s_ t + C 2) sincoj s_ t )
+ e-_"_'(C U _JCOJtsinco.5) t
sj " ;
- C _) _ _ coj t cosco; s_ t ]. (23)
s)
5 of 5
APPLICATION TO EXPERIMENTAL DATA
The algorithm is used to evaluate eight scts of data
and each set represents different initial conditions in
order to excite vibrations corresponding to roll, pitch,
and yaw motions. The system identfication is carried
out for each data set to yeld the modal model. Each
data set is a sequence of 1200 observations that were
sampled at a 0.025 s sampling rate. The parameters
are evaluated for each observation and then the
resulting set of parameters are evaluated using sta-
tistical analysis to define the dominant natural
modes.
CONCLUSIONS
The identification technique presented in this paper
has been found to be very effective in modeling the
SCOLE test article and for active controller designs.
The method has some convergence problems but has
the potential to be extremely useful for solving the
system identification problem of other large flexible
spacecrafts.
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DESCRIPTION OF THE SPACECRAFT CONTROL
LABORATORY EXPERIMENT (SCOLE) FACILITY
Jeffrey P. Williams and
Rosemary A. Rallo
The Spacecraft Control Laboratory Experiment is a facility for the
investigation of control techniques for large flexible spacecraft. The control
problems to be studied are slewing maneuvers and pointing operations. The facility
implements the sallent characterlstlcs of a flexible satelllte with dlstributed
sensors and actuators.
The flexible satellite is represented by a continuous structure consisting of a
large mass and Inertla connected to a small mass and inertia by a slender, flexible
beam. The structure is suspended by a single cable mounted to a unlversal Joint at
the system C. G. The sensors _or the experiment consist of aircraft quality rate
sensors and servo-accelerometers. The shuttle attitude will be determined through a
combination of inertLa! measurements and optical sensing techniques. Actuators for
the experiment consist of Control Moment Gyros, reaction wheels, and cold gas
thrusters. Computational facilities consist of mlcro-computer-based central
processing unlts with appropriate analog interfaces for impiementatlon of the
primary control system, the attitude estimation algorithm and the CMG steering law.
Details of the experimental apparatus and the system software are presented in thls
paper.
ABSTRACT
A laboratory facility for the study of control laws for large flexible
spacecraft Is descrlbed in the following paper. The facillty fulfills the
requirements of the Spacecraft Control Laboratory Experiment (SCOLE) deslgn
challenge for a laboratory experlment, which will allow slew maneuvers and pointing
operations. The structural apparatus Is described in detail sufficient for
modelllng purposes. The sensor and actuator types and characteristics are descrlbed
so that Identlflcatlon and control algorithms may be designed. The control
Implementatlon computer and real-tlme subroutines are also described.
INTRODUCTION
A modelling and control design challenge for flexible space structures has been
presented to the technical community by the NASA and IEEE (ref. i). The Spacecraft
Control Laboratory Experiment (SCOLE) was constructed to provide a physlcal test bed
for the Investlgatlon and validation techniques developed in response to the deslgn
challenge. The control problems to be studied are slewing maneuvers and polntlng
operatlons. The slew Is defined as mlnlmum time maneuver to bring the antenna
line-of-sight (LOS)P01ntlng to wlthin an error limit of the pointing target. The
second control objective is to rotate about the line of slght and stabilize about
the new attltude while keeping the LOS error within the bound _. The SCOLE problem
is deflned as two desl_ challenges. The first challenge Is to deslgn control laws,
using a glven set of sensors and actuators, for a mathematical modei 0f a large
antenna attached to the space shuttle by a long flexible mast. The second challenge
Is to design and implement the control laws on a structural model of the system in a
laboratory environment. Thls report gives prellmlnary speclficatlons of the
laboratory apparatus so that Interested Investlgators may begin design and
slmulatlon for the laboratory experiment.
The laboratory experiment shown in flgure 1 attempts to Implement the
definition of the modelling and control design challenge wlthln reasonable llmlts of
the l-g atmospheric environment. The experimental facility exhlblts the essential
SCOLE characterlstlcs of a large mass/Inertla (space shuttle model) connected to a
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small mass/inertia (antennae reflector) by a flexible beam. Control sensors and
actuators are typical of those which the control designer would have to deal with on
an actual spacecraft. Some trades are made in terms of structure, sensors,
actuators, and computational capability in order to develop the experiment in a
timely and cost-effective manner. To this end, the basic structure is made of
homogeneous, continuous elements. It is suspended from a steel cable with the
positive z-axis of the shuttle pointing up, thus minimizing the static bending of
the antenna mast. The suspension point Is a two-degree-of-freedom gimbal for pitch
and roll with yaw freedom supplied by the suspension cable. The sensors are
aircraft quality rate sensors and servo-accelerometers. The shuttle attitude will
be determined through a combination of inertial measurements and optical sensing
techniques.
The shuttle control moments are provided by a pair of two-axls control moment
gyros (CMG's). Mast-mounted control torques can be applied by a palr of two-axls
reaction wheels. The reflector-based forces are provided by solenold-actuated cold-
air thrusters. Reflector mounted torque devices are a trlo of high-authorlty
reaction wheels. Computational facilities consist of micro-computer-based central
processing units with appropriate analog interfaces for Implementation of the
primary control system, the attitude estimation algorithm, and the CMG steering
law. All of the elements which make up the SCOLE experiment are described In detail
in the following text.
The description of the apparatus covers five major groups: The basic
structural elements are described and pertinent dlmenslons and structural properties
are provided. The sensor locatlons and their dynamic properties are presented. The
actuator locations and estimated dynamic properties are also given. The mass prop-
erties of the combined structure, sensor and actuator system are given. Finally,
the computing system and analog interfaces are described.
The contents of this report are consldered accurate at the tlme of
publication. All of the planned SCOLE components are implemented and are available
to the user at a raw signal level. However, due to continued refinement of some of
the components, specific details of the system may change over the llfe-tlme of the
experimental apparatus.
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The SCOLE is comprised of three basic structures, the shuttle, the mast, and
the reflector panel. The assembly of these Individual components and the global
reference frame are shown in figure 2.
The shuttle planform Is made from a 13/16-1rich steel plate and has overall
dlmenslons of 83.8 by 54.0 inches. Its total weight Is 501.7 pounds. The shuttle's
center-of-mass is located 3.4 inches below the experiment's point of suspenslon, and
26.8 inches forward of the tall edge (flg. 3).
The mast is 120 inches long. It is made from stainless steel tublng and welghs
4.48 pounds. One-lnch thick manifolds are mounted to the mast at each end. The
assembly of these parts and their dimensions are shown In figure 4.
The reflector panel Is hexagonal In shape, made from welded aluminum tubing,
and weighs 4.76 pounds (fig. 5). It is located 126.6 inches below the SCOLE's polnt
of suspension. The center of the reflector is located at 12.0 inches in the x
direction and 20.8 inches In the y dlrectlon from the end of the mast.
The complete system is suspended from an 11-foot cable attached at the system
center-of-gravlty vla a universal Joint. Roll and pitch rotational freedom Is
provided by plllow-block ball hearings which have an estimated break-out torque of
0.I it-lb. The unlversal Joint is shown In figure 6. It Is fixed to the shuttle
plate, and the system center-of-gravlty is made to coincide wlth the center-of-
rotation by means of an adjustable counter balance system.
SENSORS
The sensors for the experiment consists of nlne servo-accelerometers and two,
3-axls rotational rate sensing units. An optical sensor will provide yaw attltude
of the shuttle. The power supplies for these sensors are mounted on the shuttle
plate to mlnlmlze the number of large gauge wires which must cross the universal
Joint suspension polnt. Only a single I15 VAC cable and 33 signal wires cross the
universal Joint. The wires for the sensors are routed on the shuttle and along the
mast.
Accelero_eters
All nlne accelerometers have a frequency response which Is nearly flat up to
350 Rz. Llnearlty Is within 0.17 percent of the full-scale output. A typical
calibration Is presented in flgure 7. Individual calibrations are avallable on
request.
The shuttle-mounted accelerometers shown in figure 8a sense the x, y, and z
accelerations. These sensors are distributed away from the suspension point to ald
inertial attitude estimation. The locations and sensitive axls are shown in
figure 8b.
The mast-mounted accelerometers shown In figure 9a sense x and y acceleratlon
at locations about one-third of the mast length from each end. The positions and
sensing axis of the devices are shown in figure 9b.
The reflector-mounted accelerometers are shown in flgure lOa. They are
positioned In the center of the reflector below the thrusters and sense the x and y
accelerations. The coordinates and sensing axis of the devices are shown in
figure 10b.
Rate Sensors
The rotational rate sensors are three-axls, alrcraft-quality Instru nts. The
frequency response is approximately flat to I Rz and -6 db at I0 Hz. Llneartty is
about 0.6 percent fuFi Scaie. A typical caiibration is shown In figure II. The
range is 60 deg/sec for the yaw and pitch axls and 360 deg/sec, for roll. The
threshold is 0.01 deg/sec.
The shut'tie-mounted rate sensor package, shown in figure 12a, senses
three-axis, rigid body angular rates of the shuttle plate. Its coordinates and
sensing axis are presented in figure 12b.
..... The mast_m0unted_rate sensor paCkage,_shown in figure 13a, senses three'axis
angular rates at the reflector end of the mast. Its coordinates and sensing axis
are presented In figure 13b.
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The sensor information required for control system design is summarized in
Table I. The sensor type is listed in column 2, and its sensed variable is listed
in column 3. The analog interface channel is listed next. The coordinates of the
parts with respect to the universal joint are listed in the next three columns. The
sensltlvltles in terms of analog-to-dlgltal converter units are listed next. The
error llst shows the RMS deviation of the rate sensors or the percentage of full-
scale linearlty error for the accelerometers. The linear range of the instruments
is listed in the next-to-last column.
OPTICAL SENSOR
An optical sensor will be provided to determine yaw attitude of the shuttle.
The optical sensor Is a planar photo-diode wlth appropriate optics mounted on the
ground. The outputs of the sensor are proportional to the posltlon of an Infared
llght source on the shuttle. The sensor data is processed by a dedicated micro-
controller and then sent to the main CPU over a serlal data llnk for transformatlon
to attltude angles. No photographs or calibration data are available for this
device.
ACTUATORS
The actuators consist of both proportlonal and on-off controllers. Shuttle
attltude control Is provided by a pair of two-axls control moment gyros (CMG's).
Mast vlbratlon suppresslon can be achieved with a pair of orthogonally mounted reac-
tlon wheel actuators posltloned at two statlons on the mast. Reflector forces are
provided by four cold gas Jets. Reflector torques are provided by three ortho-
gonally mounted reactlon wheels at the end of the mast. As with the sensors, all
devices are Inertlal, and the power supplies and amplifiers are mounted on the
shuttle. Fifteen command slgnal wires cross the unlversal jolnt. All actuators
were manufactured In house.
Control Moment Cyros
The CMG's each have two gimbals which are equipped with individual direct drlve
DC torque motors. The momentum wheel is mounted in the Inner glmbal and driven by
two permanent magnet DC motors. The nominal operational momentum is about 2.5 ft-
Ib-sec. The gimbal torque motors are driven by current amplifiers so the output
torque will be proportional to the command voltage sent to the amplifier. The
glmbal torquers will produce +/- 1.5 ft-lbs at frequencles up to IkHz. The gimbals
are Instrumented with tachometers and sine-coslne potenlometers to facllltate
decoupled control of the shuttle attitude angles. A dedicated computer will be used
to control the CMG gimbals. Routines will be provlded so that users may command
decoupled shuttle torques or glmbal torque commands.
The sensltlvlty calibration curve of a typical glmbal motor is shown in
flgure 14. No other callbratlon data are avallable for the CMG's.
The forward CMG is shown In figure 15a. Note that the outer glmbal Is fixed
and parallel to the pitch axis of the shuttle. The inner glmbal Is nominally orlen-
ted so that the spin axis of the momentum wheel is parallel to the shuttle z-axis.
The second CMG ks mounted at the rear of the shuttle so that the outer gimbal is
parallel to the z-axls. The Inner glmbal is nominally oriented so that the rotor
spin axis is parallel to the shuttle x-axis. The coordinates and nominal axis of
actuation of the CMG's are shown in figure 15b.
Reaction Wheels
The mast-mounted reaction wheels conslst of aluminum disks with inertia of
about 0.00027 ib-ft-sec 2 mounted directly on the drive shaft of a 20 oz-ln
permanent magnet DC motor. The motors are powered by hlgh bandwidth current
amplifiers. A torque sensitivity plot Is presented in figure 16. No other
calibration data are available. A typical reaction wheel assembly is shown in
figure 17a. The two actuator locations and their axis of actuation are shown In
figure 17b.
The mast end mounted reaction wheels consist of D C permanent magnet pancake
motors which are mounted with the armature fixed to the structure. The stator and
case of the motor are allowed to rotate vla a sllp ring assembly, thus providing
high inertia mass to fixed mass efficiency.
The motors are powered by hlgh bandwidth current amplifiers. The torque
capability of these devices is estimated to be about 50 oz-ln. No senslty plot or
other calibration data is presently available. The three-axls reaction wheel
assembly is shown in figure 18a. The actuator locations and their axis of actuation
are shown In figure 18a.
Thrusters
The control forces on the reflector are provided by solenoid actuated cold gas
Jets. The thrusters are mounted in the center of the reflector and act in the x-y
plane. The jets are supplied by a compressed alr tank mounted on the shuttle. The
.... Pressurized air travels through the mast to the solenoid manifold, whlch gates the
air flow between the regulated supply tank and the thrusters as shown in figure 19.
Thrust Is initiated by openlng t_e Solenoid with a dlscrete command. The rise time
and transient oscillation of thrust is shown in flgure 20. The magnltude and dura-
tlon of the thrust before the air supply is depleted at 60-psl nozzle pressure ks
shown In figure 21. The pertinent data from figures 20 and 21 are tabulated in
Table II.
The thrusters are shown in figure 22a. Their location and axis of actuation
are shown in figure 22b.
The actuator information required for control system design is summarized in
Table IIi, The actuat0r type and directlon 0f_ action are ilsted in Column 2. The
analog Interface channels are listed In Column 3. The coordlnates of the devices
are llsted In the next three columns. The sensltlvltles of the actuators In terms
of digitaiLto'anaiog Converter units are shown in ColUmn 7. An estimate of the
thruster RMS deviations exhibited in flgure 19 Is presented as error data. No other
error data are available. The maximum range of the system actuators Is shown in the
next-to-last column.
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MASS PRO_I_TIES
The position and weight of the various pieces of equipment, which collectively
form the SCOLE apparatus, are cataloged in Table IV. Distances are measured from
the point of suspension to the approximate center-of-mass of each component. Each
major component is listed in the second column of the table. The x, y, z
coordinates are listed next. The weight of each component is listed in Column 6.
The remaining columns are the mass moments and moments of Inertia. The totals for
the complete system are presented on the bottom row.
GOMPUTER SY_I_M
The main computer for control law implementation will be a mlcro-computer based
on the Motorola M68000 microprocessor. The computer has 2.0 M-byte of random access
memory and a 40 M-byte hard disk. The operating system ks based on UNIX with C,
Fortran and Pascal compilers available for applications programming. The computer
has 12 serial ports and I parallel port. Terminals are connected on four of the
ports and an answer-only modem Is attached to another. One port Is used for an
orlglnate-only modem. A llne printer is attached to another port. The optical
sensor Is connected to a serial port. The IBM PC, which is used to drive the CMG's,
ks also connected to a serial port.
Analog Interfaces conslst of a four-bit, output-only discrete channel: an 8
bit discrete output port, an 8-bit discrete Input port, 8 digital-to-analog
converters, and 64 analog-to-digital converters. All converters are 12-bit devices
with a range of +/-10v. These interfaces are shown schematically in figure 23. The
C_ control software required for the PC should be relatively transparent to the
controls designer who will be operating on the CRDS computer.
Subroutines for accessing the analog interfaces and setting the digital
sampling Interval are described in Appendix A. The most commonly used routines are
llsted below.
For accessing the analog devices:
getadc - read the analog-to-dlgltal converters
setdac - set the dlgltal-to-analog converters
thrust - set the cold-gas thrusters.
To control the sampling Interval:
rtlme - sets the sample period marks the beginning
of a real-tlme loop.
A time-llne of the synchronlzatlon of the sample Interval using the routine
rtlme and the analog interface routine usage is shown in figure 24. The basic
operation Is as follows:
The user first calls rtlme with flag-.true., and a valid sample Interval.
After setting the timer period, the routine starts the user's real-tlme
routine and the interval clock. The user routine will use some or all of
the subroutine calls shown. When the user computations and actuator
commands are complete, the routine must return to the top of the real-tlme
loop and once again call rtlme. If this occurs before the end of the
sample interval, the tlme-out condition will be inhibited and rtlme will
walt for the next rising edge of the sample Interval clock and then return
to the calling program. If the user computations take longer than the
sample interval, a time-out condition will be signaled to the operator
when rtlme is called. The user may choose to ignore the condition and
continue or may take specific steps to alleviate the condition.
The procedure for logging on to the computer is as follows:
Set communication parameters to 1200 baud, 7 bit, even parity.
Dial in to the Langley data communication switching system at
804-865-4037. When connected, type a carriage return.
To the system prompt "ENTER RESOURCE CODE" type "acrl."
Wait until "GO" and the "name:" prompt appear on the screen.
Type in your log-in Information. All investigators will be given a three-
letter log-In name (usually the university affiliation).
Some useful system commands are listed below:
To transfer a file to the experiment computer from a smart terminal, type
cat) flleuame <or> and then enable the upload function of the local
terminal. When the upload is complete, type <cntl>d.
To transfer a file from the experiment computer to a smart terminal, type
cat flleusme then enable the download function of the local terminal and
type a <cr>.
To list the contents of a directory, type 1 <cr>.
To look at a file, type p file_.
To compile a FORTRAN program and llnk with real-tlme system commands and
TCS graphics, type frt filensme.
Note: filename must have the extension .for. The executable code will be
under fllename without the .for extension. To run, simply type filenmm
without any extension.
To list the system commands, type 1 /biu. to get a description of any
command, type describe coumeud.
System user guides will be available upon request from the Spacecraft Control
Branch, M/S 161, NASA Langley Research Center, Hampton, VA, 23665-5225. Other
details for operating In a real-tlme mode will be provided at the tlme of
implementation.
GONCLUDI_
The SCOLE laboratory facility is an experimental apparatus which permits
ground-based investigation of identification and control algorithms for large space
structures. The facility exhibits structural dynamics similar to those expected on
the large satellites. The sensors and actuators are typical of those, which may be
used on an operational satellite. The computational system is reasonably sized with
current technology processors and permits ready access to the facility for
interested investigators.
w
The description of the structural ssseably, the sensor and actuator
configuration, and softvare provided in this paper should be sufficient for SCOLE
investigators to begin designing identification and control algorithms for the SCOLE
facility.
APPENDIX
REAL-TIHE SYSTEM SUBROUTINES
Analog I/O system command.
NAME:
getadc Samples the analog-to-dlgltal converters.
COMMAND:
getadc [-s]
DESCRIPTION:
This command Is used to sample the analog-to-dlgltal converters and dlsplay selected
channe!s at the terminal. The +/- I0.0 volt input range is scaled to +/- 1.0 units
so a single bit is _rth .00_49 units, The channels to be displayed are selected
with the -s option. This option displays a menu which allows the user to set the
print flags for the individual ADC channels. Specific choices are:
1) turn on all print flags,
2) turn off all print flags,
3) turn on a range of print flags,
4) turn off a range of print flags,
5) display current print flags,
6) save current print flags.
If the command Is executed without the -s option, the last set of print flags is
used to selectlvely display the ADC channels.
USES:
getadc.flags
DIRECTORY:
/bin
SOURCE:
/usr/csc/ele/getadc.c
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Analog I/O system command.
NAME:
getadc Samples the analog-to-dlgltal converters.
COMMAND:
getadc [-s]
DESCRIPTION:
This command is used to sample the analog-to-dlgltal converters and display selected
channels at the terminal. The +/- 10.0 volt input range Is scaled to +/- 1.0 units
so a slngle bit is worth .00049 units. The channels to be displayed are selected
wlth the -s optlon. Thls option displays a menu which allows the user to set the
print flags for the Individual ADC channels. Specific choices are:
I) turn on all print flags,
2) turn off all print flags,
3) turn on a range of print flags,
4) turn off a range of prlnt flags,
5) display current print flags,
6) save current prlnt flags,
If the command is executed without the -s option, the last set of print flags Is
used to selectively dlsplay the ADC channels.
USES:
getadc.flags
DIRECTORY:
/bln
SOURCE:
/usr/csc/ele/getadc.c
Analog IIO system command.
NAME:
aetdsc Sets the dlgltal-to-analog converters.
COMMAND:
setdac [-s] [-O]
DESCRIPTION:
This command is used to set the voltage on a range of digital-to-analog output
channels. The +/- l.O unit output range is scaled to +/- i0.0 volts so a single
unit Is _)rth .0049 volts. The channels to be set are selected by executing the
command with the -s option. This option dispiays a request for the range of
channels to be set, and then queries for individual channel values in terms of
units. All DAC channels may be set to zero by executing the command with the "-0"
option.
USES:
Nothing.
DIRECTORY:
/bin
SOURCE:
/usr/csc/ele/setdac.c
=
UNOS system command.
NAME:
lterl Terminal emulator.
COMMAND:
term [-s] [-S]
DESCRIPTION:
This command connects the user terminal to the Langley central data communication
switch at 1200 baud. This Is a dumb terminal emulator which provides rudimentary
file transfer capabilities. No attempt is made to emulate control codes of any
particular terminal for editing purposes.
The emulator commands are as follow:
Return to UNOS (operating system.)
To download a file.
To upload a file.
To excute a system command.
For help.
The options are:
-s 300 baud
-S 900 baud
Upload means to transfer a file from the Charles River computer to the remote
computer. The remote computer must have some mechanism for receiving the text.
Download means to transfer a file from the remote computer to the Charles River
computer. No attempt is made to check for existence of the receiving flle name
before saving the downloaded file,
USES:
/doc/cmds/lterm.help
DIRECTORY:
/bin
SOURCE:
/J pw/It erm. c
Analog I/0 system command.
NAME:
8751 test
COMMAND:
8751 test
Test the serial communication llnk to the 8751 boards.
DESCRIPTION:
This command facilitates verification and calibration of the 8751 mlcro-controller
Interface over the RS_232 serlai ports. _he_commandq_ries _f0r:Vo_tages to be
output by the dlgital-to-analog converters on the 8751 boards. The data input is in
terms of units with 2047 equal to 9.9951 volts and -2048 equal to -I0.0000 volts.
If the input line contains only one value, all active boards are sent that value.
Otherwise, individual values are sent.
USES:
motint()
motsub()
DIRECTORY:
/bin
SOURCE: =
lusr/rdb/8751_test.for
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Analog I/O system subroutine.
NAME:
getade() ( C callable ) Sample a range of analog-to-dlgltal converters.
CALL:
int error, flrst_adc, last_adc;
float adc_datapolnter;
Int getadc( flrst.adc, last_adc, &adc_data_polnter)
error = getadc(flrst_adc, last_adc, &adc_datapointer)
DESCRIPTION:
This subroutine samples a range of analog-to-dlgltal converters. The +/- I0.0 volt
Input range is scaled to +/- 1.0 units so a single bit is worth .00049 units. The
arguments are:
first adc (int) First converter to be sampled (numbering starts from
zero.)
last adc (Int) Last converter to be sampled (maximum is 63.)
&adc data_polnter (*) Starting location for storing sample data. Data are
-- floating point values with a range of +/- 1.0.
RETURNS:
USES:
error = 0 indicates valid transfer.
error = indicates bad range.
Nothing
LIBRARY: None
SOURCE:
/usr/csc/ele/getadc_c.c
Analog I/O system subroutine.
NAME:
CALL:
setdac() ( C callable ) Set a range of dlgltal-to-analog conveters.
int error, first dac, last dac;
float dac data pointer;
Int setdac( first dac, last dac, & dac data pointer )
DESCRIPTION:
This subroutine sets a range of digltal-to-analog converters. The +/- 1.0 unit
output range is scaled to +/- i0,0 volts so a single unit is worth .0049 volts.
arguments are:
The
first dac (int) First converter to be set (numbering starts from
zero.) : :
last dac (Int) Last converter to be set (maximum ls 7.)
&dac_at_pointer (*) Starting locatlon DAC data. Data are floating polnt
values _rlth a range of +/- 1.0.
RETURNS:
error - 0
error --1
error > 0
Indicates valid transfer.
Indicates bad range.
Indicates "error" number of data words out of range.
USES:
Nothing,
LIBRARY:
None.
SOURCE:
/usr/csc/ele/setdac_c.c
m_
E
Analog 1/0 system subroutine.
NAME:
getadc() ( Fortran callable ) Sample a range of analog-to-digital
converters.
CALL:
integer error, getadc
error = getadc(flrst_adc, last_adc, adc_data_array)
DESCRIPTION:
This subroutine samples a range of analog-to-dlgltal converters. The +/- I0.0 volt
input range Is scaled to +/- 1.0 units so a single bit is worth .00049 units. The
arguments are:
first adc (integer) First converter to be sampled (numbering starts from
zero.)
last adc (integer) Last converter to be sampled (maximum is 63.)
adc data_rray (real) Starting location for storing sample data. Data are
-- floatlng point values with a range of +/- 1.0.
RETURNS:
error - 0
error --1
indicates valid transfer.
Indicates bad range.
USES:
getadc_.w.J.
LIBRARY:
/ltb/acrl__rt lib_f.J
SOURCE:
/usr/csc/ele/getadc f.c
Analog I/O system subroutine.
setdac() ( Fortran callable ) Set a range of dlgltal-to-analog
converters.
CALL:
integer error, setdac
error = setdac( first dac, last_dac, dac_data_arrray )
DESCRIPTION:
This subroutine sets a range of dlgltal-to-analog converters. The +/- l.O unit
output range is scaled to +/- I0.0 volts so a single unit is worth .0049 volts.
arguments are:
The
first dac (integer) First converter to be set (numbering starts
-- from zero.)
last dac (integer) Last converter to be set (maxlmum is 7.)
dac__data__array (real) Starting location DAC data. Data are floating point
values wltb a range of +/- 1.0.
RETURNS:
error = 0
error =-1
error > 0
Indlcates valid transfer.
Indicates bad range.
Indicates "error" number o£ data words out of range.
USES:
LIBRARY:
SOURCE:
setdac_w.J
/llb/acrl_rt_llb_f.J
/usr/csc/ele/setdac_f.c
w
Analog I/O system subroutine.
NAME:
CALL:
motsub() ( Fortran callable )
integer torque
call motsub ( torque )
Send scaled voltages to the 8751
mlcro-controllers which in turn set
individual DACs.
DESCRIPTION:
This subroutine sends the motor torque command data to the 8751 micro-controller
boards which in turn load the data into the dlgltal-to-analog converters.
torque(6) (integer) Array of dimension 6 which contains the scaled data
to be output on the 8751 DAC's. The range of the data
is +2047 for +9.9951 volt output to -2048 for -I0.0000
volt output.
REQUIRES:
Call to motint.
RETURNS:
Nothing.
USES:
motsub_,J
LIBRARY:
/lib/acrl rt lib..f.J
SOURCE:
/J pw/8751 COM/torsub. c
Analog I/O system subroutine.
NAME :
finish() ( Fortran callable ) Close serial ports to 8751s.
CALL:
finish()
DESCRIPTION:
This subroutine closes the 8erlal communication lines to the 8751s.
arguments.
RETURNS:
Nothing.
USES:
flnlah_w.J.
LIBRARY:
/llb/acrl_rtllb..f.J
SOURCE:
/Jpw/8751coMltorsub.c
There are no
Z
Analog I/O system subroutines.
NAME:
thrust ( Fortran callable ) Set the discrete ports to actlvate the
thrusters.
CALL:
Integer*2 thrust - thrust ( x,y )
DESCRIPTION:
This subroutine sets the states of the four discrete outputs on the Parallel
Interface/Tlmer. It was deslgned for the thrusters on the SCOLE facillty. The
arguments can have one of three values: I, O, or -I corresponding to positive,
none, and negative thrust respectively.
The arguments are:
x (integer) State of x thruster.
y (integer) State of y thruster.
REQUIRES:
Nothing.
RETURNS:
Nothing.
USES:
thrust_w.J
LIBRARY:
/lib/acrl rt llb f.
SOURCE:
/Jpw/TIMER/pltdsc.J
Analog I/O system subroutine.
NAME :
rti_() (fortran callable) Mark the start of the real-tlme loop and
change the sample time interval if required.
CALL:
call rtlme(tau,flag,k)
DESCRIPTION:
An Internal memory mapped timer is used to control the timing of real-tlme
operatlons In the Charles River Computer. The programmable clock is required to
generate a start pulse and a stop pulse for each sampling Interval of the control
process. The maximum interval Is elghty-flve seconds and the minimum interval Is 5
mlcro-seconds. The timer is a Motorola M68230 Parallel Interfac Timer (PI/T) which
interfaces 24-blt programmable timerprovides versltlle double buffered parailel and
for M68000 systems.
Note: The call to rtlme() should be made Just inside the real time loop. The
arguments are:
tau (real) Is the sample period,
flag (logical) is the Indicator to either maintain the same value of tau or
pass in a new value,
k (integer) is the tlmout parameter. If k is returned from rtlme
contalnlng a I, thls indicates a normal return. If k Is returned a O,
a tlmout has occurred, and approprlate action should be taken. The
user must supply hls/her own tlmout procedure.
REQUIRES:
Nothing.
RETURNS :
k
LIBRARY:
/llb/acrl rt lib f.J
Add " /Jpw/rtlme.obJ " to FORTRAN compile command.
USES:
tmset()
lnlt()
rtwate()
cktim()
pintj.j
SOURCE:
/Jpw/TIMER/plnt.c
/Jpw/TIMER/plnt_.m
/Jpw/rtlme.for
z
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• Taylor, L. W., Jr., and Balakrlshnan, A. V.: A Laboratory Experiment Used To
Evaluate Control Laws for Flexible $pacecraft...NASA/IEEE Design Challenge, June
1983, pp.l-2.
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Rise Time
Thrust Duration
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Figure 1. The SCOLE experiment apparatus.
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/
Z
/
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/
/
Y
Mast: i
3/4 x .049 in. stainless steel tube
4.48 Ib
Reflector:
3/4 x .0625 in. welded aluminum tube
4.76 Ib
Figure 2. Basic SCOLE structural assembly,
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Flgure 3. Shuttle planform.
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Flgure 4. Mast and manlfold assembly.
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Figure 5.
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All units are in inches
Length does not include length of Insert.
Reflector assembly.
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Figure 6. Unlversa/ Joint suspension point.
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Figure 8b. Coordinates and sensing axis of
Figure 8a. Shuttle-mounted accelerometers.
shuttle-mounted aceelerometers.
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Figure 9a. Mast-mounted accelerometers.
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Flgure 12b. Coordinates and sensing axis of
Figure 12a. Shuttle-mounted, three-axls
shuttle-mounted rate sensor.
rate sensor.
Figure 13a. Mast-end-mounted, three-axis
rate sensor.
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Figure 13b. Coordinates and sensing axis of
mast-end-mounted rate sensor.
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Figure 14. Typical CMG gfmbal torque sensitivity curve.
Flgure 15a. Shuttle mou,lted forward CMG.
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Figure 15b. Coordinates and actuation axis
of shuttle-mounted CMG's.
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Figure 16. Typical reaction wheel torque sensitivity curve.
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wheels.
Figure 18a. Mast-end mounted reaction wheels.
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Figure 19. Thruster air supply schematic.
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Figure 21. Thrust magnitude and duratlon.
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Figure 22a. Reflector-mounted thrusters.
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Spacecraft COntrols Laboratory Experiment
SCOLE
Software User's Manual
February I, 1989
ABSTRACT
The computer software available to those Implementing identification
and control algorithms on-_he Spacecraft Control Labratory Experiment
(SC01.,E) Is described In the following paper. This paper Is intended to
be used as a guide and reference material.
m
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INTRODUCTION
SECTION I
The Charles River Data System, commonlyreferred to as Chuck or the
CRDS,is currently being used as the Aerospace Control Research Lab
(ACRL) micro-Computer for realtlme programming for the SCOLE
(Spacecraft C_a%rols Laboratory Experiment). The CRDS is ba_ed on the
Motorola 68020 microprocessor. The operating system is UNIX V with s
Korn Shell. The computer has twelve serial ports and one parallel
port. Termlnals, £1ve answer only communication lines, an originate
only communication llne, s_nd a llne printer are connected to the
serlal ports.
AccesslnK the CRDS:
The Charles River I}ata System (CRDS) can be accessed through LaTS
(group name ACRL, group members 69382, 69383, 69384, 6938S) or the
Communication Machinery Corporation (CMC) Internet hardware and
software. (Internet address 128.18S.23.20) The following Internet
applications are available for the UNIX-UNIX system communication:
1. Remote copy (rcp)
-transfers file and directory copies
2. Remote 1ogln (rlogln)
-establlshes remote UNIX system 1ogln
3. Remote shell (rsh)
-executes one UNIX command on a remote system
The following Internet appllcatlons are available for the UNIX-UNIX
and/or UNIX-non-UNIX system communications:
1. File transfer (ftp)
-transfers file and directory copies
2. Network virtual terminal (telnet)
-establishes remote system 1ogin
Upon establishing communications with the CRDS, the user will be
prompted for a login name and password. The CRDS system administrator
will provide the user with a logln name; the user is encouraged to add
a password.
Editors:
The Charles River Data System supports three edltors-ved, vi, and ed.
On-llne help Ls_available for each editor by typing "help ved"_,"man
vl{ more", 'Iman ed } more". Ved and vl are full screen editors. Ed is
a llne editor.
File NamlnKConventlons:
Flle namlng conventions exist on the CRDS. A table of appropriate file
name extensions follows. These conventions must be followed to ensure
proper functioning of the system procedures.
623
PROGRAM TYPE EXTENSION
m '
¢ source programs
_ts_embly language
object flies
FORTRAN source programs
Pascal source programs
editor backup files
listing files
pre-processed assembly language
c
m
o
for
p8s
bak (red edltor only)
Ist
s (FORTRAN 77)
Control Characters:
Control characters Influence terminal processes. To use a control
character, strike the CTRL key followed by the letter corresponding to
the desired command. A table of control characters commonly used on the
CRDS follows.
CONTROL CHARACTER COMMAND EXECUTED
^C
^d
^q
^r
^S
^U
^t
stops command execution
returns to prompt level
end of file
user logged out
continues dlsplay halted wlth ^s
redlsplays current Input llne
suspends display such as llstlng
contents of file to the screen
erases current llne
suspends command executlon
Commands:
On-llne help is available for the following commands by typing "help"
or "descrlbe" followed by the command name:
addname, ar, archive, build, cat, cc, ccom88, cd, change, chmod,
Chown, Command, common, compare, contlg, copy, count, cpw, cut, date,
debe, debug, delete, describe, dlfference, dlskusage, dump, echo,
email, false, find, gcc, hexodec, hlst, Id, kill, Id, llnk, llst,
Ipd, Ipmalnt, _l_q, Ipr, makedlr, match, message, mount, move, _[Ce,
p, paste, pmlsk, #, prfm£_ ps, pwd, repeat_ resume, setdate,
setmask, se£prl, setuser, size, sleep, space, su, suname,
suspend, sysverslon, tail, ted, tee, term, time, transllt, true,
ttymodes, unmount, uname, unique, uptlme, version, wall, wcc, when,
whenq, wheru-un, which, who, wrlte, yes.
:..............
The folJowlng summary presents the most commonly used commands on the
CRDS:
i
i
Command Description
cat "flle(s)"
cd "dlr"
cp "fllel"_"@{le2 ''
cp "file(s) ....dlr"
date
echo "args"
In "filel ....File2"
In "file(s) ....dir"
Is "file(s)"
Is "dlr(s)"
mkdlr "dlr(s)"
my "fllel ....flle2"
my "file(s) ....dir"
ps
pwd
rm "file(s)"
rmdir "dlr(s)"
sort "files(s)"
wc "file(s)"
who
Displays contents of file(s) or standard input
if not supplied
Change working directory to 'dlr'
Copy "fllel" to "flle2"
Copy "file(s]" Into "dlr"
Displays the date and time
Displays "arEs"
Link "filel" to "file2"
Link "file(s)" into "dlr"
List "file(s)"
List Files in "dlr(s]" or In current directory if
"dlr(s)" is not specified
Create directory "dlr(s)"
Move "fllel" to "flle2" (simply rename It if both
reference the same directory)
Move "file(s)" into directory "dlr"
List information about active processes
Display current working directory path
Remove "file(s)"
Remove empty directory "dlr(s)"
Sort lines of "file(s)" or standard input if not
supplied
Count the number of lines, words, and characters in
"file(s]" or standard input If not supplied
Display who's logged In
[Source: Charles River Data System's Commands Manual]
Subroutines:
On-llne help is available for the following commands by typing "help"
or "describe" followed by the subroutine names:
abs, acos. alarm, asctime, asln, astoc, astod, astof, astol,
astol, atan, atsn2, atod, atof, atol, atol. atoq, atos. bsearch.
capltallze, ceil. clock, close, cony. cos. cosh. crest, ctlme.
cvtlme, dayofyear, delay, drand, drand48, dup, dup2, cprlntf,
execl, execle, execlp, execv, execve, execvp, exit, exp, fabs,
fbufcnt, fclose, fexecl, fexecle, fexecv, fexecve, fflush,
fgetc, fgetllne, flleopen, fllepos, fIleread, flleseek, fllesize,
fllewrlte, find, flndllne, floor, Flush, fmod, fopen, Format,
fprlntf,i fputc, fputs, frac, fread, frexp, fscanf, fseek, fshow,
fsstat, _-_tat, ftell, ftime, ftoes, ftofs, ftok, fwrlte, l_amma,
gcvt. _etallargs, getargs, getbroken, getc. getchar, getcmask,
getcwd, gethz, getllne, gettlme, gmtlme, gtty, hypot,
index, Ioctl. Is_addressable. Itoq. JO, kill, Idexp, In,
localtlme, log. log10, longJmp. Irand, Isearch, Iseek. Itoq,
map_Io__page, modf, open, parseranges, pause, peekc, pipe,
poly. pow, proctime, putc. putchar, qadd. qadd3, qcmp,
qdlv, qdlv3, qdlvl, qmod. qmod3, qmul, qmul3, qneg, qneg2,
qsort, qsub, qsub3, qtos, qtol, qtol. qtoq, qtos, qulcksort,
rand, random, randomize, read, rewind, scanf, setJmp, setwd,
signal, sin, sinh, sleep, spfun, sprintf, stand, sscan£,
sstgnal, stat, status, stoq, strcat, strcatl, strchr, strcmp,
strcpy, streql, strlndex, strlen, strncat, strncmp, strncpy,
strrchrj, system, tan, tanh, tell, time, times, tlmestr,
tlmeto_tr, ttyname, wait, yO.
,! , L
Compilers:
FORTRAN 77, C, and Pascal compilers are available on the CRDS. On-line
help is available for each compiler by typing "help" followed by
f77 (FORTRAN 77), cc (C), and pascal (Pascal).
Many macros exist to compile, llnk and assemble code. The following is a
brief description of each macro. On-llne help is available for cm, a/',
and as by typin8 "help" followed by the macro name.
c_mm:
B.g:
8L_:
C__:
S:
file: FORTRAN 77 maln program source code "main. for"
command: cm main (prefix only)
use: produce object code
file: FORTRAN 77 subroutlne source code "sub. for"
command: as sub (prefix only)
use: produce object code
file: FORTRAN 77 main program source code "maln2. for"
command: af main2 (prefix only)
use: produce executable code by linking object code to all
available system libraries (SCOLE, math, realt|me, strip
chart included)
executable code is stored in the file "main2"
Note: This macro is not to be used with main programs
calling subroutines not found in the system
libraries.
file: C main program or subroutine source code "maln. c" or
"sub. c"
command: C main or C subc (prefix only)
use: produce C object code maln. o or subc. o
file: FORTRAN pre-processed assembly code
"file. s" produced with f77 command
command: S file (prefix only)
use: produce assembly language code file.m
file: FORTRAN assembly code "file.m" produced with S macro
command: A file (prefix only)
use: produce object code file.o ready to be linked.
Note: macros cm and as perform the same functions as the f77 command
used in conjunction wlth the S and A macros.
Linker:
The CRDS linker command Is "Id". On-llne help Is available for the linker
by typing "help Id". The standard llnk llne Is as follows:
Id FORTRAN main. o C/FORTRAN subroutlne(s).o -l(llbrary names) o=fn
Id C maln. o C/FORTRAN subroutine(s),o -l(llbrRry names) o=fn
(fn = executable file name)
One or more of the followlng libraries may be linked to the object code:
LIBRARY COMMAND
scole : SCOLE FORTRAN library (-Iscole)
real : C realtlme library (-ireal)
mt8500 : C MT8500 strip chart
recorder library (-Imt8500)
matx : FORTRAN matrix library (-imatx)
unos : UNOS system library (-lunos)
Not__.__ee:This library must
always be linked and must
be linked as the last
library.
On-Line Help:
Every effort has been made to make the CRDS a user-frlendly machine.
Help and system updates are updated as required. The
following menu presents all of the on-llne help and update reports of
the CRDS.
Should any questions arise pertaining to software _md/or hardware
problems with the CADS, please feel free to contact Danette B. Lenox at
x46619 or x44473 ((804)864-6819 or (804)884-4473).
On-line help is available on the following topics:
1. SCOLE_41p:
A.' type "h_make" for help with the SCOLE program bulld
macro "make"
B. type "flow" for a copy of the SCOLE program flowchart
2. System bug report:
A. UNOS VII bugs type "b_UNVII"
B. UNIX bugs type "b_UNIX"
C. C compiler bugs type "b_UNCII"
D. FORTRAN compiler bugs type "b_FORTRAN"
3. System updates:
A. type "updates"
4. Basic system subroutine and command help:
A. type "11st_all" to see a llstlng of the names of the
basic commands for which help Is avallable
S. Compl leok help:
A. type "absoft" for help with the absoft FORTRAN77 compiler
B. type "comp_pascal" for help wlth the PASCAL compiler
B. Llbravy help:
A. type "veal" for help wlth the veal tlme library
B. type "math" for help wlth the matrix math library
C. type "LINPACK" for help wlth the LINPACK libraries
D. type "mtSSO0 °'for help wlth the gr8soo strip chart
recorder IIbrary
E
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SCOLE SOFTWARE OVERVIEW
SECTI ON II
The SCOLE model is operated by a set of software generically referred
to as the SCOLE program. Control laws can be easily implemented and
tested on the model through minor SCOLE software alteratlons.
1. SCOLE Files
Each user must create a directory called "SCOLE" on his account.
Subroutine and main program source and object code will be located on
directory SCOLE. Flies maln. for, cpmenu, for, preexp, for,
posexp, for, rtloop, for, makeflle, gains.dat and select.set
on directory /IIb/SCOI2JTEMPLATE should be copied onto the user's
SCOLE directory.
B,
C.
D.
E.
F.
G.
These files perform the following functions:
A. maln. for :
source code main program
cpmenu, for:
source code for controls parameters menu
posexp, for:
source code for post-experiment menu
preexp, for:
source code for pre-experlment menu
rtloop, for:
source code for real time loop
makeflle :
makeflle used to create SCOLE program (refer to topic #2)
galns.dat :
data file used by SCOLE library routines altered by
v_rlable setting in menus
H. select.set :
..data file used by SCOLE library routines altered by
variable setting In menus
Each of these files should be altered according to the user's require-
ments. The:codes have been "commented" to provide guldellnes for
alterations. All additional source code for subroutines written by
the user for implementation of the SCOLE contol law should be
located on SCOLE and must have the appropriate extension.
i
2. Building SCOLE Program
The command "make" builds the SCOLE program with the code located on
the user's SCO_dlrectory using the dlrectlons found in mRkefile, the
math library (/1_Ib/llbmatx. a), the strlp chart llbrary (/llb/llIbmtSSOO. a),
the real tlm_ llbrsry (/llb/llbreal.a], the UNOS library (/l'Ib/libunos._),
and the SCOLE library (/llb/llbscole.a).
The command is invoked by typing:
make [exec=name].
The SCOLE program executables are by default written to file 'scole'.
the user desire to save the executables in another file, simply append
"exec = name" where name is an arbitrary file name to which the
executables are written.
Should
The formation of the program Is based on relationships expressed in
'makeflle' as follows:
The modIficatlo_, dates of source code on the user's SCOLE dl,Pec£ory
are compared to that of the corresponding object code on SCOLE. If
the date of the source code is more recent, the subroutine Is
recompiled. The modification dates of the two SCOLE include files
(/HOLD/SCOLF_Jvarlbs.comm and /HOLD/SCOLE/ blk. comm) and any user
supplied include files are also checked. If these dates are more
recent than the object codes including the flies, the corresponding
source Is recompiled. If errors occur in compilation, formatlon of
the SCOLE program wlll not be successful. FORTRAN syntax errors can
be noted by studying the ".ist" file related to the subroutine in
question. If no errors occur during compilation, the object code is
linked to the libraries llsted above, forming a set of executable code
stored in the file scole or "name". Watch out for "unresolved
externals". When user adds files to the SCOLE directory, the source
name must be added to the FSUBS llst in makeflle and the object name
must be added to the FOBJ llst in makefIle. When the user adds
include files to the SCOLE directory the file name must be added to
the INCVC llst.
3. Running the SCOLE Program
The SCOLE program is run by simply typing scole or "name".
If the user encounters timeouts during the real time execution, increase
the sample period and please contact the system administrator for information
on running the program wlth priority privileges.
4. Scole Software Variables
The following variables are commonly used in the SCOLE software
environment and are passed by way of common blocks in include file
/HOLD/SCOI2Jvarlbs.comm:
VAR IABLE DESCRIPTION
shurgr
shurgp
shurgy
refrgr
refrgp
refrgy
shaccx
shaccy
shaccz
mlaccx
mlaccy
m2accx
m2accx
refacx
refacy
shtorr
shtorp
shuttle rate gyro roll
shuttle rate gyro pitch
shuttle rate gyro yaw
reflector rate gyro roll
reflector rate gyro pitch
reflector rate gyro yaw
shuttle acceleration x direction
shuttle acceleration y direction
shuttle acceleration z direction
mast station 1 -upper- acceleration x direction
mast station I -upper- acceleration y direction
mast station 2 -lower- acceleration x direction
mast station 2 -lower- acceleration y direction
reflector acceleration x direction
reflector acceleration y direction
shuttle torque roll
shuttle torque pitch
shtory
refwhx
refwhy
refwhz
mlwhx
miwhy
m2whx
m2why
tx
ty
phi
theta
psl
P
q
r
fx
fy
ctheta
stheta
cpsl
spsl
cphi
sphl
bls
shuttle torque yaw
reflector wheel x direction
reflector wheel y direction
reflector wheel z direction
mast station I -upper- wheel x direction
mast station 1 -upper- wheel y dlrectio_
mast station 2 -lower- wheel x dlredt'ion
mast station 2 -lower- wheel y direction
thrust x direction
thrust y direction
bank angle
pitch angle
yaw angle
shuttle rotational velocity about x
shuttle rotational velocity about y
shuttle rotatlonal velocity about z
thruster gains x direction
thruster gains y direction
cosine theta
sine theta
cosine psi
sine psi
cosine phi
sine phi
thruster least square coefficient
S. SCOLE FORTRAN Library Routines
The following subroutines are found in the SCOLE library.
given privileges to alter the subroutines.
Users are not
1_r8500 STRIP CHART RECORDER b-I_ROUTINES:
chart change number of strip chart channels
cscale :accePt new strip chart scale factors
Ibmenu set strip chart recorder labels
screc replays saved data to strip chart
spdset set strip chart recorder speed
stmenu strip chart recorder menu
strcht send data to the strip chart recorder
strset select program variable to be output to the strip
chart recorder
PARAMETER DEFINITION AND FILE I/O SUBROUTINES:
colint
dltime
ertrap
iselek
l_Yp ....
readf
skipln
tscole
gain and dead band levels for thruster slew-menu
duration and interval time change
error trapping in keyboard input
user menu selection option
on-llne help
reads standard SCOLE data Files
s_Ips line
get Current date
CMG SUBROUTINES: (CMG software in process of being updated)
cmgtor
cmgtst
gettor
glmbal
sensor
send 3 axis shuttle torque commands to cmg controller
cmg test
get shuttle torque commands from Joystick
,_mg gimbals - four torque commands to glmbals _
prints scaled sensor measurements from cmgs
MEASUREMENT/DATA ACQUISITION SUBROUTINES:
attlt
damint
getac
getyz
Isqang
sblas
slwlnt
toggle
determine roll and pitch attitude of shuttle from
accelerometers and rate sensor
thruster dmnplng menu
get accelerometer data
get y and z data from the op_eye
least square shuttle attitude estimation
determines sensor bias by averaging over twenty seconds
accepts gain and dead band levels
toggle electromagnet (not in use)
OPTICAL SENSOR SUBROUTINES:
(Optical Sensor software in process of being
updated)
opacal calibrate optical sensor
op_ung returns yaw and pltch angles as determined from optical
sensor outputs
opashw prints yaw and pltch angles as determined from optical
sensor outputs
opatst test optlcal sensor
opmenu sets up optlcal sensor callbratlon and test
qqstop stops program
yz get y and z data from the op_eye
DATA OUTPUT SUBROUTINES:
stofll
stoset
uwrlte
store experimental data in arrays to be output to file
select program variable to be saved on file
output data to file
6. SCOLE Realtlme Library Calls
The realtlme library consists primarily of the following FORTRAN
callable C routines. Help is available for each routine by typing
"describe" followed by the routine name In question.
getadc -
This 'subroutine samples a range of analog-to-dlgltal converters.'
+/- I0.0 volt input range is scaled to +/- 1.0 unlts so a single
unit is worth .0049 volts.
Iswtch -
This subroutine checks the state of a switch as low or high.
oswtch -
This subroutine sets the state of a switch as low or high.
The
rtlme -
An internal memory mapped timer is used to control the timing of
real-time operations In the Charles River Computer. The programmable
clock is required to generate a start pulse and a stop pulse for each
sampling interval of the control process. The maximum Interval.is
elght_-flve seconds and the minimum interval Is 5 mlcro-seconds. The
timer ,I@.a Motorola 1468230 Parallel Interface Timer ,(?IFT} which
provides versatile double buffered parallel interfaces and 24-bit
programmable timer.
setdac -
Thls subroutine samples a range of dlgltal-to-analog converters.
+/- 1.0 unlt output range is scaled to +/- 10.0 volts so a single
unit Is worth .0049 volts.
The
strip -
This function outputs data to the emalog strip chart recorder.
thrust -
This function sets the states of the four discrete outputs on the
Parallel Interface/Tlmer. It was designed for the thrusters on the
SCOLE facility. The arguments can have one of three values: I, O, or
-1 corresponding to positive, none, and negative thrust respectively.
rnuNi -
mprep -
Thls function returns the current dale since Jan I, 1980 in seconds.
Thls function clears the terminal screen (Wyse50 terminal}.
mtfeed-
mtrls-
This function advances the paper In the MTB500 chart recorder
to the next top-of-form mark (form feed}.
This function releases the HTS500 chart recorder from the real-
tlme mode and leaves It in a ready state.
mtstar-
mtstop-
mtspee-
mtchan-
Thls function starts the MT8500 chart recorder's _raveform
printing - printing of scale grld can be turned off and on vla
subroutine grid argument.
Thls function stops the waveform printing from the HT8500 chart
recorder.
Thls function sets the _raveform printing speed of the MTS500
recorder.
Thls function sets the number of channels to be printed from the
MT8500 recorder.
.
rr
cmgtor- (software in process of being updated}
Thls function commands the torque wheels.
A table of the C subroutlnes commonly called from the SCOLK program
follows.
SUBROUTINE/
FUNCTION
LIBRARY FORTRAN DECLARATIONS
thrust real Int thrust(x,y) integer thrust
int "x, "y integer x, y
iswtch real short Iswtch(n) logical'2 Iswtch
Int "n integer n
oswtch real short oswtch(state, n) Integer'2 oswtch
Int estate, "n integer n, state
rtlme real Int rtlme(flag, tau) loglcal'4 rtlme
float "tau real tau
tnt "flag logical flag
setdac real long setdac( Integer'4 setdac
dac._data_polnter, real dac_data_polnter,
last_dac, flrst_dac) last dac,flrst_dac
getadc real long getadc( Integer'4 getadc
mlc_data_polnter, real adc_data_polnter,
last_adc,flrst_adc) last__dc, flrstadc
mtfeed mt8500 long mtfeed() integer'4 mtfeed
mtrls mt8SO0 long mtrls() Integer'4 mtrls
mtstar mtg500 long mtstar(grld) Integer'4 mtstar
int "grid Integer grld
mtstop mtBSO0 long mtstop() Integer'4 mtstop
mtspee mtBSO0 long mtspee( Integer'4 mtspee
unlts_arg, speed_arg) character'lO units_arg
char "units_arE real speed_arg
float "speed_arg
C DECLARATIONS
mtchan mtg500 long mtchan(nchan)
long "nchan
Integer'4 mtchan
integer nchs.n
cmg long cmgtor(torz, tory,
cmgtor _,,_ torz)
real torz, t_ry, torx
(software in process of being updated}
InteRer'4 cmgtor
strip real long strlp(data) integer'4 strip
int "data real data
mprep real long mprep() Integer'4 mprep
mum real long rnum(ans) integer'4 rnum
long "arts Integer'4 ans
7. SOFTWARE FLOWCHART
(I) main
- (I) preexp
- (1) rtloop
- iselek
- readf
- sblas
- cmgmen
- stmenu ...... [- Ibmenu I- system
- stoset
- opmenu
- dltlme I- (2) slwlnt
- (1) cpmenu ...... I- (2) damint
- tstJet I- (I) collnt
- ertrap
I- ertrap
1
i-(3)
- I-(3)
-(2)
-(2)
m
-(2)
-(2)
-(2)
-(2)
-(3)
-(3)
strcht
mtspeed
mtstart
rtlme
get adc
attit
lswtch
damp
1sqang
slew
thrust
setdac
stofil
oswtch
cmgtor
mtstop
mtfeed
I- (2) iswtch
I- getac
I- getyz
- (1) posexp
--
I-
lselek
uwrite
screc
- (3) mtrls
(1)
(2)
(3)
user file
C realtime library r0utine {/lib/libreal.a)
C strip chart library routine (/ltb/libmtBS00.a)
all other routines from SCOLE library (/lib/libscole.a}
m_
E
==
l
SCOLE TEMPLATE FILES SOURCE CODE(/Iib/SCOLE/TEMPLATE)
SECT ION III
program main
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c DOCUMENTATION c
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c
c This main program calls the 3 main modules - preexperiment,
c real time loop and postexperiment. This is the main calling module.
C
C
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c DATA / VARI ABLE D I CT I ONARY c
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
C
include /HOLD/SCOLE/varibs. comm
integer iabrt
common /store/ bias(25)
common /scale/ sfsrr, sfsrp, sfsry, sfrrr, sfrrp, sfrry,
+ sfsax, sfsay, sfsaz, sfmlx, sfmly, sfm2x, sfm2y,
+ sfrax, sfray, sfstr, sfstp, sfsty
common /dimen/ xd, yd, zd
common /cdebug/dbug
dimension stodat (I0, I0000 )
logical dbug
character ans'3
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c PROCEDURE SECT I ON c
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
dbug=.false.
labrt = 0
USERS CAN ADD CODE TO READ FILES, PERFORM INITIALIZATION OPERATIONS,
OR WHATEVER ONE DESIRES IN THIS CODE
C
C
C
C
I0
C
C
C
C
C
if(dbug)print', 'DEBUG MODE ON'
THE MAIN PROGRAM FIRST CALLS SUBROUTINE PREEXP WHICH PRESENTS
THE PRE-EXPERIMENT MENU BY WHICH USERS CAN INTERACTIVELY SET
UP PARAMETERS
cal 1 preexp (iabrt)
C
C
c
IABRT IS A VARIABLE SET TO 1 IN "PREEXP. FOR" WHEN THE USER CHOOSES
TO EXIT THE SCOLE PROGRAM
if(dbug)print ",'call preexp from main'
if (iabrt.eq.l) goto I0000
if(dbug)prlnt ",'call rtloop from main'
NEXT THE MAIN PROGRAM CALLS SUBROUTINE RTLOOP WHICH CONTAINS THE
REAL TIME LOOP OR THE ACTUAL EXPERIMENT
CC
C
C
C
c
C
C
C
10000
C
C
C
c
call rtloop(stodat)
STODAT IS THE ARRAY IN WHICH DATA ARE SAVED IN THE REAL TIME LOOP
VARIABLES TO SAVE ARE CHOSEN BY SELECTING THE MAIN MENU OPTION TO
SET-UP THE DATA FILE
if(dbuE)prlnt ",'call posexp from main'
AFTER THE EXPERIMENT IS COMPLETE, THE MAIN PROGRAM CALLS POSEXP -
THE POST-EXPERIMENT MENU FOR DATA PROCESSING
call posexp (iabrt,stodat)
if (iabrt.eq.l) goto I0000
goto i0
continue
RELEASE MT8BO0 STRIP CHART RECORDER
im = mtrls()
stop
end
C
C
C
C
C
C
USERS SHOULD NOT DELETE ANY OF THE INCLUDE FILES BUT ARE FREE
TO ADD ANY OF THEIR OWN FILES OR DATA
blockdata const
include /HOLD/SCOLE/varlbs. comm
include /HOLD/SCOLF_Jblk. comm
end
subroutine cpmenu
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c Thls is the menu for 'SET UP CONTROL PARAMETERS' module.
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c DATA / VARIABLE DICTIONARY c
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
integer ians, mode, lhno, idef, iopt
character nsns'1, procse°20, hlpfil'20
common /Info/ procse, hlpfil
common/cdebug/dbug
iogical dbug
integerJ4 iprep, mprep
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c PROCEDURE SECTION c
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
if(dbug)prlnt°,'Subroutine cpmenu: '
USERS CANADDAND/OR DELETE CONTROL PARAMETER OPTIONS IN THISMENU
c
C
C
C
C
I0
C
C
C
THIS MENU IS PRESENTED AS AN ILLUSTRATION
iprep = mprep()
write{ _ i )
wrltel _ " ) I
write( " " )
wrlte(" " ) I
write(" " ) I
write " • ) I
writel" " ) I
write " " )
o o CONTROL PARAMETER MENU _'_' I
I) SET THRUSTER DAMPING PARAMETER. I
2) SET SLEW PARAMETER. I
3) S_ COLLOCATED MAST D_ER PARAMETERS I
4) RETURN TO PREVIOUS MENU. [DEFAULT] t
imaxp = 4
lhno = I0
Idef = 4
imode = 7
call Iselek (imaxp, imode, fans,naris, lhno, idef)
if (nans.eq. 'M' ) then
goto I0
else
iopt = ians
end if
USERS SHOULD INCLUDE/DELETE OPTION CODE IN THIS IF...THEN...ELSE BLOCK
TO CORRESPOND TO HIS/HER OPTIONS
if (iopt.eq.l) £hen
call damint
else if (iopt.eq.2) then
call slwlnt
else if (iopt.eq. 3) then
call colint
else if (iopt.eq. 4) then
goto I0000
end if
goto I0
I0000 return
end
5:
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subroutine posexp (iabrt,stodat)
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c DOCUMENTATION c
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c
c This is the menufor the 'POST-EXPERIMENTMENU'module
c
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c DATA / VAR I ABLE DICTIONARY c
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
save dbug
dimension stodat(10,10000)
integer labrt, JarLs, mode, llano, maxp, idef, runs
character nans'l, procse'20, hlpfi1"20
common /time/ period, ttime, runs
common /info/procse,hlpfll
common/cdebug/dbug
logical dbug
Integer'4 iprep, mprep
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c PROCEDURE SECTION c
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C
C
C
C
I0
C
c
c
C
C
c
i f (dbug) print', ' Subrout ine posexp: '
OUTPUT FILE FORMATS INCLUDE MATRIX-X, MATLAB, FORMATTED, UNFORMATTED
FILES OPTIONS PRESENTED IN LIBRARY ROUTINE UWRITE
lprep = mprep( ]
USER IS GIVEN THE CHOICE AT THE END OF THE EXPERIMENT TO
SAVE DATA IN A FILE, REPLAY IT TO THE STRIP CHART, OR
END THE EXPERIMENT
write(" "3
write(" "3
write(" ")
write(" "]
writeC"
write("
write("
write("
write("
wrlte("
I "" POST-EXPERIMENT MENU "" I
") I
• ) I
• ) 1
")'I
,),
i) PREPARE FOR NEXT RUN I
2) SAVE DATA TO OUTPUT FILE I
3] REPLAY SAVED DATA TO STRIP I
CHART I
4) STOP EXPERIMENT I
lhno = I0
mode = 6
Idef = 0
maxp= 4
call iselek (maxp, mode, ians,nans, lhno, idef)
if (na_ns.eq.'M') then
goto I0
else if (ians.eq.l) then
goto I0000
else if (ians.eq.2) then
cal I uwrite(runs, period, stodat)
else if (ians.eq. 3) then
cal I screc
else
write(', 124)
124 format(' Are you sure ? (y/n) - ',k)
maxp = 0
mode = -13
call Iselek (maxp, mode, Im_ns,nsm-s, lhno, idef)
if (nans.eq. 'Y' ) then
l abrt = I
goto I0000
end if
endlf
goto I0
10000 continue
c
c USERS CAN ADD POST-PROCESSINF CODE AT THIS POINT
c
end
g42
subroutine preexp (labrt)
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c This is the menu for the 'PRE-EXPERIMENT MODULE' cc
ccccccccccccccccccccccccccccccccccccccccccccccccccccccc
ccccccccccccccccccccccccccccccccccccccc
c DOCUMENTATION c
ccccccccccccccccccccccccccccccccccccccc
ccccccccccccccccccccccccccccccccccccccccc
c PROCEDURE SECTION c
ccccccccccccccccccccccccccccccccccccccccc
c
c
c
c
c
c
c
I000
900
c
c
c
c
c
c
c
c
c
c
c
c
c
include /HOLD/SCOLE/varibs.comm
common linfo/ procse, hlpfll
common /cdebug/dbu E
logical dbuE
integer c, fret, labrt,
integer system
integer°4 mprep, iprep
character schar'l, naris'l,
if(dbug)print',
runs, fans, Idef, mode, lhno, maxp
procsee20,
'Subroutine preexp:'
hlpfil'20
Set default values
labrt = 0
SCOLE LIBRARY ROUTINE TO READ FILES GAINS. DAT AND SELECT.SET ON SCOLE
call readf
if(dbuE)print','Returned from read/':'
continue
Iprep=mprep()
TTIME AND PERIOD ARE SUPPLIED BY THE USER AS REQUESTED IN THE MAIN
MENU
runs=ttlme/perlod
USERS SHOULD READ ALL OF THEIR DATA FILES AT THIS POINT
ALL VARIABLES READ SHOULD BE PASSED AMONG THE SUBROUTINES
ON HIS ACCOUNT BY MEANS OF INCLUDE FILES
USERS ARE FREE TO ADD/DELETE MENU OPTIONS AS LONG AS THEY TAKE
INTO ACCOUNT HOW THE OPTIONS ARE USED AND WHAT SUBROUTINES
THEY CALL
write("
write("
writeC"
write("
wrlte("
write("
write("
wrlte("
wrlte("
• ),
I ),
m ),
• ),
• ),
• )'
• )'
• )'
• ),
I "" PRE-EXPERIMENT MAIN MENU "" I
I I) OBTAIN RATE SENSOR AND ACCELEROMETER I
I BIAS. I
I 2) SET UP AND TEST CMGS. I
I 3) SET UP STRIP CHART. i
I 4) SET UP DATA FILE. I
I 5 ) SET UP OPTICAL SENSOR I_
_Z
124
write(', " )'
write(', " )'
write(', " )'
Write(', " )'
write(', " )'
Write(', " )'
write(', " )'
write(', " )'
B) SET UP DURATION AND INTERVAL TIME.
7) SET UP CONTROL PARAMETERS.
8) TEST JET THRUSTERS. (NOT OPERATIONAL)
9) START EXPERIMENT
10) TOGGLE DEBt,; MODE
11) ENTER OPERATING SYSTEM
12) QUIT.
lhno = I0
mode = 6
idef = 0
maxp = 12
call Iselek (maxp, mode, ians,nans, lhno, idef)
iprep = mprep()
if (nans.eq.'H') then
goto 900
else
lopt = fans
end if
if (lopt.eq.l) then
call sblas (perlod)
else If (lopt.eq.2) then
prlnt', 'I"""THIS SUBROUTINE NOT IMPLEMENTED "utt'''
cal i cmgmen
else if (iopt.eq.3) then
cal I stmenu
else If (lopt.eq.4) then
caii stoset
else if (lopt.eq.5) then
cal i opmenu
else if (lopt.eq.6) then
call dltlme(perlod, ttime)
else if (lopt.eq.7) then
cal I cpmenu
else If (lopt.eq.8) then
call tstJet
this subroutine is not in use at this time 1-20-8"/
print', '"''"'THIS SUBROUTINE NOT IN USE AT THIS TIME"''''"
go to 900
else If (iopt.eq.8) then
goto 10000
else If (lopt.eq. lO) then
dbug = .not. dbuE
else If (lopt.eq. 11)then
Write("*)' Use WD_o return to this program'
is - system( "command" )
else if (iopt.eq. 12) then
Write( i:,'i'24)
format(' Are you sure ? (y/n) - ',\)
maxp = 0
mode = -13
call iselek (maxp, mode, lans, nans, lhno, idef)
If (nans. eq. 'Y' ) then
labrt = 1
goto 10000
i=-
c100
c
9998
9997
I0000
else
goto 900
end If
endlf
goto 900
format (a, f7.2, a,f6.4, a)
call ertrap(los, l,O)
goto I000
call ertrap(los, l,O)
goto 900
return
end
CiO_O_IOt00QmmOmOD_tQIQBmOtOmgIQ_IIttID_IOm@tt_ttIIIQimmmmmQmmOmlmm_
m
C
c This is the main subroutine for the real-time loop - all
c estimation, control, and data storage functions should be
c accomplished In thls subroutine.
O
c
CO_OmOOOOO_OOIIJIQQIOmlOOO_IIOJlOIImmmmIIOmmmOOIOOOIOOOOemOmO_e_
c
subroutine rtloop(stodat)
c
c USE COMMON BLOCKS TO PASS DATA BETWEN REAL TIME ROUTINES TO
c TO IMPROVE PROCESSING SPEED.
c
C
c
c
c
c
c
C
C
c
C
C
C
c
C
C
c
c
c
c
C
c
C
C
c
Include /HOLD/SCOLE/vaclbs. comm
save
dimension dacO(8)
dimension stodat(lO, lO000)
dimension adc(18), dac(8), sfsens(18), adcs(18)
common/cdebug/dbug
common/store/bias(2S)
common /scale/ sfsrr, sfsrp, sfsry, sfrrr, sfrrp, sfrry,
+ sfsax, sfsay, sfsaz, sfmlx, sfmly, sfm2x, sfm2y,
+ sfr-ax, sfray, sfstr, sfstp, sfsty
common /dlmen/ xd, yd, zd
The Absoft compiler accepts only the first array argument and first
element of the common block to which the first array argument is
equlvalenced. All subsequent equivalences are performed in the order
of array elements and common block variables
equivalence (adcs(1)
equivalence (adcs(1)
+ (adcs(2)
+ C adcs(3)
+ (adcs(4)
+ (adcs(5)
+ C adcs(6)
+ (adcs(7)
+ (adcs(8)
+ C adcs(9)
equivalence (adcs(lO)
+ C adcs(ll)
+ (adcs(12)
+ ( adcs(13}
+ C a_Ics(14)
+ (adcs(I5)
+ (adcs(16)
+ ( adcs(17}
+ (adcs(18)
shurgr)
shurgr )
shurgp )
shurgy)
refrgr)
refrgp)
refrgy)
shaccx)
shaccy)
shaccz)
mlaccx)
mlaccy)
m2accx)
m2accy)
refacx)
refacy)
shtorr)
shtorp)
shtory)
equivalence (dac(1), refwhx)
equivalence (sfsens(1),
equivalence (sfsens(1),
+ ,(sfsens(2),
+ ,(sfsens(3),
+ ,(sfsens(4),
sfsrr)
sfsrr)
sfsrp)
sfsry)
sfrrr)
C +
c +
c +
c +
C +
c +
c 4-
c +
c +
c +
c +
c +
C +
C +
c
,(sfsens(5), sfrrp)
,(sfsens(6), sfrry)
,(sfsens(7), sfsax)
,(sfsens(8), sfsay)
,(sfsens(9), sfsaz)
,(sfsens(lO), sfalx)
(sfsens(ll)
(sfsens(12)
(sfsens(13)
(sfsens(14)
(sfsens(IS)
(sfsens(16)
(sfsens(17)
(sfsens(18)
c Function declarations
C
c
c
c
sfmly)
sfm2x)
sfm2y)
sfrax)
sfray)
sfstr)
sfstp)
sfsty)
integer'2 oswtch, lo
logical'2 iswtch, il, ils
loglcal'4 rtime
integer'4 cmgtor
Integer'4 iprep, mprep
Integer'4 setdac , getadc , thrust
Integer'4 mtspeed, mtstart, mtstop, mtrls, mtfeed
character'l schar
logical flag, reset, cmgclr,dbug
loglcal'4 Insw(8)
Integer c, rret
integer runs
integer reply, x, y, dampx, dampy, slewx, slewy
data Insw / 8".false. /
data dacO / 8"0.0 /
If(dbug)prlnt','Subroutlne rtloop: '
c
C
C
C
c
124
C
DELETE THIS CALL TO STRCHT IF THE USER DOES NOT WISH TO
USE THE MT8SO0 STRIP CHART RECORDER
call strcht
Iprep = mprep()
write(',')
write(',124)
format(' EXPERIMENT RUNNING.
I/,' WAIT FOR MENU')
reset = .true.
flag = .true.
refrgr=O.O0
refrgp=O. O0
refrgy=O.O0
CC
c
C
shtorr = 0.0
shtorp = 0.0
shtory = 0.0
c
c START STRIP CHART RECORDER - MT8500
c OPTIONAL CODE - _RIP CHARY NOT NECESSAR[
c _ DELETE LINES BETWEEN ASTERISKS IF STRIP CHART NOT DESIRED
Cmmemomoemmmomemoemmoooo_oJmmmmom_mlooeooo_O_moooooo_o_omomwmo
Im = mtspeed(strspd, trlm(spdunt)//char(O))
Im = mtsteurt(1)
COmmolooQoQQQIgIIgJlogDmgmooIImmlmlJ_lJJ_QJmmQooooomgo_ommmmleom
DO LOOP FOR REAL TIME EXECUTION
RUNS = DURATION/SAMPLE RATE AS SET IN MAIN MENU
C
c
C
c
C
910
12S
c
c
C
C
c
C
C
c
C
C
C
c
C
C
I0
C
C
c
c
c
C
C
C
c
c
do I l:l,runs
If(dbug)prlnt', '...................... call rtime'
'IF(RTIME(PERIOD, FLAG))' THEN TIMEOUT HAS OCCURRED
"RTIME" PERFORMS THE DISCRETE SAMPLE INTERVAL SYNCHRONIZATION
if (rtlme(perlod, flag)) then
wrlte(',12S)
for-_t(' Do you wish to continue ? (y/n) - ',\)
re_(','(a',err=910) scba_
If { schmr .eq. 'n' .or. schmr .eq. 'N' ) goto 10000
Ir = rtlme(perlod,.true.)
endlf
Acquire sensor data, remove bias, and scale.
GET _ DATA AND SCALE
SEE NASA TMB90S7, "DESCRIPTION OF THE SPACECRAFT CONTROL LABORATORY
EXPERIMENT (SCOLE) FACILITY" FOR INFORMATION ON THE SENSOR CHANNELS
SEE EQUIVALENCE AT THE TOP OF THIS _JBROUTINE FOR SCOLE VARIABLE
ASSOCIATION WITH "ADC"
BIAS IS DE'I_INED BY SUBROUTINE "SBIAS. FOR"
ig = getadc(O,17, adc)
do I0 kk = 1,18
adcs(kk) = (adcCkk) - blasCkk)) / sfsens(kk)
OPTIONAL - KALM_ FILTER-BASED SHUTTLE EULER ANGLE ESTIMATE
call attlt( reset )
THE CODE BETWEEN THE ASTERIKS IS AN EXAMPLE OF A SET OF CONTROL
LAWS INCORPORATING THE SWITCH BOX FOR OPERATOR INTERVENTION
USERS SHOULD PUT THEIR OWN CONTROL LAW OR ESTIMATION ALGORITHM HERE
cc
c
Determlne vlbratlon suppresslon commeunds only If slew is not activated
dmmpx = 0
dampy = 0
if( Iswtch(1) ) then
call damp( dampx,
x = dmmpx
y = dampy
endlf
dampy )
Determlne slew comms_nds only If vlbratlon suppreslon Is not activated
s lewx_O
slew_O
if( Iswtch(3) ) then
call slew( slewx,
x = slewx
y = slewy
endlf
If(Isw%ch(1) .and. Iswtch(3) ) then
If ( slewx+dampx .eq. O)then
x=O
else
x = Islgn(1, slewx + d_px )
endlf
If ( slewy+dampy .eq. O)then
y=O
else
y = Islgn(1, slew./ + dampy )
endlf
slewy )
endlf
if(Iswtch(8) )then
x=O
endlf
tx= X
ty=y
it = thrust(x,y)
USER SETS DACS TO ARRAY DAC VALUES
Is = setdac(O,6,dac)
DATA SENT TO STRIP CHART ( DELETE LINE IF NOT USING STRIP CHART)
USER SHOULD CO}_4ENT OUT THIS CALL TO STRCHT IF HE/SHE DOES
NOT WISH TO USE THE MT8500 STRIP CHART RECORDER
call strcht
DATA SAVED IN ARRAY FOR POST-EXPERIMENT PROCESSING
call stofll(l,stodat)
Cc
c
c
C
cccccccccccccccccccccccccccccccccccccc
c
COIIIOIII@IIIIIIIIIIII@IIIIIIIIIIIIIIIIIIIIIIIIIOIIIIIIeOIIIIIII
c
I contlnue
ccccccccccc END OF REAL TIME LOOP cccc
333 continue
10000 continue
USER HUST SHUT DOWN ACTUATORS FOR SAFETY REASONS
C
C
c
c
c
SHUTDOWN ACTUATORS!
Is = oswtch( I, 0 )
It = thrust( O, 0 )
Is = setdac(O,7,dacO]
Ic = cmgtor(O.,O.,O.]
shtorr = 0.0
shtorp = 0.0
shtory = 0.0
END STRIP CHART SESSION
(OPTIONAL - DELETE NEXT TWO LINES IF NOT USING STRIP CHART)
Im = mtstop()
Im = mtfeed()
return
end
=
SCOLE Makeft le
•SUFFIXES: .for .o
FSUBS = cpmenu, for posexp, for preexp, for rtloop, for
FMAIN = main. for
OSUBS = cpmenu, o posexp, o preexp, o rtloop, o
OMAIN = maln. o
INCVC=/HOLD/SCO[/./var ibs. coma
INCBC=/HOLD/SCOLE/b Ik.coma
LIBS = /I ib/l ibsco le. a /I ib/l Ibreal. a /I Ib/l ibmt8500, a /I ib/l ibmatx, a
exec = stole
SCOLE: $(OMAIN) $(OSUBS) $(LIBS)
Id maln. o $(OSUBS) -Iscole -Ireal -ImtS500 -Imatx -lunos o=$(exec)
delete -s "bak "ist
echo $(exec) re-created
•for. o :
f77 -IruJkp -z 240 $<
/sFs/pp $'. s>$'. m
aa -argi2s $'. m o=$'. j
reltocoff $'. J $'.0
delete -s $'.s r.m $'.J
echo $'. for compiled
$(OMAIN): $(FMAIN) $(INCVC) $(INCBC)
f77 -luJkmp -z 240 $'.for
/sMs/pp $'. s>$'. m
aa -argt2s $'. m o=$'. J
reltocoff r. J $'.o
delete -s _'.s _.m $'.J
echo $'. for compiled
$(OSUBS): $(INCVC) $(INCBC)
f77 -IruJkp -z 240 $'. for"
/sys/pp $'. s>$'. m
aa -argl2s $'. m o=$'. j
reltocoff $'.j $'.o
delete -s $'.s r.m $'.a
echo $'. for compiled
.IGNORE :
•SILENT :
.PRECIOUS: $(FMAIN) $(FSUBS) $(OSUBS) $(OMAIN)
q
SCOLE INCLUDE FILES
SECTION IV
/HOLD/SCOLE/var ibs, comm
The file /HOLD/SCOLE/varibs.comm is included in the majority of the SCOLE
library subroutines and should be included in user supplied subroutines.
The file contains the following common blocks and declarations.
cccccccccccccccccccccc $include file VARiBS. COMM cccccccccccccccc
c
C
C
C
C
implicit real (m)
common /varibs/ shurgr, shurgp, shurgy, refrgr, refrgp, refrgy,
+ shaccx, shaccy, shaccz, mlaccx, mlaccy, m2accx,
+ m2accy, refacx, refacy, shtorr, shtorp, shtory,
+ refwhx, refwhy, refwhz, mlwhx, mlwhy, m2whx,
+ m2why, tx, ty, phi, theta, psi,
+ p, q, r, fx, fy,
+ ctheta, stheta, cpsi, spsi, cphi, sphi,
+ bls
common /gains / dgain, dblx, dbly,
+ sgainr, sgainp, sgainy, dbphi,
+ clx, cly, clz
dbthe, dbpsi,
character'6 vdat,sdat,varib, cnum
character'20 unit,sunit,vunit
common /strdat/ sf(8),varib(42),unlt(42),cnum(42),fsr(8),sfmt,
+ istosel(IS),vdat(15),vunit(15),istrsel(8),sdat(8),sunit(8)
common /consts/ pi
common /time / period, ttime, runs
character'10 spdunt
common /mtSS00/ strspd, spdunt
common /chng_var/change(8)
logical change
cccccccccccccccccccccc END OF $lnclude file VARIBS. COMM ccccccccccc
A description of the elements of each common block follows.
COMMON VARIBS:
VARIABLE DESCRIPTION
shurgr
shurgp
shurgy
refrgr
refrgp
refrgy
shaccx
shaccy
shuttle rate gyro roll
shuttle rate gyr 0 pitch
shuttle rate gyro yaw
reflector rate gyro roll
reflector rate gyro pitch
reflector rate gyro yaw
shuttle acceleration x direction
shuttle acceleration y direction
shaccz
mlaccx
mlaccy
m2accx
m2accx
refacx
refacy
shtorr
shtorp
shtory
refwhx
refwhy
refwhz
mlwhx
mlwhy
m2whx
m2why
tx
ty
phi
theta
psi
P
q
r
fx
fy
ctheta
stheta
cpsl
spsi
cphi
sphi
bls
COMMON GAINS:
VARIABLE
dgaln
dblx
dbly
sgainr
sgainp
sgainy
dbphi
dbthe
dbpsl
clx
cly
clz
shuttle acceleration z direction
mast station I -upper- acceleration x direction
mast station I -upper- acceleration y direction
mast station 2 -lower- acceleration x direction
mast station 2 -lower- acceleration y direction
reflector acceleration x direction
reflector acceleration y direction
shuttle torque roll
shuttle torque pitch
shuttle torque yaw
reflector wheel x direction
reflector wheel y direction
reflector wheel z direction
mast station I -upper- wheel x direction
mast station 1 -upper- wheel y direction
mast station 2 -lower- wheel x direction
mast station 2 -lower- wheel y direction
thrust x direction
thrust y direction
bank angle
pitch angle
yaw angle
shuttle rotational velocity about x
shuttle rotational velocity about y
shuttle rotational velocity about z
thruster gains x direction
thruster gains y direction
cosine theta
sine theta
cosine psi
sine psi
cosine phi
sine phi
thruster least square coefficient
DESCRIPTION
thruster
thruster
thruster
thruster
thruster
thruster
thruster
thruster
damping routine gain controller
damping routine dead band level x velocity
damping routine dead band level y velocity
slew routine gain roll
slew routine gain pitch
slew routine gain yaw
slew routine roll dead band level
slew routine pitch dead band level
thruster slew routine yaw dead band level
collocated mast damper thruster slew routine gain roll
collocated mast damper thruster slew routine
gain pitch
collocated mast damper thruster slew routine gain yaw
COMMON STRDAT:
VARIABLE DESCRIPTION
sf, fsr
varlb
unit
cllllm
Istosel
vdat
vunlt
tstrsel
sdat
vdat
COMMON TIME:
VARIABt.E
scale factors on eight dac channels sent to MT5800
strip chart recorder
forty-two SCOLE supplied variables from which user
chooses fifteen to save to data file and eight to
record on the MTSSO0 strip chart recorder
forty-two Unlts cOrrespondihg tO the forty-two
SCOLE supplied variable choices above (varlb)
chnrnr_l.er Rtring nrrny con_1_t, lwR nf elemeni._ ['vr_m
'i i to '42'
array:fOr Indlces=of f|fteen elements chosen
from forty-two element varib array to be saved
in a data file
variable name (character) of fifteen varlb array
elements chosen to be saved In a data file
units of fifteen varlb array elements chosen to be
saved In a data file
array of indices of e|ght elements chosen from
forty-two element varlb array to be recorded on the
MT8500 strip chart recorder
variable name (character) of eight varib array
elements chosen to be recorded on the MT8500 strip
chart recorder =
units of eight varib array elements chosen to be
recorded on the MT8SO0 strip chart recorder
DESCRIPTION
period
ttlme
runs
COMMON MTB500:
VARIABLE
real time loop sampling period (sec)
real time loop duration (sec)
number of passes in real time loop (ttime/pertod)
DESCRIPTION
strspd
spdunt
MTSSO0 strip chart recorder speed
MTS500 strip chart recorder speed units
COMMON CHNGVAR: :
VARIABLE DESCRIPTION
change array to correlate variables sent to MT8500 strip
and aproprtate unlts
=_
/ltOLD/SCOLE/blk.comm
The file /HOLD/SCOLE/blk.comm Is Included in the SCOLE template main
program located on /ltb/SCOLE/TEMPLATE.
The file contains the following common blocks and declarations.
COMMON SCALE:
VARIABLE DESCRIPTION
sfsrr
sfsrp
sfsry
sfrrr
sfrrp
sfrry
sfsax
sfsay
sfsaz
sfmlx
sfmly
sfm2x
sfm2y
sfrax
sfray
sfstr
sfstp
_fsty
scale factor shuttle rate gyro roll
scale factor shuttle rate gyro pitch
scale factor shuttle rate gyro yaw
scale factor reflector rate gyro roll
scale factor reflector rate gyro pitch
scale factor reflector rate gyro yaw
scale factor shuttle acceleration ×
scale factor shuttle acceleration y
scale factor shuttle acceleration z
scale factor mast station 1 -upper- acceleration x
scale factor mast station 1 -upper- acceleration y
scale factor mast station 2 -lower- acceleration x
scale factor mast station 2 -lower- acceleration y
scale factor reflector acceleration x
scale factor reflector acceleration y
scale factor shuttle torque roll
scale factor shuttle torque pitch
scale factor _huttle torque yaw
The values of the above listed variables correspond to the eighteen
elements of array sfsens in blk.comm.
Scale factors have units of unity/engineering unit.
The units for the rate sensors are units/radlan/second.
The units for the accelerometers are units inch second^2.
COMMON CMGSET: (CMG software In process of being updated)
VARIABLE DESCRIPTION
rpml
rpm3
sfl
sf2
sf3
pd
tt
td
b2
cmg rpm - default set to 3000
cmg rpm - default set to 3000
scale factor cmg - default set to 10.
scale factor cmg - default set to 10.
scale factor cmg - default set to 10.
servo gain prop. - default set to 60.
servo gain lnteg - default set to .O00S
servo gain dertv - default set to 9000.
servo gain damp - default set to .992S
The values of array sfsens are set in data statement sfsens.
data sfsens / 7.860, 11.2361, 4.7080, .197S,
+ .00518, .00518, .00259,
+ 4"2.591e-3, 216.18e-4, 3el. /
1.1S, 1.16,
The forty-two character elements of array varib are defined In data
statement varib.
data varib /
shurEr',
shaccx',
m2accy',
refwhx',
m2why',
p',
ctheta',
bls' /
shurgp', 'shurgy', 'refrgr',
shaccy', 'shaccz', 'mlaccx',
refacx', 'refacy', 'shtorr',
refwhy', 'refwhz', 'mlwhx',
ix', 'ty', 'phi',
q', 'r', 'fx',
stheta', 'cpsl', 'spsi',
'refrgp', 'refrgy',
mlaccy', 'm2accx',
shtorp', 'shtory',
mlwhy', 'm2whx',
theta', 'psi',
fy',
cphl', 'sphl',
The forty-two character units of array unit are defined in data statement
unit.
data unit /
+ 6*'rad/s',9"'In/s''2',lO*'ft-lbs',2"'Ibs',
+ 3O'rad',3"rad/s',2,'N',6,'unlts','unlts'/
The forty-two character elements of array cnum are defined in data statement
cnum.
data cnum /'1' '2' '3' '4' '5' '6' '7' '8' '9' '10'
+ '11','12','13','14','1S','16','17','18','19','20',
+ '21' '22','23' '24' '25' '26' '27' '28' '29' '30'I P P P P P
+ '31','32','33' '34' '35' '36' '37' '38' '39' '40' '41'
I p _ I _ P P t ,'42'/
SCOLE LIBRARY FILES
SECTION V
SUBROUTINE ATTIT
CALL: call attlt(reset)
logical reset
Kinematic observer used to determine the roll and pitch attitude
of the shuttle from the shuttle accelerometers and rate sensor.
Reset is input as true for the first call to attit.
SUBROUT INE CHAN
CALL: call chart
User prompted for number of channels to be printed on the MT8500
strip chart recorder (1-8 channels).
SUBROUTINE CMGMEN
(CMG software in process of being updated)
CALL: call cmgmen
User presented a cmg set-up menu as follows:
CMG SETUP MENU
1. INPUT RPM
2. TAKE ADC TARE
3. TEST STEERING LAW CONTROL
4. TEST GIMBAL COMMAND CONTROL
S. CHANGE SERVO GAINS
8. CHANGE INPUT SCALE FACTOR
7 CHECK C_n SENSOR OUTPUTS
8. RETURN TO PREVIOUS MENU [DEFAULT]
Option i:
Opt ion 2:
Option 3:
Option 4:
Option S:
Option 8:
Option 7:
sets rpml, rpm3
sets array adct(12)
calls subroutine cmgtst
calls subroutine gtmbal
sets pk, tl, td, b2
sets sfl, sf2, sf3
calls subroutine sensor
SUBROUTINE CMGTOR
(CMG software in process of being updated)
CALL: lmg = cmgtor(xcmd, ycmd, zcmd)
FORTRAN callable C routine
Integer'4 cmgtor, Img
Three axis shuttle torque commands (x, y, z) sent to cmg controller.
SUBROUTINECMGTST
(CMGsoftware in process of being updated)
CALL: call cmstst
Cmgs tested.
CALL: call colint
SUBROUTINE COLINT
User presented the following menu to accept the gain and dead-band levels
for the thruster slew routine as shown in the documentation for the real
time loop - rtloop.
I "" COLOCATED MAST DAMPER MENU +" I
I I) SET THE GAIN FOR ROLL
I 2) SET THE GAIN FOR PITCH
I 3) SET THE GAIN FOR YAW
I 4) RETURN TO MAIN MENU [DEFAULT]
I, clx
I, cly
I, clz
I
Values of clx, cly, clz passed in common block gains in include file
IHOLDISCOlXJvarlbs.comm.
SUBROUTINE CSCALE
CALL: call cscale
User prompted for scale factors by which to scale data being sent to
the MT8500 strip chart recorder.
SUBROUTINE DAMINT
CALL: CALLED FROM SUBROUTINE CPMENU (call damlnt)
User presented following menu to accept gain and dead band levels for
thruster damping routine.
Variables dgain, dblx, dbly, set and passed in common block gains In-
include file /HOLD/SCOi2_Jvaribs.comm
I "" THRUSTER DAMPING MENU "" I
I i) SET THE GAIN FOR THE CONTROLLER I, dgain
1 2) SET DEAD BAND LEVEL OF X-VELOCITY I, dblx
1 3) SET DEAD BAND LEVEL OF Y-VELOCITY I, dbly
I 4) RETURN TO MAIN MENU [DEFAULT] I
I
SUBROUTINE DITIME
CALL: call ditlme(perlod, ttime)
period: sample period - set in subroutine ditlme
ttime : run duration - set in subroutine ditlme
User inputs test duration time Cttlme) and sample period (period).
SUBROUT INE ERTRAP
CALL: call ertrap(ercode,ertype,mode)
ercode - passed in value of los in unsuccessful file open
(ie. open(..,iostat=ios,..))
ertype - passed in as 1 to execute subroutine code
passed in as 0 to abort program
mode - passed in as 0 to continue program
passed in as 1 to abort program
Subroutine called after a file open as follow_:
call ertrap(ios, l,O).
SUBROUT liCE GETAC
CALL: CALLED FROM SUBROUTINE LSQANG (call getac(ax, ay, az))
Subroutine gets data from accelerometers.
ax set based on adc6
ay set based on adc7
az set based on adc8
SUBROUTINE GETTOR
CALL: call gettor
Shuttle torque commands gotten from joystick.
SUBROUTINE GIMBAL
(CMG software in process of being updated)
CALL: call glmbal(test)
logical test
Four torque commands sent to gimbals.
If switch2is set on the switch box the subroutine code is not executed.
SUBROUTINEISELEK[MAXP, MODE, IANS, NANS, LHNO, IDEF)
CALL: call Iselek(maxp, mode, fans, nans, lhno, idef)
maxp, mode, fans, lhno and Idef are integers
nans should be declared character'l in the calling subroutine
The user chooses a menu selection line based on the mode chosen.
The following modes are available.
MODE DESCRIPTION
1 1-maxp, H, M, Q or"
2 1-maxp, H, Q or"
3 1-maxp, H, M or"
4 1-maxp, H or "
5 1-maxp, Q or "
6 1-maxp, H, M, Q
7 l-maxp, H, Q
8 1-maxp, H, M
9 l-maxp, H
I0 1-maxp, Q
I1 1-maxp, M
12 1-ma.xp
13 Y or N
14 [Y] or N
15 [Y] or [N]
16 H, Y or N
17 H, [Y] or N
18 H, Y or [N]
19 [MORE] enter <cr> to continue ...
20 Enter <cr> to continue ...
Where,
maxp = maximum range of selection.
[xx] = default value enclosed in brackets.
H = display help message; returns 'M' in nans and 0 in ians.
M = returns'M' in nans.
Q = gives user option to abort program; if not confirmed
an 'M' will be return in nans and 0 in lans.
" = return 'A' in nans and 0 in lans.
<cr> = return 'C' in hans and 0 in ians.
IANS passed out of Iselek equal to zero if user inputs invalid selec£_on
number entered else equal to valid selection number input.
NANS passed out of Iselek as follows:
C
Y
N
D
M
A
modes 19, 20
modes 14, 17; all yes choices with modes 13, 16, 18
modes IS, 18; all no choices with modes 13, 16, 17
choices I - maxp
choices H, M, Q
choice "
If nans equals M the user should direct program flow back to the menuin
question. (ie., if(nans.eq.'M')go to xxx).
IDEF is input equal to MAXP.
LHNOis input with modesincorporatinE the H option for on-line
help as follows:
0 user does not know what standard SCOLE subroutines
are documented on-line; menu presented subroutines
for which on-llne help is available
I user knows which subroutine for which help is
desired; user inputs name in argument hlpfll
2 user desires help for a routine that is not
one of the SCOLE standard routines; a help file
for the subroutine is located on the SCOLE working
directory; user inputs file name prefix in argument
hlpfil (file extension is ".doc").
In the callin E subroutine. LHNO should be set to I or 2 and hlpfll should be
declared character'20 and be set to the name of the calling subroutine, if
lhno is 2 then the user must have created a help file on the Current working
directory with prefix equal to the subroutine name and suffix '.doc'.
The common block info in subroutine Iselek and lheip passes parameters
procse and hlpfil.
SUBROUT IME LBMENU
CALL: CALLED FROM SUBROUTINE STMENU (call Ibmenu)
USERS SHOULD NOT NEED TO CALL THIS SUBROUTINE
User presented a menu as follows with options to choose the MT8500 strip
chart recorder labels.
I "" CHOOSE LABELS "" I
I I) USE PROGRAM VARIABLE NAMES AS DESCRIPTORS. {
I 2) USE FULL DESCRIPTION OF PROGRAM VARIABLES. I
I 3) CHOOS_E FILE TO USE FOR LAB_ DATA. {
I 4) CREATE cUSTOM-LABELS FILE. I
I 5) RETURN TO PREVIOUS MENU. (DEFAULT) l
SUBROUTINE I_HELP(HLPFIL, LHNO)
CALL: call lhelp(hlpfll,lhno)
This subroutine will allow the user to obtain on-line help for
the standard SCOLE subroutines and/or user supplied subroutines.
LHNOIs integer input as follows:
user does not knowwhat standard SCOLEsubroutines
are documentedon-line; menupresented of help
available for subroutines
user knows which subroutine for which help is
desired; user inputs namein argument hlpfil
user desires help for a routine that is not
one of the SCOLEstandard routines; a help file
for the subroutine is located on the SCOLEworking
directory; user inputs file nameprefix in argument
hlpfil (file extension is ".doc").
Hlpfll must be declared character'20 in the calling subroutine and set to the
nameof the subroutine for which help is desired if lhno is set to I and set
to the prefix of the nameof the help file if lhno is set to 2.
The common block Info as found in subroutines Iselek and lhelp passes
parameters procse and hlpfil.
common linfol procse, hlpfil
This subroutine is called from subroutine iselek when modes includinE the H
menu option are chosen.
Users can include a call to lhelp from a menu if Iselek is not used.
SUBROUT INE LSQANG
CALL: call Isqang(ctheta, stheta, cpsi,spsi,cphi,sphi)
Subroutine determines least square angle estimation.
ArEuments set in subroutine isqang as follows
ctheta - cosine theta
stheta - sine theta
cpsi - cosine psi
spsi - sine psi
cphi - cosine phi
sphi - sine phi.
SUROUT INE READF
CALL: call readf
SCOLE formatted direct access files galns, dat and select.set, copied onto
the user's account from /Iib/SCOLE/TEMPLATE, are read.
The section of the code that reads the files follows.
Cc Read
C
25
26
27
39
C
c Read
C
+
28
2000
29
301
3O
304
C
31
32
321
from "gains.dat"
open(5,err=9996, iostat=ios,form='formatted',access='direct',
recl=80,file='gains.dat',status='old ' )
if(dbug)print','Subroutlne readf -file galns.dat opened'
read(5,25,rec=2)dgain, dblx, dbly
format(3(el2.5,1x))
read(S,26,rec=l)ttime,period
format(2(e12.5,1x))
read(S,27,rec=3)sgaln/',sgainp, sgainy, dbphi,dbthe,dbpsi
format(6(el2.5,1x))
read(S,39,rec=4)clx, cly, clz
format(3(el2.S, Ix))
close(5)
from "select.set"
open(6,err=9996,1ostat=ios,form='formatted',access='direct'
recl=ll2,file='select.set',status='old')
read(S,28,rec=l)(fsr(i),i=l,4)
read(S,28,rec=2)(fsr(i),i=5,8)
format(4(e12. S, lx))
read(S,2OOO,rec=3)strspd, spdunt
format(flO. 2,1x, alO)
read(6,29,rec=4)(istosel(i),i=l,I5)
format(IS(i3,1x))
read(6,30,rec=5)(vdat(i),i=l,15)
format (3(a201 ix) )
format(IS(aS, Ix))
read(6,3Ol,rec=S)(vunlt(i),i=l,3)
read(6,3Ol,rec=7)
read(6,3Ol,rec=8)
read(6,3Ol,rec=9)
read(S,3Ol,rec=lO
read(6,31,rec=11)
read(6,32,rec:12)
read(6,301,rec=13
read(6,301,rec=14
read(S,304, rec=I5
format(2(a20, Ix))
close(G)
(vunitCi),l=4,S)
(vunitCi),i=7,9)
(vunitCi),i=10,12)
)(vunit(i),i=13,15)
(istrsel(1),l=l,8)
(sdat(1),l=l,8)
)(sunlt(1),l=l,3)
)(sunlt(1),l=4,6)
)(sunlt(i),l=7,8)
format(8(13,1x))
format(8(aS, lx))
format(8(a20, lx))
To alter values in these files, files should
read and written with the indicated formats.
be opened as shown and records
i
!
i
J
V_I_ USE S_ IN S_RO_INE COMMON BLOCK IN
/HOLD/SCOLE/VARI BS. COMM
dga in
dblx
dbly
tt ime
period
sgainr
sgainp
sgainy
dbphi
dbthe
dbps i
clx
cly
clz
fsr
strspd
spdunt
Istosel
vdat
vunit
Istrsel
sdat
sunlt
control ler gain
dead band level x
velocity
dead band level y
velocity
run duration
sample period
gain roll thruster
slew
gain pltch thruster
slew
gain yaw thruster slwlnt
slew
roll dead band level slwint
thruster slew
pitch dead band level slwint
thruster slew
yaw dead band level slwlnt
thruster slew
gain roll colocated
mast damper
gain pitch colocated
mast damper
gain yaw colocated
mast damper
MT8500 scale factors
MT8500 speed
MT8500 speed units
array of indices of
15 variables of 42
SCOLE variables to be
saved to a data file
array of 15 variable
names selected to be
saved to data file
array of iS variable
units selected to be
saved to data file
array of indices of
8 variables of 42
SCOLE variables to be
sent to the MTS500
array of 8 variable
names selected to be
sent to the MT8500
array of 8 variable
units selected to be
sent to the MTS500
damlnt, for
dami nt. for
daml nt. for
dltime.for
ditime.for
slwint.for
slwint.for
for
for
for
for
colint for
colint for
colint for
cscale.for
spdset.for
spdset.for
stoset.for
stoset.for
stoset.for
strset.for
strset.for
strset.for
gains
gains
gains
parameter
parameter
gains
gains
gains
gains
gains
gains
gains
gains
gains
strdat
strdat
strdat
strdat
strdat
strdat
strdat
strdat
strdat
SUBROUTINESBIAS
CALL: call sblas(tau)
tau - sample period for 20 second averaging
Subroutine determines sensor bias by averaging over 20 seconds.
Bias values passed in array bias in common store and written to
file calibration, dat. Bias(1) bias for adc(1), bias(2) bias for
adc(2), etc.
SUBROUTINE SLWINT
CALL: CALLED FROM SUBROUTINE CPMENU (call slwlnt)
User presented the following menu to set the gain and dead-band levels
for the thruster slew routine.
I "" THRUSTER SLEW MENU "" I
I) SET THE GAIN FOR ROLL
2) SET THE GAIN FOR PITCH
3) SET THE GAIN FOR YAW
4) SET ROLL DEAD BAND LEVEL
5) SET PITCH DEAD BAND LEVEL
6) SET YAW DEAD BAND LEVEL
7) RETURN TO MAIN MENU [DEFAULT]
1, s&raln_r"
I, s_valnp
I, sg_alny
I, dbphl
I, dbthe
I, dbpsl
I
Variables passed in common gains in include file /HOLD/SCOLE/varibs. comm
=
SUBROUTINE SPDSET
CALL: call spdset
User given option to change MTg500 strip chart recorder speed.
_SUBROUTINE STOFIL
CALL: call stofll(n, stodat)
n - pass number in real time loop
stodat - array of data points to be stored; dimensioned
15 by runs where 15 is the number of variables
to be saved and runs is the number of passes
in the real time loop calculated to be duratlon/period.
Subroutine called In real time loop for data point storage.
SUBROUTINE STOSET
CALL: call stoset
User selects program variables (15) to be output to data flle
from the 42 SCOLE variables saved In common block varlbs In
include /HOLD/SCOLE/varlbs.comm
common /varibs/ shurgr, shurgp, shurgy, refrgr, refrgp, refrgy,
+ shaccx, shaccy, shaccz, mlaccx, mlaccy, m2accx,
+ m2accy, refacx, refacy, shtorr, shtorp, shtory,
+ refwhx, refwhy, refwhz, mlwhx, mlwhy, m2whx,
+ m2why, tx, ty, phi, theta, psi,
+ p, q, r, fx, fy,
+ ctheta, stheta, cpsl, spsf. cphi, sphi,
+ bls
SUBROUTINE STRCHT
CALL: call strcht
The values of the eight SCOLE variables selected in subroutine strset sent
to the MT8500 strip chart recorder. These values are scaled by the scale
factors set in subroutine cscale before being sent to the strip chart
recorder. Subroutine called in a real time loop.
SUBROUTINE STRSET
CALL: call strset
User selects program variables (8) to be output to the MTS500 strip chart
recorder from the 42 SCOLE variables saved in common block varlbs in
Include /HOLDISCOLFJvarlbs.comm.
common /varibs/ shurgr, shurgp, shut.F, refrgr, refrgp, refrgy,
+ shaccx, shaccy, shaccz, mlaccx, mlaccy, m2accx,
+ m2accy, refacx, refacy, shtorr, shtorp, shtory,
+ refwhx, refwhy, refwhz, mlwhx, mlwhy, m2whx,
+ m2why, tx, ty, phi, theta, psi, -
+ p, q, r, fx, fy,
+ ctheta, stheta, cpsi, spsi, cphi, sphi,
+ bls
SUBROUTINE TSCOLE
CALL: call tscole(nm, nd, ny)
The current date is output in InteEer form: month -nm, day -nd, and
year - ny.
SUBROUTINEUWRITE
CALL: call uwrite(nsamp, tau, stodat)
nsamp - number of samples, precalculated to be duration / period
tau - sample period
stodat - array of data points stored
User presented the following menu of options to save run data to a file
after experiment complete.
OI_O0_OOI_00DtQOelOmOOOQOeOeiII_ImOOmOem
DATA OUTPUT MENU
OOOIOOIOIIIIIIQOQOIQIIQQ!IIIIIIImmOOmle_
I. CRDS DATA FILE FOR ANALYSIS
2. MATRIX-X DATA FILE
3. MATLAB DATA FILE
i
i:
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HT8500 STRIP CtlART RECORDER LIBRARY ROUTINES CALLED BY USERS
SECT ION VI
SUBROUT I NE MTCHAN
NAME: mtchan(nchan)
DESCRIPTION: This subroutine sets the number of channels to be
printed from the MTSSO0.
CALL:
FORTRAN:
C
Integer'4 mtchan, kepone
Integer nchan
kepone = mtchan(6)
integer nchan;
mtchan(nchan);
INPUT ARGUMENTS:
nchan integer I-8 = number of channels to be printed.
OUTPUT ARGUMENTS:
return: I = successful call
0 = unsuccessful call
REQUIRES:
Nothing
LIBRARY: /llb/libmtBSOO. a
SUBROUTINE MTDATE
NAME: mtdate(}
DESCR I I"l" I ON: Thls subroutine sets the tlme and date on the H'l'8_O0
chart recorder.
(Thls subroutine Is not normally called by applications -
date Is automatically set by other routines.)
CALL: FORTRAN:
C
Integer'4 mtdate, im
im = mtdate()
mtdate();
INPUT ARGUMENTS:
None
OUTPUT ARGUMENTS:
return: 1 = successful call
0 = unsuccessful call
REQUIRES:
Noth| ng
USES:
cvt ime
L IBRARY:
/I Ib/11bmt8500. a
SUBROUTINE MTFEED
NAME: mtfeed()
DESCRIPTION: This subroutine advances the paper in the MTSUO0 chart
recorder to the next top-of-form mark (form feed).
CALL:
FORTRAN:
C
Integer'4 mtfeed, J
J=mtfeed(]
mtfeed();
INPUT ARGUMENTS:
None
OUTPUT ARGUMENTS:
return : I (no check for a successful call)
REQUIRES:
Nothing
LIBRARY: /llb/llbmtSSOO. a
NAME: mtfile(' fname' )
SUBROUTINE MTFILE
DESCRIPTION: This subroutine sets the channel labels on the MT8SO0
chart recorder according to the filename supplied in fname.
CALL:
FORTRAN:
C
integer'4 mtfile, igor
character'(') fname
Igor = mtfile("llabel.doc")
char[] fname;
mtflle (fname);
INPUT ARGUMENTS:
fname string pointing to sequential data file of labels
OUTPUTARGUMENTS:
return: 1 = successful call
0 = unsuccessful call
REQUI RES:
All labels must end in a <CR>, be written sequentially,
and be < I00 characters in length.
LIBRARY: /lib/libmtSS00.a
SUBROUTINE MTINIT
NAME: mtinit(nchan)
DESCRIPTION: This subroutine initializes the MTSS00 chart recorder for
use from its "Ready" state. Communication lines are
opened between the chart recorder and the CRDS on /dev/tty4.
The MTSS00 is initialized to the "Realtime" state and
passed the number of cham_nels to be printed. Finally, date
and time are passed to the recorder via the mtdate subroutine.
This subroutine is NOT called by user programs!
CALL:
FORTRAN:
C
INPUT ARGUMENTS:
Integer'4 mtinit, i
Integer nchan
i=mtinit(nchan)
int nchan;
mtinit(nchan);
nchan {integer 1-8} = number of channels to be printed.
O_PUT _GUMENTS:
ret_n:
_QUI_S:
1 = successful call
0 = unsuccessful call
LIBRARY:
Nothing
/lib/libmt8500. a
SUBROUTINEMTRAY
NAME: mtray(a_name)
DESCRIPTION:This subroutine sets the eight channel labels on the sMT8500
chart recorder according to the array of labels in a_name.
CALL:
FORTRAN:
integer'4 mtray, lupe
dimension a_name(8)
character a_name'lO0
lupe = mtray(a_name)
INPUTARGUMENTS:
a_name= array of 0 to 8 label strings
OUTPUTARGUMENTS:
return: I = successful call
0 = unsuccessful call
REQUI KES:
Each label string must end with a "0" mnd be < 100
characters in length.
LIBRARY: /llb/libmt8SOO. a
SUBROUTINE MTRLS
NAME: mtrls()
DESCRIPTION: This subroutine releases the MTSSO0 chart recorder
from the real-time mode and leaves it in a ready state.
CALL:
FORTRAN:
C
Integer'4 mtrls, 1
1 = mtrls()
1 : mtrls();
INPUT ARGUMENTS:
None
OUTPUT ARGUMENTS:
return value: 1 = successful call
0 = unsuccessful call
REQUIRES:
LIBRARY:
Nothing
/lib/llbmt8500.a
SUBROUTINE MTSTOP
NAME: mtstop()
DESCRIPTION: Stop w_veform printing from the MTS500 chart recorder.
CALL:
FORTRAN:
C
INPUT ARGUMENTS:
None
integer'4 mtstop,
Jove = mtstop()
i = mtstop();
Jove
OUTPUT ARGUMENTS:
return value: I : successful call
0 = unsuccessful call
REQUIRES:
Nothing
LIBRARY: /lib/libmtSSOO.a
MATH LIBRARY ROUTINES
SECTION VII
SUBROUT I NE ADD
NAME: ADD(}
DESCRIPTION: This subroutine performs matrix addition of input matrices [A]
and [B]; sum matrix output in [C].
CALL: call add(a, na, b, nb, c,nc,m,n)
INPUT ARGUMENTS:
A,B
NA, NB
M
N
matrices packed by columns in one dimensional arrays
dimension vectors of [A] and [B] respectively
NA(|)=NB(1)=numbem of rows of [A] and [B]
NA(2)=NB(2)=number of columns of [A] and [B]
number of rows of [A] and [B]
number of columns of [A] and [B]
OUTPUT ARGUMENTS:
C
NC
[C]=[A]+[B]; sum matrix packed by columns in one
dlmenslonal array
dimension vector of [C]
NC(1)=NA(1)=NB(1)=M
NC(2)=NA(Z)=NB(Z)=N
REQU IRES:
NA(1)=NB(1)=NC(1)=M
NA(2)=NB(R)=NC(R)=N
L IBRARY:
/ilb/iibmatx.a
SUBROUTINE DISCRT
NAME: DISCRT()
DESCRIPTION: This subroutine computes exp(a'tau) and its integral using the
series expansion definition for up to nterms.
CALL:
INPUT ARGUMENTS:
A
NA
call discrt(a, na, phl,nphl,gam, ngam, n, tau, nterms)
N
NTERHS
matrix packed by columns in one dimensional array
dimension vector Of [A]
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows and columns of [A]
number of terms to expand
OUTPUT ARGUMENTS:
PHI matrix packed by columns in one dimensional array
at
[PHI]=e
678
REQUIRES:
L I BRARY:
CAM
NPHI,
NGAM
matrix packed by columns in one dimensional array
as
[CAM]=integral e ds from 0 to tau
dimension vectors [PHI] end [GAM] respectlvelM
NPHI(1)=NGAM(1)=NA(1)=N
NPHI(2)=NCAM(2)=NA(2)=N
NPHI(1)=NGAM(1)=NA(1)=N
NPHI(2)=NGAM(2)=NA(2)=N
/llb/libmatx. a
FUNCTION DOT
NAME: DOT()
DESCRIPTION: This function calculates the dot product of two vectors,
a and b.
CALL: caldot = dot (a,b,n)
INPUT ARGUMENTS:
A,B
N
OUTPUT ARGUMENTS:
DOT
REQU IRES:
LIBRARY:
column vectors
dimension of vector [A]
dot product of input vectors
Nothing
/llb/libmatx. a
SUBROUTINE EQUATE
NAME: EQUATE()
DESCRIPTION: This subroutine equates two matrices; [B]=[A].
CALL: call equate(a, na, b, nb, m,n)
INPUT ARGUMENTS:
A
NA
M
N
matrix packed by columns in one dimensional array
dimension vector of [A]
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows of [A]
number of columns of [A]
OUTPUT ARGUMENTS:
B [B]=[A]; equivalent matrix packed by columns in one
679
REQU IRES:
LIBRARY:
NB
dimensional array
dimension vector of [B]
NB(1):M
NB(2)=N
NA(1):NB(1)=M
NA(2)=NB(2)=N
/llb/llbmatx. a
FUNCTION FMAG
NAME: FMAG ( )
DESCRIPTION: This function finds the magnitude of a vector A.
CALL: calmag = fmag(a,n)
INPUT ARUGME.NTS:
A column vector
N dimension of vector A
OUTPUT ARUGMENTS:
fmag magnitude of vector A
REQUIRES:
Nothing
LIBRARY: /llb/llbmatx. a
SUBROUTINE IDENT
NAME: IDENT()
DESCRIPTION: This subroutine creates an identity matrix; [A]=[I].
CALL: call Ident(a, na, n)
INPUT ARGUMENTS:
A
NA
N
OUTPUT ARGUMENTS:
A
matrix packed by columns In one dimensional array
dimension vector of [A]
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows and columns of [A]
[A]=[I]; identity matrix packed by columns In one
dimensional array
REQUIRES:
NA(1)=NA(2)=N
call to NULL
LIBRARY: /lib/llbmatx. a
SUBROUTINE MULT
NAME: MULT()
DESCRIPTION: Th1_ _ubrout|nn por'for'mm mRtr'Ix multlpllcntlon of Inpul.
matrices [A] and [B]; product matrix output in [C].
CALL: call mult(a, na, b, nb, c,nc, l,m,n)
INPUT ARGUMENTS:
A,B
NA, NB
L
H
N
matrices packed by columns in one dimensional arrays
dimension vectors of [A] and [B] respectively
NA(1)=number of rows of [A]
NA{2)=number of columns of [A]
NB(1)=number of rows of [B]
NB(Z)=number of columns of [B]
number of rows of [A] and [C]
number of columns of [A] and rows of [B]
number of columns of [B] and [C]
OUTPUT ARGUMENTS:
C
NC
[C]ffi[A]'[B]; product matrix packed by columns in
one dimensional array
dimension vector of [C]
NC(1)=NA(1)=L
NC(Z)=NB(2)=N
REQU IRES:
NA(1)=NC(1)=L
NA(2)=NB(1)=H
NB(2)=NC(2)=N
LIBRARY: /llb/libmatx.a
SUBROUT I NE HULT3
NAHE: HULT3()
DESCRIPTION: This subroutine performs matrix multiplication of input
matrices [A],[B], and [C]; product matrix output in [D].
CALL: call mult3(a,b,c,d, ar, ac,bc,cc)
INPUT ARGUMENTS:
A,B,C
AR
AC
BC
CC
matrices packed by columns in one dimensional arrays
number of rows of [A] and [D]
number of columns of [A] and rows of [B]
number of columns of [B] and rows of [C]
number of columns of [C] and [D]
OUTPUT ARGUMENTS:
D [D]=[A]'[B]'[C]; product matrix packed by columns in
one dimensional array
REQU IRES:
Nothing
LIBRARY: /llb/libmatx. a
sunnoUTl NE NEG
NAME: NEG()
DESCRIPTION: This subroutine renders the negative of a matrix ; [B]=-I.O'[A].
CALL: call neg(a, na, b, nb, m, n)
INPUT ARGUMENTS:
A
NA
M
N
matrix packed by columns in one dimensional array
dimension vector of [A]
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows of [A]
number of columns of [A]
OUTPUT ARGUMENTS:
B
NB
[B]=-I.0"[A]; scaled matrix packed by columns in one
dimenslonal array
dimension vector of [B]
NB(1)=M
NB(2)=N
REQUIRES:
NA(1)=NB(1)=M
NA(Z)=NB(2)=N
LIBRARY: /llb/libmatx. a
NAME: NULL ()
SUBROUTINE NULL
DESCRIPTION: This subroutine nulls a matrix; [A]=[O].
CALL: call nul 1 (a, na, n, m)
INPUT ARGUMENTS:
A
NA
N
M
matrix packed by columns in one dimensional array
dimension vector of [A]
NA(1)=number of rows of [A]
NA{2)=number of columns of [A]
number of rows of [A]
number of columns of [A]
OUTPUT ARGUMENTS:
A [A]=[O]; null matrix packed by columns in one
dimensional array
REQU IRES:
NA(1)=N
NA(2}=M
LIBRARY: /lib/llbmatx. a
SUBROUT I NE PRNT
NAME: PRNT( )
DESCRIPTION: This subroutine prints a matrix for output to a printer;
132 columns are used; matrix is printed 1 row by 9 columns.
CALL: call prnt(a, na, nrow, mcol,name)
INPUT ARGUMENTS:
A
NA
NROW
MCOL
NAME
matrix packed by columns in one dimensional array
dimension vector of [A]
NA(l}=number of rows of [A]
NA(2)=number of columns of [A]
number of rows of [A]
number of columns of [A]
descriptor of matrix to be printed; may be passed as
a string or as a variable declared as a character
OUTPUT ARGUMENTS:
NONE
REQU IRES:
NA(1}=NROW
NA(2}=I_OL
LIBRARY: /lib/libmatx. a
SUBROUT I NE PIRNT1
NAME: PRNTI()
DESCRIPTION: This subroutine prints a matrix for output to a terminal.
CALL: call prnt 1 (a, na, n, m, name)
INPUT ARGUMENTS:
A
NA
N
matrix packed by columns in one dimensional array
dimension vector of [A]
NA{1}=number of rows of [A]
NA(2}=number of columns of [A]
number of rows of [A]
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NAME
number of columns of [A]
descriptor of matrlx to be printed; may be passed as
a string or as a variable declared as a character
OUTPUT ARGUMENTS:
NONE
REQUI IRES:
NA(1)=N
NA(2)fM
LIBRARY: /llb/llbmatx. a
SUBROUTI NE PRNTF
NAME: PRNTF()
DESCRIPTION: This subroutine prints a matrix to a file.
CALL: call prntf{a, na, nrow, mcol,name)
INPUT ARGUMENTS:
A
NA
NROW
HCOL
NAME
OUTPUT ARGUMENTS:
NONE
matrix packed by columns in one dimensional array
dimenslon vector of [A]
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows of [A]
number of columns of [A]
descriptor of matrix to be printed; may be passed as
a string or as a variable declared as a character
REQU IRES:
NA(1)=NROW
NA(2)=I_OL
Output file must be opened and closed in calling program; unit
number 6 is used.
L I BRARY: /llb/llbmatx. a
SUBROUT INE SCALE
=
NAME: SCALE( )
DESCRIPTION: This subroutine scales a matrix by a scalar; [B]=c[A].
CALL: call scale(a, na, b, nb, m,n,c)
INPUT ARGUMENTS:
A matrix packed by columns in one dimensional array
NA dimension vector of [A]
MN
C
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows of [A]
number of columns of [A]
scale factor passed by value or as variable
OUTPUT ARGUMENTS:
B
NB
[B]=c[A]; scaled matrix packed by columns in one
dimensional array
dimension vector of [B]
NB(1)=M
NB(2)=N
REQUIRES:
NA(1)=NB(1)=M
NA(2)=NB(2)=N
LI _BRARY: /llb/llbmatx. a
SUBROUT INE SUBTRACT
NAME: SUBTRACT( )
DESCRIPTION: This subroutine performs matrix subtraction of input
matrices [A] and [B]; difference matrix output in [C].
CALL: call subtract(a, na, b, nb, c,nc,m,n)
INPUT ARGUMENTS:
A,B
NA, NB
M
N
matrices packed by columns in one dimensional arrays
dimension vectors of [A] and [B] respectively
NA(1)=NB(1)=number of rows of [A] and [B]
NA(2)=NB(2)=number of columns of [A] and [B]
number of rows of [A] and [B]
number of columns of [A] and [B]
OUTPUT ARGUMENTS:
C
NC
[C]=[A]-[B]; difference matrix packed by columns in
one dlmenslonal array
dimension vector of [C]
NC(1)=NA(1)=NB(1)=M
NC(2)=NA(2)=NB(2)=N
REQUIRES:
NA{I)=NB(1)=NC(1)=M
NA(2)=NB(2)=NC(2)=N
LIBRARY: /llb/llbmatx. a
FUNCTIONTRACE
NAME: TRACE( )
DESCRIPTION: This function finds the trace of a matrix.
CALL: t = trace(a, na, n)
INPUT ARGUMENTS:
A
NA
N
matrix packed by columns in one dimensional array
dimension vector of [A]
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows and columns of [A]
OUTPUT ARGUMENTS:
TRACE trace of the input matrix
REQUIREs:
NA(1)=NA(2):N
LIBRARY: /lib/libmatx. a
SUBROUTINE TRANP
NAME: TRANP()
T
DESCRIPTION: This subroutine takes the transpose of a matrix; [B]=[A]
CALL: .... cal I tranp(a, na, b, rib, m, n)
INPUT ARGUMENTS:
A
NA
M
N
matrix packed by columns in one dimensional array
dimension vector of [A]
NA(1)=number of rows of [A]
NA(2)=number of columns of [A]
number of rows of [A]
number of columns of [A]
OUTPUT ARGUMENTS:
B
NB
REQU IRES:
T
[B}=IA]; £ransp0sed matrix packed by columns in one
dimensional array
dimension vector of [B]
NB(1)=N
NB(2)=M
NA(1)=NB(2)=M
NA(2)=NB( I)=N
call to EQUATE
LIBRARY: /Iib/libmatx. a
SECTION VIII
APPENDIX
APPENDIX A
SCOLE INSTRUMENT CABINET PATCHING
CABINET1 CABINET2 CABINET3
CMG 3:
T-Motor 2B-not connected
T-Motor 27-not connected
Tach 28
Tach 29
IResi 30
Resl 31
Res3 32
Res3 33
-> neff 25 ->
-> neff 26 ->
-> neff 27 ->
-> neff 28 ->
-> neff 29 ->
-> neff 30 ->
neff 31-not connected
neff 32-not connected
CMG 1:
T-Motor 34-not connected
T-Motor 3S-not connected
Tach 36 ->
Tach 37 ->
Resl 38 ->
Resl 39 ->
Res3 40 ->
Res3 41 ->
ACCELEROMETERS:
1 (shaccx) ->
2 (shaccy) ->
3 (shaccz) ->
4 (mlaccx) ->
S (mlaccy) ->
6 (m2accx) ->
7 (m2accy) ->
8 (refacx) ->
9 (refacy) ->
RATE TRANSDUCERS:
Shuttle 10 (shurgr) ->
Shuttle 11 (shurgp) ->
Shuttle.12 (shurgy) ->
Mast 13 (refrgr) ->
Hast 14 (refrgp) ->
Mast IS (refrgy) ->
PROOF INERTIA
16 (mlwhx) ->
17 (mlwhy) ->
18 (m2whx) ->
19 (m2why) ->
20 (refwhx) ->
21 (refwhy) ->
22 (refwhz) ->
23-not connected
24-not connected
neff 18 ->
neff 19 ->
neff 20 ->
neff 21 ->
neff 22 ->
neff 23 ->
neff 24-not connected
neff 9
neff 10
neff 11
neff 12
neff 13
neff 14
neff lS
neff 16
neff 17
->
->
->
->
->
->
->
->
->
neff I
neff 2
neff 3
neff 4
neff S
neff 8
->
->
->
->
->
->
->
->
->
->
->
->
->
DT-ADC 11
DT-ADC 12
DT-ADC S
DT-ADC 6
DT-ADC 7
DT-ADC 8
DT-ADC 9
DT-ADC 10
DT-ADC 1
DT-ADC 2
DT-ADC 3
DT-ADC 4
ADC 7
ADC 8
ADC 9
ADC I0
ADC II
ADC 12
ADC 13
ADC 14
ADC 16
ADC I
ADC 2
ADC 3
ADC 4
ADC S
ADC 6
DAC 4
DAC S
DAC 6
DAC 7
DAC I
DAC 2
DAC 3
25-not connected
BUFFER
1
2
3
4
5
8
7
8
->
->
->
->
->
->
->
->
->
->
->
->
->
->
->
->
HT-8500 1
14"I"-8500 2
HT-8500 3
HT-8SO0 4
HT-8500 5
HT-8500 6
HT-8500 7
HT-8500 8
i
i
i
i
i
T
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SUMMARY
The problem of controlling large, flexible space systems has been the
subject of considerable research. Many approaches to control system
synthesis have been evaluated using computer simulation. In several cases,
ground experiments have also been used to validate system performance under
more realistic conditions. There remains a need, however, to test
additional control laws for flexible spacecraft and to directly compare
competing design techniques. In this paper an NASA program is discussed
which has been initiated to make direct comparisons of control laws for,
first, a mathematical problem, then an experimental test article is being
assembled under the cognizance of the Spacecraft Control Branch at the NASA
Langley Research Center with the advice and counsel of the IEEE Subcom-
mittee on Large Space Structures. The physical apparatus will consist of a
softly supported dynamic model of an antenna attached to the Shuttle by a
flexible beam. The control objective will include the task of directing
the line-oflsight of the Shuttle/antenna configuration toward a fixed
target, under conditions of noisy data, limited control authority and
random disturbances. The open competition started in the early part
of 1984. Interested researchers are provided information intended to
facilitate the analysis and control synthesis tasks. A workshop is planned
for early December at the NASA Langley Research Center to discuss and
compare results.
INTRODUCTION
Many future spacecraft will be large and consequently quite flexlble.
As the size of antennae is increased, the frequencies of the first flex-
ible modes will decrease and overlap the pointing system bandwidth. It
will no longer be possible to use low gain systems with simple notch
filters to provide the required control performance. Multiple sensors and
actuators, and sophisticated control laws will be necessary to ensure
stability, reliability and the pointing accuracy required for large,
flexible spacecraft.
Control of such spacecraft has been studied with regard given to
modeling, order reduction, fault management, stability and dynamic system
performance. Numerous example applications have been used to demonstrate
specific approaches to pertinent control problems. Both computer simula-
tions and laboratory experiment results have been offered as evidence of
the validity of the approaches to control large, flexible spacecraft.
Concerns remain, however, because of the chronic difficulties in control-
ling these lightly damped large-scale systems. Because of these concerns
and because of the desire to offer a means of comparing technical
approaches directly, an NASA/IEEE Design Challenge is being offered. An
experimental test article is being assembled under the cognizance of the
Spacecraft Control Branch at the NASA Langley Research Center with the
advice and counsel of the IEEE (COLSS) Subcommittee on Large Space
Structures. This Spacecraft Control Laboratory Experiment (SCOLE) will
serve as the focus of a design challenge for the purpose of comparing
directly different approaches to control synthesis, modeling, order
reduction, state estimation and system identification.
The configuration of the SCOLE will represent a large antenna attached
to the Space Shuttle orbiter by a flexible beam. This configuration was
chosen because of its similarity to proposed space flight experiments and
proposed space-based antenna systems. This paper will discuss the "Design
Challenge" in terms of both a mathematical problem and a physical experi-
mental apparatus. The SCOLE program is not part of any flight program.
SYMBOLS
a
A
c
d
e
E
f
F4
g
GI
I
acceleration vector ft/sec 2
beam cross section area
observation matrix
noise contaminating direction cosine matrix measurements
llne-of-slght error
modulus of elasticity
concentrated force expressions
force vector
concentrated moment expressions
torsional rigidity
moment of inertia matrix for entire Shuttle/antenna configuration
11
I4
Io
I¥
L
MI
M4
MD
m
m I
m4
P
S
T 1
T 4
v 1
v4
u,
uO
u_
X,YpZ
moment of inertia matrix, Shuttle body
moment of inertia matrix, reflector body
beam cross section moment of inertia, roll bending
beam cross section moment of inertia, pitch bending
beam polar moment of inertia, yaw torsion
length of the reflector mast, beam
control moment applied to the Shuttle body
control moment applied to the reflector body
disturbance moment applied to the Shuttle body
mass of entire Shuttle/antenna configuration
mass of Shuttle body
mass of reflector body
mass density of beam
beam position variable
direction cosine matrix, Shuttle body ()earth = Tl()Shuttle body
direction cosine matrix, reflector body ()earth " T4()reflector
body
inertial velocity, Shuttle body
inertial velocity, reflector body
lateral deflection of beam bending in y-z plane
lateral deflection of beam bending in x-z plane
angular deflection of beam twisting about z axis
position variables
displacement of proof-mass actuator
llne-of-sight pointing requirement
noise contaminating angular velocity measurements
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e,{,_
T
u4
pitch, roll, heading
damping ratio
noise contaminating acceleration measurements
angular velocity of Shuttle body
angular velocity of reflector body
DISCUSSION
The objective of the NASA-IEEE Design Challenge concerning the control
of flexible spacecraft is to promote direct comparison of different
approaches to control, state estimation and systems identification. The
design challenge has principal parts, the first using a mathematical model,
and the second using laboratory experimental apparatus. The specific parts
of the Spacecraft Control Laboratory Experiment (SCOLE) program will be
discussed in detail.
Control Objectives
The primary control task is to rapidly slew or change the line-of-
sight of an antenna attached to the space Shuttle orbiter, and to settle or
damp the structural vibrations to the degree required for precise pointing
of the antenna. The objective will be to minimize the time required to
slew and settle, until the antenna line-of-sight remains within the
angle 6. A secondary control task is to change direction during the
"on-target" phase to prepare for the next slew maneuver. The objective is
to change attitude and stabilize as quickly as possible, while keeping the
line-of-sight error less than 6.
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Math Model Dynamics
The Initial phase of the design challenge will use a mathematical
model of the Shuttle orbiter/antenna configuration. It is necessary to
obtain a balance, of course, between complex formulations which might be
more accurate and simplified formulations which ease the burden of
analysis.
The dynamics are described by a distributed parameter beam equation
with rigid bodies, each having mass and inertia at either end. One body
represents Space Shuttle orbiter; the other body is the antenna reflector.
The equations for the structural dynamics and Shuttle motion are formed by
adding to the rlgld-body equations of motion, beam-bending and torsion
equations. The boundary conditions at the ends of the beam contain the
forces and moments of the rigid Shuttle and reflector bodies. The
nonlinear kinetmatlcs couples the otherwise uncoupled beam equations.
Additional terms represent the action of two, 2-axis proof-mass actuators
at locations on the beam chosen by the designer.
The rlgid-body equations of motion for the Shuttle body are given by:
D
" - I11(7111 I÷ Ml + MD + MB,I)
m I
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Similarly, for the reflector body,
_4"-_4_(_4_4+ M4÷_,4)
F4 +
• FB_ 4
v 4 = m4
The direction cosine matrices defining the attitudes of the Shuttle and
reflector bodies are given by:
_ = - '_" TmlT 1
N T
The direction cosine matrices defining the attitudes of the Shuttle and the
reflector bodies are related to the beam end conditions.
T4
where:
I 0 0
0 cosA¢ -slnA¢
0 sinb_ cosA_
cosAO 0 sinAO
0 I 0
-sinAO 0 cosAe
cosAV -slnAP
slnA_ cosAV
0 0
0
0 T 1
1
S=L s=O
Duo I Duo I
sffiL s=O
A,- D--f- _s
sfL s=O
The equations of motion for the flexible beam-like truss connecting the
reflector and Shuttle bodies consist of standard beam bending and torsion
partial differential equations with energy dissapative terms which enable
damped modes with constant characteristics for fixed, though dynamic, end
conditions. The system of equations can be viewed as driven by changing
end conditions and forces applied at the locations of the proof-mass
actuators,
ROLL BEAM BENDING:
a2u¢ a3u¢ a4u¢
PA-- + 2_¢ JPA EI¢ _ + EI_
at2 as2at as4
4
(S_Sn)][f_,n6(S-Sn ) + g¢,n a-s
nffil
PITCH BEAM BENDING:
a2ue a3u e
PA---- + 2_ e _ EI e
at 2 as2at
--+ Ele --
a4Uo
[fO,n_(S-Sn ) + ge,n _ (S-Sn)]
as 4 n=l
YAW BEAM TORSION:
where:
a2 v
PI T --+ 2_TIT _
at2
a3U_l, a2u_ 4
+ GI¥ - n_ I g_,n6(S - sn)as2at as 2
a2u¢ Jf¢,l = ml --at2
s=O
{SHUTTLE BODY FORCE}
a2u_ jf¢,2 = m2
at 2
SfS 2
+ m2
a2A
at2
(PROOF-MASS ACTUATOR FORCE}
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f_b,3" m3-
a2u_
at 2
S= s3
a2A#, 2
+ m3 2
at
{PROOF-MASS ACTUATOR}
f#,4 " m4- a2u@ I a2u¥at 2 - Izz,4 at 2
s=130
-- /32.5 + F
Y
{REFLECTOR BODY FORCE}
-a2uo Ifo, I = ml at _
s=s I
{SHUTTLE BODY FORCE}
a2uo J a2Aofo,2 = m2 + m2 12
at 2 at 2
s=s 2
{PROOF-MASS ACTUATOR FORCE}
a2ue j a2Ao_2fo,3 = m3 + m3at 2 at 2
sfs 3
a2u° I a2uTfo,4 = m4 - I ,4 t2at 2 zz a
s=130
/18.75 - F
X
{PROOF-MASS ACTUATOR FORCE}
{REFLECTOR BODY FORCE}
i
g¢,l)gO,l " II_l + WlllWl + MI + MD
gV,l
{SHUTTLE BODY, MOMENTS}
go,2
g_/,2
{PROOF-MASS ACTUATOR, MOMENT}
Ig_'3 1g@,3
g_,3
= 0 {PROOF-MASS ACTUATOR, MOMENT}
g_'41
go,4 = I4_4
g_/,4
+ w414w 4 + M4 + _FB, 4
{REFLECTOR BODY, MOMENT}
The angular velocity of the reflector body is related to the Shuttle body
by:
_4 =
_2u_
s=L
_2u 0
s--L
_u_
s=L
32u_
s=O
_2u G
s=O
_u V
s=O
O
-130
o
130 ¢
o o
o o
The line-of-sight error described in figure 2 is affected by both the
pointing error of the Shuttle body and the misalignment of the reflector
due to the deflection of the beam supporting the reflector. The line-of-
sight is defined by a ray from the feed which is reflected at the center of
the reflector. Its direction in the Shuttle body coordinates is given by:
RLO S =
where:
RF
RR
RA
is the feed location (3.75, O, O)
is the location of the center of the reflector (18.75, -32.5,
-130)
is a unit vector in the direction of the reflector axis in
Shuttle body coordinates
The vector RA can be related to the direction cosine attitude matrices
for the Shuttle body, TI, and the reflector body, T4, by
RA = T 4
The relative alignment of the reflector to the Shuttle body is given by
TTT41 which is a function of the structural deformations of the beam.
The line-of-sight error,
target direction, given by the unit vector,
direction in Earth axes, T!RLo S.
e - ARCSIN IDT X TIRLosI
e, is the angular difference between the
DT, and the line-of-sight
or fD TI 0Sl
Computer programs are available which generate time histories of the
rigid body and the mode shapes and frequencies for the body-beam-body
configuration for "pitch" bending, "roll" bending and "yaw" twisting.
Since the modes are based on solving explicitly the distributed parameter
equations (without damping and without kinematic coupling) there is no
limit to the number of modal characteristic sets that can be generated by
the program. It will be the analyst's decision as to how many modes need
to be considered.
Laboratory Experiment Description
The second part of the design challenge is to validate in the
laboratory, the system performance of the more promising control system
designs of the first part. The experimental apparatus will consist of a
dynamic model of the Space Shuttle orbiter with a large antenna reflector
attached by means of a flexible beam. The dynamic model will be exten-
sively instrumented and will have attached force and moment generating
devices for control and for disturbance generation. A single, flexible
tether will be used to suspend the dynamic model, allowing complete angular
freedom in yaw, and limited freedom in pitch and roll. An inverted
position will be used to let the reflector mast to hang so that gravity
effects on mast bending will be minimized, The dynamics of the laboratory
model will of necessity be different from the mathematical model discussed
earlier.
Design Challenge, Part One
For part one of the design challenge, the following mathematical
problem is addressed. Given the dynamic equations of the Shuttle/antenna
configuration, what control policy minimizes the time to slew to a target
and to stabilize so that the llne-of-slght (LOS) error is held, for a tlme,
within a specified amount, _. During the time that the LOS error is
within _, the attitude must change 90° to prepare for the next slew
maneuver. This was previously referred to as the sescondary control task.
The maximummomentand force generating capability will be limited. Advan-
tage may be taken of selecting the most suitable initial alignment of the
Shuttle/antenna about its assigned Initial RF axis, line-of-slght.
Random,broad band-pass disturbances will be applied to the configuration.
Two proof-mass, force actuators may be positioned anywhere along the beam.
The design guidelines are summarizedbelow:
I. The initial line-of-sight error is 20 degrees.
e(o) = 20 degrees
2. The initial target direction is straight down.
0
3. The initial alignment about the line-of-sight Is free to be chosen
by the designer. Advantage may be taken of the low value of
moment of inertia in roll. The Shuttle/antenna is at rest
initially.
4. The objective is to point the llne-of-slght of the antenna and
stabilize to within 0.02 degree of the target as quickly as
possible.
6 = 0.02 degree
ow
o
Control moments can be applied at I00 Hz sampling rate to both the
Shuttle and reflector bodies of I0,000 ft-lb for each axis. The
commanded moment for each axis is limited to I0,000 ft-lb. The
actual control moment' s response to the commanded value is
flrst-order with a time constant of 0.I second.
For the rolling moment applied to the Shuttle body:
--104 < MX,I ,command < 104
-0.I + (I e-0"I) Mx,l,command(n)MX,I(n + I) = e MX,I(n) -
Equations for other axes and for the reflector body are similar.
Control forces can be applied at the center of the reflector in
the X and Y directions only. The commanded force in a
particular direction is limited to 800 ibs. The actual control
force's response to the commanded value is flrst-order with a
response time of 0.i second.
For the side for applied to the reflector body:
-800 _ Fy,comman d _ 800
Fy(n + I) = e-0"I Fy(n) + (I - e-O'l) F Y,command(n)
Equations for X-axls are similar.
Control forces using two proof-mass actuators (each having both
X and Y axes) can be applied at two points on the beam. The
strokes are limited to ± l ft, and the masses weight 10 Ibs each.
The actual stroke follows a flrst-order response to limited
commanded values.
7oF
gwhere :
For the X-axls of the proof-mass actuator at s2:
-I _ AX,2,comman d _ 1
aX,2(n + I) - e-0"I AX,2(n) + (I - e-0"I ) AX,2,command(n)
Equations for other axes and locations are similar.
The inertial attitude dlreciton cosine matrix for the Shuttle body
lags in time the actual values by 0.01 second and are made at a
rate of 100 samples per second. Each element of the direction
cosine measurement matarlx is contaminated by additive,
uncorrelated Gausslan noise having an rms value of 0.001. The
noise has zero mean.
,measured(n + I) = T +Ys s,true (n)
dll (n) dl2(n) dl3(n)
d21(n) d22(n) d23(n)
d31(n) d32(n) d33(n)
E{dij(n)} = 0
Z{dij(n)dkL(n)}- 0
E{dlj(n)dlj(n + k)} " 0
= [.ool]
for i # k or j _ L
for k _ 0
for k = 0
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9. The angular velocity measurements for both the Shuttle and
reflector bodies pass through a flrst-order filter with 0.05 sec
time constant and lag in time the actual values by 0.01 second and
are made at a rate of 100 samples per second. Each rate
measurement is contaminated by additive, Gausslan, uncorrelated
noise having an rms value of 0.02 degree per second. The noise
has zero mean.
For example:
where
_l,X,measured(n + I) = _l,X,filtered(n) + el,X(n )
E{cl,X(n) 1,x(n+ k)}= 0 for k $ 0
= (.02) 2 for k = 0
_l,X,filtered = - 20 ml,X,filtered + 20 _l,X,true
I0. Three-axis accelerometers are located on the Shuttle body at the
base of the mast and on the reflector body at its center. Two-
axes (X and Y) accelerometers are located at intervals of
I0 feet along the mast. The acceleration measurements pass
through a flrst-order filter with a 0.05 second time constant and
lag in time the actual values by 0.01 second, and are made at a
rate of I00 samples per second. Each measurement is contaminated
by Gaussian additive, uncorrelated noise having an rms value of
0.05 ft/sec 2.
For example:
where:
al,x,measured(n + I) = al,X,filtered(n) + Tl,X(n)
E{TI,x(n) ,X(n =T 1 + k)} 0 for k _ 0
= (.05) 2 for k = 0
I ,X, filtered = - 20 _l,X,filtered + 20 _l,X,true
II. Gaussian, uncorrelated step-like disturbances are applied
100 times per second to the Shuttle body in the form of 3-axes
moments, having rms values of I00 ft-lbs. These disturbances
have zero mean.
For example:
E{MD,x(n) MD,X(n + k)} = 0 for k _ 0
2
= (I00) for k- 0
In summary, the designer's task for part one is to: (1) derive a
control law for slewing and stabilization, coded in FORTRAN; (2) select an
initial attitude in preparation for slewing 20 degrees; and (3) select two
positions for the 2-axes proof-mass actuators. An official system
performance assessment computer program will be used to establish the time
required to slew and stabilize the Shuttle/antenna configuration.
708
Design Challenge, Part Two
As in part one, the task is to minimize the time to slew and stabilize
a Shuttle/antenna configuration. The difference is that in part two of the
design challenge, a physical laboratory model will be used instead of the
dynamic equations of part one. The constraints on total moment and force
generation capability will apply to part two, as for part one. Again, the
analyst may select the initial alignment about the assigned initial RF
line-of-sight. Disturbances will be injected into the Shuttle antenna
model. The designer's task will be similar to that for part one.
CONCLUDING REMARKS
A Design Challenge, in two parts, has been offered for the purpose of
comparing directly different approach to controlling a flexible
Shuttle/antenna configuration. The first part of the design challenge uses
only mathematical equations of the vehicle dynamics; the second part uses a
physical laboratory model of the same configuration. The Spacecraft
Control Laboratory Experiment (SCOLE) program is being conducted under the
cognizance of the Spacecraft Control Branch at the NASA Langley Research
Center. The NASA/IEEE Design Challenge has the advice and counsel of the
IEEE-COLSS Subcommittee on Large Space Structures. Workshops will be held
to enable investigators to compare results of their research.
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The moment of inertia becomes.
11 -
14 =
I -I
xx xy
-I I
xy yy
I -I
xz yz
905,443
0
-145,393
4,969
-I
xz
yz
I
zz
0
6,789,100
0 0
0 4,969 0
0
m = 6391.30 slugs
ml= 6366.46 slugs
0 9,938
m2= 0.3108 slugs
m3ffi 0.3108 slugs
m4ffi 12.42 slugs
1,132,508
7,555
- i15,202
-145,393
0
7,086,601
7,555
7,007,447
- 52,293
- 115,202
- 52,293
7,113,962
I
PA = 0.09556 slugs/ft
EI¢ - 4.0 x 107 lb-ft z
g¢ " .003
PA " 0.09556 slugs/ft
El0 = 4.0 x 107 ib-ft 2
t o = .003
PI_ - 0.9089 slug-ft
GI_ - 4.0 x 10 7 ib_tt 2
_¢ = .003
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Figure i. Drawing of the Shuttle/Antenna Configuration.
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Figure 2.- Schematic of the effect of bendin_ on the
line-of-sight pointing error.
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Figure 4b.- Plots of normalized pitch bending mode shapes
for SCOLE configuration.
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Figure 4c.- plots of normalized torsional mode shapes for
SCOLE configuration.
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IN THE PRESENTATION ...
* INTRODUCTION TO THE SCOLE EXPERIMENT
* LATEST SYSTEM UPGRADE AND CURRENT STATUS
OF THE SCOLE FACILITY
* RESEARCtl ACTIVITY (IN ttOUSE & GI PROGRAM)
* SOME EXPERIMENT RESULTS
Movie: The Optimal Attitude Control Testing on SCOLE
* FUTURE PLANS
* SUMMARY
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INTRODUCTION TO THE SCOLE EXPERIMENT
THE NASA-IEEE DESIGN CHALLENGE (Taylor-Balakrishnan, 1984)
Control of flexible spacecraft to promote direct comparison of
different approaches to:
- Control
- State Estimation
- System Identification
Using: 1. A mathematical model
2. A laboratory experimental apparatus
* CONTROL OBJECTIVES
- Rapid slew or change of llne-of-sight of an antenna attached
to the space Shuttle orbiter
- Damp the structural vibratlons to a prescribed degree
- Minimize the time for slew and settle to a given orientation
- Change direction during the "on-target" phase to prepare for
the next slew maneuver
ACR Laboratory, NASA LaRG Fifth SGOLE Workshop, 1988
INTRODUCTION (CONT.)
THE SPACECRAFT CONTROL LABORATORY EXPERIMENT -
SCOLE
- Experiment conceived to provide a common design challenge
for interested investigators
- Develop and validate control methods for large flexible
spacecraft configuration
- Demonstration of slewing and pointing control problems
along with vibration suppression
- Utilizing antenna-like structural configuration and inertial
sensors and actuators
- Variety of inertial quality sensor and actuator types
-1- Accelerometers, rate sensors, optical position sensors
-I- Thrusters, control moment gyros, reaction wheels
- Real time computing capability
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LATEST SYSTEM UPGRADE AND CURRENT STATUS
OF THE SCOLE FACILITY
LATEST UPGRADE:
* DUAL CAMERA ATTITUDE MEASUREMENT SYSTEM
* CAMERA POSITION IDENTIFICATION AND SCOLE
ATTITUDE TRACKING ALGORITHMS
* POWER AMPLIFIERS TO ACCOMODATE THE HI-TORQUE
REACTION WHEELS
* REAL TIME COMPUTER UPGRADE - HARDWARE AND
SOFTWARE
* SCOLE DOCUMENTATION - HARDWARE AND SOFTWARE
* DEVELOPMENT OF CMGs STEERING LAW - IN PROGRESS
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LATEST SYSTEM UPGRADE AND CURRENT STATUS
OF THE SCOLE FACILITY (CONT.)
UNDER TIlE CURRENT STATUS, SCOLE IS CAPABLE OF
CONDUCTING THE FOLLOWING TESTS:
* GENERATE VIBRATION DATA FILES FOR DISTRIBUTION
* ON-LINE PARAMETER IDENTIFICATION
* VIBRATION SUPPRESSION - CANTILEVER MODE TESTING
* FIXED PIVOT POINT - 3 DOF TESTING
* FREE PIVOT POINT - 5 DOF TESTING
ACR Laboratory, NASA LaRC Fifth SCOLE Workshop, 1988
RESEARCH ACTIVITY (IN-HOUSE AND GI PROGRAM)
* NONLINEAR CONTROL DESIGN AND RELIABILITY ISSUES
* DEVELOP AND TEST A DISTRIBUTED ADAPTIVE CONTROL
SYSTEM
* DECENTRALIZED CLOSED LOOP MANEUVER
* DISTRIBUTED OUTPUT MODEL-FOLLOWING CONTROL LAW
* PARAMETER IDENTIFICATION AND PERTURBATION METHOD
CONTROLLER
* ANALYTIC REDUNDANCY MANAGEMENT FOR SYSTEM WITH
APPRECIABLE STRUCTURAL DYNAMICS
* RIGID BODY ATTITUDE TRACKING ALGORITHMS
* CONTROL MOMENT GYRO STEERING LAW
ACR Laboratory, NASA LaRC Fifth $COLE Workshop, 1988
SOME EXPERIMENTAL RESULTS
* KALMAN FILTER ESTIMATE
* PARAMETER IDENTIFICATION ON THE SCOLE MAST
* ON-LINE IDENTIFICATION AND ATTITUDE CONTROL
FOR SCOLE
* MOVIE: SCOLE ATTITUDE CONTROL
ACR Laboratory, NASA LaRC, Fifth SCOLE Workshop, 1988
KALMAN FILTER ESTIMATE
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Preliminary Results:
Near Resonance Excitation of the SCOLE
! ............ l.............]
i
pitch rate
measured
pitch rate
estimate
- .02
- .04 ! a
t 1 l '
- .06
Kalman ftlter estimate of the pitch as compared to the rate gyro
estimate using the accelerometers as input to the ftlter.
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ORIGINAL PAGE IS
OF POOR QUALITY
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THE REAL TIME SCOLE COMPUTER
* CtlARLES RIVER DATA SYSTEM (CRDS) - UNIVERS 32
MICRO-COMPUTER BASED ON THE MOTOROLA M68020
MICROPROCESSOR AND M68881 FLOATING POINT
CO-PROCESSOR
* RANDOM ACCESS MEMORY 4.0 M-BYTE
* TWO 80 M-BYTE HARD DISKS
* OPERATING SYSTEM IS BASED ON AT&T UNIX SYSTEM V
* COMPILERS - FORTRAN, C, PASCAL
ACR Laboratory, NASA LaRC, Fifth SCOLE Workshop, 1088
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CRDS SCOLE SOFTWARE
* MENU DRIVEN SCOLE EXPERIMENT OPERATING ENVIRONMENT
* USER-FRIENDLY FORTRAN & C SUBROUTINES AND FUNCTIONS
TO CONTROL EXPERIMENT HARDWARE
CAPABILITY TO STORE REALTIME SENSOR & ACTUATOR DATA
IN MATRIX-X, MATLAB AND OTHER POST PROCESSING
SOFTWARE PACKAGES
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CRDS OPERATING ENVIRONMENT
* TCP/IP NETWORKING CAPABILITY
* USER CHOICE TO OPERATE IN UNIX V BOURNE SHELL
OR UNOS VIII OPERATING SYSTEM
* FORTRAN, C, AND PASCAL COMPILERS AVAILABLE
* GKS GRAFPAK GRAPHICS
* SYSTEM ADMINISTRATOR HELP
ACR Laboratory, NASA LaRC Fifth SCOLE Workshop, 1988
FUTURE PLANS
* DEVELOPMENT OF CMGs STEERING LAW TO ACCOMODATE:
- Maneuver bounds: yaw +/- 45 degrees
pitch +/- 20 degrees
roll +/- 20 degrees
_ Generation of CMG gimbal rate command that results
in the desired control torque
BENCHMARK PROGRAMS THAT ILLUMINATE:
- Computer architectural Issues that affect
the speed of software
- Hardware performance of the SCOLE system
- Control effectiveness parameters
REAL TIME COMPUTER UPGRADE (ItARDWARE-SOFTWARE)
ACCORDING TO FUTURE NEEDS
DOCUMENTATION
- Complete software user manual
- Experimental setup diagrams
- Various wiring diagrams to accomodate the in-house user
ACR Laboratory, NASA LaRC, Fifth SCOLE Workshop, 1988
SUMMARY
THE SCOLE LABORATORY FACILITY IS PROVIDED AS A
TEST-BED FOR EVALUATION OF CONTROL LAWS FOR
LARGE FLEXIBLE STRUCTURES
THE SCOLE APPARATUS IS EQUIPPED WITH SENSORS,
ACTUATORS AND A REAL TIME COMPUTER TtlAT MAY
ACCOMODATE VARIOUS CONTROL LAWS AND TESTS IN
THE RESEARCH OF LARGE FLEXIBLE STRUCTURES
SEVERAL CONTROL LAWS TESTED ON THE SCOLE SHOWED
GOOD AGREEMENT WITH THEORY AND COMPUTER
SIMULATIONS
_t GUEST INVESTIGATORS ARE INVITED NOT ONLY TO
DERIVE CONTROL LAWS BUT ALSO TO TEST THEM
IN-HOUSE ON THE SCOLE FACILITY
ACR Laboratory, NASA LaRC Fifth SCOLE Workshop, lg88
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