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Abstract
In this paper, we prove that full irreducible curvature-adapted isoparametric sub-
manifolds of codimension greater than one in a symmetric space of non-compact type
are principal orbits of Hermann actions on the symmetric space under certain condi-
tion. In the proof, it is key to show the homogeneity of the submanifold. The proof
of the homogeneity is performed by showing the homogeneity of the submanifold in
an infinite dimensional anti-Kaehler space arising from the complexification of the
original submanifold. Furthermore, by using this fact, we classify such submanifolds
in all irreducible symmetric spaces of non-compact type.
Keywords : isoparametric submanifold, equifocal submanifold, Hermann action,
focal radius, principal curvature
1 Introduction
In this introduction, we shall mainly explain the validity of imposing the condition (∗C) in
the main theorem (see Theorem A) of this paper. Let M be a submanifold in a complete
Riemannian manifold N , ψ : T⊥M → M the normal bundle of M and exp⊥ the normal
exponential map ofM . Denote by V the vertical distribution on T⊥M andH the horizontal
distribution on T⊥M with respect to the normal connection ofM . Let v be a unit normal
vector of M at x(∈ M) and r a real number. Denote by γv the normal geodesic of M of
direction v (i.e., γv(s) = exp
⊥(sv)). If ψ∗(Ker exp⊥∗rv) 6= {0}, then exp⊥(rv) (resp. r) is
called a focal point (resp. a focal radius) ofM along γv. For a focal radius r ofM along γv,
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ψ∗(Ker exp⊥∗rv) is called the nullity space for r and its dimension is called the multiplicity
of r. Denote by FRRM,v the set of all focal radii of M along γv. Set
FRM,x := ∪v∈T⊥x M s.t. ||v||=1{rv | r ∈ FRRM,v},
which is called a tangential focal set of M at x. If, for any y ∈ M , Σy := exp⊥(T⊥y M)
is totally geodesic in G/K and the induced metric on Σy is flat, then M is called a
submanifold with flat section. Assume that N is a symmetric space G/K and that M is a
submanifold with flat section. Then we can show Ker exp⊥∗rv ⊂ Hrv and
(1.1) exp⊥∗rv(X
L
rv) = Pγrv
((
cos(r
√
R(v))− sin(r
√
R(v))√
R(v)
◦ Av
)
(X)
)
(X ∈ TxM),
where XLrv is the horizontal lift of X to rv, Pγrv is the parallel translation along the normal
geodesic γrv, R(v) is the normal Jacobi operator R(•, v)v (R : the curvature tensor of
G/K) and A is the shape tensor of M . Hence FRRM,v coincide with the set of all zero
points of the real-valued function
Fv(s) := det
(
cos(s
√
R(v))− sin(s
√
R(v))√
R(v)
◦Av
)
(s ∈ R).
In particular, in the case where G/K is a Euclidean space, we have Fv(s) = det(id− sAv)
(id : the identity transformation of TxM). Hence FRRM,v is equal to the set of all the
inverse numbers of the eigenvalues of Av and the nullity space for r ∈ FRRM,v is equal to
Ker(Av−1r id). Therefore the nullity spaces for focal radii ofM along γv span TxM⊖KerAv.
Also, in the case where G/K is a sphere of constant curvature c(> 0), we have
Fv(s) = det
(
cos(s
√
c)id − sin(s
√
c)√
c
Av
)
.
Hence we have
FRRM,v =
{
1√
c
(
arctan
√
c
λ
+ jπ
) ∣∣∣∣ λ : the eigenvalue of Av, j ∈ Z}
and the nullity space for
1√
c
(
arctan
√
c
λ
+ jπ
)
is equal to Ker(Av − λ id), where we note
that arctan
√
c
λ means
pi
2 when λ = 0. Therefore the nullity spaces for focal radii ofM along
γv span TxM . Also, in the case where G/K is a hyperbolic space of constant curvature
c(< 0), we have
Fv(s) = det
(
cosh(s
√−c)id − sinh(s
√−c)√−c Av
)
.
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Hence we have
(1.2) FRRM,v =
{
1√−carctanh
√−c
λ
∣∣∣∣ λ : the eigenvalue of Av s.t. |λ| > √−c}
and the nullity space for
1√−carctanh
√−c
λ
is equal to Ker(Av − λ id). Therefore the
nullity spaces for focal radii of M along γv span TxM if and only if all the absolute values
of eigenvalues of Av is greater than
√−c. As a non-compact submanifold M with flat
section in a symmetric space G/K of non-compact type deforms as its principal curvatures
approach to zero, its focal set vanishes beyond the ideal boundary (G/K)(∞) of G/K.
This fact will be guessed from (1.2). From this fact, we [Koi2] considered that a focal
radius of M along the normal geodesic γv should be defined in the complex number field
C. We [Koi2] introduced the notion of a complex focal radius as the zero points of the
complex-valued function F cv over C defined by
F cv (z) := det
(
cos(z
√
R(v)
c
)− sin(z
√
R(v)
c
)√
R(v)
c ◦ Acv
)
(s ∈ C),
where Acv and
√
R(v)
c
are the complexifications of Av and
√
R(v), respectively.
Terminology. In this paper, we shall call a complex focal radius focal radius simply.
For a focal radius z ofM along γv, Ker
(
cos(z
√
R(v)
c
)− sin(z
√
R(v)
c
)√
R(v)
c ◦ Acv
)
(⊂ (TxM)c)
is called the nullity space for z and its complex dimension is called the multiplicity of z.
Denote by FRCM,v the set of all focal radii of M along γv. In the case where G/K is
a Euclidean space, we have F cv (z) = det(id − zAcv) (id : the identity transformation of
(TxM)
c). Hence we have FRCM,v = FRRM,v and the nullity space for z ∈ FRCM,v ie
equal to Ker(Acv − 1z id). Therefore the nullity spaces for focal radii of M along γv span
(TxM)
c ⊖KerAcv. Also, in the case where G/K is a sphere of constant curvature c(> 0),
we have
F cv (z) = det
(
cos(z
√
c)id − sin(z
√
c)√
c
Acv
)
.
Hence FRCM,v = FRRM,v and the nullity space for
1√
c
(
arctan
√
c
λ
+ jπ
)
is equal to
Ker(Acv − λ id). Therefore the nullity spaces for focal radii of M along γv span (TxM)c.
Also, in the case where G/K is a hyperbolic space of constant curvature c(< 0), we have
F cv (z) = det
(
cos(iz
√−c)id − sin(iz
√−c)
i
√−c A
c
v
)
.
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Hence FRCM,v is equal to
=
{
1√−c
(
arctanh
√−c
λ
+ jπi
) ∣∣∣∣ λ : the eigenvalue of Av s.t. |λ| > √−c, j ∈ Z}∪{
1√−c
(
arctanh
λ√−c + (j +
1
2
)πi
) ∣∣∣∣ λ : the eigenvalue of Av s.t. |λ| < √−c, j ∈ Z} ,
the nullity space for
1√−c
(
arctanh
√−c
λ
+ jπi
)
(|λ| > √−c) is equal to Ker(Acv−λ id) and
the nullity space for
1√−c
(
arctanh
λ√−c + (j +
1
2
)πi
)
(|λ| > √−c) is equal to Ker(Acv −
λ id). Therefore the nullity spaces for focal radii of M along γv span (TxM)
c if and only
if all the eigenvalues of Av are not equal to ±
√−c.
Let M be a Cω-submanifold with flat section in a symmetric space G/K. Then we
can define the complexification Mc of M as an anti-Kaehler submanifold in the anti-
Kaehler symmetric space Gc/Kc associated with G/K (see [Koi3]). Denote by J and R̂
the complex structure and the curvature tensor of Gc/Kc, respectively, and Â and êxp⊥
the shape tensor and the normal exponential map of Mc, repsectively. Denote by Ĥ the
horizontal distribution on the normal bundle T⊥(Mc) of Mc with respect to the normal
connection of Mc. Take v ∈ T⊥x M(⊂ T⊥x (Mc)) and z = s + ti ∈ C (s, t ∈ R). Then we
can show Ker êxp⊥∗sv+tJv ⊂ Ĥsv+tJv and
êxp⊥∗sv+tJv(X
L
sv+tJv) = Pγsv+tJv(Qv,z(X)) (X ∈ Tx(Mc)),
where XLs+tJv is the horizontal lift of X to sv + tJv, Pγsv+tJv is the parallel translation
along the normal geodesic γsv+tJv of M
c and
Qv,z := cos
(
s
√
R̂(v) + t
(
J ◦
√
R̂(v)
))
−
sin
(
s
√
R̂(v) + t
(
J ◦
√
R̂(v)
))
√
R̂(v)
◦ Âv
(R̂(v) := R̂(•, v)v). Hence êxp⊥(sv+tJv) is a focal point ofMc along the geodesic γsv+tJv
if and only if z = s+ ti is a zero point of the complex-valued function F̂v over C defined by
F̂v(z) := detQv,z, where Qv,z is regarded as a C-linear transformation of Tx(M
c) regarded
as a complex linear space by J . On the other hand, it is clear that the set of all zero
points of F̂v is equal to that of F
c
v . Therefore z = s + ti is a focal radius of M along γv
if and only if êxp⊥(sv + tJv) is a focal point of Mc along γsv+tJv (see Figures 1 and 2).
Thus we can catch the geometrical meaning of the focal radius (defined in C).
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Figure 1.
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Figure. 2.
In 1995, C.L. Terng and G. Thorbergsson [TT] introduced the notion of an equifocal
submanifold in a symmetric space G/K. This notion is defined as a compact submanifold
(which we denote by M) in G/K with flat section, trivial normal holonomy group and
parallel focal structure. Here the parallelity of the focal structure means that the tangential
focal set FRM,x’s (x ∈M) move to one another under the parallel translations with respect
to the normal connection ofM . For a compact submanifoldM with flat section and trivial
normal holonomy group, it is equifocal if and only if FRRM,v˜x is independent of the choice
of x ∈M for any parallel normal vector field v˜ ofM . Compact isoparametric submanifolds
in a Euclidean space and compact isoparametric hypersurfaces in a sphere or a hyperbolic
space are equifocal. On the other hand, Heintze-Liu-Olmos [HLO] defined the notion of
isoparametric submanifold with flat section in a general complete Riemannian manifold as
a (properly embedded) complete submanifold with flat section and trivial normal holonomy
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group whose sufficiently close parallel submanifolds are of constant mean curvature with
respect to the radial direction.
Terminology. In this paper, we shall call an isoparametric submanifold with flat section
an isoparametric submanifold simply.
For a compact submanifold in a symmetric space of compact type, they [HLO] proved that
the equifocality and the isoparametricness are equivalent. We [Koi2] introduced the notion
of a complex equifocal submanifold as a (properly embedded) complete submanifold with
flat section, trivial normal holonomy group and parallel complex focal structure, where
the parallelity of complex focal structure means that FRCM,v˜x is independent of the choice
of x ∈M for any parallel normal vector field v˜ of M . Here we note that, in the case where
M is real analytic, the parallelity of the complex structure of M means the parallelity of
the focal structure of Mc (see [Koi3]).
Terminology. In this paper, we shall call a complex equifocal submanifold an equifocal
submanifold simply.
LetM be a submanifold in a symmetirc space G/K. If, for any unit normal vector v of
M , the normal Jacobi operator R(v) preserves TxM (x :the base point v) invariantly and
R(v) commutes with the shape operator Av, then M is said to be curvature-adapted. We
[Koi3] proved that, for a (properly embedded) complete curvature-adapted submanifold in
a symmetric space of non-compact type, the (complex) equifocality and the isoparamet-
ricness are equivalent (see Theorem 15 of [Koi3]). Assume that M is a curvature-adapted
submanifold with flat section. If G/K is of compact type or Euclidean type, then it follows
from (1.1) that the following fact (∗R) holds:
(∗R) For any unit normal vector v of M , the nullity spaces for real focal radii
along the normal geodesic γv span TxM ⊖ (KerAv ∩KerR(v)).
See also the facts stated in the first paragraph in the case where G/K is a Euclidean space
or a sphere. However, if G/K is of non-compact type, then it follows from (1.1) that this
fact (∗R) does not necessarily hold. For example, in the case where G/K is a hyperbolic
space of constant curvature c(< 0) and where M is a hypersurface, (∗R) holds if and only
if all the absolute values of the principal curvatures of M at each point are greater than√−c (see the fact stated in the first paragraph in the case where G/K is a hyperbolic
space). So, in this paper, we considered the following condition:
(∗C) For any unit normal vector v of M , the nullity spaces for focal radii (defined
in C) along the normal geodesic γv span (TxM)
c ⊖ (KerAv ∩KerR(v))c.
This condition (∗C) is the conditon weaker than (∗R). In the case where G/K is of non-
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comact type, (∗C) also does not necessarily hold. For example, in the case where G/K is a
hyperbolic space of constant curvature c(< 0) and where M is a hypersurface, M satisfies
(∗C) if and only if all the principal curvatures of M at each point of M are not equal to
±√−c (see the fact stated in the first paragraph in the case where G/K is a hyperbolic
space).
Let G/K be a symmetric space of non-compact type and H a closed subgroup of G.
If there exists an involution σ of G with (Fix σ)0 ⊂ H ⊂ Fix σ, then we ([Koi4]) called the
H-action on G/K a Hermann type action, where Fix σ is the fixed point group of σ and
(Fix σ)0 is the identity component of Fix σ. In this paper, we call this action a Hermann
action simply. According to the result in [Koi4], it follows that principal orbits of a
Hermann action are curvature-adapted equifocal (hence isoparametric) Cω-submanifolds
and that they satisfy the condition (∗C).
In this paper, we prove that the following fact holds conversely.
Theorem A. LetM be a full irreducible curvature-adapted isoparametric Cω-submanifold
of codimension greater than one in a symmetric space G/K of non-compact type. If M
satisfies the above condition (∗C), then M is a principal orbit of a Hermann action on
G/K.
Remark 1.1. (i) In this theorem, both the condition of the curvature-adaptedness and the
condition (∗C) are indispensable. In fact, we have the following examples. Let G/K be
an irreducible symmetric space of non-compact type and rank greater than one such that
the (restricted) root system of G/K is non-reduced. Let g = k+ p (g = LieG, k = LieK)
be the Cartan decomposition associated with a symmetric pair (G,K) and a a maximal
abelian subspace of p. Also, let △+ be the positive root system of G/K with respect to a
and Π = {λ1, · · · , λr} the simple root system of △+, where we fix a lexicographic ordering
of the dual space a∗ of a. Set n :=
∑
λ∈△+ gλ and N := exp n, where gλ is the root space
for λ and exp is the exponential map of G. Any orbit of the N -action on G/K is a full
irreducible curvature-adapted isoparametric Cω-submanifold of codimension greater than
one but it does not satisfy the condition (∗C) (see [Koi9]). On the other hand, it is a
principal orbit of no Hermann action. Thus the condition (∗C) is indispensable in this
theorem. Let Hλ be the element of a defined by 〈Hλ, •〉 = λ(•). Take elements λi and λj
of Π such that they are not connected in the Dynkin diagram and that 2λ1 belongs to △+,
and one-dimensional subspaces lk of RHλk+gλk (k = i, j). Set S := exp((a+n)⊖(li+ lj)).
Then S is a subgroup of AN := exp(a + n) and any orbit of the S-action on G/K is a
full irreducible isoparametric Cω-submanifold of codimension two but it is not curvature-
adapted (see [Koi9]). Furthermore, we can find an orbit satisfying the condition (∗C)
among orbits of the S-action. On the other hand, it is a principal orbit of no Hermann
action. Thus the condition of the curvature-adaptedness is indispensable in this theorem.
(ii) In the proof of this theorem, the condition of the real analyticity of M is indis-
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pensable. In fact, in the proof, it is key to prove the homogeneity of M and the proof
of the homogeneity is performed by showing the homogeneity of the lift φ˜−1(Mc) of the
complete complexification Mc ofM to the path space H0([0, 1], gc) (gc : the complexifica-
tion of g := LieG) through a pseudo-Riemannian submersion φ˜ : H0([0, 1], gc)→ Gc/Kc.
However, Mc cannot be defined unless M is not real anlaytic.
Also, we prove the following fact.
Theorem B. LetM be a full irreducible curvature-adapted isoparametric Cω-submanifold
of codimension greater than one in an irreducible symmetric space G/K of non-compact
type. If M satisfies the above condition (∗R), then M is a principal orbit of the isotropy
action of G/K.
In the remained part of this introduction, we shall state the outline of the proof of the
homogeneity of M which will be given in Sections 3 ∼ 5. Let M be an isoparametric Cω-
submanifold in a symmetric space G/K of non-compact type as in Theorem A andMc the
complexification of M , where we note that Mc is not necessarily (geodesically) complete.
Let π be the natural projection of Gc onto Gc/Kc and φ : H0([0, 1], gc)→ Gc the parallel
transport map for Gc. See the next section about the definition of the parallel transport
map for Gc. In Section 3, we shall first show that (π ◦ φ)−1(Mc) is a proper anti-Kaehler
isoparametric submanifold in H0([0, 1], gc). See the next section about the definition of
a proper anti-Kaehler isoparametric submanifold. Hence the complete complexification
of M is defined (see [Koi7] in detail). Denote by the same symbol Mc this complete
complexification under abuse of the notation, and M˜c the inverse image of this complete
complexification by π ◦φ. Next, in the section, we shall prove that M˜c is homogeneous by
imitating the proof of the homogeneity of a full irreducible infinite dimensional isoparamet-
ric submanifold of codimension greater than one in a Hilbert space by Heintze-Liu [HL2].
In more detail, we shall construct the group of holomrphic isometries of H0([0, 1], gc) wh-
cih preserves M˜c invariantly and act on M˜c transitively. In Section 4, by imitating the
discussion in [GH], we shall prove that the holomorphic Killing fields associated with one-
parameter subgroups of the group of holomorphic isometries of H0([0, 1], gc) constructed
in Section 3 are defined on the whole of H0([0, 1], gc). In Section 5, by imitating the
proof of the homogeneity of a full irreducible equifocal(=isoparametric) submanifold of
codimension greater than one in a symmetric space of compact type by Christ [Ch], we
shall construct the group of isometries of G/K which preserves M invariantly and acts on
M transitively from the group of holomorphic isometries of H0([0, 1], gc) (whcih preserves
M˜c invariantly and act on M˜c transitively) constructed in Section 3, where we use the
fact in Section 4.
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2 Basic notions and facts
In this section, we first shall recall the notion of an infinite dimensional proper anti-Kaehler
isoparametric submanifold introduced in [Koi3]. Let M be an anti-Kaehler Fredholm sub-
manifold in an infinite dimensional anti-Kaehler space V . See [Koi3] about the definitions
of an infinite dimensional anti-Kaehler space and anti-Kaehler Fredholm submanifold in
the space. Denote by A the shape tensor of M and the same symbol J the complex
structures of M and V . Fix a unit normal vector v of M . If there exists X(6= 0) ∈ TM
with AvX = aX + bJX, then we call the complex number a + b
√−1 a J-eigenvalue of
Av (or a J-principal curvature of direction v) and call X a J-eigenvector for a + b
√−1.
Also, we call the space of all J-eigenvectors for a + b
√−1 a J-eigenspace for a + b√−1.
The J-eigenspaces are orthogonal to one another and they are J-invariant, respectively.
We call the set of all J-eigenvalues of Av the J-spectrum of Av and denote it by SpecJAv.
Since M is an anti-Kaehler Fredholm submanifold, the set SpecJAv \ {0} is described as
follows:
SpecJAv \ {0} = {µi | i = 1, 2, · · · }( |µi| > |µi+1| or ”|µi| = |µi+1| & Reµi > Reµi+1”
or ”|µi| = |µi+1| & Reµi = Reµi+1 & Imµi = −Imµi+1 > 0”
)
.
Also, the J-eigenspace for each J-eigenvalue of Av other than 0 is of finite dimension. We
call the J-eigenvalue µi the i-th J-principal curvature of direction v. Assume that the
normal holonomy group of M is trivial. Fix a parallel normal vector field v˜ of M . Assume
that the number (which may be ∞) of distinct J-principal curvatures of direction v˜x is
independent of the choice of x ∈ M . Then we can define complex-valued functions µ˜i
(i = 1, 2, · · · ) on M by assigning the i-th J-principal curvature of direction v˜x to each
x ∈ M . We call this function µ˜i the i-th J-principal curvature function of direction v˜.
The submanifold M is called an anti-Kaehler isoparametric submanifold if it satisfies the
following condition:
For each parallel normal vector field v˜ of M , the number of distinct J-principal
curvatures of direction v˜x is independent of the choice of x ∈M , each J-principal
curvature function of direction v˜ is constant on M and it has constant
multiplicity.
Let {ei}∞i=1 be an orthonormal system of TxM . If {ei}∞i=1 ∪ {Jei}∞i=1 is an orthonormal
base of TxM , then we call {ei}∞i=1 (rather than {ei}∞i=1 ∪ {Jei}∞i=1) a J-orthonormal base.
If there exists a J-orthonormal base consisting of J-eigenvectors of Av, then Av is said
to be diagonalized with respect to the J-orthonormal base. If M is anti-Kaehler isopara-
metric and, for each v ∈ T⊥M , the shape operator Av is diagonalized with respect to a
J-orthonormal base, then we call M a proper anti-Kaehler isoparametric submanifold. We
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named thus in similar to the terminology ”proper isoparametric semi-Riemannian subman-
ifold” used in [Koi1]. Assume that M is a proper anti-Kaehler isoparametric submanifold.
Then, since the ambient space is flat and the normal holonomy group of M is trivial, it
follows from the Ricci equation that the shape operators Av1 and Av2 commute for arbi-
trary two unit normal vector v1 and v2 of M . Hence the shape operators Av’s (v ∈ T⊥x M)
are simultaneously diagonalized with respect to a J-orthonormal base. Let {Ei | i ∈ I} be
the family of distributions on M such that, for each x ∈ M , {(Ei)x | i ∈ I} is the set of
all common J-eigenspaces of Av’s (v ∈ T⊥x M). For each x ∈M , we have TxM = ⊕
i∈I
(Ei)x
(the closure of ⊕
i∈I
(Ei)x). We regard T
⊥
x M (x ∈M) as a complex vector space by Jx|T⊥x M
and denote the dual space of the complex vector space T⊥x M by (T⊥x M)∗c . Also, denote
by (T⊥M)∗c the complex vector bundle over M having (T⊥x M)∗c as the fibre over x. Let
λi (i ∈ I) be the section of (T⊥M)∗c such that Av = Re(λi)x(v)id+Im(λi)x(v)Jx on (Ei)x
for any x ∈M and any v ∈ T⊥x M . We call λi (i ∈ I) J-principal curvatures of M and Ei
(i ∈ I) J-curvature distributions of M . The distribution Ei is integrable and each leaf of
Ei is a complex sphere. Each leaf of Ei is called a complex curvature sphere. It is shown
that there uniquely exists a normal vector field ni of M with λi(·) = 〈ni, ·〉 −
√−1〈Jni, ·〉
(see Lemma 5 of [Koi3]). We call ni (i ∈ I) the J-curvature normals of M . Note that ni
is parallel with respect to the complexification of the normal connection of M . Note that
similarly are defined a (finite dimensional) proper anti-Kaehler isoparametric submanifold
in a finite dimensional anti-Kaehler space, its J-principal curvatures, its J-curvature dis-
tributions and its J-curvature normals. Set lxi := (λi)
−1
x (1). According to (i) of Theorem
2 in [Koi3], the tangential focal set of M at x is equal to ∪
i∈I
lxi . We call each l
x
i a complex
focal hyperplane of M at x. Let v˜ be a parallel normal vector field of M . If v˜x belongs to
at least one li, then it is called a focal normal vector field of M . For a focal normal vetor
field v˜, the focal map fv˜ is defined by fv˜(x) := exp
⊥(v˜x) (x ∈ M). The image fv˜(M) is
called a focal submanifold of M , where we denote by Fv˜ . For each x ∈ Fv˜ , the inverse
image f−1v˜ (x) is called a focal leaf of M . Denote by T
x
i the complex reflection of order 2
with respect to lxi (i.e., the rotation of angle π having l
x
i as the axis), which is an affine
transformation of T⊥x M . Let Wx be the group generated by T xi ’s (i ∈ I). According to
Proposition 3.7 of [Koi5], Wx is discrete. Furthermore, it follows from this fact that Wx
is isomorphic an affine Weyl group. This group Wx is independent of the choice of x ∈M
(up to group isomorphicness). Hence we simply denote it by W. We call this group W
the complex Coxeter group associated with M . According to Lemma 3.8 of [Koi5], W is
decomposable (i.e., it is decomposed into a non-trivial product of two discrete complex
reflection groups) if and only if there exist two J-invariant linear subspaces P1 (6= {0})
and P2 (6= {0}) of T⊥x M such that T⊥x M = P1 ⊕ P2 (orthogonal direct sum), P1 ∪ P2
contains all J-curvature normals of M at x and that Pi (i = 1, 2) contains at least one J-
curvature normal of M at x. Also, according to Theorem 1 of [Koi5], M is irreducible if
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and only if W is not decomposable.
Next we shall recall the notions of an anti-Kaehler symmetric space and the aks-
representation introduced in [Koi3] and [Koi7]. Let J be a parallel complex structure on
an even dimensional pseudo-Riemannian manifold (M, 〈 , 〉) of half index. If 〈JX, JY 〉 =
−〈X,Y 〉 holds for every X, Y ∈ TM , then (M, 〈 , 〉, J) is called an anti-Kaehler manifold.
Let G/K be a symmetric space of non-compact type, (g, σ) its orthogonal symmetric
Lie algebra and g = k + p the Cartan decomposition associated with a symmetric pair
(G,K), where k is the Lie algebra of K. Note that p is identified with the tangent space
TeK(G/K), where e is the identity element of G. Let 〈 , 〉 be the AdG(G)-invariant non-
degenerate inner product of g inducing the Riemannian metric of G/K, where AdG is
the adjoint representation of G. Let Gc (resp. Kc) be the complexification of G (resp.
K). Without loss of generality, we may assume that Kc is connected and that Gc is
simply connected. The 2-multiple of the real part Re〈 , 〉c of 〈 , 〉c is equal to the Killing
form of gc regarded as a real Lie algebra. The restriction 2Re〈 , 〉c|pc×pc is an Ad(Kc)-
invariant non-degenerate inner product of pc (= TeKc(G
c/Kc)). Denote by 〈 , 〉A the
Gc-invariant pseudo-Riemannian metric on Gc/Kc induced from 2Re〈 , 〉c|pc×pc . Define
an almost complex structure J0 of p
c by J0X =
√−1X (X ∈ pc). It is clear that J0
is Ad(Kc)-invariant. Denote by J the Gc-invariant almost complex structure on Gc/Kc
induced from J0. It is shown that (G
c/Kc, 〈 , 〉A, J) is an anti-Kaehler manifold and a
(semi-simple) pseudo-Riemannian symmetric space. We call this anti-Kaehler manifold an
anti-Kaehler symmetric space associated with G/K and simply denote it by Gc/Kc. The
action AdGc(K
c) on gc preserves pc invariantly, where AdGc is the adjoint representation of
Gc. Define a representation ρ ofKc on pc by ρ(k)(X) := AdGc(k)(X) (k ∈ Kc, X ∈ pc). If
Gc/Kc is irreducible, then we call this representation ρ the aks-representation (associated
with Gc/Kc). Let X0 be a semi-simple element of p
c, where the semi-simpleness of X0
means that the complexification of adgc(X0) is diagonalizable. If the orbit ρ(K
c) · X0 is
principal, then it will be shown that the orbit is a (finite dimensional) proper anti-Kaehler
isoparametric submanifold (see Lemma 3.7.3). As in the infinite dimensional case, we can
define the complex Coxeter group associated with a finite dimensional proper anti-Kaehler
isoparametric submanifold. This group is isomorphic to a Weyl group. For example,
the complex Coxeter group associated with a principal orbit of the aks-representation
associated with Gc/Kc is isomorphic to the Weyl group associated with the symmetric
pair (G,K).
Next we shall recall the notion of the parallel transport map for the complexification
Gc of a semi-simple Lie group G introduced in [Koi3]. Let K be a maximal compact
subgroup of G, g (resp. k) the Lie algebra of G (resp. K) and g = k + p a Cartan
decomposition of g. Also, let 〈 , 〉 be the AdG(G)-invariant non-degenerate inner product
of g. The Cartan decomposition g = k ⊕ p is an orthogonal time-space decomposition of
g with respect to 〈 , 〉, that is, 〈 , 〉|k×k is negative definite, 〈 , 〉|p×p is positive definite
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and 〈 , 〉|k×p vanishes. Set 〈 , 〉A := 2Re〈 , 〉c, where 〈 , 〉c is the complexification of 〈 , 〉
(which is a C-bilinear form of gc). The R-bilinear form 〈 , 〉A on gc regarded as a real
Lie algebra induces a bi-invariant pseudo-Riemannian metric on Gc and furthermore a
Gc-invariant anti-Kaehler metric on Gc/Kc. It is clear that gc = (k+
√−1p)⊕ (√−1k+p)
is an orthogonal time-space decomposition of gc with respect to 〈 , 〉A. For simplicity,
set gc− := k +
√−1p and gc+ :=
√−1k + p. Note that gc− is the compact real form of
gc. Set 〈 , 〉Agc± := −π
∗
gc−
〈 , 〉A + π∗gc+〈 , 〉
A, where πgc− (resp. πgc+) is the projection of
gc onto gc− (resp. gc+). Let H0([0, 1], gc) be the space of all L2-integrable paths u :
[0, 1]→ gc with respect to 〈 , 〉Agc± and H
0([0, 1], gc−) (resp. H0([0, 1], gc+)) the space of all
L2-integrable paths u : [0, 1] → gc− (resp. u : [0, 1] → gc+) with respect to −〈 , 〉A|gc−×gc−
(resp. 〈 , 〉A|gc+×gc+). Clearly we have H0([0, 1], gc) = H0([0, 1], gc−)⊕H0([0, 1], gc+). Define
a non-degenerate inner product 〈 , 〉A0 of H0([0, 1], gc) by 〈u, v〉A0 :=
∫ 1
0 〈u(t), v(t)〉Adt.
It is easy to show that the decomposition H0([0, 1], gc) = H0([0, 1], gc−) ⊕ H0([0, 1], gc+)
is an orthogonal time-space decomposition with respect to 〈 , 〉A0 . For simplicity, set
H0,cε := H0([0, 1], gcε) (ε = − or +) and 〈 , 〉A0,H0,c± := −π
∗
H0,c−
〈 , 〉A0 + π∗H0,c+ 〈 , 〉
A
0 , where
π
H0,c−
(resp. π
H0,c+
) is the projection of H0([0, 1], gc) onto H0,c− (resp. H
0,c
+ ). It is clear that
〈u, v〉A
0,H0,c±
=
∫ 1
0 〈u(t), v(t)〉Agc±dt (u, v ∈ H
0([0, 1], gc)). Hence (H0([0, 1], gc), 〈 , 〉A
0,H0,c±
) is
a Hilbert space, that is, (H0([0, 1], gc), 〈 , 〉A0 ) is a pseudo-Hilbert space in the sense of
[Koi2]. Let J be the endomorphism of gc defined by JX =
√−1X (X ∈ gc). Denote
by the same symbol J the bi-invariant almost complex structure of Gc induced from J .
Define the endomorphism J˜ of H0([0, 1], gc) by J˜u =
√−1u (u ∈ H0([0, 1], gc)). From
J˜H0,c+ = H
0,c
− , J˜H
0,c
− = H
0,c
+ and 〈J˜u, J˜v〉A0 = −〈u, v〉A0 (u, v ∈ H0([0, 1], gc)), the space
(H0([0, 1], gc), 〈 , 〉A0 , J˜) is an anti-Kaehler space. Let H1([0, 1], gc) be a pseudo-Hilbert
subspace of H0([0, 1], gc) consisting of all absolutely continuous paths u : [0, 1] → gc
such that the weak derivative u′ of u is squared integrable (with respect to 〈 , 〉Agc±).
Also, let H1([0, 1], Gc) be the Hilbert Lie group of all absolutely continuous paths g :
[0, 1] → Gc such that the weak derivative g′ of g is squared integrable (with respect
to 〈 , 〉Agc±), that is, g
−1∗ g′ ∈ H0([0, 1], gc). Define a map φ : H0([0, 1], gc) → Gc by
φ(u) := gu(1) (u ∈ H0([0, 1], gc)), where gu is the element of H1([0, 1], Gc) with gu(0) = e
and g−1u∗ g′u = u. This map is called the parallel transport map for Gc. This map is an anti-
Kaehler submersion. Set P (Gc, e × Gc) := {g ∈ H1([0, 1], Gc) | g(0) = e} and Ωe(Gc) :=
{g ∈ H1([0, 1], Gc) | g(0) = g(1) = e}. The group H1([0, 1], Gc) acts on H0([0, 1], gc) by
gauge transformations, that is,
g ∗ u := AdGc(g)u− g′g−1∗ (g ∈ H1([0, 1], Gc), u ∈ H0([0, 1], gc)).
It is shown that the following facts hold:
(i) The above action of H1([0, 1], Gc) on H0([0, 1], gc) is isometric,
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(ii) The above action of P (Gc, e×Gc) in H0([0, 1], gc) is transitive and free,
(iii) φ(g ∗ u) = (Lg(0) ◦R−1g(1))(φ(u)) for g ∈ H1([0, 1], Gc) and u ∈
H0([0, 1], gc),
(iv) φ : H0([0, 1], gc)→ Gc is regarded as a Ωe(Gc)-bundle.
(v) If φ(u) = (Lx0 ◦R−1x1 )(φ(v)) (u, v ∈ H0([0, 1], gc), x0, x1 ∈ Gc), then there
exists g ∈ H1([0, 1], Gc) such that g(0) = x0, g(1) = x1 and u = g ∗ v. In
particular, it follows that any u ∈ H0([0, 1], gc) is described as u = g ∗ 0ˆ
in terms of some g ∈ P (Gc, Gc × e).
3 Homogeneity of the lift of the complexification
Let M be a full irreducible curvature-adapted isoparametric Cω-submanifold of codimen-
sion greater than one in a symmetric space G/K of non-compact type. Assume that M
satisfies the condition (∗C) stated in Introduction. Let Mc(→֒ Gc/Kc) be the complexi-
fication of M , where we note that Mc is not necessarily complete. See Section 4 of [Koi3]
about the definition of the complexification Mc(→֒ Gc/Kc). Also, see [Koi12] about the
definition of the complexification of a general pseudo-Riemannian Cω-submanifold. Let
π be the natural projection of Gc onto Gc/Kc and φ : H0([0, 1], gc) → Gc the parallel
transport map for Gc. Set M˜c := (π ◦ φ)−1(Mc). Without loss of generality, we may
assume that Kc is connected and that Gc is simply connected. Hence M˜c is connected.
Denote by A the shape tensor of M and R the curvature tensor of G/K. First we shall
show the following fact.
Lemma 3.1. The submanifold M˜c is a (not necessarily complete) full irreducible proper
anti-Kaehler isoparametric submanifold.
Proof. Fix x ∈M and a unit normal vector v ofM at x. Denote by SpecAv and SpecR(v)
the spectrum of Av and R(v), repsectively. For simplicity, set Dλµ := Ker(Av − λ id) ∩
Ker(R(v) − µ id), S := {(λ, µ) ∈ SpecAv × SpecR(v) |Dλµ 6= {0}}, S+ := {(λ, µ) ∈ S
| |λ| > √−µ} and S− := {(λ, µ) ∈ S | |λ| < √−µ}. Since M is curvature-adapted, we have
TxM = ⊕(λ,µ)∈SDλµ. For simplicity, set
Q(z) := cos(z
√
R(v)c)− sin(z
√
R(v)c)√
R(v)c
◦ Acv.
Clearly we have
Q(z)|Dλµ =
(
cos(iz
√−µ)− λ sin(iz
√−µ)
i
√−µ
)
id.
Hence, if (λ, µ) ∈ S+ and µ 6= 0, then 1√−µ
(
arctanh
√−µ
λ + kπi
)
(k ∈ Z) are focal radii
along γv including Dλµ as the nullity space. Also, if (λ, µ) ∈ S− and µ 6= 0, then
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1√−µ
(
arctanh λ√−µ + (k +
1
2)πi
)
(k ∈ Z) are focal radii along γv including Dλµ as the
nullity space. Also, if λ ∈ SpecAv \ {0} satisfying (λ, 0) ∈ S, then 1λ is a focal radii along
γv including Dλ0 as the nullity space. Also, if |λ| =
√−µ, then there exists no focal radius
along γv such that the intersection of its nullity space and Dλµ is not equal to the zero
space. Hence, since M satisfies the condition (∗C), there exists no (λ, µ) ∈ S satisfying
|λ| = √−µ 6= 0. Thus we have
(3.1) TxM = D00 ⊕
(
⊕
(λ,µ)∈S+∪S−
Dλµ
)
.
Denote by A˜ the shape tensor of M˜c. Fix u ∈ (π ◦ φ)−1(x). Let vLu be the horizontal lift
of v to u. Then we have
Spec A˜vLu = {λ |λ ∈ SpecAv s.t. (λ, 0) ∈ S+} ∪ {
√−µ
arctanh
√−µ
λ + πki
| (λ, µ) ∈ S+ s.t. µ 6= 0}
∪{
√−µ
arctanh λ√−µ + (k +
1
2)πi
| (λ, µ) ∈ S−}
(see Proposition 4 of [Koi3] in detail). For simplicity, set
Λ+λ,µ,k :=
√−µ
arctanh
√−µ
λ + πki
((λ, µ) ∈ S+ s.t. µ 6= 0, k ∈ Z)
and
Λ−λ,µ,k :=
√−µ
arctanh λ√−µ + (k +
1
2)πi
((λ, µ) ∈ S−, k ∈ Z).
Also, we set D˜λ := Ker
(
A˜vLu − λ id
)
(λ ∈ SpecAv s.t. (λ, 0) ∈ S+), D˜Λ+λ,µ,k :=
Ker
(
A˜vLu − Λ+λ,µ,k id
)
((λ, µ) ∈ S+ s.t. µ 6= 0, k ∈ Z) and D˜Λ−
λ,µ,k
:= Ker
(
A˜vLu − Λ−λ,µ,k id
)
((λ, µ) ∈ S−, k ∈ Z). Then, by using (3.1), we can show that TuM˜c is equal to(
⊕
λ∈SpecAv s.t. (λ,0)∈S+
D˜λ
)
⊕
(
⊕
(λ,µ)∈S+ s.t. µ6=0
⊕
k∈Z
D˜Λ+λ,µ,k
)
⊕
(
⊕
(λ,µ)∈S−
⊕
k∈Z
D˜Λ−λ,µ,k
)
(see [Koi2,3] in detail). That is, A˜vLu is diagonalized with respect to a J-orthonormal
base of TuM˜
c. Therefore M˜c is a proper anti-Kaehler isoparametric submanifold by the
arbitrarinesses of x, v and u. Hence M is a proper complex equifocal submanifold in the
sense of [Koi4]. SinceM is irreducible, it follows from Theorem 2 of [Koi5] that the complex
Coxeter group associated with M is not decomposable, where we note that the complex
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Coxeter groups associated with M is equal to one associated with M˜c (see Introduction
of [Koi5]). Hence, it follows from Theorem 1 of [Koi5] that M˜c is irreducible. Also, since
M is full, it is shown that the J-curvature normals of M˜c span the normal space of M˜c at
each point of M˜c (see the discussion in the proof of Theorem 2 of [Koi5]). Furthermore,
it follows from this fact that M˜c is full (see the discussion in the proof of Theorem 1 of
[Koi5]). q.e.d.
SinceM is a proper complex equifocal submanifold in the sense of [Koi4] by this lemma,
we can define the complete complexification of Mc (see [Koi7] in detail). In the sequel,
we denote this complete complexification by Mc. Also we denote the inverse image of
this complete complexification by π ◦ φ by M˜c. E. Heintze-X.Liu [HL2] proved that a full
irreducible isoparametric submanifold of codimension greater than one in a Hilbert space
is homogeneous. In this section, we shall prove the following homogeneity theorem by
imitating their proof.
Theorem 3.2. The submanifold M˜c is homogeneous.
Now we shall prepare some lemmas (or theorems) to prove this theorem. First we shall
recall the generalized Chow’s theorem, which was proved in [HL2]. Let N be a (connected)
Hilbert manifold and D a set of local (smooth) vector fields which are defined over open
sets of N . If two points x and y of N can be connected by a piecwise smooth curve each
of whose smooth segments is an integral curve of a local smooth vector field belonging
to D, then we say that x and y are D-equivalent and we denote this fact by x∼
D
y. Let
ΩD(x) := {y ∈ N | y∼D x}. The set ΩD(x) is called the set of reachable points of D starting
from x. Let D∗ be the minimal set consisting of local smooth vector fields on open sets of
N which satisfies the following condition:
D ⊂ D∗ and D∗ contains the zero vector field and, for any X,Y ∈ D∗ and any a, b ∈ R,
aX + bY and [X,Y ] (which are defined on the intersection of the domains of X
and Y ) also belong to D∗.
For each x ∈ N , set D∗(x) := {Xx |X ∈ D∗ s.t. x ∈ Dom(X)}. Then the following
generalized Chow’s theorem holds.
Theorem 3.3([HL2]) If D∗(x) = TxN for each x ∈ N , ΩD(x) = N holds for each x ∈ N ,
where (·) implies the closure of (·).
For simplicity, we set V := H0([0, 1], gc). Denote by A˜ the shape tensor of M˜c. Let
{Ei | i ∈ I} ∪ {E0} be the set of all J-curvature distributions of M˜c, where E0 is defined
by (E0)u := ∩
v∈T⊥u M˜c
KerA˜v (u ∈ M˜c). Also, let λi and ni be the J-principal curvature and
the J-curvature normal corresponding to Ei, respectively. Fix u0 ∈ M˜c. Denote by li the
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complex focal hyperplane (λi)
−1
u0 (1) of M˜
c at u0. Let Q(u0) be the set of all points of M˜
c
connected with u0 by a piecewise smooth curve in M˜
c each of whose smooth segments is
contained in some complex curvature sphere (which may depend on the smooth segment).
By using the above generalized Chow’s theorem, we shall show the following result.
Proposition 3.4. The set Q(u0) is dense in M˜
c.
Proof. Let DE be the set of all local (smooth) tangent vector fields on open sets of M˜c
which is tangent to some Ei (i 6= 0) at each point of the domain. Define ΩDE(u0), D∗E
and D∗E(u0) as above. By imitating the proof of Proposition 5.8 of [HL1], it is shown that
D∗E(u) = TuM˜c for each u ∈ M˜c. Hence, ΩDE(u0) = M˜c follows from Theorem 3.3. It is
clear that ΩDE(u0) = Q(u0). Therefore we obtain Q(u0) = M˜
c. q.e.d.
For each complex affine subspace P of T⊥u0M˜
c, define IP by
IP :=
{ {i ∈ I | (ni)u0 ∈ P} (0 /∈ P )
{i ∈ I | (ni)u0 ∈ P} ∪ {0} (0 ∈ P ).
Define a distribution DP on M˜
c by DP := ⊕
i∈IP
Ei. If 0 /∈ P , then it is easy to show that IP
is finite and that ( ∩
i∈IP \{0}
li) \ ( ∪
i∈I\IP
li) 6= ∅. Also, if 0 ∈ P , then it is easy to show that IP
is infinite or IP = {0}, and that ( ∩
i∈IP \{0}
(λi)
−1
u0 (0)) \ ( ∪
i∈I\IP
(λi)
−1
u0 (0)) 6= ∅. Assume that
0 /∈ P . Take v ∈ ( ∩
i∈IP \{0}
li) \ ( ∪
i∈I\IP
li). Let v˜ be a parallel normal vector field on M˜
c
with v˜u0 = v and set v := (π ◦φ)∗(v˜), which is well-defined because v˜ is projectable. These
normal vector fields v˜ and v are focal normal vector fields of M˜c and Mc, respectively.
Let fv˜ (resp. fv) be the focal map (i.e., the end point map) for v˜ (resp. v) and Fv˜ (resp.
Fv) the focal submanifold for v˜ (resp. v) (i.e., Fv˜ = fv˜(M˜
c) (resp. Fv = fv(M
c))). Also,
let LDPu be the leaf of DP through u ∈ M˜c. We have LDPu = f−1v˜ (fv˜(u)). By applying
Theorem A of [Koi7] to Mc, we can show the following homogeneous slice theorem for
M˜c.
Theorem 3.5. If 0 /∈ P , then the leaf LDPu is a principal orbit of the direct sum repre-
sentation (having T⊥fv˜(u)Fv˜ as the representation space) of aks-representations.
Proof. Let u1 := fv˜(u), F
′
v˜ := (π ◦ φ)(Fv˜) and x1 := (π ◦ φ)(u1). Also, set L := f−1v˜ (u1)
and L′ := f−1v (x1), which are leaves of the focal distributions corresponding to v˜ and v,
respectively. According to Theorem A of [Koi7], L′ is the image of a principal orbit of
the direct sum representation of aks-representations on T⊥x1F
′
v˜ by the normal exponential
map exp⊥ of F ′v˜ . On the other hand, under the identification of T
⊥
u1Fv˜ with T
⊥
x1F
′
v˜, L
′ is
the image of L by exp⊥. Hence it follows that L is a principal orbit of the direct sum
representation (having T⊥fv˜(u)Fv˜ as the representation space) of aks-representations. Since
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0 /∈ P by the assumption, we have LDPu = L. Therefore the statement of this theorem
follows. q.e.d.
Set (WP )u := u+ (DP )u ⊕ SpanC{(ni)u | i ∈ IP \ {0}} (u ∈ M˜c). Let γ : [0, 1] → M˜c
be a piecewise smooth curve. In the sequel, we assume that the domains of all piecewise
smooth curves are equal to [0, 1]. If γ˙(t) ⊥ (DP )γ(t) for each t ∈ [0, 1], then γ is said to
be horizontal with respect to DP (or DP -horizontal). Let βi (i = 1, 2) be curves in M˜
c. If
LDPβ1(t) = L
DP
β2(t)
for each t ∈ [0, 1], then β1 and β2 are said to be parallel. By imitating the
proof of Proposition 1.1 in [HL2], we can show the following fact.
Lemma 3.6. For each DP -horizontal curve γ, there exists an one-parameter family
{hDPγ,t | 0 ≤ t ≤ 1} of holomorphic isometries hDPγ,t : (WP )γ(0) → (WP )γ(t) satisfying the
following conditions:
(i) hDPγ,t (L
DP
γ(0)) = L
DP
γ(t) (0 ≤ t ≤ 1),
(ii) for any u ∈ LDPγ(0), t 7→ hDPγ,t (u) is a DP -horizontal curve parallel to γ,
(iii) for any u ∈ LDPγ(0) and any i ∈ IP , (hDPγ,t )∗u((Ei)u) = (Ei)hDPγ,t (u).
Proof. First we consider the case of 0 /∈ P . Take v ∈ ∩
i∈IP
li \ ( ∪
i∈I\IP
li). Let v˜ be the parallel
normal vector field of M˜c with v˜u0 = v. Let γ := fv˜ ◦ γ. Define a map ht : (WP )γ(0) → V
by ht(u) := γ(t) + τ
⊥
γ|[0,t](
−−−→
γ¯(0)u) (u ∈ (WP )γ(0)) (see Figure 3), where τ⊥γ is the parallel
translation along γ with respect to the normal connection of Fv˜ . Then it is shown that
{ht | 0 ≤ t ≤ 1} is the desired one-parameter family. Next we consider the case of 0 ∈ P .
Take v ∈ ∩
i∈IP
(λi)
−1
u0 (0) \ ( ∪i∈I\IP (λi)
−1
u0 (0)). Let v˜ be the parallel normal vector field of M˜
c
with v˜u0 = v. We define a map ν : M˜
c → S∞(1) by ν(u) := v˜u (u ∈ M˜c), where S∞(1)
is the unit hypersphere of V centered 0. Then we have ν∗u = −A˜v˜u (u ∈ M˜c). If i ∈ IP ,
then we have ν∗u((Ei)u) = {−〈(ni)u, v˜u〉X |X ∈ (Ei)u} = {0} and, if i /∈ IP , then we
have ν∗u((Ei)u) = {−〈(ni)u, v˜u〉X |X ∈ (Ei)u} = (Ei)u. Hence we have Ker ν∗u = (DP )u.
Therefore DP is integrable and it gives a foliation on M˜
c. Denote by FP this foliation
and D⊥P the orthogonal complementary distribution of FP . Let U be a neighborhood of
γ(0) in LDP
γ(0)
such that there exists a family {ψt : U → Ut | 0 ≤ t ≤ 1} of diffeomophisms
such that, for any u ∈ U , the curve γu (⇔
def
γu(t) := ψt(u)) is a DP -horizontal curve, where
Ut is a neighborhood of γ(t) in L
DP
γ(t). Note that such a family of diffeomorphisms is
called an element of holonomy along γ (with respect to FP and D⊥P ) in [BH]. Let △ be
a fundamental domain containing u0 of the complex Coxeter group of M˜
c at u0. Denote
by △u a domain of T⊥u M˜c given by parallel translating △ with respect to the normal
connection of M˜c. Set U˜ := ∪
u∈U
(SpanC{(ni)u | i ∈ IP \ {0}} ∩ △u), which is an open
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subset of the affine subspace (WP )γ(0). Define a map ht : U˜ → (WP )γ(t) (0 ≤ t ≤ 1) by
ht(u + w) = γu(t) + τ
⊥
γu|[0,t](w) (u ∈ U, w ∈ Span{(ni)u | i ∈ IP \ {0}} ∩ △u) (see Figure
4). By imitating the proof of Lemma 1.2 in [HL2], it is shown that ht is a holomorphic
isometry into (WP )γ(t) . Hence ht extends to a holomorphic isometry of (WP )γ(0) onto
(WP )γ(t). Denote by h˜t this holomorphic extension. It is shown that h˜t’s gives the desired
one-parameter family by imitating the discussion in Step 3 of the proof of Proposition 1.1
in [HL2]. q.e.d.
Fix i0 ∈ I ∪ {0} and take a complex affine subspace Pi0 of T⊥u0M˜c with IPi0 = {i0}.
Note that DPi0 is equal to Ei0 . Denote by Φi0(u0) the group of holomorphic isome-
tries of (WPi0 )u0 generated by {h
Ei0
γ,1 | γ : Ei0 − horizontal curve s.t. γ(0), γ(1) ∈ L
Ei0
u0 },
where L
Ei0
u0 is the integral manifold of Ei0 through u0. Also, denote by Φ
0
i0
(u0) the iden-
tity component of Φi0(u0) and Φ
0
i0
(u0)u0 the isotropy subgroup of Φ
0
i0
(u0) at u0. De-
fine a AdΦ0i0 (u0)
(Φ0i0(u0))-invariant non-degenerate inner product 〈 , 〉 of the Lie algebra
LieΦ0i0(u0) of Φ
0
i0
(u0) by
〈X,Y 〉 := B(X,Y ) + Tr(X ◦ Y ) (X,Y ∈ LieΦ0i0(u0)),
whereB is the Killing form of Lie Φ0i0(u0) and, in Tr(X◦Y ), X and Y are regarded as linear
transformations of (WPi0 )u0 . Take X ∈ LieΦ0i0(u0) ⊖ LieΦ0i0(u0)u0 . Set g(t) := exp tX
and γ(t) := g(t)u0, where exp is the exponential map of Φ
0
i0
(u0). It is clear that γ is a
geodesic in L
Ei0
u0 . Hence γ is an Ei-horizontal curve for i ∈ I with i 6= i0. Let Fγ be the
holomorphic isometry of V satisfying Fγ(γ(0)) = γ(1) and
(3.2) (Fγ)∗γ(0) =

g(1)∗γ(0) on (Ei0)γ(0)
(hEiγ,1)∗γ(0) on (Ei)γ(0) (i 6= i0)
τ⊥γ on T
⊥
γ(0)M˜
c.
In similar to Theorem 4.1 of [HL2], we have the following fact.
Proposition 3.7. The holomorphic isometry Fγ preserves M˜
c invariantly (i.e., Fγ(M˜
c) =
M˜c). Furthermore, it preserves Ei (i ∈ I) invariantly (i.e., Fγ∗(Ei) = Ei).
To show this proposition, we prepare some lemmas. By imitating the proof (P163∼166)
of Proposition 3.1 in [HL2], we can show the following fact.
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Lemma 3.7.1. Let N and N̂ be irreducible proper anti-Kaehler isoparametric subman-
ifolds of complex codimension greater than one in an infinite dimensional anti-Kaehler
space. If N ∩ N̂ 6= ∅ and, for some x0 ∈ N ∩ N̂ , Tx0N = Tx0N̂ and there exists a complex
affine line l0 of T
⊥
x0N(= T
⊥
x0N̂) such that L
Dl
x0 = L
D̂l
x0 for any complex affine line l of T
⊥
x0N
with l 6= l0, then N = N̂ holds, where Dl (resp. D̂l ) is the integrable distribution on N
(resp. N̂) defined for l in similar to DP .
Proof. Let {λi | i ∈ I} (resp. {λ̂i | i ∈ Î}) be the set of all J-principal curvatures of N
(resp. N̂), ni (resp. n̂i) the J-curvature normal corresponding to λi (resp. λ̂i) and Ei
(resp. Êi) the J-curvature distribution corresponding to λi (resp. λ̂i). Denote by A
(resp. Â) the shape tensor of N (resp. N̂). Let E0 be the J-curvature distribution on
N with (E0)x := ∩
v∈T⊥x N
KerAv (x ∈ N) and Ê0 the J-curvature distribution on N̂ with
(Ê0)x := ∩
v∈T⊥x N̂
Ker Âv (x ∈ N̂). Let Q0(x0) (resp. Q̂0(x0)) be the set of all points of N
(resp. N̂) connected with x0 by a piecewise smooth curve in N (resp. N̂) each of whose
smooth segments is contained in some complex curvature sphere or some integral manifold
of E0 (resp. Ê0). Take any x ∈ Q0(x0). There exists a sequence {x0, x1, · · · , xk(=
x)} such that, for each j ∈ {1, · · · , k}, pj ∈ ( ∪
i∈I
LEixj−1) ∪ LE0xj−1 . Assume that there
exists j0 ∈ {1, · · · , k} such that xj0 ∈ L
Ei0
xj0−1
for some i0 ∈ I with (ni0)x0 ∈ l0. Since
N is irreducible, the complex Coxeter group associated with N is not decomposable.
Hence, according to Lemma 3.8 of [Koi5], we can find a J-curvature normal ni1 of N
satisfying (ni1)x0 /∈ SpanC{(ni0)x0} ∪ SpanC{(ni0)x0}⊥ (see the final part of the first
paragraph of the previous section), where we use also codimcN ≥ 2. Furthermore, since
ni1 is a J-curvature normal, then so are also infinitely many complex-constant-multiples
of ni1 . Hence we may assume that (ni1)x0 does not belong to l0 by replacing ni1 to
a complex-constant-multiple of ni1 if necessary. Denote by li0i1 the affine line in T
⊥
x0N
through (ni0)x0 and (ni1)x0 , and set Di0i1 := Dli0i1 for simplicity. According to Theroem
3.5, L
Di0i1
xj0−1
is a proper anti-Kaehler isoparametric submanifold in (Wli0i1 )xj0−1 of complex
codimension two. Furthermore, since both (ni0)x0 and (ni1)x0 are J-curvature normals
of L
Di0i1
xj0−1
(⊂ (Wli0i1 )xj0−1) and since they are not orthogonal, it follows from Lemma 3.8
of [Koi5] that L
Di0i1
xj0−1
is irreducible. Hence, by the anti-Kaehler version of Theorem D
of [HOT], xj0−1 can be joined to xj0 by a piecewise smooth curve each of whose smooth
segments is tangent to one of Ei’s (i ∈ I s.t. (ni)x0 ∈ li0i1 and (ni)x0 6= (ni0)x0). Therefore,
we can find a sequence {x0, x′1, · · · , x′k′(= x)} such that, for each j ∈ {1, · · · , k′}, x′j ∈(
∪
i∈I s.t. (ni)x0 /∈l0
LEi
x′j−1
)
∪ LE0
x′j−1
. Hence it follows from Lemma 3.7.2 (see below) that x′1 ∈
Q̂0(x0), x
′
2 ∈ Q̂0(x′1), · · · , x′k′−1 ∈ Q̂0(x′k′−2) and x ∈ Q̂0(x′k′−1) inductively. Therefore
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we have x ∈ Q̂0(x0). From the arbitrariness of x, it follows that Q0(x0) ⊂ Q̂0(x0).
Similarly we can show Q̂0(x0) ⊂ Q0(x0). Thus we obtain Q0(x0) = Q̂0(x0) and hence
Q0(x0) = Q̂0(x0).
Let D0E (resp. D̂0E) be the set of all local (smooth) vector fields of N (resp. N̂)
which is tangent to some Ei (resp. Êi) (where i may be equal to 0) at each point of the
domain. Since (D0E)∗(x) = (E0)x ⊕ (⊕
i∈I
(Ei)x) = TxN for each x ∈ N , it follows from
Theorem 3.3 that ΩD0E(x0) = N . Similarly, we have ΩD̂0E(x0) = N̂ . Also, it is clear that
ΩD0E(x0) = Q0(x0) and ΩD̂0E(x0) = Q̂0(x0). Therefore we obtain N = N̂ . q.e.d.
Lemma 3.7.2. Let N, N̂, x0 and l0 be as in Lemma 3.7.1. Then, for any x ∈ LE0x0 ∪
( ∪
i∈I s.t. (ni)x0 /∈l0
LEix0 ), we have TxN = TxN̂ and L
Dl
x = L
D̂l
x for any complex affine line l of
T⊥x0N with l 6= l0.
Proof. First we consider the case where x ∈ LEix0 for some i with (ni)x0 /∈ l0. Then,
from the assumption, we have x ∈ LEix0 = LÊix0 and hence LEix = LÊix . Let l be a complex
affine line of T⊥x0N with l 6= l0. Assume that (ni)x0 ∈ l . Then we have x ∈ LEix0 ⊂ LDlx0 .
Since l 6= l0, it follows from the assumption that LDlx0 = LD̂lx0 . Hence we have LDlx = LD̂lx .
Therefore it follows from the arbitrariness of l that
∑
l 6=l0
TxL
Dl
x =
∑
l 6=l0
TxL
D̂l
x . On the other
hand, we have TxN =
∑
l 6=l0
TxL
Dl
x and TxN̂ =
∑
l 6=l0
TxL
D̂l
x . Therefore we have TxN = TxN̂ .
Assume that (ni)x0 /∈ l . Take a curve γ : [0, 1]→ LEix0 with γ(0) = x0 and γ(1) = x. Since
(ni)x0 /∈ l , γ is Dl -horizontal. For the holomorphic isometries hDlγ,1 : (Wl )x0 → (Wl )x and
hD̂lγ,1 : (Ŵl )x0 → (Ŵl )x as in Lemma 3.6, we have hDlγ,1(LDlx0 ) = LDlx and hD̂lγ,1(LD̂lx0 ) = LD̂lx .
On the other hand, by imitating the discussion from Line 7 from bottom of Page 164
to Line 4 of Page 165 in [HL2], we can show hDlγ,1 = h
D̂l
γ,1. Hence we obtain L
Dl
x = L
D̂l
x .
Therefore it follows from the arbitrariness of l that TxN = TxN̂ .
Next we consider the case of x ∈ LE0x0 . Let l be a complex affine line of T⊥x0N with
l 6= l0. Assume that 0 ∈ l . Then we have x ∈ LE0x0 ⊂ LDlx0 = LD̂lx0 and hence LDlx = LD̂lx .
Therefore it follows from the arbitrariness of l that TxN = TxN̂ . Assume that 0 /∈ l . Take
a curve γ : [0, 1] → LE0x0 with γ(0) = x0 and γ(1) = x. Since 0 /∈ l , γ is Dl -horizontal.
For the holomorphic isometries hDlγ,1 : (Wl )x0 → (Wl )x and hD̂lγ,1 : (Ŵl )x0 → (Ŵl )x, we have
hDlγ,1(L
Dl
x0 ) = L
Dl
x and h
D̂l
γ,1(L
D̂l
x0 ) = L
D̂l
x . On the other hand, by imitating the discussion
from Line 18 of Page 165 to Line 6 of Page 166 in [HL2], we have hDlγ,1 = h
D̂l
γ,1. Hence we
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obtain LDlx = L
D̂l
x . Therefore it follows from the arbitrariness of l that TxN = TxN̂ . This
completes the proof. q.e.d.
In similar to Lemma 4.2 in [HL2], we have the following fact.
Lemma 3.7.3. If N is a principal orbit through a semi-simple element of an aks-
representation, then N is a full irreducible proper anti-Kaehler isoparametric submanifold
and each holomorphic isometry of the ambient (finite dimensional) anti-Kaehler space
defined for N in similar to the above holomorphic isometry Fγ preserves N invariantly.
Proof. Let L/H be an irreducible Riemannian symmetric space of non-compact type and
ρ the aks-representation associated with Lc/Hc. Denote by l (resp. h) the Lie algebra of
L (resp. H). Let θ be the Cartan involution of L with (Fix θ)0 ⊂ H ⊂ Fix θ and denote
by the same symbol θ the involution of l associated with θ. Set q := Ker(θ + id), which is
identified with TeH(L/H). The complexification q
c is identified with TeHc(L
c/Hc). Let N
be a principal orbit through a semi-simple element w(∈ qc) of ρ. Denote by A the shape
tensor of N . Let a be a Cartan subspace of qc containing w. See [Ha] about the definition
of a Cartan subspace. The space a contains the maximal split abelian subspace av := a∩q
of vector-type and a = acv holds. See [OS] or [R] about the definition of a maximal split
abelian subspace of vector-type. For each (R-)linear function α on av (i.e., α ∈ a∗v), we
set
qcα := {X ∈ qc | ad(a)2(X) = α(a)2X (∀a ∈ av)}.
Set △ := {α ∈ a∗v | qcα 6= {0}}, which is called the root system with respect to av. Then we
have the root space decomposition
qc = a+
∑
α∈△+
qcα,
where △+ is the positive root system under some lexicographical ordering of a∗v and we
note that a is equal to the centralizer of av in q
c. For each α ∈ △+, the complexification
αc of α is regarded as a C-linear function on a and we have
qcα = {X ∈ qc | ad(a)2(X) = αc(a)2X (∀a ∈ a)}.
Since N is a principal orbit of ρ and hence w is a regular element, we have αc(w) 6= 0 for
any α ∈ △+. Under the identification of Twqc and qc, T⊥wN is identified with a. Under this
identification, αc is regarded as a C-linear function on T⊥wN . Denote by αc this C-linear
function on T⊥wN . Easily we can show
Acv|qcα = −
αc(v)
αc(w)
id (α ∈ △+)
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for any v ∈ T⊥wN . Let λαc be the parallel section of the C-dual bundle (T⊥N)∗ of
T⊥N with (λαc)w = − 1αc(w)αc. It is clear that N is a proper anti-Kaehler isoparametric
submanifold having {λαc |α ∈ △+} as the set of all J-principal curvatures. Denote by Eαc
the J-curvature distribution for λαc . Take v0 ∈ (λαc0)−1w (1)\( ∪α∈△+ s.t. α6=α0(λαc)
−1
w (1)) and
set F := ρ(Hc) · (w+ v0), where v0 is regarded as an element of qc under the identification
of Twq
c and qc. It is clear that F is a focal submanifold of N whose corresponding focal
distribution is equal to Eαc0 . We have the relations h
c = zhc(av) +
∑
α∈△+
hcα, Tw+v0F =∑
α∈△+ s.t. α6=α0
qcα and T
⊥
w+v0F = a + q
c
α0 , where zhc(av) is the centralizer of av in h
c and
hcα := {X ∈ hc | ad(a)2X = α(a)2X (∀a ∈ av)}. Denote by Hcw (resp. Hcw+v0) the isotropy
group of the Hc-action at w (resp. w+ v0) and by h
c
w (resp. h
c
w+v0) the Lie algebra of H
c
w
(resp. Hcw+v0). Then we have h
c
w = zhc(av) and h
c
w+v0 = zhc(av) + h
c
α0 . For the restriction
of the ρ(Hcw+v0)-action (on q
c) to T⊥w+v0F is called the slice representation of the action at
w+v0. It is shown that this slice representation coincides with the normal holonomy group
action of F at w+v0 and that ρ(H
c
w+v0)·w is equal to L
Eαc
0
w . Set Φ(w+v0) := ρ(H
c
w+v0) and
Φ(w) := ρ(Hcw). The leaf L
Eαc
0
w is identified with the quotient manifold Φ(w + v0)/Φ(w).
Take X(= adlc(X)) ∈ LieΦ(w + v0) ⊖ LieΦ(w), where X ∈ hcw+v0 , and set g(t) :=
expΦ(w+v0)(tX) and γ(t) := g(t) ·w, where t ∈ [0, 1]. Let Fγ be the holomorphic isometry
of the ambient anti-Kaehler space satisfying Fγ(w) = γ(1), (Fγ)∗w|(Eαc0 )w = g(1)∗w|(Eαc0 )w ,
(Fγ)∗w|(Eαc )w = hEαcγ,1 |(Eαc )w (α ∈ △+ s.t. α 6= α0) and (Fγ)∗w|T⊥w N = τ⊥γ , where h
Eαc
γ,1 is
the holomorphic isometry as in the statement of Lemma 3.6 defined for this γ and τ⊥γ is
the parallel translation along γ with respect to the normal connection of N . Easily we can
show hEαcγ,1 |(Eαc)w = g(1)∗w |(Eαc )w and τ⊥γ = g(1)∗w|T⊥w N . Hence we have (Fγ)∗w = g(1)∗w .
Furthermore, since both Fγ and g(1) are affine transformations of q
c, they coincide with
each other. Therefore, we obtain Fγ(N) = g(1)(ρ(H
c) ·w) = ρ(expLc(X))(ρ(Hc) ·w) = N .
This completes the proof. q.e.d.
By using Lemmas 3.7.1 and 3.7.3, we shall prove Proposition 3.7.
Proof of Proposition 3.7. Since M˜c is a full irreducible proper anti-Kaehler isoparamet-
ric submanifold and Fγ is a holomorphic isometry of V , M˜
c
′
:= Fγ(M˜
c) also is a full
irreducible proper anti-Kaehler isoparametric one. Denote by A˜′ the shape tensor of
M˜c
′
. Let {E′i | i ∈ I} ∪ {E′0} be the set of all J-curvature distributions on M˜c
′
and
n′i the J-curvature normal corresponding to E
′
i, where E
′
0 is a distribution on M˜
c′ de-
fined by (E′0)u := ∩
v∈T⊥u M˜c′
Ker A˜′v (u ∈ M˜c′). Clearly we have γ(1) ∈ M˜c ∩ M˜c′ . Since
(Fγ)∗γ(0)((ni)γ(0)) = τ⊥γ ((ni)γ(0)) = (ni)γ(1) (i ∈ I), we have (n′i)γ(1) = (ni)γ(1) (i ∈ I).
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Also, since (Fγ)∗γ(0)((Ei)γ(0)) = (h
Ei
γ,1)∗γ(0)((Ei)γ(0)) = (Ei)γ(1) (i ∈ I \ {i0}), we have
(E′i)γ(1) = (Ei)γ(1) (i ∈ I \ {i0}), From this fact and (n′i)γ(1) = (ni)γ(1), we have LE
′
i
γ(1) =
LEi
γ(1)
(i ∈ I \ {i0}). Also, since (Fγ)∗γ(0)((Ei0)γ(0)) = g(1)∗γ(0)((Ei0)γ(0)) = (Ei0)γ(1), we
have (E′i0)γ(1) = (Ei0)γ(1). From this fact and (n
′
i0
)γ(1) = (ni0)γ(1), we have L
E′i0
γ(1) = L
Ei0
γ(1).
Also, from (E′i)γ(1) = (Ei)γ(1) (i ∈ I), Tγ(1)M˜c = Tγ(1)M˜c
′
follows. Let l0 be the com-
plex affine line through 0 and (ni0)γ(1). Let l be any complex affine line of T
⊥
γ(1)M˜
c with
l 6= l0. Now we shall show that LDlγ(1) = L
D′
l
γ(1), where Dl (resp. D
′
l
) is the distribution
on M˜c (resp. M˜c
′
) defined as above for l . If (ni0)γ(1) /∈ l , then γ is a Dl -horizontal
curve and hence we have Fγ(L
Dl
u0 ) = L
Dl
γ(1) and hence L
D′
l
γ(1) = L
Dl
γ(1). Next we consider
the case of (ni0)γ(1) ∈ l . Then we have 0 /∈ l because of l 6= l0. If there does not ex-
ist i1(6= i0) ∈ I with (ni1)γ(1) ∈ l , then we have LDlγ(1) = L
Ei0
γ(1) = L
E′i0
γ(1) = L
D′
l
γ(1). Next
we consider the case where there exists i1(6= i0) ∈ I with (ni1)γ(1) ∈ l . Let v˜ be a fo-
cal normal vector field of M˜c such that the corresponding focal distribution is equal to
Dl . Since 0 /∈ l , it follows from Theorem 3.5 that LDlγ(1) is a principal orbit of the direct
sum representation (having T⊥fv˜(γ(1))Fv˜ as the representation space) of aks-representations.
Since (ni0)γ(1), (ni1)γ(1) ∈ l and 0 /∈ l , (ni0)γ(1) and (ni1)γ(1) are C-linear independent.
Assume that LDlγ(1) is reducible. Then, according to Theorem 1 of [Koi5], the complex
Coxeter group associated with LDlγ(1) is decomposable. Furthermore, according to Lemma
3.8 of [Koi5], (ni0)γ(1) and (ni1)γ(1) are orthogonal and no J-curvature normal of L
Dl
γ(1)
other than their complex-constant-multiples exists. Therefore, LDlγ(1) is congruent to the
(extrinsic) product of complex spheres L
Ei0
γ(1) and L
Ei1
γ(1). Similarly L
Dl
u0 is congruent to the
(extrinsic) product of L
Ei0
u0 and L
Ei1
u0 . Hence we have
Fγ(L
Dl
u0 ) = Fγ(L
Ei0
u0 )× Fγ(LEi1u0 ) = LEi0γ(1) × L
Ei1
γ(1) = L
Dl
γ(1).
On the other hand, we have Fγ(L
Dl
u0 ) = L
D′
l
γ(1). Therefore we obtain L
D′
l
γ(1) = L
Dl
γ(1). As-
sume that LDlγ(1) is irreducible. Then L
Dl
γ(1) is a principal orbit of an aks-representation
on T⊥fv˜(γ(1))Fv˜. Then it follows from Lemma 3.7.3 that Fγ(L
Dl
γ(1)) = (Fγ |(Wl )γ(1))(LDlγ(1)) =
LDlγ(1). Hence we obtain L
D′
l
γ(1) = L
Dl
γ(1). Thus we obtain L
D′
l
γ(1) = L
Dl
γ(1) in general. Therefore,
from Lemma 3.7.1, we obtain M˜c
′
= M˜c, that is, Fγ(M˜
c) = M˜c. q.e.d.
By using Proposition 3.7, we prove the following fact.
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Proposition 3.8. For any u ∈ Q(u0), there exists a holomorphic isometry f of V such
that f(u0) = u, f(M˜c) = M˜c, f∗(Ei) = Ei (i ∈ I), f(Q(u0)) = Q(u0) and that f∗u0 |T⊥u0M˜c
coincides with the parallel translation along a curve in M˜c starting from u0 and terminat-
ing to u with respect to the normal connection of M˜c.
Proof. Take a sequence {u0, u1, · · · , uk(= u)} of Q(u0) such that, for each i ∈ {0, 1, · · · , k−
1}, ui and ui+1 belong to a complex curvature sphere Sci of M˜c. Furthermore, for each
i ∈ {0, 1, · · · , k − 1}, we take the geodesic γi : [0, 1] → Sci with γi(0) = ui and γi(1) =
ui+1. Set f := Fγk−1 ◦ · · · ◦ Fγ1 ◦ Fγ0 , where Fγi (i = 0, 1, · · · , k − 1) are holomorphic
isometries of V defined in similar to the above Fγ . According to Proposition 3.7, f
preserves M˜c invariantly, f∗(Ei) = Ei (i ∈ I) and the retriction of f∗u0 to T⊥u0M˜c coincides
with the parallel translation along a curve in M˜c starting from u0 and terminating to u
with respect to the normal connection of M˜c. Also, since f preserves complex curvature
spheres invariantly, it is shown that f preserves Q(u0) invariantly. Thus f is the desired
holomorphic isometry. q.e.d.
By using Propositions 3.4 and 3.8, we shall prove the homogeneity of M˜c.
Proof of Theorem 3.2. Take any û ∈ M˜c. Since Q(u0) = M˜c by Proposition 3.4, there
exists a sequence {uk}∞k=1 in Q(u0) with lim
k→∞
uk = û. According to Proposition 3.8, for
each k ∈ N, there exists a holomorphic isometry fk of V with fk(u0) = uk, fk(M˜c) =
M˜c, fk(Q(u0)) = Q(u0) and fk(L
Ei
u0) = L
Ei
uk
(i ∈ I).
(Step I) In this step. we shall show that, for each i ∈ I, there exists a subsequence
{fkj}∞j=1 of {fk}∞k=1 such that {fkj |LEiu0}
∞
j=1 pointwisely converges to a holomorphic isom-
etry of LEiu0 onto L
Ei
û . For any point u of M˜
c, denote by (LEiu )R the compact real form
through u of the complex sphere LEiu satisfying 〈Tu(LEiu )R, JTu(LEiu )R〉 = 0, where a
real form of LEiu means the fixed point set of an anti-holomorphic diffeomorphism of
LEiu . Here we note that such a compact real form (L
Ei
u )R of L
Ei
u is determined uniquely
(see Figure 5) and that it is isometric to a mi-dimensional sphere, where mi := dimEi.
Clearly we have fk((L
Ei
u0 )R) = (L
Ei
uk
)R. Denote by Fi the foliation on M˜
c whose leaf
through u ∈ M˜c is equal to (LEiu )R, and M˜c/Fi the leaf space of Fi. Take a Fi-saturated
tubular neighborhood U of (LEiû )R in M˜
c, where ”Fi-saturatedness” of U means that
LEiu ⊂ U for any u ∈ U . Take a base {e1, · · · , emi} of Tu0((LEiu0 )R) such that the norms
||e1||, · · · , ||emi || are sufficiently small and set u¯a := exp(ea) (a = 1, · · · ,mi), where exp is
the exponential map of (LEiu0)R. Since (L
Ei
u )R’s (u ∈ U) are compact, Fi is a Hausdorff
foliation. From this fact and the compactness of (LEiû )R, it follows that there exists a
subsequence {fkj}∞j=1 of {fk}∞k=1 such that {fkj(u¯a)}∞j=1 (a = 1, · · · ,mi) converge. Set
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ûa := lim
j→∞
fkj(u¯a) (a = 1, · · · ,mi). Since lim
j→∞
fkj(u0) = û and fkj((L
Ei
u0)R) = (L
Ei
ukj
)R,
it follows from the Hausdorffness of Fi that ûa belongs to (L
Ei
û )R (a = 1, · · · ,mi). De-
note by d0, dj (j ∈ N) and d̂ the (Riemannian) distance functions of (LEiu0)R, (LEiukj )R
and (LEiû )R, respectively. Since each fkj |(LEiu0 )R is an isometry onto (L
Ei
ukj
)R, we have
dj(fkj (u0), fkj(u¯a)) = d0(u0, u¯a) and dj(fkj (u¯a), fkj(u¯b)) = d0(u¯a, u¯b), (a, b = 1, · · · ,mi).
Hence we have d̂(û, ûa) = d0(u0, u¯a) and d̂(ûa, ûb) = d0(u¯a, u¯b) (a, b = 1, · · · ,mi). There-
fore, since (LEiu0 )R onto (L
Ei
û )R are spheres isometric to each other, there exists a unique
isometry f¯ of (LEiu0)R onto (L
Ei
û )R satisfying f¯(u0) = û and f¯(u¯a) = ûa (a = 1, · · · ,mi). It
is clear that f¯ is uniquely extended to a holomorphic isometry of LEiu0 onto L
Ei
û . Denote by
f this holomorphic extension. It is easy to show that {fkj |(LEiu0 )R}
∞
j=1 pointwisely converges
to f¯ . Furthermore, it follows from this fact that {fkj |LEiu0}
∞
j=1 pointwisely converges to f .
(Step II) Next we shall show that, for each fixed w ∈ Q(u0), there exists a subsequence
{fkj}∞j=1 of {fk}∞k=1 such that {fkj (w)}∞j=1 converges. There exists a sequence {u¯0(=
u0), u¯1, · · · , u¯m(= w)} in Q(u0) such that, for each j ∈ {1, · · · ,m}, u¯j is contained in a
complex curvature sphere L
Ei(j)
u¯j−1 . For simplicity, we shall consider the case of m = 3. From
the fact in Step I, there exists a subsequence {fk1j }∞j=1 of {fk}∞k=1 such that {fk1j |LEi(1)u0
}∞j=1
pointwisely converges to a holomorphic isometry f1 of L
Ei(1)
u0 onto L
Ei(1)
û . Furthermore,
by noticing lim
j→∞
fk1j
(u¯1) = f
1(u¯1) and imitating the discussion in Step I, we can show
that there exists a subsequence {fk2j }∞j=1 of {fk1j }∞j=1 such that {fk2j |LEi(2)u¯1
}∞j=1 pointwisely
converges to a holomorphic isometry f2 of L
Ei(2)
u¯1 onto L
Ei(2)
f1(u¯1)
. Furthermore, by noticing
lim
j→∞
fk2j (u¯2) = f
2(u¯2) and imitating the discussion in Step I, we can show that there exists
a subsequence {fk3j }
∞
j=1 of {fk2j }
∞
j=1 such that {fk3j |LEi(3)u¯2
}∞j=1 pointwisely converges to a
holomorphic isometry f3 of L
Ei(3)
u¯2 onto L
Ei(3)
f2(u¯2)
. In particular, we have lim
j→∞
fk3j
(w) = f3(w).
Thus {fk3j }
∞
j=1 is the desired subsequence of {fkj}∞j=1.
(Step III) LetW be the complex affine span of M˜c. Next we shall show that there exists
a subsequence {fkj}∞j=1 of {fk}∞k=1 such that {fkj |W }∞j=1 pointwisely converges to some
holomorphic isometry of W . Take a countable subset B := {wj | j ∈ N} of Q(u0) with
B = Q(u0)(= M˜c). According to the fact in Step II, there exists a subsequence {fk1j }∞j=1
of {fk}∞k=1 such that {fk1j (w1)}
∞
j=1 converges. Again, according to the fact in Step II, there
exists a subsequence {fk2j }
∞
j=1 of {fk1j }
∞
j=1 such that {fk2j (w2)}
∞
j=1 converges. In the sequel,
we take subsequences {fklj}
∞
j=1 (l = 3, 4, 5, · · · ) inductively. It is clear that {fkjj (wl )}
∞
j=1
converges for each l ∈ N, that is, {f
kjj
|B}∞j=1 pointwisely converges to some map f of B
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into M˜c. Since each f
kjj
is a holomorphic isometry, f extends to a holomorphic isometry
of M˜c. Denote by f˜ this extension. It is clear that {f
kjj
|
M˜c
}∞j=1 pointwisely converges to
f˜ . Furthermore, since each f
kjj
is an affine transformation and hence the restriction f
kjj
|W
of f
kjj
to W is a holomorphic isometry of W , f˜ extends to a holomorphic isometry of W .
Denote by (f˜)∼ this extension. It is clear that {f
kjj
|W }∞j=1 pointwisely converges to (f˜)∼.
(Step IV) Denote by H the group genereted by all holomorphic isometries of V preserv-
ing M˜c invariantly. Let f˜ and (f˜)∼ be as in Step III. It is clear that (f˜)∼ extends to a holo-
morphic isometry of V . Denote by f̂ this extension. Then we have f̂(M˜c) = f˜(M˜c) = M˜c
and f̂(u0) = f(u0) = lim
j→∞
f
kjj
(u0) = lim
j→∞
u
kjj
= û. Hence we have û ∈ H · u0. From the
arbitrariness of û, we obtain M˜c ⊂ H ·u0. On the ther hand, it follows form the definition
of H that H · u0 ⊂ M˜c. Therefore we obtain H · u0 = M˜c. q.e.d.
(LEiu )R
L′
L′ is a compact real form of LEiu
but 〈TuL′, JTuL′〉 6= 0
LEiu
u
TuL
Ei
u
JTu(L
Ei
u )R
Tu(L
Ei
u )R
TuL
′
JTuL
′
〈Tu(LEiu )R, JTu(LEiu )R〉 = 0
〈TuL′, JTuL′〉 6= 0
null cone
Figure 5.
4 On the holomorphic Killing field associated with the con-
structed one-parameter family of holomorphic isometries
Let M(→֒ G/K) be as in Theorem A and Mc the (complete extrinsic) complexification
of M . Set M̂c := π−1(Mc) and M˜c := (π ◦ φ)−1(Mc), where φ is the parallel transport
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map for Gc and π is the natural projection of Gc onto Gc/Kc. Without loss of generality,
we may assume that Kc is connected and that Gc is simply connected. Hence both
M̂c and M˜c are connected. Also, without loss of generality, we may assume 0ˆ ∈ M˜c
and hence e ∈ M̂c. For simplicity, set V := H0([0, 1], gc), V− := H0([0, 1], gc−) and
V+ := H
0([0, 1], gc+).
Notations. For simplicity, denote by 〈 , 〉 the non-degenerate inner product 〈 , 〉A0 of V
and 〈 , 〉± the positive definite inner product 〈 , 〉A0,H0,c± of V . See Section 2 about the
definitions of 〈 , 〉A0 and 〈 , 〉A0,H0,c± . Also, denote by || · || the norm assocaited with 〈 , 〉±.
Denote by∇ and ∇˜ the Riemannian connection of M˜c and V , respectively, and A˜ and h˜
the shape tensor and the second fundamental form of M˜c, respectively. Set p := TeK(G/K)
and b := T⊥eKM . Let a be a maximal abelian subspace of p (⊂ g) containing b and
p = a +
∑
α∈△+
pα be the root space decomposition with respect to a, that is, pα := {X ∈
p | ad(a)2(X) = α(a)2X (∀ a ∈ a)} and △+ is the positive root system of the root system
△ := {α ∈ a∗ \ {0} | pα 6= {0}} under a lexicographic ordering of a∗. Set △b := {α|b |α ∈
△ s.t. α|b 6= 0} and let p = zp(b) +
∑
β∈(△b)+ pβ be the root space decomposition with
respect to b, where zp(b) is the centralizer of b in p, pβ =
∑
α∈△+ s.t. α|b=±β
pα and (△b)+ is
the positive root system of the root system △b under a lexicographic ordering of b∗. For
convenience, we denote zp(b) by p0. Denote by A (resp. A˜) the shape tensor of M (resp.
M˜c). Also, denote by R the curvature tensor of G/K. Let mA := max
v∈b\{0}
♯SpecAv and
mR := max
v∈b\{0}
♯SpecR(v), where ♯(·) is the cardinal number of (·). Note thatmR = ♯(△b)+.
Let U := {v ∈ b \ {0} | ♯SpecAv = mA, ♯SpecR(v) = mR}, which is an open dense subset
of b \ {0}. Fix v ∈ U . Note that SpecR(v) = {−β(v)2 |β ∈ (△b)+}. From v ∈ U , β(v)2’s
(β ∈ (△b)+) are mutually distinct. Let SpecAv = {λv1, · · · , λvmA} (λv1 > · · · > λvmA). Set
Iv0 := {i | p0 ∩Ker(Av − λvi id) 6= {0}},
Ivβ := {i | pβ ∩Ker(Av − λvi id) 6= {0}},
(Ivβ)
+ := {i ∈ Ivβ | |λvi | > |β(v)|},
(Ivβ)
− := {i ∈ Ivβ | |λvi | < |β(v)|},
(Ivβ)
0 := {i ∈ Ivβ | |λvi | = |β(v)|}.
Let F be the sum of all complex focal hyperplanes of M˜c at 0ˆ. Since the normal space
T⊥
0ˆ
(M˜c) of M˜c at 0ˆ is identified with the complexification bc of b, each complex focal
hyperplane of M˜c at 0ˆ is regarded as a complex hyperplanes of bc. Denote by prR the
natural projection of bc onto b and set FR := prR(F). Then we can show the following
fact.
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Lemma 4.1. The set (Ivβ)
0 is empty and SpecAv|∑
β∈(△b)+
pβ is equal to
{ β(v)
tanh β(Z)
|β ∈ (△b)+ s.t. (Ivβ)+ 6= ∅}
∪{β(v) tanh β(Z) |β ∈ (△b)+ s.t. (Ivβ)− 6= ∅}
for some Z ∈ b. Also, we have
pβ =

Ker
(
Av − β(v)
tanh β(Z)
)
((Ivβ)
− = ∅)
Ker (Av − β(v) tanh β(Z)) ((Ivβ)+ = ∅)
Ker
(
Av − β(v)
tanh β(Z)
)
⊕Ker (Av − β(v) tanh β(Z)) ((Ivβ)+ 6= ∅ & (Ivβ)− 6= ∅)
for any β ∈ (△b)+.
Proof. From v ∈ U , we have β(v) 6= 0 for any β ∈ (△b)+. Hence, according to the proof
of Lemma 3.1, we have (Ivβ)
0 = ∅ because M satisfies the condition (∗C). Set c+β,i,v := β(v)λvi
(i ∈ (Ivβ)+ (β ∈ (△b)+)) and c−β,i,v :=
λvi
β(v) (i ∈ (Ivβ)− (β ∈ (△b)+)). According to the proof
of Theorems B and C in [Koi8], we have
F =
(
∪
β∈(△b)+
∪
(i,j)∈(Iv
β
)+×Z
(βc)−1(arctanhc+β,i,v + jπ
√−1)
)
∪
(
∪
β∈(△b)+
∪
(i,j)∈(Iv
β
)−×Z
(βc)−1(arctanhc−β,i,v + (j +
1
2
)π
√−1)
)
and
FR =
(
∪
β∈(△b)+
∪
i∈(Iv
β
)+
β−1(arctanhc+β,i,v)
)
∪
(
∪
β∈(△b)+
∪
i∈(Ivβ)−
β−1(arctanhc−β,i,v)
)
.
SinceM is of codimension greater than one andM has flat section, we have rankG/K ≥ 2.
From this fact, it follows that FR is not empty. Let WR be the group generated by
reflections with respect to the members of FR. Then, since F is invariant with respect
to the complex Coxeter group associated with M , it is shown that FR is WR-invariant.
Therefore, since FR consists of finite pieces of hyperplanes in b, it is shown that the
intersection of all the members of FR is not empty. Take an element Z of their intersection
(see Figure 9). Then we have
λvi =

β(v)
tanh β(Z)
(i ∈ (Ivβ)+)
β(v) tanh β(Z) (i ∈ (Ivβ)−).
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Hence we obtain the statement of this lemma. q.e.d.
Denote by PCJ(M˜c) the set of all J-principal curvatures of M˜c. For simplicity, set
E
+
β := Ker
(
Av − β(v)tanh β(Z)
)
and E
−
β := Ker (Av − β(v) tanh β(Z)). By using this lemma
and Lemma 13 in [Koi3], we can show the following fact for PCJ(M˜c).
Lemma 4.2. The set PCJ(M˜c) is equal to{
1
β(Z) + jπi
β˜c
∣∣∣∣ β ∈ (△b)+ s.t. (Ivβ)+ 6= ∅, j ∈ Z}
∪
{
1
β(Z) + (j + 12)πi
β˜c
∣∣∣∣∣ β ∈ (△b)+ s.t. (Ivβ)− 6= ∅, j ∈ Z
}
for some Z ∈ b, where β˜c is the parallel section of the dual bundle (T⊥M˜c)∗ of T⊥M˜c
with (β˜c)0ˆ = β
c.
Proof. Let v be an element of U , where U is as above. According to Lemma 12 in [Koi3],
we have
Ω0ˆ(a
c)⊕H0([0, 1], zkc(ac)) ⊂ Ker A˜v.
Also, according to Lemma 13 in [Koi3], for w ∈ pβ ∩ Ker(Av − β(v)tanh β(Z) id) and j ∈ Z, we
have
wL + l jw ∈ Ker
(
A˜v − β(v)
β(Z) + jπi
id
)
,
where l jw is a vertical vector with respect to the submersion π ◦ φ. Also, according to the
lemma, for w ∈ pβ ∩Ker(Av − β(v) tanh β(Z)) and j ∈ Z, we have
wL + l ′jw ∈ Ker
(
A˜v − β(v)
β(Z) + (j + 12)πi
)
,
where l ′jw is a vertical vector with respect to the submersion π ◦ φ. Note that the above
vertical vectors l jw and l ′jw are unique for each w and each j, respectively. Furthermore,
we have
⊕
j∈Z
(
Ker
(
A˜v − β(v)
β(Z) + jπi
id
)
⊕Ker
(
A˜v − β(v)
β(Z) + (j + 12)πi
))
= H0([0, 1], kcβ ⊕ pcβ).
Let λ ∈ Spec A˜v \{0}. According to the proof of Theorems B and C of [Koi8], there exists
a complex linear function φ on bc with φ(v) = λ and φ−1i (1) ⊂ F . According to the above
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facts, φ−1(1) coincides with one of (βc)−1(β(Z)+jπi)’s (β ∈ (△b)+, s.t. (Ivβ)+ 6= ∅, j ∈ Z)
and (βc)−1(β(Z)+ (j+ 12)π
√−1)’s (β ∈ (△b)+, s.t. (Ivβ)− 6= ∅, j ∈ Z). Hence φ coincides
with one of 1β(Z)+jpiiβ
c’s (β ∈ (△b)+, s.t. (Ivβ)+ 6= ∅, j ∈ Z) and 1β(Z)+(j+ 1
2
)pi
√−1β
c’s (β ∈
(△b)+, s.t. (Ivβ)− 6= ∅, j ∈ Z). Therefore PCJ(M˜c) is given as in the statement of this
lemma. q.e.d.
Let v ∈ U . Set
λ(β,j) :=

1
β(Z) + jπi
β˜c ((Ivβ)
− = ∅)
1
β(Z) + (j + 12)πi
β˜c ((Ivβ)
+ = ∅)
1
β(Z) + j2πi
β˜c ((Ivβ)
+ 6= ∅ & (Ivβ)− 6= ∅).
Denote by n(β,j) the J-curvature normal corresponding to λ(β,j) and E(β,j) the J-curvature
distribution correspinding to λ(β,j). Also, define a distribution E0 by (E0)u := ∩
v∈T⊥u M˜c
KerA˜v
(u ∈ M˜c). Also, let (E(β,j))+ be the half-dimensional subdistribution of E(β,j) such
that 〈 , 〉|(E(β,j))+×(E(β,j))+ is positive definite and that 〈E(β,j), JE(β,j)〉 = 0, and set
(E(β,j))− := J(E(β,j))+. Similarly we define subdistributions (E0)+ and (E0)− of E0.
Set I := (△b)+ × Z. Also, set
(TM˜c)− := (E0)− ⊕
(
⊕
i∈I
(Ei)−
)
and
(TM˜c)+ := (E0)+ ⊕
(
⊕
i∈I
(Ei)+
)
.
For each complex affine subspace P of T⊥
0ˆ
M˜c, DP is a totally geodesic distribution on
M˜c. We call the integral manifold LDPu of DP through u a slice of M˜
c. Note that, if
0 /∈ P , then LDPu is a focal leaf, where 0 is the zero vector of T⊥0ˆ M˜c. Denote by li the
complex focal hyperplane (λi)
−1
0ˆ
(1) of M˜c at 0ˆ. Also, let (li)+ be the half dimensional
totally real affine subspace of li through the intersection point of li and SpanC{(ni)0ˆ} such
that 〈 , 〉|T (li)+×T (li)+ is positive definite and that 〈T (li)+, JT (li)+〉 = 0, where T (li)+ is
the tangent bundle of (li)+. For example, in case of (I
v
β)
+ 6= ∅, (n(β,j))0ˆ’s and l(β,j) (j ∈ Z)
are as in Figure 6. Also, in case of (Ivβ)
+ = ∅, they are as in Figure 7.
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(n(β,1))0ˆ
(n(β,2))0ˆ
(n(β,3))0ˆ
SpanC{(n(β,0))0ˆ}
(n(β,−4))0ˆ
(n(β,4))0ˆ
(n(β,5))0ˆ
(l(β,0))+
(l(β,1))+
(l(β,2))+
(l(β,3))+
(l(β,−1))+
(n(β,−1))0ˆ
b
The case of (Ivβ)
+ 6= ∅
(n(β,−2))0ˆ
(n(β,−3))0ˆ
(n(β,0))0ˆ
Figure 6
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(n(β,0))0ˆ
(n(β,1))0ˆ
(n(β,2))0ˆ
SpanC{(n(β,0))0ˆ}
(n(β,3))0ˆ
(l(β,0))+
(l(β,1))+
(l(β,2))+
(l(β,−1))+
(n(β,−4))0ˆ
b
The case of (Ivβ)
+ = ∅
(n(β,−3))0ˆ
(n(β,−2))0ˆ
(n(β,−1))0ˆ
Figure 7
For each β ∈ (△b)+, we define nβ(∈ b) by β(·) = 〈nβ, ·〉. Also, for i = (β, j) ∈ I, we define
a real affine hyperplane lRi in b by
lRi :=

β−1(jπ) ((Ivβ)
− = ∅)
β−1((j +
1
2
)π) ((Ivβ)
− = ∅)
β−1(
jπ
2
) ((Ivβ)
+ 6= ∅ & (Ivβ)− 6= ∅).
Set R := {(nβ , lR(β,j)) |β ∈ (△b)+ j ∈ Z}. Denote by prI the natural projection bc onto ib
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and set lIi := prI(li) (i ∈ I), which is a real hyperplane in ib. Let W ′ (resp. W ′′) be the
group generated by the reflections with respect to lRi ’s (resp. l
I
i ’s) (i ∈ I). It is clear that
W ′ is isomorphic to W ′′. Also, it is shown that W ′′ is isomorphic to the complex Coxeter
group W associated with M˜c through prI. Hence, since W is an affine Weyl group, so is
also W ′. Also, △b is a root system and it is shown that △b is preseved invariantly by the
differential of each element of W ′. Thus R is an affine root system.
Definition. We call R (resp. △b) the affine root system (resp. the root system) associated
with M˜c.
Since M˜c is a full and irreducible proper anti-Kaehler isoparametric submanifold of
codimension greater than one, R is an irreducible affine root system of rank greater than
one. Let P be a complex affine subspace in T⊥
0ˆ
M˜c. If 0 ∈ P , then the slice LP
0ˆ
is an
infinite dimensional proper anti-Kaehler isoparametric submanifold in (WP )0ˆ. Hence the
root system and the affine root system associated with LP
0ˆ
are defined similarly. If 0 /∈ P ,
then LP
0ˆ
is regarded as a principal orbit of the isotropy representation of an anti-Kaehler
symmetric space G′c/K ′c by the homogeneous slice theorem in [Koi7].
Definition. We call the root system of the symmetric pair (G′,K ′) the root system
associated with LP
0ˆ
.
Fix 0ˆ ∈ M˜c and w0 ∈ (Ei)0ˆ (i ∈ I). Let γ : [0, 1] → LEi0ˆ be the geodesic in L
Ei
0ˆ
with γ′(0) = w0 and Fγ the holomorphic isometry satisfying Fγ(γ(0)) = γ(1) and the
relation (3.2). In more general, let Fγ[0,t] (t ∈ R) be the holomorphic isometry satisfying
Fγ[0,t](γ(0)) = γ(t) defined in similar to Fγ . For simplicity, set F
w0
t := Fγ[0,t] . Let X
w0
be the holomorphic Killing field associated with the one-parameter transformation group
{Fw0t }t∈R, that is, Xw0u :=
d
dt
∣∣∣∣
t=0
Fw0t (u), where u moves over the set (which we denote
by U) of all elements u’s where the right-hand side exists. Set Aw0 :=
d
dt
∣∣∣∣
t=0
(Fw0t )∗0ˆ and
bw0 := (Xw0)0ˆ (i.e., (X
w0)u = A
w0u+ bw0). Clearly we have(
⊕
i∈I∪{0}
(Ei)0ˆ
)
⊕ T⊥
0ˆ
M˜c ⊂ U.
However, U does not necessarily coincide with the whole of V . For simplicity, we set
V ′ :=
(
⊕
i∈I∪{0}
(Ei)0ˆ
)
⊕ T⊥
0ˆ
M˜c and V ′T := ⊕
i∈I∪{0}
(Ei)0ˆ. Define a map Γw0 : V
′
T → V
by Γw0(w) :=
d
dt
∣∣∣∣
t=0
(Fw0t )∗0ˆ(w)(= A
w0w) (w ∈ V ′T ) and a map Γw0 : V ′T → T0ˆM˜c by
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Γw0w := (Γw0w)
T (w ∈ V ′T ), where (·)T is the T0ˆM˜c-component of (·). Also, by using Γw’s
(w ∈ ∪
i∈I
(Ei)0ˆ), we define a map Γ
0ˆ
:
(
⊕
i∈I
(Ei)0ˆ
)
× V ′T → V by setting Γ0ˆw1w2 := Γw1(w2)
(w1 ∈ ∪
i∈I
(Ei)0ˆ, w2 ∈ V ′T ) and extending as one which is linear with respect to the first com-
ponent. Similarly, by using Γw’s (w ∈ ∪
i∈I
(Ei)0ˆ), we define a map Γ
0ˆ :
(
⊕
i∈I
(Ei)0ˆ
)
× V ′T → T0ˆM˜c.
This map Γ0ˆ is called the homogeneous structure of M˜c at 0ˆ. Unless necessary, we simply
denote Γ
0ˆ
and Γ0ˆ by Γ and Γ, respectively.
In this section, we prove the following fact.
Theorem 4.3. The holomorphic Killing field Xw0 is defined on the whole of V .
Clearly we have
Aw0w = Γw0w + h˜(w0, w) (w ∈ V ′T ).
Also, h˜(w0, ·) is defined on the whole of T0ˆM˜c. Hence, in order to show this theorem,
we suffice to show that Γw0 is defined (continuously) on the whole of T0ˆM˜
c, that is, it is
bounded with respect to ||·||. In the sequel, in this section, we shall prove the boundedness
of Γw0 by imitating the discussion in [GH]. First, in similar to Lemma 3.4 of [GH], we
have the following fact.
Lemma 4.4. Let i1 ∈ I and i2, i3 ∈ I ∪ {0}.
(i) For any wk ∈ (Eik)0ˆ (k = 1, 2, 3), we have
〈Γw1w2, w3〉+ 〈w2,Γw1w3〉 = 0,
(ii) For any wk ∈ (Eik)0ˆ (k = 1, 2) and any holomorphic isometry f of V preserving M˜c
invariantly, we have
f∗Γw1w2 = Γf∗w1f∗w2.
In similar to Lemma 3.5 of [GH], we have the following fact.
Lemma 4.5. Let L be a slice of M˜c, i0 an element of I ∪ {0} with (Ei0)0ˆ ⊂ T0ˆL and
W the complex affine span of L. If w0 ∈ (Ei0)0ˆ, then Fw0t (L) = L holds for all t ∈ [0, 1]
and Xw0 is tangent to W along W . Furthermore, if L is irreducible and is of rank greater
than one, then Fw0t |W = LFw0t holds for all t ∈ [0, 1], where LFw0t is the one-parameter
transformation group of W associated with Xw0 |W , and hence the homogeneous structure
of L(⊂W ) at 0ˆ is the restriction of Γ.
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Let v˜ be a (non-focal) parallel normal vector field of M˜c, ηv˜ : M˜
c → V the end-point
map for v˜ (i.e., ηv˜(u) := exp
⊥(v˜u) (u ∈ M˜c)) and M˜cv˜ the parallel submanifold for v˜ (i.e.,
the image of ηv˜). Denote by
v˜Γ the homogeneous structure of M˜cv˜ at ηv˜(0ˆ). In similar to
Lemma 3.6 of [GH], we have the following fact.
Lemma 4.6. For any w1 ∈ (Ei1)0ˆ (i1 ∈ I) and any w2 ∈ (Ei2)0ˆ (i2 ∈ I ∪ {0}), we have
v˜Γ(ηv˜)∗w1w2 = (ηv˜)∗(Γw1w2),
where we note that T0ˆM˜
c = Tηv˜(0ˆ)M˜
c
v˜ under the parallel translation in V . Also, we have
(ηv˜)∗w1 = (1− (λi1)0ˆ(v˜0ˆ))w1.
Proof. From (ηv˜)∗0ˆ = id− A˜v˜0ˆ , the second relation follows directly. Since (ηv˜)∗0ˆ maps the
J-curvature distributions of M˜c to those of M˜cv˜ , ηv˜ maps the complex curvature spheres
of M˜c through 0ˆ to those of M˜cv˜ through ηv˜(0ˆ). On the other hand, since F
w1
t preserves
M˜c inavariantly and its differential at a point of M˜c induces the parallel translation with
respect to the normal connection of M˜c, we have ηv˜ ◦ Fw1t |M˜c = Fw1t ◦ ηv˜. By using these
facts and the properties of Fw1t , we can show that F
w1
t coincides with F
(ηv˜)∗w1
t . From this
fact, the first relation follows. q.e.d.
In similar to Proposition 3.8 of [GH], we have the following fact for a principal orbit
of an aks-representation of complex rank greater than one.
Lemma 4.7. Let N be a principal orbit of an aks-representaion of complex rank greater
than one, {ni | i ∈ I} the set of all J-curvature normals of N , Ei the J-curvature distribu-
tion corresponding to ni and Γ the homogeneous structure of N at x. If the 2-dimensional
complex affine subspace P through ni1 , ni2 and ni3 which does not pass through 0, then,
for any wk ∈ (Eik)x (k = 1, 2, 3), we have
Γw1Γw2w3 − Γw2Γw1w3 = Γ(Γw1w2−Γw2w1)w3.
Proof. Let N be a principal orbit of an aks-representaion of an anti-Kaehler symmetric
space Lc/Hc of complex rank greater than one. We use the notations in the proof of
Lemma 3.7.3. According to the proof of Lemma 3.7.3, for any w ∈ TxN , the holomorphic
isometry Fwt is equal to ρ(expLc(tw)), where w is an element of h
c⊖ zhc(av). Here we take
av as x ∈ av. Hence we have
(4.1) Γw = ad(w).
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By using this fact and imitating the proof of Proposition 3.8 in [GH], we can show the
desired relation. q.e.d.
For each i ∈ I, deonte byWi the complex affine subspace 0ˆ+((Ei)0ˆ⊕SpanC{(ni)0ˆ}) of
V . Also, let fi be the focal map having L
Ei
u ’s (u ∈ M˜c) as fibres, Φi the normal holonomy
group of the focal submanifold fi(M˜
c) at fi(0ˆ) and (Φi)0ˆ the isotropy group of Φi at 0ˆ.
This group (Φi)0ˆ acts on T0ˆM˜
c and has (Ei)0ˆ as an invariant subspace. The irreducible
decomposition of the action (Φi)0ˆ y (Ei)0ˆ is given by the form (Ei)0ˆ = (Ei)
′
0ˆ
⊕ (Ei)′′0ˆ ,
where dimC(Ei)
′
0ˆ
is even and dimC(Ei)
′′
0ˆ
= 0, 1 or 3. Set mi := dimCEi. Note that Φi is
orbit equivalent to the aks-representation associated with one of the following irreducible
complex rank one anti-Kaehler symmetric spaces:
SO(mi + 2,C)/SO(mi + 1,C), SL(
mi+1
2 + 1,C)/SL(
mi+1
2 ,C) · C∗,
Sp(mi+14 + 1,C)/Sp(1,C) × Sp(mi+14 ,C)
and that
dimC(Ei)
′′
0ˆ
=

0 (Φi = SO(mi + 1,C))
1 (Φi = SL(
mi+1
2 ,C) · C∗)
3 (Φi = Sp(1,C)× Sp(mi+14 ,C)).
In similar to Proposition 3.11 of [GH], we have the following fact.
Lemma 4.8. Let i ∈ I. Then we have
Γ(Ei)′′0ˆ
(Ei)
′′
0ˆ
= 0, Γ(Ei)′0ˆ
(Ei)
′′
0ˆ
⊂ (Ei)′0ˆ,
Γ(Ei)′′
0ˆ
(Ei)
′
0ˆ
⊂ (Ei)′0ˆ and Γ(Ei)′0ˆ(Ei)
′
0ˆ
⊂ (Ei)′′0ˆ .
Proof. By using Lemma 4.5 and (4.1), and imitating the proof of Proposition 3.11 in [GH],
we can show these relations. q.e.d.
Also, by imitating the proof of Proposition 3.12 in [GH], we have the following fact.
Lemma 4.9. For i1 ∈ I and i2 ∈ I ∪{0} with i2 6= i1, we have 〈Γ(Ei1 )0ˆ(Ei2)0ˆ, (Ei2)0ˆ〉 = 0.
Also, by imitating the proof of Proposition 3.13 in [GH], we have the following fact.
Lemma 4.10. Let i1 ∈ I and i2, i3 ∈ I ∪ {0}. For wk ∈ (Eik)0ˆ (k = 1, 2, 3), we have
(∇w1h˜)(w2, w3) = 〈Γw1w2, w3〉((ni2)0ˆ − (ni3)0ˆ) and Γw1w2 = ∇˜w1w˜2 (mod (Ei2)0ˆ), where
∇ is the connection of the tensor bundle T ∗M˜c⊗T ∗M˜c⊗T⊥M˜c induced from ∇ and the
normal connection ∇⊥ of M˜c, and w˜2 is a local section of Ei2 with (w˜2)0ˆ = w2.
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Let i1, i2, i3 ∈ I ∪ {0} with i2 6= i3. Then we define ni1 − ni3
ni2 − ni3
by
ni1 − ni3
ni2 − ni3
:=
{
b (when ni1 − ni3 = b(ni2 − ni3) for some b ∈ C)
0 (when ni1 − ni3 is not the complex multiple of ni2 − ni3)
For this quantity, we have the following fact.
Lemma 4.11. Let i1, i2 and i3 be elements of I. If there exists a complex affine subspace
P of T⊥
0ˆ
M˜c such that P passes through (ni1)0ˆ, (ni2)0ˆ and (ni3)0ˆ but that does not pass
through 0, then
ni1 − ni3
ni2 − ni3
is a real number.
Proof. Assume that there exists a complex affine subspace P of T⊥
0ˆ
M˜c as in the statement.
Then LP
0ˆ
(⊂ (WP )0ˆ) is a finite dimensional proper anti-Kaehler isoparametric submanifold
of complex codimension greater than one. Let LP
0ˆ
= LP1
0ˆ
× · · · × LPk
0ˆ
(⊂ (WP1)0ˆ ⊕ · · · ⊕
(WPk)0ˆ = (WP )0ˆ) be the irreducible decomposition of L
P
0ˆ
. Each LPa
0ˆ
(⊂ (WPa)0ˆ) is of
complex codimension one or regarded as a principal orbit of the aks-representation as-
sociated with an irreducible anti-Kaehler symmetric space of complex rank greater than
one. We consider the case where LPa
0ˆ
(⊂ (WPa)0ˆ) is regarded as a principal orbit of the
aks-representation associated with an irreducible anti-Kaehler symmetric space of complex
rank greater than one. Denote by Lc/Hc the irreducible anti-Kaehler symmetric space.
We use the notations in the proof of Lemma 3.7.3. Let LPa
0ˆ
= ρ(Hc) · w, where ρ is the
aks-representation and w is the element of ∈ q identified with 0ˆ. Let av be the maximal
split abelian subspace of vector-type of q containing w and a the Cartan subspace of qc
containing av . The space a is identified with the normal space of T
⊥
0ˆ
M˜c of M˜c at 0ˆ. Let
△+ be the positive root system under some lexicographic ordering of a∗v. Let αc and λαc
be as in the proof of Lemma 3.7.3, where α ∈ △+. The set of all J-principal curvatures of
LPa
0ˆ
is equal to {λαc |α ∈ △+}. Let nα be the J-curvature normal corresponding to λαc .
Since (λαc)0ˆ = − α
c
αc(w) , we have (nα)w ∈ av . Hence we have
(4.2)
nα1 − nα3
nα2 − nα3
∈ R (∀α1, α2, α3 ∈ △+ s.t. α2 6= α3.)
On the other hand, T⊥
0ˆ
LP
0ˆ
is decomposed orthogonally as T⊥
0ˆ
LP
0ˆ
= T⊥
0ˆ
LP1
0ˆ
⊕ · · · ⊕ T⊥
0ˆ
LPk
0ˆ
and all J-curvature normals of LP
0ˆ
belong to T0ˆL
P1
0ˆ
∪ · · · ∪ T0ˆLPk0ˆ . These facts together
with (4.2) deduces the statement of this lemma. q.e.d.
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Denote by wk the (Ek)0ˆ-component of w ∈ T0ˆM˜c. In similar to Proposition 3.15 in
[GH], the following fact directly follows from the first relation in Lemma 4.10 and the
Codazzi equation (i.e, the symmetricness of ∇h˜).
Lemma 4.12. Let i1, i2 ∈ I and i3 ∈ I ∪{0} with i3 6= i2. For any wk ∈ (Eik)0ˆ (k = 1, 2),
we have
(Γw1w2)i3 =
ni1 − ni3
ni2 − ni3
(Γw2w1)i3 .
Also, in simlar to Lemma 3.16 in [GH], we have the following fact.
Lemma 4.13. (i) Let i1 ∈ I and i2, i3 ∈ I ∪ {0}. If (Γw1w2)i3 6= 0 for some w1 ∈ (Ei1)0ˆ
and w2 ∈ (Ei2)0ˆ, then (ni1)0ˆ, (ni2)0ˆ and (ni3)0ˆ are contained in a complex affine line.
(ii) Let i1, i2, i3 ∈ I. The condition (Γ(Ei1 )0ˆ(Ei2)0ˆ)i3 6= 0 is symmetric in i1, i2, i3.
In simlar to Theorem 4.1 in [GH], we have the following fact.
Lemma 4.14.
∑
i1,i2∈I s.t. i1 6=i2
Γ(Ei1 )0ˆ(Ei2)0ˆ is dense in T0ˆM˜
c and includes
∑
i∈I
(Ei)0ˆ.
Proof. Set Du :=
∑
i1,i2∈I s.t. i1 6=i2
Γ(Ei)u(Ej)u for each u ∈ M˜c. Then the correpondence
u 7→ Du (u ∈ M˜c) is a possibly non-smooth distribution on M˜c. According to (ii) of
Lemma 4.4, D is invariant under all holomorphic isometries of V preserving M˜c invariantly.
By using this fact and imitating the proof of Theorem 4.1 in [GH], we can show the
statement of ths lemma. q.e.d.
By using this lemma and imitating the proof of Corollary 4.2 in [GH], we can show
the following fact in simlar to Corollary 4.2 in [GH].
Lemma 4.15. (i) For each i1 ∈ I, we have
∑
i2,i3∈I s.t. ni2 ,ni3 /∈SpanC{ni1}
(Γ(Ei2 )0ˆ(Ei3)0ˆ)i1 =
(Ei1)0ˆ.
(ii)
∑
i1,i2∈I s.t. ni1 ,ni2 : lin. dep.
(Γ(Ei1 )0ˆ(Ei2)0ˆ)0 is dense in (E0)0ˆ, where ”lin. dep.” means
”linearly dependent”.
Notation. In the sequel, for w ∈ (Ei)0ˆ (i ∈ I ∪ {0}), w˜ means a local section of Ei with
w˜0ˆ = w.
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For w1 ∈ (Ei1)0ˆ and w2 ∈ (Ei2)0ˆ (i1, i2 ∈ I ∪ {0}), define ∇′w˜1w˜2 by (∇′w˜1w˜2)u :=
(∇w˜1w˜2)u − Γu(w˜1)u(w˜2)u, where u moves over the domain of w˜1 and w˜2. Denote by R the
curvature tensor of M˜c. Let i1, i2, i3 ∈ I, i4 ∈ I ∪ {0} and wk ∈ (Eik)0ˆ (k = 1, · · · , 4).
According to the Gauss equation, we have
(4.3) 〈R(w1, w2)w3, w4〉 = (〈w1, w4〉〈w2, w3〉 − 〈w1, w3〉〈w2, w4〉)〈ni1 , ni2〉.
Also, from the definition of ∇′, we have
(4.4)
〈R(w1, w2)w3, w4〉 = 〈Γw1w3,Γw2w4〉 − 〈Γw2w3,Γw1w4〉 − 〈(∇[w˜1,w˜2]w˜3)0ˆ, w4〉
+w1〈(∇w˜2w˜3)0ˆ, w4〉 − 〈(∇′w˜2w˜3)0ˆ, (∇w˜1w˜4)0ˆ〉 − 〈Γw2w3, (∇′w˜1w˜4)0ˆ〉
−w2〈(∇w˜1w˜3)0ˆ, w4〉+ 〈(∇′w˜1w˜3)0ˆ, (∇w˜2w˜4)0ˆ〉+ 〈Γw1w3, (∇′w˜2w˜4)0ˆ〉.
For ∇′ and Γ, we have the following relations.
Lemma 4.16. Let i1, i2, i3 ∈ I and i4 ∈ I ∪ {0}.
(i) For any wk ∈ (Eik)0ˆ (k = 1, 2, 3), we have
w1〈w˜2, w˜3〉 = 〈(∇′w˜1w˜2)0ˆ, w˜3〉+ 〈w2, (∇′w˜1w˜3)0ˆ〉.
(ii) If i1 6= i2, then we have ∇′w˜1w˜2 = (∇w˜1w˜2)i2 for any wk ∈ (Eik)0ˆ (k = 1, 2).
(iii) For any wk ∈ (Eik)0ˆ (k = 1, 2, 3), we have(
∇′w˜1( ˜(Γw2w3)i3))
)
0ˆ
=
(
Γ(∇′
w˜1
w˜2)0ˆ
w3
)
i3
+
(
Γw2(∇′w˜1w˜3)0ˆ
)
i3
.
Proof. The relations in (i) and (ii) are trivial. By using (ii) of Lemma 4.4 and imitating
the proof of Lemma 5.2 in [GH], we can show the relation in (iii). q.e.d.
Let i1 ∈ I and i2 ∈ I ∪ {0}. For w ∈ T0ˆM˜c, w1 ∈ (Ei1)0ˆ and w2 ∈ (Ei2)0ˆ, we define
〈Γww1, w2〉 by
(4.5) 〈Γww1, w2〉 := −
∑
i∈I
〈Γw1w2,
ni − ni2
ni1 − ni2
wi〉.
According to (i) of Lemma 4.4 and Lemma 4.12, this defintion is valid. By using the
relation in (iii) of Lemma 4.16, we can show the following fact in similar to Theorem 5.7
in [GH].
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Lemma 4.17. Let i1, i2, i3 ∈ I and i4 ∈ I ∪ {0} with i4 6= i3. For any wk ∈ (Eik)0ˆ
(k = 1, · · · , 4), we have
〈([Γw1 ,Γw2 ]− ΓΓw1w2−Γw2w1)w3, w4〉 = −(〈w1, w4〉〈w2, w3〉 − 〈w1, w3〉〈w2, w4〉)〈ni1 , ni2〉.
By using Lemmas 4.12 and 4.17, we can show the following fact in similar to Corollary
5.10 in [GH].
Lemma 4.18. Let (i1, i2, i3) be an element of I
2 × (I ∪ {0}) such that there exits no
complex affine line containing (ni1)0ˆ, (ni2)0ˆ and (ni3)0ˆ, and i4 an element of I. For any
wk ∈ (Eik)0ˆ (k = 1, · · · , 4), we have
〈Γw1w2,Γw4w3〉 = 〈Γw4w2,Γw1w3〉+ c〈Γw1w4,Γw2w3〉.
Furthemore, if i1 = i4 or the intersection of the complex affine lines through (ni1)0ˆ, (ni4)0ˆ
and (ni2)0ˆ, (ni3)0ˆ contains no J-curvature normal, then we have c = 0. On the other
hande, if the intersection of the complex affine lines through (ni1)0ˆ, (ni4)0ˆ and (ni2)0ˆ, (ni3)0ˆ
contains a J-curvature normal (ni5)0ˆ, then we have
c =
ni3 − ni5
ni2 − ni3
× ni1 − ni4
ni1 − ni5
.
By imitating the proof of Corollary 5.11 in [GH], we can show the following fact.
Lemma 4.19. Let i1, i2, i3 ∈ I satisfying i3 6= i1, i2 and ni2ni3 6= −
ni1−ni2
ni1−ni3 . Assume
that 〈(Γ(Ei1 )0ˆ(Ei2)0ˆ)i4 , Γ(Ei1 )0ˆ(Ei3)0ˆ〉 = 0 for any i4 ∈ I and (Γ(Ei1 )0ˆ(Ei2)0ˆ)i3 = 0 (these
conditions hold if Γ(Ei1 )0ˆ(Ei2)0ˆ ⊂ (E0)0ˆ). Then we have 〈Γ(Ei1 )0ˆ(Ei2)0ˆ, Γ(Ei1)0ˆ(Ei3)0ˆ〉 = 0.
In similar to Corollary 5.13 in [GH], we have the following fact.
Lemma 4.20. Let i1, i2 ∈ I with i1 6= i2. For any wk ∈ (Eik)0ˆ (k = 1, 2), we have∑
i3∈(I∪{0})\{i1}
Re
(
ni2 − ni3
ni1 − ni3
)
||(Γw1w2)i3 ||2 =
1
2
〈ni1 , ni2〉 〈w1, w1〉 ||w2||2.
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Proof. Let w2 = (w2)− + (w2)+ ((w2)− ∈ (T0ˆM˜c)−, (w2)+ ∈ (T0ˆM˜c)+). In simiar to
Corollary 5.13 in [GH], we can show
(4.6)
∑
i3∈(I∪{0})\{i1}
〈(Γw1(w2)ε)i3 ,
ni2 − ni3
ni1 − ni3
(Γw1(w2)ε)i3〉
=
1
2
〈ni1 , ni2〉 〈w1, w1〉 〈(w2)ε, (w2)ε〉,
where ε = − or +. On the other hand, since Fw1t ’s are holomorphic isometries, Γw1
preserves (T0ˆM˜
c)− and (T0ˆM˜
c)+ invariantly, respectively. Hence we have Γw1(w2)ε =
(Γw1w2)ε. Also, from the definition of (TM˜
c)ε, we have ((Γw1w2)ε)i3 = ((Γw1w2)i3)ε.
From these relations, we have
〈(Γw1(w2)ε)i3 ,
ni2 − ni3
ni1 − ni3
(Γw1(w2)ε)i3〉 = Re
(
ni2 − ni3
ni1 − ni3
)
〈((Γw1w2)i3)ε, ((Γw1w2)i3)ε〉.
By summing the (−1)-multiple of (4.6) for ε = − and (4.6) for ε = +, and using this
relation, we have
(4.7)
∑
i3∈(I∪{0})\{i1}
Re
(
ni2 − ni3
ni1 − ni3
)
||(Γw1w2)i3 ||2 =
1
2
〈ni1 , ni2〉 〈w1, w1〉 ||w2||2.
q.e.d.
By imitating the proof of Proposition 6.1 in [GH], we can show the following fact.
Lemma 4.21. Assume that W is of type A˜, D˜ or E˜. Let i1 and i2 be elements of I such
that ni1 and ni2 are linearly independent.
(i) If ni1 and ni2 are orthogonal, then we have Γw1w2 = 0 for any wk ∈ (Eik)0ˆ (k = 1, 2).
(ii) If ni1 and ni2 are not orthogonal, then we have ||Γw1w2|| ≤
1
2
||w1|| ||w2|| ||ni1 || for
any wk ∈ (Eik)0ˆ (k = 1, 2).
Proof. Let P be the complex affine line in T⊥
0ˆ
M˜c through (ni1)0ˆ and (ni2)0ˆ. Since ni1 and
ni2 are linearly independent, we have 0 /∈ P . Hence the slice LP0ˆ is a finite dimensional
proper anti-Kaehler isoparametric submanifold (of codimension two in (WP )0ˆ). Hence,
since W is isomorphic to an affine Weyl group of type A˜, D˜ or E˜, the root system (which
we denote by △P ) of LP0ˆ is of type A1 ×A1 or A2. First we shall show the statement (i).
Assume that (ni1)0ˆ and (ni2)0ˆ are orthogonal. Then △P is of type A1 × A1 and hence P
contains no other J-curvature normal. By using this fact and Lemma 4.5, we can show
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Γw1w2 =
LP
0ˆ Γw1w2 = 0 for any wk ∈ (Eik)0ˆ (k = 1, 2), where L
P
0ˆ Γ is the homogeneous
structure of LP
0ˆ
. Next we shall show the statement (ii). Assume that (ni1)0ˆ and (ni2)0ˆ
are not orthogonal. Then △P is of type A2 and hence there exists i3 ∈ I \ {i1, i2} with
(ni3)0ˆ ∈ P . The set li1 ∩ li2 ∩ li3 ∩ SpanC{(ni1)0ˆ, (ni2)0ˆ} consists of the only one point.
Denote by p0 this point. Let e1, e2 and e3 be a unit normal vector of li1 , li2 and li3 ,
respectively. We may assume that e3 = e1 + e2 by replacing some of these vectors to the
(−1)-multiples of them if necessary. Since (ni1 )0ˆ〈(ni1 )0ˆ,(ni1 )0ˆ〉 ∈ li1 , we have (ni1)0ˆ =
e1
〈−→0p0,e1〉
,
where 0 is the origin of T⊥
0ˆ
M˜c. Similarly we have (ni2)0ˆ =
e2
〈−→0p0,e2〉
and (ni3)0ˆ =
e3
〈−→0p0,e3〉
.
By using these facts, Lemmas 4.9, 4.11 and 4.20, we can show
||Γw1w2||2 = ||(Γw1w2)i3 ||2 ≤
1
2
ni1 − ni3
ni2 − ni3
|〈ni1 , ni2〉| ||w1||2 ||w2||2
≤ 1
4
||w1||2 ||w2||2 ||ni1 ||2.
Thus we obtain the desired relation. q.e.d.
In similar to Proposition 6.2 in [GH], we can show the following fact.
Lemma 4.22. We have
sup
i∈I
sup
P∈Hi
sup
(w1,w2)∈(Ei)0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni)0ˆ||
< ∞,
where Hi is the set of all complex affine subspaces P in T0ˆM˜c with 0 /∈ P and (ni)0ˆ ∈ P .
Proof. Let Hirri be the set of all elements P of Hi such that LP0ˆ (⊂ (WP )0ˆ) is irreducible.
First we shall show
(4.8) sup
i∈I
sup
P∈Hirri
sup
(w1,w2)∈(Ei)0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni)0ˆ||
< ∞.
Fix i0 ∈ I and P0 ∈ Hirri0 . If the complex codimension of LP00ˆ (⊂ (WP0)0ˆ) is equal to
one, then we take P ′0 ∈ Hirri0 such that P0 ⊂ P ′0 and that the complex codimension of
L
P ′0
0ˆ
(⊂ (WP ′0)0ˆ) is greater than one. Then we have
sup
(w1,w2)∈(Ei0 )0ˆ×(DP0 )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni0)0ˆ||
≤ sup
(w1,w2)∈(Ei0 )0ˆ×(DP ′0 )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni0)0ˆ||
.
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and hence
(4.9)
sup
i∈I
sup
P∈Hirri
sup
(w1,w2)∈(Ei)0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni)0ˆ||
= sup
(i,P )∈I×Hirr,≥2i
sup
(w1,w2)∈(Ei)0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni)0ˆ||
,
where Hirr,≥2i is the set of all elements P ’s of Hirri such that the complex codimension of
LP
0ˆ
(⊂ (WP )0ˆ) is greater than one. Fix i1 ∈ I and P1 ∈ Hirr,≥2i1 . Let i1 = (β1, j1). Set
Iβ1 := {(β1, j) | j ∈ Z}. By using Lemma 4.5, we can show
sup
(w1,w2)∈(Ei1 )0ˆ×(DP1 )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni1)0ˆ||
< ∞.
Take any j ∈ Z. For each P ∈ Hirri1 , there exists P ′ ∈ Hirr(β1,j) such that (WP )0ˆ and
(WP ′)0ˆ are identified and that L
P ′
0ˆ
(⊂ (WP ′)0ˆ) is regarded as a parallel submanifold of
LP
0ˆ
(⊂ (WP )0ˆ) under the identification. Even if P and P ′ are interchanged, this statement
holds. Hence, by using Lemma 4.6, we can show
sup
P∈Hirr
(β1,j)
sup
(w1,w2)∈(E(β1,j))0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(n(β1,j))0ˆ||
= sup
P∈Hirri1
sup
(w1,w2)∈(Ei1 )0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni1)0ˆ||
and hence
sup
i∈I
sup
P∈Hirri
sup
(w1,w2)∈(Ei)0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni)0ˆ||
= sup
β∈(△b)+
sup
P∈Hirr
(β,0)
sup
(w1,w2)∈(E(β,0))0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(n(β,0))0ˆ||
< ∞.
Thus we obtain (4.8).
For simplicity, set
C := sup
i∈I
sup
P∈Hirri
sup
(w1,w2)∈(Ei)0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni)0ˆ||
.
Fix i0 ∈ I and P0 ∈ Hi0\Hirri0 . Let L
DP0
0ˆ
= L1×· · ·×Lk be the irreducible decomposition of
L
DP0
0ˆ
. Take any i1, i2 ∈ I with (ni1)0ˆ, (ni2)0ˆ ∈ P0. If (ni1)0ˆ and (ni2)0ˆ are not orthogonal,
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then (Ei1)0ˆ ⊕ (Ei2)0ˆ ⊂ T0ˆLa for some a ∈ {1, · · · , k}. Hence we have
sup
(w1,w2)∈(Ei1 )0ˆ×(Ei2 )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni1)0ˆ||
≤ C.
If (ni1)0ˆ and (ni2)0ˆ are orthogonal, then the complex affine line through (ni1)0ˆ and (ni2)0ˆ
contain no other J-curvature normal. Hence we have Γ(Ei1 )0ˆ(Ei2)0ˆ = 0. Therefore, we
obtain
sup
i∈I
sup
P∈Hi
sup
(w1,w2)∈(Ei)0ˆ×(DP )0ˆ
||Γw1w2||
||w1|| ||w2|| ||(ni)0ˆ||
= C.
Thus we obtain the desired relation. q.e.d.
In similar to Proposition 6.3 in [GH], we can show the following fact by using this
lemma.
Lemma 4.23. Let i0 = (β0, j0) ∈ I and w ∈ (Ei0)0ˆ. Then Γw can be extended con-
tinuously to T0ˆM˜
c if and only if the restriction of Γw to ⊕
j∈Z
(E(β0,j))0ˆ can be extended
continuously to ⊕
j∈Z
(E(β0,j))0ˆ.
Proof. Set V0 := (E0)0ˆ, V1 := ⊕
i∈I\{(β0,j) | j∈Z}
(Ei)0ˆ and V2 := ⊕
j∈Z
(E(β0,j))0ˆ. Clearly we have
T0ˆM˜
c = V0⊕V 1⊕V 2. Since Γw is a closed operator and (E0)0ˆ is contained in the domain
of Γw and closed in the domain, Γw|(E0)0ˆ is a closed operator. Hence, according to the
closed graph theorem, Γw|(E0)0ˆ is continuous. Easily we can show
V1 = ⊕
l
(
⊕
i∈I\{i0} s.t. (ni)0ˆ∈l
(Ei)0ˆ
)
,
where l runs over the set of all complex affine lines in T⊥
0ˆ
M˜c \ {0} through (ni0)0ˆ. For
simplicity, set
V1,l := ⊕
i∈I\{i0} s.t. (ni)0ˆ∈l
(Ei)0ˆ.
For each l , Ll
0ˆ
(⊂ (Wl )0ˆ) is a proper anti-Kaehler isoparametric submanifold of complex
codimension two whose tangent space at 0ˆ contains (Ei0)0ˆ. Hence, according to Lemma
4.22, we have
sup
w′∈V1,l
||Γww′||
||w′|| ≤ C||ni0 || ||w||,
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where C is the positive constant as in the proof of Lemma 4.20, and hence
sup
w′∈V1
||Γww′||
||w′|| ≤ C||ni0 || ||w||.
Therefore the restriction of Γw to V1 can be extended continuously to V 1. From these
facts, the statement of this lemma follows. q.e.d.
According to Lemma 6.4 in [GH], we have the following fact.
Lemma 4.24. Let W be a Hilbert space, W = ⊕
i∈Z
Wi the orthogonal decomposition of W
and f a linear map from ⊕
i∈Z
Wi to W . Assume that there exists a positive constant C such
that ||f(w)|| ≤ C||w|| for all w ∈ ∪
i∈Z
Wi and that there exist injective maps µi : Z → Z
(i = 1, · · · , r) such that 〈f(Wi), f(Wj)〉 = 0 for any j /∈ {µ1(i), · · · , µr(i)}. Then we have
||f || ≤ √rC and hence f can be extended continuously to W .
Since
l(β,j) = (λ(β,j))
−1
0ˆ
(1) =

(βc)−1(β(Z) + jπi) ((Ivβ)
− = ∅)
(βc)−1(β(Z) + (j +
1
2
)πi) ((Ivβ)
+ = ∅)
(βc)−1(β(Z) +
jπi
2
) ((Ivβ)
+ 6= ∅ & (Ivβ)− 6= ∅),
we have
(4.10)
n(β,j1) − n(β,j3)
n(β,j2) − n(β,j3)
=
j1 − j3
j2 − j3 ×
1 + j2rβi
1 + j1rβi
,
where rβ is given by
rβ :=

π
β(Z)
((Ivβ)
− = ∅)
2π
2β(Z) + πi
((Ivβ)
+ = ∅)
π
2β(Z)
((Ivβ)
+ 6= ∅ & (Ivβ)− 6= ∅).
By using (4.10) and Lemma 4.20, we can show the following fact in similar to Proposition
6.5 in [GH].
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Lemma 4.25. Let β ∈ (△b)+ and j1, j2 ∈ Z. For any w1 ∈ (E(β,j1))0ˆ and any w2 ∈
(E(β,j2))0ˆ, we have∑
j∈Z\{j1}
j − j2
j − j1 ||(Γw1w2)(β,j)||
2 + ||(Γw1w2)0||2
=
1
2
(
Re
(
1 + j2rβi
1 + j1rβi
))−1
Re
(
1
(1 + j1rβi)(1 + j2rβi)
) 〈nβ, nβ〉
β(Z)2
〈w1, w1〉 ||w2||2.
All of reduced irreducible affine root systems of rank greater than one are those of the
following types:
(A˜m) (m ≥ 2), (B˜m) (m ≥ 3), (B˜vm) (m ≥ 3), (C˜m) (m ≥ 2), (C˜vm) (m ≥ 2),
(C˜ ′m) (m ≥ 2), (D˜m) (m ≥ 4), (E˜6), (E˜7), (E˜8), (F˜4), (F˜ v4 ), (G˜2), (G˜v2)
See [GH] about the definition of the reduced irreducible affine root system of each type.
All of non-reduced irreducible affine root systems of rank greater than one are those of
the following types:
(B˜m, B˜
v
m) (m ≥ 3), (C˜vm, C˜ ′m), (m ≥ 3), (C˜ ′m, C˜m), (m ≥ 3),
(C˜vm, C˜m), (m ≥ 3), (C˜2, C˜v2 ).
See [GH] about the definition of the non-reduced irreducible affine root system of each
type. In similar to Lemma 8.1 in [GH], we can show the following fact.
Lemma 4.26. Let P be a complex affine line through 0 such that P = Spanc{nβ0} for
some β0 ∈ (△b)+.
(i) If the affine root system R is of type (A˜m) (m ≥ 2), (D˜m) (m ≥ 4), (E˜m) (m =
6, 7, 8) or (F˜4), then there exists a (complex) 2-dimensional complex affine subspace P
′
through 0 containing P such that the affine root system associated with LP
′
0ˆ
(⊂ (WP ′)0ˆ) is
of type (A˜2).
(ii) If the affine root system R is of type (B˜m), (B˜vm) or (B˜m, B˜vm) (m ≥ 2), then there
exists a (complex) 2-dimensional complex affine subspace P ′ through 0 containing P such
that the affine root system associated with LP
′
0ˆ
(⊂ (WP ′)0ˆ) is of type ”(A˜2) or (C˜2)”, ”(A˜2)
or (C˜v2 )” or ”(A˜2) or (C˜2, C˜
v
2 )”, respectively.
(iii) If the affine root system R is of type (C˜m), (C˜vm), (C˜ ′m), (C˜vm, C˜ ′m), (C˜ ′m, C˜m),
(C˜vm, C˜m) or (C˜m, C˜
v
m) (m ≥ 2), then there exists a (complex) 2-dimensional complex
affine subspace P ′ through 0 containing P such that the affine root system associated
with LP
′
0ˆ
(⊂ (WP ′)0ˆ) is of type ”(A˜2) or (C˜2)”, ”(A˜2) or (C˜v2 )”, ”(A˜2) or (C˜ ′2)”, ”(A˜2) or
(C˜v2 , C˜
′
2)”, ”(A˜2) or (C˜
′
2, C˜2)”, ”(A˜2) or (C˜
v
2 , C˜2)” or ”(A˜2) or (C˜2, C˜
v
2 )”, respectively.
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Proof. We shall show the statement (i) by imitating the discussion in the proof of (i)
of Lemma 8.1 in [GH]. Let Π(⊂ (△b)+) be a simple root system of △b. Without loss of
generality, we may assume that β0 is one of the elements of Π. Since R is of (A˜m) (m ≥ 2),
(D˜m) (m ≥ 4), (E˜m) (m = 6, 7, 8) or (F˜4), it follows from their Dynkin diagrams that
there exists β1 ∈ Π such that the angle between nβ0 and nβ1 is equal to 2pi3 . Let P ′(⊂ bc)
be the complex affine line through (n(β0,0))0ˆ and (n(β1,0))0ˆ and set P˜
′ := SpanC{nβ0 , nβ1}.
It is clear that P ′ ⊂ P˜ ′. Then it is shown that the root system associated with LP ′
0ˆ
is of
type (A2) and hence the affine root system associated with L
P˜ ′
0ˆ
is of type (A˜2).
Next we shall show the statement (ii) by imitating the discussion in the first-half part
of the proof of (ii) of Lemma 8.1 in [GH]. Since △b is of type (Bm), the positive root
system (△b)+ is described as
(△b)+ = {θa |1 ≤ a ≤ m} ∪ {θa ± θb |1 ≤ a < b ≤ m}
for an orthonormal base θ1, · · · , θm of the dual space b∗ of b, the simple root system Π is
equal to {θi − θi+1 | 1 ≤ i ≤ n − 1} ∪ {θn} and the highest root is equal to θ1 + θ2, where
we need to replace the inner product 〈 , 〉|b×b to its suitable constant-multiple. Without
loss of generality, we may assume that β0 is one of the elements of Π. In the case where
β0 is other than θn, there exists β1 ∈ Π such that the angle between nβ0 and nβ1 is equal
to 2pi3 . Set P˜
′ := Spanc{nβ0 , nβ1}. Then it is shown that the affine root system associated
with LP˜
′
0ˆ
is of type (A˜2). In the case where β0 is equal to θn, we can take β1 ∈ Π such
that the angle between nβ0 and nβ1 is equal to
3pi
4 . Let P
′(⊂ bc) be the complex affine line
through (n(β0,0))0ˆ and (n(β1,0))0ˆ, and set P˜
′ := Spanc{nβ0 , nβ1}. Then it is shown that,
in correspondence to W is of type (B˜m), (B˜vm) or (B˜m, B˜vm) (m ≥ 2), the root system
associated with LP
′
0ˆ
is of type (C2), (C
v
2 ) or (C2, C
v
2 ) (m ≥ 2) and hence the affine root
system associated with LP˜
′
0ˆ
is of type (C˜2), (C˜
v
2 ) or (C˜2, C˜
v
2 ) (m ≥ 2).
Next we shall show the statement (iii) by imitating the discussion in the second-half
part of the proof of (ii) of Lemma 8.1 in [GH]. Since △b is of type (Cm), the positive root
system (△b)+ is described as
(△b)+ = {2θa |1 ≤ a ≤ m} ∪ {θa ± θb |1 ≤ a < b ≤ m}
for an orthonormal base θ1, · · · , θm of the dual space b∗, the simple root system Π is
equal to {θi − θi+1 | 1 ≤ i ≤ n − 1} ∪ {2θn} and the highest root is equal to 2θ1, where
we need to replace the inner product 〈 , 〉|b×b to its suitable constant-multiple. With-
out loss of generality, we may assume that β0 is one of the elements of Π. In the
case where β0 is other than 2θn, there exists β1 ∈ (△b)+ such that the angle between
nβ0 and nβ1 is equal to
2pi
3 . Set P˜
′ := SpanC{nβ0 , nβ1}. Then it is shown that the
affine root system associated with LP˜
′
0ˆ
is of type (A˜2). In the case where β0 is equal
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to 2θn, we can take β1 ∈ (△b)+ such that the angle between nβ0 and nβ1 is equal to
3pi
4 . Set P˜
′ := SpanC{nβ0 , nβ1}. Then it is shown that, in correspondence to W is of
type (C˜m), (C˜
v
m), (C˜
′
m), (C˜
v
m, C˜
′
m), (C˜
′
m, C˜m), (C˜
v
m, C˜m) or (C˜m, C˜
v
m) (m ≥ 2), the affine
root system associated with LP˜
′
0ˆ
is of type (C˜2), (C˜
v
2 ), (C˜
′
2), (C˜
v
2 , C˜
′
2), (C˜
′
2, C˜2), (C˜
v
2 , C˜2)
or (C˜2, C˜
v
2 ) (m ≥ 2). q.e.d.
In similar to Lemma 8.2 in [GH], we can show the following fact.
Lemma 4.27. If the affine root system R is of type (G˜2), then Γ(Ei1 )0ˆ(Ei2)0ˆ = 0 for any
i1, i2 ∈ I with 〈ni1 , ni2〉 = 0.
Proof. Let ik = (βk, jk) (k = 1, 2). Let P be the complex affine line through (ni1)0ˆ
and (ni2)0ˆ. If there does not exist further i3 ∈ I with (ni3)0ˆ ∈ P , then the root system
associated with the slice LP
0ˆ
is of type (A1 × A1). Hence we have Γ(Ei1 )0ˆ(Ei2)0ˆ = 0.
Otherwise, it is shown that {i ∈ I | (ni)0ˆ ∈ P} consists of exactly six elements because △b
is of type (G2). The root system △P associated with the slice LP0ˆ (⊂ (WP )0ˆ) is of type
(G2). The slice L
P
0ˆ
is regarded as a principal orbit of the isotropy action of an anti-Kaehler
symmetric space GcP /K
c
P whose root system is of type (G2). Let g
c
P = k
c
P + p
c
P be the
canonical decomposition of the Lie algebra gcP of G
c
P associated with the symmetric pair
(GcP ,K
c
P ). The space p
c
P is identified with (WP )0ˆ and the normal space of L
P
0ˆ
(⊂ (WP )0ˆ)
at 0ˆ is identified with a maximal abelian subpace bP of p
c
P . Denote by (p
c
P )α(⊂ pcP ) and
(kcP )α(⊂ kcP ) be the root spaces for α ∈ △P . Let αk (k = 1, 2) be the elements of △P such
that (pcP )αk is identified with (Eik)0ˆ. For any wk ∈ (Eik)0ˆ (k = 1, 2), we have
Γw1w2 ∈ [(kcP )α1 , (pcP )α2 ] ⊂ (pcP )α1+α2 + (pcP )α1−α2 .
Since α1 and α2 are orthogonal and △P is type (G2), we have α1 ± α2 /∈ △P . Hence we
have Γw1w2 = 0. Therefore we have Γ(Ei1 )0ˆ(Ei2)0ˆ = 0. This completes the proof.
q.e.d.
We need the following lemma in Euclidean plane geometry, which is stated in [GH]
(Lemma 8.3).
Lemma 4.28. Let lk (k = 1, 2, 3) be mutually distinct parallel lines in the plane R
2,
xk ∈ lk (k = 1, 2, 3) and lk1k2 the line through xk1 and xk2 .
(i) If the angles between l1 and lij ’s (1 ≤ i < j ≤ 3) are equal to multiples of pi6 other
than pi2 , then x1, x2, x3 lie in a line.
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(ii) If the angles between l1 and lij ’s (1 ≤ i < j ≤ 3) are equal to multiples of pi4 , then
x1, x2, x3 lie in a line or one of l1, l2, l3, say l2, lies in the half way distant between the
other two. In the later case, l13 is orthogonal to l1.
By using Lemmas 4.8, 4.9, 4.13, 4.14, 4.17, 4.26, 4.27 and 4.28, and imitating the proof
of Theorem 8.4 in [GH], we can show the following fact.
Lemma 4.29. If R is of type (A˜m) (m ≥ 2), (D˜m) (m ≥ 4), (E˜6), (E˜7), (E˜8), (F˜4) or
(G˜2), then we have Γ(E(β,j1))0ˆ
(E(β,j2))0ˆ ⊂ (E0)0ˆ for any β ∈ (△b)+ and any j1, j2 ∈ Z.
Proof. According to Lemma 4.26, we may assume that R is of type (A˜2) or (G˜2). Further-
more, according to Lemma 4.8, we may assume that j1 6= j2. Set ik := (β, jk) (k = 1, 2).
Suppose that (Γ(Ei1 )0ˆ(Ei2)0ˆ)i3 6= {0} for some i3 ∈ I. Take wk ∈ (Eik)0ˆ (k = 1, 2)
with (Γw1w2)i3 6= 0. Let P := SpanC{(ni1)0ˆ}. Since LP0ˆ is totally geodesic, we have
(ni3)0ˆ ∈ P . Hence i3 is expressed as i3 = (β, j3) in terms of some j3 ∈ Z. According to
Lemmas 4.8 and 4.9, we have j3 6= j1, j2. According to Lemma 4.14, there exists i4, i5 ∈ I
such that (ni4)0ˆ and (ni5)0ˆ are C-linearly independent and that 〈(Γw1w2)i3 ,Γw4w5〉 6= 0
for some w4 ∈ (Ei4)0ˆ and some w5 ∈ (Ei5)0ˆ. Since 〈(Γw1w2)i3 ,Γw4w5〉 6= 0, we have
(Γw4w5)i3 6= 0. Hence it follows from Lemma 4.13 that (ni3)0ˆ, (ni4)0ˆ and (ni5)0ˆ are con-
tained in a complex linel . Since the intersection of l and P is at most one point, we have
〈Γw1w2,Γw3w4〉 = 〈(Γw1w2)i3 ,Γw3w4〉 6= 0 and no three of (ni1))0ˆ, (ni2)0ˆ, (ni4)0ˆ and (ni5)0ˆ
are contained in a complex affine line. Hence, it follows from Lemma 4.18 that
〈(Γw1w2)i3 ,Γw5w4〉 = 〈Γw5w2,Γw1w4〉+ c〈Γw1w5,Γw2w4〉,
where c is as in Lemma 4.18. Hence we have 〈Γw5w2,Γw1w4〉 6= 0 or 〈Γw1w5,Γw2w4〉 6= 0.
According to Lemma 4.13, this fact implies that the intersection of the complex affine lines
through (ni2)0ˆ, (ni5)0ˆ and (ni1)0ˆ, (ni4)0ˆ contains (ni6)0ˆ for some i6 ∈ I or the intersection
of the complex affine lines through (ni1)0ˆ, (ni5)0ˆ and (ni2)0ˆ, (ni4)0ˆ contains (ni6)0ˆ for some
i6 ∈ I. The analysis is completely similar in both cases. So we consider the first case.
Then, since (ni1)0ˆ, (ni2)0ˆ and (ni3)0ˆ are C-linearly dependent pairwisely, the complex focal
hyperplanes li1 , li2 and li3 are mutually parallel. Note that they are complex lines because
we assume that R is of type (A˜2) or (G˜2). Hence the lines lRi1 , lRi2 and lRi3 (in b) are mutually
parallel. Also, since (ni3)0ˆ, (ni4)0ˆ and (ni5)0ˆ are contained in a complex line which does
not pass 0, we have li3 , li4 and li5 have a common point. Hence the lines l
R
i3
, lRi4 and l
R
i5
have a common point. Denote by p345 this common point. Similarly, since (ni2)0ˆ, (ni5)0ˆ
and (ni6)0ˆ are contained in a complex line which does not pass 0, we have li2 , li5 and li6
have a common point. Hence the lines lRi2 , l
R
i5
and lRi6 have a common point. Denote by
p256 this common point. Also, since (ni1)0ˆ, (ni4)0ˆ and (ni6)0ˆ are contained in a complex
line which does not pass 0, li1 , li4 and li6 have a common point. Hence the lines l
R
i1
, lRi4 and
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lRi6 have a common point. Denote by p146 this common point. These three intersection
points p345, p256 and p146 lie in no line in b because of i4 6= i5. On the other hand, since R
is of type (A˜2) or (G˜2), it follows from Lemmas 4.13 and 4.27 that the angle between any
two of lRik (k = 1, · · · , 6) is equal to a multiple of pi6 other than pi2 . Hence, it follows from
(i) of Lemma 4.28 that p345, p256 and p146 lie in a line in b. Thus a contradiction arises.
Therefore we obtain (Γ(Ei1 )0ˆ(Ei2)0ˆ)i = {0} for all i ∈ I, that is, Γ(Ei1 )0ˆ(Ei2)0ˆ ⊂ (E0)0ˆ.
q.e.d.
From Lemmas 4.20, 4.24 and 4.29, we have the following fact .
Proposition 4.30. If R is one of the following types:
(A˜m) (m ≥ 2), (D˜m) (m ≥ 4), (E˜6), (E˜7), (E˜8), (F˜4), (F˜ v4 ), (G˜2), (G˜v2),
then Γw is bounded for any w ∈ ∪
i∈I
Ei.
Proof. Let β ∈ (△b)+ and j1, j2 ∈ Z. Set ik := (β, jk) (k = 1, 2). From Lemmas 4.20 and
4.29, we have
||Γw1w2||2 =
1
2
Re
(
ni1 − 0
ni2 − 0
)
〈ni1 , ni2〉 〈w1, w1〉 ||w2||2
for any wk ∈ (Eik)0ˆ (k = 1, 2). Clearly we have
sup
j∈Z
∣∣∣∣Re( ni1 − 0n(β,j) − 0
)
〈ni1 , n(β,j)〉
∣∣∣∣ < ∞.
Denote by C this supremum. Then we have
||Γw1w2|| ≤
√
C
2
|||w1|| ||w2||.
Hence, it follows from the arbitrarinesses of w2 and j2 that
||Γw1w|| ≤
√
C
2
|||w1|| ||w||
for any w ∈ ∪
j∈Z
(E(β,j))0ˆ. On the other hand, since Γ(Ei1 )0ˆ(E(β,j))0ˆ ⊂ (E0)0ˆ (j ∈ Z) by
Lemma 4.29, it follows from Lemma 4.19 that
〈Γ(Ei1 )0ˆ(E(β,j))0ˆ, Γ(Ei1 )0ˆ(E(β,j′)0ˆ〉 = 0
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for any j′ ∈ Z satisfying j′ 6= j1, j, 2j1 − j. Therefore, by using Lemma 4.24, we can show
that
||Γw1w|| ≤
√
3C
2
|||w1|| ||w||
for any w ∈ ⊕
j∈Z
(E(β,j))0ˆ. Thus the restriction Γw1 to ⊕
j∈Z
(E(β,j))0ˆ is bounded. Therefore,
according to Lemma 4.23, Γw1 is bounded. q.e.d.
From Lemmas 4.13, 4.14, 4.18 4.24, 4.26, 4.28 and 4.29, we have the following fact in
similar to Theorem 8.6 of [GH].
Lemma 4.31. For any β ∈ (△b)+ and any j1, j2 ∈ Z, we have
Γ(E(β,j1))0ˆ
(E(β,j2))0ˆ ⊂ (E0)0ˆ ⊕ (E(β,2j1−j2))0ˆ ⊕ (E(β,2j2−j1))0ˆ ⊕ (E(β, j1+j2
2
)
)0ˆ,
where the last term is omitted in the case where j1 + j2 is odd.
Proof. For simplicity, set ik := (β, jk) (k = 1, 2). According to (ii),(iii) of Lemma 4.26 and
Proposition 4.29, we may assume that (R) is of type (C˜2), (C˜v2 ), (C˜ ′2), (C˜v2 , C˜ ′2), (C˜ ′2, C˜2),
(C˜v2 , C˜2) or (C˜2, C˜
v
2 ). Let P := SpanC{nβ}. Since LP0ˆ is totally geodesic, we have
Γ(E(β,j1))0ˆ
(E(β,j2))0ˆ ⊂ (E0)0ˆ ⊕
(
⊕
j∈Z
(E(β,j))0ˆ
)
.
Suppose that (Γw1w2)(β,j3) 6= 0 for some wk ∈ (Eik)0ˆ (k = 1, 2) and some j3 ∈ Z. Set
i3 := (β, j3). Then we have j3 6= j1, j2 automatically. According to Lemma 4.14, there
exist ik = (βk, jk) (k = 4, 5) such that 〈(Γw1w2)i3 ,Γw4w5〉 6= 0 for some wk ∈ (Eik)0ˆ
(k = 4, 5). As in the proof of Proposition 4.28, we can show 〈Γw5w2,Γw1w4〉 6= 0 or
〈Γw1w5,Γw2w4〉 6= 0 in terms of Lemmas 4.13 and 4.18. According to Lemma 4.13, this fact
implies that the intersection of the complex lines through (ni2)0ˆ, (ni5)0ˆ and (ni1)0ˆ, (ni4)0ˆ
contains (ni6)0ˆ for some i6 ∈ I or the intersection of the complex lines through (ni1)0ˆ, (ni5)0ˆ
and (ni2)0ˆ, (ni4)0ˆ contains (ni6)0ˆ for some i6 ∈ I. The analysis is completely similar in
both cases. So we consider the first case. Then, as in the proof of Proposition 4.29, we
can show that lRi1 , l
R
i2
, lRi3 are mutually parallel, l
R
i3
, lRi4 , l
R
i5
have the common point (which
we denote by p345), l
R
i2
, lRi5 , l
R
i6
have the common point (which we denote by p256) and that
lRi1 , l
R
i4
, lRi6 have the common point (which we denote by p146). These three intersection
points p345, p256 and p146 are lie in no line in b because of i4 6= i5. Hence, it follows from (ii)
of Lemma 4.28 that one of lRi1 , l
R
i2
, lRi3 lies in the half way distant between the other two, that
is, one of j1, j2, j3 is equal to the half of the sum of the other two (i.e., j3 =
j1+j2
2 , 2j1 − j2
or 2j2 − j1). Thus we obtain the desired relation. q.e.d.
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From this proposition and Lemmas 4.19 and 4.24, we can show the following fact in
similar to Corollary 8.7 of [GH].
Lemma 4.32. Let β ∈ (△b)+ and jk ∈ Z (k = 1, 2, 3) with j1 6= j2. Then we have
〈Γ(E(β,j1))0ˆ(E(β,j2))0ˆ, Γ(E(β,j1))0ˆ(E(β,j3))0ˆ〉 = 0 if j3 is not one of
4j2 − 3j1, 2j2 − j1, j2, j1 + j2
2
,
3j1 + j2
4
,
3j1 − j2
2
, 2j1 − j2, 3j1 − 2j2.
Proof. For simplicity, set ik := (β, jk) (k = 1, 2, 3). According to Lemmas 4.8, 4.9 and
(i) of Lemma 4.4, we may asuume that j3 6= j1. The condition ni2ni3 6= −
ni1−ni2
ni1−ni3 in Lemma
4.19 is equivalent to j3 6= 2j1 − j2. From the assumption for j3, we have
{2j1 − j2, 2j2 − j1, j1 + j2
2
} ∩ {2j1 − j3, 2j3 − j1, j1 + j3
2
} = ∅.
Hence it follows from Proposition 4.32 that 〈(Γ(Ei1 )0ˆ(Ei2)0ˆ)i, Γ(Ei1 )0ˆ(Ei3)0ˆ〉 = 0 for any
i ∈ I. Also, since j3 6= 2j1 − j2, 2j2 − j1, j1+j22 , it follows from Lemma 4.31 that
(γ(Ei1 )0ˆ(Ei2)0ˆ)i3 = 0. Therefore, it follows from Lemma 4.19 that
〈Γ(Ei1 )0ˆ(Ei2)0ˆ, Γ(Ei1 )0ˆ(Ei3)0ˆ〉 = 0.
q.e.d.
Let P be a complex affine line in T⊥
0ˆ
M˜c containig exactly four J-curvature normals
(nik)0ˆ (k = 1, · · · , 4) at 0ˆ. Then the root system (which we denote by △P ) of the slice LP0ˆ
is of type (B2) or (BC2). The root system △P is given by
{±ckαˆk | k = 1, · · · , 4} (⊂ SpanR{ckαˆk | k = 1, · · · , 4})
or
{±ckαˆk | k = 1, · · · , 4} ∪ {±2ckαˆk | k = 1, 2} (⊂ SpanR{ckαˆk | k = 1, · · · , 4}),
where ck’s (k = 1, · · · , 4) are complex constants and αˆk is defined by αˆk(·) = 〈(nik)0ˆ, ·〉.
For simplicity, set αk := ckαˆk (k = 1, · · · , 4). Here we may assume that α1, α2 are short
roots and that α3, α4 are long roots by permutating the indices if necessary. If △P is
of type (B2), then Ei1 , · · ·Ei4 are irreducible, and if it is of type (BC2), then Ei1 , Ei2
are reducible and Ei3 , Ei4 are irreducible. In similar to Lemma 8.8 in [GH], we have the
following lemma.
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Lemma 4.33. Let P be as above.
(i) If △P is of type (B2), then we have Γ(Ei3 )0ˆ(Ei4)0ˆ = 0.
(ii) If △P is of type (BC2), then we have (Γ(Ei3 )0ˆ(Ei4)0ˆ)(Eik )′0ˆ = 0 (k = 1, 2).
(iii) If △P is of type (BC2), then we have Γ(Ei1 )′′0ˆ (Ei2)0ˆ = Γ(Ei1 )0ˆ(Ei2)
′′
0ˆ
= 0.
Proof. Since the slice LP
0ˆ
is homogeneous, it is regarded as a principal orbit of the isotropy
action of an anti-Kaehler symmetric space GcP /K
c
P whose root system is of type (B2)
or (BD2). We use the same notations as in the proof of Lemma 4.27. For the bracket
product, we have
[(kcP )α3 , (p
c
P )α4 ] = [(k
c
P )α4 , (p
c
P )α3 ] = 0 ((B2)−case)
[(kcP )α3 , (p
c
P )α4 ] = [(k
c
P )α4 , (p
c
P )α3 ] ⊂ (pcP )2α1 + (pcP )2α2 ((BC2)−case)
[(kcP )2α1 , (p
c
P )α2 + (p
c
P )2α2 ] = [(k
c
P )2α2 , (p
c
P )α1 + (p
c
P )2α1 ] = 0 ((BC2)−case).
From (4.1) and these relations, we obtain the statements (i) ∼ (iii). q.e.d.
By using Lemmas 4.13, 4.26, 4.28, 4.29, 4.31 and 4.33, we can show the following fact
in similar to Theorem 8.12 and Proposition 8.13 in [GH] (see the proofs of Proposition
8.10, Theorem 8.12 and Proposition 8.13 in detail).
Proposition 4.34. (i) If E(β,j1) is irreducible and if j1−j2 is divisible by 4 or the affine root
system R associated with M˜c is not of type C˜n (n ≥ 2), then we have Γ(E(β,j1))0ˆ(E(β,j2))0ˆ ⊂
(E0)0ˆ.
(ii) If E(β,j1) is irreducible and if j1 − j2 is even, then we have Γ(E(β,j1))0ˆ(E(β,j2))0ˆ ⊂
(E0)0ˆ ⊕ (E(β, J1+j2
2
)
)0ˆ.
(iii) If E(β,j1) is reducible and if j1 − j2 is even (j1 6= j2), then we have
(Γ(E′′
(β,j1)
)0ˆ
(E(β,j2))0ˆ)(β, j1+j2
2
)
= 0.
Furthermore, if j1 − j2 is divisible by 4, then E(β, j1+j2
2
)
is reducible and the (E′
(β,
j1+j2
2
)
)0ˆ-
component of each element of Γ(E(β,j1))0ˆ
(E(β,j2))0ˆ vanishes.
For β ∈ (△b)+, we set
Cβ := sup
j,j′∈Z
∣∣∣∣∣Re
(
1 + j′rβi
1 + jrβi
)−1
× Re
(
1
(1 + jrβi)(1 + j′rβi)
)∣∣∣∣∣
1
2
.
Clearly we have Cβ < ∞. By using Lemmas 4.25 and 4.31, we can show the following
fact in similar to Proposition 9.1 in [GH].
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Proposition 4.35. Let ik = (β, jk) (k = 1, 2) and wk ∈ (Eik)0ˆ (k = 1, 2). If j1− j2 is not
divisible by 2m for some integer m ≥ 1, then we have
||Γw1w2|| ≤ 2m−1Cβ
||nβ||
|β(Z)| ||w1|| ||w2||.
Proof. From Lemmas 4.25 and 4.31, we have
2||(Γw1w2)(β,2j1−j2)||2 +
1
2
||(Γw1w2)(β,2j2−j1)||2
−||(Γw1w2)(β, j1+j2
2
)
||2 + ||(Γw1w2)0||2
≤ 1
2
∣∣∣∣∣Re
(
1 + j2rβi
1 + j1rβi
)−1
× Re
(
1
(1 + j1rβi)(1 + j2rβi)
)∣∣∣∣∣ ||nβ ||2β(Z)2 ||w1||2 ||w2||2.
By multiplying 2 to both sides and adding 3||(Γw1w2)(β, j1+j2
2
)
||2 to both sides, we obtain
(4.11)
||Γw1w2||2 ≤
∣∣∣∣∣Re
(
1 + j2rβi
1 + j1rβi
)−1
× Re
(
1
(1 + j1rβi)(1 + j2rβi)
)∣∣∣∣∣
×||nβ||
2
β(Z)2
||w1||2 ||w2||2 + 3||(Γw1w2)(β, j1+j2
2
)
||2
≤ C2β
||nβ ||2
β(Z)2
||w1||2 ||w2||2 + 3||(Γw1w2)(β, j1+j2
2
)
||2
We use the induction on m. In case of m = 1, the statement of this proposition is derived
from (4.11) directly. Now we assume that the statement of this proposition holds for
m(≥ 1) and that j1 − j2 is not divisible by 2m+1. Set w := (Γw1w2)(β, j1+j2
2
)
. Since Fw1t ’s
are holomorphic isometries, Γw1 preserves (T0ˆM˜
c)− and (T0ˆM˜
c)+ invariantly, respectively.
Hence we have Γw1((w2)ε) = (Γw1w2)ε (ε = − or +). Also, it follows from the definitions
of (T0ˆM˜
c)ε (ε = − or +) that ((Γw1w2)ε)(β, j1+j2
2
)
= ((Γw1w2)(β, j1+j2
2
)
)ε (ε = − or +).
From (i) of Lemma 4.4 and these relations, we have
〈(Γw1w2)ε, wε〉 = 〈Γw1w2, wε〉 = −〈(w2)ε, (Γw1w)ε〉.
Hence we have
(4.12) 〈Γw1w2, w〉± = −〈w2,Γw1w〉±.
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From (4.11) and (4.12), we have
||(Γw1w2)(β, j1+j2
2
)
||2 = 〈Γw1w2, w〉± = −〈w2,Γw1w〉± ≤ ||w2|| ||Γw1w||
≤ 2m−1
∣∣∣∣∣∣Re
(
1 + j1+j22 rβi
1 + j1rβi
)−1
Re
(
1
(1 + j1rβi)(1 +
j1+j2
2 rβi)
)∣∣∣∣∣∣
1
2 ||nβ ||
|β(Z)| ||w1|| ||w2|| ||w||,
≤ 2m−1Cβ
||nβ||
|β(Z)| ||w1|| ||w2|| ||w||,
that is,
||(Γw1w2)(β, j1+j2
2
)
|| ≤ 2m−1Cβ ||nβ|||β(Z)| ||w1|| ||w2||.
From this inequality and (4.10), we obtain
||Γw1w2|| ≤ 2mCβ
||nβ||
|β(Z)| ||w1|| ||w2||.
Thus the statement of this proposition holds for m + 1. Therefore the statement of this
proposition is true for all m ∈ Z. q.e.d.
By using Lemmas 4.12, 4.22, 4.24, 4.32, 4.34 and 4.35, we shall prove Theorem 4.3.
Proof of Theorem 4.3. Let i = (β, j) ∈ I and w ∈ (Ei)0ˆ. We suffice to show that Γw is
bounded in order to show that Xw is defined on the whole of V . First we shall show that,
in the case where j′ is an integer with j′ 6= j such that j′ − j is devided by 4, there exists
a positive constant C¯β depending on only β such that
(4.13) ||(Γww′)(β, j+j′
2
)
|| ≤ 2C¯β ||nβ|||β(Z)| ||w|| ||w
′||
holds for any w′ ∈ (E(β,j′))0ˆ. If Ei is irreducible or ”Ei is reducible and w ∈ (E′′i )0ˆ”, then
the left-hand side of (4.13) vanishes by (i) and (iii) of Proposition 4.34. In the sequel,
we consider the case where Ei is reducible and where w ∈ (E′i)0ˆ. Set i′ := (β, j′), i′′ :=
(β, j+j
′
2 ) and w
′′ := (Γww′)i′′ . According to (iii) of Proposition 4.34, we have w′′ ∈ (E′′i′′)0ˆ.
In similar to (4.12), we have
(4.14) 〈Γww′, w′′〉± = −〈w′,Γww′′〉±.
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From this relation, Lemmas 4.12, (iii) of Proposition 4.34 and (4.14), we have
||(Γww′)i′′ ||2 = 〈Γww′, w′′〉± = −〈w′, (Γww′′)i′〉± ≤ ||w′|| ||(Γww′′)i′ ||
=
∣∣∣∣Re( ni − ni′ni′′ − ni′
)∣∣∣∣ ||w′|| ||(Γw′′w)i′ ||
≤ 2
∣∣∣∣Re( ni − ni′ni′′ − ni′
)∣∣∣∣ ·
∣∣∣∣∣Re
(
1 + jrβi
1 + j+j
′
2 rβi
)∣∣∣∣∣
− 1
2
·
∣∣∣∣∣Re
(
1
(1 + j+j
′
2 rβi)(1 + jrβi)
)∣∣∣∣∣
1
2
×||nβ||
β(Z)
||w|| ||w′|| ||w′′||,
that is,
||(Γww′)i′′ || ≤ 2
∣∣∣∣Re( ni − ni′ni′′ − ni′
)∣∣∣∣ ·
∣∣∣∣∣Re
(
1 + jrβi
1 + j+j
′
2 rβi
)∣∣∣∣∣
− 1
2
×
∣∣∣∣∣Re
(
1
(1 + j+j
′
2 rβi)(1 + jrβi)
)∣∣∣∣∣
1
2 ||nβ||
β(Z)
||w|| ||w′||.
On the other hand, from (4.10), we have
Re
(
ni − ni′
ni′′ − ni′
)
= Re
(
2 + (j + j′)rβi
1 + jrβi
)
.
Hence we have
||(Γww′)i′′ || ≤ 2
∣∣∣∣Re(2 + (j + j′)rβi1 + jrβi
)∣∣∣∣ ·
∣∣∣∣∣Re
(
1 + jrβi
1 + j+j
′
2 rβi
)∣∣∣∣∣
− 1
2
×
∣∣∣∣∣Re
(
1
(1 + j+j
′
2 rβi)(1 + jrβi)
)∣∣∣∣∣
1
2 ||nβ||
β(Z)
||w|| ||w′||.
Easily we can show
sup
j,j′∈Z
∣∣∣∣Re(2 + (j + j′)rβi1 + jrβi
)∣∣∣∣·
∣∣∣∣∣Re
(
1 + jrβi
1 + j+j
′
2 rβi
)∣∣∣∣∣
− 1
2
·
∣∣∣∣∣Re
(
1
(1 + j+j
′
2 rβi)(1 + jrβi)
)∣∣∣∣∣
1
2
<∞.
Denote by C¯β this supremum. For this constant C¯β, the inequality (4.13) holds. From
this fact, Lemmas 4.22, 4.24, 4.32, 4.34 and 4.35, it follows that there exists a positive
constant Ĉβ depending on only β such that
||Γww′|| ≤ Ĉβ||w|| ||w′||
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for any w′ ∈ (E0)⊥0ˆ . Assume that w′ ∈ (E0)0ˆ. Then, since Γww′ ∈ (E0)⊥0ˆ by Lemma 4.9,
we have we can find a sequence {w′′k} in ⊕ˆ
i∈I
(Eiˆ)0ˆ with limk→∞
w′′k = Γww
′ (with respect to
|| · ||). Then we have
||Γww′||2 = lim
k→∞
〈Γww′, w′′k〉± = − lim
k→∞
〈w′,Γww′′k〉±
≤ lim
k→∞
||w′|| ||Γww′′k || ≤ Ĉβ||w|| ||w′|| ||Γww′||,
that is,
||Γww′|| ≤ Ĉβ ||w|| ||w′||,
where Ĉβ is as above. Thus Γw is bounded. Therefore, X
w0 is defined on the whole of V .
q.e.d.
5 Proof of Theorem A
In this section, we shall prove Theorem A. Let M(→֒ G/K) be as in Theorem A and
Mc the (complete extrinsic) complexification of M . Set M̂c := π−1(Mc) and M˜c :=
(π◦φ)−1(Mc), where φ is the parallel transport map for Gc and π is the natural projection
of Gc onto Gc/Kc. Without loss of generality, we may assume that Kc is connected and
that Gc is simply connected. Hence both M̂c and M˜c are connected. Also, without loss
of generality, we may assume 0ˆ ∈ M˜c and hence e ∈ M̂c. In the previous section, set
V := H0([0, 1], gc), 〈 , 〉 := 〈 , 〉A0 and 〈 , 〉± := 〈 , 〉A0,H0,c± for simplicity. Also, denote by
||·|| the norm associated with 〈 , 〉±. U. Christ [Ch] proved that a full irreducible equifocal
submanifold of codimension greater than one in a simply connected symmetric space of
compact type is homogeneous in terms of the Heintze-Liu’s homogeneity theorem for full
irreducible isoparametric submanifolds of codimension greater than one in a Hilbert space.
By imitating his proof, we shall first prove the following homogeneity theorem in terms of
Theorems 3.2 and 4.3.
Theorem 5.1. The submanifold M is homogeneous.
First we shall prepare some lemmas to prove this theorem. Denote by Ih(V ) the group
of all holomorphic isometries of V , Kh the Lie algebra of all holomorphic Killing fields on
V and Kh
M˜c
the Lie subalgebra of Kh consisting of elements of Kh which are tangent to M˜c
along M˜c. Also, denote by oAK(V ) be the Lie algebra of all continuous skew-symmetric
complex linear maps from V to oneself. Any X ∈ Kh is described as Xu = Au+ b (u ∈ V )
for some A ∈ oAK(V ) and some b ∈ V . Hence Kh is identified with oAK(V ) × V . Give
oAK(V ) the operator norm (which we denote by || · ||op) associated with 〈 , 〉± and Kh
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the product norm of this norm || · ||op of oAK(V ) and the norm || · || of V . The space
Kh is a Banach Lie algebra with respect to this norm. Denote by Ibh(V ) the Banach
Lie group consisting of all holomorphic isometry f ’s of V which admit a one-parameter
transformation group {ft | t ∈ R} of V such that each ft is a holomorphic isometry of V ,
f1 = f and that
d
dt
∣∣∣∣
t=0
(ft)∗ is an element of oAK(V ). Note that, for a general holomorphic
isometry f of V ,
d
dt
∣∣∣∣
t=0
(ft)∗ is not necessarily defined on the whole of V (but it can be
defined on a dense linear subspace of V ). It is clear that the Lie algebra of this Banach
Lie group Ibh(V ) is equal to Kh.
Ih(V )
Kh
Ibh(V )
K˜h
K˜h : the space of all holomorphic Killing fields
defined on dense linear subspaces of V
id
0
exp
exp : the exponential map of Ih(V )
Figure 8.
Example. We shall give an example of an element of Ih(V ) \ Ibh(V ). Let V be a complex
linear topological space consisting of all complex number sequences {zk}∞k=1’s satisfying∑∞
k=1 |zk|2 < ∞, and 〈 , 〉 a non-degenerate inner product of V defined by
〈{zk}∞k=1, {wk}∞k=1〉 := 2Re
( ∞∑
k=1
zkwk
)
({zk}∞k=1, {wk}∞k=1 ∈ V ).
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The pair (V, 〈 , 〉) is an infinite dimensional anti-Kaehler space. Define a complex linear
transformation At (t ∈ R) of V by assigning {wk}∞k=1 defined by(
w2k−1
w2k
)
:=
(
cos kt − sin kt
sin kt cos kt
)(
z2k−1
z2k
)
(k ∈ N)
to each {zk}∞k=1 ∈ V . It is clear that each At is a holomorphic linear isometry of V . Define
ft ∈ Ih(V ) by ft(u) := Atu+ bt (u ∈ V ), where bt is an element of V . Set
B :=
d
dt
∣∣∣∣
t=0
ft∗ =
d
dt
∣∣∣∣
t=0
At.
It is easy to show that B is a skew-symmetric complex linear map from a dense linear
subspace U of V to V assigning {wk}∞k=1 defined by(
w2k−1
w2k
)
:=
(
0 −k
k 0
)(
z2k−1
z2k
)
(k ∈ N),
to each {zk}∞k=1 ∈ U , where U is the set of all elements {zk}∞k=1’s of V satisfyingB({zk}∞k=1)
∈ V . Let {ak}∞k=1 be an element of V defined by ak := 1[ k+1
2
]
(k ∈ N), where [·] is the
Gauss’s symbol of ·. Then we can show B({ak}∞k=1) /∈ V , that is, {ak}∞k=1 /∈ U . Thus B is
not an element of oAK(V ) and hence f1 is not an element of I
b
h(V ).
Let H be the closed subgroup of Ibh(V ) of all elements of I
b
h(V ) preserving M˜
c invari-
antly. According to Theorem 3.2 (and its proof) and Theorem 4.3, we have the following
fact.
Lemma 5.2. We have H · 0ˆ = M˜c.
Proof. Let γ : [0, 1] → LEi
0ˆ
be the geodesic in LEi
0ˆ
and set w0 := γ
′(0). Also, let Fγ
be the holomorphic isometry satisfying Fγ(γ(0)) = γ(1) and the relation (3.2). In more
general, let Fγ[0,t] (t ∈ R) be the holomorphic isometry satisfying Fγ[0,t](γ(0)) = γ(t)
defined in similar to Fγ . For simplicity, set F
w0
t := Fγ[0,t] . Let X
w0 be the holomorphic
Killing field associated with the one-parameter transformation group {Fw0t }t∈R, that is,
(Xw0)u :=
d
dt
∣∣∣∣
t=0
Fw0t (u), where u moves over the set of all elements u’s where the right-
hand side exists. According to Theorem 4.3, we have Xw0 is defined over the whole of V ,
that is, Xw0 ∈ Kh. Therefore we obtain Fγ ∈ Ibh(V ). On the other hand, Fγ preserves M˜c
invariantly. Hence we have Fγ ∈ H. Since the holomorphic isometries fk’s in the proof
of Theorem 3.2 are given as the composition of the holomorphic isometries of Fγ-type, it
is then shown that fk’s are elements of H and hence the holomorphic isometry f̂ in Step
IV of the proof of Theorem 3.2 also is an element of H (see the construction of f̂ in Step
IV). Therefore we obtain H · 0ˆ = M˜c. q.e.d.
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In this section, the notation ρ denotes the homomorphism from H1([0, 1], Gc) to
Ih(V ) defined by assigning g ∗ · to each g ∈ H1([0, 1], Gc) (i.e., ρ(g)(u) := g ∗ u (g ∈
H1([0, 1], Gc), u ∈ V )), where g ∗ u is as stated in Section 2.
Lemma 5.3. The group ρ(H1([0, 1], Gc)) is a closed subgroup of Ibh(V ).
Proof. Take an arbitrary v ∈ H1([0, 1], gc) and set ψs := ρ(exp ◦sv), where exp is the
exponential map of Gc. Note that exp ◦sv is equal to the image of sv ∈ H1([0, 1], gc)
by the exponential map of H1([0, 1], Gc). The group {ψs | s ∈ R} is a one-parameter
transformation group of V . The holomorphic Killing field X associated with {ψs | s ∈ R}
is given by
Xu =
d
ds
∣∣∣∣
s=0
ψs(u) =
d
ds
∣∣∣∣
s=0
(exp ◦sv) ∗ u = ad(v)(u) − v′.
Set Ic := {t ∈ [0, 1] | max Spec(−ad(v(t))2) ≥ c} and c0 := min{c | Ic is of measure zero in
[0, 1]}, where ad is the adjoint operator of gc. Then we have
||ad(v)u||2 =
∫ 1
0
〈ad(v(t))u(t), ad(v(t))u(t)〉Agc± dt
= −
∫ 1
0
〈ad(v(t))2u(t), u(t)〉Agc± dt ≤ c0||u||
2,
where 〈 , 〉Agc± is the inner product of g
c stated in Section 2. Thus ad(v) is bounded. Hence
we have X ∈ Kh, that is, ρ(exp ◦v) ∈ Ibh(V ). Therefore, it follows from the arbitrariness
of v that ρ(H1([0, 1], Gc)) is a subgroup of Ibh(V ). The closedness of ρ(H
1([0, 1], Gc)) is
trivial. q.e.d.
In the proof of Theorem 5.1, it is key to show the following fact.
Proposition 5.4. The above group H is a subgroup of ρ(H1([0, 1], Gc)).
To prove this proposition, we prepare some lemmas. For X ∈ Kh, we define a map
FX : Ωe(G
c)→ gc by FX(g) := φ∗0̂((ρ(g)∗X)0̂). For simplicity, denote by Ad the adjoint
operator AdGc of G
c. For this map FX , we have the following fact.
Lemma 5.4.1. (i) For g ∈ Ωe(Gc), FX(g) =
∫ 1
0 Ad(g)(Xρ(g−1)(0ˆ))dt.
(ii) If X ∈ Kh
M˜c
, then the image of FX is included by TeM̂
c.
Proof. Let {ψs}s∈R be the one-parameter transformation group associated with X. For
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each g ∈ Ωe(Gc), we have
(ρ(g)∗X)0ˆ =
d
ds
∣∣∣∣
s=0
ρ(g)(ψs(g
−1 ∗ 0ˆ))
=
d
ds
∣∣∣∣
s=0
(Ad(g)(ψs(ρ(g
−1)(0ˆ))) − g′g−1∗ ) = Ad(g)(Xρ(g−1)(0ˆ)).
Also we have φ∗0ˆ(u) =
∫ 1
0 u(t)dt (u ∈ T0ˆV (= V )) (see Lemma 6 of [Koi3]). Hence we
obtain the relation in (i). Since g ∈ Ωe(Gc), it maps each fibre of φ to oneself. Hence, if
X ∈ Kh
M˜c
, then ρ(g)∗X ∈ Kh
M˜c
. In particular, we have (ρ(g)∗X)0ˆ ∈ T0ˆM˜c. Therefore we
obtain FX(g) ∈ φ∗0ˆ(T0ˆM˜c) = TeM̂c. q.e.d.
For v ∈ H1([0, 1], gc), we define a vector field Xv on V by (Xv)u := [v, u]− v′ (u ∈ V ).
Let {exp ◦sv | s ∈ R} be the one-parameter subgroup of H1([0, 1], Gc) associated with
v. Then the holomorphic Killing field associated with the one-parameter transformation
group {ρ(exp ◦sv) | s ∈ R} of V is equal to Xv. Furthermore, we can show Xv ∈ Khb by
the discussion in the proof of Lemma 5.3. For Xv , we have the following fact.
Lemma 5.4.2. The map FXv is a constant map.
Proof. Take elements g1 and g2 of Ωe(G
c). Since ρ(gi) maps each fibre of φ to oneself by
the fact (iii) for φ stated in Section 2, we have φ ◦ ρ(gi) = φ (i = 1, 2) and hence
(5.1) FXv (gi) = φ∗0ˆ((ρ(gi)∗(X
v))0ˆ) = φ∗ρ(g−1i )(0ˆ)((X
v)ρ(g−1i )(0ˆ)
) (i = 1, 2).
Since ρ(exp ◦sv) maps the fibres of φ to them by the fact (iii) for φ stated in Introduction
and φ(ρ(g−11 )(0ˆ)) = φ(ρ(g
−1
2 )(0ˆ)), we have φ(ρ(exp sv)(ρ(g
−1
1 )(0ˆ))) = φ(ρ(exp sv)(ρ(g
−1
2 )
(0ˆ))) and hence φ∗ρ(g−11 )(0ˆ)(X
v
ρ(g−11 )(0ˆ)
) = φ∗ρ(g−12 )(0ˆ)(X
v
ρ(g−12 )(0ˆ)
). From this relation and
(5.1), we obtain FXv (g1) = FXv(g2). Therefore it follows from the arbitrarinesses of g1 and
g2 that FXv is a constant map. q.e.d.
For each u ∈ V , denote by u˜ the element t 7→ ∫ t0 u(t)dt (0 ≤ t ≤ 1) of H1([0, 1], gc).
Also we have the following fact for FX .
Lemma 5.4.3. (i) The map X 7→ FX is linear.
(ii) FX(g1g2) = Fρ(g2)∗X(g1) (g1, g2 ∈ Ωe(Gc)).
(iii) (dFX)g ◦ (dRg)eˆ = (dFρ(g)∗X)eˆ (g ∈ Ωe(Gc)).
(iv) If Xu = Au + b (u ∈ V ) for some linear transformation A of V and some b ∈ V ,
then we have (dFX )eˆ(u) =
∫ 1
0 (A + ad(˜b))u
′dt (u ∈ Ω0(gc)), where ad is the adjoint
representation of gc and Ω0(g
c) := {u ∈ H1([0, 1], gc) |u(0) = u(1) = 0}.
(v) If X,X ∈ Kh and if X −X = Xv for some v ∈ H1([0, 1], gc), then FX − FX is a
constant map.
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Proof. The statements (i) ∼ (iii) are trivial. The statement (iv) is shown by imitating
the proof of Proposition 2.3 of [Ch]. The statement (v) follows from Lemma 5.4.2 and (i)
directly. q.e.d.
By imitating the proof of Theorem 2.2 of [Ch], we can show the following fact in terms
of Lemmas 5.4.1∼5.4.3.
Lemma 5.4.4. Let X be an element of Kh given by Xu := [v, u] − b (u ∈ V ) for some
v, b ∈ V . If X ∈ Kh
M˜c
, then we have v ∈ H1([0, 1], gc) and b = v′ (i.e., X = Xv).
Proof. Set X := X −X b˜ and w := v − b˜. First we consider the case where Gc is simple.
From X = ad(w), we have
(ρ(g)∗X)u = ρ(g)∗(Xρ(g−1)(u)) = Ad(g)([w, ρ(g−1)(u)]) = [Ad(g)w, u− g ∗ 0ˆ] (u ∈ V ).
From this relation and (i) of Lemma 5.4.1, we have
(5.2)
(dFρ(g)∗X)eˆ(u) =
d
ds
∣∣∣∣
s=0
Fρ(g)∗X(exp su)
=
d
ds
∣∣∣∣
s=0
∫ 1
0
Ad(exp su)((ρ(g)∗X)ρ(exp(−su))(0ˆ))dt
=
∫ 1
0
(
[u, (ρ(g)∗X)0ˆ] +
d
ds
∣∣∣∣
s=0
(ρ(g)∗X)ρ(exp(−su))(0ˆ)
)
dt
=
∫ 1
0
(
−[u, [Ad(g)w, g ∗ 0ˆ]] + d
ds
∣∣∣∣
s=0
[Ad(g)w, ρ(exp(−su))(0ˆ)− g ∗ 0ˆ]
)
dt
=
∫ 1
0
(
[u, [Ad(g)w, g′g−1∗ ]]− [Ad(g)w,
d
ds
∣∣∣∣
s=0
((exp(−su))′ exp(−su)−1∗ )]
)
dt
=
∫ 1
0
(
[u, [Ad(g)w, g′g−1∗ ]] + [Ad(g)w, u
′]
)
dt
= [u(t), ˜[Ad(g)w, g′g−1∗ ](t)]
∣∣∣∣
t=1
− [u(t), ˜[Ad(g)w, g′g−1∗ ](t)]
∣∣∣∣
t=0
−
∫ 1
0
[u′, ˜[Ad(g)w, g′g−1∗ ]]dt+
∫ 1
0
[Ad(g)w, u′]dt
=
∫ 1
0
[ ˜[Ad(g)w, g′g−1∗ ] + Ad(g)w, u′]dt
for u ∈ Teˆ(Ωe(Gc))(= Ω0(gc)), where each of the notation ′ means the derivative with
repspect to t, eˆ is the constant path at the identity element e of Gc and Ω0(g
c) := {u ∈
H1([0, 1], gc) |u(0) = u(1) = 0}. According to (ii) of Lemma 5.4.1, we have ImFX ⊂ TeM̂c
and hence dimC(SpanCImFX) ≤ dimCTeM̂c ≤ dimCgc − 2, where SpanC(·) means the
complex linear span of (·) and dimC(·) means the complex dimension of (·). Since FX−FX
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is a constant map by (v) of Lemma 5.4.3, we have dimC(SpanCImFX) ≤ dimCgc−1, that
is, dimC(g
c⊖SpanCImFX) ≥ 1. Take Y (6= 0) ∈ gc⊖SpanC ImFX . Also, take g ∈ Ωe(Gc)
and u ∈ Teˆ(Ωe(Gc)). By using (iii) of Lemma 5.4.3 and (5.2), we have
〈(dFX )g((dRg)eˆ(u)), Y 〉A = 〈(dFρ(g)∗X)eˆ(u), Y 〉A
= 〈
∫ 1
0
[ ˜[Ad(g)w, g′g−1∗ ] + Ad(g)w, u′]dt, Y 〉A
=
∫ 1
0
〈[ ˜[Ad(g)w, g′g−1∗ ] + Ad(g)w, u′], Y 〉A dt
= −
∫ 1
0
〈u′, [ ˜[Ad(g)w, g′g−1∗ ] + Ad(g)w, Y ]〉A dt
= −〈u′, [ ˜[Ad(g)w, g′g−1∗ ] + Ad(g)w, Y ]〉,
where 〈 〉A is the non-degenerate symmetric bilinear form of gc stated in Section 2. For
simplicity, we set η := ˜[Ad(g)w, g′g−1∗ ]+Ad(g)w. On the other hand, from (dFX)g((dRg)eˆ(u)) ∈
SpanCImFX , we have 〈(dFX )g((dRg)eˆ(u)), Y 〉A = 0. Hence we have 〈u′, [η, Y ]〉 = 0. The
space Ω0(g
c) is identified with the vertical space (which is denoted by V0ˆ) at 0ˆ of φ under
the correspondence u 7→ u′ (u ∈ Ω0(gc)), where we note that φ∗0ˆ(u′) =
∫ 1
0 u
′(t) dt = 0
by Lemma 6 of [Koi3] (hence u′ ∈ V0ˆ). Hence, from the arbitrariness of u, it follows
that [η, Y ] belongs to the horizontal space (which is denoted by H0ˆ) at 0ˆ of φ. Since Gc
has no center, there exists Z ∈ gc with [Y,Z] 6= 0. Set W := [Y,Z]. By using Lemma
6 of [Koi3], we can show that H0ˆ is equal to the set of all constant paths in gc. Hence
it follows from [η, Y ] ∈ H0ˆ that [η, Y ] is a constant path. Furthermore it follows from
〈η,W 〉A = 〈[η, Y ], Z〉A that 〈η,W 〉A is constant, that is,
(5.3) 〈 ˜[Ad(g)w, g′g−1∗ ],W 〉A + 〈Ad(g)w,W 〉A = const.
Since gc has no center, there exists W ∈ gc with [W,W ] 6= 0. Since Gc is simple,
Ad(Gc)[W,W ] is full in gc. Hence there exist h1, · · · , h2m ∈ Gc such that {Ad(h1)[W,W ],
· · · ,Ad(h2m)[W,W ]} is a base of gc (regarded as a real vector space), wherem := dimcGc.
For a sufficiently small ε > 0, we take gi ∈ Ωe(Gc) with gi|(ε,1−ε) = hi (i = 1, · · · , 2m).
Since gi (i = 1, · · · , 2m) are constant over [ε, 1− ε], it follows form (5.3) (g = gi-case) that
〈w,Ad(h−1i )W 〉A (i = 1, · · · , 2m) are constant over [ε, 1 − ε]. Hence w is constant over
[ε, 1 − ε]. Hence it follows from the arbitrariness of ε that w is constant over [0, 1]. That
is, we obtain b = v′ and hence v ∈ H1([0, 1], gc).
Next we consider the case where Gc is not simple. Let Gc = Gc1 × · · · × Gck be the
irreducible decomposition of Gc and gci be the Lie algebra of G
c
i (i = 1, · · · , k). Let gcX be
the maximal ideal of gc such that the orthogonal projection of w = v − b˜ onto the ideal
is a constant path, where we note that any ideal of gc is equal to the direct sum of some
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gci ’s and hence it is a non-degenerate subspace with respect to 〈 , 〉A. Now we shall show
(5.4) (gc
X
)⊥ ⊂ TeM̂c,
where (gc
X
)⊥ is the orthogonal complement of gc
X
in gc with respect to 〈 , 〉A. Let Vi :=
H0([0, 1], gci ) (i = 1, · · · , k). It is clear that V = V1 ⊕ · · · ⊕ Vk (orthogonal direct sum).
The holomorphic Killing field X is described as X = X
L
1 + · · · + XLk in terms of some
holomorphic Killing fieldXi on Vi (i = 1, · · · , k), whereXLi is the holomorphic Killing field
on V defined by (X
L
i )u = (X i)ui (u = (u1, · · · , uk) ∈ V ). For g = (g1, · · · , gk) ∈ Ωe(Gc)(=
Ωe(G
c
1) × · · · × Ωe(Gck)), we have Ad(g)(Xρ(g−1)(0ˆ)) =
k∑
i=1
Adi(gi)((X i)ρi(g−1i )(0ˆ)
), where
Adi is the adjoint representation of G
c
i and ρi is the homomorphism from H
1([0, 1], Gci )
to Ih(Vi) defined in similar to ρ. Hence, from (i) of Lemma 5.4.1, we have FX(g) =
k∑
i=1
F i
Xi
(gi), where F
i
Xi
is the map from Ωe(G
c
i ) to g
c
i defined in similar to FX . Therefore
we obtain SpanCImFX =
k⊕
i=1
SpanCImF
i
Xi
. Let v =
k∑
i=1
vi and b˜ =
k∑
i=1
b˜i, where vi, b˜i ∈ Vi
(i = 1, · · · , k). Since gc
X
is an ideal of gc, it is described as gc
X
= ⊕
i∈I
gci (I ⊂ {1, · · · , k}).
Since vi − b˜i (i ∈ I) are constant paths by the definition of gcX , Adi(gi)[vi − b˜i, ρ(g
−1
i )(0ˆ)]
(i ∈ I) are loops and hence
F i
Xi
(gi) =
∫ 1
0
Adi(gi)[vi − b˜i, ρ(g−1i )(0ˆ)]dt = 0 (i ∈ I).
Hence we have
SpanCImFX ⊂ (gcX)⊥(= ⊕
i/∈I
gci ).
Also we can show SpanCImF
i
Xi
= gci (i /∈ I). Therefore we obtain
(5.5) SpanCImFX = (g
c
X
)⊥.
Also, since FX − FX is a constant map by (v) of Lemma 4.2.3 and 0 ∈ ImFX , we have
(5.6) SpanCImFX ⊂ SpanCImFX .
From (5.5), (5.6) and (ii) of Lemma 5.4.1, we obtain (gc
X
)⊥ ⊂ TeM̂c. Next we shall show
that (Rg)∗((gcX)
⊥) ⊂ TgM̂c for any g ∈ M̂c. Fix g ∈ M̂c. Define ĝ ∈ H1([0, 1], Gc) with
ĝ(0) = e and ĝ(1) = g by ĝ(t) := exp tY for some Y ∈ gc. Since φ ◦ ρ(ĝ) = R−1g ◦ φ, we
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have φ−1(R−1g (M̂c)) = ρ(ĝ)(M˜c). Also we have ρ(ĝ)∗X ∈ Khρ(ĝ)(M˜c). Hence, by imitating
the above discussion, we can show
(5.7) (gc
ρ(ĝ)∗X
)⊥ ⊂ TeR−1g (M̂c) = (Rg)−1∗ (TgM̂c).
Also, we have
(5.8) (ρ(ĝ)∗X)u = ρ(gˆ)∗(Xρ(gˆ)−1(u)) = [Ad(ĝ)v, u]− [Ad(ĝ)v, ρ(ĝ)(0ˆ)]−Ad(ĝ)b.
Set v := Ad(ĝ)v and b := [Ad(ĝ)v, ρ(ĝ)(0ˆ)] + Ad(ĝ)b. Denote by prgc
X
the orthogonal
projection of gc onto gc
X
. Since Ad(ĝ) preserves each gci invariantly, it preserves g
c
X
and (gc
X
)⊥ invariantly, respectively. Hence we have prgc
X
◦ Ad(ĝ) = Ad(ĝ) ◦ prgc
X
and
prgc
X
◦ ad(Y ) = ad(Y ) ◦ prgc
X
. Also, we have ρ(ĝ)(0ˆ) = −Y = −Ad(ĝ)Y . By using these
facts and noticing that prgc
X
(v − b˜) is a constant path, we have
d
dt
prgc
X
(
v − b˜
)
=
d
dt
prgc
X
(
Ad(ĝ)(v − b˜) + Ad(ĝ)˜b− ˜[Ad(ĝ)v, ρ(ĝ)(0ˆ)]− A˜d(ĝ)b
)
= Ad(ĝ)[Y,prgc
X
(v − b˜)] + Ad(ĝ)[Y,prgc
X
(˜b)]
+Ad(ĝ)prgc
X
(b) + prgc
X
[Ad(ĝ)v, Y ]−Ad(ĝ)prgc
X
(b)
= (prgc
X
◦ Ad(ĝ))
(
[Y, v − b˜] + [Y, b˜] + [v, Y ]
)
= 0.
Thus prgc
X
(v − b˜) is a constant path. This fact together with (5.8) implies gc
X
⊂ gc
ρ(ĝ)∗X
.
By exchanging the roles of X and ρ(ĝ)∗X, we have gcρ(ĝ)∗X ⊂ g
c
X
. Thus we obtain gc
X
=
gc
ρ(ĝ)∗X
. Therefore the relation (Rg)∗(gcX)
⊥ ⊂ TgM̂c follows from (5.7). Since this relation
holds for any g ∈ M̂c and gc
X
is an ideal of gc, we have M̂c = M̂c
′×Gc⊥
X
⊂ Gc
X
×Gc⊥
X
(= Gc)
for some submanifold M̂c
′
in Gc
X
, where Gc
X
:= exp(gc
X
) and Gc⊥
X
:= exp((gc
X
)⊥). Since
M̂c is irreducible and dim M̂c < dimGc, we have (gc
X
)⊥ = {0}, that is, gc
X
= gc. This im-
plies that v− b˜ is a constant path. Therefore we obtain b = v′ and hence v ∈ H1([0, 1], gc).
q.e.d.
Also we have the following fact.
Lemma 5.4.5. The set Kh
M˜c
is closed in Kh.
Proof. Denote by Kh
M˜c
the closure of Kh
M˜c
in Kh. Take X ∈ Kh
M˜c
. Then there exists
a sequence {Xn}∞n=1 in KhM˜c with limn→∞Xn = X (in K
h). Let (Xn)u = Anu + bn (An ∈
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oAK(V ), bn ∈ V ) and Xu = Au + b (A ∈ oAK(V ), b ∈ V ). From lim
n→∞Xn = X (in K
h),
we have lim
n→∞An = A (in oAK(V )) and hence limn→∞Anu = Au (u ∈ V ). Also, we have
lim
n→∞ bn = b. Hence we have limn→∞(Xn)u = Xu (u ∈ V ). For each u ∈ M˜
c, denote by pr⊥u the
orthogonal projection of V onto T⊥u M˜c. Since dimT⊥u M˜c <∞, pr⊥u is a compact operator.
Hence, since pr⊥u ((Xn)u) = 0 for all n, we obtain pr⊥u (Xu) = 0 and hence X ∈ KhM˜c .
Therefore we obtain Kh
M˜c
= Kh
M˜c
. q.e.d.
Take v ∈ V and X ∈ Kh. Define v˜ ∈ H1([0, 1], gc) by v˜(t) := ∫ t0 v(t)dt. Also, define
gn ∈ H1([0, 1], Gc) (n ∈ N) by gn(t) := exp(nv˜(t)) and a vector field Xvn (n ∈ N) by
Xvn :=
1
nρ(gn)∗X. We can show that X
v
n is defined on the whole of V (i.e., X
v
n ∈ Kh) as
follows. Let Xu = Au + b (A ∈ oAK(V ), b ∈ V ), where u ∈ V , and (Xvn)u = Avnu + bvn
(Avn : a skew-symmetric complex linear map from the domain of X
v
n to V , b
v
n ∈ V ), where
u is an arbitrary point of the domain of Xvn. Then we have
(Xvn)u =
1
n
Ad(gn)(Xρ(g−1n )(u)) =
1
n
Ad(gn)(Aρ(g
−1
n )(u) + b)
=
1
n
Ad(gn) ◦A ◦Ad(g−1n )u+
1
n
Ad(gn)(Aρ(g
−1
n )(0ˆ) + b)
and hence
(5.9) Avn =
1
n
Ad(gn) ◦A ◦Ad(g−1n ) and bvn =
1
n
Ad(gn)A(ρ(g
−1
n )(0ˆ) + b).
From the first relation in (5.9), we have Avn ∈ oAK(V ) and hence Xvn ∈ Kh.
For {Xvn}∞n=1, we have the following fact.
Lemma 5.4.6. If X ∈ Kh
M˜c
and v is an element of H0,c− with
∫ 1
0 v(t)dt = 0, then there
exists a subsequence of {Xvn}∞n=1 converging to the zero vector field.
Proof. Take u ∈ V . Let u = u− + u+ (u− ∈ H0,c− , u+ ∈ H0,c+ ). Then we have
(Ad(gn)uε)(t) = Ad(exp(nv˜(t)))uε(t) = exp(ad(nv˜(t)))uε(t) ∈ gcε (ε = − or +)
for each t ∈ [0, 1] because v˜(t) ∈ gc− (0 ≤ t ≤ 1) by the assumption and [gc−, gcε ] ⊂ gcε
(ε = − or +). Hence we have
(5.10)
〈Ad(gn)u,Ad(gn)u〉± = −〈Ad(gn)u−Ad(gn)u−〉+ 〈Ad(gn)u+,Ad(gn)u+〉
= −〈u−, u−〉+ 〈u+, u+〉 = 〈u, u〉±.
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Therefore, by using (5.9), we can show ||Avn||op = 1n ||A||op → 0 (n→∞) and
||bvn|| ≤
1
n
(||Aρ(g−1n )(0ˆ)||+ ||b||)
= ||Av|| + 1
n
||b|| → ||Av|| (n→∞).
Since the sequence {Xvn |n ∈ N} in Kh is bounded, there exists its convergent subse-
quence {Xvnj}∞j=1. Set Xv∞ := limj→∞X
v
nj . From limn→∞A
v
n = 0, X
v∞ is a parallel Killing field
on V . From
∫ 1
0 v(t)dt = 0, we have gn ∈ Ωe(Gc) and hence ρ(gn)(M˜c) = M˜c. This
fact together with X ∈ Kh
M˜c
deduces Xvn ∈ KhM˜c . Also, from ||A
v
n||op = 1n ||A||op < ∞,
we have Xvn ∈ Kh. Hence we have Xvn ∈ KhM˜c . Therefore we have X
v∞ ∈ KhM˜c . Fur-
thermore, from Lemma 5.4.5, we have Xv∞ ∈ KhM˜c . Thus, since X
v∞ is parallel and
Xv∞ ∈ KhM˜c , it follows from Lemma 5.4.4 that X
v∞ = 0. This completes the proof.
q.e.d.
On the other hand, we have the following fact.
Lemma 5.4.7. Let X be an element of Kh
M˜c
given by Xu = Au + b (u ∈ V ) for some
A ∈ oAK(V ) and some b ∈ V , Y an element of gc− and f an element of H0([0, 1],C)(=
H0([0, 1],R2)) satisfying
∫ 1
0 f(t)dt = 0 or f = const. Then we have A(fY ) = [Y,w] for
some w ∈ V .
Proof. Set v := fY . Define f˜ ∈ H1([0, 1],C) by f˜(t) := ∫ t0 f(t)dt (0 ≤ t ≤ 1). Let
A(fY )(t) = u1(t) + u2(t) (u1(t) ∈ Ker ad(Y ) and u2(t) ∈ Im ad(Y )), and ui(t) = u−i (t) +
u+i (t) (u
−
i (t) ∈ gc−, u+i (t) ∈ gc+) (i = 1, 2) and b(t) = b−(t)+b+(t) (b−(t) ∈ gc−, b+(t) ∈ gc+).
Let gn(t) := exp(nf˜(t)Y ). From (5.9) and Ad(gn)|Ker ad(Y ) = id, we have
bvn =
1
n
Ad(gn)(Aρ(g
−1
n )(0ˆ) + b) = Ad(gn)(A(fY ) +
b
n
)
= u1 +Ad(gn)(u2 +
b
n
).
Since Ad(gn) preserves g
c− and gc+ invariantly, respectively, and Ad(gn)|Ker ad(Y ) = id, we
have
〈bvn, u1〉± = 〈u1, u1〉± + 〈Ad(gn)(u2 +
b
n
),Ad(gn)u1〉±
= 〈u1, u1〉± + 1
n
〈b, u1〉± → 〈u1, u1〉± (n→∞).
Assume that
∫ 1
0 f(t)dt = 0 or ”f = const and Y is the initial vector of a closed geodesic
in Gc− of period one”. Then we have
∫ 1
0 v(t)dt = 0. Also we have v ∈ H0,c− because
of Y ∈ gc−. Hnece, according to Lemma 5.4.6, there exists a subsequence {Xvni}∞i=1 of
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{Xn}∞n=1 converging to the zero vector field. Clearly we have lim
i→∞
bvni = 0 and hence
u1 = 0. Thus we see that A(fY )(t) ∈ Im ad(Y ) holds for all t ∈ [0, 1]. That is, we have
A(fY ) = [Y,w] for some w ∈ V . Next we consider the case where f = const and Y is the
initial vector of no closed geodesic Gc− of period one. Set
B := {aZ | a ∈ R, Z : the initial vector of a closed geodesic in Gc− of period one}.
Since gc− is the compact real of gc, B is dense in gc−. Take a sequence {aiZi}∞i=1 in B with
lim
i→∞
aiZi = fY . For each i, there exists wi ∈ V with A(aiZi) = [aiZi, wi]. We can show
that the sequence {wi}∞i=1 is a convergent sequence and that
A(fY ) = lim
i→∞
[aiZi, wi] = [Y, f lim
i→∞
wi].
This completes the proof. q.e.d.
Since w in this lemma depends on X, f and Y , we denote it by wX,f,Y . According to
Lemma 2.10 of [Ch], we have the following fact.
Lemma 5.4.8. Let B be a map from gc− to oneself defined by B(Y ) = [µ(Y ), Y ] (Y ∈ gc−)
in terms of a map µ : gc− → gc−. If B is linear, then µ is a constant map.
By using Lemmas 5.4.7 and 5.4.8, we can show the following fact.
Lemma 5.4.9. Fix X ∈ Kh
M˜c
and f ∈ H0([0, 1],C) satisfying ∫ 10 f(t)dt = 0 or f = const.
Then wX,f,Y is independent of the choice of Y ∈ gc−.
Proof. For simplicity, set wY := wX,f,Y . Define a linear map B
t
1 : g
c− → gc− by Bt1(Y ) :=
A(fY )(t)gc− (Y ∈ gc−) and a linear map Bt2 : gc− → gc− by Bt2(Y ) :=
√−1(A(fY )(t)gc+)
(Y ∈ gc−), where (·)gcε (ε = − or +) is the gcε-component of (·). Since A(fY ) = [Y,wY ], we
have Bt1(Y ) = [Y,wY (t)gc− ] and B
t
2(Y ) = [Y,
√−1wY (t)gc+ ], it follows from Lemma 4.4.8
that, for each t ∈ [0, 1], wY (t)gc− and wY (t)gc+ are independent of the choice of Y ∈ gc−.
Hence wY is independent of the choice of Y ∈ gc−. q.e.d.
According to this lemma, wX,f,Y is independent of the choice of Y ∈ gc−, we denote it
by wX,f . Define ψn ∈ H0([0, 1],C) by ψn(t) = exp(2nπ
√−1t) (0 ≤ t ≤ 1), where n ∈ Z.
Lemma 5.4.10. For each X ∈ Kh
M˜c
and each f ∈ H0([0, 1],C) satisfying ∫ 10 f(t)dt = 0
or f = const, we have wX,f = fwX,1, where the subscript 1 in v1 means 1 ∈ H0([0, 1],C).
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Proof. Let 〈 , 〉c be the complexification of the Ad(G)-invariant non-degenerate symmetric
bilinear form 〈 , 〉 of g inducing the metric of G/K. Let a be a maximal abelian subspace
of
√−1p and gc− = zgc−(a) +
∑
α∈△(g
c−)α the root space decomposition of gc− with respect
to a, where zgc−(a) is the centralizer of a in g
c− and △ := {α ∈ a∗ | (gc−)α 6= {0}} ((gc−)α :=
{Z ∈ gc− | ad(a)Z =
√−1α(a)Z (∀ a ∈ a)}). For any α ∈ △ and any n ∈ N ∪ {0}, define
Hα ∈ a by 〈Hα, ·〉 = α(·) and cα,n := 2npi
√−1
α(Hα)
. Define gα,n ∈ H1([0, 1], Gc) by gα,n(t) :=
exp(tcα,nHα) (0 ≤ t ≤ 1). It is clear that gα,n ∈ Ωe(Gc). Let Xα,n := ρ(gα,n)−1∗ X. Since
ρ(gα,n)(M˜
c) = M˜c, Xα,n is tangent to M˜
c along M˜c. Also, we can show Xα,n ∈ Kh.
Hence we have Xα,n ∈ Kh
M˜c
. Let (Xα,n)u = Aα,nu+ bα,n (Aα,n ∈ oAK(V ), bα,n ∈ V ). We
can show that Aα,n = Ad(gα,n)
−1 ◦ A ◦ Ad(gα,n) in similar to the first relation in (4.9).
Take any Y0 ∈ zgc−(a) and any Yα ∈ (gc−)α. Then, from Ad(gα,n)Y0 = Y0, we have
[Ad(gα,n)wXα,n,1, Y0] = [Ad(gα,n)wXα,n,1,Ad(gα,n)Y0]
= −Ad(gα,n)(Aα,nY0) = −A(Ad(gα,n)Y0) = −AY0 = [wX,1, Y0].
It follows from the arbitrariness of Y0(∈ zgc−(a)) that
(5.11) Im(Ad(gα,n)wXα,n,1 − wX,1) ⊂ a.
Also, from Ad(gα,n)Yα = ψnYα, we have
[Ad(gα,n)wXα,n,1, Yα] = ψ−n[Ad(gα,n)wXα,n,1,Ad(gα,n)Yα]
= −ψ−nAd(gα,n)(Aα,nYα) = −ψ−nA(Ad(gα,n)Yα)
= −ψ−nA(ψnYα) = ψ−n[wX,ψn , Yα]
and hence
[Ad(gα,n)wXα,n,1 − ψ−nwX,ψn , Yα] = 0.
It follows from the arbitrariness of Yα(∈ (gc−)α) that
Im
(
Ad(gα,n)wXα,n,1 − ψ−nwX,ψn
)
⊂ zgc−((gc−)α).
This together with (5.11) implies
Im (ψnwX,1 − wX,ψn) ⊂ a+ zgc−((gc−)α).
From the arbitrariness of α, we obtain
Im (ψnwX,1 − wX,ψn) ⊂ a+ ∩
α∈△
zgc−((g
c
−)α) = a.
Take another maximal abelian subspace a′ of
√−1p with a′ ∩ a = {0}. Similarly we can
show
Im (ψnwX,1 − wX,ψn) ⊂ a′
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and hence
(5.12) wX,ψn = ψnwX,1.
Take any f ∈ H0([0, 1],C) satisfying ∫ 10 f(t)dt = 0 or f = const. Let f = ∞∑
n=−∞
cnψn be
the Fourier’s expansion of f , where cn is constant for each n. Then, since A is continuous
and linear, we have
(5.13) A(fY ) =
∞∑
n=−∞
cnA(ψnY ) (Y ∈ gc−).
From (5.12) and (5.13), we obtain
[Y,wX,f ] = A(fY ) =
∞∑
n=−∞
cn[Y,wX,ψn ] = [Y, fwX,1] (Y ∈ gc−).
Thus wX,f−fwX,1 belongs to the center of gc−. Therefore, since gc− has no center, we obtain
wX,f = fwX,1. q.e.d.
From Lemmas 5.4.7 and 5.4.10, we have the following fact.
Lemma 5.4.11. Let X be an element of Kh
M˜c
given by Xu = Au + b (u ∈ V ) for some
A ∈ oAK(V ) and b ∈ V . Then we have A = ad(v) for some v ∈ V .
Proof. Take any u ∈ V and a base {e1, · · · , em} of gc−. Let u =
m∑
i=1
ui(t)ei and ui(t) =
∞∑
n=−∞
ci,nψn(t) be the Fourier expansion of ui. Then, since A is continuous and linear,
we have Au =
∞∑
n=−∞
m∑
i=1
ci,nA(ψn(t)ei). According to Lemmas 5.4.7 and 5.4.10, we have
A(fY ) = [wX,1, fY ] for any Y ∈ gc− and any f ∈ H0([0, 1],C) satisfying
∫ 1
0 f(t)dt = 0 or
f = const. Hence we have
Au =
∞∑
n=−∞
m∑
i=1
ci,n[wX,1, ψn(t)ei] = [wX,1, u].
Thus we obtain A = ad(wX,1). q.e.d.
By using Lemmas 5.4.4 and 5.4.11, we shall prove Proposition 5.4.
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Proof of Proposition 5.4. Let H be as in the statement of Proposition 5.4. Take any
X ∈ LieH. Since LieHb ⊂ Kh
M˜c
, it follows from Lemmas 5.4.4 and 5.4.11 that X = Xv
for some v ∈ V . SinceXv is the holomorphic Killing field associated with an one-parameter
subgroup {ρ(exp ◦sv) | s ∈ R} of ρ(H1([0, 1], Gc)), we have X ∈ Lie ρ(H1([0, 1], Gc)).
Hence we obtain LieH ⊂ Lie ρ(H1([0, 1], Gc), that is, H ⊂ ρ(H1([0, 1], Gc)). q.e.d.
By using Proposition 5.4, we shall prove Theorem 5.1.
Proof of Theorem 5.1. Since H is a subgroup of ρ(H1([0, 1], Gc)) by Proposition 5.4,
we have H = ρ(Q) for some subgroup Q of H1([0, 1], Gc). Let Q′ be a closed connected
subgroup of Gc×Gc generated by {(h(0), h(1)) |h ∈ Q}. Since φ◦ρ(h) = (Lh(0) ◦R−1h(1))◦φ
for each h ∈ H, we have M̂c = Q′ · e, where e is the identity element of Gc. Here we note
that Gc×Gc acts on Gc by (g1, g2)·g := (Lg1◦R−1g2 )(g) (g1, g2, g ∈ Gc). Set M̂ := π−1R (M),
where πR is the natural projection of G onto G/K. Since M̂ is a component of M̂
c ∩ G
containing e and (Q′ ∩ (G × G)) · e is a complete open submanifold of M̂c ∩ G, M̂ is
a component of (Q′ ∩ (G × G)) · e. Therefore we have M̂ = (Q′ ∩ (G × G))0 · e, where
(Q′∩(G×G))0 is the identity component of Q′∩(G×G). Set Q′R := (Q′∩(G×G))0. Since
M̂ consists of fibres of πR, we have 〈Q′R∪(e×K)〉·e = M̂ , where 〈Q′R∪(e×K)〉 is the group
generated by Q′
R
∪ (e ×K). Denote by the same symbol Q′
R
the group 〈Q′
R
∪ (e × K)〉
under abuse of the notation. Set (Q′
R
)1 := {g1 ∈ G | ∃ g2 ∈ G s.t. (g1, g2) ∈ Q′R} and
(Q′
R
)2 := {g2 ∈ G | ∃ g1 ∈ G s.t. (g1, g2) ∈ Q′R}. Also, set (Q′R)•1 := {g ∈ G | (g, e) ∈ Q′R}
and (Q′
R
)•2 := {g ∈ G | (e, g) ∈ Q′R}. It is clear that (Q′R)•i is a normal subgroup of (Q′R)i
(i = 1, 2). From e×K ⊂ Q′
R
, we have K ⊂ (Q′
R
)•2. Since K ⊂ (Q′R)•2 ⊂ (Q′R)2 ⊂ G and
K is a maximal subgroup of G, we have (Q′
R
)2 = K or G and (Q
′
R
)•2 = K or G. Suppose
that (Q′
R
)•2 = G. Then we have M̂ = G and hence M = G/K. Thus a contradiction
arises. Hence we have (Q′
R
)•2 = K. Since K is not a normal subgroup of G and it is a
normal subgroup of (Q′
R
)2, we have (Q
′
R
)2 6= G. Therefore we have (Q′R)2 = K and hence
Q′
R
⊂ G × K. Set Q′′
R
:= {g ∈ G | ({g} × K) ∩ Q′
R
6= ∅}. Then, since M̂ = Q′
R
· e and
M = π(M̂), we have M = Q′′
R
(eK). Thus M is homogeneous. q.e.d.
By using Theorem 5.1 and Lemma 4.1, we shall prove Theorem A.
Proof of Theorem A. We shall use the notations in Lemma 4.1. Let Z be as in the
proof of Lemma 4.1 and Z˜ the parallel normal vector field of M with Z˜eK = Z. De-
note by η
tZ˜
(0 ≤ t ≤ 1) the end-point map for tZ˜ (i.e., η
tZ˜
(x) = exp⊥(tZ˜x) (x ∈ M)),
where exp⊥ is the normal exponential map of M . Set Mt := ηtZ˜(M). If 0 < t < 1,
then Mt is a a parallel submanifold of M and M1 is a focal submanifold of M (see
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Figures 9 and 10). Fix v ∈ U . Let v̂ be the parallel tangent vector field on the flat
section ΣeK := exp b with v̂eK = v. Note that v̂η
tZ˜
(eK) is a normal vector of Mt
at ηtZ˜(eK). Denote by A
t the shape tensors of Mt (0 < t ≤ 1). According to the
proof of Theorems B and C of [Koi8], there exists a complex linear function φi on b
c
with φi(v) = λ
v
i and φ
−1
i (1) ⊂ F for each i ∈ Iv0 with λvi 6= 0. Fix i0 ∈ Iv0 with
with λvi0 6= 0. According to (5.14), φ−1i0 (1) coincides with one of (βc)−1(arctanhc+β,i,v +
jπ
√−1)’s (β ∈ (△b)+, (i, j) ∈ (Ivβ)+ × Z) and (βc)−1(arctanhc−β,i,v + (j + 12)π
√−1)’s
(β ∈ (△b)+, (i, j) ∈ (Ivβ)− × Z), where c+β,i,v and c−β,i,v are as in the proof of Lemma
4.1. Since (βc)−1(arctanhc+β,i,v+jπ
√−1) = β−1(arctanhc+β,i,v)+(βc|√−1b)−1(jπ
√−1) and
(βc)−1(arctanhc−β,i,v+(j+
1
2 )π
√−1) = β−1(arctanhc−β,i,v)+(βc|√−1b)−1((j+ 12)π
√−1), we
have φ−1i0 (1) = β
−1
1 (arctanhc
+
β1,i1,v
)+(βc1 |√−1b)−1(0) for some β1 ∈ (△b)+ and i1 ∈ (Ivβ1)+.
Hence, since Z and 1λvi0
v belong to the complex hyperplane φ−1i0 (1), we have Ker(ηZ˜)∗eK =
Ker(η 1
λv
i0
v˜)∗eK . On the other hand, we have p0 ∩Ker(Av − λvi0 id) ⊂ Ker(η 1λv
i0
v˜)∗eK . Hence
we have
(5.14) p0 ∩Ker(Av − λvi0 id) ⊂ Ker(ηZ˜)∗eK .
Also, by using (1.1), we can show Ker
(
(η
Z˜
)∗eK
∣∣
p0∩KerAv
)
= {0} and
(5.15) A1v̂η
Z˜
(eK)
|(η
Z˜
)∗(p0∩KerAv) = 0.
By imitating the proof of Lemma 4.1, we can show
(5.16)
SpecAtv̂η
tZ˜
(eK)
|∑
β∈(△b)+
(η
tZ˜
)∗(pβ )
= { β(v)
tanh((1− t)β(Z)) |β ∈ (△b)+ s.t. (I
v
β)
+ 6= ∅}
∪{β(v) tanh((1− t)β(Z)) |β ∈ (△b)+ s.t. (Ivβ)− 6= ∅}
for each t ∈ [0, 1). Set m := dimM1. Denote by Grm(G/K) the Grassmann bundle of
G/K consisting of m-dimensional subspaces of the tangent spaces. Define Dt (0 ≤ t < 1)
by
Dt := (ηtZ˜)∗(p0 ∩KerAv)
+
∑
β∈(△b)+ s.t. (Ivβ)− 6=∅
(
pβ ∩Ker
(
Atv̂η
tZ˜
(eK)
− β(v) tanh((1− t)β(Z))id
))
(see Figure 10). From (5.14), (5.15) and (5.16), we can show lim
t→1−0
Dt = Tη
Z˜
(eK)M1 (in
Grm(G/K)) and
SpecA1v̂η
Z˜
(eK)
= {0} ∪ { lim
t→1−0
β(v) tanh((1− t)β(Z)) |β ∈ (△b)+ s.t. (Ivβ)− 6= ∅} = {0}.
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Thus we have A1v̂η
Z˜
(eK)
= 0. Since this relation holds for any v ∈ U and U is open and
dense in b(= T⊥eKM), A
1
ŵη
Z˜
(eK)
= 0 holds for any w ∈ T⊥eKM , where ŵ is the parallel
tangent vector field on the section ΣeK with ŵeK = w. Set L := η
−1
Z˜
(η
Z˜
(eK)), which is
the focal leaf through eK for the focal map ηZ˜ of M . Take any x ∈ L. Similarly we can
show A1ŵη
Z˜
(x)
= 0 for any w ∈ T⊥x M , where ŵ is the parallel tangent vector field on the
section Σx of M through x with ŵx = w. It is easy to show that ηZ˜(x) = ηZ˜(eK) and
that ∪x∈L{ŵη
Z˜
(x) |w ∈ T⊥x M} = T⊥η
Z˜
(eK)M1. Hence we see that A
1 vanishes at ηZ˜(eK).
Similarly we can show that A1 vanishes at any point ofM1. That isM1 is totally geodesic
in G/K. On the other hand, since M is homogeneous by Theorem 5.1, it follows from
Theorem A of [Koi6] that M is a principal orbit of a complex hyperpolar action on G/K.
See [Koi2] (or [Koi6]) about the definition of a complex hyperpolar action. Furthermore,
since this action admits a totally geodesic singular orbitM1 and since it is of cohomogeneity
greater than one, it follows from Theorem C and Remark 1.1 of [Koi6] that this action is
orbit equivalent to a Hermann action. Therefore we obtain the statement of Theorem A.
q.e.d.
0Z
The members of FR
b
eK
ΣeK
M
exp⊥
Mt
M1
η
Z˜
(eK)
ηtZ˜(eK)
Figure 9.
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Next we prove Theorem B.
Proof of Theorem B. Let G/K be the ambient symmetric space and g = k+ p the Cartan
decomposition of g associated with the symmetric pair (G,K), where g (resp. k) is the
Lie algebra of G (resp. K). Since M satisfies the condition (∗R), it satisfies the condition
(∗C) as stated in Introduction. Hence, according to Theorem A, M is a principal orbit of
a Hermann action H y G/K. Let g = h + q be the canonical decomposition associated
with the symmetric pair (G,H), where h is the Lie algebra of H. Also, let θ be the Cartan
involution of G with (Fix θ)0 ⊂ K ⊂ Fix θ and σ the involution of G with (Fix σ)0 ⊂
H ⊂ Fix σ. Denote by the same symbols the involutions of g induced from θ and σ,
respectively. We may assume that θ commutes with σ by replacing H to its suitable
conjugate group if necessary (see Lemma 10.2 of [Be]). Hence we have p = p ∩ h + p ∩ q
Following to this replacement, we replace M to a suitable congruent one. In the sequel we
shall show that the H-action is orbit equivalent to the isotropy action of G/K. Suppose
that the H-action is not orbit equivalent to the isotropy action of G/K. Then the orbit
H(eK) is a reflective submanifold (see [Koi4] for example). Denote by F this orbit and
set F⊥ = exp⊥(T⊥eKF ), where exp
⊥ is the normal exponential map of F . Take x ∈
M ∩ F⊥ and v(6= 0) ∈ T⊥x M . Let Z be the element of p ∩ q(= T⊥eKF ) with ExpZ = x
and set v¯ := (exp Z)−1∗ (v), where Exp is the exponential map of G/K at eK and exp
is the exponential map of G. Also, set b := (exp Z)−1∗ (T⊥x M), which is the maximal
abelian subspace of p ∩ q. Let p = zp(b) +
∑
β∈△′+
pβ be the root space decomposition with
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respect to b, where zp(b) is the centralizer of b in p, △′+ is the positive root system of
△′ := {β ∈ b∗ | ∃X(6= 0) ∈ p s.t. ad(b)2(X) = β(b)2X (∀ b ∈ b)} under some lexicographic
ordering of b∗ and pβ := {X ∈ p | ad(b)2(X) = β(b)2X (∀ b ∈ b)} (β ∈ △′+). Also, let
△′V+ := {β ∈ △′+ | pβ ∩ q 6= {0}} and △′H+ := {β ∈ △′+ | pβ ∩ h 6= {0}}. Then we have
p∩q = b+ ∑
β∈△′V+
(pβ∩q) and p∩h = zp∩h(b)+
∑
β∈△′H+
(pβ∩h), where zp∩h(b) is the centralizer
of b in p ∩ h. Assume that v is a regular element, that is, β(v¯) 6= 0 for any β ∈ △′+ (see
Figure 11). In similar to (5.1) and (5.2) in [Koi11], we have
(5.17) Av|(exp Z)∗(pβ∩q) = −
β(v¯)
tanh β(Z)
id (β ∈ △′V+)
and
(5.18) Av|(exp Z)∗(pβ∩h) = −β(v¯) tanh β(Z)id (β ∈ △′H+ ),
where we need to rescale the metric of G/K by a suitable positive constant. Set S+ :=
{(λ, µ) ∈ SpecAv×SpecR(v) | |λ| > |µ|} and S− := {(λ, µ) ∈ SpecAv×SpecR(v) | |λ| <
|µ|}. Also we can show
(5.19) Av|(exp Z)∗(zp∩h(b)) = 0.
According to (5.17) ∼ (5.19), we have
(5.20) (exp Z)∗
 ∑
β∈△′V+
(pβ ∩ q)
 = ⊕(λ,µ)∈S+(Ker(Av − λ id) ∩Ker(R(v)− µ id)),
and
(5.21) (exp Z)∗
 ∑
β∈△′H+
(pβ ∩ h)
 = ⊕(λ,µ)∈S−(Ker(Av − λ id) ∩Ker(R(v) − µ id)).
Clearly we have
(5.22) (exp Z)∗
 ∑
β∈△′V+
(pβ ∩ q)
 = Tx(M ∩ F⊥)
and
(5.23) (exp Z)∗
 ∑
β∈△′H+
(pβ ∩ h)
 = (TxM ⊖KerR(v))⊖ Tx(M ∩ F⊥).
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On the other hand, we can show that the nullity spaces for (real) focal radii of M along
γv span ⊕(λ,µ)∈S+(Ker(Av − λ id)∩Ker(R(v)−µ id)) (see the fact (1.2) stated in the first
paragraph of Introduction in the case where G/K is a hyperbolic space). Hence, from
(5.20) and (5.22) we have the following fact:
(1) The nullity spaces for (real) focal radii of M along γv span Tx(M ∩ F⊥).
According to Table 2 in [Koi11], in the case where M is of codimension two, (i.e., the
cohomogeneity of the H-action is equal to two), we have △′H+ 6= ∅ because the H-action
is not orbit equivalent to the isotropy action of G/K. Similarly, we can show △′H+ 6= ∅ in
the case where M is of codimension greater than two. Hence it follows from (5.23) that
(TxM ⊖ KerR(v)) ⊖ Tx(M ∩ F⊥) 6= {0}. On the other hand, it is clear that KerR(v) ∩
TxM = (exp Z)∗(zp∩h(b)). According to these facts, Tx(M ∩ F⊥) is properly included by
TxM ⊖ KerR(v). According to this fact and the above fact (1), the condition (∗R) does
not hold. This contradicts that M satisfies the condition (∗R). Therefore the H-action
is orbit equivalent to the isotropy action of G/K. Therefore we obtain the statement of
Theorem B. q.e.d.
Z
β−1(0)’s
b
x
Exp bExp
eK
v¯
v¯
v
Figure 11.
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zp∩h(b) +
∑
β∈△′H+
(pβ ∩ h)
∑
β∈△′V+
(pβ ∩ q)
b
T⊥x M
Tx(M ∩ F⊥)
TxM ⊖ Tx(M ∩ F⊥)
F⊥
F
M(tube)
x
eK
M ∩ F⊥
Figure 12.
6 Classifications
From Theorem A and the list of Hermann actions in [Koi6], we can classify isoparametric
submanifolds in irreducible symmetric spaces of non-compact type as in Theorem A as
follows.
Theorem 6.1. LetM be an isoparametric submanifold in an irreducible symmetric space
G/K of non-compact type as in Theorem A. Then M is congruent to a principal orbit of
the action of one of symmetric subgroups H’s of G as in Tables 1 ∼ 3.
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G/K H
SL(n,R)/SO(n) SO(n), SO0(p, n− p) (1 ≤ p ≤ n− 1), Sp(n2 ,R), SL(n2 ,C) · U(1)
(n ≥ 6, n : even) (SL(p,R)× SL(n− p,R)) · R∗ (2 ≤ p ≤ n− 2)
SL(4,R)/SO(4) SO(4), SO0(1, 3), SO0(2, 2), SL(2,C) · U(1), (SL(2,R)× SL(2,R)) · R∗
SL(n,R)/SO(n) SO(n), SO0(p, n− p) (1 ≤ p ≤ n− 1),
(n ≥ 5, n : odd) (SL(p,R)× SL(n− p,R)) · R∗ (2 ≤ p ≤ n− 2)
SL(3,R)/SO(3) SO(3), SO0(1, 2)
SU∗(2n)/Sp(n) (n ≥ 4) Sp(n), SO∗(2n), Sp(p,n− p) (1 ≤ p ≤ n− 1), SL(n,C) · U(1)
SU∗(2p)× SU∗(2n− 2p)× U(1) (2 ≤ p ≤ n− 2)
SU∗(6)/Sp(3) Sp(3), SO∗(6), Sp(1, 2)
SU(p, q)/S(U(p) × U(q)) S(U(p)× U(q)), SO0(p, q), Sp(p2 , q2 ),
(4 ≤ p < q, p, q : even) S(U(i, j)× U(p − i, q − j)) (1 ≤ i ≤ p− 1, 1 ≤ j ≤ q − 1)
SU(p, q)/S(U(p) × U(q)) S(U(p)× U(q)), SO0(p, q),
(3 ≤ p < q, p or q : odd) S(U(i, j)× U(p− i, q − j)) (1 ≤ i ≤ p − 1, 1 ≤ j ≤ q − 1)
SU(2, q)/S(U(2) × U(q)) S(U(2) × U(q)), SO0(2, q), S(U(1, j)× U(1, q − j)) (1 ≤ j ≤ q − 1)
(q ≥ 3)
SU(p, p)/S(U(p)× U(p)) S(U(p)× U(p)), SO0(p, p), SO∗(2p), Sp(p2 , p2 ), Sp(p,R), SL(p,C) · U(1)
(p ≥ 4, p : even) S(U(i, j)× U(p− i, p− j)) (1 ≤ i ≤ p− 1, 1 ≤ j ≤ p− 1)
SU(2, 2)/S(U(2) × U(2)) S(U(2) × U(2)), SO0(2, 2), SO∗(4), SL(2,C) · U(1), S(U(1, 1) × U(1, 1))
SU(p, p)/S(U(p)× U(p)) S(U(p)× U(p)), SO0(p, p), SO∗(2p), Sp(p,R), SL(p,C) · U(1)
(p ≥ 5, p : odd) S(U(i, j)× U(p− i, p− j)) (1 ≤ i ≤ p− 1, 1 ≤ j ≤ p− 1)
SU(3, 3)/S(U(3) × U(3)) S(U(3) × U(3)), SO0(3, 3), SO∗(6), SL(3,C) · U(1),
S(U(1, 1)× U(2, 2)), S(U(1, 2) × U(2, 1))
SL(n,C)/SU(n) SU(n), SO(n,C), SL(n,R), SU(i, n− i) (1 ≤ i ≤ n− 1), Sp(n
2
,C), SU∗(n)
(n ≥ 6, n : even) SL(i,C)× SL(n− i,C)× U(1) (2 ≤ i ≤ n− 2)
SL(4,C)/SU(4) SU(4), SO(4,C), SL(4,R), SU(i, 4− i) (1 ≤ i ≤ 3), SU∗(4)
SL(2,C)× SL(2,C) × U(1)
SL(n,C)/SU(n) SU(n), SO(n,C), SL(n,R), SU(i, n− i) (1 ≤ i ≤ n− 1)
(n ≥ 5, n : odd) SL(i,C)× SL(n− i,C)× U(1) (2 ≤ i ≤ n− 2)
SL(3,C)/SU(3) SU(3), SO(3,C)
Table 1.
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G/K H
SO0(p, q)/SO(p)× SO(q) SO(p)× SO(q), SU(p2 , q2 ) · U(1),
(4 ≤ p < q, p, q : even) SO0(i, j)× SO0(p − i, q − j) (1 ≤ i ≤ p − 1, 1 ≤ j ≤ q − 1)
SO0(2, q)/SO(2) × SO(q) SO(2)× SO(q), SO0(1, j)× SO0(1, q − j) (1 ≤ j ≤ q − 1)
(4 ≤ q, q : even)
SO0(p, q)/SO(p)× SO(q) SO(p)× SO(q), SO0(i, j)× SO0(p − i, q − j) (1 ≤ i ≤ p− 1, 1 ≤ j ≤ q − 1)
(2 ≤ p < q, p or q : odd)
SO0(p, p)/SO(p)× SO(p) SO(p)× SO(p), SO(p,C), SU(p2 , p2 ) · U(1), SL(p,R) · U(1)
(p ≥ 4, p : even) SO0(i, j)× SO0(p − i, p− j) (1 ≤ i ≤ p − 1, 1 ≤ j ≤ p− 1)
SO0(2, 2)/SO(2) × SO(2) SO(2)× SO(2), SO(2,C), SO0(1, 1) × SO0(1, 1)
SO0(p, p)/SO(p)× SO(p) SO(p)× SO(p), SO(p,C), SL(p,R) · U(1),
(p ≥ 5, p : odd) SO0(i, j)× SO0(p − i, p− j) (1 ≤ i ≤ p− 1, 1 ≤ j ≤ p− 1)
SO0(3, 3)/SO(3) × SO(3) SO(3)× SO(3), SO(3,C), SO0(1, 1) × SO0(2, 2)
SO0(1, 2)× SO0(2, 1)
SO∗(2n)/U(n) U(n), SO(n,C), SU∗(n) · U(1)
(n ≥ 6, n : even) SO∗(2i) × SO∗(2n− 2i) (2 ≤ i ≤ n− 2),
SU(i, n− i) · U(1) ([ i
2
]
+
[
n−i
2
]
≥ 2)
SO∗(8)/U(4) U(4), SO(4,C), SO∗(4)× SO∗(4), SU(2, 2) · U(1)
SO∗(2n)/U(n) U(n), SO(n,C), SO∗(2i)× SO∗(2n− 2i) (2 ≤ i ≤ n− 2),
(n ≥ 5, n : odd) SU(i, n− i) · U(1) ([ i
2
]
+
[
n−i
2
]
≥ 2)
SO(n,C)/SO(n) SO(n), SO(i,C)× SO(n− i,C) (2 ≤ i ≤ n− 2),
(n ≥ 8, n : even) SO0(i, n− i) (
[
i
2
]
+
[
n−i
2
]
≥ 2), SL(n
2
,C) · SO(2,C), SO∗(n)
SO(6,C)/SO(6) SO(6), SO(i,C)× SO(6− i,C) (2 ≤ i ≤ 4),
SO0(2, 4), SO0(3, 3), SO∗(6)
SO(4,C)/SO(4) SO(4), SO(2,C)× SO(2,C), SO0(2, 2), SO∗(4)
SO(n,C)/SO(n) SO(n), SO(i,C)× SO(n− i,C) (2 ≤ i ≤ n− 2),
(n ≥ 5, n : odd) SO0(i, n− i) (
[
i
2
]
+
[
n−i
2
]
≥ 2)
Sp(n,R)/U(n) U(n), SU(i, n− i) · U(1) (1 ≤ i ≤ n− 1), SL(n,R) · U(1),
(n ≥ 4, n : even) Sp(n
2
,C), Sp(i,R)× Sp(n− i,R) (2 ≤ i ≤ n− 2)
Sp(2,R)/U(2) U(2), SU(1, 1) · U(1)
Sp(n,R)/U(n) U(n), SU(i, n− i) · U(1) (1 ≤ i ≤ n− 1), SL(n,R) · U(1),
(n ≥ 5, n : odd) Sp(i,R) × Sp(n− i,R) (2 ≤ i ≤ n− 2)
Sp(3,R)/U(3) U(3), SU(1, 2) · U(1), SL(3,R) · U(1)
Table 2.
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G/K H
Sp(p, q)/Sp(p)× Sp(q) Sp(p)× Sp(q), SU(p, q) · U(1),
(2 ≤ p < q) Sp(i, j)× Sp(p− i, q − j) (1 ≤ i ≤ p− 1, 1 ≤ j ≤ q − 1)
Sp(p, p)/Sp(p)× Sp(p) Sp(p)× Sp(p), SU(p, p) · U(1), SU∗(2p) · U(1), Sp(p,C)
(p ≥ 3) Sp(i, j)× Sp(p− i, p− j) (1 ≤ i ≤ p− 1, 1 ≤ j ≤ p− 1)
Sp(2, 2)/Sp(2) × Sp(2) Sp(2)× Sp(2), SU(2, 2) · U(1), SU∗(4) · U(1), Sp(1, 1) × Sp(1, 1)
Sp(n,C)/Sp(n) Sp(n), SL(n,C) · SO(2,C), Sp(n,R), Sp(i, n− i) (1 ≤ i ≤ n− 1),
(n ≥ 4) Sp(i,C)× Sp(n− i,C) (2 ≤ i ≤ n− 2)
Sp(n,C)/Sp(n) Sp(n), SL(n,C) · SO(2,C), Sp(n,R), Sp(i, n− i) (1 ≤ i ≤ n− 1)
(n = 2, 3)
E66/(Sp(4)/{±1}) Sp(4)/{±1}, Sp(4,R), Sp(2, 2), SU∗(6) · SU(2),
SL(6,R) × SL(2,R), SO0(5, 5) · R, F 44
E26/SU(6) · SU(2) SU(6) · SU(2), Sp(1, 3), Sp(4,R), SU(2, 4) · SU(2), SU(3, 3) · SL(2,R),
SO∗(10) · U(1), SO0(4, 6) · U(1)
E−146 /Spin(10) · U(1) Spin(10) · U(1), Sp(2, 2), SU(2, 4) · SU(2), SU(1, 5) · SL(2,R),
SO∗(10) · U(1), SO0(2, 8) · U(1)
E−266 /F4 F4, F
−20
4 , Sp(1, 3)
Ec6/E6 E6, E
6
6 , E
2
6 , E
−14
6 , Sp(4,C), SL(6,C) · SL(2,C), SO(10,C) · Sp(1), FC4 . E−266
E77/(SU(8)/{±1}) SU(8)/{±1}, SL(8,R), SU∗(8), SU(4, 4), SO∗(12) · SU(2),
SO0(6, 6) · SL(2,R), E66 · U(1), E26 · U(1)
E−57 /SO
′(12) · SU(2) SO′(12) · SU(2), SU(4, 4), SU(2, 6), SO∗(12) · SL(2,R),
SO0(4, 8) · SU(2), E26 · U(1), E−146 · U(1)
E−257 /E6 · U(1) E6 · U(1), SU∗(8), SU(2, 6), SO∗(12) · SU(2),
SO0(2, 10) · SL(2,R), E−146 · U(1), E−266 · U(1)
Ec7/E7 E7, E
7
7 , E
−5
7 , E
−25
7 , SL(8,C), SO(12,C) · SL(2,C), Ec6 · C∗
E88/SO
′(16) SO′(16), SO∗(16), SO0(8, 8), E
−5
7 · Sp(1), E77 · SL(2,R)
E−248 /E7 · Sp(1) E7 · Sp(1), E−57 · Sp(1), E−257 · SL(2,R), SO∗(16), SO0(4, 12)
Ec8/E8 E8, E
8
8 , E
−24
8 , SO(16,C), E
c
7 × SL(2,C)
F 44 /Sp(3) · Sp(1) Sp(3) · Sp(1), Sp(1, 2) · Sp(1), Sp(3,R) · SL(2,R)
F c4 /F4 F4, F
4
4 , F
−20
4 , Sp(3,C) · SL(2,C)
G22/SO(4) SO(4), SL(2,R)× SL(2,R), α(SO(4))
(α :an outer automorphism of G22)
Gc2/G2 G2, G
2
2, SL(2,C)× SL(2,C)
Table 3.
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