Abstract
Introduction
Surface electromyography provides a non-invasive access to the physiological processes that cause a muscle to generate force and movement. Since 1950, researchers have used the EMG signals for various academic and clinical applications. The EMG signals can be used as indicators of muscle contraction, timing of muscle performance, force contributions of individual muscles and as a fatigue index, and are useful in studying both normal and abnormal muscle functions.
The majority of the studies of the EMG signals are based upon the analysis of stochastic temporal characteristics and frequency domain power spectrum characteristics of the EMG signals. Recent experimental results have shown that EMG signals are not white Gaussian noise, but that they exhibit a chaotic behaviour and can be characterized as a chaotic phenomenon [AnGM94] . This discovery opens up new possibilities in the study and quantitative analysis of EMG signals.
In this paper we study the chaotic characteristics of EMG signals, and examine the capability of the multifractal measures for characterizing EMG signals. The signals used in this paper are recorded from isometric contractions of deltoid and trapezius muscles in three functionalities of shoulder abduction, extension, and flexion. We will determine how the multifractal dimensions can be used to quantify and capture the essence of the complexity of the motor unit recruitment patterns in the three different functions of deltoid and trapezius.
Background
The chaotic behaviour of a dynamical system is associated with the existence of strange attractors with low embedding dimensions. These strange attractors bound the system phase spaces reconstructed from single variable temporal trajectories. The multifractal dimensions describe how the entropy of these strange attractors changes as the hypervolume scales used for calculating the entropy vary.
Established 
Chaotic Dynamical Systems and their Strange Attractors
Dissipative systems of differential equations in two dimensions or more can have bounded phase portraits whose behaviour do not converge to an equilibrium point nor to a periodic or quasiperiodic orbit. They can be 0-7803-5579-2/99/$10.00 0 1999 IEEE attracted by an object of complicated structure which brings together the neighbouring points, to form a nonintersecting set. These attracting sets, or strange attractors, are not simple geometrical objects, and cannot be characterized as integer-dimensional objects, but as fractals.
Long-term prediction of the behaviour of chaotic dynamical systems is impossible because they are extremely sensitive to the initial conditions. Exact initial conditions will always create the same trajectories but the numerical tools used for the calculations do not possess infinite resolution, therefore, any error in specifying the initial conditions or during the iterative calculation of the trajectories can give a result which is not be accurate for prediction purposes [PeJs92].
Multifractals and Generalized RCnyi Dimensions
Consider a point ti of an object and hypercubes
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(ii) of side length 6 centred at ii . The probability or the mass contained in this hypercube is given as [Kins94] . RLnyi generalized the idea of entropy which can be used for describing the distribution of different densities in a fractal set [Kins94] . Considering a covering of an object with N hypercubes of side length 6 N (4) where P i is the probability of the object occurring in the ith hypercube of side length 6 , H ( 6 ) is the Rtnyi generalized entropy, D is the Rtnyi spread of fractal dimensions, and q is the moment order. Note that The works of Grassberger and Procaccia [GrPr83a] [GrPr83b] for efficient computation of the pair correlation function has been expanded by Pawelzik and Schuster [PaSc87] and Atmanpacher [AtSV88] to show that higher order Rtnyi dimensions can be calculated efficiently for strange attractors using the pair correlation function [Kins94] . The pair correlation function is calculated by scanning all the points on the trajectory of a strange attractor one by one.
If the object contains NT6 points, for each given point where 8 is the Heaviside function, and C correlation function.
is the pair 6s
Reconstruction of Strange Attractors
Having a time series obtained by sampling a single coordinate, x ( t ) , of an attractor one can obtain a variety of m independent quantities which appear to yield a faithful phase space representation of the dynamics in the original space.
One possible set of these quantities are
The value 7 is called the lag of the time series and m is the embedding dimension [PCFS80]. The embedding theorem establishes that when there is only a single measured quantity from a dynamical system, it is possible to reconstruct a state space that is equivalent to the original state space composed of all the dynamical variables [Take811 [Mane81] . The embedding theorem states that if the system produces orbits in the original state space that lie on a geometric object of dimension n (which need not be an integer), then the object can be unambiguously seen without any spurious intersections of the orbit in another space of dimension m > 2 n , comprised of coordinates that are arbitrary non-linear transformations of the original state space coordinates. The absence of intersections in the second space means that the orbit is resolved without ambiguity when m is large enough. Overlaps of the orbit may occur in lower dimensions and the ambiguity at the intersections destroys the possibility of predicting the evolution of the system.
The embedding theorem does not say anything about the choice of the lag. In fact, it permits us to use any lag so long as the time series is infinitely long. In practice we work with finite length time series therefore we have to take a proper prescription for choosing the lag.In this paper, we use the first local minimum of the mutual information of a two dimensional attractor reconstruction for determining a suitable delay for higher dimension reconstructions. The mutual information is a measure of general independence of two or more variables.
For practical implementation of the minimum mutual information criterion a two-dimensional reconstruction of an attractor in xi and x i + T plane is considered. The plane is then partitioned into N columns and N rows.
The mutual information is calculated as or in other words it evaluates how redundant is the Another problem with experimental data is that we may not know the degrees of freedom of the underlying dynamical system or the dimension of the underlying attractor. In this case a practical technique used for finding the best embedding dimension is to calculate the spectrum of the Rknyi dimensions for a number of successively increasing embedding dimensions starting from a low dimension of two or three. In the beginning, all the values of the RCnyi spread will increase as we increase the embedding dimension, reaching a limiting value when the embedding space is large enough for the attractor to untangle itself. Further increases should not increase the values of the curve from the converged level [Addi97] .
Having thus reconstructed the low dimensional fractal structure of a strange attractor arising from a chaotic system, the calculation of the fractal dimensions, as explained in Section 2.2, gives an estimate of the system complexity and entropies.
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Experiments
In the experiments with EMG signals, our primary goal is to examine the EMG for chaos and to show that EMG is indeed arising from a low dimensional strange attractor.
The EMG has been recorded from the middle, posterior, and anterior portions of the middle deltoid muscle, in three test positions of 60 degree shoulder abduction, extension, and flexion, with 0 degree elbow flexion, 90 degree forearm pronation and wrist neutral. Surface electrodes are used in bipolar configuration for the recordings. The EMG signal is amplified differentially and For each experimental signal, the phase spaces are reconstructed with successively increasing embedding dimensions, from 2 to 10. An increasing dyadic range of hypercube sizes from 2 to 512 is used for probing the 
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The best embedding dimension is now determined by the convergence of the spectrum of Rtnyi dimensions. The best embedding dimension is chosen to be the dimension where the successive values of Rtnyi dimensions converge with a precision of fO.O1 . One should realize that going to high embedding dimensions may result in a sparse phase space where the points of the trajectory are far from each other and the calculation of the multifractal dimensions is not accurate. The experiments show that 8000 samples per second of the signal create enough points to result in a convergence of the positive order Ind 6 [Kins94] . The number of points for reconstructing the attractor is limited and therefore the hypercubes corresponding to small probability values do not represent a saturated portion of the structure. Therefore, the increase in the number of points affects these probabilities more than it affects the hypercubes with bigger probabilities.This result confines the conclusions to positive order multifractals calculated for the EMG signal.
Discussion of Results
The several precautions were taken to minimize the effect of noise. The amplitude levels of the signals recorded from the anterior deltoid in extension and from the posterior deltoid in flexion are too low. These signals with SNR values lower than 10, were discarded and no converging embedding dimension was calculated.
Conclusions
We have shown in this paper that the EMG signals recorded during the contraction of the deltoid muscle exhibit a chaotic behaviour which is associated with low dimensional strange attractors existing in the phase spaces reconstructed from these single variable signals. A framework is developed'for the analysis of the chaotic behaviour of EMG signals using minimum mutual information and false nearest neighborhood techniques for the reconstruction of the strange attractors and the generalized correlation integral for the calculation of the multifractal dimensions.
It is shown that the multifractal dimensions of the EMG signals could be used as characteristic features which are related to the contribution of the muscle in the movement. Signals of muscles with a supporting contribution generally have smaller fractal dimensions in comparison to the signals of the same muscle when playing a primary role in a movement. Further experimentation shows that the multifractal features of the EMG signals can be used for discriminating among the different functions of a muscle [Ehti99] . 
