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Abstract
The zeros of the array D¯p(i, j) obtained from the Delannoy numbers D(i, j) modulo an odd prime p give an interesting pattern.
Since the numbers D(i, j) satisfy the Lucas property only the zeros of the so-called principal cell are relevant. The standard
combinatorial expression for D(i, j) in the language of lattice paths will be derived and the entries on the middle row of the
principal cell will be discussed.
© 2006 Elsevier B.V. All rights reserved.
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0. Introduction
It is well-known that the Delannoy numbers D(i, j) count the number of lattice paths in the non-negative integer
quadrant, from the point (0, 0) to the point (i, j) if at each point three steps are allowed: (1, 0), (0, 1), (1, 1). Recently,
the French mathematician Henri Delannoy and his work are mentioned often by several authors, for example by
Banderier and Schwer, Kirschenhofer and Pfeiffer, and Sulanke in their works [1,3,7].
The present paper deals with the so-called principal cell, and its middle row, of the Delannoy numbers D(i, j)
modulo a chosen prime p. The principal cell
A(1, p) = {D¯p(i, j) | 0 i <p, 0j <p},
where D(i, j) ≡ D¯p(i, j) (modp) and 0D¯p(i, j)<p is introduced since larger arrays of D(i, j) modulo p can be
expressed by elements of the principal cell in an easy way. The principal cell has some interesting symmetry properties
in the sense of distribution of its zeros. The patterns depend on the prime p and it is still an open problem why for some
p the pattern of zeros is very poor and for other very rich.
By a very easy combinatorial argument we can see that the numbers D(i, j) satisfy the recurrence relation
D(i + 1, j + 1) = D(i, j + 1) + D(i + 1, j) + D(i, j), (1)
with the boundary conditions D(i, 0) = D(0, j) = 1 for all i, j0.
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Fig. 1. The Delannoy numbers D(i, j) for i, j = 0, 1, 2, 3, 4.
We can compute an arbitrarily large table of numbers D(i, j) in a simple way. Some numbers in the left lower corner
of the array D(i, j) are shown in Fig. 1.
All elements of the arrayD(i, j) are odd numbers and their symmetry is evident:D(i, j)=D(j, i) for all non-negative
integers i and j (Fig. 1).
The generating function G(x, y) of the array D(i, j) is a formal power series in two variables, x and y:
G(x, y) = 1
1 − x − y − xy =
∞∑
i=0
∞∑
j=0
D(i, j)xiyj . (2)
It is obtained from the recurrence (1).
We can derive a formula for the Delannoy numbers in a combinatorial way by counting knees (or hooks) along the
path. We will say that our lattice path has a knee at the point (x, y) if this path contains either points
{(x − 1, y), (x, y), (x, y + 1)} or {(x − 1, y), (x, y + 1)}.
By this deﬁnition there are two types of knees. Let (x, y) be the reference point of the knee. We see that
x ∈ {1, 2, . . . , i} and y ∈ {0, 1, 2, . . . , j − 1}.
Therefore, from (0, 0) to (i, j) there are exactly
(
i
k
)(
j
k
)
2k
paths with k knees. Namely, to have k knees on such a path, the ﬁrst coordinates of reference points can be chosen in(
i
k
)
ways, and the second coordinates in
(
j
k
)
ways. Since we deﬁned knees of two types, we get
D(i, j) =
∞∑
k=0
(
i
k
)(
j
k
)
2k .
Of course, the above sum has only ﬁnitely many non-zero terms. The greatest index k in the sum is min{i, j}.
We introduce the Delannoy matrix Dn and the Pascal matrix Pn by
Dn = (D(i, j))i,j=0,1,2,...,n−1 and Pn =
((
i
j
))
i,j=0,1,2,...,n−1
.
Then the above expression for D(i, j) yields
Dn =PnnPtn,
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where the matrix n = Diag (1, 2, 22, . . . , 2n−1) is diagonal and t denotes the transpose of the matrix. It is easy to see
that
detPn = 1 and detDn = 2( n2 )
for each positive integer n. Therefore all Pascal and Delannoy matrices are positively deﬁnite.
Example.
P4 =
⎡
⎢⎣
1 0 0 0
1 1 0 0
1 2 1 0
1 3 3 1
⎤
⎥⎦ , D4 =
⎡
⎢⎣
1 1 1 1
1 3 5 7
1 5 13 25
1 7 25 63
⎤
⎥⎦ .
Looking in a good book containing special functions, for instance [2], D(i, j) can be expressed by the Gauss hyperge-
ometric function F(, , ; z) and by the Jacobi polynomial P (,)n in the following way:
D(i, j) = F(−i,−j, 1; 2) = P (0,−i−j−1)i (−3).
As a special case we get for the central Delannoy numbers D(n, n) = Pn(3) where Pn(x) denotes the Legendre
polynomial. The hypergeometric functions have own recurrence relations which imply the corresponding recurrence
relations for D(i, j) but we give here rather another result independently of the rich theory of special functions since
the theory of the Delannoy numbers can be developed in an easier way, for instance by combinatorial arguments and
generating functions.
Let Gj(x) denote the generating function of the jth row of the array D(i, j):
Gj(x) =
∞∑
i=0
D(i, j)xi . (3)
If we rewrite (2) in the form
G(x, y) = 1/(1 − x)
1 − ((1 + x)/(1 − x))y
we get by the geometric series expansion in powers of (1 + x)y/(1 − x):
G(x, y) =
∞∑
j=0
(1 + x)j
(1 − x)j+1 y
j
.
Since
G(x, y) =
∞∑
j=0
Gj(x)y
j
we have:
Gj(x) = (1 + x)
j
(1 − x)j+1 =
∞∑
i=0
D(i, j)xi (4)
for all integers j0. By derivation we see that Gj(x) satisﬁes the differential equation
(1 − x2)G′j (x) = (x + 2j + 1)Gj (x) (5)
for all j0.
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1. The middle row and column of the principal cell
We will introduce the principal cell of the array D(i, j) modulo an odd prime p, and specially we will study the
middle row and column of this cell. First, we need a recurrence relation for the numbers D(i, j) with respect to i where j
is constant. This relation which has three terms and non-constant coefﬁcients replaces the four-term recurrence relation
(1) with constant coefﬁcients.
Theorem 1. For each j0 and i1 the numbers D(i, j) satisfy the three-term recurrence relation
(i + 1)D(i + 1, j) = iD(i − 1, j) + (2j + 1)D(i, j), (6)
with the initial conditions:
D(0, j) = 1, D(1, j) = 2j + 1.
Proof. The generating function (3) and the differential equation (5) yield
(1 − x2)
∞∑
i=1
iD(i, j)xi−1 = x
∞∑
i=0
D(i, j)xi + (2j + 1)
∞∑
i=0
D(i, j)xi .
By some easy manipulations we get (6) and the initial conditions. 
Of course, there is a three-term recurrence relation for the ith column in the number array D(i, j) because of its
symmetry:
For each i0 and j1 the numbers D(i, j) satisfy the three-term recurrence relation, namely
(j + 1)D(i, j + 1) = jD(i, j − 1) + (2i + 1)D(i, j),
with the initial conditions:
D(i, 0) = 1, D(i, 1) = 2i + 1.
The recurrence relation (1) has constant coefﬁcients, but we need terms of two rows to compute the next one. The
non-constant coefﬁcient recurrence relation (6) with the initial conditions for a given j gives us a connection with
D(i, j)’s in the same, jth row.
Our point of interest will now be the number array D¯p(i, j), deﬁned as remainders by division of D(i, j) by an odd
prime p. We will always suppose that 0D¯p(i, j)<p. Basically, the same recurrence relation as (1), namely
D¯p(i + 1, j + 1) ≡ D¯p(i, j + 1) + D¯p(i + 1, j) + D¯p(i, j) (modp) (7)
for all i, j0, is true. We have the same boundary conditions, too
D¯p(i, 0) ≡ 1 (modp), D¯p(0, j) ≡ 1 (modp). (8)
for all i, j0.
It is shown in [5,8] that D¯p(i, j) for all i and j are determined by D¯p(i, j) where 0 i <p and 0j <p because of
the Lucas property of D(i, j). Recall that, by deﬁnition, a double indexed integer sequence X(i, j) where i and j are
non-negative integers, have the Lucas property if for each prime p the following relation holds:
X(inp
n + · · · + i1p + i0, jnpn + · · · + j1p + j0) ≡ X(in, jn) . . . X(i1, j1)X(i0, j0) (modp),
where integers ik and jk satisfy the conditions
0 ik <p, 0j <p, k = 0, 1, . . . , n.
In other words, if we know the expansion of i and j in the prime basis p then we can compute X(i, j) modulo p as a
product where factors are X(ik, jk) where ik and jk are digits in the mentioned expansion. There is a simple example of
596 M. Razpet / Discrete Mathematics 307 (2007) 592–598
Fig. 2. Principal cell A(1, 11).
Fig. 3. Principal cell A(1, 13).
integers, namely X(i, j) =
(
i
j
)
which have the Lucas property. It is shown in several articles (for instance, in [5,6,8])
that the Delannoy numbers have the Lucas property.
Therefore, we introduce for a given prime p the so-called principal cell
A(1, p) = {D¯p(i, j) | 0 i <p, 0j <p}
and, more general, principal clusters
A(k, p) = {D¯p(i, j) | 0 i <pk, 0j <pk}
of order k > 1. Because of the Lucas property, the entire information of the principal cluster A(k, p) is contained in the
principal cell A(1, p). The Lucas property of D(i, j) shows that A(k, p) is exactly the kth tensor power of the principal
cell A(1, p).
Denote by z(k, p) the number of all zeros of A(k, p). The Lucas property of D(i, j) shows that z(k, p) can be
expressed by z(1, p) in an easy way: z(k, p) = p2k − [p2 − z(1, p)]k (see, for instance, [4]).
Fig. 2 shows the principal cell (on the left side) and the zeros marked by a black square (on the right side) for p=11,
and Fig. 3 shows the principal cell for p = 13.
Let in the sequel r denote the number (p − 1)/2. Looking at principal cells for various odd primes p we conclude
that zeros are always situated on the middle column i = r and on the middle row j = r in the principal cell. For ﬁve
primes, namely 3, 5, 7, 11, and 19 the zeros form a pure dotted cross in the principal cell, for other small odd primes the
crosses have some additional decorations. It is not known if some larger primes give a pure dotted cross. The numbers
on the border of the principal cell are 1’s and p−1’s (or 1’s and −1’s modulo p) and because of (6) no two neighboring
zeros occur in the same row or column of the principal cell.
Because of the symmetry of the principal cell with respect to the line i = j we will now study D¯p(i, j) on the line
j = r . The relation (6) gives
(i + 1)D¯p(i + 1, r) ≡ iD¯p(i − 1, r) + pD¯p(i, r) (modp)
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for all i1. The second term on the right side is actually zero modulo p and we have a simpler relation
(i + 1)D¯p(i + 1, r) ≡ iD¯p(i − 1, r) (modp), (9)
where 1 ip − 1. Since D¯p(1, r) = p ≡ 0 (modp) we conclude:
D¯p(1, r) = D¯p(3, r) = · · · = D¯p(p − 2, r) = 0.
Let M(p) denote the number of zeros lying on the middle row and column of the principal cell. We can ﬁnd M(p)
easily. We obtain the following result. If p ≡ 1 (mod4) we have M(p) = p − 1 and if p ≡ 3 (mod4) we have
M(p) = p − 2. We can write this result in the closed form:
M(p) = (p − 1)/2 + 2p/4.
Of course, M(p) is the minimal number of zeros in the principal cell. For p = 13 the principal cell has z(1, 13) = 16
zeros and not only M(13) = 12.
Since D¯p(0, r) = 1 we have by using (9) the relation 2D¯p(2, r) ≡ 1 (modp). The little Fermat theorem gives the
relation 2 × 2p−2 ≡ 1 (modp) because p is a prime greater than 2. Actually, we compute in the ﬁeld of remainders
modulo p, and since there the inverse is uniquely determined, we get
D¯p(2, r) = D¯p(r, 2) ≡ 2p−2 = 2p−3
(
2
1
)
(modp).
In the same way, we can ﬁnd D¯p(4, r), D¯p(6, r), . . . whenever p is large enough. But we can ﬁnd a general formula
for D¯p(2n, r).
Theorem 2. Let p be an odd prime and r = (p − 1)/2. Then for all integers n, 02np − 1, the following relation
holds:
D¯p(2n, r) = D¯p(r, 2n) ≡ 2p−2n−1
(
2n
n
)
(modp). (10)
Proof. We need only to make the substitution of (10) into the expression
(2n + 2)D¯p(2n + 2, r) − (2n + 1)D¯p(2n, r)
and we see immediately that D¯p(2n, r) satisﬁes (9) for i = 2n + 1. 
Recall that the Catalan numbers Cn are deﬁned by
Cn = 1
n + 1
(
2n
n
)
.
Therefore, we can also write
D¯p(2n, r) ≡ (n + 1)2p−2n−1Cn (modp).
The symmetry of the rth row or column depends on the nature of the prime p. We will say, a row (a0, a1, . . . , an) of
integers is centrally symmetrical if ak = an−k , and centrally skew-symmetrical if ak =−an−k ≡ p − an−k (modp) for
k = 0, 1, . . . , n.
Theorem 3. The entries of the rth row (column) of the principal cell are centrally symmetrical if p ≡ 1 (mod4), and
centrally skew-symmetrical if p ≡ 3 (mod4):
D¯p(p − 1 − i, r) ≡ (−1)r D¯p(i, r), 0 ip − 1.
Proof. It is shown in [5,8] that D¯p(p−1, i) ≡ (−1)i (modp) for i=0, 1, . . . , p−1. Introduce u(i, j)=(−1)j D¯p(p−
1 − i, j). It is easy to see that for indices i and j in the area of the principal cell the following relation holds:
u(i + 1, j + 1) ≡ u(i, j + 1) + u(i + 1, j) + u(i, j) (modp).
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Since u(0, j) ≡ 1 (modp) and u(i, 0) = 1 and since Eq. (1) has, modulo p, a unique solution, we conclude: u(i, j) ≡
D¯p(i, j) (modp). Therefore,
D¯p(p − 1 − i, j) ≡ (−1)j D¯p(i, j), 0 ip − 1, 0jp − 1.
Let p = 4k + 1. In this case r = 2k and we have the central symmetry:
D¯p(p − 1 − i, 2k) ≡ (−1)2kD¯p(i, 2k) ≡ D¯p(i, 2k) (modp).
If p = 4k + 3 we have r = 2k + 1 and the central skew-symmetry:
D¯p(p − 1 − i, 2k + 1) ≡ (−1)2k+1D¯p(i, 2k + 1) ≡ −D¯p(i, 2k + 1) (modp).
These relations end the proof. 
Examples. For p = 17 we get
D¯17(., 8) : (1, 0, 9, 0, 11, 0, 12, 0, , 0, 12, 0, 11, 0, 9, 0, 1).
For p = 23 we have:
D¯23(., 11) : (1, 0, 12, 0, 9, 0, 19, 0, 8, 0, 21, , 2, 0, 15, 0, 4, 0, 14, 0, 11, 0, 22).
In this case we can write 22 ≡ −1 (mod23), 11 ≡ −12 (mod23), 14 ≡ −9 (mod23) etc. The central entries are
framed.
The entry D¯p(r, r) in the center of the principal cell depends on the nature of the prime p:
D¯p(r, r) ≡
{0 if p ≡ 3 (mod 4)
2r
(
r
r/2
)
if p ≡ 1 (mod 4) (modp),
where r = (p − 1)/2.
2. Question
In ﬁve cases, namely for p = 3, 5, 7, 11, and 19, we have equality z(1, p)=M(p), for primes p between 20 and 242
we have the inequality z(1, p)>M(p). Is there a larger prime p for which the equality z(1, p) = M(p) holds again?
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