Abstract. The reoptimization version of an optimization problem deals with the following scenario: Given an input instance together with an optimal solution for it, the objective is to find a high-quality solution for a locally modified instance. In this paper, we investigate several reoptimization variants of the traveling salesman problem with deadlines in metric graphs (∆-DlTSP). The objective in the ∆-DlTSP is to find a minimum-cost Hamiltonian cycle in a complete undirected graph with a metric edge cost function which visits some of its vertices before some prespecified deadlines. As types of local modifications, we consider insertions and deletions of a vertex as well as of a deadline. We prove the hardness of all of these reoptimization variants and give lower and upper bounds on the achievable approximation ratio which are tight in most cases.
Introduction
The traditional approach for dealing with optimization problems is to find good feasible solutions to input instances nothing about which is known in advance. Unfortunately, most of the practically relevant problems are computationally hard, and so we use different approaches such as approximation algorithms or heuristics for computing good (but not necessarily optimal) solutions. In many applications, however, we might have some prior knowledge about our input instance at hand. For instance, if we want to maintain a timetable for a railway system or a routing scheme for a communications network, small changes to the railway system or the network require a new timetable or routing scheme, but we might be able to profit from the information about the old solution.
These considerations lead to the concept of reoptimization problems: Given an instance of an optimization problem together with an optimal solution for it, the objective is to compute an optimal solution for a locally modified input instance. For a graph problem, we might for instance consider the deletion or insertion of a vertex or an edge or the change of the cost of a single edge as a local modification. For an optimization problem U and a type of local modification lm, we denote the resulting reoptimization problem by lm-U . Obviously, lm-U may be easier than U because we have the optimal solution for the original problem instance as additional knowledge for free. But there also exist examples where the concept of reoptimization does not help since the reoptimization version is exactly as hard as the standard version of the problem [4] .
The concept of reoptimization was already successfully applied to several variants of the TSP [1, 2, 4, 5, 13] and the Steiner tree problem [3, 8, 11] . A survey of reoptimization problems can also be found in [9] .
A related question was also considered in operations research [12, 14, 15, 16, 17] , where it was studied how much a given instance of an optimization problem may be changed without destroying the optimality of solutions. In contrast to this so called "postoptimality analysis", we are also interested in local modifications causing the loss of optimality for solutions to the old instance.
In this paper, we will apply the concept of reoptimization to the Deadline TSP. In the well-known traveling salesman problem (TSP), the objective is to find a minimum-cost Hamiltonian cycle in a complete graph with edge costs. The Deadline TSP (DlTSP) is a generalization of the TSP, where additionally a subset of the vertices is given which have deadlines imposed on them. Any feasible Hamiltonian tour, starting from a prespecified start vertex s, has to visit every deadline vertex v before v's deadline is expired, i.e., the partial tour from s to v has to have a total cost of at most the deadline value of v. The DlTSP is an important special case of the TSP with time windows which is one of the most prominent optimization problems in operations research occurring in a number of applications like for instance vehicle routing, for a survey, see [10] .
We deal with the metric version of the problem only, that is, we assume that the cost function c satisfies the triangle inequality, i.e., c({u, v}) ≤ c({u, w}) + c({w, v}) for all vertices u, v and w. The approximation hardness of the metric Deadline TSP, or ∆-DlTSP for short, has been shown in [6, 7] . Some reoptimization versions of DlTSP, where the local modifications consisted of changing the value of one deadline or the cost of one edge, have been investigated in [4] . As local modifications, we will here consider the insertion or deletion of a vertex with or without a deadline, and the insertion or deletion of a deadline (without changing the vertex set). For our results, we have to distinguish two cases depending on the number of deadline vertices. If the number of deadline vertices is bounded by a constant, the reoptimization problems are approximable within a constant, but APX-hard. If the number of deadline vertices is unbounded, most of the considered variants are approximable with a linear approximation ratio, and this bound is tight for adding or deleting deadlines or deadline vertices. For adding a vertex without a deadline, the problem is still approximable within a factor of 2. A complete overview of the results is shown in Table 1 .
The paper is organized as follows: In Section 2, we formally define the reoptimization problems under consideration. In Section 3, we prove the lower bounds for the case of a constant number of deadline vertices; Section 4 is devoted to the local modification bounded # deadlines unbounded # deadlines lower bound upper bound lower bound upper bound add vertex without deadline 2 − ε 2 2 − ε 2 delete vertex without deadline 2 − ε 2.5 2 − ε 0.5n add deadline to existing vertex 2 − ε 2.5 (0.5 − ε)n 0.5n delete deadline from vertex 2 − ε 2.5 (0.5 − ε)n 0.5n add vertex with deadline 2 − ε 2.5 (0.5 − ε)n 0.5n delete vertex with deadline 2 − ε 2.5 (0.5 − ε)n 0.5n Table 1 . Lower and upper bounds on the approximability of different reoptimization variants of ∆-DlTSP.
lower bounds for an unbounded number of deadlines. In Section 5, we present the upper bounds on the approximation ratio.
Preliminaries
We start with formally defining the DlTSP. Consider a complete graph G = (V, E) and a cost function c :
We call D the set of deadline vertices of G. A Hamiltonian path P = (w 1 , w 2 , . . . w n ) satisfies the deadlines according to D, if s = w 1 and, for all w i ∈ D, the following holds:
A Hamiltonian cycle C = (w 1 , w 2 , . . . , w n , w 1 ) satisfies the deadlines according to D if it contains a path (w 1 , w 2 , . . . , w n ) satisfying the deadlines according to D.
Definition 1 (DLTSP).
The TSP with deadlines (DlTSP) is the following optimization problem. The input consists of a complete graph G = (V, E), an edge cost function c :
, and a Hamiltonian cycle (of arbitrary cost) in G satisfying the deadlines according to D. The objective is to find a minimum-cost Hamiltonian cycle of G satisfying the deadlines according to D.
By ∆-DlTSP we denote the restriction of DlTSP where the edge cost function c satisfies the triangle inequality, and k-∆-DlTSP is the subproblem of ∆-DlTSP where the number of deadlines of any input instance is bounded by some constant k (i.e., |D| = k).
Note that, for a DlTSP instance, already finding a feasible solution might be a problem. Since we are not interested in this aspect of hardness, we have defined the problem as to contain an (arbitrarily bad) feasible solution as part of the input. In this way, it is easy to see that DlTSP is contained in N PO.
Obviously, any instance of TSP can be regarded as an instance of DlTSP with D = ∅. Thus, all lower bounds for TSP directly carry over to DlTSP.
We are now ready to define the reoptimization variants of ∆-DlTSP.
be two complete undirected graphs with metric edge cost functions c O :
by a local modification. We will consider the following six local modifications:
Addition of a deadline to an already existing vertex: In this case, we
Deletion of a vertex without deadline: In this case, we have 
Deletion of a deadline vertex: In this case, we have For Moreover, for any constant k, let lm(X)-k-∆-DlTSP denote the subproblem of lm(X)-∆-DlTSP where |D N | = k.
Lower Bounds for a Bounded Number of Deadlines
In this section, we will give lower bounds of (2 − ε) for any ε > 0 for all reoptimization variants of ∆-DlTSP as defined above. For the reductions we will employ the following decision problem rHP (Restricted Hamiltonian Path Problem).
Definition 3 (RHP)
. Let G = (V, E) be a graph where |V | = n+1. Let s, t ∈ V be two distinct vertices and let P ′ = (s, . . . , t) be a Hamiltonian path in G from s to t. The objective is to decide whether there exists a second Hamiltonian path P in G from s to some vertex v i = t.
The problem rHP is known to be N P-complete (for a proof, see [4] ). We will now show that any approximation algorithm with a ratio better than (2 − ε) for any of the reoptimization variants of ∆-DlTSP from Definition 2 could be used to decide rHP in polynomial time which contradicts N P = P.
We start with a proof for lm(D + )-k-∆-DlTSP.
There is no polynomial-time approximation algorithm for lm(D + )-k-∆-DlTSP with a ratio of (2 − ε), unless P = N P. Figure 1 An optimal solution for (G, D O ), which will serve as part of the input, is
, s) which uses the known Hamiltonian path P ′ backwards. The costs are n + n + γ + n + n + γ + 2n = 2γ + 6n.
To prove that C indeed is an optimal solution, we will show that any other solution will be at least as expensive as C, independent of the existence of a second Hamiltonian path P of cost n in K G ′ . Note that it is only possible to start with (s,
, s) with cost n + n + γ + n + n + γ + 2n = 2γ + 6n which is as expensive as C.
On the other hand, if the path starts with (s, D 2 ), it can go on to D 3 via D 4 . It will arrive at D 3 at cost γ + 4n, and it will then have to visit D 1 and K G ′ . No matter in which order it does so, this path will at least cost another γ + 3n. Obviously, visiting D 3 before D 4 will not improve this.
Observe, that the subgraph K G ′ ∪ {D 3 } is connected to the rest of G only with edges that cost at least γ. Therefore, any possible solution that does not visit the vertices in K G ′ ∪ {D 3 } consecutively, will cost more than 4γ. Thus, we have shown that C is indeed an optimal solution for (G, D O ). Now we apply the local modification by adding a deadline of n to D 1 . The new instance (G, D N ) is shown in Figure 2 . If there exists a Hamiltonian path P from s ′ to v i = t ′ in G ′ , and thus a second Hamiltonian path of cost n in
, which contains P backwards (w.l.o.g. let P = (s ′ , . . . , v 1 )), is an optimal solution for (G, D N ). Again, the costs are 2γ+6n. To prove the claim, we note that any feasible solution has to start with the path (s, D 1 , D 2 ) now. If there is no Hamiltonian path P = (s ′ , . . . , v i ) with 
After that, all deadline vertices are visited and the path can visit those vertices it left out in K G ′ . This will cost at least another 2γ, adding up to a total cost of at least 4γ + 3n.
As an alternative, the path could start with (s, D 1 , D 2 , D 3 , D 4 ) which costs more than 2γ + 2n. Continuing by visiting the vertices in K G ′ , the rest of the path costs at least another 2γ + n. Thus, without a Hamiltonian path from s ′ to v i = t ′ , no Hamiltonian cycle in G will be cheaper than 4γ + 3n. Since we chose γ = 9n 2ε , an easy calculation shows 4γ + 3n > (2 − ε)(2γ + 6n). Thus, for any ε > 0, an approximation algorithm for lm(D + )-k-∆-DlTSP with a ratio of (2 − ε) could be used to decide rHP which contradicts N P = P.
There is no polynomial-time approximation algorithm for any of the problems lm(
with a ratio of (2 − ε), unless P = N P.
Due to space constraints, the proof of Theorem 2 is omitted here.
Lower Bounds for an Unbounded Number of Deadlines
For proving lower bounds of (0.5 − ε)n for an unbounded number of deadline vertices we need the following lemma which is a simplified version of the Zigzag Lemma from [4] .
Lemma 1 (Zigzag Lemma). Let k, γ ∈ N + such that k is even and γ ≥ n. Let G * = (V * , E * , c * ) be a complete, weighted graph with a deadline triple (s * , D * , d * ) such that any Hamiltonian path in G * respecting the deadlines (which implies starting at s * ) ends in the same vertex t * . Then, we can construct a complete, weighted graph G ⊃ G * and a deadline triple (s,
and any path that reaches t in time 7n can be extended to a Hamiltonian cycle which costs at most
while any path that reaches t after 8n, but before 9n, can only be extended to a Hamiltonian cycle which costs at least
Proof sketch. Figure 3 shows the idea of the zigzag construction as presented in [4] . Note that, for clarity of exposition, only some edges of the complete graph G are shown, and only the expensive edges of cost γ are labeled in Figure 3 . All shown edges without labels have cost of at most n and all edges not depicted have the maximum possible cost as to satisfy the triangle inequality. If a path arrives at t * without having spent too much yet (i.e., at 7n in the special case we are looking at), it can directly go to E k−1 and traverse the zigzag construction by using the path (E k−1 , E k−3 , . . . , E 1 , E 2 , E 4 , . . . , E k ) and finally return to s * avoiding the expensive γ-edges connecting consecutive vertices E j and E j+1 . On the other hand, if a path arrives at t * with too high cost (i.e., more than 8n) it is forced to visit E 1 right after t * and then to traverse G \ G * via the path (E 1 , E 2 , . . . , E k−1 ). Doing so, this path uses k expensive edges of cost γ. For a formal proof of a generalized version of Lemma 1, see [4] . Furthermore, we need to prove the hardness of a modified version of rHP (Modified Restricted Hamiltonian Path Problem) for the reductions.
Definition 4 (MRHP)
. Let G = (V, E) be a graph where |V | = n + 1. Let s, t ∈ V be two distinct vertices and let P ′ = (s, v 1 , . . . , v n−1 , t) be a Hamiltonian path in G from s to t. The objective is to decide whether a Hamiltonian path P from v i to t exists in G \ {s} for some vertex v i ∈ V \ {s, t, v 1 }.
Note that, if we would not require v i = v 1 , this problem would be trivial since, by knowing P ′ , we also know a Hamiltonian path (v 1 , . . . , v n−1 , t) in G \ {s}.
Lemma 2. mrHP is N P-hard.
Proof. We give a reduction from rHP. Let (G ′ , P ′′ ) be an instance of rHP where
The given Hamiltonian path is therefore P ′ = (s, v 1 , . . . , v n−1 , t) where v 1 = t ′ . Obviously, this construction can be done in polynomial time. Then, in both problems we want to decide the existence of the same path P (namely (v i , . . . , t) in G \ {s} and (v i , . . . , s ′ ) in G ′ ).
Theorem 3. Let ε > 0. There is no polynomial-time approximation algorithm for lm(D − )-∆-DlTSP with a ratio of (0.5 − ε)n.
Proof. In the following, we construct a graph G * as described in the Zigzag Lemma (Lemma 1). We will then be able to apply this lemma to show a linear lower bound.
Consider an instance (G ′ , P ′ ) of mrHP. Again, we construct a complete, weighted graph K G ′ as described before in the proof of Theorem 1. We then extend K G ′ to a complete, weighted graph G * (which is a subgraph of G) as shown in Figure 4 . Again, all costs not shown in the figure are chosen as large as possible, such that the triangle inequality is still satisfied. All vertices in K G ′ get a deadline of 3n + 1. The deadline vertices D O and the deadlines d O are also shown in Figure 4 .
Every Hamiltonian path in G * starting at s * has to begin with the edge (s * , s ′ ). After that, all vertices in K G ′ have to be visited before continuing. One best way to traverse K G ′ is the known Hamiltonian path P ′ = (s ′ , . . . , t ′ ). This path arrives at t ′ at cost 2n + 1. Due to deadline constraints, there is no other way but ending this path by (
The costs are 8n + 1. Fig. 4 . The graph G * before the local modification is applied and an optimal Hamiltonian path from s * to t * .
We then apply the local modification by taking away the deadline from s ′ . Now things change in G * as it is not necessary anymore to visit s ′ before reaching t * . If there exists a Hamiltonian path P from v i = v 1 to t ′ with cost
The costs are (n + 1) + (n − 1) + 2n + n + n + n = 7n. This path is then able to "cheaply" traverse G's zigzag construction and visit s ′ before returning to s * . On the other hand, if there is no such path from v i = v 1 to t ′ with cost (n − 1) in K G ′ \ {s ′ }, P stays the best Hamiltonian path in G * from s * to t * respecting the deadlines. Furthermore, due to c(s * , v 1 ) = n + 2, a best solution cannot use any Hamiltonian path from v 1 to t ′ of costs n − 1 in K G ′ . Similar arguments hold for any other path.
The path therefore arrives at t * at time 7n if and only if the given mrHPinstance is a yes-instance, and not before time 8n+ 1 if it is a no-instance. When extending G * by the zigzag construction (see Figure 3) we will set c(E k , s ′ ) = γ − (n + 1) and the path therefore needs to spend (γ − (n + 1)) + (n + 1) = γ when going from E k to s * via s ′ . The Zigzag Lemma then allows us to choose γ in a way such that every (0.5 − ε)n-approximation algorithm could be used to decide mrHP which contradicts N P = P. − )-∆-DlTSPwith a ratio of (0.5 − ε)n, unless P = N P.
Again, due to space contraints we have to omit the proof of Theorem 4.
Upper bounds
Since we know a 2.5-approximation algorithm for ∆-DlTSP with a bounded number of deadline vertices (see [6, 7] ), we can directly apply this upper bound to any reoptimization version. Considering the results from Section 3, there is a gap between the lower and upper bounds. In Section 4, we proved a lower bound of (0.5 − ε)n for the general case (i.e., for an unbounded number of deadline vertices) for several local modifications. It is easy to see that this bound is tight: Remember that a feasible solution is part of the input for any of the considered reoptimization versions of ∆-DlTSP. No matter how bad this solution is, it is a 0.5n-approximation, since any edge of this Hamiltonian cycle cannot be more expensive than 0.5 times the cost of an optimal solution (due to the triangle inequality) and there are exactly n edges in this cycle.
In one case, however, we are able to improve the upper bound by giving a 2-approximation for the reoptimization version in which we add a vertex to G, even for an unbounded number of deadline vertices.
Theorem 5. There is a 2-approximation algorithm for lm(V + )-∆-DlTSP.
Proof. Let (G O , D) be the given old instance. We will give a simple algorithm A for lm(V + )-∆-DlTSP that has an approximation ratio of 2. Let C = (s, v 1 , . . . , v n−1 , s) be the given optimal solution with cost Opt O for the old instance. For the local modification, a vertex v is inserted into G (i.e., G N = G O ∪ {v}). The algorithm A will simply output C A = (s, v 1 , . . . , v n−1 , v, s).
Since there is no deadline at v and C is feasible for the old instance, C A is also feasible for the new instance. For proving an approximation ratio of 2 we will need to look at some estimations: Let C N be an optimal solution for the modified instance with cost Opt N and let v i and v j be the neighbours of v in C N . We claim that
For the proof of Equation (3) The algorithm A is therefore a 2-approximation for lm(V + )-∆-DlTSP.
