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1. Introduction
In the course of the author’s effort to try to understand some linear recurrences satisfied
by generalized Chebyshev polynomials, investigated in [1], he comes across a sequence
which has strange divisibility properties as follows. Let {an}be the sequence defined by the
recurrence
an = 3an−1 + 3an−2 − an−3 , n ≥ 4
with initial terms a1 = 0, a2 = 0, a3 = 1, and observe the following table of factorizations
of an, an ± 1:
n 4 5 6 7 8 9
an 3 4A1 · 3 4A1 · 11B1 15A2 · 11B1 15A2 · 41B2 56A3 · 41B2
an + 1 4A1 13 15A2 · 3 2 · 83 56A3 · 11B1 2297
an − 1 2 11B1 43 4A1 · 41B2 2 · 307 15A2 · 153B3
n 10 11 12
an 56A3 · 153B3 209A4 · 153B3 209A4 · 571B4
an + 1 209A4 · 41B2 2 · 59 · 271 780A5 · 153B3
an − 1 13 · 659 56A3 · 571B4 2 · 59669
We notice that the entries have two patterns of common factors as are indicated by the
underlines with indices Ai (resp. Bj ). The purpose of the paper is to investigate the reason
behind this phenomenon, and to see that this is a special case of much more general theorem
about the sequences defined by a certain kind of linear recurrences. Specifically, our results
imply the following:
For any k ≥ 1, there exists a linear recurrent sequence {an} such that each consecutive
k + 2 terms
amk + εmk, amk+1 + εmk+1, . . . , a(m+1)k+1 + ε(m+1)k+1 , m ≥ 1 ,
with appropriate correction terms εj ∈ {0, 1,−1}, are divisible by one and the same inte-
ger.
Actually, our general results concern with sequences defined by linear recurrences







cian−i − an−k−1 , n ≥ k + 2 ,(1.1)
where c1 = x − 1, c2 = c3 = · · · = ck−1 = x − 2, ck = x − 1, with initial terms a1 =
· · · = ak = 0), ak+1 = 1. Note that our first example emerges if one puts k = 2 and x = 4.
In order to state our divisibility results, we introduce four sequences {sn}, {fn}, {gn}, {tn}
defined by
sn = xsn−1 − sn−2 (n ≥ 2) , s0 = 1 , s1 = x ,(1.2)
fn = xfn−1 − fn−2 (n ≥ 2) , f0 = 1 , f1 = x − 1 ,(1.3)
gn = xgn−1 − gn−2 (n ≥ 2) , g0 = 1 , g1 = x + 1 ,(1.4)
tn = xtn−1 − tn−2 (n ≥ 2) , t0 = 2 , t1 = x .(1.5)
(Note that the indices represent the degrees in x of the respective terms.) As the reader may
notice, tn and sn are intimately related with the usual Chebyshev polynomials of the first
and the second kind in the sense that tn = 2Tn(x/2), sn = Un(x/2) . Furthermore, when
x is specialized to an integer, quite a few divisibility results for the sequences defined by
the above recurrence are already known. (See [2, Chapter 2. IV], [3], for example.) The
aim of this paper is to prove the following theorems which generalize some of the known
divisibility results, and to explain the true reason for the factorizations depicted in Table 1.
THEOREM 1.1. For any even integer k = 2d and for any m ≥ 1, the k + 2 polyno-
mials
amk + 1, amk+1, . . . , a(m+1)k, a(m+1)k+1 − 1





(i) a2md + 1 = f(m−1)d−1smd−1/sd−1 ,
(ii) a2md+ = f(m−1)d+−1smd−1/sd−1 , 1 ≤  ≤ 2d ,
(iii) a2(m+1)d+1 − 1 = f(m+1)dsmd−1/sd−1 .
(1.6)
THEOREM 1.2. For any odd integer k = 2d + 1 and for any m ≥ 1, the k + 2
polynomials
amk + 1 , amk+1, . . . , a(m+1)k , a(m+1)k+1 − 1
are divisible by sm(2d+1)/2−1/gd ∈ Z[x] (resp. g(m−1)(2d+1)/2+d/gd ∈ Z[x]), if m is even
(resp. odd). More precisely, we have the following:




(i) a2r(2d+1) + 1 = tr(2d+1)−d−1sr(2d+1)−1/gd ,
(ii) a2r(2d+1)+ = tr(2d+1)−d−1+sr(2d+1)−1/gd , 1 ≤  ≤ 2d + 1 ,
(iii) a(2r+1)(2d+1)+1 − 1 = tr(2d+1)+d+1sr(2d+1)−1/gd .
(1.7)
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When m = 2r + 1,⎧
⎨
⎩
(i) a(2r+1)(2d+1) + 1 = fr(2d+1)−1gr(2d+1)+d/gd ,
(ii) a(2r+1)(2d+1)+ = fr(2d+1)+−1gr(2d+1)+d/gd , 1 ≤  ≤ 2d + 1 ,
(iii) a(2r+2)(2d+1)+1 − 1 = f(r+1)(2d+1)gr(2d+1)+d/gd .
(1.8)
REMARK 1.3. The sequences {sn}, {fn}, {gn}, {tn} can be defined for nonpositive n
too, by using the recurrence relation backwards. The following table specifies several terms
of them:
n −3 −2 −1 0 1 2 3
sn −x −1 0 1 x x2 − 1 x3 − 2x
fn x
2 − x − 1 x − 1 1 1 x − 1 x2 − x − 1 x3 − x2 − 2x + 1
gn −x2 − x + 1 −x − 1 −1 1 x + 1 x2 + x − 1 x3 + x2 − 2x − 1
tn x
3 − 3x x2 − 2 x 2 x x2 − 2 x3 − 3x
2. Preliminaries
In this section, we record several elementary facts which will be useful to derive vari-
ous identities between polynomials of our concern. As an application we will see that three
fractions smd−1/sd−1, sm(2d+1)/2−1/gd , and g(m−1)(2d+1)/2+d/gd , which appear as common
factors in Theorem 1.1 and 1.2, are polynomials in x.
Let A1t (resp. A
1
x) denote the affine line with coordinate t (resp. x), and let π : A1t −
{0} (= Gm) → A1x denote the morphism defined by x = π(t) = t + 1/t . Since π is
surjective, we can regard the coordinate ring Q[x] as a subring of Q[t, 1/t] through the
injection π∗ : Q[x] → Q[t, 1/t]. Thus the function field Q(t) is a quadratic extension
of Q(x) defined by the equation t2 − xt + 1 = 0. Note that there is an automorphism ι
of Gm defined by ι : t → 1/t , and πcan be regarded as the quotient morphism by the
action of {id, t} ⊂ Aut Gm on Gm. For any positive integer n, let Φn : Gm → Gm denote
a morphism of Gm defined by Φn(t) = tn, and let Φ∗n : Q[t, 1/t] → Q[t, 1/t] be the
ring homomorphism associated with Φn. One can check that Φn ◦ ι = ι ◦ Φn, therefore
Φn : Gm → Gm descends to a morphism Fn : A1x → A1x such that Fn ◦ π = π ◦ Φn holds.
Furthermore we have
Φ∗n(Q[x]) ⊂ Q[x] ,
since
Φ∗n(Q[x]) = Φ∗n(π∗(Q[x])) = π∗(F ∗n (Q[x])) ⊂ π∗(Q[x]) = Q[x] .
We compute the images of sn, fn, gn, tn, and an under the imbedding π∗ : Q[x] →
Q[t, 1/t].
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LEMMA 2.1. Let x = t + 1/t . Then for any n ≥ 0, we have
sn = t
2n+2 − 1
tn(t2 − 1) ,(2.1)
fn = t
2n+1 + 1
tn(t + 1) ,(2.2)
gn = t
2n+1 − 1





Proof. Since s0 = 1, s1 = x by definition, (2.1) holds for n = 0, 1. Suppose (2.1)
holds for n ≤ N with N ≥ 1. Then the recurrence relation (1.2) implies that
sn+1 = xsN − sN−1
= (t + 1/t) t
2N+2 − 1





tN−1(t2 − 1) +
t2N+2 − 1








tN+1(t2 − 1) ,
which implies that (2.1) holds for n = N + 1 too. Hence we see by induction that (2.1)
holds true for any n. The other equalities can be proved similarly and we omit the proof.
REMARK 2.2. By using downward induction, one can check that the formulas in
Lemma 2.1 remain valid for negative n too. As a consequence, we see that the following
equalities hold for positive n:
s−n = −sn−2 ,(2.5)
f−n = fn−1 ,(2.6)
g−n = −gn−1 ,(2.7)
t−n = tn .(2.8)
The following lemma deals with divisibility among sn and gn.
LEMMA 2.3. For any integers n, d , we have the following:
(i) s2n = fngn.
(ii) snd−1/sd−1 = Φ∗d (sn−1). In particular, snd−1 is divisible by sd−1 in the sense
that snd−1/sd−1 ∈ Q[x].
(iii) sn(2e+1)−1 is divisible by ge.
(iv) gn(2e+1)+e/ge = Φ∗2e+1(gn). In particular, gn(2e+1)+e is divisible by ge.
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Proof. We may prove the equalities by setting x = t + 1/t , since π∗ : Q[x] →
Q[t, 1/t] is injective.
(i) It follows from (2.1)–(2.3) that
fngn = t
2n+1 + 1
tn(t + 1) ·
t2n+1 − 1
tn(t − 1) =
t4n+2 − 1
t2n(t2 − 1) = s2n













d )2(n−1)+2 − 1
(td )n−1((td )2 − 1)
= Φ∗d (sn−1) .
Hence we have (ii).
(iii) This is a direct consequence of (i) and (ii).
















This completes the proof of Lemma 2.3.
COROLLARY 2.3.1. Three fractions smd−1/sd−1, sm(2d+1)/2−1/gd , and
g(m−1)(2d+1)/2+d/gd , which appear as common factors in Theorem 1.1 and 1.2, belong
to Z[x].
The following proposition computes the image of an under π∗ : k[x] → k[t, 1/t].
PROPOSITION 2.4. Let x = t + 1/t . For any n ≥ 1 and  ∈ [1, k], we have
amk+ = (t
(m−1)k+2−1 + 1)(tmk − 1)
t(m−1)k+−1(t + 1)(tk − 1) .(2.9)
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Proof. Let un = ∑0≤i≤k−1 an+i for any n. Then we see that





















= an+k+1 + (1 − x)an+k + (2 − x)
∑
2≤i≤k−1
an+i + (1 − x)an+1 + an
= 0
by the recurrence relation (1.1) satisfied by {an}. Furthermore we have u1 =∑0≤i≤k−1 a1+i
= 0 and u2 = ∑0≤i≤k−1 a2+i = 1. Hence it follows from the definition of the sequence
{sn} that un = sn−2 holds for any n. Therefore (2.1) implies that
an+k − an = un+1 − un
= sn−1 − sn−2
= t
2n − 1




2n − 1) − t (t2n−2 − 1)
tn−1(t2 − 1)
= (t
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= 1
(t + 1)(tk − 1)
(





(t + 1)(tk − 1)t(m−1)k+−1 (t
(2m−1)/k+2−1 − t(m−1)k+2−1 + tmk − 1)
= (t
(m−1)k+2−1 + 1)(tmk − 1)
t(m−1)k+−1(t + 1)(tk − 1) .
This completes the proof of Proposition 2.4.
3. Proof of Theorem 1.1.
When k = 2d , the formula (2.9) becomes
a2md+ = (t
2(m−1)d+2−1 + 1)(t2md − 1)
t2(m−1)d+−1(t + 1)(t2d − 1) .







2(m−1)d+2−1 + 1)(t2md − 1)




t(2m−1)d+−2(t2 − 1) =
t2d − 1
td−1(t2 − 1) = sd−1 ,
which implies the formula (1.6), (ii).
In order to compute an ± 1, we use the following.
LEMMA 3.1. Let i, j, k,  be integers such that i + j = k +  and  ≤ i ≤ j ≤ k.
Then we have fisj − fks = fi−−1sj−−1.
Proof. We have only to use (2.1) and (2.2) as follows.
fisj − fks = t
2i+1 + 1
t i (t + 1)
t2j+2 − 1






2i+1 + t2j+2 + t2k+1 − t2+2
t i+j (t + 1)(t2 − 1) (since i + j = k + )
= (t
2(i−)−1 + 1)(t2j+2 − t2+2)
ti+j (t + 1)(t2 − 1) (since i −  = k − j )
= (t
2(i−)−1 + 1)(t2(j−) − 1)
ti+j−2−2(t + 1)(t2 − 1)
= fi−−1sj−−1 .
This completes the proof of Lemma 3.1.
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Letting  = 2d in the formula (1.6), (ii), we have a2md+2d = f(m−1)d+2d−1smd−1/sd−1,
namely a2(m+1)d = f(m+1)d−1smd−1/sd−1. Replacing m + 1 by m we obtain
a2md = fmd−1s(m−1)d−1/sd−1 .
On the other hand, applying Lemma 3.1 with i =  = (m − 1)d − 1, j = k = md − 1, we
have
f(m−1)d−1smd−1 − fmd−1s(m−1)d−1 = f−1sd−1 = sd−1 ,
since f−1 = 1 as is noticed in Remark 1.3. It follows that





which is the formula (1.6), (i). Moreover the formula (1.6), (ii) with  = 1, and Lemma 2.3
with
i = (m − 1)d , j = md − 1 , k = md ,  = (m − 1)d − 1
imply that





since fi−−1 = f0 = 1 by definition. This shows the validity of (1.6), (iii). Thus the proof
of Theorem 1.1 is completed.
4. Proof of Theorem 1.2.
First we prove the formulas (1.7), (ii) and (1.8), (ii).
Proof of (1.7), (ii). When m = 2r and k = 2d + 1, the formula (2.9) becomes
a2r(2d+1)+ = (t
(2r−1)(2d+1)+2−1 + 1)(t2r(2d+1) − 1)
t(2r−1)(2d+1)+−1(t + 1)(t2d+1 − 1) .










(2r−1)(2d+1)+2−1 + 1)(t2r(2d+1) − 1)
t2r(2d+1)−d+−2(t2 − 1)
= (t
(2r−1)(2d+1)+2−1 + 1)(t2r(2d+1) − 1)






t(2r−1)(2d+1)+−1 · td (t2 − 1)
)/(
(t(2r−1)(2d+1)+2−1 + 1)(t2r(2d+1) − 1)
t(2r−1)(2d+1)+−1(t + 1)(t2d+1 − 1)
)
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= t
(2r−1)(2d+1)+−1(t + 1)(t2d+1 − 1)





This proves the validity of the formula (1.7), (ii).
Proof of (1.8), (ii). When m = 2r + 1 and k = 2d + 1, the formula (2.9) becomes
a(2r+1)(2d+1)+ = (t
2r(2d+1)+2−1 + 1)(t(2r+1)(2d+1) − 1)
t2r(2d+1)+−1(t + 1)(t2d+1 − 1) .










2r(2d+1)+2−1 + 1)(t(2r+1)(2d+1) − 1)
t2r(2d+1)+d+−1(t + 1)(t − 1)
= (t
2r(2d+1)+2−1 + 1)(t(2r+1)(2d+1) − 1)





(t2r(2d+1)+2−1 + 1)(t(2r+1)(2d+1) − 1)
t2r(2d+1)+−1 · td (t + 1)(t − 1)
)/(
(t2r(2d+1)+2−1 + 1)(t(2r+1)(2d+1) − 1)
t2r(2d+1)+−1(t + 1)(t2d+1 − 1)
)
= t
2r(2d+1)+−1(t + 1)(t2d+1 − 1)





Hence we obtain (1.8), (ii).
The following lemma will help us to find the factorization of an ± 1.
LEMMA 4.1. For any integers i, j , we have
(i) figj − si tj = −gi−j ,
(ii) fi+1gj − si tj+1 = −gi−j .
Proof. (i) We have only to use Lemma 2.1 as follows:
figj − si tj =
(
t2i+1 + 1
t i (t + 1)
)(
t2j+1 − 1











2i+2j+2 − t2i+1 + t2j+1 − 1) − (t2i+2j+2 + t2i+2 − t2j − 1)
ti+j (t + 1)(t − 1)
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= (t + 1)(−t
2i+1 + t2j )
t i+j (t + 1)(t − 1)
= −(t
2i−2j+1 − 1)
ti−j (t − 1)
= −gi−j .
The equality (ii) can be proved similarly, and we omit the proof.
Now we turn to the proof of the remaining parts of Theorem 1.2. We divide our
argument according to the parity of m.
Case 1) When m = 2r and k = 2d + 1. Letting  = 2d + 1 in (1.7), (ii), we have
a(2r+1)(2d+1) = tr(2d+1)+dsr(2d+1)−1/gd .
Furthermore, letting i = r(2d + 1) − 1, j = r(2d + 1) + d in Lemma 4.1, (i), we have
fr(2d+1)−1gr(2d+1)+d − sr(2d+1)−1tr(2d+1)+d = −g(r(2d+1)−1)−(r(2d+1)+d)
= −g−d−1
= gd ,
the last equality being the consequence of (2.7). Combining these two equalities, we have




which gives us the equality (1.8), (i). Furthermore, letting  = 1 in (1.7), (ii), we have
a2r(2d+1)+1 = tr(2d+1)−dsr(2d+1)−1/gd .
On the other hand, letting i = r(2d + 1) − 1, j = r(2d + 1) − d − 1 in Lemma 4.1, (ii),
we have
fr(2d+1)gr(2d+1)−d−1 − sr(2d+1)−1tr((2d+1)−d = −g(r(2d+1)−1)−(r(2d+1)+d) = −gd .
Combining these two equalities, we have






Replacing r by r + 1, we have the equality (1.8), (iii).
Case 2) When m = 2r + 1 and k = 2d + 1. Letting  = 2d + 1 in (1.8), (ii), we
have
a(2r+2)(2d+1) = fr(2d+1)+2dgr(2d+1)+d/gd .
Furthermore, letting i = r(2d + 1) + 2d , j = r(2d + 1) + d in Lemma 4.1, (i), we have
fr(2d+1)+2dgr(2d+1)+d − sr(2d+1)+2dtr(2d+1)+d = −gd .
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Therefore




Replacing r by r − 1, we have the equality (1.7), (i). Furthermore, letting  = 1 in (1.8),
(ii), we have
a(2r+1)(2d+1)+1 = fr(2d+1)gr(2d+1)+d/gd .
On the other hand, letting i = r(2d + 1) − 1, j = r(2d + 1) + d in Lemma 4.1, (ii), we
have
fr(2d+1)gr(2d+1)+d − sr(2d+1)−1tr(2d+1)+d+1 = −g−d−1 = gd
by (2.7). Combining these two equalities, we have




which gives the equality (1.7), (iii). This completes the proof of Theorem 1.2.
5. Analysis of the first example
In this section we see how our results explain the various divisibility phenomena spec-
ified in Table 1.




(i) a2m + 1 = fm−2sm−1 ,
(ii) a2m+ = fm−2+sm−1 ,  = 1, 2 ,
(iii) a2(m+1)+1 − 1 = fm+1sm−1 .
Hence we obtain the following table of factorizations of an, an ± 1 for small n:
n 4 5 6 7 8 9 10 11 12
an f1s0 f1s1 f2s1 f2s2 f3s2 f3s3 f4s3 f4s4 f5s4
an + 1 f0s1 f1s2 f2s3 f3s4 f4s5
an − 1 f2s0 f3s1 f4s2 f5s3
Comparing this with Table 1, we find that the correspondence
Ai ↔ si , Bj ↔ fj+1
explains the divisibility of our first example completely!
REMARK. Regretfully, when k ≥ 3, the pattern of common factors indicated by
“Bj ” in the case k = 2 disappears. Our results show, however, that the very existence of
factors indicated by “Ai” is a general phenomenon.
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