In this paper, we improve the known estimates for the invariance entropy of a nonlinear control system. For sets of complete approximate controllability we derive an upper bound in terms of Lyapunov exponents and for uniformly hyperbolic sets we obtain a similar lower bound. Both estimates can be applied to hyperbolic chain control sets, and we prove that under mild assumptions they can be merged into a formula.
Introduction
Invariance entropy is a measure for the smallest rate of information above which a control system is able to render a given compact controlled invariant subset of the state space invariant. This concept, first introduced in Colonius and Kawan [4] , is essentially equivalent to the topological feedback entropy, defined by Nair, Evans, Mareels and Moran [14] . A comprehensive treatment of the subject can be found in the monograph [10] . If the given set is a control set, i.e., a maximal set of complete approximate controllability, upper bounds of the invariance entropy in terms of the sums of positive Lyapunov exponents of periodic solutions can be given. Under a completely different assumption, namely the existence of a uniformly hyperbolic structure (in a skew-product sense) on the controlled invariant set, there exists a promising approach for an optimal lower estimate in terms of the unstable determinant. Specific examples of compact controlled invariant sets are the bounded chain control sets of a control-affine system. These sets are the projections of the maximal chain transitive sets of the associated control flow, which is a skew-product on the extended state space, including the shift dynamics on the set of admissible control functions. Moreover, a general result in Colonius and Du [3] shows that under the assumption of local accessibility a chain control with nonempty interior and a uniformly hyperbolic structure is the closure of a control set. Hence, in this case good entropy estimates from above and from below are available. In this paper, we improve these estimates and merge them into a formula. The paper consists of three main sections whose contents are briefly described as follows.
In Section 3, we improve the known upper bounds for the entropy of a control set. In particular, we show that the hyperbolicity assumption imposed in [10, Sec. 5.2] can be dropped without substitution. Then we obtain an upper bound in terms of the Lyapunov exponents of the induced linear system on the exterior bundle of the state space. This estimate has some similarity with the integral formula for the topological entropy of C ∞ -maps, established in Kozlovski [12] (based on previous work of Yomdin [19] and others). However, instead of an integral, i.e., an average of the exponential growth rates, the infimum over the growth rates has to be considered. An essential ingredient in the proof of this estimate is a result of Coron [6] which implies that under a strong accessibility assumption the set of universally regular control functions is generic inside the set of smooth control functions.
In Section 4, we obtain a lower estimate for the entropy of a uniformly hyperbolic controlled invariant set. The main ingredient of the proof is a skew-product version of the Bowen-Ruelle volume lemma. This lemma was first formulated by Liu [13] in the context of random dynamical systems. Liu, however, only gives an outline of the proof with many details missing. Following this outline, we develop a fully detailed proof in the context of general continuous skewproducts with compact base space (without use of the control structure present in the context of control flows). Combining the volume lemma with ideas from Young [20] for the estimation of escape rates, we derive a lower estimate of the invariance entropy that is similar to the upper estimate of Section 3.
Finally, in Section 5 we provide a formula for the entropy of a hyperbolic chain control set, showing that the upper and lower bounds of the preceding sections coincide. More precisely, we show that h inv (Q) = inf (u,x) lim sup
where Q is the hyperbolic chain control set and the infimum is taken over all pairs (u, x) of control functions and states such that the corresponding trajectory ϕ(t, x, u) remains in Q for all times t ∈ R. The linear subspace E + u,x is the corresponding fiber of the unstable subbundle. The extra work needed to obtain this formula mainly consists in proving an approximation result for periodic points and a periodic shadowing property for the shift flow on the set of admissible control functions. This enables us to derive the above formula for smooth control-affine systems under the mild assumption that the Lie algebra rank condition is satisfied on the interior of the chain control set.
Preliminaries

Notation
We write Z, N, R and R + for the sets of integers, positive integers, real numbers and nonnegative real numbers, respectively, and R d for the d-dimensional Euclidean space. Moreover, N 0 = N ∪ {0}. If V is a finite-dimensional real vector space, V * denotes its dual space, the space of real-valued linear functionals on V . By a smooth manifold we understand a finite-dimensional connected secondcountable Hausdorff manifold endowed with a C ∞ -differentiable structure. If M is a smooth manifold, we denote by T x M the tangent space at x ∈ M , by 0 x (or simply 0) the zero element of T x M , and by T M the tangent bundle. If ϕ : M → N is a differentiable map between smooth manifolds, we write (dϕ) x : T x M → T ϕ(x) N for its derivative at x ∈ M . If (M, g) is a Riemannian manifold, we write ·, · for the inner product and | · | for the induced norm on each tangent space, while · is used for operator norms. We write ̺ for the induced distance function on M and vol for the Riemannian volume measure. By exp x we denote the Riemannian exponential map at x ∈ M . Furthermore, we write cl A for the topological closure of a set, and int A for its interior. The open ball of radius ε > 0 at x ∈ M is denoted by B(x, ε). The abbreviation "a.e." stands for "(Lebesgue-) almost everywhere". If x is a real number, [x] denotes the greatest integer ≤ x. We write log + x = max{0, log x}, and we let #S denote the number of elements of a finite set S. χ A stands for the characteristic function of a set A.
Control-Affine Systems
A control-affine system is given by a familẏ
of ordinary differential equations on a smooth manifold M , the state space of the system. Here f 0 , f 1 , . . . , f m are C k -vector fields for some k ≥ 1. The set U of admissible control functions is given by U = {u : R → R m : u is measurable with u(t) ∈ U a.e.} , where U ⊂ R m is a compact and convex set. (Frequently, we will also assume 0 ∈ int U = ∅.) Then U, endowed with the weak * -topology of L ∞ (R, R m ) = L 1 (R, R m ) * , is a compact metrizable space and the shift flow θ : R × U → U, (t, u) → θ t u = u(· + t), is a continuous dynamical system, which is chain transitive. We write ϕ(·, x, u) for the unique solution of (1) with ϕ(0, x, u) = x. For simplicity, we assume that all solutions are defined on the whole time axis. Then we obtain a map ϕ : R × M × U → M, (t, x, u) → ϕ(t, x, u),
called the transition map of the system, and this map is continuous as well.
Together with the shift flow it constitutes a skew-product flow φ : R × U × M → U × M, (t, u, x) → φ t (u, x) = (θ t u, ϕ(t, x, u)),
called the control flow of the system. We also use the notation ϕ t,u : M → M for the map x → ϕ(t, x, u). If the vector fields f 0 , f 1 , . . . , f m are of class C k , then ϕ is of class C k with respect to the state variable and the corresponding partial derivatives of order 1 up to k depend continuously on (t, x, u) ∈ R × M × U (cf. [10, Thm.
1.1]).
We define the set of points reachable from x ∈ M at time τ ≥ 0, the set of points reachable from x up to time τ , and the positive orbit of x, respectively, by
In the following, we fix a metric d on M (not necessarily a Riemannian distance).
It is called a control set if it satisfies the following properties:
(C) D is maximal (w.r.t. set inclusion) with the properties (A) and (B).
From the maximality it easily follows that a control set with nonempty interior has the no-return property, i.e., x ∈ D and ϕ(τ, x, u) ∈ D for some τ > 0 and
A set E ⊂ M is called full-time controlled invariant if for each x ∈ E there exists u ∈ U with ϕ(R, x, u) ⊂ E. The full-time lift E of E is defined by
which is easily seen to be compact and φ-invariant. For points x, y ∈ M and numbers ε, τ > 0, a controlled (ε, τ )-chain from x to y is given by n ∈ N, points x 0 , . . . , x n ∈ M , control functions u 0 , . . . , u n−1 ∈ U, and times t 0 , . . . , t n−1 ≥ τ such that x 0 = x, x n = y, and d(ϕ(t i , x i , u i ), x i+1 ) < ε for i = 0, . . . , n − 1. A set E ⊂ M is called a chain control set if it satisfies the following properties:
(A) E is full-time controlled invariant (B) For all x, y ∈ E and ε, τ > 0 there exists an (ε, τ )-chain from x to y in M .
(C) E is maximal (w.r.t. set inclusion) with the properties (A) and (B).
Every chain control set is closed, which is not the case for control sets. Moreover, every control set with nonempty interior is contained in a chain control set if local accessibility holds, and the full-time lift of a chain control set is a maximal invariant chain transitive subset for φ. Conversely, the projection of a maximal chain transitive set to M is a chain control set.
System (1) 
then the system is locally accessible at x. If f 0 , f 1 , . . . , f m are analytic vector fields, the criterion is also necessary.
The concept of invariance entropy is defined as follows. A pair (K, Q) of subsets of M is called admissible if K is compact and for every x ∈ K there is u ∈ U with ϕ(R + , x, u) ⊂ Q. In particular, if K = Q, this means that Q is a compact and controlled invariant set. For τ > 0, a set S ⊂ U is (τ, K, Q)-spanning if for every x ∈ K there is u ∈ S with ϕ([0, τ ], x, u) ⊂ Q. Then r inv (τ, K, Q) denotes the number of elements in a minimal such set and we put r inv (τ, K, Q) := ∞ if no finite (τ, K, Q)-spanning set exists. The invariance entropy of (K, Q) is
where log is the natural logarithm. In the case K = Q, we also write r inv (τ, Q) and h inv (Q). In this case, the upper limit is in fact a limit, as a consequence of subadditivity. In general, h inv (K, Q) need not be finite. The number h inv (Q), however, is finite iff r inv (τ, Q) is finite for one or, equivalently, for all τ > 0. We refer to [10] for further properties.
Upper Bounds for Control Sets
In this section, we provide a general upper bound for the invariance entropy of a control set in terms of exponential growth rates of the induced system on the exterior bundle of the state space, similar to the well-known integral formula for the topological entropy of C ∞ -maps proved by Kozlovski [12] .
We consider a control system on a smooth manifold M of the general form
with a continuously differentiable right-hand side F : M ×R m → T M , such that F u := F (·, u) is a vector field on M for each u ∈ R m . The set U of admissible control functions is given by
where U ⊂ R m is compact with int U = ∅. In particular, this includes the control-affine case of the preceding section. We assume that all solutions are defined on the whole time axis and thus we obtain a transition map ϕ : R × M × U → M , continuously differentiable in the second component. We also write ϕ t,u : M → M for the diffeomorphism ϕ(t, ·, u). Control sets and invariance entropy for systems of the general form (2) are defined in the same way as for control-affine systems. The control flow φ t : U × M → U × M is still defined, though it may not be continuous w.r.t. the weak * -topology on U. Throughout this section, we assume that M is endowed with a Riemannian metric.
A Ruelle-Pesin-Type Upper Bound
A pair (ϕ(·, x, u), u(·)) of a trajectory and the corresponding control function is called a controlled trajectory. If the linearization of Σ along (ϕ(·, x, u), u(·)) is controllable on a time interval [τ 1 , τ 2 ] with τ 1 < τ 2 , the controlled trajectory is called regular on [τ 1 , τ 2 ]. The linearization is the time-varying linear systeṁ
with A(t) = (∂F/∂x)(ϕ(t, x, u), u(t)) and B(t) = (∂F/∂u)(ϕ(t, x, u), u(t)) (written in local coordinates). A periodic controlled trajectory of period τ * is called regular if it is regular on [0, τ * ]. An easy consequence of this definition is that a trajectory is regular on a time interval iff it is regular on some subinterval. This is made precise in the following proposition (see [10, Prop. 1 .28] for a proof).
Proposition
Given a pair (u, x) ∈ U × M , the Lyapunov exponents at (u, x) are the numbers λ(v; u, x) := lim sup
It is a standard fact that λ(v; u, x) can take at most
is periodic with period τ , the operator (dϕ τ,u ) x maps T x M onto itself and the Lyapunov exponents are given by (1/τ ) log |µ|, µ being the eigenvalues of (dϕ τ,u ) x . Then the multiplicity of a Lyapunov exponent is defined as the sum of the algebraic multiplicities of the corresponding eigenvalues.
The following lemma characterizes the elements of the interior of U w.r.t. L ∞ (R, R m ). Its elementary proof can be found in [10, Prop. 5.4 ].
Lemma:
For an element u ∈ L ∞ (R, R m ) it holds that u ∈ int U iff there exists a compact set K ⊂ int U with u(t) ∈ K for almost all t ∈ R. 
the sum taken over the Lyapunov exponents λ at (u, x) with associated multiplicities d λ .
As proved in [10, Prop. 5.11] , the assumptions of regularity and periodicity in this theorem can be weakened under additional assumptions on the given system, involving a weak hyperbolicity assumption. In the following, we give a proof of this result without such an assumption. The general idea is to approximate the Lyapunov exponents of arbitrary trajectories in D by the Lyapunov exponents of regular periodic ones. For this approximation to work, it must be guaranteed that from every x ∈ int D a regular periodic trajectory emanates. A quite general result implying the existence of regular trajectories was proved by Coron [6, Thm. 1.3] . In combination with the complete approximate controllability on D it yields the desired regular periodic orbits.
Existence of Regular Trajectories
In the following, we give a brief account of the central definitions in [6] 
where on the right-hand side [·, ·] is the usual Lie bracket of vector fields. The strong jet accessibility algebra of an element f ∈ C
where for a family 
Let L 0 denote the classical strong accessibility algebra, i.e., the ideal generated by the differences f (·, u 1 ) − f (·, u 2 ), u 1 , u 2 ∈ V , in the Lie algebra generated by the vector fields f (·, u), u ∈ V . Then
These inclusions are equalities if, e.g., f is a polynomial w.r.t. u (including the control-affine case) or if f and M are analytic and V is connected. For
If (3) is an equality, then a(x, u 1 ) = a(x, u 2 ) for all u 1 , u 2 ∈ V . For the convenience of the reader, we give a proof for the control-affine case.
Proposition
Proof: The elements of the ideal L 0 are linear combinations of iterated Lie brackets of the form
where X i ∈ {f 0 , f 1 , . . . , f m } (cf. Nijmeijer and van der Schaft [15, Prop. 3.20] ). The partial derivatives ∂f /∂u i of first order are the vector fields f 1 , . . . , f m (regarded as functions on M × V rather than M ). Hence, the higher-order derivatives vanish. The iterated Lie brackets in
In particular, a(x, 0) = L 0 (x) for all x ∈ M , implying the assertion. Let x ∈ M and u be a smooth map with values in V defined on a neighborhood of x. Let f 0 (y) = f (y, u(y)) ∈ T y M , and for i ∈ {1, . . . , m} let
where ad
The subspace a l (x; u) can be interpreted as follows. Let γ : I → M be a smooth curve, where I ⊂ R is an open interval with 0 ∈ I such thaṫ
The linearized control system along γ is the time-varying linear systeṁ
with
where w is the control and z(t) ∈ T γ(t) M the state. It can be shown that
The right-hand side is the strong accessibility algebra evaluated at t = 0 of the time-varying linear system (4). In particular, if a l (x; u) has full dimension, then the linearized system is controllable on every time interval containing t = 0 (cf. Sontag [18, Cor. 3.5.18] ). We say that a control function
and
Then the result of Coron ([6, Thm. 1.3]) reads as follows.
Theorem:
Assume that Ω is open in the C ∞ -topology. Then the set of all u ∈ Ω such that u • h saturates f on M is the intersection of countably many open and dense subsets of Ω (in the C ∞ -topology). In particular, this set is dense in Ω.
Remark:
The C ∞ -topology used in the above theorem is finer than the classical Whitney C ∞ -topology. However, as remarked by Coron, the theorem also holds for the Whitney C ∞ -topology.
In order to obtain the existence of regular trajectories through every point, we apply the theorem to the extended system on M × R, given by
Proof: We just need to note that the vector (dh) (x,t)f ((x, t), u(t)) ≡ 1 never vanishes and hence we can put Ω = C ∞ (R, V ) in Theorem 3.5.
Now we can deduce the result on the existence of regular trajectories.
Corollary:
Let S ⊂ M and assume a(x, u) = T x M for all (x, u) ∈ S × V . Then there is a dense set of u 0 ∈ C ∞ (R, V ) such that for every x ∈ S the controlled trajectory (ϕ(·, x, u 0 ), u 0 (·)) is regular on every time interval of the form [0, τ ].
Proof: Let a * ((x, t), u) and a * l ((x, t); u) denote the corresponding subspaces of
for all (x, t, u) ∈ S × R × V . By Corollary 3.7, there is a dense set in
on S × R. Now consider for some x ∈ S the smooth curve γ(t) := (ϕ(t, x, u 0 ), t) in M × R, which satisfieṡ
In local coordinates, the linearization along γ is determined by the matrices
With A(t) := (∂f /∂x)(ϕ(t, x, u 0 ), u 0 (t)) and B(t) := (∂f /∂u)(ϕ(t, x, u 0 ), u 0 (t)) it follows from (6) and the characterization (5) that
This implies controllability of the linearization along the controlled trajectory (ϕ(·, x, u 0 ), u 0 (·)) on every time interval containing t = 0.
The Main Result
The next step necessary to generalize Theorem 3.3 is the derivation of another expression for the sum of the positive Lyapunov exponents in the periodic case. This is done in the following proposition.
3.9 Proposition: If (ϕ(·, x, u), u(·)) is a periodic controlled trajectory and
> 0 are the positive Lyapunov exponents at (u, x) (counted several times according to their multiplicities), then
where (dϕ t,u )
M denotes the induced linear operator between the full exterior algebras of T x M and T ϕ(t,x,u) M .
Proof:
We prove the proposition in two steps.
Step 1. The function defined by
is a subadditive cocycle over the control flow on U × M , i.e.,
This is an easy consequence of the cocycle property of ϕ together with the chain rule and the subadditivity of operator norms. We remark that here neither continuity of the control flow nor of the cocycle α is required. We want to prove the following. For every compact set K ⊂ M there is a constant C ≥ 0 so that
To this end, note that with the operator norm induced by the standard norms on the exterior algebras,
where
Here we use that the greatest singular value of an operator is equal to the operator norm, and we write λ max (S∇F u (·)) for the maximal eigenvalue of the symmetrized covariant derivative (using Wazweski's inequality, cf. Boichenko, Leonov and Reitmann [2] ). This completes the first step.
Step 2. Let τ denote the period of (ϕ(·, x, u), u(·)). By the fundamental lemma of Floquet theory there exists a linear operator R :
Hence, the Lyapunov exponents are the real parts of the eigenvalues of R. Writing t > 0 as t = 2τ n(t) + r(t) with n(t) ∈ N 0 and r(t) ∈ [0, 2τ ), we obtain
Here we use that the periodic orbit ϕ(R, x, u) is compact and hence, by Step 1, α r(t) (u, x) is bounded by a constant independent of t. Similarly, one shows
We can write
where R j is the j-th derivation operator induced by R. Writing Re(λ 1 ) ≥ · · · ≥ Re(λ d ) for the real parts of the eigenvalues of R and ρ(·) for the spectral radius of an operator, we find
Re(λ i ).
Since the real parts of the λ i are the Lyapunov exponents, it follows that lim sup
and the proof is complete.
In the rest of this subsection, we assume that D is a control set with nonempty interior and compact closure such that
3.10 Lemma: For every x ∈ int D there exists a regular periodic controlled trajectory (ϕ(·, x, u), u(·)) with u ∈ int U.
Proof: From Corollary 3.8 the existence of a smooth control function
Since (8) implies local accessibility on int D and approximate controllability holds on D, we find a piecewise constant control function u 2 with values in int U such that
The appropriate concatenation of u 1 and u 2 yields a periodic control function u of period τ := τ 1 + τ 2 such that the corresponding trajectory ϕ(·, x, u) is τ -periodic as well. From Proposition 3.1 it follows that (ϕ(·, x, u), u(·)) is regular on [0, τ ] and Lemma 3.2 yields u ∈ int U.
The following approximation result allows us to get rid of the regularity assumption in Theorem 3.3.
3.11 Proposition: Let (ϕ(·, x, u), u(·)) be a τ -periodic controlled trajectory with (u, x) ∈ int U ×int D. Moreover, let β : R×(U ×M ) → R + be a nonnegative subadditive cocycle over the control flow such that for all T > 0, y ∈ M and u 1 , u 2 ∈ U it holds that
Then for every ε > 0 there exists a regular periodic controlled trajectory (ϕ(·, x, u * ), u * (·)) with u * ∈ int U and period τ * > 0 so that
Proof: For the given periodic trajectory we construct a family of approximating trajectories. By Lemma 3.10 there exists a regular periodic controlled trajectory (ϕ(·, x, v), v(·)) with v ∈ int U and period ρ > 0. For every N ∈ N we define
, and we extend u N (N τ + ρ)-periodically. By construction and Lemma 3.2, u N is an admissible control function in int U. Moreover, by Proposition 3.1, u N is regular on [0, N τ + ρ]. Using subadditivity of β and (9), we find
Hence, for given ε > 0 we can choose N sufficiently large so that
The assertion follows with u * = u N and τ * = N τ + ρ.
Applying this approximation result to the subadditive cocycle defined in (7) yields the following estimate.
3.12 Proposition: For every compact set K ⊂ D we have
where the infimum runs over all φ-periodic points (u, x) ∈ int U × int D.
Proof: Let (ϕ(·, x, u), u(·)) be a τ -periodic controlled trajectory with (u, x) ∈ int U × int D and consider the subadditive cocycle α t (u, x) = log + (dϕ t,u ) ∧ x . By Proposition 3.9 we know that
exists. Hence, we can choose n 0 ∈ N large enough so that
Since α is nonnegative and satisfies assumption (9) of Proposition 3.11, there exists a regular τ * -periodic trajectory (ϕ(·, x, u * ), u * (·)) with
The sequence n → α nτ * (u * , x) is easily seen to be subadditive, which (using Fekete's subadditivity lemma) implies
Now Theorem 3.3 together with Proposition 3.9 gives
Since ε can be chosen arbitrarily small, this completes the proof.
The next approximation result enables us to drop the periodicity assumption in Theorem 3.3.
Proposition:
Let β : R × (U × M ) → R + be a nonnegative subadditive cocycle over the control flow satisfying the following assumptions.
(a) For every compact set
(b) For all T > 0, y ∈ M and u 1 , u 2 ∈ U it holds that
Then for every ε > 0 there exists a τ * -periodic controlled trajectory (ϕ(·, x, u * ), u * (·)), u * ∈ int U, for some τ * > 0 with
Proof: Let (t n ) n∈N be a sequence of positive times with t n → ∞ such that
Define the first hitting time
By a general fact we have τ < ∞ (cf. . There is n 1 ∈ N such that for all n ≥ n 1 and T ∈ [0, τ ],
By definition of τ we can choose a control v : [0, T ] → U with T ≤ τ and ϕ(T, ϕ(t N , x, u), v) = x, and we may assume that v is piecewise constant taking values in int U . Let
and extend u * τ * -periodically. Then (ϕ(·, x, u * ), u * (·)) is a τ * -periodic controlled trajectory with (u * , x) ∈ int U × int D. We obtain
which completes the proof.
The subadditive cocycle defined in (7) satisfies the assumptions of the above proposition, which yields the main result of this section.
3.14 Theorem: Assume that the control system Σ satisfies the regularity assumption (8) on a control set D with nonempty interior and compact closure. Then for every compact set K ⊂ D it holds that
where the infimum runs over all (u, x) ∈ int U × int D such that ϕ(t, x, u) is contained in a compact subset of int D for all t ≥ 0.
Proof: We apply Proposition 3.13 to the subadditive cocycle α t (u, x) = log
Given a trajectory ϕ(·, x, u) with values in a compact subset of int D and ε > 0, we find a τ * -periodic controlled trajectory (ϕ(·, x, u * ), u * (·)) with u * ∈ int U such that
Then Proposition 3.12 yields
implying the assertion.
The following corollary shows that for control-affine systems the strong jet accessibility assumption (8) can be weakened to local accessibility.
Corollary:
Assume that the system Σ is control-affine, i.e.,
. . , f m and a compact and convex control range U with 0 ∈ int U . Then Theorem 3.14 also holds under the assumption that the system satisfies the classical accessibility rank condition on int D, i.e., if the Lie algebra generated by f 0 , f 1 , . . . , f m has full rank at every
Proof: The proof is subdivided into two steps.
Step 1. For each γ > 1 we consider the time-transformed system
The trajectories of Σ γ are just time reparametrizations of the trajectories of Σ. To show this, for every
It is clear that σ v is locally absolutely continuous with σ(0) = 0. The inequality v(s) ≥ 1/γ > 0 implies that σ v is strictly increasing with σ v (t) → ±∞ for t → ±∞. We claim that
where ϕ γ is the transition map associated with Σ γ . Indeed, for almost all t ∈ R,
Then uniqueness of solutions yields (14) . From this identity it can easily be seen that a control set D of Σ is also a control set of Σ γ . We claim that the invariance entropies of an admissible pair (K, D) w.r.t. Σ and Σ γ satisfy
To prove this, let S ⊂ V γ × U be a (τ, K, D)-spanning set for Σ γ . Then
Step 2. We show that the time-transformed systems Σ γ satisfy the strong accessibility rank condition if Σ satisfies the classical accessibility rank condition. The strong accessibility algebra of Σ γ contains the differences
and hence it contains the vector fields f 1 , . . . , f m as well as
. . , f m ) has full rank at every point in int D by assumption, the same holds for the strong accessibility algebra of Σ γ . Since the systems Σ γ are polynomial in u, we have equalities in (3). Hence, Theorem 3.14 can be applied to Σ γ for every γ > 1. This gives
Letting γ → 1 in (15) then implies the assertion.
Lower Bounds for Hyperbolic Sets
In this section, we derive a lower bound for the invariance entropy of a hyperbolic controlled invariant set. The proof of this result is mainly based on an estimate of the volumes of Bowen-balls, a skew-product version of the well-known BowenRuelle volume lemma. In the following subsection, we provide a detailed proof of this lemma.
The Volume Lemma
First we prove a version of the Bowen-Ruelle volume lemma for skew products and apply it to control-affine systems. This lemma can be found in Liu [13] in a special formulation for discrete-time random hyperbolic sets. Here we will give a detailed proof in the deterministic case. We prove the lemma for discrete-time skew-products and then transfer it to the continuous-time case via discretization.
We consider a discrete-time skew-product
where B is a compact metric space and (M, g) a Riemannian manifold. Moreover, we assume the following:
(i) The base map θ : B → B and the cocycle ϕ :
(ii) For every k ∈ Z and b ∈ B, the map
, is a C 2 -diffeomorphism and both its first and its second derivative depends continuously on (b, x).
Let Q ⊂ M be a compact set such that for every x ∈ Q there exists b ∈ B with ϕ(Z, x, b) ⊂ Q. Then we define the lift of Q to B × M by
It is easy to show that Q is a compact φ-invariant set. We further assume that for every (b, x) ∈ Q there exists a splitting
with the following properties:
(a) The subspaces E ± b,x are invariant, i.e., for all (b, x) ∈ Q and k ∈ Z,
(b) There are constants c ≥ 1 and λ ∈ (0, 1) such that
(c) The subspaces E ± b,x vary continuously with (b, x), i.e., the projections π
For every b ∈ B and n ∈ N 0 we introduce the Bowen-metric
where n ≥ 2, and [n/2] ≤ i ≤ n.
Proof: Obviously, we have p 1 (0) = 0 and p 1 (x) ≥ 0 for all x ∈ [0, 1]. For x > 0 we obtain by Bernoulli's inequality that
Also p 2 satisfies p 2 (0) = 0 and p 2 (x) ≥ 0 for x ∈ [0, 1]. For n ≥ 2 and x ∈ (0, 1), using Bernoulli again, we can show that
Now it suffices to show that both factors are between 0 and 1. For the first one we have
and for the second one
The proof is finished.
Volume lemma:
Assume that the dimensions of the subspaces E ± b,x are constant on Q and that the constant c in (b) equals 1. Then for every sufficiently small ε > 0 there exists C ε ≥ 1 such that for all (b, x) ∈ Q and n ≥ 0,
Proof: The proof is subdivided into nine steps.
Step 1. In the first step we prove three claims.
(i) There exists a constant K ≥ 1 such that for all (b, x) ∈ Q and
This is proved as follows. We have v ± = π (16) holds for all K ≥ 1 bigger than the maximum of these two suprema. The lower estimate follows from the triangle inequality |v| ≤ |v
(ii) There is r 0 > 0 such that for any (b, x) ∈ Q the maps
Since Q is compact, we find r 1 > 0 such that exp x is defined on the closed r 1 -ball around 0 x ∈ T x M for every x ∈ Q. 
where the Lipschitz constants are taken w.r.t. | · |. To show (17), we use the chain rule, which, e.g., gives
Since the right-hand side is continuous in (b, x, v) and the subset of T M consisting of all vectors v with |v| ≤ r 0 and v ∈ T x M for some x ∈ Q is compact, we find that there exists a bound as claimed (analogously for ϕ − b,x ). For the proof of (18) we use the assumption that the second derivative of ϕ 1,b depends continuously on (b, x). This implies that the same is true for the maps ϕ b,x and hence the first derivative is Lipschitz continuous and the Lipschitz constants (the norms of the second derivatives) are bounded on the compact set considered here (analogously for ϕ − b,x ).
Step 2. In the second step we fix some constants. Let u be the common dimension of the subspaces E + b,x and put A 1 := 4u(2A 0 )
u . Fix an ε 0 > 0 with
where the latter is equivalent to 1 − λ > ε 0 (1 + λ + ε 0 ). Define
Choose β ∈ (0, 1) such that β ≥ max{α, µ} and 1 − β 2 ≤ β.
Finally, choose r > 0 such that
and for any (b,
where R b,x is defined as the restriction of
x is defined analogously, and the Lipschitz constants are taken w.r.t. the norm | · |. Define for (b, x) ∈ Q and n ≥ 0
Step 3. We claim that for all (b, x) ∈ Q, n ≥ 0 and v ∈ D b (x, n, r) it holds that
Writing the derivative of ϕ b,x at 0 x ∈ T x M in the form
by invariance of the subbundles E ± , we can express ϕ b,x as 
Analogously, one shows
Estimate (22) now follows from an iterated application of (24) and (25), where the number of iterations is min{k, n − k}. For instance, let n = 5, k = 2. Then
and analogously
Since we assume v ∈ D b (x, n, r), all the norms in these inequalities are bounded by Kr, implying
For arbitrary n and k the proof works analogously.
Step 4. Let (b, x) ∈ Q and v ∈ T x M with |v| ≤ r. Assume that V is a subspace of
To show that θ 1 (v, V ) is defined, we need to verify that
> |w
This gives W ∩ E − φ1(b,x) = {0} as desired. To prove (26), note that for every w ∈ V , by (23), we can write
The map L W satisfies
Hence, we can conclude
where we use (dR b,
and (18). Furthermore,
Hence, to prove (26) it suffices to show that
To this end, let κ := KA 0 |v| and ρ := θ 0 (V ). Then the above is equivalent to
A simple computation shows that for κ = 0 the last inequality holds:
. By (20) we have κ ≤ KA 0 r ≤ ε 0 /4. Since the left-hand side of the inequality is a quadratic polynomial in κ whose highest-order coefficient (1 + ρ) is positive, it suffices to prove that the inequality holds for κ = ε 0 /4:
For ρ = 0 this is easily seen to be true. We check it for ρ = 1:
Using (19) we find
Thus, it suffices to show that
This is equivalent to 1 ≤ (λ + ε 0 )(λ −1 + ε 0 /2), which is obviously true. The lefthand side of (27) is a quadratic polynomial in ρ with highest-order coefficient µε 0 /4 > 0. Thus, the inequality holds for all ρ ∈ [0, 1], concluding Step 4.
Step 5. We claim that θ 0 (V ) ≤ A −1 1 and |v| ≤ r implies
Let e 1 , . . . , e u be an orthonormal frame of E + b,x and note that θ 0 (V ) ≤ A
Analogously, using (17), one shows 
With these estimates and uA
Using these estimates together with the fact that
Here we use that (1 + x/4) ≤ (1 + x)(1 − x/4) for all x ∈ [0, 2] and
The proof for the lower estimate works analogously.
Step 6. We claim that there exists a constant B ≥ 1 such that for all (b, x) ∈ Q and n ≥ 0 it holds that
whenever v ∈ D b (x, n, r) and θ 0 (V ) ≤ A 
For the induction step, we first show that θ 0 (V ) ≤ A −1 1 ] this is done as follows.
and (30) imply that
1 . The last inequality follows from Lemma 4.1. Similarly, for [n/2] ≤ i ≤ n,
which also follows from Lemma 4.1. Now, for the induction step note that
Next we have to distinguish two cases. Let us first assume 1 ≤ i ≤ [n/2]. Then the induction hypothesis together with (22) gives
This is the desired estimate if i + 1 ≤ [n/2]. Otherwise, i = [n/2] and thus
Note that the last inequality is equivalent to ] which is trivially satisfied if n is even and for odd n reads 1 − β 2 ≤ β, which holds by the choice of β. Now assume i > [n/2]. In this case,
This finishes the proof of (30). Now we can prove (29). Using the sum formulas
we can sum up the terms on the right-hand side of (30) for i = 1, . . . , n. If this sum turns out to be uniformly bounded (w.r.t. n), the claim follows from (28) and the chain rule. Since we only need an upper bound, we may forget about the constants. For simplicity, only consider the case where n = 2k is even:
We want to show that the sum of these terms is bounded as k goes to infinity. All the terms in which k only appears as an exponent are bounded from below and above, since β ∈ (0, 1). Hence, we only have to take care of the terms in which k appears as a coefficient. Summing up these terms gives
We can treat the denominator as a constant and the counter as a polynomial with parameter k. This polynomial has value 1 at x = 0 and value 0 at x = 1. Moreover, its derivative can be written as kx
, from which we see that it is decreasing on [0, 1] and hence bounded independently of k. Applying the chain rule to express the determinants in (28) as products now implies the existence of the constant B.
Step 7. Let 0 < ρ ≤ r/2 and define for each (b, x) ∈ Q the set
where B ± b,x (ρ) = {v ∈ E ± b,x : |v| < ρ}. Then we prove the following claim. If
To this end, consider for given h the map
We show that G is injective. Take
This map actually takes values in
A similar estimate shows that F is a contraction with contraction constant λε 0 < 1. Hence, there is a fixed point v * = F (v * ), which is equivalent to G(v * ) = v 0 (note that we can extend F to the closure of B 
It is easy to see that k is a 
Using (26), we find
1 + 2KA 0 ρ, and therefore
This implies Lip(k)
Step 8. Let 0 < ρ ≤ r/2. We claim that there exists a constant K ρ > 0 such that for all (b, x) ∈ Q it holds that
1 , where m x,h denotes the Lebesgue measure on Graph(h) induced by its inherited Riemannian metric as a submanifold of T x M (with the Riemannian inner product ·, · ). We have
where λ i ((dh) * v (dh) v ) are the eigenvalues of (dh) * v (dh) v , i.e., the singular values of (dh) v . Taking the maximum over all (b, x) in the compact set Q, we find a uniform upper bound for m x,h (Graph(h)). Analogously,
which gives a uniform lower bound.
Step 9. Again let 0 < ρ ≤ r/2. Fix (b, x) ∈ Q and n ≥ 0. For a given
where · φ1(b,x) is the maximum norm introduced in Step 1. Note that C(v − , n, ρ) is the graph of a constant function and
Step 8 we obtain 
Therefore, writing E b,x for the inner product space (T x M, · b,x ) and defining
it holds by Fubini's theorem that
Here m x denotes the Lebesgue measure on T x M associated with the Riemannian inner product and C ′ ρ is a number depending on ρ. The assertion of the volume lemma now follows from the observation that for 0 < ε < r/(2K) one has
for all (b, x) ∈ Q and n ≥ 0, and the volume distortion affected by exp x is uniformly bounded on uniformly small balls over the compact set Q. The first inclusion in (32) is shown as follows. Assume ϕ
To see the second inclusion, assume ̺(ϕ(k, y, b), ϕ(k, x, b)) < ε for k = 0, 1, . . . , n. Then v := exp −1
x (y) is defined and
This completes the proof.
Remark:
The proof of the volume lemma is essentially modelled according to the outline given in Liu [13] . Several details of the proof are taken from Qian and Zhang [16] who prove a volume lemma for hyperbolic sets of non-invertible maps. Note that the assumption c = 1 can be removed by considering an iterate φ m for m large enough instead of φ.
The Main Result
Now we consider the general control-affine system
where f 0 , f 1 , . . . , f m are C 2 -vector fields and the set of admissible control functions is given by U = {u : R → R m : u measurable with u(t) ∈ U a.e.} with a compact and convex control range U ⊂ R m . Recall that the control flow
is a continuous skew-product flow with compact base space U. From the assumptions it follows that ϕ is of class C 2 in the x-component and the first and second derivatives depend continuously on (t, x, u) ∈ R × M × U (cf. [10, Thm.
1.1]).
We say that a compact set Q ⊂ M is full-time controlled invariant if for each x ∈ Q there exists u ∈ U with ϕ(R, x, u) ⊂ Q. Then the set
called the full-time lift of Q, is a compact φ-invariant set. We assume that the state space M is endowed with a Riemannian metric.
Definition:
A compact full-time controlled invariant set Q ⊂ M is called uniformly hyperbolic if for each (u, x) ∈ Q there exists a decomposition
satisfying the following properties:
(H2) There exist constants c, λ > 0 such that for all (u, x) ∈ Q we have
(H3) The linear subspaces E ± u,x vary continuously with (u, x), i.e., the projec-
As for classical hyperbolic sets (of autonomous dynamical systems), it can be shown that (H3) actually follows from (H1) and (H2). In particular, the subspaces E ± u,x are the fibers of subbundles E ± → Q of the vector bundle Though formulated for discrete-time skew-product systems, the volume lemma can be applied to Σ a via time-discretization of the control flow. The assumption that the dimensions of the subspaces E ± u,x are constant over Q is automatically satisfied if Q is connected. This is the case, e.g., if Q is a chain control set, because then Q is a maximal φ-invariant chain transitive set. The assumption that the constant c be equal to 1 is satisfied if the time step in the discretization is chosen large enough. For the system Σ a , the Bowen-metrics are defined by
and we denote the Bowen-balls of order τ > 0 by B τ u (x, ε). Writing
for the unstable determinant, the volume lemma reads as follows.
Lemma:
Consider the control-affine system Σ a and assume that Q ⊂ M is a compact full-time controlled invariant set which is uniformly hyperbolic. If the dimensions of the subspaces E ± u,x are constant on Q, then for every sufficiently small ε > 0 there is C ε ≥ 1 such that for all τ ≥ 0 and (u, x) ∈ Q,
In order to prove our main result, we use the property of additive cocycles described in the following proposition.
4.6 Proposition: ([11]) Let Φ : R×X → X be a continuous flow on a Hausdorff space X and a : R × X → R be a continuous additive cocycle over Φ, i.e., a(t + s, x) ≡ a(t, x) + a(s, Φ(t, x)). Given a compact Φ-invariant set K ⊂ X,
4.7 Proposition: Let Q be a compact full-time controlled invariant set of the control-affine system Σ a with full-time lift Q. Further assume that for every u ∈ U there exists at most one x = x(u) ∈ Q such that (u, x(u)) ∈ Q. Let U Q ⊂ U be the set of all u ∈ U such that x(u) exists. Then the map
is a topological conjugacy between the shift flow restricted to U Q and the control flow restricted to Q. If additionally U Q = U and Q is a chain control set such that local accessibility holds on int Q = ∅, then Q is the closure of a control set.
Proof: Note that U Q is a compact shift-invariant set, since it is the projection of the compact φ-invariant set Q to U. The map σ is obviously bijective with continuous inverse σ −1 (u, x) = u. Since both U Q and Q are compact metric spaces, it is a homeomorphism. The conjugacy identity reads x(θ t u) = ϕ(t, x(u), u), which holds by assumption, since both sides of the equation are points, which are kept in Q by the control function θ t u. For the second assertion, we use that the shift flow is topologically mixing (see [5, Prop. 4.1.1]). Then the first assertion implies that also the control flow on Q is topologically mixing. Intuitively, this means that the dynamics on Q is indecomposable, and projecting to M it means that complete approximate controllability holds on the interior of Q. Maximality follows from the fact that Q is a chain control set. This is made precise in [5, Thm. 4.1.3], which immediately implies the assertion. Now we are in position to prove the main theorem of this section.
Theorem:
Let Q be a hyperbolic set of the control-affine system Σ a with full-time lift Q such that the dimensions of the stable and unstable subspaces are constant on Q. Further assume that for every u ∈ U there exists at most one x = x(u) ∈ Q such that (u, x(u)) ∈ Q. Then for every compact set K ⊂ Q of positive volume the invariance entropy satisfies
Proof: The proof is subdivided into three steps.
Step 1. For each u ∈ U and τ > 0 we define the set
We claim that
Indeed, since ϕ(t, x, u * ) only depends on the restriction of u * to [0, t] and ϕ(−t, x, u * ) only on the restriction of u * to [−t, 0] for any t > 0, for all t ∈ [−τ, τ ],
Hence, it follows that
Conversely, if x ∈ Q ± (u, τ ), we can find u 1 , u 2 ∈ U such that the function
satisfies (u * , x) ∈ Q, implying x = x(u * ). This completes the proof of (33).
Step 2. Let ε > 0, u 0 ∈ U Q . By continuity of u → x(u) there exist δ > 0 and
Then there is τ 0 > 0 with
Hence, x(u * ) ∈ B(x(u 0 ), ε/2). We also have x(u) ∈ B(x(u 0 ), ε/2), which gives x(u * ) ∈ B(x(u), ε) and hence
Letting u 0 range through U Q , the open sets V δ(u0),u0 cover U Q . By compactness, we can pick a finite subcover. This implies the existence of τ 0 > 0 such that
Step 3. Now consider the invariance entropy. If S ⊂ U is a minimal (w.l.o.g. finite) (τ, K, Q)-spanning set, then
We may assume that S ⊂ U Q , since, by minimality, for every u ∈ S there exists x ∈ Q with ϕ([0, τ ], x, u) ⊂ Q and u can be modified outside of [0, τ ] in such a way that ϕ(R, x, u) ⊂ Q, implying u ∈ U Q . It is easy to see that
Consider an arbitrary T > 0 and t ∈ [0, T ]. Then
Combining this with (34), we find that for every ε > 0 there exists a τ > 0 such that for all u ∈ U Q and T > 0,
Using the conjugacy σ and putting y := x(θ τ u), v := θ τ u, we find that the right-hand side is the Bowen-ball B T v (y, ε). For sufficiently small ε, the volume lemma thus implies
where we use that | det(dϕ −1 τ,u ) x | is uniformly bounded on a small neighborhood of the compact set Q. If S 2τ +T is a minimal finite (2τ + T, K, Q)-spanning set, then from (35) we get
where we use Proposition 4.6 to interchange the lim sup and the infimum. (Note
| is a continuous additive cocycle over φ.)
Remark:
The assumption that for each u there exists at most one x(u) is in particular satisfied for small (hyperbolic) control sets that arise around hyperbolic equilibria of uncontrolled systems by adding suitable control terms. This corresponds to the well-known structural results about random hyperbolic sets arising by small random perturbations of Axiom A diffeomorphisms (cf. Liu [13, Thm. 1.1]). The existence of a small control set around an equilibrium follows from Colonius and Kliemann [5, Cor. 4.1.7] under the inner pair condition. We also note that the preceding proof can partially be extended to non-hyperbolic sets under the assumption that the map u → Q ∞ (u) := {x ∈ Q : ϕ(R, x, u) ⊂ Q} is continuous with respect to the Hausdorff metric on the space of compact subsets of Q. In this case, we have to deal with escape rates from small neighborhoods of compact sets for non-autonomous dynamical systems (instead of volumes of Bowen-balls). However, even in the autonomous case there is not much known about such escape rates except for the hyperbolic case (see, e.g., Young [20] and Demers, Young [8] ).
Entropy of Hyperbolic Chain Control Sets
In this section, we prove that the inequality in Theorem 4.8 becomes an equality for a hyperbolic chain control set. One of the main ingredients in the proof is a shadowing lemma for the shift flow, proved in the following subsection.
A Shadowing Lemma for the Shift Flow
In the following, we prove a shadowing lemma for the shift flow and show that it reduces the computation of the Lyapunov spectrum of an additive cocycle to the evaluation of the cocycle on periodic points. First we prove a shadowing lemma for discrete-time shifts that is essentially taken from Akin [1] .
Let (X, d) be a compact metric space. On X Z we consider the product topology, which is compatible with the metric
with min{a, 1/0} = a by convention. One easily sees that
We denote by s the shift homeomorphism on X Z , s((ξ n )) = (ξ n+1 ). An ε-chain of s is a sequence {ξ
for some N ∈ N and all i ∈ Z.
Proposition:
For every ε > 0 there exists δ > 0 such that every δ-chain of s is ε-shadowed by an orbit. Moreover, if the δ-chain is periodic, the shadowing orbit is periodic as well (with the same period).
Proof: For given ε ∈ (0, 1) let δ ∈ (0, ε 2 ) and assume that {ξ
This is proved as follows. For |j| < 1/δ, using the triangle inequality, we get
where the summation is over 0 ≤ k < j if j > 0 and over j ≤ k < 0 if j < 0. Because |k| ≤ |j| < 1/δ, (36) implies that each term is bounded by δ, because {ξ i } is a δ-chain. Therefore, |j| < 1/δ implies
Hence, the shadowing point η is a periodic sequence and therefore its orbit under the shift is periodic. Now we consider the continuous-time shift θ : R × U → U, (t, u) → θ t u, on the set U of admissible control functions, which is a chain transitive dynamical system on a compact metrizable space. By d U we denote a fixed metric on U, compatible with the weak * -topology. We can identify U with a product space X Z , where X := {u : [0, 1] → R m : u is measurable with u(t) ∈ U a.e.}, and the bijection
is used to identify elements of U with sequences. We endow X with the weak
* and X Z with the corresponding product topology. Then α becomes a homeomorphism. Since U and X Z are compact metric spaces, it suffices to show continuity. Let (u (n) ) n≥1 be a sequence in U converging to some u ∈ U. Note that the sequence α(u (n) ) converges to α(u) iff α(u (n) ) k converges to α(u) k for every k ∈ Z. But this is clearly the case, since
Moreover, α is obviously a topological conjugacy between the time-one-map θ 1 : U → U of the shift flow and the shift homeomorphism s : X Z → X Z . The next corollary immediately follows.
Corollary:
The shift flow θ : R × U → U satisfies the following shadowing property. For every ε > 0 there is δ > 0 such that for every bi-infinite sequence
If (u i ) i∈Z is periodic with period n, then so is u.
Now consider the following more general version of chains. An (ε, T )-chain for θ is given by n ∈ N, points u 0 , . . . , u n ∈ U and times T 0 , . . . ,
. . , n − 1. Let a : R × U → R be a continuous additive cocycle over θ. Then the Morse spectrum of a is defined as follows. To every (ε, T )-chain ζ we associate the finite-time Morse exponent
Then the Morse spectrum of a is given by
By San Martin and Seco [17, Thm. 3.2(2)], the Morse spectrum is the same if one only considers chains with integer times T i ∈ N. But then we may assume that T i = 1 for all i by adding trivial jumps. Moreover, by [11, Lem. 8] , periodic chains are sufficient to obtain the Morse spectrum. Hence, we only need to consider chains of the form u 0 , u 1 , . . . , u n with d U (θ 1 u i , u i+1 ) ≤ ε for i = 0, 1, . . . , n − 1 and u 0 = u n . We call such chains regular periodic ε-chains. On the other hand, the Lyapunov spectrum Λ Ly (a) of a is defined as follows. An a-Lyapunov exponent is a limit of the form λ(u) := lim Proof: The map a(1, ·) is uniformly continuous on the compact space U. Hence, for given α > 0 there is ε > 0 such that
Let λ := min Λ Mo (a) and choose δ = δ(ε) according to the periodic shadowing property in Corollary 5.2. There exists a regular periodic δ-chain ζ = (u 0 , . . . , u n ) with |λ − λ(ζ)| ≤ α/2. The chain ζ is ε-shadowed by the orbit of an n-periodic u * . Then
and we have (using the cocycle property of a)
Putting everything together, we end up with |λ − λ(u * )| ≤ α, showing that λ can be approximated by Lyapunov exponents of periodic points.
The Main Result
In the following, we consider a control-affine system
We assume that Q is a hyperbolic chain control set of Σ with nonempty interior. Moreover, we make the following assumptions:
(a) The vector fields f 0 , f 1 , . . . , f m are smooth and the Lie algebra rank condition (for local accessibility) is satisfied on int Q.
(b) For each u ∈ U there exists a unique x(u) ∈ Q with (u, x(u)) ∈ Q.
Recall that condition (b) implies that the map u → (u, x(u)) is a topological conjugacy between the shift on U and the control flow on Q, and that (a) and (b) together imply that Q is the closure of a control set D (see Prop. 4.7). For the proof of our main result, we need a series of approximation lemmas.
Lemma:
The set C ∞ (R, int U ) is dense in U w.r.t. the weak * -topology.
Proof: By Sontag [18, Rem. C.1.2] we can approximate a given u 0 ∈ U pointwise almost everywhere by C ∞ -functions with values in int U on every compact subinterval of R.
Using smooth cut-off functions, we may assume that the f n (t) ∈ int U for all t ∈ R, since U is convex and 0 ∈ int U . Now take a neighborhood of u 0 of the form
Consider for each i ∈ {1, . . . , l} the sequence (v
On [−k, k] this sequence converges almost everywhere to u 0 , x i . Moreover,
Hence, the theorem of dominated convergence yields
Consequently, we may choose n large enough so that
and we can conclude that
Since the family of all such neighborhoods forms a subbasis of the weak * -topology on U, the proof is complete.
Let u ∈ L 1 (R, R m ) and let σ n : R → R be a sequence of diffeomorphisms satisfying the following assumptions:
(i) The sequences σ n and σ Then for every τ > 0 we have
Proof: For a continuous u, the first statement is trivial. If u is an arbitrary element of L 1 (R, R m ), then there exists a sequence u k of continuous functions
The first integral can be re-written as
n (s) ≤ 1+ε for all n ≥ n 0 and s in an interval of the form [−ρ, τ + ρ], ρ > 0. Then let n 1 ≥ n 0 with σ
Finally, choose n 2 ≥ n 1 large enough that
completing the proof of the first statement. The second statement easily follows from the first one, if z is continuous. For an arbitrary z ∈ L 1 (R, R m ), let z k be continuous with R |z k (t) − z(t)|dt → 0. Then Choose k large enough that the first integral is < ε/[4 u ∞ ] and then choose n large enough for the second one to become smaller than ε/2.
The main approximation lemma needed to prove the desired formula for the entropy of Q reads as follows.
5.6 Lemma: Let (u, x) ∈ Q be a τ -periodic point of the control flow for some τ > 0. Then there exist sequences τ n → τ and u n ∈ U such that each u n is τ n -periodic, (u n , x(u n )) ∈ int U × int Q and (u n , x(u n )) → (u, x).
Proof: The proof is subdivided into five steps.
Step 1. For some γ > 1 consider the time-transformed system Σ γ :ẋ(t) = v(t) f 0 (x(t)) + It follows that D is also a control set of Σ γ . Moreover, we know that Σ γ satisfies the strong accessibility rank condition on int Q, since Σ satisfies the classical accessibility rank condition on this set.
Step 2. By Corollary 3.8, the set of universally regular control functions for Σ γ is dense in C ∞ (R, (1/γ, γ) × int U ) with respect to the C ∞ -topology. Let 1 denote the constant function with value 1. Then we find universally regular (v n ,ū n ) ∈ C ∞ (R, (1/γ, γ) × int U ) with v n → 1 in the C ∞ -topology andū n → u in the weak * -topology, since Lemma 5.4 guarantees that u can be weakly * -approximated by functions in C ∞ (R, int U ). Now we define the desired sequences as follows. Put τ n := σ vn (τ ), u n (t) :=ū n • σ −1 vn (t) for all t ∈ [0, τ n ], and extend u n τ n -periodically. Since τ n = τ 0 v n (s)ds and v n → 1 in C ∞ , it follows immediately that τ n → τ . Since u n (R) = u n ([0, τ n ]) =ū n ([0, τ ]) =: K andū n is continuous with values in int U , Lemma 3.2 implies u n ∈ int U.
Step 3. We show x(u n ) ∈ int Q. Note that ϕ(τ n , x(u n ), u n ) = x(θ τn u n ) = x(u n ), implying x(u n ) = ϕ(σ vn (τ ), x(u n ), u n ) = ϕ γ (τ, x(u n ), (v n ,ū n )).
Since (v n ,ū n ) is universally regular for Σ γ , the linearization of Σ γ along the controlled trajectory (ϕ γ (·, x(u n ), (v n ,ū n )), (v n (·),ū n (·))) is controllable, implying local controllability along this trajectory. Hence, x(u n ) cannot be an element of the boundary ∂Q = ∂D, because this would lead to trajectories of Σ γ that leave D and then return to D, in contradiction to the no-return property.
Step 4. We prove that for each j ∈ Z the sequence β n (t) := σ −1 vn (t + j(τ − τ n )), β n : R → R, is a sequence of diffeomorphisms such that both β n and β Since τ n → τ and v n → 1 in C ∞ , it follows that β −1 n converges locally uniformly to the identity. Since (d/dt)β −1 n (t) = v n (t), it follows that local uniform convergence also holds for the derivative. The convergence β n → id holds, since |β n (t) − t| = |s − β Step 5. It remains to prove u n → u (which by continuity implies x(u n ) → x(u) = x). For a given y ∈ L 1 (R, R m ) we have to show R u n (t) − u(t), y(t) dt → 0.
To this end, we first choose k ∈ N large enough that R\[−kτ,kτ ] |y(t)|dt becomes small. Since τ n → τ , for sufficiently large n the intervals I vn (t − jτ n )) − u(t), y(t) dt .
In the integral we substitute t = s + jτ . Writing z j (s) := y(s + jτ ), β n (s) := σ −1 vn (s + j(τ − τ n )), and using τ -periodicity of u, this gives j(τn−τ )+τn j(τn−τ ) ū n (β n (s)) − u(s), z j (s) ds.
In the bounds between 0 and j(τ n − τ ) and between τ and j(τ n − τ ) + τ n , the corresponding integral becomes as small as we want for large n. Hence, it remains to estimate .
The integral S 1 can be estimated as follows. ū n (t) − u(t), z j (t) v n (t)dt .
From
Step 4 and Lemma 5.5 it follows that the first integral becomes small. For the second one it follows from weak * -convergenceū n → u and boundedness of v n . To see that S 2 becomes small, use Cauchy-Schwarz and Lemma 5.5.
Finally, we can prove the the main theorem of this section. 
where the infimum is taken over all periodic (u, x) ∈ int U × int Q. Now take an arbitrary periodic (u, x) ∈ Q and let τ > 0 be its period. By Lemma 5.6, there exist sequences u n ∈ int U and τ n → τ such that each u n is τ n -periodic, x(u n ) ∈ int Q and (u n , x(u n )) → (u, x). Then we have 1 τ n log det(dϕ τn,un )| E + un ,x(un ) → 1 τ log det(dϕ τ,u )| E + u,x(u)
, because both (t, u, x) → (dϕ t,u ) x and (u, x) → E + u,x are continuous. This implies that the estimate (39) also holds, when the infimum is taken over all periodic (u, x) ∈ Q. Note that α t (u, x) := log | det(dϕ t,u )| E + u,x | is a continuous additive cocycle over the control flow on Q. Using the topological conjugacy between the control flow on Q and the shift flow on U, Proposition 5.3 implies that h inv (K, Q) is bounded by the infimum of the full Lyapunov spectrum of α, concluding the proof of the upper estimate. To see that the upper limits lim sup(1/t)α t (u, x) are not smaller than the infimum of the Lyapunov spectrum, see [11, Cor. 2].
Remark:
Finally, we note that the assumption that for each u there exists a unique x(u) with (u, x(u)) ∈ Q is satisfied in the following two cases: (i) small control sets that arise around hyperbolic equilibria, and (ii) hyperbolic chain control sets of right-invariant systems on flag manifolds (see [7] ). These and more examples will be discussed in another paper.
