We consider a differentiated-goods Cournot competition where each agent learns about how much to produce. There are two types of agents: ignorant and informed. Ignorants do not know about the demand function for their products and naively assume prices for their products will remain the same as the previous period in the process of learning. Informed ones, on the other hand, know about the demand function, and learn how much to produce by myopically best responding against the quantities produced by others. We show that there are situations in which ignorants are more successful than informed (in a sense that they obtain a higher payoff than the latter). This occurs because of the way two types of agents learn to behave. Of course, there are situations where the opposite, the informed being richer than the ignorants, is true. The nature of strategic interactions determines which outcome prevails.
INTRODUCTION
Can less smart people become richer than smarter ones not by luck but due to the way they behave? We address this question by considering very simple worlds in which there are two types of adaptive agents: ignorant and informed. Agents of the former type do not know about the environment they face and learn what to do in a naive way, while agents of the latter type know quite a bit about the environment and learn what to do in a more sophisticated manner. We assume that none of the agents knows explicitly how others make their decisions (or learn). In this simple set up, we can say that informed ones are smarter than ignorants, although even informed ones are quite naive as they are not aware of (nor learn about) the heterogeneity among agents.
In particular, we consider a differentiated-goods Cournot competition where each agent learns how much to produce. An ignorant does not know about the demand function for his product and naively assumes the price of his product will remain the same as the previous period in the process of learning. An informed agent, on the other hand, knows about the demand function, and learns how much to produce by myopically best responding against the total quantity produced by others. That is, the informed agent considers the effect of his changing his production level on the price of his product in the process of learning, although the informed agent naively assumes that the others will keep their outputs fixed at the previous level.
We have chosen a Cournot competition because learning in this setting has been studied extensively both theoretically (including agent-simulation) and experimentally. The reason for this interest lies in the convergence properties of different learning models. For example, it has been shown that, under a homogeneous-good Cournot competition, while the best reply dynamics converge to Cournot-Nash equilibrium, an imitation-based learning (social learning) converges to Walrasian equilibrium (Vega-Redondo 1997 , Vriend 2000 , Vallée and Yildizoglu 2009 . This prediction has been tested experimentally and found comparative statics supports as well. See, for example, Huck, Normann, and Oechssler (1999) , Huck, Normann, and Oechssler (2000) , Offerman, Potters, and Sonnemans (2002) , Apesteguia, Huck, and Oechssler (2007) . What have not been investigated much are situations where agents are following heterogeneous adaptive rules. What we consider in this paper is one of such situations.
What we show in this paper is that there are situations where ignorants are more successful than informed agents (in a sense that they obtain a higher payoff than the latter). Thus the answer to the above question can be positive. In fact, in our simple world, when ignorants are more successful than informed, it is the behaviors of informed that allow the ignorants to outperform them. Of course, there are situation where the opposite, the informed being more successful than the ignorants, is true. We show that the nature of the strategic interaction among agents plays a crucial role in determining which outcome will prevail. Haltiwanger and Waldman (1985) and Haltiwanger and Waldman (1989) have shown the importance of the nature of strategic interaction, in particular, whether there exists strategic complementarity (positive feedback) or strategic substitution (negative feedback), in determining aggregate outcomes when agents are heterogenous in their depth of strategic thinking. This theoretical finding has been confirmed experimentally in such games as a price setting game (Fehr and Tyran 2008) , price-forecasting games (Heemeijer et al. 2009 , Bao et al. 2012 , and beauty contest games (Sutan and Willinger 2009) . Our choice of differentiated goods, instead of a homogeneous good, Cournot competition allows us to consider both the strategic substitutions and complementarities just by changing the value of one parameter.
In our model of differentiated goods markets, when the goods produced by agents are close substitutes (so that there exists strong strategic substitutions), then ignorants learn to produce the quantities that result in higher profits than informed agents. In fact, in such cases, while ignorants are, on average, learning to produce the quantity that equates the marginal cost and the price (thus producing more than the CournotNash equilibrium level), informed agents learn to respond by cutting back their productions (thus, informed agents produce less than the Cournot-Nash equilibrium level). This response by informed agents to cut back their productions is what makes ignorants richer than the informed agents. On the other hand, when goods are complements (so that there exists strategic complementarities), then, informed agents will learn to obtain higher profits than the ignorants. As in the case where goods are close substitutes, ignorants will learn to increase their productions up to the point where marginal cost is equal to the price. This increase in their productions, however, is detrimental to their profits (because it lowers the price of own good) while helps to increase the profits of others (by raising their prices) when goods are complements. When the degree of substitution among goods is low (thus the degree of strategic substitution is also low), an ignorant increasing his production reduces the profits of all the agents. But the negative effect to the profit is the largest for the ignorant increasing the production than for the others.
The rest of the paper is organized as follows: Section 2 introduces our model. Results of analyses, both computational experiments and mathematical ones, are summarized and discussed in Section 3. Section 4 concludes.
MODEL

Market
We consider a world with N agents that produce differentiated goods. Agent i is facing a market characterized by an inverse demand function such that
where q i in is the quantity produced by i, Q −i = ∑ j =i q j is the total production of agents other than i. We assume |c| ≤ |b|, 0 < b, and 0 a. One can easily see that when b = c, we are back to the homogeneous good oligopoly model. We assume c = 0 for an obvious reason, that is when c = 0, each agent is a monopolist and thus there is no interaction among agents. When c > 0 (c < 0), goods are substitutes (complements). We assume a quadratic cost function as in Vallée and Yildizoglu (2009) but without a fixed cost, i.e.,
with conditions d ≥ 0, e > 0 and d a. We will further assume that 2e + b + c(N − 1) > 0 to obtain non-negative quantities in symmetric Cournot-Nash and Walrasian equilibria.
With the inverse demand function (1) and the cost function (2), it is straight forward to verify that the symmetric Cournot-Nash equilibrium quantity (q C ) and price (p C ) are
and the quantity and the price at the symmetric Walrasian equilibrium where all the agents produces at q W such that its marginal cost is equal to the price (MC(q W ) = p W ) are
Adaptive Agents
We consider adaptive agents. That is, each agent learns how much to produce based on the outcomes in the past. As noted in the introduction, we consider two types of agents: Ignorant and Informed. Ignorant agents do not know about the demand function for their products and naively assume prices for their products will remain the same as previous period whenever they learn about how much to produce. Informed agents, on the other hand, know about the demand function they face, and learn how much to produce by myopically best responding against the total quantity produced by others in the previous period (thus, informed do not need to know the quantity supplied by each agent), that is, they consider the changes in prices of their products when they change their quantities assuming that all the others will keep their outputs fixed. Neither of them are sophisticated enough to find out why others are behaving in the way they do and to out-smart them. Note also that these agents do not try to copy the production level chosen by more profitable agents. Although there exists some reservation about the prevalence of such mimetic behavior in market set up based on experimental results (e.g, Bosch-Domènech and Vriend 2003), mimetic dynamics have been studied quite extensively in the literature. It would be an interesting future research to consider the interaction among our naive agents and such mimetic agents.
In particular, following the literature on agent-based model of learning in Cournot competition (Vriend 2000 , Arifovic and Maschek 2006 , Vallée and Yildizoglu 2009 , we apply the basic idea of the individual evolutionary learning (IEL) model (see Arifovic and Ledyard 2012 for a summary) in modeling how agents learn. IEL model is a convenient way to model adaptive learning when the number of strategies is very large. If there are only a few strategies, then we can use, for example, variants of the experienced weighted attraction (EWA) learning model (Camerer and Ho 1999) to implement similar learning processes. We assume that each agent is initially endowed with randomly selected S strategies (quantities) s ∈ [0, qMAX] where qMAX = 4.0 × q W (a, b, c, d, e, N) . This formulation of upper bound is an arbitrary one. We have tested with other values. Similar results can be obtained as long as the upper bound changes appropriately (not too far away nor not too close from the equilibrium quantities) with the equilibrium quantities. Let S i 0 be the initially generated strategy set for agent i. Each strategy (quantity) is represented by a binary string (chromosome) of length L. Therefore, there are 2 L possible strategies that equally divide the interval [0, qMAX]. For example, if L = 14, strategy 00000000000000 represents quantity 0 and strategy 11111111111111 represents quantity qMAX. At any point in time, each agent has S (not necessarily distinct) strategies out of these 2 L possible strategies in their strategy sets. In our version of IEL, learning takes place at two levels: within generation and across generations. Within a generation g, each agent i learns which s ∈ S i g to use in each period. We assume that one generation consists of T periods. Across generations learning is represented by the evolution of S i g from one generation to next by evolutionary selection. Thus, there are T periods between two evolutionary selections. This was called "GA rate" by Vriend (2000) . Below, we first describe the within generation learning and later across generations learning.
Learning within a Generation
Each period t, agent i in generation g whose strategy set is S i g decides which s ∈ S i g to choose according to the performance (attractiveness) of each strategy, A i s (t, g). That is agent i chooses its quantity (strategy) in period t of generation g, s i (t, g), according to a probability
β in Equation (5) represents the sensitivity of within a generation choice to within generation performance of each strategy up to period t. When β = 0, agent is choosing its quantity randomly from S i g each period. And when β → ∞, agent chooses the quantity that has resulted in the highest performance so far (from the beginning of the generation). This formulation using a logistic function is now commonly used in many behavioral models such as the EWA model (Camerer and Ho 1999) , the logit equilibrium (Goeree and Holt 2001) , and Quantal Response Equilibrium (McKelvey and Palfrey 1995) .
The performance (attractiveness) of a strategy s for agent i in generation g in period t, A i s (t, g), evolves based on its past performance as follows:
where A i s (0, g) = 0 for all i, g, and s ∈ S i g and
where Q −i (t, g) total quantity chosen by other agents, P i (t, g) is the realized price for agent i (Equation (1)), s i (t, g) is the strategy chosen by agent i in period t of generation g, and C(s) is cost of taking strategy s (Equation (2)). As noted above T is the length of one generation. As one can see from the equations of R i s (t, g) for Ignorant and Informed (Equation (7)), these two types of agents have different information and ideas regarding the functioning of the market. Ignorant agents assume the realized price in the previous period to be constant in evaluating potential profit they could have obtained if they have chosen other production levels (as can be seen by use of p i (t, g) in the equation). That is, ignorant agents don't consider the effect of their decisions on the market prices because they do not know and learn about the demand function they face. On the other hand, informed agents know the demand function they face, and take the effect of their decisions on the market prices into account. What these informed agents do not consider is the possibility of other agents changing their production levels (as can be seen by the use of Q −i (t, g) which takes the total production of others agents in the previous period given). It is clearly the case that neither type of agents is very sophisticated. Yet, between these two types, informed agents are more sophisticated than ignorant agents. We now turn to description of across generations learning based on an evolutionary selection.
Evolutionary Selections
As noted above, an evolutionary selection takes place every T periods to modify the strategy set of each agent: S i g . For each agent i, we select K strategies (out of S) by a tournament selection. The tournament takes place as follows: we randomly select (with replacement) S × τ strategies, and choose the strategy with the highest A i s (T, g) (shown in Equation (6)) among them. Here, τ ≤ 1 is called the selection pressure (Intensity of selection). We repeat this process for K times to select K strategies. These K strategies will be kept as they are in the next generation strategy set, S i g+1 . To introduce new S − K strategies into S i g+1 , we introduce crossover and mutation operation for (S − K)/2 randomly chosen strategy pairs (from above K). Crossover operation based on a pair of randomly chosen strategy is to take the first l bits of the chromosome from one of the strategy and the last L − l bits of the chromosome from the other strategy and connect them to create a new pair of strategies. The exact position of l is chosen randomly for every randomly chosen pair. Once these crossover operations generate S − K strategies, the mutation operation, that is to flip each entry of the chromosome with probability µ, will be carried out for these S − K strategies.
COMPUTATIONAL EXPERIMENTS
We conduct a set of computational experiments by varying the number of ignorant (n g = N − n f ) and informed agents (n f ), as well as the nature and the degree of strategic interactions among them, c, while fixing the values of other parameters. Table 1 summarizes the parameters of the model as well as their values used in the following computational experiments.
Given the value of parameter values shown in Table 1 , the symmetric Cournot Equilibrium and the symmetric Walrasian Equilibrium quantities as functions of c, q C (c) and q W (c), are:
Results
Our simulation consists of 3000 generations of 100 periods each. Below we report the results based on the last 600 generations where outcomes are stable. The speed of convergence, subjects to the random c = 1.0 Aggregate Q Individual q Figure 1 : Mean total quantity Q (left) and mean individual quantity q (left) when goods are homogeneous (c = 1.0). Each point is based on averaging over 20 simulation runs using varying random seeds. For individual quantity, we take average across each type of agents: ignorant (red star) and informed (blue circles) in each simulation, and then average them over 20 simulation runs. The total quantities corresponding to symmetric Cournot equilibrium (blue, dashed), and Walrasian equilibrium (red, solid) are also shown.
introduction of strategies, differ depending on the value of c as well as the composition of informed and ignorant agents. Thus for each agent, we take the average level of outputs (and profits) from these last 60000 periods of simulation. Figure 1 reports the outcomes of the simulations of the bench mark homogeneous good case (c = 1.0). The left panel shows the relationship between the number of informed (n f on the x-axis) and the average total output per period (y-axis). The figure is generated by taking average across 20 simulation runs based on various random seeds. The outcomes under the symmetric Cournot-Nash equilibrium (blue-dashed) as well as the symmetric Walrasian equilibrium (red-solid) are also shown. These quantities are obtained by multiplying the symmetric equilibrium quantities derived in Equations (8) and (9) by the number of firms. On the right panel, the relationship between the number of informed and the average individual output per period for two types of agents (ignorant in red-stars and informed in blue-circles) are shown. As one can easily see, when all the agents are ignorant (n f = 0), the average total output coincides with that under the symmetric Walrasian equilibrium. When all the agents are informed (n f = N = 20), the average total output coincides with the one under the symmetric Cournot-Nash equilibrium. These results are consistent with previous studies, namely, Vriend (2000), Arifovic and Maschek (2006) , Vallée and Yildizoglu (2009) . In between these two extremes, the more informed agents there are, the lower the total output is. And the total outputs always fall between two equilibrium levels. Let's look at the relationship between the number of informed and individual output for two types. When two types co-exist, the informed agents always produce less than the ignorant agents. This is because while ignorant agents learn to produce the quantity that equates the marginal cost and the price, those informed learn to best respond against other agents. And due to the existence of the strategic substitution, informed agents best respond, by producing less, against ignorants who learn to produce more. This interaction can be seen in the left panel of Figure 2 which shows the average outputs for each type in one simulation run. Also shown in the figures are the average level of outputs that equate the price and the marginal cost for ignorant (red-line) as well as the average level of outputs that are best responses against all the others' outputs for informed (blue-line). As one can see, on average, ignorant agents learn to produce quantity that equate the price and the marginal cost while the informed learn to best respond.
Homogeneous Good Case
A consequence of this interaction is that the average profits of ignorant agents become higher than those of informed agents when they co-exist because ignorant agents producing more than informed agents and all the agents face the same price, Of course, the larger the fraction of ignorant agents is, the lower the price becomes, and, therefore, the lower will be the profits for both type of agents. These can be seen in the right panel of Figure 2 . Thus, ignorant can obtain a higher profit than informed not by luck but because of the way they behave in this particular case.
Differentiated Goods
We have seen above that when the goods are homogeneous and agents compete in terms of quantity, ignorants can obtain higher profits than informed agents not by luck but because of the way they learned to behave. We have also seen above that the ignorant agents obtain a higher profit than informed agents because the formers learn to produce more while the latter learn to produce less. Does this result continue to hold when we move away from the homogeneous good oligopoly market and consider differentiated goods markets? A quick thought experiment tells us this will not be so. Let's us imagine that all the agents are informed and that they learned to produce as in the Cournot-Nash equilibrium. Now, replace one of the informed with an ignorant. As before, the ignorant will soon learn to produce more. But it should be quite obvious from the inverse demand function that when goods are complement (thus, c < 0), increasing one's quantity lowers own profit (by lowering the price one faces) but raises profits of others (because prices other agents face go up). Thus, ignorants who produce more than informed will not obtain higher profits when c < 0. When goods are substitutes, on the other hand, an ignorant producing more does lower the profit of other agents as well. But whether it lowers the others' profits more than that of the ignorant's depends on the degree of substitution. To have such an effect, c must be not be too low. Let's see these points by looking at our simulation results. Figure 3 shows the results for c = 0.10 (substitutes, top) and c = −0.10 (complements, bottom). For each value of c, we have three panels that show the relationship between number of informed n f and (a) the average per period total production Q = ∑ i q i (left), (b) the average per period outputs for ignorant (red stars) and informed (blue circles) (middle), and (c) the average per period profits for ignorant (red stars) and informed (blue circles) (right). The figures (including (c)) are all generated based on an average across 20 simulation runs with varying random seeds.
The close to linear relationships between the total outputs and the number of informed n f (shown in the left panel) are the same as what we have seen above for the c = 1.0. It is also the case that the ignorants (shown in red) produce more than informed agents (shown in blue) when they co-exist (shown in the middle panel). But the the sign of the relationship between the number of informed and individual productions depends the nature of strategic interaction. Namely, when goods are substitutes (c = 0.10), the sign is positive, i.e., the higher the number of informed, the higher the average outputs for each type. On the contrary, when goods are complements (when c = −0.10), the sign is negative, i.e., the higher the number of informed, the lower the average outputs for each type. This difference is easy enough to understand. When goods are substitutes, others (in particular, ignorants) producing more reduces the price of one's good which makes an agent to produce less. Thus, the lower the number of ignorants is, the c = 0.10 Aggregate Q Individual q Individual π c = −0.10 Aggregate Q Individual q Individual π Figure 3 : Mean total quantity Q (left), mean individual quantity q (middle), and mean individual profit π (left). Each point is based on averaging over 20 simulation runs using varying random seeds. For individual quantity and profit, we take average across each type of agents (ignorants in red star and informed in blue circles) in each simulation, and then average them over 20 simulation runs. The total quantities corresponding to symmetric Cournot equilibrium (blue, dashed), and Walrasian equilibrium (red, solid) are also shown.
higher the individual production becomes. On the other hand, when goods are complements, others (again, in particular ignorants) producing more raises the price of one's good, which make an agent to produce more. Thus, the more ignorants there are, the higher the total production is. And, of course, this will cause higher order responses by other agents to increase their productions. What should be noted in Figure 3 is individual profits shown in the right column. Both when c = 0.10 and c = −0.10, the average profit of informed (blue circle) is higher than that of ignorant (red star). Thus, being ignorant does not offer any advantage in terms of profit when goods are weak substitutes or complements. It should also be noted that while the more informed agents there are, the higher the profits for both type in case of c = 0.10, the opposite is true for c = −0.10. When goods are complements, the ignorant agents, who produces more than informed, increases everyone's profit.
Thus we have shown, based on simulations, that for ignorants to outperform informed agents in our differentiated oligopoly markets, goods have to be close substitutes. We have also shown, based on simulations, that ignorants learn to produce quantity that equate their marginal costs with the prices they face while the informed learn to best respond against others' production. By assuming symmetric behaviors within each type of agents, we can gain an analytical solution for our model, to which we turn next.
A Mathematical Analysis
When there are n f informed and N − n f ignorant agents, assuming the symmetry within each type, ignorant agents, who learn to equate the marginal cost (the right hand side of Equation (10)) and the price (the left hand side of Equation (10)) they face, will produce q g such that
holds. Here q f is the quantity informed agents learn to produce. Therefore, we have
Notice that when n f = 0, so that when all the agents are ignorants, this expression becomes the same as the symmetric Walrasian equilibrium quantity derived in Equation (4). Similarly, informed agents, again assuming the symmetry within each type, who learn to best respond against others, will learn to produce q f such that
hold. Equation (12) is simply the first order condition of profit maximization for the informed agent that equates the marginal revenue (the left hand side of Equation (12)) and the marginal cost (the right hand side of Equation (12)). Therefore, we have
Again, notice that when n f = N, so that when all the agents are informed, this expression becomes the same as the symmetric Cournot-Nash equilibrium quantity derived in Equation (3). Assuming the co-existence of informed and ignorant agents, and solving for q g and q f based on Equations (11) and (13), we have
where
As one can easily see from Equations (14) and (15), q * g > q * f as long as b > 0 which is assumed in our model. We have observed q * g > q * f in all of our simulations above. Now, we will consider the differences in the profit for ignorant, π g , and informed, π f , that is ∆π ≡ π g − π f . Re-arranging the terms, we obtain
(16) If we solve for c ∈ (−(2e + b)/(N − 1), 1.0] such that ∆π = 0, we can obtain the critical value c * such that for c > c * that ignorant agents will obtain a higher profit than the informed agents. For the model we have considered, it is c * = b + e − be + e 2 (17) which is independent of the fraction of informed in the population of the agents. Figure 4 shows the relationship between ∆π and c (based on Equation (16)) for three values of n f out of N = 20 agents: 1 (red-solid), 10 (red-dashed), and 19 (blue-solid). We assume the same parameter values for demand and costs that we have used in our simulation analysis, that is, a = 200, b = 1.0, d = 0.0, e = 1.0. We only plot the relationship for 0.4 ≤ c ≤ 1.0. What you can see is that for the three values of n f we have considered in the Figure 4 , ∆π = 0 at the same value of c (approximately at c = 0.586) as we have obtained in Equation (17) above.
CONCLUSION
In this short paper, we have considered interactions among two types of adaptive agents, ignorant and informed, in differentiated goods, as well as a homogeneous good, Cournot competition. We have assumed that agents learn how much to produce based on the past outcomes. Ignorant agents do not know about the demand function for their products and naively assume prices for their products will remain the same in the next period as the current period. Informed agents, on the other hand, know about the demand function, and learn how much to produce by myopically best responding against the quantities produced by others in the previous period, that is they consider the changes in prices of their products when they change their quantities assuming the others keep their outputs fixed. We have also assumed that neither knows explicitly how others make their decisions (or learn). In this simple set-up, we can say that informed ones are smarter than ignorants, although even informed are naive as they are not aware (nor learn) about the heterogeneity among agents.
Within this simple set-up, we asked the following question: Can ignorant agents obtain higher profits than informed ones not by luck but due to the way they behave? We showed the answer is positive when goods are sufficiently substitutable to each others. But when goods are weak substitutes or complements, the informed will obtain higher profits than ignorants.
To include other types of adaptive agents into the model will be an interesting future research. For example, Anufriev, Kopányi, and Tuinstra (2012) consider interaction of OLS learning and gradient learning in a differentiated-goods Bertland (price) competition, and show that complex cyclical pricing patterns can emerge. Another aspect we have not considered is a possibility of agents changing their types. If we view various adaptive rules as merely various heuristics employed by agents, it is reasonable that agents switching from one heuristics to another depending on their performances. We leave introducing such switching possibilities into the analysis as future research as well.
