We propose a concurrent process calculus, called Calcul Parall ele Logique (CPL), based on the paradigm of computation as proof net construction in linear logic. CPL uses a fragment of rst order intuitionistic linear logic where formulas represent processes and proof nets successful computations. In these computations, communication is expressed in an asynchronous way by means of axiom links. We de ne testing equivalences for processes, which are based on a concept of interface and use the power of proof theory in linear logic.
Introduction
A few years ago, (Miller 1993) took up the following challenge: \ Can we view a given process calculus as a logic?". Just afterwards, he added that this question is di erent from viewing \logic as an auxiliary language to that of the process calculus". He proposed to consider logical formulas as processes, logical connectives as process combinators and proofs as process computations. For a computer scientist, this approach has the advantage of belonging to the framework of pure logic programming where programs and speci cations are merged in the same logical formalism. So, a unique object, a formula, can be considered from two angles:
-seen from a logical angle, it is the expression of a speci cation; -seen from a computational angle, it is a process, i.e an abstraction of a concurrent program. Logic is thus used in two ways: the language constitutes a framework for speci cation and the proof theory a framework for computation. To address this question, D. Miller chose the framework of linear logic because it is a resource sensitive logic in contrast to classical and intuitionistic logics, which are essentially static. In a classical or intuitionistic proof, as soon as a proposition is established, it remains true forever. On the other hand, an essential feature of linear logic (LL) Girard 1989 ) is that proofs are viewed as actions that transform hypotheses into conclusions like chemical reactions. In a linear logic proof, formulas are managed like resources which can be determined a priori as consumable or unbounded. Thus, the notion of state change can be expressed in linear logic. (Miller 1993) used this feature to propose a translation of the -calculus (Milner, Parrow, and Walker 1992) into linear logic. In this translation, processes are represented by formulas of linear logic and operations on processes by linear logic connectives except for an important case: D. Miller uses a proper axiom with non logical constants to represent synchronous communication. Before D. Miller, (Andreoli and Pareschi 1991) were the rst to use linear logic to introduce the notion of state change in logic programming. In their language, Linear Objects (LO), goals are linear logic formulas that represent objects changing their internal states during the computation which consists of a proof construction in linear logic. In LO, objects can be created concurrently and communicate via a blackboard using an extralogical mechanism. (Kobayashi and Yonezawa 1995) developed a calculus, ACL, which di ers mainly from the proposal of D. Miller in its representation of communication: they used linear connectives to express asynchronous communication in a purely logical framework. That is why ACL is a model of concurrent calculus in pure linear logic whereas the translation of Milner's -calculus by D. Miller is a theory in linear logic. Independently, (Lincoln and Saraswat 1992) proposed a similar model but with the particular motivation of representing concurrent constraint programming. All these works use the formalism of linear sequent calculus. Now, this formalism has a main defect: it introduces arti cial sequentiality between inferences in a proof and we need to study the property of inference permutability to separate the necessary aspect of this sequentiality from the accidental aspect (Galmiche and Perrier 1994) . This defect becomes very embarrassing when we want to represent concurrent computations by proofs: concurrency is hidden by the formalism and we must use inference permutability again to highlight it. However, from the origin, proposed a natural syntax for proofs in linear logic, the syntax of proof nets, that does not have the defects of the sequent calculus. Many papers have been devoted to model concurrency in the formalism of proof nets but all resort to the paradigm of proofs as programs which is the basis of the relationship between logic and functional programming (Abramsky 1993; Bellin and Scott 1994) . In this approach, processes are represented by proof nets, interactions between processes are performed by means of cuts and process computations correspond to cut elimination. By proposing a new calculus, named Calcul Parall ele Logique (CPL), we choose to use proof nets in the paradigm of proof search as computation, which characterizes the relationship between logic and logic programming. Formulas are processes, logical connectives are process combinators and the construction of proof nets expresses the execution of process computations. Concurrency between processes is represented by parallel construction of di erent branches of a proof net and communication is expressed by axiom links between these branches. So vertices in a proof net represent states of processes, links between formulas and their components represent transitions and axiom links correspond to asynchronous communications by message passing. Success, deadlock and divergence in the construction of a proof net are interpreted as success, deadlock and divergence of the computation. To de ne the syntax of CPL processes, we choose a restricted fragment of rst order intuitionistic linear logic (ILL) y . The main restriction consists in only considering implications in the form M ( P with M atomic. Such an implication represents a receiver that expects a message M in order to be transformed into a process P. In this way, the syntax of proof nets is simpli ed with respect to the classical proof nets of (boxes are deleted) and even with respect to the intuitionistic proof nets of (Lamarche 1996) (output formulas are only atomic formulas). Section 1 is devoted to the presentation of their speci c syntax, called computation structure.
In Section 2, we are interested in the de nition of a correctness criterion for these proof nets that allows to consider computation structures as actual process computations. A computation structure induces three kinds of dependence between its links respectively caused by state transitions, communications and eigenvariable generations. In a correct computation, this dependence relation must be an order because it corresponds to precedence in the course of time. The geometrical form of computations expresses true concurrency faithfully. In the absence of a global clock, the partial order between communications induces local clocks and is the basis of the notions of time and space complexity de ned in Section 3. Then we formalize the notions of success, deadlock and divergence of computations, still taking this order between communications into account. Section 4 is devoted to the sequentialization of computations in the linear sequent calculus. In this way, we indirectly prove the equivalence between CPL proof nets and Girard's proof nets for the fragment of ILL used by CPL. Then, in a sequential form, CPL can be compared with process calculi that are presented in the form of transition systems. Here, we only lay the foundations of this comparison we will carry out in further papers. In Section 5, we give an outline of the expressiveness of CPL. In spite of syntactic restrictions, the expressiveness of CPL is very large: it allows recursive de nitions of processes, various mechanisms of communication such as synchronous communication or communication by uni cation, mobile processes : : :; in particular, we give some elements that show how the -calculus can be translated into CPL. By restricting the syntax of CPL, we show how non-determinism can be reduced and concurrency made coarser-grained to give a realistic programming language. In Section 6, we de ne testing equivalences for processes (Hennessy and de Nicola 1983) . We are especially interested in the equivalence only based on the positive tests, because it can be easily formalized in linear logic proof theory. For a process P, we de ne its coprocesses, i.e. agents that successfully test one aspect of the possible interaction between P and the outside world. This concept was inspired by the notion of co-agent developed by D. Miller to de ne a testing equivalence for CCS (Miller 1993) . (Kobayashi and Yonezawa 1993) used this notion to establish a strong equivalence between ACL processes . The interest of this notion is that it can be totally expressed in terms of provability in linear logic. Our aim is to exploit the resources of proof theory to the maximum. So, we y See the sequent calculus of ILL in Appendix A develop a whole logic calculus around the notion of interface. Interfaces are sets of coprocesses used to characterize the interaction between a process and the outside globally. We introduce a relation of implication between interfaces which helps to simplify them and to compare processes. We develop a method to determine the interface of a given process the main point of which is that we can restrict the set of agents used for testing to trace processes without undermining the result. Trace processes are sequences of actions which are either message emissions or message receptions. By comparing interfaces, we can compare processes, but these can also be compared directly with the relation of logic deduction, which is stronger than the relation based on interfaces. We have left the study of behavioral equivalences from the notion of bisimulation for a further paper.
1. The syntax of the calculus 1.1. Processes as formulas The basic entities of CPL are processes, which are represented by formulas. Among the processes, we distinguish messages, which are represented by atomic formulas. Considering a message as a process implies that communication in CPL is asynchronous. When the communication is synchronous, a message does not have an autonomous existence because it is consumed as soon as it is produced. The information contained in messages is encoded in a symbolic form as in Prolog. For this, we consider a term algebra T X] on a set of variables X and atomic term symbols and a countable set of predicate symbols M. The set of messages M(T X]) is the set of that are built from M and T X]. De nition 1.1 CPL processes z are linear logic formulas de ned by the following grammar: P ::= M j 1 j 0 j M ( P j P P j P&P j !Pj 8xP j 9xP where M is any element of M(T X]) and x any element of X. We adopt the following precedence among the operators : 8x, 9x, ! > ( > > &. We suppose that the only operator that is not associative ( is right-associative. Thus : 8x m(x) n(x) ( m(x) ( n(x) must be read as (8x m(x)) (n(x) ( (m(x) ( n(x))).
The meaning of the linear connectives used here will be given by the associated logical rules viewed as transitions rules but we can already say that processes fall into two classes: | recursive processes that are represented by formulas pre xed with ! can be duplicated and erased; | the other processes are called linear processes; apart from the process 1, they cannot be duplicated and erased. We often manipulate not only single processes but systems of processes that are in CPL multi-sets of processes. We use ?, (eventually indexed) as metavariables over systems of processes. When we write !?, it represents a system where all processes result from pre xing the formulas of ? with !.
z Subsequently, CPL processes will simply called processes. This remark also applies to the other objects of CPL that will be de ned in the rest of this paper The source S(e) of an event e is the set of its process states without incident transitions and its result R(e) is the set of its process states without outgoing transitions.
Events represent the indivisible units of computation. The di erent types of events express transition rules corresponding to logical rules of LL. In the linear sequent calculus, they all correspond to left rules but there is a dual de nition using right rules as (Miller 1993) and (Kobayashi and Yonezawa 1995) Let e 0 ; ; e n be a sequence of n events with n>0. e 0 is said to cause e n if, for any k such that k<n, e k l e k+1 . It is denoted: e 0 < e n .
By composing events according some rules which preserve the linearity of computations and the niteness of causality, we can build complex computation structures.
De nition 1.4 A CPL computation structure S is an union of events with possibly isolated process states that respects the following conditions: (i) every linear process state of S belongs to the source of one event at most; (ii) every process state of S belongs to the result of one event at most; (iii) for each event e of S, the set of events e' such that e'< e is nite.
The two rst conditions express the linearity of computation structures. The fact that we can perform any number of REC transitions from a recursive process, expresses the power of the exponential operator !: like the corresponding operator of -calculus (Milner 1991) , it allows duplication. The last condition of the de nition above expresses niteness of causality as in the model of event structures (Winskel 1987) . As a matter of fact, we will further see that process computations can be interpreted in this model. To describe computation structures, we need a minimal vocabulary which is de ned as follows.
De nition 1.5 If S is a computation structure, the set Init(S) of process states that do not belong to the result of some event represents the initial state of S.
In S, the set Res(S) of process states that do not belong to source of some event along with the recursive process states represents the residue of S. If a computation structure is not empty, its initial state is never empty because of Condition 3 in De nition 1.4, which means that every process of a computation started one day.
The residue is the set of the processes that remain after a computation and it can constitute the initial state of a new computation. All recursive processes belong to the residue because they can always be the starting point of new linear processes according to Condition 1 in De nition 1.4. A computation structure with a nite number of process states is said to be nite otherwise it is said to be in nite. Given a nite computation, its residue is identical to its nal state but this is false for an in nite computation as Example 1.3 below shows.
Example 1.1
nat (0) 1&nat (s0) nat (0) 
The computation structure above S 1 is finite and it processes integers which are represented in symbolic form. nat (0) nat (0) 
The computation structure above S 3 has the same initial state as S 2 but it is infinite because of an in nite number of transitions REC. Its residue Res(S 3 ) is equal to f!8x(nat(x) ( (1&nat(sx)))g. In Section 4, we will see that Res(S 3 ) is not really a nal state.
Correctness criterion of process computations
Every computation structure cannot be interpreted as a process computation. Firstly, communication links introduce a dependence relation between initially independent pro-cesses; this relation must be an order because it expresses precedence between events in the course of time. Thus a computation structure must be without cycles to represent a process computation. In Example 1.2, S 2 cannot be a process computation because it includes a cycle. That is not the case for Examples 1.1 and 1.3. In some other computations, because of the presence of transitions ID, the absence of cycles is not su cient. The private nature of eigenvariables must be guaranteed also.
The following example illustrates how the private nature of some eigenvariables can be violated.
Example 2.1
In the computation structure above, transition INST(x) must follow transition ID(x) because the former uses the eigenvariable x generated by the latter. For the same reason, transition INST(y) must follow transition ID(y), which contradicts the rst constraint.
To characterize the constraints induced by eigenvariables, we need a notion of eigenvariable scope.
De nition 2.1 Let S be a computation structure. Let x be an eigenvariable of S and P x the result of the associated event. The scope S(x) of x is the least subgraph of S that veri es the following properties: (i) if x is free in P x , P x 2 S(x); (ii) if P 2 S(x), then every neighbour of P where x is free, is a vertex of S(x).
(iii) if some element of Res(S) belongs to S(x), all elements of Res(S) where x is free belong to S(x). The vertices of S(x) without incident edges are called the entering points of S(x).
If x is not free in P x , S(x) is empty else S(x) represents the private domain of the eigenvariable x that is shared by all processes belonging to S(x). The last condition of De nition 2.1 guarantees the sequential compositionality of computations. Suppose that a process state P where the eigenvariable x is free belongs to Res(S) but not to S(x). If we continue the computation, it is possible that P enter S(x) by means of a communication. Let us illustrate this problem with an example. That is why S(x) includes not only the process states that are e ectively in the eigenvariable scope but it also includes those that are potentially in this scope. Let us examine the nature of the entering points of S(x). Three cases are possible: | An entering point P belongs to Init(S). We cannot allow such a possibility in a correct process computation, again for a reason of sequential compositionality, but in the opposite direction with respect to the previous argument. By extending S from its initial state, we can obtain a process state that belongs to the scope S(x) but which is generated before the transition ID(x). The following example illustrates this problem. If we build the computation structure C 2 followed by S 5 , we obtain a structure that is not a correct computation.
| An entering point of S(x) is the result of another transition ID(x). Obviously, the computation is not correct. leads to a contradiction. The dependencies induced by eigenvariables come in addition to those resulting from communications and a way of characterizing then all is to de ne a precedence relation between events of a computation structure.
De nition 2.2 The precedence relation of a computation structure S is the least transitive relation on events of S that includes the relation of causality < and that veri es the following property: every transition ID(x) of S precedes the transitions that have entering points of S(x) as results.
For two events e 1 and e 2 of S, e 1 precedes e 2 is denoted: e 1 e 2 Now, with this relation of precedence, we are in a position to give a correctness criterion for process computations.
De nition 2.3 A computation structure S is a process computation if it veri es two conditions k : (i) its precedence relation is a strict order; (ii) there is no entering points of eigenvariable scopes in the initial state Init(S).
The computation structures of Examples 1.1 and 1.3 are process computations but it is not the case for those of Examples 1.2 and 2.1. For instance, the following precedences occur among the events of the computation structure in Example 2.1: ID(x) INST(x) ID(y) and ID(y) INST(y) PAR ID(x). This shows that is not a strict order here. With the relation of precedence , process computations can be analysed through the model of event structures (Winskel 1987) . So, in a process computation, two events e 1 e 2 are said to be independent if they are not comparable by means of . The con ict relation between events is expressed here in the choice between the two complementary transitions ALT 1 and ALT 2 but it does not appear in an alone computation. A process computation is not an event structure but a con guration resulting from such a structure. Since we have been careful in establishing the correctness criterion of process computations, we can deduce two properties of compositionality. The rst property is sequential compositionality.
Theorem 2.1 Let C 1 and C 2 be two process computations such that Res(C 1 )= Init(C 2 ).
The union of C 1 and C 2 is a process computation.
Proof. Let C be the union of C 1 and C 2 . Firstly, C is a computation structure because the only common process states of C 1 and C 2 are those of Res(C 1 ) and Init(C 2 ) and their sets of events are disjoints. Secondly, Init(C) = Init(C 1 ) and entering points of eigenvariable scopes of C cannot be present in Init(C) because of Condition 3 in De nition 2.1 and Condition 2 in De nition 2.3. Thirdly, if the precedence relation of C were not an order, this would mean a transition ID(x) of C 2 would precede a transition INST of C 1 that has en entering point of S(x) as result. This is not possible because of Condition 2 in De nition 2.3. The second property is parallel compositionality which requires a slight restriction.
Theorem 2.2 Let C 1 and C 2 be two disjoint process computations. If the eigenvariables of C 1 that are free in Res(C 1 ) are not free in Res(C 2 ) and vice versa, then the union of C 1 and C 2 is a process computation.
Proof. Let C be the union of C 1 and C 2 . Firstly, C is a computation structure because C 1 and C 2 are disjoint. Secondly, Init(C) = Init(C 1 ) Init(C 2 ) and entering points of eigenvariable scopes of C cannot be present in Init(C) because of the restriction on the eigenvariables of C 1 and C 2 in the hypotheses. Thirdly, the precedence relation of C is the union of the precedence relations of C 1 and C 2 because of the restriction on the eigenvariables of C 1 and C 2 in the hypotheses: no new precedence is created in C.
3. Complexity and outcome of computations 3.1. Time and space complexity of computations Our formalism does not provide us with explicit time and space. Moreover, our model contradicts the notion of global time. In the contrary, its interest is to give a geometrical representation of true concurrency. However, the partial order on communications induces notions of space and local time which clearly display their orthogonality. Among the events of a process computation, we take only communications into account to measure the complexity because they are the only ones that are signi cant under consideration of time and space.
De nition 3.1 A process computation is a computation in in nite time if it includes an in nite strictly increasing sequence of communications for the order . If not, its time complexity is the size of the longest increasing sequence of communications.
The computation of Example 1.3 is a computation in in nite time ; the time complexity of this of Example 1.1 is 1. An in nite computation is not always a computation in in nite time as the following example shows it. terminates. The computation is in nite but in nite time and its complexity is 1.
As this example shows it, it is no surprise that the space complexity of a computation appears as a notion orthogonal to its time complexity. To measure it, we have to consider the maximum number of communications running concurrently. From this, the following de nition:
De nition 3.2 A process computation is a computation in in nite space if it includes an in nite set of independent communications. If not, its space complexity is the maximum size that a set of independent communications can have.
The computation of Example 3.1 is in nite in space whereas the space complexity of Example 1.3 is 1. The space complexity of the computation of Example 1.1 is also 1. Some in nite computations are nite in both time and space but such computations can be viewed as nite computations.
3.2. Success, deadlock and divergence of computations Let us begin by de ning successful computations. Firstly, they must be nite in time and space but this is not su cient : we have to consider their residue which here is also the nal state. If we take into account the fact that all recursive processes generated in a computation are persistent, we are aware that they are present in the residue. Then the two constants 1 and 0 determine two form of success for a computation: | a smooth termination that is expressed by the fact that the only linear processes present in the nal state are constants 1 ; these constants mark the end of each linear process occuring in the computation; | a sudden termination that is expressed by the presence of the constant 0 in the nal state ; this special process has the power of killing all other linear processes present in the nal state. This can be formalized as follows.
De nition 3.3 A nite process computation is successful if it veri es one of the following conditions: | its residue includes only recursive processes or constants 1 ; | its residue includes the constant 0.
With this de nition, the computation of Example 1.1 is successful but those of Examples 1.3 and 3.1 fail because they are in nite. Our de nition of success for computations is more general than the de nition of Kobayashi and Yonezawa who only consider sudden termination as success (Kobayashi and Yonezawa 1995) and, since they use the right rules of CLL, their terminator is not 0 but its dual >.
From a logical viewpoint, running a computation consists in building a proof net and that succeeds when the proof net is complete. So, a successful computation is a proof net. Of course, this proof net does not look like a classical proof net, however, the standard form can be easily recovered from it. In the following section, we will show indirectly that our proof nets are equivalent to Girard proof nets in the logical fragment of CPL. Now, the failure of a computation can occur for two reasons, which gives us:
De nition 3.4 A nite computation is in deadlock if it is not successful and if from its residue considered as the initial state of a new computation, no more communication is possible. An in nite computation is said to diverge. A computation that is in deadlock or diverges is said to fail.
We can re ne the notion of divergence by distinguishing divergence in time from divergence in space. So, the computation of Example 1.3 diverges in time whereas this of Example 3.1 diverges in space. Here is an example of deadlock. only receivers waiting for the message a can be generated. As this message cannot be produced, there is a deadlock.
Sequentialization of process computations
In the previous section, we claimed that successful process computations are particular proof nets in LL but this remains to be proved because proof nets, such they were de ned by , look di erent. One way of establishing the equivalence is to map every process computation in a Girard proof net and to prove that this map is bijective in the fragment of LL used by CPL. We choose another way by sequentializing process computations into proofs of the linear sequent calculus. Sequentializing process computations presents another interest: it is a rst step for designing a standard transition system for CPL, which is essential for comparing CPL with classical process calculi like the -calculus (Milner, Parrow, and Walker 1992) .
The sequent calculus of CPL
The linear formulas we manipulate in CPL have a restricted syntax and thus we can particularize and simplify the formal system of the corresponding linear sequent calculus. Since this formal system will be later used as a framework for comparing processes (see Section 6), we consider a larger fragment than necessary for translating computations. It is made of intuitionistic sequents that have the form ?`P where ? is a process system and P is process. Such sequents are called CPL sequents. With respect to the whole sequent calculus of ILL (see Appendix A), the main restriction is that linear implications have only atomic formulas at the left. Thus, context splitting for the rule ( L is simpli ed to give the rule ( 0 L of CPL. Another simpli cation concerning exponentials is more usual and holds in whole ILL. After all, we obtain the sequent calculus of CPL given in Appendix B. The following theorem guarantees the soundness of the transformation and even more.
Theorem 4.1 (soundness) If there is a derivation of the CPL sequent ?`P from the CPL sequents ? 1`P1 ; ; ? n`Pn in the sequent calculus of CPL, there is a derivation of the same sequent from the same premises in ILL and these premises are used in equal numbers in both derivations.
Proof. This follows from the fact that all rules of the CPL sequent calculus are derivable in ILL without changing the number of times a hypothesis is used. For each rule of CPL that di ers from a rule of ILL, one can nd a derivation in ILL below. P; !P; ?`P 0 ! L !P; !P; ?`P 0 c! L !P; ?`P 0 Concerning the proof above, we can design other process calculi by particularizing the sequent calculus of ILL. The method always consists in merging several inferences of ILL into a single new inference and the level of atomicity and nondeterminism of the resulting calculus is inversely proportional to the average number of merged inferences. That is n = 0 means that the derivation is without premises, then we call it a proof. why, for instance, the granularity of ACL, the calculus of (Kobayashi and Yonezawa 1995) , is coarser and its nondeterminism is lower than in CPL. It is be hoped that process calculi designed in this way are complete with respect to LL. That means provability in ILL yy always corresponds to success of computation. Completeness holds for ACL and the following theorem guarantees it for CPL also.
Theorem 4.2 (conservativity) If the CPL sequent ?`P is provable in the ILL sequent calculus, then it is provable in the CPL sequent calculus.
Proof. We proceed by induction on the structure of proofs in ILL. Let be any proof of a CPL sequent ?`P in ILL. Let I be the last inference of . I has from zero to two premises. Let k be the sub-proof of any premiss of I extracted from . By induction hypothesis, we can replace k with a proof 0 k of CPL. If I does not have the type R with one the components of the main formula atomic or
is also an inference of CPL, therefore the whole proof is a proof inside CPL. It remains to study each of the previously mentioned particular cases. | I has the type R and one component of its main formula is atomic For instance, the left-hand component of the main formula of I is atomic.
The transformed proof has the following form :
In each step of the CPL proof 0 1 , we replace the right-hand side M with M P 2 and we add ? 2 to the left-hand side. If some eigenvariables coincide with free variables of P 2 or ? 2 , we rename them. In this way, we obtain a new CPL proof 00 1 . In each step of the CPL proof 0 2 , we add !? 0 1 to the left-hand side. If some eigenvariables coincide with free variables of ? 0 1 , we rename them. In this way, we obtain a new CPL proof 00 2 . We link 00 1 to the conclusion of 00 2 by means of an inference 1 R and we obtain the expected CPL proof below. In each step of the CPL proof 0 1 , we add !P to the left-hand side. If some eigenvariables coincide with free variables of P, we rename them. In this way, we obtain a new CPL proof 00 1 we extend by application of the CPL rule ! 0 L and we obtain the expected proof below. In the proof 0 1 , we delete one of the formula !P from the bottom to the top until we encounter an axiom or an inference of type cut 0 or 0 R that separates the two occurrences of !P. In this way, we obtain the expected proof.
Contrary to the other direction, the translation of derivations with premises is not always possible from ILL to CPL because of the ner granularity of ILL with respect to CPL. For instance, the following inference of ILL cannot be translated into a derivation of CPL with the same premises and the same conclusion.
However, when we use CPL sequents in the form ?`1, the translation of linear derivations with premises is always possible. As we will show in the next paragraph, these derivations represent process computations. Theorem 4.3 If the CPL sequent ?`1 is derivable from the CPL sequent ? 0`1 in the ILL sequent calculus, then it is derivable from the same sequent in the CPL sequent calculus.
Proof. We proceed in the same way as for Theorem 4.2.
From process computations to proofs in the CPL sequent calculus
By establishing equivalence between provability in the CPL sequent calculus and provability in the ILL sequent calculus for CPL sequents, we are in position to show that successful process computations correspond with Girard proof nets in a fragment of LL. We only have to prove that a successful computation can be translated into some proof of the CPL sequent calculus and that this translation is reversible. For this, we are guided by the same idea that has been used by (Andreoli and Pareschi 1991; Kobayashi and Yonezawa 1995; Miller 1993 ) to design their calculi : a proof in the linear sequent calculus, when read from the bottom to the top, can be viewed as a sequence of state transitions, each transition being represented by an inference in the proof. Now, notice that transition rules for process computations match with the left rules for the CPL sequent calculus when read from the bottom to the top (see Appendix B); so we can draw up a matching table between the two forms of rules.
The left rules 1 L 0 L do not appear in this table because they express both forms of termination for a process. The rule ! 0 L conforms to the fact that a recursive process can always be the starting point of a new linear process. In the dual version of (Andreoli and Pareschi 1991; Kobayashi and Yonezawa 1995; Miller 1993) , transition rules match with right rules of CLL sequent calculus.
Noticing that all left rules of the CPL sequent calculus have zero or one premiss, we can sketch the sequential form of successful process computations. ? n`P . . .
? 1`P ? 0`P ? 0 ; ? 1 ; ; ? n represents the sequence of the states of the process system being computed. The process P does not play any role during the computation, it interferes only at the end through the axiom that terminates the computation. The sequent calculus of CPL presents three kinds of axioms. Let us examine if each one can be interpreted as closing a computation successfully. | if the axiom has the type id 0 , that means the nal state ? n has the form M; !? and includes a linear process M which is not possible according to the notion of success we have de ned.
| if the axiom has the type 1 0 R , that means the nal state ? n has the form !? and we are in the case of a smooth termination. It also implies that the process P is equal to the constant 1. For this reason, we x the value of P to 1. | if the axiom has the type 0 L , that means the nal state ? n has the form 0; ? and we are in the case of a sudden termination. After all, successful computations have two sequential forms : 1 0 R !?`1 . . .
In ACL (Kobayashi and Yonezawa 1995) , the more restricted de nition of success implies there is only one form for successful computations which corresponds to the right pattern above. Now that we have xed the form of successful sequential computations, we have to establish how to translate concurrent computations into sequential computations. To solve this contradiction, we have to introduce arbitrary sequentiality between independent process states. In this way, we change true concurrency into concurrency by interleaving. The translation applies not only to successful computations but to all computations. For this, we introduce a concept of state of a process system inside a computation. This concept resorts to an order between process states which is the transposition of the precedence relation between events according to the following rule: in a process computation, a process state P 1 precedes a process state P 2 if P 1 belongs to the source of an event that precedes or is equal to another event that has P 2 in its result.
De nition 4.1 In a process computation C, a system state is a set ? of process states that has the following properties:
(i) all linear processes belonging to ? are independent; (ii) all recursive processes that precede an element of ? belong to C; (iii) all process states of C are comparable with an element of ?. It is easy to show that the initial state of a computation satis es this de nition but not the residue in the general case. If a computation C is in in nite time, Res(C) only represents a partial state of the system. To obtain a complete state, we have to add states of divergent processes. For instance, in Example 1.3, Res(C) reduces to the single process !8x(nat(x) ( (1&nat(sx))) which is not a system state. By adding any one of the process states among the following: nat(0), nat(s0), , nat(s s0), we obtain a system state but the system never reaches a nal state. In a computation, an elementary transition from a system state ? 1 to a system state ? 2 results from a single transition of a process of ? 1 . If we can translate the computation into a derivation of the CPL sequent calculus, this transition will be represented by an inference of the derivation read from the bottom to the top. If the computation is nite, the sequence of the system transitions from the initial state to the nal state, will be represented by the whole derivation. This is established by the following theorem. Renaming can be necessary in the nal state because of the eigenvariable condition for the rule 9 L in the sequent calculus. This constraint is only technical: it does not express essential di erence between the sequential presentation and the presentation with nets, it only expresses that the former is more rigid.
Theorem 4.4 If there exists a nite process computation that has ? as initial state and ? 0 as residue, then there is a derivation of the CPL sequent ?`1 from some CPL sequent ? 00`1 without cuts in the ILL sequent calculus and ? 00 is obtained from ? 0 by renaming of some free variables.
Proof. Let C be a nite process computation with ? as initial state and ? 0 as residue. According to Theorem 4.1, we only have to prove that there exists a derivation D of ?`1 from some ? 00`1 without cuts in the CPL sequent calculus and that ? 00 is obtained from ? 0 by renaming some free variables. To show this, we proceed by induction on the number n of events in C. If n = 0 then Res(C) = Init(C) = ? and D is reduced to a single sequent ?`1. If n > 0, there exists at least a minimal event e in C because is a strict order. Let us delete e from C. All deleted processes belong to the initial state ? of C, which becomes ? 1 . Let C 1 the subgraph of C resulting from the deletion. Let us show that C 1 is a process computation. The only case where an entering point of an eigenvariable scope is in the initial state of C 1 is possibly the case where e has the type INST(t). Then it would imply that there is a transition ID(x) such that: ID(x) INST(t), which contradicts the fact that e is a minimal event of C. Thus, this situation is not possible and C 1 is a process computation.
As C 1 includes n?1 events at the most, by induction hypothesis, there is a derivation D 1 of ? 1`1 from some sequent ? 00`1 without cuts in the CPL sequent calculus and ? 00 is obtained from ? 0 by renaming some free variables. We continue D 1 with an inference I to produce a derivation D. If e does not have the type ID(x), D is the expected derivation. Now, let us examine the particular case where e has the form ID(x). Since C is a correct computation, there is no entering point of S(x) in ?. Also x is not free in the source of the transition ID(y). If x is free in ? we can rename it in S(x) and D 1 with a new variable y which is not free in ?. Then, we can extend D 1 with an inference I to obtain the expected derivation. Concerning the proof above, since there are usually several minimal events in a computation, we can build several derivations from the same computation. All derivations only di er by inference permutations. So, concurrency is indirectly represented with the property of inference permutability whereas it appears explicitely in nets. The translation in the opposite direction is easier and does not need renaming. We add a new event to C 1 that corresponds to I so that we obtain a computation structure C that has ? as initial state and ? 0 as residue. Then we have to prove that C is a process computation, i.e. it veri es both conditions of De nition 2.3. In most cases, the proof is trivial. Let us only give details of the two cases that require more attention. Now that we have a linear sequent calculus for CPL, we can compare it with other calculi that use the same formalism (Andreoli and Pareschi 1991; Miller 1993; Kobayashi and Yonezawa 1995) . Among these, ACL pushes the integration of concurrency into logic the farthest. Whereas ACL uses the righthand-sided sequent calculus of CLL, CPL uses the left rules of ILL sequent calculus but there is a duality between the formalisms so that ACL and CPL are very close. However, they present three di erences: | the notion of successful computation is more restricted in ACL because it only takes sudden termination into account and not also smooth termination like CPL;
| the use of the operator ! is limited to recursive de nitions of processes in ACL whereas it is unbounded in CPL; for instance, during a computation, recursive processes can be generated in CPL while this is not possible in ACL; | the granularity of computations is ner in CPL than in ACL but nondeterminism is greater.
Expressiveness of CPL
In this section we address some aspects that illustrate the extent of the expressiveness of CPL.
Recursive de nitions of processes
In Section 6 we give a meaning to the notion of process equality by de ning congruences on processes. Assuming this notion we want to be able to de ne processes by means of recursive equations of the form X = P where P is a process built from the unknown process X and other atomic processes with the combinators of CPL. The process p !(p (
P p=X]), where p is a special message that is not present in P, represents a solution in a sense we will make precise in Example 6.5. For the moment, we only want to illustrate the suitability of such a solution by means of an example.
Example 5.1 Let us consider a bu er with an input port in and an output port out.The process X that represents this bu er can be de ned recursively by the following equation: X = 8x (in(x) ( (out(x) X)) As a solution of this equation, we choose the process p !(p ( (8x (in(x) ( (out(x) p) )).
The message p is used as a token the role of which is to activate the bu er. The following computation expresses this activation:
Now, after this computation, the bu er is ready to receive an information from its input port. Then, a request to the bu er to store the number 2 is expressed by the following computation:
The nal state of this computation f!(p ( 8x (in(x) ( (out(x) p))); 8x (in(x) ( (out(x) p)); out(2)g shows that the bu er is again in position to accept a new request.
Synchronous communication
In CPL, communication is asynchronous because a process that sends a message is not stalled until some other process receives this message; the sender and the message each continue their way independently. P. de Groote suggested to use the rst order quanti ers to model synchronous communication in the following way. When a process P s sends a message, the origin of this message is marked with an eigenvariable x linked to the sender. Then a message can be represented by an atomic formula m(x; t) where t is a term that expresses the content of the message. After sending, the process P s is stalled waiting for an acknowledgement a(x) marked with the same eigenvariable. The future receiver P r of the message m(x; t) is waiting for a message m(y; t) where y represents a universally quanti ed variable, which can then be replaced by a private identi er such as x. The reception of the message m(x; t) performs this substitution and then the acknowledgement a(y) that P r will return, will become a(x) and will nd its addressee. In brief, a synchronous sender P s and a synchronous receiver P r are de ned thus : P s = 9x (m(x; t) a(x) ( P) P r = 8y (m(y; t) ( (a(y) P)) Now, let us represent the computation that expresses a synchronous communication between such a sender and such a receiver. On this graph, we notice that both states P 1 and P 2 of the processes after the communication depend on each other's previous states whereas in an asynchronous communication the state of the sender after the emission does not depend on the receiver. This corresponds to the fact that the sender is not stalled waiting for a receiver. It is also easy to see that the acknowledgement message a(x) cannot go to a bad sender because the eigenvariable x is unique and then can be used as an identi er of the sender. So, we can restrict the syntax of the processes to obtain a synchronous version of our calculus, which is complete with respect to LL. In this way, contrary to the opinion of (Kobayashi and Yonezawa 1996) , LL shows its ability to capture sychronous communication: for instance, it can \distinguish between a process that receives a message m and then n, and a process that receives a message n and then m".
Mobility of processes
This property is at the source of the -calculus (Milner, Parrow, and Walker 1992) . A way of proving that CPL can express this property is to translate the -calculus into CPL. We only wish to show how it is possible with a meaningful example, that of scope extrusion (Milner, Parrow, and Walker 1992) . To simplify the presentation, we consider that communication is asynchronous. We have changed the private name x with x 0 because we assume that x is free in y(z):Q 0 .
The initial process can be represented in CPL by the process:
Since, in the -calculus, the only informations are names, which are represented in CPL by variables, all messages in the translation of the -calculus are binary predicates that we write as y(x) where the rst argument y is a channel name and the second argument x is the emitted information or the place for the expected information. Now, here is the process computation that represents the transition of the -calculus mentioned above. From this example, we can sketch a translation of the -calculus into CPL. The former can be viewed as a restriction of the latter but two di culties occur: | in CPL, we manipulate systems of processes and not only processes so that there is a di erence between the operator of parallel composition and the comma that separates the elements of a process system; there is no such di erence in the -calculus;
| more important, bounded variables preceded by the operator 9 are replaced by unchangeable eigenvariables when processes become active in their scope in CPL whereas private name always remain bounded in the -calculus. We do not want to go further in this direction, which will be the topic of further work.
From non-determinism to determinism by syntax restriction
From a process system there is generally a lot of possible computations because of many sources of non determinism in the construction of these computations: | the choice of P 1 or P 2 from a process P 1 &P 2 ; | the number of transitions REC from a recursive process !P; | the term t that instantiates a variable x in a transition INST; | the choice of a receiver among several that are able to accept the same message. Above all, CPL is a theoretical framework and because of the importance of non determinism, it cannot be used immediately as a programming language. For this, we must reduce the sources of non determinism mentioned above. A way of doing it is to restrict the syntax of the processes while keeping the expressiveness of the language. We propose to restrict the three rst sources of non determinism signi cantly. Firstly, we propose to apply universal quanti cation only to receivers. A generalized receiver R g is de ned by the grammar:
The instantiation of the variable x will be made in a communication link by matching the sent message with the expected message. Then we propose to restrict the operator & to generalized receivers so that we obtain guarded processes. A guarded process P g is de ned by the grammar: P g := R g j R g &P g A guarded process waits for a message that activates one of its components associated with a guard that uni es with this message. The recursion operator ! is only used before a generalized message to express broadcast communication and before a guarded process so that its activation is triggered by the reception of a message and not spontaneously. Finally, the general processes of the restricted CPL language are de ned by the following grammar: P := M j !M j 1 j 0 j P g j !P g j P P j 9xP
It is not surprising we almost obtain the syntax of ACL (Kobayashi and Yonezawa 1995) in a dual version with a unique important di erence: the use of the operator ! is larger in CPL than in ACL. After this syntax reduction, we can increase the granularity of computations by merging some events in new units of computation while preserving the completeness of the calculus with respect to LL. The restricted calculus includes ve kinds of event only. | PAR and ID(x) do not change; | three new communication units result from merging one or several INST and ALT transitions with a single communication and eventually with a REC transition; if there is no REC transition, the event is a simple communication;if there is a REC transition with the transmitted message as result, the event is a broadcast communication and if there is a REC transition with the receiver of the message as result, the event is the activation of a recursive process. The restricted calculus remains complete with respect to LL, which means that provability in LL is always expressed by success in computation. This restriction is not the only possible one but it illustrates a general method of building a coarser-grained and more deterministic calculus from CPL.
Testing equivalences for processes
When we are essentially interested in the outcome of computations and not in their progress, testing equivalences for processes (Hennessy and de Nicola 1983) are well suited to this purpose. Their principle is to make processes interact with a set of testors and then to compare the results of the tests. Here, we apply this idea in a logical framework. processes are linear logic formulas and we choose the set P zz of processes as a set of testors. Therefore, tests are process computations, i.e proof nets under construction. In Section 3 we have de ned the notions of success and failure for computations and we will use them again to characterize the outcomes of tests. So, if, from a logical viewpoint, the construction of the proof net succeeds, the test succeeds else it fails. According to the relative importance given to succes and failure in the outcome of tests, (Hennessy and de Nicola 1983) distinguish three possible equivalences . We use the same classi cation for the equivalences we will de ne now. 6.1. Three ways of taking success and failure into account Let us begin with some de nitions.
De nition 6.1 Let P and T be two processes, the second one being considered as a testor. P may satisfy T if there exists a successful computation with fP,Tg as initial state. P must satisfy T if no computation with fP,Tg as initial state ever fails. It is easy to show that if P must satisfy T, then P may satisfy T.
Example 6.1 !a may satisfy the testor a ( 1 but !a must not satisfy a ( 1. On the other hand, !a must satisfy !(a ( 1).
In the same way as in (Hennessy and de Nicola 1983) , we formulate three equivalences as generated by three preorders.
De nition 6.2 Let P 1 and P 2 be two processes. | P 1 v 3 P 2 if, for any testor T, if P 1 may satisfy T then P 2 may satisfy T; | P 1 v 2 P 2 if, for any testor T, if P 1 must satisfy T then P 2 must satisfy T; | P 1 v 1 P 2 if P 1 v 3 P 2 and P 1 v 2 P 2 . The three corresponding equivalences are denoted ' 3 , ' 2 and ' 1 . The preorder v 3 uses the ability to respond positively to a test as a criterion of ordering whereas the preorder v 2 uses the inability not to respond positively to a test. This is expressed in equivalences in the following way: ' 3 indicates the possibility for tests to succeed simultaneously and ' 2 indicates the possibility for tests to fail simultaneously. There is no simple relationship between preorders v 3 and v 2 as the following example shows it. Example 6.2 We begin by comparing the processes a and a&b with the relation v 3 . We have: a v 3 a&b but: a&b 6 v 3 a. With relation v 2 , we obtain the following result: a 6 v 2 a&b and a&b v 2 a. Since the relationship of two processes by v 2 is not always easy to prove, let us show how on example a&b v 2 a. Let T be any testor such that a&b must satisfy T. Let us show that a must satisfy T. We proceed by reductio ad absurdum by supposing there exists a computation C 1 with fa,Tg as the initial state and C 1 fails. We add a transition ALT 1 to C 1 the source of which is a&b and the result is a and we obtain a computation C 2 that has fa&b, Tg as the initial state and that fails. This contradicts the hypothesis that a&b must satisfy T.
In pratice, we do not always need to consider the whole set P of testors to compare processes. By restricting this set to a subset T , we obtain weaker preorders, denoted v T i , and weaker equivalences, denoted ' T i . It is interesting to restrict CPL to a fragment where computations are more deterministic. In this way, tests are also more deterministic and the three preorders get closer like the three equivalences so that relationship between them appear. Such a study was made for ACL by (Kobayashi and Yonezawa 1993) and it remains to do for CPL.
Logical expression of a notion of interface
Here, we are especially interested in the preorder v 3 and the associated equivalence ' 3 because they can be expressed by using the resources of proof theory.
Theorem 6.1 The process P may satisfy the testor T i the sequent P,T`1 is provable in the CPL sequent calculus y . Then T is called a co-process of P. y which is equivalent to the provability in the LL sequent calculus according to Theorem 4.2 Our notion of co-process is an adaptation of the notion of co-agent introduced by (Miller 1993) to de ne a testing equivalence for CCS. Whereas Miller uses this notion in Classical Linear Logic (CLL), we use it in the CPL fragment of ILL.
Example 6.3 Let us consider the program x := y k y := y + 1 in some language where k is an operator of parallel composition. In the program, x and y are integer variables. We want to give a semantics to this program by translating it into the following process P:
8u8v (nat(x; u) ( nat(y; v) ( (nat(x; v) nat(y; v)))] 8u(nat(y; u) ( nat(y; u + 1)]
In P, each message is represented by a predicate the name of which represents the type of its contents, here nat, the rst argument is the name of the used communication channel and the second one is the contents of the message. Communication channels correspond to variables of the program and contents of messages to values of variables.
Here are some co-processes of P:
T 1 = nat(x; 0) nat(y; 1) nat(x; 1) ( nat(y; 2) ( 1 T 2 = nat(x; 0) nat(y; 1) nat(x; 2) ( nat(y; 2) ( 1 T 3 = nat(x; 0) nat(y; 1) 8u8v(nat(x; u) ( nat(y; v) ( 1) T 4 = nat(y; 1) nat(y; 2) ( (nat(x; 0) nat(y; 2) (nat(x; 2) ( nat(y; 2) ( 1)) T 5 = 9u9v(nat(y; v) nat(y; v + 1) ( (nat(x; u) nat(y; v + 1) (nat(x; v + 1) ( nat(y; v + 1) ( 1)) T 6 = nat(x; 0) nat(y; 1) nat(x; 1) ( 1 nat(y; 2) ( 1 Each co-process expresses one aspect of the possible successful interaction between P and the outside. So, T 1 characterizes the fact that P is able to accept the values 0 and 1 as inputs for x and y and it returns the values 1 and 2 as outputs for the same variables.
According to T 2 , for the same inputs, the outputs are the values 2 and 2. T 3 expresses a weaker property because it says nothing about the values of the outputs.
To compare processes with relation v 3 , it is interesting to equip them with a denotation so that comparison will be made indirectely on denotations. From this, the notion of process interface.
De nition 6.3 The interface I(P) of a process P is the set of all its co-processes. Now, comparing two processes with the relation v 3 amounts to comparing their interfaces with the relation of set inclusion.
Proposition 6.1 Let P 1 and P 2 be two processes. P 1 v 3 P 2 i I(P 1 ) I(P 2 ).
This transposition does not immediately bring simpli cations: interfaces are in nite sets, which makes testing inclusion very di cult. But we can consider interfaces as objects independent of processes, which can be studied for themselves. By using the resources of proof theory, we will highlight properties and relations on interfaces and then, we will use these to simplify process comparison. Now, we have two parallel worlds : the world of processes and the world of interfaces and the link between them is made by a relation of satis ability which is de ned as follows:
De nition 6.4 A CPL interface is a set of processes.
A process P is said to satisfy an interface I if all elements of I are co-processes of P.
From the deduction relation in linear logic, we can de ne an implication relation between interfaces.
De nition 6. It is easy to show that the relation of inclusion for interfaces is stronger than the relation of implication. Then the cut rule of LL provides a property that justi es the interest of this relation.
Theorem 6.2 If an interface I 1 implies an interface I 2 , then any process that satis es I 2 , satis es I 1 .
Proof. Let P be a process that satis es I 2 . We consider any co-process T 1 2 I 1 . Since I 1 ) I 2 , there exists a co-process T 2 2 I 2 such that T 1`T2 is provable. Since P satis es I 2 , by de nition, the sequent P; T 2`1 is provable. And from T 1`T2 , we can infer by cut rule: P; T 1`1 . Therefore P satis es I 1 .
Corollary 6.1 A process satis es an interface I if and only if it satis es an interface equivalent to I.
One application of the relation ) is to simplify an interface I by reducing it, which can be de ned formally as follows:
De nition 6.6 An interface I 1 is said to be a reduction of an interface I 2 if I 1 , I 2 and I 1 I 2 .
Practically, to nd a reduction of an interface I, we search pairs fP 1 ; P 2 g of elements of I such that the sequent P 1`P2 is provable in CPL and we delete P 1 from I. So, the co-processes T 1 , T 2 , T 3 , T 4 , T 5 and T 6 constitutes an interface I 1 which reduces to the interface I 2 made up of T 1 and T 5 because the sequents T 2`T5 , T 3`T5 , T 4`T5 and T 6`T1 are provable.
In the previous paragraph, we saw that we can weaken the relations v 3 and ' 3 by restricting the set of testors to a subset T of P. We obtain a preorder v T 3 and an equivalence ' T 3 wich can be characerized in terms of interface. De nition 6.7 The interface I T (P) of a process relative to a set of testors T is the set of all co-processes of P that belong to T . Proposition 6.2 Let P 1 and P 2 be two processes and T a set of testors.
P 1 v T 3 P 2 i I T (P 1 ) I T (P 2 ).
For computing, equivalences are interesting if they are compatible with the operations of the calculus. Here, all equivalences ' T 3 have this property. Theorem 6.3 If T is any set of testors, then ' T 3 is a congruence. Proof. Let T be any set of testors. Let us show that ' T 3 is compatible with operations over processes. Let P 1 and P 2 be two processes such that: P 1 ' T 3 P 2 . We perform the same operation on both processes and we have to prove that the resulting processes P 0 1 and P 0 2 are such that P 0 1 ' T 3 P 0 2 . Let T be any co-process of P 0 1 that belongs to T . We propose to show that it is a coprocess of P 0 2 . By de nition: P 0 1 ; T`1 is provable. Consider any proof of this sequent.
According to the type of the operation performed on P 1 and P 2 , we have to distinguish two cases. | The operation on P 1 and P 2 is not a generalization.
According to the permutability of inferences in the LL sequent calculus (Galmiche and Perrier 1994) , we can move the inference producing P 0 1 down to the end of . Then the premiss of the last inference has the form P 1 ; T 0`1 and, since P 1 ' T 3 P 2 , we deduce: P 2 ; T 0`1 and nally P 0 2 ; T`1 by application of the same rule as at the end of . | The operation on P 1 and P 2 is a generalization.
Then has the following form:
. . . We can suppose that x is not free in T 0 and then we can apply the substitution theorem given in Appendix C. Therefore, there exists a testor T" such that T" t=x] = T 0 and the sequent P 1 ; T"`1 is provable. Since P 1 ' T 3 P 2 , we deduce: P 2 ; T"`1 is provable and then P 2 t=x]; T" t=x]`1, that is P 2 t=x]; T 0`1 , is also provable.
We can suppose that the identi ers linked to 9 L inferences below this one producing 8xP 1 are not free in 8xP 2 . Then, we can replace P 1 with P 2 in and we obtain a proof of 8xP 1 ; T`1.
Corollary 6.2 The relation ' 3 is a congruence.
6.3. Reduction of a process interface to a trace interface With the notion of interface reduction, we have a tool to simplify a given interface but we do not have a method for building the interface of a given process P: to inspect all elements of P systematically is unimagineable. A way out consists in restricting the set of testors to a subset T of P that preserves the meaning of process interfaces. In other terms, we are searching a set T of testors that has the following property: for any process P, I(P) , I T (P). Such a subset exists: the set of trace processes. Roughly speaking, a trace process is a sequence of message emissions and receptions; recursion, choice and parallel composition that is not message emission are not present in such processes. These are de ned as follows:
De nition 6.8 A trace process is a process inductively de ned by the following grammar: Tr ::= 1 j M Tr j M ( Tr j 8xTr j 9xTr
A trace interface is a set of trace processes.
Among the co-processes of P in Example 6.3, T 6 is the only process that is not a trace process.
To prove that the interface of any process P reduces to a trace interface, we proceed by induction on the structure of P. We try to build such interface from the trace interfaces of the components of P. As this construction is a little fastidious, we have left the details in Appendix D. Here, we only give the main features. The way of building a trace interface I for P from those of its components depends on the type of operation from which P results.
| P has the form M ( P 0 , M P 0 , 8xP 0 or 9xP 0 Let I 0 a trace interface that is a reduction of I(P 0 ). We pre x every element of I 0 with the dual operator of that used to build P from P 0 and we obtain the sought interface I. For instance, if P = M ( P 0 , then every element of I has the form M Tr, Tr being any element of I 0 . | P has the form P 1 &P 2 I is obtained by union of the already built trace interfaces of P 1 and P 2 . | P has the form P 1 P 2 with P 1 and P 2 not atomic
The construction of I is more complicated. It requires an operation of interleaving trace processes, which is de ned as follows:
De nition 6.9 Let Tr 1 and Tr 2 two trace processes where all bounded names are distinct and di erent from the free names of the two processes. Now, the interface I is the set of the trace processes that result from interleaving any process of the trace interface of P 1 with any process of the trace interface of P 2 . This operation can explode I but a lot of elements generated in this way are redundant and they can be deleted from I. | P has the form !P 0
The interface I results from the union of the trace interface of the processes 1, P 0 , P 0 P 0 , P 0 P 0 P 0 , : : : As in the previous case, the explosion of I is contained by deleting the redundant elements. Let us illustrate this method by computing the interface of the process P of Example 6.3.
Example 6.4 Let us recall the form of the process P: 8u8v(nat(x; u) ( nat(y; v) ( (nat(x; v) nat(y; v)))] 8u(nat(y; u) ( nat(y; u+1))]
Let P 1 and P 2 be the components of P. So: P 1 = 8u8v(nat(x; u) ( nat(y; v) ( (nat(x; v) nat(y; v))) and P 2 = 8u(nat(y; u) ( nat(y; u + 1)). We start by building a trace interface of P 1 . As P 1 is a trace process, the method amounts to take the dual process of P 1 .
I(nat(y; v)) , fnat(y; v) ( 1g I(nat(x; v) nat(y; v)) , fnat(x; v) ( nat(y; v) ( 1g I(nat(y; v) ( (nat(x; v) nat(y; v)))
, fnat(y; v) nat(x; v) ( nat(y; v) ( 1g I(nat(x; u) ( nat(y; v) ( (nat(x; v) nat(y; v))) , fnat(x; u) nat(y; v) nat(x; v) ( nat(y; v) ( 1g I(P 1 )
, f9u9v(nat(x; u) nat(y; v) nat(x; v) ( nat(y; v) ( 1)g As P 2 is also a trace process, we apply the same method.
I(nat(y; u + 1)) , fnat(y; u + 1) ( 1g I(nat(y; u) ( nat(y; u + 1)) , fnat(y; u) nat(y; u + 1) ( 1g I(P 2 )
, f9u(nat(y; u) nat(y; u + 1) ( 1)g Now, as P = P 1 P 2 , the method consists in interleaving every element of the interface of P 1 with every element of the interface of P 2 . Before, to avoid illicit capture of variables, we have to rename the bound variable u of the second interface with a new variable w.
So: I(8u(nat(y; u) ( nat(y; u + 1))) , f9w(nat(y; w) nat(y; w + 1) ( 1)g.
The result of interleaving is a set of 8 trace processes but after deleting the redundant elements, it is reduced to the set of the three following processes:
9u9v9w(nat(y; w) nat(y; w + 1) ( (nat(x; u) nat(y; v) nat(x; v) ( nat(y; v) ( 1) 9u9v9w(nat(x; u) nat(y; v) (nat(x; v) ( (nat(y; w) nat(y; w + 1) ( nat(y; v) ( 1))) 9u9v9w(nat(x; u) nat(y; v) (nat(x; v) ( nat(y; v) ( (nat(y; w) nat(y; w + 1) ( 1))) As a conclusion: I(P) , I 3 with I 3 made up of the three processes above. Here,we have summarized all the possible interactions of P that lead to success. If we come back to the program x := y k y := y + 1 of Example 6.3, which was the starting point of our computation, I 3 gives an interpretation to it but this interpretation goes beyond imperative programming: x, y and z can be viewed as boxes that are able to contain many values at the same time. When the instruction x := y is performed, one value of the box y is read and it takes the place of one value of the box x. When the instruction y := y + 1 is performed, one value of the box y is replaced with its successor. Then, the operator k means that both instructions can be executed simultenaously or in any order. From this, if we want to recover imperative programming, we initialize every box with a single value. In CPL, that corresponds to a restriction on the set of testors: we consider processes that are able to put one value in exactly each box . In this context, the operator k means that both instructions x:= y and y:= y+1 are atomic and can be performed in any order.
The method we have illustrated through this example is used to establish the following theorem which justi es the interest of trace interfaces.
Theorem 6.4 For any process P, there exists a trace interface I that is a reduction of its interface I(P) and that has the same free variables. Moreover, if 0 is not a sub-process of P, then the elements of I include only messages present in P with possibly other bounded variables.
Proof. It is given in Appendix D.
Relation of logical deduction between processes
The framework of the CPL sequent calculus provides us naturally with a logical relation between processes, the relation of deduction.
De nition 6.10 A process P 1 is deducible from a process P 2 if the sequent P 2`P1 is provable in the CPL sequent calculus. Then it is denoted: P 1 v P 2 .
The interest of this relation with respect to the relations v i is that verifying the linkage of two processes amounts to prove a theorem in the CPL sequent calculus. Obviously, the relation is a preorder and the associated equivalence is the logical equivalence wich is denoted '. Now, it remains to know what this relation expresses by comparing it with the previous ones. Its relationship with v 3 is very simple and it is given by the following theorem:
Theorem 6.5 For any processes P 1 and P 2 , if P 1 v P 2 then P 1 v 3 P 2 .
Proof. Let us assume P 1 v P 2 . That means the sequent P 2`P1 is provable. To establish P 1 v 3 P 2 , we have to prove that every co-process of P 1 is a co-process of P 2 .
Let T be any co-process of P 1 . By de nition, the sequent P 1 ; T`1 is provable. Then by cut with the sequent P 2`P1 , we infer P 2 ; T`1. That means T is a co-process of P 2 .
Therefore, the relation v is stronger than v 3 . It can be interpreted as a relation of implementation between processes and can nd interesting applications in the modelling of some notions used in computer science: re nement of concurrent programs, folding and unfolding in logic programming : : :. Let us illustrate this with some examples.
Example 6.5 Recursive definition of a process Let us consider a recursive equation of the form X = P where P is a process built from the unknown process X and other atomic processes with the combinators of CPL. In We consider an imperative program that increments two integer variables x and y by 1 and then assigns the sum of their values to another integer variable z. The process P 1 below is an abstraction of this program. It includes the maximum of parallelism the internal logic of the program allows. ! 8u (nat(x; u) ( nat(x; u + 1)) 8u (nat(y; u) ( nat(y; u + 1)) 8u v (nat(x; u) ( nat(y; v) ( nat(z; u + v 
If we want to implement this program in a sequential form, the process P 2 below is an abstract representation of the corresponding sequential program. ! 9a (8u (nat(x; u) ( (nat(x; u + 1) tok(a))) tok(a) ( 8u (nat(y; u) ( nat(y; u + 1))) 8u v (nat(x; u) ( nat(y; v) ( nat(z; u + v 
The token tok(a) using the private channel a acts to sequentialize the two incrementations. To prove that P 2 is a re nement of P 1 is simply expressed in CPL with the relation P 1 v P 2 . Example 6. As speci cations and programs are represented in CPL at the same level, the relation v can be also interpreted as satis ability of a speci cation by a program or re nement of a speci cation into another. 
Conclusion
In this paper, through CPL, we have drawn the main characteristics of a logic model of concurrency. This model presents two original features: | concurrency and communication nd a geometrical representation in proof nets; | testing equivalences based on a notion of interface exploit the power of proof theory. Now, behavioral equivalences of processes in CPL remain to be studied. To de ne bisimulations between processes, we have to express CPL in the form of a transition system. From this, we can compare CPL with more classical process calculi. A translation of the -calculus (Milner, Parrow, and Walker 1992) into CPL is under way. The complete framework of CPL is too non deterministic to be the starting point of realistic applications, For this, it is important to study suitable fragments of CPL. This paper already gives an idea of such fragments but the study must be gone into closely. With regards to the speci cation and the veri cation of concurrent programs, CPL allows to express programs and speci cations in the same logical formalism. So, we can apply the power of logic as a speci cation language and the power of proof theory as a computational framework to the same objects. As a speci cation language for concurrency, it remains to compare CPL with other formalisms based on logic: temporal logics (Manna and Pnueli 1992; Lamport 1994) , modal logics (Hennessy and Milner 1985 I has the following form:
be Tr any trace process of size l +1 generated by interleaving of two trace processes Tr 1. . . We proceed then as in the previous case by considering any proof of this sequent and by modifying it using the induction hypothesis. we achieve our aim here.
The following lemma expresses the fact that the operation of interleaving maintains the property of being a co-process for a given process.
Lemma Appendix D.3 If P 1 and P 2 are two processes and if Tr 1 and Tr 2 are respectively trace co-processes of P 1 and P 2 , then any element of Tr 1 Tr 2 constitutes a co-process of P 1 P 2 . Proof. According to the hypothesis, P 1 ; Tr 1`1 and P 2 ; Tr 2`1 are provable. Then P 1 and P 2 are respective co-processes of Tr 1 and Tr 2 and by Lemma Appendix D.1, P 1`T r 1 is provable and P 2`T r 2 also. Then by application of R and L rules, we successively infer: P 1 ; P 2`T r 1 Tr 2 and P 1 P 2`T r 1 Tr 2 . Now, we consider any Lemma Appendix D.4 The set of all trace processes is a reduction of P which is the interface of the constant 0.
Proof. It is immediate that P is the interface of the constant 0. It remains to prove that, for any process T of P, there is a trace process Tr such that T`Tr is provable.
We proceed by induction over the structure of T. According to the form of P, we have to consider the following cases. | P = M For Tr, we choose M 1. | P = 1 or P = 0
For Tr, we choose 1.
By induction hypothesis, there exists a trace process Tr 0 such that P 0`T r 0 is provable. By application of 1 R and L rules, we successively infer: M; P 0`M Tr 0 and M P 0M Tr 0 which was to be proved.
By induction hypothesis, there exists a trace process Tr 0 such that P 0`T r 0 is provable.
By application of ( L and ( R rules, we successively infer: M; M ( P 0`T r 0 and M ( P 0`M ( Tr 0 which was to be proved.
| P = P 1 P 2 with P 1 and P 2 not atomic By induction hypothesis, there exists two trace processes Tr 1 and Tr 2 such that P 1`T r 1 and P 2`T r 2 are provable. From this, by application of R and L we successively infer P 1 ; P 2`T r 1 Tr 2 and P 1 P 2`T r 1 Tr 2 . Now, we consider any element By induction hypothesis, there exists a trace process Tr such that P 0`T r is provable.
From this, by 8 L rule, we infer: 8x P 0`T r. | P = 9x P 0 By induction hypothesis, there exists a trace process Tr such that P 0`T r is provable.
From this, by 9 R and 9 L rules, we successively infer: P 0`9 x Tr and 9x P 0`9 x Tr. | P =!P 0 By 1 0 R rule, !P`1 is provable.
D.3. Main theorem
This theorem not only establishes that the interface of any processes reduces to a trace interface but also that this interface has a normal form in a sense we make precise now.
De nition Appendix D.2 If a trace interface I is a reduction of the interface I(P) of a process P, I is said to be normal if it has the same free variables as P and when 0 is not a sub-process of P, the elements of I include only messages present in P after renaming bounded variables eventually.
Theorem Appendix D.1 For any process P, there exists a trace interface I that is a normal reduction of its interface I(P).
Proof. We proceed by induction on the structure of P, distinguishing di erent cases according to the form of P. | P = M From any sequent M; T`1, we can infer the sequent T`M ( 1. Therefore, fM ( 1g is a reduction of the interface I(P) and this reduction is normal.
f1g is a normal reduction of I(P).
The relative interface of 0 is the whole of P but according to Lemma Appendix D.4, it reduces to the set T R of trace processes. We can still go on by deleting the free variables of T R. Let Tr be any trace process the free variables of which are x 1 ; ; x n . Since the sequent Tr`9x 1 9x n Tr is provable, then, we can reduce T R to a normal interface by deleting all elements with free variables. | P = M P 0 By induction hypothesis, P 0 has a trace interface I 0 x . Let I be the set constituted by the trace processes in a form M ( Tr 0 such that Tr 0 is any element of I 0 . Let us show that I 0 is a normal reduction of I(P). First, we will prove that I is a part of I(P). Let M ( Tr 0 be any element of I. Tr 0 2 I 0 means that P 0 ; Tr 0`1 is provable. By application of ( 0 L and L rules, we successively infer: P 0 ; M; M ( Tr 0`1 and M P 0 ; M ( Tr 0`1 . Therefore: M ( Tr 0 2 I(P) what implies: I I(P). Now, we will prove that I(P) ) I. Let T be any element of I(P). That means M P 0 ; T`1 is provable. Since we can move the inferences of type L down in proofs, we have: P 0 ; M; T`1 provable. Then M T 2 I(P 0 ). Therefore we can nd a trace process Tr 0 in I 0 such that M; T`Tr 0 is provable. Finally, by ( 0 R rule, we infer T`M ( Tr 0 what was to prove.
Given the form of I, since I 0 is a normal reduction, I is also normal. Let us show that I is a normal reduction of I(P) . First, we will prove that I is a part of I(P). Let M Tr 0 be any element of I. Since Tr 0 2 I 0 , the sequent P 0 ; Tr 0`1 is provable. Then, by application of ( 0 L and L rules, we successively infer M ( P 0 ; M; Tr 0`1 and M ( P 0 ; M Tr 0`1 . Therefore: M Tr 0 2 I(P), hence: S I(P). Now, we will prove that I(P) ) I. Let T be any element of I(P). That means M ( P 0 ; T`1 is provable. We consider any proof of this sequent, which has the following form:
. . . We denote the process resulting of the parallel composition of all elements of P 00 ; ? by N (P 00 ; ?). Then, N (P 00 ; ?) 2 I P (P 0 ). Thus, we can nd a trace process Tr 0 in I 0 such that P 00 ; ?`Tr 0 is provable. Since I 0 is normal, the free variables of Tr 0 also are free in P 0 . That allows us to modify the previous proof in this way:
. . . So, T`M Tr 0 is provable. Then I is a reduction of I(P) and it is easy to verify that it is normal. | P = P 1 P 2 with P 1 and P 2 not atomic By induction hypothesis, I(P 1 ) and I(P 2 ) have normal trace reductions I 1 and I 2 . Let I be the set constituted of the trace processes generated by interleaving any element of I 1 with any element of I 2 . Let us show that I is a normal trace reduction of I(P). First, we will prove that I is a part of I(P). Let Tr be any element of I. There exists two trace processes Tr 1 and Tr 2 of I 1 and I 2 such that Tr 2 Tr 1 Tr 2 . By Lemma Appendix D.3,we deduce: Tr 2 I(P), hence: I I(P). Now, we will prove that I(P) ) I. Let T be any element of I(P). This means P 1 P 2 ; T`1 is provable. Since we can move the inferences of type L down to the end of proofs, the following sequent is provable: P 1 ; P 2 ; T`1. Then N (P 2 ; T) 2 I(P 1 ). By induction hypothesis, I(P 1 ) and I(P 2 ) have normal trace reductions I 1 and I 2 . Let I be the union of I 1 and I 2 . Let us show that I is a normal reduction of I(P). First, we will prove that I is a part of I(P). Let Tr be any element of I. This means P 1 ; Tr`1 or P 2 ; Tr`1 is provable. In both cases, by & L rule, we infer: P 1 &P 2 ; L1 which means: Tr 2 I(P). Then, we have: I I(P). Now, we will prove that I(P) ) I. Let T be any element of I(P). Then we have: P 1 &P 2 ; T`1 provable. Since we can move the inferences of type & L down in proofs to the end, either P 1 ; T`1 or P 2 ; T`1 is provable. In either case, there exists an element Tr of I such that T`Tr is provable. We conclude by verifying that I is a normal reduction.
| P = 8xP 0 By induction hypothesis, I(P 0 ) has a normal trace reduction I 0 . Let I be the set of all trace processes in a form 9xTr 0 such that Tr 0 is any element of I 0 . Let us show that I is a normal reduction of I(P). First, we will prove that I is a part of I(P). Let 9xTr 0 be any element of I. Tr 0 2 I 0 means P 0 ; Tr 0`1 is provable. By 8 L and 9 L rules, we successively infer: 8xP 0 ; Tr 0`1 and 8xP 0 ; 9xTr 0`1 which means: Tr 2 I(P). We have then: I I(P). Now, we will prove that I(P) ) I. Let T be any element of I(P). That means 8xP 0 ; T1 is provable. Let us consider any proof of this sequent. It has the following form:
. . . We nish this case analysis by the remark that I is a normal reduction.
| P = 9xP 0 By induction hypothesis, I(P 0 ) has a normal trace reduction I 0 . Let I be the set of all trace processes in a form 8xTr 0 such that Tr 0 is any element of I 0 . Let us show that I is a normal reduction of I(P). First, we will prove that I is a part of I(P). Let 8xTr 0 be any element of I. Tr 0 2 I 0 means P 0 ; Tr 0`1 is provable. By 8 L and 9 L rules, we successively infer: P 0 ; 8xTr 0`1 and 9xP 0 ; 8xTr 0`1 which means: Tr 2 I P (P). Then we have: I I(P). Now, we will prove that I(P) ) I. Let T be any element of I(P). This means 9xP 0 ; T1 is provable. Since we can move the inferences of type 9 L down in proofs as far as possible, P 0 y=x]; T`1 with y not free in f9xP 0 ; Tg is provable. Then, there exists a member Tr 0 of I 0 such that T`Tr 0 y=x] is provable, from which we infer T`8xTr 0 by 8 R rule since y is not free in T`8xTr 0 . We conclude by verifying that I is a normal reduction. | P =!P 0 By induction hypothesis, I(P 0 ) has a normal trace reduction I 0 . Let I be the set of all trace processes in a form 8xTr 0 such that Tr 0 is an element of I 0 . From I 0 , we can build a sequence (I 0 n ) n2N of trace interfaces inductively such that for all n > 0, I 0 n is a normal reduction of I P (P 0 P 0 | {z } n times ); for n = 0, I 0 0 = f1g.
Let I be the union of all I 0 n for n 2 N. Let us show that I is a normal reduction of I(P). First, we will prove that I is a part of I(P). Let Tr 0 be any element of I. Then there exists an integer n such that: Tr 0 2 I 0 n which means: P 0 P 0 ; Tr 0`1 . Since we can move the inferences of type L in proofs down to the end, we can deduce: P 0 ; ; P 0 ; Tr 0`1 and then: !P 0 ; P 0 ; ; P 0 ; Tr 0`1 Finally, we can infer !P 0 ; L`1 using the rule REC L n times. This means: Tr 2 I P (P). Then we have: I I P (P). Now, we will prove that I(P) ) I. Let T be any element of I(P). Then we have: !P 0 ; T`1. Since we can move the inference of type ! 0 L down in the proofs that don't use the rules & R and ! R , we can infer: P 0 ; ; P 0 ; Tr 0`1 and then by L rule: P 0 P 0 ; Tr 0`1 . Therefore, there exists an integer n and an element Tr of I 0 n such that: T`Tr. We can conclude that Tr 2 I. Finally, we verify that I is a normal reduction.
