Abstract
Introduction
The estimation of camera motion from image measurements is an important but delicate problem in computer vision. A purely algebraic-geometric study that solves the problem's equations under the assumption of exact data is conceptually important for the understanding of the existence of solutions, their number, and the characterization of possible singularities. However, computer vision programs always operate on noisy inputs. For an ill-posed problem like camera motion estimation, in which small perturbations of the input cause large errors in the output, handling noise properly makes all the difference between success and failure.
As a consequence, the appropriate approach to the problem is statistical parameter estimation. In this framework, a set of unknown parameters such as camera motion and the 3D positions of points in the scene are to be estimated from a set of measurements such as image positions or velocities. The conditional probability (the observation model) of the measurements given the parameters is assumed to be known. Then, an effective and widely used estimation method is Maximum Likelihood (ML), which estimates the unknown parameters to have those values that maximize the observation model.
However, exactly how sensitive the outputs are to noise in the image measurements is still a poorly understood problem. Several analysis efforts have appeared (see [12, 5, 9, 16, 11, 14, 17] among many) , but a systematic study of the issue is still lacking. Given the importance of the problem, as well as the vast literature on parameter estimation and sensitivity analysis techniques, this may seem surprising. In this paper, we show that certain representational issues make the vision parameter estimation problem somewhat nonstandard, while others can confuse the interpretation of sensitivity results.
First, we show that the traditional formulation of a parameter estimation problem, in which measurements are explicit functions of the unknown parameters, is often inconvenient when posing the problem of camera motion estimation, or when analyzing its sensitivity. To address this difficulty, we provide extensions to the standard Gauss-Markov theorem for covariance propagation that allow analyzing the sensitivity of implicit problems with constraints.
Second, we show that in vision, as well as in any other problem, not all choices of parameters and observation models are equally good when it comes to interpreting sensitivity figures. To formalize this observation, we define the notion of a fair parametrization, in order to tell good from bad representations in this sense. We define fair parametrizations for camera rotation and translation, and we illustrate the problems that arise from unfairness.
Third, we show how to partition large classes of estimation problems into equivalence classes, such that all problems in the same class exhibit the same sensitivity. This makes it possible to report sensitivity figures concisely for problems with a large number of parameters. A case in point is camera motion estimation, which generally depends on the particular constellation of points in the scene.
In section 2 we define a general form of parameter estimation problem in which measurements appear implicitly, and the unknown parameters are subject to equality constraints. In section 3 we show the form that Maximum Likelihood (ML) estimation takes for this class of problems, and in section 4 we extend the Gauss-Markov theorem for covariance propagation to implicit estimation problems with constraints. In section 5 we address fairness. Finally, in section 6, we show how to reduce the analysis of problems with very many parameters into a much smaller number of problem classes, with all problems in any given class having the same sensitivity. Throughout the paper, we illustrate these concepts for the simple problem of camera translation estimation.
Camera Motion Estimation
Suppose that several image measurements have been made, and collected into an m-dimensional vector y. These measurements could be for instance image coordinates of scene points in several images, or image motion flow fields, and they are always noisy. Let be the vector of noise values that corrupt the measurements. While is of course unknown, we assume that its statistical properties are given. From these noisy measurements, we wish to estimate a vector of n unknown parameters, say, the camera rotation, translation, and possibly the coordinates of the points in the world.
A set of known projection equations relate unknowns to the measurements y that would be observed in the absence of noise: y = f : (1) In the presence of noise there is generally a nonzero residual r = y , f = y + , f = (2) where is the measurement error. In order to simplify computation, or to eliminate some of the unknowns, the n unknowns are often shown by algebraic manipulation to satisfy a set of k m equations in the absence of noise:
gy ; = 0 (3) where y are the measurements that would be observed in the absence of noise. If k n, that is, if there are still more constraints than unknowns, the new system (3) may be sufficient to determine the unknowns . In the presence of noise the residual is r = gy; = gy + ; : (4) In the special case gy; = y ,f, we obtain the standard residual (2) associated with the measurement model in the form of equation (1) . Since measurement and noise appear explicitly in equations (1, 2) and implicitly in equations (3, 4), we call these pairs of equations the explicit and implicit formulation, respectively. 
Example
As an example running throughout this paper, consider the simple problem of estimating the camera translation 
which expresses the fact that the two projection rays and the camera translation vector form a triangle.
Since the 3-D camera translation vector t can be determined only up to scaling, it is often constrained to have unit norm, so that = ktk , 1 = 0
is a constraint of the form (5).
Equation (6) implies that the vectors u p , u 0 p , t are coplanar, the well-known epipolar constraint: [13, 4] :
in which the indeterminacy of the magnitude of t is immediately obvious. This equation, although weaker than (6) , is more convenient to work with, because it does not involve the range terms z p and z 0 p . With = t, equation (8) is an example for the implicit formulation (3).
Implicit, Constrained ML Estimation
When the measurement equations are in their original form (1) , and when the noise is Gaussian with zero mean and small covariance , the Maximum Likelihood (ML) estimate b of is the solution to the following minimization problem [3] :
where the residual r was defined in equation (2) . We now extend this result to the implicit formulation (3, 4) . If noise is small enough that the function g is approximately linear in a neighborhood of y that contains with high probability, then the noise term that appears implicitly in (4) can be replaced by an explicit equivalent, r = gy ; + (9) where the covariances of and are related by = J y J T y (10) and J y is the Jacobian of g with respect to its first argument y . Thus, equation (9) has the same form as (2), with the residual r playing the role of the measurements y, the projection function f being replaced by gy ; , and the noise term being replaced by the equivalent residual noise term . We therefore have the following result.
Theorem 1 When the noise in (3, 4) is Gaussian with sufficiently small covariance matrix , then the ML estimate b
of is the solution to the following minimization problem [3] :
where the covariance of the equivalent noise term is given approximately by equation (10) .
Of course, the minimization in theorem 1 is to be performed subject to constraint (5).
Example, Continued
For the example of camera translation, the components of the Jacobian J y are the partial derivatives of the residual function g in (8) 
Covariance of Constrained Parameters
The main focus of this paper is on understanding the sensitivity of an estimation problem of the form illustrated above to noise in the image measurements. When the problem is in the explicit form (1), the main tool for the propagation of covariance from measurements y to estimates is the Gauss-Markov theorem [3] . The equation y = J ; (13) is the perturbation version of equation (2) For small perturbations of the measurements y, the GaussMarkov theorem yields performance bounds for any algorithm used to find the solution to the ML problem (11) . These covariances are lower bounds, because they represent the covariance that the best possible algorithm would obtain. Notice that J is the Jacobian of f around the exact parameter value . When this linearization is done around uncertain estimates of , the bound above is still valid under appropriate assumptions, and is known as the Cramer-Rao lower bound (see [15] for interesting applications of this bound to camera motion estimation).
In this section, we extend the Gauss-Markov theorem in two ways, by allowing both for the implicit formulation (3, 4) , and for equality constraints of the form (5). Our result is consistent with [8] for the explicit case, but generalizes to the implicit formulation and is proven more concisely. The main result is as follows. : (14) To prove this, we differentiate the constraint equation (5) to yield a linear constraint on the perturbation of :
where J is the Jacobian of the constraint function . We can therefore reduce the number of free variables by projecting onto the null space of J . If J = UV T is the SVD of J , this projection is [7] 
where we defined the reduced parameter vector
and V l is the matrix formed by the last n , c columns of V . Then, the m n perturbation version of equation (9), that is, r = J ; subject to the constraints (5) can be replaced by the following m n , c unconstrained system: r = J V l ;
to which theorem 1 and the Gauss-Markov theorem can be applied:
This can be transformed back to the reference frame of through equation (15):
which yields the theorem upon using (10) .
As should be expected, the covariance matrix b of the constrained estimate b has rank at most n , c, since the perturbation b is zero in directions orthogonal to the constraint manifold.
Example, Continued
In our running example, the Jacobian J y is given in equations (12) . The Jacobian J is found by differentiating The constraint projection matrix V l is any 3 2 orthogonal matrix whose columns span the plane orthogonal to t, that is, the tangent plane to the unit sphere at t. Proof. From the epipolar constraint (8) and equations (12) we see that translation t is in the null space of J y . Since the columns of V l are by construction orthogonal to t, they span both range and row space of the symmetric matrix 
Fair Parametrizations
The results of the previous section allow great flexibility in the choice of formulation for a given estimation problem, because they properly account for constraints and for transformations of the noise covariance (see equation (10) , not all representations are equally good. For instance, when plotting the sensitivity of camera translation estimates as a function of direction of translation, it is important to choose a parametrization of translation that does not by itself bias the sensitivity values. In other words, it is desirable to compute sensitivity figures that are inherent to the problem itself, and do not depend on the particular representation. In this section, we formalize this requirement, and introduce the notion of a fair parametrization: The rationale for this definition is that the results of the analysis of the sensitivity of an algorithm ought not to depend on the choice of coordinates. That fairness is sufficient to guarantee this independence is a consequence of the following result. The Jacobian matrix J governs propagation of errors from measurements to unknowns, and its singular values are the essential sensitivity figures. As a consequence, fairness makes sensitivity figures invariant with respect to rigid changes of coordinates. It allows to study the intrinsic properties of the given estimation problem independently on the chosen reference coordinate system. More specifically, we recall [1] that transformations with orthogonal Jacobians are called isometries in differential geometry. Isometries preserve areas and angles. In statistics, areas (and volumes) are associated to overall sensitivity figures, and angles to correlations between parameter components. Fair parametrizations transform isometrically under rigid coordinate changes, so they make sensitivity figures invariant. Of course, fair parametrizations are good also because of their numerical properties, since singularities affect the convergence of optimization algorithms. However, in this paper we emphasize the importance of fairness in understanding the sensitivity of a problem independently of its representation.
Theorem 3 If the vector of parameters in an ML

Fair Parametrizations for Camera Motion
A popular choice of parametrization for camera motion is to use a three-dimensional vector for translation and an orthogonal matrix for rotation. The unit-norm constraint on translation reduces its degrees of freedom to two; likewise, the six orthogonality constraints on a 3 3 rotation matrix reduce its degrees of freedom to three. Two types of choices are usually made for the representation of these constrained quantities:
Redundant: the constraint is listed explicitly next to the redundant coordinates of the unconstrained quantity: ktk = 1 for translation, and R T R = I for rotation.
Minimal: a number of variables equal to the number of degrees of freedom are used. For instance, translation can be represented by spherical coordinates, and rotation by Euler angles.
Minimal, one-to-one representations necessarily exhibit singularities, because the sphere of unit vectors and the space of rotations cannot be placed in one-to-one correspondence with IR 2 or IR
3 . An intimately related problem is that these representations are not fair. To illustrate, consider for instance representing translation in spherical coordinates, t = The Jacobian of this 2 2 transformation is easily checked to be far from orthogonal, except for isolated special cases. Thus, spherical coordinates are not a fair representation for unit-norm translations. As a consequence, sensitivity figures depend on the choice of coordinates, an unfortunate state of affairs: what appears for instance to be a very sensitive set of parameter values may just be a consequence of the parametrization, and not of the problem itself.
On the other hand, we have the following result.
Theorem 4 Cartesian coordinates, subject to the constraint of unit norm, are a fair parametrization of translation.
To prove this, notice that translations of the reference system do not change the direction of translation of the camera, and rotations quite obviously rotate the translation vector itself, so the transformation has an orthogonal Jacobian. The unit norm constraint is not changed by rigid changes of coordinates.
For rotations, it is easy to check that minimal one-to-one representations cannot be fair, since rotations of the underlying reference system will move the singularity of this representation to different places. Finding a fair representation for rotations is less trivial. Notice [10] that each rotation has exactly two representations, q and ,q, and that this is a constrained representation, because kak = 1 .
Definition 2
Theorem 5 Quaternions are a fair representation of rotations.
To prove this, notice that the angle of rotation is invariant under changes of coordinates, while the axis of rotation is a contravariant vector: if the reference system changes by R, then the representation of the axis of rotation changes by R T . Thus, q is changed into
which is an orthogonal transformation.
The same conclusion, and for the same reasons, can be drawn for so-called angle-axis representations of rotation [2] , in which the axis of rotation and the amount of rotation in radians are given separately. A more compact, and still fair representation is to multiply axis and angle together into a single vector !a. This is a minimal representation (three degrees of freedom), but is not one-to-one, since the same rotation can be represented by infinitely many vectors, whose magnitudes differ by 2. Of course, which representation to use depends on the application. Figure 1 shows two sensitivity plots for our running example of camera translation. The scenario is exactly the same in both figures: a relatively tight cloud of ten points is placed at about five focal lengths away from the camera, and about two focal lengths off the optical axis to the right, in the direction of the camera's x axis. The camera translates by one focal length in varying directions. The circle on the ground plane of the plots in figure 1 represents the hemisphere of forward-moving camera translations. For each translation, the plots show the maximum singular value of ^t (left plot) or ŝ (right), wheret is the estimate of the direction of translation represented in constrained Cartesian coordinates, whileŝ is the estimate of the direction of translation represented in spherical coordinates. Both covariance matrices ^t and ŝ are computed according to equation (14) , except that for spherical coordinates there is no constraint, so the projection matrix V l becomes the 2 2 identity matrix. The plot on the right of figure 1, for the spherical representation of translation, had to be truncated in the middle, as emphasized by the circular hole in the middle of the contour plot. This is because the spherical representation has a singularity along the optical axis (forward motion), where the declination angle is zero, and the azimuth is therefore undefined. At the singularity, sensitivity goes to infinity.
Example, Continued
However, there is nothing particularly bad about forward motion. In fact, as the fair plot on the left of figure 1 shows, forward motion is close to optimal, as the minimum sensitivity is reached for a motion approximately toward the point cloud. The problem with the plot on the right is that spherical coordinates are an unfair representation of translation: sensitivity is in the representation, not in the problem itself. Although both plots are correct, the one on the right is misleading, because it mixes the intrinsic sensitivity of the estimation problem with the sensitivity caused by a poor parametrization. Notice that also the minimum moves to a different position between the two plots, as a result of the unfair representation on the right.
If the underlying reference frame is changed by a rigid transformation, the plot on the left will be merely shifted. The plot on the right will change in more complex ways, essentially superimposing the fixed singularity of the representation with the changing distribution of sensitivity peaks and valleys that are inherent to the problem. The plot on the left speaks about the sensitivity of the problem; the one on the right conveys a mixed message. Of course, a singularity is a particularly dramatic example of unfairness, because it introduces infinite sensitivities. However, any amount of unfairness will lead to misleading plots that are hard to interpret and can lead to false conclusions.
Equivalent Scenarios
The form of equation (3) emphasizes the relationship between ideal measurements y and unknowns . However, various other parameters appear in most estimation problems. For instance, in the camera translation example, different sensitivity measures result from different distributions of the feature points in space. It would therefore seem that the validity of any sensitivity analysis of the problem is limited to the particular constellation of points under study.
Fortunately, this is not so. For every value of camera translation t, point constellations can be grouped into equivalence classes, such that two constellations lead to exactly the same sensitivity. Intuitively, this is because the position of the points affects sensitivity only through the 33 matrix ^t as computed through equation (14) . In this section, we first show how each of the points in a given constellation can be moved without altering the sensitivity of the translation estimate to image noise. This is a weak result, but intuitively appealing. Then, we give a stronger characterization of equivalence classes, by showing that each class has a representative with just two world points. This allows much more concise and meaningful reports of sensitivity results for problems with many parameters. In the appendix we prove the following preliminary result. Given a particular motion t and an image point u p , define the equivalence line of that point to be the intersection of its epipolar plane with the constant-depth plane Z = z p through the world point. Then, point clouds that differ only by moving any of their points along their equivalence lines produce the same sensitivity in the translation estimatet. These point clouds therefore belong to the same sensitivity equivalence class. This result implies in particular that the field of view is a poor predictor of the quality of camera translation estimates, because it can be changed at will, without affecting sensitivity, by moving the world points along their equivalence lines. However, two point clouds that differ other than by shifts along equivalence lines can still yield the same sensitivity. The following result gives a stronger characterization of equivalence classes:
Lemma
