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Abstract
Advanced Adaptive Optics (AO) instruments on ground-based telescopes require ac-
curate knowledge of the strength and velocity of atmospheric turbulence. Measuring
these parameters as a function of altitude assists point spread function reconstruction,
AO temporal control techniques, smart scheduling of science cases and is required by
wide-field AO systems to optimise the reconstruction of an observed wavefront.
The variability of the atmosphere makes it important to have a measure of the turbu-
lence profile in real-time. This measurement can be performed by iteratively fitting an
analytically generated covariance matrix to the cross-covariance of Shack–Hartmann
Wavefront Sensor (SHWFS) centroids. In this study we explore the benefits of re-
ducing the number of cross-covariance data points and fitting to a covariance map
Region of Interest (ROI). Both of these methods are based on the SLOpe Detection
And Ranging (SLODAR) technique. A technique for using the covariance map ROI to
measure and compensate for SHWFS misalignments is also introduced. We compare
the accuracy of covariance matrix and map ROI optical turbulence profiling using
simulated data from CANARY, an AO demonstrator on the 4.2m William Herschel
Telescope (WHT), La Palma. It is shown that the covariance map ROI optimises the
accuracy of turbulence profiling. In addition, we show that the covariance map ROI
reduces the fitting time for an Extremely Large Telescope-scale (ELT-scale) system
by a factor of 72.
SLODAR spatio-temporal analysis can be used to visualise the wind velocity profile.
However, the limited altitude-resolution of current AO systems makes it difficult to
disentangle the movement of independent layers. We address this issue and introduce
a novel technique that uses SLODAR data analysis for automated wind velocity pro-
filing. Simulated data from CANARY is used to demonstrate the proficiency of the
technique.
We apply our turbulence and wind velocity profiling techniques on-sky using data from
both CANARY and the Adaptive Optics Facility (AOF). The AOF is on the 8.2m
Yepun telescope at the Very Large Telescope (VLT), Paranal. On-sky turbulence
and wind velocity profiles from CANARY are compared to contemporaneous profiles
from Stereo-SCIDAR, a dedicated high-resolution atmospheric profiler. Wind veloc-
ity profiles from CANARY and the AOF are compared to the European Centre for
Medium-range Weather Forecasts (ECMWF). We also present AOF time sequences
that show detailed examples of turbulence and wind velocity profiles at the VLT.
The software packages that we developed to collect all of the presented results are
open-source. They can be configured to any tomographic AO system.
Supervisors: Dr Richard W. Wilson and Dr James Osborn
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1Introduction
The technology that exists today allows us to study the cosmos in great detail. In the last
couple of decades there have been tremendous discoveries made using advanced astronom-
ical instrumentation. However, to answer some of the most profound questions about the
universe, scientists require innovative upgrades to the current class of telescopes.
The diffraction-limited angular resolution of an optical telescope is inversely proportional
to the diameter of its primary mirror. However, the resolution of a ground-based telescope
is also limited by the blurring effect of atmospheric turbulence. To mitigate these effects,
advanced ground-based telescopes now use Adaptive Optics (AO) instruments. The success
of AO has led to the ongoing design and construction of the largest ground-based telescopes
ever built. These telescopes are known as Extremely Large Telescopes (ELTs). The ELTs
will advance astronomical knowledge and allow for detailed studies of subjects including
the early universe, dark matter, dark energy and supermassive black holes. They will also
make detailed observations of exoplanets. To assure ELT science goals are met, AO control
techniques must be optimised.
1.1 Space and ground-based telescopes
One of the most anticipated telescopes is the 6.5m (primary mirror diameter) James Webb
Space Telescope (JWST; Clampin, 2008). It will be the largest space telescope ever built
and is the successor to the 2.4m Hubble Space Telescope (HST; Newman, 1990). However,
there are a number of arguments for why the next generation of telescopes should be
ground-based. To date, it is estimated that the total cost of the JWST will be nearly $10
billion (USD) and if it meets its launch date in 2021, it will have taken roughly 25 years to
design and build. The JWST also has the added risk of having to make the journey into
space. Not only does this endanger the telescope, but all of its optics must also remain
aligned as it endures tremendous vibrations during take-off. After take-off, there is no
viable solution to fixing or upgrading any of the JWST instruments. To maintain orbit
positioning many space-based telescopes must also use propellant. This forces an upper
limit on their lifetime. The JWST aims to have a mission time of 10 years.
Compared to a ground-based telescope, the greatest advantage of a space-based telescope
is that it can make astronomical observations without having to look through atmospheric
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turbulence. The atmosphere is opaque at many wavelengths but ground-based telescopes
can still study a large range in the optical and infrared part of the spectrum (Hardy, 1998).
Ground-based telescopes are primarily limited by atmospheric turbulence as it blurs and
distorts the wavefront from a science target. For example, the spherical wavefront of light
from a star will travel many light years before it reaches Earth. By the time it reaches
a telescope like the JWST, its curved wavefront can be assumed flat and the only thing
limiting the resolution of the image are the optics onboard. For a ground-based telescope,
optical and infrared wavefronts will become perturbed as they travel through atmospheric
turbulence. This results in a significant loss in image resolution. The source of this image
blurring is the constant mixing of different temperatures throughout the atmosphere, caus-
ing the wavefront to travel through regions of varying refractive index (Hardy, 1998). The
strength of air-temperature mixing changes with altitude and atmospheric turbulence typ-
ically occurs in discrete layers. A significant fraction of the integrated turbulence strength
is in the ground-layer (Butterley et al., 2006; Osborn et al., 2010; Guesalaga et al., 2014;
Martin et al., 2016a; Ono et al., 2016; Farley et al., 2018; Laidlaw et al., 2018). As it is
blown by the wind, atmospheric turbulence is also non-stationary and, therefore, wavefront
perturbations are continuously evolving.
1.2 Adaptive optics
To mitigate the effects of atmospheric turbulence, advanced ground-based optical telescopes
now come equipped with AO systems (Tyson, 2010). These AO systems are capable of mea-
suring the strength of wavefront perturbations across a 2D Field of View (FOV). Sources
used to measure wavefront references are known as Guide Stars (GSs). This information
is then relayed to one or more Deformable Mirrors (DMs) – situated in the optical path
of the telescope – that change their shape to correct for the measured perturbations. The
system works to restore the flat wavefront in real-time.
AO systems have been shown to significantly improve image resolution. In 2004, NACO, an
AO instrument on the 8.2m Yepun telescope at the Very Large Telescope (VLT), Paranal,
provided the first-ever direct image of an exoplanet (Chauvin et al., 2004). NACO also
performed the first-ever spectroscopic study of a directly observed exoplanet (Janson et al.,
2010). The AO system at the Yepun telescope has since been upgraded and is now referred
to as the Adaptive Optics Facility (AOF). The AOF is one of the most advanced AO
systems ever built for ground-based astronomy. It will test future AO technologies as well
as capture high resolution images of stars, galaxies, planets and exoplanets. The continuing
success of AO means that, at certain wavelengths, ground-based telescopes can compete
with those that are space-based. As ground-based telescopes can be easily accessed and
therefore maintained, this has motivated the design of future telescopes that have the
largest primary mirrors ever built. Within the next decade we will enter the era of ELTs.
There are currently three ELTs under construction: the 24.5m Giant Magellan Telescope
(GMT), Las Campanas (Bouchez et al., 2018); the 30m Thirty Meter Telescope (TMT),
Mauna Kea (Boyer, 2018); and the 39.3m European ELT, Cerro Armazones (Tamai et al.,
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Figure 1.1: A conceptual drawing of the 24.5m GMT, the 30m TMT and the 39.3m
European ELT (ESO, 2017).
2018). Figure 1.1 shows a conceptual drawing of the three ELTs being constructed. They
will all have sophisticated AO systems and it is planned that each ELT will see first-light
before 2030.
1.3 Turbulence and wind velocity profiling
The GSs used for wavefront sensing typically have an angular separation from the science
target. These observations require the system to calculate DM commands in the direction
of the science target. For certain AO modes, a proposed technique for calculating these
commands is to tomographically reconstruct the 3D volume of turbulence. This AO cor-
rection technique needs to know the vertical distribution of optical turbulence strength
(Neichel et al., 2009). To optimise wavefront reconstruction it relies on having an accu-
rate turbulence profile measurement (Villecroze et al., 2012; Martin et al., 2016b). The
variability of the atmosphere also makes it important for this turbulence profile measure-
ment to be continuously updated (Jia et al., 2018). To reduce temporal errors, predictive
control algorithms can help mitigate the latency between the measurement of a wavefront
and its successive DM correction. These algorithms commonly require both the turbulence
and wind velocity profile (Sivo et al., 2014; Jackson et al., 2015). Additional applications
for turbulence and wind velocity profiling include queue scheduling of science cases, per-
formance monitoring, site characterisation and the forecasting of atmospheric parameters
(Masciadri et al., 2013). Subsequent measurements can be used to validate and calibrate
forecasts (Sivo et al., 2018).
It has been shown that turbulence and wind velocity profiles can be measured with the
SCIntillation Detection And Ranging (SCIDAR; Vernin and Roddier, 1973) and the SLOpe
Detection And Ranging (SLODAR; Wilson, 2002) techniques. The SCIDAR technique
makes this measurement by studying atmospheric scintillation patterns from double star
targets (Shepherd et al., 2013; Osborn et al., 2013; Osborn et al., 2018). The SLODAR
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technique is of particular interest to the ELTs because it requires GS wavefront measure-
ments and can therefore be used in tandem with certain AO systems (Cortés et al., 2012;
Guesalaga et al., 2014; Martin et al., 2016a; Ono et al., 2016; Laidlaw et al., 2018; Laidlaw
et al., 2019). However, ELT AO systems require thousands of measurements across each
wavefront. This makes it a challenge for the ELTs to perform efficient turbulence and wind
velocity profiling.
1.4 Synopsis
Chapter 2 discusses the recommended reading material for the proceeding chapters.
In Chapter 3 we introduce our SLODAR fitting technique for turbulence profiling. Using
wavefront sensor data from individual GSs, we are able measure the optical turbulence
profile as well as wavefront sensor misalignments. Simulated data from CANARY, an AO
demonstrator for ELT-scale technologies on the 4.2m William Herschel Telescope (WHT),
La Palma, is used to test the accuracy of the fitting algorithm. We investigate how we
can optimise both the accuracy and efficiency of our turbulence profiling technique. The
developed algorithm is shown to be applicable to an ELT-scale AO system.
In Chapter 4 we introduce a novel fitting technique for automated wind velocity profiling
from SLODAR data analysis. Simulated data from CANARY is used to demonstrate
the proficiency of the technique. We consider how robust the fitting algorithm is when
measuring profiles that are experiencing wind shear.
In Chapter 5 our turbulence and wind velocity profiling techniques are used to study
on-sky data from CANARY and the AOF. The results from CANARY are compared
to contemporaneous profiles that were measured using the SCIDAR technique. Wind
velocity profile measurements from CANARY and the AOF are compared to the European
Centre for Medium-range Weather Forecasts (ECMWF). We also show time sequences
from the AOF, demonstrating why turbulence and wind velocity profile measurements
need to be updated regularly. The algorithms that we developed to complete this study
have been implemented in an open-source Python package. This open-source package has
analysed data from both CANARY and the AOF, and can be configured to recover astro-
meteorological parameters from any tomographic AO system.
Chapter 6 summarises the conclusions drawn from this study. Future work is also discussed.
4
2Theoretical considerations
2.1 Atmospheric turbulence
As the Sun heats the Earth, solar radiation is transferred to the wind. The transfer of
solar radiation into the atmosphere is non-uniform. Therefore, individual pockets of air
can have a range of energies. A higher energy implies that the air is less dense, i.e. there
are less gaseous elements occupying a given space. If photons (light particles) pass through
a region of zero density, i.e. a vacuum, they will travel at the speed of light, c. To a good
approximation, this means that light from celestial objects is unperturbed as it travels
through outer space. However, in a non-zero density medium, photons will interact with
the surrounding matter and travel slower than the speed of light. The ratio for how fast
light propagates through a medium is known as its refractive index and is given by
ni =
c
v
(2.1)
v is the measured speed of the photons. In air, ni increases with its density. Therefore,
light from a celestial object traverses many different regions of refractive index as it travels
through the atmosphere. This causes perturbations across its once-flat wavefront. If a
celestial object is monitored by a ground-based telescope, sections of its wavefront will
arrive at different times and the image will appear distorted.
2.1.1 Kolmogorov theory
A widely accepted model for the statistical properties of fully-developed turbulence was
proposed by Kolmogorov in 1941 (Kolmogorov, 1941). The proposal studied the mean-
square velocity difference between two points in space separated by an arbitrary distance,
d. Kolmogorov then made three assumptions about the local atmosphere: it is isotropic,
homogenous and incompressible. The third assumption implies that the divergence of its
flow velocity is zero. This allows for the dynamics of the atmosphere to have the velocity
structure function,
Dv(d) =
〈
[vn(d1 + d)− vn(d1)]2
〉
, (2.2)
where vn and d1 are the velocity of the turbulence and a point in space, respectively.
The atmosphere can be modelled as discrete layers of turbulence at a range of altitudes.
Within each layer, energy is injected at the largest spatial scale - the outer scale, L0. The
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outer scale breaks down to smaller and smaller sizes before reaching the inner scale, l0. At
the inner scale, energy is lost to the friction between gaseous elements. If d is within the
inertial range, i.e. l0 < d < L0, then
Dv(d) = C
2
vd
2/3. (2.3)
C2v is a measure of the energy in the turbulence and is known as the velocity structure
constant.
The index of refraction structure function is similar to Equations 2.2 and 2.3, and is given
by (Tatarskii, 1961)
Dn(d) =
〈
[ni(d1 + d)− ni(d1)]2
〉
= C2nd
2/3. (2.4)
C2n is the refractive index structure constant and it details the strength of atmospheric
turbulence. It should be noted that the value of C2n is not always a constant - it varies in
both time and space throughout the atmosphere.
2.1.2 The Fried parameter
Along an optical path length, z, the phase delay is given by
φ = k
∫
ni(z)dz. (2.5)
For light coming from a celestial object that is observed by a ground-based telescope, z
is the propagation distance through atmospheric turbulence. k is the wavenumber and is
equal to 2pi/λ, where λ is the wavelength being observed. The phase structure function
can be calculated using the same process outlined in Section 2.1.1 such that
Dφ(d) =
〈
[φ(d1 + d)− φ(d1)]2
〉
. (2.6)
Equations 2.5 and 2.6 can be used to show that (Roddier, 1999)
Dφ(d) = 2.91k
2 sec(β)d5/3
∫
C2n(h)dh, (2.7)
where h is the altitude above the telescope and β is the zenith angle, i.e. sec(β) is the air
mass. The Fried parameter (Fried, 1965), r0, was introduced to characterise the strength
of integrated turbulence. It can simplify Equation 2.7 such that
Dφ(d) = 6.88
(
d
r0
)5/3
, (2.8)
where
r0 =
[
0.42k2 sec(β)
∫
C2n(h)dh
]−3/5
. (2.9)
The resolution of a telescope will be limited by atmospheric effects if the diameter of its
primary mirror, D, is larger than the Fried parameter. When D > r0, the telescope will
have the effective resolution of a telescope with D = r0. Typical r0 values at λ = 0.5µm are
around 0.1m (Laidlaw et al., 2018). However, its exact value can vary greatly throughout
the night (Osborn et al., 2018).
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2.1.3 Spatial power spectra
The Kolmogorov power spectrum for refractive index fluctuations can be written as (Tatarskii,
1961)
ΨK(κ) = 0.033C2nκ
−11/3. (2.10)
κ is the spatial wavenumber and is equal to 2pi/j, where l0 < j < L0. The von Kármán
power spectrum was introduced to constrain the model with a finite outer scale and is
given by
ΨvK(κ) = 0.033C2n
(
κ2 + κ20
)−11/6
. (2.11)
κ0 is the value of 2pi/L0. It is currently thought that, in the free atmosphere, L0 is on
the order of 10 to 100m (Ziad et al., 2004; Maire et al., 2007). The modified von Kármán
power spectrum constrains the Kolmogorov model to have a finite inner scale. However,
it is believed that the inner scale is on the order of 0.1 to 1 cm (Tyson, 2010). This study
concentrates on telescopes that have primary mirror diameters greater than or equal to
4.2m. Therefore, the effects of the inner scale are negligible throughout. For the von
Kármán model, Equation 2.8 has been shown to have the analytical expression (Tokovinin,
2002)
Dφ(d) =
(
L0
r0
)5/3
× Γ(11/6)
211/6pi8/3
[
24
5
Γ
(
6
5
)]5/6
×
[
Γ(5/6)
21/6
−
(
2pid
L0
)5/6
K5/6
(
2pid
L0
)]
. (2.12)
Γ is the gamma function and K5/6 is the modified Bessel function of the third kind.
2.2 Principles of adaptive optics
2.2.1 Guide stars
Atmospheric wavefront perturbations can be measured when a ground-based telescope uses
a wavefront sensor (see Section 2.2.2) to monitor a bright object in the sky. These objects
are commonly referred to as Guide Stars (GSs).
2.2.1.1 Natural guide stars
Stars are categorised as Natural Guide Stars (NGSs) and can be treated as point sources.
Science targets are not always bright point sources and so, to measure the wavefront per-
turbations across a science target, nearby NGSs are often used. However, not all science
targets have appropriate NGS asterisms. For example, there might be a large angular dis-
tance between a science target and the nearest NGS (see Section 2.2.1.3 and Figure 2.2).
The lack of suitably bright NGSs means that only a fraction of the night sky is available
to NGS Adaptive Optics (AO) systems.
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Figure 2.1: Photograph of the 4-LGS system of the AOF on the 8.2m Yepun telescope at
the VLT, Paranal (Kamphues, 2016).
2.2.1.2 Laser guide stars
To increase sky-coverage, advanced AO systems can employ Laser Guide Stars (LGSs).
The two main types of LGSs are Rayleigh and sodium (Morris et al., 2014; Oberti et al.,
2018). This study only considers sodium LGSs. These lasers are launched at the ground
and have a wavelength of 589.2 nm. Atoms in the sodium layer of the mesosphere - at
an altitude of approximately 90 km - are excited by these photons, creating an artificial
star. As the photons from the laser are refracted by atmospheric turbulence during uplink,
the artificial stars created do not provide useful tip-tilt information. A nearby NGS is
required to measure tip-tilt. However, as these are low-order aberrations and can therefore
be observed more easily than high-order aberrarions, a faint NGS can be used. The 4-LGS
system of the Adaptive Optics Facility (AOF) at the Very Large Telescope (VLT), Paranal,
is shown in Figure 2.1.
Sodium LGSs are relatively close to the telescope (roughly 90 km away at zenith) and so
their projected pupil size gets smaller with altitude. This is referred to as the cone effect
(see Section 2.3.3). The sodium layer of the mesosphere is approximately 10 km thick and
so LGSs can also appear elongated. The length of LGS elongation is dependent on the
diameter of the telescope primary mirror and the angle at which they are viewed from.
The largest aperture we use to study LGSs is the 4-LGS system of the AOF on the 8.2m
Yepun telescope. LGS elongation will not significantly impact the data analysis routines
performed during this study (Bardou et al., 2018; Basden et al., 2018).
2.2.1.3 Isoplanatic angle
An angular distance between a science target and a GS results in their wavefronts propa-
gating through different volumes of atmospheric turbulence. This is illustrated for a NGS
system in Figure 2.2. The similarity between their wavefronts is related to the size of
their separation angle, ζ. For a theoretical Root Mean Square (RMS) wavefront error of
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Figure 2.2: Origin of anisoplanatism. NGS and science target wavefronts propagate through
different volumes of turbulence at h > h0, where h0 is the altitude of the ground-layer.
The angular distance from the science target is given by ζ.
1 radian, the separation angle is referred to as the isoplanatic angle, θ0. The isoplanatic
angle is equal to (Roddier, 1999)
θ0 =
0.314r0
h¯ secβ
. (2.13)
In Equation 2.13, h¯ is the turbulence moment, where
h¯ =
[∫∞
0
C2n(h)h
5/3dh∫∞
0
C2n(h)dh
]3/5
. (2.14)
The isoplanatic angle is therefore dependent on r0, the zenith angle, β, and the shape
of the turbulence profile. An expression for the wavefront error, σ2ζ , can be written as a
function of the angular distance from the science target, ζ, such that (Roddier, 1999)
σ2ζ (ζ) = (ζ/θ0)
5/3. (2.15)
At the VLT it has been shown that, at λ = 0.5µm, typical values for θ0 are between 1 and
2 arcseconds (Osborn et al., 2018).
2.2.2 Shack-Hartmann wavefront sensor
A Shack-Hartmann Wavefront Sensor (SHWFS) can be used to measure atmospheric wave-
front perturbations across the telescope aperture. It uses a lenslet array, i.e. a grid of many
small lenses, that is optically conjugate to the telescope pupil. We refer to these lenslets as
sub-apertures. If a SHWFS is monitoring a GS then each sub-aperture focusses a section
of the incoming wavefront down to a spot. An illustration of this is shown in Figure 2.3. If
there is a plane wavefront then the spots will have zero displacement and will form a regular
grid. However, the grid will no longer be regular when the SHWFS is monitoring a per-
turbed wavefront. By imaging these spots onto a detector - commonly a Charge Coupled
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Figure 2.3: SHWFS lenslets measuring tip-tilt aberrations across a wavefront. The illus-
tration shows the propagation of a plane wavefront (top left) and its zero spot displacement
(top right). When the wavefront is perturbed, e.g. by atmospheric turbulence (bottom
left), the spots have non-zero displacement (bottom right).
Device (CCD) - x and y spot displacement can be calculated using a centroiding algorithm.
These centroiding calculations produce orthogonal measurements of the wavefront gradient
across each sub-aperture.
An example of a SHWFS lenslet array is shown in Figure 2.4. This 7 × 7 SHWFS (di-
mensions in sub-apertures) has the same layout as the SHWFSs used on-sky by CANARY,
an AO demonstrator on the 4.2m William Herschel Telescope (WHT), La Palma. Sub-
apertures that have insufficient illumination are set as inactive. Sub-aperture 25 is inactive
because its light-path is blocked by the central obscuration, i.e. the secondary mirror.
2.2.3 Deformable mirrors
The Deformable Mirror (DM) is responsible for correcting phase aberrations and restoring
a plane wavefront. It has a reflective surface that can change its shape through the push
and pull of actuators. The largest possible actuator displacement is referred to as its stroke.
The DM actuators are behind its surface and receive their commands from a reconstruction
algorithm (see Section 2.2.4). If the DM is applying zero correction then its actuators are
said to be in their rest position.
To perform wavefront correction one or more DMs are placed in the optical relay. A popular
choice today is to replace the secondary mirror with a DM. These DMs feature large stroke
and because of their relatively large diameter, they can contain a high number of actuators.
This optical component has been adopted by the AOF and its secondary mirror is instead
referred to as a Deformable Secondary Mirror (DSM; Oberti et al., 2018). An illustration
of how a DSM can restore a plane wavefront is shown in Figure 2.5.
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Figure 2.4: Pupil mask showing the active sub-apertures for a 7 × 7 SHWFS conjugate
to the pupil of a telescope (grey). Inactive sub-apertures are also shown (white). Sub-
apertures that have insufficient illumination are set as inactive. This SHWFS has the same
sub-aperture layout as the SHWFSs used by CANARY, an AO demonstrator on the 4.2m
WHT, La Palma.
When a SHWFS is observing spots that have undergone wavefront reconstruction, the
system is being operated in closed-loop. If a SHWFS is observing spots that have not
undergone wavefront reconstruction, the system is being operated in open-loop.
2.2.4 Wavefront reconstruction
Below we outline the technique for using an interaction matrix to perform wavefront re-
construction. As a stable plane wave is required, measuring the interaction matrix usually
involves recreating the system on an optical bench.
To measure the influence of a specific DM actuator, a voltage is applied to it while the
rest of the DM is in its rest position. A plane wave is then passed through the system.
SHWFS measurements are made with a voltage applied to this actuator, and this process is
then repeated for each actuator. This process results in a matrix that relates DM actuator
position to SHWFS spot displacement. This matrix is known as the interaction matrix
and, in terms of the vector of SHWFS centroids, ~e, it is given by
~e = K~u. (2.16)
In Equation 2.16, K and ~u are the interaction matrix and the vector of DM actuator
commands, respectively. It is assumed that the movement of each actuator has a linear
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GS
SHWFS
Wavefront 
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Science 
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Primary mirror
Figure 2.5: Illustration of a DSM restoring a plane wavefront. In this example, the per-
turbed wavefront is first measured by a SHWFS. A wavefront reconstruction algorithm then
closes the loop by passing commands to the DSM. If the science target is (or is nearby)
the GS, it can not be picked off and instead a fraction of its light must be redirected to
the science instrument with a beam splitter, e.g. a dichroic.
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response in the SHWFS, i.e. the response in the SHWFS is linear in both the amplitude
and the spatial displacement of the spot.
By inverting the interaction matrix in Equation 2.16, SHWFS measurements can be used
to estimate DM commands that will mitigate wavefront perturbations. Similarly, if the
DM actuator commands are known while operating a closed-loop system, Equation 2.16
can be used to calculate open-loop centroids. Open-loop centroids that come from this
calculation are referred to as pseudo open-loop.
2.2.5 Coherence time
The wind causes atmospheric phase aberrations to evolve in both time and space. This
implies that wavefront reconstruction must be a fast process that is continuously updating.
For the illustration shown in Figure 2.5 there are a number of steps involved. The system
has to measure SHWFS centroids, calculate DM commands and then accurately move DM
actuators into their correct position. Each step introduces a time delay and this puts an
upper limit on the update rate of the system. This update rate is directly related to the size
of the system, e.g. having more SHWFS centroids results in an increased computational
workload. However, the required update rate is related to atmospheric conditions. If we
express distance, d, as a product of the wind speed moment, w¯s, and the elapsed time, τ ,
then Equation 2.8 becomes
Dφ(τ) = σ
2
time(τ) = 6.88
(
τw¯s
r0
)5/3
. (2.17)
The wind speed moment is given by
w¯s =
[∫∞
0
C2n(h)ws(h)
5/3dh∫∞
0
C2n(h)dh
]3/5
. (2.18)
Equation 2.17 is equal to the mean square phase error, σ2time, if a wavefront correction is
applied after time τ . In Equation 2.18, ws(h) is the wind speed at altitude h.
A time delay that is commonly acceptable is known as the coherence time, τ0. It is found
when σ2time(τ) = 1 rad, i.e. when the mean square phase error is 1 radian. The coherence
time is given by (Greenwood, 1977; Roddier, 1999)
τ0 = 0.314r0/w¯s. (2.19)
Assuming that wavefronts can be measured exactly, the mean square phase error can be
written as
σ2time(τ) = (τ/τ0)
5/3. (2.20)
From Equation 2.17, the desired update rate for a closed-loop system is therefore dependent
on the shape of both the turbulence and wind speed profile. At the VLT it has been shown
that, at λ = 0.5µm, typical values for τ0 are around 5ms (Osborn et al., 2018).
Predictive control algorithms can reduce temporal errors by mitigating the latency between
the measurement of a wavefront and its successive DM correction. These algorithms use
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the Taylor frozen-flow approximation (Taylor, 1938) to predict how atmospheric phase
aberrations will evolve. This allows for DM corrections to be scheduled ahead of time. To
optimise their performance, these control algorithms commonly require optical turbulence
and wind velocity profile information (Jackson et al., 2015; Sivo et al., 2018).
2.2.6 Tomographic adaptive optics
Single-conjugate Adaptive Optics (SCAO) uses one GS to correct over a narrow FOV. This
is the mode illustrated in Figure 2.5. To increase the AO corrected FOV, many different
configurations have been developed. Discussed in this study are the techniques known
as Ground-Layer Adaptive Optics (GLAO), Multi-Object Adaptive Optics (MOAO) and
Multi-Conjugate Adaptive Optics (MCAO). All of these techniques involve the use of
multiple GSs. We assume that each GS is being observed by an independent SHWFS.
2.2.6.1 Ground-layer adaptive optics
GLAO corrects for ground-layer turbulence (Tokovinin, 2004). The majority of integrated
turbulence strength is often found in the ground-layer (Farley et al., 2018) and so GLAO
can significantly improve image resolution.
When conjugate to a telescope aperture, multiple SHWFSs will all measure the same
ground-layer turbulence. DM commands can therefore be calculated from mean centroid
measurements. So that this mean is more statistically representative of the turbulence in
the ground-layer, the GSs in GLAO often have large angular separations. Having large
angular separations helps reduce common-path aberrations at non-zero altitudes. This can
be visualised by studying Figure 2.6. This schematic diagram shows turbulent layers at
altitudes h0 and h1, where h1 > h0.
2.2.6.2 Multi-object adaptive optics
MOAO was developed as a technique for correcting within a large FOV. It uses multiple
SHWFSs to tomographically reconstruct the turbulence volume above the telescope. After
individual science targets are selected, data from the SHWFSs can be used with a DM to
perform wavefront correction along each line of sight. As the DMs are correcting for wave-
front perturbations in multiple science directions (that are not necessarily in the direction
of the GSs), they must be in open-loop with respect to the SHWFSs. An illustration of a
2-GS MOAO system is shown in Figure 2.7.
MOAO uses multiple GSs to increase its FOV. This means it can observe multiple science
targets in a single exposure, making it a much more efficient system compared to SCAO.
It is, however, a much more complex system. To ensure optimal performance the whole
system must be accurately characterised and calibrated. The capability of MOAO has been
previously demonstrated on CANARY (Gendron et al., 2011; Vidal et al., 2014; Martin
et al., 2017).
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Figure 2.6: Schematic diagram of a 2-GS GLAO system. Independent SHWFSs are being
used to study each GS. Ground-layer turbulence is common to all SHWFSs and so DM
commands can be calculated from mean centroid measurements.
Figure 2.7: Schematic diagram of a 2-GS MOAO system. Independent SHWFSs are being
used to study each GS. The SHWFSs are in open-loop with the DMs. This allows the
MOAO system to pick off individual science targets within a large FOV.
To tomographically reconstruct the turbulence volume above the telescope, a proposed
technique uses SHWFS data to calculate turbulence strength as a function of altitude
(Vidal et al., 2010). Precise wavefront reconstruction is reliant on the accuracy of the
turbulence profile measurement (Villecroze et al., 2012; Martin et al., 2016b). It has
been shown that SHWFS data can also be used to measure optical misalignments (Martin
et al., 2016a). Accounting for SHWFS misalignments helps optimise the accuracy of the
turbulence profile measurement (Laidlaw et al., 2018).
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Figure 2.8: Schematic diagram of a 2-GS MCAO system. Independent SHWFSs are being
used to study each GS. Each DM is optically conjugate to an exact altitude. This allows
the MCAO system to correct for a large continuous FOV.
2.2.6.3 Multi-conjugate adaptive optics
MCAO aims to correct over a large continuous FOV. It does this by splitting the required
correction onto multiple DMs. Each DM is optically conjugate to a specific altitude (Beck-
ers, 1988). Figure 2.8 illustrates an MCAO system and it can be seen that by having
multiple SHWFSs, a larger section of the turbulent layer at h1 can be measured and there-
fore corrected. To correct for the majority of the integrated turbulence strength, one of the
DMs is usually conjugate to the ground-layer. However, it is possible to have DMs that
can change their position so that they can select the altitudes at which they are optically
conjugate. This optimises the system as it allows the DMs to correct for the strongest lay-
ers of turbulence (Tallon et al., 1992). Selecting the correct altitudes requires an accurate
measurement of the optical turbulence profile. The altitudes of the strongest layers can
change (Osborn et al., 2018) and so, to fully optimise the system, the turbulence profile
measurement must be updated regularly (Jia et al., 2018).
2.2.7 Simulating atmospheric turbulence
Simulations play a significant role in the development of AO systems. The layout of an AO
system is complex and therefore optical alignment is time-consuming. Components such
as SHWFSs are also expensive. By testing optical layouts and data analysis techniques in
simulation, AO scientists are able to freely alter specific variables so that they can estimate
performance. Simulations can also be used to test the sensitivity of a AO system to, for
example, optical misalignments. All of the AO simulations within this study are made
using the existing software package Soapy∗ (Reeves, 2016). We discuss the operation of
our Soapy simulations below.
∗https://github.com/AOtools/soapy
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Figure 2.9: Simulated atmospheric phase screen with dimensions equivalent to 39× 39m.
L0 is 25m and r0 is equal to 0.1m at λ = 0.5µm.
The atmosphere can be modelled with a number of turbulent layers at discrete altitudes.
Each of these layers is generated as a random phase screen that adheres to theoretical
von Kármán statistics (Schmidt, 2010). Soapy is therefore described as a Monte Carlo
simulation. Simulated GSs then have their phase distorted by having their light propagate
through specific sections of the pre-generated phase screens. This light propagation can
can be approximated by summing up the phase distortion from each layer (Hardy, 1998).
When simulating LGSs, the distance to each LGS must be known so that the cone effect
can be correctly modelled. The phase across each SHWFS sub-aperture can then be used
to calculate spot displacement.
To model wind, the generated phase screens must move with a specified velocity. This
is simulated by each phase screen moving a number of steps in x and y. The number
of steps taken corresponds to its wind velocity and the frame rate of the system. It is
assumed that the phase screen is frozen as it moves across the pupil. This is known as the
Taylor frozen-flow approximation (Taylor, 1938). In our Soapy simulations, wind velocity
is simulated using infinite phase screens (Assémat et al., 2006). Infinite phase screens work
by taking values from the edges of a pre-existing phase screen, and calculating how these
values evolve if they abide von Kármán statistics. By repeatedly calculating new values
for the rows and columns in x and y, respectively, phase screen velocity can be simulated
while its dimensions remain unchanged.
Figure 2.9 shows a simulated atmospheric phase screen with L0= 25m and r0= 0.1m at
λ = 0.5µm. The dimensions of this phase screen are equivalent to 39× 39m.
2.3 Techniques for turbulence and wind velocity profiling
Turbulence and wind velocity profiling have multiple applications within AO. In this
section we introduce the atmospheric turbulence and wind velocity profiling techniques
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that are addressed during this study.
Used in conjunction with the turbulence profile, the wind velocity profile can enable pre-
dictive control algorithms that significantly improve image resolution (see Section 2.2.4).
Although it is not fully investigated in this study, it is also believed that by measuring
the wind velocity profile, the altitude-resolution of the turbulence profile can be improved
(Wang et al., 2008). Having accurate measurements of the turbulence strength as a function
of altitude is a requirement for optimising MOAO and MCAO wavefront reconstruction
techniques (see Sections 2.2.6.2 and 2.2.6.3).
A further benefit of turbulence and wind velocity profiling is that it assists the queue
scheduling of sciences cases, i.e. it allows for σ2ζ and σ
2
time to be calculated (see Sec-
tions 2.2.1.3 and 2.2.4). If, for example, an AO system is targetting a high-resolution
exoplanet image, it is favourable to make this observation while the turbulence strength
is relatively weak and slow-moving. So that science cases can be scheduled ahead of time,
turbulence and wind velocity profile measurements can be used to help forecast upcoming
conditions (Masciadri et al., 2017; see Section 2.3.1). Forecasts may in turn be validated
and calibrated by subsequent measurements. It should also be noted that if we know the
turbulence and wind velocity profile, AO system performance can be estimated. These
estimations can come from the analysis of simulations (see Section 2.2.7).
2.3.1 Forecasts
Previous studies have shown that wind velocity profile measurements are well correlated
with forecast models (Osborn et al., 2017; Sivo et al., 2018). In this study we compare
against the non-hydrostatic model generated by the European Centre for Medium-Range
Weather Forecasts (ECMWF). Wind velocity profiles from 2014 and 2017 are used (Haiden
et al., 2014; Haiden et al., 2017).
The ECMWF uses advanced numerical weather prediction techniques and requires meteo-
rological data from multiple sources, e.g. aircraft and weather balloons. The model gives
an hourly forecast and is refreshed every six hours. The ECMWF monitors pressure levels
and gives the wind velocity profile in discrete layers with the altitude-spacing near the
ground being tens of metres. The altitude-spacing increases with altitude and above the
tropopause (approximately 17 km) it is hundreds of metres.
2.3.2 Scintillation detection and ranging
SCIntillation Detection And Ranging (SCIDAR; Vernin and Roddier, 1973) is a technique
for high-resolution turbulence and wind velocity profiling. It studies scintillation intensity
patterns from double star targets and, therefore, it is not possible for the SCIDAR tech-
nique and an AO system to run in tandem. The SCIDAR technique is therefore used by
instruments that are dedicated profilers, e.g. the Stereo-SCIDAR instrument at the VLT
(Osborn et al., 2018). One of the most appealing features of the SCIDAR technique is that
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Figure 2.10: Illustration of the how SCIDAR is able to triangulate the turbulence profile.
The red and blue wavefronts are from individual stars. By calculating the cross-correlation
of the scintillation intensity patterns, the turbulent layer at altitude h is measured. The
amplitude of the cross-correlation peak corresponds to the strength of the turbulent layer.
This image has been taken from Shepherd et al., 2013.
it can measure high-resolution turbulence and wind velocity profiles. With regard to atmo-
spheric tomography, resolution refers to the altitude-spacing between each measurement.
Typical values for SCIDAR altitude-spacing are between 100 and 300m. In this study we
take measurements from the Stereo-SCIDAR instrument (Shepherd et al., 2013) that, in
2014, was on the 2.5m Isaac Newton Telescope (INT), La Palma (Osborn et al., 2015).
2.3.2.1 Turbulence profiling
The SCIDAR technique performs turbulence profiling by measuring atmospheric scintil-
lation intensity patterns from double star targets. These intensity patterns are imaged
onto a CCD. The Stereo-SCIDAR instrument uses this technique however, it images the
scintillation patterns from each star onto an independent CCD. The main benefits of using
independent CCDs include an increased Signal-to-Noise Ratio (SNR) and having an im-
proved tolerance to the magnitude difference between the two stars (Shepherd et al., 2013).
The turbulence profile can be expressed by calculating the cross-correlation between the
two intensity patterns. The cross-correlation function is given by
Cˆxy =
1
N − 1
N∑
n=1
(Xn − X¯)(Yn − Y¯ ), (2.21)
where, for SCIDAR applications, Xn and Yn are the intensity measurements made by
each pixel. An illustration of how SCIDAR triangulates the turbulence profile is shown in
Figure 2.10.
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Figure 2.11: The turbulence profiles measured on 08/03/2017 by the Stereo-SCIDAR in-
strument at the VLT, Paranal. The median turbulence profile is shown on the right. This
image has been taken from Osborn et al., 2018.
It is possible to generate theoretical scintillation cross-correlation response functions. Using
these theoretical functions, SCIDAR is able to calculate the pseudo-inverse of on-sky cross-
correlation measurements. This allows for the turbulence strength to be measured as a
function of altitude. An example of how the turbulence profile evolves with time is shown
in Figure 2.11. These measurements were made by the Stereo-SCIDAR instrument at the
VLT (Osborn et al., 2018).
2.3.2.2 Wind velocity profiling
The SCIDAR technique can also measure the wind velocity profile (Shepherd et al., 2013;
Osborn et al., 2017). This requires the measurements of the scintillation intensity patterns
described in Section 2.3.2.1. The wind velocity profile can be visualised by using Equa-
tion 2.21 to calculate the cross-correlation between scintillation intensity patterns that have
a positive temporal offset. This calculation is then repeated but with a negative temporal
offset. The three cross-correlation functions previously described (negative, zero and posi-
tive) are then added together and averaged as a function of pixel separation. An example
of the resultant array is shown in Figure 2.12. In Figure 2.12, the length and orientation
of an arrow indicates the velocity of the corresponding layer. Therefore, if turbulent peaks
can be tracked from negative to positive temporal offsets, the wind velocity profile can be
measured. To reduce the likelihood of false detections, Stereo-SCIDAR typically tracks
peaks across a range of temporal offsets, e.g. every frame offset between −2 and +2 is
calculated (Osborn et al., 2017).
It should also be mentioned that, when measuring the wind velocity profile, the altitude
of each layer can be defined by where it crosses the point of zero temporal offset (see
Figure 2.12). This technique can update and potentially improve the altitude resolution of
the turbulence profile measurement.
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Figure 2.12: An example of a Stereo-SCIDAR cross-correlation function that has been used
to calculate the wind velocity profile. The colourscale is the cross-correlation measurement
and the axes are a function of pixel separation in x and y. The ground-layer is in the
centre of the image and the turbulence profile (at zero temporal offset) is shown along the
vertical direction. The turbulence profile altitude increases towards the top of the image.
To indicate the wind velocity profile, white arrows have been drawn to show the movement
of the turbulent layers. This image has been taken from Shepherd et al., 2013.
2.3.3 Slope detection and ranging
SLOpe Detection And Ranging (SLODAR) is a stereoscopic technique that uses SHWFS
data to measure turbulence and wind velocity profiles. It can therefore run in tandem with
a number of AO instruments. When used in tandem with an AO system, the required
SHWFS data is referred to as AO telemetry.
The SLODAR technique has been detailed in previously published literature (Wilson, 2002;
Butterley et al., 2006). It has been demonstrated with dedicated optical turbulence pro-
filers numerous times. For example, since 2009 there has been a dedicated SLODAR
instrument at the VLT (Wilson et al., 2009). In 2010, the technique was used to make
high-resolution measurements of the VLT surface layer (roughly the first 100m) (Osborn
et al., 2010). There have also been a number of campaigns that have demonstrated the
SLODAR technique using on-sky AO telemetry. Using on-sky data from 2011, 2012 and
2013, the SLODAR technique has studied measurements from the 5-LGS MCAO system at
the 8m Gemini South telescope, Cerro Pachón. Results from this campaign have concen-
trated on frozen-flow, the outer scale, the turbulence profile and the wind velocity profile
(Cortés et al., 2012; Guesalaga et al., 2014; Guesalaga et al., 2016). In 2016, turbulence
and outer scale profiles were studied using RAVEN, an MOAO demonstrator at the 8.2m
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Figure 2.13: Sub-aperture optical paths of two 7 × 7 SHWFSs to NGS1 (black to blue)
and NGS2 (black to red). The two turbulent layers are at altitudes of 0 and 3D/7θ km.
Figure 2.14: Sub-aperture optical paths of two 7×7 SHWFSs to LGS1 (black to blue) and
LGS2 (black to red). The two turbulent layers are at altitudes of 0 and 3D/7θ km.
Subaru Telescope, Hilo (Ono et al., 2016). The on-sky asterism for RAVEN consisted of
3 NGSs and 1 on-axis LGS. The SLODAR technique has also been applied to NGS and
LGS data from CANARY, the MOAO demonstrator at the 4.2m WHT, La Palma (Martin
et al., 2016a). More recently, turbulence and wind velocity profiles from CANARY have
been compared against contemporaneous profiles from Stereo-SCIDAR (Laidlaw et al.,
2018; Laidlaw et al., 2019).
Like SCIDAR, SLODAR uses a crossed-beam triangulation method for measuring the op-
tical turbulence profile. However, SLODAR triangulates the turbulence profile by studying
SHWFS centroids. It requires sufficiently bright objects for wavefront sensing and can use
a combination of NGSs and LGSs. The optical phase gradient for each GS is measured
at the ground by an independent SHWFS. Figure 2.13 illustrates the sub-aperture optical
paths of two optically aligned 7 × 7 SHWFSs that are observing independent NGSs. In
Figure 2.13, the distance to NGS sub-aperture optical path intersection is given by hl,
where
hl =
lsw
θ
. (2.22)
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Table 2.1: Physical parameters of CANARY, AOF and ELT-scale AO systems.
CANARY AOF ELT-scale
Pupil diameter (m) 4.2 8.2 39.0
Active sub-apertures per SHWFS 36 1240 4260
Sub-aperture baselines per SHWFS 129 4989 17101
SHWFS dimensions (sub-apertures) 7× 7 40× 40 74× 74
In Equation 2.22, θ is the angular separation between the NGSs. The distance between the
centres of two adjacent sub-apertures is given by sw. SLODAR is applicable to all position
angles in the FOV of the telescope however, it should be noted that Equation 2.22 is only
valid for position angles of 0, 90, 180 and 270◦. Two altitudes of sub-aperture optical path
intersection are shown in Figure 2.13. The sub-aperture separation order is denoted l. In
Figure 2.13, the red and blue meta-pupils are separated by 3 sub-apertures and so at this
altitude l = 3. The maximum distance of sub-aperture optical path intersection, hmax (h6
for the configuration shown in Figure 2.13), is therefore (D−sw)/θ.
It has been shown that the SLODAR method can utilise LGSs (Cortés et al., 2012). The
cone effect (see Section 2.2.1.2) is illustrated in Figure 2.14. Due to the cone effect, the
distance to LGS sub-aperture optical path intersection, al, does not scale linearly with l.
For optically aligned SHWFSs with LGS position angles of 0, 90, 180 or 270◦,
al =
lswna
θna + lsw
. (2.23)
na is the distance to each LGS. Equation 2.23 assumes that na is the same for both LGSs.
For SLODAR data analysis, the maximum observable altitude is dependent on the distance
to the GSs, the GS angular separation, the diameter of the telescope and the diameter of the
SHWFS sub-apertures. In this study we consider the systems used to operate CANARY
and the AOF. We also consider the requirements for an Extremely Large Telescope-scale
(ELT-scale) system. In particular, we concentrate on the European ELT. This is the Euro-
pean Southern Observatory (ESO) 39m class telescope that is currently under construction
in Cerro Armazones (Tamai et al., 2018). Table 2.1 lists the physical parameters for the
CANARY, AOF and ELT-scale AO systems. These parameters can be used to calculate
the maximum observable altitude during SLODAR data analysis. If an ELT-scale instru-
ment and CANARY were to observe the same NGS asterism, hmax would be larger for the
ELT-scale instrument by a factor of 10.7. The ELT-scale instrument would also have an
improved altitude resolution. hl+1−hl for CANARY and an ELT-scale instrument would
be 0.6/θ and 0.53/θ, respectively.
2.3.3.1 Covariance matrix
SLODAR uses SHWFSs to record centroids over some time interval. These centroids detail
the wavefront perturbations from each GS as atmospheric turbulence is blown across their
light-path. Individual sub-aperture optical paths will therefore observe the same patch of
turbulence at the altitudes where they intersect (see Figures 2.13 and 2.14). The turbulence
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Table 2.2: Values set for the simulated system parameters in the Soapy configuration file.
NGS apparent magnitude 10
Air mass 1
Monochromatic wavelength 0.5µm
Frame rate 150Hz
Number of frames 10,000
Throughput 30%
Read-out noise 1 electron per pixel
at these altitudes will cause centroids from independent SHWFSs to move similarly. The
similarity between centroid values is entirely dependent on the relative strength of the
turbulence at each altitude.
The cross-covariance between all SHWFS centroids results in an array referred to as the
covariance matrix. This can be calculated using Equation 2.21, where Xn and Yn are
the SHWFS centroid measurements. The amplitude of cross-covariance peaks correspond
to the strength of each turbulent layer. To estimate the correct turbulence strength the
SHWFS centroids must be recorded in open-loop or pseudo open-loop. From simulated
open-loop centroids, a 2-NGS CANARY covariance matrix is shown in Figure 2.15a. Ta-
ble 2.2 lists the values used in the Soapy configuration file. The optical turbulence profile
in Figure 2.15a corresponds to Figure 2.13, i.e. two layers have been simulated at altitudes
of 0 and 3D/7θ km (3/7 comes from there being 7 sub-apertures across each SHWFS,
with their meta-pupils separated by 3 sub-apertures at h3). Both turbulent layers have
L0 = 25m and r0 = 0.1m. Orthogonal measurements from NGS 1 and NGS 2 are given
by x1, y1 and x2, y2, respectively. Tip-tilt aberrations are decorrelated and so orthogonal
cross-covariance measurements have a relatively low SNR. The cross-covariance between
sub-apertures from the same SHWFS, i.e. the autocovariance, give a measure of the inte-
grated turbulence strength. The strongest response to the vertical structure of the optical
turbulence profile is between equivalent planes of independent SHWFSs, e.g. cov(x1, x2)
and cov(y1, y2).
2.3.3.2 Covariance map
We define baseline as the sub-aperture separation between two optically aligned SHWFSs.
The baseline in x and y is given by xsep and ysep, respectively. The cross-covariance
between equivalent planes of independent SHWFSs, e.g. x1x2 and y1y2 in Figure 2.15a,
can be averaged as a function of xsep and ysep. The resultant array is known as a covariance
map. The covariance map from Figure 2.15a is shown in Figure 2.15b. The covariance map
contains all the high SNR information for the vertical structure of the optical turbulence
profile. If there are random errors in the centroid values, e.g. due to shot noise, then
averaging baselines increases the SNR of the optical turbulence profile.
Any two GSs in the FOV of the telescope are separated by a position angle, γ. In Fig-
ure 2.13, γ = 0 rad and as shown in Figure 2.15b, the optical turbulence profile is primarily
projected over sub-aperture separations that are determined by γ.
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2.3.3.3 Covariance map region of interest
Measurements within the covariance map can be extracted along the vector projected by
γ – a covariance map Region of Interest (ROI). This requires γ to be known with respect
to the geometry of the SHWFS lenslet array. The covariance map ROI in Figure 2.15c is
taken from the centre of x1x2 and y1y2 in Figure 2.15b, and along positive ysep. In reality,
the GS position angle can have any value and so the optical turbulence profile is not always
projected across exact baselines (as it is in Figure 2.15). The ROI can compensate for this
by encapsulating a larger extent of the map, i.e. its length and width can be increased. The
length and width of the ROI are denoted by L and W , respectively. Both L and W are in
units of the distance between two adjacent sub-apertures, sw. Figure 2.15c has L = nd = 7
and W = 1, where nd is the number of SHWFS sub-apertures in one dimension. If L is
greater than nd, this implies that, for the configuration in Figure 2.15c, the ROI includes
negative ysep data points. For example, L = (nd + 1) is the same ROI in Figure 2.15c but
with the inclusion of xsep, ysep = (0,−1) in both x1x2 and y1y2 from Figure 2.15b. L > nd
can be thought of as extending the ROI to data points that are projected along γ + pi.
There are current as well as forthcoming AO systems that utilise more than two GSs. This
introduces the capability of analysing the optical turbulence profile at multiple altitude
resolutions. The covariance map ROI studies the optical turbulence profile in a multi-GS
system by stacking the ROI from each GS combination into a single array.
2.3.3.4 Turbulence profiling
The phase structure function from Equation 2.12 can be related to the phase covariance
function, Cφ(d), by
Dφ(d) = 2
(
σ2φ − Cφ(d)
)
. (2.24)
The phase variance is given by σ2φ. Using Equation 2.12, the analytical expression for phase
covariance is therefore (Beghi et al., 2008)
Cφ(d) =
(
L0
r0
)5/3
× Γ(11/6)
25/6pi8/3
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)]5/6
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)5/6
K5/6
(
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L0
)
. (2.25)
Cφ(d) is the spatial covariance of phase between two points at a distance d. The covari-
ance for each turbulent layer depends on r0, L0, h, sub-aperture separation and optical
misregistrations. Equation 2.25 can therefore be used to calculate an analytical expression
for the covariance between sub-apertures.
In Equation 2.25, d is the separation distance between two sub-apertures. At non-zero
altitudes covariance values can be generated by calculating the distance between meta-
pupil sub-apertures (see Figures 2.13 and 2.14). Therefore, by writing an algorithm that
can calculate sub-aperture separation distances between all meta-pupils, it is possible to
analytically generate SHWFS spatial covariance for any turbulence profile. This implies
that the arrays shown in Figure 2.15 can be analytically generated. By adjusting d, we can
also calculate the spatial covariance between misaligned SHWFSs.
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(a) Covariance matrix from two 7 × 7 SHWFSs observing turbulent layers at altitudes of 0 and
3D/7θ km. Both layers have r0 = 0.1m and L0 = 25m.
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(b) The covariance map from (a). This shows the average covariance between x1x2 and y1y2 as a
function of baseline.
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(c) The covariance map ROI from the data points in (b). In this example, the length and width
of the ROI are given by L = nd = 7 and W = 1, respectively.
Figure 2.15: Techniques for expressing the optical turbulence profile from the cross-
covariance of SHWFS centroids. The centroids were simulated using CANARY-scale
SHWFSs.
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Being able to analytically generate sub-aperture covariance makes it possible to iteratively
fit a model to SHWFS cross-covariance measurements. This is the idea of the learn stage
within learn and apply MOAO tomography (Vidal et al., 2010). Previous studies have
shown that the turbulence profile can be measured using covariance matrix fitting (Vidal
et al., 2010; Martin et al., 2016a; Laidlaw et al., 2018). Covariance matrix fitting can
also be used for measuring SHWFS misalignments (Martin et al., 2016a; Laidlaw et al.,
2018). Other studies have shown that a covariance map ROI can be used to perform optical
turbulence profiling (Butterley et al., 2006; Cortés et al., 2012; Guesalaga et al., 2014; Ono
et al., 2016; Guesalaga et al., 2016; Laidlaw et al., 2018). The optimal SLODAR technique
for turbulence profiling - in terms of accuracy and efficiency - is the subject of Chapter 3.
2.3.3.5 Wind velocity profiling
The SLODAR technique can express the wind velocity profile in a similar way to the
SCIDAR method (discussed in Section 2.3.2.2). We refer to the covariance map array (as
outlined in Section 2.3.3.2) as M0. Calculating the cross-covariance between temporally
offset SHWFS centroid measurements causes each turbulent layer to be independently
shifted away from its M0 origin. This can be visualised by studying h3 in Figure 2.13. If
Taylor frozen-flow is assumed and the SHWFS observing NGS 2 has its centroids temporally
offset, this corresponds to the phase observed by the red meta-pupil being shifted with the
movement of the turbulent layer. In covariance-space this corresponds to the turbulent layer
being linearly displaced from its M0 origin. Each turbulent layer has its own displacement
vector. The angle of the displacement vector is the direction in which the turbulent layer
is passing across the light-path of the telescope. For the example above, the angle of the
h3 displacement vector is wd(h3). The magnitude of its change in baseline location is
ωws(h3)/f , where f is the frame rate, ω is the number of frames that have been offset and
ws(h3) is the wind speed.
A covariance map with a negative temporal offset can be stacked alongside its positive
reciprocal. Having both positive and negative temporal offsets allows for the wind direction
of each layer to be studied. If displacement vectors are large enough, turbulent layers can
be displaced so that they no longer appear within a temporally offset covariance map.
The inclusion of both positive and negative offsets helps reduce the likelihood of losing
turbulent layer peaks. For example, imagine a layer near the edge of the covariance map
(close to hmax) in Figure 2.15b. If this layer has a wind direction of 0◦ then, for a relatively
small displacement vector, its peak will not appear in a covariance map that has a positive
temporal offset. However, its peak will appear in a covariance map that has an equal but
negative temporal offset.
Figure 2.16 shows CANARY covariance maps that have been calculated from temporally
offset centroids. A single layer has been simulated at the ground with r0= 0.1m and
L0= 25m. The centroids were simulated using Soapy and the system was parameterised
by the values listed in Table 2.2. The covariance map with a negative temporal offset
is highlighted by having its values multiplied by −1. In an optically aligned system the
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Figure 2.16: Temporally offset covariance maps from simulated SHWFS centroids. A
turbulent layer has been simulated at 0 km with a wind direction of 37◦. The layer is
characterised by r0 = 0.1m and L0 = 25m. Broken lines have been overlaid to indicate
xsep, ysep = (0, 0) (white) and the GS position angle, γ (green).
ground-layer is centred in M0 at xsep, ysep = (0, 0), i.e. where the broken lines are centred
in Figure 2.16. It can be seen in Figure 2.16 that after introducing a temporal offset the
ground-layer has been shifted away from this location. The ground-layer was simulated
to have a wind direction of 37◦. The measured temporally offset covariance map array is
referred to as Mδt, where δt denotes the temporal offset ω/f . Therefore, as with SCIDAR
(see Section 2.3.2.2), if turbulent layer peaks can be tracked from negative to positive
temporal offsets, the wind velocity profile can be measured (Wang et al., 2008; Sivo et al.,
2018; Laidlaw et al., 2019).
2.3.3.6 Outer scale profiling
The SLODAR technique is able to use SHWFS GS measurements to triangulate atmo-
spheric turbulence strength as a function of altitude (see Section 2.3.3). These atmospheric
aberrations have an outer scale, L0. As mentioned in Section 2.1.3, investigations indicate
that the outer scale in the free atmosphere is on the order of 10 to 100m (Ziad et al., 2004;
Maire et al., 2007; Martin et al., 2016a; Ono et al., 2016). However, using the SLODAR
technique, the existing class of telescopes do not have the spatial scale to construct an
un-biased L0 profile (Ono et al., 2016). It has been shown that there is no significant
difference in SLODAR data analysis when the outer scale is over roughly three times the
diameter of the telescope pupil (Guesalaga et al., 2016). For these reasons it is common
practice for the existing class of telescopes to assume that, at non-zero altitudes, L0 = 25m
(Ono et al., 2016; Laidlaw et al., 2018).
In Figure 2.17 we show how the outer scale influences the shape of the theoretical cross-
covariance function. The cross-covariance values are plotted as a function of separation
in both positive and negative directions, i.e. the values for a corresponding covariance
map ROI with L = 2 × nd − 1 (see Section 2.3.3.3). CANARY, AOF and ELT-scale AO
systems (see Table 2.1) are shown for L0 values of 10, 25, 40, 55 and 70m. Figure 2.17a
and Figure 2.17b show that for its expected values at non-zero altitudes, L0 does not play
a critical role when applying SLODAR data analysis to the current class of telescopes. The
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shape of the functions also imply that it is a very difficult parameter to measure, especially
if the turbulence does not abide von Kármán statistics. This can happen if the turbulence
is not fully developed (Lehtonen et al., 2018) or if the cross-covariance measurements have
insufficient numerical sampling (Martin, 2014). Throughout this study we will assume
that at non-zero altitudes, L0= 25m. ELT-scale telescopes might not be able to make
this approximation (see Figure 2.17c). Either through ELT SLODAR data analysis or a
dedicated outer scale profiler, it is possible that they will be required to measure L0(h).
2.4 Current and future telescopes
In this section we review the telescopes and AO systems that are considered during this
study. The physical parameters for these AO systems are listed in Table 2.1. However, it
should be noted that the open-source algorithms we have developed (described in Chap-
ters 3 and 4) can be configured to any tomographic AO system.
2.4.1 William Herschel telescope
Since 2010, the 4.2m WHT has hosted CANARY, an MOAO (see Section 2.2.6.2) demon-
strator for ELT-scale technologies. Using the learn and apply algorithm (see Section 2.3.3.4;
Vidal et al., 2010), CANARY has successfully demonstrated NGS MOAO (Gendron et al.,
2011). Its SHWFS data has also been used to study the turbulence, wind and outer scale
profile (Martin et al., 2016a). More recently, turbulence and wind velocity profiles from
CANARY have been directly compared to SCIDAR measurements (Laidlaw et al., 2018;
Laidlaw et al., 2019).
Throughout this study the CANARY system operates four open-loop 7× 7 SHWFSs. The
sub-aperture layout for each of these SHWFSs is shown in Figure 2.4.
Recent studies from CANARY have concentrated on the effects of sodium LGS elongation
(see Section 2.2.1.2; Bardou et al., 2018; Basden et al., 2018). The launch telescope is 40m
away from the WHT so that ELT elongation can be replicated. A photograph of the WHT
with its sodium LGS is shown in Figure 2.18.
2.4.2 Very large telescope
The AOF is hosted by the 8.2m Yepun telescope at the VLT, Paranal. As part of the AOF,
two AO systems have been installed: GRound-layer Adaptive optics Assisted by Lasers
(GRAAL; Paufique et al., 2010) and Ground Atmospheric Layer Adaptive Corrector for
Spectroscopic Imaging (GALACSI; Stuik et al., 2006). Both of these AO systems have four
40×40 SHWFSs. The AOF also has four side-launched sodium LGSs (see Section 2.2.1.2).
To perform AO correction, the AOF has a DSM with 1170 actuators (see Section 2.2.3).
In Section 5.2, we study data from GALACSI. These observations were made during its
commissioning phase in mid-June 2017. The GALACSI data was recorded while it was
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(a) Theoretical sub-aperture cross-covariance for CANARY. The analytically generated layer is at
0 km and is shown for L0 values of 10, 25, 40, 55 and 70m.
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(b) Theoretical sub-aperture cross-covariance for the AOF. The analytically generated layer is at
0 km and is shown for L0 values of 10, 25, 40, 55 and 70m.
-20.028 0 20.028 -20.028 0 20.028
Sub-aperture separation (m)
0.00
0.25
0.50
0.75
1.00
x1x2 y1y2
10
25
40
55
70
(c) Theoretical sub-aperture cross-covariance for an ELT-scale system. The analytically generated
layer is at 0 km and is shown for L0 values of 10, 25, 40, 55 and 70m.
Figure 2.17: Normalised theoretical cross-covariance for CANARY, AOF and ELT-scale
systems, over a range of L0 values.
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Figure 2.18: Photograph of the sodium LGS used by CANARY on the 4.2m WHT, La
Palma (Bardou, 2018).
Figure 2.19: Photograph of the four sodium LGSs used by the AOF on the 8.2m Yepun
telescope at the VLT, Paranal (Horálek, 2018).
being operated as a GLAO module (see Section 2.2.6.1) for the Multi-Unit Spectroscopic
Explorer (MUSE; McDermid et al., 2008). Its SHWFSs were monitoring each LGS in
closed-loop. Figures 2.1 and 2.19 show photographs of the 4-LGS system of the AOF.
2.4.3 Extremely large telescope
In this study we concentrate on the European ELT. This is the 39m class telescope cur-
rently being constructed by ESO in Cerro Armazones (Tamai et al., 2018). It is scheduled
to begin operations before 2030. There are three first-light instruments planned for the
European ELT: High Angular Resolution Monolithic Optical and Near-infrared Integral
field spectrograph (HARMONI), the Mid-infrared ELT Imager and Spectrograph (METIS)
and the Multi-AO Imaging CAmera for Deep Observations (MICADO).
We perform our ELT investigation using parameters originally planned for the HARMONI
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Figure 2.20: A conceptual drawing of the 39m European ELT (Calçada, 2014). Current
plans state that it will see first-light before 2030.
AO system. This system uses 74× 74 SHWFSs. However, these dimensions are subject to
change and so we refer to this system as ELT-scale. A conceptual drawing of the European
ELT is shown in Figure 2.20. Current designs state that it will have six LGSs.
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3Turbulence profiling from adaptive optics telemetry
The optical turbulence profile can be recovered by iteratively fitting an analytical model
to the measured covariance matrix (Vidal et al., 2010). Covariance matrix fitting can also
be used for Adaptive Optics (AO) parameter estimation, e.g. measuring Shack–Hartmann
Wavefront Sensor (SHWFS) misalignments (Martin et al., 2016a). The optical turbulence
profile can be used to optimise Multi-Object Adaptive Optics (MOAO; see Section 2.2.6.2)
and Multi-Conjugate Adaptive Optics (MCAO; see Section 2.2.6.3) correction techniques.
Therefore, to assure science goals are met, forthcoming Extremely Large Telescope (ELT)
AO systems must be updated regularly with an accurate measurement of the optical tur-
bulence profile (Jia et al., 2018). However, the covariance matrix from an ELT-scale AO
system will contain millions of cross-covariance measurements. This makes it a challenge
to perform efficient ELT covariance matrix fitting. Further benefits of optical turbulence
profiling include queue scheduling of science cases and performance monitoring.
Previous studies have shown that a covariance map Region of Interest (ROI) can be used to
perform SLOpe Detection And Ranging (SLODAR) data analysis (see Section 2.3.3.3). In
this chapter we introduce our methodology and study how many baselines must be included
within a covariance map ROI to optimise turbulence profiling accuracy. This leads us to
further explore the benefits of using a covariance map ROI for SLODAR data analysis.
The covariance map ROI is compared to its covariance matrix counterpart throughout.
Three different scales of AO systems are considered: CANARY, a MOAO pathfinder on
the 4.2m William Herschel Telescope (WHT; see Section 2.4.1), La Palma; the Adaptive
Optics Facility (AOF) on the 8.2m Yepun telescope at the Very Large Telescope (VLT;
see Section 2.4.2), Paranal; and an instrument designed for the 39m European ELT (see
Section 2.4.3), Cerro Armazones. The physical parameters for each AO system are listed
in Table 2.1.
In Section 3.4 we assess the sensitivity of the two SLODAR methods, i.e. covariance matrix
and map ROI fitting, with respect to SHWFS misalignments in rotation and lateral shift. It
has been shown that the covariance matrix can be used to measure SHWFS misalignments
(Martin et al., 2016a). If these misalignments can be measured they can be compensated
for during the optical turbulence profiling procedure. We build upon this work and show
in Section 3.5 that, with a modified fitting procedure, the covariance map ROI can also
measure and compensate for SHWFS misalignments.
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3.1. Covariance mapping matrix
In Section 3.6 we compare the turbulence profiling accuracy of the two SLODAR methods.
This comparison is made using simulated Natural Guide Star (NGS) and Laser Guide Star
(LGS) data from CANARY. In addition, we investigate the optimal size of the covariance
map ROI. Quantitative analysis is presented in Section 3.7.1 for the reduction in compu-
tational time when performing SLODAR data analysis with a covariance map ROI instead
of a covariance matrix. The potential benefits for an ELT-scale instrument are considered
in Section 3.7.2.
3.1 Covariance mapping matrix
Covariance maps are often calculated by averaging common baselines in the covariance
matrix (see Section 2.3.3.2). This usually involves using an algorithm that loops through
covariance matrix regions, making it a slow process. Traditionally, this algorithm calculates
the separation distance of each sub-aperture with respect to all other sub-apertures, and
then places each covariance measurement into its correct location within the covariance
map. The mean at each separation distance is then calculated. Here a tool known as
the Covariance Mapping Matrix (CMM) is introduced. This tool eradicates the need to
loop over covariance matrix regions. It also offers an efficient technique for passing from
centroid-space to a covariance map ROI. It should be noted that the CMM is applicable
to all pupil masks and can account for inactive sub-apertures in any location.
In Figure 2.15, the covariance matrix was calculated using 2 SHWFSs that each had 49
sub-apertures (see Figure 2.4). However, the circular pupil and central obstruction had
reduced the number of active sub-apertures to 36. The cross-covariance between centroids
along specific axes form a Mapping Region (MR) within a covariance matrix, e.g. for
Figure 2.15b, the MRs in Figure 2.15a are x1x2 and y1y2. To simplify notation, the sub-
aperture axes that make up a MR will be referred to as sa and sb. A CANARY-scale MR
is shown in Figure 3.1a. The sub-aperture separation distance in x and y is given by xsep
and ysep, respectively. The first step in the creation of the CMM is to include inactive
sub-apertures. The adaptation of this is shown in Figure 3.1b. From here, it is possible to
shift the array so that xsep is aligned at every ysep. An example of a CANARY-scale CMM
is shown in Figure 3.1c.
3.1.1 Simplified baseline averaging
If the geometry of the SHWFSs is known, the CMM can be pre-computed. This makes it
trivial to transform a MR into a covariance map. The CMM is simply filled with data points
from the MR, which are subsequently summed along sb. The resulting one-dimensional
array can then be re-shaped into a covariance map. To find the average cross-covariance
values the final step is to divide by the number density at each sub-aperture separation
(an array that can also be pre-computed). In Figure 3.2 we demonstrate how the CMM
calculates the covariance map from a MR.
34
3.1.1. Simplified baseline averaging
3 13 21 29 37 47
sa
3
13
21
29
37
47
s b
3 13 21 29 37 47
sa
−6
−4
−2
0
2
4
6
x s
e
p
(s w
)
−6
−4
−2
0
2
4
6
y s
e
p
(s w
)
(a) MR for active sub-apertures expressed in terms of xsep (left) and ysep (right).
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(b) MR with inactive sub-apertures accounted for. Whitespace indicates an inactive sub-aperture.
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(c) CMM expressed in terms of xsep
Figure 3.1: The process by which an algorithm can calculate the CMM for any pupil mask.
The outlined process is for a CANARY-scale pupil mask (see Sections 2.2.2 and 2.3.3.1)
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(a) An example MR. Here we show the y1y2 MR from Figure 2.15a.
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(b) The CMM filled with the data points shown in (a). We can calculate the the required CMM
by using the steps that are outlined in Section 3.1.
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(c) The covariance map calculated from the CMM shown in (b). The covariance map is calculated
from (b) by finding the mean along the vertical axis and then reshaping the array.
Figure 3.2: The process used by the CMM to calculate the covariance map from a MR.
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To transform a MR to a covariance map ROI, the Guide Star (GS) position angle, γ, must
be calculated along with its vector coordinates in xsep and ysep. Once the CMM is filled
with the MR, xsep and ysep coordinates can be used to reference the data points that are
required to calculate the covariance map ROI. At this point, the same process as above
follows but with only the specified baselines considered.
3.1.2 Directly calculate baseline cross-covariance
The CMM can also be viewed in terms of sub-aperture numbering for the SHWFS axes that
make up its respective MR. To illustrate, the CMM from Figure 3.1c is shown for sa and
sb numbering in Figure 3.3. As in Section 3.1.1, knowing the required baselines allows for
the CMM to be used as a reference table. These positions can be transferred to Figure 3.3
that then tell the system which sa and sb combinations to calculate the cross-covariance
between.
To demonstrate, consider the ground-layer. If the SHWFSs are optically aligned then the
peak of this layer is found by calculating the average cross-covariance between all sub-
apertures at xsep = ysep = 0. First, the CMM in Figure 3.1c is used which indicates
that these baselines lie directly along its central column. Figure 3.3 is then referred to
which shows that these baselines correspond to the cross-covariance between equivalent
sub-aperture numbers in sa and sb. The average cross-covariance between these sub-
apertures is then calculated to solve for the covariance map ROI value at xsep = ysep = 0.
This process can be repeated for all sup-aperture separations within the covariance map
ROI.
Using the CMM significantly reduces the number of required calculations. For the con-
figuration in Figure 2.15, the difference in the number of calculations between a MR and
the covariance map ROI is greater than an order of magnitude. When the covariance map
ROI is compared to the entire covariance matrix, this difference is almost two orders of
magnitude.
3.2 Subtracting ground-layer isoplanatic turbulence
It has been documented that turbulence statistics for the ground-layer deviate from the
Kolmogorov model (Guesalaga et al., 2014; Lehtonen et al., 2018). This is largely attributed
to turbulence within the dome being slow-moving and not fully developed. If the ground-
layer has non-Kolmogorov statistics then its cross-covariance function will differ from the
analytical model. This prevents accurate measurements of turbulent layers at non-zero
altitudes. However, it is possible to mitigate the ground-layer by subtracting ground-layer
isoplanatic turbulence. To perform this subtraction, the mean centroid in x and y is
calculated at each frame for each sub-aperture location. All centroids from every SHWFS
then have their respective mean centroid subtracted, i.e. each sub-aperture baseline has
common-motion removed. Subtracting ground-layer isoplanatic turbulence simultaneously
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Figure 3.3: CMMs expressed in terms of sub-aperture numbering. In conjunction with
Figure 3.1c, this numbering system can be used by a CANARY-scale pupil mask to directly
calculate SHWFS cross-covariance values at specific baselines.
removes vibration artefacts. These vibration artefacts are remnants of wind-shake and
telescope tracking errors, and are seen as a linear addition to cross-covariance measurements
with independent values at xx and yy.
Removing ground-layer isoplanatic turbulence is a linear subtraction. Therefore, the trans-
formation matrix, T, used to perform this subtraction can be directly applied to an analyt-
ically generated covariance matrix. Having A and B represent an analytically generated
covariance matrix before and after ground-layer mitigation, respectively, implies that
B = T ·A ·TT. (3.1)
The transformation matrix for a 2-GS CANARY system (see Figure 2.15a) is shown in
Figure 3.4. It has dimensions of 144×144 as each SHWFS has 36 sub-apertures that record
centroids in orthogonal directions. An analytical covariance map ROI with subtracted
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Figure 3.4: Transformation matrix, T, for a 2-GS CANARY system.
ground-layer isoplanatic turbulence can be calculated by averaging specific baselines within
B (see Section 2.3.3.3). By subtracting ground-layer isoplanatic turbulence, the analytical
model can therefore independently study turbulent layers at non-zero altitudes.
3.3 Covariance parametrisation of optical turbulence and
Shack-Hartmann wavefront sensor misalignments
To measure the turbulence profile we use a fitting technique that first subtracts ground-
layer isoplanatic turbulence. It has been shown that this approach is robust and that it
minimises tomographic error (Martin et al., 2012). Learn 3 Step (L3S; Martin et al., 2016a)
is another example of an advanced fitting technique that first subtracts ground-layer isopla-
natic turbulence. The technique that we have developed derives from L3S and is referred to
as CovAriance Parametrisation of optical Turbulence and SHWFS misalignments (CAPT;
Laidlaw et al., 2018).
We use the Levenberg-Marquardt Algorithm (LMA; Levenberg, 1944) to iteratively fit
an analytical model to SHWFS cross-covariance measurements (see Section 2.3.3.4). The
software package we have developed is capable of using AO telemetry to measure the optical
turbulence profile and SHWFS misalignments in real-time. The user chooses how many
layers to fit and the altitudes at which these layers are fitted. Multiple GS combinations
can be fitted to simultaneously. This software package is open-source∗ (example test cases
are included in the open-source package). The software is written in Python and it uses
the NumPy (Oliphant, 2006) and SciPy (Jones et al., 2001) libraries. The three steps of
CAPT for an NGS system are as follows.
1. Using the transformation matrix, T, remove centroid common-motion and calculate
the chosen cross-covariance array, e.g. a covariance matrix or a covariance map ROI.
∗https://github.com/douglas-laidlaw/capt
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The LMA fits to this cross-covariance array with analytically generated covariance
that is ground-layer subtracted (see Section 3.2). The fit is performed by iteratively
adjusting the vertical turbulence profile, C2n(h). It is assumed that the outer scale
for each layer is 25m (see Section 2.3.3.6).
2. C2n(h > 0) from point 1 is used to analytically generate a covariance array that dissoci-
ates ground-only turbulence from the complete cross-covariance array (the measured
cross-covariance array with no ground-layer mitigation). The LMA fits analytically
generated covariance to the measured ground-only cross-covariance array. The fit is
performed by iteratively adjusting C2n(0), L0(0) and vibration artefacts. Vibration
artefacts are fitted as linear additions to xx and yy covariance (see Section 3.2).
3. Using the parameters recovered from points 1 and 2, the LMA fits analytically gen-
erated covariance to the complete cross-covariance array by iteratively adjusting
SHWFS shift and rotation misalignments.
A block diagram of the CAPT fitting process is shown in Figure 3.5. As mentioned previ-
ously, the fitting technique we have adopted closely resembles L3S. The differences between
CAPT and L3S are listed below.
• The first and second steps of L3S remove tip-tilt in both the measured and analytically
generated cross-covariance arrays. We found that this did not improve the results and
so tip-tilt removal was not included in the first and second steps of CAPT (CAPT 1
and CAPT 2, respectively).
• The first step of L3S fits C2n(h > 0) and L0(h > 0). Although CAPT is capable of fit-
ting an outer scale profile, we do not fit L0(h) for reasons discussed in Section 2.3.3.6.
We fit C2n(0) during CAPT 1 to help account for possible SHWFS misalignments.
However, the measurement of C2n(0) is taken from CAPT 2.
• The third step of L3S fits vibrational artefacts. We are able to complete this mea-
surement in CAPT 2 as the system is not tip-tilt subtracted. L3S also fits xx, yy
and xy vibration artefacts. CAPT does not fit xy vibrational artefacts as it assumes
that these centroids are orthogonal and are therefore decorrelated.
• The third step of L3S fits SHWFS magnification. We do not fit this parameter during
the third step of CAPT (CAPT 3) as this study concentrates on the parameterisation
of SHWFS misalignments.
The outer scale measurement in CAPT 2 is not considered physical because it is likely that
ground-layer turbulence is not fully developed (see Section 3.2). It is fitted to account for
the likelihood that the ground-layer follows non-Kolmogorov statistics.
During CAPT 1 and CAPT 2, the covariance map ROI has its length and width equal to
L = nd and W = 1, respectively. During CAPT 3, L = nd + 1 and W = 3. The ROI in
CAPT 3 is increased so that it has enough spatial information to detect SHWFS misalign-
ments. These are the dimensions of the covariance map ROI unless stated otherwise. The
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Figure 3.5: Block diagram of the steps involved in the CAPT fitting process.
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noise-floor for C2n(h)dh is set at 10−16m1/3, i.e. measurements of C2n(h)dh < 10−16m1/3
are made equal to 10−16m1/3.
The uplink of LGSs through atmospheric turbulence results in the loss of tip-tilt informa-
tion (see Section 2.2.1.2). This causes each SHWFS to have an independent tip-tilt term
after CAPT 1 ground-layer mitigation. The result of this is a cross-covariance discontinuity
within each xx and yy measurement. During LGS optical turbulence profiling, CAPT 1
fits linear additions to each xx and yy term to account for this discontinuity. In CAPT 2
this fitted parameter is used to help dissociate the ground-layer. It is also included during
CAPT 3.
The vertical structure of the optical turbulence profile is dependent on sub-aperture sepa-
ration. An unknown SHWFS misalignment will therefore directly impact the accuracy of
CAPT. SHWFS shift and rotation misalignments are fitted during CAPT 3 however, the
optical turbulence profile is recovered during CAPT 1 and CAPT 2. This implies that if
an unknown misalignment exists between the SHWFSs, the optical turbulence profile will
be imprecisely recovered which will lead to CAPT 3 being unable to recover systematic
uncertainties. We found that a solution to this problem is to iterate through CAPT several
times, i.e. run CAPT 1 and CAPT 2, take misalignment measurements from CAPT 3, put
them back into CAPT and repeat (see Section 3.5). The idea is that, after a number of
iterations, CAPT will converge on an accurate measurement of C2n(h) and the SHWFS mis-
alignments. At the first iteration every layer in the fitted model has a starting point of r0
= 0.2m and L0 = 25m. Vibrational artefacts and SHWFS misalignments have a starting
point of zero. As we iterate through CAPT a number of times, the starting point of each
fitted parameter is equal to its measurement from the previous iteration (see Figure 3.5).
3.4 Shack-Hartmann wavefront sensor misalignments and the
degradation of optical turbulence profiling
In a physical AO system it is unrealistic to assume perfect optical alignment. It is there-
fore important to quantify the degradation of covariance matrix and map ROI optical
turbulence profiling in the presence of SHWFS misalignments. For CANARY, AOF, and
ELT-scale configurations, a 2-NGS covariance matrix was analytically generated for 11
evenly-spaced SHWFS rotational misalignments. The maximum offset was 5◦. The target
covariance matrix (the covariance matrix that would be fitted to), M, for each AO system
was analytically generated with no noise. This allowed for perfect convergence of centroid
cross-covariance measurements to be assumed. Each AO system had M generated with
a NGS angular separation, θ, such that hmax = 24 km. The NGS position angle in the
Field of View (FOV) of the telescope was γ = 0 rad. Median atmospheric parameters
documented by the European Southern Observatory (ESO; Kolb et al., 2015) were used to
parametrise the optical turbulence profile. The integrated turbulence strength was equal
to r0 = 0.1m at λ = 0.5µm. For consistency between each AO system, we chose to fit
seven evenly-spaced layers from 0 to 24 km. The total number of measured layers is given
by NL = 7. The measured altitudes are given by hmi , where i denotes the layer number,
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i.e. hm3 = 8 km. The C2n(h) profile for each M was calculated by binning the 35-layer ESO
profile into these seven evenly-spaced layers, i.e. at each altitude the 35-layer ESO profile
is integrated between hmi − bw/2 and hmi + bw/2, where bw is the spacing between each
fitted altitude. L0 for each of the seven layers in M was 25m. The parametrised and fitted
altitudes were made equal to compensate for each telescope yielding a unique optical tur-
bulence profile resolution (due to their SHWFS sub-aperture configuration). This meant
that, for zero SHWFS misalignments in each AO system, both covariance matrix and map
ROI fitting would recover the exact optical turbulence profile.
Covariance matrix CAPT was performed for each rotationally offset M. The covariance
map ROI was calculated from each M and covariance map ROI CAPT was also performed.
For covariance matrix and map ROI fitting, CAPT assumed a rotational offset of zero. This
allowed for the degradation of the measured optical turbulence profile to be monitored as
a known rotational offset was introduced. The mean logarithmic deviation, Fmd, between
the fitted and parametrised profile was used to quantify the results. To account for the
wide range of turbulence strengths, Fmd was performed in logarithmic space such that
Fmd =
1
NL
NL∑
i=1
∣∣∣ log10 (C2n(hmi )m/C2n(hmi )r)∣∣∣. (3.2)
Put simply, NL · Fmd is the total order of magnitude difference between the measured
and reference optical turbulence profiles (C2n(hm)m and C2n(hm)r, respectively). In Equa-
tion 3.2, C2n(hm)r is the binned 35-layer ESO profile. The Fmd results for an increasing
SHWFS rotational misalignment are shown in Figure 3.6. For the CANARY system, the
steep increase in covariance matrix Fmd is seen as the optical turbulence profiling proce-
dure begins to incorrectly detect zero turbulence at 24 km. The covariance map ROI does
not suffer from this. AOF and ELT-scale Fmd results favour the covariance matrix. The
most likely reason for the covariance matrix being more robust is that its number of co-
variance measurements is inversely proportional to sub-aperture separation. This implies
that small sub-aperture separations carry more weight during CAPT. Sub-apertures sepa-
rated by the largest distance will be most affected by a rotational misalignment and so this
weighting benefits covariance matrix fitting. We chose to not weight the covariance map
ROI accordingly because in a real-world system this might amplify noise. In Figure 3.6, at
a rotational offset of 5◦, ELT-scale covariance matrix and map ROI fitting both have Fmd
values of approximately 0.65. However, at Fmd = 0.65, the measured turbulence profile is
entirely unrepresentative of the reference turbulence profile. Therefore, this result is not
significant. Furthermore, the plots shown in Figure 3.6 are specific to the parametrised
optical turbulence profile, i.e. Fmd results are dependent on C2n(hmi )r, θ and γ. Fmd results
will also be dependent on the AO system, e.g. sub-aperture diameter, sw. The purpose
of Figure 3.6 is to outline the scale of the problem when there is an unknown SHWFS
rotational misalignment.
The same investigation was performed but for lateral shifts in SHWFS alignment, i.e. a
shift misalignment equal in both x and y. The SHWFSs were conjugate to the pupil of
the telescope (see Figure 2.13) and so the lateral shift was set as a function of telescope
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Figure 3.6: The degradation in the accuracy of matrix and map ROI optical turbulence
profiling as a SHWFS rotation misalignment is introduced.
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Figure 3.7: The degradation in the accuracy of matrix and map ROI optical turbulence
profiling as a SHWFS shift misalignment is introduced.
diameter, D. Having the lateral shift as a function of D meant that the scale of the
misalignment was proportional for each AO system. The maximum shift was set at an
offset of 0.05D. The results are shown in Figure 3.7. It is clear that there is a resemblance
between Figures 3.6 and 3.7. The reason for this is that, in both cases, sub-aperture
separation in x and y is dependent on D. This is also why the general trend is for larger
telescopes to experience higher Fmd values. It should again be noted that these Fmd results
are dependent on both the AO system and the parametrised turbulence profile.
To illustrate the degradation of the optical turbulence profile with increasing Fmd values,
C2n(h
m
i )
m is shown in Figure 3.8 for ELT-scale covariance matrix fitting at SHWFS shifts
of 0.00, 0.02, and 0.05D. These shifts correspond to Fmd values of roughly 0.0, 0.3, and
0.6 (see Figure 3.7). They also correspond to integrated turbulence strengths of r0 = 0.10,
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Figure 3.8: The degradation of ELT-scale covariance matrix turbulence profiling as a lateral
shift misalignment is introduced. A shift offset of 0.00D corresponds to Fmd = 0.0, i.e.
the measured turbulence profile is equal to the reference turbulence profile. Shift offsets of
0.02 and 0.05D correspond to Fmd values of approximately 0.3 and 0.6, respectively (see
Figure 3.7).
0.10, and 0.11m. It is therefore not suitable to use integrated r0 as a measure of system
performance. This is why Fmd is the preferred metric for determining the accuracy of the
turbulence profile measurement. C2n(hmi )m at a shift misalignment of 0.00D (Fmd = 0.0) is
synonymous with the reference optical turbulence profile, C2n(hmi )r. At a shift misalignment
of 0.05D the form of the reference optical turbulence profile has been completely lost. At
a shift misalignment of 0.02D (Fmd = 0.3) C2n(hmi )m is beginning to deviate from C2n(hmi )r
- especially at 20 and 24 km. CANARY and AOF reach this level of deviation when
they are subject to either an unknown rotational or shift misalignment of around 5◦ and
0.05D, respectively. For an ELT-scale system to achieve this level of accuracy, these values
must be below 1.5◦ and 0.02D. If an ELT-scale system can be optically aligned to this
level of accuracy, the measured turbulence profile will not significantly deviate from the
real turbulence profile. Alternatively, CAPT can measure and therefore compensate for
SHWFS misalignments (see Section 3.5).
3.5 Measuring Shack-Hartmann wavefront sensor misalignments
SHWFS misalignments are a concern for reliably measuring the optical turbulence profile
during CAPT 1 and CAPT 2, and are therefore problematic when estimating systematic
misregistrations during CAPT 3. Using the same CANARY-scale configuration from Sec-
tion 3.4, CAPT was performed for 200 datasets that had SHWFS misalignments in both
rotation and lateral shift. The value of these misalignments were randomly generated from
a uniform distribution. Rotation and shift misalignments had a range of −5◦ to 5◦ and
−0.05D to 0.05D, respectively. Covariance matrix and map ROI CAPT was repeated 15
times for each dataset and Fmd was calculated at each iteration. For CAPT 1 and CAPT 2
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Figure 3.9: Covariance matrix and map ROI Fmd for 200 datasets over 15 CAPT iterations.
The results are shown for a CANARY 2-NGS configuration where the number of layers
fitted is NL = 7. The SHWFSs inM were randomly misaligned in both rotation and lateral
shift.
the ROI hadW = 1 and L = nd. The ROI in CAPT 3 hadW = 3 and L = (nd+1) so that
there was enough spatial information to fit SHWFS misalignments. Fmd tending towards
0 implies that CAPT 1 and CAPT 2 are successfully measuring the reference turbulence
profile, and that CAPT 3 is accurately measuring the misalignment between the SHWFSs.
Fmd will not equal 0 unless both of these conditions are satisfied. The results in Figure 3.9
show that both covariance matrix and map ROI fitting converge on the solution for all
SHWFS misalignments.
The covariance matrix has a lower Fmd value after the first CAPT iteration for reasons
discussed in Section 3.4. On average, both the covariance matrix and map ROI accurately
measure the SHWFS misalignment after the first iteration. The outliers imply that there
are particular SHWFS misalignments that require a number of CAPT iterations. 15 CAPT
iterations guarantees statistical convergence. Unless stated otherwise the remainder of this
chapter will operate a system that iterates through CAPT 15 times. During the operation
of a real-world system the idea is that SHWFS misalignments will not have to be fitted
every time the optical turbulence profile is measured. SHWFS misalignments would be
logged periodically so that only CAPT 1 and CAPT 2 have to be performed.
3.6 Turbulence profiling from simulated adaptive optics
telemetry
This section investigates the quality of optical turbulence profiling that can be achieved
by using CAPT with simulated AO telemetry. NGS SHWFS open-loop centroids were
generated for the CANARY configuration in Soapy (see Section 2.2.7). The median results
within the ESO documentation were used to parametrise the simulated 35-layer profile.
46
3.6. Turbulence profiling from simulated adaptive optics telemetry
0 4 8 12 16 20 24
Altitude (km)
10−16
10−15
10−14
10−13
10−12
C
2 n
(h)
(m
1
/3
)
Matrix
Map ROI
Binned ESO Profile
Figure 3.10: Covariance matrix and map ROI optical turbulence profiles from fitting to
simulated NGS CANARY cross-covariance arrays. The mean C2n(hmi )m profiles are shown
along with C2n(hmi )r.
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Figure 3.11: Covariance matrix and map ROI optical turbulence profiles from fitting to
simulated LGS CANARY cross-covariance arrays. The mean C2n(hmi )m profiles are shown
along with C2n(hmi )r.
The integrated turbulence strength was equal to r0 = 0.1m at λ = 0.5µm and L0 at each
of the 35 layers was 25m. Four optically aligned 7 × 7 SHWFSs observing independent
NGSs at zenith were simulated. The six NGS combinations had position angles of γ = 0,
45, 90, 90, 135 and 180◦. The 4-NGS system had a square layout with hmax = 24 km.
On-sky NGS observations rarely adhere to having such a well-ordered asterism. However,
the simulated square layout is an appropriate approximation (see Section 5.2). The values
in the Soapy configuration file were the same as those listed in Table 2.2. The simulation
was repeated 10 times so that mean CAPT results along with their standard error could
be calculated.
Covariance matrix and map ROI fitting procedures were performed on their respective
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Table 3.1: Covariance matrix and map ROI optical turbulence profiling results from fitting
to simulated NGS and LGS CANARY cross-covariance arrays.
Fmd
NGS, 0 to 24 km NGS, 0 to 16 km LGS, 0 to 16 km
Matrix 0.19 ± 0.03 0.02 ± 0.00 0.03 ± 0.00
Map ROI 0.13 ± 0.03 0.03 ± 0.00 0.05 ± 0.00
cross-covariance arrays. The six SHWFS combinations were fitted to simultaneously.
Each algorithm fitted seven evenly-spaced layers from 0 to 24 km. Vibration artefacts
and SHWFS misalignments were not included in the simulation and were therefore mea-
sured to be negligible. The 35-layer ESO profile was binned to the fitted altitudes so that
the measured optical turbulence profile could be compared to a reference. Fmd was used
to quantify profiling accuracy (see Section 3.4). The results are given in Table 3.1. In
Figure 3.10, the mean of the measured turbulence profiles is shown alongside the reference
turbulence profile. The most noticeable difference between covariance matrix and map ROI
optical turbulence profiling is at 20 and 24 km. As there are a reduced number of optical
turbulence profile measurements at higher altitudes, the most probable cause for the co-
variance map ROI being more accurate is that it only considers the highest Signal-to-Noise
Ratio (SNR) measurements (see Section 2.3.3.3). If only the first five layers are considered
(0 to 16 km; see Table 3.1), covariance matrix fitting is more accurate due to its ground-
layer measurement. This is likely caused by autocovariance measurements constraining the
model during CAPT 2. However, by studying Figure 3.10, there is little difference in the
Fmd results when analysing the layers fitted from 0 to 16 km.
The NGS study was repeated for sodium LGSs. All of the system parameters were the same
except for the apparent magnitude of each LGS in the V band. This was set to 8. Each
LGS was side-launched and focussed at an altitude of 90 km. The SHWFSs were simulated
to measure at a wavelength of 589 nm (see Section 2.2.1.2). Figure 3.10 is repeated for the
LGS results in Figure 3.11. Due to the cone effect, the maximum altitude of sub-aperture
optical path intersection was reduced to roughly 19 km. Therefore, a layer was not fitted
at 24 km as the turbulence at this altitude is unsensed. The layer fitted at 20 km is not
included in the analysis of the measured optical turbulence profile as its bin is centred above
the maximum altitude of sub-aperture optical path intersection. The LGS Fmd results are
summarised in Table 3.1. There is little difference between covariance matrix and map
ROI fitting.
To investigate whether the covariance map ROI has an optimal size for recovering the
optical turbulence profile, CAPT was repeated on the simulated NGS centroids but for
all possible ROI widths and lengths. For consistency – and because it was shown to be
sufficient in Section 3.5 – the ROI during CAPT 3 kept values of W = 3 and L = (nd + 1).
Fmd is plotted as a function of W and L in Figure 3.12. The trend in Figure 3.12 indicates
that profiling accuracy degrades as the ROI considers a greater number of baselines at
W > 1. This is attributed to the data points along the GS position angle, γ, having the
highest SNR. The lowest and highest values within Figure 3.12 are found at L,W = (11, 1)
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Figure 3.12: Mean deviation, Fmd, shown as a function of covariance map ROI length, L,
and width, W . The results are from CAPT analysis of simulated NGS CANARY data.
The turbulence profile reference was the binned form of the 35-layer ESO profile.
and L,W = (13, 12), respectively, where Fmd equals 0.11± 0.04 and 0.20± 0.04. It should
be remembered that the 35 simulated layers had L0 = 25m. During CAPT 1 it was also
assumed that each of the fitted layers have L0 = 25m. As mentioned previously, an ROI
of W = 1 has reduced L0(h) information. We can therefore not conclude whether an
ELT-scale system would show a similar trend to Figure 3.12. If an ELT-scale system is
required to measure L0(h), it might be beneficial for the covariance map ROI to have a
width greater than W = 1.
3.7 Computational requirements and efficiency improvements
We have developed detailed algorithms to optimise the efficiency of CAPT. In this section
we outline the computational requirements for analytically generating a covariance matrix
and a covariance map ROI. We then compare the efficiency of each fitting routine when
applied a CANARY, AOF and ELT-scale AO system.
3.7.1 Computational requirements for analytically generating a
covariance matrix and map region of interest
For SHWFSs with the same dimensions (in units of sub-apertures), there is a considerable
amount of repetition in an analytically generated covariance matrix, e.g. in Figure 2.15a,
x1x2 is a reflection of x2x1 and x1x1 = x2x2. Orthogonal centroid covariance is also
repeated for each SHWFS pairing, e.g. x1y2 = x2y1. When accounting for SHWFS
misalignments, the number of calculations required to analytically generate a covariance
matrix is
Nm = 3NL
(
kcn
2
s +mn
)
. (3.3)
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(a) Analytically generated covariance matrix MR (see Section 3.1) with the same parameters used
to simulate Figure 2.15a. Outlined in green are the 36 analytically generated data points that are
averaged to baseline xsep, ysep = (0, 0). Outlined in blue are the 14 data points that are averaged
to the baseline xsep, ysep = (0, 3).
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(b) The covariance map ROI from (a). Sub-aperture separations are outlined in green and blue
accordingly.
Figure 3.13: Required data points for generating a y1y2 covariance map ROI that can
account for SHWFS misalignments.
In Equation 3.3, kc represents the number of GS combinations. The number of sub-
apertures and sub-aperture baselines in each SHWFS is given by ns and mn, respectively.
The first term in Equation 3.3, 3NLkcn2s , states that, for every layer in each GS combina-
tion, the algorithm must make as many calculation as there are data points in 3 MRs (the
factor of 3 comes from xx, yy and xy covariance). Autocovariance regions are insensitive to
SHWFS misalignments and so they require as many calculations as they have baselines, i.e.
autocovariance regions are Toeplitz matrices. This gives the second term in Equation 3.3,
3NLmn.
Only specific sub-aperture combinations have to be considered when analytically generat-
ing the baseline values within a covariance map ROI. For a system that can compensate
for SHWFS misalignments, each data point within the covariance map ROI must be the
baseline average of all analytically generated covariance values. This is because misaligned
SHWFSs will have baselines comprised of independent sub-aperture separations. This av-
eraging is the same process that was outlined in Section 2.3.3.2, however, the model instead
averages analytically generated covariance. This is illustrated in Figure 3.13. It follows
that only specific covariance data points need to be analytically generated to perform the
operation of T during CAPT 1 (see Sections 3.2 and 3.3). First, the covariance map ROI
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must be analytically generated along each value of γ for every GS combination. The autoco-
variance map ROI for each GS combination must also be generated. A further requirement
is that, for each of these combinations, the covariance of all sub-aperture separations that
lie along γ and γ + pi must be generated, i.e. L = (2nd − 1). There is no mathematical
expression for analytical covariance map ROI common-motion subtraction. To perform
this operation we have simply created an algorithm that analytically generates only the
required covariance data points. These data points are then used to perform the equivalent
operation of Equation 3.1 on the covariance map ROI. The number of calculations required
to analytically generate a covariance map ROI that can account for SHWFS misalignments
during CAPT 1 is
Nr = 2NLk
2
c
(
2rn − ns + 2nd − 1
kc
)
. (3.4)
rn is the number of sub-aperture separation pairings that are within one axis of the co-
variance map ROI along γ. rn is independent of L. The second half of Equation 3.4,
2NLkc(2nd − 1), is the expression for the number of calculations required to generate the
autocovariance regions. The factor of 2 comes from xx and yy axes being considered.
Autocovariance regions are insensitive to SHWFS misalignments, giving the term for the
length of the ROI, 2nd − 1. The first half of Equation 3.4, 2NLk2c (2rn − ns), comes from
covariance regions that detail the turbulence profile. The first half requires k2c because, for
every GS combination, it calculates the ROI at every γ combination. The term 2rn−ns is
the number of sub-aperture separation pairings when L = 2nd − 1.
The number of calculations required to generate a covariance map ROI during CAPT 2
is 2kcsn. sn is the number of sub-aperture separation pairings that are within one axis of
the covariance map ROI, e.g. Figure 3.13a can be used to determine that Figure 3.13b has
sn = 36 + 28 + 21 + 14 + 11 + 6 + 3 = 119. The difference between sn and rn is that sn is
dependent on L. The number of calculations required to generate a covariance map ROI
during CAPT 3 is 2NLkcsn. If CAPT 3 considers a larger ROI this will increase the value
of sn.
If misalignments are accounted for, Figure 3.14a shows the number of calculations required
to generate a single-layer covariance matrix and map ROI during CAPT 1. These are
plotted for CANARY, AOF, and ELT-scale AO systems, if each were operating a 2, 4
and 6 GS configuration. The ROI for each AO system has L = nd and W = 1. As the
algorithms consider an increased number of baselines, the number of required calculations
increases at a greater rate for the covariance matrix. This makes the reduced computational
strain offered by the covariance map ROI especially appealing for ELT-scale instruments.
During CAPT 1 it should also be noted that as the system assumes a known outer scale
profile, the covariance calculations only need to be performed once. Thereafter, CAPT
can iteratively fit the overall strength of the optical turbulence profile. The plot shown in
Figure 3.14a is repeated for CAPT 2 and CAPT 3 in Figures 3.14b and 3.14c, respectively.
The ROI for the AO systems in Figure 3.14b has L = nd and W = 1. In Figure 3.14c,
L = (nd + 1) and W = 3.
In an optically aligned system, two-dimensional sub-aperture separation is directly related
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(a) The number of calculations during CAPT 1. The ROI has L = nd and W = 1.
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(b) The number of calculations during CAPT 2. The ROI has L = nd and W = 1.
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(c) The number of calculations during CAPT 3. The ROI has L = (nd + 1) and W = 3.
Figure 3.14: The number of calculations to generate a NL = 1 covariance matrix and map
ROI during each stage of the CAPT fitting process.
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to its baseline value. This results in many identical values throughout each region of an
analytically generated covariance matrix, i.e. each pairing of SHWFS axes (for example,
x1x2) is a Toeplitz matrix. This implies that covariance maps can be analytically generated
directly. If Figure 2.15a was analytically generated for an optically aligned system, all x1x2
and y1y2 values could be found within Figure 2.15b. The number of calculations required
to generate a covariance matrix for optically aligned SHWFSs is equal to Equation 3.3,
but with ns =
√
mn. A further implication of this is that, for each layer, the generation of
a covariance map ROI requires as many calculations as it has baselines. For a system that
is assumed optically aligned, Equation 3.4 will have rn = (2nd− 1 +ns)/2. The number of
calculations required to generate a covariance map ROI in CAPT 2 becomes 2kcLW .
3.7.2 Demonstration of computational efficiency
The overall computational efficiency of 2-NGS covariance matrix and map ROI optical
turbulence profiling is shown here for a CANARY, AOF, and ELT-scale AO system. The
target covariance matrix, M, for each AO system had zero SHWFS misalignments. These
were the same of those used in Section 3.4. The covariance map ROI was calculated from
each M. Seven evenly-spaced turbulent layers were to be fitted from 0 to 24 km. M was
generated for perfectly aligned SHWFSs and, therefore, covariance matrix and map ROI
fitting would recover the exact optical turbulence profile. This meant that the efficiency of
CAPT would be primarily dependent on computational strain. CAPT covariance matrix
and map ROI optical turbulence profiling was timed for the CANARY, AOF, and ELT-scale
systems. To start, CAPT assumed perfect optical alignment, i.e. the number of covariance
calculations was reduced to a minimum (see Section 3.7.1). Only CAPT 1 and CAPT 2 can
be performed in a system that assumes SHWFS optical alignment. To test computational
requirements against computational efficiency, CAPT did not take advantage of parallel
computing. The fitting process was operated on a Dell Precision Tower 3620 workstation
with an Intel Core i7-6700 CPU processor and 64GB of RAM. The fitting routines were
each repeated five times. The standard error of each routine was negligible. Table 3.2
summarises the timing results.
The study was repeated but with CAPT accounting for SHWFS misalignments, i.e. a
system that can no longer take advantage of Toeplitz matrix symmetry outside of au-
tocovariance regions (see Section 3.7.1). To test the efficiency against a CAPT system
that assumes perfect optical alignment, the analytically generated covariance arrays had
zero SHWFS misalignments during CAPT 1 and CAPT 2. The processing time for each
step of CAPT is shown in Figure 3.15. Table 3.3 summarises the timing results. The
comparison between Tables 3.2 and 3.3 outlines the loss in computational efficiency when
SHWFS misalignments are accounted for. In Figure 3.15, all AO systems record CAPT 2
being the fastest stage of CAPT. This is because it is only fitting one layer. CAPT 3
is the most computationally demanding stage as each iteration requires the recalculation
of sub-aperture covariance for seven layers. In the fitted model, the starting point for
SHWFS misalignments is zero. The target covariance matrix, M, was generated for per-
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Table 3.2: CAPT fitting time for covariance matrix and map ROI algorithms that assume
an optically aligned system. The results are for a 2-NGS system where NL = 7. Optical
turbulence profiling occurs during CAPT 1 and CAPT 2 (CAPT 1+2).
Time Taken (s)
Matrix Map ROI
AO System CAPT 1+2 CAPT 1+2
CANARY 0.09 0.02
AOF 381.14 0.04
ELT-scale 1.12 × 104 0.21
Table 3.3: CAPT fitting time for covariance matrix and map ROI algorithms that are
accounting for SHWFS misalignments. The results are for a 2-NGS system where NL = 7.
Optical turbulence profiling occurs during CAPT 1 and CAPT 2 (CAPT 1+2). SHWFS
misalignments are fitted during CAPT 3.
Time Taken (s)
Matrix Map ROI
AO System CAPT 1+2 CAPT 3 CAPT 1+2 CAPT 3
CANARY 0.1 0.67 0.02 0.19
AOF 454.17 801.41 0.56 10.06
ELT-scale 1.21 × 104 1.27 × 104 5.93 338.52
fectly aligned SHWFSs and so CAPT 3 will measure SHWFS misalignments to be zero.
Having the starting point for fitting equal to the measurement does not significantly reduce
computing time as the LMA in CAPT 3 still has to perform local optimisation.
For CANARY, the efficiency of covariance matrix optical turbulence profiling is not an
issue. For the AOF, the covariance matrix fitting procedure takes over 20minutes. For
the ELT-scale system, covariance matrix CAPT takes almost 7 hours. The covariance map
ROI reduces ELT-scale CAPT processing time to under 6minutes, i.e. it improves the com-
putational efficiency of the ELT-scale system by a factor of 72. If SHWFS misalignments
have already been logged (see Section 3.5) then the covariance map ROI can perform ELT-
scale CAPT optical turbulence profiling (CAPT 1 and CAPT 2) in under 6 seconds. As
mentioned throughout, ELT-scale covariance map ROI data analysis might require W > 1
for L0(h) fitting. This will increase the processing times presented, however, using the
covariance map ROI for SLODAR data analysis will still be the most efficient technique.
3.8 Summary
To achieve optimal performance, forthcoming ELT AO systems will require efficient, high-
precision measurements of the optical turbulence profile. This investigation looked at the
differences between using the CAPT fitting procedure for covariance matrix and map ROI
optical turbulence profiling. Both techniques were tested under SHWFS misalignments
for CANARY, AOF, and ELT-scale AO systems. SHWFS misalignments were shown to
significantly degrade the accuracy of optical turbulence profiling. An ELT-scale system
measured Fmd values of approximately 0.6 when SHWFSs were misaligned by a rotation
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Figure 3.15: Covariance matrix and map ROI fitting times when accounting for SHWFS
misalignments. The configuration concerns a 2-NGS system and the fitting of seven layers.
Line plots have been overlaid to indicate the general trend across different AO systems.
of 5◦ or a lateral shift of 0.05D. However, it was also shown that, by iterating through
CAPT a number of times, both the covariance matrix and map ROI can measure SHWFS
misalignments. We recommend 15 iterations.
Using simulated data for a 4-NGS CANARY system, covariance matrix and map ROI
CAPT measured Fmd to be 0.19±0.03 and 0.13±0.03, respectively. Both techniques were
also shown to be applicable to LGS analysis. Results from the simulated data showed that
the optimal covariance map ROI has a width of W = 1. It was also shown that, compared
to the covariance matrix, the covariance map ROI improves the efficiency of an ELT-scale
system by a factor of 72.
The covariance map ROI is capable of measuring SHWFS misalignments using an iterative
CAPT approach. Using the fitting routine presented, it outperforms the accuracy of co-
variance matrix optical turbulence profiling. In addition, the covariance map ROI improves
the efficiency of an ELT-scale system by almost two orders of magnitude. We conclude
from this chapter that AO telemetry optical turbulence profiling should twin CAPT with
covariance map ROI data analysis.
55
4Wind velocity profiling from adaptive optics telemetry
The measured wavefront continuously evolves as the wind moves atmospheric turbulence
across the light-path of the telescope. The wind speed profile can be used to calculate
the required frequency for an Adaptive Optics (AO) system (see Section 2.2.4). Predic-
tive control algorithms can reduce temporal errors by mitigating the latency between the
measurement of a wavefront and its successive Deformable Mirror (DM) correction. These
algorithms commonly require optical turbulence and wind velocity profile information (Sivo
et al., 2014; Jackson et al., 2015). Wind velocity information can also be used to study the
Taylor frozen-flow hypothesis (Schöck and Spillar, 2007; Guesalaga et al., 2014).
As discussed in Section 2.3.3.5, calculating the cross-covariance between temporally offset
Shack–Hartmann Wavefront Sensor (SHWFS) centroids demonstrates the wind velocity
profile. These centroids must be recorded in open-loop or pseudo open-loop (see Sec-
tion 2.2.4). In the covariance map, this temporal offset causes individual layers to be
displaced. Each displacement within a temporally offset covariance map corresponds to
the velocity of a specific turbulent layer. It has been shown that, within a spatio-temporal
cross-covariance array, the wind velocity profile can be recovered by tracking peaks corre-
sponding to individual turbulent layers (Wang et al., 2008; Osborn et al., 2017; Sivo et al.,
2018; Laidlaw et al., 2019). However, current AO systems have a limited altitude-resolution
due to their number of SHWFS sub-apertures. Having a limited altitude-resolution results
in wind velocity information becoming quickly entangled as individual layers can travel in
various directions with different speeds. This makes it difficult to write an algorithm for
automated peak tracking. It is also a challenge to track cross-covariance values that can
be spread between the baselines of a covariance map (Wang et al., 2008; Sivo et al., 2018;
Laidlaw et al., 2019).
In this section we introduce a novel technique for automated wind velocity profiling from
AO telemetry. It makes use of the recommend AO parameter estimation technique from
Chapter 3, that we use to measure the optical turbulence profile, SHWFS misalignments
and vibration artefacts. Once parameter estimation is complete, a temporally offset co-
variance map can be fitted to by each analytically generated layer running its altitude and
baseline position as a free parameter. If frozen-flow is assumed, the change in covariance
map location for each layer is synonymous with its velocity (see Figure 2.16). In Sec-
tion 4.4 we analyse simulated data from CANARY, the AO demonstrator for Extremely
Large Telescope-scale (ELT-scale) technologies on the 4.2m William Herschel Telescope
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(WHT; see Section 2.4.1), La Palma. A qualitative study of the wind velocity profiling
technique is carried out using simulated Natural Guide Star (NGS) and Laser Guide Star
(LGS) data.
4.1 Covariance parametrisation of wind velocity
The SLOpe Detection And Ranging (SLODAR) technique for demonstrating the wind
velocity profile is outlined in Section 2.3.3.5. The measured covariance map array with no
temporal offset is referred to asM0. The measured covariance map array after positive and
negative temporal offsets is referred to as Mδt, where δt is the size of the temporal offset.
The key to spatio-temporal wind velocity profiling is being able to track turbulent layers
from M0 to Mδt. We have developed a technique that uses the Levenberg-Marquardt
Algorithm (LMA; Levenberg, 1944) to iteratively fit an analytical model to temporally
offset SHWFS cross-covariance measurements. Multiple NGS or LGS combinations can be
fitted to simultaneously and the user decides how many layers to fit and at which altitudes.
The model we use for analytically generating sub-aperture covariance is the same as that
used by CovAriance Parametrisation of optical Turbulence and SHWFS misalignments
(CAPT; Laidlaw et al., 2018; see Section 3.3). The fitting algorithm assumes each layer
obeys Taylor frozen-flow. We refer to this wind velocity profiling technique as CovAriance
parametrisation of Wind velocity (CAW; Laidlaw et al., 2019). CAW was written to run
alongside CAPT and can therefore be implemented on any tomographic AO system. The
CAW software package is open-source∗ (example test cases are included in the open-source
package). All of the open-source algorithms are written in Python using the NumPy
(Oliphant, 2006) and SciPy (Jones et al., 2001) libraries. The 3 steps of CAW are as
follows:
1. Use CAPT to measure the optical turbulence profile along with SHWFS misalignments
and vibration artefacts, i.e. the recommended technique outlined in Chapter 3.
2. The temporally offset covariance map array is calculated for SHWFS centroids with
subtracted ground-layer isoplanatic turbulence (see Sections 2.3.3.5 and 3.2). The
LMA takes C2n(h > 0), L0(h > 0) and SHWFS misalignments from point 1, and fits
the wind velocity profile at non-zero altitudes by each analytically generated layer
running h, xsep and ysep as a free parameter. The positive and negative temporally
offset covariance map arrays are fitted to simultaneously, i.e. the negatively offset
covariance map is fitted to by analytically generated layers with the same parameters
but at all values of h, −xsep and −ysep.
3. Wind velocity profile information from point 2 is used in conjunction with parameter
estimation from point 1 to analytically generate a covariance map array that dis-
sociates the ground-layer from Mδt. The LMA then takes SHWFS misalignments,
vibration artefacts, C2n(0) and L0(0) from point 1, and fits to ground-layer Mδt. It
∗https://github.com/douglas-laidlaw/caw
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does this by fitting the analytically generated ground-layer with h, xsep and ysep as
free parameters. As in point 2, the positive and negative temporally offset covariance
map arrays are fitted to simultaneously.
A block diagram of the CAW fitting process is shown in Figure 4.1. In the first step of CAW
(CAW 1), each of the fitted altitudes measure the integrated turbulence strength across an
altitude range. Within this altitude range, the wind speed and direction, ws(h) and wd(h),
respectively, will not necessarily be constant. This means that the wind velocity profile in
Mδt might not primarily originate from the altitudes set in CAW 1. This is why h needs
to be fitted in conjunction with xsep and ysep during the second and third step of CAW
(CAW 2 and CAW 3, respectively). The C2n(h)dh noise-floor in CAW 1 is 1× 10−16m1/3.
Only C2n(h) values greater than the noise-floor are fitted during CAW 2 and CAW 3.
The difference between CAW and peak tracking (outlined in Section 2.3.2.2) is that, for
each layer, peak tracking is trying to best-fit a specific value within Mδt. CAW is using
the ability to analytically generate sub-aperture covariance to find the 2D least-squares
minimum of the entire temporally offset covariance map array. This means that every
data point within Mδt contributes to the detection of a wind velocity measurement - we
are not just tracking peaks. CAW is also resistant to turbulent layer cross-covariance
being displaced to non-integer baselines. Figure 2.16 is repeated in Figure 4.2a. It can be
imagined that Figure 4.2a is the ground-only Mδt that is fitted to during CAW 3. The
analytical fit to Figure 4.2a is shown in Figure 4.2b. It is important to note the limits of
xsep and ysep in Figure 4.2. We denote the change in xsep and ysep for each turbulent layer
as ∆xsep(h) and ∆ysep(h). The wind speed profile is therefore given by
ws(h) =
√
∆xsep(h)2 + ∆ysep(h)2
δt
. (4.1)
The wind direction profile can be calculated from the individual magnitudes of ∆xsep(h)
and ∆ysep(h).
It should be noted that multiple temporal offset covariance maps can be fitted to simul-
taneously. It is thought that by fitting to multiple temporal offsets, CAW might be more
robust to frozen-flow fragmentation. We do not study multiple temporal offsets in this
chapter as our Soapy simulations abide frozen-flow. Instead, this investigation is carried
out using on-sky data in Section 5.1.2. In Section 5.1.2 we also study the optimal temporal
offset.
4.2 Wind shear
Across each altitude range fitted during CAW 1, ws(h) and wd(h) will not necessarily be
constant. In on-sky observations, what is measured as a single layer in M0 can sometimes
split into 2 of more layers in Mδt (Osborn et al., 2017). This process of C2n(h) dispersion is
known as wind shear. Peak tracking and CAW both assume that each turbulence profile
measurement has a constant wind velocity. They are unable to account for wind shear
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Figure 4.1: Block diagram of the steps involved in the CAW fitting process.
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(a) Temporally offset covariance maps from simulated SHWFS centroids for NL = 1 at 0 km. The
layer is characterised by r0 = 0.1m (at λ = 0.5µm) and L0 = 25m. Broken lines have been
overlaid to indicate xsep, ysep = (0, 0) (white) and the GS position angle, γ (green).
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(b) The LMA fit to (a). Analytical covariance has been used to fit to the measured ground-layer by
iteratively adjusting h, xsep and ysep. Broken lines have been overlaid to indicate xsep, ysep = (0, 0)
(white) and the GS position angle, γ (green).
Figure 4.2: The process by which CAW iteratively fits the wind velocity profile.
because the range of ws(h) and wd(h) is unknown. Furthermore, it is not possible to pre-
determine how the turbulence strength is divided between the dispersed layers. If wind
shear occurs during peak tracking, the wind velocity at that specific altitude is unresolved.
However, as CAW is a least-squares fitting algorithm, it will always return a value. In this
section we study how wind shear influences the wind velocity profiling results from CAW.
Figure 4.3 illustrates the process of wind shear (in either xx or yy covariance-space). At
a temporal offset of δt = 0, the turbulence strength is C2n(h)0. After a positive temporal
offset, +δt, the integrated turbulence strength at C2n(h)0 is shown to come from two indi-
vidual layers such that C2n(h)1 +C2n(h)2 = C2n(h)0. The dispersed layers have independent
wind velocities. The wind shear angle is given by α.
4.2.1 Theoretical influence of wind shear
Under the influence of wind shear (and if we assume C2n(h)0 is measured exactly), CAW will
be unable to perfectly fit to Mδt as it is relying on the conservation of turbulence strength.
However, it is possible to theoretically estimate the influence of wind shear on CAW wind
velocity profiling. If CAW is searching for a least-squares fit to 2 dispersed layers, the
minimum will be found at a point along the shortest distance vector. In Figure 4.3, this
60
4.2.1. Theoretical influence of wind shear
Figure 4.3: The yellow square in the bottom left illustrates a turbulent layer measurement
within M0 (similar to the peaks shown in Figure 2.15b, for example). After a positive
temporal offset, +δt, has been applied, the turbulent layer is shown to in fact be made of
two independent layers. These two layers have different strengths and velocities. The yellow
squares corresponding to these layers (top middle and middle right) are an illustration of
how they have been displaced after a positive temporal offset, i.e. how they could appear
in Mδt.
is the vector between C2n(h)1 and C2n(h)2. If C2n(h)1 = C2n(h)2 then the least-squares
minimum will be found when CAW analytically fits C2n(h)0 to the middle of the vector
that connects C2n(h)1 and C2n(h)2. For 2-layer wind shear, the theoretical output for the
wind speed and wind direction measurement are given by es(h) and ed(h), respectively,
where
es(h) =
[
ws(h)
2
1(p− 1)2 + ws(h)22p2 + 2pws(h)1ws(h)2 cosα(1− p)
]1/2
, (4.2)
ed(h) = sin
−1
(
p sinαws(h)2
es(h)
)
, (4.3)
and
p =
C2n(h)2
C2n(h)1 + C
2
n(h)2
. (4.4)
Equations 4.2 and 4.3 make the approximation that both layers are at the same altitude.
Wind shear can involve more than 2 layers. This complicates the theoretical output model
outlined above however, the underlying principle remains the same. For example, 3-layer
wind shear would form a triangle within Mδt, and CAW would find the least-squares fit to
be at the centre of gravity of this triangle. Therefore, if there are more than 2 wind shear
layers, the system is stabilised by the turbulent layers being more evenly weighted. By
studying 2-layer wind shear, we can understand the extent to which wind shear can reduce
the accuracy of CAW.
When p = 0.5, the CAW measurement will be split between the 2 wind shear layers, i.e. it
will not be favourable tethered to a specific turbulent layer. To demonstrate the adverse
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Figure 4.4: The theoretical wind speed measurement from CAW, es(h), when it is fitting a
single layer under 2-layer wind shear. The wind shear angle, α (see Figure 4.3), is plotted
against wind speed contrast, q, where q = (ws(h)1 − ws(h)2)/(ws(h)1 + ws(h)2). The 2
wind shear layers have equal strengths. es(h) is in units of the mean wind speed because
measuring the mean would be the optimal result. The results show that up to roughly
α = 50◦, CAW has a wind speed measurement accuracy of 90%.
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Figure 4.5: The theoretical wind direction measurement from CAW, ed(h), when it is fitting
a single layer under 2-layer wind shear. The wind shear angle, α (see Figure 4.3), is plotted
against wind speed contrast, q, where q = (ws(h)1−ws(h)2)/(ws(h)1+ws(h)2). The 2 wind
shear layers have equal strengths. The results show that CAW wind direction profiling is
sensitive to wind shear. If the two layers are moving at equal speeds then ed(h) = α/2.
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Figure 4.6: Measured CAW wind speed and direction at different wind shear angles, α.
C2n(h)1 = C
2
n(h)2, ws(h)1 = ws(h)2 = 10m/s and wd(h)1 = 0◦. The theoretical predictions
are shown alongside.
effects of this scenario to wind speed profiling, Figure 4.4 plots the wind shear angle, α (see
Figure 4.3), against the wind speed contrast, q, where q = (ws(h)1 − ws(h)2)/(ws(h)1 +
ws(h)2). These variables are shown as a function of the theoretical CAW wind speed
measurement, es(h). Figure 4.4 shows that CAW wind speed profiling is robust to wind
shear. An optimised system would measure the wind speed to be the mean of the 2 wind
shear layers. Across all wind shear speeds and up to a wind shear angle of approximately
50◦, CAW is expected to achieve 90% wind speed accuracy. The corresponding plot for
wind direction profiling is shown in Figure 4.5. The CAW wind direction measurement is
clearly sensitive to wind shear. If ws(h)1 = ws(h)2 and C2n(h)1 = C2n(h)2, ed(h) = α/2.
To test the theoretical model, 2-layer wind shear was simulated for a 2-NGS CANARY
system in Soapy. The simulation was parameterised by the values listed in Table 2.2. Two
layers were simulated at h = 0 km with C2n(h)1 = C2n(h)2 and ws(h)1 = ws(h)2. Integrated
r0 was 0.1m, ws(h)1 = 10m/s and wd(h)1 = 0◦. The 2-layer simulation was repeated over
wind shear angles ranging from 0 to 90. For each α value, the simulation was repeated 10
times so that the mean along with its standard error could be calculated. Ground-layer
CAW (CAW 3) was performed on each simulation (the same process that was used to
calculate Figure 4.2b). The measured wind speeds and directions are shown in Figure 4.6.
The theoretical output measurements from CAW are in agreement.
4.2.2 Expected wind shear on-sky
In Section 5.1.2 we study on-sky data from CANARY. Our wind velocity profiling results
are compared to profiles from the European Centre for Medium-Range Weather Forecasts
(ECMWF). In this section we use the ECMWF data from Section 5.1.2 to demonstrate
the range of possible wind shear values on-sky.
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When analysing both simulated and on-sky CANARY data, we fit 7 evenly-spaced layers
between 0 and 24 km. The fitted ground-layer during CAW 3 therefore has the integrated
turbulence strength from 0 to 2 km (see Figure 3.10). Using the ECMWF wind velocities
from Section 5.1.2, we can calculate the values of q and α between 0 to 2 km. A 2D
histogram of the results is shown in Figure 4.7a. In total, 27 ECMWF wind velocity
profiles have been analysed. The corresponding plots for the layers fitted at 10 and 20 km
are shown in Figure 4.7b and Figure 4.7c, respectively. So that they can be easily compared
to Figures 4.4 and 4.5, the plots in Figure 4.7 are shown for q = −1 to 1 and α = 0 to 90◦.
For the layer fitted at the ground, Figure 4.7a shows that the maximum value of the
wind shear angle, α, is roughly 50◦. The most detrimental scenario is when p = 0.5 (see
Section 4.2.1) and by studying Figure 4.4, this can result in a 10% error in the wind
speed measurement. If the layers are travelling at equal speeds, Figure 4.5 shows that the
wind direction measurement would have an approximate error of 30◦. The layer fitted at
10 km has a similar spread of values (see Figure 4.7b) however, its maximum value of α is
approximately 75◦. For the layer fitted at 20 km, there is a wider range of values in both
q and α.
It should be noted that a large fraction of the data points do not indicate significant wind
shear. The influence of the outliers is also entirely dependent on their turbulence strength.
From Figure 4.7 it can be concluded that at higher altitudes there is a greater likelihood
for significant wind shear. The best way to reduce the influence of wind shear is by fitting
more turbulent layers that therefore have a smaller altitude range. Assuming that the GS
asterism is fixed, this requires larger SHWFS sub-aperture dimensions, i.e. as AOF and
ELT-scale instruments have more spatial information, they can fit more layers and will
therefore be less susceptible to wind shear.
4.3 Validating wind velocity measurements
It is unrealistic to assume that the analytical model will perfectly match SHWFS cross-
covariance measurements during CAW. There are a number of reasons for this, e.g. the
measured turbulence not being fully developed and therefore having non-Kolmogorov statis-
tics (see Section 3.2). As the LMA is performing a 2D least-squares fit, there must be a
system in place to validate wind velocity profiling detections. The presented solution runs
CAW twice: once at the studied temporal offset, ω/f , and once at (ω − 1)/f . The wind
velocity measurements from ω/f and (ω− 1)/f are given the superscript m and v, respec-
tively, i.e. the wind speed measurement wms (hm) is validated by wvs (hv). A wind velocity
measurement is deemed false if any of the following conditions are satisfied:
1. The absolute difference between the wind speed measurements is greater than 5m/s,
i.e. |wms (hm)− wvs (hv)| > 5m/s.
2. The absolute difference between the wind direction measurements is greater than 30◦,
i.e. |wmd (hm)− wvd(hv)| > 30◦
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(c) Between 18 and 22 km.
Figure 4.7: Possible values for the wind shear angle, α, and the wind speed contrast, q. 27
ECMWF wind velocity profiles from La Palma were used to calculate α and q.
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3. The absolute difference between the altitude measurements is greater than hmax/10,
i.e. |hm − hv| > hmax/10
4. Either altitude measurement is above the maximum observable altitude, i.e. hm > hmax
or hv > hmax.
5. Either wind speed measurement is greater than 100m/s, i.e. wms (hm) > 100m/s or
wvs (h
v) > 100m/s.
6. The location of the turbulent layer is not within Mδt.
The values chosen to satisfy 1 to 4 were selected through testing CAW in simulation.
Conditon 5 is included as 100m/s is the upper limit of the expected atmospheric wind
speed. For the values listed, an incorrect detection would always satisfy multiple condi-
tions. It should also be noted that this validation technique is independent of AO system
parameters, e.g. the number of SHWFS sub-apertures.
4.4 Wind velocity profiling from simulated adaptive optics
telemetry
Open-loop SHWFS centroids were simulated for a 4-NGS CANARY configuration in Soapy.
Each SHWFS had 7× 7 sub-apertures. The median results within the European Southern
Observatory (ESO) documentation (Kolb et al., 2015) were used to parameterise the sim-
ulated 35-layer optical turbulence and wind speed profile. The 35-layer ESO profile does
not include wind direction and so the simulated wind direction profile followed an exam-
ple radiosonde measurement from Hirsch et al., 2011. The outer scale of every simulated
layer was 25m and the integrated turbulence strength was r0 = 0.1m at λ = 0.5µm. The
4-NGS system had a square layout with hmax = 24 km. On-sky NGS observations rarely
adhere to having such a well-ordered asterism. However, the simulated square layout is
an appropriate approximation (see Section 5.2). The values in the Soapy configuration file
were the same as those listed in Table 2.2. The simulation was repeated 10 times so that
mean CAW results along with their standard error could be calculated. The CAW fitting
procedure was performed using the simulated SHWFS centroids. The six 7 × 7 SHWFS
combinations were fitted to simultaneously using 7 evenly-spaced layers from 0 to 24 km.
The optical turbulence profiling results from CAW 1 are shown in Figure 4.8a. The wind
velocity results are shown in Figure 4.8b and Figure 4.8c. For reasons discussed in Sec-
tion 5.1.2, CAW was operated with ω = 8, where ω is the number of SHWFS frames
that have been offset. The wind velocity profile was fitted for all layers above the noise-
floor. Out of the 10 simulations, the layers fitted at 20 and 24 km were validated (see
Section 4.3) 6 and 0 times, respectively. This is why only 6 measured layers are shown
for the NGS results in Figure 4.8b and Figure 4.8c. This is mainly attributed to the fact
that the layers that failed to be validated are the weakest and therefore carry the least
weight during CAW 2. They are also positioned towards the edge of the covariance map
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Table 4.1: Comparing NGS and LGS CAW results to the simulated 35-layer profile. The
CAW results were obtained by fitting to spatio-temporal covariance maps with ω = 8. Fmd
is the mean logarithmic deviation between the measured and the reference turbulence pro-
file (see Section 3.4). The measured turbulence profile is equal to the reference turbulence
profile when Fmd = 0.
Fmd Rw Arms (m/s) B (m/s)
NGS 0.11± 0.02 0.80± 0.02 2.2± 0.3 0.2± 0.2
LGS 0.06± 0.01 0.75± 0.04 2.0± 0.1 1.1± 0.2
where the Signal-to-Noise Ratio (SNR) is lowest. The number of validated wind velocity
profile candidates divided by the total number of candidates is denoted Rw. The layers
that have been validated closely follow the trend of the simulated wind velocity profile.
The relatively large errors at 21 km are thought to originate from CAW fitting near the
maximum altitude of NGS sub-aperture optical path intersection, hmax.
The NGS study was repeated for sodium LGSs that had an apparent magnitude of 8 and
were focussed at an altitude of 90 km. The SHWFSs were simulated to measure a monochro-
matic wavelength of 589 nm. All of the other simulated parameters were the same as those
listed in Table 2.2. Due to the cone effect, the maximum altitude of sub-aperture optical
path intersection was roughly 19 km. Therefore, when repeating the CAW 1 measurement
on the simulated dataset, a layer was not fitted at 24 km. The LGS optical turbulence
profiling results are shown in Figure 4.8a. As the layer fitted at 20 km has its peak value
above the maximum altitude of sub-aperture optical path intersection, it is not included in
LGS Fmd analysis. The 6 layers fitted in CAW 1 were fitted during CAW 2 and CAW 3.
Out of the 10 simulations, the layers fitted at 16 and 20 km were validated (see Section 4.3)
6 and 0 times, respectively. The mean of each validated layer is shown alongside the NGS
results in Figure 4.8b and Figure 4.8c.
We use the mean logarithmic deviation, Fmd, from Equation 3.2 (see Section 3.4) to quan-
tify the optical turbulence profiling results. The root mean square deviation, Arms, and
bias, B, are used to quantify the accuracy of wms (hm), where
Arms =
√√√√ 1
RwNL
RwNL∑
i=1
(
wms (h
m
i )− wrs(hri)
)2
, (4.5)
B =
1
RwNL
RwNL∑
i=1
(
wms (h
m
i )− wrs(hri)
)
. (4.6)
In Equations 4.5 and 4.6, the superscript r denotes the reference altitude and wind speed,
i.e. wrs(hr) is the reference wind speed profile. i denotes the layer number and each value
of hri is the nearest neighbour to hmi . As wmd (h
m) is given in polar coordinates, it is not
possible to quantify the accuracy of wmd (h
m) for all wind directions. The CAW results from
the NGS and LGS simulated datasets are summarised in Table 4.1. LGS Fmd is less than
NGS Fmd. However, NGS Fmd = 0.03 if only the layers from 0 to 16 km are considered.
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(a) Optical turbulence profiling results from CAW 1.
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Figure 4.8: CAW results from fitting to simulated NGS and LGS CANARY centroid cross-
covariance arrays. The simulated 35-layer profile is shown alongside.
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4.5 Summary
We have presented a novel technique for automated wind velocity profiling from AO teleme-
try. This enables AO system control techniques that significantly improve image resolution.
The introduced wind velocity profiling technique is referred to as CAW and it relies on accu-
rate AO parameter estimation. We used the parameter estimation technique recommended
in Chapter 3.
We addressed the problem of wind shear by developing a theoretical model for how it
influences the measurements from CAW. Using on-sky forecasts from the ECMWF, it was
shown that significant wind shear is more likely to occur at higher altitudes. CAW was then
tested using simulated data from CANARY. The simulations were parameterised with the
35-layer ESO profile. For the NGS simulations, the wind speed bias and root mean square
deviation were measured to be B = 0.2 ± 0.2m/s and Arms = 2.2 ± 0.3m/s, respectively.
CAW was also shown to be equally applicable to LGS analysis.
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5On-sky turbulence and wind velocity profiling from
adaptive optics telemetry
We have developed detailed algorithms for turbulence and wind velocity profiling. These
are referred to as CovAriance Parametrisation of optical Turbulence and SHWFS mis-
alignments (CAPT; see Chapter 3; Laidlaw et al., 2018) and CovAriance parametrisation
of Wind velocity (CAW; see Chapter 4; Laidlaw et al., 2019). In this chapter we use these
algorithms to analyse on-sky data.
In Section 5.1 we study on-sky data from CANARY, the Adaptive Optics (AO) demon-
strator for Extremely Large Telescope-scale (ELT-scale) technologies on the 4.2m William
Herschel Telescope (WHT; see Section 2.4.1), La Palma. The Multi-Object Adaptive Op-
tics (MOAO; see Section 2.2.6.2) capabilities of CANARY have been previously published
(Gendron et al., 2011; Vidal et al., 2014; Martin et al., 2017). In Section 5.1.1 we investigate
how to optimise the accuracy of the CAPT turbulence profiling procedure. The optimal
temporal offset for CAW wind velocity profiling is investigated in Section 5.1.2. Reference
turbulence and wind velocity profiles were measured by the Stereo-SCIDAR instrument
(see Section 2.3.2) that was being operated on the 2.5m Isaac Newton Telescope (INT),
La Palma. The measured wind velocity profiles are also compared against results from the
European Centre for Medium-Range Weather Forecasts (ECMWF).
In Section 5.2 we apply CAPT and CAW to on-sky data from the Adaptive Optics Facility
(AOF). The AOF is on the 8.2m Yepun telescope at the Very Large Telescope (VLT; see
Section 2.4.2), Paranal. The AOF data was recorded by Ground Atmospheric Layer Adap-
tive Corrector for Spectroscopic Imaging (GALACSI; Stuik et al., 2006), a Ground-Layer
Adaptive Optics (GLAO; see Section 2.2.6.1) module for the Multi-Unit Spectroscopic
Explorer (MUSE; McDermid et al., 2008). We present AOF GALACSI time sequences
that show detailed examples of turbulence and wind velocity profiles at the VLT. In Sec-
tion 5.2.2, the wind velocity profiles from AOF GALACSI are compared against results
from the ECMWF.
5.1 CANARY
During each observation, CANARY observed four Natural Guide Stars (NGSs). Each NGS
was monitored by an independent 7 × 7 Shack–Hartmann Wavefront Sensor (SHWFS).
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Within every dataset each SHWFS recorded 10, 000 open-loop centroid measurements at
a frame rate of approximately 150Hz.
The results from CANARY are compared to contemporaneous measurements from the
Stereo-SCIDAR instrument. Stereo-SCIDAR was being operated roughly 400m east of
the WHT. The time interval between a measurement from Stereo-SCIDAR and CANARY
centroid-data retrieval was limited to 20 minutes. It was assumed that both the turbulence
and wind velocity profile would not drastically alter within this timescale (Jia et al., 2018).
In total there were 27 useful datasets. These observations were made in July and October
of 2014 across 4 and 3 nights, respectively. Although all of the datasets could be used
to compare optical turbulence profile measurements, Stereo-SCIDAR post-processing had
filtered out the wind velocity measurements from 4 of them, i.e. only 23 wind velocity
profiles could be compared between CANARY and Stereo-SCIDAR. To substantiate CAW
wind velocity profiling, we compare all 27 profiles to the ECMWF.
5.1.1 Turbulence profiling
Using the CAPT fitting algorithm, covariance matrix and map Region of Interest (ROI)
optical turbulence profiling was performed on the CANARY dataset. Seven evenly-spaced
layers were fitted from 0 to 24 km. The six SHWFS combinations were fitted to simul-
taneously. For each observation, no layer above the maximum observable altitude, hmax,
was fitted. Data from Stereo-SCIDAR was assumed to be a high-resolution measure of
the reference optical turbulence profile and therefore – as with the simulated profile in
Section 3.6 – its measurements were binned to the fitted altitudes to give C2n(hm)r. The
noise floor for C2n(hm)rdh was set at 10−16m1/3. To be included in the analysis of Fmd,
the fitted layer was required to be centred at or below hmax. It had to also not extend past
the maximum altitude bin of Stereo-SCIDAR. All remaining measurements were used to
calculate the mean value of Fmd along with its standard error (see Section 3.4).
The results in Table 5.1 quantify the relation between Stereo-SCIDAR and CANARY AO
telemetry optical turbulence profiling. These results show the mean logarithmic deviation
between the measured and reference turbulence profiles, Fmd, after 1 and 15 CAPT it-
erations (see Section 3.5). It is clear from Table 5.1 that fitting SHWFS misalignments
has not noticeably improved the system. For covariance matrix fitting, the absolute mean
was calculated from the measured SHWFS misalignments. The results are shown in Ta-
ble 5.2. The corresponding results for covariance map ROI fitting are shown in Table 5.3.
The standard error on each SHWFS misalignment measurement was negligible. From Ta-
bles 5.2 and 5.3, it can be concluded that there is no change in Fmd because the mean
rotation and shift misalignments are at most 2.11◦ and 0.03D, respectively. However, it
is important to note that similar misregistrations would significantly impact an ELT-scale
AO system (see Figures 3.6 to 3.8). Covariance matrix fitting found xx and yy vibration
artefacts to account for an average of 0.011± 0.001 and 0.011± 0.001 arcsec2 per observa-
tion. The covariance map ROI measured these vibration artefacts to be 0.012± 0.001 and
0.011± 0.001 arcsec2.
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Table 5.1: Covariance matrix and map ROI optical turbulence profiling results from fitting
to on-sky CANARY cross-covariance arrays. Fmd is the mean logarithmic deviation be-
tween the measured and the reference turbulence profile (see Section 3.4). The measured
turbulence profile is equal to the reference turbulence profile when Fmd = 0.
Fmd
1 CAPT Iteration 15 CAPT Iterations
Matrix 0.46 ± 0.04 0.46 ± 0.04
Map ROI 0.38 ± 0.04 0.38 ± 0.04
Table 5.2: Mean absolute SHWFS misalignment results from using covariance matrix
CAPT to fit to on-sky CANARY data. SHWFS 4 is the zeroth point for all SHWFS
shift misalignments.
Shift offset in x (D) Shift offset in y (D) Rotational offset (◦)
SHWFS 1 0.01 0.02 1.33
SHWFS 2 0.02 0.00 1.14
SHWFS 3 0.01 0.00 1.08
SHWFS 4 0.00 0.00 1.06
Table 5.3: Mean absolute SHWFS misalignment results from using covariance map ROI
CAPT to fit to on-sky CANARY data. SHWFS 4 is the zeroth point for all SHWFS shift
misalignments.
Shift offset in x (D) Shift offset in y (D) Rotational offset (◦)
SHWFS 1 0.02 0.02 1.80
SHWFS 2 0.03 0.01 2.11
SHWFS 3 0.01 0.01 1.27
SHWFS 4 0.00 0.00 1.56
If Stereo-SCIDAR measurements are assumed to be the reference turbulence profiles,
CAPT is able to more accurately measure the turbulence profile when it is twinned with
covariance map ROI data analysis. However, the associated uncertainties prevent this
from being a definitive conclusion. The on-sky results are not as accurate as those from
Section 3.6. This is attributed to a number of additional factors: the INT and WHT will
both have unique dome and local environmental seeing conditions; the telescopes are not
observing the same direction; the on-sky NGS asterisms have a range of position angles,
separations and apparent magnitude values; the data retrieved for profiling has not been
recorded at the exact same instant.
The investigation into the optimal size of the covariance map ROI (see Section 3.6) was
repeated with the on-sky CANARY data. The results are shown in Figure 5.1b. Figure 3.12
has been repeated in Figure 5.1a so that it can be easily compared to Figure 5.1b. If binned
Stereo-SCIDAR is considered to be the reference turbulence profile, both simulation and
on-sky results agree that the system does not benefit from including baselines at an ROI
width greater than W = 1. To reiterate the discussion in Section 3.6: future investigations
should proceed with caution as ELT outer scale fitting might require W > 1. The slight
discrepancies between Figures 5.1a and 5.1b can be attributed to the reasons previously
listed. The lowest and highest Fmd values within Figure 5.1b are 0.38±0.04 and 0.44±0.04,
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(a) CAPT analysis of simulated data from Section 3.6. The optical turbulence profile reference is
the binned form of the 35-layer European Southern Observatory (ESO) profile.
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(b) CAPT analysis of on-sky data. The optical turbulence profile reference is the binned form of
the corresponding Stereo-SCIDAR observation.
Figure 5.1: Mean deviation, Fmd, shown as a function of covariance map ROI length, L, and
width, W . The results are from CAPT analysis of simulated and on-sky NGS CANARY
data.
respectively, and can be found at L,W = (9, 1) and L,W = (13, 9).
Figure 5.2a shows the log-log plot between Stereo-SCIDAR and CANARY covariance ma-
trix optical turbulence profiling. Each data point shows an individual turbulence layer
strength that has been measured by CAPT and Stereo-SCIDAR (after the Stereo-SCIDAR
measurements have been binned across the corresponding altitude range). The data point
colours highlight the altitudes at which the turbulence strengths were measured. Turbulent
layers that are at the noise floor are not shown in the plot but are included in the calculation
of Fmd. The corresponding plot for the covariance map ROI is shown in Figure 5.2b.
The Stereo-SCIDAR observations have a median integrated r0 of 0.15m. Covariance matrix
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(a) Results from covariance matrix fitting.
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(b) Results from covariance map ROI fitting.
Figure 5.2: Log-log plots of binned Stereo-SCIDAR and CANARY optical turbulence pro-
filing. The black broken lines plot where the measured and reference turbulence profiles
are equal. The individual layer strengths from CAPT are compared to Stereo-SCIDAR
measurements that have been binned across each corresponding altitude range. The colour
of each data point highlights the altitude at which the turbulence strength was measured.
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Table 5.4: Notation used frequently throughout Section 5.1.2.
Ω The highest number of SHWFS frames that have been offset
Mδt Temporally offset covariance map array
∆t Maximum temporal offset
No The number of temporally offset covariance map arrays studied at one time
mo Offset order (the range of values from 1 to No)
Fmd Mean logarithmic deviation
Rw Fraction of validated wind velocity measurements
B Wind speed bias
Arms Wind speed root mean square deviation
and map ROI fitting measure median integrated r0 to be 0.18 and 0.17m, respectively. At
0 km there is an expected bias because Stereo-SCIDAR and CANARY are operating out
of different telescope domes that are separated by roughly 400m.
5.1.2 Wind velocity profiling
Towards the end of Section 4.1 we discussed the possibility of our wind velocity profiling
algorithm, CAW, fitting multiple temporal offsets at once. For example, temporally offset
covariance map arrays M3/f , M6/f and M9/f can be summed together, giving the location
of each turbulent layer at 3 separate instances. CAW can then fit the expected value of
each turbulent layer 3 times. For frozen-flow and zero wind shear, each turbulent layer
should track a linear path. The number of temporal offsets studied at one time is given
by No. The maximum temporal offset within the No dataset is denoted ∆t. The highest
number of frames that are offset is Ω. Therefore, the example outlined above has No = 3,
∆t = 9/f and Ω = 9. Its wind velocity measurements are verified (see Section 4.3) by
using CAW to fit to temporally offset covariance maps that have their number of offset
frames equal to (Ω−No)mo/No, where mo is the offset order, i.e. for No = 3, mo = 1, 2, 3.
This implies that, for the example above, the covariance map array used to verify the CAW
measurements would be the summation of M2/f , M4/f and M6/f . The system is defined
such that Ω > No and Ω/mo ∈ Z. To summarise our notation, the characters we use
frequently throughout this section are defined in Table 5.4.
CAW 2 and 3 were performed on the CANARY dataset from Section 5.1.1. The CAW 1
measurements were the covariance map ROI results from Section 5.1.1. Wind velocity
profiling was carried out for all combinations within Ω = 1 to 30 and No = 1 to 15.
There are no data points at Ω = No because these wind velocity measurements can not be
validated, i.e. (Ω−No)mo/No = 0. The fraction of validated candidates, Rw, is shown in
Figure 5.3. The corresponding results for the bias, B, between CAW and Stereo-SCIDAR,
and CAW and the ECMWF, are shown in Figure 5.4. As in Section 4.4, the values for the
reference wind velocity profiles came from nearest neighbour measurements. The results
for the root mean square deviation, Arms, are shown in Figure 5.5. In Figures 5.4 and 5.5,
fitting No > 1 tends to decrease the accuracy of CAW. This implies that the inclusion of
multiple temporal offsets overcomplicates the fitting algorithm.
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Figure 5.3: Fraction of CANARY wind velocity measurements that have been validated.
In total, 27 datasets were analysed.
From Figures 5.3, 5.4 and 5.5, it can be seen that the optimal temporal offset is between
Ω = 6 and Ω = 16. Within this range the highest fraction of CAW measurements are
validated, and both B and Arms are minimised. In Figure 5.5, the comparisons to Stereo-
SCIDAR and the ECMWF have a common minimum when Ω = 8 and No = 1. The No = 1
Arms measurement is shown as a function of Ω in Figure 5.5c. The high Arms result at
small values of Ω implies that the temporal offset is not large enough for the wind velocity
profile to be accurately measured, i.e. the turbulent layers have not been given enough
time to disentangle from the Guide Star (GS) position angle, γ. At Ω > 8, the most likely
reason for the increase in Arms is the fragmentation of the frozen-flow approximation, i.e.
the turbulent phase has started to decay from its fixed state. The influence of wind shear
will also increase with the size of the temporal offset. The stability of the frozen-flow
approximation might vary with turbulence strength and wind speed however, Ω = 8 is
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(a) Stereo-SCIDAR bias as a function of No and Ω.
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Figure 5.4: Average bias, B, between the measurements from CAW and the wind velocity
profiling results from Stereo-SCIDAR and the ECMWF.
77
5.1.2. Wind velocity profiling
1 5 9 13 17 21 25 29
Ω
1
3
5
7
9
11
13
15
N
o
3.6 3.8 4.0 4.2 4.4 4.6 4.8 5.0
Arms (m/s), Stereo-SCIDAR
(a) Stereo-SCIDAR root mean square deviation as a function of No and Ω.
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Figure 5.5: Average root mean square deviation, Arms, between the measurements from
CAW and the wind velocity profiling results from Stereo-SCIDAR and the ECMWF.
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(a) The results between CAW and Stereo-SCIDAR.
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(b) The results between CAW and the ECMWF.
Figure 5.6: Stereo-SCIDAR and ECMWF versus the on-sky CANARY results from using
CAW with Ω = 8 and No = 1. Stereo-SCIDAR and ECMWF wind speeds are taken as
the nearest neighbours to the measured altitudes. The black broken line plots equal wind
speeds.
found to be the best-fit average across all altitudes. For CANARY, Ω = 8 corresponds to
roughly 0.05 s.
The wind speed scatter plots for CANARY against Stereo-SCIDAR and CANARY against
ECMWF are shown in Figure 5.6a and 5.6b, respectively. The CANARY results are from
CAW being operated with No = 1 and Ω = 8. Only the validated candidates are shown.
Discrepancies between the measurements in Figure 5.6a can be attributed to the reasons
listed in Section 5.1.1. Wind shear will also be affecting the results in Figure 5.6. The
results from Figure 5.6 are quantified in Table 5.5. A plot of Stereo-SCIDAR wind speeds
versus the ECMWF is shown in Figure 5.7. These wind speeds correspond to the nearest
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Figure 5.7: Stereo-SCIDAR wind speed measurements versus the ECMWF. The results
correspond to the nearest neighbour wind speeds from Figure 5.6 The black broken line
plots equal wind speeds.
Table 5.5: Stereo-SCIDAR and ECMWF compared to on-sky CANARY measurements
from using CAW with Ω = 8 and No = 1. Stereo-SCIDAR and ECMWF wind speeds are
taken as the nearest neighbours to the measured altitudes.
Fmd Rw B (m/s) Arms (m/s)
Stereo-SCIDAR 0.38± 0.04 0.85± 0.03 −0.2± 0.4 3.5± 0.3
ECMWF - 0.84± 0.03 −0.7± 0.3 4.0± 0.3
neighbour measurements in Figure 5.6.
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5.2 The adaptive optics facility
The AOF is on the 8.2m Yepun telescope at the VLT, Paranal. In this section we analyse
data that was recorded at the AOF by GALACSI (Stuik et al., 2006), a GLAO module for
MUSE (McDermid et al., 2008). GALACSI was being operated in closed-loop Wide Field
Mode (WFM). Its 4-LGS square asterism is illustrated in Figure 5.8. Having a square
asterism results in 6 SHWFS combinations. There are 2 altitude resolutions within these
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Table 5.6: System parameters for the AOF GALACSI dataset.
Pupil diameter 8.2m
Air mass 1.092
Monochromatic wavelength 589 nm
Frame rate 1 kHz
Number of frames 60, 000
Distance to each LGS 95 km
SHWFS sub-apertures 40× 40
LGS 2
LGS 1
LGS 4
LGS 3
128 arcsec
Figure 5.8: The 4-LGS asterism for the AOF GALACSI instrument in WFM.
6 combinations. The system parameters are listed in Table 5.6. Using Equation 2.23, the
maximum observable altitude was 14 km.
5.2.1 Additional considerations
The AOF has four 40×40 SHWFSs that are each monitoring an independent LGS. Having a
large number of sub-apertures means that, compared to CANARY, the AOF has more sub-
aperture separation baselines. This increases the number of data points that both CAPT
and CAW must fit to. To illustrate the increase in the number of sub-aperture separation
baselines, example CANARY and AOF covariance maps are shown in Figure 5.9. These
covariance maps have been analytically generated for a 2-NGS configuration. They both
show a layer at the integer baselines that correspond to altitudes of 0 km and hmax/2. Each
layer has r0 = 0.1m and L0 = 25m. The AOF has an increased spatial scale compared to
CANARY. This makes fitting to AOF data much more computationally intensive. However,
for optical turbulence profiling, it was shown in Section 3.7.2 that CAPT can efficiently
handle AOF data.
In Figure 5.9b, both SHWFSs have dimensions of 40 × 40 and a total of 1240 active sub-
apertures (see Section 2.2.2). However, within the GALACSI dataset, there was a custom
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(a) Spatial scale of a covariance map from CANARY.
(b) Spatial scale of a covariance map from AOF GALACSI.
Figure 5.9: Analytically generated 2-NGS covariance map for CANARY (7× 7 SHWFSs)
and AOF GALACSI (40× 40 SHWFSs). They both show a layer at the integer baselines
that correspond to altitudes of 0 and hmax/2. Each layer has r0 = 0.1m and L0 = 25m.
pupil mask for each observation. There are a number of possible reasons for why GALACSI
had a reduced number of active sub-apertures: sub-aperture light paths are being blocked
by Deformable Secondary Mirror (DSM; see Section 2.2.3) struts; the Charge Coupled
Device (CCD; see Section 2.2.2) has recorded a low number of photons; the DSM is not
able to perform wavefront correction at certain sub-aperture locations (the source of this
might be a faulty actuator). The GALACSI dataset did not state the reason for the
additional inactive sub-apertures. Inactive sub-apertures were often found in the inner
and outer ring of the pupil mask. To have a fixed telescope diameter, D, we set the outer
2 sub-apertures in every observation as inactive. This reduced D from 8.2m to 7.38m. It
follows that the maximum observable altitude was reduced from 14 to 12.775 km. In each
observation, the same pupil mask was applied to every SHWFS. The pupil mask from
17/06/2017 at 06:59:49 is shown in Figure 5.10.
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Figure 5.10: AOF GALACSI pupil mask from 17/06/2017 at 06:59:49. Here we show
sub-apertures that are active (grey), inactive (red) and outside of the telescope light-path
(white). Inactive sub-apertures have reduced the number of active sub-apertures from 1240
to 939.
In Section 5.1.2 the results from CANARY indicated that CAW wind velocity profiling
is optimised when it is used to study a single temporal offset of approximately 0.05 s. If
we assuming that this is for a maximum observable altitude of hmax = 24 km then for
GALACSI, this temporal offset scales to 0.027 s. The maximum expected wind speed is
100m/s (see Section 4.3). Within the covariance map, a temporal offset of 0.027 s should
see a 100m/s layer have a displacement of 2.7m. For the AOF this is roughly a sub-
aperture separation distance of 13. Therefore, if the data from GALACSI is studied with
a temporal offset of 0.027 s, the entire covariance map does not have to be fitted to. This
improves the efficiency of the system. In Section 5.1.1 it was also shown that the covariance
map ROI has optimal results when its width, W , is minimised. Therefore, for GALACSI
in WFM, the ROI during CAW 2 and CAW 3 has a width and length equal toW = 27 and
L = 52, respectively. The size of this ROI is demonstrated with on-sky data in Figure 5.11.
The ROI in Figure 5.11 is for SHWFS centroids that have not been temporally offset. This
covariance map ROI is calculated from LGS 1 and LGS 3 (see Figure 5.8) pseudo open-
loop centroids (see Section 2.2.4). In Figure 5.11, there are noticeable layers at altitudes
of approximately 0, 4 and 8 km.
5.2.2 Turbulence and wind velocity profiling
The AOF GALACSI dataset had observations from 15/06/2017, 17/06/2017, 18/06/2017,
13/07/2017 and 15/07/2017. These dates had 46, 118, 92, 14 and 41 observations, re-
spectively, giving a total of 311. The AOF was being operated in closed-loop. Using the
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Figure 5.11: AOF GALACSI covariance map ROI calculated with pseudo open-loop cen-
troids from LGS 1 and LGS 3. The ROI has a width and length of W = 27 and L = 52,
respectively. The data is from 17/06/2017 at 06:59:49. Inactive sub-apertures (see Fig-
ure 5.10) have reduced the number sub-aperture separation baselines (see Figure 5.9b).
interaction matrix (see Section 2.2.4) the first step was to calculate the pseudo open-loop
centroids for each observation. After this we were able to use CAPT to calculate the tur-
bulence profiles along with SHWFS misalignments. We chose to fit 15 evenly-spaced layers
between 0 and 12.6 km. By fitting 15 layers we could have a detailed measure of both
the turbulence and wind velocity profile, while making sure CAW had sufficient time to
process all 311 observations. Optimising the efficiency of CAW is the subject of a future
investigation.
During CAPT 1 and CAPT 2, the ROI had W = 1 and L = nd, where nd is the number
of SHWFS sub-apertures in one dimension. So that there was enough spatial information
to measure SHWFS misalignments, the ROI during CAPT 3 had W = 3 and L = nd + 1.
Table 5.7 shows the mean absolute SHWFS shift misalignment in x at each of the available
dates. The corresponding results for the shift misalignment in y are given in Table 5.8. The
SHWFS rotational misalignment results are in Table 5.9. Without accounting for SHWFS
misalignments, we would expect the measured misalignments to degrade the turbulence
profile measurement by a mean logarithmic deviation of approximately Fmd = 0.1 (see
Section 3.4). After studying Figure 5.11, it is in fact possible to see the slight rotational
misalignment that is outlined in Table 5.9. Both SHWFS 1 and SHWFS 3 have a measured
rotation of 1.82◦. If both SHWFSs are rotated in the same direction then this is equivalent
to changing the GS position angle, γ. The rotational misalignment is particularly noticeable
at the highest visible layer, that should be centred along xsep = 0.
The observations from 17/06/2017 and 18/06/2017 were recorded over roughly 10 hours.
We can therefore use these observations to visualise how the turbulence and wind velocity
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Table 5.7: Mean absolute SHWFS shift in x, in units of metres conjugate to the telescope
pupil. Misalignment results are from using CAPT to fit to on-sky AOF GALACSI cross-
covariance arrays. SHWFS 4 is the zeroth point for all SHWFS shift misalignments.
SHWFS 1 SHWFS 2 SHWFS 3 SHWFS 4
15/06/2017 0.04 0.04 0.02 0.00
17/06/2017 0.04 0.00 0.05 0.00
18/06/2017 0.01 0.01 0.00 0.00
13/07/2017 0.00 0.02 0.01 0.00
15/07/2017 0.00 0.01 0.01 0.00
Table 5.8: Mean absolute SHWFS shift in y, in units of metres conjugate to the telescope
pupil. Misalignment results are from using CAPT to fit to on-sky AOF GALACSI cross-
covariance arrays. SHWFS 4 is the zeroth point for all SHWFS shift misalignments.
SHWFS 1 SHWFS 2 SHWFS 3 SHWFS 4
15/06/2017 0.00 0.00 0.02 0.00
17/06/2017 0.02 0.01 0.00 0.00
18/06/2017 0.00 0.01 0.00 0.00
13/07/2017 0.00 0.02 0.01 0.00
15/07/2017 0.00 0.02 0.01 0.00
Table 5.9: Mean absolute degree of SHWFS rotation. Misalignment results are from using
CAPT to fit to on-sky AOF GALACSI cross-covariance arrays.
SHWFS 1 SHWFS 2 SHWFS 3 SHWFS 4
15/06/2017 0.80 1.20 1.89 1.20
17/06/2017 1.82 1.62 1.82 1.68
18/06/2017 1.38 1.67 1.13 0.73
13/07/2017 0.53 1.35 0.50 0.91
15/07/2017 1.43 0.60 0.78 0.89
profiles change during an evening. These atmospheric parameters directly influence the
isoplanatic angle, θ0 (see Section 2.2.1.3), and the coherence time, τ0 (see Section 2.2.5).
Figure 5.12 shows the results from 17/06/2017. To highlight features, the 118 observations
have been binned to a time resolution of 10 minutes. The 43 turbulence profiles shown are
the mean of the measured turbulence profiles within each bin. Figure 5.11 shows notable
layers at roughly 0, 4 and 8 km, and these are clearly visible at 7UTC in Figure 5.12.
For each observation, CAW was used to fit to a single temporal offset of 0.027 s (see Sec-
tion 5.2.1). To be consistent with the results in Section 5.1.2, wind velocity measurements
were validated (see Section 4.3) using measurements from a single temporal offset of 0.02 s.
During CAW wind velocity profiling, each of the fitted layers runs its altitude, hm, as a
free parameter. To illustrate the wind speed profile, we assume that each layer retains its
altitude width defined during CAPT (in this case 900m). This causes some of the wind
speed measurements to overlap. In Figure 5.12, the mean wind speed is calculated at any
of these overlapping altitudes. The wind velocity profiles then underwent the same binning
process as above and the results are shown in Figure 5.12. A wind speed measurement
of 0m/s indicates that the layer fitted at this altitude has not been validated. However,
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Table 5.10: ECMWF compared to on-sky AOF GALACSI measurements from using CAW
to study a temporal offset of 0.027 s. ECMWF wind speeds are taken as the nearest
neighbours to the measured altitudes.
Rw B (m/s) Arms (m/s)
ECMWF 0.50± 0.01 −3.7± 0.3 7.2± 0.3
CAW has managed to track all of the layers with the strongest turbulence, i.e. by studying
the top and middle plots of Figure 5.12, the layers with the strongest turbulence always
have a wind speed measurement. The corresponding values for θ0 and τ0 are shown in the
bottom of Figure 5.12. These values are limited by the fact that we are unable to measure
the strength and velocity of any turbulent layers above 12.775 km (see Section 5.2.1).
Figure 5.12 is repeated in Figure 5.13 but with the results from 18/06/2017. The 92 ob-
servations have been binned to a 10 minute resolution, giving a total of 43 turbulence and
wind velocity profiles. CAW has again managed to track the strongest layers of turbu-
lence. Compared to Figure 5.12, Figure 5.13 shows larger changes in both θ0 and τ0. The
turbulence strength and wind speed are relatively low at 9UTC, resulting in better seeing
conditions. This demonstrates how CAPT and CAW can be used as a basis for selecting
science targets.
The dates from AOF GALACSI did not overlap with observations from the Stereo-SCIDAR
instrument at Paranal (Osborn et al., 2018). The other site monitoring instruments at
Paranal were also oﬄine during these dates. We were therefore unable to compare our
turbulence profile measurements with any other instrument. However, we were able to
compare our wind speed profile measurements to the ECMWF. The AOF GALACSI
dataset did not come with the telescope position information required to compare wind
direction profiles. In Figure 5.14a, we show the wind speed scatter plot between ECMWF
and the measurements from CAW. ECMWF wind speeds are taken as the nearest neigh-
bours to the measured altitudes from CAW. In Figure 5.14a, it can be seen that the trend
is for faster wind speeds to be at higher altitudes. The results in Figure 5.14a are quantified
in Table 5.10.
The layers fitted during AOF GALACSI and CANARY data analysis had altitude widths
of 0.9 and 4 km, respectively. This will result in AOF GALACSI measuring more layers
with lower strengths and so we expect AOF GALACSI to fit fewer wind velocities (see
Section 4.4). This is reflected in Table 5.10 by the fraction of validated wind velocity
candidates, Rw. Table 5.10 and Figure 5.14a show a bias to lower wind velocity mea-
surements from CAW. The AOF has dome turbulence and so we expect a wind velocity
bias at the ground. At higher altitudes, the most likely cause of this bias is wind shear
(see Section 4.2). Turbulent layers above the maximum observable altitude might also
be appearing in the temporally offset covariance map, negatively influencing CAW wind
velocity measurements. To better visualise this bias, the probability density function from
Figure 5.14a is shown in Figure 5.14b. This was calculated using a Gaussian kernel density
estimate.
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Figure 5.12: Optical turbulence (top) and wind velocity (middle) profiles from the AOF
GALACSI instrument on 17/06/2017. During turbulence profiling, 15 evenly-spaced lay-
ers were fitted from 0 to 12.6 km. The highest observable altitude was 12.775 km. The
isoplanatic angle, θ0, and the coherence time, τ0, evolve with these changing profiles (bot-
tom). The profiles from 118 observations have been binned to a 10-minute resolution and
the mean calculated, giving a total of 43 profiles. The binned profiles have been used to
calculate the mean and standard error values for θ0 and τ0.
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Figure 5.13: Optical turbulence (top) and wind velocity (middle) profiles from the AOF
GALACSI instrument on 18/06/2017. During turbulence profiling, 15 evenly-spaced layers
were fitted from 0 to 12.6 km. The highest observable altitude was 12.775 km. The isopla-
natic angle, θ0, and the coherence time, τ0, evolve with these changing profiles (bottom).
The profiles from 92 observations have been binned to a 10-minute resolution and the mean
calculated, giving a total of 43 profiles. The binned profiles have been used to calculate
the mean and standard error values for θ0 and τ0.
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(a) Wind speed scatter plot between AOF GALACSI and ECMWF.
(b) Wind speed probability density function between AOF GALACSI and ECMWF.
Figure 5.14: Comparison between ECMWF and the wind speed measurements from ap-
plying CAW to the AOF GALACSI dataset. CAW was used to study a temporal offset of
0.027 s. A total of 311 observations have been studied, giving a total of 1,379 wind velocity
measurements. ECMWF wind speeds are taken as the nearest neighbours to the measured
altitudes. The black broken lines plot equal wind speeds.
89
5.2.3. Acknowledgements
5.2.3 Acknowledgements
The VLT is operated by ESO on Cerro Paranal in the Atacama Desert. The AOF
GALACSI data was made available by the Pontificia Universidad Católica de Chile.
5.3 Summary
CAPT and CAW have been used to measure turbulence and wind velocity profiles from
CANARY, the AO demonstrator for ELT-scale technologies at the 4.2m WHT, La Palma.
We have also applied these algorithms to on-sky data from the AOF GALACSI instrument,
an AO module for the 8.2m Yepun telescope at the VLT, Paranal.
Measurements from on-sky CANARY data showed that its SHWFSs had slight misalign-
ments. Results from simulated and on-sky CANARY data showed that the optimal co-
variance map ROI has a width of W = 1. Comparing the measured optical turbulence
profiles to contemporaneous measurements from Stereo-SCIDAR indicated that CAPT is
optimised when fitting to a covariance map ROI instead of a covariance matrix. For the
on-sky optical turbulence profiles, covariance matrix and map ROI CAPT measured Fmd
to be 0.46± 0.04 and 0.38± 0.04, respectively.
On-sky CANARY wind speed profiling results from CAW were compared against wind
speed profiles from Stereo-SCIDAR and the ECMWF. In both comparisons, the root
mean square deviation, Arms, was minimised when studying a single temporal offset at
Ω = 8. This minimum suggested that, for CANARY, 0.05 s is the optimal temporal offset
for frozen-flow to describe the wind velocity profile. When compared to Stereo-SCIDAR,
Arms = 3.5 ± 0.3m/s and the bias was equal to B = −0.2 ± 0.4m/s. When compared to
the ECMWF, Arms = 4.0± 0.3m/s and B = −0.7± 0.3m/s.
Large on-sky datasets from AOF GALACSI were studied using CAPT and CAW. The
results were used to show the evolution of turbulence and wind speed profiles at the VLT.
Measurements from VLT site monitors were not available for the dates we had so we could
not compare our turbulence profile measurements to a separate instrument. However, we
were able to compare our wind speed profiles to the ECMWF. After studying 311 obser-
vations, Arms and B were calculated to be 7.2± 0.3m/s and −3.7± 0.3m/s, respectively.
Due to dome turbulence there was an expected bias at the ground. The bias at higher alti-
tudes is mainly attributed to wind shear. However, with the maximum observable altitude
being 12.775 km, there is also the possibility that unmeasured layers are appearing in the
covariance map after a temporal offset has been applied. CAW is a least squares fitting
algorithm and so this will be negatively influencing the results.
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The subject of this thesis has been the development of modified SLOpe Detection And
Ranging (SLODAR) techniques for both turbulence and wind velocity profiling. We have
concentrated on SLODAR-based techniques because they require Adaptive Optics (AO)
telemetry and are therefore applicable to instruments being designed for the upcoming
generation of Extremely Large Telescopes (ELTs). These techniques have been made into
open-source software packages that are referred to as CovAriance Parametrisation of optical
Turbulence and SHWFS misalignments (CAPT) and CovAriance parametrisation of Wind
velocity (CAW). The measurements from CAPT and CAW enable AO system control
techniques that can significantly improve image resolution and the smart scheduling of
science cases. In this chapter we conclude our findings and discuss future work.
6.1 Turbulence profiling
The initial focus was developing an algorithm for measuring the optical turbulence profile
along with Shack-Hartmann Wavefront Sensor (SHWFS) misalignments. The algorithm
we developed is referred to as CAPT and it was written to be applicable to all tomographic
AO systems. It was shown that by using CAPT, SHWFS misalignments can be success-
fully measured when analytically fitting to either a covariance matrix or a covariance map
Region of Interest (ROI). The accuracy of covariance matrix and map ROI optical tur-
bulence profiling was tested using simulated data from CANARY, an AO demonstrator
for ELT-scale technologies on the 4.2m William Herschel Telescope (WHT), La Palma.
The simulation results indicated that CAPT is able to more accurately measure the tur-
bulence profile when fitting to a covariance map ROI instead of a covariance matrix. This
was attributed to the covariance map ROI only considering sub-aperture separations over
which turbulence profile information is primarily projected. It is believed that by averaging
SHWFS cross-covariance measurements as a function of baseline, the turbulence profile in
the covariance map ROI has a higher Signal-to-Noise Ratio (SNR) than in the covariance
matrix. We went on to show that CAPT is applicable to both Natural Guide Star (NGS)
and Laser Guide Star (LGS) analysis.
CAPT computational efficiency was demonstrated for both the covariance matrix and the
covariance map ROI. Three different scales of AO system were considered: CANARY on
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the 4.2m WHT, La Palma; the Adaptive Optics Facility (AOF) on the 8.2m Yepun tele-
scope at the Very Large Telescope (VLT), Paranal; and an instrument designed for the
39m European ELT, Cerro Armazones. Fewer calculations are required when analytically
generating a covariance map ROI. It was shown that fitting to the covariance map ROI
improves the efficiency of an ELT-scale system by almost two orders of magnitude. Co-
variance map ROI analysis was therefore shown to be the most accurate as well as the
fastest fitting technique. This is a significant result because optimised ELT performance
will require efficient, high-precision measurements of the optical turbulence profile.
CAPT was first demonstrated on-sky using NGS CANARY data from 2014. It was shown
that the CANARY SHWFSs had slight misalignments. The optical turbulence profile
measurements were compared to contemporaneous measurements from the Stereo-SCIDAR
instrument that was being operated on the 2.5m Isaac Newton Telescope (INT). When
compared to Stereo-SCIDAR, turbulence profiles from covariance matrix and map ROI
fitting had a mean logarithmic deviation, Fmd, of 0.46± 0.04 and 0.38± 0.04, respectively.
It was concluded that CAPT is able to more accurately measure the turbulence profile
when fitting to a covariance map ROI instead of a covariance matrix.
CAPT was then applied to LGS datasets from the Ground Atmospheric Layer Adaptive
Corrector for Spectroscopic Imaging (GALACSI) instrument at the AOF. Two example
dates were used to show how the turbulence profile can evolve over 10 hours and how these
changes influence the isoplanatic angle. To verify the optical turbulence profiles from the
AOF, there are ongoing discussions for a future campaign to run our fitting algorithms
alongside the Stereo-SCIDAR instrument at Paranal.
Neither CANARY or the AOF have the spatial scale to accurately resolve the outer scale
profile. Any outer scale measurement would be unrepresentative and so we did not fit this
parameter during CAPT. For its expected values, the outer scale profile has little to no
effect on both CANARY and AOF turbulence profiling. However, this might not be true
for an ELT-scale system. An investigation is needed into the influence of the outer scale on
ELT turbulence profiling. If the outer scale profile has to be fitted then this will increase
the CAPT fitting times presented. To prepare for this possibility, there is future work
planned for CAPT to be upgraded with parallel computing functionality.
6.2 Wind velocity profiling
We have introduced a novel technique for wind velocity profiling using SLODAR data
analysis. This technique is referred to as CAW. In this study, CAW relied on CAPT
for parameter estimation. By introducing a time delay between SHWFS cross-covariance
measurements, a temporally offset covariance map array can be calculated. Using the
information from CAPT, CAW can iteratively fit to this array by using an analytical
model for sub-aperture covariance. To perform this 2D least-squares fit, each analytically
generated layer runs its altitude and baseline as a free parameter. The displacement of
each layer can then be used to calculate its velocity.
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6.2. Wind velocity profiling
We studied the effect of wind shear and developed a theoretical model for how it can
influence wind velocity measurements from CAW. Using the European Centre for Medium-
Range Weather Forecasts (ECMWF), we were able to show that wind shear is more likely
to have a significant effect at higher altitudes. Simulated CANARY data was used to test
CAW. It was shown that CAW can accurately measure the wind velocity profile and that
it is applicable to both NGS and LGS analysis.
CAW was demonstrated on-sky using the same NGS CANARY data that was used by
CAPT during the optical turbulence profiling study. The results were compared against
contemporaneous wind velocity profiles from the ECMWF and Stereo-SCIDAR. If the
ECMWF and Stereo-SCIDAR are assumed to be the profile truth, the optimal temporal
offset was found to be approximately 0.05 s. At this temporal offset, the fraction of validated
wind velocity measurements, Rw, was 0.84±0.03. When compared to Stereo-SCIDAR, the
root mean square deviation, Arms, and bias, B, were 3.5± 0.3 and −0.2± 0.4, respectively.
When compared to the ECMWF, Arms = 4.0± 0.3 and B = −0.7± 0.3. The negative bias
was attributed to dome turbulence and wind shear.
We went on to apply CAW to the AOF GALACSI dataset. Two example dates were
used to show how the wind speed profile can evolve over 10 hours and how these changes
influence the coherence time. The wind speed profile measurements were compared against
the ECMWF and we calculated Rw, B and Arms to be 0.50 ± 0.01, −3.7 ± 0.3m/s and
7.2 ± 0.3m/s, respectively. The AOF SHWFSs have more sub-apertures compared to
CANARY, resulting in more sub-aperture separation baselines. This allowed us to fit more
layers with a smaller altitude width, which meant there were more layers of a lower relative
strength. The simulation results showed that layers of a lower relative strength are more
likely to be fitted unsuccessfully. For this reason, we expected the fraction of validated
wind velocity measurements, Rw, to be less than the results from CANARY. A further
attributing factor was the maximum observable altitude being 12.775 km. This meant
that after applying a temporal offset, turbulent layers above the maximum observable
altitude might now appear in the target covariance map array. There is no system in place
to account for this and so this scenario will complicate the CAW fitting process. This
scenario along with wind shear helped explain the bias at high altitudes. The bias at the
ground was attributed to dome turbulence.
As mentioned previously, there are ongoing discussions to run our fitting algorithms along-
side the Stereo-SCIDAR instrument at Paranal. This will allow for high-resolution mea-
surements from Stereo-SCIDAR to be compared against the results from both CAPT and
CAW. We have to improve the efficiency of CAW before it can process wind velocity pro-
files in real-time. As with CAPT, there is future work planned for CAW to be upgraded
with parallel computing functionality. Having this capability means we will be able to
quickly process large datasets, allowing us to verify the optimal temporal offset for all AO
systems. Improving the efficiency of CAW will also allow us to fit more layers during AOF
and ELT data processing. This will help eradicate the problem of wind shear. The goal is
to improve the efficiency of CAW such that it can be used by the ELTs for real-time wind
velocity profiling.
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