Adaptive gradient-based optimization methods such as ADAGRAD, RMSPROP, and ADAM are widely used in solving large-scale machine learning problems including deep learning. A number of schemes have been proposed in the literature aiming at parallelizing them, based on communications of peripheral nodes with a central node, but incur high communications cost. To address this issue, we develop a novel consensus-based distributed adaptive moment estimation method (DADAM) for online optimization over a decentralized network that enables data parallelization, as well as decentralized computation. The method is particularly useful, since it can accommodate settings where access to local data is allowed. Further, as established theoretically in this work, it can outperform centralized adaptive algorithms, for certain classes of loss functions used in applications. We analyze the convergence properties of the proposed algorithm and provide a dynamic regret bound on the convergence rate of adaptive moment estimation methods in both stochastic and deterministic settings. Empirical results demonstrate that DADAM works also well in practice and compares favorably to competing online optimization methods.
Introduction
Online optimization is a fundamental procedure for solving a wide range of machine learning problems [1, 2] . It can be formulated as a repeated game between a learner (algorithm) and an adversary. The learner receives a streaming data sequence, sequentially selects actions, and the adversary reveals the convex or nonconvex losses to the learner. A standard performance metric for an online algorithm is regret, which measures the performance of the algorithm versus a static benchmark [3, 2] . For example, the benchmark could be an optimal point of the online average of the loss (local cost) function, had the learner known all the losses in advance. In a broad sense, if the benchmark is a fixed sequence, the regret is called static. Recent work on online optimization has investigated the notion of dynamic regret [3, 4, 5]. Dynamic regret can take the form of the cumulative difference between the instantaneous loss and the minimum loss. For convex functions, previous studies have shown that the dynamic regret of online gradient-based methods can be upper bounded by O( √ T D T ), where D T is a measure of regularity of the comparator sequence or the function sequence [3, 4, 6] . This bound can be improved to O(D T ) [7, 8] , when the cost function is strongly convex and smooth.
Content and Contributions
In this paper, we develop and analyze a new consensus-based distributed adaptive moment estimation (DADAM) method that incorporates decentralized optimization and uses a variant of adaptive moment estimation methods [27, 31, 40] . Existing distributed stochastic and adaptive gradient methods for deep learning are mostly designed for a central network topology [41, 42] . The main bottleneck of such a topology lies on the communication overload on the central node, since all nodes need to concurrently communicate with it. Hence, performance can be significantly degraded when network bandwidth is limited. These considerations motivate us to study an adaptive algorithm for network topologies, where all nodes can only communicate with their neighbors and none of the nodes is designated as "central". Therefore, the proposed method is suitable for large scale machine learning problems, since it enables both data parallelization and decentralized computation.
Next, we briefly summarize the main technical contributions of the work.
-Our first main result (Theorem 5) provides guarantees of DADAM for constrained convex minimization problems defined over a closed convex set X . We provide the convergence bound in terms of dynamic regret and show that when the data features are sparse and have bounded gradients, our algorithm's regret bound can be considerably better than the ones provided by standard mirror descent and gradient descent methods [13, 4, 5] . It is worth mentioning that the regret bounds provided for adaptive gradient methods [27] are static and our results generalize them to dynamic settings.
-In Theorem 8, we give a new local regret analysis for distributed online gradient-based algorithms for constrained nonconvex minimization problems computed over a network of agents. Specifically, we prove that under certain regularity conditions, DADAM can achieve a local regret bound of orderÕ( 1 T ) for nonconvex distributed optimization. To the best of our knowledge, rigorous extensions of existing adaptive gradient methods to the distributed nonconvex setting considered in this work do not seem to be available.
-In this paper, we also present regret analysis for distributed stochastic optimization problems computed over a network of agents. Theorems 6 and 10 provide regret bounds of DADAM for minimization problem (2) with stochastic gradients and indicate that the result of Theorems 5 and 8 hold true in expectation. Further, in Corollary 11 we show that DADAM can achieve a local regret bound of order O( ξ 2 √ nT + 1 T ) for nonconvex distributed stochastic optimization where ξ is an upper bound on the variance of the stochastic gradient. Hence, DADAM outperforms centralized adaptive algorithms such as ADAM for certain realistic classes of loss functions when T is sufficiently large.
In summary, a distinguishing feature of this work is the incorporation of adaptive learning with data parallelization, as well as extension to the stochastic setting with both convex/nonconvex objective functions. Further, the established technical results exhibit differences from those in [13, 14, 15, 16] with the notion of adaptive constrained optimization in online and dynamic settings.
The remainder of the paper is organized as follows. Section 2 gives a detailed description of DADAM, while Section 3 establishes its theoretical results. Section 4 explains a network correction technique for our proposed algorithm. Section 5 illustrates the proposed framework on a number of synthetic and real data sets. Finally, Section 6 concludes the paper.
The detailed proofs of the main results established are delegated to the Appendix.
Mathematical Preliminaries and Notations.
Throughout the paper, R p denotes the p-dimensional real space. For any pair of vectors x, y ∈ R p , x, y indicates the standard Euclidean inner product. We denote the 1 norm by X 1 = ∑ i j |x i j |, the infinity norm by X ∞ = max i j |x i j |, and the Euclidean norm by X = ∑ i j |x i j | 2 . The above norms reduce to the vector norms if X is a vector. The diameter of the set X is given by
Let S p + be the set of all positive definite p × p matrices. Π X ,A [x] denotes the Euclidean projection of a vector x onto X for A ∈ S p + :
The subscript t is often used to denote the time step while y i,t,d stands for the d-th element of y i,t . Further, y i,1:t,d ∈ R t is given by
We let g i,t denote the gradient of f at x i,t . The i-th largest singular value of matrix X is denoted by σ i (X). We denote the element in the i-th row and j-th column of matrix X by [X] i j . In several theorems, we consider a connected undirected graph G = (V , E ) with nodes V = {1, 2, . . . , n} and edges E . The matrix W ∈ R n×n is often used to denote the adjacency matrix of graph G . The Hadamard (entrywise) and Kronecker product are denoted by and ⊗, respectively. Finally, the expectation operator is denoted by E.
Problem Formulation and Algorithm
In this section, we propose a new online adaptive optimization method (DADAM) that employs data parallelization and decentralized computation over a network of agents. Given a connected undirected graph G = (V , E ), we let each node i ∈ V at time t ∈ {1, . . . , T } holds its own measurement and training data m i , and set f i,
. We also let each agent i holds a local copy of the global variable x at time t ∈ {1, . . . , T }, which is denoted by x i,t ∈ R p . With this setup, we present a distributed adaptive gradient method for solving the minimization problem
where f i,t : X → R is a continuously differentiable mapping on the convex set X . DADAM uses a new distributed adaptive gradient method in which a group of n agents aim to solve a sequential version of problem (2) . Here, we assume that each component function f i,t : X → R becomes only available to agent i ∈ V , after having made its decision at time t ∈ {1, . . . , T }. In the t-th step, the i-th agent chooses a point x i,t corresponding to what it considers as a good selection for the network as a whole. After committing to this choice, the agent has access to a cost function f i,t : X → R and the network cost is then given by f t (x) = 1 n ∑ n i=1 f i,t (x). Note that this function is not known to any of the agents and is not available at any single location.
The procedure of our proposed method is outlined in Algorithm 1.
It is worth mentioning that DADAM includes decentralized variants of many well-known algorithms as special cases such as ADAGRAD, RMSPROP, AMSGRAD, SGD and SGD with momentum. We also note that DADAM computes adaptive learning rates from estimates of both first and second moments of the gradients similar to AMSGRAD. However, DADAM uses a larger learning rate in comparison to AMSGRAD and yet incorporates the intuition of slowly decaying the effect of previous gradients on the learning rate. The key difference of DADAM with AMSGRAD is that it maintains the maximum of all second moment estimates of the gradient vectors until time step t and useŝ
for normalizing the running average of the gradient instead of υ i,t in ADAM and max(υ i,t−1 , υ i,t ) in AMSGRAD. The decay parameter β 3 is an important component of the DADAM framework, since it enables us to develop a convergent adaptive method similar to AMSGRAD, while maintaining the efficiency of ADAM.
Algorithm 1: A new distributed adaptive moment estimation method (DADAM).
input : x 1 ∈ X , step-sizes {α t } T t=1 , decay parameters β 1 , β 2 , β 3 ∈ [0, 1), ε > 0 and a mixing matrix W satisfying (5); 1 for all i ∈ V , initialize moment vectors m i,0 = υ i,0 =υ i,0 = 0 and x i,1 = x 1 ;
is the spectral gap of a doubly stochastic matrix W (see, Theorem 5).
-A mini-batch of stochastic gradients can be used in Line 4 for stochastic problems.
-Lines 4-7, Lines 8 and 9 can be run in parallel.
Next, we introduce the measure of regret for assessing the performance of DADAM against a sequence of successive minimizers. In the framework of online convex optimization, the performance of algorithms is assessed by regret that measures how competitive the algorithm is with respect to the best fixed solution [43, 2] . However, the notion of regret fails to illustrate the performance of online algorithms in a dynamic setting. To overcome this issue, we consider a more stringent metric-dynamic regret [4, 5, 3], in which the cumulative loss of the learner is compared against the minimizer sequence {x * t } T t=1 , i.e.,
where x * t = arg min x∈X f t (x). On the other hand, in the framework of nonconvex optimization, it is usual to state convergence guarantees of an algorithm towards an ε-approximate stationary point-that is, there exist some iterate x i,t for which ∇ f t (x i,t ) ≤ ε. Influenced by [44] , we provide the definition of projected gradient and introduce local regret next, a new notion of regret which quantifies the moving average of gradients over a network.
Definition 1. (Local Regret
). Assume f i : X → R is a differentiable function on a closed convex set X ⊆ R p . Given a step-size α > 0, we define G X (x, f i , α) : X → R p the projected gradient of f i at x, by
where
Then, the local regret of an online algorithm is given by
is an aggregate loss. We analyze the convergence of DADAM as applied to minimization problem (2) using regrets Reg C T and Reg N T . It is worth to mention that DADAM is initialized at x i,1 = 0 to keep the presentation of the convergence analysis clear. In general, any initialization can be selected for implementation purposes.
Convergence Analysis
In this section, our aim is to establish convergence properties of DADAM under the following assumptions:
Assumption 2. Adjacency matrix W of graph G = (V , E ) is doubly stochastic with positive diagonal. More specifically, the information received from agent j
Assumption 3. For all i ∈ V and t ∈ {1, . . . , T }, the function f i,t (x) is continuously differentiable over X , and has Lipschitz continuous gradient on this set, i.e., there exists a constant ρ ≥ 0 so that
Further, f i,t (·) is Lipschitz continuous on X with a uniform constant L ≥ 0, i.e.,
Assumption 4. For all i ∈ V and t ∈ {1, . . . , T }, the stochastic gradient denoted by bold letters
where F t is the ξ -field containing all information prior to the outset of round t + 1.
Convex Case
Next, we focus on the case where for all i ∈ V and t ∈ {1, . . . , T }, the agent i at time t has access to the exact gradient g i,t = ∇ f i,t (x i,t ).
Theorems 5 and 6 characterize the hardness of the problem via a complexly measure that captures the pattern of the minimizer sequence {x * t } T t=1 , where x * t = arg min x∈X f t (x). Subsequently, we would like to provide a regret bound in terms of
which represents the variations in {x * t } T t=1 . Further, the following theorems establish a tight connection between the convergence rate of distributed adaptive methods and the spectral properties of the underlying network. The inverse dependence on the spectral gap 1 − σ 2 (W ) is quite natural and for many families of undirected graph, we can give order-accurate estimate on 1 − σ 2 (W ) [[45], Proposition 5], which translate into estimates of convergence time.
Theorem 5. Suppose Assumption 2 holds and the parameters β 1 ,
Then, using a step-size α t = α √ t for the sequence x i,t generated by Algorithm 1, we have
.
Next, we analyze the stochastic convex setting and extend the result of Theorem 5 to the noisy case where agents have access to stochastic gradients of the objective function (2). Theorem 6. Suppose Assumptions 2 and 4 hold. Further, the parameters β 1 , β 2 ∈ [0, 1) satisfy
. Then, using a step-size α t = α √ t for the sequence x i,t generated by Algorithm 1, we have
Remark 7. Theorems 5 and 6 suggest that, similar to adaptive algorithms such as ADAM, ADAGRAD and AMSGRAD, the summation terms in the regret bound can be much smaller than their upper bounds when ∑ p d=1 g 1:
Thus, the regret bound of DADAM can be considerably better than the ones provided by standard mirror descent and gradient descent methods in both centralized [3, 4, 5] and decentralized [14, 20, 6, 26] settings.
Non-convex Case
In this section, we provide convergence guarantees for DADAM for the nonconvex minimization problem (2) defined over a closed convex set X . To do so, we use the projection map Π X instead of Π X , √ diag(υ i,t ) for updating parameters x i,t for t ∈ {1, . . . , T }, i ∈ V (see, Algorithm 1 for details).
To analyze the convergence of DADAM in the nonconvex setting, we assume that for all i ∈ V , max
for some finiteῡ. This assumption has already been used by some authors [36, 37, 35] to establish the convergence of adaptive methods in the nonconvex setting. This together with update role ofυ i,t,d which is an exponential moving average of g 2 i,t,d implies υ i,t,d ≤ῡ. On the other hand, the moment vector υ i,t,d is non-decreasing so that υ i,1,d ≥ υ 2 > 0 for some constant υ. Hence, for all i ∈ V , we have
The following theorem establishes the convergence rate of decentralized adaptive methods in the nonconvex setting.
Theorem 8. Suppose Assumptions 2 and 3 hold. Further, the parameters β 1 , β 2 ∈ [0, 1) satisfy
for at least one t. Then, for the sequence x i,t generated by Algorithm 1, we have
]. The following corollary shows that DADAM using a certain step-size leads to a near optimal regret bound for nonconvex functions. 
To complete the analysis of our algorithm in the nonconvex setting, we provide the regret bound for DADAM, when stochastic gradients are accessible to the learner.
When does DADAM Outperform ADAM?
We next theoretically justify the potential advantage of the proposed decentralized algorithm DADAM over centralized adaptive moment estimation methods such as ADAM. More specifically, the following corollary shows that when T is sufficiently large, the 1 T term will be dominated by the 1 √ nT term which leads to a 1 √ nT convergence rate. Corollary 11. Suppose Assumptions 2-4 hold. Moreover, the parameters β 1 , β 2 ∈ [0, 1) satisfy
. Then, for the sequence x i,t generated by Algorithm 1, we have
if the total number of time steps T satisfies
Let ε-approximation solution of (2) be defined by
Corollary 11 indicates that the total computational complexity of DADAM to achieve an ε-approximation solution is bounded by O( 1 ε 2 ).
An Extension of DADAM with a Corrected Update Rule
Compared to classical centralized algorithms, decentralized algorithms encounter more restrictive assumptions and typically worse convergence rates. Recently, for time-invariant graphs, [17] introduced a corrected decentralized gradient method in order to cancel the steady state error in decentralized gradient descent and provided a linear rate of convergence if the objective function is strongly convex. Analogous convergence results are given in [18] even for the case of time-variant graphs. Similar to [17, 18] , we provide next a corrected update rule for adaptive methods, given by
for all i ∈ V , and t ∈ {1, . . . , T }, where x i,t+1 is generated by Algorithm 1 andŴ = I+W 2 . We note that a C-DADAM update is a DADAM update with a cumulative correction term. The summation in (14) is necessary, since each individual term ∑ n j=1 [W −Ŵ ] i j x j,s is asymptotically vanishing and the terms must work cumulatively.
Numerical Results
In this section, we evaluate the effectiveness of the proposed DADAM-type algorithms such as DADAGRAD, DADADELTA, DRMSPROP, and DADAM by comparing them with SGD [46] , DSGD [13, 20, 26, 6] and corrected DSGD (C-DSGD) [17, 19] .
The corrected variants of proposed DADAM-type algorithms are denoted by C-DADAGRAD, C-DADADELTA, C-DRMSPROP, and C-DADAM. We also note that if the mixing matrix W in Algorithm 1 is chosen the n × n identity matrix, then above algorithms reduce to the centralized adaptive methods. These algorithms are implemented with their default settings 1 .
All algorithms have been run on a Mac machine equipped with a 1.8 GHz Intel Core i5 processor and 8 GB 1600 MHz DDR3. Code to reproduce experiments is to be found at https://github.com/Tarzanagh/DADAM.
In our experiments, we use the Metropolis constant edge weight matrix W , which is mentioned in Section 7.2.1 with ε = 1 [47] . The connected network is randomly generated with n = 10 agents and connectivity ratio r = 0.5.
Next, we mainly focus on the convergence rate of algorithms instead of the running time. This is because the implementation of DADAM-type algorithms is a minor change over the standard decentralized stochastic algorithms such as DSGD and C-DSGD, and thus they have almost the same running time to finish one epoch of training, and both are faster than the centralized stochastic algorithms such as ADAM and SGD. We note that with high network latency, if a decentralized algorithm (DADAM or DSGD) converges with a similar running time as the centralized algorithm, it can be up to one order of magnitude faster [19] . However, the convergence rate depending on the "adaptiveness" is different for both algorithms.
Regularized Finite-sum Minimization Problem
Consider the following online distributed learning setting: at each time t, m i randomly generated data points are given to every agent i in the form of (y y y t,i, j , z z z t,i, j ). Our goal is to learn the model parameter x ∈ R p by solving the 2 regularized finite-sum minimization problem (2) with
where L(x, y y y t,i, j , z z z t,i, j ) is the loss function, and ν is the regularization parameter. For X , we consider the 1 ball X 1 = {x ∈ R p : x 1 ≤ r}, when a sparse classifier is preferred.
From Theorem 5, we would choose a constant step-size α t = α = 1 − σ 2 (W ) and dimin-
for t ∈ {1, . . . , T } in order to evaluate the adaptive strategies. All other parameters of the algorithms and problems are set as follows: β 1 = β 3 = 0.9, β 2 = .999, ε = 1e − 8. The mini-batch size is set to 10, the regularization parameter ν = 0.1 and the dimension of model parameter p = 100.
The numerical results are illustrated in Figure 1 for the synthetic datasets. It can be seen that the distributed adaptive algorithms significantly outperform DSGD and its corrected variants.
Neural Networks
Next, we present the experimental results using the MNIST digit recognition task. The model for training a simple multilayer perceptron (MLP) on the MNIST dataset was taken from Keras.GitHub 2 . In our implementation, the model function has 15 dense layers of size 64. Small 2 regularization with regularization parameter 0.00001 is added to the weights of the network and the mini-batch size is set to 32.
We compare the accuracy of DADAM with that of the DSGD and the Federated Averaging (FedAvg) algorithm [48] which also performs data parallelization without decentralized computation. The parameters for DADAM is selected in a way similar to the previous experiments. In our implementation, we use same number of agents and choose E = C = 1 as the parameters in the FedAvg algorithm since it is close to a connected topology scenario as considered in the DADAM and ADAM. It can be easily seen from Figure 2 that DADAM can achieve high accuracy in comparison with the DSGD and FedAvg.
Conclusion
A decentralized adaptive algorithm was proposed for distributed gradient-based optimization of online and stochastic objective functions. Convergence properties of the proposed algorithm were established for convex and nonconvex functions in both stochastic and deterministic settings. Numerical results on some synthetics and real datasets show the efficiency and effectiveness of the proposed method in practice. [5] O. Besbes, Y. Gur, and A. Zeevi, "Non-stationary stochastic optimization," Operations Research, vol. 63, no. 5, pp. 1227-1244, 2015.
[6] S. Shahrampour 
Supplementary Material
Next, we establish a series of lemmas used in the proof of main theorems.
The Properties of DADAM
Lemma 12. [49] Let X be a nonempty closed convex set in R p . Then, for any d ∈ X , we have
Lemma 13. [40] For any A ∈ S p + and convex feasible set C ⊂ R p , suppose
Proof. Using the update rule of moment vectors m i,t andυ i,t in Algorithm 1, we have
where (i) follows from the fact that the update rules of m T and υ T can be written as m T = (1 − β 1 ) ∑ T l=1 β T −l 1 g l and υ T = (1 − β 2 ) ∑ T l=1 β T −l 2 g 2 l , respectively. (ii) follows from Cauchy-Schwarz inequality and the fact that 0 ≤ β 1 < 1. Inequality (iii) follows since ∑ T l=1 β T −l
where inequality (i) follows since ∑ T l=t η l−t ≤ 1 (1−η) . Inequality (ii) follows from Cauchy-Schwarz inequality. The inequality (iii) follows since
Next, we provide an upper bound on the deviation of the local estimates at each iteration from their consensual value. A similar result has been proven in [50] for online decentralized mirror descent; however, the following lemma extends that of [50] to the online adaptive setting and takes into account the sparsity of gradient vector.
Lemma 15 (Network Error with Sparse Data). Suppose Assumption 2 holds. If β 1 , β 2 ∈ [0, 1) satisfy η = β 1 √ β 2 < 1, then the sequence x i,t generated by Algorithm 1 satisfies
,
Proof. Let e i,t := x i,t+1 − ∑ n j=1 [W ] i j x j,t , where W satisfies (5). Using the update rule of x i,t+1
in Algorithm 1, we have
where the first inequality follows from Lemma 13. Further, from the definition of e i,t , we have
Now, from (5) and (18), we havē
It follows from (18) that
Now, using (20) and (19), we have
Now, taking the Euclidean norm of (21) and summing over t ∈ {1, . . . , T }, one has:
where step (i) follows from ∑ n i=1 a i 2 ≤ n ∑ n i=1 a i 2 , step (ii) follows from the following property of mixing matrix W [51] , 
we complete the proof.
Lemma 16. For the sequence x i,t generated by Algorithm 1, we have
Proof. From the left side of (25), we have
By construction of (26), we have
where the last inequality holds due to (1) . Summing (27) over t ∈ {1, . . . , T }, the first term telescopes, while the second is handled with (28) . Hence,
where the last inequality follows since from definition ofυ i,t , we have
Now, summing (29) over i ∈ V and using the inequality ∑ n i=1 υ i,t ≤ √ n √υ t , the claim in (25) follows.
Lemma 17. Suppose Assumption 2 holds and the parameters β 1 ,
. . , T }. Then, using a step-size α t = α √ t for the sequence x i,t generated by Algorithm 1, we have
Proof. From convexity of f i,t (·), we have
Individual terms in (31) can be bounded in the following way. From the Young's inequality for products 3 , we have
Note also that:
Using Cauchy-Schwarz inequality, (16) and (24), we have
Using (32) and (33), we have
3 An elementary case of Young's inequality is ab ≤ a 2 2 + b 2 2 .
In addition, we have
where (35) follows from Cauchy-Schwarz inequality. Now, using (35) we obtain
where (36) utilize Cauchy-Schwarz inequality and (37) follows from (5), Lemma 15 and (33) . To bound I 1 , using the update rule ofm i,t in Algorithm 1, we have
Now, by rearranging the above equality, we obtain:
Now, since β 1,t = β 1 λ t−1 , λ ∈ (0, 1) and β 1,t ≤ β 1 , we have Note that using Assumption 4, we have
Hence taking expectation from (43), using the above inequality and (39), we have
According to the result in Lemma 16 and (41), we have
Finally, using (42) we complete the proof.
Next, we establish a series of lemmas used in the proof of Theorems 8 and 10.
Lemma 18. [52] Let G X be the projected gradient defied in (3). Then, G X (ϖ, f i , α) = 0 if and only if ϖ is a critical point of (2).
Next, we show that the projection map G X in Definition 1 is Lipschitz continuous. 
where G 1 X and G 2 X are the projection maps corresponding to x + 1,i and x + 2,i , respectively.
Proof. Consider the optimality condition of (4), for any u ∈ X . For each i ∈ V , observe that
Taking u = x + 2,i in (44), we have
Likewise, setting u = x + 1,i in (45), we get
Now, using (46), (47) and (8), we obtain
Without loss of generality, assumes that υ 1 i ≤ υ 2 i . Then, using (3), we have
where (i) follows from (8) and (ii) follows from (48) .
Then, for the sequence x i,t generated by Algorithm 1, we have
Proof. In the proof of Lemma 15 we showed that
Now, using the above equality, we have
Also, using Lemma 14, we get
The above inequality together with the update rule of x i,t+1 , imply that
where the first inequality follows from the nonexpansiveness property of the Euclidean projection 4 . Substituting (23) and (51) into (49), we get
Summing the above inequality over
Lemma 21. For the sequence x i,t generated by Algorithm 1, we have
Proof.
A quick look at optimality condition of (4) verifies that
Substituting z = x i,t into the above inequality, we get
Now using (5), we have
where the first equality follows from the update rule of m i,t . The last inequality is valid since Cauchy-Schwarz inequality and inequality υ i,t−1 β 1,t ≤ υ i,t β 1 . The claim then follows after using Definition 1.
Note that:
where the first equality uses
The first inequality follows from Assumption 3. The second inequality follows from Lemma 20 and (16). Summing (56) over i ∈ V , t ∈ {1, . . . , T } and using (59), we have
(60)
, we obtain (11).
Proof of Corollary 9
Proof. With the constant step-sizes α t = (2−β 1 )υ 2 2ρῡ for all t ∈ {1, . . . , T }, we have
Therefore, using the above equality and (9) together with α t = (2−β 1 )υ 2 2ρῡ for all t ∈ {1, . . . , T }, we obtain
and
By rearranging the above inequality, we have
Now, using definition of ∆ i,t+1 , 1
, together with (66), we obtain
Note that from Assumption 4, we have E δ i,t , G X (x i,t ,f i,t , α t ) = 0 and
which implies that
The above inequality together with Cauchy-Schwarz for expectations, imply that
Now, using (68) and (59), summing (67) over i ∈ V and t ∈ {1, . . . , T }, and taking expectation, we obtain 
Choice of the Exponential Decay Rates
We also empirically evaluate the effect of the β 3 in Algorithm 1. We consider a range of hyperparameter choices, i.e. β 3 ∈ {0, 0.9, 0.99}. From Figure 4 it can be easily seen that DADAM Figure 4 : Performance of the DADAM algorithm with varying decay rate β 3 . DADAM1 (β 3 = 0), DADAM2 (β 3 = 0.9), and DADAM3 (β 3 = 0.99) for training loss and accuracy over 30 epochs based on the MNIST digit recognition library.
performs equal or better than AMSGRAD (β 3 = 0), regardless of the hyper-parameter setting for β 1 and β 2 .
Further Expernimental Results on Real Datasets.
In this section, we report the results of numerical experiments that illustrate the performance of the DADAM for training simple CNN to classify CIFAR10 dataset 5 and solving finite-sum problems on real datasets. 
