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Abstract. The presence of a Majorana bound state in condensed mat-
ter systems is often associated to a zero bias peak in conductance mea-
surements. Here, we analyze a system were this paradigm is violated.
A Majorana bound state is always present at the interface between a
quantum spin Hall system that is magnetically gapped and a quantum
spin Hall system gapped by proximity induced s-wave superconduc-
tivity. However, the linear conductance could be either zero or non-
zero and quantized depending on the energy and length scales of the
barriers. The transition between the two values is reminiscent of the
topological phase transition in proximitized spin-orbit coupled quan-
tum wires in the presence of an applied magnetic field. We interpret
the behavior of the conductance in terms of scattering states at both
zero and non-zero energy.
1 Introduction
The metallic edges of two-dimensional topological insulators represent genuinely new
gapless electronic systems[1,2,3,4,5,6]. Their novelty lies in the fact that they can
only exist as boundaries of higher dimensional structures[6]. One of the most relevant
characteristics making such states appealing from the point of view of applications is
spin-momentum locking: electrons with opposite momentum have perpendicular spin
projection[6]. This behavior could have important implications in spintronics[7,8,9],
since it allows for purely electric manipulation of the spin degree of freedom. More-
over, when proximitized with s-wave superconductors and eventually ferromagnetic
barriers, spin-momentum locked systems can develop topological[10,11,12,13,14] and
odd frequency[15,16,17,18,19,20,21,22,23,24] superconductivity. This opens the way
to potential applications in superconducting spintronics[25,26]. Moreover, through
the generation of Majorana zero energy bound states[10,11] and, for strong electron-
electron interactions[27,28,29], parafermions[30,31,32], topological heterostructures
can be useful in topological quantum computation[33]. As far as the implemen-
tation of Majorana bound states is concerned, however, spin-orbit coupled quan-
tum wires[34,35,36] in the presence of magnetic fields and induced superconductiv-
ity seem nowadays a promising host. They have attracted a huge amount of both
experimental[37,38,39] and theoretical work[40,41,42].
In this article, we show that the characteristics of Majorana fermions in spin-orbit
coupled quantum wires and in two-dimensional topological insulators can drastically
differ. While, in the first case, the scattering matrix formulation of the topological
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Fig. 1. Schematic of the system. The blue (upper) arrow indicates spin down particles
and the yellow (lower) arrow indicates spin up particles. The red (left) cube indicates the
superconductor while the green (right) cube indicates the magnetic barrier.
invariants[43,44,45] shows that the local linear conductance is quantized to 2e2/h
whenever the Majorana bound state is present, in the case of heterostructures based
on two-dimensional topological insulators such a correspondence is not valid. In par-
ticular, we consider the one dimensional metallic edge of a two dimensional topological
insulator (a quantum spin-Hall system) partially proximitized by an s-wave supercon-
ductor and partially covered by a ferromagnetic barrier. We show that a Majorana
bound state is always present at the interface between the two gapped regions, but
the conductance can either be close to zero or to 2e2/h depending on the parameters
of the barriers. We interpret the results by analyzing the scattering states at both
zero and finite energy.
The outline of the paper is the following one. In Sec.2 we introduce the model, in
Sec.3 we demonstrate the presence of the Majorana bound state and we discuss the
scattering states a zero energy. In Sec.4 we interpret the results on a more general
basis and we consider finite bias. In Sec.5 we draw our conclusions.
2 Model
We consider a quantum spin Hall system gapped by a superconducting barrier for
−Ls < x < 0 and by a ferromagnetic barrier for 0 < x < LD. Explicitly, the Hamil-
tonian H is given by
H =
1
2
∫ ∞
−∞
dxΨ †(x)H(x)Ψ(x), (1)
with the spinor given by Ψ †(x) = (ψ†+(x), ψ
†
−(x), ψ−(x),−ψ+(x)), where ψ±(x) is the
fermionic annihilation field operator for spin +/− fermions and the Bogoliubov-de
Gennes Hamiltonian reads
H(x) = −i∂xτzσz − µ0τzσ0 +∆(x)τxσ0 +M(x)τ0σx. (2)
Here, µ0 is the chemical potential, ∆(x) = ∆0θ(x+Ls)θ(−x), M(x) = M0θ(x)θ(−x+
LD), with M0 and ∆0 positive, and τi and σi (i = 0, .., 3) are the Pauli matrices acting
on particle-hole and spin sectors, respectively. Moreover, h¯ = vF = 1, with vF the
Fermi velocity. For clarity, we will restore h¯ and vF in the figures and in the main
results. A schematic of the system is shown in Fig.1. It is worth to notice that a σz
component of the magnetization would not qualitatively affect the results.
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3 Spectral and transport properties at zero energy
3.1 Zero energy decaying solutions
We solve the eigenvalue problem H(x)rT (x) = 0, with r(x) = (α(x), β(x), γ(x), δ(x)),
that captures the zero energy states of the systems. Additionally, we require that the
norm of the solution is maximal at x = 0. For any set of non-zero parameters ∆0,
M0, LD, LS , and as long as |µ0| < B, a single solution can be found. Up to a real
normalization constant, it reads, for −LS < x < 0,
r(x) = c1
(
e(iµ0+∆0)x, eiϕ+(−iµ0+∆0)x, ie(iµ0+∆0)x,−ieiϕ+(−iµ0+∆0)x
)
(3)
and, for 0 < x < LD,
r(x) = c1
(
1, eiϕ,−i,−ieiϕ) e−√M20−µ20x. (4)
Here,
c1 = e
−i(pi4+ϕ2 ) ; eiϕ =
µ0 − i
√
M20 − µ20
M0
. (5)
Outside of the gapped region, the solution is obtained by imposing the continuity of
the wavefunction. The calculation is trivial because it can be performed component
by component thanks to the fact that H(x) is diagonal for x < LS and x > LD.
The solution is explicitly in the Majorana form. In fact α(x) = −δ∗(x) and β(x) =
γ∗(x). In the limit ∆0LS , M0LD → ∞, it describes a Majorana bound state. As
expected, the decay length in the superconducting region is inversely proportional
to ∆, while on the magnetic side it is inversely proportional to
√
M20 − µ2. In the
strong but finite barrier limit, the Majorana bound state is leaking into the gapless
contact. The existence of a zero energy solution that is peaked around x = 0 can
be understood on general grounds. In fact, it can be shown that the Hamiltonian
in Eq.(2) can be mapped onto two disconnected Jackiw-Rebbi models with masses
m1(x) = ∆(x)−M(x) and m2(x) = ∆(x)+M(x). For the spatial profiles we consider
in this article, only m1(x) has a kink and hence a single zero energy state is present
at the interface.
3.2 Scattering states at zero energy
In Sec.3.1, we established that a Majorana bound state solution is present at the in-
terface between the two regions characterized by different gaps, largely independent
of the parameters of the system. The zero energy solution is non-degenerate if LS and
LD are semi-infinite. In fact, in this case, all the solutions that grow away from the in-
terface become non-normalizable, so that the solution in Eq.(3) is the only admissible
solution. In order to electrically probe such a Majorana bound state, contacts should
be added. The simplest scenario one can consider is a finite barrier and a semi-infinite
one, with the gapless region beyond the finite barrier acting as an electric contact.
Due to the nature of the Bogoliubov-De Gennes equations, it is possible to built two
orthogonal scattering states at zero energy, corresponding to an electron or a hole
incoming from the contact. The zero energy subspace becomes two-dimensional. The
case of semi-infinite LS and finite LD is studied in Ref.[46]. Here, the zero energy
scattering states are always Andreev backscattered. In this section, we consider finite
LS and LD, so that the zero energy subspace has dimension four. We consider the
four scattering states ψ
(i)
S , i = 1, .., 4, corresponding to an electron incoming from the
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left (i = 1), an electron incoming from the right (i = 2), a hole incoming from the left
(i = 3) and a hole incoming from the right (i = 4). Explicitly, the scattering states
corresponding to an electron (i = 1) and a hole (i = 3) incoming from the left, at
zero energy, are the eigenstates that, for x < −LS , read
ψ
(1)
S (x) = (e
iµ0x, r
(1)
e−ee
−iµ0x, r(1)e−he
iµ0x, 0)T , (6)
ψ
(3)
S (x) = (0, r
(3)
h−ee
−iµ0x, r(3)h−he
iµ0x, e−iµ0x)T . (7)
In these equations, the parameters r
(i)
e−e, r
(i)
e−h, r
(i)
h−e, r
(i)
h−h and the corresponding wave-
functions for x > −LS are directly determined by solving the Schro¨dinger equation.
For x > LD, we find the general forms for the scattering states
ψ
(1)
S (x) = (t
(1)
e−ee
iµ0x, 0, 0, t
(1)
e−he
−iµ0x)T , (8)
ψ
(3)
S (x) = (t
(3)
h−ee
iµ0x, 0, 0, t
(3)
h−he
−iµ0x)T . (9)
Here, t
(1)
e−e, t
(3)
h−h, t
(1)
e−h and t
(3)
h−e are transmission coefficients. Similarly, the scattering
states for an electron (i = 2) and a hole (i = 4) incoming from the right, are given,
for x > LD, by
ψ
(2)
S (x) = (r
(2)
e−ee
iµ0x, e−iµ0x, 0, r(2)e−he
−iµ0x)T , (10)
ψ
(4)
S (x) = (r
(4)
h−ee
iµ0x, 0, eiµ0x, r
(4)
h−he
−iµ0x)T . (11)
For x < −LS , we then have
ψ
(2)
S (x) = (0, t
(2)
e−ee
−iµ0x, t(2)e−he
iµ0x, 0)T , (12)
ψ
(4)
S (x) = (0, t
(4)
h−ee
−iµ0x, t(4)h−he
iµ0x, 0)T . (13)
Since we consider strong barriers (
√
M20L
2
D +∆
2
0L
2
S  vF , with vF here restored
for clarity), transmission coefficients are usually negligible. The only exception is the
parameter region where M20 ≈ µ20 + L
2
S
L2
D
∆20 is satisfied. The physical meaning of this
condition is discussed in Sec.4.
The feature that characterizes all scattering states is the following one. In the strong
barrier limit, normal reflection (|r(i)e−e|2 or |r(i)h−h|2) is close to unity whenever
M20 > µ
2
0 +
L2S
L2D
∆20. (14)
Correspondingly, the local linear conductance G0 satisfies G0 ∼ 0. On the other hand,
when
M20 < µ
2
0 +
L2S
L2D
∆20, (15)
Andreev reflection (|r(i)h−e|2 or |r(i)e−h|2) is dominant and the linear conductance satis-
fies G0 ∼ 2e2/h. The paradigmatic case of the coefficients defining ψ(1)S (x) is shown
in Fig.2(a). A density plot illustrating the dependence of the electron-electron reflec-
tion on the relevant parameters is presented in Fig.2(b). The black line represents
the solution to M20 = µ
2
0 +
L2S
L2
D
∆20. The abrupt change in the reflection coefficient
happens in correspondence with this line in the strong barrier limit, while resonances
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Fig. 2. (a) |r(1)h−e|2 (orange) and |r(1)e−e|2 (blue), as a function of M0, in units of vF /LS ,
for LD = 2.5LS , ∆0 = 3vF /LS µ0 = 0.4vF /LS . (b) |r(1)e−e|2 as a function of M0 and ∆0,
in units of vF /LS , for LD = 2.5LS and µ0 = 3.5vF /LS . The black line is the solution to
M20 = µ
2
0 +
L2S
L2
D
∆20, for the same values of the parameters. (c) |r(1)h−e|2 (orange) and |r(1)e−e|2
(blue), as a function of M0, in units of vF /LS , for LD = 2.5LS , ∆0 = 3vF /LS µ0 = 0.4vF /LS
and ω = 0.25vF /LS . (d)|r(2)h−e|2 (orange) and |r(2)e−e|2 (blue), as a function of M0, in units of
vF /LS , for LD = 2.5LS , ∆0 = 3vF /LS µ0 = 0.4vF /LS and ω = 0.25vF /LS .
can produce deviations for small M0 and ∆0.
We have hence shown that, while a Majorana bound state is always present at the
interface between the magnetic barrier and the superconductor, the linear conduc-
tance of the system shows a sharp transition. The linear conductance is hence not
always capable to detect the presence of the bound state, despite the fact that the
system is fully coherent.
4 Explanation of the main result
The result obtained previously only applies to zero energy. The reason is that, only
at zero energy, the spatial ordering of the superconductor and of the magnetic barrier
does not influence the transport properties. This implies that the behavior of the
scattering states incoming from the left and from the right is the same. A genuine
competition of the superconducting and the magnetic gap hence determines all lin-
ear conductances. Away from zero energy, the scattering states are mostly influenced
by the nature of the first barrier they encounter. Scattering states corresponding to
particles incoming from the left show, at low but non-zero energy, mainly Andreev
reflection, while the particles incoming from the right are characterized mostly by
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normal reflection. At finite energy, there is hence no need for a competition between
the magnetic and the superconducting gap.
In order to better understand this behavior, we start from a rewriting of the Bogoliubov-
De Gennes equation at zero energy. We find
∂x(α(x), β(x), γ(x), δ(x))
T = ih(x)(α(x), β(x), γ(x), δ(x))T , (16)
with
h(x) = µ0τ0σz − iM(x)τzσy − i∆(x)τyσz. (17)
The equation can be formally solved, leading to (x > x′)
(α(x), β(x), γ(x), δ(x))T = U(x, x′)(α(x′), β(x′), γ(x′), δ(x′))T (18)
with
U(x, x′) = S←e
i
∫ x′
x
dξh(ξ)
, (19)
and S← the spatial ordering[47,48,49,50]. Notably, U(x, x′) = U†(x′, x). The transport
properties are encoded in the propagator U(LD,−LS). The mathematical reason is
that this matrix allows us to calculate the scattering states in the right and left leads,
and hence the scattering matrix. Explicitly, the scattering states can be calculated
by solving
U(LD,−LS)ψ(i)S (−LS) = ψ(i)S (LD), (20)
corresponding to a system of four equations and four unknowns.
To proceed, we now inspect the propagator U(LD,−LS). Since the terms in h(x) are
stepwise constant, we have
U(LD,−LS) = eiLD(µ0τ0σz−iM0τzσy)eiLS(µ0τ0σz−i∆0τyσz) (21)
because [τ0σz, τyσz] = [τyσz, τzσy] = 0. Since multiplying ψ
(i)
S (x) by diagonal matrices
composed by constant phases does not change the transport properties, the scattering
states can be equivalently built by solving the alternative system of equations
U˜(LD,−LS)ψ(i)S (−LS) = ψ(i)S (LD) (22)
with the effective propagator U˜(LD,−LS) given by
U˜(LD,−LS) = ei(LS+LD)
(
LD
LS+LD
(µ0τ0σz−iM0τzσy)−i LSLS+LD∆0τyσz
)
. (23)
Remarkably, the same effective propagator would emerge if the position of the mag-
netic barrier and of the superconductor were exchanged. Hence, at zero energy, the
order of the barriers does not influence the transport properties. Interestingly, the
effective propagator corresponds to the propagator of a system where the supercon-
ductor, the chemical potential, and the magnet, with strengths renormalized by the
corresponding lengths, were on top of each other. In particular, U˜(LD,−LS) is the
propagator across a quantum spin Hall system gapped, for −LS < x < LD, by both a
superconductor, with effective induced pairing ∆˜ = LS∆0/(LS + LD) and a magnetic
barrier with M˜ = LDM0/(LS + LD). The chemical potential is also renormalized to
µ˜ = LDµ0/(LS + LD). Such a system looks artificial. However, it can be regarded
as the small momentum sector k ∼ 0 of a spin-orbit coupled quantum wire proximi-
tized by a superconductor and subject to a magnetic field parallel to the axis of the
wire[51,52,53]. It is known that, in this model, the k = 0 gap closes and reopens at
the topological phase transition, that is for M˜2 = ∆˜2 + µ˜2. In terms of the original
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variables, this relation corresponds to the position of the jump in the conductance. In
our case, however, there is no strong connection with the presence of the Majorana
state, that is always present.
All the derivations above strongly rely on the fact that we consider zero energy. In fact,
for finite energy ω, the operator h(x) in Eq.(16) is replaced by hω(x) = h(x)+iωτzσz.
Since the additional term does not commute with h(x), the spatial ordering in the
propagator that could be eliminated in U˜(LD,−LS) remains, spoiling the demon-
stration provided before. The finite energy scattering states, for which we adopt the
names used for the zero energy case, with the addition of an index ω, behave hence as
intuitively expected: ψ
(1)
S,ω(x) and ψ
(3)
S,ω(x) are dominated by Andreev reflection and
result in the local differential conductance GL = 2e
2/h on the left side, at the applied
voltage V = ω/e, while ψ
(2)
S,ω(x) and ψ
(4)
S,ω(x) are dominated by normal reflection and
give rise to the local differential conductance GR = 0 on the right side. Typical behav-
ior of finite energy scattering is shown in Figs.2(c),(d). Note that the magnetic gap
only exists for M0 < |µ0|. If this condition is not satisfied, there is no magnetic gap
and the only relevant gapped region is the superconducting one. This consideration
explains the behavior in Fig.2(d), for small B.
5 Conclusion
We have shown that in a heterostructure consisting of a quantum spin Hall system
gapped partially by a superconductor and partially by a ferromagnet, a Majorana
bound state is always present at the interface between the two differently gapped
regions. However, the linear conductance is not able to capture the presence of the
bound state, since, depending on the parameters, it can take both values close to
2e2/h and values close to zero. That is the reason why we have coined it the invisible
Majorana bound state. We have demonstrated that the origin of the behavior is
that, at zero energy, the spatial ordering appearing in the propagator plays no role
in the calculation of the transport properties. We have interpreted the result by
mapping the heterostructure onto the low energy model of a proximitized spin-orbit
coupled quantum wire in the presence of a magnetic field. Finally, we have shown that,
away from zero energy, the spatial ordering becomes again crucial and the expected
transport properties are restored.
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