of Michigan and Stanford University.
The system is written in Fortran IV and runs on the II~ 360/67 computer.
The linguistic model embodied by the system is the theory of transformational grammar, roughly as described by Chomsky in of the Theory of Syntax. [2] The programs represent the linguistic metatheory.
Grammars are accepted by the programs as data. The program handles all three components of a transformational grammar:
phrase structure, lexicon, and transformations. It carries out the full process of sentence generationj including phrase structure generation, lexical insertion, and transformation.
The technical details of the particular model of transformational grammar have been described elsewhere [3] . This presentation will emphasize the ways in which the programs can be used, and will describe experiences in using them both in grammar writing and in
teaching.
An example of a grammar
The notation for grammars and the use of the programs will not be described formally here, but will be illustrated by an extended example.
The example consists of a small grarmnar and a sample derivation. Each part will be presented twice, first as initially iThis system was designed and programmed by the author 3 with T. H. Bredt, E. W. Doran~ T. S. Martner, and B.W. Pollack.
prepared by linguists at the University of Montreal [i] , and then as redone in the computer system. The grammar has been greatly reduced by selecting only those transformations which were used in the derivation of the sample sentence selected.
In Figures i and 2 the phrase-structure rules are given in parallel, first as written by the linguists, secondly as prepared for input to the computer system. The computer form can be seen to be a linearization of the usual form, with both parentheses and curly brackets represented by parentheses.
No ambiguity arises from this since the presence of a comma distinguishes the choices from the options. The only other differences are minor: the symbol "~" has been replaced by "DELTA", the sentence symbol "P" has been translated into English "S", and accents have been omitted. None of these changes is of any consequence. Phrase Structure Rules, from [i] --, Phrase Structure Rules Figure 3 Lexicon noun phrase (SN).
After the preliminary definitions, the lexicon contains a set of lexical entries. In a computer derivation of a sentence, lexical items will be selected at random from those of the appropriate category which match inhereht, features already in the tree and have con- The use of the ~ro6rams
The system was designed to be used by a linguist who is in the process of writing a transformational grammar. As lexical items or transformations are added they can be tested in the context of all previous rules and their effect can be examined.
The easiest errors to detect and repair in a grammar are to read in the rest of the gra~nar, recovering as best it can from the error. In most cases a single error will cause a small part of the grammar to be read badly, but the rest of the grammar will be read in and used in whatever tests were requested. An effort was made to make the error com~aents as clear and explicit as possible, and to make the program continue despite input errors.
Deeper errors arise when a grammar is syntactically correct, but does not correctly describe the language of which it purports to be a grammar. ~lese errors of intent cannot be detected directly by the program, since it has no standard of comparison. The program attempts to provide enough feedback to the linguist so that he will be able to detect and investigate the errors.
The information produced by the program consists of derivations which may be partially controlled by the user. Since random derivations have been found to be of r@latively little interest, the system allows the user to control the sentences to be generated so that they are relevant to his current problem.
(The device used for this purpose has been described in [g] .) It is only in the sense of providing feedback to the user that the system can be called a "grammar tester"; it does not directly seek out errors in a gran~nar, nor does it evaluate the grammar. The general form of the SMAIN card can be represented as
SMAIN I TRIFTR~N~ ((n)I~l)(TRAN) .
The integer n specifies the number of time each input tree is to be
used.
An an example,
specifies a run in which a skeletal tree is read, a full tree is generated including lexical items, and the transformations are applied.
The specification $~u~ ~I~ 5 u~x T~.
might be used in testing a lexicon and transformations against a fixed base tree. The tree will be read and five cases of lexical /
~8
insertion plus transformation will be carried out.
would do four examples of lexical insertion for each input.
After the process is completed for one input, another input is read and the cycle repeats. A run terminates when there are no more inputs.
Computer experiments in transformational ~rammar
The system has been in use since February 1968, although not fully complete at that time.
The first experiments were carried out by the designers of the system, using granrnars based on material in the linguistic literature. This was done to provide test material for the programs, but, more importantly, to help ensure that the notational conventions would be adequate. A fragment of grammar from Chomsky's Aspects was used to test ideas and programs for lexical insertion. The II~ Core Grammar of Rosenbaum and Lochak [6] was used in developing and testing the transformational component.
Both of these projects led to valuable teaching materials, as we shall discuss later.
Aspects and Core provided us with separate examples of lexicon and transformations. There was at first no single source which contained both. A relatively formal grammar was needed, even though a final translation into the notation of the system would still of course be necessary. Elizabeth Closs Traugott's Dee~0 and surface structure in Alfredian Prose [ 7 ] appeared at about that time and was the first grammar which was formalized in the notation after the fact. Considerable effort had gone into designing the notation; we were anxious to see if it would now seem natural for a grammar which was new to us. Alfred was thus the first real test for the system.
As it turned out there were a few difficulties which arose because the notation had not been explained clearly enough, but the results of the run were also revealing about the grsm~nar.
One general effect which was noticed in these first few cases had continued to be striking: the need for complete precision in the statement of a grammar forces the linguist to consider problems which are important, but of which he would otherwise be unaware. These early experiments are described in a report [5] which
gives the gran~nars as well as a detailed discussion of the results of the computer runs.
The form of the French grammar used in the extended example above is based on the form of the Core grammar; it was therefore easily translated into the notation of the system. Shortly after the grsmmnar was received, a large part of it was running on the computer. Minor errors in the grammar have been found and corrected;
it will now be available to students as another example of a transformational grammar.
The next experiment planned using the system is a project proposed by Susumu Nagara and Donald Smith at the University of
Michig~, who plan to use the system to aid in writing a grammar of Japanese.
Modifications to grammars based on computer runs
In almost all cases the gran~nars used with the system have been sufficiently complete for at least informal distribution. The programs were really designed to make it easier to write grammars, not to test completed grammars. Nonetheless, on the basis of computer runs, certain types of changes have been found to be needed in the grammars. The cotangents which follow are based on all the grammars; they do not all apply to any one of them. On the other hand, a similar problem which was not easily fixed arose with another transformation which was marked optional.
Testing showed that for certain base trees the ~esult was bad if the tr~usformation did not apply; however3 when the transformation was l temporarily changed to obligatory, the grammsx then failed to produce some intended sentences.
The proper correction to the grammar would have required specification of the contexts in which the transformation was obligatory. If a transformation is marked AAC, all possible analyses will be found, but only one of them, selected at random, will be used as the basis for structural change. This seined the appropriate way to solve the problem for the Core grammar, and it turned out also to solve a slightly different repetition problem in the grammar of A1-fredian prose. Notice that this is really an observation about the form of grammars, rather than about a particular grammar. Yet it arose by consideration of particular examples.
Incompleteness of grammars

Surface structure
The surface Structure associated with a sentence derivation is much easier to study if it can be produced automatically. In several cases it has been apparent from the information provided by the computer runs that revisions in the grammar were needed if the surface structure is to be at all reasonable. This is a case where the computer runs are certainly not necessary, but where they reduce the tediousness of studying the problem.
In stmmmary, it seems to me that main value in computer testing of a completed grsm~nar is that the need for a precise statement brings to the consideration of the linguist problems which are otherl wise below the surface. These problems may be in the grammar itself or they may be in the linguistic model itself. The method of use is to make available to the students a file of one or more grammars to be used as examples and as bases for modifications. The fragments from Aspects and the IEM Core grammar have been most useful3 although small grammar written for this purpose have also been used. The students are then asked to make modifications and additions to the grammars.
For graduate students, a reasonable exercise for a term paper is to read a current journal article on transformational grammar, and then show how the results can be incorporated into the basic grammar, or show why they cannot be. The papers chosen by the students have generally been ones in which transformations are actually given.
This project has been very successful as am introduction to transformational grammar for computer science students.
Other students have chosen simply to use the computer to obtain fully developed examples of derivations illustrating aspects of grammar in which they are interested.
These experiences have confirmed our belief that specific
