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The problem to which we address ourselves is this: Given an arbitrary 
(real) continuous v(x) on the real axis, does there exist U(X, y) that 
is continuous for y > 0 and harmonic for y > 0 and satisfies u(x, 0) = 
q(x) ? For bounded 9) the classical solution is given (for y > 0) by the 
equation, U(X, y) = Jza P(x, y, t) q(t) dt, where P is the Poisson kernel 
1 Y 
T(X-t)2+y2’ 
For each (x, y), P -y/(d) as 1 t 1 --t GO; thus, even linear growth 
of q(t) will destroy the convergence of the above integral. However, 
if y(t) = O(l t I), we can solve the problem by a simple modification 
of the kernel, i.e., let Q(x, y, t) = y/[n(l + t”)]; Q is harmonic and 
vanishes on the x-axis and Q N P for large t. More precisely, easy 
estimates show that 1 P - Q 1 < (10/n) r 1 t I-“y for 1 t 1 > max(1, 2r), 
where r2 = x2 + y2. 
J:co (% Y, 0 - Q( 
Then rp(t) = 0( 1 t I) at co implies U(X, y) = 
x, y, t)) q(t) dt converges uniformly on compact 
subsets of the open half-plane and defines a harmonic function. To 
verify the boundary behavior fix a boundary point (x0, 0), choose a 
large T, and write 
4x, y) = s’ J’(x, Y, 4 p)(t) dt - s’ Q(x> Y, t> v(t) dt + j->T (J’ - Q) dt) dt. 
-T -T 
Consider (x, y) -+ (x,, , 0): The first term approaches y(xO) because 
it is the Poisson integral of yx[-T,f, the second term is a constant 
times y and tends to 0, and the third term is O(y) and therefore also 
goes to 0. 
Motivated by this special case, we look at a complete expansion of 
P with the aim of finding other approximants Q: 
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where h,(x, y) = (1 /rr) Im(x + iy)” is a harmonic polynomial that 
vanishes on the real axis. Since ] h, 1 < (l/n) ) x + iy In, this series is 
uniformly convergent on any set of the form {(x, y, t): ~2 + ya < 
a < b < t2>. For later use we observe that for y > 0, 1 &(x, y)l = 
( rn sin no j < nrn sin 0 = nr+ly, where x + iy = re@. 
Let N: Iw -+ (0, 1, 2,...} be any even function that is 0 for - 1 < t < 1 
and is monotonically increasing to CC as t t co. For each such N we 
form the associated Q: 
(*I 
Jw h,(x y) 
Q(X,Y,G = 1 +-. 
n=O 
Observe that for 1 t / < T < co, Q is a finite sum, and hence, a harmonic 
polynomial in (x, y); its coefficients are piecewise continuous functions 
of t and in particular are bounded since N(t) = 0 for ) t 1 < 1. 
THEOREM. If q: Iw -+ F% is continuous, there is a Q of the form (*) such 
that 
(a) JTm [P(x, y, t) - Q(x, y, t)] v(t) dt = u(x, y) convergesfor every 
y > 0 and every x; 
(b) u(x, y) is harmonic for y > 0; and 
(c) for evfv x0, 4x7 Y> 3 dxo> as (4 Y) -+ (x0 ,O)* 
LEMMA. If 9 is a positive continuous function on the real line, there is 
a Q of the form (*) such that ] P(x, y, t) - Q(x, y, t)] < #(t)y for al2 
1 t / > max(l,2r), where r2 = x2 + y2. 
Proof of Theorem. Assuming the lemma, choose # > 0 and con- 
tinuous so that j y(t)/ t,b(t) < tr2 and then choose Q according to this # 
and the lemma. Fix (x, y) with y > 0; (P - Q) p)(t) is bounded for 
j t 1 < max( 1,2r) and by the lemma 1 P - Q j j ‘p [ < t-“y for 1 t j > 
max( 1, 2r); therefore, the integral in (a) defining u is convergent. 
For any T > 0 write 
u(x, Y> = j-L P(x, Y, 4 dt) dt - j-;Q(x, Y, t> ~(9 dt + il,>T (P - 8) v(t) dt 
=x--Y+z. 
X is the Poisson integral of Q)x(-~,~) and is therefore harmonic for y > 0 
and tends to q(xo) as (x, y) -+ (x,, , 0), providing T > j x0 I. Y is a 
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harmonic polynomial that vanishes for y = 0, since every term h,(x, y) 
contains y as a factor [note that h, = (l/n) Im(x + iy)” = 01. If 
T >, max( 1, 2r), the lemma gives us 1 2 [ < y Jltl,r t-2 dt = 2y/T. 
This implies that lim 2 = 0 uniformly for T > max( 1, 2~) as y + 0. 
This fact, together with the limits established for X and Y, yields (c). 
Furthermore, we get lim 2 = 0 uniformly on compact sets in the open 
half-plane {y > 0) as T + 00. Thus the harmonic X + Y -+ u uni- 
formly on compact sets, implying (b). 
Proof of the Lemma. Abbreviate N(t) as N and then for 1 t ] > r 
For 1 t 1 > max(1, 2r) we can write 
I P - Q I < Y ‘$ n(S)“-l d 4y(N + 1)2-Y 
n+1 
where the latter inequality is the result of substituting 8 for x in the 
inequality Cz,, nx”-l < (N + 1) ~~(1 - ZC)-~, which is valid for 
0 < x < 1. Thus, it will be sufficient to find N = N(t) for ] t 1 > 1 with 
the property 4(N + 1) 2-N < a)(t). Since 4(N + 1) 2-N < l/N for 
N > 9, we can use N(t) = max (9, smallest integer greater than 
suPUl#(+ I x I G I t ID 
Remarks. 
(1) If u satisfies (AU = 0, u(x, 0) = v(x)} and f is an entire 
function with real coefficients, then u + Imf is another solution. 
Conversely if ur and ua are two real solutions, then Schwarz reflection 
applied to ur - ua shows that ur - u2 is the imaginary part of such an 
entire function f. 
(2) Write Q as Cr [h,(x, y)/t”+‘] g,(t), where g, is the charac- 
teristic function of the complement of a finite interval centered at 0. 
We can consider more general Q’s by allowing more general g’s. We 
remark that if 9) + 0, every solution to {du = 0, u(x, 0) = v(x)} has 
the form u = JTm (P - Q) p)(t) dt for an appropriate one of these more 
general Q’s. To see this, let ur = Jym (P - Qr) y(t) dt be a solution 
obtained by use of the theorem. Then u - ur = Irn(xz a,z”) = 
rr Cy anhn , where nh, = Im(zn) as before and a, is real with I a, I1ln -+ 0 
by Remark (1). Choose an interval I away from 0 in which 9) is strictly 
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positive (or negative) and choose Jn(t) = b,xr(t), with b, chosen so that 
J’-“m [JJt)/t”+l] 9(t) dt = 1. It is easy to verify that Gi j b, /l@ < co. 
Since ( h, 1 < rn and l/t is bounded on 1, & = C [h,(x, y)/t”+l] rang’,(t) 
converges uniformly on every set of the form ((x, y, t): x2 + y2 < 
RR2 < a>. Put Q = Q1 - &. Then 
jm (P - Q)a dt = 1 Oc (P - Q&p dt + j-g &q~ dt = u1 + (u - ul) = u. 
-co -a -m 
(3) Every solution u is as smooth (e.g., 19, 1 < k < co, real 
analytic) at the boundary as 9 is. This follows from Remark (1) and 
the integral representation, it is also a corollary of classical theorems. 
(4) If %a 9 n > 0, are continuous and yn + q+, uniformly on every 
finite interval, then one can solve all the systems (du, = 0, u,(x, 0) ZF 
q”,(x)} in such a way that U, -+ u,, uniformly on compact subsets of 
{(x, y): y > 01. 0 ne method is to observe that cp(t) = supn 1 y,(t)1 
is a locally bounded function; thus, a continuous # > 0 exists with 
W> v(t) d r2. If Q is chosen in the lemma for this z,!J, the usual con- 
vergence theorems for integrals will do the rest. 
(5) The analogue of the theorem is true for Iw”, 112 > 2, i.e., 
if 9: [Wm -+ Iw is continuous, there is a Q so that 
s F’(x, Y> 4 - &(x> Y, t)l v(t) dt w 
converges and defines a harmonic function in {(x, y): x E IWm, y > 0) 
which tends to q(x) on the boundary. In this integral P(x, y, t) is the 
Poisson kernel c,y/( / x - t I2 + ~~)(~+l)/~, where 
C m = [r((m + 1)/2)]/7r’“+1’/2 
is that constant which makes Jam P(x, y, t) dt = 1, and dt = dt, .** dt, . 
The proof is essentially the same, once an appropriate series expansion 
with estimates is obtained. 
Writet=ps,wherep=ItIandIsj=l.Then 
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For large p, relative to x, y, 1 y / < 1 and we can expand 
P = (y/p+l) -g a#. 
0 
Write out the binomial power yj and regroup the terms according 
to powers of p; we get P = y Cr Hj(x, y, s)/pj+m+l. Define Hj(x, y, t) = 
Hj(x, y, t/l t I) and we have P = y Cr Hj(x, y, t)/l t Ij+m+3. For each 
fixed t, yfJ,(x, y, t) is harmonic in (x, y): 
yH, = ET F+lP(x, y, Rt); -f 
yH1 = $% R(R”+lP(x, y, Rt) - y&J; -3 
yH, = lim R2(Rm+lP(x, y, Rt) - yHo - yH,/R); etc. 
RX0 
Straightforward estimates with binomial coefficients yield 
where A is a constant and 9 = 1 x j2 + y2. Thus, the series for P 
converges uniformly in every region j t 1 > b > a >, Ar. As in the 
case for m = 1, Q = y Ct(“‘) H,/[ t jn+m+l will be a finite sum (for 
each bounded set of t’s) of harmonic polynomials, and / P - Q 1 can 
be estimated to be as small as desired, as 1 t 1 -+ 00, providing N(j t 1) 
is chosen to grow fast enough. 
(6) The kernels P - Q that we use are not positive, as indeed 
they could not be. As is well-known, every positive solution to {Au = 0, 
U(% 0) = v(x)}, where v is non-negative on UP, is of the form u = 
JR.,, P(x, y, t) p)(t) dt + cy, with c > 0. A necessary condition (and 
sufficient) is that 
(7) There is no kernel p that works simultaneously for all con- 
tinuous q. That is, if is(x, y, t) is locally integrable in t for each (x, y) 
with y > 0 and U(X, y) = lim,,, --T J’ P(x, y, t) q(t) dt exists as a finite 
number for each continuous y and each (x, y), and if u is harmonic for 
each such v, then we shall show that for some qz~ + 0 the corresponding 
u = 0, and hence U(X, 0) + P(X). In the foregoing we have always 
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produced absolutely convergent integrals; our point here is that even 
allowing a conditionally convergent principal value, there is no universal 
kernel. 
By standard real-analysis techniques if the limit is to exist for every p, 
then for each (x, y) we must have p(x, y, t) = 0 a.e. for large enough t, 
say 1 t 1 > T = T(x, y). Define En = {(x, y): y > 0 and P(x, y, t) = 0 
a.e. for 1 t 1 > 81. Then U,” E, is the half-plane ((x, y): y > 0). By 
the Baire Category Theorem some FN has nonempty interior. Choose 
p to vanish for 1 t j < N, but not identically. Then 
is harmonic and vanishes on EN , hence on EN, hence identically. 
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