Directionally averaged time series of precipitation rates for eight warm seasons (1996)(1997)(1998)(1999)(2000)(2001)(2002)(2003) over the continental United States derived from Next Generation Weather Radar (NEXRAD) measurements are analyzed using spectral decomposition methods. For the latitudinally averaged data, in addition to previously identified diurnal and semidiurnal cycles, the temporal spectra show cross-scale self-similarity and periodicity. This property is revealed by a power-law scaling with an exponent of Ϫ4/3 for the frequency band higher than semidiurnal and Ϫ3/4 for the 1-3-day band. For the longitudinally averaged series the scaling exponent for the frequency band higher than semidiurnal changes from Ϫ4/3 to Ϫ5/3 revealing anisotropic properties.
Introduction
Attempts have been made to classify atmospheric phenomena in terms of discrete temporal and spatial scales and physical properties (e.g., Orlanski 1975) . A case in point is mesoscale convective organization defined as coherent traveling time-space clusters of heavy precipitation (i.e., squall lines, mesoscale convective systems, and mesoscale convective complexes). Whereas mechanistic relationships among shear, convective available potential energy (CAPE), the horizontal pressure gradient, and structure and propagation of organized convection have been revealed by dynamical models (Moncrieff 1992 , and papers cited therein), the statistical properties of mesoscale convective organization have received comparatively little attention. Addressing this gap in knowledge is a main motivation for our present study.
The worldwide ubiquity of convective organization over continents and its relationship to mean flow and terrain has been illustrated by analyses of outgoing longwave radiation, a proxy for deep convection (Laing and Fritsch 1997) . Carbone et al. (2002, hereafter C02) further quantified this aspect over the continental United States through a comprehensive analysis of warm-season (May-September) precipitation episodes revealed by Next Generation Weather Radar (NEXRAD) data. Diurnal solar forcing, thermodynamic instability, and wind shear are the roots of organized convection in the neighborhood of the Continental Divide. The organizational process extends upscale and eastward. Provided the environmental conditions are favorable, multiscale systems develop and travel great distance across the Great Plains. During the warm season these convective precipitation episodes occur under the weakly forced shear flow broadly similar to the Tropics. This suggests the existence of statistical properties of a general kind.
A typical midsummer pattern of meridionally averaged radar-derived precipitation rate is shown by the longitude-time (Hovmöller) diagram for 30 June-29 July 1998 in Fig. 6 of C02. The widespread convective activity and dominance of diurnal forcing is clearly evi-dent. Nonpropagating convection appears regularly in association with local diurnal forcing and long streaks of precipitation associated with propagating organized convection occur almost daily. At times mixed patterns occur, indicative of a rich temporal variability that includes longer time scales (e.g., C02, Figs. 3 and 5) . More examples can be found online at http://locust.mmm. ucar.edu/episodes/Hovmoller/.
The purpose of this paper is to quantify the temporal structure of radar-derived warm-season precipitation over North America using spectral and wavelet analysis and decomposition and reconstruction techniques. We examine the entire temporal spectrum spanned by the time series in addition to the diurnal and semidiurnal frequencies emphasized by C02. Specifically, we investigate the temporal variability of organized precipitation during the months May-September for eight years (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) . We utilize the two-dimensional (latitudelongitude) time series of data averaged either latitudinally or longitudinally.
Our paper is organized as follows. The analysis methodology and the datasets employed are summarized in the following two sections, respectively. Longitudinal spectra are presented in section 4, followed by discussions of the combined diurnal and semidiurnal, and high-frequency characteristics in sections 5 and 6, respectively. Monthly variability during the warm season is described in section 7. The latitudinal structure is commented on in section 8, followed by a closing summary.
Analysis method
While classical Fourier analysis provides information on spectral characteristics, it does not properly describe instantaneous behavior because each trigonometric function in Fourier space has a single frequency that extends infinitely in time. On the other hand, in a wavelet analysis the localized waveform basis function tracks the local evolution of spectral properties. In other words, wavelet analysis decomposes a time series into basis functions localized in frequency and describes any chosen segment in the time domain.
Within each band the spectral coefficients can be inverse transformed from frequency space to physical space, hence reconstructing the time series (selectively if required). The composites of the time series can provide a statistical measure of the propagation velocity. Each spectrum is divided into high-frequency (higher than semidiurnal) and low-frequency (lower than diurnal) bands, in addition to the diurnal and semidiurnal frequencies. Being primarily interested in the variability in frequency space, we use the discrete Fourier transform (DFT) and the continuous wavelet transform (CWT). The DFT computes the convolution of the forward and inverse transformations exactly (Kreyszig 1967) . However, without frequency filtering the highfrequency DFT spectra tend to be noisy as a result of aliasing that plagues nonstationary and nonlinear data analysis.
In regard to the choice of wavelet basis functions, warm-season precipitation has prominent diurnal and semidiurnal cycles, suggesting a localized wavelike basis function is appropriate. The Morlet wavelet, a plane sinusoidal wave modulated by a Gaussian envelope (Morlet et al. 1982) , is suitable for oscillatory events. As in other transform techniques, problems can develop at the ends of the finite-length time series due to nonperiodic behavior. To mitigate such problems, it is necessary to take practical steps (e.g., add zeros at the end of the time series). Our approach follows Torrence and Compo (1998) and Kestin et al. (1998) . Rigorous delineations of the CWT can be found in Mallat (1999) , and additional details and applications of the CWT in Farge (1992) , Mallat (1999) , and Lau and Weng (1995) .
Composite rain-rate data from radar measurements
The dataset of radar-deduced rain rates we use is reported in Ahijevych et al. (2001) and Carbone et al. (2002) . Data for the 8-yr period (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) are available over the region 30°-48°N and 115°-75°W in grid increments of 0.05°and time intervals of 15 min (Fig.  1) . Usually, we average the time series in the meridional direction since the convective episodes typically travel eastward. We zonally average at latitudinal loca- tions in order to investigate meridional variability and anisotropic properties. Figure 2a illustrates, for each year, the statistical structure of rainfall rate as cumulative probability distributions (CPD; also known as the exceedance probability distribution) of the longitudinal time series, which measures the probability of an event R being larger or equal to a specified threshold r, Pr(R Ն r). The exceedance approach was used successfully to select convective organization from numerically simulated cloud fields (Naveau and Moncrieff 2003) . The constant tail slopes in log-log space suggest that the CPDs for all eight warm seasons exhibit hyperbolic behavior (Mandelbrot 1974) . The slopes approximate the exponents of a power law. The power-law exponents for each year are fitted linearly using least squares between chosen thresholds (0.8 and 2 mm h Ϫl ). The exponents vary between Ϫ5 and Ϫ3 with an 8-yr mean of Ϫ4.04 and the standard deviations are reasonably small (Fig. 2b) .
The dotted and dashed curves on Fig. 2a show Gaussian and lognormal distributions, respectively. The extreme rainfall distribution exceeds a Gaussian distribution and is approximately lognormal. The lognormal distribution over the same rain-rate thresholds with a slope of Ϫ3.4 (the square in Fig. 2b ) suggests selfsimilarity. Similar CPD analyses conducted for rain and cloud fields (Lovejoy and Mandelbrot 1985; Schertzer and Lovejoy 1987; Fraedrich and Larnder 1993; Georgakakos et al. 1994; Tessier et al. 1996; Douglas and Barros 2003) show hyperbolic exponents ranging from Ϫ1.06 to Ϫ8.5. This suggests the value of the exponents depends upon the physical process and/or dynamics involved with the phenomenon.
Longitudinal spectra
The time series between May and September are latitudinally averaged and decomposed using DFT at each longitudinal location for each of the eight warm seasons. As an example, the power spectra of the rain rates for the 2003 warm season are plotted in longitudeperiod space (Fig. 3a) . The variances to the west of the Continental Divide (105°W) are much weaker than those to the east. Diurnal peaks occur in the neighborhoods of the Continental Divide and the Appalachians. These features resemble C02's results (their Fig. 14a ) except that the semidiurnal peaks extend from 95°to 80°W. Relatively high variances occur at low frequencies eastward of 105°W. However, the data are insufficient to accurately describe long periods.
The CWT decomposition provides a time series of localized power spectra, which when averaged gives the global spectrum at each longitudinal point. The equivalent periods are estimated from the temporal scales defined by the decomposition. The global variances in the longitude-period domain are shown in Fig. 3b . The CWT spectra are much smoother than the DFT, although both display similar features.
Both longitude-spectra distributions are averaged in the longitudinal direction (Fig. 4 ). There are peaks at 26, 11, 4, 1, and 1/2 days. A power-law scaling for periods shorter than 12 h exists and, arguably, another between 1 and 3 days. The exponents for the highfrequency and the relatively low frequency power-law scaling are Ϫ1.41 and Ϫ0.72, respectively.
To test the significance of the spectral peaks at about 1/2, 1, 4, 11, and 26 days we performed a 2 test (Gilman et al. 1963; Torrence and Compo 1998) . We use red noise generated by an autoregressive model with lag-l autocorrelation coefficient of 0.87 as the background spectrum. All peaks exceed the 95% confidence level except for around 4 days (dotted curves in Fig. 5 ). Spectral peaks occur in both DFT and CWT.
We computed composites as follows. Wavelet coefficients grouped around each peak are inversely transformed back to the time series for each spectral band, and each reconstructed time series are averaged according to their period. Figure 6 shows the reconstructed composite Hovmöller diagram for the 11-and 26-day groups. East of the Continental Divide, the events propagate westward with speeds of 3.0 and 2.4 m s Ϫ1 , respectively. For the 4-day group (Fig. 7d) , eastward propagation at a speed of 4.9 m s Ϫ1 occurs over the entire 115°and 75°W span, but the signal is weak west of 105°W. The semidiurnal events (Fig. 7a) are east-west oriented except between 105°and 95°W. The combined diurnal and semidiurnal events (Fig. 7c) are similar to the echofrequency-derived values of C02. The eastward propagation speed between 105°and 95°W of 15.3 m s Ϫ1 is close to 16 m s Ϫ1 of C02. The semidiurnal signal (Fig.  7a ) enhances the diurnal signal (Fig. 7b) , which is similar to Fig. 12 of C02 .
The rain-rate variance west of 105°W is weak (Fig. 3) . The smoother CWT approach identifies three lowfrequency maxima (Table 1) for all eight warm seasons: 4, 9.5-13, and 24.5-38 days. The weak diurnal events in CWT compared to DFT and the disappearance of semidiurnal variability are consequences of inadequate resolution. A tradeoff is the increased resolution at the low-frequency band allowed by CWT. The relatively weak variance between the Continental Divide and the Appalachians occurs at the diurnal period and up to 20 days. These period-longitude distributions derived from the DFT and CWT are typical for the eight warm seasons.
The DFT and CWT spectra at all longitudinal locations averaged for each of the eight years are plotted in Figs. 8a,b, respectively, as well as the 8-yr averages (gray dots). There is a power-law scaling with an exponent of Ϫ4/3 for frequencies higher than semidiurnal. The diurnal and semidiurnal peaks are much stronger in DFT than in CWT, although both methods suggest a Ϫ3/4 power-law scaling between 1 and 3 days. The low- frequency band (period longer than 10 days) exhibits large interannual variability.
The complete time series in physical space is decomposed into spectral coefficients in frequency space then grouped in frequency bands and inversely transformed back to the physical space to reveal the dominant temporal structures. For the eight warm seasons, two bands of convective events for periods longer than 5 days are reconstructed for each season (Table 1 ). All the warm seasons display consistent westward propagation of low-frequency events east of 105°W. The propagation speeds and respective periods (parentheses of Table 1) indicate strong interannual variability in agreement with the spectra (Fig. 8) .
Between periods of 1 and 3 days, the amplitudes obtained from the time series of eight warm seasons using CWT are fitted linearly. Exponents for each year are displayed in Fig. 9b (squares) . While the averaged exponent is Ϫ0.73 (thick dashed line; approximated as Ϫ3/4), the error bars for each year (thin vertical lines) are as large as the respective exponents. Therefore, although a power-law scaling exists in this temporal range there is a large variability in frequency space.
A 4-day cycle is dominant when the spectral coefficients of the 4-day period are grouped and inversely transformed back to physical space hence reconstructing the time series at each longitudinal location. The composite Hovmöller diagram (Fig. 10d) over the eight warm seasons shows that the convective events propagate eastward at 10.7 m s Ϫ1 , which is slower than the diurnal and semidiurnal signals between 105°and 95°W (Table 1) . Although the characteristics of eastward propagation of the 4-day events are common among all eight warm seasons, the propagation speeds vary dramatically (4.9 to 22.2 m s Ϫ1 ).
Diurnal and semidiurnal variability
The DFT spectra for the eight warm seasons (Fig. 8a) show prominent maxima at diurnal and semidiurnal frequencies, whereas in the CWT spectra (Fig. 8b) diurnal maxima with a semidiurnal "kink" occur. In C02 the diurnal and semidiurnal characteristics were analyzed pragmatically by simply binning the convective echo events into periods equal to and less than diurnal. Herein, the wavelet coefficients of both the diurnal and semidiurnal bands from the CWT spectra are grouped from the spectral data of each season and then inversely transformed back to give explicit time series for the diurnal and semidiurnal bands. The time series of the rainfall rates are then reconstructed and averaged in diurnal period to give composites at each longitudinal location. The mean longitude-time plots are produced by averaging the series for the eight warm seasons. The semidiurnal Hovmöller plot (Fig. 10a) indicates eastward propagation of convective events between l00°and 105°W, and a nonpropagating signal east of 95°W. For the most part, the diurnal signal is the stronger (Figs. 10a,b) . However, west of 105°W, both the diurnal cycle and semidiurnal cycle are stationary. Between 105°and 94°W, a clear signal of eastward propagation occurs in the diurnal cycle, and a nonpropagating signal east of 94°W. The total signal (Fig. 10c) contains all the major characteristics described in C02: the diurnal oscillation associated with the Continental Divide, the diurnal and semidiurnal maxima between the Continental Divide and the Appalachians, and the eastward propagation of the diurnal maximum originating from the Continental Divide. The difference lies in the nature of the analysis. Our results are based on spectra of rainfall rates, whereas in C02 the echo frequency probability is derived from the rainfall rates. In our analysis the suppression of the diurnal maximum east of the Continental Divide (C02) is represented by the discontinuity between the eastward-propagating and stationary bands at 94°W.
Based on echo frequency, C02 demonstrated that the eastward propagation speed of the diurnal signal is about 16 m s Ϫ1 between 105°and 94°W over the 4-yr period (1997) (1998) (1999) (2000) . In Fig. 10c , for CWT between 105°a nd 95°W for our eight-year average (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) , the travel speed of the combined diurnal and semidiurnal events is 18.2 m s Ϫ1 . The travel speeds exhibit large interannual variability: the fastest is 26.3 m s Ϫ1 in 2002 and slowest 13.1 m s Ϫ1 in 1996 (Table 1) . Mesoscale convective systems tend to travel at a steering velocity. Since the large-scale flow varies on interannual time scales, it is to be expected that the propagation speeds will vary too. Traveling mesoscale systems during summertime over the continental United States tend to have a high steering level (about 7 km) and hence fast propagation (Moncrieff and Liu 2006; Moncrieff et al. 2005) . This is a direct result of their distinctive dynamical morphology.
High-frequency variability
The spectra of the rain-rate variances at all longitude locations averaged for each frequency for each warm season are shown in Fig. 8 . The DFT spectra show distinct diurnal and semidiurnal frequencies and linear scaling for frequencies higher than diurnal (scaling exponent of about Ϫ4/3). The CWT handles nonstationary and nonlinear data more effectively than DFT (Farge 1992; Mallat 1999) and shows approximately similar scaling.
Based on a linear fit, the exponents of the CWT spectra between the periods of 0.5 h and 0.5 days are plotted for each warm season (Fig. 9a) . The average for the eight seasons is Ϫ1.3 (thick dashed line) or approximately Ϫ4/3. The smallness of the standard deviations indicates a robust power-law scaling for organized convection on a continental scale.
The range of scaling exponents varies between Ϫ1/3 and Ϫ3 (Crane 1990; Fraedrich and Larnder 1993; Tessier et al. 1993; Georgakakos et al. 1994; Harris et al. 1996; Marsan et al. 1996; Veneziano et al. 1996; Venugopal and Foufoula-Georgiou 1996; al. 1999; etc.). Georgakakos et al. (1994) used hightemporal-resolution rain-rate time series to investigate the power-law scaling at an individual location for individual rainfall events and for frequencies higher than 10 Ϫ3 cycles per day (cpd). Salient aspects are i) their data were at an individual location for less than 1-day duration of each rain event, whereas ours is the continental composite over a 5-month period; and ii) our 5-month period spanned May-September (convective precipitation), whereas their events occurred during spring and fall. Fraedrich and Larnder (1993) analyzed rainfall time series of 5-min resolution at Potsdam, Germany, for May to September 1975-87. They showed Ϫ1/2 power-law scaling for the period shorter than 3 days. In an investigation of the rainfall time series during the Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA COARE) period (Yano et al. 2004 ), although not identified, their spectra (their Figs. 4d and 5d ) suggest the Ϫ4/3 scaling for the frequency higher than several hours. This supports our findings and suggests they apply to the Tropics as well as midlatitude.
To further examine the generality of the constantscaling spectra, the averaged individual spectra within each 5°of longitude (Fig. 1) for the warm season of 2003 demonstrate the general spectral pattern for the eight longitudinal bands (Fig. 11) . The black dashed and gray dotted curves are for the DFT and CWT spectra, respectively. These averaged spectra have very similar structure to the overall spectra (Fig. 8) , and the diurnal and semidiurnal peaks are distinct. In general, the amplitude of the variances shows the rain intensity increases eastward during the warm season. This suggests that the temporal self-similarity prevails over the 5°longitude zones and is independent of location. Figure 12 depicts the DFT and CWT spectra of the variance for 2003 after the rain-rate time series are decomposed at eight representative longitudinal locations (115°, 110°, 105°, 100°, 95°, 90°, 85°, and 80°W). The FIG. 8 . Averaged longitudinal spectra based on (a) the discrete Fourier transform, and (b) the continuous wavelet transform for the warm seasons (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) , and the 8-yr average spectra (thick dotted curves). Dot-dashed, long dashed, and short dashed lines are for the exponents of Ϫ3/4, Ϫ4/3, and Ϫ5/3, respectively. diurnal and semidiurnal peaks are prominent with few exceptions. The absence of the semidiurnal peak at 100°W is consistent with the relative minimum at that location in Figs. 7a and 10a . The diurnal peak is indistinguishable from other spectral spikes at 95°W, apparently related to the weak signal at the discontinuity at 95°W (Figs. 7b and l0b) .
The spectral coefficients associated with the highfrequency power-law scaling region (Ͻ1 day) are inversely transformed back to physical space in order to illustrate the probability distribution of these anomalies. The probability density functions (PDFs) of the reconstructed time series based on the high-frequency variability are plotted in Fig. 13 for the eight years investigated. The rain-rate anomalies are non-Gaussian and asymmetric.
Monthly variability
For the five months (May-September) of the eight years under investigation, the monthly variations are obtained by deriving temporal spectra using CWT from the monthly time series. Figure 14 depicts the monthly spectra and each panel contains eight spectra for each year. The spectra for each month are consistent with those described earlier but the intermonthly variance is significant. For June, July, and August, the variances of the constant scaling exponents are almost the same. The variances for September are weaker for the higher frequencies but gain intensity in the lower frequencies in transit from summer to fall: summer convection weakens and fall synoptic activity strengthens. On the other hand, the variances for May are the weakest. Overall, the scaling exponents of Ϫ4/3 and Ϫ3/4 are constant for both high-frequency and 1-3-day bands, respectively.
Latitudinal spectra
Here the original two-dimensional spatial distributions of radar-derived rainfall rates are averaged in the longitudinal direction, generating time series at latitudinal locations. For the warm season of 2003, the averaged spectra for the latitudinal time series between 30°a nd 48°N for DFT and CWT are displayed in Fig. 15 . The black thick solid and thin dashed curves are for DFT and CWT spectra from the latitudinal time series, while the respective gray curves from the longitudinal time series. Apart from the DFT spectra being noisier, the latitudinal pair and the longitudinal pairs display similar behavior. At low frequency, the latitudinal and longitudinal spectra are remarkably similar. The 4-, 11-, and 26-day-period events have similar intraseasonal structure. The Ϫ3/4 power-law scaling between 1-and 3-day periods are also similar.
For the frequency band higher than diurnal, the latitudinal time series produce steeper spectra than those obtained from the longitudinal time series. The powerlaw scaling has two bands. The scaling exponent between 1 and 5 cpd is about the same as the longitudinal one; that is, Ϫ4/3. However for frequencies higher than 5 cpd, the exponent is approximately Ϫ5/3. The difference between the latitudinal and longitudinal exponents suggests anisotropy in the rainfall data. As shown in Figs. 6 and 7, westward propagation of the lower-frequency and the eastward propagation of the higher-frequency rainfall events are delineated through frequency-band grouping and time series reconstruction. The same procedures are applied to the latitudinal CWT spectra. Composites of the reconstructed time series at each period band are calculated (Fig. 16) . The semidiurnal Hovmöller diagram (Fig.  16a) for the 2003 warm season shows a very weak northward propagation of the rain events but a dominant diurnal cycle. In general, the events are strongest at low latitudes (30°N) and decrease monotonically northward (48°N). The average northward propagation is distinct in the diurnal band (Fig. 16b) . In addition to the prominent events at low latitudes, there is a secondary peak in the 39°-42°N latitude band. The combined semidiurnal and diurnal events are displayed in Fig. 16c . While stronger than the diurnal, the combined patterns are remarkably similar. The semidiurnal signal enhances the diurnal one.
Although the 4-day oscillation is weak ( Fig. 16d) , events propagate southward at a speed of 4 m s , respectively. Overall, the longitudinally averaged time series at latitudinal locations show northward movement of the rainfall events, except for the weak southward propagation of the 4-day oscillation.
Summary and closing remarks
In addition to the convective signals at various distinct frequencies with different propagating speeds and directions, the temporal self-similarity of radarobserved organized warm-season precipitation patterns over North America are represented by power-law scaling. For the most part, we concentrated on the latitudinally averaged time series of the temporal variability since the precipitating systems predominantly travel in the zonal direction. From a statistical perspective using spectral and wavelet decomposition techniques we found the following:
• The diurnal variability is the strongest as expected.
Organized precipitating convection propagates eastward at an average speed of 18.2 m s
Ϫ1
, a few meters per second faster than the speed deduced from a shorter dataset and completely in physical space (Ahijevych et al. 2001; Carbone et al. 2002) .
• Low-frequency events propagate westward with a speed of less than 6 m s
. The low-frequency band (Ͻ10 day period) can be further subdivided into two bands. Interannual variability is large perhaps associated with long Rossby waves in the zonal flow.
• Within the 1-3-day-period band a power law with a scaling exponent of about Ϫ3/4 exists. The composite time series of the 4-day band indicates eastward propagation at an average speed of 10.7 m s
. The interannual variability in propagation speed is consistent with the variability of the steering flow.
• Both the DFT and CWT spectra indicate selfsimilarity (Mandelbrot 1974) for the frequency band higher than semidiurnal. The scaling exponent is Ϫ4/3 and the PDF of the events is non-Gaussian.
• Within the five warm-season months, June, July, and August consistently show coherent multiscale behavior. The variance of the convective events in September is slightly weaker than for the peak months, with the weakest being in May. All feature the same power-law scaling.
• The spectra for the latitudinal and longitudinal series are similar for the low-frequency bands. In the latitudinal series the frequency band higher than semidiurnal has a scaling exponent of Ϫ5/3, for the longitudinal series the exponent is Ϫ4/3; this is an example of anisotropy.
We fulfilled our primary objective: to show that organized precipitating convection has general statistical properties in addition to the general mechanistic properties demonstrated by observations (e.g., Carbone et al. 2002) and by dynamical models (Moncrieff 1992) . Our results could be used for a statistically based validation of numerical models, such as the spatial invariance used by Zepeda-Arce et al. (2000) and Harris et al. (2001) . We are presently using these results to analyze cloud-system-resolving simulations of convection.
