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In this paper, we construct a Le vy area process for the free Brownian motion and
in this way, a typical geometric rough path (in the sense of T. Lyons (1998, Rev.
Mat. Iberoamer. 14, 215310)), lying above the free Brownian path. Thus, the
general results of Lyons on differential equations driven by rough paths may be
applied to the free Brownian motion case.  2001 Academic Press
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1. INTRODUCTION
In a recent paper [7], Lyons proposes a deterministic approach to dif-
ferential equations driven by rough paths (among others the Brownian
motion path).
Let us recall some notations and results of [7]. Let B be a Banach space
and let B k be the kth tensor product endowed with a compatible norm.
Given a real number p>1, denote by
T ([ p])(B)=RBB 2 } } } B  [ p]
the truncated tensor product, where [ p] is the integer part of p. A multi-
plicative functional x in T ([ p])(B) is a mapping from 2=[(s, t); 0stT]
into T ([ p])(B) which satisfies
xs, u=xs, t xt, u for any stu.
For any continuous path x with finite variation in B, we can associate a
canonical multiplicative functional x in T ([ p])(B),
xs, t=(1, x1s, t , ..., x
[ p]
s, t ), (1.1)
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where xks, t is the kth iterated integral of the path x over the interval [s, t]:
xks, t=|
s<t1<t2< } } } <tk<t
dxt1 dxt2  } } } dxtk . (1.2)
The closure in the multiplicative functionals of these paths x under the
p-variation distance,
dp(x, y)= :
[ p]
i=1 \supD :l |x
i
tl&1, tl
& y itl&1, tl |
pi
B i+
ip
+ sup
u # [0, T]
|xu& yu |B (1.3)
where supD is taken over all finite partitions of [0, T], is called the set of
geometric rough paths, denoted by 0Gp(B). (0Gp(B), dp) is a complete
metric space.
Lyons’s paper gives an integration theory for geometric rough paths.
One of the main result is the continuity of the Ito^ map (giving the solution
of a differential equation in term of the driving path) under the p-variation
distance.
Let x be a path in B, which has finite p-variation for some p>1. In order
to apply the general theory in [7] to x, we need to construct a geometric
rough path x in 0Gp(B) associated to x (i.e. x1s, t=xt&xs). The classical
method for this is to get x as the limit in 0Gp(B) of the sequence of
geometric rough paths associated to the dyadic polygonal approximation
x(m) of x. Since x(m) is a bounded variation path, its geometric rough
path is defined by (1.1) and (1.2). This method has been carried out for the
fractional Brownian motion [3] and Brownian motion in Banach space
[6].
In this paper, we show that this strategy can be applied successfully to
the free Brownian motion X. In our case, the Banach space B is a Banach
algebra A, endowed with a tracial state {. We can consider on A the Lq
norms, with respect to {, the L norm being the algebra norm. For all
these norms, X has finite 2-variation. Therefore, we only need to construct
the so called Le vy area X 2s, t to obtain a geometric rough path in 0Gp(B),
2<p<3. We first prove the existence of a Le vy area process associated to
X, when A and AA are endowed with the L2 norm. This follows from
the construction of a AA valued stochastic integral, using an isometry
property. Note that Biane and Speicher [2] have developed a stochastic
integral with respect to the free Brownian motion in A and have obtained
a BurkholderDavisGundy type inequality in the algebra norm. We have
not been able to prove such an inequality for our AA valued stochastic
integral. Nevertherless, we prove the convergence, for the algebra norm, of
the sequence X(m)2s, t of Le vy area processes associated to polygonal
approximations X(m) of X, to X 2s, t in p2-variation.
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The paper is organized as follows. In Section 2, we introduce the free
Brownian motion and study the regularity of the paths. Section 3 is
devoted to the construction of the Le vy area process for the L2 norms. In
Section 4, we construct a geometric rough path for the algebra norm on A
and AA. In Section 5, we apply Lyons’ results on rough paths to define
a solution of a differential equation driven by the free Brownian motion.
2. THE FREE BROWNIAN MOTION
Let A denote a Von Neumann algebra and { be a faithful normal tracial
state on A. Lq(A, {) is the Lq space obtained by completion of A with
respect to the norm &X&Lq={( |X| q)1q, 1q where |X|=- X*X, and
the L-norm is just the operator norm.
We refer to [4] for facts about Von Neumann algebras and [10] for
non commutative probability space and freeness. We assume that there
exists a family (At)t0 of unital weakly closed C subalgebras of A with
As /At for st and an (At) free Brownian motion (Xt)t0 . This means
that Xt is a self adjoint element of A with semi circular distribution _t ,
with mean 0 and variance t, i.e.;
_t(dy)=
1
2?t
- 4t& y2 1[&2 - t, 2 - t](dy).
Xt # At and for st, Xt&Xs is free with respect to As and has distribution
_t&s .
We refer to [2] for the construction of a free Brownian motion on the
free Fock space, using creation and annihilation operators.
In the following, we shall denote by | } |q the Lq norm on A.
2.1. Smoothness of the Free Brownian Motion
Following Lyons [7, Sect. 1.2.2], we introduce the p-variation norm
which measures the smoothness of a rough path.
Definition 2.1. Let x be a path with values in a metric space (E, d ).
The p-variation of x on [s, t] is
&x& pp; d ; [s, t]=sup
D {:j (d(xtj , xtj+1))
p= , (2.1)
where the supremum supD runs over all finite partitions of [s, t].
x is said to be of regular finite p-variation if
&x& pp; d ; [s, t]|(s, t)
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for some control | (that is, a continuous, super additive positive function
| on 2=[(s, t); 0st] with |(t, t)=0).
Proposition 2.1. The path t  Xt from R+ to Lq(A) has regular finite
2-variation, for 1q.
Proof. Let 1q< and st. By definition, the distribution of Xt&Xs
is _t&s . Thus,
|Xt&Xs | qq=| | y|q _t&s (dy)=Mq |t&s|q2
where Mq := | y|q _1 (dy)=2
1 (q)
1 (q2) 1 (q2+2) , and
:
j
|Xtj&Xtj+1 |
2
q=M
2q
q :
j
(tj+1&tj)=M 2qq (t&s)
for any subdivision (tj) of [s, t]. It follows that
&X&22; $q ; [s, t]=M
2q
q (t&s)
for the distance $q on A associated to the Lq norm, and |(s, t)=
M2qq (t&s) is a control. Since M
2q
q q   4,
&X&22; $; [s, t]=4(t&s)
for the distance $ associated with the algebra norm.
2.2. The First-Level Paths
Since we want to define a geometric rough path Xs, t=(1, X 1s, t , X
2
s, t)
associated to the free Brownian motion X (i.e., X 1s, t=Xt&Xs) as a limit in
p-variation (2<p<3) of a sequence of geometric paths (1, X(n)1s, t , X(n)
2
s, t)
associated to the smooth polygonal paths X(n), we shall study the con-
vergence of the first-level paths.
Let Dn=(0=tn0<t
n
1< } } } <t
n
kn
=T ) be a sequence of subdivisions of
[0, T], whose mesh :n tends to 0 as n  , and X(n) be the continuous,
piecewise linear path which coincides with X at the points (tnj ):
X(n)t=Xtnj+
t&tnj
tnj+1&t
n
j
(Xtnj+1&Xt nj), for t
n
j t<t
n
j+1 . (2.2)
Theorem 2.1. Let 1q and 2<p<3. Then,
|X(n)1s, t |q , |X
1
s, t |q|(s, t)
1p, stT (2.3)
|X 1s, t&X(n)
1
s, t |q:
12&1p
n |(s, t)
1p, stT (2.4)
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for some control | of the form |(s, t)=Cp, TM pqq (t&s) for some constant
Cp, T , with the convention M 1qq =2 for q=+. Thus,
lim
n  
sup
D
:
l
|X 1tl , tl+1&X(n)
1
tl , tl+1
| pq =0 (2.5)
Proof. We have already seen that
|X 1s, t | qM
1q
q - t&sT 12&1p M 1qq (t&s)1p for stT.
Let s<t and i j such that tni s<t
n
i+1 , t
n
j t<t
n
j+1 . We shall treat the
case where i< j; the other case is simpler.
|X(n)1s, t |q= }Xt nj+
t&tnj
tnj+1&t
n
j
(Xt nj+1&Xt nj)&Xt ni&
s&tni
tni+1&t
n
i
(Xtni+1&Xtni)} q
= }
t&tnj
tnj+1&t
n
j
(Xt nj+1&Xtnj)+(X
n
tj
&X nti+1)+
tni+1&s
tni+1&t
n
i
(Xtni+1&Xtni) } q
M 1qq {
t&tnj
tnj+1&t
n
j
- tnj+1&tnj +- tnj &tni+1 ++
tni+1&s
tni+1&t
n
i
- tni+1&tni =
3M 1qq - t&s
|X 1s, t&X(n)
1
s, t |q= }
tnj+1&t
tnj+1&t
n
j
(Xt&Xt nj)&
t&tnj
tnj+1&t
n
j
(Xt nj+1&Xt)
&_
tni+1&s
tni+1&t
n
i
(Xs&Xtni)&
s&tni
tni+1&t
n
i
(Xtni+1&Xs)&} q
M 1qq {
tnj+1&t
tnj+1&t
n
j
- t&tnj +
t&tnj
tnj+1&t
n
j
- tnj+1&t
+
tni+1&s
tni+1&t
n
i
- s&tni +
s&tni
tni+1&t
n
i
- tni+1&s=
2M 1qq [- t&tnj +- tni+1&s]
2M 1qq [(t
n
j+1&t
n
j )
a (t&s)12&a+(tni+1&t
n
i )
a (t&s)12&a]
4M 1qq :
a
n(t&s)
12&a,
where a is choosen such that 12&a=
1
p that is a=
1
2&
1
p .
Equation (2.5) follows easily using that | is a control. K
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3. THE LE VY AREA PROCESS IN L2(A, {)
We shall work on the space A endowed with the L2 norm and we endow
the tensor product AA with the L2 norm associated to the trace {{.
We shall denote by ( , ) the scalar product on the two Hilbert spaces
L2(A, {) and L2(AA, {{). The construction of the Le vy area process
follows from the construction of a stochastic integral with respect to the
free Brownian motion in AA for simple processes and the extension to
general processes by an isometry property.
3.1. Stochastic Integral
Let S denote the set of simple processes, that is, a piecewise constant
map V: R+  A with Vt=0 for t large enough.
Definition 3.1. Let V # S with decomposition V=ki=1Vti 1[ti , ti+1[ .
The stochastic integral of V with respect to the free Brownian motion is the
operator in AA defined by
I(V)= :
k
i=1
Vti  (Xti+1&Xti).
Proposition 3.1. For all simple processes U, V # S,
(I(U), I(V))=((U, V)) ,
where
((U, V)) =|

0
(Us , Vs) ds.
Proof. Let (ti) be a subdivision such that U[ti , ti+1[=Ui , V[ti , ti+1[=Vi
and Ut=Vt=0 for ttk . Then
(I(U), I(V))=:i Ui  (Xti+1&Xti), :j Vj  (Xtj+1&Xtj)
=:
i, j
(Ui , Vj)( (Xti+1&Xti), (Xtj+1&Xtj)) .
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Now, ( (Xti+1&Xti), (Xtj+1&Xtj)) =$i, j (ti+1&t i); thus,
(I(U), I(V)) =:
i
(Ui , Vi)(ti+1&t i)
=|

0
(Us , Vs) ds=((U, V)) . K
Corollary 3.1. The map I: V  Vs dXs can be extended continuously
from the completion of S for the inner product (( , )) in L2(AA, {{).
3.2. Construction of the Le vy Area Process
Let T>0 and let (Dn=[tni , 1ikn]) be a sequence of subdivisions of
[0, T] whose mesh :n tends to 0 as n goes to infinity. We define a simple
process X (n) by
X (n)= :
kn&1
i=1
Xtni+Xt ni+1
2
1[t ni , t ni+1[ . (3.1)
Proposition 3.2. Let stT; the sequence (I((X (n)&Xs) 1[s, t]))n
converges in L2(AA) to an operator denoted by I((X&Xs) 1[s, t]).
Proof. By Corollary 3.1, it is enough to prove that (X (n)&Xs) 1[s, t]
converges to (X&Xs) 1[s, t] for the inner product (( , )).
(( (X (n)&X) 1[s, t] , (X (n)&X) 1[s, t])) =|
t
s
|Xu&X (n)u | 22 du
= :
stnit
|
t ni+1 7 t
tni }Xu&
Xt ni+Xt ni+1
2 }
2
2
du.
Now,
}Xu&
Xt ni+Xtni+1
2 }
2
2
=
1
4
|Xu&Xtni&(Xt ni+1&Xu)|
2
2
=
1
4
( |Xu&Xt ni |
2
2+|(Xtni+1&Xu)|
2
2)
=
1
4
(u&tni +t
n
i+1&u)=
1
4
(tni+1&t
n
i )
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using the freeness between (Xt ni+1&Xu) and (Xu&Xt ni). Thus,
(( (X (n)&X) 1[s, t] , (X (n)&X) 1[s, t]))  14 :
st nit
(tni+1&t
n
i )
2 www
n  +
0.
(3.2)
Note that
I((X (n)&Xs) 1[s, t])=X(n)2s, t :=|
s<t1<t2<t
dX(n)t1 dX(n)t2 , (3.3)
where X(n) is the polygonal approximation of X on the subdivision Dn (see
(2.2)).
We have thus proved the existence of a limit X 2s, t of X(n)
2
s, t in
L2(AA). We now establish the following:
Theorem 3.1. Let X be a free Brownian motion in (A, {) and X(n) the
polygonal approximation of X defined by (2.2). We endow A and AA
with the L2 norms. Then, for this topology, the rough paths (1, X(n)1s, t ,
X(n)2s, t) converge to a geometric rough path (1, X
1
s, t , X
2
s, t) in p-variation
distance for 2<p<3.
Proof. From Theorem 2.1, we only need to consider the second level
paths. From the isometry property,
|X 2s, t&X(n)
2
s, t |
2
2=|I((X&Xs) 1[s, t])&I((X (n)&Xs) 1[s, t])|
2
2
=|
t
s
|Xu&X (n)u | 22 du
 14 :
st nit
(tni+1&t
n
i )
2 see (3.2)
 14 :
2a
n :
stnit
(tni+1&t
n
i )
2&2a, 0<a<12
 14 :
2a
n (t&s)
2&2a.
Choosing a=1& 2p for 2<p<3, it follows that
|X 2s, t&X(n)
2
s, t |2
1
2 :
1&2p
n (t&s)
2p
with :1&2pn wwwn  + 0. This implies the convergence in
p
2-variation of the
second level paths and then the convergence in p-variation distance of the
geometric rough paths X(n) to X. K
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We have constructed X 2s, t from the AA valued stochastic integral I,
which is an isometry for the L2 norms. However, we have not been able to
prove the continuity of I for the operator norm. Recall that Biane and
Speicher [2] obtained such a result for their stochastic integral in A.
Nevertheless, we shall prove in the next section that X2 is the limit in p2
variation of X(n)2, for the dyadic approximations X(n), when A and
AA are endowed with the operator norms.
4. LE VY AREA PROCESS IN A ENDOWED WITH ITS
OPERATOR NORM
Throughout this section, A and AA are endowed with the operator
norm (the L norm), denoted respectively by | } |A and | } |AA . From now
on, we will take T=1 in order to simplify the writing. X(m) denotes the
approximation of X defined by (2.2) associated to the dyadic subdivision
tmk =
k
2m , i.e., for every l in [1, ..., 2
m] and every t in [ l&12m ,
l
2m],
X(m)t=X(l&1)2m+2m \t&(l&1)2m + (Xl2m&X(l&1)2m+ .
We define a geometric rough path in T (2)(A) by X(m)s, t=(1, X(m)1s , t ,
X(m)2s, t) where
X(m)1s, t=X(m)t&X(m)s
and
X(m)2s, t=|
s<t1<t2<t
dX(m)t1 dX(m)t2 .
In Section 2, we have already established the convergence of X(m)1 to X1
in p-variation (Theorem 2.1, equation (2.5) for q=+). Since
(0Gp(A), dp) is a complete metric space (cf [8]), we are going to show
that (X(m)2) is a Cauchy sequence in p2 -variation norm. To this end, we
shall control the
p
2 -variation distance between X(m+1)
2 and X(m)2 by the
generic term of a convergent geometric serie. Our approach closely follows
[6]. We start with several lemmas which will be of basic use later on.
Throughout the section, C denotes a constant which may vary from line
to line and which may depend on p.
4.1. Preliminary Lemmas
The first lemma is exactly Lemma 3 of [6, Sect. 3]; this lemma reduces
the control of the
p
2 -variation to estimates on dyadic partitions (by a
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technique borrowed from [5]). We refer the interested reader to [6] for its
proof.
Lemma 4.1. Let X and Y be two multiplicative functionals in T (2)(A).
For any p>2 and #> p2&1, there is a constant C such that
sup
D
:
l
|X 2tl&1 , tl&Y
2
tl&1, tl
| p2AA
C \ :
+
n=1
n# :
2n
k=1
( |X 1(k&1)2n , k2n&Y
1
(k&1)2n , k2n |
p
A)+
12
_\ :
+
n=1
n# :
2n
k=1
( |X 1(k&1)2n, k2n |
p
A+|Y
1
(k&1)2n , k2n |
p
A)+
12
+C :
+
n=1
n# :
2n
k=1
|X 2(k&1)2n , k2n&Y
2
(k&1)2n , k2n |
p2
AA . (4.1)
In view of Lemma 4.1, the control of the p2 -variation of the second level
paths will require sharp estimations on the first level paths given by the
following lemma.
Lemma 4.2. For any #>0,
sup
m
:

n=1
n# :
2n
k=1
|X(m)1(k&1)2n, k2n |
p
A< (4.2)
:

n=1
n# :
2n
k=1
|X(m)1(k&1)2n , k2n&X
1
(k&1)2n , k2n |
p
AC 2
&m( p&2)4 (4.3)
Proof. Let 2<p$<p. According to Theorem 2.1,
|X(m)1(k&1)2n , k2n |AC \ k2n&
k&1
2n +
1p$
=2&np$
and
|X(m)1(k&1)2n, k2n&X
1
(k&1)2n , k2n | AC:
12&1p$
m 2
&np$
where :m=2&m. Thus,
:

n=1
n# :
2n
k=1
|X(m)1(k&1)2n , k2n |
p
AC :

n=1
n#2&n( pp$&1)<
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and
:

n=1
n# :
2n
k=1
|X(m)1(k&1)2n , k2n&X
1
(k&1)2n , k2n |
p
A
C 2&m( p2& pp$) :

n=1
n#2&n( pp$&1)
C 2&m( p2& pp$).
Take p$= 4pp+2 , then 2<p$<p and
p
2&
p
p$=
p&2
4 . K
To handle quantities of the second level paths like the second term in the
right hand side of inequality (4.1), we will need the following last lemma.
This one, roughly speaking, corresponds to check exactness of the tensor
norm with respect to the semi-circular distribution, in the sense of the
Definition 1 of [6, Sect. 4.2].
Lemma 4.3. Let (A, {) a W*-noncommutative probability space. Let
[Si] i1 and [S i ]i1 be two families of free self-ajoint elements of (A, {)
with semi-circular distribution of mean zero and variance one ( we do not
assume any freeness hypothesis between the two families). For every
1q<+ and every N1, we have
{{{ \\ :
N
i=1
Si S i+
2q
+=
12q
C 1qq - N , (4.4)
where Cq is the Catalan number Cq=
(2q)!
(q+1)!q! . In particular, for every N1,
we have
} :
N
i=1
Si S i }AA4 - N.
Proof. Let us remark first that Ni=1 S i has semi-circular distribution of
mean zero and variance N so that we get
{{ \\ :
N
i=1
S i+
2q
+=
12q
=C 12qq - N,
where Cq is the Catalan number Cq=
(2q)!
(q+1)!q! . In order to make use of this
equality to get (4.4), we are now going to show that for every [i1 , ..., i2q]
in [1, ..., N]2q, we have 0{(S i1 } } } S i2q)Cq .
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Following Speicher [9], Biane [1] defined by induction a family R(n) of
n-multilinear forms on A, for n1, by the formulae
{(Si1 } } } Si2q)=:
?
R[?] (Si1 } } } S i2q),
where the sum is running over all non-crossing partitions of [1, ..., 2q], and
R[?](Si1 } } } Si2q)= ‘
V # ?
R( |V| ) (SV),
where SV=(Sj1 , ..., S jk) if V=[ j1 , ..., jk] is a block of the partition ? ( |V|
denotes the number of elements of the set V). In fact according to Proposi-
tion 2 in [1], here only partitions ? such that each class contains only
indexes corresponding to the same variable, have a contribution.
Moreover, according to Proposition 3 in [1], for every i in [1, ..., 2q],
R(n)(Si , ..., Si)=Cn(S(0, 1)), where Cn(S(0, 1)) is the nth free cumulant of
the standard semi-circular measure S(0, 1). But, as the R-transform is given
by
RS(0, 1)(z)=z= :
+
k=1
Ck(S(0, 1)) zk&1,
we get that C2(S(0, 1))=1 and the other free cumulants are zero. Let us
denote by 6 the partition of [1, ..., 2q] such that each class Vi is composed
of all the indexes corresponding to the variable S i . Now, we can conclude
that {(Si1 } } } Si2q) is equal to the number of non-crossing partitions of
[1, ..., 2q] which are finer than 6 and such that all blocks contain exactly
2 elements. Thus, it is obviously positive. Moreover, as in particular, {(S 2qi )
is equal to the number of all the non-crossing partitions of [1, ..., 2q] such
that all blocks contain exactly 2 elements, we have
{(Si1 } } } Si2q){(S
2q
i )=Cq .
The preceding inequalities allow us to write
{{ \\ :
N
i=1
S i S i+
2q
+= :[i1, ..., i2q] # [1, ..., N]2q [{(Si1 } } } S i2q)]
2
 :
[i1, ..., i2q] # [1, ..., N]
2q
{(Si1 } } } S i2q) Cq
=Cq{ \\ :
N
i=1
Si+
2q
+
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and then
{{{ \\ :
N
i=1
Si S i+
2q
+=
12q
C 1qq - N.
The proof of lemma 4.3 is now complete for 1q<+, as well as
q=+, since C 1qq tends to 4 when q goes to infinity. K
4.2. Convergence of the Second Level Paths
We are now in a position to show that (X(m)2) is a Cauchy sequence in
p
2 -variation norm. According to Lemma 4.1 (applied to X=X(m+1) and
Y=X(m) for any m in N*) and Lemma 4.2, it will be enough to show that
Um defined by
Um= :
+
n=1
n# :
2n
k=1
|X(m+1)2(k&1)2n, k2n&X(m)
2
(k&1)2n, k2n |
p2
AA
is the generic term of a convergent serie. More precisely, we are going to
show that Am and Bm defined by
Am= :
m&1
n=1
n# :
2n
k=1
|X(m+1)2(k&1)2n, k2n&X(m)
2
(k&1)2n, k2n |
p2
AA
Bm= :
+
n=m
n# :
2n
k=1
|X(m+1)2(k&1)2n, k2n&X(m)
2
(k&1)2n, k2n |
p2
AA
are both generic terms of convergent series.
We start with Bm . For n>m, we have
X(m)2(k&1)2n, k2n=
1
2 (2
m&n)2 (Xl2m&X(l&1)2m) (X l2m&X(l&1)2m),
where l is the unique non-negative integer such that (l&1)2m
(k&1)2n<k2n<l2m. Then, using the inequalities
|X(m+1)2(k&1)2n, k2n&X(m)
2
(k&1)2n, k2n |
p2
AA
2 p2&1[ |X(m+1)2(k&1)2n, k2n |
p2
AA+|X(m)
2
(k&1)2n , k2n |
p2
AA]
and
|Xl2m&X(l&1)2m |AC
1
2m2
,
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one can easily get that
BmC :
+
n=m
n#2&n( p&1)2mp2.
Moreover, as p>2, we can choose 12<:<
p&1
p such that
2&n( p&1)2mp22&n[(1&:) p&1]2mp(12&:)
and then,
0BmC 2&mp(:&12).
Now, let us consider Am . When nm, one can easily see that
X(m)2(k&1)2n, k2n
= 12 (Xk2n&X(k&1)2n) (Xk2n&X(k&1)2n)
+ 12 :
2m&n(k&1)+1r<l2m&nk
[(Xr2m&X(r&1)2m) (Xl2m&X(l&1)2m)
&(Xl2m&X(l&1)2m) (Xr2m&X(r&1)2m)].
It follows that
X(m+1)2(k&1)2n, k2n&X(m)
2
(k&1)2n, k2n
= :
2m&nk
l=2m&n(k&1)+1
[(X(2l&1)2m+1&X(2l&2)2m+1) (X2l2m+1&X(2l&1)2m+1)
&(X2l2m+1&X(2l&1)2m+1) (X2l&1)2m+1&X(2l&2)2m+1)].
and then
|X(m+1)2(k&1)2n, k2n&X(m)
2
(k&1)2n, k2n |
p2
AA
2 p2&1 {} :
2m&nk
l=2m&n(k&1)+1
(X(2l&1)2m+1&X(2l&2)2m+1)
 (X2l2m+1&X(2l&1)2m+1)}
p2
AA
+ } :
2m&nk
l=2m&n(k&1)+1
(X2l2m+1&X(2l&1)2m+1)
 (X(2l&1)2m+1&X(2l&2)2m+1)}
p2
AA = .
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Now, let us apply Lemma 4.3 to Sl=2(m+1)2(X(2l&1)2m+1&X(2l&2)2m+1)
and S l=2(m+1)2(X2l2m+1&X(2l&1)2m+1) to obtain
} :
2m&nk
l=2m&n(k&1)+1
(X(2l&1)2m+1&X(2l&2)2m+1)
 (X2l2m+1&X (2l&1)2m+1)}
p2
AA

4
2m+1
2(m&n)2.
We get that
AmC :
m
n=1
n#2&n( p4&1)2&mp4.
Moreover, as p>2, we can choose 1& p4<;<
p
4 such that
:
m
n=1
n#2&n( p4&1)C 2;m
and then
AmC 2&( p4&;) m.
The conclusion follows. We have thus established the following.
Theorem 4.1. Let A be a Von Neumann algebra and let { be a faithful
normal tracial state on A. Let X be a free Brownian motion in (A, {). Equip
A and AA with their operator norm. Then the dyadic approximations
(1, X(m)1s, t , X(m)
2
s, t) converge to a geometric rough paths (1, X
1
s, t , X
2
s, t) in
p-variation distance for any 2<p<3.
Remark. The Le vy area X 2s, t for the free Brownian motion can also be
considered as the limit in the operator norm when m goes to infinity of the
Riemannian sum
:
[2mt]&1
k=[2ms]+1
(Xk2m&Xs) (X(k+1)2m&Xk2m).
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Indeed, denoting by t1 , ..., tn the dyadic subdivision
[2ms]+1
2m , ...,
[2mt]
2m , we have
} :
n&1
i=1
(Xti&Xs) (Xti+1&Xti)& :
n&1
i=1 \
Xti+1+Xti
2
&Xs+ (Xti+1&Xti)}AA
= } :
n&1
i=1 \
Xti&Xti+1
2 + (Xti+1&Xti)}AA
2&m2&1 - t&s,
where the last inequality follows from Lemma 4.3.
5. DIFFERENTIAL EQUATION DRIVEN BY
FREE BROWNIAN MOTION
In [7], Lyons establishes an integration theory for geometric rough
paths and then a theory of differential equation driven by such a rough
path. First of all, recall that for any Banach space B and any Z in 0Gp(B)
with 2<p<3, the ‘‘integral’’ I in 0Gp(B) of a Lip(#) (#>p&1) 1-form %
along Z, denoted by I= %(Zt) $Z, is defined in [7, Sect. 3.2.2] by
I 1s, t= lim
mesh(D)  0
:
i
[%(Zti) Z
1
ti , ti+1+
1
2 d%(Zti) Z
2
ti , ti+1], (5.1)
I 2s, t= lim
mesh(D)  0
:
i
[%(Zti)%(Zti)(Z
2
ti , ti+1)+I
1
s, ti I
1
ti , ti+1]. (5.2)
We refer to [7] for the definition of a Lip(#) 1-form. Let us stress that the
condition %: V  L(V, W) is Lip(#), #>1 is a strong requirement and it
depends on the tensor norm on VV. More precisely, this implies that %
is differentiable and the derivative d%, viewed as a linear operator on
VV, must be bounded.
Now, let V be a Banach space. Let _: V  L(B, V) be a Lip(#) (#>p)
function and a in V. Define the one form h by h(x, y)(u, v)=(u, _( y) u).
According to Theorem 4.1.1 in [7], for any X in 0Gp(B), there is exactly
one geometric functional extension Z=(X, Y ) in 0Gp(BV) such that
Y0=a and Z satisfies the rough differential equation
$Z=h(Zt) $Z.
Y=(1, Y 1, Y2) is called the solution of the equation
d Y=_(Yt) d X, Y0=a. (5.3)
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In other words, we get Y1 by taking the component of Z1 which is in V
and Y2 by taking the component of Z2 which is in VV.
In particular, these results can be applied to the geometric rough path
Xs, t=(1, X 1s, t , X
2
s, t), lying above the free Brownian motion. Let us give the
basic example of a linear differential equation. We consider _: A 
L(A, A) defined by
_( y)(x)=A( y) x,
where A is a bounded linear operator on A. If A is a nuclear operator,
then _ is Lip(#), #>p, in the sense of Lyons, so that the solution of (5.3)
exists.
A very interesting result of Lyons is that the Ito^ map X  Y is con-
tinuous under the p-variation distance. In particular, denote by Y(m) the
solutions of the differential equation (5.3) driven by the polygonal
approximations X(m); one can get the solution Y of the differential
equation (5.3) driven by the geometric rough path associated to the free
Brownian motion X as the limit of Y(m) in p-variation distance.
Last, note that it is clear that Lyons’ results allow us to consider equa-
tions with a drift b: V  L(R, V) by taking the driving signal to be (Xt , t).
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