In this paper, we investigate the stabilization of a nonlinear plant subject to network constraints, under the assumption of partial knowledge of the plant state. The event triggered paradigm is used for the observation and the control of the system. Necessary conditions, making use of the ISS property, are given to guarantee the existence of a triggering mechanism, leading to asymptotic convergence of the observer and system states. The proposed triggering mechanism is illustrated in the stabilization of a robot with a flexible link robot.
I. INTRODUCTION
The use of the digital technology is pervasive in modern control systems, where the control task consists of the sampling of the plant outputs, the computation, and the implementation of the actuator signals. The classic way is to sample in a periodic fashion, thus allowing the closed loop system to be analysed on the basis of sampled-data systems, see [2] . Recent years have seen the development of a different paradigm where, instead of being sampled periodically (i.e. with a time-triggered policy), the system is triggered when the stability property is lost (i.e with an event-triggered policy). A good number of works deal with this subject, see [3] , [13] , [15] , [10] , [5] , and [6] for an introduction to this topic. The problem is to design an event triggered mechanism to ensure the closed-loop stability. This problem was solved, for both the linear and the nonlinear case, when the full state is available [13] , [15] . When the state is not available, the problem was addressed in [8] , [4] for linear systems. In [14] the results were extended to linear event-triggered network control systems. In the nonlinear setting, to the best of the authors' knowledge, no result is still available when the whole state is not available for feedback.
The main objective of this paper is to address the problem of the event-triggered output-based feedback for nonlin ear systems, giving sufficient conditions for the dynamic feedback control of nonlinear plants subject to network constraints, using an event-triggered strategy.
The paper is organized as follows. In Section II we recall the event-triggered control, and we introduce the class of systems considered. In Section III we give sufficient condi tions on the observer and on the observation error in terms of input-to-state stability, along with relevant event-triggering mechanisms, in order to ensure asymptotic convergence to the origin. In Section IV we consider some type of systems fitting into the class of systems considered in Section III. In Section V an example is given. Finally, in Section VI we give some concluding remarks.
Notation: In the following, I · 1 denotes the norm II· Il l , and 11 · 11 is the euclidean norm. Moreover, 1 · 1 00 is the component
is a class Koo function if it strictly increasing function from
When a function f is Lipschitz, we denote L f its Lipschitz constant.
II. PROBLEM FORMULATION AND DEFINITIONS
We will first recall some known facts and terminologies about event triggered systems. Consider the system
where x E IR n is the state, u E IRm is the control, y E IRP is the output. The time instant t is dropped if there are no ambiguities. The functions f and h are assumed sufficiently smooth. We also assume the existence of a continuous state based controller which renders the origin asymptotically stable.
The control scheme is shown in Fig. 1 . Due to the communication constraints, there is no continuous commu nication either between sensors and observer, or between observer and actuators. The inputs and the outputs are par titioned into actuator/sensor nodes u = (uf, ... , un T , Y = (yf, ... , ynT = (hf(x),··· , h�(x))T , with UI,'" , uq, YI, ... , Yr, not necessarily scalars.
The value Yi(tk; ) = hi( x(tkJ), i = 1,···, r, is the last sampled value at the i th sensor node, available for the controller to implement the control, while the value Ui (t j J, i = 1, ... , q, is applied to the system at the i th actuator node, through a classic zero-order holder Ho. It is worth noting that this means that the different outputs { y di=I,. .. , r and the different inputs {uih=I,. .. ,q are not sampled synchronously. For this reason, at time t the latest output available is y(t) = (yf(tkJ,yf(tkJ'" ,y�(tkp)) T while the control is u(t) = ( uf(tj 1), u f(t12) ... ,u �( tj q )) T .
978-1-4799-8684-2/$31.00 ©2015 AACC Denoting by eu = u-u and e y = y-fj the difference vectors between the continuous and sampled values, one considers the vector E = (e �, e � ) T of the error due to the sampling. 
rendering system (1) asymptotically stable at the origin. The partitioned input vector is u= ( ,f(x),,, . ,,�(x) ) T .
When the controller is implemented making use of the sampled values, one considers the last communication time t j between controller and plant, and the control value u=1(x) = ( ,f(x(t jt ),,,· ,,�(x(t jq )) ) T .
Using a classic periodic sampling, the next sampling time is tk+1 = tk + 0, where 0 > 0, so that tk+1 -tk = 0 > 0 or, that is the same
The event triggered paradigm replaces this condition with a condition on the state values x(t), X(tk). A simple condition of this kind is, for instance, the epsilon crossing policy, which is of the form viz. x (t) is sampled when I x (t) -x(tk) 1 is greater than a certain threshold value c E R When this condition is verified, an event is triggered, which determines the sampling time tk+1. The difference Ok = tk+1 -t k is usually called the inter--event time. To avoid Zeno behaviors [7] , it is important that the chosen sampling policy ensures that Ok > 0 for all k E fil, possibly under additional conditions. Further strategies can also be used to determine the next sampling time. For instance, the state dependent triggering condition tk+1 = min{ t 2: tk I I x (t) -X(tk) I > al x l + c} t with c, a E IR + , or a mixed triggering policy tk+1 = min{t 2: tk + O min, I l x(t) -x(tdl > c} t with c,Omin E IR + . Furthermore, (1) can be stabilized asymptotically with the state triggering condition tk+1 = min{t 2: tk, I l x(t) -x(tk)1 > al x(t) l} t under the sole assumption that the closed loop nonlinear system is input-to-state stable with respect to the quantity
When the state x of (1) is not measurable, these triggering policies cannot be implemented. In the following, we will introduce the triggering policy that will be used in this case, taking into account the constraints on the communication of output and input. An obvious assumption is that it is possible to design an observer that converges asymptotically to x, of the form
where fo : IRn x IRP x IRm --+ IRn is not smooth, in general. In view of an implementation via a triggering policy, and since the observer has not y(t) available, one can use the vector fj, so considering the observer i: = fo(x, u, fj).
A feedback controller based on x given by (3) will be used in the following to stabilize the system (1) in the origin. The input applied to the system, due to the communication channel, is u = 1(X) , so obtaining the controlled dynamics
Eventually, one gets the following closed-loop system x = fs(x, 1(X)) i: = fo(X, 1(X), fj).
The observation error is z = xx. We assume that the observation error dynamics can be written is the form where 81,82 give the dependence on the input and the output errors eu , e y, due to the sampling.
III. MAIN RESULT

A. Hypothesis on the Dynamics of the State Observer and of the Observation Error
Since the observer state is available, in the following we consider the observer dynamics, so allowing imposing on x a triggering condition, along with the observation error
where X = ( xT, ZT)T is an extended state vector, and G = U;, gT) T. In the following we consider the following assumptions.
(AI) There exists an ISS Lyapunov function for (4a) such one has that that V X, z E IRn, E E IRm + p, Vt ?: 0
with ae, l, ae,2, ae,3, !'ie E K, and !'ie, a;:
with ao, l, ao,2, ao,3, !'io E K, and !'io, a�� Lipschitz;
(A3) f o, hand r are Lipschitz;
(A4) 9 is Lipschitz with respect to (z, 81(eu), 82(ey)), uni formly in x, and 81, 82 are Lipschitz. Proof See [9] .
• In the following section we are interested in providing suf ficient conditions on the stabilisation of a nonlinear system using the event trigger paradigm. The key concept will be the ISS of both the closed-loop system and of the observer dynamics. For, we introduce the following lemmas. Since l E I < cr lXI , using the norm equivalence there exists a cr' > 0 such that II E II < cr' II X II implies l E I < cr iXI .
Lemma 3: For every !-1,i > 0 there is a minimal time Tmin > 0 such that if l E I � cr lXI , then Vtb Vt E [tb tk + Tmin ) the following inequalities are verified Ihi (X(t)) -ri(X(tk)) 11 � !-1,ilIXII Il hj( x(t) + z(t)) -hj( X(tk) + z(tk) 11 � !-1, j II X II · Proof In the following we assume X -I-O. The argument follows the proof of Theorem 1 in [13] . Denoting e Ui = ri(X (t)) -ri(X(tk) ), one works out d Il e Ui II Lh i {I, ... ,r } from Lenuna 3 one can state that between tki and tki +T�in' I lui(t)-Ui(tU II > "'i II XII , while Vj E {I"" ,q } between tkj and tkj + T�in' one has II Yj (t) -Yj (tk JII > "'jII X II · Therefore, II E II < (J ' II X II . Using Lemma 2, there is asymptotic convergence of (4) to the origin. The proposed triggering conditions allow asymptotic con vergence with a nonzero minimum inter-event time. Un fortunately, they are not implementable on a network for two reasons. The first is that X is not available, since the observation error is not known. The second is that sensors do not communicate among them nor receive information from the observer-based controller. Nevertheless, considering the following modified triggering conditions tk+l = min{t ?: tk+T�in' I ll ui(t)-Ui(tDI I > L "'i I hi ( X ) II} t � (8) tl k+l = min{t?: tk + T�in' I II Yj (t) -Yj (t DII > 2 i h II Yjll } (9) this approach can be used on a network, allowing asymptotic convergence and a nonzero minimal inter-event time, using only information available at each node, as stated by the main contribution of this work. 
. Since A + BK and A -LC are Hurwitz, it is possible to find an ISS Lyapunov function for the extended system.
B. Nonlinear Lipschitz Systems
Let us consider a nonlinear Lipschitz system
Several results are available for the observer synthesis of nonlinear Lipschitz systems when the control and the output are implemented in a continuous fashion. We consider an observer of the form i: = Ax + BKx + ¢(x, Kx).
(13)
Hence, the extended closed-loop system is i:
To implement an event-triggered control strategy, we need to consider the following structural properties. In (H2)' for p = 0 we have a linear system, and the existence of Vc, Vo derive from the stabilizability and the 
Proof
When subject to the trigger conditions, the observer has the following dynamics which verifies assumption (Ad. Analogously, using the candidate ISS Lyapunov function 2.JV;;" , one can prove that (A2) holds. Furthermore, it is trivial to show that (HI)' (H2) imply (A3), (A4).
• Therefore, applying Lemma 1 to the system (12), and using Theorem 1, to the event-triggered observer-based controller ensures asymptotic convergence to the origin. (9) and the control U = K i ensure the asymptotic stability of the closed-loop system (14) .
Proof Lelmna 5 ensures that (Ad, (A2)' (A3), (A4) are verified. Then one applies Theorem 1 to the system (14) .
The proposed methodology will be applied to a robot with a flexible link, used as a benchmark example in several papers dealing with Lipschitz observers (see for instance [12] , [1] , [11] ). The dynamics are in the form (12) The theoretical values obtained on the triggering policy can be used but are too restrictive, due to the over-approximation on the convergence rate of the nonlinear observer and on the triggering parameter estimations. Via simulations it is possible to better tune the triggering parameters. It is worth noting that there is an order of magnitude of 100 between the theoretical value and the practical ones. We compared the result of a system controlled using triggering policy tk i +I = m i n{t � tk i + 0. 01, Il ui(t) -Ui(tkJ I > 0.2 I ui(t) l } tk+I = min{t � tk + 0. 01, II Yj(t) -Yj(tk) 1 > 0.2 I Yj(t) l } show that for t E [ 0,2] s the system and observer are closed to the equilibrium, while at t = 2 s an impulse drives the system away from equilibrium. Then, for t E [2,15] s, the system is stabilized at the origin by the proposed observer based controller. Figs. 2, 3 show the convergence of the observer and the stabilization at the origin of the overall system. We can note that the event triggering is relatively slower with respect to the periodic sampling, but introduces a lower peaking. When confronting the number of triggers in Fig.s 4.a, 4 .b, it is clear that the number of communications is greater when considering the periodic sampling, so justifying the interest of the proposed event-triggering scheme. It is worth noting that the advantage of the method appears more clearly for output communications. As already noted, this is due to the fact that the observation and the control communications are done only when necessary. The comparison of Figs. 4.a, 4 .b illustrates a trade-off between "intelligence" in the sensor and actuator, and the communication burden.
VI. CONCLUSION
In this paper we have presented an event-triggered observer-based controller for a class of nonlinear systems. Sufficient conditions in term of ISS stability for the observer and the observation error dynamics are given for design ing an event-triggering mechanism ensuring the asymptotic convergence to the origin of the closed-loop system state. A particular subclass is that of systems with Lipschitz non Iin earities. The relevance of the approach has been highlighted by simulations of a robot with a flexible link, where the triggering parameters have been appropriately tuned.
Further work will include a practical way of determining theoretically a good choice of triggering parameters. Further more, even thought the hypotheses on the state and on the observer imply a separation principle (convergence of the observer without assumption on the trajectory of the state) when considering a continuous feedback, this property is lost when introducing the triggering policy. Since this is not the case when considering periodic sampling, an interesting question to address is: Can we ensure a separation principle when using event-triggered control policies?
