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Abstract 
We define a relation of equivalence on input words of one-way cellular automata. Then by 
counting arguments we show that the language {uuu: u, u E (0, l} *, 1 u 1 > 1) is not recognizable 
in real time on an OCA. 
1. Introduction 
In the field of massively parallel computation, cellular automata (CA) and the 
restricted versions - iterative arrays (IA) with sequential input mode, and one-way 
cellular automata (OCA) with one-way communication - are very interesting models 
to go into the possibilities of processing the data on a parallel device. Numerous 
examples [3,4], where the information is distributed and synchronized in a very 
efficient way, illustrate the abilities of CAs to do fast computation. A lot of interest 
focuses on the complexity classes of these models viewed as language recognizers, 
especially lower classes of complexity: real time and linear time. 
In this context an interesting question is whether linear time CAs are more powerful 
than real time CAs. It must be stressed that it is not even known whether unrestricted 
time CAs (bounded in space) are more powerful than real time CAs. Nevertheless 
Ibarra and Jiang [S] connected this question to a problem of closure property: they 
have shown that real time CAs are closed under reversal if and only if real time CAs 
are as powerful as linear time CAs. 
For real time IAs and real time OCAs which are less powerful than real time CAs, 
the limits are better known. It has been established that real time OCAs are closed 
under reversal [l] but not under concatenation and that they do not contain all 
context free languages [6]. For real time IAs, Cole [2] has proved that they are not 
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closed under reversal nor under concatenation and that they do not contain all 
context free languages. For that purpose he introduced equivalence classes and used 
counting arguments to show that the language C* . {w: w E C*, w is a palindrome} is 
not recognized in real time by an IA. In this paper we will exploit similar methods on 
real time OCAs. The newness consists in specifying an equivalence relation on 
an OCA. 
Section 2 contains basic definitions. Section 3 defines an equivalence relation 
on an OCA which induces by counting arguments a condition on the languages to be 
recognizable in real time by an OCA. As an application, in Section 4 it will be 
proved that L = {uuu: u,u~(O, l}*, 1~1 > i} is not recognizable in real time on 
an OCA, and it will be shown that L is recognizable in real time by a CA but not by 
IAs. 
2. Definitions 
Cellular automata (CA). A CA is a one-dimensional array of identical finite auto- 
mata (cells) numbered 1,2,. . from left to right, and working synchronously at discrete 
time steps. Each cell is directly connected to its left and right neighbors and takes on 
a value from a finite set Q, the set of states. At each step the state of each cell is updated 
according to the states of its two neighbors and according to a transition function 6. 
Formally denoting (c, t) the state of the cell c at time t, we have (c, t) = 
6((c - 1, t - l), (c, t - l), (c + 1, t - 1)). The alphabet of the input words is a sub- 
set of Q: the input set C. The input mode is parallel: at time 1, the ith bit of the input 
string o is on the ith cell, The cell 1 communicates with the outside. 
The evolution of a CA is often represented by a time-space diagram: the tth row, 
where the site (c, t) represents the cell c at time t, corresponds to the configuration of 
the CA at time t. 
One-way cellular automata (OCA). An OCA is a CA where the neighborhood is 
restricted to the left cell: the evolution of a cell is defined by its own state and the state 
of its left neighbor. 
Iterative arrays (IA). An IA has the same neighborhood that a CA. The restriction 
is on the input mode which is sequential: the ith digit of the input is received by the cell 
1 at time i. 
Here we are interested in CAs as language recognizers. For that purpose, a subset of 
Q is distinguished: the set Qaccept of accepting states. We say that a CA (IA, OCA) 
recognizes a language Lcz* in timef(n) if it accepts words of length n in f(n) steps, 
i.e. if the cell 1 enters an accepting state at timef(n). The real time corresponds to 
f(n) = n, it is the minimal time for the cell 1 to read the whole input. The linear time 
corresponds to f(n) = cn, where c is a constant greater than 1. CACf(n)), IACf(n)), 
OCACf(n)), respectively, denote the class of the languages accepted in timef(n) by 
some CA, IA, OCA. 
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3. Counting arguments 
To represent the evolution of an OCA we will use the following notations 
(see Fig. 1): 
Let Q and 6 be the set of states and the transition function of an OCA. We will 
denote by f”(w) the word of Q’“‘-k corresponding to the kth row of the real time 
evolution of the OCA on the input w. Formally, f is the function from Q* to Q* 
defined by f(xr, . . . . x,) = 6(x1x2) .. . 6(x,_ rx,) and f k denotes its kth iterate. With 
these notationsf”“- ‘(w) E Qaccep, expresses the fact that the word w is accepted by the 
OCA in real time. Observe that, as the communication is one way on an OCA, we 
have the following property: f’“‘(xwy) =f’“‘(xw)f’“‘(wy) for all x, y, w. 
Now we introduce a relation of equivalence on input words of an OCA, with respect 
to two sets X, Y and evaluate the number of equivalence classes. 
Let A = (Q, K Qaccept, 6) be an OCA, and X, Y be two subsets of C*. Two words 
w and w’ of C * are said to be (A, X, Y)-equivalent if and only if for all x E X, for all 
y E Y, f’“‘(xwy) = f’““(XW’Y). 
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Proposition 1. The number of (A, X, Y)-equivalence classes is bounded by 
nxsxlQI'W'ny,ylQl'y'. 
Proof. We denote by 8 the empty set. First observe that if w, w’ are (A, X, 8)- 
equivalent and (A, 0, Y)-equivalent hen w, w’ are (A, X, I’)-equivalent. Indeed “w, w’ 
both are (A, X, @equivalent and (A, 0, Y)-equivalent” means thatfl”l(xw) =fl”“(xw’) 
for all x E X, and fl”‘(wy) =fi”‘l(w’y) for all YE Y. Hence, for all x EX and 
all ye Y, 
f’“‘(xwy) =f~“~(xw)f~“~(wy) (property of real time OCA) 
=f~“‘~(xw’)f~“‘~(w’y) (byequivalence) 
=f’“‘l(xw’y) (property of real time OCA). 
Thus, the number of (A, X, Y)-equivalence classes is bounded by the product of the 
numbers of (A, X, 8) and (A, 8, Y)-equivalence classes. Now note that the number of 
(A, X, @-equivalence classes corresponds to the number of functions which at each 
x E X associates a word on Q of length 1 xl, i.e. nxcXl Q IIxI. q 
Proposition 2. Let L be a language of Z *. Consider X, Y two subsets of C* and 
Y a subset of C* with the following property: 
( * ) For all pairs of distinct words w, w’ belonging to ‘P there exist x E X and y E Y such 
that xwy E L o xw’y 4 L. 
A necessary condition for L to be recognizable by an OCA A in real time is that the 
cardinality of Y is bounded by the number of (A, X, Y)-equivalence classes. 
Proof. We will show that if L is recognizable by an OCA A, then the words of 
Y belong to distinct (A, X, Y) equivalence classes. Let w and w’ be two distinct words 
of Y. By definition, there exist x EX and YE Y such that xwy~ L o xw’y $ L; in other 
words such that f Irwyl- 1 (xwy) E Qaccep, of Ixw’Yl- ’ (xw’y) $ Qaccep,. Thus, as the evolu- 
tion on an OCA is deteministic, necessarilyf ‘“l(xwy) #f iw’I(xw’y), i.e. w and w’ are not 
(A, X, Y)-equivalent. 0 
Remark. The method introduced in [6] in order to show that a language is not a real 
time OCA one allows us to define a more general property for the set Y. The argument 
was based on the fact that the evolution of a real time OCA on some word x contains 
the evolution of all the subwords of x, in particular if w and w’ are (A, X, Y)- 
equivalent, then for all x = x1 . . . x,EX, all y = yi . . . y,~ Y and all i,j, we have 
Xi *em x,wyi . . . yjEL*Xi..*X,W'yl.*s yj E L. Then the property of the set Y could be 
defined as follows: for all distinct words w, w’ belonging to Y, there exist 
x = x1 . . . XmEX, y = y, . . . y,cY and i,j (l<i<m, l<j<n) sucn that 
Xi**oX,Wy1 **.YjEL O Xioe*X,W'YI .*eYj$!L. 
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4. The language L = {uuu: u, UE (0, I}*, JuI > 1) 
Proposition 3. The language L is not recognizable by an OCA in real time. 
Proof. We show that L does not satisfy the condition of Proposition 2. We use the 
techniques developed in [2] in order to define the sets X, Y and Y with the required 
property ( * ). 
First we set X = Y = {lxIlxz . . . 1x,100: x1x2 . ..x.E(O, l}“}, where n is some 
integer. Note that according to Proposition 1, the number of (A, X, X)-equivalence 
classes is bounded by (flx,xlQ11”1)2 = IQ1(2”+3)2”” = 20cn2”). 
Now we define the set Y. Consider the set Z = {(x, y): x, y6 X and x # y}; with each 
subset A of Z, we associate a word $A of X* defined by induction: 
$((X.Y)) = YX and Il/aU((x.y,) = +A~4A. 
In other words I//((x,,ylj . . (x,.ypj) = blal . . . bnan where n = 2p - 1 and (ai, bi) = (x,, y,) 
if 2’- ’ 11 i (2’- ’ 11 i stands for 2’- l divides i and 2’ does not divide i). 
For example tj ((XI~Y,).(X~~Y~).(X~.Y,)) is Ylx1Y2x2YlxlY3x3Y1x1Y2x2Ylxl. 
We set Y = {I++~: A c 2). To show that Y has the required property (*), we need 
the following lemma. 
Lemma 1. For (x, Y)EZ and A a subset of Z, we have (x, y)~ A ifand only ifx$,y~ L. 
Suppose that xtiAy E L, i.e. x$,y can be factorized into the form uuu with 1 u ) > 1. By 
construction Ic/A is of shape blal . . . bzp_ la2p_ 1. 
(i) By definition of X, two consecutive O’s occur only at the end of the words of X. 
Thus, u, of length at least two, ends as y with 00. So, u is of shape xbla, . . . biai or 
xblal . . . biaibi+l. 
(ii) Note, by definition of Z, that ai # bi. Thus, u is not of shape xb,a, . . . biai. Else 
it would imply that xblal . . . biai = bn+l_ian+l_ibn+2_i . . . b,a,y, in particular 
bl = a,+l_i and a, = bn+z_i. But as n + 1 - i or n + 2 - i is odd, we would have 
a, = bl. 
(iii) Now remain the cases where 
u=xblal...biaibi+l =a,_ib,+l_ia,+l_i...b,a,y with i>O; 
i.e. x = an-i, JJ = bi+l and (a,, b,) = (a2p-i+,- 1, bZP-i+r- 1) for r = 1, . . . ,i. 
Let t be such that 2’- ’ d i < 2’. Then for r = 2’- ’ we have by definition 
(a,, b,) = (x,, Y,). Hence, (azp-i+*- I, bzp-i+*_ 1) = (x,, y,). Thus, 2’-’ I( 2’ - i + r - 1 
which implies i = 2’ - 1. 
Now observe that for all A, B distinct subsets of Z there exists (x, y)eZ such that 
(x, y)~ A o (x, y) # B. That could be expressed according to Lemma 1: 
xtiAy E L o x~,+~y $ L. Thus, Y has the required property ( * ). 
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To conclude, note that the cardinality of Y is the number of subsets of 2, i.e. 
21z1 = 22Z’-2’ = 2°‘2Z”. Hence, ( Y 1 is of order greater than 2°(“2”) which is the number 
of (A, X, X)-equivalence classes. Thus, L cannot be recognized by an OCA. c3 
Remark. It is clear that even if we know at initial time where the middle of the input 
word is, we can not recognize the language L in real time on an OCA: 
Lmiddle = (~1 . . . ~~n,zl . . . x,: ~1 . . . X, EL) 4 OCA(n). 
In the same way on a CA where the middle cell is distinguished, such a language L is 
not recognized in time n/2 (corresponding to the real time). 
Lemma 2. The language L is recognizable by a CA in real time. 
Proof. An example of such a CA is given in Fig. 2. 
The input is shifted to the left at maximal speed. When it reaches the diagonal of 
equation y = x, it is also shifted vertically. At each time from the cell 1, a comparison 
signal is sent at maximal speed to the right. It is propagating as long as the bits of the 
input shifted vertically and the bits of the input shifted leftward are equal. To avoid to 
recognize the words of shape uu = wu with ( u 1 > I u (, a signal which runs at speed l/3, 
#P comparison signal 
a b b a b a a b b a b a a b b a b 
Fig. 2. uP*ueCA(n) 
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is sent at initial time from the first cell, and all comparison signals which reach this 
signal are stopped. q 
Lemma 3. The language L is not recognizable by an IA in real time. 
Proof. Identical with the proof of Cole for the language C*. {u: UE {O, l}*, u is 
a palindrome, (u( > 2) [2 Lemma 11, p. 3621. The adaptation to L is straight- 
forward. •! 
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