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Abstract
We study the complexity of deciding whether a modular discrete event system is detectable (resp. opaque, A-diagnosable). Detectability
arises in the state estimation of discrete event systems, opacity is related to the privacy and security analysis, and A-diagnosability
appears in the fault diagnosis of stochastic discrete event systems. Previously, deciding weak detectability (opacity, A-diagnosability) for
monolithic systems was shown to be PSPACE-complete. In this paper, we study the complexity of deciding weak detectability (opacity,
A-diagnosability) for modular systems. We show that the complexities of these problems are significantly worse than in the monolithic
case. Namely, we show that deciding modular weak detectability (opacity, A-diagnosability) is EXPSPACE-complete. We further discuss
a special case where all unobservable events are private, and show that in this case the problems are PSPACE-complete. Consequently, if
the systems are all fully observable, then deciding weak detectability (opacity) for modular systems is PSPACE-complete.
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1 Introduction
Discrete event systems (DES) are dynamical systems with
discrete state-spaces and event-triggered dynamics. In most
real-world applications, DES models are obtained by sev-
eral local modules, modeled as finite-state automata, run-
ning synchronously. This leads to the research on modular
DES. In the study of modular DES, the main challenge is
the state-space exploration problem – the number of states in
the monolithic model grows exponentially fast as the num-
ber of local modules increases. Understanding the compu-
tational complexity therefore becomes the essential prob-
lem in the analysis of modular DES, which has drawn a
considerable attention in the literature. For example, Gohari
and Wonham [6] and Rohloff and Lafortune [16] investi-
gated the complexities of standard supervisory control prob-
lems for modular DES. The complexities of diagnosability,
detectability and predictability for modular DES have also
been investigated [25] as well as the complexity of verify-
ing nonblockingness for modular DES [13]. It turns out that
many problems tractable in the monolithic setting become
intractable in the modular setting due to the state-space ex-
ploration issue. There are many results in the literature on
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finding tractable solutions for problems in the context of
modular DES [5,7,8,11,12,18,20].
Detectability, opacity and diagnosability are important
system-theoretic properties of discrete event systems. De-
tectability arises in the state estimation of DES. In partic-
ular, weak detectability asks whether the current state of
the system can be determined unambiguously after a finite
number of observations via some trajectory [22]. Opacity
is a property related to the privacy and security analysis
of DES [9]. The system has a secret modeled as a set of
states and an intruder is modeled as a passive observer with
a limited observation. The system is opaque if the intruder
never knows for sure that the system is in a secret state,
that is, the system never reveals its secret. Fault diagnosis is
another important task in DES. Several different notions of
diagnosability have been proposed in the literature [27]. For
example, the notion of diagnosability of Sampath et al. [19]
requires that an occurrence of a fault can always be detected
within a finite delay. Thorsley and Teneketzis [24] proposed
a weaker version of diagnosability, called A-diagnosability.
Compared to diagnosability, where the fault has to be de-
tected on every path within a finite delay, A-diagnosability
requires that there always exists a possibility to detect the
fault event, and hence the probability of detection goes to
one as the length of the trajectory increase.
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It has been shown in the literature that deciding weak de-
tectability [28,14], opacity [3] and A-diagnosability [1,4] are
PSPACE-complete problems for monolithic systems. How-
ever, these properties have not yet been fully investigated for
modular systems. A PSPACE lower-bound has been shown
for weak detectability in the modular setting [25] and a ques-
tion remains whether the bound is tight or not. Regarding
opacity in the context of modular DES, Saboori and Hadji-
costis [18] proposed an exponential-time algorithm for the
verification of modular opacity under certain restrictive as-
sumptions. However, the precise complexity for deciding
opacity is still open for modular DES in the general case
without any restrictive assumptions. Moreover, to the best
of our knowledge, A-diagnosability has only been investi-
gated for monolithic DES and its complexity in the modular
setting is open.
In this paper, we investigate the computational complexity
of deciding detectability, opacity and A-diagnosability for
modular discrete event systems. Our contributions are as fol-
lows. We first show that deciding any of the properties is
EXPSPACE-complete for modular systems, and hence sig-
nificantly more complex than their monolithic counterparts.
Consequently, there is, in general, neither a polynomial-time
nor a polynomial-space algorithm verifying these proper-
ties. Previously, only weak detectability has been shown to
be PSPACE-hard for modular systems [25] and the com-
plexities of opacity and A-diagnosability have never been
considered in the literature. Our results provide complete
complexity results for these three properties. Furthermore,
we investigate a special case where all unobservable events
are private. In this case, we show that the problems are eas-
ier, namely weak detectability, opacity and A-diagnosability
are PSPACE-complete, and hence solvable by polynomial-
space algorithms. Our complexity results are obtained in a
uniform manner in the sense that a similar construction is
used to show hardness of all the properties. We believe that
our results bring new insight into the relationship among
detectability, opacity and A-diagnosability from the compu-
tational complexity point of view.
2 Preliminaries and Definitions
For a set A, |A| denotes the cardinality of A, and 2A the
power set of A. An alphabet Σ is a finite nonempty set with
elements called events. A word over Σ is a sequence of events
of Σ. Let Σ∗ denote the set of all finite words over Σ; the
empty word is denoted by ε. For a word u ∈ Σ∗, |u| denotes
its length. As usual, the notation Σ+ stands for Σ∗ \ {ε}.
A nondeterministic finite automaton (NFA) over an alpha-
bet Σ is a structure A = (Q, Σ, δ, I, F), where Q is a finite
nonempty set of states, I ⊆ Q is a nonempty set of initial
states, F ⊆ Q is a set of marked states, and δ : Q × Σ→ 2Q
is a transition function that can be extended to the domain
2Q × Σ∗ by induction. The language generated by A is the
set L(A) = {w ∈ Σ∗ | δ(I,w) , ∅} and the language recog-
nized by A is the set Lm(A) = {w ∈ Σ∗ | δ(I,w) ∩ F , ∅}.
Equivalently, the transition function δ can be seen as a rela-
tion δ ⊆ Q × Σ × Q.
A discrete event system (DES) is modeled as an NFA G with
all states marked. Therefore we simply write G = (Q, Σ, δ, I)
without specifying the set of marked states. The alphabet Σ
is partitioned into two disjoint subsets Σo and Σuo = Σ \Σo,
where Σo is the set of observable events and Σuo the set of
unobservable events.
The problems studied in this paper are based on the observa-
tion of events. The observation is described by a projection
P : Σ∗ → Σ∗o. The projection P : Σ
∗ → Σ∗o is a morphism
defined by P(a) = ε for a ∈ Σ \Σo, and P(a) = a for a ∈ Σo.
The action of P on a word w = σ1σ2 · · ·σn with σi ∈ Σ for
1 ≤ i ≤ n is to erase all events from w that do not belong
to Σo; namely, P(σ1σ2 · · ·σn) = P(σ1)P(σ2) · · · P(σn). The
definition can readily be extended to infinite words and lan-
guages.
Let G = (Q, Σ, δ, I) be a discrete event system, and let P be
a projection from Σ to ∆ ⊆ Σ. We use the notation P(G)
to denote the DES P(G) = (Q,∆, δ′, I), where the transition
function δ′ = {(p, P(a), q) | (p, a, q) ∈ δ}. Intuitively, P(G)
has the same structure as G with unobservable transitions
labeled with ε.
As usual when partially-observed DES are studied [19,21],
we make the following two assumptions on the DES G =
(Q, Σ, δ, I): (1) G is deadlock free, that is, for every state of
the system, at least one event can occur. Formally, for every
q ∈ Q, there is σ ∈ Σ such that δ(q, σ) , ∅. (2) No loop in
G consists solely of unobservable events: for every q ∈ Q
and every w ∈ Σ+uo, q < δ(q,w).
Inmany applications, DESG is obtained by the parallel com-
position of a set of local modules {G1, G2, . . . , Gn}, where
Gi = (Qi, Σi, δi, Ii). That is, G = G1‖G2‖ · · · ‖Gn, where
“‖" denotes the parallel composition operator [2, p. 78].
A decision problem is a yes-no question, such as “Is the
language Lm(A) of an automaton A empty?” A decision
problem is decidable if there exists an algorithm solving the
problem. Complexity theory classifies decidable problems
into classes based on the time or space an algorithm needs
to solve the problem. The complexity classes we consider
in this paper are PSPACE and EXPSPACE denoting the
classes of problems solvable by a deterministic polynomial-
space algorithm and by a deterministic exponential-space
algorithm, respectively. A decision problem is PSPACE-
complete (resp. EXPSPACE-complete) if it belongs to
PSPACE (resp. EXPSPACE) and every problem from
PSPACE (resp. EXPSPACE) can be reduced to it by a deter-
ministic polynomial-time algorithm. By the space hierarchy
theorem [23], we know that PSPACE is a strict subclass of
EXPSPACE. Thus, if a problem is EXPSPACE-complete,
there is no polynomial-space and hence no polynomial-time
algorithm solving the problem.
2
3 Modular Detectability
In this section, we investigate the complexity of deciding
modular detectability. First, we recall the definitions of two
basic variants of detectability [22] and then we define their
modular counterparts that we investigate in this paper.
Still, let Σ be an alphabet, Σo ⊆ Σ be the set of observable
events, and P be the projection from Σ to Σo. Let N denote
the set of all natural numbers.
The set of infinite sequences of events generated by a DES
G is denoted by Lω(G). For w ∈ Lω(G), we denote the set
of its prefixes by Pr(w).
Definition 1 (Strong detectability). A discrete event system
G = (Q, Σ, δ, I) is strongly detectable with respect to Σuo
if we can determine, after a finite number of observations,
the current and subsequent states of the system for all tra-
jectories of the system, that is, (∃n ∈ N)(∀s ∈ Lω(G))(∀t ∈
Pr(s))[|P(t)| > n ⇒ |RG(t)| = 1], where RG(t) = {x ∈ Q |
∃ t ′ ∈ L(G) such that P(t) = P(t ′) and x ∈ δ(I, t ′)}.
Definition 2 (Strong periodic detectability). A discrete event
system G = (Q, Σ, δ, I) is strongly periodically detectable
with respect to Σuo if we can periodically determine the
current state of the system for all trajectories of the system,
that is, (∃n ∈ N)(∀s ∈ Lω(G))(∀t ∈ Pr(s))(∃t ′ ∈ Σ∗)[tt ′ ∈
Pr(s) ∧ |P(t ′)| < n ∧ |RG(tt
′)| = 1].
The modular version of the problems is defined as follows.
Definition 3 (Strong (periodic) modular detectability).
Given a set of discrete event systems {G1, G2, . . . ,Gn} and a
set of unobservable events Σuo. The strong (periodic) mod-
ular detectability problem asks whether the discrete event
system G1‖G2‖ · · · ‖Gn is strongly (periodically) detectable
with respect to Σuo.
Deciding strong modular detectability is a PSPACE-hard
problem [25]. Our first result improves this lower bound by
showing that polynomial space is sufficient to solve the prob-
lem.
Theorem 4. Deciding strong (periodic) modular detectabil-
ity is a PSPACE-complete problem.
Proof. PSPACE-hardness is known [25], and the proof also
shows PSPACE-hardness of deciding strong periodic mod-
ular detectability.
To show membership in PSPACE, we adjust the polynomial
detector Gdet of Shu and Lin [21]. For a DES G, Shu and
Lin construct an NFA Gdet of polynomial size whose states
are subsets of states of G of cardinality one or two1, such that
1 Shu and Lin construct the automaton Gdet with a single initial
state that is a subset of the set of states not necessarily of cardinality
G is strongly detectable if and only if (a) any state reachable
from any loop in Gdet is of cardinality one; and strongly
periodically detectable if and only if (b) all loops in Gdet
include at least one state of cardinality one.
Let G = ‖n
i=1Gi be a modular system. The state set of G con-
sists of n-tuples of states of Gi . Constructing the detector
Gdet using the construction of Shu and Lin [21] results in
an automaton where every state contains either a single n-
tuple or two n-tuples. Thus, a PSPACE algorithm can store
a state of Gdet in polynomial space and use the nondeter-
ministic search to verify that the property (a) (resp. (b)) is
not satisfied. Since PSPACE is closed under complement,
there is a PSPACE algorithm that can verify that (a) (resp.
(b)) are satisfied, which completes the proof. 
Notice that if G is a parallel composition of a constant num-
ber of systems, that is, n ≤ k for some constant k, then the
problem is NL-complete; NL is the class of problems de-
cidable by a nondeterministic logarithmic-space algorithm.
This follows from the fact that every n-tuple is then of con-
stant length and requires thus only a logarithmic space to
store the constant number of states in binary. Recall that the
space hierarchy theorem [23] implies that NL is a strict sub-
class of PSPACE, and hence the strongmodular detectability
problem is significantly simpler if the number of systems is
bounded a priori.
Strong detectability requires that one can always determine
the current state of the system unambiguously after a finite
number of observations. A weaker version of detectability,
so-called weak detectability [22], requires that one can de-
termine the current state of the system for some trajectory.
Definition 5 (Weak detectability). A discrete event system
G = (Q, Σ, δ, I) is weakly detectable with respect to Σuo if
we can determine, after a finite number of observations, the
current and subsequent states of the system for some trajec-
tories of the system, that is, (∃n ∈ N)(∃s ∈ Lω(G))(∀t ∈
Pr(s))[|P(t)| > n ⇒ |RG(t)| = 1].
Definition 6 (Weak periodic detectability). A discrete event
systemG = (Q, Σ, δ, I) is weakly periodically detectable with
respect to Σuo if we can periodically determine the current
state of the system for some trajectories of the system, that
is, (∃n ∈ N)(∃s ∈ Lω(G))(∀t ∈ Pr(s))(∃t ′ ∈ Σ∗)[tt ′ ∈
Pr(s) ∧ |P(t ′)| < n ∧ |RG(tt
′)| = 1].
Similarly as strong (periodic) modular detectability we de-
fine weak (periodic) modular detectability.
Definition 7 (Weak (periodic) modular detectability). Given
a set of discrete event systems {G1, G2, . . . ,Gn} and a set of
one or two. However, their construction can easily be modified so
that we have a set of initial states each of cardinality at most two,
and hence the cardinality condition is satisfied by all states.
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unobservable events Σuo. The weak (periodic) modular de-
tectability problem asks whether the system G1‖G2‖ · · · ‖Gn
is weakly (periodically) detectable with respect to Σuo.
Is has been shown that deciding weak modular detectability
is a PSPACE-hard problem [25,28]. However, the precise
complexity was left open. The PSPACE-hardness result does
not exclude the possibility that the problem can be solvable
in polynomial space. We now show that, in fact, the problem
requires exponential space.
We first need the following lemma.
Lemma 8. Let Σ be an alphabet and n ≥ 1 be a natu-
ral number. There exist n six-state automata Ai such that
P(Lm(‖
n
i=1Ai)) = Σ
2n−1, where P is a projection from the
overall alphabet of ‖n
i=1Ai to Σ.
Proof. Let Γ = {a1, a2, . . . , an}. For i = 1, . . . , n, we define
the automaton Ai = ({0, 1, p, q, r, s}, Γ, δi, 0, {1}) where
δi = {(0, aj, p), (p, b, 0), (1, aj, q), (q, b, 1) | j < i, b ∈ Σ}
∪ {(0, ai, r), (r, b, 1) | b ∈ Σ}
∪ {(1, aj, s), (s, b, 0) | j > i, b ∈ Σ} .
See Example 9 for an illustration.
The idea of the construction is that the parallel composition
counts from 0 to 2n − 1 in binary. The initial state of the
composition is the state (0, 0, . . . , 0) representing number 0 in
binary,which is modified step by step to the state (1, 1, . . . , 1)
representing 2n − 1 in binary. Every odd transition under an
event from Γ is used to count the number of steps, and every
even transition under an event from Σ is to give the required
language Σ2
n−1 in the projection to Σ.
We now prove by induction on n ≥ 1 that the parallel com-
position An‖ · · · ‖A1 accepts a language Ln ⊆ (ΓΣ)2
n−1 such
that the projection of Ln to Γ is a singleton.
For n = 1, we have a single automaton A1 recognizing the
language L1 = {a1b | b ∈ Σ}, and hence the claim holds.
Assume that the claim holds for n. We now prove it for
n + 1. In this case, Γ = {a1, . . . , an+1}. Let w ∈ Ln. Then w
does not contain event an+1. Notice that the automaton An+1
cycles between states 0 and r when reading w. Thus, in the
composition An+1‖An‖ · · · ‖A1, we have
(0, 0, . . . , 0)
w
−→ (0, 1, . . . , 1)
w′
−→ (1, 0, . . . , 0)
w
−→ (1, 1, . . . , 1)
where w′ = an+1b for some b ∈ Σ, that is, the projection
of w′ to Γ is the singleton {an+1}. The parallel composi-
tion therefore accepts the word ww′w, which is of the form
(ΓΣ)2
n+1−1, and where the projection of ww′w to Γ is a
unique word by the induction hypothesis. 
Example 9. We demonstrate the construction for n = 3.
The automaton A3‖A2‖A1 is shown in Fig. 1. The reason
to write the automata from right to left is that the states
of their parallel composition then correspond to the binary
representation of numbers, see below. It can be verified that
P(Lm(‖
n
i=1Ai)) = Σ
7. This is because the sequence of states
from (0, 0, 0) to the accepting configuration (1, 1, 1) is
(0, 0, 0)
a1
−→ (p, p, r)
Σ
−→ (0, 0, 1)
a2
−→ (p, r, s)
Σ
−→ (0, 1, 0)
a1
−→ (p, q, r)
Σ
−→ (0, 1, 1)
a3
−→ (r, s, s)
Σ
−→ (1, 0, 0)
a1
−→ (q, p, r)
Σ
−→ (1, 0, 1)
a2
−→ (q, r, s)
Σ
−→ (1, 1, 0)
a1
−→ (q, q, r)
Σ
−→ (1, 1, 1)
Here
Σ
−→ denotes a transition
σ
−→ for some σ ∈ Σ. 
Lemma 8 can be modified to obtain the language Σ2
n−k , for
0 < k ≤ 2n. The idea is to start in the state representing
number k − 1 in binary. For instance, in Example 9, we can
obtain Σ8−4 by starting from state (0, 1, 1) that represents
number 3 in binary in the parallel composition A3‖A2‖A1.
We can now prove the main theorem of this section.
Theorem 10. Deciding weak (periodic) modular detectabil-
ity is an EXPSPACE-complete problem.
Proof. To check weak modular detectability in exponential
space, we can compute the overall system G = ‖n
i=1Gi and
use the method of Shu and Lin [21] computing the observer
of G by storing only the current state of the observer and
using the nondeterministic search strategy. The states of the
observer of G are subsets of n-tuples, and hence every state
can be of size up to kn, where k is the maximum number
of states among all Gi . Using the nondeterministic search
method then shows that the problem is in EXPSPACE.
To show that deciding weak modular detectability is
EXPSPACE-hard, we consider a 2n-space-bounded Turing
machineM = (Q,T, I, δ, b, qo, qa) with b ∈ T being a blank
symbol, and an input word x = x1x2 · · · xn. We construct,
in polynomial time, a sequence of m systems Gi , some of
which are a parallel composition of other systems, such that
‖m
i=1Gi is weakly (periodically) detectable if and only if M
accepts x.
We first describe how to encode a computation of M on x.
A configuration ofM on x consists of a current state q ∈ Q,
4
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Fig. 1. Automaton for A3‖A2‖A1
the position 1 ≤ ℓ ≤ 2n of the head, and the tape contents
θ1, . . . , θ2n with θi ∈ T . We represent it by a sequence
θ1 · · · θℓ−1(q, θℓ)θℓ+1 · · · θ2n
of symbols from T ∪Q×T . A run ofM on x is represented
as a word #w1#w2# · · · #wm#, where wi ∈ (T ∪Q×T )2
n
and
# < T ∪ Q × T is a fresh separator symbol.
Meyer and Stockmeyer [15] show that there is a regular
expression E recognizing all words over ∆ = {#}∪T ∪Q×T
that do not correctly encode an accepting run of M on x,
that is,
• if x < L(M), then L(E) = ∆∗,
• if x ∈ L(M), then L(E) , ∆∗,
where L(M) denotes the set of inputs accepted by M.
The regular expression is constructed in the following steps:
(A) Words that do not begin with the initial configuration,
that is, #w1# is not of the form #(qo, x1)x2 · · · xnb2
n−n#:
((∆ \ #) ∪ # · ((∆ \ (qo, x1)) ∪ (qo, x1) · ((∆ \ x2)
∪ x2 · ((∆ \ x3) ∪ · · · (∆ \ xn))) · · · ) · ∆
∗ (1)
∪ ∆n+1 · b∗ · (∆ \ {b, #}) · ∆∗ (2)
∪ # · (∆ ∪ ε)2
n−1 · # · ∆∗ (3)
∪ # · ∆2
n
· (∆ \ #) · ∆∗ (4)
(B) Words that do not contain the accepting state qa:
(∆ \ (∪t ∈T (qa, t)))
∗
(C) Words that are not of the form #w1#w2# · · · #wk#, where
wi+1 is the configuration obtained from the configuration
wi by the rules of M:
⋃
c1,c2,c3∈∆
∆
∗ · c1c2c3 · ∆
2n−1 · (∆ \ N(c1, c2, c3)) · ∆
∗
where N(c1, c2, c3) ⊆ ∆ is the set of symbols that could
legally occupy the j-th symbol of the next configura-
tion given that the ( j − 1), j, and ( j + 1)-th symbols of
the current configuration are c1, c2, c3, respectively. Also
N(c1, #, c3) = {#} for every c1, c3 ∈ ∆.
The regular expression consists of several unions of struc-
turally simpler regular expressions. Most of these regular
expressions can easily be translated to an NFA in polyno-
mial time by a direct transformation. For instance, an NFA
for the expression A(2) is depicted in Fig. 2. The construc-
tion of an NFA is, however, not easy for those regular ex-
pressions that contain parts of the form ∆2
n
, because such a
direct translation would require 2n transitions labeled with
all symbols of ∆, which cannot be done in polynomial time.
For every part of the regular expression E , we construct an
automaton Gi as follows.
For A(1), an NFA G1 can directly be constructed, as well as
G2 for A(2), cf. Fig. 2.
For A(3) and A(4), we make use of Lemma 8. Namely, each
of G3 and G4 is a parallel composition of n automata, where
the private alphabets are different. It means that we apply
Lemma 8 always with a fresh alphabet Γ. Then, the alphabets
of G3 and G4 are ∆ ∪ Γ3 and ∆ ∪ Γ4, where Γ3 ∩ Γ4 = ∅.
Notice that Lemma 8 can be applied to A(4), because ∆2
n
=
∆·∆2
n−1. Thus, G3 forA(3) is a projection to ∆ of the parallel
composition of n automata B3n‖ · · · ‖B
3
1; similarly for G4 for
the regular expression A(4).
In more detail, the language of B3
i
is # · Lm(Ai) · # · ∆∗,
where Ai is as in Lemma 8 over the alphabet Σ ∪ Γ3, where
Σ = ∆ ∪ {e} with e being a new unobservable event. Then,
by Lemma 8, P(Lm(B3n‖ · · · ‖B
3
1)) = # · (∆∪ {ε})
2n−1 ·# ·∆∗.
For B, G5 can easily be constructed.
5
0 1 · · · n + 1 n + 2
∆ ∆ ∆
b
∆ \ {b, #}
∆
Fig. 2. An NFA for the expression ∆n+1 · b∗ · (∆ \ {b, #}) · ∆∗
ForC, we construct |∆|3 automataGc1c2c3 . Namely, for every
c1c2c3, we construct Gc1c2c3 recognizing
∆
∗ · c1c2c3 · ∆
2n−1 · (∆ \ N(c1, c2, c3)) · ∆
∗
.
Again, Gc1c2c3 is a parallel composition of n automata Ci
obtained from automata Ai of Lemma 8 as follows. Every Ci
has a prefix recognizing ∆∗ · c1c2c3, and a suffix recognizing
(∆ \ N(c1, c2, c3)) · ∆
∗. Thus, the language of Ci is
∆
∗ · c1c2c3 · Lm(Ai) · (∆ \ N(c1, c2, c3)) · ∆
∗
.
Then Lm(Gc1c2c3 ) = Lm(‖
n
i=1Ci). Let P be a projection from
the overall alphabet to ∆. Then P(Lm(Gc1c2c3 )) = ∆
∗ ·c1c2c3 ·
∆
2n−1 · (∆ \ N(c1, c2, c3)) · ∆
∗.
We now denote all the automata constructed above as Gi, for
i = 1, . . . , m, where m = |∆|3+5 is polynomial, and every Gi
was constructed in polynomial time. Then, by construction,
we have that
L(E) =
m⋃
i=1
P(Lm(Gi)) .
In the above constructions, we use total automata (every
automaton can be made total by adding a single state and
the missing transitions), that is, in every state a transition
under every event is defined. Then every Gi is also total.
Let qsi and qfi , i = 1, . . . , m, be new non-marked states with
self-loops under all events from ∆ ∪ {⋄}, where ⋄ is a new
observable event.
For every i, we modify Gi by adding qsi to the set of initial
states, and by adding a transition from every state under the
event ⋄ to state qsi , and from every marked state to state qfi ,
cf. Fig. 3.
Gi
qfi
qsi
⋄
∆ ∪ {⋄}
⋄
⋄
∆ ∪ {⋄}
Fig. 3. An illustration of the modification of Gi
If Gi is of the form ‖nj=1B
i
j
, we do this as follows. A transition
under ⋄ to bisj is added to every state of B
i
j
, where bisj is a
new initial state of Bi
j
, and for every marked state ti
j
of Bi
j
, we
add the transitions (ti
j
, ⋄i, t
i
j
′
) and (ti
j
′
,⋄, bi
fj
), where ti
j
′
and
bi
fj
are new states added to Bi
j
. Then, qsi = (b
i
s1
, . . . , bisn ),
qfi = (b
i
f1
, . . . , bi
fn
), and for every state of Gi of the form
(r1, r2, . . . , rn), a transition under ⋄i is defined in Gi if and
only if (r1, r2, . . . , rn) is marked in Gi , that is, every rj is
marked in Bi
j
, cf. Fig. 4 for an illustration.
Bi1
bi
f1
bis1
Bi2
bi
f2
bis2
⋄i
⋄
∆ ∪ {⋄}
⋄
⋄
∆ ∪ {⋄}
⋄i
⋄
∆ ∪ {⋄}
⋄
⋄
∆ ∪ {⋄}
Fig. 4. An illustration of the modification of Gi = B
i
1 ‖ B
i
2
In other words, every Gi is always in state qsi . If a reachable
state (r1, r2, . . . , rn) of Gi contains a non-marked state rj of
Bi
j
, then (r1, r2, . . . , rn) leads only to state qsi under ⋄ in
P(Gi). However, if (r1, r2, . . . , rn) consists only of marked
states of Bi1, . . . , B
i
n, then (r1, r2, . . . , rn) leads to state qsi
under ⋄ and to state (r ′1, r
′
2, . . . , r
′
n) under ⋄i in Gi , and hence
to states qsi and qfi in P(Gi).
Summarized, if w ∈ P(Lm(Gi)) and (r1, r2, . . . , rn) is a
marked state reached by w, then
(r1, r2, . . . , rn)
⋄
−→ {qsi , qfi } .
If w < P(Lm(Gi)), then any state (r1, r2, . . . , rn) reachable by
w is such that
(r1, r2, . . . , rn)
⋄
−→ {qsi } .
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We now consider the parallel composition ‖m
i=1Gi . Assume
that the alphabet of ‖m
i=1Gi is Σ. We show that ‖
m
i=1Gi is
weakly (periodically) detectable with respect to Σ\(∆∪{⋄})
if and only if M accepts x. In other words, if and only if
L(E) , ∆∗.
Notice that ‖m
i=1Gi is weakly (periodically) detectable with
respect to Σ \ (∆ ∪ {⋄}) if and only if P(‖m
i=1Gi) is weakly
(periodically) detectable with respect to ∅.
Assume first that M does not accept x. Then, for every
w ∈ ∆∗, w is not an encoding of an accepting computa-
tion of M on x. Therefore, there exists i ∈ {1, . . . , m} such
that w ∈ P(Lm(Gi)). This means that there is w′ ∈ P−1(w)
such that the composition ‖m
i=1Gi is in a state (x1, x2, . . . , xm)
after reading w′, where xi is a marked state of Gi . This
means that the system P(‖m
i=1Gi) after reading w⋄ is in at
least two states, namely q¯s = (qs1, . . . , qsi, . . . , qsm ) and
(qs1, . . . , qsi−1, qfi, qsi+1, . . . , qsm ), and hence the system is not
weakly (periodically) detectable.
On the other hand, ifM accepts x, then there is a wordw that
encodes the accepting computation of M on x. Therefore,
w < L(E) =
⋃m
i=1 P(Lm(Gi)), and hence none of Gi is in a
marked state after reading any w′ ∈ P−1(w). Since event ⋄
leads every non-marked state of Gi only to state qsi , we have
that w⋄ leads P(‖m
i=1Gi) only to state q¯s = (qs1, . . . , qsm ).
Thus, P(‖m
i=1Gi) is weakly (periodically) detectable. 
In some cases, the projection erases only private events. This,
for instance, ensures that the projection commutes with par-
allel composition, that is, P(Lm(G1‖G2)) = P(Lm(G1)) ‖
P(Lm(G2)). We now show that under this assumption, de-
ciding weak modular detectability is a simpler problem.
Theorem 11. Let {G1, G2, . . . ,Gn} be a set of discrete event
systems and P : Σ→ Σo be a projection such that all shared
events of any two systems are included in Σo. Then deciding
weak (periodic) modular detectability is PSPACE-complete.
Proof. We first show that P(‖n
i=1Gi) is weakly (periodically)
detectable if and only if ‖n
i=1P(Gi) is weakly (periodically)
detectable. To this end, we show that a state is reachable in
P(‖n
i=1Gi) by a word P(w) if and only if it is reachable in
‖n
i=1P(Gi) by P(w).
If a state (x1, . . . , xn) of P(‖ni=1Gi) is reachable by a word
P(w), then every xi is reachable by P(w) in P(Gi). Therefore,
state (x1, . . . , xn) is reachable by P(w) in ‖ni=1P(Gi).
On the other hand, if (x1, . . . , xn) is reachable by a word
P(w) in ‖n
i=1P(Gi), then there are words wi , i = 1, . . . , n,
such that P(wi) = P(w), and xi is reachable by wi in Gi .
Let P(w) = a1a2 · · · am, for some m ≥ 0. Then every wi can
be written as wi = u1,ia1u2,i · · · um−1,iamum,i , where every
uk,i ∈ E
∗
i
, k = 1, . . . , m, for Ei denoting the private alphabet
of Gi , that is, for any i , j, Ei ∩ Ej = ∅. Then the word
u1,1u1,2 · · · u1,n a1 u2,1 · · · u2,n · · · um−1,n am um,1 · · · um,n
leads the parallel composition ‖n
i=1Gi to state (x1, . . . , xn).
Therefore, state (x1, . . . , xn) is reachable in P(‖ni=1Gi) by
P(w).
The fact that P(‖n
i=1Gi) is weakly (periodically) detectable if
and only if ‖n
i=1P(Gi) is means that instead of computing the
observer of ‖n
i=1Gi , we can compute the parallel composition
of observers of Gi .
We now slightly abuse the notation and use P(Gi) to denote
the observer of Gi with respect to Σo. Then we compute
‖n
i=1P(Gi) on-the-fly using the nondeterministic search. The
PSPACE algorithm needs to remember a state of ‖n
i=1P(Gi),
which consists of n subsets each of size at most k, where k is
the maximum size of the state set among all Gi . Hence every
state of ‖n
i=1P(Gi) is of size at most n ·k, which is polynomial
in the size of the input. To check that ‖n
i=1P(Gi) is weakly
detectable then means to guess a reachable state (X1, . . . , Xn)
of ‖n
i=1P(Gi), where every Xi is a singleton, such that the
state is non-trivially reachable from itself by states consist-
ing only of singletons [21]. (Similarly for weak periodic de-
tectability.) Since PSPACE-hardness is known [25,28], the
problem is PSPACE-complete. 
Theorem11 discusses a special case forwhich decidingweak
modular detectability is easier. Consequently, if all events are
observable, Theorem 11 implies that deciding weak modu-
lar detectability is PSPACE-complete. Therefore, unobserv-
able shared events are essential in the proof of EXSPACE-
hardness of deciding weak modular detectability.
4 Modular Opacity
Opacity is a property related to the privacy and security
analysis of DES. The system has a secret modeled as a set of
states and an intruder is modeled as a passive observer with
limited observation. The system is opaque if the intruder
never knows for sure that the system is in a secret state, i.e.,
the secret is not revealed. We first recall the definition of
current-state opacity [17].
Definition 12 (Opacity [17]). A discrete event system G =
(Q, Σ, δ, I) is current-state opaque with respect to Σuo and a
set of secret states QS ⊆ Q if (∀s ∈ L(G))[RG(s) * QS].
The modular version of the problem is defined as follows.
Definition 13 (Modular opacity). Given a set of discrete
event systems {G1, G2, . . . ,Gn}, a set of unobservable events
Σuo, and a set of secret states QS . The modular opacity
problem asks whether the system G1‖G2‖ · · · ‖Gn is opaque
with respect to Σuo and QS .
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We show that deciding whether a modular system is opaque
requires exponential space.
Theorem 14. Deciding modular opacity is an EXPSPACE-
complete problem.
Proof. Checking opacity for a monolithic system is done by
constructing the observer and by checking whether there is a
state in the observer that is a subset of the secret states [17].
Since, in the modular setting, the observer can be constructed
nondeterministically in exponential space, the problem is in
EXPSPACE for modular systems.
To prove EXPSPACE-hardness, we reuse the proof of Theo-
rem 10 and show that the modular system constructed there
is opaque if and only if it is not weakly detectable. Let Gi ,
i = 1, . . . , m, be the automata constructed in the proof of
Theorem 10, and let QS = {q¯s} be the set of secret states.
As shown in the proof of Theorem 10, if ‖m
i=1Gi is weakly
detectable with respect to Σ \ (∆ ∪ {⋄}), then there exists
a word w such that, after reading w⋄, the observer with
unobservable events Σ \ (∆ ∪ {⋄}) knows for sure that the
modular system is in state q¯s. This means that the system is
not opaque with respect to {q¯s} and Σ \ (∆∪ {⋄}), since the
unique secret state is revealed.
On the other hand, if ‖m
i=1Gi is not weakly detectable with
respect to Σ \ (∆ ∪ {⋄}), then, after reading any word, we
cannot distinguish state q¯s from some other state, and hence
the system is opaque with respect to {q¯s} and Σ \ (∆ ∪
{⋄}). 
A similar special case to Theorem 11 can be shown for
modular opacity.
Theorem 15. Let {G1, G2, . . . ,Gn} be a set of discrete event
systems and P : Σ→ Σo be a projection such that all shared
events of any two systems are included in Σo. Then deciding
modular opacity is PSPACE-complete.
Proof. If the projection erases only private events, we have
that P(‖n
i=1Gi) is opaque if and only if ‖
n
i=1P(Gi) is opaque.
The proof is similar to that in the proof of Theorem 11.
Abusing the notation by denoting the observer of Gi as
P(Gi), we obtain that deciding opacity for ‖ni=1P(Gi) can be
done in PSPACE using the nondeterministic search method,
since every state of ‖n
i=1P(Gi) consists of n subsets each of
size at most k, where k is the maximum number of states
among all Gi , which is polynomial in the size of the input.
More specifically, to check that the system is not opaque,
we guess a reachable state (X1, . . . , Xn) of ‖ni=1P(Gi) such
that X1 × · · · × Xn is included in the set of secret states QS .
Since PSPACE is closed under complement, checking opac-
ity is also in PSPACE. Moreover, since PSPACE-hardness
is known [3], the problem is PSPACE-complete. 
5 Modular A-Diagnosability
Fault diagnosis is an important task in discrete event systems.
Let ΣF ⊆ Σ be a set of fault events, and let LF = Σ∗ΣFΣ∗
be the set of all trajectories that contain a fault event. The
goal of fault diagnosis is to detect the occurrence of fault
events. To this end, several different notions of diagnosabil-
ity have been proposed in the literature. For example, the
diagnosability problem of Sampath et al. [19] requires that
the occurrence of a fault can always be detected within a
finite delay. This problem is polynomial-time decidable for
monolithic systems [10,26] and PSPACE-complete for mod-
ular systems [25].
Thorsley and Teneketzis [24] proposed a weaker version
of diagnosability, so-called A-diagnosability. Compared to
diagnosability, where a fault has to be detected on every
path after it happens within a finite delay, A-diagnosability
requires that for any path that contains a fault event, it always
has an extension where a fault can be detected.
Definition 16 (A-diagnosability [24]). A discrete event sys-
tem G = (Q, Σ, δ, I) is A-diagnosable with respect to Σuo
and ΣF if for any fault trajectory, there exists an exten-
sion under which a fault event has occurred, that is, (∀s ∈
L(G) ∩ LF )(∃t ∈ L(G)/s)[P
−1P(st) ∩ L(G) ⊆ LF ], where
L(G)/s = {t ∈ Σ∗ | st ∈ L(G)}.
Intuitively, A-diagnosability says that after the occurrence
of any fault, we can detect the occurrence of a fault with
probability one. That is, if we assume that each transition is
assigned a non-negative transition probability, then the prob-
ability of detecting the fault converges to one as the length
of the trajectory increases. In fact, A-diagnosability is origi-
nally defined for stochastic discrete event systems. Formally,
let p : Q×Σ×Q → [0, 1] be a transition probability function
that assigns to each transition of G a non-negative probabil-
ity. Then the originally definition of A-diagnosability [24]
requires that (∀ǫ > 0)(∃N ∈ N)(∀s ∈ L(G) ∩ LF )(∀n ≥
N)[Pr(t : P−1P(st) ∩ L(G) * LF | t ∈ L(G)/s ∧ |t | = n) <
ǫ], where Pr(·) above denotes the probability of occurrence
of all continuations of s with length n under which a fault
event cannot be detected unambiguously. However, this defi-
nition does not depend on the transition probability function
p, since for any DES G satisfying Definition 16, term Pr(·)
is always decreasing as n increases – the transition probabil-
ity function p only affects the decreasing rate, i.e., for each
ǫ , the specific value of N may be affected but the existence
of such an integer is not. Therefore, we use an equivalent
logical definition here to simplify our proof.
The modular version of the problem is defined as follows.
Definition 17 (Modular A-diagnosability). Given a set of
discrete event systems {G1,G2, . . . , Gn}, a set of unobserv-
able events Σuo, and a set of fault events ΣF . The modular A-
diagnosability problem asks whether the discrete event sys-
tem G1‖G2‖ · · · ‖Gn is A-diagnosable with respect to Σuo
and ΣF .
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Bertrand et al. [1] and Chen et al. [4] have shown that testing
A-diagnosability is PSPACE-complete for monolithic sys-
tems. Hereafter, we show that this problem is EXPSPACE-
complete for modular systems.
Theorem 18. Deciding modular A-diagnosability is
EXPSPACE-complete.
Proof. Checking A-diagnosability for a monolithic system
can be done in PSPACE [1,4], and hence EXPSPACE is
sufficient for modular systems.
We now show that the problem is EXPSPACE-hard. To this
aim, we reuse and slightly modify the proof of Theorem 10
to show that a 2n-space-bounded Turing machineM accepts
an input x of length n if and only if the modular system we
construct is A-diagnosable.
Let Gi be the automata constructed in the proof of Theo-
rem 10. Let f be a new unobservable event, which is the
sole fault event. Let  be a new observable event, and for
i = 1, . . . , m, let i be a new unobservable event.
We further modify every Gi by adding the transitions
(1) (qsi, f , q
′
si
), where q′si is a new state,
(2) (q′si,, Ii), where Ii are the initial states of Gi ,
(3) (qsi,j, q
′
si
), for j , i, and
(4) (qfi,j, q
′
si
), for j = 1, . . . , m.
Intuitively, having read a word w⋄, for some w ∈ ∆∗, the
modular system is in state q¯s = (qs1, qs2, . . . , qsm ) and per-
haps also in a state q = (. . . , qfi, . . .). From state q¯s, it can
go to state q¯′s = (q
′
s1
, q′s2, . . . , q
′
sm
) under f , where the fault
occurs. But the system can also go to state q¯s from q under
i , which is a word with the same projection but without
the fault event f . Notice that i is possible only if there is
state qfi , for some i, indicating that Gi marks word w. This
mechanism prevents q from going to state q¯′s if none of Gi
marks w. A conceptual illustration is provided in Fig. 5.
initial
q¯s
q¯′s
q
i
f

w2⋄ w1⋄
Fig. 5. An illustration of the proof of Theorem 18
Hereafter, we show that M accepts x if and only if ‖m
i=1Gi
is A-diagnosable with respect to fault events { f } and unob-
servable events Σ \ (∆ ∪ {⋄,}).
Suppose that M does not accept x. Then, as shown in the
proof of Theorem 10, for every word w ∈ ∆∗, P(w)⋄ ends
up in at least two states, namely q¯s and states of the form
q = (. . . , qfi, . . .), where “. . .” are either qfj or qsj . Notice
that there is an unobservable transition from q under i to
q¯′s = (q
′
s1
, . . . , q′sm ). That is, there are w1 and w2 such that
P(w1) = P(w2) = P(w) and w1⋄ leads to state q¯s and w2⋄ to
state q. Then w1 ⋄ f containing the fault event and w2 ⋄i ∈
P−1P(w1 ⋄ f ) both end up in state q′s. Then, only event 
is possible, which leads the system to the initial states. The
proof now follows by induction. Therefore, for any extension
of w1 ⋄ f , there is always a path that bypasses the fault event
f due to some event k , and hence P−1P(w1⋄ f w′)∩L(G) *
LF for any extension w′ of w1 ⋄ f in the system. Therefore,
the system is not A-diagnosable.
On the other hand, ifM accepts x, then there exists a word w
such that, observing P(w)⋄, the system reaches only states q¯s
and q¯′s. Let s ∈ L(‖
m
i=1Gi)∩LF be a fault trajectory. We now
fix a word t ′ such that st ′ is defined in the system; notice
that such a word exists. Then t = t ′w ⋄ f ∈ L(‖m
i=1Gi)
is an extension of s such that all words of L(G) with the
projection equal to P(st) contain the fault event f . Indeed,
after observing P(st ′), the observer of the system is in
the initial state, and P(w)⋄ leads the observer only to state
{q¯s, q¯
′
s}. Now, when the observer sees event , it is sure that
the fault event f has occurred, that is, P−1P(st)∩L(G) ⊆ LF .
Since the fault trajectory s was chosen arbitrarily, the system
is A-diagnosable. 
A special case similar to that of Theorem 11 also holds for
A-diagnosability.
Theorem 19. Let {G1,G2, . . . , Gn} be a set of discrete event
systems and P : Σ→ Σo be a projection such that all shared
events of any two systems are included in Σo. Then deciding
modular A-diagnosability is PSPACE-complete.
Proof. Since the problem is trivial for observable fault
events, we only consider unobservable fault events. Then
the assumption that all shared events are observable implies
that all fault events are private, that is, each fault event can
only occur locally. Let ΣFi = ΣF ∩ Σi be the set of all local
fault events, i = 1, . . . , n.
Notice that A-diagnosability is an event-based property and
that fault events are erased in P(Gi). To address this issue,
we reformulate A-diagnosability as a state-based property.
To this end, we assume, without loss of generality, that for
each Gi , its state-space Qi is partitioned as Qi = QNi Û∪QFi
so that the system is in states of QNi as long as no fault has
occurred and it is in states of QFi from the moment a fault
has occurred on. This assumption can be easily fulfilled in
polynomial-time by computing the product of Gi with a two-
state deterministic automaton marking the language LF . In
this setting, A-diagnosability can be reformulated as follows:
(∀s ∈ L(G) : δ(I, s) ⊆ QF )(∃t ∈ L(G)/s)[RG(st) ⊆ QF ],
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where QF =
⋃n
i=1 Q1 × · · · ×Qi−1 ×QFi ×Qi+1 × · · · ×Qn is
the set of all states where at least one component indicates
that a fault event has occurred.
If the projection erases only private events, we have shown
in the proof of Theorem 11 that a state is reachable in
P(‖n
i=1Gi) by a word P(w) if and only if it is reachable in
‖n
i=1P(Gi) by P(w). Therefore, to verify A-diagnosability of
the modular system ‖n
i=1Gi with respect to the set of fault
events ΣF , rather than to compute the observer of the mod-
ular system, we compute the composition of observers of
Gi , denoted ‖ni=1P(Gi) in the rest of this proof. Deciding
A-diagnosability for ‖n
i=1P(Gi) can be done in PSPACE by
using the nondeterministic search method, since every state
in the product of observers ‖n
i=1P(Gi) consists of at most
n · k states, where k is the maximum of states among all
Gi , which is polynomial in the size of the input. To verify
A-diagnosability then means to check that for every reach-
able state (X1, . . . , Xn) of ‖ni=1P(Gi), if there is i such that
Xi ∩ QFi , ∅, then there is a state (Y1, . . . ,Yn) reachable
from (X1, . . . , Xn) with the property that there is j such that
Yj ⊆ QFj . Since PSPACE-hardness is known [1,4], the prob-
lem is PSPACE-complete. 
6 Conclusion
In this paper, we showed that deciding weak detectability,
opacity, and A-diagnosability for modular discrete event sys-
tems are EXPSPACE-complete problems. Our results reveal
that these properties are significantly more difficult to verify
in the modular setting compared with their monolithic coun-
terparts. Special cases were identified where these proper-
ties can be checked in polynomial space. Our results also
reveal the connections and similarities among these proper-
ties from the structural point of view.
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