General Tricomi–Rassias problem and oblique derivative problem for generalized Chaplygin equations  by Wen, Guochun et al.
J. Math. Anal. Appl. 333 (2007) 679–694
www.elsevier.com/locate/jmaa
General Tricomi–Rassias problem and oblique
derivative problem for generalized Chaplygin equations
Guochun Wen a, Dechang Chen b,∗, Xiuzhen Cheng c
a School of Mathematical Sciences, Peking University, Beijing 100871, China
b Uniformed Services University of the Health Sciences, 4301 Jones Bridge Road, Bethesda, MD 20814, USA
c The George Washington University, 801 22nd St. NW, Washington, DC 20052, USA
Received 14 September 2006
Available online 29 December 2006
Submitted by L. Chen
Abstract
Many authors have discussed the Tricomi problem for some second order equations of mixed type, which
has important applications in gas dynamics. In particular, Bers proposed the Tricomi problem for Chaply-
gin equations in multiply connected domains [L. Bers, Mathematical Aspects of Subsonic and Transonic
Gas Dynamics, Wiley, New York, 1958]. And Rassias proposed the exterior Tricomi problem for mixed
equations in a doubly connected domain and proved the uniqueness of solutions for the problem [J.M. Ras-
sias, Lecture Notes on Mixed Type Partial Differential Equations, World Scientific, Singapore, 1990]. In
the present paper, we discuss the general Tricomi–Rassias problem for generalized Chaplygin equations.
This is one general oblique derivative problem that includes the exterior Tricomi problem as a special case.
We first give the representation of solutions of the general Tricomi–Rassias problem, and then prove the
uniqueness and existence of solutions for the problem by a new method. In this paper, we shall also discuss
another general oblique derivative problem for generalized Chaplygin equations.
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Consider a function K(y) as follows:
K = K(y)
⎧⎨
⎩
> 0 for {y > 0} ∪ {y < −1},
= 0 for {y = 0} ∪ {y = −1},
< 0 for {−1 < y < 0},
which is continuous in D ∩ {y  −1/2} and D ∩ {y  −1/2} for a multiply connected do-
main D and differentiable on y = 0,−1/2 and −1. In this paper, we use the imaginary unit i
with i2 = −1 and the hyperbolic unit j with j2 = 1 (see [9]). The description of D is given as
follows. D = G0 ∪ G′0 ∪ G1 ∪ · · · ∪ GN ∪ (A0AN \ {A0, . . . ,AN }) ∪ (A′0A′N \ {A′0, . . . ,A′N })
has the exterior boundary Ext(D) = Γ0 ∪ Γ ′0 ∪ Γ1 ∪ Γ ′1 ∪ Γ2N ∪ Γ ′2N and interior bound-
ary Int(D) = Γ2 ∪ Γ ′2 ∪ Γ3 ∪ Γ ′3 ∪ · · · ∪ Γ2N−1 ∪ Γ ′2N−1. Here Al = al and A′l = al − j
(l = 0,1, . . . ,N) for real constants a0, a1, . . . , aN (a0 = −1 < a1 < · · · < aN = 1). A0AN ,
A′0A′N are two line segments with end points A0, AN , A′0, A′N , respectively. Γ0 is the elliptic
arc for y > 0 connecting the points A0,AN . Γ ′0 is the elliptic arc for y < −1 connecting the
points A′0,A′N . Γ2l−1, defined by x = al−1 − G1(y) = al−1 −
∫ y
0
√−K(t) dt , is a characteris-
tic curve for −1/2 < y < 0, al−1 < x < x2l−1 emanating from the point Al−1, l = 1, . . . ,N .
Γ ′2l−1, defined by x = al−1 + G2(y) = al−1 +
∫ y
−1
√−K(t) dt , is a characteristic curve for
−1 < y < −1/2, al−1 < x < x2l−1 emanating from the point A′l−1, l = 1, . . . ,N . Γ2l , de-
fined by x = al + G1(y) = al +
∫ y
0
√−K(t) dt , is a characteristic curve for −1/2 < y < 0,
x2l < x < al emanating from the point Al , l = 1, . . . ,N . Γ ′2l , defined by x = al − G2(y) =
al −
∫ y
−1
√−K(t) dt , is a characteristic curve for −1 < y < −1/2, x2l < x < al emanating from
the point A′l , l = 1, . . . ,N . G0 = D+1 = {(x, y) ∈ D | y > 0} is an upper elliptic domain with
the boundary ∂G0 = Γ0 ∪ A0AN . G′0 = D+2 = {(x, y) ∈ D | y < −1} is a lower elliptic domain
with the boundary ∂G′0 = Γ ′0 ∪ A′0A′N. Gl = {(x, y) ∈ D | al−1 < x < al, −1 < y < 0} is a
hyperbolic domain with the boundary ∂Gl = Γ2l−1 ∪ Γ ′2l−1 ∪ Γ2l ∪ Γ ′2l ∪ Al−1Al ∪ A′l−1A′l ,
l = 1, . . . ,N. The following intersection of characteristic curves is seen easily: Γ2l−1 ∩ Γ ′2l−1 =
P2l−1 = z2l−1 = x2l−1 + jy2l−1, Γ2l ∩ Γ ′2l = P2l = z2l = x2l + jy2l , l = 1, . . . ,N. There is no
harm in assuming that yl = −1/2, l = 1, . . . ,2N . Note the difference between the notations of
domain Gl and function Gl(y).
Consider the general second order equation of mixed type
Lu = K(y)uxx + uyy + a(x, y)ux + b(x, y)uy + c(x, y)u = −d(x, y) in D, (1)
where the coefficients satisfy Condition C, namely
L∞
[
η,D+
]
 k0 for η = a, b, c, L∞
[
d,D+
]
 k1, c 0 in D+,
C˜
[
d,D−
]= C[d,D−]+C[dx,D−] k1, C˜[η,D−] k0 for η = a, b, c. (2)
Here D+ = D ∩ {|y − 1/2| > 1/2}, D− = D \ D+, k0, k1 ( 6 max[1, k0]) are non-negative
constants, and
G1(y) =
y∫
H(t) dt, G2(y) =
y∫
H(t) dt, H(y) =
√∣∣K(y)∣∣.
0 −1
G. Wen et al. / J. Math. Anal. Appl. 333 (2007) 679–694 681We can choose K(y) such that sgnyK(y) = |y|mh(y) for y  −1/2 and − sgn(1 + y)K(y) =
|y + 1|mh(y) for y −1/2, where m is a positive number and h(y) is a continuously differen-
tiable positive function. If h(y) = 1, G1(y) = 2 sgny|y|(m+2)/2/(m + 2), G2(y) = −2 sgn(1 +
y)|y+1|(m+2)/2/(m+2). For simplicity, in the following we denote by G(y) the function G1(y)
in D+1 = D ∩ {y > −1/2} and G2(y) in D+2 = D ∩ {y < −1/2}, respectively.
We note that when the coefficients a = b = c = d = 0, Eq. (1) becomes the famous Chaplygin
equation in gas dynamics:
K(y)uxx + uyy = 0 in D. (3)
We refer the readers to [1] and [7] for the important mechanical background of Eqs. (1) and (3).
Many authors [1–8,10,12,13] have discussed the Tricomi problem for some second order
equations. The general Tricomi–Rassias (GTR) problem for generalized Chaplygin equations
may be formulated as follows:
Problem GTR. Find a continuous solution u(z) of Eq. (1) in D, such that ux,uy are continuous
in D∗ = D \ {A0,A′0, . . . ,AN,A′N,P1P2, . . . ,P2N−1P2N } and the following boundary condi-
tions are met:
1
2
∂u
∂ν
= 1
H(y)
Re
[
λ(z)uz˜
]= Re[Λ(z)uz]= r(z) on Γ ∪L∗,
1
H(y)
Im
[
λ(z)uz˜
]∣∣
z=z2l−1 = Im
[
Λ(z)uz
]∣∣
z=z2l−1 = bl, l = 1, . . . ,N − 1,
1
H(y)
Im
[
λ(z)uz˜
]∣∣
z=z2N = Im
[
Λ(z)uz
]∣∣
z=z2N = bN,
u(tlk) = dlk, l = 0,1, . . . ,N, k = 1,2. (4)
Here Γ = Γ0 ∪Γ ′0, L∗ = Lˆ∪ Lˆ′ with Lˆ = Γ1 ∪Γ3 ∪ · · ·∪Γ2N−3 ∪Γ2N and Lˆ′ = Γ ′1 ∪Γ ′3 ∪ · · · ∪
Γ ′2N−3 ∪Γ ′2N, tl1 = Al and tl2 = A′l (l = 0,1, . . . ,N). ν is a given vector at point z ∈ Γ. If z ∈ Γ ,
then uz˜ = [H(y)ux − iuy]/2, Λ(z) = cos(l, x) − i cos(l, y), and λ(z) = Reλ(z) + i Imλ(z).
If z ∈ L∗ = Lˆ ∪ Lˆ′, then uz˜ = [H(y)ux − juy]/2, λ(z) = Reλ(z) + j Imλ(z). bl (l ∈ J1 =
{1, . . . ,N}) and dlk (l ∈ J2 = {0,1, . . . ,N}, k ∈ J3 = {1,2}) are real constants. λ(z), r(z), bl
(l ∈ J1) and dlk (l ∈ J2, k ∈ J3) satisfy the conditions
C1α
[
λ(z),Γ
]
 k0, C1α
[
λ(z),L∗
]
 k0, C1α
[
r(z),Γ
]
 k2, C1α
[
r(x),L∗
]
 k2,
cos(l, n) 0 on Γ ∪L∗, |bl | k2 (l ∈ J1), |dlk| k2 (l ∈ J2, k ∈ J3),
max
z∈Lˆ
1
|Reλ(z)− Imλ(z)|  k0, maxz∈Lˆ′
1
|Reλ(z)+ Imλ(z)|  k0, (5)
in which n is the outward normal vector at every point on Γ , α (0 < α < 1), k0, k2 are non-
negative constants.
Rassias [7] proposed the exterior Tricomi problem for the mixed equation K(y)uxx + uyy +
r(x, y)u = f (x, y) in a doubly connected domain and proved the uniqueness of solutions for
the problem. It is not difficult to introduce the exterior Tricomi problem for Eq. (1) in a doubly
connected domain. And it is not difficult to see that the exterior Tricomi problem for the mixed
equation K(y)uxx + uyy + r(x, y)u = f (x, y) or Eq. (1) is a special case of Problem GTR.
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It is clear that
u(z) = 2 Re
z∫
tl−1k
[
U
H(y)
+
(
i
−j
)
V
]
dz + u(tl−1k) in
(
D+k
Glk
)
,
l = 1, k ∈ J3,
l ∈ J1, k ∈ J3, (6)
in which u(t01) = d01 = d1, u(t02) = d02 = d2, Gl1 = Gl ∩ {y  −1/2} and Gl2 = Gl ∩ {y 
−1/2} for l ∈ J1, and tl−1k (l ∈ J1, k ∈ J3) are as stated before.
The number
K = 1
2
(K0 +K1 + · · · +KN) (7)
is called the index of Problem GTR in D+ ∩ {y > 0}, where
Kl =
[
φl
π
]
+ Jl, Jl = 0 or 1, eiφl = λ(tl − 0)
λ(tl + 0) ,
γl = φl
π
−Kj , l = 0,1, . . . ,N. (8)
Here tl = al , l = 0,1, . . . ,N , λ(t) = eiπ/2 on L0 = {a0 < x < aN, y = 0}, λ(t0 + 0) =
λ(t1 − 0) = · · · = λ(tN − 0) = exp(iπ/2). We can choose the index K = 0 or −1/2 on the
boundary ∂G0 of G0 and require that −1/2 γl < 1/2 (l = 0,1, . . . ,N). If cos(l, n) ≡ 0 on Γ0,
then λ(t0 − 0) = − exp(iπ/2) = −λ(tN + 0) and we can select K0 = −1, K1 = · · · = KN = 0,
K = −1/2. In this case, the last two point conditions in (4) can be removed. In fact, if
cos(l, n) ≡ 0 on Γ0, from the boundary condition (4), we can determine the value u(aN) by
the value u(a0), namely
u(aN) = 2 Re
aN∫
a0
uz dz + u(a0) = 2
S∫
0
Re
[
z′(s)uz
]
ds + d0 = 2
S∫
0
r(z) ds + d0,
in which z(s) is a parameter expression of arc length s of Γ0 with the condition z(a0) = 0,
Λ(z) = z′(s) on Γ0, and S is the length of the boundary Γ0. The index of λ(z) on ∂G′0 can be
similarly discussed. In this paper, we consider the case K = 0 on ∂G0. The other case K = −1/2
can be similarly discussed. In the following, we mainly focus on D˜ = D ∩ {y −1/2}. A sim-
ilar discussion can be made for Dˆ = D ∩ {y  −1/2}. For convenience, sometimes G0 ∪ G′0,
Gl1 ∪Gl2, Gl1, Γl ∪ Γ ′l will be written as G0, Gl1, Gl , Γl , respectively.
Noting that λ(z), r(z) ∈ C1α(Γ ∪ L∗) (0 < α < 1), we can find two twice continuously dif-
ferentiable functions u±0 (z) in D± that are the solutions of oblique derivative problems for
harmonic equations in D± with the boundary condition on Γ ∪ L∗ in (4). Thus the function
v(z) = v±(z) = u(z)− u±0 (z) in D is the solution of Problem GTR0, i.e. the equation
K(y)vxx + vyy + avx + bvy + cv + d˜ = 0 in D, (9)
and corresponding boundary conditions
Re
[
λ(z)W(z)
]= Re[λ(z)vz˜]= R(z) = 0 on Γ ∪L∗,
v(tlk) = dlk = 0, l ∈ J2, k ∈ J3,
lw(z2l−1) = Im
[
λ(z2l−1)W(z2l−1)
]= Im[λ(z)vz˜]∣∣z=z2l−1 = b′l = 0, l = 1, . . . ,N − 1,
lw(z2N) = Im
[
λ(z2N)W(z2N)
]= Im[λ(z)vz˜]∣∣ = H(y2N)bN = b′N = 0, (10)z=z2N
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W(z) = U + iV = v+
z˜
in D+ and W(z) = U +jV = v−
z˜
in D−. For convenience, the notation lw
is used to represent the corresponding formula. Hence later on we only discuss the homogeneous
boundary condition (10) and the case of index K = 0 on ∂G0 and ∂G′0. From v(z) = v±(z) =
u(z) − u±0 (z) in D±, we have u(z) = v−(z) + u−0 (z) in D−, u(z) = v+(z) + u+0 (z) in D+,
v+(z) = v−(z)−u+0 (z)+u−0 (z), v+y = v−y −u+0y +u−0y = 2Rˆ0(x), and v−y = 2R˜0(x) on L˜0 ∪ L˜′0
for L˜0 = A0AN \ {A0,A1, . . . ,AN } and L˜′0 = A′0A′N \ {A′0,A′1, . . . ,A′N }.
We note that by an appropriate conformal mapping, the boundaries Γ0,Γ ′0 of the domains
G0,G′0 can become smooth curves including line segments ReZ = ±1 near Z = ±1,±1 − i,
respectively. If the inner angles of D+Z = DZ ∩ {|y − 1/2| > 1/2} at Z = ±1, Z = ±1 − i are
greater than π/2, then the equation automatically satisfies Condition C. If the inner angles of
D+Z at Z = ±1, Z = ±1 − i are less than π/2, then we need to multiply the new equation (22)
below by X(Z) = (Z − 1)(Z + 1)(Z − 1 + i)(Z + 1 + i) so that the new equation in the domain
D+Z satisfies Condition C. Besides if we multiply the complex equation (22) below and boundary
condition (4) by X(Z) = ∏Nl=0(Z − Al)(Z − A′l ), then the index K = 0 of the boundary con-
dition (4) in D+ ∩ {Y > 0} can be transformed into the new index K˜ = (N − 1)/2 of the new
equation and boundary value problem in DZ ∩ {Y > 0}, and hence we can have N + 1 point
conditions in the boundary condition (4). For the domain D+ ∩ {Y < −1}, the problem can be
handled in a similar way.
2. Representation of solutions of the general Tricomi–Rassias problem for generalized
Chaplygin equations
To begin, we shall first discuss the following problem on transformation. Since the intersection
points of characteristic boundaries P2l−1 = Γ2l−1 ∩ Γ ′2l−1, P2l = Γ2l ∩ Γ ′2l (l = 1, . . . ,N) are
not equal, we need to find a transformation, such that the bounded domain Gl will be reduced
to another bounded domain Gˆl , where Gl is bounded by the boundary Al−1Al ∪ Γ2l−1 ∪ Γ2l ∪
P2l−1P2l , and Gˆl is bounded by the boundary Al−1Al ∪ Γˆ2l−1 ∪ Γˆ2l (1 l N). Here
Γ2l−1 =
{
x = al−1 −G1(y), al−1  x  x2l−1
}
,
Γ2l =
{
x = al +G1(y), x2l  x  al
}
, 1 l N, (11)
Γˆ2l−1 =
{
x = al−1 −G1(y), al−1  x  (al − al−1)/2
}
,
Γˆ2l =
{
x = al +G1(y), (al − al−1)/2 x  al
}
, 1 l N, (12)
where G1(y) is as stated in Section 1. Note that y = −γ (x) is equivalent to x = al−1 − G1(y)
on al−1  x  x2l−1 and y = −γ (x) = −1/2 on x2l−1  x  x2l . It is clear that al−1 < x2l−1 <
(al − al−1)/2 < x2l < al . Obviously the curve Lˆ2l−1 can be expressed by x = σ(ν) = (μ+ ν)/2
for μ = x + G1(y) = x + Y , and ν = x − G1(y) = x − Y , i.e. μ = 2σ(ν) − ν, al−1  ν 
x2l + γ (x2l ).
Do the following transformation
μ˜ = (al − al−1)
[
μ− 2σ(ν)+ ν]/[al − 2σ(ν)+ ν]+ al−1,
ν˜ = ν, 2σ(ν)− ν  μ al, al−1  ν  al, l = 1, . . . ,N, (13)
where μ,ν are real variables. The inverse transformation is then
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ν = ν˜, al−1  μ˜ al, al−1  ν˜  al, l = 1, . . . ,N. (14)
It is not difficult to see that the transformation in (13) maps the domain G onto Gˆ. The transfor-
mation (13) and its inverse transformation (14) can be rewritten as
x˜ = 1
2
(μ˜+ ν˜), Y˜ = 1
2
(μ˜− ν˜), x = μ+ ν
2
, Y = μ− ν
2
. (15)
Denote by
Z˜ = x˜ + j Y˜ = f (Z), Z = x + jY = f−1(Z˜) (16)
the transformation and the inverse transformation in (15), respectively. In this case, the corre-
sponding equation (22) below in G can be rewritten in the form
ξμ = A˜1ξ + B˜2η + C˜1u+ D˜1, ην = A˜2ξ + B˜2η + C˜1u+ D˜2,
z ∈ Gl, l = 1, . . . ,N. (17)
Through the transformation (13), we obtain ξμ˜ = [al − 2σ(ν)+ ν]ξμ/(al − al−1), ην˜ = ην in Gˆl
(l = 1, . . . ,N), where ξ = u+ v, η = u− v, and then
ξμ˜ =
[
al − 2σ(ν)+ ν
][A˜1ξ + B˜2η + C˜1u+ D˜1]/(al − al−1),
ην˜ = A˜2ξ + B˜2η + C˜1u+ D˜2 in Gˆl, l = 1, . . . ,N. (18)
Moreover the boundary condition on L∗ in (4) can be reduced to the form
Re
[
λ(z)w(z)
]= H(y)r(z) = R1(z) on L˜∗,
lw(z2l−1) = b′l , l = 1, . . . ,N − 1, lw(z2N) = b′N, (19)
where b′l = H(−1/2)bl , l ∈ J1, R(z) = H(y)r(z) is as stated in (4). By the transformation (15),
the above boundary condition (19) is transformed into
Re
[
λ
(
f−1(Z˜)
)
w
(
f−1(Z˜)
)]= R1(f−1(Z˜)), Z˜ = x˜ + j Y˜ ∈ f (L˜∗),
lw(z2l−1) = b′l , l = 1, . . . ,N − 1, lw(z2N) = b′N, (20)
in which Z˜l = f (Zl), Zl = x2l−1 + jG[−γ1(x2l−1)], l ∈ J1. Therefore the boundary value prob-
lem (17), (19) is reduced to the boundary value problem (18), (20). On the basis of Theorem 5 be-
low, we see that the boundary value problem (18), (20) has a unique solution w(Z˜) in Gˆ, and the
function w = w[Z˜(z)] in Gl , l ∈ J1 = {1, . . . ,N}, is just a solution of (17) in Gl (l = 1, . . . ,N)
with the boundary condition (19). Using (25) below, we can find a solution of Problem GTR
for Eq. (1). A similar discussion can be made for the other characteristic curves. However, one
needs to choose the known value u(z) = u0(z) on the boundary {x2l−1  x  x2l , y = −1/2}
(l = 1, . . . ,N) as the boundary value on {x21−1  x  x2l , y = −1/2} (l = 1, . . . ,N) of
D− ∩ {y < −1/2}, where u0(z) is the solution of Problem GTR in D− ∩ {y −1/2}.
In this paper, we will provide the representation of solutions for Problem GTR for Eq. (1)
in D. In the following, we only consider the case of D ∩ {y −1/2}. Noting that
W(z) = U + iV = 1
2
[
H(y)ux − iuy
]
in D+,
W(z) = U + jV = 1 [H(y)ux − juy] in D−, (21)2
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Wz˜ = H(y)WZ =
1
2
[
H(y)Wx + iWy
]= 1
4
[
H 2uxx + uyy + iHyux
]
= 1
4
[(
iHy
H
− a
H
)
Hux − buy − cu− d
]
= 1
4
[(
iHy
H
− a
H
− ib
)
W +
(
iHy
H
− a
H
+ ib
)
W − cu− d
]
= A1(z)W +A2(z)W +A3(z)u+A4(z) = g(Z) in D+,
W
z˜
= H(y)WZ =
1
2
[
H(y)Wx + jWy
]= 1
2
H
[
(U + jV )x + j (U + jV )y
]
= H [e1(U + V )μ + e2(U − V )ν]
= e1
4
[(
Hy
H
+ a
H
− b
)
(U + V )+
(
Hy
H
+ a
H
+ b
)
(U − V )+ cu+ d
]
+ e2
4
[(
Hy
H
− a
H
− b
)
(U + V )+
(
Hy
H
− a
H
+ b
)
(U − V )+ cu+ d
]
in D−,
(22)
where e1 = (1 + j)/2, e2 = (1 − j)/2, Z = Z(z) = x + jG(y) and τ = μ + iν = x + G(y) +
j [x −G(y)] = τ(z) are the mappings from D onto the domains DZ and Dτ , respectively. Espe-
cially, the complex equation
W ¯˜z = 0 in D, (23)
can be rewritten as the system[
(U + V )+ i(U − V )]
μ−iν = 0 in D+,
(U + V )μ = 0, (U − V )ν = 0 in D−. (24)
The boundary problem for Eq. (22) with the boundary condition (4) (W(z) = uz˜) and the relation
u(z) =
⎧⎨
⎩
2 Re
∫ z
a0
[ReW(z)
H(y)
+ i ImW(z)]dz + d1 in D+1 ,
2 Re
∫ z
tl−1 1 [ReW(z)H(y) − j ImW(z)]dz + dl1 in Gl1, l ∈ J1,
(25)
will be called Problem A. By the discussion at the beginning of this section, we can consider the
case where characteristics Γ2l−1 and Γ2l (l = 1, . . . ,N) meet at point z˜l (l = 1, . . . ,N).
The following theorem gives a representation of solutions of Problem GTR for Eq. (1).
Theorem 1. Under Condition C, any solution u(z) of Problem GTR for Eq. (1) in D can be
expressed as follows:
u(z) = u(x)− 2
y∫
cl
V dy
= 2 Re
z∫
t
[
Rew
H
+
(
i
−j
)
Imw
]
dz + dlk in
(
D+k
Glk
)
,
l = 1, k ∈ J3,
l ∈ J1, k ∈ J3,l−1k
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[
z(Z)
]= Φˆ(Z)+ Ψˆ (Z), Ψˆ (Z) = −2i Im 1
π
∫ ∫
D+t
f (t)
t −Z dσt in D
+
Z ,
w(z) = φ(z)+ψ(z) = ξ(z)e1 + η(z)e2 in D−,
ξ(z) =
μ∫
al−1
g1(z)
H(y)
dμ = ζ(z)+
y∫
dl
g1(z) dy =
∫
S1
g1(z) dy +
y∫
0
g1(z) dy
=
yˆ∫
y1
gˆ1(z) dy, z ∈ s1, η(z) = θ(z)+
y∫
0
g2(z) dy, z ∈ s2,
gl(z) = A˜l(U + V )+ B˜l(U − V )+ 2C˜lU + D˜lu+ E˜l, l = 1,2. (26)
Here c1 = 0, c2 = −1, U = Hux/2, V = −uy/2. Φ(Z) is an analytic function in D+Z = Z(D+).
Z(z) = x + jY = x + iY (y) is a mapping from z(∈ D+) to Z. s1, s2 are two families of charac-
teristics in D−:
s1:
dx
dy
=√−K(y) = H(y), s2: dx
dy
= −√−K(y) = −H(y) (27)
passing through z = x + jy ∈ D−. ξ(z) = ∫ μ
al−1 [g1(z)/2H(y)]dμ (l = 1, . . . ,N − 1) are the
integrals along characteristic curves in s1 from the points z1 = x1 + jy1 on Γ2l−1 to the points
z = x+jy ∈ DZ. η(z) =
∫ ν
aN
[g2(z)/2H(y)]dν are the integrals along characteristic curves in s2
from the points z1 = x1 +jy1 on Γ2N to the points z = x+jy ∈ DZ . S1, S2 are the characteristic
curves from the points on Γ2l−1,Γ2l to the points on L˜0. ζ(z) =
∫
S1
g1(z) dy. θ(x) = −ζ(x) on
L˜0 ∩ {−1 < x < aN−1}, θ(z) = −ξ(x + G(y)) in Gl (1 l N − 1), and θ(z) =
∫
S2
g2(z) dy.
ζ(x) = −θ(x) on L˜0 ∩ {x > aN−1} and ζ(z) = −θ(x −G(y)) in GN . φ(z) = ζ(z)e1 + θ(z)e2 is
a solution of (24) in D−. Finally,
w(z) = U(z)+ jV (z) = 1
2
[Hux − juy],
ξ(z) = Reψ(z)+ Imψ(z), η(z) = Reψ(z)− Imψ(z),
A˜1 = B˜2 = 12
(
hy
2h
− b
)
, A˜2 = B˜1 = 12
(
hy
2h
+ b
)
,
C˜1 = a2H +
m
4y
, C˜2 = − a2H +
m
4y
,
D˜1 = −D˜2 = c2 , E˜1 = −E˜2 =
d
2
, (28)
and
dμ = d[x +G(y)]= 2H(y)dy on s1, dν = d[x −G(y)]= −2H(y)dy on s2.
Proof. From (22) it is easy to see that Eq. (1) in D− can be reduced to the system of integral
equation (26). Moreover we can extend Eq. (22) onto the symmetrical domain DˆZ of D−Z with
respect to the real axis ImZ = 0. More specially, we introduce the function Wˆ (Z) as follows:
Wˆ (Z) =
{
W [z(Z)],
−W [z(Z)], uˆ(z) =
{
u(Z) in D−Z ,
−u(Z) in Dˆ ,Z
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Wˆ
z˜
= Aˆ1Wˆ + Aˆ2Wˆ + Aˆ3uˆ+ Aˆ4 = gˆ(Z) in D−Z ∪ DˆZ, (29)
where
Aˆl(Z) =
{
Al(Z),
A˜l(Z),
l = 1,2,3, Aˆ4(Z) =
{
A4(Z),
−A4(Z),
gˆl(Z) =
{
gl(z) in D−Z ,
−gl(Z) in DˆZ,
l = 1,2.
Here A˜1(Z) = A2(Z), A˜2(Z) = A1(Z), A˜3(Z) = A3(Z). We mention that uˆ(z) on L˜0 may not
be continuous. But this does not affect the discussion. It is easy to see that the system of integral
equations (26) can be written in the form
ξ(z) = ζ(z)+
y˜∫
0
g1(z) dy =
yˆ∫
y1
gˆ1(z) dy,
η(z) = θ(z)−
y∫
0
g2(z) dy =
yˆ∫
y1
gˆ2(z) dy, zˆ = x + j yˆ = x + j |y| ∈ D−Z ∪ DˆZ, (30)
where x1 + jy1 is the intersection point of Γ2l−1 and the characteristic curve s1 passing through
z = x + jy. In the above, because of ζ(x) + θ(x) = 0 on L0, the function θ(z) is determined
by ζ(z), i.e. θ(z) = −ζ(z) = −ζ(x + G(y)) in Gl (1  l  N − 1), and the function ζ(z) is
determined by θ(z), i.e. ζ(z) = −θ(z) = −θ(x −G(y)) in GN , for the extended integral, which
can be appropriately defined in D−Z . For convenience, later on the numbers yˆ − y1, tˆ − y1 will be
denoted by y˜, t˜ , respectively. 
3. Unique solvability of solutions of the general Tricomi–Rassias problem for generalized
Chaplygin equations
In this section, we prove the uniqueness and existence of solutions of Problem GTR for
Eq. (1).
Theorem 2. Suppose that Eq. (1) satisfies Condition C and (45) below. Then Problem GTR for
(1) has at most one solution in D.
Proof. Let u1(z), u2(z) be any two solutions of Problem GTR for (1). By Theorem 1, it is easy
to see that u(z) = u1(z)− u2(z) and w(z) = uz˜ satisfy the homogeneous equation and boundary
conditions
K(y)uxx + uyy + aux + buy + cu = 0, i.e. wz˜ = A1w +A2w +A3u in D, (31)
1
2
∂u
∂ν
= 1
H(y)
Re
[
λ(z)uz˜
]= Re[λ(z)w(z)]= 0 on Γ ∪L∗,
lw(z2l−1) = 0, l = 1, . . . ,N − 1, lw(z2N) = 0, u(tlk) = 0, l ∈ J2, k ∈ J3,
(32)
688 G. Wen et al. / J. Math. Anal. Appl. 333 (2007) 679–694where the function w(z) = U(z) + jV (z) = [Hux − juy]/2 in the hyperbolic domain D− can
be expressed in the form
w(z) = φ(x)+ψ(z) = ξ(z)e1 + η(z)e2,
ξ(z) = ζ(z)+
y∫
0
[
A˜1(U + V )+ B˜1(U − V )+ 2C˜1U + 2D˜1u+ E˜1
]
dy, z ∈ s1,
η(z) = θ(z)+
y∫
0
[
A˜2(U + V )+ B˜2(U − V )+ 2C˜2U + 2D˜2u+ E˜2
]
dy, z ∈ s2, (33)
in which φ(z) is a solution of (24). Thus
u(z) = 2 Re
z∫
tl−1k
[
Rew(z)
H(y)
+
(
i
−j
)
Imw
]
dz in
(
D+k
G−lk
)
,
l = 1, k ∈ J3,
l = J1, k ∈ J3, (34)
is the solution of the homogeneous equation of (1) with homogeneous boundary conditions of (4).
Next we verify that the above solution u(z) ≡ 0 in D+. If the maximum M = max
D+ u(z) > 0,
it is clear that the maximum point z∗ /∈ D+. If the maximum M occurs at a point z∗ ∈ Γ0
and cos(l, n) > 0 at z∗, we get ∂u/∂l > 0 at z∗, which contradicts the first formula of (32).
If cos(l, n) = 0 at z∗, denote by Γ ′ the longest curve of Γ0 including the point z∗, so that
cos(l, n) = 0 and u(z) = M on Γ ′. Then there exists a point z′ ∈ Γ0 \ Γ ′, such that at z′,
cos(l, n) > 0, ∂u/∂n > 0, cos(l, s) > 0 (< 0), ∂u/∂s  0 ( 0), and hence
∂u
∂l
= cos(l, n)∂u
∂n
+ cos(l, s)∂u
∂s
> 0 at z′,
holds, where s is the tangent vector at z′ ∈ Γ0. Again, this is a contradiction. This shows
z∗ /∈ Γ0. Moreover from Theorem 3 below, we can derive u(x) = 0 on L˜0. This shows that
the positive maximum of u(z) cannot occur at a point on L˜0. Hence maxD+ u(z) = 0. Similarly,
min
D+ u(z) = 0 can be derived. Therefore u(z) = 0, u1(z) = u2(z) in D+. 
Theorem 3. If Eq. (1) satisfies Condition C and (45) below, then Problem GTR for (1) in D−
has at most one solution.
Proof. We assume that m is a positive number. Denote by u1(z) and u2(z) two solutions of
Problem GTR for (1). By Theorem 1, we see that the function uz˜(z) = u1z˜(z)−u2z˜(z) = U(z)+
jV (z) in D− is a solution of the homogeneous system of integral equations
u(z) = u(x)− 2
y∫
0
V (z) dy =
z∫
−1
[
Rew
H(y)
− j Imw
]
dz in D−,
w(z) = φ(z)+ψ(z) = ξ(z)e1 + η(z)e2,
ξ(z) = ζ(z)+
y∫ [
A˜1(U + V )+ B˜1(U − V )+ 2C˜1U + D˜1u
]
dy, z ∈ s1,0
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y∫
0
[
A˜2(U + V )+ B˜2(U − V )+ 2C˜2U + D˜2u
]
dy, z ∈ s2. (35)
Noting that ux,uy are continuous in D \ {A0,A1, . . . ,AN,P1P2, . . . ,P2N−1P2N } and φ(z) is a
solution of (23) in D−, we can prove w(z) = φ(z)+ψ(z) = 0 in D−.
In fact, choose any closed set D0 = D− ∩ {al−1 < d0 = al−1 + δ0  x < d1 = al − δ0 < al,
−δ  y  0} (1  l  N), where d0 and d1 are real numbers, δ and δ0 are sufficiently small
positive constants. Due to the continuity of ux,uy in D0, there exist positive numbers N (> 1),
γ (< 1), β = min(1,m/2)− β0 dependent on m,u(z),D0, ε, such that∣∣u(z)− u(x)∣∣Nγ |y|β, ∣∣u(z)∣∣Nγ, ∣∣ξ(z)∣∣Nγ,∣∣η(z)∣∣Nγ, ∣∣ξ(z)+ η(z)∣∣Nγ |y|1+m/2−2β0 , (36)
in which β0 is a sufficiently small positive constant. Here the last formula is derived from (51)
below. From (35), we can obtain
∣∣ξ(z)− ζ(z)∣∣=
∣∣∣∣∣
y∫
0
[
A˜1ξ + B˜1η + C˜1(ξ + η)+ D˜1u
]
dy
∣∣∣∣∣

∣∣∣∣∣
y∫
0
Nγ
[|A˜1| + |B˜1| + |D˜1| + |C˜1||y|1+m/2−2β0]dy
∣∣∣∣∣

∣∣∣∣∣
y∫
0
Nγ
[
3k3 +
(
ε(y)
2
+ m
4
)
|y|m/2−2β0
]
dy
∣∣∣∣∣
Nγ
[
3k3|y| + 2ε(y)+m4 + 2m− 8β0 |y|
1+m/2−2β0
]
Nγ 2|y|β on s1,
where ε(y) is as stated in (45) below, and k3 is chosen such that |hy/h|  k3 ( max[1, k0,
k1, k2]). Similarly we have
∣∣η(z)− θ(z)∣∣=
∣∣∣∣∣
y∫
0
[
A˜2ξ + B˜2η + C˜2(ξ + η)+ D˜2u
]
dy
∣∣∣∣∣Nγ 2|y|β on s2.
Applying the repeated insertion and the method in the proof of Theorem 5, the inequalities∣∣u(z)− u(x)∣∣Nγ k|y|β, ∣∣ξ(z)− ζ(z)∣∣Nγ k|y|β, ∣∣η(z)− θ(z)∣∣Nγ k|y|β,
k = 2,3, . . . , (37)
are obtained. This shows that u(z) = 0, ξ(z) = 0, η(z) = 0 in D0. Taking into account the arbi-
trariness of d0 and d1, and using the method in [13], we can derive u(z) = 0, ξ(z) = 0, η(z) = 0
in D−. This completes the proof. 
Below we discuss a new approach in proving the existence of solutions of Problem GTR for
Eq. (1) under certain conditions. As stated in Section 1, it suffices to discuss Problem GTR0
for (1). It is clear that Problem GTR0 is equivalent to Problem A for the complex equation
w¯ = A1(z)w +A2(z)w +A3(z)u+A4(z) in D, (38)z˜
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u(z) =
{
2 Re
∫ z
a0
[Rew(z)
H(y)
+ i Imw(z)]dz + d1 in D+,
u(x)− ∫ y0 Imw(z)dy in D−, (39)
and the boundary conditions
Re
[
λ(z)w(z)
]= R(z) on Γ ∪L∗,
lw(z2l−1) = b′l , l = 1, . . . ,N − 1, lw(z2N) = b′N, u(tl) = dl, l ∈ J2, (40)
where H(y) = √|K(y)|, the coefficients in (38) are as stated in (16), λ(z),R(z), zl, bl are as
stated before, but
R(z) = 0 on Γ ∪L∗, b′l = 0, l ∈ J1, dl = 0, l ∈ J2. (41)
We decompose Problem A into two boundary problems, i.e. Problem A+: (38), (39) in D+ with
the boundary conditions
Re
[
λ(z)w(z)
]= R(z) on Γ0 ∪ Γ ′0,
Re
[
(1 + i)w(z)]= Rˆ0(x) on L˜0, (42)
and Problem A−: (38), (39) in D− with the boundary conditions
Re
[
λ(z)w(z)
]= R(z) on L∗, Im[(1 − j)w(z)]= R˜0(x) on L˜0,
lw(z2l−1) = b′l , l = 1, . . . ,N − 1, lw(z2N) = b′N, (43)
where we mention that the corresponding functions f (x) = −g(x) on L˜0 in (43), and
R(z) = 0 on Γ ∪L∗, b′l = 0, l ∈ J1, dl = 0, l ∈ J2. (44)
On the basis of a similar procedure in [11], we can verify the existence of solutions of Prob-
lem A+. In [9], the author discussed the equations of mixed type without degenerate line and
suggested some methods to handle equations of mixed type with parabolic degeneracy. In the
following we shall sketch the proof that there exists a solution of the above Problem A− in D−.
The detailed proof is similar to that in [13].
Theorem 4. If Eq. (1) satisfies Condition C and (45) below, then there exists a solution
[w(z),u(z)] of Problem A− for (38), (39), (43), (44).
Proof. By using the result in [9], we may only discuss the problem in the closed domain D0 =
D− ∩ {d0  x  d1, −δ  y  0}, where s1, s2 are the characteristics of families in Theorem 1
emanating from any two points (d0,0), (d1,0) (al−1 < d0 = al−1 + δ0 < d1 = al, 1 l N − 1
or aN−1 = d0 < d1 = aN − δ0), which intersect at a point (x, y) ∈ D−. Here δ, δ0 are sufficiently
small positive constants.
We discuss the case of K(y) = −|y|mh(y), where m,h(y) are as stated in Section 1. In order
to find a solution of the system of integral equations (26), we need to add a condition, namely
a(x, y)|y|1−m/2 = o(1), i.e.∣∣a(x, y)∣∣= ε(y)|y|m/2−1, m 2, −δ  y  0, (45)
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x + jy ∈ D− meet with the axis y = 0 at x1, x2, respectively, where |x1 − x2| < 1. Then for any
two points z˜1 = x˜1 + j y˜ ∈ s1, z˜2 = x˜2 + j y˜ ∈ s2, we have
|x˜1 − x˜2| |x1 − x2| = 2
∣∣∣∣∣
y∫
0
√−K(t) dt
∣∣∣∣∣ 2k0m+ 2 |y|1+m/2
 k1
6
|y|m/2+1 M|y|m/2+1, |y|1+m/2  k0(m+ 2)
2
|x1 − x2|. (46)
From Condition C, we can assume that the coefficients in (26) are continuously differentiable
with respect to x ∈ L˜0 and satisfy the conditions
|A˜l |, |A˜lx |, |B˜l |, |B˜lx |, |D˜l |, |D˜lx | k0  k16 , |E˜l |, |E˜lx |
k1
6
,
2
√
h,
1√
h
,
∣∣∣∣hyh
∣∣∣∣ k0  k16 in D−, l = 1,2. (47)
Later on we shall use the constants
M = 4 max[M1,M2,M3], M1 = max
[
8(k1d)2,
M3
k1
]
,
M2 = 2k1 + 12 (2ε0 +m)δ
β ′−1, M3 = 2k21
[
d + 1
2H(y′1)
]
,
M0 = d
[
2k1 + 2ε0 +m2δ
]
M2,
γ = 2k1δ + 4ε(y)+m2β ′ < 1, 0 |y| δ, (48)
where d is the diameter of D−, and 1/2H(y′1)  k0[(m + 2)δ0/k0]−m/(2+m) for a sufficiently
small δ0. We choose v0 = 0, ξ0 = 0, η0 = 0 and substitute them into the corresponding positions
of v, ξ, η on the right-hand side of (26) to obtain
v1(z) = v1(x)− 2
y∫
0
V0 dy = v1(x)+
y∫
0
(η0 − ξ0) dy,
ξ1(z) = ζ1(z)+
y∫
0
g10(z) dy = ζ1(z)+
y∫
0
E˜1 dy =
yˆ∫
y1
Eˆ1 dy,
η1(z) = θ1(z)+
y∫
0
g20(z) dy = θ1(z)+
y∫
0
Eˆ2 dy =
yˆ∫
y1
Eˆ2 dy,
gl0 = A˜lξ0 + B˜lη0 + C˜l(ξ0 + η0)+ D˜lv + E˜l = E˜l, l = 1,2, (49)
where v(x) = u(x) − u0(x) on L˜0 as stated before. Here we only discuss the case where z1 =
x1 + jy1 is the intersection of L2l−1 and the characteristic curve s1 passing through the point
z = x + jy ∈ D− ∩ {−1 < x < a2N−1}. A similar discussion can be given to z = x + jy ∈ D− ∩
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which satisfy the relations
vk+1(z) = vk+1(x)− 2
y∫
0
Vk(z) dy = vk+1(x)+
y∫
0
(ηk − ξk) dy,
ξk+1(z) = ζk+1(z)+
y∫
0
g1k(z) dy =
yˆ∫
y1
gˆlk dy,
ηk+1(z) = θk+1(z)+
y∫
0
g2k(z) dy =
yˆ∫
y1
gˆ2k(z) dy,
glk(z) = A˜lξk + B˜lηk + C˜l(ξk + ηk)+ D˜lvk + E˜l, l = 1,2, k = 0,1,2, . . . . (50)
Setting that g˜lk+1(z) = glk+1(z)− glk(z) (l = 1,2) and
y˜ = yˆ − y1, t˜ = tˆ − y1, v˜k+1(z) = vk+1(z)− vk(z),
ξ˜k+1(z) = ξk+1(z)− ξk(z), η˜k+1(z) = ηk+1(z)− ηk(z),
ζ˜k+1(z) = ζk+1(z)− ζk(z), θ˜k+1(z) = θk+1(z)− θk(z),
we can prove that {v˜k}, {ξ˜k}, {η˜k}, {ζ˜k}, {θ˜k} in D0 satisfy the estimates∣∣v˜k(z)∣∣, ∣∣ξ˜k(z)− ζ˜k(z)∣∣, ∣∣η˜k(z)− θ˜k(z)∣∣M ′γ k−1|y|1−β,∣∣ξ˜k(z)∣∣, ∣∣η˜k(z)∣∣M(M0|y˜|)k−1/(k − 1)!M ′γ k−1,∣∣ξ˜k(z1)− ξ˜k(z2)− ζ˜k(z1)− ζ˜k(z2)∣∣, ∣∣η˜k(z1)− η˜k(z2)− θ˜k(z1)− θ˜k(z2)∣∣
M ′γ k−1
[|x1 − x2|1−β + |x1 − x2|β |t |β ′],∣∣ξ˜k(z1)− ξ˜k(z2)∣∣, ∣∣η˜k(z1)− η˜k(z2)∣∣
M
(
M0|t |
)k−1[|x1 − x2|1−β + |x1 − x2|β |t |β ′]/(k − 1)!
M ′γ k−1
[|x1 − x2|1−β + |x1 − x2|β |t |β ′],∣∣ξ˜k(z)+ η˜k(z)− ζ˜k(z)− θ˜k(z)∣∣M ′γ k−1|x1 − x2|β |y|β ′ ,∣∣ξ˜k(z)+ η˜k(z)∣∣M(M0|y|)k−1|x1 − x2|β |y|β ′/(k − 1)!M ′γ k−1|x1 − x2|1−β. (51)
Here z = x + jy, z = x + j t is the intersection point of characteristics of families in Theorem 1
that emanate from two points z1 = x1 + j t ′, z2 = x2 + j t ′ with |x1 − x2| < 1. β is a sufficiently
small positive constant such that (2 + m)β < 1. β ′ = (1 + m/2)(1 − 3β/2). Moreover, γ =
2k1δ + (4ε(y)+m)/2β ′ < 1 for 0 |y| δ, and M,M ′ are sufficiently large positive constants.
Given any two points z1 = x1 + jG(y1), z2 = x2 + jG(y2) ∈ D0, where x1 < x2, y1 = y < y2
(< 0), z3 = x3 + jG(y1) is the intersection point of the characteristic curve s1: x − G(y) =
x2 −G(y2) and the straight line G(y) = G(y1). From the estimate (51), we then have∣∣ξk(z1)− ξk(z2)∣∣ ∣∣ξk(z1)− ξk(z3)∣∣+∣∣ξk(z2)− ξk(z3)∣∣
M
(
M0|y˜|
)k−1[|x1 − x3|β |y|β ′ + |y|1−β |y1 − y2|β]/(k − 1)!
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(
M0|y˜|
)k−1(|y|β ′ + |y|1−β)|z1 − z2|β/(k − 1)!
M ′′
(
M0|y˜|
)k−1|z1 − z2|β/(k − 1)!, (52)
where M ′′ = maxD−[|y|β
′ + |y|1−β ]. Similarly, we can get the estimates∣∣vk(z1)− vk(z2)∣∣, ∣∣ηk(z1)− ηk(z2)∣∣M ′′(M0|y˜|)k−1|z1 − z2|β/(k − 1)!.
This shows the uniform boundedness and equicontinuity of {vk(z)}, {ξk(z)}, {ηk(z)}. Hence we
can choose the subsequences of {vn(z)}, {ξn(z)}, {ηn(z)}, which in D0 uniformly converge to
v∗(z), ξ∗(z), η∗(z) satisfying
v∗(z) = v∗(x)− 2
y∫
0
V∗ dy = u∗(x)+
y∫
0
(η∗ − ξ∗) dy,
ξ∗(z) = ζ∗(z)+
y∫
0
[
A˜1ξ∗ + B˜1η∗ + C˜1(ξ∗ + η∗)+ D˜1v∗ + E˜1
]
dy, z ∈ s1,
η∗(z) = θ∗(z)+
y∫
0
[
A˜2ξ∗ + B˜2η∗ + C˜2(ξ∗ + η∗)+ D˜2v∗ + E˜2
]
dy, z ∈ s2. (53)
Using the result in [9] and noting the arbitrariness of δ0, we can derive that the function
[W∗(z), v∗(z)] = [(ξ∗ + η∗ + jξ∗ − jη∗)/2, v∗(z)] is a solution of Problem A− for Eq. (38)
in D−. Moreover the function u(z) = v(z) + u0(z) is a solution of Problem GTR for (1) in D−.
The proof is completed. 
From the above discussion, we obtain the following theorem.
Theorem 5. If Eq. (1) satisfies Condition C and (45), then the Problem GTR for (1) has a
solution.
4. General oblique derivative problem for generalized Chaplygin equation
In Sections 1–3, we discussed the general Tricomi–Rassias problem for Eq. (1), which is
a general oblique derivative problem. In this section we introduce Problem P, another type of
general oblique derivative problem for (1). Problem P for Eq. (1) is to find a continuous solution
u(z) of (1) in D, such that ux,uy are continuous in D∗ = D \ {A0,A′0, . . . ,AN,A′N,P1P2, . . . ,
P2N−1P2N } and the following boundary conditions are satisfied:
1
2
∂u
∂ν
= 1
H(y)
Re
[
λ(z)uz˜
]= Re[Λ(z)uz]= r(z) on Γ ∪L,
Γ = Γ0 ∪ Γ ′0, L = L˜∪ L˜′, L˜ = Γ1 ∪ Γ3 ∪ · · · ∪ Γ2N−1,
L˜′ = Γ ′1 ∪ Γ ′3 ∪ · · · ∪ Γ ′2N−1,
1
H(y)
Im
[
λ(z)uz˜
]∣∣
z=z2l−1 = Im
[
Λ(z)uz
]∣∣
z=z2l−1 = bl, l = 1, . . . ,N,
u(tlk) = dlk, l = 0,1, . . . ,N, k = 1,2. (54)
694 G. Wen et al. / J. Math. Anal. Appl. 333 (2007) 679–694Here tl1 = Al and tl2 = A′l (l = 0,1, . . . ,N). ν is a given vector at point z ∈ Γ. If z ∈ Γ , then
uz˜ = [H(y)ux − iuy]/2, Λ(z) = cos(l, x) − i cos(l, y), and λ(z) = Reλ(z) + i Imλ(z). If z ∈
L = L˜ ∪ L˜′, then uz˜ = [H(y)ux − juy]/2, λ(z) = Reλ(z) + j Imλ(z). bl (l ∈ J1 = {1, . . . ,N})
and dlk (l ∈ J2 = {0,1, . . . ,N}, k ∈ J3 = {1,2}) are real constants. λ(z), r(z), bl(l ∈ J1) and dlk
(l ∈ J2, k ∈ J3) satisfy the conditions
C1α
[
λ(z),Γ
]
 k0, C1α
[
λ(z),L
]
 k0, C1α
[
r(z),Γ
]
 k2, C1α
[
r(x),L
]
 k2,
cos(l, n) 0 on Γ ∪L, |bl | k2 (l ∈ J1), |dlk| k2 (l ∈ J2, k ∈ J3),
max
z∈L˜
1
|Reλ(z)− Imλ(z)|  k0, maxz∈L˜′
1
|Reλ(z)+ Imλ(z)|  k0, (55)
where n is the outward normal vector at every point on Γ , α (0 < α < 1), k0, k2 are non-negative
constants.
We conclude this section by making several remarks. First, using an approach similar to that
in previous sections, we can obtain results for Problem P that are similar to those stated in Theo-
rems 1–5. Second, the coefficient K(y) in Eq. (1) can be replaced by the function K(x,y) defined
to be sgny|y|mh(x, y) in D ∩ {y −1/2} and − sgn(1 + y)|1 + y|mh(x, y) in D ∩ {y −1/2},
where m is a positive number and h(x, y) is a continuously differentiable positive function in D.
And third, the above characteristics Γl,Γ ′l (l = 1, . . . ,2N) can be replaced by more general
curves, which can be discussed by a method similar to that in [9].
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