his paper has both an empirical and a methodological goal. The empirical goal is to investigate the effect of household economic status on children's educational attainment across the states of India. To accomplish this aim, we propose and defend a method for estimating the effect of household wealth on educational outcomes even in the absence of survey questions on income or expenditures. We use data on asset ownership (e.g., owning a bicycle or radio) and housing characteristics (e.g., number of rooms, type of toilet facilities), henceforth called "asset indicators" or "asset variables," to construct an "asset index." We handle the vexing problem of choosing the appropriate weights by using the statistical procedure of principal components. We demonstrate the empirical validity of this approach for India by comparing the state-level averages of the asset index with data on poverty rates and gross state product per capita. Going further, we use data sets from Indonesia, Nepal, and Pakistan, which contain both expenditures and asset variables for the same households, to show a reasonable correspondence between the classification of households based on the asset index and a classification based on consumption expendi-surveys with nearly identical questionnaires covering a large number of countries or Indian states. The challenge is that the DHS/NFHS surveys contain no data on income or on household consumption expenditures. The latter is unfortunate because a large literature establishes the theoretical underpinnings of consumption expenditures as a measure of current and long-run household (and implicitly individual) welfare. (For example, see Deaton 1997; Deaton and Muellbauer 1980; Deaton and Zaidi 1999.) As a result, expenditures are routinely used in measuring poverty. We overcome the absence of expenditure data by using the information collected on assets owned by household members and on housing characteristics. These data are used to generate an asset index that proxies for wealth and hence for long-run economic status.
Three clarifications will avoid confusion at the outset. First, we are not proposing this asset index as a measure either of current welfare or of poverty. 1 We use the asset index as a determinant of current enrollment, which depends on long-run as well as current expenditures: households will smooth schooling expenditures over time and are unlikely to respond to temporary shocks by withdrawing children from school.
Second, unlike Montgomery et al. (2000) , we are not creating an asset index as a proxy for current consumption expenditures. We view the asset index and expenditures as a proxy for something unobserved: a household's long-run economic status. Therefore, although it is reassuring that these two proxies are related, discrepancies in the classification of households cannot be assumed to be "mistakes" of the asset index. The two, as proxies, have conceptually and empirically distinct limitations; therefore discrepancies could just as easily indicate limitations of current consumption expenditures. The major problem with the asset index is that the weights on individual indicators are not grounded theoretically. The major problem with current expenditures as a proxy for long-run wealth is the presence of short-term fluctuations. 2 Third, we emphasize that the principal-components approach is a pragmatic response to a data constraint problem. In this paper we set the modest goal of establishing the validity of this particular approach in this application; we do not establish that our approach is "optimal" because there may be other methods that possess superior statistical properties.
Construction of an Asset Index
How does one aggregate various asset ownership indicators into one variable to proxy for household "wealth"? Even if the question is simplified by limiting the aggregation to a linear index, how should the weights be chosen? Equal weights have the appeal of simplicity and apparent objectivity, but these qualities only mask the fact that the imposition of numeric equality is completely arbitrary.
A second option would be to estimate the current value of household assets using explicit and implicit "prices" as weights. If the data did not include current values, then the purchase price, the date of purchase, and a suitable depreciation rate could be used to estimate them. The DHS and NFHS data, however, are typical in that they include binary indicators on asset ownership and housing characteristics but not current value, purchase price, or vintage of assets.
A third possible solution is not to build an index at all but simply to enter all of the asset variables separately in a linear multivariate regression equation. This procedure implicitly creates weights on the variables. Such an approach handles the problem of controlling for wealth in estimating the impact of other, nonwealth, variables. Yet the linear index of the assets using regression weights does not estimate the wealth effect because many assets exert both a direct and an indirect effect on outcomes. For instance, the household's use of electricity for lighting may serve as a proxy for wealth, but also may make study easier and hence may lower the opportunity costs of schooling. The availability of piped water not only may indicate greater wealth but also may reduce the time needed for water collection and thus may reduce the opportunity costs of schooling. This argument is even clearer with health outcomes because water and sanitation variables have strong independent effects on children's health (BonillaChacin and Hammer 1999) . Therefore, although linear regression coefficients implicitly produce weights for the linear index of the asset variables that predicts the dependent variable most closely, there is no way to infer from these unconstrained coefficients the impact of an increase in wealth.
Using Principal Components
We implement a different approach: we use the statistical procedure of principal components to determine the weights for an index of the asset variables. Principal components is a technique for extracting from a set of variables those few orthogonal linear combinations of the variables that capture the common information most successfully. Intuitively the first principal component of a set of variables is the linear index of all the variables that captures the largest amount of information that is common to all of the variables. (For readable and intuitive descriptions of principal components, see Lindeman, Merenda, and Gold 1980; StataCorp 1999.) Suppose we have a set of N variables, a* 1j to a* N j , representing the ownership of N assets by each household j. Principal components starts by specifying each variable normalized by its mean and standard deviation: for example, a 1j = (a* 1j -a* 1 ) / (s* 1 ), where a* 1 is the mean of a* 1j across 1. The limitation in poverty analysis is twofold. First, the conventional notion of poverty is based on the flow of consumption relative to some predetermined poverty threshold, whereas we, by aggregating assets, are establishing only a measure of a stock. Second, the categorization used is based on a relative measure (that is, the household's ranking within the distribution), whereas poverty thresholds typically are based on the expenditures necessary for the consumption of a determined bundle of goods.
2. Current expenditures would be a perfect measure only under the unrealistically strong assumptions of perfect foresight and perfect capital markets. Current expenditures are a popular proxy for long-run wealth for two main reasons: the theoretical justification that expenditures are superior to current income as a proxy for long-run income because of consumption smoothing, and, perhaps even more important, the pragmatic justification that expenditures are easier to measure than income in most rural settings. Current expenditures, however, are not preferred unambiguously to asset ownership on either of these dimensions: asset ownership also reflects smoothing and is (if anything) easier to measure than either income or expenditures.
holds surveyed in each Indian state varies from 9,963 in Uttar Pradesh to around 1,000 in the small northeastern states. The survey includes data on 21 asset indicators that can be grouped into three types: household ownership of consumer durables, with eight questions (clock/watch, bicycle, radio, television, bicycle, sewing machine, refrigerator, car); characteristics of the household's dwelling, with 12 indicators (three about toilet facilities, three about the source of drinking water, two about rooms in the dwelling, two about the building materials used, and one each about the main source of lighting and cooking); and household landownership. Table 1 reports the scoring factors from the principalcomponents analysis of the 21 variables (see Eq. (3)). The mean value of the index is 0; the standard deviation is 2.3. Because all the asset variables (except "number of rooms") take only the values 0 or 1, the weights have an easy interpretation: a move from 0 to 1 changes the index by f 1i / s
(reported in column 4). A household that owns a clock has an asset index higher by 0.54 than one that does not; owning a car raises a household's asset index by 1.21 units; using biomass as the main cooking fuel lowers the asset index by 0.67. We sort individuals by the asset index and establish cutoff values for percentiles of the population. We then assign households to a group on the basis of their value on the index. For expository convenience, we refer to the bottom 40% as "poor," the next 40% as "middle," and the top 20% as "rich," asking the reader to remember that this classification does not follow any of the usual definitions of poverty.
The difference in the average index between the poorest and the middle group is 2.07 units. One example of a combination of assets that would produce this difference is owning a radio (0.54), having a kitchen as a separate room (0.37), having electricity for lighting (0.57), and not having a dwelling of all low-quality materials (0.55). The average asset index is 3.78 units higher for the richest than for the middle group. This difference is equivalent to owning a motor scooter (0.91) and a television (0.83), having a flush toilet (0.75) and a house of all high-quality materials (0.73), and not using biomass as the main cooking fuel (0.67).
The Reliability of the Asset Index
For India the asset index performs well on three dimensions. First, it is internally coherent because average asset ownership differs markedly across the poor, middle, and rich households for each asset; second, it is robust to the assets included; third, it produces reasonable comparisons with measures of state-level poverty and output. The index has drawbacks, however, especially possible problems with urban/rural comparisons.
Internal coherence. The last three columns of Table 1 compare the average ownership of each asset across the poor, middle, and rich households. We find large differences across groups for almost all assets. Clock ownership is 16% for the poor versus 98% for the rich. Also, the poor cook with biomass fuel almost exclusively (96%), whereas only households and s* 1 is its standard deviation. These selected variables are expressed as linear combinations of a set of underlying components for each household j:
where the As are the components and the vs are the coefficients on each component for each variable (and do not vary across households). Because only the left-hand side of each line is observed, the solution to the problem is indeterminate. Principal components overcomes this indeterminacy by finding the linear combination of the variables with maximum variance-the first principal component A 1j -and then finding a second linear combination of the variables, orthogonal to the first, with maximal remaining variance, and so on. Technically the procedure solves the equations (R -λ n I)v n = 0 for λ n and v n , where R is the matrix of correlations between the scaled variables (the as) and v n is the vector of coefficients on the nth component for each variable. Solving the equation yields the characteristic roots of R, λ n (also known as eigenvalues) and their associated eigenvectors, v n . The final set of estimates is produced by scaling the v n s so the sum of their squares sums to the total variance, another restriction imposed to achieve determinacy of the problem.
The "scoring factors" from the model are recovered by inverting the system implied by Eq. (1), and yield a set of estimates for each of the N principal components:
The first principal component, expressed in terms of the original (unnormalized) variables, is therefore an index for each household based on the expression
The crucial assumption for our analysis (and it is just that-an assumption) is that household long-run wealth explains the maximum variance (and covariance) in the asset variables. There is no way to test this assumption directly, but in the next two sections we provide evidence that this method produces reasonable results. Below we illustrate the method using the states of India, and show the internal and external coherence of the asset index. Then we compare this the method with the use of consumption expenditures in three countries; we find that this simple asset index has reasonable agreement with consumption expenditures and performs as well, or better, in predicting education outcomes in two of the countries.
CONSTRUCTION AND INTERNAL VALIDITY OF THE ASSET INDEX IN INDIA

Construction of the Asset Index Using the NFHS Data
The NFHS survey covers about 88,000 households and about one-half million individuals. The number of house-tion between poor and rich on housing variables not related to infrastructure, such as "all high-quality materials in the dwelling" (less than 1% of the poor versus 82% of the rich) and "having a kitchen as a separate room" (31% of the poor versus 85% of the rich).
22% of the rich do so. One might ask whether the asset index tends too much to reflect community variables (especially locally available infrastructure such as electricity for lighting or piped water) rather than household-specific variables. On this score, we are reassured by the clear separa- Robustness. The asset index produces very similar classifications when different subsets of variables are used in its construction. Table 2 reports the percentage of households classified in the poorest 40% when all assets are used, compared with indices based on (1) all the variables except those related to drinking water and toilet facilities, (2) ownership of consumer durables, housing quality, number of rooms, and land ownership, and (3) only the ownership of consumer durables (e.g., watch, radio). Almost no households classified in the poorest group by the index using all variables would be classified as rich by any of the more limited measures. The robustness of the classification is similar for the middle and the rich groups.
A more general measure of the differences in rankings can be derived from the rank correlation coefficient, which compares the degree to which two methods produce the same ranking of households. Even when the index is constructed with only consumer durables, the correlation with the index that uses all the variables is .79 (all correlation coefficients in Table 2 are significant; p < .001, N = 87,175). Adding more variables in constructing the index only increases the similarity of the rankings.
An additional check for robustness is made by using a different methodology for deriving the weights. Although the theoretical underpinnings and the algorithms used in factor analysis are close to those for principal components, the two methodologies differ sufficiently to make factor analysis a possible alternative approach. The first factor derived from a model analogous to that described above yields a household ranking that has a .988 Spearman rank correlation with a ranking derived from principal components. Clearly, the results drawn from the asset index approach are robust to whether one picks one or the other of these methods.
Comparisons across states. Because the poor, middle, and rich groups are defined on an "all-India" basis, states differ as to the percentage of households in each group. Thus we can compare state-by-state rankings with more conventional measures. The national poverty rate based on consumption expenditures is 36%, roughly comparable to defining the "asset poor" as the poorest 40% nationally by the asset index. The rank correlation of the poverty rate with the proportion asset poor across states is .794 (p < .001, N = 16). In a comparison of the first and the second columns of Table 3 , both classifications show that Punjab, Haryana, and Kerala have better than average economic status and that Bihar, Orissa, and Uttar Pradesh are below average. Differences exist, however: Maharashtra appears richer by the asset index, while Andhra Pradesh looks poorer. The rank correlation of the proportion of a state's population asset poor with SDP per capita is -.864 (p < .001, N = 18). (By comparison, the rank correlation between the poverty rate and per capita state domestic product is -.729, p = .002, N = 15). Again, although the rankings agree overall, certain states look different according to the two rankings. For example, Kerala appears richer by the index, with only 15% asset poor and a per capita SDP of Rs 5,065, whereas Assam looks poorer, with 58% asset poor but a per capita SDP of Rs 5,056.
Alternative interpretations. The first principal component explains 25.6% of the variation in the 21 asset variables; this percentage is substantial but not overwhelming. Although the first principal component might well serve as a reasonable overall index, it is uncertain whether this component alone contains all of the relevant information. The factor scores derived for the second principal component are more difficult to interpret. The procedure produces a pattern of factor scores, which appears to assign positive Notes: The rank correlation coefficient between the percentage asset poor and the poverty rate is .794 (p < .001, N = 16); the rank correlation between the percentage asset poor and per capita state product is -.864 (p < .001, N = 18).
Sources: Authors' calculation from NFHS 1992 -1993 , World Bank (1998 , and Agrawal and Varma (1996) . Data on the headcount index are for 1993-1994. weights to assets that one might think richer rural households would own, and negative weights to assets that one might expect other types of households to own. (See Appendix A, available from the authors.) This is somewhat worrisome because the asset index rankings show rural households to be less "wealthy" than do conventional expenditure measures.
One explanation for this discrepancy is that many of the asset variables depend on the availability of infrastructure (electricity, piped water, sewerage); therefore urban households are more likely than rural households to appear welloff. On the other hand, this point may imply that standard expenditure measures underestimate the difference between rural and urban households' welfare by not adequately adjusting real incomes for the implicit price differences for the services provided by infrastructure. For the analysis of enrollment decisions, however, we want an index that captures the dimensions of wealth relevant to education, which is not necessarily net welfare.
Finally, in this particular application, nothing in our analyses depends on urban/rural comparisons. The bivariate analysis uses the pooled urban/rural data sets only to analyze the stability of rankings within the entire samples. The subsequent multivariate analysis either uses only the rural data or, when data are pooled, controls for rural/urban status. Thus the analysis should not be affected by any level difference due to systematic over-or understatement of the differences. (We refrain from interpreting the "urban" coefficient because it will combine the "true" effect of urban residence with any effect of the construction of the index.)
Even though the procedure produces higher-order components, they are, by construction, orthogonal to the first and therefore will not create direct "excluded variable" bias in bivariate comparisons of wealth and education. In the multivariate analysis discussed below, the results are robust to including higher-order components as linear indices in the specification.
ASSET INDEX VERSUS CONSUMPTION EXPENDITURES AS PROXIES FOR LONG-RUN WEALTH
Comparisons of Consumption Expenditures With Asset Index Classifications
The Nepal Living Standards Survey (NLSS) conducted in 1996 and the Pakistan Integrated Household Survey (PIHS) conducted in 1991 are "standard" surveys from the Living Standards Measurement Study (LSMS) (Grosh and Glewwe 1998) . The Indonesian DHS (IDHS) conducted in 1994 included an experimental module on consumption expenditures (based closely on Indonesia's National Socio-Economic Survey-SUSENAS) for about half of the households.
In these three countries we compare an asset index with total consumption expenditures (C) adjusted for household size (N), C/N α , where the economies of scale parameter α is set to 0.6 (For discussions of the choice of this parameter, see Dreze and Srinivasan 1997; Lanjouw and Ravallion 1995) . The asset index is not adjusted for household size because the benefits of many of the assets, such as quality of housing materials, source of fuel, or lighting, are present at the household level. The Spearman rank correlations across households are .64 for Nepal (p < .001, N = 3,372), .56 for Indonesia (p < .001, N = 16,242), and .43 for Pakistan (p < .001, N = 1,192) . Clearly, the degree of agreement among the different rankings varies across the countries. Generally, the smaller the α, the better the fit between assets and expenditure classifications; thus the asset index classification fits total household expenditures better than is reported and fits per capita expenditures worse than is reported. At the suggestion of a referee, we repeated the analysis using C/A α : that is, adjusting for the number of adults in the household. The results differ neither qualitatively nor, to any substantial degree, quantitatively. 3 We assigned households to the poorest 40, middle 40, and richest 20 percentiles, using either the asset index or the expenditure measure. Table 4 shows the results of comparing the two classifications. The results in Indonesia and Nepal are quite similar: roughly two-thirds of those classified into the poorest 40% by expenditures are also classified into the poorest 40% by assets, and only 5% of those in the poorest 40% by expenditures appear in the richest 20% by assets. The classification of the richest 20% shows less agreement: only 49 to 56% of households rich by expenditures are also in the richest 20% by assets. Reassuringly, however, only 10 to 13% of those ranked in the richest 20% by expenditures are in the poorest 40% by assets.
The results for Pakistan show less coherence between the two rankings. Although it is still the case that only 4% of those who are poor by expenditures are rich by assets, only 60% of the expenditure poor are also asset poor. Moreover, only 43% of those in the richest 20% by expenditures are also in the richest 20% by assets, and 22% of the richest 20% of households by expenditures are in the poorest 40% by assets. Table 5 reports the results of probit regressions of "currently enrolled" and "ever attended" for children age 6 to 14, and "completed grade 5" for those age 15 to 19. The regressions control for child characteristics, residence, and characteristics of the household head-a specification that mimics the one used in the India analysis conducted below. The marginal wealth effect reported is the increase in the probability that the education variable will equal 1 for a child in the rich-3. We compare the asset index with consumption expenditures and not with predicted consumption expenditures, where assets and other household variables are used as instruments. Although some of the results would have appeared more similar if we had taken this "best practice" approach (recently used and explored in Behrman and Knowles 1999), the conventional approach-particularly for bivariate/tabular analysis-is to use actual, not predicted, expenditures. Therefore we use this as our baseline for comparison. est versus the poorest quintile when all other variables are at their mean.
Comparison of Enrollment Rate Regressions Using the Two Measures
The results for current attendance in Nepal are almost identical for the two proxies: the marginal effect of being in the richest relative to the poorest quintile by assets is 34.0 percentage points, versus 33.8 percentage points by expenditures. In contrast, the marginal effect in Pakistan is 36.7 percentage points when quintiles are defined according to assets, but only 27.5 percentage points when the groups are defined according to expenditures. The Indonesian results fall between the other two: the wealth gap in current enrollment is 10.5 percentage points when quintiles are based on assets and 8.7 percentage points when quintiles are based on expenditures.
In Indonesia and Pakistan the asset index produces a larger predicted gap between the richest and the poorest quintiles than do expenditures for all three education outcomes. In Nepal the differences are very close to 0 for current enrollment and ever attended. For completion of grade 5, they even indicate a slightly smaller gap when the asset index is used.
As discussed earlier, higher-order principal components are orthogonal to the asset index by construction. Nevertheless, the results may be affected by introducing the higherorder terms into a nonlinear multivariate model. When we include up to the fifth principal component in the set of regressors in the models underlying Table 5 , the changes in the estimated marginal wealth effects are very small for all three Notes: Values are derived from a probit regression of the outcome on a set of four dummy variables for quintile (the poorest category is the reference category) and controls for gender, urban residence, age, gender of the head of the household, age of the head of the household, and education of the head of the household. (Control variables are available from the authors.) Marginal effects are evaluated at the means of all the variables: that is, a specification that mimics that used in the subsequent analysis for India.
Sources: Authors' calculations from IDHS 1994 , NLSS 1996 , PIHS 1991 outcome variables.
4 For example, the marginal effect of belonging to the richest versus the poorest quintile for current attendance declines from 34.0 to 32.2 percentage points in Nepal, remains at 10.5 points for Indonesia, and increases from 36.7 to 39.2 points in Pakistan.
Because the NFHS does not include both assets and consumption expenditures, we cannot conduct the same exercise for India as for Nepal, Indonesia, and Pakistan. Yet we can compare wealth gaps in enrollment across quintiles calculated with the asset index in the NFHS to wealth gaps based on per capita consumption expenditures (α = 1) from an analysis of Indian National Sample Survey (NSS) data (Haque, Lanjouw, and Ravallion 1998) . We use a simple bivariate analysis because we do not have the multivariate predicted probabilities for the NSS data. (In the case of Nepal, Indonesia, and Pakistan, the bivariate results produce exactly the same pattern as that from the multivariate specification.)
The first row of Table 6 shows the difference in the enrollment rate of rural children age 6 to 14 between the richest and the poorest quintiles, based on either the asset index (first column) or on consumption expenditures (second column) for the national sample. The enrollment of the poorest asset quintile is 7 percentage points lower than for the poorest expenditure quintile (42 versus 49); the enrollment of the richest asset quintile is 12 percentage points higher than for the richest expenditure quintile (94 versus 82). As a result, the wealth gap in enrollment rates between the richest and the poorest quintiles is only 33 percentage points when consumption expenditures are used; when we use the asset index, however, the gap is 52 percentage points, or 19 percentage points higher.
The subsequent rows of Table 6 show that the wealtheducation profile is "flatter" (that is, the rich-poor differential is smaller) when rankings are based on consumption expenditures for every state of India. One possible interpretation of this regularity is attenuation bias due to greater "measurement error" in consumption expenditures than in the asset index. "Error" here is defined in relation to its use as a proxy for the relevant indicator of economic status in the analysis of education outcomes.
We explore this issue of relative measurement error further, using two multivariate regression approaches: "pseudo"-instrumental variables (IV) and reverse regression.
Pseudo-IV. Under the hypotheses that (1) expenditures and the asset index are both proxies for long-run economic status and (2) the measurement errors in each are not correlated perfectly, each proxy can be used as an instrument for the other to mitigate the attenuation bias due to measurement error. This is true even if the measurement errors in expenditures and in assets are correlated and hence neither of the resulting IV estimates are consistent. (This is a different application of the method described in Ashenfelter and Krueger 1994.) We refer to these as "pseudo"-IV estimates because we are not making the (strong) assumption that measurement errors are uncorrelated. We do not make such an assumption because some of the asset variables may be used both in the asset index and in estimating expenditures. The resulting instruments therefore are not "valid" in the sense of producing consistent parameter estimates.
Nevertheless, the ratio of OLS to pseudo-IV estimates is an estimate of the relative signal to signal-plus-noise ratio for the two variables. Because the degree of inconsistency in the pseudo-IV estimates depends only on the measurement error common to both measures, the pseudo-IV estimates for expenditures and assets will converge in probability to the same (inconsistent) estimate. In contrast, the degree of inconsistency in the two OLS estimates depends on both the common measurement error and the error specific to either the asset index or consumption expenditures. Hence the ratio of the ratios of OLS to pseudo-IV for each measure is a valid indicator of the relative degree of measurement error in the two proxies. In the multivariate context, the inconsistency in both the OLS and the pseudo-IV estimate will depend in addition on the correlation with the other variables in the regression. Because the measurement error is assumed to be 4. To maintain consistency with the rest of the paper, we enter the first principal component into the model as dummy variables for each quintile. We enter the higher-order principal components into the model simply as linear indices as given by the factor scores from the analysis. uncorrelated with those variables, only the correlation between the error-free underlying variable and other variables in the regression will matter. Consequently an additional term will be introduced into the probability limits, but this will not qualitatively affect the analysis because it will be the same for the two variables.
In a simple case where there are two noisy measures of a variable X, namely X* and X + , the common measurement error component is λ, and the measure-specific errors are υ* and υ + , we summarize the probability limits and their ratios (see Table 7 ). The ratio of the OLS to pseudo-IV for the two proxies will depend only on the relative measurement error. The discussion here revolves around probability limits, which are valid asymptotically but may not necessarily hold in a given sample.
In the first two columns of Table 8 we report the ratios of OLS to pseudo-IV estimates for Nepal, Indonesia, and Pakistan. (The full multivariate regressions are reported in Appendix B, which is available from the authors.) To keep the setup simple for this exploratory work, we use the index itself here rather than quintiles based on the index. We compare this with the log of consumption expenditures per adjusted household size. In an alternative specification (not shown here) we used the level of consumption expenditures per adjusted household size; the results were qualitatively similar, and even more striking than those shown here.
In Nepal, when we regress current enrollment on the asset index using OLS and with consumption as an instrument, the ratio of the OLS to IV estimates is 0.37 (0.046/0.124). When we regress enrollment on the consumption measure using OLS and with the asset index as an instrument, the ratio of the OLS to IV estimates is 0.71 (0.211/0.298), yielding a ratio of the two ratios of 0.52 (0.37/0.71). In Nepal it appears that there is more measurement error in the asset index than in consumption expenditures.
With data from Indonesia and Pakistan, the finding is the opposite. When current enrollment is regressed on the asset index, the ratio of the OLS to IV estimate is 0.52 in Indonesia and 0.65 in Pakistan. When we regress enrollment on the consumption measure using the asset index as an instrument, the ratio of the OLS to IV estimates is 0.29 in Indonesia and 0.35 in Pakistan.
5 This yields respective ratios Notes: Where β is the coefficient on the asset index (*) or consumption (+) in a regression of enrollment on the asset index or consumption (and other variables), β IV is the IV estimate of β; β r is the coefficient on enrollment in the (reverse) regression of the asset index or consumption on enrollment (and other variables). Further discussion and full regression results are available from the authors. 5. Behrman and Knowles (1999) find that their estimates of the elasticities of various education outcome measures in Vietnam with respect to income, or consumption expenditures, increase by 50 to 60% when they use household assets and other household characteristics as instruments for consumption. In the case of India we do not have expenditures, but we have 21 assets. We divided the asset variables into two groups and constructed an asset index from each set to form repeat measurements on long-run of the ratios equaling 1.79 and 1.86. In these two countries the results indicate much larger measurement error in consumption expenditures as a proxy in predicting enrollments than in the asset index. For instance, if the true signal-plusmeasurement error common to both (which is unobservable) is roughly equal to the idiosyncratic error in assets, then a ratio of ratios equaling about 1.8 would imply a measurement error three times larger in consumption expenditures than in the asset index. (For this derivation, see Appendix A, available from the authors.)
TABLE 8. SCHOOL ENROLLMENT AS A FUNCTION OF THE ASSET INDEX OR CONSUMPTION EXPENDITURES: ALTERNA-TIVE ESTIMATES OF RELATIVE MEASUREMENT ERROR OF EXPENDITURES VERSUS ASSET INDEX
Reverse regression. An alternative approach to measurement error is to use reverse regression: that is, to regress enrollment on the wealth measure and estimate the coefficient on wealth (β), and then to regress the wealth measure on enrollment and estimate the coefficient on enrollment (β r ). If enrollment and wealth are measured with error, then, under certain conditions, the true regression parameter is bounded by β and 1/β r (see, for example, Maddala 1988 ). Using reverse regression in a multivariate context, as we do, introduces several complications that are absent in the bivariate case, but under reasonable conditions they will not substantially affect our conclusions. (For further discussion see Appendix A, which is available from the authors.)
A comparison of the ratio of β to 1/β r , using the asset index versus using expenditures, indicates the relative measurement error in the two variables (as whatever measurement error in enrollment rates is the same for the two analyses). In Nepal the reverse regression yields an estimate (1/ β r ), which is 27.1 times higher than the direct regression when the asset index is used and 14.2 times higher when expenditures are used, yielding a ratio of 0.52 (Table 8 ). In Indonesia the reverse regression estimate is 60.2 times higher for the asset index and 108.8 times higher for consumption; for Pakistan the numbers are 20.8 and 38.5, yielding respective ratios of 1.81 and 1.85. For all three countries these figures are strikingly consistent with the pseudo-IV results.
To make more precise statements about the relative magnitude of measurement error, one would need to make more assumptions. If one is willing to assume that the measurement error is uncorrelated with the included control variables and that the true variability and noise for assets are roughly equal (as in the illustration of pseudo-IV above), then one can use the ratio of ratios to work out the relationship between the measurement error variance in expenditures and in the asset index. Under these assumptions, if the ratio is 1.8, approximately the ratio in Indonesia and Pakistan, then the measurement error variance in consumption expenditures is approximately 2.5 times larger than in the asset index.
Stability of Household Rankings Over Time
These results from Indonesia and Pakistan are consistent with an asset index that is less sensitive to transitory fluctuations than are consumption expenditures. Therefore one explanation of the "superior" performance of the asset index is that household rankings based on the asset index are more stable than those based on a consumption expenditure measure.
6
A panel survey of households in Morocco conducted in 1992 and 1995 provides the basis for exploring this issue. A DHS survey conducted in 1992 covered 6,407 households; a 1995 survey covered 2,751, of which 2,489 can be matched across surveys. Table 9 presents the classification differences across the two periods for the subsample of overlapping households. (Households are classified in each period according to their position with respect to the entire sample in that period, not merely the subsample that can be matched over time.) For example, 78.4% of the households that are classified as belonging to the poorest quintile in 1992 are also in the poorest quintile in 1995, and virtually none (1.3%) move out of the poorest 40%.
In a recent survey, Fields (1998) reports a similar analysis of stability of classifications based on expenditures (or incomes) in a secondary analysis of results from four countries (China, Peru, Malaysia, and Chile). In addition, Skoufias (1999) calculates similar numbers for Indonesia between 1997 and 1998 based on a panel survey of about 12,000 households. Table 10 summarizes the results on changes in household rankings from these studies. Particu- Quintiles Based on 1995 Ranking ________________________________________ wealth. Although both of these will be imperfect proxies for long-run wealth, the measurement errors will not be correlated perfectly; hence each can be used as an instrument for the other. In this case the ratio of OLS to IV estimates, approximately one-half, is an estimate of the ratio of the "true" variance to the total variance. The wealth index appears to include a sizable measurement error component.
6. On the basis of a recent six-year panel of households in China, Jalan and Ravallion (1998) find that annual consumption expenditures are highly variable. In particular, they find that the average standard deviation of consumption per person across households is 384 yuan (the mean is 342 yuan per person per year at 1985 prices over the period [1985] [1986] [1987] [1988] [1989] [1990] and that the mean of the intertemporal standard deviation for any given household, over the entire period, is 189 yuan. Thus the standard deviation of a household's measured expenditures over time is about half that in the cross-section. larly for the poorest quintile, these findings clearly show more variability over time for the classifications based on income or consumption expenditure than do the results for Morocco, which use the measure based on the asset index. This is true even for the consumption-based data from Indonesia, which trace changes over only one year. Although these results may not surprise some readers, they may not be obvious to others, who argue that consumption expenditures are smoothed relative to income. As Table 10 makes clear, consumption expenditures vary substantially across time (possibly because of measurement error, transitory shocks, or unexpected shocks to permanent income).
Methodological Summary
The conventional wisdom is that survey-based household consumption expenditures are not only the best estimates of current expenditures but also the most reliable proxy for a household's long-run wealth. This view implies that surveys lacking consumption expenditures have limited value because they cannot control for, or estimate, wealth effects. Current consumption expenditures are more firmly grounded theoretically and have a much wider range of uses (e.g., estimation of demand functions, absolute poverty analysis, estimates of current welfare); yet there is no a priori argument explaining why current consumption expenditures are a more reliable proxy for long-run household economic status than an index of assets. Because the two have different sources of potential "error," this is an open empirical question.
Our results suggest a methodologically simple solution to the vexing problem of creating a weighted asset index. In the absence of data on expenditures, the straightforward solution of applying the principal-components technique to a collection of asset indicators works quite well. The asset index is not difficult to defend empirically; it appears to be an internally and externally coherent and stable measure. Although each of the methods we use to assess measurement error has its limitations, together they tell a consistent story. In two out of three countries studied (Indonesia and Pakistan), the results are consistent with the asset index containing less measurement error than traditional consumption expenditures as a proxy for long-run economic status in predicting enrollment differences. In Nepal the results are ambiguous.
Ultimately the question in each case is empirical and depends on many factors, such as the quality of underlying data and the degree of expenditure variability. In cases where the data contain both expenditures and assets, we would not use these results to argue that an asset index is the most appropriate variable to employ. In such cases, using assets as instruments for household per capita expenditures is most likely the more effective way of extracting the maximum amount of information from the data while reducing the impact of measurement error. Yet the apparent success of this simple asset index in addressing the problem at hand introduces the possibility of applying the DHS and NFHS data on household wealth to a broader array of socioeconomic outcomes. Here we have limited ourselves to investigating and discussing its validity and usefulness in the study of education enrollments in states of India.
MULTIVARIATE ANALYSIS OF WEALTH GAPS IN EDUCATIONAL ENROLLMENT IN INDIAN STATES
Armed with data on educational outcomes, on the one hand, and the asset index, on the other, we now examine how children's school enrollments differ within Indian states according to the household's economic status.
In India only 68% of children age 6 to 10 and 66% of those age 11 to 14 are reported as being in school. Enrollment rates vary dramatically across the states: the percentage of 6-to 10-year-olds in school ranges from only 50% in Bihar to 96% in Kerala, and the percentage of those age 11 to 14 in school ranges from 54% in Bihar to 94% in Kerala and Mizoram (see Appendix Table A1 ).
To disentangle the determinants of school enrollment, we estimate probit regressions with the school enrollment of the ith child age 6 to 14 as the (latent) dependent variable: (DHS 1992 (DHS , 1995 .
We use a probit model because we observe only whether a child is in school (corresponding to E i = 1 if E i * ≥ 0) or not in school (corresponding to E i = 0 if E i * < 0). Wealth is specified by including the Q iq s; these are dummy variables equal to 1 if the child's household is in quintile q. (The poorest group is the reference quintile.) In all of the samples the variables included in addition to wealth quintiles are the child variables, namely a dummy variable for gender and the child's age and age squared, and the household variables: age of the head of the household, whether the household head ever attended school, the highest grade completed by the household head, whether the household is Hindu, and whether the household belongs to a scheduled caste or tribe (Patrinos 1997) . (If the information on the education of the household head is missing, we set the "head ever attended school" and "head's highest grade" variables equal to 0 and set an indicator dummy variable equal to 1 in the regression.) Finally, the specification includes a set of state dummy variables λ ik equal to 1 if child i lives in state k.
The other variables used (in X i ) depend on the sample because data on school availability and other village characteristics are limited to rural areas. In the pooled urban/rural samples, we include an urban dummy variable. In the rural samples, the variables include three dummy variables for the presence of (1) a primary school, (2) a primary and a "middle" school, and (3) a primary, "middle," and secondary school. In addition, we include a number of variables capturing village infrastructure and "development" (e.g., post office, bank, cinema). Table 11 reports the estimation of Eq. (4) for all of India with both urban and rural samples, and with only the rural samples. (Summary statistics are displayed in Appendix Tables A2 and A3 .) The first rows of Table 11 report the marginal effect, or (for a dummy variable) the change in a variable from 0 to 1, on the probability of enrollment when all of the other variables in the regression are set to their sample means. The probability of enrollment rises sharply with household wealth. All else being equal, a child from a household in the highest quintile is about 30.7 percentage points more likely to be in school than a child from the poorest quintile. Moreover, the effects are ordered strictly across the quintiles: belonging to the second quintile is associated with a 10-percentage-point increase in the probability of being in school, and each subsequent quintile is associated with an increase of roughly 7 percentage points in the probability of enrollment (10.3 to 16.9 to 24.1 to 30.7).
7
The wealth effects for rural areas only, where we can include numerous additional village-level factors in the model, are very similar. This is important because the rural sample includes information on school availability; therefore these effects represent the relationship, controlling for the fact that the poor are more likely to live in villages without schools. Even with these additional controls, the marginal effects associated with the wealth quintiles are nearly identical to those in the all-India sample (11.1, 18.5, 26.9, and 31.5) .
We estimate the same regressions separately for India as a whole (Table 11 ) and for each state. (The all-India regressions include state dummy variables.) Table 12 presents the marginal effects of higher wealth on the probability that a child age 6 to 14 is in school when the effects are estimated in state-by-state regressions. The state-level models include all the same control variables as the national models; here, however, we report only the wealth effects. In a separate paper we delve more deeply into the interpretation of the other variables in the Indian context, including an examination of gender effects and the state-specific effects (Filmer and Pritchett 1999b) .
Although the effects are large, on average, the states vary substantially in the magnitude of the wealth effects. For example, a child from the highest quintile in Kerala is only 4.6 percentage points more likely to be in school than a child from the poorest quintile in that state, whereas in Bihar the difference is 42.6 percentage points, nearly 10 times larger. The differences are exacerbated in rural areas: the rich-poor difference is 4.2 percentage points in Kerala and 52.6 in Bihar. These enormous differences in the wealth gap, even within the same country, certainly deserve further analysis.
The magnitudes of the wealth gaps found here are consistent with those from other studies, both in the all-India findings and in the state-by-state results. For example, NCAER (1994) finds that among children age 6 to 14 who had ever attended school, there was an average difference of 25 percentage points, over 14 major states, between children from households with per capita incomes of less than Rs 3,000 and children from households with per capita incomes of more than Rs 10,000. The difference ranged from virtually none in Kerala to 55 percentage points in Punjab. Haque et al. (1998) , in bivariate tabulations, find similar differences across the quintiles in the raw enrollment rates (see the discussion of Table 6 ). Behrman and Knowles (1999) review estimates on the income elasticity of educational attainment from many different countries. These are not strictly comparable with our results because they report elasticities of attainment rather than enrollment probabilities. Even so, the evidence in the 7. The results shown in Table 11 are robust to the inclusion of higherorder principal components in the specification. For example, including indices up to the fifth component changes the estimated percentage-point effect on quintiles to 8.4, 13.5, 20.5, and 29.4 in the all-India model and to 8.0, 12.5, 20.3, and 29. 2 in the rural model. Although these point estimates are slightly different, the largest difference is no more than 3.6 percentage points in the all-India model and 6.6 points in the rural-only sample. The gradients implied by the two specifications are also very similar. In all specifications, the children from the richest quintile are 30 percentage points more likely to be enrolled than those in the poorest quintile. As above, to maintain simplicity in this robustness check, we include higher-order components as indices, whereas the first principal component enters in "quintile" form. (The results are not shown here but are available from the authors.) Notes: The marginal effect for a zero/one variable is the effect of a change in the variable from 0 to 1 on the probability of a child being in school, evaluated at the means of the other variables. The specification includes dummy variables for each state. T-ratios refer to the underlying probit coefficient.
Source: Authors' calculation from NFHS 1992 -1993 Reference group is Quintile 1 (poorest). b Reference group is urban male. Notes: States are sorted by the "wealth gap" as measured by the Quintile 5 coefficient in the rural sample. Marginal effects are evaluated at the means of the other variables. In addition to the displayed variables, the probit regression includes age, age squared; gender, age, and schooling of the head of the household; and a dummy variable for Hindu. The regression for the rural sample includes dummy variables for village infrastructure (for example, for the presence of a paved road, a PHC clinic, a post office, and a market shop). The all-India regression includes dummy variables for state.
Source: Authors' calculation from NFHS 1992-1993.
a Not significant at .05 level. For all other coefficients, p < .05. poorer countries is consistent with an income elasticity that would produce wealth gaps similar to those we estimate here.
CONCLUSION
In this paper we show that the relationship between wealth and enrollment can be estimated without income or expenditure data, and largely without apologies or tears, by using household asset variables. Principal-components analysis provides plausible and defensible weights for an index of assets to serve as a proxy for wealth. In the four countries examined-India, Indonesia, Nepal, and Pakistan-this approach produces reasonable results. The results from India, Indonesia, and Pakistan are consistent with the presence of less measurement error in the asset index than in consumption expenditures as a proxy for long-run wealth in predicting educational outcomes.
When the asset index is applied to the Indian data, the results show large school enrollment differences by wealth that vary widely across states of India. On average a rich Indian child is 31 percentage points more likely to be enrolled than a poor child, but the wealth gap varies from only 4.6 percentage points in Kerala to 38.2 in Uttar Pradesh and 42.6 in Bihar.
Many research possibilities are suggested by the ability to generate a proxy for household wealth from DHS-like APPENDIX 1992-1993. data. For example, Filmer and Pritchett (1999a) and Filmer (2000) explore how educational attainment profiles differ by wealth and gender in more than 35 countries with a recent DHS. Similar country-specific (or comparative) analyses potentially could be conducted for a wide array of socioeconomic indicators included in the DHS/NFHS, such as health outcomes (mortality, morbidity, immunization, utilization of health facilities), fertility, and use of family planning.
APPENDIX. AVERAGE ENROLLMENT IN INDIAN STATES AND ALL-INDIA REGRESSIONS
The following additional appendix material is available from the authors: description of a simple model of the structural relationship between individual assets and the index created, and the output from the principal-components procedure (factor scores for higher-order components, eigenvalues, and proportion of the variance captured by each component); discussion and illustration of the correspondence between the OLS-to-IV ratios and differential measurement error; discussion of the complications arising from the multivariate case of reverse regression and demonstration that under reasonable conditions they will not substantially affect our conclusions; discussion of additional assumptions required and the implications of relaxing those assumptions, in the derivation of relative magnitudes of measurement error in reverse regression; and full multivariate regressions results for OLS, pseudo-IV, and reverse regressions. 
APPENDIX TABLE A2. ESTIMATES AND SUMMARY STATISTICS OF MULTIVARIATE MODELS FOR INDIA (SEE
