Abstract. The Chow variety of polynomials that decompose as a product of linear forms has been studied for more than 100 years. Brill, Gordon [10] and others obtained set-theoretical equations for the Chow variety. In this article, I compute Brill's equations as a GL(V )-module.
I determine which irreducible GL(V )-modules are in the image of Brill's map.
1.4.
Organization. In §2 I define Brill's equations B following the notation in [16] in §8. 6 , and review the polarization of a polynomial map, G-variety and how to write down highest weight vectors of a module via raising operators. In §3, I use the polarization of Brill's polynomial map B to construct Brill's map B, which is a GL(V )−module map. I write down the highest vectors of the modules S Definition 2.2. Let W be a complex vector space, a map P ∶ W → C m is a polynomial map of degree k if P = (P 1 , ⋯, P m ), and each P i (i = 1, ⋯, m) is a homogenous polynomial of degree k on W . Define the complete polarizationP ∶ W × ⋯ × W → C m of P to bē
Where [k] = {1, ⋯, k}, w i ∈ W andP is a symmetric multi-linear map. By the universal property of tensors,P is considered as a mapP ∶ W ⊗k → C m . By the symmetry ofP ,P can be also seen as a mapP ∶ S k W → C m , such that
and it can be extended linearly to the whole space.
Example 2.3. Let dim V =2, and let {e 1 , e 2 } be a basis of V . Consider the polynomial map P ∶ V → C 2 defined by a 1 e 1 + a 2 e 2 ↦ (a ). P is a polynomial map of degree 2, so by (1)P ∶ S 2 V → C 2 is defined bȳ P ((a 1 e 1 + a 2 e 2 )(a 3 e 1 + a 4 e 2 )) = 1 2 [P (a 1 e 1 + a 2 e 2 + a 3 e 1 + a 4 e 2 )
−P (a 1 e 1 + a 2 e 2 ) − P (a 3 e 1 + a 4 e 2 )]
ThereforeP
(ae
2.2. G-variety. I follow the notation in [16] in §4.7.
Definition 2.4. Let W be a complex vector space. A variety X ⊂ PW is called a G-variety if W is a module for the group G and for all g ∈ G and x ∈ X, g ⋅ x ∈ X.
G has an induced action on S d W * such that for any P ∈ S d W * and w ∈ W , g⋅P (w) = P (g −1 ⋅w). I d (X) is a linear subspace of S d W * that is invariant under the action of G, therefore:
Example 2.6. The Group GL(V ) has an induced action on
Let X ⊂ PW be a G-variety, and M be an irreducible submodule of S • W * , then either M ⊂ I(X) or M ∩ I(X) = ∅. Thus to test if M gives equations for X, one only need to test one polynomial in M .
2.3. Representation theory. I follow the notation in [8] . Let dim V = n and {e 1 , e 2 , ⋯, e n } be a basis of V . The group GL(V ) has a natural action on
be the subgroup of upper-triangular matrices (a Borel subgroup). For any partition λ = (λ 1 , ⋯, λ n ) with order d, there is a unique line in S λ V ⊂ V ⊗d that is preserved by B, called a highest weight line. Let gl(V ) be the Lie algebra of GL(V ), there is an induced action of gl(V ) on V ⊗d . For X ∈ gl(V ),
A highest weight vector of a GL(V )-module is a weight vector that is killed by all raising operators. Each realization of the module S λ V has a unique highest weight line. Let W be a GL(V )-module, the multiplicity of S λ V in W is equal to the dimension of the highest weight space with respect to the partition λ.
Define the weight space
to be the set of all the weight vectors whose weights are (a 1 , ⋯, a n ). Note that S d V has a natural basis {e Define the projection map
and then extend linearly to the whole space.
and this extends linearly to
Let f ∈ S δ V and let f j,δ−j ∈ S j V ⊗ S δ−j V be the j-th polarization of f . Define maps
).
The elementary symmetric and power sum function are:
The power sum can be written in terms of symmetric function using Girard formula:
Example 2.9. p 2 = P 2 (e 1 , e 2 ) = e 2 1 − 2e 2 . p 3 = P 3 (e 1 , e 2 , e 3 ) = e 3 1 − 3e 1 e 2 + 3e 3 . Next, we use Girard formula and E j to define Q d . Define polynomial maps
Example 2.10. Let d = 2, and f ∈ S 2 V , by (6),
The converse is also true:
Theorem 2.12. (Brill,Gordon [10] , Gelfand-Kapranov-Zelevinsky [9] , Briand [1] ) Consider the polynomial map
given by
Remark 2.13. There was a gap in Brill's argument, that was repeated in [9] and finally fixed by E. Briand in [1] .
3. The image of Brill's map
Example 3.1. Let d = 2, and f, g ∈ S 2 V , by (6)
So by (3)Q 2 (e 1 e 2 ⋅ e 1 e 2 ) = (e 1 e 2 ) Q 2 (e 1 e 2 ⋅ e 1 e 3 ) = (e 1 e 2 ) 1,1 ⋅ (e 1 e 3 ) 1,1 − (e 1 e 3 ) ⊗ (e 1 e 2 ) − (e 1 e 2 ) ⊗ (e 1 e 3 )
= (e 1 ⊗ e 2 + e 2 ⊗ e 1 ) ⋅ (e 1 ⊗ e 3 + e 3 ⊗ e 1 ) − (e 1 e 3 ) ⊗ (e 1 e 2 ) − (e 1 e 2 ) ⊗ (e 1 e 3 ) = e 2 1 ⊗ e 2 e 3 + e 2 e 3 ⊗ e 2 1 .
3 ) = 2e 1 e 3 ⊗ e 2 e 3 + 2e 2 e 3 ⊗ e 1 e 3 − e 2 3 ⊗ e 1 e 2 − e 1 e 2 ⊗ e In general, 
1 ⊗ e 2 e 3 + e 2 e 3 ⊗ e 2 1 )] 
Recall that the image of Brill's map is isomorphic to dual of the GL(V )-module generated by Brill's equations. Therefore to prove Theorem 1.1, we only need to prove the following theorem:
V is of multiplicity 1, so the image of Brill's map is multiplicity free. Also, we only need to consider the modules with length no more than 3, so we only need to consider V to be 3-dimensional from now on.
Weight spaces and weight vectors of S
Let {e 1 , e 2 , e 3 } be a basis of V.
) is a highest weight vector with weight
2 . The result follows. 
Let a 3 = t, a 3 + a 4 = s, then 0 ≤ s ≤ j, 0 ≤ t ≤ s and v = (e 1 ∧ e 2 ) we get two systems of equations of {a st } 0≤s≤j,0≤t≤s , ta s+1,t + (j − s)a s,t−1 = 0 ta s,t + (s − t + 1)a s,t−1 = 0 (13) and then solve for {a st } 0≤s≤j,0≤t≤s , we get a unique solution a s,t = (−1) Since Brill's map is a GL(V )-module map, we only need to check whetherṽ j is in the image of Brill's map.
For convenience, write
Where A d is the direct sum of the isotypic components of 
, by Schur's Lemma, if it is not 0, it isṽ j (see Lemma 3.8) up to a constant.
ComputingB(v j ).
Brill's map is very complicated to compute in general. Fortunately, we are able to computeB(v j ).
1 e 2 ))
First, I compute and
1 e 2 )). By Lemma 2.11, Proposition 3.10.
1 e 2 ) = 0. Lemma 3.12. For any f, g ∈ S d V , by polarizing (6),
Now I use Lemma 3.12 to compute
). By lemma 3.11, terms of
) whose first components are divisible by e (1) i s = 1 for some s ≥ 3 and i 2 = 0, i 1 = d − s; (2) i s = 1 for some s ≥ 3 and i 2 = 1, For the first case, i s = 1 for some s ≥ 3 and i 2 = 0, i 1 = d − s, so the coefficient of the terms of the first case is
and the corresponding monomial in
Since the first component of (e
, by lemma 3.11, in order that the terms will not be killed by (e Similarly for the other four cases, 
This implies
Proposition 3.13. Proposition 3.10 and Proposition 3.13 imply:
Proposition 3.14. Consider 
B((e
dS (d,d) V ⊗ S d 2 −d V = S d (∧ 2 V ) ⊗ S3 > = ( 1 2 ) d a 1 !a 2 !a 3 ! d! b 1 !b 2 !b 3 ! (d 2 − d)!
