Introduction
Two patterns of boreal winter sea ice variability are emerging as important based on the past few decades of observations: (1) a downward trend in total sea ice extent that appears to be anthropogenic (Johannessen et al. 2004) and accelerating (Comiso 2006; Serreze et al. 2007) , and (2) interannual variations in sea ice motion and concentration that are closely tied to the North Atlantic Oscillation (NAO) or its more hemispheric counterpart the Northern Annular Mode (NAM, also called Arctic Oscillation). Outside the winter season, observed sea ice variability may be more closely tied to the NAM than the NAO (Wang and Ikeda 2000) , but the winter manifestations of these patterns over the Atlantic are similar. During winter, an important mode of NAO-driven sea ice variability is a dipole pattern of sea ice concentration anomalies with oppositely-signed centers of action over the Labrador and Barents Seas (Deser and Teng 2008 , and references therein). Sea ice extent over the Barents Sea decreases during the positive NAO/NAM and, from the 1960s through the mid 1990s, an increasing trend in the NAM appeared to amplify the rate of winter sea ice retreat (Deser 2000; Venegas and Mysak 2000; Rigor et al. 2002; Hu et al. 2002; Liu and Curry 2004; Rothrock and Zhang 2005; Ukita et al. 2007 ). Since the mid 1990s, the NAM trend has reversed, and sea ice extent has continued to decline while retaining a measurable signature of forcing by atmospheric circulation variability (Comiso 2006; Maslanik et al. 2007; Francis and Hunter 2004; Deser and Teng 2008) .
The finding that a downward trend is playing an increasingly important role in the spatiotemporal variability of sea ice since the mid 1990s suggests that the prominence of the NAO's imprint on sea ice variability may change over time with sensitivity to how quickly atmosphere and ocean heat content are changing. In addition to variations in radiative forcing, several other factors could account for temporal variations in the synchronization of the NAO and sea ice. First, modeling studies show that ice dynamics and thermodynamics are both active in linking sea ice variability and the NAM or NAO (Zhang et al. 2000) , and changes in sea ice growth and melt are driven by, and feedback negatively on, transport-driven changes in sea ice volume (Zhang et al. 2003) . There is also a negative feedback between the ice and atmosphere whereby the sea ice patterns associated with the positive polarity of the NAO or NAM can in turn generate a negative NAO-like atmospheric response Deser et al. 2004; Alexander et al. 2004; Kvamsto et al. 2004; Deser et al. 2007 ). On longer time scales, evidence has been presented to support the existence of feedback processes accounting for decadal cycles in Arctic and subarctic sea ice and sea level pressure (Mysak and Venegas 1998) , Finally, Arctic sea ice can be strongly forced on multi-decadal time scales by phenomena in part external to the NAO such as the thermohaline circulation (e.g., Dai et al. 2005) or meridional overturning circulation (Jungcalus et al. 2005) .
The idea that the strength of the NAO's influence on Arctic sea ice variability varies over time has been presented in observational studies looking at sea ice extent over various basins (e.g., Vinje 2001; Sorteberg and Kvingedal 2006) . Concerning sea ice motion, sea ice export through the Fram Strait is strongly correlated with the NAO/NAM for portions of the observational record (Kwok and Rothrock 1999; Dickson et al. 2000; Kwok 2000) , but it has been argued that such correlations are period-dependent based on further study of the observational record (Hilmer and Jung 2000; Vinje 2001; Cavalieri 2002) and modeling work (Jung and Hilmer 2001) . Goose and Holland (2005) used surface air temperature as a more general measure of Arctic climate in a long control integration of the NCAR Community Climate System Model, and also found evidence of a time-varying NAO influence. Concerning the last several decades, wind-driven sea ice velocities evidently played a key role in downward sea ice extent trends toward the end of the 20th century, while longer-term steady declines in sea ice extent were related to increasing air temperatures (Rothrock and Zhang 2005; Lindsay and Zhang 2005) . Enhanced radiative forcing associated with rising greenhouse gas concentrations is projected to continue thinning the winter sea ice extent over the next century (Zhang and Walsh 2006; Arzel et al. 2006; Serreze et al. 2007) , and there may be contemporaneous trends in the NAO (Stephenson et al. 2006 ) and NAM (Miller et al. 2006) .
Collectively, the studies above evidence a clear role for the NAO in recently observed winter sea ice variability, but raise questions about the overall importance, or perhaps even existence, of NAO-driven sea ice variability on longer time scales. The sea ice edge was well positioned over the past few decades to respond to NAO-driven variability, but preceding or projected future climate states could physically decouple the sea ice edge from NAO-driven circulation and temperature anomalies, and such a change would have implications for NAO-sea ice interaction and feedback processes. The present study was undertaken to test for the presence of an NAO-driven pattern of sea ice variability in available climate simulations running from pre-industrial times through 2300, and to determine how any identified patterns might change or disappear under the projected retreat of the sea ice edge. For the 1860-2300 time period, we show that an NAO-driven sea ice variability pattern is (1) always discernible, (2) evolves with the retreating sea ice edge, and (3) accounts for a markedly varying fraction of the total sea ice variability depending on the strength of the forced sea ice extent trend. Methods and model output are described in Sect. 2, results are organized by time periods in Sect. 3, and a summary and discussion are given in Sect. 4.
Models and methods

Models
We analyze an ensemble of fully coupled global climate model runs prepared for the Intergovernmental Panel on Climate Change Assessment Report 4 (IPCC AR4) by the National Center for Atmospheric Research (NCAR) and the Max Planck Institute for Meteorology (MPI). The MPI ensemble members were generated using the European Centre Hamburg Model (ECHAM) version 5 (Jungcalus et al. 2006) , and the NCAR members were generated using the Community Climate System Model (CCSM) version 3 (Meehl et al. 2006) . Each member branched from a different point in a pre-industrial control run, continued forward under presumed historical forcing through 1999 (the ''climate of the 20th century experiments''), and then continued through at least 2099 following the forcing specified by the IPCC A1B scenario which stabilized CO 2 concentration at 720 ppm by the year 2100 (Nakicenovic and Swart 2000) . Reliable prediction of sea ice is challenging because of the large natural variability inherent in the Arctic, and discrepancies between observations and ensemble-based sea ice projections have been documented (e.g., Stroeve et al. 2007 ). Nonetheless, the AR4 versions of ECHAM and CCSM are among the models generating present day sea ice extent and seasonal cycles in reasonable agreement with observations (Parkinson et al. 2006; Zhang and Walsh 2006; Eisenman et al. 2007) , and results specific to the analyses we present here are largely consistent across the models and ensemble members we examined.
As summarized in Table 1 , we analyzed a total of eight ensemble members that span the climate of the 20th century and the A1B scenario through at least 2099, and denote each member with the model name and a subscript. CCSM d , for example, is the fourth ensemble member (alphabetically) in the NCAR experiments. The ECHAM members continue through 2200 or 2300 and we consider the ECHAM b run over its entire 1860-2300 duration in the Sect. 3.4. We also analyze years 100-599 of a 700-year CCSM control run at 1990 conditions (CCSM 1990 ). All ensemble members were obtained from the Earth System Grid at http://www.earthsystemgrid.org.
We base our results on January-March (JFM) mean values in order to capture the part of winter when the NAO is well-defined and the beginning of the spring season when sea ice is of maximum extent. Our primary variables are sea ice concentration (SIC) and sea-level pressure (SLP). For the CCSM 1990 run, we analyze several additional variables to explore the causes of observed sea ice variations. Specifically, we analyze heat flux integrated over the depth of the oceanic mixed layer F = (F x , F y ). We also consider sea ice velocity and two rates of sea ice growth: basal and frazil, where basal refers to thickening of sea ice from below and frazil refers to the formation of new ice crystals not necessarily at the surface of the ocean. Finally, the sea ice model of CCSM partitions the rate of change of sea ice area into a component due to thermodynamics and a component due to dynamics, denoted respectively (qa i /qt) T and (qa i /q t ) D .
Methods
To obtain the empirical orthogonal functions (EOFs) of a scalar field, we weight the time-by-location data table by the square root of the grid cell area and calculate the unitlength eigenvectors of the location-by-location covariance matrix. The square root of the grid cell areas are used rather than the square root of the cosine of latitude because some of the grids are centered on Greenland. We refer to the eigenvectors as loading patterns or EOFs and refer to the associated expansion coefficients as principal components. For display purposes, all principal components are standardized as Z-scores, meaning that each time series has zero mean and unit standard deviation. Where we display the average EOF across several ensemble members, the average EOF is scaled to unit length. For the vector field F, we found that complex and real-vector EOF analyses (Kaihatu et al. 1998 ) produced similar results and show the real-vector EOFs here to circumvent the ambiguity in the direction of the eigenstructures inherent in the complex EOFs.
We define the NAO as the leading EOF of JFM mean SLP over the domain 20°-80°N and 90°W-40°E (Hurrell 1995) . We refer to the NAO's principal component as the NAO index (NAOI). It will be necessary to examine more than one SIC EOF, so we use SIC with a subscript i to denote the ith EOF and remove the bold font when referring to the associated principal component. For example, the second EOF of sea ice concentration is SIC 2 and its principal component is SIC 2 .
Correlations are reported as significant if they pass a 95% confidence level test using an effective sample size n 0 : n(1 -q 1 )/(1 ? q 1 ), where q 1 is the lag-1 autocorrelation coefficient. For the correlation between a vector and scalar field, we calculate the Pearson correlation (r) of the scalar with each vector component separately. Using the NAOI and F as an example, these correlation coefficients are used to define a ''correlation vector'' r at each grid point r rðF x ; NAOIÞ; rðF y ; NAOIÞ À Á :
Given the field of r, we map arrows with length equal to the magnitude of r and direction everywhere tangent to r.
Results
Since our aim is to explore the time varying relationship between the NAO and sea ice in winter, we present our results in sections covering specific time periods: the early 20th century, the 21st century, the 22nd century, and the multi-century period 1860-2300. For these various blocks of time, the NAO undergoes some variations and the NAOI has some time-dependent trends, but the NAO is consistent relative to the large variations in the sea ice EOFs. The NAO accounts for between 41% and 46% of the total SLP variance within the NAO domain for all the time periods we consider. To present the basic form of the relationship between the NAO and SIC, we begin with the first half of the ''climate of the 20th century experiment.'' As we will later show, this is a time when SIC is most clearly dominated by NAOrelated variability. Panels a and c of Fig. 1 show the NAO and SIC 1 averaged across the ECHAM aÀc and CCSM aÀe ensemble members respectively for 1901-1950. The SIC 1 composites feature an east-west dipole of SIC with oppositely-signed centers of action over the Labrador and Barents Seas. SIC 1 accounts for between a quarter and a third of the total North Atlantic SIC variance. These patterns are similar to those found in observations for the latter part of the 20th century (Deser 2000) , and similar to results from the CCSM 1990 control simulation (Fig. 1e) . The Labrador Sea center of action in the CCSM aÀe SIC 1 composite extends farther eastward into the Atlantic than in the CCSM 1990 and ECHAM aÀc results-a phenomenon that will be discussed toward the end of this section. Examples of SIC 1 from certain ensemble members are shown in Fig. 1b, d , f along with the corresponding NAOI. The significant correlations r(SIC 1 ,NAOI) can be understood broadly by considering the pressure changes associated with the positive and negative polarities of the NAO. When the NAO is positive, SLP is decreased over the northern center of action, which supports anomalously equatorward advection of cold air and sea ice over the western North Atlantic and anomalously poleward advection of warm air, sea ice, and oceanic heat over the eastern North Atlantic.
To explore in more detail why these NAO-driven advection patterns support an east-west SIC dipole, we consider correlations between the NAOI and several model output fields from CCSM 1990 . Figure 2a depicts key dynamic processes and Fig. 2b shows key thermodynamic processes. Beginning with the dynamic processes, the positive NAO means decreased SLP over the subpolar Atlantic. The associated cyclonic surface wind anomalies support a cyclonic pattern of sea ice velocity anomalies that advect sea ice out of the Barents Sea into the high Arctic and from the Canadian Arctic Archipelago into the Labrador Sea (arrows, Fig. 2a ). These NAO-driven patterns of sea ice advection contribute to changes in sea ice area due to dynamics (qa i /qt) D (shading, Fig. 2a Considering thermodynamic processes, the positive NAO is associated with marked changes in the transport of heat in the North Atlantic, which has implications for the formation and melting of sea ice. Deser (2000) illustrated and discussed the role of surface air temperature in the NAO-driven sea ice dipole using observations. Considering oceanic processes, during the positive NAO poleward heat transport within the oceanic mixed layer (F) is anomalously high along the Norwegian coast into the Nordic seas (arrows, Fig. 2b ), resulting in depressed basal ice growth rates throughout the marginal ice zone east of Greenland and in the Barents Sea (shading, Fig. 2b) . Conversely, oceanic heat anomalies are directed out of the Labrador Sea during the positive NAO (arrows, Fig. 2a) , and basal ice growth rates are enhanced within Baffin Bay and along the coastal Labrador Sea (shading, Fig. 2b ). The overall sense of the NAO-driven heat flux anomalies (arrows, Fig. 2b) is consistent with the observational study of Flatau et al. (2003) which found that a positive NAO was associated with stronger northeastward directed flow in the North Atlantic Current and a more intense cyclonic gyre in the Irminger Basin. Let us summarize the dynamic and thermodynamic processes by which the NAO supports an east-west sea ice dipole. Over the western North Atlantic, the positive NAO is associated with increased basal sea ice growth and increased sea ice advection into the Labrador Sea. Over the eastern North Atlantic, the positive NAO is associated with decreased basal sea ice growth and increased sea ice advection out of the Barents Sea.
We now return to the anomalously large east-west extent of the positive center of action in the composite SIC 1 for CCSM aÀe (Fig. 1c) , and note that this is common to all the ensemble members. It is useful to compare the CCSM aÀe and CCSM 1990 results since the only difference between the runs is the external forcing-the model physics and flux parameterization are otherwise identical. Note that the negative center of action of the NAO is shifted west in the CCSM aÀe result relative to the same center in the CCSM 1990 result (compare dashed contours in Fig. 1c, e) . A stronger negative center in the NAO would be consistent with stronger wind-driven sea ice advection into the waters south of Greenland.
The 21st century
Moving ahead to the 21st century, the NAO-driven eastwest SIC dipole described in the previous section is a less prominent pattern of SIC variability. For years in ECHAM aÀc and CCSM aÀe , SIC 1 is a single-signed EOF distributed across the entire marginal ice zone, accounting for the majority of the North Atlantic SIC variance (Fig. 3a, b) . As an example of the associated principal component, we show SIC 1 from CCSM c in Fig. 3c . The upward trend in SIC 1 indicates a loss of ice over the marginal ice zone, and this loss is well correlated with oceanic flux of heat into the North Atlantic. To illustrate this, we show the leading EOF of F in Fig. 3b (arrows) and its associated principal component in Fig. 3c (red curve) . The leading F EOF traces two primary heat transport patterns: (1) poleward F from west of the British Isles, up the coast of Norway and into the Barents Sea and (2) equatorward F along the east coast of Greenland and into the Labrador Sea. Intensification of these heat transport patterns is consistent with the loss of ice in the marginal ice zone indicated by SIC 1 and its principal component.
The NAO-driven east-west dipole of SIC described in the previous section appears in slightly modified form as SIC 2 during 2001-2099 (Fig. 3d, e) . Relative to the early 20th century results, the Labrador Sea center of action is a b 123 retreated northwestward, particularly for the CCSM aÀe ensemble, and the Barents Sea center of action is shifted eastward across Novaya Zemlya. The SIC 2 expansion coefficient from each ensemble member is well-correlated with its corresponding NAOI (e.g., Fig. 3f ), but these patterns account for only 8-13% of the total North Atlantic SIC variance. The decline in SIC over the marginal ice zone dominates the variability. Interestingly, the SIC 2 patterns account for approximately a quarter of the residual variance that remains after accounting for SIC 1 , which is similar to the proportion of variance accounted for by NAO-driven east-west SIC dipoles in the 20th century runs and the 1990 control run. In other words, if the SIC loss pattern across the marginal ice zone is removed from the SIC covariance structure, the NAOdriven east-west dipole pattern consistently accounts for about a quarter to a third of the North Atlantic SIC variance. An increasing body of literature is supporting the idea of a time-dependent influence of the NAO on sea ice concentration variability as outlined in the Introduction. We support that idea here by considering how the prominence of NAO-driven SIC patterns varies over the 20th to 23rd centuries. To accomplish this, we calculate the NAO, SIC 1 , and SIC 2 for sliding 40-year windows centered at ten year intervals, and examine the correlation between the calculated principal components. We show the results of this analysis in Fig. 4 . From 1900 to 2150, the correlation r(SIC 1 ,NAOI) generally decreased while the correlation r(SIC 2 ,NAOI) generally increased. The sense of these changes are shown by the least squares regression lines in Fig. 4 . Visually inspecting the EOFs from each of the sliding data windows over time, we found that an increasing fraction of the ensemble members had basin-wide trend patterns resembling Fig. 3b appearing as SIC 1 and NAO-driven dipole patterns resembling Fig. 3e appearing as SIC 2 . In other words, NAO-like dipole patterns clearly led the sea ice variability early in the 20th century, but became secondary to emerging sea ice trends thereafter. The preceding results thus indicate a decreasing role for the NAO in driving the leading mode of SIC variability over the North Atlantic because of the increasing importance of loss trends over the marginal ice zone. Into the 22nd century, the A1B scenario levels off CO 2 concentrations, so the winter ice loss trends begin to slow and account for a smaller fraction of the total North Atlantic SIC variance. Figure 5a shows SIC 1 for the ECHAM aÀc ensemble over years 2101-2200. This 22nd century leading SIC EOF is less expansive, and accounts for approximately half the variance of, its 21st century counterpart (compare to Fig. 3a) . SIC 2 is still an east-west SIC dipole pattern conceptually similar to those associated with the NAO for earlier periods, and is well correlated with its corresponding NAOI (Fig. 5d) . However, comparison of Figs. 1a and 5c show that this NAO-driven SIC dipole has undergone marked changes from its early 20th century counterpart in direct response to the retreated marginal ice zone. Specifically, the loading has disappeared from the east coast of Greenland up to Svalbard, and from much of the Gulf of Bothnia, which lies between Sweden and Finland. The negative center of action in the Barents Sea is greatly weakened and shifted entirely east of Novaya Zemlya, and the positive center of action near the Labrador Sea has retreated out of the Gulf of St. Lawrence and advanced into Hudson Bay and Baffin Bay.
A multi-century perspective
As a follow to the analysis of 50-100 year periods given in the preceding sections, we now consider SIC and SLP variability in the longest-running ensemble member in our study-ECHAM b which was integrated from 1860 to 2300. In this multi-century framework, SIC 1 captures declining SIC within the marginal ice zone, accounting for 79% of the total variance (Fig. 6a) . The associated principal component (SIC 1 , black curve in Fig. 6d ) is relatively constant prior to 2000, undergoes rapid increase from 2000 to 2100, and slower increase from 2100 to 2300. The rapid 21st century loss is in part related to oceanic heat transport as shown in Fig. 3b , c. Here we show that the 400-year time series of this sea ice loss principal component is well correlated (r = 0.99) with the global mean 2m air temperature, which is one proxy for increased heat storage in the climate system (red curve, Fig. 6d) .
A north-south oriented dipole of SIC appears as SIC 2 (Fig. 6b) , accounting for 5% of the total variance, or approximately a quarter of the variance not accounted for by the leading EOF. Given its zonally-elongated, north-tosouth dipole pattern, SIC 2 captures interannual variability in the equatorward extent of the sea ice edge, where lower principal component scores correspond to more expansive sea ice advance. The associated principal component (SIC 2 , black curve in Fig. 6e ) is negative prior to 2000 and after 2150, indicating that the seasonal sea ice extent is greater during times of slower ice trends. We verify this impression by calculating the first derivative of a smoothed version of SIC 1 , shown as the red curve in Fig. 6e . Indeed, the period with the most rapid sea ice loss corresponds well with the period of lowered seasonal sea ice advance. Note that, since SIC 2 is orthogonal to SIC 1 , the variability in sea ice advance captured by this second EOF occurs on top of the total loss trend. In other words, after 2150, the sea ice advance was anomalously equatorward (low SIC 2 ) after accounting for the overall retreat of the marginal ice zone (high SIC 1 ).
The third SIC EOF (SIC 3 , Fig. 6c ) is an east-west dipole resembling the NAO-driven patterns described in the previous sections, but accounts for only 2% of the total variability, or 12% of the variance not accounted for by SIC 1,2 . The associated principal component reasonably follows the NAOI for the duration of the integration (Fig. 6f) . To explain how SIC 3 remains synchronized with the NAOI despite the changing position of the marginal ice zone, we note that SIC 3 is approximately the union of the NAO-driven east-west SIC dipole patterns appearing in ECHAM aÀc for years (Fig. 1a) , (Fig. 3d) , and 2101-2200 (Fig. 5c) . As the approximate union of these EOFs, the 1860-2300 SIC 3 is able to pick up east-west SIC fluctuations as the marginal ice zone retreats across the EOF. 
Summary and discussion
We examined the relationship between boreal winter sea ice variability and the North Atlantic Oscillation (NAO) for the time period 1860-2300. Nine ensemble members are used from two global climate models with forcing evolving from pre-industrial conditions through a scenario where carbon dioxide stabilizes at 720 ppm by 2100. In all centuries, the NAO generates an east-west dipole pattern of sea ice concentration (SIC) anomalies with oppositely signed centers of action over the Labrador and Barents Seas. During the positive polarity of the NAO, SIC increases over the Labrador Sea due to wind-driven equatorward advection of ice, and SIC decreases over the Barents Sea due to wind-driven poleward advection of heat within the mixed layer of the ocean. This NAO-driven SIC variability pattern can be detected as an EOF for any sliding window over the analysis period, but is the leading EOF only in the absence of basin-wide decadal increases or decreases in SIC. The equatorward extent of the centers of action in the NAO-driven SIC dipole lessened in the simulations as the sea ice edge retreated poleward, and the Barents Sea center of action weakened. The NAO-driven SIC dipole accounted for a markedly varying fraction of the total sea ice variability depending on the strength of the forced sea ice extent trend. In runs for the first half of the 20th century and under 1990 control conditions, the NAO-driven SIC pattern accounted for almost a third of the total SIC variance. In 21st century results, the equatorward extent of the NAO-driven SIC pattern lessened, and its Barents Sea center of action weakened. From a multi-century perspective spanning 1860-2300, the leading sea ice EOF captured the overall ice loss, the second EOF related the interannual ice extent variability to the rate of ice loss, and the NAO-driven SIC pattern appeared as the third EOF, accounting for only 2% of the total SIC variance.
The recovery of an NAO-driven SIC variability pattern using the entire 1860-2300 simulation is quite remarkable given the basin-wide changes associated with retreat of the sea ice edge and given the orthogonality constraint of the statistical method used. Although it represents a small fraction of the total variance from a multi-century perspective, the imprint of the NAO on sea ice is robustly present even under substantial projected climate change. As discussed in the Introduction, observational studies covering the second half of the 20th century found an NAOdriven dipole as the leading pattern of SIC variability (Deser 2000) , and several studies concluded that trends in the NAO or NAM may have amplified winter sea ice retreat. When the available years of the 21st century are considered, however, an overall sea ice retreat trend is emerging on top of which the NAO provides east-west dipole SIC variability (Deser and Teng 2008) . In darkness, boreal winter sea ice is not subject to positive ice-albedo feedback. Based on the projection to 2300 examined here, boreal winter sea ice will retreat poleward but not leave the regions influenced by NAO-related circulation anomalies. This amounts to a poleward shift in the centers of action of the NAO-driven SIC dipole EOF, which has implications for the patterns of ice-to-atmosphere feedback that will be present in the system as it undergoes anthropogenic change.
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