Three-dimensional (3-D) modeling of indoor environment plays an important role in various applications such as indoor navigation, Building Information Modeling (BIM), interactive visualization, etc. While automated reconstruction of 3-D models from point clouds is receiving more and more attention. Indoor modeling remains a challenging task in terms of dealing with the complexity of indoor environment, the level of automation and restrictions of input data. To address these issues, an automatic indoor reconstruction method that quickly and effectively reconstructs indoor environment of multi-floors and multi-rooms using both point clouds and trajectories from mobile laser scanning (MLS) is proposed. The proposed automatic method of parametric structure modeling comprises three steps. First, structural elements, such as doors, windows, walls, floors, and ceilings, are extracted based on the geometric and semantic features of point clouds. Then, the point clouds are automatically segmented into adjoining rooms through a combination of visibility analysis and physical constraints of the structural elements, which ensures the integrity of the room-space partitions and yields priors for the definition of point cloud label for reconstructed model. Finally, 3-D models of individual rooms are constructed by solving an energy optimization function via multilabel graph cuts. Three benchmark datasets collected by two handheld laser scanning (HLS) and a backpack laser scanning (BLS) system were used to evaluate the proposed method. Experiments demonstrate that the recall and precision of reconstructed surface models obtained by the proposed method are mostly larger than 60%, and the average F1-score of the model is close to 5 cm.
I. INTRODUCTION
I N RECENT years, three-dimensional (3-D) reconstruction of indoor environment has drawn huge attention from the urban modeling community due to its applications in various fields, such as indoor navigation [1] , architectural design [2] , virtual reality [3] , and real-time emergency response [4] . Traditional 3-D indoor models are usually built up manually with commercial software, such as CAD, Revit, and 3DReshaper. However, manual 3-D reconstructed indoor modeling is a tedious, slow, and expensive process [5] . To make this process more effective and efficient, many studies have focused on automatic generation of 3-D indoor models over the past decade. However, robust 3-D reconstructing of complex indoor models still faces challenging issues [6] due to the restrictions in data and the complexity of spatial structures.
Recently, with the development of laser scanning and point clouds process, the automation level of 3-D indoor modeling has been improved a lot. Various types of laser scanning devices, such as consumer grade RGBD (RGB and depth) sensors, lightweight terrestrial laser scanners (TLS), and HLS or BLS, have been used for data acquisition of indoor scenes. RGBD images (e.g., Microsoft Kinect) acquired by a camera and a depth sensor are widely used in 3-D visual applications, such as 3-D virtual reality, 3-D simultaneous localization and mapping (SLAM), and robotic obstacle avoidance. However, RGBD sensors are limited by the small scanning range and high level of noise. TLS scanners can obtain high-quality data but suffer from low mapping efficiency because of the laborious scan station resetting and registration procedures. MLS systems can continuously obtain point clouds while moving around. They can be applied to indoor scenes that have complex layouts and can minimize the effects of occlusions. This is why easy-to-use and affordable indoor MLS systems are mostly used for data acquisition of large indoor scenes [7] . However, due to the complexity of indoor environment, point cloud qualities suffer from many factors such as moving objects, multiple reflections, and occlusions, resulting in dramatic challenges in model 3-D reconstruction.
A number of approaches investigate indoor modeling from point clouds. Some methods classify indoor point clouds and assign them with semantic labels, such as floors, walls, ceilings, and other objects [8] , [9] . However, the resulting models have only semantic information but no structure attributes. More recent methods [6] , [10] , [11] focus on extracting plane and line elements to construct models. These methods treat the modeling as an issue of vector structure representation, without considering the semantic reconstruction of rooms. Therefore, other methods [12] , [13] were proposed to construct 3-D watertight models from extracted planes by graph cuts to solve the issue. However, most of the methods are limited to TLS point clouds that are inefficient to acquire. Currently, more and more work [3] , [14] - [19] have constructed indoor models using MLS systems, as they offer not only a less occluded point cloud but also a trajectory followed by the system during the acquisition process [18] . Nevertheless, the reconstruction methodologies based on MLS are highly dependent on data quality and integrity and are mostly effective in simple scenarios. Meanwhile, most of the approaches, e.g., [16] , fail to consider the interconnected space recognition and modeling.
In order to address the shortcomings mentioned earlier, this study focuses on the combination of point clouds and trajectories from MLS to automatically 3-D reconstruct indoor environment, which may have multiple floors, multiple rooms, and complicated connections. The method starts by structural elements (e.g., ceilings, floors, walls) detection based on the geometric features of point clouds. Then, the unstructured point clouds are segmented into meaningful rooms through a combination of visibility analysis and constraints of the structural elements, which only depends on geometric information of trajectory points and yields priors for the definition of point cloud label for reconstructed model. Finally, the 3-D models of individual rooms are individually constructed by solving an energy optimization function based on multi-label graph cuts, which is formulated as a global optimization approach allows for plausible connectivity of wall and assigning room to region of the building.
The main contributions of the proposed method include the following: 1) an automatic semantic operator, which allows individual rooms to be modeled, is proposed to semantically label the point clouds of indoor environment with a combination of visibility analysis and physical constraints of the structural elements; and 2) a multi-label graph cut is implemented to automatically 3-D reconstruct indoor models of multi-floors and complicated connections from MLS point clouds. The reconstructed results include both volumetric solid models and surface models, which have detailed geometric, topological and semantic information of indoor space and is suitable for both 3-D visualization and calculating purposes.
II. RELATED WORK
In the past decade, there are many approaches designed for indoor modeling by 3-D laser scanning, and they mostly consist of two main steps: 1) point cloud semantic labeling; and 2) 3-D reconstruction of indoor environment.
A. Point Cloud Semantic Labeling
Currently, there are two main strategies of point cloud semantic labeling. The first one is to assign each single point or voxel a label in the scene [20] , [21] . Thomas et al. [22] proposed a 3-D semantic classification framework in which a set of geometric features are computed for every point from their multiscale spherical neighborhoods. Wang et al. [6] used a learning framework of the associative Markov networks (AMNs) to assign each 3-D point a label from a class set (floor, walls, roof, other objects). Armeni et al. [9] proposed a semantic parsing method that parsed the whole building into disjoint spaces and learned candidate windows' geometric and appearance features and then considered the context among semantic elements. The final elements were performed by solving the maximization of the energy function that the weight vector are learning using a structured support vector machine [23] . However, the learning progress needs a huge amount of training data. Díaz-Vilariño et al. [8] classified the point cloud to obtain the geometry of floors, walls and ceilings by intersecting planes according to their adjacency relationships. Rottmann et al. [24] proposed a supervised learning approach to label different locations using boosting. The process needs to train a classifier using features extracted from vision and laser range data. The second strategy is to classify the point cloud depending on prior knowledge of segments [25] - [27] . Exemplar common methods are random sample consensus (RANSAC)-based plane fitting [28] and Hough transform−based line fitting [29] . Sanchez and Zakhor [30] classified point clouds into four classes (floor, ceiling, wall, and others) from their point normal orientations. Michailidis and Pajarola [31] presented a new method to extract wall openings (windows and doors) of indoor scenes from point clouds. The method directly extracted windows and doors from a single wall surface. Previtali et al. [15] proposed a methodology to detect openings based on voxelization to distinguish "occluded" from "empty" regions in wall surfaces. In this paper, the structural elements, such as doors, windows, walls, floors, and ceilings, are detected by considering the geometric and semantic information of point clouds.
B. 3-D Reconstruction of Indoor Environment
Current methods for reconstruction of indoor environment are mainly line-based [6] , [32] , [33] , plane-based [34] , [35] , and volume-based [36] .
1) Line-Based Reconstruction: Linear reconstruction is based on line frameworks to build indoor models. The lines are detected as intersections of extracted planes, followed by an extrusion assuming walls as planar and vertical surfaces [15] . Lin et al. [33] presented an efficient 3-D line segment grouping method and introduced the "number of false alarms (NFAs)" into the 3-D point cloud to filter false-positive detections. The unconnected lines contain excessive noise and detail. Wang [6] proposed a line extraction method using the conditional Generative Adversarial Nets (cGAN) deep learning method to obtain a regular line framework model that had a topological structure. Liu et al. [32] proposed a global analysis of the entire input point cloud by deep neural network (DNN) to detect primitive structures and reconstructed vector graphic floorplans from RGBD videos with camera poses. However, these methods could not express semantic information of rooms.
2) Plane-Based Reconstruction: Some methods detect and reconstruct planes to represent indoor scenes. Plane-based reconstruction of indoor environment is similar to outdoor reconstruction [10] . The most widely employed model-fitting methods for plane segmentation are RANSAC and Hough transform from point clouds. The algorithms [30] generate unconnected planes from 3-D point clouds to construct a model without spatial topological relationship. However, the methods are not robust in occluded and noisy indoor environment. Boulch et al. [34] presented a method for constructing a piecewise planar approximation of an observed surface provided as range images. The method was generic and can be applied to any scene in manmade environments. However, the goal was not to reconstruct the most accurate surface but to produce a simple piecewise-planar approximation and to reconstruct a whole building. Monszpart et al. [11] proposed a simple, scalable, powerful approach to extract regular arrangements of planes (RAP) from an unstructured and noisy raw scan to rebuild man-made scenes. This method can reconstruct large scale scene, but it requires long computing time.
3) Volume-Based Reconstruction: Volumetric reconstruction of indoor environment is based on some pre-defined rules for splitting and merging volumetric primitives. Oesau et al. [37] detected the horizontal structures and vertical wall structures for 3-D space partitioning. The final model was extracted from 3-D cell decomposition by binary cell partitioning into either empty or solid space using graph cuts. However, the method only built inside and outside partitions but did not model individual rooms, which was also the case for Li and Nan [36] , [38] . Extensions of this method were attempted by further studies [12] , [13] , [17] . Ochmann et al. [12] , [39] proposed a method in which every TLS station was considered as the initial label for a room, and the reconstruction task was solved by energy minimization. The method relied on the prior knowledge of scanning stations, which caused oversegmentations for long corridors. Mura et al. [13] , [40] reconstructed individual rooms in 3-D environments with arbitrary wall orientations and the results outperformed the 2.5-D reconstruction results of other approaches [12] , [14] , [17] , [36] , [38] . However, the method was only applied to smallscale scenes. Ikehata et al. [41] reconstructed an indoor model as a structure graph, in which the nodes expressed structural elements such as rooms, doors, and objects and the edges represented the geometric relationships. The main limitations were that the method relied only on local geometric information, and the modeling efficiency was low. Xiao and Furukawa [42] proposed a new method called "Inverse CSG" for reconstructing a scene with Constructive Solid Geometry (CSG) consisting of volumetric primitives. The method focused on large scene reconstruction without semantic information and scene understanding of the indoor environment.
The earlier reviews reveal that the binary space partition methods [36] - [38] can be applied to partition the space into inside and outside by graph cuts; however, they cannot label different rooms. Other state-of-the-art methods [12] , [13] , [39] - [41] can only be applied to TLS point clouds, resulting in limited usage in wider applications using low cost MLS systems. Some methods [3] , [14] , [16] - [19] are proposed to build multi-room models, depending on iterative heuristics or subsequent merging steps, using MLS point clouds. Other methods [6] , [11] , [42] for large scene reconstruction can only represent the building's geometry and structural information but are in lack of space recognition and semantic information. In this paper, the multi-story, multiroom, and complicated indoor space models with valid geometric, topological, and semantic information are reconstructed. Fig. 1 illustrates the flowchart of the proposed method that encompasses three key steps: structural element extraction, individual room segmentation, and structural model reconstruction. The structural elements of building interiors, such as walls, ceilings, floors, doors, windows, and cylinders, are extracted based on geometric and semantic features of point clouds. For multiroom segmentation, visibility analysis is carried out, including the following: 1) simulating the visibility of point clouds from trajectory points based on the line of sight; 2) limiting the visible range of point clouds based on the locations of detected doors; and 3) visibility clustering for points with similar scanning trajectory. Finally, 3-D structural models of individual rooms are separately constructed via multi-label graph cuts. In the results, the output 3-D models consist of all ceilings, floors, walls, rooms, doors, windows and cylinders in the indoor environment.
III. METHODOLOGY

A. Structural Elements Extraction 1) Horizontal and Vertical Plane Detection:
Real world indoor scenes are commonly Manhattan-world scenes, in which the major components of a building (walls, ceilings and floors) are composed of axis-aligned planes. The three dominant directions of a scene are generally identified by three strong peaks from the histogram of the normal distribution of point clouds [36] . Using the dominant directions, the point clouds are transferred into a Manhattan coordinate frame. As the original data has no normal, they are approximated by the principal component analysis (PCA) using K-nearest neighbors then used to determine the rotation parameters [43] . Finally, the point clouds are transformed into the Manhattan frame.
The transformation will facilitate planar surface detection from the point distribution along the axes. The density histogram of z coordinates is shown in Fig. 2 (a) and the peaks in the histogram correspond to floors and ceilings. Peaks are extracted if the peak value is greater than a threshold p v . If the distance between two peaks is less than a threshold p d , the lower peak is eliminated. One example of extraction result is shown in Fig. 2(b) . The blue planes represent the ceiling and floor of the first floor, and the red and green planes represent the ceiling and the floor of the second floor. Note that the green plane is a part of the ceiling that is at a different height.
To extract walls from noisy point clouds, the RANSAC algorithm [28] is used to generate initial vertical planar surfaces. Points on horizontal planes will be discarded after the previous step and the rest points are mostly on vertical walls. There will be false detections in the initial RANSAC results which need refinement, as shown in Fig. 2 (c). To filter out false detections, a further step is proposed that iteratively refines these initial vertical segments. Specifically, the walls are restricted parallel to the xor yaxis as far as possible, by the following criteria: the z component of the plane normal is less than a threshold n z , and the slope of the x, y plane is less than a threshold s xy . Planar segments are merged if the following conditions are satisfied: 1 the angle between the two planes is less than a threshold θ t ; and 2 the distance from the centers of the two planes is less than a threshold d t [36] . These processes are repeated until all walls are refined, as shown in Fig. 2(d) . After that, parameters of every plane, including the normal (n x , n y , n z ) and the distance d, are determined by PCA.
2) Opening Detection: For indoor modeling, doors and windows are considered as openings in segmented walls. It assumes that the bottoms of door openings are located on the floors, and similarly, a window has a certain height distance from the floor. Horizontal cross sections of the point clouds at certain heights from the floor are used to detect openings by identifying the number of points. In order to detect doors, point clouds are sliced horizontally into a series of sections at different heights, as shown in Fig. 3(a) . The point clouds of sections at certain heights (e.g., H floor + 0.1m ∼ H floor + 0.3m, H ceiling − 0.3m ∼ H ceiling − 0.1m, H floor , H ceiling are the heights of the floor and the ceiling) are projected onto a horizontal two-dimensional (2-D) grid, of which the cell size is C s . Some sections will have no points at the opening of a door, but others will have points on top of the door. This difference can be used to detect the locations of doors, as shown in Fig. 3(b) . The point clouds at the locations of doors are converted to a binary image, in which the pixel value is either 1 or 0, meaning there are some or no points, respectively, as shown in Fig. 3(c) . The initial line segments, which represent footprints of doors, are extracted by Hough transform from the binary image. Then nearby line segments are merged if the following conditions are satisfied: 1 the angle between the segments is less than a threshold θ a ; and 2 the distance from the centers of segments is less than a threshold d c . Finally, door polygons are regularized by extruding line segments to a certain height and width, such as h d = 2.2m and l d = 1m according to the average door size of the indoor scene, The extraction of windows is similar to that of doors, and the only difference is the height value of selected horizontal cross sections, the openings are shown in Fig. 3(d) , in which the red ones are windows, the green ones are doors, and the purple ones are windows falsely detected as doors.
B. Individual Room Segmentation
Ochmann et al. [12] and Mura et al. [13] used TLS points in a specific room based on the prior information of the scanner's position to segment rooms. Their methods are designed for TLS point clouds, but not for MLS point clouds. Inspired by their work, segmentation of rooms from unorganized point clouds are achieved by simulating visible point clouds from the trajectory of MLS based on the line of sight and clustering the points with similar scanning trajectories.
1) Visibility Analysis: Díaz-Vilariño et al. [44] proposed a method that a voxel-based structure is designed for the creation of 3-D Isovists. The point cloud is discretized in a voxel-based structure and voxels are identified as "exterior," "visible," and "occupied." In this paper, the visibility of scanned points and previously detected door locations are used to subdivide the point cloud into individual rooms. During data acquisition, points are observed along the line of sight of the laser scanner, so they are considered as visible from corresponding trajectory point. In order to improve the computing efficiency, the segmented planes of indoor scenes are divided into uniform grids, so the visibility of all points in one grid cell is analysis together as a patch. There is no need to simulate the visible points from the whole trajectory, so one of every 200 trajectory points is sampled from the original trajectories, as shown in Fig. 4 (a) and (b). However, for the MLS dataset without trajectory points, it needs to simulate the possible position of the scanner. First, the elevation of the scanner is obtained by averaging the elevations of the floor and ceiling, so that the height of the scanner is approximated. Then, the horizontal positions of the scanner are simulated by sampling points uniformly at a regular distance of 2 m so that each room will have at least one sample position. Visibility is analyzed by ray tracing along the sampled trajectory points and cells' center points of each plane, as shown in Fig. 4(c) and (d) .
The intersections between rays and all other segmented planes are along the line of sight. Points in the cell are considered as invisible if the cell center point is obstructed. Let s be the ray between a trajectory point p 1 and a plane cell center point p 2 . If the ray is intersecting with a segmented plane, noted as p 3 in Fig. 4(c) , the number of points around p 3 will be checked. Let p 3 be the center of a sphere and let the radius be four times of the plane point density value (the point clouds captured by different scanners have different densities). If there is no point in the sphere, points in the cell of p 2 are considered visible, otherwise invisible. If the ray is not intersecting with any segmented plane, points in the cell are certainly visible, as shown in Fig. 4(d) . Fig. 4 (e) shows the simulated visible point clouds of three trajectory points. The visible region changes (showing in different colors) from different trajectory points (red circle).
As shown in Fig. 4(e) , some points in yellow can be observed from different rooms because of openings such as doors. Fig. 5(a) shows an example when the scanner is near a door. A room can contain several doors in complicated indoor scenes, as shown in Fig. 5(b) . In fact, the doors can be used to separate rooms or corridors by limiting the range of visible points. An intuitive solution is depicted in Fig. 5(c) . For each sampled trajectory point p k , doors that are visible to this point will be detected, then point clouds behind the doors will be considered invisible. To detect visible doors, a line segment between the trajectory points p i , p i+1 on each side of a door o j will be intersected by the door, and the intersection is denoted as Ip j , where Ip j ∈ Ip, j = 1, . . . , m (m is number of doors). If the intersection Ip j is visible from p k , the door is considered visible from p k . The visibility is then analyzed similarly to the laser scanning point clouds. Each segmented wall plane vw i ∈ W, i = 1, . . . , |W | (W is all segmented wall group) is assessed if it will intersect with the ray between Ip j and p k . If so, vp i is the intersection, as shown in Fig. 5 (c) (left), in which vp i is treated as a sphere center and R is a given radius. Then the number of points in the sphere is computed. If the number exceeds a threshold N , the intersection point Ip j is invisible, meaning that the door is not visible from the trajectory pointp k . Finally, the coverages of the trajectory points are limited by the locations of detected doors, as shown in Fig. 5(d) .
2) Room Clustering: The visibility analysis is used to determine the scope of point clouds of every trajectory point. Trajectories in the same room will have overlapping point clouds, so individual room can be segmented by clustering overlapping points. In visibility analysis, the segmented planes of indoor scenes are divided into uniform grids. Therefore, the overlap between the visible grids of two trajectory points is calculated according to the index number of the same cells. Let V T i denote the grid cells of a sampled trajectory point i, and let Over lap(V T i , V T j ) be the overlapping cells between V T i and V T j , then the ratio of overlapping can be expressed as (1) . For each trajectory point, the overlapping ratios will be computed with all the other trajectories to represent the similarity between trajectories
The overlapping ratio OV T i_j ∈ [0, 1] as defined. The more the value is, the more common scanning points the two trajectory points can observe. Therefore, an overlapping ratio threshold can be determined to obtain similar trajectory groups in which trajectory points have overlapping visibility. The OTSU algorithm [45] (maximum between-cluster variance) is used to automatically adapt the overlapping ratio threshold to different datasets. The algorithm has a very wide range of applications in image segmentation for its simplicity and intuitiveness. Based on this method, the overlapping ratio is regarded as a value of a gray image, rescaled to [0,255], and the optimal threshold is sought for getting similar trajectory groups.
Algorithm 1 shows an overview of the clustering of point clouds from similar scanning trajectories for room segmentation. For each trajectory point i, the overlapping ratios with all the other trajectory points are computed as aforementioned. If overlapping ratio OV T i_j , OV T j_i of two trajectory points i, j(i, j = 1, 2 · · · , n; i = j) are both greater than the adaptive threshold value t a dapted , trajectory j is considered similar to trajectory iand is added to the trajectory group i Group . Then the similar trajectory group i Group , i = 1, . . . , n of each trajectory point can be obtained. Next, if the number of common trajectory points in groups i Group and j Group is greater than a threshold M thread , trajectory i and j will be merged, meaning the point clouds of these two will be clustered together. In the end, a set of clusters of point clouds that represent segmented rooms R = {R 1 , . . . , R N rooms } are obtained. Fig. 6(b) shows segmented rooms in different colors.
C. Structural Model Reconstruction
The previous steps will segment the point clouds into individual room clusters R = {R 1 , . . . , R N rooms }, but the segmented results are only expressing room semantic information, lacking of geometric and structural attributes. In the last step, the final structural models are reconstructed using multi-label graph cuts, for which the segmented rooms and extracted walls are used as semantic constraints. First, the segmented walls are projected to a 2-D floorplan and fitted with linear primitive candidates, which Algorithm 1: Merging Similar Trajectories. Input: overlapping ratios of any two trajectory points (OV T i_j , i, j = 1, 2, . . . , n; i = j); Output: merged similar trajectory groups for room segmentation for i = 1 to n (total number of trajectory points) for j = 1 to n (j = i) if (OV T i_j > t a dapted &&OV T j_i > t adapted ) i Group {i} ← j end if end for end for for i = 1 to n && i / ∈ R{}//R is the final trajectory cluster.
for
R{i} ← j //merged similar trajectory groups end if end for end for return R = {R 1 , . . . , R N rooms } will partition the ground plan into 2-D cells c i ∈ {c 1 , . . . , c n }, as shown in Fig. 7(a) . The segmented rooms are used as semantic labels, as shown in Fig. 7(b) , and each cell is assigned a label from set {l 1 , . . . , l N rooms , l out }, which includes one label for each room plus an additional label l out for the outer space. Meanwhile, the segmented walls are used to separate cells from adjacent rooms, of which cell labels should be different. The problem is expressed as an energy function, as shown in (2), that is minimized by multi-label graph cuts [18] , [46] - [48] E label (L) = E data (L) + E smooth (L).
(2)
The energy function is defined by a data term and a smoothness term. The data term E data (L) is used to explain the data by labeling the cells. The smoothness term E smooth (L) represents a pairwise cost for adjacent cells.
1) Data Term: E data consists of a sum of unary functions D c (l c ), each of which denotes the cost of assigning a label l c ∈ {l 1 , . . . , l N room , l out } to a cell c i ∈ {c 1 , . . . , c n }
The D c (l c ) value is low if the cell is likely to belong to l c . All point clouds of segmented rooms are projected onto the horizontal plane to determine cell labels according to the point cloud room labels {l 1 , . . . , l N rooms }. A cell is considered as the outside world l out if it is not represented by any scanning points. The unary cost is then defined as where V (s) is the label vector of cell s, I c is the ideal label vector of cell s for label l c , area(s) is the cell's area, and the parameter α is a weighting factor to define the importance of the data term.
2) Smoothness
Term: E smooth (L) is used to regularize the label by penalizing the assignment of different labels to adjacent cells, and consists of a sum of binary functions R c,d (l c , l d ), each of which denotes the cost of assigning two different labels to adjacent cells. The binary function is defined as
E smooth (L) should be low if the segment of the wall represented by edge e are supported by wall points with two different labels l c , l d . The label vector of the edge e is determined according to the room labels of projected points on wall surfaces. The binary cost is defined as
where c, d are the cells separated by edge e, len(e) is the edge length, β, γ are the weight parameters, V (e) is the label vector of edge e, and I cd is the ideal label vector for label l c,d . The additional term V 0 (e) will penalize the edges of which both labels on each side are l out . Finally, the energy function can be minimized using multi-label graph cuts [48] to label the cells as different rooms or the exterior. Once the labels of cells are determined, room structures can be reconstructed. The wall of each room is the centerline that determined by the average location of the point clouds with labels l c , l d , and the heights of the floor and ceiling are estimated by the points of on horizontal surfaces (ceiling and floor). The reconstructed surface models of different rooms are shown in Fig. 7(c) . The thickness of room models is given as a fixed value m T . The walls with thickness are generated by extruding half of the thickness along both sides of the centerline. The floors and ceilings are generated by extruding a thickness along the normal direction towards the outside of the room. The final volumetric solid models of rooms are shown in Fig. 7(d) . 
IV. EXPERIMENT
A. Test Data
Three ISPRS benchmark datasets acquired by MLS were tested, as illustrated in Fig. 8 . The specifications of the sensors and point clouds are shown in Table I . The first dataset (TUB2) is captured in one of the buildings at the Technical University of Braunschweig, Germany, using a handheld scanner, Zeb-Revo. The data were acquired across two floors connected by a staircase. The point clouds and trajectories are shown in Fig. 8(a) . The first floor of the building contains 14 rooms, 2 corridors, 8 windows, and 23 doors, some of which are open whereas others are closed. The second floor includes 7 rooms, 2 corridors, 13 windows, and 28 doors [49] . The walls have different thicknesses and the ceilings have different heights. The second dataset (UVigo) is captured at University of Vigo, Spain, using a backpack-based mobile mapping system, which provides both the point clouds and the trajectories, as shown in Fig. 8(b) . The scene includes one room, an entrance hall, one curtain wall, 20 windows, 7 simple doors, and several circular columns in the middle [49] . The level of noise in the data is moderate. The third dataset (UoM) is acquired in the block B of the engineer building at University of Melbourne, Australia, using a handheld scanner, Zeb1. The scene includes 7 rooms and 14 doors (open or closed), with walls of different thickness and blinded windows, as shown in Fig. 8(c) .
B. Parameter Study
The parameters of proposed indoor reconstruction method for three datasets are shown in Table II . Experiments show that most of the parameters are insensitive to different point clouds in various indoor scenes and only a few parameters need manual modification. p n is the parameter used in the RANSAC plane segmentation, where planes with supporting points less than this threshold will be discarded.bin, p v , p d are three parameters used to extract horizontal planes. The choice of histogram bin size is determined by data point density, and p v , p d are determined according to the indoor scene and used to identify the location of the main horizontal plane. p n , p v , p d depend on different indoor scenes according to our experiments hence need to be adjusted. For extracting vertical walls, n z , s xy are the parameters utilized in the vertical plane refinement. Meanwhile, θ t , d t are set to merge planar segments that represent the same wall. For door detection, the point clouds of door location are transformed into cells, where C s denotes the size of a cell, and r t is the parameter utilized in Hough transform to avoid interference from outliers and noise. θ a , d c are used to merge line segments that represent the same door. l d , h d denote, respectively, the length and the height of the regularized doors. Extraction of windows is similar to that of doors, l w , h w are, respectively, the length and the height of windows. For room segmentation, R, N are searching radius and point number thresholds in visibility analysis. t a dapted denotes the adaptive threshold value based on the OTSU method to obtain trajectory groups. M thread is the threshold value used to merge trajectories. For structural model reconstruction, α, β, γ are the weight parameters used for balancing different terms in the multi-label graph cuts method. m T is the thickness of reconstruction model interpreted from the real scene.
C. Results
The proposed algorithm was written in C++, edited by Microsoft Visual Studio 2017, and is performed on a Window 10 64-bit operating system with an Alienware Intel (R) Core (TM) i7-7700HQ CPU @ 2.80 GHz and a 16 GB RAM.
For the first data, the extracted ceilings, floors and walls are shown in Fig. 9(a) and (b) . The openings (doors and windows) of the first and the second floors are shown in Fig. 9(c) , in which the red ones are windows, and the green ones are doors, but the purple ones are windows falsely detected as doors. Accurate structural elements are important for room segmentation and structure vector modeling. The room segmentation results of the first and second floors are shown in Fig. 9(d) , from which it can be observed that the whole point clouds are correctly subdivided into different rooms. Fig. 9 (e) shows the extruded volumetric solid models of ceilings, floors and walls of the first floor. Fig. 9 (f) shows the extruded volumetric solid models of the first floor, second floor and whole building. The lower height of each ceiling is determined by the average height of the point clouds of on the ceiling surface. The upper height of the floor is the average height of the point clouds on the floor surface. Each wall is given a thickness and a centerline, which is determined by the average location of the point clouds on the wall surfaces. The whole model is given a fixed thickness t = 0.22 m. However, the actual walls may have different thickness. Finally, the surface models of segmented rooms (without extrusions) are shown in different colors in Fig. 9(g) . For the second data, the whole room volumetric solid model with thickness is shown as the Fig. 10(a) , which includes one room, an entrance hall, one curtain wall. Fig. 10(b) and (c) shows the detailed volumetric solid models of walls and cylinders. For the third data, Fig. 11 shows all the room segments and volumetric solid and surface models of a whole floor.
V. EVALUATION AND DISCUSSION
The proposed approach was tested on three datasets that captured by MLS. Both quantitative and qualitative evaluations are carried out to assess the geometric elements, semantics, and topological relations of the reconstructed indoor models. The qualitative evaluation mainly checks the presence and correctness of the semantic attribute as well as the spatial and topological relations. The recall, precision, and F1-score of the reconstructed elements are quantitatively evaluated through a comparison between the reference model Rand the automatically reconstructed model referred to as the source model S [49] . The recall is defined as
where the intersection areas are computed over all surfaces of S i and R j and the recall varies with the size of the buffer b [44] . The precision is defined as
The F1-score is defined as
where π T j p i is the perpendicular distance between a vertex point P i in the source model and the plane π j in the reference model and r is the cut-off value to avoid the influence of incompleteness or imprecision of the source model.
The quantitative evaluation results of structural elements are given in Table III .
A. HLS Benchmark (First) Dataset Evaluation
The first data is the Benchmark data that collected by a handheld scanner. The structural elements were extracted accurately, such as ceilings, floors, walls, doors, and windows. The structural elements of the first floor are shown in Fig. 12(a) . Twentytwo openings are detected as doors, 18 of which are correct. Four pink circles are false detection, and five red circles are miss detections. The method cannot detect the fifth door in red circle as it is closed, and the failure of other four doors are due to the sparseness of the point clouds. There are only three windows extracted, mostly because the noise level is high near glass windows. There are 14 rooms and 2 corridors that are all correctly segmented, as shown in Fig. 9(d) (left) . The structural elements of the second floor are shown in Fig. 12(b) . Twenty-nine openings are extracted as doors, 24 of which are correct, but 5 pink openings are windows that falsely detected as doors. The door in yellow circle is not detected because it is closed, and the double door in the green circle is extracted as single door because one side is closed during data acquisition. There are eight windows correctly detected. There are seven rooms and two corridors, which are correctly segmented, as shown in Fig. 9(d) (right) .
The qualitative evaluations through visual inspections show that the openings are correctly positioned and completely embedded in the walls, as shown in Fig. 12(a) and (b) . The input point clouds and output models are well matched, as shown in Fig. 12(c) . The 3-D reconstructed models were quantitatively evaluated based on the visual surface model in terms of recall, precision, and F1-score [5] . For the whole building, Fig. 12(d) -(h) presents the recall, precision, and F1-score of planar source models plotted against the reference model with a buffer size at 10 cm and the cut-off distance ranging from 1 to 15 cm, respectively. The curves show that the increase of buffer size will improve the recall and precision; in contrast, the F1-score decreases with the larger cut-off values. For the first floor, Fig. 12(d) shows that floors and ceilings achieve high recall (61%) and precision (86%) at small buffer sizes. However, the walls of surface models reach the recall (43%) and precision (61%) at the buffer size of 10 cm. The F1-score (7.5 cm) of walls of all surface models is lower than those of floors and ceilings (2 cm) ranging from 1 to 15 cm, as shown in Fig. 12(h) . The reason is that the centerline of wall model is determined by the average location of the point clouds on the inner and outer wall surfaces. However, the reference model is based on the visual surface model where the interior wall has two sides. Hence, the F1-score of 7.5 cm is closed to a half of real thickness. Surfaces of the floor and ceiling are estimated by the points of on horizontal surfaces (ceiling and floor). Fig. 12(d) and (h) illustrates that the doors and windows of the models achieve a low recall (18%) and precision (20%) with F1-score (6.5 cm). The reason is that the point clouds near the windows and the incompleteness of wall elements have random noise. Fig. 12 (f) shows that recall and precision of the surface model for the second floor, which are much higher than the first floor. As illustrated in Fig. 12 (e) and (g), it can be verified by visual inspection that the recall and precision of most of surface models are more than 60% and only a few are less than 30% for the first and second floors. Moreover, the surface models have higher recall than precision. Fig. 12(h) shows that the average F1-score of walls, floors, ceilings, doors and windows of whole building is close to 5 cm.
B. BLS (Second) and HLS (Third) Dataset Evaluation
The structural element extraction and 3-D model reconstruction from the second, third datasets were also qualitatively and quantitatively evaluated. For the second data that have high level of noise and sparsity, the qualitative results are shown in Fig. 13 (a) and (b), from which it can be observed that the extracted doors, cylinders, reconstructed models and the point clouds are well matched. Fig. 13(c) shows some examples of openings from the original data. The yellow rectangles indicate that there are not enough points on the top of door, leading to being not suitable for the extraction of the door, and the red rectangle shows a series of glass windows that have noise points in the openings. Therefore, there were only four doors extracted during opening detection. The quantitative results of the structural element extraction are shown in Table III. For the third data, the results are shown in Fig. 13(d) and (e), in which the extracted doors, walls, and the final reconstructed model are well matched with the point clouds. Fig. 13(d) shows that only two doors (green) are detected as other doors are closed, and all windows are not captured in the original data. The quantitative results of the structural element extraction are shown in Table III .
C. Limitations
This paper proposed a method to reconstruct the indoor environment that can have multi-floors, multi-rooms, and complicated connections from MLS point clouds. However, there are few limitations. For example, it is only suitable for modeling indoor environments with Manhattan-world structures so it may have difficulties in more complex scenes. For window and door detections, the method only relies on the geometric and semantic information of the point clouds. The noise from the nearby openings may cause false detections. For structural modeling, serious data incompleteness will affect the modeling results. Lastly, the reconstructed vector elements are given a fixed thickness, which can be different in the real structures.
VI. CONCLUSION AND OUTLOOK
Three-dimensional reconstruction of indoor environment from laser scanning point clouds has attracted many attentions from the field of computer graphics, computer vision and photogrammetry [50] for the past ten years. But it is still a challenging task to automatically model complex indoor environment. This paper proposed an automatic method to address the structural modeling of indoor environment with multiple floors, multiple rooms, and complicated connections based on MLS point clouds. The method consists of three main steps with little or no manual interaction: the extraction of structural elements such as the ceilings, floors, walls, doors, windows, and cylinders; the segmentation of room based on the visibility analysis of trajectories and constraints of structured elements; and the reconstruction of volumetric solid and surface models based on multi-label graph cuts.
The proposed method was tested on three datasets collected by MLS. The input MLS data were both point clouds and trajectories of the whole scene, different from most previous studies. The results of geometric elements and the semantic and topological relations of the reconstructed models were qualitatively and quantitatively evaluated. The assessment of the HLS data from ISPRS showed that the recall and precision of reconstructed surface models were mostly more than 60%. The average F1score of the model was close to 5 cm. Experiments showed that promising results can be obtained from the proposed method, even the walls are modeled in the center rather on both sides as in the reference. These are two different modeling strategies. The comparison between them will be investigated in future work. However, the method can be improved at least in two aspects in the future. The combination of point clouds with images to improve the opening detection accuracy is planned. Meanwhile, the reconstructed models can be textured by images for augmented reality applications.
