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Abstract.
In this article we prove the topological minimality of unions of several almost orthogonal planes of
arbitrary dimensions. A particular case was proved in [14], where we proved the Almgren minimality
(which is a weaker property than the topological minimality) of the union of two almost orthogonal
2 dimensional planes. On the one hand, the topological minimality is always proved by variations of
calibration methods, but in this article, we give a continuous family topological minimal sets, hence
calibrations cannot apply. The advantage of a set being topological minimal (compared to Almgren
minimal) is that its product with Rn stays topological minimal. This leads also to finding minimal
sets which are unions of non transversal (hence far from almost orthogonal) planes; On the other
hand, regularity for higher dimensional minimal sets is much less clear than those of dimension 2,
hence more efforts are needed for higher dimensional cases.
AMS classification. 28A75, 49Q20, 49K99
Key words. Minimal sets, Minimal cones, Almost orthogonal unions, Regularity, Uniqueness,
Hausdorff measure.
1 Introduction and preliminaries
1.1 Introduction
In this article we discuss topological minimality of unions of planes of arbitrary dimensions. A par-
ticular case was proved in [14], where we proved the Almgren minimality (which is a weaker property
than the topological minimality) of the union of two almost orthogonal 2 dimensional planes.
The notion of Almgren-minimality (introduced in [2]) is a general notion of weak solutions, in the
setting of sets, of Plateau’s problem, which aims at understanding the regularity and existence of
physical objects that have certain minimizing properties such as soap films. Roughly speaking, we
say that a closed set E is d-dimensional Almgren-minimal when there is no deformation F = ϕ(E),
where ϕ is Lipschitz and ϕ(x)− x is compactly supported, for which the Hausdorff measure Hd(F ) is
smaller than Hd(E). See Definition 1.11 for the precise definition.
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The notion of topological minimal sets (introduced by the author in [12]) is also in the setting
of sets, but instead of minimizing Hausdorff measure among compact deformations, one asks that
a topological minimal set admits a minimal measure among all sets that satisfy some topological
property. At first glance, topological minimality is stronger than Almgren minimality (See Proposition
1.18), though we do not know whether it is strictly stronger. The definition of topological minimal sets
might be physically less intuitive than that of Almgren minimal sets, however one of its big advantages
is that one always have existence for topological minimal sets (cf. [12] Theorems 4.2 and 4.28), while
for Almgren minimal sets, one can only expect for partial results. Also, we know that the product of
a topological minimal set with Rn, n ∈ N is still topologically minimal (cf. [12] Proposition 3.23), but
we do not have a such property for Almgren minimal sets.
Compared to chains, currents, rectifiable varifolds of sets of least perimeter, etc., which are more
usually used to modernize Plateau’s problem, minimal sets has less structure, and very little is known
for their regularity. On the other hand, minimal sets are absolute minimizers, and thus we expects
better regularity than for general critical points.
Now let us say something more about regularity of minimal sets. Since topological minimal sets
are automatically Almgren minimal, all the regularity properties stated below also hold for topological
minimizers.
First regularity results for Almgren-minimal sets have been given by Frederick Almgren [2] (rec-
tifiability, Ahlfors regularity in arbitrary dimension), then generalized by Guy David and Stephen
Semmes [6] (uniform rectifiability, big pieces of Lipschitz graphs).
Since Almgren minimal sets are rectifiable and Ahlfors regular, they admit a tangent plane at
almost every point. But our main interest is to study those points where there is no tangent plane,
i.e. singular points. In [4], Guy David proved that at each point of an Almgren minimal set, every
blow-up limit (see Definition 1.23) is an Almgren minimal cone, that is, an Almgren minimal set which
is a cone at the same time (we will call them minimal cones throughout the paper, since topological
minimal cones will not be mentioned). Thus, the study of singular points is transformed into the
classification of singularities, i.e., into looking for a list of minimal cones.
In R3, the list of minimal cones has been given by several mathematicians a century ago. (See
for example [9] or [8]). For example, 2-dimensional minimal cones in R3 are, modulo isomorphism:
a plane, a Y set (the union of 3 half planes that meet along a straight line where they make angles
of 120 degrees), and a T set (the cone over the 1-skeleton of a regular tetrahedron centered at the
origin). See the pictures below.
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Figure 1. Various soap film examples.  (Section 2.1) 
A. Skew quadrilateral. B. Mobius band.
C. Catenoid. D. Catenoid with disk.
E. Tetrahedral film. F. Trefoil knot film.
In higher dimensions, even in dimension 4, the list of minimal cones is still very far from clear. Up
to now we only know some particular example, such as the cone over the n− 2 skeleton of a regular
simplex centered at the origin in Rn for n ≥ 2 ([11]), the cone over the n− 2 dimensional skeleton of
cubes centered at the origin in Rn for n ≥ 4 ([3]), the almost orthogonal union of two planes ([14]),
the set Y × Y which is the product of two 1-dimensional Y sets ([13]).
Among all the above minimal cones, the minimality of most of them are proved by calibrations
(or some generalized calibrations). Essencially, all sorts of calibration methods always prove directly
the topological minimality, rather than the weaker Almgren minimality. In this case, from all those
calibrated minimal sets, we can obtain new higher dimensional minimal cones by simply taking their
products with Rn.
However for the unions of two almost orthogonal planes, to the author’s knowledge, no calibration
works for them, and the proof is very different. (The non existence of calibration might also be the
reason why we can have such a continuous family of minimal cones.) However it still makes sense to ask
whether they are topologically minimal or not, for example this is related to the interesting question
that whether there exists unions of non-transversal planes that are minimal. (This can not happen for
2-dimensional case, see for example [4] Proposition 14.1). The easist way to get an affirmative answer
is to prove that in fact the unions of almost orthogonal planes are also topologically minimal (even
though they are not well calibrated), and then the product of Rk with theses unions will be minimal
cones, which are unions of non-transversal planes.
On the other hand, since the proof of minimality of union of two almost orthogonal planes is very
different, it is natural to ask whether we can also prove the result for more general cases, i.e. the
union of more than two almost orthogonal higher dimensional planes.
Under the above two motivation, we will discuss the topological minimality of the union of several
almost orthogonal planes of dimension d ≥ 2 in this paper. We will prove the following :
Theorem 1.1 (Topological minimality of the union of m almost orthogonal planes). For each d ≥ 2
and m ≥ 2, there exists θ = θ(m, d) ∈]0, pi2 [, such that if P 1, P 2, · · · , Pm are m planes of dimension d
in Rdm with characteristic angles αij = (αij1 , α
ij
2 , · · · , αijd ) between P i and P j , 1 ≤ i < j ≤ m, which
verify θ < αij1 ≤ αij2 ≤ · · · ≤ αijd ≤ pi2 for all 1 ≤ i < j ≤ m, then their union ∪mi=1P i is a topological
minimal cone.
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The characteristic angles of two tansversal d−planes P 1, P 2 is α = (α1, α2, · · · , αd) implies that
there exists an orthonormal basis {ei}1≤i≤2m of R2m (the linear subspace generated by P 1 and P 2)
such that P 1 is generated by {ei}1≤i≤m, and P 2 is generated by {cosαiei+ sinαien+i}, see Definition
2.5 for a precise definition. Hence the characteristic angles describe their relative position. An almost
equivalent statement of Theorem 1.1 that might be easier to understand is that any union of m d-
dimensional planes which are mutually almost orthogonal in Rdm is topologically minimal, i.e. there
exists a > 0 (small), such that if for any 1 ≤ i < j ≤ m, and any v1 ∈ P i, v2 ∈ P j ,
(1.2) | < v1, v2 > | ≤ a||v1||||v2||
then ∪1≤i≤mP i is minimal. Or intuitively, there is an“open set” of unions of m planes, which contains
the orthogonal union of m planes, such that each element in this set (which is a union of m planes)
is a topological minimal cone.
Note that when the angles between planes are small, their union cannot be Almgren minimal,
because we can easily ”pinch” two planes in the center and decrease measure. See the construction in
[10].
As a corollary of Theorm 1.11, we will have families of unions of non transversal d-planes d > 2
which are minimal, by simply taking the product of Rd−k with the union of m almost orthogonal
k-planes, with 2 ≤ k < d. See Corollary 9.2.
The general plan for the proof for Theorem 1.1 will be similar to that in [14], but due to the lack of
knowledge of regularity for higher dimensional minimal sets, as well as the difference between Almgren
minimal sets and topological minimal sets, there are substantial technical differences: in particular,
the uniqueness theorem of the orthogonal union (Thm 3.1) of higher dimensional planes, and the
projection property for topological minimal competitors (Proposition 6.1). The treat of harmonic
extensions is also different in higher dimensions. The existence of minimal topological competitors
(Theorem 4.5) is also different from the partial existence result used in [14], but this was already
proved in [12].
The rest of this paper will be organized as the following. We will give details at places where
proofs are different (Section 2,3,7, part of Section 6), and will only sketch the prove for the rest part.
In Subsection 1.1 we will give some basic definition and notation that we will use frequently
afterwards.
Section 2 will be devoted to estimate the sum of projections of unit simple d−vectors on several
d-planes, depending on their mutual characteristic angles. Based on this we will estimate the sum of
the measure of the projections of a rectifiable set.
Section 3 will be devoted to prove the uniqueness theorem.
In Section 4 and 5 we will sketch the construction of converging sequences Ek of topologically
minimal competitors for Pk (where Pk is a sequence of unions of planes that converges to the orthogonal
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union of planes), and the construction of the δ-process.
We prove some necessary regularity results for Ek in Section 6.
In Section 7 we give the estimate of Dirichlet energy of a graph on d−dimensional annulus, with
prescribed boundary condition.
The proof of Thm 1.1 will be given in Section 8.
Finally in Section 9, we will give an corollary about minimality of unions of non transversal higher
dimensional planes, and discuss some related open problems.
1.2 Preliminaries
[a, b] is the line segment with end points a and b;
−→
ab is the vector b−a; while being specified, it can also represent the half line issued from the point
a and passing through b;
B(x, r) is the open ball with radius r and centered on x;
B(x, r) is the closed ball with radius r and center x;
Hd is the Hausdorff measure of dimension d ;
dH(E,F ) = max{sup{d(y, F ) : y ∈ E}, sup{d(y,E) : y ∈ F}} is the Hausdorff distance between
two sets E and F .
dx,r : while not being specified, it denotes the relative distance with respect to the ball B(x, r),
defined by
dx,r(E,F ) =
1
r
max{sup{d(y, F ) : y ∈ E ∩B(x, r)}, sup{d(y,E) : y ∈ F ∩B(x, r)}}.
In the next definitions, fix integers 0 < d < n. We first give a general definition for minimal sets.
Briefly, a minimal set is a closed set which minimizes the Hausdorff measure among a certain class of
competitors. Different choices of classes of competitors give different kinds of minimal sets.
Definition 1.3 (Minimal sets). Let 0 < d < n be integers. Let U ⊂ Rn be an open set. A relative
closed set E ⊂ U is said to be minimal of dimension d in U with respect to the competitor class F
(which contains E) if
(1.4) Hd(E ∩B) <∞ for every compact ball B ⊂ U,
and
(1.5) Hd(E\F ) ≤ Hd(F\E)
for any competitor F ∈ F .
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Definition 1.6 (Almgren competitor (Al competitor for short)). Let E be relatively closed in an open
subset U of Rn. An Almgren competitor for E is an relatively closed set F ⊂ U that can be written
as F = ϕ1(E), where ϕt : U → U, t ∈ [0, 1] is a family of continuous mappings such that
(1.7) ϕ0(x) = x for x ∈ U ;
(1.8) the mapping (t, x)→ ϕt(x) of [0, 1]× U to U is continuous;
(1.9) ϕ1 is Lipschitz,
and if we set Wt = {x ∈ U ; ϕt(x) 6= x} and Ŵ = ⋃t∈[0.1][Wt ∪ ϕt(Wt)], then
(1.10) Ŵ is relatively compact in U.
Such a ϕ1 is called a deformation in U , and F is also called a deformation of E in U .
Definition 1.11 (Almgren minimal sets). Let 0 < d < n be integers, U be an open set of Rn. An
Almgren-minimal set E in U is a minimal set defined in Definition 1.3 while taking the competitor
class F to be the class of all Almgren competitors for E.
Remark 1.12. When the ambient set U is Rn, or a ball, we can also take the class of local Almgren
competitors to define the same notion of minimal set. Keep the E, U , n and d as before; a local
Almgren competitor of E in U is a set F = f(E), with
(1.13) f = id outside some compact ball B ⊂ U,
(1.14) f(B) ⊂ B,
and f is Lipschitz.
A such f is called a local deformation in U , or a deformation in B, and F = f(E) is also called
a local deformation of E in U , or a deformation of E in B.
Note that in this case, the condition (1.5) becomes
(1.15) Hd(E ∩B) ≤ Hd(F ∩B).
We say that a set E closed in an open set U is locally minimal if (1.4) holds, and for any compact
ball B ⊂ U , and any local Almgren competitor F for E in B, (1.15) holds.
One can easily verify that when U is Rn or a ball, the class of Al competitors coincides with the
class of local Al competitors, so the two classes define the same kind of minimal sets. However, if
the ambient set U has a more complicated geometry, then the class of local Al competitors is strictly
smaller, so a set minimizing the Hausdorff measure among local Al competitors might fail to be Al-
minimal.
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Remark 1.16. In general, the notion of minimal sets does not depend much on the ambient dimen-
sion. For example one can easily check that E ⊂ U is d−dimensional Almgren minimal in U ⊂ Rn if
and only if E is Almgren minimal in U × Rm ⊂ Rm+n, for any integer m.
Definition 1.17 (Topological competitors). Let E be a closed set in Rn. We say that a closed set F
is a topological competitor of dimension d (d < n) of E, if there exists a ball B ⊂ Rn such that
1) F\B = E\B;
2) For all Euclidean n− d− 1-sphere S ⊂ Rn\(B ∪ E), if S represents a non-zero element in the
singular homology group Hn−d−1(Rn\E;Z), then it is also non-zero in Hn−d−1(Rn\F ;Z). We also
say that F is a topological competitor of E in B.
And Definition 1.3 gives the definition of topological minimizers.
The simplest example of a topological minimal set is a d−dimensional plane in Rn.
Proposition 1.18 (cf.[12] Corollary 3.17). All topological minimal sets are Almgren minimal.
Definition 1.19 (reduced set). Let U ⊂ Rn be an open set. For every closed subset E of U , denote
by
(1.20) E∗ = {x ∈ E ; Hd(E ∩B(x, r)) > 0 for all r > 0}
the closed support (in U) of the restriction of Hd to E. We say that E is reduced if E = E∗.
It is easy to see that
(1.21) Hd(E\E∗) = 0.
In fact we can cover E\E∗ by countably many balls Bj such that Hd(E ∩Bj) = 0.
Remark 1.22. It is not hard to see that if E is Almgren minimal (resp. topological minimal), then
E∗ is also Almgren minimal (resp. topological minimal). As a result it is enough to study reduced
minimal sets.
Definition 1.23 (blow-up limit). Let U ⊂ Rn be an open set, let E be a relatively closed set in U ,
and let x ∈ E. Denote by E(r, x) = r−1(E − x). A set C is said to be a blow-up limit of E at x if
there exists a sequence of numbers rn, with limn→∞ rn = 0, such that the sequence of sets E(rn, x)
converges to C for the Hausdorff distance in any compact set of Rn.
Remark 1.24. A set E might have more than one blow-up limit at a point x. However it is not
known yet whether this can happen to minimal sets.
Proposition 1.25 (c.f. [4] Proposition 7.31). Let E be a reduced Almgren minimal set in the open set
U , and let x ∈ E. Then every blow-up limit of E at x is a reduced Almgren minimal cone F centred
at the origin, and Hd(F ∩B(0, 1) = θ(x) := limr→0 r−dHd(E ∩B(x, r)).
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An Almgren minimal cone is just a cone which is also Almgren minimal. We will call them minimal
cones throughout this paper, since we will not talk about any other type of minimal cones. Also, when
not specified, minimal set will mean Almgren minimal set in the rest of the paper.
Remark 1.26. The existence of the density θ(x) is due to the monotonicity of the density function
θ(x, r) := r−dHd(E ∩B(x, r)) for minimal sets. See for example [4] Proposition 5.16.
We now state some regularity results on 2-dimensional Almgren minimal sets. Note that these
properties also holds for any topological minimal set, after Proposition 1.18.
Definition 1.27 (bi-Ho¨lder ball for closed sets). Let E be a closed set of Hausdorff dimension 2 in Rn.
We say that B(0, 1) is a bi-Ho¨lder ball for E, with constant τ ∈ (0, 1), if we can find a 2-dimensional
minimal cone Z in Rn centered at 0, and f : B(0, 2)→ Rn with the following properties:
1◦ f(0) = 0 and |f(x)− x| ≤ τ for x ∈ B(0, 2);
2◦ (1− τ)|x− y|1+τ ≤ |f(x)− f(y)| ≤ (1 + τ)|x− y|1−τ for x, y ∈ B(0, 2);
3◦ B(0, 2− τ) ⊂ f(B(0, 2));
4◦ E ∩B(0, 2− τ) ⊂ f(Z ∩B(0, 2)) ⊂ E.
We also say that B(0,1) is of type Z.
We say that B(x, r) is a bi-Ho¨lder ball for E of type Z (with the same parameters) when B(0, 1)
is a bi-Ho¨lder ball of type Z for r−1(E − x).
Theorem 1.28 (Bi-Ho¨lder regularity for 2-dimensional Almgren minimal sets, c.f.[4] Thm 16.1). Let
U be an open set in Rn and E a reduced Almgren minimal set in U . Then for each x0 ∈ E and every
choice of τ ∈ (0, 1), there is an r0 > 0 and a minimal cone Z such that B(x0, r0) is a bi-Ho¨lder ball
of type Z for E, with constant τ . Moreover, Z is a blow-up limit of E at x.
Definition 1.29 (point of type Z). In the above theorem, we say that x0 is a point of type Z (or Z
point for short) of the minimal set E.
Remark 1.30. Again, since we might have more than one blow-up limit for a minimal set E at a
point x0 ∈ E, the point x0 might of more than one type (but all blow-up limits at a point are bi-Ho¨lder
equivalent). However, if one of the blow-up limits of E at x0 admits the“full-length” property (see
Remark 1.32), then in fact E admits a unique blow-up limit at the point x0. Moreover, we have the
following C1,α regularity around the point x0. In particular, the blow-up limit of E at x0 is in fact a
tangent cone of E at x0.
Theorem 1.31 (C1,α−regularity for 2-dimensional minimal sets, c.f. [5] Thm 1.15). Let E be a 2-
dimensional reduced minimal set in the open set U ⊂ Rn. Let x ∈ E be given. Suppose in addition that
some blow-up limit of E at x is a full length minimal cone (see Remark 1.32). Then there is a unique
blow-up limit X of E at x, and x+X is tangent to E at x. In addition, there is a radius r0 > 0 such
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that, for 0 < r < r0, there is a C
1,α diffeomorphism (for some α > 0) Φ : B(0, 2r) → Φ(B(0, 2r)),
such that Φ(0) = x and |Φ(y)− x− y| ≤ 10−2r for y ∈ B(0, 2r), and E ∩B(x, r) = Φ(X) ∩B(x, r).
We can also ask that DΦ(0) = Id. We call B(x, r) a C1 ball for E of type X.
Remark 1.32 (full length, union of two full length cones X1 ∪ X2). We are not going to give the
precise definition of the full length property. Instead, we just give some information here, which is
enough for the proofs in this paper.
1) The three types of 2-dimensional minimal cones in R3, i.e. the planes, the Y sets, and the T sets,
all verify the full-length property (c.f., [5] Lemmas 14.4, 14.6 and 14.27). Hence all 2-dimensional
minimal sets E in an open set U ⊂ R3 admits the local C1,α regularity at every point x ∈ E. But this
was known from [18].
2) (c.f., [5] Remark 14.40) Let n > 3. Note that the planes, the Y sets and the T sets are also
minimal cones in Rn. Denote by C the set of all planes, Y sets and T sets in Rn. Let X = ∪1≤i≤nXi ∈
Rn be a minimal cone, where Xi ∈ C, 1 ≤ i ≤ n, and for any i 6= j, Xi ∩ Xj = {0}. Then X also
verifies the full-length property.
Lemma 1.33 (Structure of 2-dimensional minimal cones in Rn, cf. [4] Proposition 14.1). Let X be
a 2-dimensional minimal cone in Rn, and set K = X ∩ ∂B(0, 1). Then K is a finite union of great
circles or arcs of great circles Cj , j ∈ J . The Cj can only meet at their extremities, and each extremity
is a common extrimity of exactly three Cj, which meet with 120
◦.
As for the regularity for minimal sets of higher dimensions, we know much less. But for points
which admit a tangent plane (i.e. some blow up-limit on the point is a plane), we still have the C1
regularity.
Proposition 1.34 (cf.[14] Proposition 6.14). For 2 ≤ d < n <∞, there exists 1 = 1(n, d) > 0 such
that if E is a d-dimensional minimal set in an open set U ⊂ Rn, with B(0, 2) ⊂ U and 0 ∈ E. Then
if E is 1 near a d−plane P in B(0, 1), then E coincides with the graph of a C1 map f : P → P⊥ in
B(0, 34 ). Moreover ||∇f ||∞ < 1.
Remark 1.35. This proposition is a direct corollary of Allard’s famous regularity theorem for sta-
tionary varifold. See [1].
2 Some basic preliminaries and estimates for unit simple d-
vectors
Let 2 ≤ d < n be two integers. Denote by ∧d(Rn) the space of all d-vectors in Rn. Set In,d = {I =
(i1, i2, · · · , id) : 1 ≤ i1 < i2 < · · · < id ≤ n}. Let {ei}1≤i≤n be an orthonormal basis of Rn. For any
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I = (i1, i2, · · · , id) ∈ In,d, denote by eI = ei1 ∧ ei2 ∧ · · · ∧ eid . Then the set {eI , I ∈ In,d} forms a basis
of ∧d(Rn). The standard scalar product on ∧d(Rn) is: for ξ =∑I∈In,d aIeI and ζ =∑I∈In,d bIeI ,
(2.1) < ξ, ζ >=
∑
I∈In,d
aIbI .
Denote by | · | the norm induced by this scalar product.
Now given a unit simple d-vector ξ, we can associate it to a d-dimensional subspace P (ξ) ∈ G(n, d),
where G(n, d) denotes the set of all d-dimensional subspace of Rn:
(2.2) P (ξ) = {v ∈ Rn, v ∧ ξ = 0.}
In other words, if ξ = x1 ∧ x2 · · · ∧ xd, x1, · · ·xd being orthogonal, then P (ξ) is the d−subspace
generated by {xi}1≤i≤d.
From time to time, when there is no ambiguity, we also write P = x1∧x2∧· · ·xd, where P ∈ G(n, d)
and {xi}1≤i≤d are d unit vectors such that P = P (x1 ∧ · · · ∧ xd).
Now if f is a linear map from Rn to Rn, then we denote by ∧df (and sometimes by f if there is
no ambiguity) the linear map from ∧d(Rn) to ∧d(Rn) such that
(2.3) ∧df(x1 ∧ x2 · · · ∧ xd) = f(x1) ∧ f(x2) ∧ · · · ∧ f(xd).
And if P ∈ G(n, d), then P = P (ξ) for some unit simple d-vector ξ (such a d vector always exists),
we define |f(·)| : G(n, d)→ R+ ∪ {0} by
(2.4) |f(P )| = | ∧d f(x1 ∧ · · · ∧ xd).
One can easily verify that the value of |f(P )| does not depend on the choice of the unit simple vector
ξ that generates P . Hence |f(·)| is well defined.
Now let us recall the definition of characteristic angles between two d−planes.
Definition 2.5. Let P 1, P 2 be two d-dimensional planes in Rn. Among all pairs of unit vectors (v, w)
with v ∈ P 1, w ∈ P 2, we choose (v1, w1) which minimizes the angle between them. We denote by α1
this angle. Next we look at all the pairs of unit vectors {(v′, w′) : v′ ∈ P 1, w′ ∈ P 2, v′ ⊥ v1, w′ ⊥ w1} ,
and we choose (v2, w2) which minimizes the angle among all such pairs. Denote by α2 this angle. We
continue like this, and then we get d angles α1 ≤ α2 ≤ · · ·αd. They are the d characteristic angles
of P 1 and P 2. Or alternatively, we call the d-tuple α = (α1, · · ·αd) (with α1 ≤ α2 ≤ · · ·αd) the
characteristic angle between P 1 and P 2, and minα = α1 the smallest angle in this d−tuple.
Characteristic angles characterize absolutely the relative position between two planes, in the sense
that we can find an orthonormal basis {ei}1≤i≤n of Rn, such that
(2.6) P 1 = P (e1 ∧ e2 · · · ∧ ed) and P 2 = P [
d∧
i=1
(cosαiei + sinαied+i)].
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Two d−planes are said to be orthogonal to each other if their characteristic angles are all pi2 .
We are now going to give some estimates on projections of an d−vector on d−planes. First comes
the orthogonal case.
Lemma 2.7. (c.f. [15] Lemma 5.2)
Let P,Q be two subspaces of Rn with
(2.8) dim(P ∩Q⊥) ≥ dim P − d+ 2
Let ξ be a simple unit d−vector in ∧d(Rn). Denote by p, q the orthogonal projections from Rn onto P
and Q respectively. Then the projections of ξ verify
(2.9) |p(ξ)|+ |q(ξ)| ≤ 1.
Moreover, if
(2.10) dim(P ∩Q) < d− 2,
then
(2.11) |pξ|+ |qξ| = 1 if and only if ξ belongs to P or Q.
As a corollary of this, we have
Proposition 2.12. Let d ≥ 2, and E1, E2 two Almgren minimal sets of dimension d in Rm1 and Rm2
respectively. Then the orthogonal union E1 ∪ E2 is an Almgren minimal set in Rm1+m2 .
Proof. Let F be a deformation of E1 ∪ E2 in Rm1+m2 , then there exists R > 0 and f a Lipschitz
deformation in Rm1+m2 such that
(2.13) f(B(0, R)) ⊂ B(0, R); f |B(0,R)C = Id, and f(E1 ∪ E2) = F.
Denote by pi the projection on Rmi , i = 1, 2. Then pi◦f(Ei) is a deformation of Ei in B(0, R)∩Rmi ,
i = 1, 2. By the Almgren minimality of Ei, Hd(pi ◦ f(Ei)) ≥ Hd(Ei), hence
(2.14) Hd(pi(E)) = Hd(pi ◦ f(E1 ∪ E2)) ≥ Hd(pi ◦ f(Ei)) ≥ Hd(Ei), i = 1, 2.
Then we apply Lemma 2.7, and the following lemma, we obtain that
(2.15) Hd(E) ≥ Hd(p1(E)) +Hd(p2(E)) ≥ Hd(E1) +Hd(E2) = Hd(E1 ∪ E2),
where the conclusion follows. 2
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Lemma 2.16. Let n > d ≥ 2, and P,Q be two subspaces in Rn, F ⊂ Rn be a d−rectifiable set.
Denote by p, q the orthogonal projections on P and Q respectively. Let λ ≥ 0 be such that for almost
all x ∈ F , the tangent plane TxF ∈ G(n, d) of F verifies
(2.17) |p(TxF )|+ |q(TxF )| ≤ λ.
Then
(2.18) Hd(p(F )) +Hd(q(F )) ≤ λHd(F ).
Proof.
Denote by f the restriction of p on F , then f is a Lipschitz function from a d-rectifiable set to a
d−rectifiable subset of P . Since F is d-rectifiable, for Hd−almost all x ∈ F , f has an approximate
differential
(2.19) apDf(x) : TxF → P
(c.f.[7], Thm 3.2.19). Moreover this differential is such that ||∧d apDf(x)|| ≤ 1 almost everywhere,
because f is 1−Lipschitz.
Now we can apply the area formula to f , (c.f. [7] Cor 3.2.20). For all Hd|F -integrable functions
g : F → R¯, we have
(2.20)
∫
F
(g ◦ f) · || ∧d apDf(x)||dHd =
∫
f(F )
g(z)N(f, z)dHdz,
where N(f, z) = ]{f−1(z)}, and for z ∈ p(F ) we have N(f, z) ≥ 1. Take g ≡ 1, we get
(2.21)
∫
F
|| ∧d apDf(x)||dHd =
∫
p(F )
N(f, z)dHdz ≥
∫
p(F )
dHd = Hd(p(F )).
Recall that p is linear, hence its differential is itself. As a result apDf(x) is the restriction of p on
the d-subspace TxF , which implies that if {u, v} is an orthonormal basis of TxF , then
(2.22) || ∧d apDf(x)|| = |p(TxF )|
by (2.4). Hence by (2.21)
(2.23)
∫
F
|p(TxF )|dHd(x) ≥ Hd(p(F )).
A similar argument gives also:
(2.24)
∫
F
|q(TxF )|dHd(x) ≥ Hd(q(F )).
Summing (2.23) and (2.24) we get
(2.25)
Hd(pF ) +Hd(qF ) ≤ ∫
F
|pTxF |+ |qTxF |dHd(x)
≤ ∫
F
λ dHd(x) = λHd(F )
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since |pTxF |+ |qTxF | ≤ λ. 2
As a corollary to Proposition 2.12, we have
Corollary 2.26. Let P 10 , · · · , Pm0 be m mutually orthogonal planes of dimension d in Rmd. Then
their union P0 = ∪mi=1P i0 is minimal.
Proof. By induction on m, with applying Proposition 2.12, and the fact that an d-plane is always a
minimal set. 2
Next we are going to deal with almost orthogonal cases:
Lemma 2.27. Let P i, 1 ≤ i ≤ m, be m planes of dimension d in Rmd, and αij = (αij1 , · · · , αijd ) be
the characteristic angle between P i and P j, 1 ≤ i < j ≤ m. Denote by pi the orthogonal projection on
P i. Then there exists Cm,d(α), with limα→pi2 Cm,d(α) = 0, such that for every unit simple d−vector
ζ ∈ ∧dRmd, the sum of its projections to these d-planes satisfies
(2.28)
m∑
i=1
|pi(ζ)| ≤ 1 + Cm,d(α),
where α = min1≤i<j≤m α
ij
1 .
Proof. We prove it by induction on m.
Case for m = 2: Let P 1 and P 2 be two d-planes with characteristic angles 0 ≤ α2 ≤ · · · ≤ αd ≤ pi2 .
There there exists an orthonormal basis {e1, · · · e2d} of R2d such that P 1 = P (∧di=1ei) and P 2 =
P (∧di=1(cosαiei + sinαiei+d)). Denote also by p the orthogonal projection on P 1⊥ = P (∧2di=d+1ei).
Then
(2.29) |p1(ζ)|+ |p2(ζ)| ≤ |p1(ζ)|+ |p(ζ)|+ |(p2 − p)(ζ)| ≤ 1 + |(p2 − p)(ζ)|.
By Lemma 2.7 we know that
(2.30) |p1(ζ)|+ |p(ζ)| ≤ 1.
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Estimate the last term, we have
|(p2 − p)(ζ)| =| < ∧di=1(cosαiei + sinαiei+d)− ∧2di=d+1ei, ζ > |
=| <
d+1∑
i=1
(∧j<i sinαjej) ∧ cosαiei ∧ (∧j>i(cosαjej + sinαjej+d)− ∧2di=d+1ei, ζ > |
≤
d∑
i=1
| < (∧j<i sinαjej) ∧ cosαiei ∧ (∧j>i(cosαjej + sinαjej+d), ζ > |
+ | < ∧di=1 sinαiej+d − ∧2di=d+1ei, ζ > |
≤
d∑
i=1
| cosαi|+ |1−Πdi=1 sinαi| ≤ d cosα1 + (1− sin2 α1)
≤d cosα1 + cos2 α1 ≤ (d+ 1) cosα1.
(2.31)
Therefore
(2.32) |p1(ζ)|+ |p2(ζ)| ≤ 1 + (d+ 1) cosα1.
Now suppose that (2.28) is true for m− 1. Now denote by P the d−plane (⊕1≤i≤m−1P i)⊥, p the
orthogonal projection on P , and q the orthogonal projection on (⊕1≤i≤m−1P i). Then by Lemma 2.7,
(2.33) |p(ζ)|+ |q(ζ)| ≤ 1,
and hence
m∑
i=1
|pj(ζ)| =
m−1∑
i=1
|pj ◦ q(ζ)|+ |pm(ζ)|
≤
m−1∑
i=1
|pj ◦ q(ζ)|+ |p(ζ)|+ |(p− pm)(ζ)|.
(2.34)
By the induction hypothesis,
(2.35)
m−1∑
i=1
|pj ◦ q(ζ)| ≤ (1 + Cm−1,d(α))|q(ζ)|
with limα→pi2 Cm−1,d(α) = 0, therefore
m∑
i=1
|pj(ζ)| ≤ (1 + Cm−1,d(α))|q(ζ)|+ |p(ζ)|+ |(p− pm)(ζ)|
≤ 1 + Cm−1,d(α)|q(ζ)|+ |(p− pm)(ζ)|
≤ 1 + Cm−1,d(α) + |(p− pm)(ζ)|.
(2.36)
Now when α goes to pi2 , the angle between P and P
m goes to 0. Hence |(p − pm)(ζ)| ≤ C ′m,d(α)
with limα→pi2 C
′
m,d(α) = 0, and thus we get the conclusion. 2
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As a particular case of Lemma 2.27, if P 10 , · · ·Pm0 are m mutually orthogonal d-planes in Rmd,
then
(2.37)
m∑
i=1
|pi0(ξ)| ≤ 1
for all unit simple d-vector ξ ∈ ∧dRdm.
Now set Ξ(m, d) := {ξ ∈ ∧dRdm unit simple ,∑mi=1 |pi0(ξ)| = 1}. For the purpose of next section,
we want to decide Ξ(m, d).
Lemma 2.38. 1) If d ≥ 3, then
(2.39) Ξ(m, d) = {ξ ∈ ∧dRdm unit simple , P (ξ) = P i0 for some 1 ≤ i ≤ m};
2) If d = 2,
(2.40) Ξ(m, 2) = {(
m∑
i=1
aiui) ∧ (
m∑
i=1
aivi) : vi, ui ∈ P i0 unit, vi ⊥ ui, ai > 0,
∑
i
a2i = 1}.
Proof.
1) m ≥ 3: Denote by P = Pm0 and Q the space generated by ∪m−1i=1 . Then P and Q are orthogonal
and hence satisfiy all the hypothesis in Lemma 2.7. In particular, since d ≥ 3, (2.10) is true. Now for
any unit simple vector ξ, by Lemma 2.27,
(2.41)
m−1∑
i=1
|pi0(ξ)| =
m−1∑
i=1
|pi0 ◦ q(ξ)| ≤ |q(ξ)|.
So if ξ ∈ Ξ(m, d), then
(2.42) 1 =
m∑
i=1
|pi0(ξ)| = |p(ξ)|+
m−1∑
i=1
|pi0(ξ)| ≤ |p(ξ)|+ |q(ξ)| ≤ 1.
Hence |p(ξ)|+ |q(ξ)| = 1, and by (2.11),
(2.43) ξ belongs to P or Q.
By induction, we have ξ belongs to one of the P i0, 1 ≤ i ≤ m, which yields (2.39).
2) d = 2. Notice that in this case, the argument for d ≥ 3 does not work, because (2.10) no longer
holds.
We prove (2.39) by induction en m.
When m = 2, this is just Wirtinger’s inequality stated in 1.8.2 of [7], with ν = 2, R4 = C1 ⊕ C2,
P 10 = C1, P 10
⊥
= C2, µ = 1.
Suppose now that it is true for m− 1.
15
Denote by Q = ∪m−1i=1 P i0, and q the projection on Q. If x ∧ y ∈ Ξ with x ⊥ y, x, y unit, then there
exists θ1, θ2 ∈ [0, pi2 ] such that
(2.44) x = cos θ1p
m
0 (x) + sin θ1q(x), y = cos θ2p
m
0 (y) + sin θ2q(y).
Hence
∑m
i=1 |pi0(x ∧ y)| = 1 implies that |q(x ∧ y)| + |pm0 (x ∧ y)| = 1. By the same proof for the
case m = 2, we have
(2.45) θ1 = θ2, p
m
0 (x) ⊥ pm0 (y), q(x) ⊥ q(y), |q(x ∧ y)| =
m−1∑
i=1
|pi0[q(x) ∧ q(y)]|.
By induction hypothesis we obtain the conclusion. 2
3 Uniqueness of P0
Now all we have to do is to prove the uniqueness of P0. Recall that P0 = ∪⊥P i0 is the union of m
orthogonal planes of dimension d (d ≥ 2). Denote by pi0 the orthogonal projection on P i0, 1 ≤ i ≤ m.
Theorem 3.1 (uniqueness of P0). Suppose that E ⊂ B(0, 1) is a d-dimensional closed reduced set
which is Almgren minimal in B(0, 1) ⊂ Rdm, and which satisfies that
(3.2) pi0(E ∩B(0, 1)) ⊃ P i0 ∩B(0, 1),∀1 ≤ i ≤ m;
(3.3) E ∩ ∂B(0, 1) = P0 ∩ ∂B(0, 1);
Hd(E∩B(0, 1)) ≤ mv(d)
or equivalently Hd(E ∩B(0, 1)) = mv(d).
(3.4)
where v(d) = Hd(Rd ∩B(0, 1)).
Then E = P0 ∩B(0, 1).
Proof.
Take a set E that satisfies all the hypotheses in the proposition.
First we denote still by Ξ := {ξ ∈ ∧dRdm unit simple ,∑mi=1 |pi(ξ)| = 1}. Then by the hypothesis
of Proposition 3.1, all the inequalities in the hypotheses and in the proof of Lemma 2.15 with λ = 1
are equalities. Hence we have
Lemma 3.5. 1) For Hd-almost all x ∈ E, TxE ∈ P (Ξ).
2) For every 1 ≤ i ≤ m, for Hd-almost all z ∈ P i0 ∩B(0, 1) = pi0(E),
(3.6) N(pi0, z) = ]{pi0
−1
(z) ∩ E} = 1.
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After the lemma, naturally we have to use (1), and hence to look at the set P (Ξ). By Lemma
2.38, we have to prove the theorem for two cases: d > 2 and d = 2.
1st case: d > 2. We first prove it for m = 2.
By Lemma 2.38,
(3.7) P (Ξ) = {P i0, 1 ≤ i ≤ m}.
Then by the C1 regularity (Proposition 1.34), around every point x ∈ E such that TxE exists, there
exists rx > 0 and 1 ≤ i ≤ n such that
(3.8) E ∩B(x, rx) = (P i0 + x) ∩B(x, rx).
Now we are going to deal with points that do not admit any tangent plane. Let y ∈ E be such a
point. Let K be any blow-up limit of E on y. We are going to prove that K = P0 (and hence P0 is
the only blow-up limit of E on x).
Lemma 3.9. For all x ∈ K such that the tangent plane TxK of K at x exists, TxK = P 10 or P 20 .
Proof. Since K is a cone, we can suppose that |x| = 1.
K is a blow-up limit of E on y, hence there exists a sequence rk such that limk→∞ rk = 0 and
(3.10) r−1k (E − y) ∩B(0, 2)
dH−→ K ∩B(0, 2).
Hence
(3.11) r−1k (E − y) ∩B(x, r)
dH−→ K ∩B(x, r)
uniformly for r ∈ (0, 12 ).
But the tangent plane TxK of K on x exists, hence TxK is the blow-up limit of K on x, therefore
there exists 0 < r < 12 such that dH(K ∩B(x, r), P ∩B(x, r)) < 12r1, where P = TxK + x, and 1 is
as in Proposition 1.34.
Fix this r, there exists N > 0 such that for all k > N, dH(r
−1
k (E−y)∩B(x, r),K∩B(x, r)) < 12r1,
because of (3.11). Hence
(3.12) dH(r
−1
k (E − y) ∩B(x, r), P ∩B(x, r)) < 1r.
Denote by Ek = r
−1
k (E − y), then Ek is also minimal. Moreover
(3.13) dH(Ek ∩B(x, r), P ∩B(x, r)) < 1r.
Now after Proposition 1.34, for k large enough, Ek is the graph of a C
1 map fk from P to P
⊥ in
B(x, 34r).
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Set xk = rkx+ y, then r
−1
k (xk − y) = x. Therefore
(3.14) Ek ∩B(x, r) = r−1k ((B(xk, rkr) ∩ E)− y)
for k > N . This means that in B(xk,
3
4rkr), E is a C
1 graph on a plane Qk parallel to TxK. However,
for almost all z ∈ B(xk, 34rkr) ∩ E, the tangent plane of E at z exists and is P 10 or P 20 , and the map
z → TzE is continuous on the C1 graph, hence E coincides with P 10 or P 20 in B(xk, 34rkr). In other
words, Ek ∩B(x, 34r) = (P 10 + x) ∩B(x, 34r) or Ek ∩B(x, 34r) = (P 20 + x) ∩B(x, 34r). Then by (3.11),
in B(x, 34r), P is the limit of a sequence of planes, which are either P
1
0 + x either P
2
0 + x. Therefore
P = P 10 + x or P
2
0 + x, hence TxK = P
1
0 or P
2
0 . 2
Lemma 3.15. K = P0.
Proof. Denote by Ki = {x ∈ K : TxK = P i0}, then we claim that
(3.16) Ki ⊂ P i0.
In fact, if x ∈ K1, x 6= 0, then since K is a cone, we have [0, x] ∈ K. But TxK = P 10 , and for almost
all z ∈ K its tangent plane is P 10 or P 20 , hence by an argument similar to that of Lemma 3.9, there exists
a radius r = r(x) > 0 such that K∩B(x, r) is a plane parallel to P 10 . But [0, x]∩B(x, r) ⊂ K∩B(x, r),
hence [0, x] ⊂ P 10 . In particular, x ∈ P 10 . Hence we get
(3.17) K1 ⊂ P 10 ,
and similarly
(3.18) K2 ⊂ P 20 .
But K is minimal, therefore it is rectifiable, such that almost all point of K admit a tangent plane.
Then by Lemma 3.5, we have
(3.19) Hm(K\(K1 ∪K2)) = 0,
and hence
(3.20) Hm(K\(P 10 ∪ P 20 )) = 0,
therefore
(3.21) K ⊂ P0,
since K is a reduced closed set.
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Now if K 6= P0, then there exists x ∈ P0 ∩ ∂B(0, 1) such that (0, x] 6⊂ K, because K is a cone.
Suppose for example that x ∈ P 10 .
But K is also closed, therefore there exists r > 0 such that B( 12x, r) ∩ K = ∅. In other words
K has a hole in the plane P 10 . Thus we can easily deform P
1
0 ∩ B(0, 1)\B( 12x, r) in B(0, 1) to a
set of arbitrarily small measure, while fixing ∂B(0, 1) and P 20 at the same time. This implies that
Hd(K ∩P 10 ) = 0, since K is minimal. Hence K = P 20 , which contradict the fact that K is not a plane.
As a result, K = P0. 2
After the discussion above, in E we have only two types of points : points of type P, and points
of type P0. And for both types, the blow-up limit is unique.
Next we are going to give some regularity around a point x of type P0.
Lemma 3.22. Let x ∈ E be such that the blow-up of E on x is P0. Then there exists r > 0 such that
E ∩B(x, r) = (P0 + x) ∩B(x, r).
Proof. By the proofs of Lemmas 3.9 and 3.15, P0 is the unique blow-up limit of E on x. Hence there
exists r0 > 0 such that for all r < r0,
(3.23) dx,r(E,P0 + x) < min{ 1
100
,
1
10
1},
where 1 is the one in Proposition 1.34.
Denote by Ci(x, s) = pi0
−1
(B(0, s) ∩ P i0) + x (a “cylinder”).
For all y ∈ E ∩B(x, 45r)\C1(x, 15r), we have
(3.24) dy, 110 r(E,P
1
0 + x) < 1.
In fact, by (3.23), (3.24) is true if we replace P 10 by P0. On the other hand we know that
d(B(y, 110r), P
2
0 ) >
1
10r because y 6∈ C1(x, 15r), hence we have (3.24).
Then by Proposition 1.34, for each y ∈ E ∩ B(x, 45r)\C1(x, 15r), in B(y, 340r), E is a C1 graph of
P 10 , and in particular TyE 6= P 20 . As a result TyE = P 10 . By (3.8),
(3.25) there exists r′y > 0 such that E ∩B(y, r′y) = (P 10 + y) ∩B(y, r′y).
Now fix a yr ∈ E ∩B(x, 45r)\C1(x, 15r). Denote by A = E ∩ (P 10 + yr)∩B(x, 45r)\C1(x, 15r). Then
A is relatively closed in (P 10 + yr) ∩ B(x, 45r)\C1(x, 15r), because E is. And A is non empty because
yr ∈ A. But A is also open in (P 10 + yr) ∩B(x, 45r)\C1(x, 15r), because for each y ∈ A, (3.25) is true.
As a result A = (P 10 + yr) ∩B(x, 45r)\C1(x, 15r). Therefore we have
(3.26) (P 10 + yr) ∩B(x,
4
5
r)\C1(x, 1
5
r) ⊂ E ∩B(x, 4
5
r)\C1(x, 1
5
r).
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But by (3.25), for each y ∈ (P 10 + yr) ∩B(x, 45r)\C1(x, 15r),
(3.27) E coincides with P 10 + y in B(y,
3
40
r),
hence
(3.28) P 10 + y = P
1
0 + yr,
and
(3.29) E coincides with P 10 + yr in B((P
1
0 + yr) ∩B(x,
4
5
r)\C1(x, 1
5
r),
3
40
r).
We know that
(3.30) dB(x,r)\C1(x, 110 r),r(E,P
1
0 + x) <
1
100
,
and
(3.31) d(yr, P
1
0 + x) <
1
100
r,
hence
(3.32) dB(x,r)\C1(x, 110 r),r(E,P
1
0 + yr) <
1
20
,
which implies that
E ∩B(x, 4
5
r)\C1(x, 1
5
r) ⊂ B((P 10 + yr),
3
40
r) ∩B(x, 4
5
r)\C1(x, 1
5
r)
⊂ B((P 10 + yr) ∩B(x,
4
5
r)\C1(x, 1
5
r),
3
40
r).
(3.33)
As a result, (3.29) implies that
(3.34) E ∩B(x, 4
5
r)\C1(x, 1
5
r) = (P 10 + yr) ∩B(x,
4
5
r)\C1(x, 1
5
r).
Notice that (3.34) is true for all r < r0. Hence for all r < r0, p
2
0(yr) are the same, which is equal
to p20(x), because (3.23) is true for all r small enough. Thus we have
(3.35) (P 10 + x) ∩B(x,
4
5
r0) ⊂ E ∩B(x, 4
5
r0).
Similarly we have
(3.36) (P 20 + x) ∩B(x,
4
5
r0) ⊂ E ∩B(x, 4
5
r0),
and hence
(3.37) (P0 + x) ∩B(x, 4
5
r0) ⊂ E ∩B(x, 4
5
r0).
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Then we claim that
(3.38) (P0 + x) ∩B(x, 1
2
r0) = E ∩B(x, 1
2
r0).
In fact, suppose y ∈ E∩B(x, 12r0). Take r = 2|y−x| < r0, and suppose for example that |p10(y−x)| ≥
|p20(y − x)|. Then y ∈ B(x, 45r)\C1(x, 15r), which gives that y ∈ P 10 + x by (3.34). 2
Now we get back to the proof of Theorem 3.1 for d > 2 and m = 2.
Denote by Ei = {x ∈ E ∩ B(0, 1);TxE exists and is P i0}. Then for i = 1, 2, Ei is open in E, by
(3.8). In addition, at least one of Ei is non empty, thanks to Lemma 3.5(1). Suppose for example
that E1 6= ∅. Denote also by E0 the set of points of type P0. Then E is the disjoint union of E1, E2
and E0. As a result E0 ∪ E1 = E\E2 is closed.
Let x ∈ E1. We claim then
(3.39) (P 10 + x) ∩B(0, 1) ⊂ E1 ∪ E0.
In fact, denote by A = (P 10 +x)∩B(0, 1)∩ (E1∪E0). Then A is non empty, since x ∈ A. A is also
closed in (P 10 +x)∩B(0, 1) because E1∪E0 is. On the other hand, by (3.8) and Lemma 3.22, A is also
open in (P 10 +x)∩B(0, 1). Now since (P 10 +x)∩B(0, 1) is connected, we have A = (P 10 +x)∩B(0, 1),
therefore (3.39) is true.
As a result,
(3.40) (P 10 + x) ∩ ∂B(0, 1) ⊂ E ∩ ∂B(0, 1).
Then by (3.3), p20(x) = 0.
Thus we obtain
(3.41) E1 ⊂ P 10 ⊂ E1 ∪ E0 ⊂ E,
so that Hd(E1) ≤ Hd(P 10 ∩ B(0, 1)) = v(d). But Hd(E0) = 0. Hence by (3.4), Hd(E2) > 0. In
particular E2 is non empty.
Similarly we have also
(3.42) E2 ⊂ P 20 ⊂ E.
Thus
(3.43) P0 ⊂ E.
We apply once again (3.4), and get E = P0.
For the case d > 2 and m > 2, the proof is similar, so we will sketch it here:
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Around a point that admit a tangent plane, (3.8) is always true; all other points in E are of type
PI := ∪i∈IP i0, I ⊂ {1, 2, · · · ,m} (see the proof for Lemma 3.15). And if x ∈ E, I ⊂ {1, 2, · · · ,m} are
such that Cx = PI , where Cx is the unique blow-up limit of E on x, then there exists r > 0 such that
E ∩B(x, r) = (PI + x) ∩B(x, r). (see the proof for Lemma 3.22).
Denote by Ei = {x ∈ E, TxE = P i0}, E0 = E\ ∪i Ei, and E0i = {x ∈ E0, P i0 ⊂ Cx}, where Cx
denote the blow-up limit of E on x, which verifies 2) above . Then E0 = ∪iE0i is discrete, hence is
finite. Every Ei is open in E. Next we prove similarly that Ei ∪ E0i = P i0, and thus complete the
proof for d > 2 and m > 2.
Case 2: d = 2. For d = 2 the set Ξ is much larger (see Lemma 2.38). However we know more
about regularity for 2-dimensional minimal sets. Note that if we identify each P i0 with a copy of the
complex plane C, and endow the space R2n with the corresponding complex structure, then the set Ξ
is composed exactly of all holomorphic or anti-holomorphic planes.
By Lemma 3.5, H2-almost every point x in E, E admit a tangent plane TxE ∈ P (Ξ). Let us first
look at those points that admit a tangent plane.
Lemma 3.44. For each 1 ≤ j ≤ m, for every x ∈ E such that TxE exists and is not P i0 for all i 6= j
(or equivalently, |pj0(TxE)| > 0), there exists rx > 0 such that in B(x, rx), E coincides with the graph
of a function ϕx : P
j
0 → P j0
⊥
= ⊕i 6=jP i0, where each function ϕi = pi0◦ϕx : P j0 → P i0 is either analytic,
or anti-analytic.
Proof. Since TxE 6= P i0, by the C1 regularity (Theorem 1.31) of minimal sets and a direct application
of implicit function theorem, the set E is locally a C1 graph of a function ϕx : P
j
0 → P j0
⊥
= ⊕i 6=jP i0.
By Lemma 3.5 (1), the tangent plane of this graph at each point belong to P (Ξ). Then the analyticity
of anti-analyticity of the functions ϕi = p
i
0 ◦ ϕx come from the structure of P (Ξ), since all 2-vectors
in P (Ξ) are complex (See Lemma 2.38(2)).
The readers could refer to Lemma 3.22 of [14] more detail, where the author gave the proof for
m = 2 in detail. 2
Lemma 3.45. There is no point of type Y in E.
Proof.
Suppose that x ∈ E is of type Y. Denote by Cx = ∪3i=1Pi its tangent cone, which is a Y set,
where Pi are three closed half planes that meet along a line D which is generalized by a unit vector
v. Denote by Qi the plane containing Pi. Then there exists unit vectors wi ∈ Qi, 1 ≤ i ≤ 3, wi ⊥ v,
and the angle between any two of wi, 1 ≤ i ≤ 3 is 120◦. We want to show first that
(3.46) at least one of those Qi does not belong to P (Ξ).
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If P1 6∈ P (Ξ), everything is fine. So suppose that P1 ∈ P (Ξ). Then since P1 = P (v ∧ w1),
by Lemmas 3.5(1) and 2.38 (2), there exists an orthonormal basis {ej}1≤j≤2m of R2m with P i0 =
P (ei ∧ em+i), and ai > 0,∑mi=1 a2i = 1, and ai = ai−m for i > m, such that
(3.47) v =
m∑
i=1
aiei, w1 =
2m∑
i=m+1
aiei.
Then if we want Q2 to be also in P (Ξ), there should exist {i}n+1≤i≤2m, each i equals to 1 or -1,
such that
(3.48) w2 =
2m∑
i=m+1
iaiei.
Denote by I = {m + 1 ≤ i ≤ 2m, i = 1}, and J = {m + 1 ≤ i ≤ 2m, i = −1}. Set aI =
(
∑
i∈I a
2
i )
1
2 , aJ = (
∑
i∈J a
2
i )
1
2 , fI =
1
aI
∑
i∈I aiei, fJ =
1
aJ
∑
i∈J aiei. Then fI , fJ are unit vectors
mutually perpendicular, a2I + a
2
J = 1, and
(3.49) w1 = aIfI + aJfj , w2 = aIfI − aJfJ .
If the angle between w1 and w2 is 120
◦, then they generate a 2-dimensional plane, and aI , aJ 6= 0.
Now if angles between w1, w3 and w2, w3 are also 120
◦, then these three wi belong to the same
plane. As a result, w3 ∈ P (fI ∧ fJ), and the only possibility is that aI = 12 , aJ =
√
3
2 , and w3 = −fI .
But in this case, if we want P (v ∧ w3) ∈ P (Ξ), then for every j ∈ J, aj = 0. Thus fJ = 0, and hence
w1 = w2. This is impossible because the angle between w1 and w2 is 120
◦.
Thus we get the claim (3.46).
Now without loss of generality, suppose that Q1 6∈ P (Ξ). Since P (Ξ) is closed in G(2m, 2), and
Q1 6∈ P (Ξ), by the C1 regularity of minimal sets around a Y points (Theorem 1.31 and Remark 1.30
(2)), there is a non empty relative open set U ⊂ E such that for each x ∈ U , TxE exists but is not in
P (Ξ). But U is open in E, hence it is of positive measure, this contradicts Lemma 3.5. 2
Lemma 3.50. For each x ∈ E such that the tangent plane E at x does not exist, there exists l planes
Q1, Q2, · · · , Ql ∈ P (Ξ), with l ≤ m and Qi ⊥ Qj for i 6= j, such that the blow-up limit Cx of E on x
is unique and is equal to ∪li=1Qi.
Proof.
Take any x ∈ E and let Cx be a blow-up limit of E at x. Suppose also that x = 0 for short. First
we claim that
(3.51) Cx doesn’t contain any point of type Y.
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Suppose this is not true, then there exists p ∈ Cx such that p is of type Y. Then p is not the
origin, because otherwise Cx is of type Y, and hence 0 is of type Y, which gives a contradiction with
Lemma 3.45.
So p is not the origin. Then since Cx is a cone, for every r > 0, rp ∈ Cx is a point of type Y.
We can thus suppose that ||p|| = 1. Then by our description of 2-dimensional minimal cones (Lemma
1.31), there exists 0 < r < 12 such that in B(p, r), Cx coincides with a cone Y of type Y centered at p.
Define dx,r(E,F ) =
1
r max{sup{d(y, F ) : y ∈ E ∩ B(x, r)}, sup{d(y,E) : y ∈ F ∩ B(x, r)}},
which is the relative distance of two sets E,F with respect to the ball B(x, r). Now Cx is a blow-up
limit of E at x, so that there exists s > 0 (large) such that d0,2(Cx, sE) <
r2
100 , where 2 is the
constant in Proposition 16.24 of [4] (this proposition says roughly that if a 2-dimensional minimal
set is close enough to a Y set in B(0, 1), then it contains a Y type point in B(0, 12 )). Equivalently,
dp, r2 (sE,Cx) <
2
50 .
It is not hard to show that
(3.52) dp, r2 (sE,Cx) = dp,
r
2
(sE, Y ).
Take a point z ∈ sE such that d(z, p) < r2 × 250 , then dz, r4 (sE, Y + z − p) < 210 . Here Y + z − p is
a Y cone centered at z. But sE is minimal (since E is), therefore Proposition 16.24 of [4] gives that
sE contains a Y point, and hence E, too. This contradicts Lemma 3.45. Thus we obtain our claim
(3.51).
Since Cx is a minimal cone, By Lemma 1.33, Cx∩∂B(0, 1) is a finite collection of great circles and
arcs of great circles that meet by 3 with angles of 120◦. Then (3.51) implies that there is no such arcs,
since Cx does not have Y points. As a result, Cx ∩ ∂B(0, 1) is a finite collection of great circles, and
therefore Cx is the union of a finite number of transversal planes ∪li=1Qi, with l ≤ m. In particular,
Cx verifies the full-length property (Remark 1.32 (2)), hence by Theorem 1.31, we have C
1 regularity
around x, that is, there exists r > 0 and a C1 diffeomorphism Phi : B(0, 2r)→ Φ(B(0, 2r)), such that
Φ(0) = x,DΦ(0) = Id, and E ∩B(x, r) = Φ(X) ∩B(x, r).
We claim hence that each Qi ∈ P (Σ). In fact, if this is not true, without loss of generality we
suppose that Q1 6∈ P (Σ). We know that the image Φ(Q1) ∩ B(x, r) ⊂ E. Since DΦ(0) = Id, the
tangent plane to Φ(Q1) is Q1. But P (Σ) is closed in G(2m, 2), and Q1 6∈ P (Σ), Φ(Q1) ∩ B(x, r) is a
C1 manifold, hence there exists a neighborhood U of x such that for every y ∈ U ∩Φ(Q1), the tangent
plane of Φ(Q1) on y is not in P (Σ). Note that U ∩Φ(Q1)\{x} is a subset of E with positive measure,
and E admit a tangent plane at every y ∈ U ∩Φ(Q1)\{x}, which coincides with the tangent plane of
U ∩ Φ(Q1) on y, hence E contains a set of positive measure, such that on each point of this set, the
tangent plane of E is not in P (Σ). This contradicts Lemma 3.5 (1).
Hence each Qi is in P (Σ).
Next we prove Qi ⊥ Qj for i 6= j. For example we prove it for Q1, Q2.
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Since Q1, Q2 ∈ P (Σ), by Lemmas 2.38 (2) , there exists unit vectors v1k, u1k, v2k, u2k ∈ P k0 , v1k ⊥
u1k, v
2
k ⊥ u2k, and a1k, a2k > 0, 1 ≤ k ≤ m, such that
∑m
k=1 a
1
k
2
=
∑m
k=1 a
2
k
2
= 1, and
(3.53) Q1 = (
m∑
k=1
a1kv
1
k) ∧ (
m∑
k=1
a1ku
1
k), Q2 = (
m∑
k=1
a2kv
2
k) ∧ (
m∑
k=1
a2ku
2
k).
So if k is such that a1k 6= 0, then pk0(Q1) = a1k2 > 0. After the C1 regularity of E around x, we
denote by ϕ the local C1 correspondence between E and Cx in a ball B(x, r). Then there exists s > 0
such that B(pk0(x), s)∩P k0 ⊂ pk0(ϕ(Q1 +x)), since Q1 is contained in the tangent cone of E at x. This
implies that a2k = 0, because otherwise there exists s
′ > 0 such that B(pk0(x), s
′)∩P k0 ⊂ pk0(ϕ(Q2 +x)),
and hence
(3.54) (B(pk0(x),min{x, s′})\{x}) ∩ P k0 ⊂ {z ∈ P k0 , ]{pk0
−1{z} ∩ E} ≥ 2},
which contradicts Lemma 3.5(2).
The above argument shows that for any k, a1k and a
2
k cannot be both non zero. This shows that
Q1 and Q2 are orthogonal to each other. Thus the proof of Lemma 3.50 is completed. 2
By Remark 1.32 (2), a union of transversal planes verifies the full length property if it is minimal.
Hence by Lemma 3.50, and after Theorem 1.31, for any point x ∈ E which does not admit a tangent
plane, we still have the C1 regularity around it, in particular, E admit a unique blow-up limit Cx at
x, which is tangent to E at x, and which is a union of orthogonal planes in P (Ξ). Thus we have
Lemma 3.55. For each x ∈ E, denote by Cx a blow-up limit of E on x, then there exists rx > 0
and a C1 map ϕx : B(x, 2rx)→ ϕx(B(x, 2rx)) with ϕx(x) = x, dϕ(x) = Id, and E coincides with the
graph of ϕx of Cx + x in B(x, rx).
Corollary 3.56. Let x ∈ E, denote by Cx the blow up limit of E on x (and we know that this is the
only blow-up limit because of the C1 regularity). Suppose that Q ⊂ Cx is a plane, and i ∈ {1, · · · ,m}
is such that H2(pi0(Q)) > 0. Let ϕx be as in Lemma 3.55. Then ϕx(Q + x) is the graph of a C
1
function ψx from P
i
0 to ⊕j 6=iP i0, where for all j, pj0 ◦ ψx is analytic or anti-analytic from P i0 to P j0 .
Proof. The proof is the same as that of Lemma 3.44. 2
By Lemmas 3.44, 3.50 and Corollary 3.56, we know that there exists countably many 2-dimensional
C1 manifolds S1, S2 · · ·Sn · · · , which are locally analytic or anti analytic, such that E∩B(0, 1) = ∪iSi,
and Si meet each other orthogonally. Then by the C
1 regularity,
(3.57) Sl\Sl ⊂ ∂B(0, 1).
In fact if x ∈ Sl ∩B(0, 1) ⊂ E ∩B(0, 1), then there exists a C1 ball B(x, rx) of E on x, with ϕx as
the C1 correspondence between Cx and E. Hence there exists a plane Q ⊂ Cx such that Q = TxSl.
Therefore ϕ(B(x, rx)∩ (x+Q) ⊂ Sl, and hence x is an interior point of Sl, which implies that x ∈ Sl.
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Lemma 3.58. If there exists x ∈ S1 such that the tangent plane TxS1 of S1 on x verifies TxS1 ⊥ P 10 ,
then p10(S1) is a point. In other words, there exists y ∈ P 10 ∩B(0, 1) such that S1 ⊂ (y + P 10 ⊥).
Proof.
Let x ∈ S1 be such that TxS1 ⊥ P 10 . Then there exists i such that |pi0(TxS1)| > 0, and hence
by Lemma 3.44 and Corollary 3.56, there exists rx > 0 such that in B(x, rx), E coincides with the
graph of a C1 function ϕx : P
i
0 → ⊕j 6=iP j0 , and the function ϕ1 = p10 ◦ ϕx is analytic or anti-analytic,
with Dϕ1 = 0, i.e., of degree d ≥ 2. So if ϕ1 is not constant, then there exists 0 < r < rx such
that U = ϕ1(B(x, r)∩P i0) is an open set in P 10 , and every point in U\{x} has precisely d pre-images.
Hence the set {z ∈ P 10 , ]{p10−1(z)∩E} ≥ 2} is of positive measure, because it contains an open set U .
This contradicts Lemma 3.5(2).
Hence ϕ1 is constant in B(x, rx). In other words, p
1
0(S1 ∩B(x, rx)) = {p10(x)}.
Now denote by
(3.59) A = {y ∈ S1, there exists ry > 0 such that p10(S1 ∩B(y, ry)) = {p10(y)}}.
Then A is open in S1 and non empty. Moreover for each y ∈ A, TyS1 ⊥ P 10 . We want to prove
that A is also closed in S1. For this purpose, take any sequence {yl}l∈N ⊂ A that converges to a point
y0 ∈ S1. Then by the C1 regularity we have that Ty0S1 ⊥ P 10 , too. Then by the above argument,
there exists r > 0 such that p10(S1 ∩ B(y0, r)) = {p10(y)}. But p10(y) = liml→∞ p10(yl) = p10(x), hence
y0 ∈ A. Consequently A is closed in S1. Then since S1 is connected, A = S1, thus complete the proof
of Lemma 3.58. 2
As a direct corollary, we have
Corollary 3.60. If there exists x ∈ S1 such that TxS1 is not perpendicular to P 10 , then for all y ∈ S1,
TyS1 is not perpendicular to P
1
0 .
By (3.2), there exists x ∈ E such that |p10(Cx)| > 0. Consequently there exists l ∈ N such that
x ∈ Sl and TxSl is not perpendicular to P 10 . Then by Corollary 3.60,
(3.61) for all y ∈ Sl, TySl is not perpendicular to P 10 .
We claim that
(3.62) p10(Sl) ⊃ P 10 ∩B(0, 1)\{0}.
In fact, for each z ∈ [P 10 ∩B(0, 1)\{0}]∩p10(Sl), by definition, there exists y ∈ Sl such that p10(x) = z.
Then Lemma 3.44 and Corollary 3.56 implies that there exists rx > 0 such that B(z, rx)∩P 10 ⊂ p10(Sl),
and hence p10(Sl) is open in P
1
0 ∩B(0, 1)\{0}. On the other hand we are going to prove that p10(Sl) is
also closed in P 10 ∩B(0, 1)\{0}.
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So let {zn}n∈N ⊂ p10(Sl)∩P 10 ∩B(0, 1)\{0}, which converges to a point z0 ∈ P 10 ∩B(0, 1)\{0}. Let
xn ∈ Sl be such that p10(xn) = zn. Then since Sl is compact, there exists a subsequence {xnk}k∈N that
converges to a point x0 ∈ Sl. Then p10(x0) = z0. If x0 6∈ Sl, by (3.57) we have x0 ∈ ∂B(0, 1) ∩ E =
P0 ∩ ∂B(0, 1), which implies that z0 ∈ ∂B(0, 1) or z0 = 0. But by hypothesis, z0 6∈ ∂B(0.1) ∪ {0},
impossible. Hence x0 ∈ Sl, and hence z0 ∈ ∂B(0.1) ∪ {0}. This proves that p10(Sl) is closed in
P 10 ∩B(0, 1)\{0}, which contradicts the fact that z0 ∈ B(0, 1).
Hence p10(Sl) is both open and closed in P
1
0 ∩ B(0, 1)\{0}, and obviously non empty. Then since
P 10 ∩B(0, 1)\{0} is connected, we get the claim (3.62).
But Sl ⊂ B(0, 1), hence p10(Sl) ⊂ B(0, 1) ∩ P 10 . Thus we get
(3.63) p10(Sl)\{0} = P 10 ∩B(0, 1)\{0}.
Next let us show that the projection p10 is injective on Sl. Let x1, x2 ∈ Sl be such that p10(x1) =
p10(x2) = z ∈ P 10 ∩ B(0, 1). Then there exists r > 0 such that B(x1, r) ∩ B(x2.r) = ∅. By Lemma
3.44 and Corollary 3.56, there exists r′ < r such that in B(xi, r′), E coincides with the graph of a C1
function ϕi: P
1
0 → P 10 ⊥. Consequently B(z, r′) ⊂ p10(Sl ∩ B(xi, r′)), i = 1, 2. But r′ < r implies that
[Sl ∩ B(x1, r′)] ∩ [Sl ∩ B(x2, r′)] = ∅, therefore {z ∈ P 10 : ]{p10−1(z) ∩ E} ≥ 2} ⊃ B(z, r′) ∩ P 10 is of
positive measure. This contradicts Lemma 3.5 (2).
Thus we obtain the injectivity. As a result, Sl\p10−1{0} is the graph of a C1 function ψ on
P 10 ∩ B(0, 1)\{0}, and moreover for each i 6= 1, the function ψi = pi0 ◦ ψ is locally analytic or anti-
analytic, and |ψi(x)| < 1 for all x ∈ P 10 ∩ B(0, 1)\{0} (since the image is contained in B(0, 1). Then
on applying Rado´’s Theorem (cf. [16] Thm 12.14), we know that ψ is analytic or anti-analytic. (The
readers could refer to the argument between (3.27) and Lemma 3.29 of [14] for more detail). Thus each
ψi is a bounded analytic or anti-analytic function on P
1
0 ∩B(0, 1)\{0}, therefore they can be extended
to an analytic or anti-analytic function on P 10 ∩ B(0, 1) entirely, and |ψi(0)| < 1, by the maximal
principle. This implies that (0, ψ(0)) ∈ B(0, 1). But Sl is closed in B(0, 1), hence (0, ψ(0)) ∈ Sl, this
proves that in fact Sl is a graph on P
1
0 ∩B(0, 1), and p10(Sl) = P 10 ∩B(0, 1).
Then the fact Sl is a graph on P
1
0 ∩ B(0, 1) implies that Sl\Sl ⊂ p10−1[P 10 ∩ ∂B(0, 1)]. But
Sl\Sl ⊂ E ∩ ∂B(0, 1), too, which gives
(3.64) Sl\Sl ⊂ P 10 ∩ ∂B(0, 1).
Therefore ψ(z) tends to 0 when z tends to ∂B(0, 1). Hence this is also true for ψi. Then by the
maximum principle of analytic functions, every ψi is constant, and equal to 0.
Thus we deduce that Sl = P
1
0 ∩B(0, 1). Consequently
(3.65) P 10 ∩B(0, 1) ⊂ E.
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We treat similarly all the other 2 ≤ i ≤ m, and obtain that
(3.66) P0 ∩B(0, 1) = ∪1≤i≤mP i0 ∩B(0, 1) ⊂ E.
But by (3.4), H2(P0 ∩B(0, 1)) = mpi = H2(E), therefore
(3.67) E ∩B(0, 1) = P0 ∩B(0, 1),
where the conclusion of the uniqueness theorem follows. 2
4 A converging sequence of topological minimal competitors
Now we begin to prove Theorem 1.1.
Fix any d ≥ 2,m ≥ 2.
For anym d−planes P 1, · · ·Pm, with characteristic angles (see Definition 2.5) αij = (αij1 , αij2 , · · · , αijd )
between P i and P j , denote by α = (αij)1≤i<j≤m the characteristic angle of these planes. For any
θ ∈ [0, pi2 ], then we say that the characteristic angle of these m d−planes α ≥ θ if for any 1 ≤ i < j ≤ m,
minαij ≥ θ.
Now suppose that the conclusion of Theorem 1.1 is not true. Then there exists a sequence of
unions of m d-planes of Pk = ∪α(k)1≤i≤nP ik ⊂ Rdm with characteristic angle α(k) ≥ pi2 − 1k , which are not
topologically minimal. Recall also that P0 = ∪1≤i≤mP i0 is the orthogonal union of two planes. Choose
an orthonormal basis {ei}1≤i≤md of Rdm such that P i0 = ed(i−1)+1 ∧ ed(i−1)+2 ∧ · · · ∧ edi, 1 ≤ i ≤ m.
After necessary rotations, we suppose also that all the P 1k , k ≥ 0 are the same, and dH(P0∩B(0, 1), Pk∩
B(0, 1)→ 0 when k →∞.
For each k, since Pk is not topologically minimal, by definition of topological minimal sets, and
the fact that Pk is a cone, there exists a F ∈ Fk such that
(4.1) inf
F∈Fk
Hd(F ∩B(0, 1)) < Hd(Pk ∩B(0, 1)) = mv(d),
where v(d) denotes the d-Hausdorff measure of the unit ball in Rd, and Fk is the class of all the topo-
logical competitors in B(0, 1). The following proposition will guarantee the existence of a topological
competitor Fk of Pk in B(0, 1), which is topologically minimal in B(0, 1).
Proposition 4.2. Let P 1, · · ·Pm be m mutually transversal planes of dimension d in Rdm. Denote
by B = B(0, 1) the unit ball. Denote by F the set of all the topological competitors of E = ∪1≤i≤mP i
in B (cf. Definition 1.16). Then there exists F0 ∈ F such that
(4.3) Hd(F0 ∩B) = inf
F∈F
Hd(F ∩B).
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Moreover, F0 ∩B is contained in the convex hull of E ∩B, and for any 1 ≤ i ≤ m, if we denote by pi
the orthogonal projection from Rdm to P i, then
(4.4) pi(F0 ∩B) ⊃ P i ∩B.
Proof. This is an easy corollary of the following theorem.
Theorem 4.5 (cf.[12] Theorem 4.28). Let E ⊂ Rn be a closed set. B ⊂ Rn is an open ball. Let
{wj}j∈J be a family of smooth n−d−1-surfaces in Rn\(B∪E), which are non-zero in Hn−d−1(Rn\E).
Set
(4.6) F = {F ⊂ Rn, F\B = E\B and for all j ∈ J,wj is non-zero in Hn−d−1(Rn\F )}.
Then there exists F0 ∈ F such that
(4.7) Hd(F0 ∩B) = inf{Hd(F ∩B);F ∈ F}.
Moreover, F0 ∩B is contained in the convex hull of E ∩B.
We apply Theorem 4.5, on taking E to be ∪1≤i≤mP i and {wj}j∈J to be the family of all circles
outside B which are non-zero in Hmd−d−1(Rmd\ ∪1≤i≤m P i), we get the existence of a set F0 in F,
and F0 being contained in the convex hull of ∪1≤i≤mP i ∩ B. The projection property (4.4) comes
directly from the fact that F0 is a topological competitor of ∪1≤i≤mP i.
Remark 4.8. In [14], things are probably more complicated, because we do not have any existence
theorem for Almgren minimal sets there. Fortunately for topological minimal sets, we have the above
existence theorem.
Now by applying Proposition 4.2, we have the existence of a topologially minimal competitor Fk
of of Pk. Denote by Ek = Fk ∩ B the part of Fk inside B. Then Ek is contained in the convex hull
Ck of Pk ∩B.
(4.9) pik(Ek) ⊃ P ik ∩B,
and since Pk is not minimal, by (4.1) and (4.7),
(4.10) Hd(Ek) < Hd(Pk ∩B) = mv(d).
Now since B is compact, we can extract a converging subsequence of {Ek}, denoted still by {Ek}
for short. Denote by E∞ their limit. Then E∞ is contained in ∩n ∪k>n Ck, such that E∞ ∩ ∂B ⊂
(∩n ∪k>n Ck) ∩ ∂B = P0 ∩ ∂B. On the other hand E∞ ∩ ∂B ⊃ limk→∞(Pk ∩ ∂B) = P0 ∩ ∂B. Hence
(4.11) E∞ ∩ ∂B = P0 ∩ ∂B.
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We want to use the uniqueness theorem 3.1, to prove that E∞ is in fact P0 ∩ B. So we have to
check all the conditions:
1) First, we know that Ek are topologically minimal in B, and hence are Almgren minimal in B.
Hence as their limit, E∞ is Almgren minimal in B;
2) Since E∞ is the limit of Ek, and P0 is the limit of Pk, hence the projection property (3.2) comes
from (4.9);
3) The boundary condition (3.3) is already proved in (4.11); the measure estimate (3.4) is guar-
anteed by (4.10).
Recall that Ek = Fk ∩B, and Fk\B = Pk\B, where Pk converge to P0. Thus we have a sequence
of closed sets Fk, each Fk is a minimal topological competitor of Pk in B, and Fk converge to P0.
5 A stopping time argument
We will continue our argument, by cutting each Ek into two pieces. One piece is inside a small ball
near the origin, where something complicated happens there, and we can only estimate its measure by
projection argument; the other piece is outside the small ball, where Ek is very near Pk, and by the
regularity of minimal sets near planes, Ek is composed of m C
1 graphs on P ik, 1 ≤ i ≤ m respectively,
where we will estimate their measures, by harmonic extensions. So the first step is to find this small
ball, with the critical radius, by a stopping time argument.
For each k and i = 1, · · · ,m, denote by
(5.1) Cik(x, r) = p
i
k
−1
(B(0, r) ∩ P ik) + x,
and
(5.2) Dk(x, r) = ∩1≤i≤nCik(x, r).
Notice that Dk(0, 1) ⊃ B(0, 1) and Dk(0, 1) ∩ Pk = B(0, 1) ∩ Pk.
We say that two sets E,F are r near each other in an open set U if
(5.3) dr,U (E,F ) < ,
where
(5.4) dr,U (E,F ) =
1
r
max{sup{d(y, F ) : y ∈ E ∩ U}, sup{d(y,E) : y ∈ F ∩ U}}.
We define also
dkx,r(E,F ) = dr,Dk(x,r)(E,F )
=
1
r
max{sup{d(y, F ) : y ∈ E ∩Dk(x, r)}, sup{d(y,E) : y ∈ F ∩Dk(x, r)}}.
(5.5)
30
Remark 5.6. Observe that dr,U (E,F ) 6= 1rdH(E ∩ U,F ∩ U). For example, take U = B(0, 1), set
En = ∂B(0, 1− 1n ), and Fn = ∂B(0, 1 + 1n ), then we have
(5.7) d1,U (En, Fn)→ 0, dH(En ∩ U,Fn ∩ U) = dH(En ∩ U, ∅) =∞.
Now we start our stopping time argument. We fix a  small and a k large, and we set si = 2
−i for
i ≥ 0. Denote by D(x, r) = Dk(x, r), dx,r = dkx,r for short. Then we proceed as follows.
Step 1: Denote by q0 = q1 = 0, then in D(q0, s0), the set Ek is s0 near Pk + q1 when k is large,
because Ek → P0 and Pk → P0 implies that d0,1(Ek, Pk)→ 0.
Step 2: If in D(q1, s1), there is no point q ∈ Rdm such that Ek is s1 near Pk + q, we stop here;
otherwise, there exists a point q2 such that Ek is s1 near Pk + q2 in D(q1, s1). Here we ask  to be
small enough (say,  < 1100 ) such that such a q2 is automatically in D(q,
1
2s1), by the conclusion of the
step 1. Then in D(q1, s1) we have simultaneously
(5.8) dq1,s1(Ek, Pk + q1) ≤ s−11 dq0,s0(Ek, Pk + q1) ≤ 2; dq1,s1(Ek, Pk + q2) ≤ .
This implies that dq1, 12 s1(Pk + q1, Pk + q2) ≤ 12 when  is small. And hence d(q1, q2) ≤ 6.
Now we are going to define our iteration process. Notice that this process depends on , hence we
also call it a −process.
Suppose that {qi} are defined for all i ≤ n, with
(5.9) dq1,qi+1 ≤ 12si = 12× 2−i
for 0 ≤ i ≤ n− 1, and hence
(5.10) dqi,qj ≤ 24min(i,j) = 2−min(i,j) × 24
for 0 ≤ i, j ≤ n, and that for all i ≤ n − 1, Ek is si near Pk + qi+1 in D(qi, si). We say in this case
that the process does not stop at step n. Then
Step n+ 1: We look inside D(qn, sn).
If Ek is not sn near any Pk+q in this “ball” of radius sn, we stop. In this case, since d(qn−1, qn) ≤
12sn−1, we have D(qn, 2sn(1− 12)) = D(qn, sn−1(1− 12)) ⊂ D(qn−1, sn−1), and hence
dqn,2sn(1−12)(Pk + qn, Ek) ≤ (1− 12)−1dqn−1,sn−1(Pk + q, Ek)
≤ 
1− 12 .
(5.11)
Moreover
(5.12) d(qn, 0) = d(qn, q1) ≤ 2−min(1,n) × 24 = 12.
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Otherwise, we can find a qn+1 ∈ Rdm such that Ek is still sn near Pk + qn+1 in D(qn, sn), then
since  is small, as before we have d(qn+1, qn) ≤ 12sn, and for i ≤ n− 1,
(5.13) dqi,qn ≤
n∑
j=i
12× 2−j ≤ 2−min(i,n) × 24.
Thus we get our qn+1, and say that the process does not stop at step n+ 1.
We will see in the next section, that the process has to stop at a finite step. And for each k, if
the process stop at step n, we define ok = qn, rk = sn. Then Dk(ok, rk) is the critical ball that we
look for, because inside the small ball, by definition we know that Ek is sn far from any translation
of Pk, but outside it, things are near. We also have, by (5.12), d(ok, 0) ≤ 12, hence the center ok of
the critical ball is near the origin.
6 Regularity and projection properties of Ek
Proposition 6.1. There exists 0 ∈ (0, 1100 ), such that for any  < 0 fixed and for k large, if our
−process does not stop before the step n, then
(1) The set Ek ∩ (Dk(0, 3940 )\Dk(qn, 110sn)) is composed of m disjoint pieces Gi, i = 1, · · · ,m, such
that
(6.2) Gi is the graph of a C1 map gi : Dk(0,
39
40
)\Dk(qn, 1
10
sn) ∩ P ik → P ik
⊥
with
(6.3) ||∇gi||∞ < 1;
(2) For each t ∈ [ 110sn, sn],
(6.4) Ek ∩ (Dk(0, 1)\Dk(qn, t)) = G1t ∪G2t ∪ · · · ∪Gmt ,
where the Git, 1 ≤ i ≤ m do not meet. Moreover
(6.5) P ik ∩ (Dk(0, 1)\Cik(qn, t)) ⊂ pik(Git) for i = 1, · · · ,m,
where pik is the orthogonal projection on P
i
k, i = 1, · · · ,m;
(3) The projections pik : Ek ∩ Dk(qn, t) → P ik ∩ C
i
k(qn, t), i = 1, · · · ,m are surjective, for all
t ∈ [ 110sn, sn].
Before we give the proof, first we give a direct corollary of (2), which shows that the -process
stated in the previous subsection has to stop at a finite step for any k.
Corollary 6.6. For any k and  < 0, the  process has to stop at a finite step.
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Proof. Since Hd(Ek ∩B(0, 1)) < mv(d), there exists nk > 0 such that
(6.7) inf
q∈Rdm
Hd(Pk ∩B(0, 1)\D(q, snk)) > Hd(Ek).
Then our process need to stop before the step nk, because otherwise, we use the term (2) in Proposition
6.1, for t = sn, and get the disjoint decomposition
(6.8) Ek = [Ek ∩D(qnk , snk)] ∪G1snk ∪G
2
snk
,
therefore
Hd(Ek) ≥ Hd(G1snk ) +H
d(G2snk
) ≥ Hd[p1k(G1snk )] +H
d[p2k(G
2
snk
)]
≥ Hd(Pk ∩B(0, 1)\D(qnk, snk) > Hd(Ek),
(6.9)
which leads to a contradiction. 2
Now we are going to prove Proposition 6.1.
Proof of Proposition 6.1.
For (1), notice that every topological minimal set is an Almgren minimal sets, hence (1) and (6.4)
are direct corollaries of the proposition 6.1 (1) of [14].
As a result of (1), we know that (6.5) in (2) is true if we replace all the Dk(0, 1) with Dk(0,
39
40 ).
Hence we have to prove that
(6.10) P ik ∩D(0, 1)\D(0,
39
40
) ⊂ pik(Git).
We prove it for i = 1 for example. The other case is the same.
We know that Git is very close to P
i
k, 2 ≤ i ≤ m, and when k is large, P 1k and P ik are almost
orthogonal, hence the projection of P ik ∩D(0, 1) under p1k is far away from P 1k ∩D(0, 1)\D(0, 3940 ). On
the other hand, the projection of the part Ek∩D(qn, t) under p1k is always contained in D(qn, t), hence
also far away from P 1k ∩D(0, 1)\D(0, 3940 ). So (6.10) is equivalent to say that
(6.11) P 1k ∩D(0, 1)\D(0,
39
40
) ⊂ p1k(Ek ∩D(0, 1)).
We are going to prove a stronger one, that is
(6.12) P 1k ∩B(0, 1) ⊂ p1k(Ek ∩B(0, 1)).
So suppose that (6.12) is not true. That is, there exists x ∈ P 1k ∩ B(0, 1) such that p1k−1{x} ∩
(Ek ∩B(0, 1)) = ∅. In other words, p1k−1{x}∩B(0, 1) = (P +x)∩B(0, 1) does not meet Ek, where by
P we denote the md− d-subspace orthogonal to P 1k . But Ek is closed, so there exists δ > 0 such that
the neighborhood B((P + x) ∩ B(0, 1), δ) does not meet Ek. Denote by S = (P + x) ∩ ∂B(0, 1 + δ),
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then S is a md − d− 1-sphere that does not meet Ek, and S is zero in Hmd−d−1(Rdm\Ek), because
it is the boundary of the disc (P + x) ∩ ∂B(0, 1) ⊂ Rmd\Ek.
However, S is non zero in Hmd−d−1(Rmd\P 1k ), hence is non zero in Hmd−d−1(Rmd\Pk). This
contradicts the fact that Ek is a topological competitor of Pk.
We have thus (6.12), which gives (6.11), and hence (6.10).
So we get (2).
To prove (3), the idea is almost the same as above. We prove it for i = 1 for example, denote still
by P the orthogonal md− d-subspace of P 1k . Suppose that there exists x ∈ P 1k ∩ C
1
k(qn, t) satisfying
p1k
−1
(x) ∩Dk(qn, t) ∩ Ek = ∅. Equivalently,
(6.13) (P + x) ∩Dk(qn, t) ∩ Ek = ∅.
Denote by S = (P + x) ∩ ∂Dk(qn, t). Then S is zero in Hmd−d−1(Rmd\Ek), since it is the boundary
of the disc (P + x) ∩Dk(qn, t). But since the -process does not stop at step n, outside Dk(qn, t), Ek
is composed of two disjoint pieces that are  closed to P 1k and P
2
k respectively, and d(qn, 0) ≤ 12, so
in fact we can deform our S to any circle Sy = (P + y) ∩ ∂B(y, 12 ) for all y ∈ P 1k \B(0, 1). Hence such
a Sy is zero in Hmd−d−1(Rmd\Ek). Again, we know that such a Sy is non zero in Hmd−d−1(Rmd\Ek),
which contradicts the fact that Ek is a topological competitor of Pk.
Thus we get (3). And the proof of Proposition 6.1 is finished. 2
7 Estimates for graphs by harmonic extension
In this section we will give some estimates on the Dirichlet energy of a function with prescribed
partial boundary condition. This will be used in the next section to estimate the measure of the
graphs Gi, 1 ≤ i ≤ m in (6.2), for each Ek. In the proof of the following propositions we will use
the space of spherical harmonics. We will state some necessary definitions and theorems here. Please
refer to [17] for more detail.
Given an integer d ≥ 2, set
(7.1) Hn = Hn(Rd) = {p|Sd−1 : p is a homogeneous harmonic polynomials of degree n in Rd},
the space of spherical harmonics of degree n. Then we have the following properties:
Proposition 7.2. 1◦ Each f ∈ Hn is an eigen function of ∆Sd−1 associated to the eigenvalue λn =
−n(n+d−2), where ∆Sd−1 is the Laplace-Beltrami operator on Sd−1, the angular part of the Laplacian;
2◦ The collection of all finite linear combinations of elements of ∪∞n=0Hn is dense in L2Sd−1;
3◦ Let Y (n) and Y (m) be spherical harmonics of degree n and m, and n 6= m, then
(7.3)
∫
Sn−1
Y (n)(θ)Y (m)(θ)dθ = 0.
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Remark 7.4. By 1◦, if f ∈Hn, then r2−d−nf(θ) is also a harmonic function.
Now if we consider Hn as a subspace of the Hilbert space L2(Sd−1) with the scalar product
(f, g) =
∫
Sd−1 f(θ)g(θ)dθ, we have the following corollary:
Corollary 7.5. Denote by an = dimHn < ∞, and let {Y (n)1 , · · · , Y (n)an } be an orthonormal basis
of Hn, then ∪∞n=0{Y (n)1 , · · · , Y (n)an } is an orthonormal basis of L2(Sd−1). Moreover, for each f ∈
L2(Sd−1), there exists a unique representation:
(7.6) f =
∞∑
n=0
an∑
i=1
b
(n)
i Y
(n)
i ,
where the series converges to f under the L2 norm. Hence we have
(7.7) ||f ||2L2(Sd−1) =
∞∑
n=0
an∑
i=1
|b(n)i |2.
Now we can start to give our estimates.
Proposition 7.8. Let d ≥ 2 be an integer, 0 < r0 < 12 and u0 ∈ C1(∂B(0, r0) ∩ Rd,R). Denote by
m(u0) = (r
d−1
0 sd−1)
−1 ∫
∂B(0,r0)
u0 its average, where sd−1 = Hd−1(Sd−1), the d − 1-measure of the
unit sphere of Rd. Then for all u ∈ C1((B(0, 1)\B(0, r0)) ∩ Rd,R) that satisfies
(7.9) u|∂B(0,r0) = u0,
we have
(7.10)
∫
B(0,1)\B(0,r0)
|∇u|2 ≥ 1
3
r−10
∫
∂B(0,r0)
|u0 −m(u0)|2.
Proof.
Let u be a C1 function as in the statement of the proposition. Then if v is a solution of the
equation
(7.11)

∆v = 0;
v|∂B(0,r0) = u0;
∂u
∂~n = 0 on ∂B(0, 1)
where ~n is the unit exterior normal vector on ∂B(0, 1), then v minimizes Dirichlet’s energy among all
C1 function u on B(0, 1)\B(0, r0) with boundary condition u|∂B(0,r0) = u0.
So we are just going to look for a solution v of the equation (7.11), and then prove (7.10) for v.
Let {Y (n)1 , · · · , Y (n)an } be an orthonormal basis of Hn(Rd). We express u0 under this basis
(7.12) u(r0, θ) = u0(θ) = m(u0) +
∞∑
n=1
an∑
i=1
B
(n)
i Y
(n)
i .
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Set
v : B(0, 1)\B(0, r0)→ R,
v(r, θ) = m(u0) +
∞∑
n=1
(Anr
n +Bnr
2−d−n)
an∑
i=1
B
(n)
i Y
(n)
i .
(7.13)
By Remark 7.4, v is harmonic. We want v to verify (7.11). Notice that
v|∂B(0,r0) = u0 ⇔
(Anr
n
0 +Bnr
2−d−n
0 ) = 1, for each n and 1 ≤ i ≤ an,
(7.14)
and
∂v
∂~n
=
∞∑
n=1
(Annr
n−1 +Bn(2− d− n)r1−d−n)
an∑
i=1
B
(n)
i Y
(n)
i = 0
on ∂B(0, 1) = {(r, θ) : r = 1}.
(7.15)
So we ask
(7.16)
Ñ
rn0 r
2−d−n
0
n 2− d− n
éÑ
An
Bn
é
=
Ñ
1
0
é
.
The determinant of the coefficient matrix is (2− d− n)rn0 − nr2−d−n0 , with n > 0, r2−d−n0 > rn0 >
0, 2− d− n ≤ 0, hence it is always strictly negative, therefore (7.16) admits always a solution
(7.17) An =
n+ d− 2
(n+ d− 2)rn0 + nr2−d−n0
, Bn =
n
(n+ d− 2)rn0 + nr2−d−n0
.
Now let us calculate
∫
B(0,1)\B(0,r0) |∇v|2. To estimate ∇v we have
(7.18) ∇Sd−1v(r, θ) =
∞∑
n=1
(Anr
n +Bnr
2−d−n)
an∑
i=1
B
(n)
i ∇Sd−1Y (n)i ,
(7.19)
∂v
∂r
=
∞∑
n=1
(nAnr
n−1 + (2− d− n)Bnr1−d−n)
an∑
i=1
B
(n)
i Y
(n)
i ,
and
(7.20)
∫
Sd−1
|∇v|2dθ =
∫
Sd−1
|∂v
∂r
|2 + |1
r
∇Sd−1v|2dθ.
Notice that
(7.21) < Y
(n)
i , Y
(m)
j >L2(Sd−1)= δ(i,n)(j,m) for 1 ≤ n and 1 ≤ i ≤ an,
where δ is the Kronecker symbol, and hence
< ∇Sd−1Y (n)i ,∇Sd−1Y (m)j >L2(Sd−1)= − < ∆Sd−1Y (n)i , Y (m)j >L2(Sd−1)
= −n(2− d− n) < Y (n)i , Y (m)j >L2(Sd−1)= n(n+ d− 2)δ(i,n)(j,m)
(7.22)
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for 1 ≤ n and 1 ≤ i ≤ an. Therefore we have∫
Sd−1
|1
r
∇Sd−1v|2dθ =
∫
Sd−1
|
∞∑
n=1
(Anr
n−1 +Bnr1−d−n)
an∑
i=1
B
(n)
i ∇Sd−1Y (n)i |2
=
∞∑
n=1
n(n+ d− 2)(Anrn−1 +Bnr1−d−n)2
an∑
i=1
(B
(n)
i )
2,
(7.23)
and ∫
Sd−1
|∂v
∂r
|2dθ =
∫
Sd−1
|
∞∑
n=1
(nAnr
n−1 + (2− d− n)Bnr1−d−n)
an∑
i=1
B
(n)
i Y
(n)
i |2
=
∞∑
n=1
(nAnr
n−1 + (2− d− n)Bnr1−d−n)2
an∑
i=1
(B
(n)
i )
2.
(7.24)
Consequently∫
Sd−1
|∇v|2dθ =
∞∑
n=1
[(nAnr
n−1 + (2− d− n)Bnr1−d−n)2 + n(n+ d− 2)(Anrn−1 +Bnr1−d−n)2]
an∑
i=1
(B
(n)
i )
2.
(7.25)
Next ∫
B(0,1)\B(0,r0)
|∇v|2 =
∫ 1
r=r0
rd−1dr
∫
Sd−1
|∇v|2dθ
=
∫ 1
r=r0
[(nAnr
n−1 + (2− d− n)Bnr1−d−n)2 + n(n+ d− 2)(Anrn−1 +Bnr1−d−n)2]rd−1dr
=
∫ 1
r=r0
[(2n2 + nd− 2n)A2nr2n−2 + (2n+ d− 2)(n+ d− 2)B2nr2−2d−2n]rd−1dr
=
∫ 1
r=r0
(2n2 + nd− 2n)A2nr2n+d−3 + (2n+ d− 2)(n+ d− 2)B2nr1−d−2ndr
=nA2n(1− r2n+d−20 ) + (n+ d− 2)B2n(r2−d−2n0 − 1).
(7.26)
Then by (7.17), we have
nA2n(1− r2n+d−20 ) + (n+ d− 2)B2n(r2−d−2n0 − 1)
=
n(n+ d− 2)[r2−d−2n0 − 1][n+ (n+ d− 2)r2n+d−20 ]
((n+ d− 2)rn0 + nr2−d−n0 )2
.
(7.27)
But r0 <
1
2 , hence for all n ≥ 1,
(7.28)
r2−d−n0 − 1
r2−d−n0 + 1
≥ r
−1
0 − 1
r−10 + 1
≥ (
1
2 )
−1 − 1
( 12 )
−1 + 1
=
1
3
,
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therefore
nA2n(1− r2n+d−20 ) + (n+ d− 2)B2n(r2−d−2n0 − 1)
≥n(n+ d− 2)[r
2−d−2n
0 + 1][n+ (n+ d− 2)r2n+d−20 ]
3((n+ d− 2)rn0 + nr2−d−n0 )2
≥ n[nr
2−d−2n
0 + n+ d− 2][n+ (n+ d− 2)r2n+d−20 ]
3((n+ d− 2)rn0 + nr2−d−n0 )((n+ d− 2)rn0 + nr2−d−n0 )
=
n
3
[
nr2−d−2n0 + n+ d− 2
(n+ d− 2)rn0 + nr2−d−n0
][
n+ (n+ d− 2)r2n+d−20
(n+ d− 2)rn0 + nr2−d−n0
]
=
n
3
rd−20 .
(7.29)
As a result,∫
B(0,1)\B(0,r0)
|∇v|2dθ ≥
∞∑
n=1
n
3
rd−20
an∑
i=1
(B
(n)
i )
2
≥ 1
3
rd−20
∞∑
n=1
an∑
i=1
(B
(n)
i )
2 =
1
3
rd−20 ||u0(θ)−m(u0)||2L2(Sd−1)
=
1
3
r−10
∫
∂B(0,r0)
|u0 −m(u0)|2.
(7.30)
Thus complete the proof of Proposition 7.8. 2
Corollary 7.31. Let r0 > 0, q ∈ Rd be such that r0 < 12d(q, ∂B(0, 1)). Let u0 ∈ C1(∂B(q, r0)∩Rd,R)
and denote by m(u0) = (sd−1rd−10 )
−1 ∫
∂B(q,r0)
u0 its average.
Then for all u ∈ C1((B(0, 1)\B(q, r0)) ∩ R2,R) that satisfies
(7.32) u|∂B(q,r0) = u0
we have
(7.33)
∫
B(0,1)\B(q,r0)
|∇u|2 ≥ 1
3
r−10
∫
∂B(q,r0)
|u0 −m(u0)|2.
Proof. The same as Corollary 7.23 of [14]. 2
Lemma 7.34. Let d ≥ 2 be an interger, 14 < r0 < 1, u ∈ C1(B(0, 1)\B(0, r0) ∩ Rd,R) be such that
u|∂B(0,r0) = δr0, u|∂B(0,1) = 0; then
(7.35)
∫
B(0,1)\B(0,r0)
|∇u|2 ≥ c(d)δ2rd0 ,
where c(d) = (d−2)sd−1log 4 .
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Proof.
For the case of d = 2, please refer to [14] Section 7. Here we only prove the proposition for d ≥ 3.
Set f(r, θ) = Ar−d+2 − A with A = δr0
r−d+20 −1
. Then f is the harmonic function with the given
boundary values. We have
(7.36)
∂f
∂r
= (2− d)Ar1−d, ∇Sd−1f = 0,
hence
(7.37) |∇f |2 = A2(2− d)2r2−2d.
Denote by sd−1 = Hd−1(Sd−1), then∫
B(0,1)\B(0,r0)
|∇f |2 =
∫
Sd−1
dθ
∫ 1
r0
rd−1dr|∇f |2
= sd−1
∫ 1
r0
rd−1drA2(2− d)2r2−2d
= sd−1A2(2− d)2 1− r
2−d
0
2− d =
sd−1(d− 2)δ2
(r2−d0 − 1)
r20
≥ c(d) δ
2r20
r2−d0 − 1
=
r2−d0
r2−d0 − 1
c(d)δ2rd0 ≥ c(d)δ2rd0 .
(7.38)
So we have
(7.39)
∫
B(0,1)\B(0,r0)
|∇u|2 ≥ c(d)δ2rd0
since f is harmonic. 2
Corollary 7.40. For all 0 <  < 1, there exists C = C() > 100 such that if 0 < r0 < 1, u ∈
C1( B(0, 1)\B(0, r0) ∩ Rd,R) and
(7.41) ||u|∂B(0,r0) − δ||∞ <
δr0
C
et || u|∂B(0,1)||∞ < δr0
C
,
then
(7.42)
∫
B(0,1)\B(0,r0)
|∇u|2 ≥ c(d)δ2rd0 .
Proof. Apply Lemma 7.39 of [14]: take r = r0, f = u, and for each C, denote by g the harmonic
function with g|∂B(0,1) = δC r0, g|∂B(0,r) = (1− 1C )r0δ. Then we have
(7.43)
∫
B(0,1)\B(0,r0)
|∇u|2 ≥
∫
B(0,1)\B(0,r0)
|∇g|2 = (1− 2
C
)2c(d)δ2rd0 .
Thus for each  < 1 we can always find a large enough C such that (1− 2C )2 ≥ . 2
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8 Conclusion
The rest of the proof of Theorem 1.1 is almostly the same as the proof of the Almgren minimality of
the union of two almost orthogonal planes in [14]. So we will only roughly describe what happens,
without much detail.
So fix k large and  small enough. Set D(x, r) = Dk(x, r), C
i(x, r) = Cik(x, r) for 1 ≤ i ≤ m,
and dx,r = d
k
x,r. For each k fixed, we have chosen ok and rk as in the end of Section 5. Then by
Proposition 6.1 (1), Ek ∩ Dk(0, 3940 )\Dk(ok, 110rk) is composed of m C1 graphs Gi, 1 ≤ i ≤ m on
P 1k , · · · , Pmk , such that (6.2) and (6.3) hold, where we replace qn, sn by ok, rk. Moreover we can also
suppose that rk < 2
−5, since k is large. Inside Dk(ok, rk), Ek is rk far from any translation of
Pk. By a compactness argument we know that the part Ek ∩ D(ok, rk)\Dk(ok, 110rk) is composed
of m C1 graphs, and is δrk (δ = δ() comes naturally from the compactness argument, and only
depends on ) far from any translation of Pk (cf. [14] Proposition 8.1 and Corollary 8.24). This makes
one of the m graphs G1, · · · , Gm, say G1, being δrk far from any translate of the d−plane P 1k in
D(ok, rk)\Dk(ok, 110rk).
Then denote by P = P 1k for short, and let g
1 be as in (6.2); then g1 is a map from P to P⊥, and
is therefore from Rd to R(m−1)d. Write g1 = (ϕ1, · · · , ϕ(m−1)d), where ϕi : Rd → R, 1 ≤ i ≤ (m− 1)d.
Then since the graph of g1 is δrk far from all translation of P , there exists 1 ≤ j ≤ (m−1)d such that
(8.1) sup
x,y∈P∩D(ok,rk)\D(ok, 14 rk)
|ϕj(x)− ϕj(y)| ≥ C(m, d)rkδ,
where C(m, d) only depends on m and d, for example we can take C(m, d) = 1√
(m−1)d .
Suppose this is true for j = 1. Denote by
(8.2) K = {(z, ϕ1(z)) : z ∈ (D(0, 3
4
)\D(ok, 1
4
rk)) ∩ P},
then
K is the orthogonal projection of G1 ∩D(0, 3
4
)
on a d+ 1− dimensional subspace of Rmd.
(8.3)
For 14rk ≤ s ≤ rk, define
(8.4) Γs = K ∩ p−1(∂D(ok, s) ∩ P ) = {(x, ϕ1(x))|x ∈ ∂D(ok, s) ∩ P}
the graph of ϕ1 on ∂D(ok, s) ∩ P .
We know that the graph of ϕ1 is C(m, d)δrk far from P in D(ok, rk)\D(ok, 14rk); then there are
two cases:
1st case: there exists t ∈ [ 14rk, rk] such that
(8.5) sup
x,y∈Γt
{|ϕ1(x)− ϕ1(y)|} ≥ δ
C
rk,
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where C = 4C(m, d)−1C( 12 ), C(
1
2 ) being the constant of Corollary 7.40.
Then there exists a, b ∈ Γt such that |ϕ1(a)− ϕ1(b)| > δC rk ≥ δC t. Since ||∇ϕ1||∞ ≤ ||∇ϕ||∞ < 1,
we have
(8.6)
∫
Γt
|ϕ1 −m(ϕ1)|2 ≥ td+1C ′(δ),
where C ′(δ) only depends on d,m, δ. Now in D(0, 34 ) we have d(0, ok) < 6 ≤ 10 · 34 , and s < rk <
1
8 <
1
2 × 34 , therefore we can apply Corollary 7.31 and obtain
(8.7)
∫
(D(0, 34 )\D(ok,t))∩P
|∇ϕ1|2 ≥ C1(δ)td.
2nd case: for all 14rk ≤ s ≤ rk,
(8.8) sup
x,y∈Γs
{|ϕ1(x)− ϕ1(y)|} ≤ δ
C
rk.
However, since
1
2
rkδ ≤ sup{|ϕ1(x)− ϕ1(y)| : x, y ∈ P ∩D(ok, rk)\D(ok, 1
4
rk)}
= sup{|ϕ1(x)− ϕ1(y)| : s, s′ ∈ [ 1
4
rk, rk], x ∈ Γs, y ∈ Γs′},
(8.9)
there existe 14rk ≤ t < t′ ≤ rk such that
(8.10) sup
x∈Γt,y∈Γt′
{|ϕ1(x)− ϕ1(y)|} ≥ C(m, d)rkδ.
Fix t and t′, and without loss of generality, suppose that
(8.11) sup
x∈Γt,y∈Γt′
{ϕ1(x)− ϕ1(y)} ≥ C(m, d)rkδ.
Then
(8.12) inf
x∈Γt
ϕ1(x)− sup
x∈Γt′
ϕ1(x) ≥ C(m, d)rkδ−2 δ
C
rk = C(m, d)(1− 1
C( 12 )
)rk ≥ C(m, d)(1− 1
C( 12 )
)t′
because C = 4C( 12 ).
Now look at what happens in the ball D(ok, t
′)∩P . Apply Corollary 7.40 to the scale t′, and since
t′
t ≤ 4, t′ > t, we get
(8.13)
∫
(D(ok,t′)\D(ok,t))∩P
|∇ϕ1|2 ≥ C(δ, 1
2
, d,m)t′d ≥ C2(δ)td.
In both cases we pose tk = t. The discussion above yields that there exists a constant C0(δ) =
min{C1(δ), C2(δ)}, which depends only on δ, such that
(8.14)
∫
(D(0, 34 )\D(ok,tk))∩P
|∇ϕ1|2 ≥ C0(δ)tdk.
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On the other hand, since |∇ϕ1| ≤ |∇g1| < 1,
(8.15)
»
1 + |∇ϕ1|2 >
…
1 +
1
2
|∇ϕ1|2 + 1
16
|∇ϕ1|4 = 1 + 1
4
|∇ϕ1|2.
Hence
Hd(K\C1k(ok, tk)) =
∫
D(0, 34 )\C1k(ok,tk)∩P
»
1 + |∇ϕ1|2 ≥
∫
D(0, 34 )\C1k(ok,tk)∩P
1 +
1
4
|∇ϕ1|2
≥ Hd((D(0, 3
4
)\C1k(ok, tk)) ∩ P )) +
1
4
∫
D(0, 34 )\C1k(ok,tk)∩P
|∇ϕ1|2
= Hd((D(0, 3
4
)\C1k(ok, tk)) ∩ P 1k )) + C0(δ)tdk.
(8.16)
Then by (8.3) we get
Hd(G1 ∩D(0, 3
4
)\D(ok, tk)) ≥ Hd(K\D(ok, tk))
≥ Hd((P 1k + ok) ∩D(0,
3
4
)\D(ok, tk)) + C(δ)t2k
= Hd(P 1k ∩D(0,
3
4
)\D(0, tk)) + C0(δ)tdk,
(8.17)
so that by the estimates in Section 7, we know that the measure of G11
10 rk
is at least C()r2k more
than its projection to P 1k , that is,
(8.18) Hd(G11
10 rk
) ≥ Hd(D(0, 1)\D(ok, 1
10
rk) ∩ P 1k ) + C()rdk.
For the other 2 ≤ i ≤ m, Gi is a graph on D(0, 1)\D(ok, 110rk) ∩ P ik, thus
(8.19) Hd(Gi1
10 rk
) ≥ Hd(D(ok, 1
10
rk) ∩ P ik), 2 ≤ i ≤ m.
For the part of Ek inside D(ok,
1
10rk), by hypotheses the characteristic angle α(k) of Pk is larger
than pi2 − 1k , hence Lemmas 2.16 and 2.27 gives
(8.20) Hd(Ek ∩D(ok, 1
10
rk)) ≥ (1 + 2 cos(pi
2
− 1
k
))−1Hd(Pk ∩D(ok, 1
10
rk)).
We sum over (8.18)-(8.20), and get
(8.21) Hd(Ek) ≥ Hd(Pk ∩D(0, 1)) + [C()− C cos(pi
2
− 1
k
)]rdk,
where C() depends only on . Thus for k large enough, (8.21) gives
(8.22) Hd(Ek) > Hd(Pk ∩D(0, 1)) = mv(d),
which contradicts (4.10). So we get the desired contradiction.
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9 Corollary and some open questions
Definition 9.1. We call that α = (αij)1≤i<j≤m, where αij = (α
ij
1 , · · · , αijd ) (αij1 ≤ · · · ≤ αijd ) is a
topological (resp. Almgren) minimal angle if the union of m d−dimensional planes with characteristic
angle α is topologically (resp. Almgren) minimal.
Corollary 9.2. Let d ≥ 3, then for each k ≤ d − 2 and m ∈ N, there exists θ = θ(d, k,m) ∈]0, pi2 [,
such that if α = (αij)1≤i<j≤m satisfies α
ij
l = 0 for 1 ≤ l ≤ k, 1 ≤ i, j ≤ m, αl > θ(d, k,m) for
l > k, 1 ≤ i, j ≤ m, then α is a topological minimal angel.
Proof. By Theorem 1.1, take θ = θm,d−k, then for any m d−planes as in the theorem, the angle
condition
(9.3) αijl = 0 for 1 ≤ l ≤ k, 1 ≤ i, j ≤ m,αl > θ(d, k,m) for l > k, 1 ≤ i, j ≤ m
means that R = ∩mi=1P i is a k-dimensional plane, and P i = R×Qi, where Qi ⊥ R is a d−kdimensional
plane, 1 ≤ i ≤ m. The characteristic angles between Qi and Qj are just αijk+1, · · ·αijd , which are larger
than θ(m, d− k), hence their union ∪mi=1Qi is topologically minimal. As a result, by Proposition 3.23
of [12], ∪mi=1P i = R× ∪mi=1Qi is also topologically minimal. 2
Remark 9.4. Notice that in Corollary 9.1, for difference k, the families of unions of planes are
difference, moreover they are far from each other.
It is interesting to ask whether we have some kind of ”interpolation” type property, that is, if
α = (αijk )1≤k≤d,1≤i,j≤m and β = (β
ij
k )1≤k≤d,1≤i,j≤m are minimal angles, and γ = (γ
ij
k )1≤k≤d,1≤i,j≤m
satisfies αijk ≤ γijk ≤ βijk for all i, j, k, then is γ a minimal angle? However, we even can not answer
the following simpler question:
If α = (αijk )1≤k≤d,1≤i,j≤m is a minimal angle, and β = (β
ij
k )1≤k≤d,1≤i,j≤m is larger than α (i.e.
αijk ≤ βijk for all i, j, k), is β a minimal angle?
Intuitively, the bigger the angles are, the more likely is the union of two planes to be minimal. But
the above question is still open.
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