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ABSTRACT 
Planar magnetic nanoelements, either single- or multi-layered, are exploited in a variety of current 
or forthcoming spintronic and/or ICT devices, such as read heads, magnetic memory cells, spin-torque 
nano-oscillators, nanomagnetic logic circuits, magnonic crystals and artificial spin-ices. The lateral 
dimensions of the elemental magnetic components have been squeezed down during the last decade 
to a few tens of nanometers, but they are still an order of magnitude larger that the exchange 
correlation length of the constituent materials. This means that the spectrum of spin-wave eigenmodes, 
occurring in the GHz range, is relatively complex and cannot be described within a simple macrospin 
approximation. On the other hand, a detailed knowledge of the dynamical spectrum is needed to 
understand or to predict crucial characteristics of the devices.   
With this focused review we aim at the analysis and the rationalization of the characteristics of the 
eigenmodes spectrum of magnetic nanodots, paying special attention to the following key points: (i)  
Consider and compare the case of in-plane and out of-plane orientation of the magnetization, as well 
as of single- and multi-layered dots, putting in evidence similarities and diversities, and proposing a 
unifying nomenclature and labelling scheme; (ii)  Underline the evolution of the spectrum when the 
lateral size of magnetic dots is squeezed down from hundreds to tens of nanometers, as in current 
devices, with emphasis given to the occurrence of soft modes and to the change of spatial localization 
of the fundamental mode for in-plane magnetized dots; (iii)  Extend the analysis from isolated 
elements to twins of dots, as well as to dense arrays of dipolarly interacting dots, showing how the 
discretized eigenmodes distinctive of the single element transform in finite-width frequency bands of 
spin waves propagating through the array. 
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I. Introduction 
Thanks to the advances in nanofabrication and miniaturization, magnetic devices based on single- or 
multi-layered constitutive elements, with lateral dimensions as small as a few tens of nanometers and 
with either shape or intrinsic magnetic anisotropy, are routinely produced for current or forthcoming 
applications.1,2  These include giant-magnetoresistance (GMR) sensors and read heads3, magnetic 
memory cells4,5 and bit-patterned hard-disks6, spin-torque nano-oscillators7 and nanomagnetic logic 
circuits,8,9 artificial spin-ices10,11 and magnonic crystals12.  From the quasi-static point of view, the 
behavior of each of these small objects can be generally accounted for by assuming a unique 
magnetization vector (macro-spin approximation), but this simplified picture is not suitable to 
describe their high-frequency properties. In fact, these are characterized by the presence of several 
spin wave (SW) eigenmodes, occurring in the GHz frequency range, whose characteristics depend on 
the specific dot shape as well as on the direction and intensity of the external field. These excitations, 
also in combination with edge-effects and/or deviation from the ideal shape, can be at the origin of 
unexpected behavior that can significantly impact the proper design and realization of practical 
devices. For instance, spin wave eigenmodes may constitute a severe source of noise in read-heads, 
putting a limit to the rate of data writing or processing.13 On the other hand, one can take advantage 
from specific SW eigenmodes to facilitate the switching of a magnetic dot, as in microwave-assisted 
magnetic recording14,15 where the occurrence of soft modes can be relevant.16 Finally, SWs can also 
be seen as a channel to dissipate power. 17,18,19   
Even if most of the previous studies of the magnetization dynamics in elliptical or rectangular dots 
dealt with magnetic dots with lateral dimensions above 200 nm,20,21,22,23,24, more recent studies have 
paid attention to the dynamics of dots as small as a few tens of nanometer, 
25,26,27,28,29,30,31,32,33,34,35,36,37,38, 39,40,41  i.e. the targeted dimensions of many state-of-the-art devices. 
These dots are generally in the single domain state, although for sufficiently low values of the external 
magnetic fields and in presence of specific interactions with the substrate, it is also possible to achieve 
exotic configurations, such as vortex and bubble state.42,43,44 The most powerful technique exploited 
to this aim is Brillouin light scattering (BLS), either conventional 45 or micro-focused,46,47 although 
other powerful techniques have been developed, such as time-resolved magneto-optical Kerr effect 
(MOKE),48 magnetic resonance force microscopy (MRFM)49,50,51 thermally-activated electrical-noise 
measurements41,52 and, more recently, scanning x-ray transmission microscopy (SXTM).53,54 In 
parallel with the development of advanced experimental capability, also micromagnetic simulations 
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and postprocessing data analysis were optimized to characterize not only the frequencies but also the 
spatial profile of eigenmodes resonating within the magnetic nanoelements.20,55,56,57,58 Alternatively 
to micromagnetic simulations, other codes directly compute the susceptibility tensor in the frequency 
domain42 or directly diagonalize the dynamical matrix.59, 60 As stated above, these studies put in 
evidence that a detailed comprehension of the characteristics of the eigenmodes spectrum requires to 
go beyond the traditional macro-spin approximation, essentially because the lateral dimension of the 
dots are still at least one order of magnitude larger that the exchange length (4-5 nm in common 
ferromagnetic materials). Moreover, the internal field is not uniform, as it would be for an ellipsoidal 
body where the ferromagnetic resonance would be described by the simple Kittel formula,61 so that 
localized modes appear in specific regions where the internal field is strongly non-uniform.  
Additional complexity appears when the magnetic dot consists of different layers, that may be coupled 
by either exchange or dipolar fields, so that one may observe the appearance of eigenmodes whose 
magnetization precession is in-phase (acoustic) or out-of-phase (optical) in the two layers. 52, 62,63,64, 
Similarly, the degeneracy of discrete modes is lifted when the dots are arranged in twins65,66 small 
clusters67  or in one-12 or two-dimensional68,69.70 dense arrays of dots, constituting artificial magnonic 
crystals. In these systems, the anisotropic and spatially nonuniform magnetodipolar coupling among 
the dots leads to a collective dynamics that cannot be described in terms of spin wave modes of 
individual elements. In fact, in analogy to the well-known description of a systems of coupled 
oscillators in modern solid state physics, the collective dynamics is characterized by normal modes 
occurring at new frequencies, different from those of the individual (uncoupled) oscillators. For 
example, for a system of two magnetic layers or a twin of adjacent dots, one finds the splitting of the 
spin wave eigenmode in the above mentioned in-phase or out-of-phase modes, while for a large array 
of interacting dots collective (propagating) normal modes develop, leading to the formation of 
permitted and forbidden frequency bands.   
In this focused review, we center our attention on the magnetization dynamics of magnetic 
dots with sub-200 nm lateral size in the single domain state, considering and comparing the case of 
in-plane and out-of-plane orientation of the magnetization and proposing a unifying nomenclature and 
labelling scheme. The characteristic features that occur in the eigenmodes spectrum when the lateral 
size of the considered dots is squeezed down from hundreds to tens of nanometers will be described,  
with emphasis given to the role of exchange-energy contribution, to the occurrence of soft modes and 
to the change of spatial localization of the main modes, in particular of the fundamental one. Special 
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attention will be also paid to the effect of the chiral Dzyaloshinskii-Moriya interaction (DMI) that can 
be induced by an adjacent layer of heavy metal atoms with large spin-orbit coupling. 71,72,73,74,75 Then 
we will consider the modification of the spectrum when twins of interacting dots are considered, as a 
first step to extend our analysis to the case of either one- or two-dimensional dense arrays of dots, 
known as artificial magnonic crystals. Finally, we will generalize the above analysis to the case of 
multilayered structures, as spin valves or magnetoresistive sensors that involve at least two or three 
magnetic layers, separated by non-magnetic interlayers.  
 
II. Eigenmodes of an isolated magnetic nanodot 
Fig. 1 presents a schematic diagram illustrating the spatial characteristics and the labelling scheme for 
the magnetic eigenmodes of a circular magnetic nano-disk with diameter in the range of a few tens of 
nanometers, magnetized either out-of-plane (Fig. 1a) or in-plane (Fig 1b). It can be seen that in both 
cases the modes can be labelled using a couple of indices that are related to the presence of nodal 
lines.  In order to qualitatively comprehend the physical characteristics of these eigenmodes and their 
spatial character, let us recall that the equilibrium configuration of the magnetization can be found, in 
the micromagnetic approach, by minimizing the total free energy functional Etot, that results from the 
sum of different terms, such as the Zeeman energy due to the external field H0, the exchange energy, 
the anisotropy energy and the magnetostatic energy. In addition, in presence of a heavy-metal under- 
or over-layer, one may have also an energy contribution coming from the above-mentioned DMI 
interaction.   
As for the dynamics of the system, it is governed by the well known Landau-Lifshitz-Gilbert equation 
(LLG):  
𝜕𝒎
𝜕𝑡
= − (𝒎 × 𝑯𝑒𝑓𝑓) + 𝑎 (𝒎 ×
𝜕𝒎
𝜕𝑡
)                                        (1) 
 
where  𝒎(𝒓, 𝑡) =
𝑴
𝑀𝒔
  is the unit vector along the local magnetization,   is the gyromagnetic ratio, 
 is the Gilbert damping constant. Heff is the effective field acting on the precessing spins, that can be 
derived from the energy functional according to: 
𝑯𝑒𝑓𝑓 = − 
1
𝜇0
𝜕𝐸𝑡𝑜𝑡
𝜕𝒎
                                                  (2) 
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Therefore, it consists of different contributions, reflecting the energy terms recalled above: 
 
𝑯𝑒𝑓𝑓= 𝑯0 +𝑯𝑒𝑥𝑐ℎ + 𝑯𝑎𝑛𝑖 + 𝑯𝑚𝑠 + 𝑯𝐷𝑀𝐼= 
         = 𝑯0+
2𝐴
𝜇0𝑀𝑠
𝛻2𝒎 +
2𝐾𝑢
𝜇0𝑀𝑠
 𝑚𝒛 𝒆𝑧 + 𝑯𝑚𝑠 + 
2𝐷
𝜇0𝑀𝑠
[
𝜕𝑚𝑧
𝜕𝑥
𝒆𝑥+
𝜕𝑚𝑧
𝜕𝑦
𝒆𝑦 −  (
𝜕𝑚𝑥
𝜕𝑥
+
𝜕𝑚𝑦
𝜕𝑦
) 𝒆𝑧]  (3) 
 
where H0 is the external applied field, A is the exchange stiffness constant, Ku is the uniaxial 
perpendicular anisotropy constant and D the DMI constant. ex, ey and ez are the unitary vectors of the 
reference frame, chosen such that the z axis is perpendicular to the sample plane. The magnetostatic 
dipolar field Hms would be uniform in the case of an ellipsoidal body, only, so that for planar dots it 
is usually calculated numerically, accounting for its non-uniformity and non-locality.  
The most general method to solve the LLG equation above are based on proper numerical techniques 
where it is spatially discretized using finite differences or finite elements methods. As a result, a 
discretized version of the effective field is obtained and the corresponding system of differential 
equations are solved within suitable time-stepping schemes. 
 
A. Out-of-plane magnetization 
Let us start from the analysis of the eigenmodes existing in a perpendicularly magnetized circular dot 
that represents an interesting model system for the free layer of perpendicular spin torque oscillators76 
or for the next generation of bit-patterned perpendicular magnetic media that will be used in 
forthcoming hard disks.77  In a recent study,56 we have exploited micromagnetic simulations, using a 
customized version of the commercial software Micromagus78 to analyze the eigenmodes excited by 
either a pulse of magnetic field or a polarized injected current, in a circular free layer of Permalloy 
with thickness d=5 nm and two different values of the radius, namely R=50 nm and R=150 nm. The 
sample was perpendicularly magnetized thanks to the application of a relatively strong bias magnetic 
field (Hz=10 kOe) directed along the z axis, as shown in the top panel of Fig.2. At a given time, a 
weak pulse of field (duration 10 ps and constant intensity hy =100 Oe), directed along the x axis, was 
applied, so to excite spin waves eigenmodes in our range of interest, i.e. up to and above 15 GHz. The 
ringing down of the magnetization of each discretized cell was then recorded for a period of 50 ns 
(with a sampling time of 10 ps) and the Fourier transform was calculated. Therefore, following the 
Micromagnetic Spectral Mapping Technique (MSMT),20 both the eigenmode spectrum, averaged over 
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the whole set of discretized cells, and the spatial profile of each eigenmode could be achieved.  As 
illustrated in Fig. 1a, given the circular symmetry of the sample, the modes can be labelled according 
to a scheme based on a couple of indices (r,l), where the radial number r counts the circular nodal 
lines and the azimuthal number l accounts for a phase shift of l×2 along a circular line. The plus and 
minus signs of l indicate the sense of the SW propagation in the counter-clockwise and clockwise 
directions, respectively.  It can be seen in Fig 2a and 2b that the main mode is the “fundamental” (0,0) 
mode, characterized by a rather uniform spatial profile, i.e the absence of any nodal plane, with 
maximum amplitude in the dot center. Its frequency is appreciably larger in the case of R=50 nm 
(f=7.12 GHz) if compared to the case of R=150 (f=4.49 GHz), because of both the reduction of the 
perpendicular  demagnetizing field and the  exchange-energy  contribution  that  are  sizeable in the 
smaller dot. 
 
 
 
Fig. 1 Schematic diagram showing the spatial characteristics and the labelling scheme for the magnetic 
eigenmodes of circular magnetic nano-disks with diameter in the range of a few tens of nanometers, magnetized 
either out-of-plane (a) or in-plane (b). In our coding scheme, the hue indicates the phase of the dynamical 
magnetization, according to the enclosed color wheel, while the brightness represents its amplitude. The nodal 
lines are marked in white.  
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Higher-order radial modes, labelled (1,0) and (2,0) are also visible at larger frequency for R=150 nm. 
Note that the frequency of the modes increases quite rapidly with increasing the number of nodal lines, 
essentially because of the increase of the exchange-field contribution Hexch  in eq. 3.  By repeating the 
above “virtual experiment” and adding to the static field H0 also the Oersted field generated by the 
injection of a current (J=9×1010 A/m2) flowing perpendicularly through the free layer, additional 
modes appear in the simulated spectra, as a consequence of the symmetry breaking induced by the 
Oersted field of the current. In particular, one can see the appearance, in addition to the above radial 
modes, of azimuthal (orthoradial) modes, labelled (0,1), (1,1) and (2,1), characterized by the presence 
of a 2 azimuthal phase-change (Fig. 2c and 2d).  Looking at the dependence of the spectrum on the 
dot size, it emerges that the number of modes present within a limited frequency range increases with 
the dot radius. The fundamental (0,0) mode is always the most intense for excitation with a uniform 
pulse only, while it can be  overcome by the  (0,1)  mode  in  presence of  the Oe field that is 
characterized by a cylindrical symmetry.    
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Fig. 2 Simulated power spectra obtained after excitation of the dot by a uniform pulse of field (hx=100 Oe, 10 
ps long), while applying a constant external field Hz=10 kOe (i.e. µ0H= 1 T) along the perpendicular direction 
(a-d). For the bottom panel (e-f) the external field H is tilted by 1° away from the z axis. The colour panels 
represent the spatial profile of the dynamical magnetization, expressed as the product of the modulus of the 
dynamical magnetization by the sign of its phase. Panels (c) to (f) refer to simulations where the presence of 
the Oersted field generated by a perpendicular current with density J=9×1010 A/m2 is considered, in addition to 
the external static field. Left (a,c,e) and right (b, d, f) panels refer to a dot radius R=50 nm and 150 nm, 
respectively. Reproduced with permission from J. Phys D: Appl. Phys. 48, 415001 (2015) and integrated with 
further panels. Copyright (2015) by the Institute of Physics Publishing (IoP). [56]   
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The fundamental mode frequency decreases with increasing the dot radius, attaining the ferromagnetic 
resonance frequency of the extended film for R larger than about 1 micron. Also the other modes 
decrease their frequencies with increasing R, due to the reduction of the internal field. It is also 
interesting to consider what happens if the external field H would not be applied exactly along the z 
axis. As seen in Fig. 2e and 2f, it is sufficient a tilt of 1° off the z-axis to induce remarkable variations 
of the spatial profiles of the modes, at least for the larger dot considered here. In fact, the symmetry 
breaking between the x and y directions induced by the tilt of the applied field, manifests itself in the 
loss of circular character of azimuthal modes (0,1), (1,1) and (2,1) in the dot with R=150 nm. Finally, 
let us note that if we would have considered elliptical dots, rather than circular, one would have 
observed qualitatively similar spatial profiles, with an elliptical (rather than circular, contour of the 
red and blue areas, but the labelling scheme and the characteristics of the radial and azimuthal modes 
would have remained qualitatively the same discussed above.  
A second recent study was concerned with the eigenmodes of perpendicularly-magnetized circular 
dots of FeB with radius R=60 nm.79  The authors observed thermally excited SW modes using 
electrical-noise measurements41 and successfully compared the experimental results with both 
micromagnetic simulations and a simple perturbation theory. The observed modes were classified as 
eigenmodes with radial and azimuthal nodal lines, in agreement with the scheme proposed in Fig. 1a. 
Interestingly, they were able to provide evidence for the splitting of azimuthal modes (+ or – sign of 
l in Fig. 1a), caused by the dynamic dipolar coupling that was fully taken into account.  
A similar splitting of the azimuthal eigenmodes, caused this time by the presence of the above 
mentioned  interfacial DMI interaction , was found theoretically in either circular or square magnetic 
dots of lateral size L=100 nm.80 As illustrated in Fig. 3, even if the authors did not use the labelling 
scheme proposed in this review, it is clear that their Mode 1 corresponds to the (0,0) fundamental 
mode of our Fig. 1a, while the other modes are either radial (Mode 4, corresponding to (1,0)) or 
azimuthal ones (Mode 2 and 3, corresponding to (0,±1) and (0,±2), respectively). Interestingly, it was 
found that the presence of a sizeable DMI constant D leads to frequency splitting of the azimuthal 
eigenmodes, while the others are only slightly affected by the DMI. The magnitude of the splitting 
appears to increase with the value of the D and to be larger for the circular magnetic dots if compared 
to the squared ones. The frequency splitting is clearly associated with lifting in the degeneracy of 
eigenmodes l=±l. On the other hand, modes with a strong radial character, such as Modes 1 and 4, 
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experience only a slight decrease in their frequency with increasing D and little change in their spatial 
profile. Similar features are also seen in the square dots, but the distinction between “radial” and 
“azimuthal” modes is not as sharp. In any case, it is evident that a careful analysis of the above-
discussed frequency-splitting of some of the eigenmodes offers a tool to experimentally estimate the 
DMI constant in layered systems relevant for spintronics. 
 
 
 
Fig. 3 Map of the eigenmode power spectral density as a function of the interface Dzyaloshinskii-Moriya 
constant D for (a) 100-nm-diameter circular dots and (b) 100-nm-wide square dots. Selected profiles of the four 
lowest modes for different strengths of the DMI for the (c) circular and (d) square dots. Reproduced with 
permission from Phys. Rev. B 89, 224408 (2014). Copyright (2014) by the American Physical Society. [80] 
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B. In-plane magnetized dots: effect of the inhomogeneous internal field 
If we now consider magnetic nanodots with in-plane magnetization, then the internal field becomes 
strongly non-uniform so for absent or weak external fields one observes the formation of an 
inhomogeneous magnetization configuration, with flower, C- or S-states.81, 21In second place, even in 
presence of a saturating external field applied in-plane, the spatial profiles of the SW eigenmodes can 
be rather complex and evolve significantly with the lateral dimension of the dots. Similar to the case 
of the perpendicularly magnetized dots, each mode can be labeled with two integer indices (nx,ny) 
whose values correspond to the number of nodal lines. In this case however, as illustrated in Fig. 1b, 
the nodal lines are not radial and azimuthal, as in the case of perpendicular magnetization, but parallel 
or perpendicular to the direction of the magnetization (x axis). To illustrate the complexity the 
eigenmode spectrum in a realistic sample, let us start from the micromagnetic results  relevant to an 
elliptical dot having dimensions 100×60×5 nm3, that were published in Ref. 57. The dot was 
discretized in cells with size of 1×1×5 nm3 (the small lateral size was chosen in order to better mimic 
the dot curvature) and its dynamical properties simulated using the Micromagus software.82 Instead 
of using a pulse of field to excite the eigenmodes, as in the previous section IIA, here a stochastic 
magnetic field, uncorrelated in both space and time, was used to model thermal fluctuations. In such 
a way, one can obtain the whole set of modes existing in the nanodot (rather than a subset of modes 
compatible with the spatial symmetry of the pulsed field), but at the expense of a rather long 
simulation time and of somehow noisy spectra and profiles, as shown in Fig. 4.  The trajectory of the 
magnetization of each discretized cell at T=300 K was recorded for 200 ns, at a constant value of the 
external field applied along the major axis. These data were used to determine the frequency and the 
spatial profile of the eigenmodes using a local Fourier-transform analysis. The power spectrum Pi,j(f), 
of  the magnetization was calculated for each discretization cell located at (i,j). Then, the average 
power spectrum was calculated as the sum of the power spectra of each single cell. The two-
dimensional spatial distribution of the dynamical magnetization for each eigenmode was then 
determined by the MSMT technique anticipated in the previous paragraph.20 The profiles are 
presented in Fig. 4 as bi-dimensional plots of the dynamical magnetization amplitude multiplied by 
the sign of its phase, together with the spectra calculated at room temperature for different values of 
an external field H applied along the major axis of the ellipse. It can be seen that there are several 
modes whose position in frequency evolves with the applied field intensity. Note that all modes 
display nodal planes, except the (0,0) one (notice that the presence of the white central region in mode 
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(0,0) of Fig.1b does not correspond to a nodal line, because the phase of the dynamical magnetization 
does not change sign across this boundary). This would be the only mode present in the spectrum if 
one calculates the Fourier transform of the time averaged magnetization, as shown in the lowest 
spectrum of Fig. 4. Therefore, from the experimental point of view, the (0,0) mode is the 
“fundamental” mode, that would be the only one detected in either a ferromagnetic resonance, or a 
Brillouin light scattering experiment at small incidence angle of light. Magnetostatic effects appear in 
the fact that the (0,0) mode amplitude is much larger at the edges than at the dot center. In fact, the 
magnetostatic (demagnetizing) field Hms is relatively large close to the dot borders orthogonal to the 
static magnetization, because of the appearance of free magnetic poles. As a consequence, the 
effective field Heff is much lower close to the dot borders where the dynamic amplitude becomes 
larger than elesewhere.  This characteristic localization may affect the frequency and the linewidth of 
this mode since it is highly sensitive to the structural quality/imperfections of the dot borders 
imperfections,50 as well as to  size and shape variations in large arrays of dots.31 
Similarly to the case of the perpendicularly magnetized dots, also in the present case the dot frequency 
increases quite rapidly with the mode indices, essentially because the introduction of nodal lines 
causes a substantial increase of the exchange-field contribution Hexch.  In Fig. 5 the evolution of the 
eigenmodes frequency with the external field is shown. The frequency decreases with decreasing 
external field, reflecting the reduction of the effective field felt by the precessing spins. 
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Fig. 4  Simulated eigenmodes spectra of the elliptical dot for different values of the external field H, applied 
along the major axis of the ellipse. The three upper spectra are calculated as the average from the spectra of the 
discretized cells, while bottom spectrum is relative to the average magnetization of the dot. The top insets 
illustrate the calculated spatial profiles of the relevant eigenmodes (the colors represent the amplitude of the 
dynamical magnetization multiplied by the sign of its phase). Reproduced from J. Appl. Phys. 115, 17D119 
(2014) with the permission of AIP Publishing and integrated with further panels. [57] 
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Fig. 5 Evolution of the eigenmodes frequency with the intensity of the magnetic field, applied along the major 
axis of the elliptical dot, from +700 Oe to -625 Oe. The full circles correspond to the four modes that can be 
excited with an out-of-plane field pulse and the corresponding spectrum is reported as a bottom inset. 
Reproduced and adapted from J. Appl. Phys. 115, 17D119 (2014) with the permission of AIP Publishing. [57] 
 
Remarkably, when the field is reversed and its value approaches that of the coercive field (H=-630 
Oe), the (0,0) mode softens, leading to the reversal of the dot magnetization, as will be discussed in 
section IIC.  The bottom inset of Fig. 5 shows the spectrum that can be obtained exciting the system 
with a uniform perpendicular pulsed field: only spatially symmetric modes are excited.     
 It is also interesting to consider how the characteristics of the mode spectrum change when the lateral 
dimensions of the magnetic dot increase from the nanometric to the micrometric scale, according to 
the results of Ref. 39, that is extended here to consider dot with sub-100 nm dimension, with a 
thickness of 10 nm.83 In this case, to reproduce the BLS measurements performed at almost normal 
incidence, in the micromagnetic simulations the modes were excited by a unifrom field pulse applied 
perpendicular to the film plane. This means that only  spatially symmetric modes, (such as the previous 
mentioned  (0,0) and (2,0)) modes could be efficiently excited.  As seen in Fig. 6, when the dot length 
is below about 30 nm, the only mode that is present in the frequency range up to 20 GHz is the (0,0) 
mode. On increasing the dot length L above  about 40 nm, one sees that also the (2,0) mode enters the 
relevant frequency window. For dot length above about L=100 nm, one observes that the lowest mode 
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(0,0) tends to be strongly localized at the dot edges, since it gets trapped in the minima of the internal 
field close to the borders of the dot. Therefore it loses its “fundamental” character and can be labelled 
as symmetric edge mode (S-EM). Instead, the (2,0) mode, characterized by a large amplitude in the 
central region of the dot, for dot length above 100 nm becomes the mode with the largest average 
dynamical magnetization and its frequency approaches that of the uniform ferromagnetic frequency 
of the extended film. Therefore, as seen in the insets of Figs. 6 and 7, for L above about 100 nm this 
mode can be labelled as “fundamental” (F) or “center mode” and it is by far the most intense of the 
spectrum, when it is excited by a spatially unifrom external field (as it happens in microwave assisted 
switching, for instance). Instead, for L below 90 nm, the most intense peak is the (0,0) mode, with 
maximum amplitude at the dot edges. Remarkably, in the range of intermediate dot lengths between 
about 80 and 110 nm, the two modes are simoultaneously excited with similar intensity, so that both 
of them are entitled to be defined as “fundamental” modes. This interchange of the “fundamental” 
character and the evolution of the modes frequencies with the length of the elliptical  dot can be also 
followed in Fig. 7, where the region of coexistence of two “fundamental modes” is highlighted by the 
rectangular shaded area. Note that this simultaneous presence of two ‘fundamental’ modes, with 
comparable intensity can have important consequences in terms of coupling with an external uniform 
field or beating and mixing phenomena if the nonlinear regime would be achieved.  In Fig. 7 we have 
also reported the frequency evolution of the antisymmetric (1,0) mode, that was not present in Fig. 6 
since it can be excited only applying an antisymmetric field pulse to the dot. For L larger than 100 
nm, this mode becomes an antisymmetric edge mode (AS-EM) and its frequency is very close to that 
of the S-EM. Instead, when L is reduced below about 90 nm, the presence of the nodal plane causes a 
large cost in terms of exchange energy and it becomes the usual (1,0) mode of smal dots, with a 
frequency that increases monotonously with reducing the dot dimension.   
Note that in the case of  dots with lateral size L above 200-300 nm,35, 84 in addition to the center mode 
(F) and the edge modes (EM) reported in Figs. 6 and 7, there are several other modes resulting from 
the evolution of the (nx,ny) modes described above. They are dominated by the magnetostatic energy 
for large dot size, while the exchange-energy contribution becomes less important, and assume the 
labelling of nx-BA (backward) modes (dipolar modes with nx nodal lines perpendicular to H) and ny-
DE (Damon–Eshbach) modes (with ny nodal lines parallel to the direction of H). Remarkably, in 
relatively large dots, where the contribution of the exchange field Hexch to the eigenmode frequency 
is much lower that of the magnetostatic dipolar field  contribution Hms, the BA modes appear at 
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frequencies below that of the F mode.  This is consistent with the fact that magnetostatic backward 
volume waves (magnetostatic surface waves, i.e Damon-Eshbach waves) in thin films have 
frequencies below (above) the ferromagnetic resonance.85 
 
Fig. 6 Simulated power spectra obtained after excitation of the dot by a uniform perpendicular pulse of field 
(10 Oe high and 10 ps long), while applying a constant external field H=1 kOe along either the easy in-plane 
direction of the elliptical dots. For each spectrum, the dimensions of the long and short axis of the dot (expressed 
in nm) are reported. The red lines are guides for the eye, while the asterisk connotes the mode with the 
“fundamental character” in each spectrum. The color panels represent the spatial profile of the dynamical 
magnetization of selected eigenmodes, expressed as the product of the modulus of the magnetization by the 
sign of the phase. Please note that antisymmetric modes, such as the (1,0) mode, are not present in these spectra 
because they are not excited by the spatially uniform pulse of field used here. Reproduced with permission 
from J. Phys. D: Appl. Phys. 47, 265001 (2014) and extended to lower dimensions of the dots with further 
panels. Copyright (2014) by the Institute of Physics Publishing (IoP). [39] 
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Fig. 7 Evolution of the calculated (lines) and measured (points) frequencies of the three main modes present in 
a small (in-plane magnetized) elliptical dot, as a function of the dot length (major axis of the ellipse) for the 
external magnetic field H=1 kOe, applied along the easy in-plane direction. It is seen that the (0,0) and (1,0) 
modes of sub-100 nm dots become the symmetric and antisymmetric edge-modes of large dots, while the (2,0) 
mode evolves in the center mode of large dots. The filled (bold) aspect of the dots (curves) indicate the most 
intense peak in experimental (simulated) spectra, respectively. Within the highlighted rectangular area there is 
the coexistence and the crossing of the “fundamental” character of the modes, as explained in the text. 
Reproduced with permission from J. Phys. D: Appl. Phys. 47, 265001 (2014), adapted, integrated with further 
data and extended to lower dimensions of the dots. Copyright (2014) by the Institute of Physics Publishing 
(IoP). [39] 
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Fig. 8  Micromagnetic calculations showing how mode intensities and profiles depend upon interfacial DMI 
for a 200 nm x 100 nm elliptical ferromagnet. The upper plot summarizes the frequencies and intensities of 
modes as a function of the DMI strength. Shown in the lower left are mode spectra calculated by taking the 
Fourier transform in time after excitation by a spatially uniform pulse of field. The corresponding mode 
intensity profiles are shown on the right. Reproduced with permission from Phys. Rev. B 99, 214429 (2019). 
Copyright (2019) by the American Physical Society. [86] 
 
Let us conclude this section dedicated to the characteristics of SW eigenmdes in in-plane magnetized 
dots, citing a very recent paper that has been just published concerning the influence of DMI 
interaction on the modes spectra.86 The authors found that, as a consequence of the nonreciprocity of 
SW propagation along +k and -k, in a confined geometry states with well-defined nodes which are 
inherently phase modulated such that space-inversion symmetry of the mode profile is lost. Therefore, 
additional spectral features become visible in ferromagnetic resonance studies of microelements with 
DMI, as illustrated in Fig. 8 for the case of a 200 nm × 100 nm elliptical dot. It is evident that modes 
labelled A0 and B0 correspond to modes (0,0) and (2,0) of previous Figs. 6 and 7, also named “edge 
mode” and “center mode” for increasing dot size. Moreover, it is found that for D < 1 mJ/m2 , the shift 
in frequency is moderate and additional modes faintly appear, while for  values D > 1 mJ/m2 the shift 
of the eigenfrequencies becomes substantial and high-order modes appear in the spectra,  as a clear 
fingerprint of DMI. 
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C. Soft modes and microwave-assisted switching  
The above analysis about the spectrum of the eigenmodes of a magnetic dot and its evolution with the 
applied field can be important in order to achieve efficient switching. In particular, involvement of 
eigenmodes in the magnetization reversal process can be particularly relevant when one has the 
occurrence of soft modes as well as when one exploits microwave-assisted switching.14,15  
Soft magnetic modes may appear when the system undergoes a transition between different magnetic 
configurations. “Softening” here refers to the progressive decrease of a mode frequency as the external 
field gradually approaches the critical transition field. For example, it is seen in Fig. 5 that in proximity 
of the coercive field of a 100 nm × 60 nm elliptical dot, the (0,0) mode becomes soft: the reversal 
starts at the dots edges (where the (0,0) mode has maximum amplitude) and rapidly involves the whole 
surface of the dot. In larger dots, instead, the situation is more complicated: usually, either an EM or 
a BA mode becomes soft and triggers the magnetization reversal that proceeds through a sequence of 
complex intermediate states (including vortices). A series of joint experimental and micromagnetic 
studies have been carried on to analyze the connection between soft modes and either continuous or 
discontinuous transitions of the magnetization in nanodots16,87,88,89 or nanorings84, 90. The experimental 
investigations have been carried out by the BLS technique, following the frequency evolution of spin 
wave modes on the applied magnetic field. These works revealed the dynamic origin of the reversal 
process and identified the spin mode responsible for the onset of the instabilities that lead to reversal. 
At the critical field, the system becomes unstable with respect to this excitation, due to the vanishing 
of the magnetic restoring forces: hence, the previous magnetic state is no longer an equilibrium one 
and a new final configuration is pursued through a sequence of non-equilibrium states and nonlinear 
processes. Actually, the magnitude of the space profile of the specific soft mode is directly connected 
with the area of instability (which occurs where the precession amplitude is larger at the transition), 
while the mode symmetry provides information about the path followed by the system to accomplish 
the first steps of the magnetic transition.  
The relationship between eigenmodes and reversal process is even more important if one considers 
recent achievements in the field of microwave assisted switching, i.e. the excitation of the precessional 
motion of the magnetization by a radio frequency field that is used to achieve a substantial reduction 
of the coercive field necessary for the switching.15  In this respect, a detailed knowledge of the 
relationship between the characteristics of the eigenmode spectrum and the dot geometry, anticipated 
in the previous two sections IIA and IIB, may become extremely relevant.  For instance, Fig. 9, taken 
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from Ref. 91, shows a color contour plot of the coercive field of an in-plane magnetized elliptical dot 
of Py, with lateral size of 65 nm × 71 nm and thickness 10 nm, as a function of both the frequency 
and the amplitude of an applied microwave signal. It can be seen that at 2.15 GHz, the coercive field 
was reduced by 26% with a rf field amplitude of only 0.4 mT.    
 
 
Fig. 9 (a) Setup for measuring the hysteresis curves with an applied rf-field. (b) Contour plot of the coercive 
field as functions of rf field and frequency. The coercive field is strongly reduced at microwave frequencies in 
the region around 2 GHz and decreases as the microwave field amplitude increases. Reproduced from Appl. 
Phys. Lett. 95 062506 (2009) with the permission of AIP Publishing. [91] 
 
 
Similar reductions of the coercive field were also observed in a variety of soft 14,92,93.94,95.96,97,98 and 
hard99,100,101,102,103,104 magnetic materials, magnetized either in-plane or out-of-plane, such as thin 
films and nanodots. In the latter case, knowledge of the spatial characteristics of the eigenmodes is 
important since, as we have seen in Sects. IIA and IIB, spatially non-uniform magnetization precession 
is largely present in nanodots. For instance, it was shown in Ref. 15 that for a perpendicularly 
magnetized circular magnetic dot, similar to those discussed in Sect. II.A, not only the (0,0) mode, 
but also higher order radial modes could be excited by the microwave field, resulting in a notable 
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increase of the efficiency of switching. In practice, this is already exploited in current devices for 
microwave-assisted magnetic recording, where the rf field is generated by a spin-torque oscillator 
integrated in the writing head of the hard disk.105,106,107,108 
To conclude this section, we want to mention recent interesting results relative to microwave-assisted 
switching in arrays of Py dots acting as nanomagnetic logic elements that were studied experimentally 
by coplanar broadband ferromagnetic resonance (FMR) and numerically by micromagnetic 
simulations.109 It was found that edge-mode excitation by a microwave field could be a feasible way 
to address a specific element in the cluster. In particular, a driver-input magnet pair demonstrated a 
significant reduction of the switching field by the excitation of the edge mode located at the uncoupled 
end of the driver.  
 
III.  Clusters and arrays of closely spaced dots 
A. Twins of dots 
In this section we move to the analysis of coupled dots and we start from considering what 
happens to the modes of rectangular nanodots, with lateral dimensions around 100 nm, when they are 
not isolated, as in the previous sections, but are placed in twins, as shown in Fig. 10a, taken from Ref. 
66. In that particular study, Brillouin scattering spectra were measured and compared to the 
simulations for isolated dots; then, the effect of interdot dipolar coupling on the SW eigenmodes of 
twins of coupled dots, placed either head-to-tail or side-by-side, was analyzed. Three kinds of dots 
were studied, having a fixed value of the shorter side d=60 nm and three different values of the longer 
side, i.e.  D=90, 120 and 150 nm, respectively. For each dot dimension, three arrays were prepared, 
as shown in Fig. 10a for the case of the dots with D= 90 nm. A first array where the dots are isolated 
(or stand-alone, SA), being the separation among adjacent dots chosen to insure negligible interaction; 
a second array where the dots are arranged in twins placed head-to-tail (HT); a third array where the 
dots are arranged in twins placed side by side  (SS). In the two latter cases, the separation of the dots 
within each couple is about 20 nm. 
According to what was discussed in the previous paragraph, the dots considered here are in 
the range of lateral dimensions where the simultaneous presence of two “fundamental modes” of 
comparable intensity should occur. In fact, this is confirmed by both the BLS experiments shown in 
Fig. 10b and the micromagnetic simulations of the power spectra of the average magnetization excited 
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by a uniform perpendicular pulse, reported in Fig. 10c. The two main peaks seen in the spectra 
correspond to the mode (2,0), localized in the center, and the mode (0,0) localized at the edges of each 
dot.  Remarkably, when the dots are put HT (SS), the effect of dipolar interaction causes a blue-shift 
(red-shift) of the center mode frequency by a fraction of a GHz with respect to the SA configuration.  
 
Fig. 10 (a) Scanning electron microscopy images of the samples, where the labels HT, SA and SS refer to head-
to-tail, stand-alone and side-by-side dots, respectively. Measured  (b)  and simulated (c) spectra for an external 
magnetic field H=1 kOe applied along the easy direction. Reproduced and adapted from J. Appl. Phys. 117, 
17A316 (2015) [66] with the permission of AIP Publishing. 
  
Finally, in the simulations it appears that for the HT arrangement, the edge-mode splits into two 
modes: one at roughly the same frequency as in the SA or SS arrangements, localized at the external 
edges and another one upshifted by about 1 GHz, localized at the internal edges, where the internal 
field is larger due to interdot coupling.   Details about the evolution of the measured frequencies with 
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the dot length D, for the three sets of samples, as well as the discussion of the characteristics of the 
eigenmodes when the field is applied along the hard direction, can be found in Ref. 66.  
A similar study concerning twins of rectangular magnetic nanodots (100×50×10 nm3), where the 
splitting of the eigenmodes due to the inter-element magneto-dipole interaction, was also performed 
in Ref. 110.  In this study, the excitation was performed by both a uniform (symmetric) field pulse (as 
in the study reported above) and an antisymmetric field pulse, so to excite not only the modes (0,0) 
and (2,0) (labelled in the original paper Acoustic Bulk (AB) and Acoustic Edge (AE)), but also the 
antisymmetric (1,0) and (3.0) modes (labelled in the original paper Optical Bulk (OB) and Optical 
Edge (OE)).  In particular, it was shown that for the edge modes the interaction between the edges of 
neighbouring elements can exceed that between the edges of the same element, leading to softening 
of the mode profile.  Moreover, the difference in frequency of the symmetric (acoustic) and 
antisymmetric (optical) modes was taken as a measure of the strength of the interaction between 
different elements.  
 
 
B.  One- and two-dimensional arrays of dots: magnonic crystals 
The effects of dipolar interdot coupling have been also widely investigated in the case of dense arrays 
of magnetic elements, constituting what is known as a magnonic crystal.  This, in fact, can be formed 
starting from uncoupled magnetic elements and making them coupled by magneto-dipolar interaction, 
so that the standing waves of individual elements can interact via dipolar coupling.  As a consequence, 
the degeneracy of the discrete eigenmode frequencies of different elements is removed and magnonic 
bands of dispersive, Bloch-type, excitations are formed, with a frequency amplitude that depends on 
the particular type of standing spin mode. To this respect, it is evident that the magnitude of these 
magnonic effects depends not only on the geometry of the array of dots (lateral size, thickness and 
separation between adjacent dots), but also on material parameters. In particular, stronger dipolar 
coupling and broader magnonic bands are expected for materials with larger saturation magnetization.  
A recent review article12 collected the most relevant contributions this field that are however 
concerned with chains111, 112 or 2-d arrays69, 113,114,115,116 of relatively large magnetic dots (hundreds of 
nm).  Here however, as stated in the introduction, we want to focus on results relative to sub-200 nm 
nanodots, so we recall first of all  the interesting pioneering study 68 performed by time-resolved 
scanning Kerr microscopy to image collective spin wave modes within a 2D array of 80 nm × 40 nm 
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magnetic nanoelements arranged in a square matrix with inter-element separation of 20 nm.  The most 
intense peak in the simulated spectra of the single nanodot was the (0,0) fundamental mode, as 
expected. However, if one considers a finite array of 3×3 dots, different peaks appear in the simulated 
spectrum.  In particular, for a bias field of 197 Oe, as seen in Fig. 11, one finds three peaks: at the 
frequency of the highest peak (4.8 GHz) all elements precess in phase. Instead, the peak at the 
frequency of 4.5 GHz (5.4 GHz) corresponds to the center row (column) precessing out of phase with 
respect to the rest of the elements, while the amplitude of precession is increased in the center row 
(column).   
 
  
Fig. 11  Simulated spectrum of a the 3 x 3 array of nanodots, for a bias field of 197 Oe. The insets show the 
magnitude (top) and phase (bottom) for the modes at 4.5 GHz, 4.8 GHz, and 5.4 GHz. Reproduced with 
permission from Phys. Rev. Lett., 104, 027201 (2010). Copyright (2010) by the American Physical Society. 
[68] 
 
These findings allowed the authors to ascribe the splitting observed in the simulations to collective 
nonuniform precessional modes of the 3×3 array. The mode at 4.8 GHz can be classified as quasi-
uniform, while the modes at 4.5 GHz and 5.4 GHz are the collective backward-volume-like and 
Damon-Eshbach–like modes, respectively. Magneto-optical Kerr effect measurement confirmed the 
splitting of the fundamental mode peak, proving that the collective modes extend through the entire 
measured array. This means that spin waves are confined within the array as if it was a single element 
made of a continuous material, so that such arrays appear as tailored magnonic metamaterials for spin 
waves with a wavelength much greater than the period of the array. 
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Another interesting dense array of small nanodots (240 nm × 80 nm), that has been recently 
investigated, was an artificial spin-ice (ASI) system,117 where couples of dots were fashioned into 
square ASI-like geometry. Using Brillouin light scattering, the frequencies of excitations were 
measured as a function of the magnetic field, showing that the frequencies of spin waves localized at 
element edges evolve non-monotonically with magnetic fields and soften at certain critical fields. 
From measurements of such critical fields, the authors were able to extract information on the 
magnetization reversal of individual islands within the array.  
 
 
 
Fig. 12 Simulated precession patterns for a number of relevant eigenmodes existing in the perpendicularly 
magnetized pillar consisting of two permalloy layers, 4 nm and 15 nm thick, separated by a Cu interlayer 10 
nm thick. Column (a) shows the precession profiles across the thin (light color) and thick (dark color) layers. 
Columns (b) and (c) show the dynamics in the thin Pya and thick Pyb layers, respectively. In our coding scheme, 
the hue indicates the phase φ of the dynamical magnetization, while the brightness its amplitude. The nodal 
lines are marked in white. Reproduced from  Phys. Rev. B 84, 224423 (2011), under Creative Commons 
License. [49] 
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IV.   Multilayered dots 
In some applications and devices, such as spin torque oscillators or magnetoresistive read heads, the 
magnetic elements consist of two or more magnetic layers separated by a non-magnetic spacer. 
Therefore, in this last Section we want to consider the case of a multilayered magnetic element. As in 
the previous case of single-layer nanodots, while several studies exist for relatively large multilayered 
magnetic dots, 63, 64,118 we want to focus here on two recent studies dedicated to either circular or 
rectangular mutilayered pillars with sub-200 nm lateral size. 
 
A. Perpendicularly magnetized circular pillars 
The first study was concerned with perpendicularly-magnetized circular nano-pillars, with radius 
R=100 nm that were analyzed both experimentally, using mechanical ferromagnetic resonance, and 
theoretically, using analytical calculations and micromagnetic simulations.49,119 The pillars consisted 
of two permalloy layers, labelled Pya and the thick Pyb, of different thickness ta = 4 nm and tb =15 
nm, sandwiching a 10-nm copper (Cu) spacer. Each of the isolated layers present eigenmodes similar 
to those introduced in Fig. 1a and 2, but the collective magnetization dynamics could be classified 
depending if the precession in the two layers occurs in phase (antibinding modes, or acoustic modes) 
or out-of-phase (binding modes or optical modes). Fig. 12 shows a gallery of calculated spatial profiles 
for a number of representative modes: the anti-binding (A) and binding (B) eigenfrequencies were 
calculated by an analytical model,  labelling the modes as Al,r and Bl,r  were (l,r) refer to the number 
of azimuthal and radial nodal lines. Consistent results were also obtained by micromagnetic 
simulations. (Please note that this is the same labelling scheme anticipated in Fig. 1a for 
perpendicularly magnetized dots, but here the two indices are interchanged). One may notice in Fig. 
12 that the binding (lower energy) mode B always corresponds to a larger precession amplitude in the 
thicker layer, with the thin layer vibrating in antiphase, and vice versa for the anti-binding mode A.  
In particular, the fundamental binding mode B0,0, has an amplitude of precession that is three times 
larger in the thick layer, while the amplitude of the fundamental anti-binding mode A0,0, is eight times 
larger in the thin layer than in the thick one. The authors found a very good agreement between the 
measured and the simulated dynamics, as illustrated in Fig. 13. Noteworthy, they found that a linearly 
polarized, spatially uniform rf field, can only excite modes with zero azimuthal index (left panel of 
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Fig. 13), while excitation of l=1 azimuthal modes can be achieved introducing an orthoradial (i.e. 
azimuthal) stimulus, for instance provided by an injected current (right panel of Fig. 13). This selective 
excitation of a subset of modes with the proper spatial symmetry is similar to what already observed 
for single-layered dots of Sect. IIA and II.B.  
 
 
 
Fig. 13  Left panel: (a) simulated spectral response to a uniform excitation field directed along the x-axis; (b) 
experimental spectrum measured by mechanical FMR exciting the nanopillar by a homogeneous rf magnetic 
field at 8.1 GHz. Right panel: (a) simulated spectral response to an orthoradial excitation field; (b)  experimental 
spectrum measured by mechanical-force microscopy for an rf current excitation. Reproduced from  Phys. Rev. 
B 84, 224423 (2011), under Creative Commons License. [49] 
 
 
 
B. In plane magnetized bilayer: the read head 
A couple of recent papers were devoted to a detailed analysis of the spin wave eigenmodes of a  spin 
valve sensor for GMR  read heads120,121, with lateral dimensions as low as those exploited in state of 
the art devices (30 nm × 35 nm), whose detailed composition and magnetization orientation is 
sketched in Fig. 14a. In particular, one may notice that the free layer (FL) has a magnetization vector 
rotated by 90° with respect to the reference layer (RL), thanks to the application of an external field 
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(that in real GMR sensors is provided by an integrated permanent magnet). Here, it was assumed that 
the FL is exposed to a bias field Hb= 600 Oe, uniform across the layer, that is sufficient to rotate the 
FL magnetization along the hard direction (x-axis), as seen in Fig. 14a. Both the eigenmodes spectrum, 
averaged over the whole set of discretized cells, and the spatial profile of each eigenmode within each 
layer could be obtained by micromagnetic simulations, applying a spatially uniform field pulse 
perpendicular to the plane of the layers. The scheme adopted for labelling the modes is based on that 
already anticipated in Sect. II, i.e. two indices (nx, ny) are used to indicate the number of nodal lines 
perpendicular or parallel to the direction of the static magnetization, respectively. Here the situation 
is more complex, because there are multiple layers and the static magnetization in the FL is orthogonal 
to that in the RL. Therefore, the authors introduced the tag 'FL' or 'RL' before the two indices (nx, ny) 
to identify which is the layer where the oscillation is preferentially localized. Using this scheme, it is 
seen in Fig. 14b that, despite the relatively small lateral dimensions of the considered sample, the 
spectrum is relatively rich and at least five well defined eigenmodes are seen in the frequency range 
up to 20 GHz. The solid and dashed curves in Fig. 14b refer to the spectra calculated averaging over 
the discretized cells of either the FL or the RL, respectively. It is clear that the dominant peak at about 
2 GHz, labelled FL(0,0), corresponds to the fundamental mode of the FL, characterized by no nodal 
planes and by a nearly synchronous precession of the magnetization all over the layer surface. 
Remarkably, even if the lateral dimension of the pillar is only 30 nm, this is still several times larger 
than the exchange correlation length (about 4.5 nm) so that the inhomogeneity of the internal field 
induces a marked localization at the edges orthogonal to the static magnetization (longer edges). One 
can notice that this FL(0,0) mode has a remarkable amplitude also in the RL, because of the strong 
interaction between the two layers. However, in the RL the static magnetization is orthogonal to that 
of the FL, so this mode has maximum amplitude close to the two edges orthogonal to the y-axis 
(shorter edges).  Moving to higher frequency, one finds at 7.9 GHz the fundamental eigenmode of the 
RL, labelled RL(0,0), localized at the shorter edges. This has a much smaller amplitude in the FL, 
because the thickness of the RL is less than a half compared to the FL, so it cannot drive efficiently 
the motion of the FL. At about 9.7 GHz and 15.3 GHz one can see the modes labelled FL(1,0) and 
FL(0,1) that are characterized by the presence of a nodal line either perpendicular or parallel to the 
direction of the RL magnetization, respectively. These two modes, whose amplitude is concentrated 
in the FL, can be considered as the antisymmetric counterpart of the FL(0,0) mode and are shifted to 
higher frequency mainly due to the exchange-related stiffness caused by the presence of the nodal 
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planes. Finally, at about 18.4 GHz one finds the RL(1,0) mode, that is mainly localized in the RL and 
is the antisymmetric counterpart of the RL(0,0) mode. Its amplitude is also relatively intense in the 
FL, because it is localized in the same region of the FL(0,1) mode, that is not too far in frequency. In 
the original study120 it was also analyzed the effect of the non-uniformity of the bias field produced 
by a realistic permanent magnet, showing that it reduces the inhomogeneity of the modes across the 
layers. Moreover, analysis of the influence of the discussed eigenmodes on the magnetoresistive 
readback signal revealed that when the amplitude of the precession of the magnetization exceeds a 
few degrees, nonlinear effects lead to the appearance of harmonics and peaks at the difference and 
sum of the main modes FL (0,0) and RL (0,0). The peak at the frequency difference contributes to a 
low-frequency tail, increasing the low-frequency noise that can somehow limit the optimum 
performance of read-head devices.121 
 
Fig. 14 (a) Sketch of the simulated magnetic tunnel junction (MTJ) read head. The black arrows represent the 
orientation of the magnetization in each layer, while the yellow arrow is the direction of the bias field Hb and 
ABS indicated the air bearing surface.  (b) Simulated power spectra of the FL (solid line) and RL (dashed line) 
after the excitation pulse in presence a uniform bias field of Hb=600 Oe. The colored panels represent the spatial 
profile of the dynamical magnetization component perpendicular to the sample plane of the main eigenmodes, 
expressed as the product of the modulus of the magnetization by the sign of the phase. The label on the right 
side of each panel refers to the layer where the spatial profile is calculated. Reprinted with permission and 
adapted from J. Phys D: Appl. Phys. 50, 455007 (2017). Copyright (2017) by the Institute of Physics Publishing 
(IoP).  [120] 
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V.  Summary and outlook 
In conclusion, we have reviewed the characteristics of the eigenmode spectrum of in-plane and out-
of-plane magnetized dots with lateral dimensions ranging from a few tens to a few hundreds of 
nanometers, that is typical of recent and forthcoming devices. We have shown that the eigenmode 
properties are influenced by different effective fields, derived from different energy terms (such as  
exchange, magnetostatic and anisotropy energy, as well as the chiral DMI contribution coming from 
a heavy metal underlayer) and one can distinguish different families of modes, labelled with two 
indices, according to the number of nodal lines. Particularly interesting is the case of in-plane 
magnetized dots: as the lateral size is reduced below about 200 nm, the exchange energy starts to play 
a significant role and one observes that the ‘fundamental’ character is progressively transferred from 
the center mode to a second mode having maximum amplitude at the edges of the dot. The amplitude 
of these two modes is comparable intensity in a range of lateral sizes around 100 nm that is typical of 
current devices, where the coexistence of two resonant frequencies may have relevant consequences 
in terms of coupling to external stimuli or noise characteristics.  More generally, a detailed knowledge 
of the eigenmodes spectrum and its evolution with the dot dimensions is important because its 
characteristics not only determine the small amplitude dynamics, but also influence nonlinear 
phenomena such as switching and large amplitude oscillations driven by an applied field or spin 
transfer torque.  When the dots are arranged in clusters or in dense arrays, as in magnonic 
metamaterials, the band of propagating collective excitations can be seen as resulting from the lifting 
of the degeneracy of eigenmodes of the single dot, thanks to dipolar coupling. Finally, for multilayered 
dots, currently exploited in spin-torque oscillators or magnetic memories, a correct identification of 
the eigenmodes can be achieved only considering that both magnetic layers take part in the field-
induced or current-induced magnetization dynamics. On the other hand, one finds that the amplitude 
of coupled modes may be either equally distributed in the layers or concentrated in one of the layers, 
depending on the geometry and the strength of the coupling. This can affect the magnitude of the spin-
transfer torque in a nanopillar or the magnetoresistive signal in a read-head sensor, since they depend 
on the coupled dynamics of all the magnetic layers.   
 
 
 
Applied Physics Review 6  (3)  031304 (2019) 
 
32 
 
Acknowledgement 
Financial support from the EMPIR programme 17FUN08-TOPS, co-financed by the Participating 
States and from the European Union’s Horizon 2020 research and innovation programme, is kindly 
acknowledged.  
 
 
REFERENCES 
[1] J. I. Martín, J. Nogués, Kai Liuc, J. L. Vicente and Ivan K. Schuller, J. Magn. Magn. Mater. 256, 
449 (2003). 
[2] June W. Lau and Justin M. Shaw, J. Phys. D: Appl. Phys. 44, 303001 (2011). 
[3] Cubells-Beltrán M-D, Reig C, Madrenas J, De Marcellis A, Santos J, Cardoso S and Freitas P P,  
Sensors 16, 939 ( 2016). 
[4] J. Akerman, Science 308, 508 (2005). 
[5] Di Pendina G; Prenat G, Dieny B, 10th European Workshop on Microelectronics Education 
(EWME), IEEE Conference Publications, pp. 21-25 (2014). doi: 10.1109/EWME.2014.6877388 
[6] Albrecht T R, Arora H, Ayanoor-Vitikkate V, Beaujour J-M; Bedau D, Berman D, Bogdanov A 
L,  Chapuis Y-A, Cushen J; Dobisz E E,  Doerk G, Gao H, Grobis M, Gurney B, Hanson W, Hellwig 
O, Hirano T, Jubert P-O, Kercher D, Lille J, Liu Z, Mate C M, Obukhov Y,  Patel K C, Rubin K, Ruiz 
R, Schabes M, Wan L, Weller D,  Wu T-W and Yang E. , IEEE Trans. Magn.  51, (5)  1-42 (2015) 
10.1109/TMAG.2015.2397880 
[7] Chen T, Dumas R K; Eklund A, Muduli P K, Houshang A, Awad A A, Dürrenfeld P; Malm B G; 
Rusu A, Åkerman J,  Proceedings of the IEEE 104, 1919 (2016). 
[8] A. Imre, G. Csaba, L. Ji, A. Orlov, G. H. Bernstein, and W. Porod, Science 311, 205 (2006). 
[9] G. Csaba, G. H. Bernstein, A. Orlov, M.T. Niemier, X. S. Hu, W. Porod, “Nanomagnetic logic: 
from magnetic ordering to magnetic computing”, in “CMOS and beyond”, Edited by Tsu-Jae King 
Liu and Kelin Kuhn,  (Cambridge Univ. Press, 2015)  doi.org/10.1017/CBO9781107337886.017. 
[10] L. J. Heyderman and R. L. Stamps,  J. Phys. Condens. Matter 25, 363201 (2013). 
[11] S. Gliga, A. Ka´kay, R. Hertel, and O. G. Heinonen, Phys. Rev. Lett. 110, 117205 (2013). 
[12]S Tacchi, G Gubbiotti, M Madami and G Carlotti, J. Phys.: Condens. Matt. 29, 073001 (2017). 
[13] Yuchen Zhou and Jian-Gang Zhu, IEEE Trans. Magn. 42, 2425 (2006). 
 
Applied Physics Review 6  (3)  031304 (2019) 
 
33 
 
 
[14] Georg Woltersdorf and Christian H. Back, Phys. Rev. Lett. 99, 227207 (2007). 
[15] Okamoto S, Kikuchi N, Furuta M, Kitakami Oand Shimatsu T, J. Phys. D: Appl. Phys. 48, 353001 
(2015). 
[16] Montoncello F, Giovannini L, Nizzoli F, Vavassori P, Grimsditch M, Ono T, Gubbiotti G, Tacchi 
S and Carlotti G,  Phys. Rev. B 76, 024426 (2007). 
[17] G. Csaba, P. Lugli, W. Porod,  Proc. of the  4th IEEE Conference on Nanotechnology (2004), p. 
346; J. Comput. Electr. 4, 105 (2005). 
[18] S. Salahuddin and S. Datta, Appl. Phys. Lett. 90,  093503  (2007).  
[19] B. Behin-Aein, S. Salahuddin, and S. Datta, IEEE Trans. Nanotech. 8, 505 (2009). 
[20] R. D. McMichael and M. D. Stiles J. Appl. Phys. 97, 10J901 (2005). 
[21] G. Gubbiotti, L. Albini, G. Carlotti, M. De Crescenzi, E. Di Fabrizio, M. Gentili, O. Donzelli, F. 
Nizzoli, H. Koo, and R. D. Gomez, J. Appl. Phys. 87, 5633 (2000). 
[22] C. Bayer, J. Jorzick, B. Hillebrands, S.O. Demokritov, R. Kouba, R. Bozinoski, A.N. Slavin, K. 
Guslienko, D. Berkov, N.Gorn, M.P. Kostylev, Phys. Rev. B 72, 064427 (2005). 
[23] V. E. Demidov, M. Buchmeier, K. Rott, P. Krzysteczko, J. Munchenberger, G. Reiss, and S. O. 
Demokritov, Phys. Rev. Lett. 104, 217203 (2010). 
[24] K. Yu. Guslienko and A. N. Slavin, Phys. Rev. B 72, 014463 (2005) 
[25] M. L. Schneider, J. M. Shaw, A. B. Kos, Th. Gerrits, T. J. Silva and R. D. McMichael, J. Appl. 
Phys. 102, 103909 (2007).   
[26] Hans T. Nembach, Justin M. Shaw, Carl T. Boone, and T. J. Silva, Phys. Rev. Lett. 110, 117201 
(2013). 
[27] S. Saha , R. Mandal , S. Barman, D. Kumar, B. Rana. Y. Fukuma, S. Sugimoto, Y. Otani and A. 
Barman,  Adv. Funct. Mater.  23, 2378 (2013). 
[28] Barman A, Wang S, Maas J D, Hawkins A R, Kwon S, Liddle A, Bokor J, Schmidt H  Nano Lett. 
6 2939 (2006). 
[29] Barman A,Wang S, Maas J, Hawkins A R, Kwon S, Bokor J, Liddlev A, Schmidt H,  Appl. Phys. 
Lett. 90, 202504 (2007). 
[30] Liu Z, Sydora R D, Freeman M R  Phys. Rev. B 77, 174410 (2008). 
[31] Shaw J M, Silva T J, Schneider M L, McMichael R D  Phys. Rev. B 79,184404 (2009) . 
[32] Kruglyak V V, Barman A, Hicken R J, Childress J R, Katine J A,  Phys. Rev. B 71, 220409 
(2005). 
Applied Physics Review 6  (3)  031304 (2019) 
 
34 
 
 
[33] Demokritov S O, Hillebrands B, Slavin A N  Phys. Rep. 348. 441 (2001). 
[34] Jorzick J, Krämer C, Demokritov S , Hillebrands B, Bartenlian B, Chappert C, Decanini D, 
Rousseaux F, Cambril E, Søndergard E, Bailleul M, Fermon C, Slavin A N,  J. Appl. Phys. 89, 7091 
(2001). 
[35] Gubbiotti G, Carlotti G, Okuno T, Grimsditch M, Giovannini L, Montoncello F, Nizzoli F  Phys. 
Rev. B 72, 184419 (2005). 
[36] Gubbiotti G, Carlotti G, Zivieri R, Nizzoli F, Okuno T, Shinjo T  J. Appl. Phys. 93, 7607 (2003). 
[37] Jorzick J, Demokritov S O, Hillebrands B, Bailleul M, Fermon C, Guslienko K Y, Slavin A N, 
Berkov D V, Gorn N L Phys. Rev. Lett. 88, 047204 (2002). 
[38] G. N. Kakazei, P. E. Wigen, K. Yu. Guslienko, V. Novosad, A. N. Slavin, V. O. Golub, N. A. 
Lesnik, Appl. Phys. Lett. 85, 443-445 (2004) 
[39] Carlotti G, Gubbiotti G, Madami M, Tacchi S, Hartmann F, Emmerling M, Kamp M and 
Worschech L  J. Phys. D: Appl. Phys. 47, 265001 (2014). 
[40] Madami M, Gubbiotti G, Tacchi S and Carlotti G, “Application of Microfocused Brillouin Light 
Scattering to the Study of Spin Waves in Low-Dimensional Magnetic Systems”, in Solid State Physics,  
ed. by R. E. Camley and R. L. Stamps, Academic Press, Burlington, MA, 2012, Vol. 63, Chap. 2, pp. 
79-150.  
[41] T. Devolder, J.-V. Kim, L. Nistor, R. Sousa, B. Rodmacq, and B. Dieny, J. Appl. Phys. 120, 
183902 (2016) 
[42] N. Vukadinovic and F. Boust Phys. Rev. B 84, 224425 (2011)  
[43] B. Taurel, T. Valet, V. V. Naletov, N. Vukadinovic, G. de Loubens, and O. Klein, Phys. Rev. B 
93, 184427 (2016)  
[44]  M. Mruczkiewicz, M. Krawczyk, and K. Y. Guslienko,  Phys. Rev. B 95, 094414 (2017) 
[45[ G. Carlotti, and G. Gubbiotti,  Rivista Italiana del Nuovo Cimento Vol. 22(12) 1-60 (1999). 
[46] T. Sebastian, K. Schultheiss, B. Obry, B. Hillebrands and H. Schultheiss, Front. Phys. 3, 35 
(2015) doi: 10.3389/fphy.2015.00035 
[47] J. Jersch, V. E. Demidov, H. Fuchs, K. Rott, P. Krzysteczko, J. Münchenberger, G. Reiss, 
and S. O. Demokritov, Appl. Phys. Lett. 97, 152502 (2010) 
[48] J. Fassbender, Magnetization Dynamics Investigated by Time-Resolved Kerr Effect 
Magnetometry, in Spin Dynamics in Confined Magnetic Structures II, edited by B. Hillebrands and 
K. Ounadjela, Springer, 2003 pp- 59-92  
Applied Physics Review 6  (3)  031304 (2019) 
 
35 
 
 
[49] V.V. Naletov, G. de Loubens, G. Albuquerque, S. Borlenghi, V. Cros, G. Faini, J. Grollier, H. 
Hurdequint, N. Locatelli, B. Pigeau, A.N. Slavin, V.S. Tiberkevich, C. Ulysse, T. Valet, O. Klein, 
Phys. Rev. B 84, 224423 (2011).  
[50] Han-Jong Chia, Feng Guo, L. M. Belova, and R. D. McMichael, Appl. Phys. Lett. 101, 042408 
(2012); doi.org/10.1063/1.4738789 
[51] F, Guo,  L.M. Belova and R. D. McMichael  Phys. Rev. Lett.  110, 017601 (2013) 
[52] A. Helmer, S. Cornelissen, T. Devolder, J.-V. Kim, W. van Roy, L. Lagae, and C. Chappert, 
Phys. Rev. B 81, 094416 (2010) 
[53] H. Stoll et al. Front. Phys. 3, 26 (2015).  doi: 10.3389/fphy.2015.00026 
[54] S. Bonetti J. Phys.: Condens. Matter 29, 133004 (2017). 
[55] Berkov D and Miltat J  J. Magn. Magn. Mater. 320, 1238 (2008). 
[56] Pauselli M and Carlotti G,  J. Phys D: Appl. Phys. 48, 415001 (2015). 
[57] Carlotti G, Gubbiotti G, Madami M, Tacchi S and Stamps R L J. Appl. Phys. 115, 17D119 
(2014). 
[58] Carlotti G, Madami M, Gubbiotti G and Tacchi S  Physica B 435, 4  (2014). 
[59] M. Grimsditch, L. Giovannini, F. Montoncello, F. Nizzoli, G. K. Leaf, and H. G. Kaper, Phys. 
Rev. B 70, 054409 (2004). 
[60] M. S’Aquino, C. Serpico, G. Miano and C. Forestiere,  J. Comput. Phys. 228, 6130 (2009)  
[61] Kittel C  Phys. Rev. 73 155 (1948). 
[62] Gubbiotti G, Madami M, Tacchi S, Carlotti G and Okuno T  Phys. Rev. B 73, 144430 (2006). 
[63] Gubbiotti G, Madami M, Tacchi S, Carlotti C, Tanigawa H and Ono T,  J. Phys. D: Appl. Phys. 
41, 134023 (2008). 
[64] Madami M, Tacchi S, Gubbiotti G, Bonanni V, D. Bisero, Vavassori P, Adeyeye A O, Goolaup 
S, Singh N, and Spezzani C, J. Appl. Phys. 105, 07C115 (2009). 
[65] P. S. Keatley, P. Gangmei, M. Dvornik, R. J. Hicken, J. Grollier, and C. Ulysset,  Phys Rev. Lett. 
110, 187202 (2013).   
[66] G. Carlotti, S. Tacchi, G. Gubbiotti, M. Madami, H. Dey, G. Csaba and W. Porod, J. Appl. 
Phys. 117, 17A316 (2015). 
[67] X. M. Liu, J. Ding, N. Singh, G. Shimon, and A. O. Adeyeye, Appl. Phys. Lett. 105, 052413 
(2014). 
Applied Physics Review 6  (3)  031304 (2019) 
 
36 
 
 
[68] V.V. Kruglyak, P. S. Keatley, A. Neudert, R. J. Hicken, J. R. Childress, and J. A. Katine, Phys. 
Rev. Lett., 104, 027201 (2010). 
[69] S. Tacchi, F. Montoncello, M. Madami, G. Gubbiotti ,G. Carlotti, L. Giovannini,  R. Zivieri , F. 
Nizzoli,  S. Jain, A. O. Adeyeye, and N. Singh, Phys. Rev. Lett.  107, 127204 (2011). 
[70] Haiming Yu, G. Duerr, R. Huber, M. Bahr, T. Schwarze, F. Brandl & D. Grundler  Nature 
Commun.  4,  2702 (2013) 
[71] A. N. Bogdanov and U. K. Roßler, Phys. Rev. Lett. 87, 037203 (2001). 
[72] D Cortes-Ortuno and P Landeros, J. Phys.: Condens. Matter 25, 156001 (2013). 
[73] K. Di, V. L. Zhang, H. S. Lim, S. C. Ng, M. H. Kuok, J. Yu, J. Yoon, X. Qiu, and H. Yang, 
Phys. Rev. Lett.114, 047201 (2015). 
[74] M. Belmeguenai, J.-P. Adam, Y. Roussigne, S. Eimer, T. Devolder, J.-V. Kim, S. M. Cherif, A. 
Stashkevich, and A. Thiaville, Phys. Rev. B91, 180405(R) (2015). 
[75] P S. Rohart and A. Thiaville, Phys. Rev. B 88, 184422 (2013) 
[76] Sim C H, Moneck M, Liew T and  Zhu J-G, J. Appl. Phys. 111, 07C914 (2012). 
[77] Griffiths RA, Williams A, Oakland C, Roberts J, Vijayaraghavan A and Thomson T,  J. Phys D: 
Appl. Phys. 46, 503001  (2013). 
[78] www.micromagus.de 
[79] J. Cho,  S. Miwa, K. Yakushiji, S. Tamaru,  H. Kubota,  A. Fukushima, S. Fujimoto,  E. Tamura, 
C.-Y. You, S. Yuasa, and Y. Suzuki, Phys. Rev. B 94, 184411 (2016).  doi: 
10.1103/PhysRevB.94.184411 
[80] F. Garcia-Sanchez, P. Borys,  A. Vansteenkiste,  J.-V. Kim, and R.L. Stamps, Phys. Rev. B 89, 
224408 (2014).  doi:10.1103/PhysRevB.89.224408 
[81] Van de Wiele B, Fin S, Pancaldi M, Vavassori P, Sarella A and Bisero D,  J. App. Phys. 119, 
203901 (2016). 
[82] The magnetic parameters of polycrystalline Permalloy (NiFe) have been used, with γ=
( ) 17101.76 − sOerad  as the gyromagnetic ratio, α=0.02 for the phenomenological damping constant, 
Ms=860 G for the saturation magnetization, A= 1. 3×10−6 erg/cm for the exchange stiffness constant, 
and a moderate uniaxial anisotropy (K1=1×105 erg/cm3) directed along the major axis of the ellipse 
(x-axis). 
[83] In this case the discretized in cells of size is 3x3x10 nm3, while the magnetic parameters used in 
the simulations are:  γ= ( ) 17101.76 − sOerad  as the gyromagnetic ratio, α=0.001 for the 
Applied Physics Review 6  (3)  031304 (2019) 
 
37 
 
 
phenomenological damping constant, Ms=860 G for the saturation magnetization, A= 1. 3×10−6 
erg/cm for the exchange stiffness. 
[84] Montoncello F, Giovannini L, Nizzoli F, Tanigawa H,Ono T, Gubbiotti G, Madami M, Tacchi S 
and Carlotti G, Phys. Rev. B 78, 104421 (2008). 
[85] S D. Stancil and A. Prabhakar, Spin Waves. Theory and Applications, cap. V, pp. 139-165  
(Springer, 2009) doi:10.1007/978-0-387-77865-5. 
[86] Benjamin W. Zingsem,  Michael Farle, Robert L. Stamps and Robert E. Camley, Phys. Rev. B 
99, 214429 (2019) 
[87] Montoncello F, Giovannini L, Nizzoli F, Vavassori P, Grimsditch M  Phys. Rev. B 77, 214402 
(2008). 
[88] Stebliy M, Ognev A, Samardak A, Chebotkevich L, Verba R, Melkov G, Tiberkevich V and 
Slavin A,  J. Magn. Magn. Mater. 384, 166 (2015). 
[89] Montoncello F, Giovannini L, Farmer B, De Long L,  J. Magn. Magn. Mater. 423, 158 (2017). 
[90] Gubbiotti G, Madami M, Tacchi S, Carlotti G, Pasquale M, N. Singh, S. Goolaup and A O 
Adeyeye,  J. Phys.: Condens. Matter 19, 406229 (2007). 
[91] Nembach H T, Bauer H, Shaw J M, Schneider M L and Silva T J  Appl. Phys. Lett. 95 062506 
(2009). 
[92] Nozaki Y, Ohta M, Taharazako S, Tateishi K, Yoshimura S and Matsuyama K,  Appl. Phys. Lett. 
91, 082510 (2007). 
[93] Moriyama T, Cao R, Xiao J Q, Lu J, Wang X R, Wen Q and Zhang H W, Appl. Phys. Lett. 90, 
152503 (2007). 
[94] Nistor C, Sun K, Wang Z, Wu M, Mathieu C and Hadley M,  Appl. Phys. Lett. 95, 012504 (2009). 
[95] Laval M, Bonnefois J J, Bobo J F, Issac F and Boust F, Appl. Phys. Lett. 105, 073912 (2009). 
[96] Wang Z, Sun K, Tong W, Wu M, Liu M and Sun N X,  Phys. Rev. B 81, 064402 (2010). 
[97] Chen Y P, Fan X, Lu Q and Xiao J Q  J. Appl. Phys. 110, 053905 (2011). 
[98] Hayashi M, Takahashi Y K and Mitani S  Appl. Phys. Lett. 101, 172406 (2012). 
[99] Nozaki Y, Narita N, Tanaka T and Matsuyama K  Appl. Phys. Lett. 95, 082505 (2009). 
[100] Yoshioka T, Nozaki T, Seki T, Shiraishi M, Shinjo T, Suzuki Y and Uehara Y,  Appl. Phys. 
Express 3, 013002 (2010). 
[101] Okamoto S, Kikuchi N, Furuta M, Kitakami O and Shimatsu T  Phys. Rev. Lett. 109, 237209 
(2012). 
Applied Physics Review 6  (3)  031304 (2019) 
 
38 
 
 
[102] Furuta M, Okamoto S, Kikuchi N, Kitakami O and Shimatsu,  J. Appl. Phys. 115, 133914 
(2014). 
[103] Suto H, Nagasawa T, Kudo K, Mizushima K and Sato R,  Appl. Phys. Express 8, 023001 (2015). 
[104] Tamion A, Raufast C, Bonet E, Dupuis V, Fournier T, Crozes T, Bernstein E and Wernsdorfer 
W  J. Magn. Magn. Mater. 322, 1315 (2010). 
[105] S I Kiselev, J C Sankey, I N Krivorotov, N C Emley, R J Schoelkopf, R A Buhrman and D C 
Ralph X Nature 425, 380 (2012). 
[106] J G Zhu and Y Wang  IEEE Trans. Magn. 46 751 (2010). 
[107] C T Boone, J A Katine, E E Marinero, S Pisana and B D Terris  J. Appl. Phys. 111, 07B907 
(2012). 
[108] Nozaki Y, Ishida N, Soeno Y and Sekiguchi K  J. Appl.Phys. 112, 083912 (2012).  
[109] Hu X K, Dey H, Liebing N, Csaba G, Orlov A, Bernstein G H, Porod W, Krzysteczko P, Sievers 
S and Schumacher H W  IEEE Trans. Magn. 51, 3401004 (2015). 
[110] M. Dvornik, P. V. Bondarenko, B. A. Ivanov and V. V. Kruglyak,  J. Appl. Phys. 109, 07B912 
(2011). 
[111] Zivieri R, Montoncello F, Giovannini L, Nizzoli F, Tacchi S, Madami M, Gubbiotti G, Carlotti 
G, and Adeyeye  A O  Phys. Rev. B 83, 054431 (2011).  
[112] R. Zivieri, F. Montoncello, L. Giovannini, F. Nizzoli, S. Tacchi, M. Madami, G. Gubbiotti, G. 
Carlotti and A.O. Adeyeye,, IEEE Trans. Magn. 47, 1563 (2011) 
[113] L. Giovannini, F. Montoncello, and F. Nizzoli, Phys. Rev. B 75, 024416 (2007). 
[114] G. Gubbiotti, M. Madami, S. Tacchi, G. Carlotti and T. Okuno, J. App. Phys. 99, 08C701 (2006). 
[115] Montoncello F, Tacchi S, Giovannini L, Madami M, Gubbiotti G, Carlotti G, Sirotkin E, Ahmad 
E. Ogrin F Y and Kruglyak V V,  Appl. Phys. Lett. 102, 202411 (2013). 
[116] Gubbiotti G, Tacchi S, Madami S, Carlotti G, Jain S, Adeyeye A O and Kostylev M P App. 
Phys. Lett. 100, 162407 (2012). 
[117] Y. Li, G. Gubbiotti, F. Casoli, S. A. Morley, F. J. T. Gonçalves, M. C. Rosamond, E. H. Linfield, 
C. H. Marrows, S. McVitie and R. L. Stamps, J. Appl. Phys. 121, 103903 (2017). 
[118] M. Madami, G. Carlotti, G. Gubbiotti, F. Scarponi, S. Tacchi, T. Ono,  J. Appl. Phys. 109, 
07B901 (2011).   
Applied Physics Review 6  (3)  031304 (2019) 
 
39 
 
 
[119] V.V. Naletov, G. de Loubens, S. Borlenghi, and O. Klein, “Spin-Wave Eigen-modes in a 
Normally Magnetized Nano-pillar”, in S.O. Demokritov, A.N. Slavin (eds.), Magnonics, Topics in 
Applied Physics 125,  © Springer-Verlag Berlin Heidelberg (2013). 
[120] M. Pauselli, A. Stankiewicz and G. Carlotti, J. Phys D: Appl. Phys. 50, 455007 (2017).  
[121] M. Pauselli, A. Stankiewicz, Y. Zhang and G. Carlotti, IEEE Trans. Magn 53, 4400606 (2017).   
