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Introduzione
In questo lavoro consideriamo il problema del consenso logico in sistemi
multi–agente distribuiti, cioe` studiamo come un insieme di nodi possano rag-
giungere un accordo sul valore booleano di una quantita` di interesse attraverso
lo scambio di messaggi.
In primo luogo, ripercorriamo alcuni risultati noti in letteratura e dovuti ad
autori come R. Murray e S.Zampieri che sono validi in un ambito continuo, cioe`
quando la quantita` scambiata e sulla quale si desidera raggiungere un accordo as-
sume valori sull’insieme dei numeri reali. Peraltro, noi consideriamo problemi di
natura completamente diversa, come la sincronizzazione degli orologi di un insie-
me di processori (si veda ad esempio il lavoro di K. Marzullo), la cui trattazione
risulta essere di fondamentale importanza nell’ambito di applicazioni basate su
algoritmi distribuiti (si veda N. Lynch).
Per risolvere il nostro problema, intendiamo adottare lo stesso approccio si-
stematico usato per i sistemi continui di Murray, che consiste nel considerare il
meccanismo di consenso come un sistema dinamico a variabili e tempo continui.
Tale approccio consente di ricavare proprieta` importanti come la velocita` asinto-
tica di convergenza del meccanismo di consenso, etc. Tuttavia, nel nostro caso,
il fatto che le quantita` scambiate e la regola stessa con cui ogni nodo aggiorna la
propri stima locale siano booleane o insiemistiche fa perdere linearita` al problema
e quindi lo rende di non facile trattazione.
In questo contesto, noi proponiamo una soluzione al problema di sintetizza-
re una mappa logica distribuita e ne studiamo le proprieta` di convergenza finita,
sfruttando alcuni risultati legati al lavoro di F. Robert sugli automi cellulari. Pro-
poniamo delle condizioni necessarie e sufficienti sotto le quali il problema della
sintesi distribuita risolubile. Presentiamo inoltre due algoritmi per la verifica di
tali condizioni e per la sintesi stessa e ne studiamo la complessita` computazionale.
Affrontiamo infine il problema della sintesi robusta che consiste nel realizzare una
mappa distribuita che possa tollerare guasti di un certo numero di sensori.
Dal punto di vista applicativo, consideriamo un problema di “rilevamento di
intrusione”, che consiste di un ambiente in cui e` richiesto che una stanza venga
monitorata per mezzo di sensori e preservata da possibili ingressi di intrusi. Ana-
lizziamo il comportamento del meccanismo di consenso nei casi in cui esso sia
descritto da una legge distribuita di tipo booleano lineare e non.
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Capitolo 1
Consenso e cooperazione in
sistemi continui
Il problema del consenso ha una lunga storia nel campo della Computer Scien-
ce e costituisce la base del calcolo distribuito. Quest’ultimo, applicato alle reti, e`
tradizionalmente associato alla teoria del controllo e dei sistemi, che per prima ini-
zio` sull’accordo asintotico asincrono per sistemi decisionali distribuiti e sul calcolo
parallelo.
Nelle reti di agenti, consenso significa raggiungimento di un accordo riguardo
ad una certa quantita` di interesse che dipende dagli stati di tutti gli agenti. Un algo-
ritmo di consenso (detto anche protocollo) e` una regola di interazione che specifica
l’informazione che viene scambiata tra un agente e gli altri a lui vicini nella rete.
La struttura teorica di definizione e risoluzione del problema del consenso per un
sistema dinamico su rete e` stata introdotta da Olfati-Saber e Murray.
Tra gli strumenti matematici utilizzati, il grafo Laplaciano e le sue proprieta`
spettrali giocano un ruolo cruciale nell’analisi della convergenza degli algoritmi
di consenso. Pure la nozione di connettivita` algebrica di un grafo e` altrettanto
importante in tale analisi.
Recentemente, tra ricercatori appartenenti a differenti discipline di scienza e
ingegneria e` nato un forte interesse verso i problemi relativi ai sistemi multiagente
su reti, legati al problema del consenso. Su queste reti gli agenti possono essere sia
statici che dinamici, equipaggiati di delicati apparecchi atti a rilevare, calcolare e
comunicare.
Vediamo alcuni concetti basilari della teoria del consenso, dalla formulazione
alla analisi e risoluzione.
1.1 Consenso su reti
Sia data una rete di agenti, rappresentata da un grafo diretto G = (V,E,A),
dove abbiamo un insieme di nodi V = {v1, v2, . . . , vn}, un insieme di archi E ⊆
V × V e una matrice di adiacenza A = [aij ] con elementi ai,j non negativi. Gli
3
1.2. FORMULAZIONE DEL PROBLEMA
indici dei nodi appartengono ad un insieme finito I = {1, . . . , n}. Un arco di G
e` denotato con ij e gli elementi della matrice di adiacenza associata ai vertici del
grafo sono tali che aij > 0 ⇐⇒ ij ∈ E. Ciascun agente possiede dei vicini e
quali essi siano dipende dalla struttura della rete, infatti i vicini di un agente i sono
definiti come Ni = {vj ∈ V : (i, j) ∈ E}.
Denotiamo con xi ∈ R il valore del nodo vi. Quest’ultimo puo` rappresentare
quantita` fisiche come posizione, temperatura,etc.
Definizione 1.1.1. Due nodi vi e vj sono detti in accordo in una rete se e soltanto
se xi = xj .
Definizione 1.1.2. Diciamo che i nodi di una rete hanno raggiunto un consenso se
e soltanto se xi = xj per ogni i, j ∈ I, i 6= j. In tale caso, il valore comune a tutti
i nodi e` detto valore decisionale di gruppo.
Supponiamo che ogni agente di un grafo sia un agente dinamico con dinamica
x˙i = f(xi, ui), i ∈ I,
dove ui e` il controllo in input che influisce sul valore di stato secondo quanto
espresso nella funzione. Un grafo dinamico, o rete dinamica, e` un sistema di-
namico con uno stato (G, x) in cui il valore di x cambia secondo le dinamiche
x˙ = F (x, u). Quest’ultima F (x, u) e` composta componente per componente dagli
elementi f(xi, ui) per i = 1, . . . , n.
1.2 Formulazione del problema
Consideriamo n > 1 sistemi identici le cui dinamiche sono descritte dalle
seguenti equazioni che evolvono nel tempo in modo discreto
x+i = xi + ui, i = 1, . . . , n, (1.1)
dove xi ∈ R e` lo stato dell’i-esimo agente, x+i rappresenta lo stato aggiornato
e ui ∈ R e` il controllo in input.
In maniera piu` compatta possiamo scrivere
x+ = x+ u,
dove x, u ∈ Rn. L’obiettivo e` quello di applicare una legge di controllo
proporzionale allo stato del sistema
u = Ax, A ∈ Rn×n
e valga
lim
t→∞x(t) = α1
dove 1 = (1, . . . , 1)t e α uno scalare che dipende da x(0) e A.
In questo contesto e` dimostrabile che il problema del consenso e` risolubile
sotto le seguenti condizioni:
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Proposizione 1.2.1. Il problema del consenso e` risolubile se e soltanto se le
seguenti condizioni sono verificate:
• 1 e` il solo autovalore di I +A sul cerchio unitario centrato in 0;
• l’autovalore 1 ha molteplicita` algebrica 1, ovvero e` radice semplice del
polinomio caratteristico di I +A e 1 e` il suo autovettore;
• tutti gli altri autovalori sono all’interno del cerchio unitario centrato in 0.
Sia χ : Rn → R una funzione di n variabili x1, . . . , xn e a = x(0) lo stato ini-
ziale del sistema. Il problema dello χ-consenso e` un modo distribuito per calcolare
χ(a) applicando gli input ui che dipendono solamente sullo stato del nodo vi ed i
suoi vicini.
Diciamo che un protocollo risolve asintoticamente il problema dello χ-
consenso se e soltanto se esiste un equilibrio asintoticamente stabile x∗ =
F (x, k(x)) che soddisfi x∗i = χ(x(0)) per tutti gli i ∈ I .
Siamo interessati a una soluzione distribuita di questo problema nella quale
nessuno dei nodi e` connesso a tutti gli altri. Abbiamo qualche caso particola-
re nel quale χ(x) = Ave(x) = 1n(
∑n
i=0 xi), oppure χ(x) = maxi
xi o anche
χ(x) = min
i
xi. Questi problemi sono detti rispettivamente average-consensus,
max-consensus e min-consensus, a seconda delle loro applicazioni nella procedura
decisionale nei sistemi distribuiti per multi-agenti.
Il calcolo di χ(z) e` semplice quando la rete e` piccola, mentre cio` non e` piu`
vero quando le dimensioni della rete iniziano a crescere, caso oltretutto di maggior
interesse. Per esempio, se una rete e` composta da n = 106 nodi e ciascun nodo
puo` parlare solo con log10(n) = 6 vicini, trovare il valore medio delle condizioni
iniziali dei nodi e` molto complicato.
La risoluzione del problema dell’ average-consensus e` un esempio del calcolo
distribuito di una funzione lineare χ(a) = Ave(a) utilizzando una rete di sistemi
dinamici. Esiste un test piu` efficiente che arriva a una consenso con stato iniziale
a. Infatti deve essere soddisfatta un’ulteriore condizione x˙∗ = χ(a),∀i ∈ I; tale
condizione lega lo stato limite x∗ del sistema allo stato iniziale a.
Un semplice algoritmo di consenso per ottenere un accordo tra n agenti con
dinamica x˙ = ui puo` essere espresso come un sistema lineare di ordine n su un
grafo
x˙i(t) =
∑
j∈Ni
aij(xj(t)− xi(t)), xi(0) = zi ∈ R. (1.2)
Assumendo che il grafo non sia diretto (aij = aji, per ogni i, j), segue che
la somma degli stati di tutti i nodi e` una quantita` invariante, ovvero
∑
i x˙i = 0.
In particolare, applicando questa condizione due volte al tempo t = 0 e t = ∞
abbiamo il seguente risultato
α =
1
n
n∑
i=1
zi.
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Cio` significa che indipendentemente dai valori iniziali degli stati di ciascun agente,
tutti quanti raggiungono un consenso asintotico rispetto al valore della funzione
f(z) = 1n
∑
i zi. Quindi, se un consenso e` asintoticamente raggiunto, allora ne-
cessariamente la decisione collettiva e` uguale alla media delle condizioni iniziali
di tutti i nodi.
Le dinamiche collettive del gruppo di agenti che segue quest’ultimo protocollo
puo` essere scritto come
x˙ = −Lx (1.3)
dove L = [lij ] e` il grafo Laplaciano della rete ed e` definito come segue:
L = D −A (1.4)
dove D = diag(d1, . . . , dn) e` la matrice del grado di G con elementi di =∑
j 6=i aij e elementi nulli fuori dalla diagonale.
Secondo la definizione del grafo Laplaciano (1.4), la somma degli elementi su
ogni riga di L e` zero. Infatti L ha sempre l’autovalore λ1 = 0. Questo autovalore
corrisponde all’autovettore 1 = (1, . . . , 1)t perche` 1 appartiene all’autospazio di
L (L1 = 0). In altre parole, un equilibrio del sistema (1.3) e` uno stato della forma
x∗ = (α, . . . , α)t = α1, dove tutti i nodi sono in accordo.
Le proprieta` spettrali della matrice Laplaciana servono invece come strumenti
nell’analisi della convergenza degli algoritmi di consenso lineare (1.2).
Secondo il teorema di Gershgorin, tutti gli autovalori di L nel piano complesso
sono all’interno del disco chiuso centrato in ∆+0j con raggio pari a ∆ = max
i
di,
il massimo grado del grafo. Per grafi non diretti, L e` una matrice simmetrica con
autovalori reali e, dunque, l’insieme degli autovalori di L possono essere ordinati
in ordine crescente come
0 = λ1 ≤ λ2 ≤ . . . ≤ λn ≤ 2∆.
Per un grafo connesso G abbiamo λ2 > 0, poiche´ l’autovalore nullo e` isolato.
Il secondo autovalore piu` piccolo del Laplaciano e` detto connettivita` algebrica di
un grafo e misura la performance degli algoritmi di consenso.
Basandosi su strumenti analitici delle teoria dei grafi e` possibile mostrare che
x∗ e` l’unico punto di equilibrio di (1.3) per grafi connessi.
E` pure possibile provare che per reti connesse, l’equilibrio x∗ = (α, . . . , α)t e`
globalmente ed esponenzialmente stabile.
Teorema 1.2.2. SiaG un grafo di connessione non diretto. Allora l’algoritmo (1.2)
risolve asintoticamente un problema di average consenso per tutte le condizioni
iniziali.
Teorema 1.2.3. Sia G un grafo diretto fortemente connesso con n nodi. Allora
il rango e` rank(L) = n − 1 e tutti gli autovalori non banali hanno parte rea-
le positiva. Inoltre, se G abbia c ≥ 1 componenti fortemente connesse, allora
rank(L) = n− c.
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Capitolo 2
Algoritmi distribuiti
Introduciamo un modo differente di risolvere il problema del consenso tra
agenti. Fino ad ora abbiamo visto come e` possibile trovare una stima d’accordo
partendo da stime di tipo scalare e studiando sistemi continui. Vogliamo vede-
re come e` possibile combinare invece le informazioni se partiamo da stime che
possono essere intervalli reali oppure predicati logici.
Nei primi due paragrafi sono presentati due esempi in ambito insiemistico che
sorgono dalla necessita` di risolvere una problema pratico: il primo riguarda la
sincronizzazione di orologi, mentre il secondo la localizzazione di uno o piu` robot
all’interno di un ambiente a loro sconosciuto, nonche´ la costruzione della relativa
mappa.
A seguire vi sono considerazioni riguardo al caso in cui l’operazione di
aggiornamento delle stime degli intervalli sia l’intersezione tra di essi.
Infine e` presentato il problema dell’elezione di un leader, il quale lavora invece
su predicati logici.
2.1 Sincronizzazione di orologi
Un algoritmo per il time service si occupa di mantenere sincronizzati e ade-
guatamente accurati una collezione di orologi localmente monotoni rispetto ad un
prefissato tempo standard. Quale di queste proprieta` abbia piu` importanza dipende
dall’utilizzo che deve essere fatto degli orologi. Un tipico sistema distribuito con-
tiene milioni di postazioni di lavoro localizzate in piu` paesi del mondo; questo tipo
di sistema impone alcuni prerequisiti sul time service.
I server che mantengono il servizio possono frequentemente aggiungersi o al-
lontanarsi dalla rete e quindi non risultare stabili, dunque gli orologi risultano non
uniformemente accurati. Ciascun orologio puo` fallire per diverse motivazioni, per
esempio puo` fermarsi, essere in ritardo o rifiutarsi di aggiornare il proprio valore.
In Maintaining the Time in a Distributed Sistem, K.Marzullo and S.Owicki viene
assunto che gli orologi possano avere differenti accuratezze, ma l’importante e` che
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tutti siano stabili. Inoltre non e` richiesto che gli orologi siano localmente monotoni,
quindi potranno segnare liberamente orari in anticipo come in ritardo.
2.1.1 Funzione di sincronizzazione
Mantenere gli orologi sincronizzati in un insieme di processi e` un problema che
puo` essere schematizzato semplicemente come tanti processi indipendenti quanti
sono gli orologi:
Ci(t) = Fi(Ci1(t), Ci2(t), . . . , Cik(t)).
Dunque devono essere ben definite le due fasi del processo:
1. raccoglimento di informazioni distribuite con un metodo appropriato
2. descrizione della funzione di sincronizzazione.
Nell’articolo viene assunto che le informazioni siano gia` raccolte e vie-
ne concentrata maggiore attenzione sulla descrizione di alcune funzioni di
sincronizzazione.
2.1.2 Proprieta` degli orologi
Un orologio Ci(t) puo` essere rappresentato come una funzione che mappa il
tempo reale nel tempo orario. Tale funzione risulta essere continua all’interno degli
intervalli tra due successivi reset.
Definizione 2.1.1. Un orologio si dice perfetto seCi(t) = t, mentre si dice corretto
al tempo t0 se abbiamo Ci(t0) = t0.
Definizione 2.1.2. Un orologio e` accurato al tempo t0 se la sua derivata prima e`
pari a uno, secondo per secondo.
E c’e` infine un’ultima definizione.
Definizione 2.1.3. Un orologio e` stabile al tempo t0 se la sua derivata seconda e`
nulla.
Tutte queste proprieta` sono definite a partire da un orologio perfetto che
soddisfa ognuna di esse.
E` fisicamente impossibile costruire un time service che mantenga corret-
to un insieme di orologi rispetto a un riferimento standard se non si ha una
comunicazione tra il sistema e lo standard.
Un metro per paragonare vari algoritmi di time service e` la velocita` con la quale
l’errore cresce nel service. In un sistema dove l’accuratezza relativa degli orologi
e` conosciuta, un algoritmo deve essere in grado di mantenere il service accurato
come il suo orologio piu` preciso.
Nel caso di orologi continui possiamo avere tre differenti cause di errore:
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1. l’errore derivante dal reset di un orologio
2. il ritardo di tempo che intercorre tra la lettura di un orologio e il settaggio di
un altro orologio su tale valore
3. il deterioramento della sincronia tra due reset successivi.
Dal momento che il time server puo` solo calcolare un limite superiore del-
l’errore, le componenti sconosciute del ritardo possono essere stimate misurando il
tempo che intercorre tra la richiesta del tempo e la ricezione della risposta. Nell’ar-
ticolo questo ritardo e` assunto non deterministico e limitato da ; σij rappresenta
la quantita` di tempo tra la richiesta del server Si al server Sj e la ricezione di tale
richiesta da parte di Sj , mentre ρij e` la quantita` di tempo tra l’emissione della ri-
sposta da Sj e la ricezione da parte di Si. Il tempo minimo di ritardo tra i messaggi
viene posto pari a zero.
Per stimare il deterioramento della sincronia, il server deve avere un limite
superiore sull’inaccuratezza dell’orologio:∣∣∣∣1− dCi(t)dt
∣∣∣∣ ≤ δi
Se Ci(t) e` soltanto continuo su un intervallo t0 − δ ≤ t ≤ t0 + δ, tale relazione
puo` essere riscritta come Ci(t0) + ∆− δi∆ ≤ Ci(t0 + ∆) ≤ Ci(t0) + ∆ + δi∆.
Il deterioramento di un orologio del server puo` essere stimato con sδi se l’orologio
non e` stato resettato per s secondi.
2.1.3 Intersezione come funzione di sincronizzazione
In un ambiente dove alcuni orologi sono notevolmente piu` accurati di altri
conviene che un server comunichi insieme al tempo indicato dall’orologio una
stima dell’errore che puo` avere accumulato. Oltre al voler mantenere la corret-
tezza degli orologi in un service e` bene avere anche una stima conveniente del-
l’errore di misurazione. Un server che risponde con un orario 3 : 01 e errore
massimo di 0 : 02 vuole comunicare che, assumendo veritiere le informazioni in
suo possesso, l’orario corretto appartiene all’intervallo [2 : 59, 3 : 03]. D’altra
parte, se un server risponde al tempo t ad una richiesta d’orario con la coppia
< Ci(t), Ri(t) >, l’orologio del server e` corretto se il tempo corretto appartiene
all’intervallo [Ci(t)−Ri(t), Ci(t) +Ri(t)]
In queste ipotesi il tempo corretto giace nell’intervallo definito dall’intersezio-
ne di tutti i singoli intervalli. L’intersezione degli intervalli e` determinata dai server
come l’ultimo degli estremi sinistri e il primo degli estremi destri degli intervalli.
Questo algoritmo funziona solo sotto l’assunzione di correttezza degli orologi
durante il service. Quindi, come possiamo vedere in (2.1.3), possono accadere due
diverse tipologie di intersezione: entrambi gli estremi sono individuati dallo stesso
intervallo oppure gli estremi sono definiti da differenti intervalli.
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Figura 2.1: Intersezione
Nel secondo caso otteniamo un intervallo che e` piu` piccolo rispetto al piu` pic-
colo degli intervalli intersecanti. Formalmente l’intersezione tra intervalli di tempo
di due server Si = (Ci−Ri, Ci +Ri) e Sj = (Cj −Rj , Cj +Rj) e` definita come
[max[Ci −Ri, Cj −Rj ],min[Ci +Ri, Cj +Rj ]]
Se un intervallo non e` un sottoinsieme di un altro e Ci −Ri ≤ Cj −Rj allora
abbiamo che Ci + Ri ≤ Cj + Rj , dunque Ci ≤ Cj e |Ci − Cj | ≤ |Ri − Rj |.
Dunque abbiamo subito un algoritmo descritto tramite due regole:
IM-1 un server mantiene il suo valore Ci, risalente all’ultimo reset resi ed errore
associato i. Se Si riceve una richiesta di tempo all’istante t risponde con
la coppia [Ci(t), Ri(r)] dove Ri = i + (Ci(t) − resi)δi e Ci(t) e` il valore
dell’orologio Ci al tempo t.
IM-2 Trasforma ciascuna risposta < Cj , Rj > nell’intervallo [Tj , Lj ] dove
• Tj ← Cj −Rj − Ci
• Lj ← Cj + Ej + (1 + δi)j − Ci.
L’intervallo [a, b] di intersezione tra tutti e` costruito come
a← max Tj e b← min Lj
su tutte le risposte. Se b > a allora il time service e` consistente e si pone
i ← (b− a)2 , Ci ←
a+ b
2
+ ci, Ri ← a+ b2 + Ci.
Seguono immediatamente dei risultati:
Teorema 2.1.4. Un time service corretto che segue l’algoritmo IM e nel quale tutti
i server hanno delle valide limitazioni sulla loro massima velocita` rimane corretto.
Teorema 2.1.5. L’intersezione degli intervalli di un time service e` in ultimo piccola
quanto il piu` piccolo intervallo.
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2.1.4 Algoritmo di intersezione in presenza di informazioni errate
Una forte limitazione dell’algoritmo appena presentato riguarda l’ipotesi di ac-
curatezza degli orologi, quando nella realta` e` plausibile che alcuni di essi indichino
piu` o meno l’ora esatta ed altri un’ora sbagliata.
Marzullo e Owicki hanno presentato un algoritmo atto a individuare un in-
tervallo che contenga l’orario corretto a partire da un insieme di m intervalli di
tempo dei quali al piu` f siano considerati non corretti. Dunque l’algoritmo trova
l’intervallo piu` piccolo di intersezione tra al piu` m− f intervalli dati.
Possono verificarsi situazioni come in Fig.2; si hanno quattro orologi
A,B,C e D, tutti con ugual rilievo. Per esempio, ogni punto nell’intervallo di
A puo` rappresentare il tempo effettivo associato a tale orologio. Se tutti gli orologi
sono corretti deve esistere un’intersezione non vuota che includa punti apparte-
nenti a tutti e quattro gli intervalli; ovviamente in questa situazione cio` non puo`
accadere.
Figura 2.2: Intersezione
Tuttavia, se assumiamo che uno degli orologi non sia corretto (per esempio D)
e` possibile trovare un’intersezione non vuota che sia contenuta in tutti gli intervalli
eccettoD. Se cio` non si verifica, si indaga sull’esistenza di un’intersezione per tutti
gli intervalli eccetto due di essi e cosı` via. L’algoritmo di basa su questi principi e
dunque calcola la piu` piccola intersezione contenente al piu` un punto in ciascuno
degli m− f intervalli, a patto che f < m2 .
L’algoritmo inizia a lavorare su un insieme di coppie che sono state selezionate
da controlli atti a trovare errori di configurazione e implementazioni scorret-
te. Per ciascuna coppia l’algoritmo costruisce ulteriori tre coppie della forma
[offset, type]:
1. [θ − λ,−1] per l’estremo sinistro dell’intervallo,
2. [θ, 0] per il centro dell’intervallo,
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3. [θ + λ, 1] per l’estremo destro dell’intervallo,
e tali coppie vengono disposte in ordine crescente di offset all’interno di una lista.
L’algoritmo dovra` ora ricercare gli estremi dell’intervallo intersezione. Dun-
que sia sempre m il numero di intervalli con f presunti orologi errati, chiamiamo
lower e upper rispettivamente gli estremi sinistro e destro dell’intervallo finale di
intersezione , endcount il contatore di estremi e midcount il numero di offset trovati
fuori dell’intervallo di intersezione:
1. Poniamo sia endcount che midcount pari a zero
2. Scorriamo la lista ordinata da cima a fondo. Per ogni entrata sottraiamo type
a endcount. Se endcount≥ m − f abbiamo trovato l’estremo sinistro. In
questo caso poniamo lower pari a offset e procediamo al passo 3. Altrimenti,
se type= 0 incrementiamo midcount e passiamo all’elemento successivo
nella lista
3. Adesso abbiamo un possibile intervallo di consenso; comunque dobbiamo an-
cora determinare il valore di midpoint. Poniamo endcount= 0 lasciando
invariato midcount
4. In maniera analoga al punto 2, partendo adesso dall’ultimo elemento della lista
e risalendo in ordine decrescente, aggiungiamo a endcount il valore del type
per ciascun elemento a turno. Se endcount ≥ m − f abbiamo trovato
l’estremo destro. In questo caso poniamo upper pari a offset e procediamo al
passo 5. Altrimenti, se type= 0 incrementiamo midcount e procediamo nella
lista
5. Se lower ≤upper e midcount ≤ f terminiamo la procedura e dichiariamo suc-
cesso con lower pari all’estremo sinistro e upper pari all’estremo destro del-
l’intervallo calcolato. Altrimenti incrementiamo f , fintanto che f non supera
il valore di m2 , caso in cui dichiariamo fallimento e terminiamo l’algoritmo.
Se non si verifica nessuno di questi due casi continuiamo dal passo 1.
Alleghiamo qui di seguito l’implementazione dell’algoritmo in linguaggio Ma-
tlab. La funzione marzullo prende in ingresso una lista di intervalli, dalla quale
crea le coppie [θ − λ,−1], [(θ + λ)/2, 0] oppure[θ − λ, 1] e le riordina all’interno
della lista stessa in ordine crescente di offset. A questo punto inizia l’algoritmo
sopra descritto e al termine restituisce, quando e` possibile, l’intervallo intersezione
[lower, upper].
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function Int=marzullo(Intervalli,f);
endcount=0;
midcount=0;
dim=size(Intervalli);
n=dim(1);
maxerr=n-f;
if maxerr<0
disp(’Error’)
return
end
j=1;
%tuple
for i=1:n
I(j,:)=[Intervalli(i,1),-1];
I(j+1,:)=[(Intervalli(i,2)+Intervalli(i,1))/2,0];
I(j+2,:)=[Intervalli(i,2),1];
j=j+3;
end
(continue..)
2.2 Localizzazione simultanea e costruzione di una
mappa per un team di robot cooperativi
In [1] viene affrontato il problema della raccolta di informazioni di un ambien-
te tramite dei robot e, allo stesso tempo, della localizzazione degli stessi all’interno
della mappa che stanno costruendo. La maggior parte dei lavori precedenti riguar-
dano il caso di un singolo robot che esplora l’ambiente attraverso la scoperta di
elementi statici. Vediamo adesso il caso di un team cooperativo di robot, ciascuno
con il compito di stimare la posizione di precisi confini statici, rilevando distanze
e misurazioni di angoli. In uno stesso momento piu` dettagli possono essere rilevati
contemporaneamente da piu` robot e questo dovrebbe portare velocemente e con
maggiore accuratezza alla costruzione della mappa, sempre che sia possibile uno
scambio di informazioni tra i robot.
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(..continue)
%sort
I
c=1;
while c ˜= 0
c=0;
for i=1:(3*n-1)
if I(i,1) > I(i+1,1)
el1=I(i,1);
el2=I(i,2);
I(i,1)=I(i+1,1);
I(i,2)=I(i+1,2);
I(i+1,1)=el1;
I(i+1,2)=el2;
c=1;
end
if I(i,1) == I(i+1,1)
if I(i+1,2) < I(i,2)
type=I(i,2);
I(i,2)= I(i+1,2);
I(i+1,2)= type;
c=1;
end
end
end
end
I
while f< n/2
i=1;
while endcount< maxerr & i<=3*n
endcount=endcount-I(i,2);
if I(i,2)==0
midcount=midcount+1;
end
i=i+1;
end
if endcount == maxerr
lower=I(i-1,1);
else
lower=I(i,1);
end
(continue..)
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(..continue)
endcount=0;
i=3*n;
while endcount < maxerr & i>=1
endcount=endcount+I(i,2);
if I(i,2) == 0
midcount=midcount+1;
end
i=i-1;
end
if i==0
upper=I(1,1);
else
if endcount == maxerr
upper=I(i+1,1);
else
upper=I(i,1);
end
end
if lower <= upper
disp(’Success’)
[lower,upper]
break
else
f=f+1;
end
end
if f>= n/2
disp(’failure’)
end
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2.2.1 Modello matematico per un singolo robot
In questo articolo ci basiamo sull’assunzione che gli errori di cui sono affetti i
sensori dei robot non siano conosciuti con precisione ma siano limitati. Costruiamo
un modello matematico a partire dal caso di un singolo robot:
ξ(t+ 1) = ξ(t) + u(t) + G(t)w(t)
dove ξ(t) = [x(t), y(t), θ(t)] sono la posizione e l’orientazione del robot al tem-
po t, u(t) e` il vettore delle misurazioni di malposizionamento per x, y e θ relative
ai sensori odometrici e w(t) sono gli errori di cui sono affette queste misurazioni.
Inoltre i robot sono dotati di sensori tipo accelerometri o sensori della luce, molto
utili per determinare la posizione. Anche questi ultimi provocano dei disturbi nelle
misurazioni dell’orientazione del robot rispetto ad una direzione prestabilita, ossia:
Θ(t) = θ(t) + vθ(t)
dove vθ(t) e` l’errore della misurazione dell’orientazione rispetto alla orientazione
prestabilita.
Al fine di localizzare se stesso, un robot deve costruire una descrizione veritie-
ra dell’ambiente, non avendo a disposizione una mappa sin dall’inizio. Per fare cio`
inizia con il selezionare dei precisi confini Li = [xL, yL], i = 1, . . . , n nell’am-
biente e inizia a compiere le misurazioni rispetto ad essi. Il problema dunque puo`
essere formulato come una stima dello stato di un sistema dinamico il cui vettore
dello stato e` della forma:
X(t) = [ξ(t), L1, . . . , Ln] ∈ R3+2n.
Poiche` i confini scelti sono statici, abbiamo che lo stato si evolve secondo la
seguente equazione:
X(t+ 1) = X(t) + E3u(t) + E3G(t)w(t) (2.1)
dove E3 = [I3 0] ∈ R(3+2n)×3 e I3 e` la matrice identica di dimensioni 3 × 3.
Assumiamo che le misurazioni del robot rispetto ai confini siano:
1. distanza dal confine
2. angolo tra l’orientazione del robot e la direzione del confine.
Le equazioni delle misurazioni hanno la forma
∆i(t) = di(X(t)) + vdi(t)
Ai(t) = αi(X(t)) + vαi(t)
dove ∆i(t) e Ai(t) sono i valori misurati al tempo t, vdi(t) e vαi(t) sono gli
errori associati a tali valori. Quindi:
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di(X(t)) = d(p(t), Li) ,
√
δxi(t)2 + δyi(t)2
αi(X(t)) = α(ξ(t), Li) , atan2{δyi(t), δxi(t)} − θ(t)
con δxi(t) = xLi − x(t), δyi(t) = yLi − y(t) e atan2{ b, a} la funzione
inversa della tangente relativa al quarto quadrante. Possiamo notare che le funzioni
di(·) dipendono solo dalla posizione del robot, mentre le funzioni αi(·) dipendono
sia dalla posizione che dall’orientazione.
Tra le assunzioni vi e` anche la limitazione a priori degli errori che non sono
conosciuti :
‖ w(t)‖∞ ≤ w(t) (2.2)
|vθ(t)| ≤ vθ(t) (2.3)
|vdi(t)| ≤ vd(t) (2.4)
|vαi(t)| ≤ vα(t) (2.5)
con i valori w(t), vθ(t), vd(t) e vα(t) scalari positivi e ‖ · ‖∞ la norma `∞.
Queste limitazioni ovviamente influiscono sullo spazio del vettore degli stati.
Date le misurazioni dei sensori ∆i(t), Ai(t), i = 1, . . . , n, gli stati ammissibili
sono quelli che appartengono all’insieme:
M(t) = Mo(t) ∩
[
n⋂
i=1
Mi(t)
]
dove
Mo(t) = { X : |Θ(t) − θ| ≤ vθ(t) }
Mi(t) = { X : |∆i(t) − di(X)| ≤ vd(t),
|Ai(t) − αi(X)| ≤ vα(t)}.
Come conseguenza diretta della formulazione del problema dinamico e` la
possibilita` di tradurre lo stesso problema nella seguente forma insiemistica.
Sia Ξ(0) ⊂ R3+2n un insieme contenente la posizione iniziale del veicolo e la
posizione dei confini X(0). Il problema (2.1) si traduce nel trovare per ogni istante
t = 1, 2, . . . l’insieme degli stati ammissibili Ξ(t|t), che rappresenta l’insieme dei
vettori degli stati X(t) compatibili con la dinamica del robot. La soluzione viene
trovata valutando ricorsivamente gli insiemi
Ξ(0|0) = Ξ(0)
Ξ(t|t− 1) = Ξ(t− 1, t− 1) + E3u(t− 1)
+ E3G(t− 1)w(t− 1)B∞
Ξ(t, t) = Ξ(t|t− 1)
⋂
k
Mk
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dove B∞ e` la palla unitaria nella norma l∞.
La principale proprieta` della ricorsione e` quella di fornire ad ogni passo tutti
i valori degli stati che sono compatibili con tutte quante le informazioni raccol-
te. La correttezza di uno stato e` garantita dall’appartenenza all’insieme Ξ(t|t) e
la dimensione di questo insieme fornisce un’indicazione sulla qualita` della stima.
Sfortunatamente il calcolo esatto dell’insieme Ξ e` generalmente un’impresa dif-
ficile da realizzare, poiche` l’insieme M(t) e` dato dall’intersezione di insiemi non
lineari e non convessi.
Sono state proposte varie tecniche per calcolare un’approssimazione della so-
luzione. L’idea di base e` la seguente. Scegliamo una classe di regioni per una
semplice approssimazione R e selezioniamo ad ogni istante di tempo t un elemen-
to R(t|t) nella classe, tale che Ξ(t|t) ⊂ R(t|t). La scelta di R(t|t) condiziona
l’esito della procedura. Da una parte, la dimensione della regione di approssima-
zione (tipicamente l’area dell’insieme degli stati possibili) deve essere minimizza-
ta. D’altra parte, la complessita` computazionale deve restare bassa per ottenere un
algoritmo di approssimazione adatto per una implementazione online.
2.2.2 Modello matematico per un team di robot
Vediamo adesso la formulazione del problema nel caso di un team di m robot,
le cui posizioni al tempo t sono denotate con ξ1(t), . . . , ξm(t), che si muovono in
un ambiente con n confini statici L1, . . . , Ln. Il vettore degli stati diventa dunque
X(t) = [ξ1(t), . . . , ξm(t), L1, . . . , Ln] ∈ R3m+2n.
Assumiamo che le dinamiche dei robot siano per ciascun agente ξi(t + 1) =
ξi(t) + ui(t) + Gi(t)wi(t); l’equazione di aggiornamento dello stato e`
X(t+ 1) = X(k) + Emu(t) + EmG(t)w(t)
dove Em = [I3m 0] ∈ R(3m+2n)×3m; G(t) e` la matrice diagonale a blocchi con
ciascun blocco composto da Gi(t), i = 1, . . . ,m, u(t) = [u1(t) · · · um(t)]
e w(t) = [w1(t) · · · wm(t)]. I sensori provvedono alle misurazioni delle
orientazioni
Θi(t) = θi(t) + vθi(t), i = 1, . . . ,m.
Poiche` ciascun agente compie le sue misurazioni rispetto a tutte le caratteristi-
che dell’ambiente (gli altri robot e i confini statici), la maggior quantita` delle
informazioni ottenute dai sensori e`:
∆ji (t) = d
j
i (X(t)) + vdji
(t)
Aji (t) = α
j
i (X(t)) + vαji
(t)
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per j = 1, . . . ,m, i = 1, . . . ,m + n, i 6= j, dove ∆ji (t), Aji (t) sono le
effettive misurazioni dell’i−esima caratteristica nell’ambiente “(rispetto alla nota-
zione dki (X) = d(pj , pi), i = 1, . . . ,m , d
j
i+m(X) = d(pj , Li), i = 1, . . . , n
e ugualmente αji )”. Indichiamo d’ora in avanti con Ω
j
i (t) la coppia di misurazioni
∆ji (t), a
j
i (t).
Proprio come nel caso di un singolo robot, assumiamo che gli errori di cui
sono affette le misurazioni non siano noti ma che siano limitati come in (4.2)-(4.5).
Quindi gli insiemi di misurazioneMj(t), Mjo(t) eM
j
i (t) associati a Ω
j
i (t) possono
essere definiti come nel caso di singolo robot:
Mj(t) = Mjo(t)
⋂ [ ⋂n
i=1 M
j
i (t)
]
Mjo(t) = { X : |θj(t) − θj | < vθ}
Mji (t) = { X : |∆ji (t) − dji (X)| < vd(t) e
|Aji (t) − αji (X)| < vα(t)}.
L’insieme degli stati ammissibili si ottiene con una procedura ricorsiva simile a
quella per un solo robot. Ovviamente il calcolo esatto dell’insieme Ξ non puo` rea-
lizzarsi nella pratica, mentre verra` implementata una strategia di approssimazione.
L’idea che sta alla base di tale strategia e` quella di decomporre l’approssimazione
dell’insieme Ξ inm+n approssimazioni di sottoinsiemi bidimensionali per la posi-
zione di ciascuna caratteristica nell’ambiente, piu` m intervalli di approssimazione
per le orientazioni ammissibili di ciascun robot.
L’algoritmo che ne consegue da tale approccio possiede un importante pro-
prieta`, ossia il costo computazionale e` piuttosto basso; si dimostra dunque adatto
per implementazioni in tempo reale su sistemi multirobot. Rispetto al numero
di caratteristiche presenti nell’ambiente, l’algoritmo compie un numero fissato di
operazioni per ciascuna coppia di misurazioni in Ωji (t). Dunque la complessita` ad
ogni istante di tempo e` al piu` O(m2 + mn).
2.2.3 Fusione delle mappe
Nel caso di un singolo robot, la posizione iniziale dell’agente esplorante puo`
essere fissata arbitrariamente e tutte le caratteristiche dell’ambiente vengono rile-
vate rispetto alla posizione iniziale. Quando invece sono presenti piu` robot, non
e` nota la posizione iniziale di ciascuno e non puo` essere fissata arbitrariamente.
L’i−esimo agente calcola gli insiemi delle posizioni bidimensionali possibili di
ciascuna caratteristica dell’ambiente grazie alle misurazioni Ωji (0) e Θj(0) ed e` ca-
pace di creare una mappa iniziale dell’ambiente basata su stesso, senza un sistema
assoluto di riferimento per l’orientazione.
Ovviamente, ciascuna di queste mappe individuali e` una valida rappresentazio-
ne della realta`; la qualita` della mappa variera` da robot a robot. Potremmo quindi
scegliere la mappa con maggiore accuratezza, ma cosı` facendo non utilizzerem-
mo tutte le informazioni. Deve essere trovata una mappa globale che soddisfi tutti
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i vincoli di ciascuna mappa, sfruttando proprio la proprieta` che ciascuna mappa
deve contenere la corretta rappresentazione della realta`.
Affrontiamo dunque il problema della fusione delle mappe di tutti i robot. Con-
siderando il fatto che le mappe iniziali dei robot hanno la stessa orientazione e`
possibile suddividere la fusione di mappe bidimensionali in due separate fusioni di
mappe unidimensionali, le quali sono risolvibili con maggiore semplicita`.
Ciascun robot crea la sua mappa 1-D contenente m + n intervalli. Supponia-
mo che questi intervalli abbiano in ogni mappa una corretta corrispondenza con le
posizione delle caratteristiche dell’ambiente. Chiamiamo Cij il centro dell’insieme
corrispondente alla j−esima caratteristica nella mappa dell’i−esimo agente. Inol-
tre chiamiamo Cij− e C
i
j+ il minimo e il massimo valore dell’intervallo di centro
Cij . In termini di posizioni relative tra gli insiemi, ciascuna mappa i provvede ad
un certo numero di vincoli:
mj − Mk ≥ Cij− − Cik+
Mj − mk ≤ Cij+ − Cik−
per j > k, k ≥ 1, j ≤ m + n, dove mj e Mj sono rispettivamente il mi-
nimo e il massimo valore ammissibile per le posizione della j−esima caratteristica
nell’ambiente. Questi vincoli sono esattamente (m + n)(m + n − 1) disequa-
zioni in 2(m + n) incognite Mk,mk, k = 1, . . . ,m + n per ciascuna mappa i.
Dunque per m + n ≥ 3, ogni mappa genera un sistema sopradeterminato. Per
trovarne una soluzione (Mk,mk), k = 1, . . . ,m+ n possiamo rilassare il sistema
in una problema di programmazione lineare:
min
mk,Mk
∑
k=1,...,m+n
Mk −mk
mj − Mk ≤ max
i=1,...,m
(Cij− − Cik+), j > k
Mj − mk ≥ min
i=1,...,m
(Cij+ − Cik−), j > k
mk − Mk ≤ 0, k = 1, . . . ,m+ n
m1 = 0
2.3 Consenso tramite intersezione
Sia dato un grafo G = (V,E), con V = {Vi, i = 1, . . . , n} insieme dei vertici
e con E = {ij , i ∈ V, j ∈ V, i 6= j} insieme degli archi, associato ad una rete
di n agenti; supponiamo che ognuno di tali agenti possegga una propria stima di
accordo e chiamiamo Ii quella relativa all’i-esimo agente. Supponiamo inoltre
che ciascuna delle stime rappresenti un intervallo di R e immaginiamo di poter
rappresentare tali intervalli con un vettore ad n componenti, I(j) = (I(j)1 , . . . , I
(j)
n ),
dove j ∈ N indica il passo iterativo dell’operazione di aggiornamento applicata a
I(0), vettore di stime iniziali.
Analizziamo il caso in cui l’operazione di aggiornamento sia l’intersezio-
ne tra le stime iniziali di ciascun nodo con i suoi vicini. Dunque sia I(0) =
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(I(0)1 , . . . , I
(0)
n ) il vettore di stime iniziali e I(j) = (I
(j)
1 , . . . , I
(j)
n ) il j-esimo passo
iterativo dell’operazione di intersezione applicata a I(0).
Ad ogni passo intersechiamo la stima di ciascun nodo con quelle degli altri a
lui connessi e la aggiorniamo:
I
(j+1)
i = I
(j)
i ∩ {I(j)k }k∈N(i)
dove N(i) = {k ∈ {1, . . . , n} : ik ∈ E}.
Essendo il numero di nodi finito si ha che anche il numero di intersezioni
successive da effettuare affinche´ si ottenga la medesima stima su ogni nodo e` finito.
Definizione 2.3.1. Il diametro di un insieme non vuoto E ⊆ X in uno spazio
metrico (X, d) e`
diam(E) = sup
x,y∈E
d(x, y)
Abbiamo una famiglia di intervalli il cui diametro puo` diminuire ad ogni passo
o restare invariato e dal momento che il diametro di un insieme e` un numero non
negativo arriveremo sicuramente a termine applicando piu` passi di intersezione.
Piu` precisamente: se il diametro e` nullo per qualcuna delle intersezioni, avremo
∪ni=1I(0)i = ∅; altrimenti otterremo diam I¯ = α, ove I¯ e` il consenso degli agenti,
e si avra` ∪ni=1I(0)i = I¯ .
Ricordiamo il concetto di diametro per un grafo con un numero finito di nodi.
Definizione 2.3.2. Il diametro di un grafo G con un numero finito di nodi e`:
diam(G) = max
i,j
d(i, j),
dove d(i, j) e` il numero degli archi contenuti nel cammino piu` breve da percorrere
per passare dal nodo i al nodo j lungo gli archi del grafo.
Vediamo adesso che il consenso viene sempre raggiunto in un numero finito di
passi. Si puo` verificare anche il caso in cui il consenso venga raggiunto con stima
uguale all’insieme vuoto.
Proposizione 2.3.3. Tutti i nodi convergono ad una eguale stima, ovvero al con-
senso, in un numero finito di passi. Tale numero di passi nel caso peggiore sara`
pari al diametro del grafo.
Dimostrazione. Al fine di dimostrare la tesi applichiamo l’induzione sul
diametro del grafo, chiamiamolo d.
Il caso base riguarda d = 1, ossia ogni nodo comunica con gli altri, quindi in
un passo viene aggiornata la stima di tutti quanti e otteniamo subito il consenso.
Adesso vediamo il passo induttivo: supponiamo di avere un grafo con diametro
pari a d+1. SiaG′ un sottografo diG con diametro d e tale che ogni altra aggiunta
di nodi di G aumenta il valore del diametro a d + 1. Per ipotesi induttiva questi
nodi arrivano al consenso in al piu` d passi, mentre per i nodi appartenenti a G \G′
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basta un ultimo passo in piu` per aggiornarsi con i loro vicini e dunque abbiamo la
tesi. 2
2.4 Elezione di un unico leader
In questa sezione presentiamo il problema dell’elezione di un unico leader da
risolvere usando il modello delle reti sincrone, iniziando dal caso in cui la rete sia
ad anello.
2.4.1 Caso di rete ad anello
Assumiamo di avere una rete ad anello G costituita da n nodi, numerati da
1 . . . n in senso orario. Nel caso generale gli indici dei processi associati ai nodi di
G non sono noti.
Ad ogni processo e` associata una variabile di stato che puo` assumere due valori:
leader o non leader. L’obiettivo del problema e` che alla fine della computazione
esattamente un processo deve dire se e` il leader o non lo e`, valorizzando la propria
variabile di stato a leader.
Ci sono diverse versioni del problema:
1. La richiesta del problema e` che alla fine della computazione ogni processo
non leader deve dire che non e` il leader ponendo a non leader la propria
variabile di stato.
2. La rete ad anello puo` essere unidirezionale o bidirezionale. Se e`
unidirezionale, i messaggi possono essere inviati solo in senso orario.
3. Il numero di nodi n nella rete puo` essere noto o non noto ai processi. Se e`
noto, i processi possono usare il valore n nei loro programmi. Se non e` noto,
i processi non possono usare l’informazione sulla taglia della rete.
4. I processi possono essere identici o possono essere distinti attraverso un uni-
co identificatore (UID) ∈ N+. Si assume che l’UID di ogni processo sia
diverso da ogni altro nella rete, ma che non ci sia nessun vincolo sull’or-
dine di apparizione sulla rete (per esempio, gli interi non devono essere
necessariamente consecutivi). In tale situazione si possono verificare due
casi:
(a) i processi non conoscono l’UID dei vicini;
(b) i processi conoscono l’UID dei vicini.
Teorema 2.4.1. Sia A un sistema di n processi, n > 1, disposti in una rete bidi-
rezionale sincrona. Se tutti i processi in A sono identici, allora in A il problema
dell’elezione di un unico leader e` risolubile.
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Vediamo una prima soluzione a tale problema, detto algoritmo LCR in onore
di Le Lann, Chang e Roberts, i quali pubblicarono questo risultato.
L’algoritmo usa solo comunicazione unidirezionale e non dipende dalla cono-
scenza della taglia della rete. Solo il leader rilascia l’output. L’algoritmo usa solo
operazioni di confronto sugli UID.
Ogni processo invia il proprio identificatore lungo la rete. Quando un proces-
so riceve un identificatore inviato, lo confronta con il proprio. Se l’identificatore
inviato e` piu` grande del proprio, trasmette l’identificatore; se e` piu` piccolo non fa
niente, mentre se e` uguale, il processo si dichiara leader. In questo modo sulla rete
transita sempre l’identificatore piu` grande.
Vediamo la descrizione formale dell’algoritmo. Sia M = {UID} l’insieme
degli identificatori. Per ogni i la variabile di stato, statoi, e` costituita dalle seguenti
componenti:
1. u: UID, inizialmente UID=i;
2. send : messaggio da spedire, un UID o null;
3. stato con valori in {unknown,leader}, inizialmente unknown.
Per ogni i la funzione di generazione del messaggio msgsi e` definita come:
-spedisce il corrente valore di send al processo i+ 1.
Per ogni i la funzione di transizione transi e` definita dal seguente pseudocodice:
send:=null
if il messaggio ricevuto v, un UID, then
case
v > u : send :=v
v = u : status := leader
v < u : niente
Eseguendo l’algoritmo, ad un certo punto il leader dira` che e` il leader e gli altri
processi non diranno niente.
2.4.2 Caso di rete generale
Vediamo adesso il problema dell’elezione di un unico leader in una rete
generale, basato su un arbitrario grafo diretto fortemente connesso.
Assumiamo che i processi abbiano un unico identificatore, UID, scelto in un in-
sieme totalmente ordinato di identificatori; ciascun UID dei processi e` differente da
tutti gli altri nella rete, ma non esiste vincolo su come gli UID appaiano realmente.
Come nel paragrafo precedente puo` essere eventualmente richiesto che un solo
processo si elegga leader, cambiando il suo stato.
Presentiamo un semplice algoritmo che porta tutti i processi ad identificarsi
leader o non. L’algoritmo richiede che i processi conoscano il diametro della rete,
diam. Al termine dell’esecuzione verra` eletto leader il processo con identificatore
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piu` grande nella rete, per questo motivo l’algoritmo e` detto FloodMax. Vediamone
la descrizione formale:
L’alfabeto dei messaggi e` l’insieme degli UID.
Gli stati statesi consistono nelle componenti:
1. u, a UID, inizialmente quello dell’i-esimo
2. max-uid,a UID
3. status ∈ {unknown, leader, non− leader}
4. rounds, un intero, inizialmente a 0
Per ogni i i messaggi msgsi e la funzione di transizione transi sono definiti
dal seguente pseudocodice:
• msgsi :
if rounds < diam then
send max-uid to all j in out-nbrs
• transi :
rounds := rounds + 1
let U be the set of UIDs that arrive from
processes in in-nbrs
max-uid := max ({max-uid} union U)
if rounds = diam then
if max-uid = u then status := leader
else status := non-leader
Indichiamo con imax l’indice del processo con UID piu` alto; vale il seguente
risultato:
Teorema 2.4.2. Nell’algoritmo FloodMax, il processo imax si elegge leader e tutti
gli altri processi si dichiarano non-leader, in al piu` diam passi.
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Capitolo 3
Consenso Booleano
In questa sezione ricordiamo alcune definizioni e risultati che saranno usati
nel seguito; le dimostrazioni piu` significative sono riportate per intero, mentre per
quanto riguarda quelle omesse, rimandiamo alla bibliografia.
3.1 Algebra Booleana
Sia B = {0, 1} l’insieme binario con le operazioni +, ·,¯ definite come segue:
0 + 0 = 0 · 1 = 1 · 0 = 0 · 0 = 0 1 + 0 = 0 + 1 = 1 + 1 = 1· 1 = 1
0¯ = 1 e 1¯ = 0
Possiamo rappresentare queste operazioni per ogni x, y ∈ {0, 1} come
x + y = max{x, y}, x · y = min{x, y}.
Per ogni n intero positivo indichiamo con {0, 1}n l’insieme delle n-uple
ordinate
x =
 x1...
xn
 ,
dove ciascun xi appartiene a {0, 1}, (i = 1, . . . , n); allo stesso modo pos-
siamo anche usare come notazione x = (x1, . . . , xn), immaginandola come una
stringa di n bit.
Introduciamo il concetto di ordinamento tra elementi Booleani e n-uple Boo-
leane. L’ordinamento “≤” su {0, 1} e` dato da 0 ≤ 0 ≤ 1 ≤ 1 e possiamo
estenderlo per ogni x, y ∈ {0, 1}n come segue
x ≤ y ⇔ xi ≤ yi (i = 1, . . . , n).
Per x, y ∈ {0, 1}n e λ ∈ {0, 1} definiamo
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x + y :=
 max{x1, y1}...
max{xn, yn}
 , λ · x :=
 min{λ, x1}...
min{λ, xn}
 .
Stesso procedimento per quanto riguarda la metrica discreta: prima la
definiamo su B e poi la estendiamo a Bn.
Definizione 3.1.1. La metrica discreta δ su {0, 1} e` definita come{
δ(x, y) = 1 se x 6= y
δ(x, y) = 0 se x = y
Per x, y ∈ {0, 1}n definiamo d(x, y) come
d(x, y) =
 δ(xi, yi)...
δ(xn, yn)
 .
Esempio 3.1.2. Prendiamo i vettori x = (1, 0, 1) e y = (1, 1, 0), abbiamo subito
che
d(x, y) =
 δ(1, 1)δ(0, 1)
δ(1, 0)
 =
 01
1
 .
Proposizione 3.1.3. La mappa d e` una distanza tra vettori Booleani e, come tale,
soddisfa le seguenti proprieta`:
(i) d(x, y) = d(y, x) (x, y ∈ {0, 1}n),
(ii) d(x, y = 0⇔ x = y (x, y ∈ {0, 1}n),
(iii) d(x, y) ≤ d(x, z) + d(z, y) (x, y ∈ {0, 1}n).
dove d(x, z) + d(z, y) e` la somma Booleana in {0, 1}n.
Tutto quello che abbiamo visto fino ad ora puo` essere applicato alle matrici
Booleane. Una matrice Booleana e` una matrice a coefficienti in {0, 1}; la somma
e la moltiplicazione tra tali matrici sono le stesse del caso complesso ristrette ad
elementi e operazioni Booleane.
Sia ora F : {0, 1}n → {0, 1}n un funzionale Booleano ad n componenti
F = (f1, . . . , fn).
Definizione 3.1.4. Si definisce matrice di incidenza di F la matrice booleana
B(F ) = (bij),
dove bij := 0 se fi non dipende da xj e bij := 1 altrimenti.
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Piu` precisamente, per ogni fissata (n− 1)-upla x1, . . . , xj−1, xj+1, . . . , xn
bij =
{
0 se fi(x) = fi(x1, . . . , xj−1, xj , xj+1, . . . , xn),
1 altrimenti.
Esempio 3.1.5. Sia n = 3 e xi ∈ {0, 1}; sia F : {0, 1}n → {0, 1}n definita
come segue 
y1 = f1(x1, x2, x3) = x¯2x3 + x2x¯3,
y2 = f2(x1, x2, x3) = 1,
y3 = f3(x1, x2, x3) = x2
La matrice di incidenza di F e` la seguente
B(F ) =
 0 1 10 0 0
0 1 0
 .
Definiamo adesso per x ∈ {0, 1}n il vettore
x˜j =

x1
...
x¯j
...
xn
 .
La notazione x˜ij significa che x˜ij = x¯j se i = j, x˜ij = xi se i 6= j. Dal
momento che possiamo identificare {0, 1} con i vertici di un cubo n-dimensionale,
graficamente possiamo interpretare x˜j come il j-esimo vicino di x, j = 1, . . . , n.
Definizione 3.1.6. Per ogni x ∈ {0, 1}n l’intorno di von Neumann di x e` l’insieme
Vx dei vertici del cubo n-dimensionale formato da x e i suoi n vicini, ossia
Vx := {x, x˜1, . . . , x˜n}.
La seguente figura rappresenta l’intorno di von Neumann Vx nel caso di n = 3
e x = (0, 1, 1).
Definizione 3.1.7. La derivata discreta di F , piu` comunemente detta
matrice Jacobiana Booleana di F , nel punto x ∈ {0, 1}n e` la matrice definita
come segue
F ′(x) = (fij(x)),
dove
fij(x) =
{
1 se fi(x) 6= fi(x˜j)
0 altrimenti.
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Figura 3.1: Vx = {x, x˜1, x˜2, x˜3}
Segue dunque che f non dipende da xi se la i-esima colonna di F ′ e` tutta nulla
come pure la i-esima colonna di B(F ).
Esempio 3.1.8. Calcoliamo la derivata discreta della funzione definita nell’e-
sempio 3.1 nel punto x = (1, 0, 1). Valutiamo innanzitutto F in tale punto,
F (1, 0, 1) = (1, 1, 0). Calcoliamo quindi il valore della funzione in ogni punto
dell’intorno di x.
F
 00
1
 =
 11
0
 , F
 11
1
 =
 01
1
 , F
 10
0
 =
 01
0
 .
Abbiamo quindi la matrice Jacobiana
F ′ =
 0 1 10 0 0
0 1 0
 .
Vediamo infine alcune nozioni elementari della teoria dei grafi che risulteranno
utili in seguito.
Definizione 3.1.9. Un grafo diretto Γ(A) di una matrice n × n Booleana A =
(aij) e` un grafo con n nodi P1, . . . , Pn tale che esiste una arco diretto da Pi a Pj
se e solo se aij = 1.
Definizione 3.1.10. Un percorso diretto in Γ(A) e` una sequenza di archi diretti
Pi1Pi2 , Pi2Pi3 , . . .in Γ(A).
Definizione 3.1.11. Un ciclo in Γ(A) e` un grafo diretto che parte e termina dallo
stesso nodo e la lunghezza di un percorso diretto in Γ(A) e` il numero di successivi
archi diretti nel percorso.
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3.2 Punti fissi di una mappa logica
Abbiamo visto finora definizioni e proprieta` relative alle operazioni di and ed
or definite sull’insieme Booleano Bn, dove abbiamo una struttura di algebra. De-
finiamo adesso un’altra operazione che permette di lavorare su una struttura di
anello. Possiamo descriverla in termini di and ed or.
Definizione 3.2.1. Siano x1 e x2 ∈ B, definiamo x1 ⊕ x2 = x1 · x¯2 + x¯1 · x2.
Tale operazione, detta xor, tra due variabili Booleane assume il valore 0 se le
due variabili assumono valori uguali e 1 se sono diversi. Oltre che xor viene anche
detto operatore di anello, infatti (B = {0, 1},⊕, ·) gode proprio delle proprieta` di
anello commutativo. Inoltre abbiamo
1. x1 ⊕ 1 = x¯1 (l’inverso)
2. x1 ⊕ 0 = x1 (elemento neutro)
3. (x1 ⊕ x2) ⊕ x3 = x1 ⊕ (x2 ⊕ x3) (proprieta` distributiva)
La trasformazione inversa tra le operazioni si puo` effettuare nel seguente modo:
x + y = x ⊕ y ⊕ x · y.
Possiamo estendere lo xor all’insieme delle n-uple BooleaneBn e tutto quanto
detto sopra continua a valere.
Studiamo adesso una procedura per il calcolo dei punti fissi di un funzionale
logico. Consideriamo un vettore x ∈ Bn ed una mappa logica non lineare F (x) :
Bn → Bn. Vogliamo determinare l’insieme E di tutti i punti fissi della mappa,
ossia i punti x ∈ Bn tali che
F (x) = x , (3.1)
nel significato dell’algebra Booleana.
La procedura da applicare e` generale ed abbastanza semplice. Affinche´
entrambi i membri dell’equazione (3.1) siano uguali deve valere
F (x)⊕ x = 0 , (3.2)
che possiamo espandere, secondo la definizione dell’operatore xor, come
F (x) · x¯+ F¯ (x) · x = 0 . (3.3)
Consideriamo la negazione di quest’ultima espressione, applicando la legge di
De Morgan otteniamo
(F¯ (x) + x) · (F (x) + x¯) = 1 ,
F¯ (x)F (x) + F¯ (x) x¯+ F (x)x+ x x¯ = 1 ,
e, dopo alcune semplificazioni, arriviamo alla seguente forma piu` semplice:
F¯ (x) x¯+ F (x)x = 1 . (3.4)
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Esempio 3.2.2. Consideriamo la seguente mappa logica
F (x) =
(
x1x2
x1
)
.
Applichiamo 3.4, calcolando prima il negato della mappa logica F :
F¯ =
(
x¯1 + x¯2
x¯1
)
.
Otteniamo dunque {
(x¯1 + x¯2)x¯1 + x1 x2 x1 = 1 ,
x¯1 x¯2 + x1 x2 = 1 .
Dopo alcune semplificazioni, dovute a proprieta` logiche della somma e del
prodotto, arriviamo alla condizione:
x¯1 x¯2 + x1 x2 = 1 ,
dalla quale possiamo vedere che tutti i punti fissi sono
E = {(0, 0)T , (1, 1)T } .
La derivata discreta F ′ di una mappa logica F in un punto x¯ codifica informa-
zioni su come F cambia al variare del punto lungo le direzioni concesse sul reticolo
discreto in Bn.
L’importanza della derivata discreta scaturisce dalla seguente approssimazione
lineare della mappa logica F . Consideriamo un sistema iterativo:
x(k + 1) = F (x(k)) , (3.5)
e una variazione δx nell’intorno di von Neumann di un punto x¯. Il nuovo punto e`
ottenuto come
x = x¯⊕ δx , (3.6)
e le relazioni inverse possono anche essere determinate come
x¯ = x⊕ δx ,
δx = x⊕ x¯ .
Allora, per le dinamiche della variazione abbiamo
δx(k + 1) = F (x¯⊕ δx)⊕ F (x¯) =
= (F (x¯)⊕ F ′(x¯) δx)⊕ F (x¯) =
= (F (x¯)⊕ F (x¯))⊕ F ′(x¯) δx(k) =
= 0⊕ F ′(x¯) δx(k) =
= F ′(x¯) δx(k) .
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Quindi otteniamo la seguente approssimazione locale:
δx(k + 1) = F ′(x¯) δx(k) . (3.7)
Proprieta` locali come per esempio attrattivita` dei punti fissi, possono essere
studiate dall’analisi di F ′ in tali punti. Questo motiva una ricerca di un meto-
do efficace ed operativo per il calcolo della F ′. Consideriamo un punto x¯ e una
variazione δx. Con l’introduzione dell’operazione ⊕ e` possibile implementare il
seguente metodo di calcolo:
F ′(x¯) =
(
F (x¯)⊕ F (x¯1) . . . F (x¯)⊕ F (x¯n) ) , (3.8)
dove
x¯i = x¯⊕

0
...
0
1
0
...
0

= x¯⊕ δxi .
A seguito di quest’ultimo calcolo, per fornire una scrittura simbolica dello Ja-
cobiano e` possibile calcolare F ′ in ogni punto e decidere per ogni elemento nella
matrice di F ′ quale configurazione e` capace di restituirci tale valore.
Esempio 3.2.3. Consideriamo la mappa logica dell’esempio precedente. Abbiamo
le seguenti matrici Jabobiane
F ′
(
0
0
)
=
(
0 0
1 0
)
,
F ′
(
1
0
)
=
(
0 1
1 1
)
,
F ′
(
0
1
)
=
(
1 0
1 0
)
,
F ′
(
1
1
)
=
(
1 1
1 0
)
.
Adesso, basandoci sul valore di ciascun elemento della matrice di F ′ in ogni
punto possiamo ottenere la seguente espressione simbolica:
F ′
(
x1
x2
)
=

x1 x2 + x¯1 x2 x1 x2 + x1 x¯2
x¯1 x¯2 + x¯1 x2+
+x1 x¯2 + x1 x2
x1 x¯2
 ,
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che puo` essere semplificata in
F ′
(
x1
x2
)
=
(
x2 x1
1 x1 x¯2
)
.
3.3 Teoria spettrale per matrici Booleane
Presentiamo adesso i concetti di autovalori e autovettori associati a matrici
Booleane relative ad un funzionale. In analogia al caso complesso tali concetti
restano invariati, nonche´ il concetto di raggio spettrale.
Definizione 3.3.1. Un elemento non nullo µ ∈ {0, 1}n e` detto autovettore (Boo-
leano) diA se esiste λ in {0, 1} tale cheAµ = λµ; λ e` detto autovalore (Booleano)
associato all’autovettore µ.
Definizione 3.3.2. Il simbolo σ(A) rappresenta l’insieme di tutti gli autovalori
(Booleani) di A, dunque σ(A) ⊂ {0, 1}.
Definizione 3.3.3. Il raggio spettrale Booleano di A, ρ(A), e` definito come il piu`
grande autovalore (Booleano) di A.
Come vedremo piu` avanti, poiche` σ(A) 6= ∅ abbiamo che ρ(A) = 0 oppure
ρ(A) = 1.
Esempio 3.3.4. La matrice
A =
 0 1 11 0 0
0 0 0
 .
ammette come autovalore 1 associato all’autovettore (1, 1, 0) ma non ammette
l’autovalore 0. Il raggio spettrale e` dunque pari a 1.
I seguenti risultati ci permettono di riconoscere gli autovalori e il raggio
spettrale di una generica matrice Booleana A.
Proposizione 3.3.5. Una matrice Booleana A ammette 0 come autovalore se e
soltanto se possiede almeno una colonna nulla.
Dimostrazione. Supponiamo che esista i tale che la i-esima colonna di A sia
nulla, quindi Aei = 0 = 0 · ei ed ei e` un autovettore di A associato all’autovalore
0.
Al contrario, se esiste u 6= 0 tale che Au = 0 e` chiaro che, non essendo tutte
le componenti di u nulle, la i-esima colonna di A e` nulla.
Sia I un sottoinsieme di {1, 2, . . . , k} le cui colonne corrispondenti in A sono
tutte nulle: e` chiaro che A
∑
i∈I ei =
∑
i∈I Aei = 0, dunque u =
∑
i∈I ei e` un
autovettore di A associato all’autovalore 0.
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Al contrario se u 6= 0 e` tale che Au = 0, con u = ∑i∈I ei, allora I indica
l’insieme degli indici delle componenti non nulle di u e le corrispondenti colonne
di A sono nulle. 2
Al fine di caratterizzare invece le condizioni necessarie in una matrice per avere
l’autovalore 1 abbiamo bisogno della seguente proposizione
Proposizione 3.3.6. Se A e` una matrice Booleana, allora vale una delle seguenti
condizioni:
1. A non ha alcuna riga nulla;
2. esiste una matrice di permutazione P tale che P tAP ha la seguente forma
P tAP =
[
A′ 0
u v
]
, 1 ≤ r < k,
dove A′ e` una matrice strettamente triangolare inferiore di dimensioni r× r
e v non ha alcuna riga nulla;
3. esiste una matrice di permutazione P tale che P tAP = T , con T matrice
strettamente triangolare inferiore.
Proposizione 3.3.7. Una matrice Booleana A ammette 1 come autovalore se e
soltanto se contiene una sottomatrice principale con nessuna riga nulla.
Dimostrazione. Affermare che A contenga una sottomatrice principale senza
alcuna riga nulla significa che vale uno dei casi (1) o (2) della proposizione prece-
dente. Mostriamo che nei casi (1) e (2) A possiede l’autovalore 1 mentre nel caso
(3) no. Affrontiamo caso per caso:
Caso (1) il vettore e con tutte le componenti uguali ad 1 verifica banalmente
Ae = e, quindi 1 e` autovalore di A.
Caso (2) chiamiamo 0n il vettore con tutte le componenti nulle e ricordando la
struttura della matrice P tAP abbiamo P tAP · 0n 6= 0n, poiche` v non ha
alcuna riga nulla. Quindi A possiede nuovamente l’autovalore 1.
Caso (3) Sia u tale che Tu = u; T e` strettamente triangolare inferiore, dunque
necessariamente:
u1 = 0, u2 = 0, . . . , un = 0.
Dunque u = 0 non puo` che essere l’unico autovettore.
2
In conclusione e` possibile affermare il seguente risultato
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Teorema 3.3.8. Tutte la matrici Booleane hanno almeno un autovalore.
Dimostrazione. Sia A una matrice Booleana. Consideriamo i casi (1) e (2)
della proposizione 3.3.6, secondo la proposizione 3.3.7 A ammette l’autovalore 1.
Nel caso (3) A non ammette mai l’autovalore 1 (tutte le sottomatrici principali
di A hanno almeno una riga nulla), quindi A possiede almeno una colonna nulla e,
secondo la proposizione 3.3.5 ammette 0 come autovalore. 2
Ricordiamo il concetto di contrazione per un funzionale Booleano.
Definizione 3.3.9. Una mappa F : {0, 1}n → {0, 1}n e` detta contrazione ri-
spetto alla distanza vettoriale Booleana d se esiste una matrice Booleana M di
dimensioni n× n, con raggio spettrale ρ(M) = 0, tale che
d(F (x), F (y)) ≤Md(x, y), (x, y ∈ {0, 1}n).
Introduciamo la seguente proprieta` utile in seguito:
Proposizione 3.3.10. Affinche` una matrice Booleana verifichi la seguente
relazione:
∀x, y ∈ Bn d(F (x), F (y)) ≤Md(x, y)
e` necessario e sufficiente che valga:
B(F ) ≤M
E` dimostrato che F e` una contrazione se e solo se ρ(B(F )) = 0.
Proposizione 3.3.11. Un funzionale Booleano F e` una contrazione relativa alla
distanza vettoriale Booleana d se e soltanto se la matrice d’incidenza B(F ) ha
raggio spettrale nullo, ρ(B(F )) = 0.
Dimostrazione. Questa condizione, evidentemente sufficiente, e` pure necessa-
ria. Infatti se esiste una matrice Booleana M che soddisfa la disuguaglianza nella
definizione 3.3.9 di contrazione, secondo la proposizione 3.3.10 abbiamo:
B(F ) ≤M
e dunque :
ρ(B(F )) ≤ ρ(M) < 1
ovvero, poiche` si tratta del raggio spettrale Booleano:
ρ(B(F )) = ρ(M) = 0
2
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Esempio 3.3.12. Sia la seguente matrice
B(F ) =
 0 1 10 0 0
0 1 0
 .
Il raggio spettrale e` nullo, dunque il funzionale associato e` una contrazione.
3.4 Stabilita` asintotica locale
Vediamo adesso la caratterizzazione della convergenza locale nelle immediate
vicinanze di un punto fisso,
Definizione 3.4.1. Sia ξ = F (ξ) un punto fisso per F in Bn. ξ si dice localmente
attrattivo se valgono le due seguenti condizioni:
(a) F (Vξ) ⊂ Vξ.
(b) Per tutti gli x ∈ Vξ, l’iterazione xr+1 = F (xr) (che resta dentro Vξ per la
condizione (a)) dopo al piu` n passi termina in ξ, ossia xn = Fn(x0) = ξ.
Abbiamo un importante risultato che ci indica quali sotto quali condizio-
ni abbiamo stabilita` asintotica locale per una mappa Booleana senza particolari
proprieta`. Tale risultato e` dovuto a Robert.
Proposizione 3.4.2. Sia F : {0, 1}n → {0, 1}n. Allora:
d(F (x), F (y)) = F ′(x)d(x, y), (x ∈ {0, 1}n, y ∈ Vx),
dove d(x, y) e` la distanza vettoriale Booleana in {0, 1}n.
Teorema 3.4.3. (Robert). Sia F : {0, 1}n → {0, 1}n con F (ξ) = (ξ). Affinche` ξ
risulti localmente attrattivo e` necessario e sufficiente che
(a) ρ(F ′(ξ)) = 0
(b) F ′(ξ) abbia al piu` un 1 in ciascuna colonna.
La condizione ρ(F ′(ξ)) = 0 significa equivalentemente che esiste una matrice di
permutazione P ∈ Bn×n tale che
P tF ′(ξ)P
sia strettamente triangolare inferiore.
Dimostrazione.
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1. Condizione sufficiente. Supponiamo che (a) e (b) siano soddisfatte; sia x ∈ Vξ,
allora per la proposizione (3.4.2) abbiamo che
d(F (x), ξ) = F ′(ξ)d(x, ξ).
Per ipotesi, le colonne di F ′(ξ) non possono che essere il vettore nullo o un
vettore della base, altrimenti ogni colonna apparterrebbe all’intorno V0 del
vettore nullo. Cosı` d(F (x), ξ) ∈ V0 e quindi F (x) ∈ Vξ. Applicando F
ad ogni elemento di Vξ, l’immagine resta al suo interno e dunque la prima
condizione della definizione (3.4.1) e` soddisfatta.
Adesso preso x0 dentro Vξ, l’iterazione
xr+1 = F (xr)
resta dentro Vξ e abbiamo
d(xr, ξ) = d(F (xr−1, ξ)) = F ′(ξ)d(xr−1, ξ) = . . . = [F ′(ξ)]rd(x0, ξ).
F ′ per ipotesi puo` essere riportata in forma strettamente triangolare inferiore,
quindi [F ′(ξ)]r coincide con la matrice nulla in al piu` r = n passi; in al piu`
n passi l’iterazione xr staziona nel punto fisso ξ.
2. Condizione necessaria: Supponiamo che ξ sia attrattivo dentro Vξ e supponia-
mo inoltre che una colonna di F ′(ξ), diciamo quella relativa all’indice j,
contenga diversi elementi pari ad 1. Dunque:
d(F (ξ˜j), ξ) = F ′(ξ˜) d(ξj , ξ)︸ ︷︷ ︸ (3.9)
ej︸ ︷︷ ︸
j − esima colonna di F ′(ξ)
cio` allora mostra che F (ξ˜j) non sara` nell’intorno di ξ, poiche` possiede piu`
di una componente differente da quelle di ξ: F applicato agli elementi di Vξ
non resta nell’intorno Vξ e cio` e` in contraddizione con l’ipotesi.
Mostriamo allora che la condizione sul raggio spettrale e` necessaria. Per
ipotesi:
∀x ∈ Vξ F k(x) = ξ
in particolare per x = ξ˜j abbiamo:
d(F (ξ˜j), ξ) = F ′(ξ)ej .
Per ipotesi anche F (ξ˜j) e` in Vξ, allora:
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d(F 2(ξ˜j), ξ) = F ′(ξ)d(ξ˜j , ξ) = [F ′(ξ)]2 d(ξ˜j , ξ)︸ ︷︷ ︸
ej
e per ricorrenza abbiamo:
d(Fn(ξ˜j), ξ) = [F ′(ξ)]nej (j = 1, 2, . . . , n).
Per ipotesi il primo membro e` nullo: cosı` tutte le colonne di [F ′(ξ)]n sono
nulle e dunque [F ′(ξ)]n = 0. Cio` si traduce allora in ρ(F ′(ξ)) = 0.
2
Questo risultato ha un’interpretazione pertinente nel contesto di reti automa-
tizzate. Vediamo che la condizione ρ(F ′(ξ)) = 0 non e` sufficiente a garantire che
ξ sia attrattivo in tutti gli elementi di Vξ. Mentre la condizione F ′(ξ) ha al piu` un
1 in ciascuna colonna e` equivalente alla condizione F (Vξ) ⊂ Vξ.
Osserviamo inoltre che in virtu` del teorema 3.4.2, la sequenza {F k(x)}
raggiunge il punto fisso ξ nell’intorno di von Neumann Vξ in al piu` n passi.
Il seguente risultato nel campo della convergenza locale riguarda il caso in cui
la mappa sia una contrazione..
Teorema 3.4.4. Se F : {0, 1}n ← {0, 1}n e` una contrazione, allora F ha un
unico punto fisso ed esiste un intero positivo p ≤ n tale che F p(x) = ξ per ogni
x ∈ {0, 1}n.
Dimostrazione. Dal momento che ρ(B(F )) = 0 esiste un intero q ≤ n tale
che:
[B(F )]q = 0
dove
0 ≤ B(F q) ≤ [B(F )]q = 0.
Cosı` B(F q) = 0 ed, essendo F q non dipendente da x, esiste ξ tale che
∀x ∈ Bn F q(x) = ξ
e l’attrattivita` del punto e` provata. Allora, a seguito di quanto detto risulta:
F q+1(ξ) = F q(F (ξ)) = ξ = F (F q(ξ)) = F (ξ)
dove F (ξ) = ξ. ξ e` dunque punto fisso per F , evidentemente unico; infatti
supponiamo esista η un altro punto fisso per F , allora:
0 ≤ d(ξ, η) ≤ B(F )d(ξ, η) ≤ . . . ≤ [B(F )]qd(ξ, η) = 0.
2
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Osserviamo che tale teorema afferma che il grafo Γ(B(F )) non contiene cicli,
quindi il grafo di iterazione per F e` semplice. Ricordiamo che il grafo di iterazione
per F e` il grafo i cui vertici sono elementi di {0, 1}n e gli archi diretti collegano
ciascun x al rispettivo F (x). Il grafo di iterazione e` detto semplice se possiede un
solo bacino di attrazione e tale bacino ha un unico punto fisso per F .
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Capitolo 4
Consenso Booleano per intrusion
detection
Consideriamo un ambiente interno con n osservatori ciascuno dei quali pos-
siede dei sensori destinati al controllo di una data regione di visibilita` Ri, i =
1, . . . ,m. Tutte le regioni di visibilita` formano una partizione dell’ambiente R,
dunque ∪Ri = R e Ri ∩Rj = ∅, i 6= j.
Ciascun sensore e` capace di individuare la presenza di un intruso nella sua area
di visibilita` secondo quanto descritto nella matrice V ∈ Bn×m, B = {0, 1}, dove
Vi,j = 1 se il sensore Si rileva un intruso nella regione Ri e Vij = 0 altrimenti.
Come possiamo vedere nella seguente figura
Figura 4.1: ambiente
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siamo nel caso di n = 4,m = 6 e la matrice V associata e` la seguente
V =

1 1 1 0 0 0
1 1 1 1 0 0
0 1 1 1 1 0
0 0 1 1 1 1

Sia X ∈ Bn×m lo stato di allarme del sistema: Xij = 1 se Si segnala un allar-
me per la presenza di un intruso nella regione Rj , Xij = 0 altrimenti. L’allarme
puo` scattare perche´ un intruso viene realmente rilevato dal sensore oppure per il
passaggio di comunicazione tra gli osservatori vicini.
Un rilevatore di presenza di allarme di tipo centralizzato nella regione Rj puo`
essere rappresentato dall’operatore booleano c : Bn → B definito come segue
cj = X1(j) +X2(j) +X3(j) +X4(j) +
∑4
i=1 U(i, j),
dove U =
∑N
i=1 Ui, N e` il numero di intrusi e Ui = V (:, i)E(i, :) e` l’input
corrispondente ad un intruso nella regione Ri (la matrice E rappresenta la matrice
identita` di dimensione m).
Ad esempio, un intruso che appare nella regione R2 genera il seguente input
U2 =

0 1 0 0 0 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0

mentre un intruso in R3 e uno in R5 generano
U35 =

0 0 1 0 0 0
0 0 1 0 0 0
0 0 1 0 1 0
0 0 1 0 1 0

Ad ogni configurazione viene associato il valore logico di tipo 0 (assenza di
allarme per ciascun osservatore nella regione Rj) o 1 altrimenti.
Il nostro intento e` quello di applicare un meccanismo di consenso con
approccio decentralizzato. Un meccanismo di consenso e` una legge di
aggiornamento
F : Bn ×Bn → Bn
X(t+ 1) = F (X(t), U(t))
il cui obiettivo consiste nell’accordare tutti gli osservatori al medesimo stato
(Xi,j = Xk,j per ogni i, k e per ogni j), cosicche` siano fornite informazioni com-
plete riguardo all’ambiente in monitoraggio. In termini di stato di allarme significa
che ciascuna colonna dovra` avere tutti gli elementi nulli oppure tutti pari ad 1,
mentre riguardo la legge di aggiornamento, essa dovra` possedere come punti fissi
solo 0 ∈ Bn o 1 ∈ Bn.
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4.1 Caso lineare
Affrontiamo il caso di consenso logico lineare del tipo
X(t+ 1) = AX(t) + U(t), (4.1)
La matrice A ∈ Bn×n esprime l’interazione tra i vicini. Nel nostro esempio
possiamo considerare la seguente matrice
A =

1 1 0 0
1 1 1 0
0 1 1 1
0 0 1 1

e il sistema diventa
X1(t+ 1) = X1(t) + X2(t) + U1(t)
X2(t+ 1) = X1(t) + X2(t) +X3(t) + U2(t)
X3(t+ 1) = X2(t) + X3(t) + X4(t) + U3(t)
X4(t+ 1) = X3(t) + X4(t) + U4(t)
dove ogni Xi(t) rappresenta la i-esima riga della matrice degli stati.
Osserviamo dagli elementi della matrice che un allarme puo` essere attivo al
tempo t + 1 se al tempo t lo e` gia` (elementi diagonali di A), oppure se lo e` un
vicino (elementi fuori diagonale) o in ultimo se viene rilevata la presenza di un
intruso (tramite U ).
La matrice U ha il ruolo di modificare la legge di iterazione a seguito della
rilevazione certa di un intruso. Dunque abbiamo una famiglia di mappe distribuite
F per il consenso, ciascuna in base alla struttura di U ossia 2m mappe, con m il
numero delle regioni.
Osserviamo inoltre dalla struttura della matrice A che tra gli osservatori e` pre-
sente un ciclo diretto; esso serve a diffondere a tutti quanti l’accensione di un
allarme e di conseguenza innesca l’accensione degli altri allarmi relativi alla stessa
regione.
Gia` dopo tre iterazioni della funzione F abbiamo che
A3 =

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

Qualunque siano le condizioni dello stato X o a seguito di un input, la confi-
gurazione di accordo sara` quella composta da colonne con tutti gli elementi pari ad
1 dove anche solo uno degli osservatori avra` rilevato rilevato un intruso e tutti gli
elementi pari a 0 dove accade altrimenti.
Studiamo il problema esaminando colonna per colonna dal momento che ogni
regione e` indipendente dalle altre. Nel caso in cui non venga rilevata la presenza
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di intrusi, ossia U non intervenga nella dinamica del sistema, lo stato iniziale e`
completamente a zero e resta tale in accordo con cj(X(0)) = 0, in quanto la legge
di aggiornamento e` lineare.
Nel caso in cui viene rilevato un ingresso, la legge distribuita assume il valore
1 e nella colonna interessata compare un 1. Dopo alcune iterazioni di (4.1), la
colonna verra` composta da tutti elementi 1 sempre in accordo con cj(X(0)) = 1.
Le colonne non alterate dall’ingresso restano nulle.
Gli unici valori di attrazione per ciascuna regione sono i vettori
14 =

1
1
1
1
 04 =

0
0
0
0
 ,
dove il primo attrae tutti gli elementi tranne il vettore tutto nullo che viene
attratto dal secondo.
A supporto di quanto detto sulla convergenza asintotica locale di F
applichiamo il Teorema (3.4.3) dove il nostro punto fisso e` la colonna
ξ =

1
1
1
1

e sono verificate sia l’ipotesi di ρ(F ′(ξ)) = 0 che la presenza di non piu` di un 1 in
ciascuna colonna della matrice
F ′(ξ) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
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Vediamo pure la matrice Jacobiana di F calcolata nel punto 04
F ′(04) =

1 1 0 0
1 1 1 0
0 1 1 1
0 0 1 1
 .
Tale vettore, sempre per il risultato Teorema 3.4.3, non e` attrattivo per alcun vettore
del suo intorno di von Neumann.
4.2 Caso non lineare
Analizziamo adesso un meccanismo di consenso che agisce tramite leggi non
lineari. Assumiamo che ciascun sensore Si ponga un allarme nella regione Rj al
tempo t + 1 se almeno due sensori che hanno visibilita` su Rj sono in allarme al
tempo t (non necessariamente uno dei due deve essere Si) oppure se viene rilevata
la presenza di un intruso (tramite U ).
Un esempio puo` essere il seguente : F : Bn×m → Bn×m
X1(t+ 1) = X1 ·X2 +X2 ·X3 + U(1, :);
X2(t+ 1) = X1 ·X2 +X2 ·X3 +X3 ·X4 + U(2, :);
X3(t+ 1) = X1 ·X2 +X2 ·X3 +X3 ·X4 + U(3, :);
X4(t+ 1) = X2 ·X3 +X3 ·X4 +X4 + U(4, :); ,

dove .∗ e` il prodotto componente per componente.
In questo esempio si ottiene correttamente il consenso nel caso di presenza di
intruso nelle regioni Ri per i = 1, . . . , 5, ma non per i = 6 (soltanto il sensore R4
puo` vedere la regione R6). Infatti se analizziamo i punti di equilibrio del nostro
sistema avremo che se in un dato tempo nella configurazione degli stati una delle
colonne del vettore X(0) e` uno dei seguenti vettori
1
0
0
1


0
1
0
1


0
0
0
1
 ,
se non viene rilevato un intruso e quindi trasmesso tramite la matrice U , la colonna
arrivera` alla configurazione di non consenso tra tutti i sensori:
X˜ =

0
0
0
1

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La matrice Jacobiana valutata in X¯ evidenzia la non attrattivita` locale di tale
configurazione, infatti [0, 0, 1, 1] ∈ VX¯ mentre F ([0, 0, 1, 1]) 6∈ VX˜
F ′(X¯) =

0 0 0 0
0 0 1 0
0 0 1 0
0 0 0 1
 .
Possiamo invece suddividere le configurazioni iniziali di una generica colonna
j che portano al consenso, distinguendole in base al vettore di convergenza.
X(:, j, n) X(:, j, n+ 1)
[0 0 0 0] [0 0 0 0]
[1 0 0 0] [0 0 0 0]
[0 1 0 0] [0 0 0 0]
[0 0 1 0] [0 0 0 0]
[1 0 1 0] [0 0 0 0]
[0 0 1 1] [1 1 1 1]
[0 1 1 0] [1 1 1 1]
[0 1 1 1] [1 1 1 1]
[1 0 1 1] [1 1 1 1]
[1 1 0 0] [1 1 1 1]
[1 1 0 1] [1 1 1 1]
[1 1 1 0] [1 1 1 1]
[1 1 1 1] [1 1 1 1]
Tab.1 convergenza
Vediamo inoltre il raggio spettrale della matrice Jacobiana F ′ per capire
l’attrattivita` dei vettori 04 e 14.
F ′([0, 0, 0, 0]) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 .
Dalla presenza di una sottomatrice principale non nulla possiamo dedurre che il
raggio spettrale e` pari ad 1. Il vettore nullo non e` localmente attrattivo, infatti
[0, 0, 0, 1] ∈ V[0,0,0,0] ma Fn([0, 0, 0, 1] 6= [0, 0, 0, 0].
F ′([1, 1, 1, 1]) =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
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In questo caso invece, il raggio spettrale e` nullo e sono soddisfatte le ipotesi
del teorema di Robert, quindi il vettore risulta essere localmente attrattivo, come
potevamo gia` vedere dalla Tab.1.
Proviamo adesso a modificare la legge per riuscire ad ottenere sempre il con-
senso tra i sensori. Una possibilita` e` dare piena credibilita` alla rilevazione effettuata
dal sensore S4 nella regione R6 , mentre per le altre regioni manteniamo la neces-
sita` di allarme di almeno due sensori che ne hanno visibilita`. Possiamo tradurre
quanto detto nelle seguenti equazioni

X1(t+ 1) = (X1. ∗X2 +X2. ∗X3 + U(1, :)).+R6;
X2(t+ 1) = (X1. ∗X2 +X2. ∗X3 +X3. ∗X4 + U(2, :).+R6;
X3(t+ 1 = (X1. ∗X2 +X2. ∗X3 +X3. ∗X4 + U(3, :).+R6;
X4(t+ 1) = (X2. ∗X3 +X3. ∗X4 +X4 + U(4, :).+R6; ,

dove R6 = [0, 0, 0, 0, 0, X(4, 6, t)]. Se il sensore S4 accende un allarme nella re-
gione R6 allora anche tutta l’ultima colonna dello stato X avra` elementi pari a 1
e viceversa nel caso di assenza di allarme. I vettori che nel caso precedente con-
vergevano a [0, 0, 0, 1] adesso andranno a [1, 1, 1, 1] se sono nella ultima colonna
o se viene rilevato un intruso, altrimenti andranno a [0, 0, 0, 0]. Per tutte le altre
configurazioni vale ancora la Tab.1.
Le matrici Jacobiane in [0, 0, 0, 0] e [1, 1, 1, 1] sono
F ′([0, 0, 0, 0]) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

F ′([1, 1, 1, 1]) =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 1 0

ed entrambi i punti sono localmente attrattivi.
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Sintesi
Nei capitoli precedenti abbiamo visto come, dato un funzionale logico, possia-
mo calcolarne i punti fissi e i rispettivi bacini di attrazione, dunque e` stato fatto un
lavoro di analisi del problema del consenso logico. Adesso vogliamo invece avvia-
re il processo inverso, ossia una sintesi: partire da quelli che vogliamo siano i punti
fissi con i relativi bacini di attrazione e fornire una scrittura simbolica del funzio-
nale con tale comportamento asintotico. In particolare, data una funzione di tipo
distribuito ne vogliamo realizzare una di tipo centralizzato ed il processo contrario,
richiedendo che l’una rispetti, su ogni configurazione, il valore dell’altra.
5.1 Sintesi Booleana centralizzata
Il problema della sintesi Booleana centralizzata e` definito in termini di un in-
sieme di agenti i ∈ I = {1, 2, . . . , n}, i cui valori di stato sono espressi tramite
una matrice X(t) ∈ BN×r, dove Xi(t) ∈ Br e` lo stato dell’agente i.
Sia h(X(t)) : BN×r → Bb, b ≤ n, una funzione discreta. Sia infine F :
BN×r → BN×r una legge di aggiornamento dello stato X(t+ 1) = F (X(t)).
Il nostro intento e` quello di realizzare una mappa centralizzata f(X) che asse-
gni ad ogni valore una decisione e che esiste T tale che f(X) = h(X(t)), per ogni
t > T .
Supponiamo di essere in possesso della tavola di verita` della mappa F (X(t));
in caso contrario la costruiamo, valutando il funzionale sulle varie configurazioni
degli stati e degli ingressi. Allo stesso modo consideriamo la tavola di verita` della
mappa h(X(t)).
A questo punto possiamo applicare il metodo logico di scrittura in forma
normale disgiuntiva:
• nella tabella di verita` del funzionale prendiamo in considerazione solo le
configurazioni che all’equilibrio restituiscono il valore 1;
• in tali configurazioni poniamo tutte le variabili in and prendendole pure se
la variabile e` positiva, negate se invece pari a 0;
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• uniamo tutte queste combinazioni in or.
La legge centralizzata che ne viene fuori potrebbe essere semplificabile con
alcune semplici operazioni logiche.
Vi e` perfetta equivalenza tra la formula Booleana e la tavola di verita` in quanto
ciascuna puo` essere tradotta automaticamente nell’altra e viceversa.
Mostriamo una realizzazione di quanto visto nel seguente caso. Consideriamo
un ambiente interno con N = 4 agenti ciascuno dei quali possiede dei sensori
destinati al controllo di una data regione di visibilita` Ri, i = 1, . . . , 4. Sia X ∈
BN×r lo stato di allarme del sistema, ovvero Xi,j = 1 se il sensore Si segnala un
allarme per la presenza di un intruso nella regione Rj , Xi,j = 0 altrimenti.
Supponiamo di essere nel caso di 4 sensori disposti come in figura
e di essere in possesso della seguente tavola di verita` di una possibile legge
di aggiornamento degli stati relativi a una delle regioni, per esempio alla prima.
Supponiamo che la tavola di verita` di F (X(t), u) contenga i valori all’equilibrio
sui quali applichiamo la funzione h(X(t)) ed otteniamo la seguente tabella:
X1 F (X1(t)) h(X1(t))
[0000] [0000] 0
[1000] [0000] 0
[0100] [0000] 0
[0010] [0000] 0
[0001] [0000] 0
[0101] [0000] 0
[1001] [0000] 0
[1010] [0000] 0
X1 F (X1(t)) h(X1(t))
[0110] [1111] 1
[0111] [1111] 1
[1011] [1111] 1
[1100] [1111] 1
[1101] [1111] 1
[1110] [1111] 1
[1111] [1111] 1
(5.1)
La legge di consenso centralizzata che ne viene fuori e`
f1 : B4 → B
f1(X) = x¯1x2x3x¯4 + x¯1x2x3x4 + x1x¯2x3x4 + x1x2x¯3x¯4+
+x1x2x¯3x4 + x1x2x3x¯4 + x1x2x3x4.
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Dopo alcune semplici operazioni logiche otteniamo una forma piu` semplice
f1(X) = x2x3 + x1x2x¯3 + x1x¯2x3x4
5.2 Sintesi Booleana distribuita
Consideriamo un problema che si verifica in diverse applicazioni, come la pre-
senza di un intruso o di un fuoco in ambienti non banali, dove un numero di agenti
deve assumere un valore in un insieme di p decisioni dipendenti da m inputs Boo-
leani. Questi inputs rappresentano gli eventi, come per esempio la presenza di un
intruso. Dato un evento di input u = (u1, . . . , um)t, lo scopo della rete e` il calcolo
corretto dei seguenti sistemi di funzioni logiche:
y1 = f1(u1, . . . , um),
...
yp = fp(u1, . . . , um),
(5.2)
dove uj , per ogni j, sono gli input, yh, per ogni h, sono le uscite o le decisioni,
e le fi : Bm → B sono condizioni logiche. In forma compatta abbiamo y = f(u),
dove y = (y1, . . . , yp)t, f = (f1, . . . , fp)t e u = (u1, . . . , um)t.
Assumiamo inoltre che ciascun agente sia descritto da una tripla Ai =
(Si,Pi, Ci), dove Si e` un insieme di sensori, Pi e` il processo di elaborazione rap-
presentato da operazioni logiche e Ci e` un insieme di dispositivi di comunicazione
che permettono la trasmissione di informazioni strutturate, come stringhe binarie.
Assumiamo che gli agenti siano eterogenei, ma con stesse capacita` di calcolo,
dunque Pi = P . Tuttavia, gli agenti possiedono differenti capacita` di misurazione
di una data variabile di input uj , che verra` consultata come variabile di accesso, sia
perche´ gli agenti possono essere posizionati in posti differenti sia perche´ possono
essere dotati di sensori di diversa natura. Inoltre, ciascun agente e` capace di comu-
nicare con un numero ridotto di altri agenti, che verranno chiamati vicini, a causa
per esempio di limitata durata delle batterie o differente raggio di comunicazione.
Gli agenti, quindi, saranno connessi tra loro come i nodi di un grafo G secondo
una matrice di adiacenza AG. La visibilita` degli eventi sara` espressa invece da un
grafo V , con matrice di adiacenza AV .
Cio` significa che, ad ogni istante, solo un sottoinsieme di agenti sono capaci di
ottenere le informazioni sullo stato degli input. Quindi, abbiamo bisogno che le in-
formazioni fluiscano da un nodo all’altro attraverso lo scambio di dati, in modo tale
che ciascun agente abbia gli strumenti per prendere la stessa decisione. Questo mo-
tiva l’interesse della ricerca su quale sia il modo migliore per raccogliere e spargere
le informazioni. Richiediamo in particolare che non ci sia un collettore centraliz-
zato e, allo stesso tempo, che ogni nodo possa essere interrogato, semplicemente
attraversandolo.
Secondo quanto introdotto, possiamo immaginare che ogni agente sia un nodo
dinamico che aggiorna il proprio stato attraverso una funzione logica distribuita
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che dipende dal suo stato e dall’inut. Rappresentiamo con Xi(t) ∈ Br lo stato
dell’agente i al tempo t e X(t) ∈ BN×r la matrice degli stati. Possiamo osservare
che ogni Xi(t) e` una stringa di bit.
Introduciamo il concetto di compatibilita` di un funzionale con i dati del
problema:
Definizione 5.2.1. Una legge di aggiornamento dello stato
X(t+ 1) = F (X(t), u(t)), F : BN×v ×Bm → BN×v,
e` (G,V )-compatibile se la matrice di incidenza B(F (X,u)) soddisfa
B(F (X(t), u)) ≤ [AG|AV ].
Anche il vettore di decisione si aggiorna secondo una funzione logica y(t) =
G(X(t), u(t)), con G = (G1, . . . , Gn), Gi : Bv × Bm → Bp, la quale
nuovamente deve risultare compatibile con i dati nel medesimo senso di (5.2.1).
L’intero sistema puo` dunque essere descritto dalla seguente mappa logica
iterativa {
X(t+ 1) = F (X(t), u(t))
y(t) = G(X(t), u(t))
.
Il primo problema che andiamo a studiare e` il seguente:
Problema. 1. (Globally stable design): dati gli ingressi u e la mappa di deci-
sione f , date la matrici AG e AV , vogliamo determinare una regola di iterazione
distribuita F tale che esista t¯ tale che per ogni t ≥ t¯ abbiamo Y (t) = 1f(u)
e tale che F sia ottima in termini di numero di messaggi e numero di passi di
convergenza, ovvero t¯ sia il tempo minore.
Successivamente passiamo a considerare agenti con possibili guasti. In parti-
colare, assumiamo che possano avvenire soltanto guasti nelle letture dei sensori;
infatti i dati processati e trasmessi sono consistenti con le misurazioni le quali
invece possono risultare corrotte. In tal caso, diamo le seguenti definizioni:
Definizione 5.2.2. F (X(t), u) realizza in modo distribuito y = f(u) se per il
sistema dinamico {
X(t+ 1) = F (X(t), u(t))
Y (t) = G(X(t), u(t))
con F e G (G,V )-compatibili, esistono x0 et¯ tali che Y (t) = 1f(u(t)) ∀t > t¯.
Inoltre diremo che
Definizione 5.2.3. F (X(t), u(t)) realizza stabilmente y = f(u) con grado r, r ∈
N, r ≤ N , se la stessa condizione della definizione (5.2.2) vale per le condizioni
iniziali X(0) tali che d(Xj(0), (0, . . . , 0)t)︸ ︷︷ ︸
n−upla
≤ r − 1, ∀j = 1, . . . ,m.
49
5.2. SINTESI BOOLEANA DISTRIBUITA
Problema. 2.(Robust design) data una funzione centralizzata f(u) e date AG e
AV , vogliamo trovare le condizioni necessarie per costruire un funzionale distribui-
to F (X(t), u(t)), (G,V )−compatibile, che realizzi f(u(t)) e che lo faccia stabil-
mente con grado r. Inoltre, se e` possibile avviare un processo di sintesi, vogliamo
mostrare qual e` il procedimento che porta alla costruzione di F (X(t), u(t)).
Affrontiamo il Problema 1. e iniziamo con il definire i seguenti concetti:
Definizione 5.2.4. Data una matrice di visibilita` AV , un agente i e` detto accessi-
bile dal j-esimo input se il suo sensore e` capace di misurare il valore di input uj ,
ovvero vij = 1.
Definizione 5.2.5. Data una coppia (G,AjV ) doveA
j
V e` il vettore colonna associa-
to al j-esimo input uj , definiamo la rete raggiungibile come il sottografo composto
da tutti i nodi per cui esiste almeno un cammino diretto da un nodo con accesso a
uj a tale nodo.
Consideriamo la j-esima colonna AjV della matrice di visibilita` AV . Osser-
viamo che AjV contiene elementi pari ad 1 in tutte le posizioni corrispondenti agli
agenti che sono raggiungibili dal j-input uj dopo un passo di iterazione. Suppo-
niamo inizialmente che soltanto il primo agente sia capace di misurare uj , dunque
AjV = (1, 0, . . . , 0)
t ∈ Bn. Consideriamo adesso come l’input uj si propaghi
all’interno attraverso l’insieme degli agenti. Puo` sembrare evidente che AkGA
j
V ,
per k ≥ 0, e` un vettore che contiene elementi pari ad 1 in corrispondenza degli
agenti che sono raggiungibili dall’ingresso uj dopo esattamente k passi. In parti-
colare possiamo dire che AkGA
j
V = AG(A
k−1
G A
j
V ), il che significa che gli agenti
raggiunti dopo k passi hanno ricevuto il valore di input dagli agenti che sono stati
raggiunti dopo k− 1 passi. Questo significa che la sequenza {AkGAjV } fornisce un
cammino ottimo per la propagazione dell’input uj dall’agente i = 1 al resto della
rete. Tale cammino e` ottimo poiche´ non e` possibile raggiungere tutti gli agenti con
un numero minore di passi.
Per rendere il cammino migliore anche nel numero di scambi di messaggi, e`
sufficiente che ciascun agente sia informato riguardo a uj una sola volta. Cio` puo`
essere ottenuto mantenendo la lista degli agenti raggiunti in al piu` k passi, che e`
data da I(k) =
∑k
s=1A
s
GA
j
V , e decidendo di mandare un messaggio su uj solo su
agenti indicati dal vettore AkGA
j
V I¯(k + 1).
Consideriamo il seguente esempio; siano date le matrici
AG =

1 1 0 0 1
1 0 1 0 1
1 1 1 1 1
0 1 1 1 1
0 0 0 0 1
AjV =

1
0
0
0
0
 .
La matrice di raggiungibilita`Rj = [A
j
V AGA
j
V A
2
GA
j
V A
3
GA
j
V A
4
GA
j
V ] relativa
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al j-esimo input e` la seguente:
Rj =

1 1 1 1 1 1
0 1 1 1 1 1
0 1 1 1 1 1
0 0 1 1 1 1
0 0 0 0 0 0

ed immediatamente leggiamo che l’agente i = 5 non e` raggiungibile dal’input
uj , mentre gli agenti i = 1, 2, 3, 4 sono raggiunti in k1 = 3 passi (il diametro di
visibilita` della coppia (G,V )).
Secondo quanto osservato, un metodo diretto ed ottimo per far fluire l’input uj
all’interno della rete dal primo agente a tutti gli altri e` ottenuta con l’agente i = 1
che comunica con i suoi vicini secondo la matrice G, i quali a turno comunicano
con i loro vicini senza comunicazioni sovrapposte e cosı` via. Percio`, ogni altro
agente j deve ricevere uj da un percorso di lunghezza minima originato dal primo
agente. Quindi una coppia minima che permette di ottenere il consenso sullo spazio
raggiungibile e` la seguente
AG
∗ =

0 0 0 0 0
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
 , AjV ∗ =

1
0
0
0
0
 , (5.3)
dove abbiamo considerato l’ordine con cui gli agenti sono raggiunti dall’input
e da chi essi ricevono tale informazione. Osserviamo che A∗G ≤ AG ed inoltre
A∗G = SAG, per una adeguata matrice di selezione S.
Un algoritmo logico e lineare di consenso della forma
x(t+ 1) = Fj x(t) +Bj uj(t) , (5.4)
puo` essere ottenuto scegliendo Fj = A∗G e Bj = V
∗. Quindi, un algoritmo di
consenso ottimo e` 
x1(t+ 1) = u(t)
x2(t+ 1) = x1(t)
x3(t+ 1) = x1(t)
x4(t+ 1) = x2(t)
(5.5)
Piu` in generale, secondo quanto detto, possiamo trovare una matrice ottima
di comunicazione A∗G della forma (5.4) in maniera iterativa, partendo dall’agente
i, direttamente raggiungibile da uj , e propagando l’input. Facendo questo, una
matrice di selezione S e una matrice di permutazione P vengono trovate e quindi
la matriceA∗G = P
T (S AG)P e` la seguente matrice a blocchi triangolare inferiore
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A∗G =

0 0 . . . 0 0
A˜Gi,1 0 . . . 0 0
...
...
...
0 . . . A˜Gi,ki 0 0
0 . . . 0 0 0
 ,
ed inoltre abbiamo AjV
∗
= (1, 0, . . . , 0)t. La nuova coppia (A∗G, A
j
V
∗
) e` ot-
tima nel medesimo senso e preserva la proprieta` di raggiungibilita` della coppia
originaria (AG, AV ).
Il calcolo diretto della matrice di raggiungibilita` R∗ e` il seguente:
R∗j =

1 0 0 . . . 0 0 0
0 A˜Gi,1 0 . . . 0 0 0
0 0 A˜Gi,2A˜Gi,1 . . . 0 0 0
...
...
...
0 0 0 . . . 0 A˜Gi,Ki . . . A˜Gi,1 0
0 0 0 . . . 0 0 0

,
dove la sottomatrice in alto a sinistra e` relativa al sottospazio raggiungibileXR ed e`
tale che ogni colonna contiene esattamente un elemento pari ad 1. La sottomatrice
nulla in basso a destra e` relativa al sottospazio non raggiungibile XR¯. Osserviamo
che tutti i prodotti A˜Gi,jA˜Gi,j+1 sono ben definiti dal momento che il numero di
colonne di A˜Gi,j e` pari al numero di righe di A˜Gi,j+1 per costruzione.
Inoltre, consideriamo il caso piu` generale con ν agenti, 1 < ν ≤ N , non rag-
giungibili dall’input uj e denotiamo con A = {i1, . . . , iν} l’insieme degli indici
relativi a questi agenti. Allora, la strategia ottima per propagare l’input uj consiste
nel far ricevere la misurazione a ciascuno degli altri agenti attraverso un percor-
so originato dal piu` vicino degli agenti raggiunti. Questa procedura induce una
partizione della rete in ν sottografi distinti, ciascuno raggiungibile direttamente
dall’input tramite un agente differente.
Estraiamo ν vettori differenti dal vettore AjV , A
j
V (i1), A
j
V (i2), . . . , A
j
V (iν),
ciascuno con un 1 in posizione ih. Allora, le sequenze {AkGVj(ih)} vengono uti-
lizzate per il calcolo della partizione ottima. Denotiamo con ki, per ogni i ∈ A,
il numero di passi che la sequenza {AkGVj(i)} impiega per diventare stazionaria.
Inoltre, introduciamo il seguente concetto
Definizione 5.2.6. Definiamo il diametro della visibilita` della coppia (AG, AV )
come
vis− diam(AG, AV ) = max
i
{ki},
dove ki e` il numero di passi con cui la sequenza {AkGVj(i)} diventa stazionaria.
Senza perdita di generalita` possiamo immaginare che k1 ≥ k2 ≥ . . . ≥ kν .
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Inoltre, sempre per il caso generale, esistono una matrice di permutazione P
e una matrice di selezione S con le quali otteniamo una coppia ottima (A∗G, A
j
V
∗
)
come
A∗G = P
t(SAG)P,
AjV
∗
= P tAjV ,
(5.6)
dove
A∗G = diag(A
1
G, . . . , A
ν
G),
AjV
∗
= (A1V
t
, . . . , AνV
t),
(5.7)
dove ciascun AiG e` della forma (5.2).
Consideriamo la seguente coppia (AG, AV ) con ν = 2:
AG =

1 1 0 0 1
1 0 1 0 1
0 1 1 1 1
0 1 1 1 1
1 0 1 0 1
 , AV =

1
1
0
0
0
 ,
Una coppia ottima che permette di ottenere il consenso sull’intero spazio X
puo` essere ottenuta come
A∗G =

0 0 0
1 0 0
1 0 0
0 0
0 0
0 0
0 0 0
0 0 0
0 0
1 0
 , A∗V =

1
0
0
1
0
 ,
e la matrice di permutazione e` la seguente
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1
 . (5.8)
L’algoritmo di consenso lineare ottimo corrispondente e` il seguente
x1(t+ 1) = u(t)
x2(t+ 1) = u(t)
x3(t+ 1) = x2(t)
x4(t+ 1) = x2(t)
x5(t+ 1) = x1(t).
(5.9)
Visto quanto appena detto, un consenso logico della forma (5.4) per un caso
generico di ν ≥ 1 agenti raggiungibili dall’input uj puo` essere trovato risolvendo
(??). Infatti forniamo il seguente risultato:
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Teorema 5.2.7. Data una coppia di raggiungibilita` (AG, AV ), un algoritmo di
consenso logico della forma x(t + 1) = Fx(t) + Bjuj(t), con F = A∗G e
Bj = A
j
V
∗
, dove la coppia (A∗G, A
j
V
∗
) e` nella forma canonica del tipo (5.2), e`
globalmente stabile. Inoltre, gli agenti convergono ad un unico accordo 1u in al
piu` un numero di passi pari a vis-diam(AG, AV ).
Dimostrazione. Dobbiamo provare che il sistema di consenso ha un unico pun-
to fisso di equilibrio che e` 1u. Possiamo ridurci a considerare il sotto-sistema
(Fi, Bi) corrispondente all’i-esimo agente che e` raggiungibile dall’input uj . La
dinamica e` la seguente:
xi0(t+ 1) = u(t)
xi,1(t+ 1) = A˜G(i, 1)xi,0(t)
...
xi,l(t+ 1) = A˜G(i, l)xi,l−1(t)
...
xi,ki(t+ 1) = A˜G(i, ki)xi,ki−1(t)
(5.10)
L’insieme di tutti i punti fissi e di equilibrio E e` definito come
E = {x ∈ X|F (x) = x}.
Nel nostro caso abbiamo
xi0(t+ 1) = u(t)
xi,1(t+ 1) = F˜i,1xi,0(t)
...
xi,l(t+ 1) = F˜i,lxi,l−1(t)
...
xi,ki(t+ 1) = F˜ (i, ki)xi,ki−1(t)
(5.11)
Il sistema di equazioni e` in forma strettamente triangolare inferiore e, quindi, puo`
essere risolto iterativamente blocco per blocco. Infatti, la prima riga ci fornisce
la relazione scalare xi,0 = u. La seconda e` xi,1(t + 1) = A˜G(i, 1)xi,0(t), dove
A˜G(i, 1) e` un vettore i cui elementi pari a 1 corrispondono all’insieme degli agenti
che vengono raggiunti dopo un passo. In particolare abbiamo: xi,1(t) = xi,0(t) =
u. Ad un generico passo di iterazione k, un blocco di variabili xi,k vengono ag-
giornate attraverso la k-esima matrice A˜G(i, k), la quale ha esattamente un 1 in
ciascuna riga. Quindi abbiamo che xi,k(t) = xi,k−1(t) = u. Dopo al piu` ki passi,
l’intero sottoinsieme di agenti e` posto a x∗i = 1kiu.
Ripetendo la procedura per tutti i blocchi fino a che tutti i nodi raggiun-
gibili leggono lo stesso valore u, l’intera rete giunge ad un accordo sull’unico
punto di equilibrio globale x∗ = 1nu in al piu` un numero di passi pari a
max{k1, . . . , kν} = vis− diam(AG, AV ). 2
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Riportiamo qui di seguito lo pseudo-codice che realizza la costruzione del
funzionale distribuito per il primo problema, dove indichiamo per semplicita` con
C = AG e Vj = A
j
V :
Algorithm 1 Optimal Linear Synthesis by Input–Propagation
Inputs: C, Vj
Outputs: Minima coppia (C∗, V ∗j ), permutazione P .
1: Is ← {i |Vj(i) = 1} / nodi raggiungibili direttamente da uj
2: Set I(i)← {i} for all i ∈ Is / nodes raggiunti da i ∈ Is
3: N ← {1, . . . , n} / nodi non ancora raggiunti
4: k ← 0
5: repeat
6: for all nodes i ∈ Is do
7: Set Adk(i)← CkVj(i) ∧ ¬I(i) ∧N / nodi nuovi
8: Set I(i)← I(i) ∨Adk(i)
9: Set N ← N ∧ ¬Adk(i)
10: Compute I ← {h : Adk(i)(h) = 1} / lista di indici
11: for all new nodes h ∈ I do
12: Set C˜(h, :)← C(h, :) ∧Adk(i)T / i nuovi nodi devono comunicare con un
nodo raggiunto al passo k − 1
13: end for
14: end for
15: k ← k + 1
16: until ∃ i ∈ Is |Adk(i) 6= 0
17: Compute κi ← card(I(i)) for all i ∈ Is
18: Find P | C∗ ← P T C˜ P has κ1 ≥ · · · ≥ κν / riordinamento
19: Set V ∗j ← P T Vj
Affrontiamo adesso il Problema 2. e mostriamo come e` possibile costruire un
funzionale distribuito che sia (G,V )-compatibile.
Bisogna fare una distinzione tra guasti temporanei e guasti permanenti. Un
guasto temporaneo e` tale che le misurazioni di uno o piu` agenti sono corrotte da
una disturbo e possono essere modellate immaginandole come possibili variazioni
della condizione iniziale x(0). Quindi, quando trattiamo con guasti temporanei,
dobbiamo considerare la stabilita` del punto di equilibrio 1u di un algoritmo di
consenso logico dato ed il suo bacino di attrazione. In questa prospettiva, abbiamo
mostrato in 5.2.7 che la procedura dell’algoritmo e` globalmente stabile e il bacino
di attrazione del punto di equilibrio 1u e` l’intero spazio X ⊆ Bn. Dunque, falsi
allarmi sono trattati correttamente, ossia cancellati e assorbiti nel meccanismo di
consenso.
D’altra parte, invece, trattare con guasti permanenti e` cosa ben piu` difficile,
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poiche´ uno o piu` agenti sono danneggiati e non possono eseguire correttamente
l’algoritmo di consenso. Questo motiva la ricerca di una tecnica di sintesi per un
sistema di consenso logico robusto.
Assegnamo il grado di precisione r′ e il grado di robustezza r, consideriamo la
matrice di incidenza di y rispetto ad u, B(y(u)). Per poter realizzare F (X(t), u) e`
necessario che le matrici AG e AV soddisfino le seguenti condizioni:
1. ciascun agente possa comunicare con almeno altri r agenti, ovvero
∀ i = 1, . . . , N |{j : AG(i, j) = 1, ∀j = 1 . . . N}| ≥ r′; (5.12)
2. e` necessario che ciascuna decisione sia visibile da almeno un agente, ovvero
∀ k = 1, . . . , p |{i : B(y(u))(k, j) ≤ V (i, j),∀j = 1, . . . ,m}| ≥ 1.
(5.13)
Se tali condizioni sono verificate, possiamo applicare un algoritmo che ci resti-
tuisce la funzione F (X(t), u). Tale funzione ha una componente dipendente dalle
sole variabili di stato x e un’altra componente dipendente dagli eventi di ingresso.
Il funzionale e` (G,V )-compatibile per costruzione.
Schematizziamo la costruzione del funzionale nel seguente pseudo-codice:
Algorithm 2 Distributed Synthesis
Inputs: y = f(u), AG, AV , r′
Outputs: F (X(t), u(t))
1: for all decisione yk do
2: for all i ∈ {1, . . . , N} do
3: decisione← 0
4: vicini← find(j : AG(i, j) = 1) / nodi vicini all’agente i
5: if B(yk(u)) ≤ V (i, :) then
6: decisione← 1 / il nodo vede l’ingresso
7: end if
8: Set stati← combine(Xj(1)& . . .&Xj(r′), j(r) ∈ vicini) / combinazione di
tutti le scelte di r nodi tra tutti i vicini
9: dim←size(combine)
10: Set F (Xki (t), u)←combine(1) + . . . + combine(dim) / costruzione
funzionale
11: if decisione = 1 then
12: Set F (Xki (t), u)← F (Xki (t), u) + yk
13: end if
14: end for
15: end for
Analizziamo il costo computazionale dell’algoritmo. I primi due cicli ci dicono
che le successive operazioni dovranno essere ripetute (p ∗N) volte, dove p e` il nu-
mero di decisioni yk eN il numero di agenti i. Le operazioni (4.) e (5.) richiedono
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ciascuna N e m confronti. Per ultimo, se chiamiamo h il numero di vicini dell’i-
esimo agente, l’operazione (8.) sara` eseguita tante volte quante sono le scelte di r′
elementi tra h,
(
h
r′
)
. Al caso peggiore h = N e dunque
(
h
r′
)
≤
(
N
r′
)
. Il
costo computazionale e` il seguente :
(
N +m+
(
N
r′
))
· p ·N =
(
N +m+
N !
r′!(N − r′)!
)
· p ·N
Per quanto riguarda invece la richiesta che il funzionale implementato
F (X(t), u(t)) realizzi stabilmente con grado r il funzionale f(u(t)), devono
essere soddisfatte le seguenti condizioni:
Teorema 5.2.8. Supponiamo sia data una funzione centralizzata y = f(u(t)),
f : Bm → Bp, e supponiamo fissati il grado di precisione r′ ∈ N e il grado di
robustezza r ∈ N. Un funzionale distribuito F (X(t), u(t)) realizza stabilmente
f(u(t)) con grado r se e solo se per ogni decisione yk ∈ B, k = 1, . . . , p, valgono
le seguenti condizioni:
1. almeno r + r′ agenti devono essere capaci di vedere gli ingressi coinvol-
ti nella decisione, dunque la matrice di visibilita` AV deve soddisfare la
condizione hk ≥ r + r′, dove
hk = |{i ∈ {1, . . . , N} : B(y(u))(k, j) ≤ AV (i, j), ∀j = 1, . . . ,m}|;
(5.14)
2. esiste P ∈ BN×N matrice di permutazione tale che
(a) P tAGP (i, j), per i = 1, . . . , hk e j = 1, . . . N , sono le posizioni di
adiacenza degli hk agenti che sono capaci di vedere gli ingressi;
(b) per i = hk + 1, . . . , N ,
|{i : P tAGP (i, j) = 1,∀j = 1, . . . , i− 1}| ≥ r + r′.
In altre parole, la matrice ha la seguente forma
P tAGP =

∗ . . . ∗
...
...
∗ ∗
ahk+1,1 . . . ahk+1,hk ∗ . . . ∗
ahk+2,1 . . . ahk+1,hk ahk+2,hk+1 ∗ . . . ∗
ahk+1,1 . . . . . . aN,N−1 0

.
Dimostrazione. Per la dimostrazione ci restringiamo ad osservare il comporta-
mento del funzionale relativo alla k-esima decisione, che chiameremo y, e dunque
trattiamo con condizioni iniziali X(0) ∈ BN .
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Mostriamo che le condizioni del teorema sono sufficienti. Affrontiamo
separatamente il caso in cui y = 0 e y = 1.
Se y = 0 abbiamo cheX(0) = (0, . . . , 0)︸ ︷︷ ︸
n
e` punto fisso perche` nella struttura di
F (X(t), u) abbiamo operazioni di and ed or tra gruppi di r componenti dello stato
e variabili di ingresso tutte nulle e quindi restano nulle. Lo stesso comportamento
accade per ogni condizione inizialeX(0) tale che d(X(0), (0, . . . , 0)t) < r, perche`
non e` presente un sufficiente numero di componenti pari ad 1 per far attivare uno
stato.
Se y = 1, osserviamo che lo stato X(t) = (1, . . . , 1) e` punto fisso per il fun-
zionale. Infatti sfruttiamo nuovamente nella struttura di F (X(t), u) le operazioni
di and ed or tra gruppi di r componenti dello stato e variabili di ingresso tutte pari
ad 1 e quindi restano tali.
Osserviamo inoltre che per qualunque condizione iniziale abbiamo
X(1) = F (X(0)) = y(AV ej).
Per la condizione (1), tale configurazione di stato avra` h ≥ r posizioni pari ad
1. All’istante successivo, le posizioni attive resteranno tali per la visibilita` sugli
ingressi. Per ipotesi esiste P tale che, rinominando i nodi, possiamo avere che gli
N − h nodi non attivi comunichino gli almeno r tra quelli attivi. Dunque in al piu`
N −h passi, il numero di componenti pari a 1 sara` cosı` aumentato, fino ad ottenere
tutti gli stati attivi e dunque la configurazione fissa.
Vediamo adesso che tali condizioni sono necessarie. Supponiamo che la
condizione (1) non sia verificata, ovvero
|{i : B(y(u))(k, j) ≤ AV (i, j), j = 1, . . . ,m}| < r.
Per t > 1 il numero degli stati attivi non aumenta perche´ quelli gia` presenti non
sono in numero sufficiente nella struttura di and in F (X(t), u) per far attivare uno
stato. Mentre se non vale la condizione (2), esiste un tempo t¯ in cui per t > t¯ non
e` possibile trovare un agente h + 1 che sia collegato a r agenti tra quelli attivi.
Quindi nel vettore degli stati dall’indice di quest’ultimo agente fino ad i = N
avremo tutte componenti nulle e dunque non otterremmo il consenso tra gli agenti.
2
Il seguente algoritmo prende in input le matrici di adiacenza e di visibilita`, il
grado r di realizzazione del funzionale e verifica che le condizioni del teorema
(5.2.8) siano verificate.
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Algorithm 3 Test Robust Synthesis
Inputs: AG, AV , r
Outputs: Stabile/Non Stabile
1: for all decisione yk do
2: for all t ∈ {1, . . . , N} do
3: Set decisione←find(i : B(yk(u)) ≤ V (i, :)) / nodi che vedono la decisione
4: h← size(decisioni)
5: if h¡r then
6: return Non Stabile / condizione (1.) non verificata
7: end if
8: costruisci P ← permutazione agenti
9: AG ← P tAGP / gli agenti con visibilita` diventano i primi in etichette
10: K ← find(i > h : |{P tAGP (i, j) = 1, j = 1 : h}| ≥ r) / agenti
raggiungibili al passo successivo
11: ifK = ∅ then
12: return Non Stabile / condizione (2.) non verificata
13: end if
14: end for
15: if t = N then
16: return Stabile
17: end if
18: end for
Analizziamo il costo computazionale di quest’ultimo algoritmo. Al caso peg-
giore vengono effettuati i controlli per tutte le decisioni ed ogni volta per tutti gli
agenti, fino ad arrivare a stabilire che il funzionale puo` essere realizzato stabil-
mente. I primi due cicli ci indicano che le operazioni successive dovranno essere
ripetute (p∗N) volte, come nel caso dell’ algoritmo precedente. L’operazione (3.)
richiede (N ∗N) confronti, poiche` per ogni nodo vengono confrontate N posizio-
ni. Al punto (5.) dobbiamo scambiare h righe e h colonne, mentre al punto (9.)
vengono scambiate una riga e una colonna in piu`, dunque abbiamo (2 ∗ h + 2)
operazioni. Al caso peggiore dobbiamo riordinare tutta la matrice e dunque fare
(2 ∗N + 2) operazioni.
In conclusione il costo computazionale e` il seguente
(N · N + 2 ·N + 2) · p ·N = O(N3).
5.3 Sintesi distribuita robusta per intrusion detection
Supponiamo di essere in un ambiente suddiviso in regioni dove all’interno di
esse sono presenti un numero di sensori destinati al monitoraggio. Sia data una
mappa centralizzata che assegna ad ogni evento di ingresso una decisione corri-
spondente. Il nostro intento e` quello di descrivere una mappa che realizzi in ma-
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niera distribuita la mappa centralizzata come richiesto nel paragrafo precedente.
Adattiamo una particolare situazione alle notazioni presentate.
Sia N = 4 il numero di osservatori nell’ambiente, ciascuno dei quali possiede
dei sensori destinati al controllo di una data regione di visibilita` Rj , j = 1, . . . , 6.
Sia Xi(t) ∈ B6 lo stato del sensore i e X(t) ∈ B4×6 la matrice degli sta-
ti. Diremo che l’osservatore i segnala un intruso nella regione j al tempo t se
Xi,j(t) = 1, altrimenti Xi,j(t) = 0.
Siano
AG =

1 1 0 0
1 1 1 0
0 1 1 1
0 0 1 1
 e AV =

1 1 1 0 0 0
1 1 1 1 0 0
0 1 1 1 1 0
0 0 1 1 1 1
 ,
rispettivamente la matrice di adiacenza e la matrice di visibilita`.
Supponiamo di voler sapere se nell’ambiente e` presente un intruso e se tutti i
sensori raggiungono il consenso sullo stato di allarme. Utilizziamo come funzione
di uscita h(X(t), u) : B4×6 ×B6 → B6, hi(X(t), u) = min(X(t) · 16).
Siano infine ui ∈ B, i = {1, . . . , 6} gli eventi di ingresso e y = f(u) =
(u1, . . . , u6), y ∈ B6, la funzione centralizzata che rappresenta le decisioni. La
matrice di incidenza di y e` la seguente:
B(y(u)) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Analizziamo diversi casi a seconda del grado r di stabilita` richiesta dal
funzionale distribuito.
Per primo vediamo il caso in cui si vuole costruire un funzionale distribuito
F (X(t), u) che realizzi stabilmente f(u) con grado r = 1. Con questo grado di
stabilita` molto basso avremo che un funzionale distribuito, qualora sia possibile
ottenerlo, realizzera` stabilmente f(u) solo per le condizioni iniziali che soddisfano
d(Xj(0), (0, 0, 0, 0)t) ≤ 0,∀j = 1, . . . , 6,
ovvero soltanto per la condizione iniziale in cui non e` presente alcun allarme.
Verifichiamo subito che le matrici AG e AV soddisfano le condizioni del
teorema (5.2.8):
1. ∀ k = 1, . . . , 6 |{i : B(y(u))(k, j) ≤ AV (i, j), j = 1, . . . , 6}| ≥ 1;
2. per le decisioni yk, k = 1, 2, 3, con P = I la condizione (2) e` verificata .
Per y4 se utilizziamo la seguente matrice
P =

0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0
 , P tAGP =

1 0 1 0
0 1 1 1
1 1 1 0
0 1 0 1

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e abbiamo che |{P tAGP (4, j) = 1, j = 1, . . . , 3}| = 1 ≥ r.
Per y5 con
P =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 , P tAGP =

1 1 0 0
1 1 1 0
0 1 1 1
0 0 1 1
 ,
vale la condizione (2) per gli agenti i = 3, 4; infine per y6 usiamo
P =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 , P tAGP =

1 1 0 0
1 1 1 0
0 1 1 1
0 0 1 1

e la condizione e` verificata.
Dunque possiamo costruire F (X(t), u) ed otteniamo che la matrice degli stati
X(t) si aggiorna regione per regione secondo la seguente regola:

X1,j(t+ 1) = X1,j(t) + X2,j(t) + uj(AV ej)1
X2,j(t+ 1) = X1,j(t) + X2,j(t) +X3,j(t) + uj(AV ej)2 ∀j = 1, . . . , 6.
X3,j(t+ 1) = X2,j(t) + X3,j(t) + X4,j(t) + uj(AV ej)3
X4,j(t+ 1) = X4,j(t) + X5,j(t) + uj(AV ej)4
La matrice di incidenza e` la seguente
B(F (X(t), u)) =

1 1 0 0 | 1 1 1 0 0 0
1 1 1 0 | 1 1 1 1 0 0
0 1 1 1 | 0 1 1 1 1 0
0 0 1 1 | 0 0 1 1 1 1

dove la parte dipendente dagli stati e` la stessa per tutte le regioni mentre la parte
dipendente dagli ingressi varia secondo la visibilita` degli agenti.
Il fatto che
B(F (X(t), u)) ≤ [AG|AV ] =

1 1 0 0 | 1 1 1 0 0 0
1 1 1 0 | 1 1 1 1 0 0
0 1 1 1 | 0 1 1 1 1 0
0 0 1 1 | 0 0 1 1 1 1

ci conferma che il funzionale sia (G,V )-compatibile.
Vediamo alcune simulazioni nel caso di stato iniziale nullo, dove F (X(t), u)
realizza stabilmente f(u). Mostriamo il caso in cui si verifica la presenza di un
intruso in una regione alla volta e dunque lo stato di allarme dei sensori sara` relativo
alla regione interessata, tralasciando gli stati delle altre regioni che non vengono
influenzati dall’evento.
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Nel caso di presenza di un intruso nello stesso momento in regioni differenti, si
svolgeranno simultaneamente i seguenti comportamenti nelle regioni interessate.
I sensori sono di color grigio chiaro quando non segnalano un allarme, mentre
diventano di color rosso quando l’allarme viene attivato e restano in tale colore; un
intruso e` rappresentato schematicamente da un quadrato nero.
Figura 5.1: Intruso in R1, u1 = 1
Figura 5.2: Intruso in R4, u4 = 1
Nel caso di assenza di intruso ma di lettura errata anche di uno solo sensore,
l’intero sistema passa in stato di allarme non rispecchiando il valore della funzione
centralizzata uj = 0 6= min(Xj(t) · 16) = 1:
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Figura 5.3: Nessun intruso, Xj(0)=[0,0,0,1]
Vediamo il caso in cui r = 2. Adesso richiediamo la realizzazione di un
funzionale distribuito per ogni condizione iniziale che soddisfa
d(Xj(0), (0, 0, 0, 0)t) ≤ 1,∀j = 1, . . . , 6,
ovvero per tutte le condizioni iniziali appartenenti all’intorno di von Neumann del
vettore (0, 0, 0, 0).
Notiamo subito che possiamo costruire un funzionale (G,V )-compatibile dato
che le condizioni (5.13) sono soddisfatte, ma non possiamo costruirne uno che
realizzi stabilmente f(u) con grado r = 2. Infatti analizzando le matrici AG e AV
vediamo che per j = 6
|{i : B(y(u))(6, j) ≤ AV (i, j), j = 1, . . . , 6}|  2.
Pure la condizione (2) non e` rispettata: per y1 abbiamo h = 2 agenti attivi e
non esiste una matrice P che soddisfi la condizione. Le uniche permutazioni che
possiamo fare sono con P = I , ma
|{AG(3, j) = 1, j = 1, 2}| = 1  2,
mentre con
P =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (5.15)
abbiamo
P tAGP =

1 1 0 0
1 1 0 1
0 0 1 1
0 1 1 1
 (5.16)
e dunque
|{P tAGP (3, j) = 1, j = 1, 2}| = 0  2;
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in entrambi casi la condizione non e` rispettata.
Il funzionale distribuito e` il seguente

X1,j(t+ 1) = X1,j(t)X2,j(t) + uj(AV ej)1
X2,j(t+ 1) = X1,j(t)X2,j(t) +X2,j(t)X3,j(t) +X1,j(t)X3,j(t) + uj(AV ej)2
X3,j(t+ 1) = X2,j(t)X3,j(t) + X3,j(t)X4,j(t) +X3,j(t)X4,j(t) + uj(AV ej)3
X4,j(t+ 1) = X3,j(t)X4,j(t) + uj(AV ej)4 ∀j = 1, . . . , 6.
In particolare per la sesta regione, F (X(t), u) ha la seguente forma:
X1,6(t+ 1) = X1,6(t)X2,6(t)
X2,6(t+ 1) = X1,6(t)X2,6(t) +X2,6(t)X3,6(t) +X1,6(t)X3,6(t)
X3,6(t+ 1) = X2,6(t)X3,6(t) + X3,6(t)X4,6(t) +X3,6(t)X4,6(t)
X4,6(t+ 1) = X3,6(t)X4,6(t) + u6 ∀j = 1, . . . , 6.
Dalle simulazioni vediamo che, qualora avvenga il rilevamento di un intru-
so nella regione j = 6 tramite il quarto sensore, la mancanza di una sufficiente
visibilita` impedisce la propagazione di questa informazione.
Figura 5.4: Intruso in u6, Xj(0)=[0,0,0,0], Xj(t)=[0,0,0,1]
Cambiamo le matrici in modo tale da poter costruire una funzione che realizzi
stabilmente f(u) con grado r = 2. Prendiamo per esempio
AG =

1 1 1 0
1 1 1 1
1 1 1 1
0 1 1 1
 e AV =

1 1 1 0 0 0
1 1 1 1 0 0
0 1 1 1 1 1
0 0 1 1 1 1
 ,
Adesso le condizioni (5.13) e (5.2.8) sono soddisfatte e la funzione distribuita
e` la seguente:
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
X1,j(t+ 1) = X1,j(t)X2,j(t) +X2,j(t)X3,j(t) + X1,j(t)X3,j(t) uj(AV ej)1
X2,j(t+ 1) = X1,j(t)X2,j(t) +X1,j(t)X3,j(t) +X1,j(t)X4,j(t) +
+ X2,j(t)X3,j(t) + X2,j(t)X4,j(t) + X3,j(t)X4,j(t) + uj(AV ej)2
X3,j(t+ 1) = X1,j(t)X2,j(t) +X1,j(t)X3,j(t) +X1,j(t)X4,j(t) +
+ X2,j(t)X3,j(t) + X2,j(t)X4,j(t) + X3,j(t)X4,j(t) + uj(AV ej)3
X4,j(t+ 1) = X2,j(t)X3,j(t) + X2,j(t)X4,j(t) + X3,j(t)X4,j(t) +
+ uj(AV ej)4 ∀j = 1, . . . , 6.
Per ogni condizione iniziale Xj(0) tale che d(Xj(0), (0, 0, 0, 0)) ≤ 1,
F (x(t), u) realizza stabilmente in modo distribuito f(u) con grado r = 2.
Infatti, se f(u) = (0, 0, 0, 0, 0, 0), ovvero non abbiamo presenza di intru-
si, calcoliamo la matrice della derivata discreta nella condizione iniziale nulla
Xj(0) = (0, 0, 0, 0), ∀j = 1, . . . , 6, e otteniamo
F ′((0, 0, 0, 0, 0)) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
Inoltre tale configurazione e` un punto fisso, F (Xj(0)) = Xj(0); quindi per il
teorema (3.4.3) possiamo affermare cheXj(0) = (0, 0, 0, 0), ∀j = 1, . . . , 6, e` una
configurazione localmente attrattiva.
Nella seguente figura possiamo vedere schematizzate tutte le condizioni iniziali
che appartengono all’intorno di von Neumann di Xj(0) = (0, 0, 0, 0), V(0,0,0,0),
relative a una qualunque delle regioni in assenza di intruso. Al primo passo di
iterazione della funzione distribuita i sensori vengono riportati allo stato di quiete.
Vediamo nei seguenti primi tre esempi il comportamento del funzionale
F (X(t), u) in presenza di intruso a partire dalla condizione iniziale nulla. Nel-
le figure successive riportiamo il comportamento del funzionale F (Xj(t), u) in
presenza di intruso e in condizioni iniziali appartenenti a V(0,0,0,0).
Nel caso in cui si verifichi la presenza di un intruso possiamo fornire delle pro-
prieta` del funzionale distribuito comuni a tutte le regioni tali che uj = 1. Infatti, se
uj = 1, lo stato Xj(t) = (1, 1, 1, 1) e` punto fisso per Rj ed inoltre la matrice della
derivata discreta e` identicamente nulla. Applicando il teorema (3.4.3) possiamo
affermare che abbiamo una configurazione localmente attrattiva.
Infine per ogni condizione iniziale Xj(0) ∈ V(0,0,0,0), j tale che uj = 1,
abbiamo che F (Xj(0)) = uj(AV ej) e tali configurazioni convergono al vetto-
re (1, 1, 1, 1) in al piu` 4 passi di iterazione, in accordo con il valore del relativo
ingresso.
Mostriamo in ultimo un altro esempio dove le dimensioni sono poco piu` grandi
rispetto all’esempio precedente. Consideriamo sempre una ambiente stavolta sud-
diviso in m = 10 regioni dove all’interno di esse sono presenti N = 5 sensori.
Siano date le seguenti matrici di visibilita` e di adiacenza:
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Figura 5.5: Falsi allarmi
Figura 5.6: Intruso in R1, u1 = 1
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Figura 5.7: Intruso in R3, u3 = 1
Figura 5.8: Intruso in R6, u6 = 1
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Figura 5.9: Intruso in R1, u1 = 1, Xj(0)=[0,0,1,0]
Figura 5.10: Intruso in R1, u1 = 1, Xj(0)=[0,0,0,1]
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AG =

1 1 1 0 1
1 1 1 1 0
0 1 1 1 1
1 1 0 0 1
0 1 1 1 1
 e AV =

1 1 1 1 0 0 0 0 0 0
1 1 0 1 1 0 1 1 0 0
1 1 1 0 1 1 0 1 1 0
0 0 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 0 0 1
 ,
Siano ui ∈ B, i = 1, . . . , 10, gli eventi di ingresso e y = f(u) =
(u1, . . . , u10), u ∈ B1′ , la funzione centralizzata che rappresenta le decisioni. Sup-
poniamo di voler sapere ancora se nell’ambiente e` presente un intruso e se tutti i
sensori raggiungo il consenso sullo stato di allarme.
Visivamente possiamo immaginare che la situazione sia la seguente.
Figura 5.11: Ambiente con m=10 regioni e N=5 agenti
Costruiamo il funzionale distribuito F (X(t), u) che realizza stabilmente f(u)
con grado r = 2, visto che tutte le condizioni (5.1− 3) sono soddisfatte:
X1,j(t+ 1) = X1,j(t)X2,j(t) +X2,j(t)X3,j(t) + X1,j(t)X3,j(t) +
+ X1,j(t)X5,j(t) + X2,j(t)X5,j(t) + X2,j(t)X5,j(t) + uj(AV ej)1
X2,j(t+ 1) = X1,j(t)X2,j(t) +X1,j(t)X3,j(t) +X1,j(t)X4,j(t) +
+ X2,j(t)X3,j(t) + X2,j(t)X4,j(t) + X3,j(t)X4,j(t) + uj(AV ej)2
X3,j(t+ 1) = X2,j(t)X3,j(t) +X2,j(t)X4,j(t) +X2,j(t)X5,j(t) +
+ X3,j(t)X4,j(t) + X3,j(t)X5,j(t) + X4,j(t)X5,j(t) + uj(AV ej)3
X4,j(t+ 1) = X1,j(t)X2,j(t) + X1,j(t)X5,j(t) + X2,j(t)X5,j(t) + uj(AV ej)4 ∀j = 1, . . . , 6
X5,j(t+ 1) = X2,j(t)X3,j(t) +X2,j(t)X4,j(t) +X2,j(t)X5,j(t) +
+ X3,j(t)X4,j(t) + X3,j(t)X5,j(t) + X4,j(t)X5,j(t) + uj(AV ej)5
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A seguito di test, possiamo vedere che il funzionale riesce a rilevare la presenza di
intrusi anche per condizioni iniziali appartenenti a V[0,0,0,0,0].
Riportiamo qui di seguito alcune delle situazioni che si possono presentare.
Figura 5.12: Intruso in R9, u9 = 1
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Figura 5.13: Intruso in R10, u10 = 1
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